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Abstract
With the second quantum revolution unfolding, the realization of optical quantum tech-
nologies will transform future information processing, communication, and sensing. One
of the crucial building blocks of quantum information architectures is a single-photon
source. Promising candidates for such quantum light sources are quantum dots, trapped
ions, color centers in solid-state crystals, and sources based on heralded spontaneous para-
metric down-conversion. The recent discovery of optically active defects hosted by 2D ma-
terials has added yet another class to the solid-state quantum emitters. Stable quantum
emitters have been reported in semiconducting transition metal dichalcogenides (TMDs)
and in hexagonal boron nitride (hBN). Owing to the large band gap, the energy levels of
defects in hBN are well isolated from the band edges. In contrast to TMDs, this allows
for operation at room temperature and prevents non-radiative decay, resulting in a high
quantum yield. Unlike NV centers in diamond and other solid-state quantum emitters
in 3D systems, the 2D crystal lattice of hBN allows for an intrinsically ideal extraction
efficiency.
In this thesis, recent advances in developing this new type of emitter are described. In
the first experiment, quantum emitters hosted by hBN are attached by van der Waals force
to the core of multimode fibers. The system features a free space and fiber-coupled single-
photon generation mode. The results can be generalized to waveguides and other on-chip
photonic quantum information processing devices, thus providing a path toward integra-
tion with photonic networks. Next, the fabrication process, based on a microwave plasma
etching technique, is substantially improved, achieving a narrow emission linewidth, high
single-photon purity, and a significant reduction of the excited state lifetime. The defect
formation probability is influenced by the plasma conditions, while the emitter brightness
correlates with the annealing temperature.
Due to their low size, weight and power requirements, the quantum emitters in hBN
are promising candidates as light sources for long-distance satellite-based quantum com-
munication. The next part of this thesis focuses on the feasibility of using these emitters
as a light source for quantum key distribution. The necessary improvement in the photon
quality is achieved by coupling an emitter with a microcavity in the Purcell regime. The
device is characterized by a strong increase in spectral and single-photon purity and can be
used for realistic quantum key distribution, thereby outperforming efficient state-of-the-
art decoy state protocols. Moreover, the complete source is integrated on a 1U CubeSat,
a picoclass satellite platform encapsulated within a cube of length 10 cm. This makes the
source among the smallest, fully self-contained, ready-to-operate single-photon sources in
the world. The emitters are also space-qualified by exposure to ionizing radiation. Af-
ter irradiation with γ-rays, protons and electrons, the quantum emitters show negligible
change in photophysics. The space certification study is also extended to other 2D materi-
als, suggesting robust suitability for use of these nanomaterials for space instrumentation.
Finally, since the nature of the single-photon emission is still debated and highly con-
troversial, efforts are made to locate the defects with atomic precision. The positions at
which the defects form correlate with the fabrication method. This allows one to engineer
ix
xthe emitters to be close to the surface, where high-resolution electron microscopy can be
utilized to identify the chemical defect.
The results so far prove that quantum emitters in hBN are well suited for quantum
information applications and can also be integrated on satellite platforms. A device based
around this technology would thus provide an excellent building block for a worldwide
quantum internet, where metropolitan fiber networks are connected through satellite re-
lay stations.
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Chapter 1
Introduction
It was the year 1900 when Max Planck proposed the hypothesis of discrete energies of
light. Even though Planck himself questioned his conclusion at first, the work inspired the
field of quantum mechanics. This lead to the first quantum revolution, with the invention
of the transistor, the laser, and the atomic clock. Today we observe the second quantum
revolution unfolding, with the development of quantum communication, quantum sen-
sors, quantum simulators and quantum computing. Just last year, the European Union
launched its Quantum Technologies Flagship,1 a large-scale and long-term initiative to
advance these technologies from the laboratories to industrial applications.
The paradoxical laws of physics at the microscopic scale include the superposition
principle, entanglement, non-commuting operators, and no-cloning. Exploiting these laws
forms the foundation of quantum computing and quantum communication. The key area
of the latter, and arguably the closest to large-scale commercialization, is quantum cryp-
tography.
Modern conventional cryptography relies on unproven mathematical assumptions, such
as the computational complexity of factorization or computing the discrete logarithm.
Public-key cryptography exploits these one-way functions, which can be computed in
polynomial time for every input, but any polynomial time algorithm attempting to invert
the image of a random input succeeds with negligible probability. Famous examples in-
clude the RSA algorithm or Elliptic Curve Diffie-Hellman key exchange. These schemes
use a public key for encryption and a secret key for decryption. While it is technically
possible to calculate the secret from the public key, the use of a one-way function makes
this unfeasible. The assumption of the implemented function being one-way, however, is
only an assumption which could be contradicted over night, if an efficient solution to the
underlying algorithm becomes public. Moreover, a sufficiently large quantum computer
can solve all these problems with polynomial resources. It is thus essential to find alter-
natives to public-key cryptography.
One such alternative is quantum cryptography, whose security, for the first time in the
history of code making and code breaking, relies only on fundamental laws of quantum
physics. As long as these laws hold, quantum cryptography is provably secure, indepen-
dent from resources available to any eavesdropper. The research on quantum cryptogra-
phy, or more precisely quantum key distribution (QKD), is a very active research field,
further catalyzed by the first space-to-ground quantum key exchange performed by the
Micius satellite in 2017. Expensive components and the requirement of direct point-to-
point connections, however, hamper the widespread use of QKD. In addition, imperfect
implementations allow loopholes which have to be carefully characterized and closed. It
1https://qt.eu/
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were precisely these loopholes which gave credence to the opinion that QKD can never
outperform quantum-resistant or post-quantum cryptography, which resulted in an ini-
tially low acceptance of QKD. This attitude is flawed for the following reasons: On the
one hand, QKD allows for perfect backward and forward secrecy, and the eavesdropping
attempt must take place at the time of key exchange. Simply monitoring and storing
all internet traffic as the National Security Agency (NSA) does for later decryption with
more efficient algorithms or quantum computers is thus not possible. On the other hand,
it cannot be proven that post-quantum cryptography is truly quantum-resistant. Just
because at the moment there is no quantum or even classical algorithm known that can
break post-quantum cryptography does not mean it does not exist. Post-quantum cryp-
tography is thus another bet on the unknown, just like RSA was 40 years ago. It is,
however, undeniable that someday in the not too distant future the current public-key
cryptographic systems will collapse. Its replacement will likely be a hybrid system, where
the most sensitive data is encrypted with QKD and other data secured with post-quantum
cryptography. The NSA’s Information Assurance Directorate stated, they
”will initiate a transition to quantum-resistant algorithms in the not too distant
future.”2
Starting this transition immediately is crucial since its implementation on a large scale
takes time. For comparison, it took more than a decade to replace DES with AES, and
these are similar algorithms.
Going into more detail, the security of QKD is based on the no-cloning theorem, stat-
ing that no unknown quantum state can be measured perfectly. Furthermore, its security
is also based on the Heisenberg uncertainty relation, specifying that not all properties
of a quantum system can be measured simultaneously. Thus, if only a single quantum
system is sent at a time, it is impossible to copy or readout its state. Photons are an
ideal information carrier for quantum cryptography, as they travel at the speed of light
and can be transmitted over long distances. This, however, requires the generation of
single-photons, a highly non-trivial task. An ideal single-photon source (SPS) emits the
single-photon Fock state on demand at a high repetition rate (with a high degree of indis-
tinguishability), allows for (application-specific) spectral tuning and efficient extraction
of the single-photons. In addition, for practical applications it should operate at room
temperature, be mass-producible (meaning different sources have the same properties),
and be easily integratable into application-specific environments. Due to the lack of such
an ideal SPS, the vast majority of QKD implementations use weak coherent states, with
mean photon numbers much smaller than 1 to reduce the amount of multiphoton states.
Nevertheless, great progress in the development of single-photon sources has been made,
most notably quantum dots, trapped ions, color centers in solids, and single-photon sources
based on heralded parametric spontaneous down-conversion. Achieving near-ideal prop-
erties in all mentioned categories simultaneously remains a technical challenge.
The recent discovery of fluorescent defects in two-dimensional (2D) materials has added
yet another class of quantum emitters to the solid-state color centers. A 2D material is
defined as a solid where the bonding energies of atoms in two dimensions are of compara-
ble strength and much stronger compared to the third dimension. In-plane the atoms are
covalently bound, while multiple layers are stacked together with van der Waals bonds.
These crystals can be as thin as one atomic layer or be heterostructures consisting of mul-
tiple layers. The first isolated 2D material was semimetallic graphene, soon followed by
2https://www.nsa.gov/
3numerous other 2D materials, including semiconducting transition metal dichalcogenides
(TMDs) and insulating hexagonal boron nitride (hBN). Compared to their bulk counter-
parts, the reduced dimensionality can change their properties significantly. For example,
TMDs undergo a transition from an indirect to a direct band gap semiconductor in the
limit of a monolayer.
Point defects in these 2D materials introduce additional energy levels into the electronic
band structure. These states act as localized trap sites for charge carriers. The trapped
charge carrier can be excited in a photoluminescence experiment and after a finite time it
will return to its initial ground state under emission of a single-photon. Stable quantum
emitters have been reported in the TMDs WSe2, WS2, MoSe2 and MoS2. The optical tran-
sition energies for these emitters, however, are located in close vicinity to the electronic
bands. Thus, cryogenic cooling below 15 K is required to resolve the zero-phonon line.
For room temperature single-photon emission, defects hosted by large band gap materials
such as hBN are more ideal, as the energy levels are well isolated. Moreover, a large band
gap prevents non-radiative decay, allowing for high quantum efficiencies and thus high
single-photon luminosities. Quantum emitters in 2D materials have several advantages
over emitters in 3D systems. The 2D lattice allows for an intrinsically ideal extraction
efficiency, as none of the emitters are surrounded by high refractive index materials. Thus,
the collection of single-photons is not limited by Fresnel or total internal reflection. The
chemical and thermal stability of the host materials also assists the stability and durabil-
ity of the defects, which have shown long-term stable operation over an extremely large
temperature range. The confinement of the emitters in 2D also allows for easy integration
with fiber networks or waveguides. All these characteristics make hBN and 2D materials
in general a promising candidate for a practical single-photon source.
This thesis describes the full development of such a single-photon source, presented as
a series of publications. The first part introduces the basic ideas and concepts that were
used throughout this thesis and in the publications. As this work bridges two very differ-
ent research fields, a brief introduction to both quantum optics in Chap. 2 and solid-state
physics in Chap. 3 is given. However, in doing so the focus lies mostly on the aspects
important for this work, leaving full coverage of the fields to the literature. A review
of quantum emitters in 2D materials is given in Chap. 4. Chap. 5 introduces important
computational methods and experimental techniques. Chap. 6 through 10 include the
publications, which have been published or are under review in peer-reviewed journals.
Each of these chapters starts with a foreword linking the publications and placing the work
in context. Chap. 6 starts with the integration of quantum emitters with multimode fibers.
Chap. 7 discusses the optimization of the fabrication parameters and the enhancement of
the single-photon emitter quality. After this work, the focus was shifted toward exploring
the use of the single-photon emitters for satellite-based quantum communication. Since
space environments differ substantially from Earth a full space-certification of the emitters
was carried out. This is described in Chap. 8. The improvement of the quantum emitters
through the fabrication optimization, especially the increase in spectral purity, also allows
one to integrate the emitter with a microcavity on a satellite platform. The results of
this study are presented in Chap. 9. As the nature of the defects remains unknown and
controversial, Chap. 10 attempts to assist the identification by atomic localization of the
quantum emitters. Finally, Chap. 11 provides an overall conclusion of the thesis.
4 Introduction
Part I
Theoretical framework
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Chapter 2
Quantum optics
In the early 20th century, physicists began what Serge Haroche later called ”unveiling
the quantum”[1]. Max Planck’s hypothesis of discrete energies of light[2, 3], Albert Ein-
stein’s explanation of the photoelectric effect[4], and Niels Bohr’s theory of quantized
energy levels of atoms[5] are only some of the major breakthroughs in the development of
quantum mechanics. The subsequent study of the interaction between light and matter
engaged many physicists. Historically, this is referred to as the first and second quanti-
zation, though this designation may be misleading. The second quantization is rather an
expansion of quantum theory to find a quantum mechanical description for classical field
equations. Numerous experiments have confirmed quantum mechanical predictions with
impressive conformance, making quantum theory the most successful theory of physics.
This chapter provides a brief introduction to quantum optics and derives for this thesis
important concepts from classical field equations. The approach is mostly following meth-
ods of the second quantization and Roy Glauber’s quantum optics theory[6–8], leaving a
full review of the field to the literature[1, 9].1
2.1 Classical radiation fields
The Maxwell equations in vacuum are given by
∇ · ~E = 0 (2.1)
∇ · ~B = 0 (2.2)
∇× ~E = −∂
~B
∂t
(2.3)
∇× ~B = 1
c2
∂ ~E
∂t
(2.4)
A common approach is to express electric and magnetic fields in these differential equations
in terms of potentials φ for the electric and ~A for the magnetic field. The invariance of
these under certain transformations allows one to choose a gauge. In the absence of source
terms, the Coulomb gauge ∇ · ~A = 0 is used such that the associated fields are given by
~E = −∂
~A
∂t
(2.5)
~B = ∇× ~A (2.6)
1This chapter is mostly based on notes of Prof. Immanuel Bloch’s lecture on Quantum Optics 2014/15
at the Ludwig Maximilians Universita¨t Mu¨nchen.
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Substituting these into equation 2.4 yields the wave equation for the vector potential
∇2 ~A− 1
c2
∂2 ~A
∂t2
= 0 (2.7)
where the identity ∇× (∇× ~A) = ∇(∇· ~A)−∇2 ~A and the Coulomb gauge was used. This
approach decouples the differential equations and is equivalent to the original Maxwell
equations. The wave equation can be solved with the plane wave ansatz
~A~k,α = ~~k,αA~k,αe
i(~k~r−ωt) (2.8)
where A~k,α is the complex amplitude and ~~k,α is a unit vector determining the polarization
of the radiation mode. Note that |~k| = k = 2piλ , ω = ck, and α = 1, 2 denotes the
polarization index in an arbitrarily chosen orthogonal basis set. In general, the polarization
can be any (normalized) complex linear combination of these states. The general solution
for the vector potential can be expanded in the basis of A~k,α:
~A(~r, t) =
∑
~k,α
~~k,α
(
A~k,αe
i(~k~r−ωt) +A∗~k,αe
−i(~k~r−ωt)
)
(2.9)
The complex conjugate is required to ensure that ~A(~r, t) and consequently also ~E(~r, t) and
~B(~r, t) are real valued. The electric and magnetic fields are thus given by
~E(~r, t) = −∂
~A(~r, t)
∂t
=
∑
~k,α
iω~~k,α
(
A~k,αe
i(~k~r−ωt) −A∗~k,αe
−i(~k~r−ωt)
)
(2.10)
~B(~r, t) = ∇× ~A(~r, t) =
∑
~k,α
i~k × ~~k,α
(
A~k,αe
i(~k~r−ωt) −A∗~k,αe
−i(~k~r−ωt)
)
(2.11)
It is worth noting that infinite space allows a continuous distribution of ~k, but in a finite
volume only discrete wave vectors are possible. This is the situation of a radiation mode
confined within a cavity (see Sec. 2.5). The total energy H of the radiation field contained
in a volume V can be calculated by integrating the energy density over the volume:
H =
∫
V
dV
(
0
2
| ~E|2(~r, t) + 1
2µ0
| ~B|2(~r, t)
)
=
∑
~k,α
V 0ω
2
(
A~k,αA
∗
~k,α
+A∗~k,αA~k,α
)
(2.12)
where 0µ0 = c
−2, ω = ck, and periodic boundary conditions have been used.2
2.2 Quantum harmonic oscillator
Quantum mechanics postulates that the energy levels of an harmonic oscillator are quan-
tized. The Hamiltonian of such oscillator with mass m and resonant (angular) frequency
ω is given by
Hˆ = pˆ
2
2m
+
1
2
mω2xˆ2 (2.13)
2Using these conditions, the fields vanish at the boundaries of V .
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where the position and momentum operators xˆ and pˆ satisfy the commutation relation
[xˆ, pˆ] = i~. It is convenient to define the ladder operators:
aˆ =
1√
2m~ω
(mωxˆ+ ipˆ) (2.14)
aˆ† =
1√
2m~ω
(mωxˆ− ipˆ) (2.15)
which satisfy the commutation relation
[
aˆ, aˆ†
]
= 1. The ladder operators are not hermitian
and therefore not observables. The position and momentum operators expressed in terms
of the ladder operators are
xˆ =
√
~
2mω
(
aˆ+ aˆ†
)
(2.16)
pˆ =
√
m~ω
2
i
(
aˆ† − aˆ
)
(2.17)
so the corresponding Hamiltonian reads
Hˆ = ~ω
2
(
aˆ†aˆ+ aˆaˆ†
)
= ~ω
(
aˆ†aˆ+
1
2
)
(2.18)
The last equation used the commutation relation of the ladder operators. The operator
aˆ†aˆ can be defined as the number operator nˆ. In contrast to the ladder operators, the
number operator is hermitian and therefore an observable as
nˆ† = (aˆ†aˆ)† = aˆ†aˆ = nˆ (2.19)
shows. The number operator has eigenstates |n〉 satisfying the eigenvalue equation
nˆ |n〉 = n |n〉 (2.20)
which implies that the eigenstates of Hˆ are also |n〉:
Hˆ |n〉 = ~ω
(
nˆ+
1
2
)
|n〉 = ~ω
(
n+
1
2
)
|n〉 (2.21)
Therefore, the eigenvalue or energies of the quantum harmonic oscillator are
En = ~ω
(
n+
1
2
)
(2.22)
where E0 is the zero point energy.
2.3 Quantization of the electromagnetic field
The mathematical description of the quantum harmonic oscillator can be used to quan-
tize the electromagnetic field. Every radiation mode ~k, α is associated with a quantized
harmonic oscillator. Therefore, a photon is an excitation quantum of the oscillator in
the corresponding radiation mode. The ladder operators act on the number states in the
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following way:
aˆ~k,α
∣∣∣n~k,α〉 = √n~k,α ∣∣∣n~k,α − 1〉 (2.23)
aˆ†~k,α
∣∣∣n~k,α〉 = √n~k,α + 1 ∣∣∣n~k,α + 1〉 (2.24)
Therefore, aˆ~k,α destroys a photon, aˆ
†
~k,α
creates a photon, and nˆ~k,α counts the number of
photons in mode ~k, α. The former two are often referred to as the annihilation and creation
operators, respectively. The number states are called Fock states and have a fixed photon
number in their radiation mode. The Hamiltonian of the total radiation field is the sum
over all modes:
Hˆ =
∑
~k,α
Hˆ~k,α =
∑
~k,α
~ω
(
nˆ~k,α +
1
2
)
=
∑
~k,α
~ω
2
(
aˆ~k,αaˆ
†
~k,α
+ aˆ†~k,αaˆ~k,α
)
(2.25)
When comparing the classical field energy in Eqn. 2.12 with the quantum mechanical
Hamiltonian the following replacement for the fields can be made:
A~k,α →
√
~
2V 0ω
aˆ~k,α (2.26)
A∗~k,α →
√
~
2V 0ω
aˆ†~k,α (2.27)
It should be mentioned that this quantization assumes the field to be confined in a cavity
with finite volume V (see also Sec. 2.1). This implies that the concept of quantized
radiation or a photon cannot be defined in free space outside of a cavity. In the physical
picture, free space is an infinitely large cavity. This does not lead to any divergences, as
the photon density of states varies with the volume, and thus this cancels in any physical
observable. Substituting the replacements into Eqn. 2.10 and 2.11 yields the operator for
the electric and the magnetic field:
Eˆ(~r, t) =
∑
~k,α
i
√
~ω
2V 0
~~k,α
(
aˆ~k,αe
i(~k~r−ωt) − aˆ†~k,αe
−i(~k~r−ωt)
)
(2.28)
Bˆ(~r, t) =
∑
~k,α
i
√
~
2V 0ω
~k × ~~k,α
(
aˆ~k,αe
i(~k~r−ωt) − aˆ†~k,αe
−i(~k~r−ωt)
)
(2.29)
For simplicity the dimensionless phase χ = −~k~r+ωt− pi2 is defined, such that iei(
~k~r−ωt) =
e−iχ. In addition, it is convenient to express Eˆ(~r, t) in units of
√
2~ω
V 0
and Bˆ(~r, t) in units
of
√
2~
V 0ω
, so the simplified field operators read
Eˆ(~r, t) =
1
2
∑
~k,α
~~k,α
(
aˆ~k,αe
−iχ − aˆ†~k,αe
iχ
)
(2.30)
Bˆ(~r, t) =
1
2
∑
~k,α
~k × ~~k,α
(
aˆ~k,αe
−iχ − aˆ†~k,αe
iχ
)
(2.31)
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Indeed, integrating the energy density over the volume yields the Hamiltonian of the
radiation field (in SI units):∫
V
dV
(
0
2
Eˆ2(~r, t) +
1
2µ0
Bˆ2(~r, t)
)
=
∑
~k,α
~ω
(
aˆ†~k,αaˆ~k,α +
1
2
)
= Hˆ (2.32)
2.4 Field states
The concept of Fock states as the eigenstates of the number operator was introduced in
the previous section. Fock states are orthonormal and form a basis. The expectation value
of the radiation field Hamiltonian for the vacuum or ground state of the radiation field is〈
Hˆ
〉
=
〈
0
∣∣∣ Hˆ ∣∣∣ 0〉 = ∑
~k,α
~ω
2
(2.33)
Each mode has a finite zero point energy resulting in an infinite vacuum energy. This
problem requires renormalization, which is done in quantum field theory, but often it is
sufficient to consider energy differences with respect to the ground state. In the following
analysis, only a single radiation mode is considered. The expectation value of the electric
field for the Fock state vanishes, which means it is a non-classical or quantum field state
and cannot be represented by a classical field. The variance (∆Eˆ)2, however, does not
vanish, as
(∆Eˆ)2 =
〈
Eˆ2
〉
−
〈
Eˆ
〉2
=
1
4
〈
n
∣∣∣ aˆaˆ† + aˆ†aˆ ∣∣∣n〉 = 1
2
(
n+
1
2
)
(2.34)
shows. This means even the vacuum has fluctuations, but the average is zero. The states
of light, whose expectation value corresponds to classical electromagnetic radiation fields
are coherent states, which can be described with a single complex parameter α:
|α〉 = e− 12 |α|2
∑
n
αn√
n!
|n〉 (2.35)
Coherent states are eigenstates of the annihilation operator with eigenvalue α, are nor-
malized, and have a mean photon number of |α|2. The probability of a mode actually
containing n photons when the system is in state |α〉 is given by
P (n) = |〈n |α〉|2 = |α|
2n
n!
e−|α|
2
= Pn¯(n) (2.36)
which is precisely the probability mass function of the Poisson distribution with a mean
n¯ = |α|2. The photon number variance is
(∆n)2 =
〈
α
∣∣∣ aˆ†aˆaˆ†aˆ ∣∣∣α〉− 〈α ∣∣∣ aˆ†aˆ ∣∣∣α〉2 = |α|2 = 〈nˆ〉 = n¯ (2.37)
where the commutation relation has been used such that aˆ†aˆaˆ†aˆ = aˆ†(aˆ†aˆ+1)aˆ. Therefore,
the photon number fluctuates with the square root of the mean photon number. This
phenomenon, called Shot noise, is purely quantum, as a classical field does not exhibit
such intensity fluctuations. Since the output of a laser is a coherent state, this means
that the intensity stability of a laser is fundamentally limited by Shot noise. The relative
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fluctuations
∆n
n¯
=
1√
n¯
(2.38)
can be minimized in the classical limit of n  1. It is worth noting the Fock state is
not Shot noise limited, meaning the variance of the number operator vanishes. Thus, a
single-photon source, which outputs the single-photon Fock state |1〉, is also not Shot noise
limited. The expectation value of the electric field is〈
α
∣∣∣ Eˆ ∣∣∣α〉 = 1
2
(
αe−iχ − α∗eiχ) (2.39)
which can be simplified using α = |α|eiφ and e−iχ = iei(~k~r−ωt) such that Euler’s formula
can be applied. The expectation value for Eˆ is then |α| sin(−~k~r+ωt−φ). Hence, coherent
states are indeed states of light whose expectation value corresponds to classical waves.
2.5 Quantized light-atom interactions
A quantized radiation field interacting with a two-level system (TLS) is the typical situa-
tion in cavity quantum electrodynamics (QED). An example is a single atom interacting
with a radiation mode in a cavity (see Fig. 2.1). This model was introduced as an ide-
alization of light-matter interactions in free space. In the following section only a single
radiation mode with angular frequency ω is considered with the vacuum field energy set to
zero (it does not contribute to the dynamics). The transition energy of the TLS from its
excited state |2〉 to its ground state |1〉 is ~ω21. To simplify the calculations, the ground
state energy of the atom is chosen to be zero as well. Similar to the ladder operators for
the electric field, atomic ladder operators can be defined as
σˆ = |1〉〈2| (2.40)
σˆ† = |2〉〈1| (2.41)
resulting in the Hamiltonian of the atom being
HˆA = ~ω21σˆ†σˆ (2.42)
The interaction between the dipole of the atom and the radiation field is given by
HˆI = −dˆEˆ (2.43)
The dipole operator can be written as
dˆ = erˆ =
∑
i,j
|i〉〈i| erˆ |j〉︸ ︷︷ ︸
~dij
〈j|TLS= ~d12 (|1〉〈2|+ |2〉〈1|) = ~d12
(
σˆ + σˆ†
)
(2.44)
For the sake of simplicity the atom is assumed to rest at the center of the cavity. In the
Schro¨dinger picture the time dependence is shifted to the state vectors, while operators
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Figure 2.1: A simple conceptual model of cavity QED. A two-level system (e.g. an atom) is
coupled with the radiation field in a cavity. Its ground |1〉 and excited state |2〉 couple to the
radiation field with coupling strength g. κ is the loss rate of cavity photons and γ the excited state
decay rate through spontaneous emission. While the atom-field coupling is coherent, spontaneous
emission and cavity losses are incoherent dynamics.
and observables are time-independent. The interaction Hamiltonian then reads
HˆI = −~d12
(
σˆ + σˆ†
)
·
√
~ω
2V 0
~
(
aˆ− aˆ†
)
=
= − ~d12 · ~
√
ω
2V 0~︸ ︷︷ ︸
g
~
(
σˆaˆ− σˆaˆ† + σˆ†aˆ− σˆ†aˆ†
) (2.45)
where the coupling strength g was defined. The terms σˆaˆ and σˆ†aˆ† are energy non-
conserving. Neglecting these amounts to the rotating wave approximation. The remaining
terms σˆaˆ† and σˆ†aˆ correspond to emission of a photon with the atom transitioning from
the excited to its ground state and absorption of a photon with the atom transitioning
from ground to excited state, respectively. The complete Jaynes-Cummings Hamiltonian3
is the sum of the three contributions (the Hamiltonian for the radiation field is derived in
Eqn. 2.32):
HˆJC = ~ω21σˆ†σˆ︸ ︷︷ ︸
HˆA
+ ~ωaˆ†aˆ︸ ︷︷ ︸
HˆR
+ ~g
(
σˆaˆ† − σˆ†aˆ
)
︸ ︷︷ ︸
HˆI
(2.46)
To calculate the time evolution of the system it is convenient to switch to the interaction
picture, in which both states and operators are time-dependent. The Jaynes-Cummings
Hamiltonian can be decomposed into a non-interacting and interacting part, such that
HˆJC = HˆA + HˆR︸ ︷︷ ︸
Hˆ0
+ HˆI︸︷︷︸
Hˆ′
(2.47)
In the interaction picture the interaction Hamiltonian becomes
Hˆ′I(t) = e
i
~ Hˆ0tHˆ′e− i~ Hˆ0t (2.48)
3It is important to note that in the literature the interaction Hamiltonian is often defined as
~g
(
σˆaˆ† + σˆ†aˆ
)
. This is a convention which does not change the observables and expectation values asso-
ciated with them. In fact, in Minkowski spacetime all representations are unitary equivalent. In curved
spacetime (general relativity), however, this is not generally valid anymore[10].
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and the state vector is written as
|ψI(t)〉 = e i~ Hˆ0t |ψS(t)〉 (2.49)
The indices I and S denote the corresponding operator or state in the interaction or
Schro¨dinger picture, respectively. Note that for any operator Oˆ and state vector |ψ(t)〉
the equation〈
ψS(t)
∣∣∣ OˆS ∣∣∣ψS(t)〉 = 〈ψS(t) ∣∣∣ e− i~ Hˆ0te i~ Hˆ0tOˆSe− i~ Hˆ0te i~ Hˆ0t ∣∣∣ψS(t)〉 = 〈ψI(t) ∣∣∣ OˆI ∣∣∣ψI(t)〉
(2.50)
holds. Both pictures are therefore equivalent. The interaction Hamiltonian can be calcu-
lated with the Baker-Campbell-Hausdorff formula4 and the fact that aˆ and σˆ commute:5
Hˆ′I(t) = ~g
(
σˆaˆ†ei(ω−ω21)t − σˆ†aˆe−i(ω−ω21)t
)
(2.51)
The frequency difference between the light field and the atomic transition is the detuning
∆ = ω − ω21. The time evolution of the state vector |ψI(t)〉 is governed by the time-
dependent Schro¨dinger equation
i~
∂
∂t
|ψI(t)〉 = Hˆ′I(t) |ψI(t)〉 (2.52)
which is solved by the ansatz
|ψI(t)〉 =
∑
n
c1,n+1(t) |n+ 1, 1〉+ c2,n(t) |n, 2〉 (2.53)
The interaction Hamiltonian links the states |n+ 1, 1〉 ←→ |n, 2〉 through a coherent
exchange of energy quanta. When the atom transitions |2〉 −→ |1〉, the field gets one
additional photon |n〉 −→ |n+ 1〉 and vice versa. Inserting the ansatz into the Scho¨dinger
equation yields (in vector representation)(
c˙1,n+1(t)
c˙2,n(t)
)
=
( −ig√n+ 1ei∆tc2,n(t)
ig
√
n+ 1e−i∆tc1,n+1(t)
)
(2.54)
In the resonant case ∆ = 0 the coupled first-order differential equations can be transformed
to uncoupled second-order differential equations. Choosing the atom to be in the ground
state and the field in state n + 1 at time t = 0 allows these equations to be easily solved
with a cosine ansatz (
c1,n+1(t)
c2,n(t)
)
=
(
cos(g
√
n+ 1t)
i sin(g
√
n+ 1t)
)
(2.55)
4eαXˆ Yˆ e−αXˆ = Yˆ + α[Xˆ, Yˆ ] + α
2
2!
[Xˆ, [Xˆ, Yˆ ]] + . . .
5This allows one to calculate the terms individually, e.g.
[aˆ†aˆ, aˆ] = aˆ eiωtaˆ†aˆaˆe−iωtaˆ†aˆ = aˆ+ (iωt)aˆ+ (iωt)
2
2!
aˆ+ · · · = aˆeiωt and similar for σˆ.
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Figure 2.2: Collapse and revival of Rabi oscillations. The system is interacting with a coherent
state with |α|2 = 15. The Rabi oscillations are a superposition of many oscillations with quantized
frequencies. At t = 0 the system is in the ground state and all oscillations are in phase. At a later
time, they dephase (collapse) and even later they rephase (revival) at least partially.
The absolute square of these coefficients give the populations in each state:
P1,n+1(t) = cos
2(g
√
n+ 1t) =
1
2
(1 + cos(2g
√
n+ 1t)) (2.56)
P2,n(t) = sin
2(g
√
n+ 1t) =
1
2
(1− cos(2g√n+ 1t)) (2.57)
Therefore, the population oscillates between both states with Ωn = 2g
√
n+ 1, the quan-
tized Rabi frequency.6 It is worth noting that even for n = 0 (i.e. no photons in the
field mode) Rabi oscillations occur. This is called vacuum Rabi oscillations, and is a pure
quantum mechanical effect. The generalized Rabi frequency (i.e. with a finite detuning)
is given by
Ω∆n =
√
Ω2n + ∆
2 (2.58)
If the two-level system in the cavity interacts with a coherent light field, the probability
of finding the atom in the excited state modifies to
P2,n(t) =
∞∑
n
|α|2e−|α|2
n!
1
2
(1− cos(Ω0
√
n+ 1t)) (2.59)
since a coherent state is a superposition of Fock states with a Poisson distributed mean
photon number (see Sec. 2.4). P2,n(t) is shown in Fig. 2.2 for |α|2 = 15. At t = 0 the
atom is in the ground state and all oscillations are in phase. At a later time, they dephase
due to dispersion of Rabi frequencies in the field (collapse). The collapse time is the time
when the Rabi frequencies Ωn¯+∆n and Ωn¯−∆n are pi-out of phase and can be estimated
with τc ≈ piΩ0 . Eventually, the oscillations of Rabi frequencies Ωn and Ωn+1 rephase (are
2pi-out of phase) and revival of the oscillations happens at revival time τr ≈ 4|α|τc.
6A semiclassical treatment of a TLS evolving in the presence of a light field yields similar dynamics
with a non-quantized Rabi frequency Ω0 =
~d12~E
~ .
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Figure 2.3: Rabi oscillations of the excited state population of an atom in a cavity. (a) In the
damped regime with g = 5(κ + γ) Rabi oscillations are still observable. (b) In the overdamped
(Purcell) regime with 5g = (κ + γ) no full Rabi cycle can be observed. In both cases a photon is
ultimately emitted by the cavity.
2.6 Weak coupling
The quantized light-atom interactions derived in the previous section can be observed in
cavity QED systems (see Fig. 2.1). Experimentally, this has been realized for Rydberg
atoms coupled to superconducting microwave resonators[11, 12], ultracold atoms coupled
to optical cavities[13–16], quantum dots in photonic crystal cavities[17–19], and on-chip
superconducting qubits in circuit cavity QED[20]. Characteristic for the dynamics is how
the coupling strength g compares to the loss mechanisms of the cavity, the spontaneous
emission rate γ and the cavity loss rate κ. While the atom-field coupling is coherent,
spontaneous emission and cavity losses are incoherent dynamics. In the simple case of
vacuum Rabi oscillations (no light field and assuming the atom starts in the excited state),
the incoherent dynamics add damping of the form 1κ+γ . In the strong coupling regime,
where g  (κ+γ), many Rabi oscillations can be observed before the photon is eventually
lost to the environment. This situation is shown in Fig. 2.3(a). In the weak coupling
regime, where g  (κ+ γ) the oscillation is overdamped, as shown in Fig. 2.3(b). In the
latter case, the cavity appears to act as the environment for the atom, whose excited state
population spontaneously decays. This spontaneous decay occurs at a much faster rate
than in free space and is known as the Purcell effect.
The Purcell effect can be exploited to modify the spontaneous emission rate of a
single-photon emitter (which is an effective two-level system). Another way to interpret
this effect is that the cavity reduces the number of modes the TLS can couple to, thereby
enhancing the resonant modes. The ratio of cavity-coupled to free space emission rate is
defined as the Purcell factor Fp. The rates can be calculated using the quantum master
equation, Wigner-Weisskopf theory of spontaneous emission, or Fermi’s golden rule, which
is probably the most intuitive method. According to the latter, the transition rate from
the initial (excited) state |2, 0〉 to final (ground) state |1, 1〉 under the emission of a photon
is given by
Γ21 =
2pi
~2
|〈2, 0|dˆEˆ|1, 1〉|2ρ(ω) (2.60)
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where 〈2, 0|dˆEˆ|1, 1〉 is the transition matrix element and ρ(ω) is the density of states. The
matrix element can be calulated using the interaction Hamiltonian from Eqn. 2.46:
|〈2, 0|dˆEˆ|1, 1〉|2 = |〈2, 0|~g(σˆaˆ† − σˆ†aˆ)|1, 1〉|2 = ~2g2|〈2, 0|2, 0〉|2 = ~2g2 = |
~d12 · ~|2~ω
2V 0
(2.61)
For a randomly oriented dipole in free space |~d12 · ~|2 averages to d
2
12
3 where |~d12| = d12.
The density of states in free space is given by ρ(ω) = V ω
2
pi2c3
,7 so the transition rate is
Γ21 =
2pi
~2
d212~ω
6V 0
V ω2
pi2c3
=
d212ω
3
3~pi0c3
=
1
τr
(2.62)
where the radiative lifetime τr was introduced. For non-ideal two-level systems, non-
radiative decay paths exist as well.
As already mentioned, if the emitter is confined in a cavity with finite volume, the
transition rate changes. While a cavity has many resonant modes, for this calculation it
is assumed only one of these resonant modes is close to the atomic transition. Therefore,
the overlap integral of the photonic density of states of the cavity and electronic density of
states of the atom vanishes for all other modes.8 The photonic density of states of a cavity
with resonance frequency ωc and linewidth ∆ωc = κ + γ is of the form of a normalized
Lorentzian
ρ(ω) =
2
pi
∆ωc
4(ω − ωc)2 + ∆ω2c
(2.63)
The matrix element can be calculated in a similar fashion to the free space case, however,
the term |~d12 ·~|2 does not average to d
2
12
3 anymore. Rather, the dipole orientation can be
accounted for by introducing the dimensionless factor
ξ2 =
|~d12 · ~|2
|~d12|2|~|2
=
|~d12 · ~|2
d212
(2.64)
To obtain the last equality, the normalization of the polarization vector has been assumed.
In an experiment, this overlap of transition dipole and cavity mode has to be optimized
such that ξ2 → 1. At resonance the density of states simplifies to
ρ(ω = ω21 = ωc) =
2
pi
1
∆ωc
=
2
pi
ωc
∆ωcωc
=
2
pi
Q
ωc
(2.65)
7Assuming the electric field being confined in a box with edge length L, then boundary conditions
require kiL = 2pini for all dimensions i = x, y, z with ni ∈ N, such that the field vanishes at the boundaries.
Therefore, only discrete values of k are allowed, resulting in a finite number of k-states ρ(k)dk between
k + dk. In 3D this number is the volume in k-space of the spherical shell between radius k and k + dk
divided by the volume per k state
(
2pi
L
)3
. Thus, ρ(k)dk = 4pik
2L3
(2pi)3
dk = V k
2
2pi2
dk. Mapping this into frequency
space gives ρ(ω)dω = 2ρ(k)dk  ρ(ω) = 2ρ(k) dk
dω
. The factor of 2 is due to both possible polarizations for
each k-state. Using ω = ck allows one to calculate the final result ρ(ω) = V ω
2
pi2c3
. Note that in the physical
picture, free space is an infinitely large cavity.
8This approximation is valid since the natural linewidth of an atom is much narrower than typical cavity
linewidths. In cases where this is not true, a large free spectral range can ensure that this approximation
is still valid. This is typical for a room temperature solid-state quantum emitter in a cavity and exploited
in Chap. 9.
18 Quantum optics
where the quality factor of the cavity Q = ωc∆ωc was introduced. With Fermi’s golden rule
this results in the transition rate in the cavity at resonance being
Γ21 =
2pi
~2
d212ξ
2~ω
3V 0
2Q
piω
=
2d212ξ
2Q
~V 0
(2.66)
The Purcell factor is then the ratio of cavity to free space transition rate
Fp =
Γcav21
Γfree21
=
2d212ξ
2Q
~V 0
3~pi0c3
d212ω
3
=
6piQξ2
V
c3
ω3︸︷︷︸
= 1
k3
= λ
3
8pi3
=
3
4pi2
λ3
Q
V
ξ2 (2.67)
which is the well known formula for the Purcell factor. It is obvious that for a large
Purcell factor a high quality factor and a small mode volume is required. This has been
experimentally demonstrated for quantum dots and solid-state quantum emitters in micro-
cavities[21]. It is worth noting, that the cavity only affects the density of states along its
axis, so there is still emission into non-resonant modes. This can, however, be minimized
with a large Purcell factor. It is also important to remember that the derived formula is
strictly only valid in the limit where the dipole transition is much narrower than the cav-
ity linewidth. Otherwise, the Purcell factor requires the calculation of the exact overlap
integral of photonic density of states ρp(ω) and electronic density of states ρe(ω). It has
the form ∫ ∞
0
dω′ρp(ω′)ρe(ω′) (2.68)
An easier approximation in this case is to introduce the effective or reduced quality factor
Qeff =
λ
∆λcav + ∆λem
(2.69)
where the dynamics are dominated by the linewidth of the emitter ∆λem. In the limit of
∆λem  ∆λcav the reduced quality factor becomes the normal cavity quality factor Q.
2.7 Coherence and correlations
The ability of light to interfere is described by coherence. A light field is said to be
coherent, if it sustains a fixed phase relation between the electric field at a given location
and different times (temporal coherence), or at different locations at a given time (spatial
coherence). The coherence time tc is the average time during which the phase relation
remains constant. Usually this is defined as the time after which the coherence or first-
order correlation function decreased to 1e and in general it depends on the spectral shape
of the light. For a Lorentzian-shaped profile with linewidth ∆γ this is
tc =
1
∆γ
(2.70)
This can be related to a coherence length lc = ctc, which is the average propagation
distance over which the phase relation remains constant. The coherence length affects the
interference visibility of an interferometer. By implication this also means that coherence
can be probed with an interferometer, e.g. a Mach-Zehnder interferometer (see Fig. 2.4(a)).
§2.7 Coherence and correlations 19
Figure 2.4: (a) Mach-Zehnder interferometer with input light field ~E. The field is split into T ~E
in arm L1 and R~E in arm L2. The light field interferes at a second beam splitter, with detectors
in both outputs. (b) First-order correlation function for partially (blue) and perfectly coherent
(orange) light. The time is in units of the coherence time tc. The partially coherent light source
assumes a Lorentzian broadening mechanism.
The beam splitters have reflection and transmission coefficients R and T , respectively.9
The electric field at detector 4 at time t is
~E4(t) = RT ~E
(
t2 = t− L2
c
)
+ TR~E
(
t1 = t− L1
c
)
(2.71)
Since the detector can only measure optical intensities and no fields, the intensity reads
I4(t) =
1
2
0c| ~E4(t)|2 = 1
2
0c|R|2|T |2
(
| ~E4(t1)|2 + | ~E(t2)|2 + 2<{ ~E∗(t1) ~E(t2)}
)
(2.72)
Averaging over T ′  tc yields
〈I4(t)〉 = 1
2
0c|R|2|T |2
(〈
| ~E4(t1)|2
〉
+
〈
| ~E(t2)|2
〉
+ 2<
{〈
~E∗(t1) ~E(t2)
〉})
(2.73)
Introducing the time delay τ = L1−L2c between t1 and t2 allows one to express the corre-
lation using just one variable:〈
~E∗(t) ~E(t+ τ)
〉
=
1
T ′
∫
dt ~E∗(t) ~E(t+ τ) (2.74)
which is defined as the first-order correlation function. It is useful to assume constant
input intensities and normalize the correlation function to this, such that the normalized
first-order correlation function is given by
g(1)(τ) =
〈
~E∗(t) ~E(t+ τ)
〉
〈
~E∗(t) ~E(t)
〉 =
〈
~E∗(t) ~E(t+ τ)
〉
〈
| ~E(t)|2
〉 (2.75)
Thus, the normalized intensity at detector 4 reads
〈I4(t)〉 = 2|R|2|T |2
(
1 + <{g(1)(τ)}
)
(2.76)
9R, T ∈ C to account for the phase shift of R. Energy conservation requires |R|2 + |T |2 = 1.
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It is obvious that for g(1)(τ) = 0 the intensity at detector 4 (and consequently also at
detector 3) is constant. Therefore, the first-order correlation function determines the
interference visibility of the interferometer.10
As mentioned above, the coherence will be lost after some time t > tc which is a
consequence of the finite linewidth of the light source. The light field can be modeled as a
sum of single radiation modes from an ensemble of N sources with varying phase factors
eiφj(t). These phase factors are uncorrelated, i.e.
〈
e−iφj(t)eiφk(t+τ)
〉
= 0 for j 6= k. For
the Lorentzian-shaped profile (e.g. collision broadened light source) the probability that
an emitter has no collisions during the time interval [τ, τ + dτ ] is given by
P (τ)dτ =
1
tc
e−
τ
tc (2.77)
The integral ∫ ∞
τ
dτ ′P (τ ′) = e−
τ
tc (2.78)
is thus the probability that no collision occured up to time τ . Each collision is going to
introduce a frequency shift (hence the finite linewidth) with a random phase change. The
light field at a fixed location can be written as
~E(t) = ~E0e
−iωt
N∑
j
eiφj(t) (2.79)
Finally, the first-order correlation function modifies to
〈
~E∗(t) ~E(t+ τ)
〉
= | ~E0|2e−iωτ
N∑
j
〈
eiφj(t+τ)−iφj(τ)
〉
=
= | ~E0|2e−iωτN
〈
eiφk(t+τ)−iφk(τ)
〉
=
= | ~E0|2e−iωτN
∫ ∞
τ
dτ ′P (τ ′) = | ~E0|2Ne−iωτ−
τ
tc (2.80)
where the fact that all emitters are equal has been used. Normalizing this gives
g(1)(τ) = e−iωτ−
|τ |
tc (2.81)
The degree of coherence is |g(1)(τ)|. Monochromatic light has |g(1)(τ)| = 1, so it is perfectly
coherent. Light with |g(1)(τ)| < 1 is called partially coherent. The degree of coherence
for such light sources is shown in Fig. 2.4(b). Since |g(1)(tc)| = 1e the above definition
of the coherence time actually makes sense. The coherence time also restricts potential
applications of a single-photon source, the shorter it is, the fewer applications the source
is useful for. The case |g(1)(τ)| = 0 corresponds to incoherent light. It should be noted
that perfectly monochromatic light does not exist, so it follows that g(1)(∞) = 0 for all
light sources.
10The interference visibility is defined as V = I
max−Imin
Imax+Imin
. For I = const. V = 0.
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2.8 Quantized correlation functions
The first-order correlation function correlates fields and was derived in the previous section.
The second-order correlation function correlates intensities and is defined as
g(2)(τ) =
〈E∗(t)E∗(t+ τ)E(t+ τ)E(t+ τ)〉
〈|E(t+ τ)|2〉 〈|E(t)|2〉 (2.82)
In general, the electric field carries also spatial dependence on ~r. For the quantized cor-
relation functions the classical fields have to be replaced with their quantized versions.
To simplify the equations only a single radiation mode (with infinite coherence time) is
considered and the quantized electrical field (see Eqn. 2.30) is split into its hermitian
conjugate parts:
Eˆ(~r, t) =
1
2
(
aˆe−iχ(~r,t) − aˆ†eiχ(~r,t)
)
= Eˆ+(~r, t) + Eˆ−(~r, t) (2.83)
with Eˆ+(~r, t) = 12
(
aˆe−iχ(~r,t)
)
and Eˆ−(~r, t) = −12
(
aˆ†eiχ(~r,t)
)
. The classical average 〈· · ·〉 is
replaced with the expectation value 〈ψ | · · · |ψ〉. Thus〈
Eˆ−(~r1, t1)Eˆ+(~r2, t2)
〉
= −1
4
〈
ψ
∣∣∣ aˆ†aˆ ∣∣∣ψ〉 ei(χ(~r1,t1)−χ(~r2,t2)) (2.84)
so the first-order correlation function is given by11
g(1)(~r1, t1, ~r2, t2) =
〈
Eˆ−(~r1, t1)Eˆ+(~r2, t2)
〉
〈
Eˆ−(~r1, t1)Eˆ+(~r1, t1)
〉 1
2
〈
Eˆ−(~r2, t2)Eˆ+(~r2, t2)
〉 1
2
= ei(χ(~r1,t1)−χ(~r2,t2))
(2.85)
For ~r1 = ~r2 and setting t1 = 0 t2 = τ yields g(1)(τ) = eiωτ and |g(1)(τ)| = 1, the classical
result. This means a pure state of a single mode is always coherent. For a non-pure state
(e.g. a thermal state) with density matrix ρˆ the expectation value is given by〈
Eˆ−(~r1, t1)Eˆ+(~r2, t2)
〉
= tr
(
Eˆ−(~r1, t1)Eˆ+(~r2, t2)ρˆ
)
(2.86)
For the quantized-second order correlation function the same replacements can be
made:
g(2)(~r1, t1, ~r2, t2) =
〈
Eˆ−(~r1, t1)Eˆ−(~r2, t2)Eˆ+(~r1, t1)Eˆ+(~r2, t2)
〉
〈
Eˆ−(~r1, t1)Eˆ+(~r1, t1)
〉〈
Eˆ−(~r2, t2)Eˆ+(~r2, t2)
〉 = 〈aˆ†aˆ†aˆaˆ〉
〈aˆ†aˆ〉2
(2.87)
It is obvious that all phase factors cancel (that means g(2) is independent of ~r and t).
Using the commutation relation, the normal ordering can be broken:12
g(2) =
〈
nˆ2
〉− 〈nˆ〉
〈nˆ〉2 =
(∆n)2 + 〈nˆ〉2 − 〈nˆ〉
〈nˆ〉2 = 1 +
(∆n)2 − 〈nˆ〉
〈nˆ〉2 (2.88)
11Note that −1√−1√−1 =
−1
i2
= 1.
12aˆ†aˆ†aˆaˆ = aˆ†
(
aˆaˆ† − 1) aˆ = aˆ†aˆaˆ†aˆ− aˆ†aˆ = nˆ2 − nˆ
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Figure 2.5: (a) HBT-type interferometer with input intensity I. The beam splitter splits the
wave packets, which are successively detected by two detectors. The arrival times get correlated,
and integration over many events allows one to construct the g(2)(τ). (b) Second-order correlation
function for a chaotic, coherent, and sub-Poissonian light source. The time delay is in units of the
coherence time tc. The chaotic light source (blue) assumes a Lorentzian broadening mechanism
(e.g. collision broadening) and shows bunching. For a laser (orange) the arrival time of photons is
randomly distributed. A two-level system (green) emits anti-bunched light.
Recalling variance and expectation value for Fock and coherent states (see Sec. 2.4) gives
g(2) = 1− 1
n
< 1 ∀ |n〉 (2.89)
g(2) = 1 ∀ |α〉 (2.90)
While g(2) = 1 for coherent states is the same outcome a classical field would produce,
g(2) < 1 is a result only possible for quantized fields (for classical fields g(2) ≥ 1).13
In practice, a multimode description is required, since photons have to be described
as wave packets with a finite frequency bandwidth ∆ω. This is directly related with the
temporal extension ∆t of the photon through a Fourier transform, such that
∆ω∆t ∼ 1 (2.91)
The exact transform-limit depends on the temporal or spectral shape of the photon. In
the photon picture, the value g(2)(τ) is the conditional probability of detecting a second
photon at time τ after the detection of a first photon at time t = 0. Thus, g(2)(0) is the
probability that two or more photons are emitted at the same time. Experimentally, this
second-order correlation function can be measured with an HBT (Hanbury Brown and
Twiss)-type interferometer (see Fig. 2.5(a)). The photon correlations can be classified in
three categories:
1. g(2)(0) > 1, g(2)(0) > g(2)(τ): chaotic or super-Poissonian light (photon bunching)
2. g(2)(0) = g(2)(τ) = 1: coherent light
13Eqn. 2.89 is the reason why in the literature g(2) < 1
2
is often used as a criterion if a single-photon
emitter is present, since for n ≥ 2 the inequality g(2) > 1
2
holds. This, however, only implies that the
projection onto the single-photon Fock state |1〉 is not vanishing. Moreover, g(2) is different from the single-
photon purity, as it omits the fraction of vacuum in the state. When evaluating a single-photon source, it
is thus important to consider the value of g(2) as well as the the ratio of single-photons to vacuum[22].
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3. g(2)(0) < 1, g(2)(0) < g(2)(τ): sub-Poissonian light (photon anti-bunching)
Examples of these correlations are shown in Fig. 2.5(b). In general, the coherence time can
be obtained through both g(1)(τ) and g(2)(τ) measurements, but it is much easier to do
this with the HBT-type interferometer. This is because the Mach-Zehnder interferometer
requires length stability much smaller than the wavelength. In contrast, the HBT-type
interferometer only requires length stability much smaller than the coherence length, so it
is much more robust.
2.9 Interferometers
In the previous sections, the concepts of coherence and correlation functions were intro-
duced. As it was derived, interferometers are an essential tool to obtain information about
coherence of light or photon correlations. In case of quantized fields, the interferometers
have to be described quantum mechanically as well.
A classical beam splitter (BS) with input fields E1, E2 and output fields E3, E4 (omit-
ting vector notation) can be described with a matrix:(
E3
E4
)
=
(
R T
T R
)(
E1
E2
)
(2.92)
The beam splitter has the complex transmission and reflection coefficients T and R, respec-
tively. Energy conversation requires |E1|2 + |E2|2 = |E3|2 + |E4|2 and thus |R|2 + |T |2 = 1
and RT ∗ + TR∗ = 0 (this can be seen easily by substituting the square of Eqn. 2.92 into
the energy conversation). Expressing the coefficients as R = |R|eiφR and T = |T |eiφT
yields
|R||T |eiφR−iφT + |T ||R|eiφT−iφR = 0 (2.93)
which is fulfilled for φT − φR = pi2 . Since only relative phases matter, the common con-
vention is to set φT = 0. The quantum mechanical beam splitter can be described in a
similar way with the annihilation operators(
aˆ3
aˆ4
)
=
(
R T
T R
)(
aˆ1
aˆ2
)
(2.94)
Inverting the matrix yields (
aˆ1
aˆ2
)
=
(
R∗ T ∗
T ∗ R∗
)(
aˆ3
aˆ4
)
(2.95)
The input state can be constructed with the creation operator acting on the vacuum state:
aˆ†1 ⊗ 1ˆ2 |0〉1 ⊗ |0〉2 = |1〉1 ⊗ |0〉2 = |10〉12 which creates a single photon in the input mode
1 and none in mode 2. To keep the equations clear, a compact notation was introduced
and only relevant modes are denoted. With R = i√
2
and 1√
2
for a 50:50 beam splitter, the
input state can be written as
|10〉12 = R |10〉34 + T |01〉3450:50 BS=
1√
2
(i |10〉34 + |01〉34) (2.96)
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The state is a superposition state and for a 50:50 beam splitter both field modes are
maximally entangled (see Sec. 2.10). As expected
〈nˆ3〉 =
〈
01
∣∣∣ aˆ†3aˆ3 ∣∣∣ 10〉
12
=
〈
01
∣∣∣ (R∗aˆ†1 + T ∗aˆ†2)(Raˆ1 + T aˆ2) ∣∣∣ 10〉
12
= |R|2 (2.97)
〈nˆ4〉 = |T |2 (2.98)
However, the correlations between both output ports vanish:
〈nˆ3nˆ4〉 =
〈
01
∣∣∣ (R∗aˆ†1 + T ∗aˆ†2)(Raˆ1 + T aˆ2)(T ∗aˆ†1 +R∗aˆ†2)(T aˆ1 +Raˆ2) ∣∣∣ 10〉
12
= 0 (2.99)
In the particle picture this is not surprising: the photon is either in output 3 or 4. For
classical fields, such anti-correlation is not possible (g(2)(τ) ≥ 1 for classical fields).
The formalism can be applied to the quantized Mach Zehnder interferometer (MZI) or to
the Hong-Ou-Mandel effect. The input state above was |10〉12, but what happens for an
initial state |11〉12, i.e. a photon in each input?
|11〉12 = aˆ†1aˆ†2 |00〉12 = (Raˆ†3 + T aˆ†4)(T aˆ†3 +Raˆ†4) |00〉34 =
= (Raˆ†3 + T aˆ
†
4)(T |10〉34 +R |01〉34) =
=
√
2RT |20〉34 +R2 |11〉34 + T 2 |11〉34 +
√
2TR |02〉34 =
50:50 BS
=
i√
2
|20〉34 −
1
2
|11〉34 +
1
2
|11〉34 +
i√
2
|02〉34 =
=
i√
2
(|20〉34 + |02〉34) (2.100)
For a 50:50 beam splitter, the amplitudes of one photon in each output mode cancel and
the resulting output state is maximally entangled (see Sec. 2.10). It is thus possible to
generate entangled states from single-photons. This form of two-photon interference is
known as the Hong-Ou-Mandel effect. This works, however, only for identical photons in
each input. The two-photon interference visibility is a measure for indistinguishability of
photons.
The MZI (see Fig. 2.4(a)) can be seen as a generalized beam splitter. Two inputs
result in two outputs, however, each arm of the MZI adds a phase shift to the reflection
and transmission coefficients: (
aˆ3
aˆ4
)
=
(
R′ T ′
T ′ R′′
)(
aˆ1
aˆ2
)
(2.101)
with
R′ = R2eikL2 + T 2eikL1 (2.102)
T ′ = RT (eikL1 + eikL2) (2.103)
R′′ = T 2eikL2 +R2eikL1 (2.104)
From Eqn. 2.98 it is clear that for the quantized MZI
〈nˆ4〉 = |T ′|2 = |R|2|T |2(2 + eik(L1−L2) + e−ik(L1−L2)) = 4|R|2|T |2 cos
(
k
2
(L1 − L2)
)
(2.105)
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where the trigonometric identity 1 + cos(2x) = 2 cos2(x) was used. This result can also
be obtained using a classical treatment of the MZI and is thus not surprising. However,
the input state was a non-classical single-photon Fock state! Thus, a single-photon can
interfere with itself. This can only be understood in the wave picture of the photon, where
the photon is in a superposition state of both paths in the interferometer.
2.10 Qubits and entanglement
So far only single quantum systems have been considered. Quantum mechanics allows
further non-classical correlations, if multipartite states are considered. For this it is con-
venient to introduce the computational basis states
|0〉 =
(
1
0
)
and |1〉 =
(
0
1
)
(2.106)
In analogy to classical information processing these are called logical qubits (quantum
bits). Qubits are simply vectors in a complex Hilbert space. Any operation on a single
qubit can be decomposed into a linear combination of the Pauli matrices
Xˆ = σˆx =
(
0 1
1 0
)
, Yˆ = σˆy =
(
0 −i
i 0
)
, Zˆ = σˆz =
(
1 0
0 −1
)
(2.107)
The computational basis states are eigenstates of Z, and rotating these states by 45◦ yields
the eigenstates of Xˆ:
|±〉 = 1√
2
(|0〉 ± |1〉) (2.108)
For multipartite states (this could be e.g. two photons A and B), the compact notation
|ψ〉A ⊗ |φ〉B = |ψφ〉 is introduced for the following.
A multipartite state is entangled if it cannot be factorized, i.e. the state cannot be
written as a product of single-particle states: |Ψ〉AB 6= |ψ〉A⊗|φ〉B. Examples for entangled
states are the four Bell states ∣∣Φ±〉 = 1√
2
(|00〉 ± |11〉) (2.109)∣∣Ψ±〉 = 1√
2
(|01〉 ± |10〉) (2.110)
The Bell states are also maximally entangled[23]. Entangled states can be produced
experimentally through branched photon cascades (e.g. the decay of the 61S0 state in Ca
via 41P1 to 4
1S0), spontaneous parametric down-conversion in nonlinear crystals, or two-
photon interference (see Sec. 2.9). A direct consequence of entangled states is that while
the measurement result on each of the sub-systems is a priori random, the result on the
other sub-system is always perfectly correlated. This also holds in every measurement
basis, since ∣∣Φ+〉 = 1√
2
(|00〉+ |11〉) = 1√
2
(|++〉+ |−−〉) (2.111)
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follows with the definition of |±〉 (similar for the other Bell states). The state is thus
entangled in every basis. This is not possible with classical correlations: for example, if
the state |00〉 or |11〉 is measured in the Zˆ basis, the results on both sub-systems are per-
fectly correlated. In the Zˆ basis, however, the results will be random, while for entangled
states the results are still perfectly correlated. This is even true for spacetime-like sepa-
rated measurements: a measurement on system A determines instantaneously the result
of the measurement on B. This is what Albert Einstein once called ”spooky action at a
distance” and leads to the famous EPR paradox (Einstein-Podolsky-Rosen paradox)[24].
Since Xˆ and Zˆ do not commute, it is impossible to measure both observables simulta-
neously.14 However, even for spacetime-like separated systems, the measurement results
are correlated after a measurement. EPR therefore concluded that quantum mechanics
is incomplete and a more complete theory contains hidden (yet undiscovered) variables
which determine the results.
EPR introduced requirements a complete theory should fulfill: (1) A theory is real-
istic if the measurement outcome is fixed before a measurement. (2) A theory is local if
measurements outside a systems light cone cannot influence measurements in the system.
The question, then, is whether a theory can be both local and realistic, i.e. a local realistic
theory with hidden variables.
Suppose a local realistic theory (LRT) has a local hidden parameter set λ, which pre-
determines the measurement outcomes at A and B. It is only required that this set is
normalized (i.e.
∫
dλP (λ) = 1). Without loss of generality, the measurements could be
detection of photon pairs in any basis along two directions ~α1,2 for A and ~β1,2 for B with
outcomes
a(~a1, λ) = a1 = ±1 (2.112)
a(~a2, λ) = a2 = ±1 (2.113)
b(~b1, λ) = b1 = ±1 (2.114)
b(~b2, λ) = b2 = ±1 (2.115)
The outcomes correspond to detection (+1) or no detection (−1). The quantity
SLRT =
∣∣∣∣∫ dλP (λ) [(a1 + a2)b1 + (a2 − a1)b2]∣∣∣∣ ≤
≤
∣∣∣∣∫ dλP (λ)∣∣∣∣︸ ︷︷ ︸
=1
|[(a1 + a2)b1 + (a2 − a1)b2]|︸ ︷︷ ︸
=2
= 2
(2.116)
Therefore, SLRT ≤ 2. This is known as the CHSH (Clauser-Horne-Shimony-Holt) inequal-
ity and is an upper bound for any correlation of measurement results within a LRT.
The quantum mechanical measurement directions can be written as ~α1,2~σ and ~β1,2~σ
with ~σ = (σˆx, σˆy, σˆz)
T . Choosing the photons to be in state |Ψ−〉 and the measurement
14This is a consequence of the Heisenberg uncertainty relation.
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directions
~α1 = (0, 0, 1)
T (2.117)
~α2 = (1, 0, 0)
T (2.118)
~β1 = − 1√
2
(1, 0, 1)T (2.119)
~β2 =
1√
2
(−1, 0, 1)T (2.120)
yields the expectation values〈
Ψ−
∣∣∣ ~α1~β1 ∣∣∣Ψ−〉 = 1
2
〈
01− 10
∣∣∣∣ σˆz ⊗ −1√2 (σˆx + σˆz)
∣∣∣∣ 01− 10〉 =
=
−1
2
√
2
〈
01− 10 ∣∣ σˆz ⊗ 1ˆ ∣∣ 00− 11− 01− 10〉 =
=
−1
2
√
2
〈
01− 10 ∣∣ 1ˆ⊗ 1ˆ ∣∣ 00 + 11 + 01− 10〉 =
=
−1
2
√
2
(〈01− 10 | 01− 10〉+ 〈01− 10 | 00 + 11〉) = −1√
2
(2.121)〈
Ψ−
∣∣∣ ~α1~β2 ∣∣∣Ψ−〉 = −1√
2
(2.122)〈
Ψ−
∣∣∣ ~α2~β1 ∣∣∣Ψ−〉 = −1√
2
(2.123)〈
Ψ−
∣∣∣ ~α2~β2 ∣∣∣Ψ−〉 = 1√
2
(2.124)
so the CHSH parameter for this particular setting reads
SQM =
∣∣∣〈~α1~β1〉+ 〈~α2~β1〉+ 〈~α2~β2〉− 〈~α1~β2〉∣∣∣ = ∣∣∣∣− 1√2 − 1√2 − 1√2 − 1√2
∣∣∣∣ = 2√2 > 2
(2.125)
This shows that quantum mechanics predicts a violation of the CHSH inequality. There-
fore, quantum mechanics allows stronger correlations than would be possible with any local
realistic theory with (local) hidden variables. This has been verified recently in loophole-
free implementations of such tests for local realism[25–28]. It is worth noting, this only
forbids local realistic theories. Whether quantum mechanics should be interpreted as a
local, non-realistic theory (Copenhagen interpretation) or as a non-local, realistic theory
(de Broglie–Bohm theory) remains a philosophical question.
2.11 Applications
2.11.1 Quantum communication
The laws of quantum mechanics allow remarkable opportunities. Harnessing quantum
phenomena has countless appclications and promises to revolutionize the field of informa-
tion processing through quantum communication[29] and quantum computing[30]. Qubits,
which have already been introduced in the previous section, are central to quantum infor-
mation processing. Undoubtedly, the biggest part of quantum communication is quantum
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key distribution. This is, however, only a method of generating random strings at dis-
tant locations, which can be used for symmetric encryptions as the Advanced Encryption
Standard (AES) or the One-Time Pad (OTP). Without going into detail, the latter is
information theoretically secure. QKD together with OTP forms quantum cryptography.
Hereafter, two QKD protocols are introduced.
The security of QKD is based on fundamental laws of quantum mechanics: no-cloning
and the Heisenberg uncertainty relation. The former is a consequence of the linearity of
quantum mechanics and can easily be seen by reductio ad absurdum. Suppose a unitary
operator Oˆ exists that transforms any arbitrary state |ψφ〉 into |ψψ〉. For |ψ〉 = α |0〉+β |1〉
with |α|2 + |β|2 = 1 it follows that
Oˆ(α |0φ〉+ β |1φ〉) = α |00〉+ β |11〉 6= α2 |00〉+ αβ |01〉+ βα |10〉+ β2 |11〉 = |ψψ〉
(2.126)
which is fulfilled for any α ∧ β 6= 0, 1. Therefore, it is impossible to clone any unknown
state.15
The first QKD protocol was BB84 developed by Charles Bennett and Gilles Brassard in
1984[31]. The scheme uses the polarization states16 in mutually conjugated bases,17 e.g. Xˆ
and Zˆ. The sender (Alice) sends single-photons with a randomly chosen polarization and
the receiver (Bob) measures in a randomly chosen basis (Xˆ∨Zˆ). Both mutually agree that
each state corresponds to a certain logical bit value. If Bob measures in the eigenbasis of
the sent state, his result is perfectly correlated, while if he measures in the conjugated basis
the result will be random. Alice and Bob repeat this procedure until they have exchanged
enough qubits. After the measurements, Alice and Bob announce publicly through an
authenticated channel in which basis the state was encoded or measured, respectively, and
keep only events with coinciding bases. This is referred to as key sifting and reduces the
number of qubits by 50%. Alice and Bob have now two equal bit strings or keys. Any
eavesdropper (Eve) carrying out an intercept-and-resend-attack18 will introduce errors to
this bit string. Eve can only guess Alice’s basis choice correctly with 50% probability, so
in half of all events she forwards the wrong state to Bob, who has then a chance of 50% to
measure the correct state. Suppose Alice sends |0〉, Eve measures along Xˆ (i.e. projects
onto |±〉) and Bob measures along Zˆ (i.e. projects onto |0〉/|1〉):
|0〉A →

|〈+ | 0〉E |2 = 12 →
{
|〈0 |+〉B|2 = 12 correct
|〈1 |+〉B|2 = 12 false
|〈− | 0〉E |2 = 12 →
{
|〈0 | −〉B|2 = 12 correct
|〈1 | −〉B|2 = 12 false
(2.127)
Thus, this introduces an overall error of 25%. Alice and Bob can simply compare random
bit values and estimate this quantum bit error ratio (QBER), which automatically reveals
15However, it is possible to clone an unknown state in a known basis, since a projection in the eigenbasis
are always deterministic.
16The original BB84 protocol was proposed using polarization encoding. However, it works equivalently
with any other degree of freedom of light (or technically also with other information carrier).
17Two bases are mutually conjugated if the probability of measuring an eigenstate of one basis in the
other basis has equal probability for all outcomes. For example the Pauli operators are all mutually
conjugated.
18Eve intercepts the photons, measures in a randomly chosen basis (Xˆ ∨ Zˆ) and according to the mea-
surement result, prepares a new state that is forwarded to Bob.
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the presence of the eavesdropper. The only assumption was that Eve is bound by the
fundamental laws of quantum mechanics (i.e. she can only perform unitary operations), so
the security of QKD is guaranteed by quantum physics. Realistic devices, however, differ
from their ideal theoretical description, so it is crucial to understand these differences.
It is essential that Alice sends single-photon states, otherwise Eve could store a single-
photon from multiphoton pulses in a quantum memory, while blocking single-photon
states. Once the basis choices are announced Eve could measure the stored photon and
gain full information without introducing any noise. Due to the lack of a practical single-
photon source, it is common to make use of weak coherent states (see Sec. 2.4). To
reduce the amount of multiphoton states in the Poisson distribution, a low mean photon
number n¯  1 is required, resulting in most pulses actually being empty (vacuum does
not transmit information). While there exist sophisticated protocols that mitigate this
effect and allow higher mean photon numbers[32], none of these can outperform a true
single-photon source. In addition, the states must be indistinguishable in all degrees of
freedom in which the key is not encoded, since measurement operators of other degrees
of freedom commute with the polarization measurement operator. Furthermore, it is also
possible to extract information from the used hardware, e.g. by analyzing the breakdown
flash of single-photon detectors[33], detector blinding[34, 35], or detection efficiency mis-
match[36, 37]. Once these sidechannels are known, a patch can be implemented, but this
requires careful characterization. Practical devices also have a finite natural error rate,
due to imperfect state preparation, basis mismatch, or detector dark counts. Since it is
impossible to distinguish an error occurred due to the presence of an eavesdropper from
a natural error, one has to attribute all errors to a potential eavesdropper. There exist
classical post-processing algorithms which can correct these errors and eliminate any sus-
pected information leakage. This works as long as the mutual information of Alice and
Bob is larger than the mutual information of the environment and Bob or Alice.
Of the other QKD protocols the E91 protocol proposed by Artur Ekert in 1991 is de-
scribed[38]. In this protocol Alice and Bob share a pair of entangled photons. Similar to
the tests of local realism (see Sec. 2.10), Alice measures along Zˆ0, Zˆ22.5, and Zˆ45 and Bob
along Zˆ0, Zˆ22.5, and Zˆ−22.5 (Zˆφ denotes the Zˆ basis rotated by φ). The key is encoded
in Zˆ0 and the measurement results in Zˆ22.5, Zˆ45, and Zˆ−22.5 have to violate the CHSH
inequality. Any attack determines local hidden variables resulting in the CHSH inequality
not being violated. This allows for device-independent QKD, where the hardware needs
not to be trusted. Fully device-independent QKD can achieve unconditional security with
realistic devices.
Other quantum communication protocols include quantum teleportation[39], super-
dense coding[40], and entanglement swapping[41]. Quantum teleportation allows one to
transmit a quantum state from one location to another using an entangled state as a
resource. Superdense coding allows one to transmit two classical bit of information with
only one qubit, also using a previously shared entangled state as a resource. Entanglement
swapping allows one to entangle photons that never interacted.
There have been numerous implementations of QKD in fiber or free space quantum
channels[42–44]. Most notably is the recent demonstration of a satellite-to-ground quan-
tum key exchange[45], which holds the record for the longest distance exchange. The other
quantum communication protocols mentioned have also been demonstrated experimentally
with success[46–48].
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2.11.2 Quantum computing
Beyond quantum key distribution, the other key application for a single-photon source
is photonic quantum computing[49, 50]. The idea of a quantum computer dates back to
Richard Feynman who postulated that a quantum system can simulate the evolution of a
quantum system with linear resources. A quantum computation consists of a set of oper-
ations on qubits, whose state is readout in the end through a measurement. Single-qubit
gates only act on a single qubit. Common single-qubit gates are the Pauli operators. Since
Xˆ flips the computational basis states it is often referred to as logical NOT, analogously
to classical computing. Zˆ is a phase gate introducing a phase of pi between the compu-
tational basis states. Another important gate is the hermitian Hadamard gate with the
matrix representation
Hˆ =
1√
2
(
1 1
1 −1
)
(2.128)
This gate transforms the Xˆ to Zˆ and vice versa and also their basis states.19 Two-qubit
gates act on two qubits, most notable are the SWAP gate (which swaps both qubits) and
controlled unitary (CU) gates 1ˆ⊗ Uˆ , which apply the unitary operation Uˆ on the target
qubit if the control qubit is in state |1〉 (and the identity if the control qubit is in state |0〉).
All N-qubit operations can be decomposed into single- and two-qubit operations. This is
important, as it allows universal quantum computing with only a set of universal single-
and two-qubit gates. The Pauli gates and CNOT are an example of a universal set.
The first quantum algorithm was the Deutsch-Jozsa algorithm[51], which determines
if a binary function fi : {0, 1} → {0, 1} is balanced or constant. The four cases are
f1(x) = 0 ∨ f2(x) = 1∀x→ fi = constant (2.129)
f3(0) = 0 ∧ f3(1) = 1 ∨ f4(0) = 1 ∧ f4(1) = 0→ fi = balanced (2.130)
The classical solution is to evaluate f twice, however, using quantum parallelism a quantum
computer only requires a single evaluation. The function can be defined as a unitary gate
acting on one qubit of a two-qubit state:
Uˆfi |x〉|w〉 = |x〉|w ⊕ fi(x)〉 (2.131)
where ⊕ is the sum modulo 2 (or the XOR operation) and can be implemented with 1ˆ, Xˆ,
CNOT, Z-CNOT, for i = 1, 2, 3, 4, respectively. After initializing the quantum computer
in state |00〉, the algorithm applies the NOT gate on qubit 2 (giving |01〉), the Hadamard
gate on both qubits, and then Uˆf :
|ψ〉 = Uˆf Hˆ1Hˆ2 |01〉 = 1
2
Uˆf (|00〉 − |01〉+ |10〉 − |11〉) = (2.132)
=
1
2
(|0, f(0)〉 − |0, 1⊕ f(0)〉+ |1, f(1)〉 − |1, 1⊕ f(1)〉) (2.133)
19HˆXˆHˆ = Zˆ ↔ HˆZˆHˆ = Xˆ.
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The final state of the quantum computer |ψ〉 can be factorized, depending on fi:
f(0) = f(1)(constant) : |ψ〉 = 1
2
(|0〉+ |1〉)(|f(0)〉 − |1⊕ f(0)〉) (2.134)
f(0) = 1⊕ f(1)(balanced) : |ψ〉 = 1
2
(|0〉 − |1〉)(|f(0)〉 − |1⊕ f(0)〉) (2.135)
Applying the Hadamard gate to qubit 1 transforms its state to |0〉 or |1〉 for the constant
or balanced function, respectively. A simple measurement in the computational basis then
allows one to deterministically distinguish if f is constant or balanced. Note that the
function was only applied once. The Deutsch-Jozsa algorithm has been experimentally
realized on an ion-trap quantum computer[52]. While this algorithm has no practical use,
it was the first to demonstrate quantum advantage. Other algorithms with quantum ad-
vantage include Grover’s algorithm, which searches through unstructured databases[53]
or Shor’s algorithm, which finds a prime factor of an integer[54]. The latter has massive
implications for conventional public-key cryptography (see Chap. 1). As of today, there
exists a large ”zoo of quantum algorithms”,20 with 14 algebraic and number theoretic, 34
oracular, and 12 simulation algorithms.
The criteria, a useful quantum computer must fulfill were summarized by David Di-
Vincenzo[55]:
1. A quantum computer needs a set of well-defined and scalable qubits.
2. It must be possible to initialize the quantum computer to a known state (such as
|0〉 · · · |0〉).
3. It must be possible to perform quantum operations on the qubits (ideally with a
universal set, but application specific sets would be useful as well).
4. The decoherence time must be small compared to the computational time.
5. The final state of the quantum computer (i.e. the result of the computation) has to
be able to be readout.
In reality, every physical implementation will have a final error probability, but if all com-
bined fidelities surpass a certain threshold, quantum error correction allows fault-tolerant
quantum computing.
There are several approaches to implement these, most notably in ion traps[56], nuclear
spins[57], superconducting circuits[58], cavity QED systems[59], and photonic circuits us-
ing flying qubits[60]. In spite of large research efforts, none of these systems achieved
quantum supremacy, i.e. could not perform a computation beyond the capabilities of a
practical classical supercomputer. For a photonic quantum computer, the crucial com-
ponents are two-qubit gates, since photons do not interact and need a mediator. This
non-linear interaction makes it difficult to build photonic two-photon gates. Single-qubit
gates, however, are simply phase retarders and are available with linear optical compo-
nents. The exception is the one-way quantum computer[61], which shifts the difficulty
to create large entangled resource states (e.g. cluster states), but then uses only linear
optics. This system destroys the computational resource by a measurement after the
computation and is hence termed ”one-way”. A deterministic source of indistinguishable
single-photons could easily create large cluster states. The one-way computer has been
demonstrated experimentally[62].
20http://quantumalgorithmzoo.org/
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Chapter 3
Solid-state physics
3.1 Crystal structure and lattices
A crystal consists of ordered atoms in the solid phase with short and long range peri-
odicity.1 The condensation of atoms into the solid phase through bonding reduces the
total energy of the crystal. The stronger the atomic bond, the larger the reduction of
the total energy. This results in a more stable crystal, as this energy is required to break
the bonds. Ultimately, this is reflected by the crystal melting temperature. The different
types of atomic bondings are summarized in Tab. 3.1, where Coulomb or dipole-dipole in-
teractions provide attractive potentials for the bonding of atoms. The Coulomb potential
makes metallic, covalent, and ionic bondings relatively strong, with bond energies typically
1 − 10 eV. Transition metals have particularly strong bonds, since they have additional
1This chapter is mostly based on notes of Prof. Alexander Ho¨gele’s lecture on Advanced Solid-State
Physics 2014/15 at the Ludwig Maximilians Universita¨t Mu¨nchen.
Table 3.1: Summary of crystal bonding types. Metallic bonds have full electron delocalization,
where positive atomic kernels reside in a negatively charged electron cloud. This screens the
Coulomb potential and reduces the bond energy. Covalent bonds have a partial electron transfer,
a shared electron, and the valence states hybridize (e.g. sp2 in graphene) to maximize the bond
energy. Transition metals have metallic and covalent bonds, resulting in particularly large bond
energies. Ionic bonds have almost full electron transfer to the more electronagative partner.
Hydrogen bonds are dipole-dipole interactions between permanent dipoles, while van der Waals
bonds are dipole-dipole interactions between induced dipoles (via charge fluctuations in neutral
bonding partners).
Type Example Interaction Typ. Ebond [eV] Tmelt [K]
Allotrope/Compound
Metallic Li, W/CuSn Coulomb 1− 10 454 (Li)
3695 (W)
Covalent Si/GaAs Coulomb 5− 10 1687 (Si)
∼ r−1 1511 (GaAs)
Ionic -/NaCl Coulomb 5− 10 1074 (NaCl)
∼ r−1
Hydrogen H2O (ice)/- Dipole 0.1 273 (ice)
∼ r−3
van der Waals Ne/CH4 Dipole 0.01− 0.1 24 (Ne)
∼ r−6 91 (CH4)
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covalent bonds of the d-shell electrons. Bondings resulting from dipole-dipole interactions
are hydrogen bonds (permanent dipoles) and van der Waals bonds (induced dipoles). The
bond lengths are typically of the order of a few A˚. The attraction potentials are countered
by very short-ranged repulsive potentials (e.g. Lennard-Jones potential). This accounts
for the Pauli exclusion principle and prevents the collapse of molecules and solids.
In a crystal each atom resides at specific periodic lattice points in space. The crystal
structure can be described as a primitive unit cell and the lattice. A primitive unit cell
is thereby the smallest volume that, if repeated periodically at the lattice points, forms
the crystal. An example is the Wigner-Seitz cell, which is constructed by perpendicular
boundaries in the middle of interconnects to next-neighbors. The lattice types can be
classified into the 14 Bravais lattices in 3D (1 triclinic, 2 monoclinic, 4 orthorombic, 2
tetragonal, 1 trigonal, 1 hexagonal, and 3 cubic). Each Bravais lattice has a set of basis
lattice vectors (~a1,~a2,~a3), such that the complete Bravais lattice is given by all linear
combinations of the basis vectors, with the n-th point given by
~Rn = n1~a1 + n2~a2 + n3~a3, ni ∈ Z (3.1)
The lattices are invariant under certain symmetry operations, which greatly simplifies
calculations of the crystal properties. In 2D, the hexagonal lattice is the most common
lattice (see Sec. 3.5). The same chemical elements or compounds can also exist in different
crystal structures, or crystal phases, depending on temperature and pressure in the phase
diagram. A famous example is carbon which naturally occurs in the forms of diamond,
graphite, or lonsdaleite.
The periodic lattice in real space is related to a periodic lattice in reciprocal space
through a Fourier transform of the electronic density:
ρ(~r) = ρ(~r + ~Rn) =
∑
m
ρ( ~Km)e
i ~Km·(~r+ ~Rn) =
∑
m
ρ( ~Km)e
i ~Km·~r (3.2)
where ei
~Km· ~Rn = 1 is implied by the fact that the equation must hold for all n. The
translation vector in reciprocal space is given by
~Km = m1~b1 +m2~b2 +m3~b3, mi ∈ Z (3.3)
with the basis lattice vectors of the reciprocal lattice given by
~bi = 2pi
~aj × ~ak
~ai · (~aj × ~ak) (3.4)
From this definition it follows that ~ai ·~bj = 2piδij . The Wigner-Seitz cell of the reciprocal
lattice is called the Brillouin zone and constructed similarly.
3.2 Lattice vibration and phonons
In a crystal, the atoms rest at their lattice positions at T = 0 K. Crystals with finite
temperature, however, exhibit mechanical lattice excitations which give rise to bulk crystal
properties such as specific heat, thermal conductivity, and thermal expansion. The atoms
move around their equilibrium position in a sum of attractive and repulsive potentials (see
Fig. 3.1). The solid-state Hamiltonian is split into a kinetic ion energy term and an effective
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Figure 3.1: Lennard-Jones potential of the form of V (r) = Ar12 − Br6 in units of V (r0) = V0. The
equilibrium position is at r = r0. The dashed curve is the Taylor expansion to second-order and
has the form of r2 (harmonic potential).
ion potential V effion(r) which incorporates the kinetic electron energy and the electron-ion
interaction term.2 This effective potential can be obtained by a Taylor expansion:
V (r)|r0 = V (r0)︸ ︷︷ ︸
set to 0
+
∂V
∂r
∣∣∣∣
r0︸ ︷︷ ︸
= 0 at
equilibrium
position
(r − r0)
1!
+
∂2V
∂r2
∣∣∣∣
r0
(r − r0)2
2!
+ · · · ≈ c(r − r0)
2
2
(3.5)
where the crystal ground state energy V (r0) can be set to 0 and the constant c is the
second derivative of V (r) at position r0. The restoring force to this harmonic potential is
F (r) = −∇rV (r) = −c(r − r0) (3.6)
To calculate the modes of vibrational excitations, the following approximations have to
be made:
1. The coupling potential is harmonic. This neglects next-to-nearest neighbor interac-
tions and is reflected by taking the expansion to its second-degree Taylor polynomial.
2. The ion and electron motion is decoupled, i.e. electrons follow the ions adiabati-
cally and the ions react slowly to the electrons. This can be justified by the Born-
Oppenheimer approximation3 and simplifies the solid-state problem to motion of
electrons in a stationary lattice and motion of ions in a uniform charge space.
For simplicity the crystal is modeled as a linear harmonic chain, with every atom connected
to its nearest neighbor by a spring with spring constant c (see Fig. 3.2(a), top). The rest
position of each atom with mass m is separated by the lattice constant a = r0. The
equation of motion for the n-th atom at position un is given by
m
∂2un
∂t2
= −c(un − un+1)− c(un − un−1) = c(un+1 + un−1 − 2un) (3.7)
which is solved by the plane wave ansatz un(t) = fne
−i(ωt−q(r−rn)). In 1D the lattice vector
rn is simply na. Substituting this ansatz into the equation of motion yields the dispersion
2Spin and external effects are neglected.
3Due to the large difference between ion and electron mass this approximation is valid.
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Figure 3.2: (a) The crystal is modeled as a linear harmonic chain. Every atom has mass m and is
connected to its nearest neighbor through a spring with spring constant c. The Wigner-Seitz cell
(or Brillouin zone) has size a. The dispersion relation (in units of
√
4c
m ) has only a single branch.
(b) The model can be extended to a primitive unit cell with two different atom species with masses
mα,mβ . Every atom is connected to its nearest neighbor through springs with spring constant c
and the Wigner-Seitz cell (or Brillouin zone) of size a contains two atoms. The dispersion relation
(in units of c) branches into a high and a low frequency mode. The shown dispersion relation
assumes mα = 1.5mβ , similar to the mass ratio in a NaCl crystal.
relation of acoustic modes (see Fig. 3.2(a)):
−mω2 = c (eiqa + e−iqa − 2) = −4c sin2 (qa
2
)
 ω(q) =
√
4c
m
∣∣∣sin(qa
2
)∣∣∣ (3.8)
The model above assumed there is only a single atom species in the primitive unit cell
of the 1D chain. This can be replaced with two different atoms at positions un, vn and
with masses mα,mβ. The atoms are connected again by springs with spring constant c
(see Fig. 3.2(b), top). This results in coupled equations of motion:
mα
∂2un
∂t2
= −c(un − vn)− c(un − vn−1) = c(vn + vn−1 − 2un) (3.9)
mβ
∂2nn
∂t2
= −c(vn − un+1)− c(vn − un) = c(un+1 + un − 2vn) (3.10)
which is solved by two plane waves with
un(t) = f
α
n e
−i(ωt−q(r−rn)) (3.11)
vn(t) = f
β
n e
−i(ωt−q(r−rn)) (3.12)
Periodicity allows one to set fαn = fα∀n and fβn = fβ∀n. Substituting this into the
equations of motion yields
−mαω2fα = c
(
fβ + fβe
−iqa − 2fα
)
(3.13)
−mβω2fβ = c
(
fαe
iqa + fα − 2fβ
)
(3.14)
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Table 3.2: Comparison of photons to phonons.
Photon Phonon
Frequency ωk ωq
Energy ~ωk ~ωq
Momentum ~k ~q
Dispersion ωk = ck ωq = ω(q)
Polarization pi, σ LA, TA, LO, TO
Solving these simultaneous equations yields4
ω2± = c
(
1
mβ
+
1
mα
)
± c
√(
1
mβ
+
1
mα
)2
− 4
mαmβ
sin2
(qa
2
)
(3.15)
The result is two characteristic frequencies ω±. These correspond to two branches in the
dispersion relation ω±(q) (see Fig. 3.2(b)). This links the energy of a vibrational (out-
of-equilibrium) excitation (∼ ω) to its quasi-momentum (∼ q). Due to the frequency of
ω+ typically being in the infrared spectrum (and thus excitable with infrared light), this
mode is referred to as the optical branch and ω− is referred to as the acoustic branch, as
the excitation propagates similar to a sound wave. Due to the periodicity, it is sufficient
to consider only the 1st Brillouin zone −pia ≤ q ≤ pia (reduced scheme).
Even the linear chain has a polarization. In the acoustic branch for q = 0 (long wave-
length limit), all atoms of the basis are in-phase and the primitive unit cells move against
each other (longitudinal acoustic (LA) polarization). The speed of sound is given by the
group velocity vg =
∂ω−
∂q
∣∣
0
. At the edges of the 1st Brillouin zone vg = 0, so higher fre-
quency waves are standing waves that do not propagate. In this case the lighter atom is at
the node of the vibration and does not move (transverse acoustic (TA) polarization). In
the optical branch for q = 0, the basis atoms move in opposite directions and are pi-out-
of-phase (longitudinal optical (LO) polarization). Finally, at the edges of the 1st Brillouin
zone the heavier atoms are at the nodes of the vibration and do not move (transverse
optical (TO) polarization).
In Sec. 2.3, it was derived that confining the electromagnetic field in a finite volume
leads to field quantization. Similarly, confining the lattice excitation to finite crystal di-
mensions leads to quantization of q. This can be described by periodic boundary conditions
(e.g. Born-von Karman boundary condition), which implies a discrete set of qm =
2pi
aNm,
where N is the number of atoms in the chain. In analogy to the excitation quanta of
the electromagnetic field, the photon, a quasi-particle can be introduced for the lattice
vibration quanta, the phonon.5 A comparison of the quantities characterizing photons to
the quantities characterizing phonons is given in Tab. 3.2. As will be shown hereafter,
phonons can couple to other quasi-particles in a solid. The concept of phonons can also be
4Solving Eqn. 3.13 for fα yields fα = c
1+e−iqa
2c−mαω2 fβ which can be substituted into Eqn. 3.14. This yields
the equation −mβω2(−mαω2 + 2c) = c2(eiqa + 2 + e−iqa) − 2c(−mαω2 + 2c) which is quadratic in (ω2)
and can thus be easily solved with the pq-formula. The result is shown in Eqn. 3.15.
5More generally, the system can be modeled by an ensemble of N decoupled harmonic oscillators by
introducing normal coordinates Qi and Pi which satisfy the commutation relation [Qi, Pj ] = i~δij . The
Hamiltonian can be rewritten as H = ∑i p2i2m + 12mω2∑i,j;i=j±1(xi − xj)2 = ∑k PkP−k2m + mω2kQkQ−k,
which has eigenvalues En,k = ~ωk
(
n+ 1
2
)
.
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Figure 3.3: The Kronig-Penney potential has the form of square wells with V (x) = 0 for 0 < x < a
(region I) and V (x) = V0 for −b < x < 0 (region II), and is periodically repeated.
used to quantitatively describe phenomena like specific heat, thermal expansion, thermal
conductivity, and interactions of lattice excitations (phonon-phonon coupling).
3.3 Electronic band structure
Simple molecules such as H2 with two electrons can be calculated relatively easily, even
though no analytical solution exists. In contrast, 1 cm3 of Si contains ∼ 2 × 1023 va-
lence electrons, a many-body problem impossible to solve, since the wavefunction of each
electron has contributions from those of all others. Solid-state physics makes two cen-
tral assumptions to simplify this problem: First, the independent electron approximation,
which assumes that the electron wavefunction can be separated into single-electron wave-
functions with electrons in an effective (average) potential. Second, this effective potential
is periodic, which is known as Bloch’s theorem and justified by the periodic structure of
crystalline materials. The crystal electrons with mass m = me are then described by Bloch
wavefunctions ψ(~k, ~r) = ei
~k·~ru~k(~r), which are eigenstates of the Hamiltonian
H = −~
2∇2~r
2m
+ V (~r) = −~
2∇2~r
2m
+ V (~r + ~Rn) (3.16)
The amplitude function has the periodicity of the lattice: u~k(~r) = u~k(~r +
~Rn). The
dispersion of the energy eigenvalues of the Hamiltonian is described by the band structure.
For a simple periodic potential in 1D consisting of square wells of width a, periodicity a+b,
and a barrier height of V0 (see Fig. 3.3), this can be calculated with the Kronig-Penney
model. The time-independent Schro¨dinger equation Hψ = Eψ can be written as
ψ′′ +
2mE
~2
ψ = 0 0 < x < a
ψ′′ +
2m(E − V0)
~2
ψ = 0 − b < x < 0
(3.17)
Assuming E < V0 the definitions α
2 = 2mE~2 and β
2 = 2m(E−V0)~2 can be made. According
to Bloch’s theorem the wavefunction can be written as
ψ(x) = uK(x)e
iKx (3.18)
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Differentiating this twice yields
ψ′(x) = u′K(x)e
iKx + iKuK(x)e
iKx (3.19)
ψ′′(x) = u′′K(x)e
iKx + 2iKu′K(x)−K2uK(x)eiKx (3.20)
Substituting this into the Schro¨dinger equation yields
(α2 −K2)uK,I(x) + 2iKu′K,I(x) + u′′K,I(x) = 0
−(β2 +K2)uK,II(x) + 2iKu′K,II(x) + u′′K,II(x) = 0
(3.21)
For the Bloch amplitude the ansatz uK(x) = e
mx can be made, so
(α2 −K2) + 2imK +m2 = 0 m± = −iK ± iα
−(β2 +K2) + 2imK +m2 = 0 m± = −iK ± β
(3.22)
The general solution is then given by
uK,I(x) = A+e
i(α−K)x +A−e−i(α+K)x
uK,II(x) = B+e
(β−iK)x +B−e−(β+iK)x
(3.23)
The constants Ai and Bi can be obtained by using the boundary conditions:
uK,I(0) = uK,II(0) A+ +A− = B+ +B− (3.24)
u′K,I(0) = u
′
K,II(0) i(α−K)A+ − i(α+K)A− = (β − iK)B+ − (β + iK)B− (3.25)
uK,I(a) = uK,II(−b) A+ei(α−K)a +A−e−i(α+K)a = B+e−(β−iK)b +B−e(β+iK)b (3.26)
u′K,I(a) = u
′
K,II(−b) i(α−K)A+ei(α−K)a − i(α+K)A−e−i(α+K)a =
= (β − iK)B+e−(β−iK)b − (β + iK)B−e(β+iK)b
(3.27)
which looks complicated at first, however, with the definitions
c1 = i(α−K), c2 = −i(α+K), c3 = β − iK, c4 = −(β + iK) (3.28)
it can be rewritten into
1 1 −1 −1
c1 c2 −c3 −c4
ec1a ec2a −e−c3b −e−c4b
c1e
c1a c2e
c2a −c3e−c3b −c4e−c4b


A+
A−
B+
B−
 =

0
0
0
0
 (3.29)
These simultaneous equations have a non-trivial solution if and only if the determinant of
the matrix is 0:
det
∣∣∣∣∣∣∣∣
1 1 1 1
c1 c2 c3 c4
ec1a ec2a e−c3b e−c4b
c1e
c1a c2e
c2a c3e
−c3b c4e−c4b
∣∣∣∣∣∣∣∣
!
= 0 (3.30)
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Figure 3.4: (a) Eqn. 3.33 as a function of αa. If |P sinc(αa) + cos(αa)| ≥ 1 the electron wave-
function does not exist (gray-shaded area). Since α2 = 2mE~2 this limits E to certain values. Here
a = 5 A˚, b = 1 A˚, V0 = 10 eV, and m = 9.109 × 10−31 kg  P = 6.562. (b) The resulting band
structure shows gaps with forbidden energy values. The band edges occur at high-symmetry points
of the lattice, namely at the center of the Brillouin zone Γ (K = 0), or at the Brillouin zone edges
±X (K = ± pia+b ), where P sinc(αa) + cos(αa) = ±1.
It is helpful to evaluate this with a symbolic simultaneous equation solver, leading to the
equation
β2 − α2
2αβ
sin(αa) sinh(βb) + cos(αa) cosh(βb) = cos(Ka+Kb) (3.31)
Since −1 ≤ cos(Ka+Kb) ≤ 1 it is obvious there exist certain values of E for which Eqn.
3.31 is not satisfied, so Eqn. 3.29 has no solution. The electron wavefunction does not
exist in these cases. In the limit V0  E one finds b → 0 (this is to keep the barrier
strength V0b finite), so
β2 − α2 = 2m
~2
(V0 − 2E) ≈ 2mV0~2 , sinh(βb)→ βb, cosh(βb)→ 1 (3.32)
Eqn. 3.31 simplifies to
mV0
~2αβ
sin(αa)βb+ cos(αa) =
mV0ab
~2
sinc(αa) + cos(αa) = cos(Ka+Kb) (3.33)
The factor P = mV0ab~2 is called the barrier scattering power and is a measure of the
attraction of the crystal electrons to the ions on the lattice sites. Eqn. 3.33 is plotted
in Fig. 3.4(a) and shows that for certain αa there exists no solution to Eqn. 3.29. Since
α2 = 2mE~2 , the electron wavefunction does not exist for all values of E. These forbidden
energies give rise to band gaps in the band structure (see Fig. 3.4(b)).
Apart from the Kronig-Penney model, there exist many other methods to calculate the
band structure, such as tight-binding or quasi-free electrons. Modern calculations often
use the pseudopotential method, with the most sophisticated ab initio pseudopotentials
being able to predict static ground-state properties of very complex crystals (see also
density functional theory in Sec. 5.1.1).
The band structure describes the energy dispersion relation E(K) of crystal electrons
and is a result of the symmetric crystal geometry. The last (with electrons) occupied
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Table 3.3: Comparison of various band gaps[63].
Material Eg [eV] Nature of the band gap
Diamond (insulator) 5.47 indirect
Graphene (semi-metal) 0 -
Si 1.12 indirect
Ge 0.66 indirect
GaP 2.26 indirect
GaAs 1.43 direct
InP 1.35 direct
CdS 2.42 direct
energy band is called the valence band (VB), the first unoccupied energy band is called
the conduction band (CB). The energy difference between both bands is called the band
gap. The band structure is non-parabolic in general, however, near the band edges the
dispersion relation of the valence/conduction band can be Taylor expanded into a parabolic
dispersion:
E(K) = Ev,c +
∂Ev,c
∂K︸ ︷︷ ︸
=0
K +
∂2Ev,c
∂K2
K2
2
+ · · · ≈ Ev,c + ~
2K2
2m∗
(3.34)
with 1m∗ =
∂2Ev,c
~2∂K2 . States near the band edges, which are the most relevant in semicon-
ductors as they are responsible for optical and transport phenomena, can thus be treated
as free electrons with an effective mass m∗ (all Coulomb interactions with the crystal po-
tential are contained within m∗).
The Fermi energy EF is the energy up to which all states are occupied with electrons at
zero temperature. For metals the Fermi energy falls within the conduction band, while for
semiconductors it lies within the band gap Eg. This means at T = 0 K all semiconductors
are insulators, as there is no electron in the conduction band contributing to a current.
At finite temperature electrons are promoted from the valence to the conduction band,6
leaving behind positively charged vacancies or holes in the valence band. Electron-hole
pairs can form hydrogen-like bound states and these quasi-particles are referred to as ex-
citons. They can transport energy without transporting net charge and are useful for the
description of charge transport and optical phenomena.
Semiconductors have typical band gaps of the order of 1− 2 eV, while insulators have
band gaps > 3 eV (see Tab. 3.3). An important classification of semiconductors is whether
their band gap is direct or indirect. For a direct band gap semiconductor (like GaAs)
the conduction band minimum and valence band maximum are at the same point in the
1st Brillouin zone (see Fig. 3.5(a)). Indirect semiconductors (like Si) in turn have their
CB minimum and VB maximum at different points in the 1st Brillouin zone (see Fig.
3.5(b)). One consequence is that electron-hole recombination requires a phonon for mo-
mentum conservation, which makes recombination a second-order process. Thus, indirect
semiconductors are inefficient light emitters. Excitons coupling to phonons give rise to a
zero-phonon line (ZPL) and the phonon sideband (PSB) in the optical emission spectrum
6In general, the band gap is temperature dependent, with the empirical expression Eg(T ) = Eg(0)− αT2β+T ,
where α and β are material constants.
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Figure 3.5: (a) Band structure of GaAs routed along the high-symmetry points in the Brillouin
zone. GaAs is a direct band gap semiconductor. The CB (blue) maximum and VB (red) minimum
are both at the Γ point. (b) Band structure of Si routed along the high-symmetry points in the
Brillouin zone. Si is an indirect band gap semiconductor. The CB (blue) maximum is at the Γ
point, while the VB (red) minimum is near the X point. Both band structures have been calculated
using density functional theory (see Sec. 5.1.1). (c) The optical absorption and emission spectra
show sidebands due to exciton-phonon coupling. Each phonon mode i, j, k is quantized, but the
overlap of all phonon modes seems continuous. The shape of the zero-phonon line is that of a
Lorentzian, while the phonon modes are Poisson distributed.
(see Fig. 3.5(c)). The amount of emission into the ZPL is characterized by the Debye-
Waller factor α, so (1− α) of the emission happens via phonons.
It is worth noting that there is a difference in electronic and optical band gap, precisely
the exciton binding energy. While in most semiconductors this is very small (i.e. there
is little interaction between electrons and holes), in two-dimensional semiconductors (see
Sec. 3.5) this exciton binding energy can be large (∼ 1 eV)[64].
3.4 Defects
So far, only pristine crystals with perfect symmetry and periodicity have been considered.
Realistic crystals, however, always have a finite defect density. Defects can be classified
into bulk, planar, line, and point defects, of which only the latter are considered hereafter.
Point defects can be further classified into
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1. Vacancies: A vacancy is a missing atom in the lattice.
2. Substitutional defects: A substitutional defect is a different atom species replacing
an atom at a lattice point.
3. Interstitial defects: An interstitial defect is an additional atom in between lattice
points. This can be a crystal atom or another element. In most crystals, the defect
formation energy for interstitial defects is large, so these defects play only a minor
role.
4. Antisites: In compounds, an antisite defect is an atom of one species occupying the
lattice point where usually another atom species is located.
5. Point-like complexes: There can also be combinations of the above, forming point-
like complexes. A famous example is the NV-center in diamond, which is a vacancy
and a neighboring carbon atom replaced with a nitrogen atom.
For point defects the following notation (similar to the Kro¨ger-Vink notation) is intro-
duced: DcA, where D is the substitutional atom (V for vacancy) replacing A at its lattice
point and c is the charge of the defect. For example a negatively charged arsenic vacancy in
GaAs has the notation V−1As or an indium atom replacing a gallium atom has the notation
In0Ga. Complexes are simply concatenated and for allotropes no index is required (hence
NV in diamond). Defects without a specific charge state are assumed to be neutral.
The fundamental defect concentration at temperature T can be calculated by mini-
mizing the Gibbs free energy of the system, given by
GF = H − TS (3.35)
The method can be applied to generalized defects, but for simplicity a vacancy is considered
hereafter. The enthalpy H = Ef + pV has the positive terms of the defect formation
energy, Ef, and the work required to move an atom initially occupying the lattice site
to the surface, pV . These terms prevent defect formation. The entropy S = Sv + Smix
includes the vacancy entropy, Sv, and crystal entropy due to the disorder introduced by
the vacancy, Smix. The entropy promotes defect formation. For a crystal containing Nv
vacancies and N atoms (i.e. it has N +Nv lattice sites) the Gibbs free energy is given by
GF = NvEf + pΩNv − T
(
svNv − kB
[
N log
(
N
N +Nv
)
+Nv log
(
Nv
N +Nv
)])
=
= Nv(Ef + pΩ− Tsv)− kB(N(log(N)− log(N +Nv)) +Nv(log(Nv)− log(N +Nv))
(3.36)
where Ω is the volume of a lattice site and sv is the entropy change due to a formation of
a single vacancy. In the thermodynamic equilibrium
∂GF
∂Nv
= Ef + pΩ− Tsv + kBT log
(
Nv
N +Nv
)
!
= 0 (3.37)
Since the concentration of vacancies is cv =
Nv
N+Nv
, the concentration is given by
cv = e
sv
kB e
pΩ
kBT e
− Ef
kBT ≈ e−
Ef
kBT (3.38)
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Figure 3.6: Electronic structure of defects in silicon. The energy difference is measured from
the nearest band edge[65]. The GeV+ defect has a shallow level in the band structure, since its
energy difference from the conduction band is on the order of the thermal energy kBT at room
temperature. Since the energy levels of the other defects are well isolated from the band edges,
these defects are called deep defects.
In most cases, the first two exponential factors do not contribute significantly, so they can
be set to 1. This defect concentration is a fundamental limit, and every crystal has at least
this defect concentration.7 At room temperature, defect concentrations are much higher
than this fundamental limit and the type of defect, as well as the defect concentration
depends on the crystal fabrication technique and growth conditions.
Many electrical and optical crystal properties, such as electrical charge transport and
emission spectra, are influenced by defects. Defects or impurities can also be beneficial
and are often artificially introduced (referred to as doping). In a Si crystal a silicon atom
can be replaced by an arsenic atom, adding an extra electron to the conduction band
(n-type doping). In contrast, if a Si atom is replaced by a boron atom an extra hole is
added to the valence band (p-type doping). Thus, it is possible to tailor electrical proper-
ties of a semiconductor. Defects can also introduce new energy levels into the band gap.
In case of AsSi or GeSiV
+
Si these levels are close to the band edges, which is why these
are shallow defects (see Fig. 3.6). Other defects can also have deep levels, which are well
isolated from the bands (e.g. NSi or AsSiVSi[65]). Quantitatively, shallow and deep defects
are characterized by the energy difference between the band edges and the defect states.
This energy difference is small (large) compared to the thermal energy kBT for shallow
(deep) defects. Deep defect states act as local charge carrier traps. This is exploited for
single-photon generation, when the trapped charge carrier is excited from the ground to
an excited state, and as the excited state decays, a single-photon is emitted (see Chap. 4).
The introduced defect levels can be quantitatively understood even with the simple
Kronig-Penney model (see Sec. 3.3), where the defect alters the potential locally. A sub-
stitutional defect makes a particular well deeper or shallower and/or changes the width of
a particular potential well or barrier. In general, defects distort the crystal lattice locally,
meaning that the bond lengths around the defect change to minimize the total energy
of the crystal. For example, the oxygen atom of the OS defect in a WS2 crystal relaxes
toward the transition metal. The W–O bond length is 2.07 A˚, while the W–S bond length
is 2.42 A˚. Practically, however, defect levels are calculated using density functional theory
(as has been done for the OS defect in WS2[66], for details see Chap. 8).
7Defects can also form spontaneously and in the thermodynamic equilibrium cv(N + Nv) defects will
have formed.
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Figure 3.7: Atomic structure of graphene, hBN, and MoS2. Atoms in monolayer graphene and
hBN are all in one plane. For TMDs (like MoS2) a monolayer consists of three atomic layers.
3.5 2D materials
Condensed matter physics is the most active field within physics today.8 In recent decades
low-dimensional structures, such as quantum wells, wires, and dots became of broad in-
terest. A new class of materials emerged in 2004, when Konstantin Novoselov and Andre
Geim isolated singlelayer carbon sheets[67]. This work inspired the field of two-dimensional
(2D) materials and was awarded with the 2010 Nobel prize in physics.9 In a 2D material,
the atoms are covalently bonded in-plane, while multiple layers are stacked with van der
Waals bonds. The ultimate limit is the monolayer which consists of only one atomic layer.
The 2D geometry restricts the motion of electrons essentially in-plane with little charge
transfer between multiple layers. This allows for unique properties and applications, some
of which are introduced in the following section. A more detailed overview on the field of
8From 2012 to 2018 condensed matter physics had continuously the most submissions to the arXiv.
9https://www.nobelprize.org/prizes/physics/2010/summary/
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2D materials can be found in recent reviews[68–70].
3.5.1 Graphene
The most widely studied 2D material is graphene, a stable carbon allotrope in which car-
bon atoms are packed in an hexagonal (honeycomb) lattice (see Fig. 3.7). Graphene is
known for its record intrinsic electron mobility, exceeding 2 × 105 cm2V−1s−1[71], bene-
fiting electrical applications of graphene. The electron transport in graphene is governed
by the relativistic Dirac equation, with the charge carriers showing phenomena otherwise
characteristic for two-dimensional Dirac fermions[72]. A record-breaking thermal con-
ductivity up to 5.30 × 103 W mK−1 further benefits electrical applications, as it allows
for excellent thermal management[73]. The electrical and thermal conductivity comes to-
gether with optical transparency[74], opening up countless applications, including displays
or defrosters in aircraft windshields. Another particularly elegant application is DNA se-
quencing, where a DNA molecule passing through a nanopore in graphene alters ionic
currents running through graphene[75]. Graphene’s large mechanical strength is mani-
fested in a giant Young’s modulus of 1 TPa[76]. The quantum hall effect is also observable
in graphene, even at room temperature[77]. All these unique features earned graphene
the reputation of a wonder material. However, graphene’s applications in photonics and
optoelectronics are limited due to the semi-metallic zero band gap nature. While band gap
engineering can open a small band gap (for example a band gap opens in bilayer graphene
when an electric field is applied[78], or in monolayer graphene after nano-patterning[79]),
many other 2D materials have an intrinsically non-zero band gap.
3.5.2 Transition metal dichalcogenides
Transition metal dichalcogenides (TMDs) are semiconducting 2D materials with band
gaps in the visible spectrum (∼ 1.6 − 2.0 eV). TMDs are compounds of the form MX2,
where M is a transition metal (M––Mo, W, ...) and X is from the group of the chalco-
genides (X––S, Se, ...). Monolayers exist, however, unlike graphene (which is truly one
atomic layer), TMDs crystallize in an X–M–X sandwich structure (see Fig. 3.7). The
M–X bonds are covalent bonds. Monolayer MoS2 is an excellent material for atomically
thin field-effect transistors, with current ON/OFF ratios exceeding 108 and carrier mobil-
ities > 200 cm2V−1s−1[80]. Possible applications also include valleytronics, which exploit
the fact that some materials have multiple minima in the conduction band at different
points in k-space, making these valleys individually addressable with circularly polarized
light[81]. Interestingly, TMDs transition from indirect to direct band gap semiconductors
when thinning from bi- to monolayer thickness[82–84]. This can be observed either with
theoretical band structure calculations (see Fig. 3.8(a, b)), or in an experiment, when com-
paring the photoluminescence from a mono- to a bilayer (see Fig. 3.8(c)). Owing to the
direct band gap transition, many monolayer TMDs are excellent light emitters[85] (see Fig.
3.8(d)), allowing for atomically thin active laser materials in semiconductor nanocavity
lasers[86]. TMDs also allow for a variety of quasi-particles beyond excitons, most notably
trions or charged excitons[87] and biexcitons or bound excitons[88]. Excitons have a typ-
ical Bohr radius ∼ 1 nm. Trions and biexcitons are larger with typical Bohr radii ∼ 2− 3
and ∼ 4− 5 nm, respectively. Recently, even charged biexcitons have been demonstrated,
and it was possible to switch between charged and neutral biexciton electrically[89]. This
provides routes toward control of many-body quantum phenomena in TMDs. Strong
exciton-polariton coupling at room temperature has been realized in monolayer TMDs
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Figure 3.8: (a) The band structure of bilayer WS2 routed along the high-symmetry points in the
Brillouin zone reveals an indirect band gap transition. (b) The band structure of monolayer WS2
routed along the high-symmetry points in the Brillouin zone reveals a direct band gap transition.
(c) Photoluminescence spectrum of mono- and bilayer WS2. With the exciton peak at 613 nm,
the monolayer emits 20× stronger than the bilayer with its exciton peak at 619 nm. The lines are
asymmetric due to the presence of excitons and trions and the trion binding energy red-shifts its
emission peak. The much stronger photoluminescence is explained by the fact that WS2 transitions
to a direct band gap semiconductor when thinned down to a monolayer. (d) Photoluminescence
spectrum of various TMDs measured at room temperature.
embedded within monolithic cavities[90, 91]. This provides a path towards exploitation
of nonlinear effects and polaritonic devices. While the mechanical stability is inferior to
graphene, TMDs still have a remarkably large Young’s modulus around 270 GPa[92], ex-
ceeding that of steel. Closely related to the X–M–X family are the X–M–Y TMDs,
which have one of the chalcogen layers replaced with a different chalcogen layer.10 An
example is MoSSe, which has similar properties to MoS2 and MoSe2, but its band gap is
between both.
3.5.3 Hexagonal boron nitride
Hexagonal boron nitride (hBN) is a 2D material with a similar atomic structure to
graphene, but with alternating boron and nitrogen atoms (see Fig. 3.7). The mechan-
ical and thermal properties of hBN are similar to that of graphene[93], resulting in a large
10Due to the two sides, these are also called Janus monolayers, named after the roman god with two
faces.
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Figure 3.9: (a) Microscope image of a MoS2 monolayer on 270 nm SiO2 on Si. The monolayer is
visible as the lightest shade of purple. The next darker shades are a bilayer, trilayer, and so on.
(b) On a 350µm SiC substrate, the monolayer is barely visible and has almost no optical contrast.
thermal and chemical stability. Its electrical properties, however, differ considerably. The
band gap of hBN is 6 eV[94], which is why hBN is often used as an insulating layer in 2D
heterostructures, where multiple 2D materials are stacked together[95]. In a graphene-
hBN-metal heterostructure it was possible to probe the ultimate plasmon confinement
limit down to the length scale of just one atom[96]. Encapsulating monolayer TMDs
suppresses inhomogeneous broadening of the exciton linewidth[97], or provides excellent
protection from any coupling to the environment in field-effect transistors[98]. The ther-
mal conductivity is very large for an insulating material and varies with layer number[99],
meaning that hBN-graphene heterostructures still have a large combined thermal conduc-
tivity. Owing to the large band gap, defect levels in hBN are deep and well isolated from
the band edges, which allows for room temperature quantum emission[100]. In contrast,
single-photon emission in TMDs requires cryogenic cooling[101–105]. The optical contrast
of hBN is poor with a zero-crossing in the visible spectrum, making the fabrication of
monolayer particularly difficult[106].
3.5.4 Fabrication
Beyond graphene, TMDs, and hBN there are many more 2D materials, with 1500+ mate-
rials computationally predicted[107], many of which are yet to be synthesized. The most
common techniques to fabricate mono- or multilayer 2D materials are mechanical exfolia-
tion and chemical and physical vapor deposition (CVD and PVD). Mechanical exfoliation
utilizes shear forces to break the van der Waals bonds. Since the in-plane covalent bonds
are much stronger than these bonds stacking the layers together, crystals predominantly
break between layers. Using successive thinning with adhesive tapes, Novoselov et al.
demonstrated that with this fairly simple method it is possible to produce monolayers of
remarkable high quality[67], at the expense of a time-consuming exfoliate-and-characterize
process. During chemical vapor deposition and similar techniques, precursors react at high
temperatures to grow the specific material. This process can be highly optimized through
an appropriate choice of catalyst, growth conditions, and precursor and carrier gases. The
defects in 2D materials produced with either method, however, typically differs. It was
found the dominant defect in mechanically exfoliated or CVD-grown MoS2 crystals is the
sulfur vacancy, while samples grown with PVD have the molybdenum antisite as the pre-
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dominant defect[108].
It is also possible to combine CVD growth and mechanical exfoliation to produce large-
scale monolayers (5 cm in diameter)[109], much larger than typical diameters ∼ 100µm
which are routinely achieved with the other methods. Beyond growth and exfoliation,
plasma etching has recently became a common technique to reliably fabricate monolayers
with a high throughput[110,111].
As already mentioned, hBN has a particularly low optical contrast. The optical con-
trast of monolayer graphene or TMDs, while considerably higher than that of hBN, is also
tiny, owing to the crystal thickness of just a few A˚. The optimal substrate choice, however,
can artificially increase the optical contrast of 2D materials. One such choice is ∼ 270 nm
SiO2 on Si (see Fig. 3.9(a)), which provides excellent optical contrast for monolayered 2D
materials. On pure SiC, in contrast, a monolayer is barely visible (see Fig. 3.9(b)).
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Chapter 4
Quantum emitters in 2D materials
Near-future optical quantum information processing[50] relies on sources of pure and in-
distinguishable single-photons (see Sec. 2.11). Promising candidates include quantum
dots[112–114], trapped ions[115], color centers in solids[116] and single-photon sources
based on heralded spontaneous parametric down-conversion[117]. The recent discovery of
fluorescent defects in 2D materials has added yet another class of quantum emitters to the
solid-state color centers, attracting considerable attention among the research community.
Quantum emitters in 2D have the distinct advantage, in contrast to their 3D counterparts,
of not being surrounded by any high refractive index materials. This in turn prevents total
internal and Fresnel reflection of emitted single-photons, leading to an intrinsically ideal
extraction efficiency. Specifically engineer the environment, as has been done for NV cen-
ters in diamond, is thus not necessary[118].
The general concept of the single-photon emission mechanism is illustrated in Fig. 4.1,
where a laser non-resonantly excites a quantum system to some excited vibronic state.
While more complex to achieve, this initial excitation can also be accomplished by elec-
trical pumping. The vibronic excitation relaxes non-radiatively to an excited electronic
state |2〉, which, as it decays to the ground state |1〉, emits a single-photon with energy
~(ω2 − ω1). This relaxation usually happens on ultrafast timescales on the order of pi-
coseconds, while the lifetime of the excited electronic state is typically on the order of
nanoseconds. Such level structure is introduced by point defects into the band structure
(see Sec. 3.4). Since the defect is located at a specific lattice site, one speaks of a localized
exciton. The emission has non-classical second-order correlations, with the correlation
function vanishing at zero time-delay (see Fig. 2.5(b)). In reality, however, the level struc-
ture is more complicated than this idealized picture. In addition to the ground and excited
electronic state, there are intermediate states which usually have long decay times (long
compared to the lifetime of |2〉). These intermediate states are unwanted since they can
decay non-radiatively and their slow transition makes an emitter dark for its duration,
contributing to photoluminescence fluctuations and decreasing single-photon luminosity.
The following chapter introduces quantum emitters in 2D materials, with the focus on
defects hosted by hBN. A recent review provides a broader overview of the field[119].
4.1 Quantum emitters in transition metal dichalcogenides
Stable quantum emission from defects in 2D materials has been initially reported in the
transition metal dichalcogenide WSe2 at cryogenic temperatures below 15 K[101–105]. At
room temperature, the optical band gap of monolayer WSe2 is 1.66 eV with a free ex-
citon linewidth of 17 meV and a charged exciton at 1.63 eV (see Fig. 3.8(d)). At cryo-
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Figure 4.1: Concept of single-photon emission in an idealized two-level system (two electronic
states). A high-energy photon from the laser field excites a vibrational mode which decays non-
radiatively into an electronic excited state on ultrafast timescales. This excited state further decays
radiatively under the emission of a single-photon.
genic temperatures, both the exciton and trion peak shift roughly 100 meV into the blue
with the emergence of spatially localized, strong and narrow peaks in the spectrum at
around 1.71 eV (50 to 80 meV below the free exciton) with linewidths ranging from 0.1
to 2 meV[101–105]. Second-order correlation functions confirmed that this emission has
a non-zero overlap with the single-photon Fock state. The excited state lifetimes range
from 1.5 to 2.5 ns. As is generally the case for all emission from 2D materials, the emit-
ter lifetime is strongly dependent on the substrate[101]. This can be explained by the
different dielectric environment, leading to an effective Purcell effect (see Chap. 9 for a
quantitative calculation of this effect). Important for quantum information processing is
that the single-photon emission has a well-defined polarization[101]. In recent years, the
list of quantum emitters was successively expanded by WS2[120,121], MoSe2[122,123], and
MoS2[124]. The quantum emitters are hosted either by PVD grown[104] or mechanically
exfoliated monolayers[101–103, 105]. While the locations of the emitters on grown sam-
ples are fully random, emitters on exfoliated samples form predominantly near the edges.
The spectral diffusion is power-dependent and varies from emitter to emitter, where some
emitters have spectral wandering < 200µeV, but others have much larger spectral diffu-
sion > 1 meV[102]. Important for practical applications is that the emitters can be also
excited all-electrically in graphene-hBN-TMD heterostructures, without loss of photon
quality[120]. Both the emitters in PVD grown as well as mechanically exfoliated samples
originate from naturally occurring defects. It is also possible to induce trap states into
the band gap by stress. This has been demonstrated by depositing monolayer WSe2 and
WS2 on nanopillars, which leads to deterministic formation of stress-induced single-photon
emitters[121, 125]. Quantum emitters in WSe2 have also been integrated with dielectric
microcavities[126] and plasmonic nanocavity arrays[127, 128], where the latter achieved a
very strong Purcell enhancement[128]. Quantum emitters in WSe2 also exhibit Zeeman
splitting under magnetic fields[102–105].
4.2 Quantum emitters in hexagonal boron nitride
Due to the optical transition energy being located in close proximity to the electronic band
gap, resolving the zero-phonon line for the shallow defects in TMDs at room temperature
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is impossible. More advantageous is the use of a wide band gap material, where the defect
levels introduced into the band structure are well isolated from the energy bands.
The demonstration of quantum emission from defects hosted by WSe2 was shortly
followed by a report of single-photon emission from defects hosted by mono- and multilayer
hBN[100]. The large band gap of hBN allows one to resolve the zero phonon line at room
temperature and thwarts non-radiative recombination of the localized exciton. Thus,
single-photon emitters in hBN have an intrinsically high quantum efficiency which leads
to ultrabright emission.1 Apart from operation at room temperature and brightness, the
quantum emitters in hBN share many properties with their counterparts in TMDs: they
exhibit an in-plane dipole resulting in linear polarization, large emission into the ZPL
(indicating weak electron-phonon coupling), and have similar photostability[119]. The in-
plane dipole can, but does not necessarily coincide with the excitation dipole[100, 129].
While the degree of linear polarization is typically high, depending on the fabrication of
the crystal, the layer containing the chemical defect may not be perfectly perpendicular
to the substrate. Therefore, this results in a z-component of the dipole.2
4.2.1 Emitter fabrication and characteristics
The single-photon emitters in the initial report originated from naturally occurring de-
fects[100]. The following works enhanced the defect formation synthetically through chem-
ical[130] or plasma etching[131, 132], laser[133], γ-ray[66], ion[134] and electron irradia-
tion[134,135] or near-deterministic stress-induced activation[136]. The latter is similar to
previous works on WSe2 and WS2[121,125], but operates through a fundamentally differ-
ent single-photon emission mechanism compared to the other emitters. It has been pointed
out that it is unclear whether any emitters are actually created with these methods or if
preexisting, optically inactive defects are simply activated during the processing[119]. The
latter could happen via modification or restructuring of the crystal environment. With a
few exceptions[129], most defects form at (or near) the edges, or at locations, where the
crystal already has cracks. Defect formation at these positions is preferred, as the required
defect formation energy there is low (compared to the defect formation energy well within
the crystal). This could be indicative of new defects being actually created during the
processing. Subsequent to the emitter fabrication is usually a thermal annealing step,
performed at high temperatures ∼ 850◦C in various atmospheres[137]. The defect diffu-
sion during this annealing is expected to be low[138].
Independent of the fabrication method, the emitter photophysics vary strongly, not
only from defect to defect hosted by different hBN crystals, but also for defects on the
same host crystal. Most notably, this is pronounced by ZPLs covering a wide range in the
UV[139] and visible spectrum[137,140,141]. The excited state lifetimes vary from 20 down
to 0.3 ns[131, 142], but as already mentioned, the emitter lifetime is substrate dependent.
The shorter lifetime is more desirable, as this allows for efficient post-selection to mediate
the effect of detector dark counts in practical quantum information processing. In addi-
tion, a long lifetime limits the brightness fundamentally. Recent progress in growth of hBN
allows one to selectively grow emitters with predefined ZPLs through CVD[143] or atmo-
spheric pressure CVD[144]. Importantly, depending on the growth conditions the ZPL
1Ultrabright means that single-photon counting modules detect MHz rates without collecting the emis-
sion with an immersion objective or Purcell enhancement. These rates are also not corrected for detector
efficiency or transmission losses through the optical path toward the detector.
2This happens for example during mechanical exfoliation, where the terminating layers on both sides
in multilayer hBN get shattered, or during the drop cast method of multilayer hBN flakes in ethanol[100].
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can be predominantly localized in a spectral window within 550−600 nm or 600−650 nm.
The single-photon emission from hBN was found to be remarkably robust. This is
mostly governed by the thermal and chemical stability of hBN. The temperatures at
which the single-photon emitters can operate range from 4 K (liquid He temperature)[140]
to 800 K[145]. When heated to T = 800 K, the lifetime as well as second-order corre-
lation function remains invariant, suggesting that no new relaxation channels open. In
addition to temperature stability, the emitters have also temporal stability over months,
with no significant change in photophysics[131]. It was not even necessary to encapsulate
the emitters to achieve this temporal stability, they can simply be stored in air at room
temperature. The photostability, however, varies strongly from defect to defect. In gen-
eral, the photostability depends on the laser excitation wavelength and laser power. The
higher the excitation photon energy or power, the larger the photobleaching[141]. This
suggests that the local crystal environment is modified, induced by the excitation laser.
The problem of photostability can be countered with a two-laser co-excitation scheme,
which strongly reduces photoluminescence fluctuations[146]. This can be explained by
the fact that the additional laser repumps the population from any intermediate, slowly
decaying state back into the excited state, which has a fast, radiative decay. Thus, this
also increases the single-photon luminosity, as more excitations decay radiatively. The
spectral diffusion can be almost entirely eliminated by appropriate surface passivation us-
ing Al2O3[147].
For practical applications, tuning of the emission is desirable, as this could specifi-
cally tailor the optical emission properties to match the application-specific requirements.
Furthermore, understanding tuning dynamics provides insight on the emitter itself (see
also next section). Spectral tuning has been achieved using either strain, electric fields,
or pressure. Using strain on different emitters revealed tuning bandwidths from −3.1 to
+6 meV per % strain applied to the substrate[148]. The linear Stark tuning using electrical
fields is larger with up to 5.4 nm per GV m−1 which corresponds to 15 meV per GV m−1
(a quadratic and V-shaped Stark effect was also observed)[149]. This is comparable to
the linear Stark shift of the NV center in diamond ZPL with 6.3 THz per GV m−1 (corre-
sponding to 26 meV per GV m−1)[150]. The tuning using pressure is up to 15 meV GPa−1,
with most pressure tuning coefficients being below 6 meV GPa−1[151]. Interestingly, the
pressure tuning is anomalous, as some emitters show an initial red-shift at lower pressure
with a subsequent blue-shift at higher pressure.
Beyond optical excitation using one or more lasers, quantum emission from hBN has
been triggered by cathodoluminescence schemes[139, 152]. An all-electrical excitation
scheme similar to the one demonstrated for TMDs[120] is not accessible due to the in-
sulating nature of hBN. It was proposed to electrically trigger UV emission from the band
gap of hBN which in turn could excite the quantum emitters[119]. This excitation, how-
ever, relies on an inefficient second-order process which requires strong UV light due to
the large detuning between UV excitation and visible defect emission. The incident UV
power required would lead to strong photobleaching.
4.2.2 Nature of the emission and theoretical modeling
The generally accepted model for the quantum emission from 2D materials is based on
a localized exciton. As described in Sec. 3.4, fluorescent point-like defects introduce trap
states into the band gap, thus acting as an effective two-level system. In defiance of sev-
eral attempts to identify the origin of the fluorescence using group theory analysis and ab
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inito density functional theory[153–155], the exact nature of the defects remains contro-
versial and is debated among the research community. Possible defect candidates include
the CBVN, VBCN, VNNB, and VB defects. It was recently noted, however, that widely
used generalized gradient functionals can perform poorly and lead to misassignment of
the defect states, hence, hybrid or long-range corrected functionals should be applied[156].
Moreover, calculated defects can have multiple transitions coinciding with the variety of
experimentally observed ZPLs, making these assignments prone to errors. Density func-
tional theory calculations often assume monolayered supercells due to the exponential
scaling with the number of atoms and limited computational resources, while most exper-
imental works use multilayer hBN. For reasons which are not yet fully understood, the
spectral emission shape of quantum emitters hosted by mono- and multilayer hBN differ
substantially[100].
On the experimental side, research efforts toward the identification of the responsible
defect has been made, but so far the results are still inconclusive and further investigations
are necessary[152,157]. In general, the variations in ZPL position cannot be explained by
local strain or Stark shifts (hBN is piezoelectric[136]) of a single optical transition line.
The expected shifts alone are too small to account for the variety of ZPLs (< 1 meV, see
previous section). Of particular note is that the ZPLs seem to bunch in groups around
560 nm[131], 590 nm[143], 640 nm[100, 137] and 714 nm[137]. It is believed that a specific
point-like defect is responsible for each of these groups with the crystal lattice locally
strained or changed otherwise, thus explaining the spread around these wavelengths. This
hypothesis is supported by the similar vibronic bandshape of these defects, indicating they
belong to the same symmetry group. It is worth noting there are occasional ZPLs which
do not fall into either of these categories. It is likely that these originate from surface
contaminants. Moreover, the bandshape of these differ from the bandshape typical for
other emitters in the three groups, which supports this conjecture. A detailed analysis of
this is presented in Chap. 10[158]. It is also definitely known that the power saturation
behavior is that of an idealized two-level system (a point-like defect has) and the defects
exhibit an in-plane dipole, as polarization-resolved photoluminescence shows. The latter
indicates the defect has symmetry C2v or lower, and the molecular orbitals involved in the
transition are either both in-plane or both out-of-plane. Given other experimental obser-
vations, it is more likely they are in-plane. Such a low symmetry defect is formed by an
interstitial or by distorting a vacancy or substitutional. Another option is a combination
of two or more vacancies, interstitials or substitutionals.
4.2.3 Integration with photonic structures
A straightforward path for improving the performance of a spontaneous emission process
is to use the Purcell effect by coupling the emitter to an optical resonator[21]. The optical
resonator reduces the number of modes the emitter can couple to, thereby enhancing
emission into the resonant modes. This even works in the ”bad-emitter” regime, when the
emitter linewidth is larger than the cavity linewidth[159]. Furthermore, all cavity QED
theory (see Sec. 2.5) still applies, even though the emitter coupled to the cavity is, in this
case, a defect in a solid rather than an atom. The dipole transition of the defect acts as
a similar effective two-level system.
In addition to the work on cavity-integration of emitters in TMDs, quantum emitters
hosted by hBN have been coupled to plasmonic nanocavities as well, achieving a single-
photon source with a particularly low second-order correlation function[160]. Hexagonal
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boron nitride can also be used to fabricate photonic crystal cavities, however, this makes
the required spectral matching between optical cavity mode and emitter difficult[161].
The coupling of emitters with a dielectric cavity was recently achieved and is described in
Chap. 9[162].
It is also possible to integrate the emitters directly with fibers. This can be achieved by
transferring an hBN flake hosting a quantum emitter to a tapered fiber using a tungsten
tip driven by a piezo positioner[142]. The overall system collection efficiency was 10%.
The same system collection efficiency can be achieved by attaching the hBN flake by van
der Waals force onto the core of a multimode fiber[163]. The advantage of the latter
is that it does not increase the emitter lifetime. An alternative approach is to directly
combine the cavity with the fiber. The fiber tip surface is shaped to be concave using a
CO2 laser pulse and subsequently coated to be highly reflecting[164]. This system achieves
a high finesse, small mode volume, and features single-photon collection with the fiber.
This has been demonstrated for NV and SiV centers in diamond coupled to these fiber
microcavities[165,166].
4.2.4 Applications
Although most researchers agree that quantum emitters in hBN provide a number of
unique opportunities, the performance still lags behind state-of-the-art single-photon
sources. Moreover, the reported single-photon quality is not sufficient for practical quan-
tum information processing, giving rise to the question whether this can be achieved at
room temperature at all. Without the advantage of room temperature operation, quan-
tum emitters in hBN will hardly be able to compete with quantum dots.
The cavity-integrated emitter described in Chap. 9, however, demonstrated for the
first time that single-photon emission from defects in hBN can indeed be useful for at
least quantum key distribution, out-performing conventionally used protocols on short and
medium distances. The work, however, questioned if the performance can be pushed to-
ward indistinguishable single-photons, a requirement for optical quantum computing[162].
Even strongly dephasing emitters can achieve a good indistinguishability if coupled with
a cavity that features a high quality factor[167]. The achieved spectral narrowing was al-
ready down to 200 GHz from 5 THz, but for indistinguishable single-photons with > 90%
visibility, the required linewidth is ∼ 100 MHz. Since the linewidth of a cavity with cavity
length L is given by
∆ν =
∆νFSR
F (4.1)
where the free spectral range is given by ∆νFSR =
c
2L and the cavity finesse F = − pilog(R)
is determined by the mirror reflectivities R (assumed to be equal for both cavity mirrors).
Substituting this into Eqn. 4.1 yields
∆ν = −c log(R)
2piL
(4.2)
Thus, a narrow linewidth requires highly reflecting mirrors (which is limited by fabrication)
or a long cavity. Enlarging the cavity length, however, reduces the free spectral range.
If the free spectral range is less than the free space linewidth of 5 THz, the cavity would
simply sample the free space emission spectrum, resulting in a comb-shaped spectrum.
Indistinguishability requires filtering one peak, which means a great loss in efficiency. This
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could only be resolved with further development in photonic crystal cavities, which could
achieve higher quality factors and thus a narrower cavity linewidth. It is worth noting, that
under resonant excitation at low temperatures, the linewidth is less than 1 GHz, broadened
by spectral diffusion to 6.3 GHz[168]. Furthermore, it was reported recently that under
resonant excitation, even at room temperature, Fourier transform limited emission lines
can be observed, with linewidths of 60 MHz, independent of temperature[169]. This would
allow for indistinguishable single-photons at room temperature even without a cavity. It
is still an open discussion why such behavior is possible at all and why this has not been
observed in the similar previous experiment[168].
Quantum cryptography, however, does not require this kind of indistinguishability.
The single-photon sources are ideal for QKD, as they can be fully integrated within a
cube with edge length of 10 cm[162], making them interesting for satellite-based quantum
key distribution. Their feasibility is confirmed by the temperature stability over a range
of 800 K[145], long-term stable operation over months[131], as well as resistance to space
radiation[66]. The quantum emitters in hBN are particularly useful here due to the spread
of optical transition lines. One can choose a defect with a ZPL coinciding with one of the
Fraunhofer lines in the solar spectrum. Narrow filtering around this line allows one to
operate a QKD system at daylight, as the background from sun light is suppressed[170].
Other color centers in solid-state crystals have their ZPL fixed, so these cannot be used
in this way. In addition, the intrinsically ideal out-coupling efficiency and high quantum
efficiency is of particular benefit for single-photon QKD. For fiber-based quantum links,
however, optical transitions in the telecom bands (1330 or 1550 nm) are required, where
fibers have low loss coefficients. This has not been demonstrated for any quantum emitter
in 2D materials.
While initial investigations found no magnetic field dependency of the emission[147],
the recent discovery of an optically addressable spin of quantum emitters in hBN at room
temperature makes this platform also interesting for sensing applications[171]. This effect
was highly anisotropic, and thus consistent with a spin-dependent crossing between singlet
and triplet states.
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Part II
Next-generation single-photon
sources
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Chapter 5
Methodology
5.1 Computational Methods
5.1.1 Density Functional Theory
For the development of density functional theory (DFT), Walter Kohn was awarded with
the 1998 Nobel prize in chemistry.1 Density functional theory is currently one of the
most successful computational methods to calculate the electronic structure of matter.
Part of the reason for this is its versatile applicability, ranging from atoms, molecules and
solid-state crystals to quantum fluids. The initial method of DFT has been successively
refined to include for example spin effects, superconductivity, time-dependency, or the
use of pseudopotentials. With DFT, it is possible to predict a great variety of crystal
properties, including the band structure, density of states, phonon dispersion and transport
phenomena, structural relaxation, total energy, forces, stress and piezoelectrizity, phase
stability, and many more. Since DFT has been used to calculate the band structures
in Chap. 3, 8, and 10, the fundamental principles are introduced in this section. More
complete reviews can be found in the literature[172–174].
5.1.1.1 Formalism
The fundamental principle of DFT is trying to reduce the problem of solving the 3N -
dimensional Schro¨dinger equation to a 3-dimensional one (assuming N crystal electrons).
Starting with the Born-Oppenheimer approximation, the electrons are assumed to move
in a slowly-varying (adiabatic) potential of the ions (whose positions are described by the
lattice vector ~R). The time-independent Schro¨dinger equation simplifies to
Hˆψ =
− N∑
i
~2∇2i
2me
+
N∑
i
V (~ri; ~R) +
N∑
i<j
U(~ri, ~rj)
ψ = Eψ (5.1)
The crystal ions obey the vibronic equation and their interactions with the electrons are
contained within the external potential V (~ri; ~R). The electron wavefunction (in the Born-
Oppenheimer approximation) is a function of the position of each electron and depends
on the positions of the nuclei only parametrically:
ψ = ψ(~r1, . . . , ~rN ; ~R) (5.2)
1https://www.nobelprize.org/prizes/chemistry/1998/summary/
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The interaction potential U(~ri, ~rj) prevents separability into single-electron wavefunctions.
Simpler approaches such as the Hartree-Fock method solve this many-body Schro¨dinger
equation with a wave function approach by expanding the electron wavefunction in a
single Slater determinant[175]. This has the advantage of exact representation of elec-
tron exchange interactions, but at the cost of ignoring electron correlation and greater
computational complexity. On the other hand, DFT offers inclusion of correlation and
computational efficiency at the cost of imprecise evaluation of electron exchange.
Central to density functional theory approach is the electron density ρ(~r), defined as
the integral over the coordinates of all electrons except one, given by
ρ(~r) = N
∫
dr32 · · ·
∫
dr3N |ψ(~r, ~r2, . . . , ~rN ; ~R)|2 (5.3)
Therefore, according to Born’s rule, ρ(~r) is the probability of finding any of the N electrons
within the finite volume element d~r. This approach allows one to map the many-body prob-
lem onto a single-body problem without electron-electron interactions (see below). This
electron density is an observable, meaning it can be measured experimentally through e.g.
X-ray diffraction. For any given ground-state density ρ0(~r), inverting the definition allows
one to obtain the ground-state wavefunction ψ0(~r1, . . . , ~rN ; ~R), where the wavefunction is
expressed as a functional of ρ0. This is known as the Hohenberg-Kohn theorem[176]. A
direct consequence of this is that the crystal ground-state energy is also a functional of
ρ0. The energy associated with any density functional is given by
E[ρ] = T [ρ] + U [ρ] +
∫
d3rV (~r; ~R)ρ(~r)︸ ︷︷ ︸
=V [ρ]
(5.4)
where T [ρ] is the kinetic energy term and U [ρ] is the electron-electron interaction term
from the Hamiltonian. The problem is now minimizing E[ρ] with respect to ρ, which will
yield the ground-state energy and density, and thus all other ground-state observables.
T [ρ] and U [ρ] are universal functionals, while V [ρ] depends on the specific crystal or sys-
tem. The minimization problem can be solved with the Kohn-Sham equations[177]. For
this the electron-electron interaction and the external lattice potential is replaced with
an effective external potential Veff in which the electrons move (mean-field approxima-
tion), making the Schro¨dinger equation particularly easy to solve as the system has been
transferred into a non-interacting system. Solving the Schro¨dinger equation yields the
single-particle wavefunctions or Kohn-Sham orbitals ψi(~r; ~R). These are, however, only
fictional wavefunctions. The effective electron density is
ρeff(~r) =
N∑
i
|ψi(~r; ~R)|2 (5.5)
The effective single-particle potential is given by
Veff(~r) = V (~r; ~R) +
∫
d3r′
e2ρeff(~r
′)
|~r − ~r′|︸ ︷︷ ︸
Hartree term
+ VXC[ρeff(~r)]︸ ︷︷ ︸
exchange-correlation
(5.6)
The Hartree term describes electron-electron Coulomb repulsion and the exchange corre-
lation describes all many-body interactions. Both terms are a functional of Veff(~r), and
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Pseudopotential Eg [eV]
LDA-HL[181] 0.46
LDA-PZ[182] 0.47
GGA-BLYP[183,184] 0.78
GGA-BPW91[183,185] 0.61
GGA-PBE[186] 0.58
GGA-PBES[187] 0.47
GGA-RPBE[188] 0.63
GGA-XLYP[184,189] 0.81
Experiment[63] 1.12
Table 5.1: Comparison of the per-
formance of density functional theory
pseudopotentials. The underlying crys-
tal calculated is Si. All calculations re-
produce the indirect band gap nature
of Si correctly, however, the magnitude
of the band gap is severely underesti-
mated, when comparing to the experi-
mental value.
thus of ψi(~r; ~R), so solving the Kohn-Sham equations must be done iteratively (or in a
self-consistent way), until the results converge. This means the electron density does not
change more than the convergence criterion after the k-th iteration step.
5.1.1.2 Limitations
The major drawback of using DFT is that the exchange-correlation functionals in gen-
eral are unknown. Practical implementations of DFT use approximations to describe the
exchange-correlation. Widely used are the local-density approximation (LDA), general-
ized gradient approximation (GGA) or Meta-GGA. Many DFT calculators allow the use
of a great variety of predefined pseudopotentials to describe the exchange-correlation po-
tential[174]. Whether a pseudopotential describes the crystal electrons well depends on
the specific problem, so great care is required when using these.
These limitations of DFT become clear when looking at strongly correlated systems,
band gaps, or optical phenomena (like excitonic features). In particular, DFT severely un-
derestimates the quasiparticle band gap[178]. Moreover, depending on the specific pseu-
dopotential used in a calculation, the band gap calculated with DFT can substantially
vary, as Tab. 5.1 shows. Nevertheless, DFT provides a good trade-off between computa-
tional efficiency and accuracy. Hybrid functionals or GW corrections can also yield more
accurate results[179,180].
5.1.1.3 Implementation in the Atomistix ToolKit
There exist many implementations of density functional theory. For this thesis, all DFT
calculations were done using the Atomistix ToolKit (ATK)[190, 191] with the Virtual
NanoLab front end or the Vienna Ab initio Simulation Package (VASP)[192, 193].2 ATK
models electronic properties of closed and open quantum systems within the framework of
DFT using numerical linear combination of atomic orbitals basis sets. The self-consistent
calculation of the Kohn-Sham equations and the electron density was introduced in the pre-
vious sections. For open systems, ATK calculates the density matrix using non-equilibrium
Green’s functions, while for closed (or periodic) systems it is calculated by diagonaliza-
tion of the Kohn-Sham Hamiltonian. ATK is equipped with a large variety of predefined
functionals and a crystal database, allowing one to build up any arbitrary heterostructure.
While still relatively new, ATK has already an impressive functionality.
In the following section, the methodological and numerical details of the DFT simula-
2VASP has only been used in Chap. 8[66], all other calculations use ATK.
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tions in this thesis are outlined.3 The band structure of GaAs and Si (see Fig. 3.5(a, b))
have been calculated using a 8 × 8 × 8 Monkhorst-Pack reciprocal space grid. First, the
geometry was optimized such that all forces were < 0.01 eV A˚−1. For the face-centered
cubic (fcc) lattice of GaAs and Si the calculated lattice constants are 5.6537 and 5.4306 A˚,
respectively. The used pseudopotentials are norm-conserving with non-linear core correc-
tion to describe the core electrons. The exchange-correlation energy was described by the
Perdew-Burke-Ernzerhof for Solids (PBES) functional in the generalized gradient approx-
imation[187]. Since GaAs and Si have strong covalent bonds, a double zeta polarized basis
set ensures accurate results for these crystals. The band structure is routed along the high
symmetry points in k-space. The resulting band gaps are 0.5 and 0.48 eV for GaAs and
Si, respectively, showing DFT severely underestimates the band gap in the LDA or GGA.
The band structures of mono- and bilayer WS2 (see Fig. 3.8(a, b)) are calculated in
a similar fashion, but with a 21 × 21 × 1 and 21 × 21 × 21 Monkhorst-Pack grid, respec-
tively. The bilayer supercell contains six atoms, while the unit cell for the monolayer only
contains three atoms. The optimized lattice constants are a = 3.1532 and c = 12.323 A˚.4
Finally, Tab. 5.1 was calculated with 21 × 21 × 21 Monkhorst-Pack grids, and the
only difference between each calculation is simply the exchange-correlation. All other
simulation parameters are the same as above.
5.1.2 Finite-Difference Time-Domain method
The finite-difference time-domain (FDTD) method is a finite-element technique for nu-
merically solving Maxwell’s equations or modeling electrodynamics. FDTD simulations
solve the differential equations in the time-domain using finite-difference approximations.
This allows one to calculate the evolution of the fields as they evolve in time as well as to
include a wide range of frequencies within a single simulation. Key element of FDTD is
the central finite-difference approximation which can be obtained from a Taylor expansion,
with the result:5
∂f(x)
∂x
∣∣∣∣
x0
=
f
(
x0 +
∆x
2
)− f (x0 − ∆x2 )
∆x
+O(∆x2) ≈ f
(
x0 +
∆x
2
)− f (x0 − ∆x2 )
∆x
(5.7)
While it is possible to construct higher-order central finite-differences, choosing ∆x suf-
ficiently small yields accurate results, accurate to O(∆x2). This approximation was ex-
ploited by Kane Yee in the first FDTD algorithm[195]: Starting with Maxwell’s equa-
tions, all derivatives in Ampe´re’s and Faraday’s law are replaced with their central finite-
difference approximations. Space and time are also discretized, such that electric and
magnetic fields are discretized over a finite mesh. The resulting difference equations can
be solved to obtain updated electric and magnetic fields, that can be evaluated for the
next time step. The electric field evaluated at a given time updates the magnetic field at
the next time step. In the same way the magnetic field updates the electric field. These
steps are repeated iteratively until the transient of steady-state solution is obtained (con-
vergence). Modern implementations of the FDTD method allow one to inject a source and
to choose specific boundary conditions like perfectly matched layers (PMLs), which absorb
3Limited to Chap. 3 and 5, as the publications have these details in their Methods sections.
4Note that the supercell with c = 12.323 A˚ contains two atomic layers, so the monolayer thickness would
be 6.162 A˚, close to the experimental value of ∼ 6 A˚[194].
5This expression is obtained by subtracting the Taylor expansion of f
(
x0 − ∆2
)
from f
(
x0 +
∆
2
)
and
solving for the first partial derivative.
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Figure 5.1: (a) FDTD simulation of the Purcell enhancement  of a dipole emitter near a dielec-
tric surface as a function of distance to this surface (in units of the wavelength). The dielectric
environment consists of a highly-reflective mirror, which modifies the photonic density of states,
resulting in modulation of the emission behavior. (b) FDTD simulation of the electric field profile
of a dipole emitter in a confocal cavity, used to enhance a single-photon emitter hosted by hBN.
The details of the simulations are presented in Chap. 9[162].
any incident electromagnetic waves. PMLs are often used as the electric and magnetic
fields are calculated at every mesh point in space, so limiting this space is required to
account for the finite accessible memory.
The FDTD method can be easily parallelized, and is thus well suited for use on super-
computers. It is accurate and robust, handling nonlinear materials naturally. As already
mentioned, it is applicable to a wide range of frequencies in a single simulation, meaning
if a resonance frequency is not known, it can easily be obtained by injecting a broadband
pulse and recording the spectrally-resolved response. FDTD allows one to define any ma-
terial, geometry and light source and is thus very versatile. Since the time-evolution of the
fields is recorded, animations of the electric and magnetic fields can be created easily. The
major drawbacks include the requirement of a fine mesh, resulting in the trade-off between
accuracy, memory requirements and computational simulation time. In general, the mesh
has to be finer than the wavelength and any geometrical features of the materials. The
latter is especially computationally expensive on curved surfaces, or when a simulation has
large and small features. This limits the numerical accuracy, but can at least be partially
countered by using a dynamic mesh depending on the local environment.
In this thesis, FDTD simulations have been used to calculate exciton lifetimes as a func-
tion of varying dielectric environments and emission mode profiles. Examples for these are
shown in Fig. 5.1. The software used was Lumerical FDTD Solutions, a commercial-grade
simulator based on the finite-difference time-domain method[196].
5.2 Experimental techniques
5.2.1 Scanning electron microscopy with a focused ion beam
Due to diffraction, the resolution of an optical microscope is fundamentally limited by the
wavelength of the light that is used to probe a sample, a fact that is known as the Abbe
limit. Matter waves in turn, can have much shorter wavelengths than visible light. For
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this discovery Louis de Broglie was awarded with the 1929 Nobel prize in physics.6 The
de Broglie wavelength is given by
λdB =
h
p
(5.8)
Thus, for electrons it takes an accelerating voltage of only 150 V to reach a wavelength of
0.1 nm. This fact is exploited in a scanning electron microscope (SEM), a technique that
was awarded with the 1986 Nobel prize in physics.7 In an SEM, the sample is scanned
with a focused electron beam and the response is recorded as a function of electron beam
position. This response can be of the form of secondary electrons, back-scattered electrons,
characteristic X-rays, light (cathodoluminescence), or transmitted electrons and contains
information about the surface topography and composition of the underlying sample.
A similar operation principle is used for a focused ion beam (FIB), which is usually
equipped with dual electron and ion beams, where the electron beam is used for ultrahigh
resolution imaging (as it is less invasive than the ion beam) and the ion beam is used
for nanofabrication. One of the most common ion species for FIB are Ga+ ions from
a liquid metal ion source. While a FIB can be used to image a sample similar to an
SEM,8 it can additionally restructure the sample, either by localized deposition or milling.
The requirement for using any such charged particle beam is that the sample must be
conductive and kept under vacuum. For non-conductive samples, it is common to coat
it with a thin conductive coating (Au or Pd/Au), or to neutralize the ions after the
acceleration, beam steering and focusing phase with an electron beam. In this thesis, the
used FIB was a FEI Helios 600 NanoLab, with a resolution of 0.8 nm for the electron beam
(at 30 keV) and 2.5 nm for the ion beam (at 30 keV).
5.2.2 Sputter deposition
Sputter coating belongs to the class of physical vapor deposition methods used to grow thin
films. The technique is versatile and applicable to metals as well as to dielectrics (such
as oxides and nitrides). During sputtering a high DC or 13.56 MHz RF discharge (for
conductive or non-conductive targets, respectively) is applied to create an argon plasma
(argon is used since, as a noble gas, it does not chemically react). During sputtering the
Ar+ ions are accelerated through a potential gradient and bombard the target material
or cathode. This makes the surface atoms of the target volatile (creating a vapor), which
are then transported as such to the sample holder or substrate, resulting in the deposi-
tion of a thin film of the target material.9 When depositing oxides or nitrides (insulating
dielectrics), the composition of the target may change during the vapor transport of the
atoms resulting in a non-stoichiometric material deposition. To maintain stoichiometry
or to alter it in a certain direction one may consider adding reactive gases like O2 or N2,
which enable reactive sputtering. This is a commonly used technique to alter the com-
position of the sputtered materials with respect to the original target and is a chemical
process. Furthermore, a high vacuum prior to the deposition is essential, since otherwise
undesired residual gases get incorporated within the thin film. In general, sputtering is
a complex process with many parameters influencing the growth quality and rate, but in
6https://www.nobelprize.org/prizes/physics/1929/summary/
7https://www.nobelprize.org/prizes/physics/1986/summary/
8In a FIB apparatus the electron beam is used for imaging. It is possible to use the ion beam for
imaging as well, however, the focused ion beam can damage the sample.
9In reality the entire vacuum chamber is coated with the target material.
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turn this also allows one to tune and control the process. In this thesis, the used hardware
was an AJA sputter coater system featuring three 1000 W DC and three 600 W RF guns.
Another deposition technique used in this thesis is electron beam evaporation
(Temescal BJD-2000), where a target metal is bombarded in high vacuum with an elec-
tron beam. The electrons heat the target above its melting temperature, resulting in a gas
cloud of the target atoms successively coating substrate with a thin film of the material.
5.2.3 Plasma processing
Plasma etching is a nanofabrication technique, where one or more gases are submitted to
a certain potential in a vacuum causing the partial ionization of the gases. Commonly,
plasma tools use an RF generator operating at 13.56 MHz and the simplest configuration
is a capacitively coupled plasma, where the feed gases are injected between two electrodes
with the RF electrical field applied and maintained at low pressure. This ionizes the gases,
thereby creating the plasma. The technique creates a negative bias voltage (DC bias) on
the lower electrode where typically the samples are placed and etched. Hence, positive
ions build up kinetic energy that is transferred to the sample. This energy can be critical
to initiate the etching process, especially to break the bonds of the substrate atoms. High
density plasma reactors use typically two power sources: one to create the plasma remotely
(away) from the lower electrode and the second applied to the lower electrode that induces
the DC bias voltage to the lower electrode. The main advantage of such a reactor is the
independent control of plasma density and dc bias voltage enabling low damage etching
processes. Electron cyclotron resonance (ECR) power sources operate at 2.45 GHz and
high density microwave plasma systems like these typically achieve ∼ 100 times denser
plasmas than others excited at 13.56 MHz. Another type of high density plasma system is
the inductively coupled plasma (ICP), where the gas is excited by magnetically-induced
electric currents. ICP systems make use of power sources operating at 13.56 MHz and do
not require the strong magnets needed by ECR machines to confine the plasma.
Plasma etching is a chemical dry-etching method that is material-selective and can be
tuned to etch in an isotropic or anisotropic way[197]. Depending on the specific process
parameters, it is viable to achieve surface modification without direct etching of the under-
lying material.10 This fact has been exploited in this thesis and is basis for many plasma
processes, allowing one to specifically engineer and tailor material properties. The involved
plasma processes have been optimized and are, in general, strongly machine-dependent,
conditioned by the plasma generator, chamber geometry, or gas pump. In this thesis, the
used microwave plasma was a PVA TePla with O2 and CF4 dual etch capability and the
ICP system was a Samco RIE-400iP for etching with fluorides, chlorides, Ar, O2, and H2.
5.2.4 Time-resolved photoluminescence spectroscopy
Photoluminescence (PL) spectroscopy is a technique where a sample is excited non-
resonantly with a high-energy laser.11 After the excitation relaxes to its initial state, a
photon containing information about the sample is emitted. The extractable information
depends on the laser and the detection scheme. In this thesis, time-resolved photolumi-
nescence (TRPL) spectroscopy was employed, where a linearly-polarized excitation laser
emits ultrashort pulses (frequency-doubled to 522 nm, 300 fs pulse length at a repetition
10For instance, a low power O2 plasma makes surfaces hydrophilic, whereas a CF3/CF4 plasma results
in a hydrophobic surface.
11High-energy here means that the photon energy must be larger than that of the underlying transition.
68 Methodology
rate of 20.8 MHz). The PL emission is collected in-reflection through the same high numer-
ical aperture objective (100×/0.9). The excitation laser is split into trigger and excitation
pulse, thus providing the exact time when the sample is excited. A single-photon avalanche
diode (SPAD) from Micro Photon Devices provides the arrival time of the photolumine-
cence photon (time-correlated single-photon counting). The latter correlation is given by
a PicoHarp 300. The excitation lifetime can be extracted from fitting the decay curve in
the TRPL data.12 In this thesis, the used setup allows one to couple the PL via a grating
either onto the SPAD or a CCD camera, allowing one to extract temporal and spectral
information of the photoluminescence. The setup is equipped with nanopositioning stages
allowing one to map the PL response with 200 nm spatial resolution and a cryostat for
cooling the sample down to the temperature of liquid helium (4.2 K).
5.2.5 HBT-type interferometry
The HBT-type interferometer was introduced in Sec. 2.8 and can be used to measure the
second-order correlation function. The HBT-type interferometer is a very simple appara-
tus consisting only of a beam splitter and two detectors (see Fig. 2.5(a)). When photon
number resolving detectors are used, the measurement of g(2)(τ) is exact, otherwise the
measured correlations only approximate g(2)(τ)[198].13 While such photon number re-
solving detectors have been demonstrated in proof-of-principle experiments[199], they are
not yet commercially available (even though it is possible to gain information about the
photon number within a pulse from standard SPADs[200]).
Standard SPADs can distinguish vacuum from non-vacuum states. For an HBT inter-
ferometer with such detectors, the correlation function
γ(2)(0) =
P01
P0 × P1 (5.9)
can be defined as the conditional probability P01 that both detectors measure non-vacuum
within the same time interval or time bin, divided by the product of the probabilities
that any detectors measured non-vacuum (in this time interval) P0 × P1. P0 and P1 are
independent of each other. It can be shown that Eqn. 5.9 is equal to
γ(2)(0) =
∑∞
n=2 [1− (1− η0R)n − (a− η1T )n + (1− η0R− η1T )n]P (n)∑∞
n=1 [1− (1− η0R)n]P (n)×
∑∞
n=1 [1− (1− η1T )n]P (n)
=
=
2P (2) + 6P (3)
(
1− 12η0R− 12η1T
)
+O(4)(
P (1) + 2P (2)
(
1− 12η0R
)
+O(3))× (P (1) + 2P (2) (1− 12η1T )+O(3))
(5.10)
where η0 and η1 are the detection efficiencies of the detectors incorporating all losses,
R (T ) are the reflection (transmission) coefficients of the beam splitter, and P (n) is the
probability of the photon source to emit n photons[198]. In the limit of η0, η1  1 or
P (1)  P (n ≥ 2),14 this expression is a good approximation for g(2)(0). It is worth
noting, that in the latter limit, γ(2)(0) becomes independent of R, T, η0, η1 as Eqn. 5.10
shows. In other words, γ(2)(0) still approximates g(2)(0) well when R 6= T and η0 6= η1.
12When the TRPL data is deconvoluted from the instrument response function, the system achieves a
temporal resolution of ∼ 3 ps.
13In fact, a single photon number resolving detector would be sufficient for exact measurement of g(2)(τ).
14For photons originating from a physical process, it is reasonable to assume a monotonically decreasing
function for higher-orders, implying P (2) P (n > 2).
Chapter 6
Room temperature single photon
source using fiber-integrated
hexagonal boron nitride
6.1 Foreword
With the general framework of quantum optics and solid-state physics established in the
previous chapters, it is now possible to describe single-photon sources in two-dimensional
materials, their role for robust quantum information processing, and the background re-
quired to engineer and tailor such sources. The developments achieved during this thesis
are detailed in the following chapters.
A particular problem from which many single-photon sources suffer is a poor ex-
traction and collection efficiency of the generated photons. Among the highly-efficient
single-photon sources, quantum dots excel, reporting extraction efficiencies around 65 −
66%[201, 202]. It took huge research efforts to engineer these quantum dots to achieve
this performance. A key element for this was the direct integration of the quantum dot
within an optical resonator. Other solid-state emitters, such as color centers, are less
intuitive to integrate with a cavity, as the cavity and emitter cannot be grown together
for a monolithic device. As already mentioned, quantum emitters in 2D have the decisive
advantage that, in contrast to their counterparts in 3D, the emitters are not surrounded
by any high refractive index materials. This prevents total internal and Fresnel reflection
and allows, at least in principle, for an intrinsically ideal extraction efficiency. The in-
plane dipole results in an out-of-plane emission, shifting the problem solely to collecting
the single-photons.1 In addition, the 2D lattice makes it particularly easy to attach 2D
materials hosting quantum emitters to any surface with van der Waals forces. These forces
are typically very weak (see Tab. 3.1), but the large 2D crystal area makes the total force
considerably large, such that the materials can be attached indefinitely.
This has been exploited in the work presented in this chapter, where a single-photon
emitter hosted by hBN has been attached by van der Waals force to the core of a multi-
mode fiber. The system achieves a single-photon collection efficiency of 10.15% and can
be pumped via free space or directly via the fiber. The single-photons can be collected
with the fiber or via free space. This work has been published in J. Phys. D: Appl. Phys.
50, 29510 (2017). c© IOP Publishing. Reproduced with permission. All rights reserved.
All graphics have been recreated to match the style of this thesis.
1This is a lot easier than extracting and collecting the single-photons efficiently at the same time.
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Abstract
Single-photons are a key resource for quantum optics and optical quantum informa-
tion processing. The integration of scalable room temperature quantum emitters into
photonic circuits remains to be a technical challenge. Here we utilize a defect center
in hexagonal Boron Nitride (hBN) attached by Van der Waals force onto a multimode
fiber as a single-photon source. We perform an optical characterization of the source
in terms of spectrum, state lifetime, power saturation and photostability. A special
feature of our source is that it allows for easy switching between fiber-coupled and
free space single-photon generation modes. In order to prove the quantum nature
of the emission we measure the second-order correlation function g(2) (τ). For both
fiber-coupled and free space emission, the g(2) (τ) dips below 0.5 indicating operation
in the single-photon regime. The results so far demonstrate the feasibility of 2D
material single-photon sources for scalable photonic quantum information processing.
J. Phys. D: Appl. Phys. 50, 29510 (2017). c© IOP Publishing. Reproduced
with permission. All rights reserved.
6.2 Introduction
The field of two-dimensional (2D) materials has gained much interest during the past few
years[1,2]. Due to their excellent electronic and optical properties, 2D materials offer sig-
nificant potentials for both industrial technologies and scientific studies. Although most
research on 2D materials is targeting graphene[3, 4] due to its high tensile strength and
electrical properties, such as an intrinsic record high electron mobility, the material’s ap-
plication to optics is limited due to the lack of a band gap. It was recently discovered
that monolayer transition metal dichalcogenides (TMDs) can host quantum emitters at
cryogenic temperatures[5–9]. The defect alters the electronic crystal structure or, more
precisely, introduces sub-states within the band gap that typically lie close to the valence
or conduction band. For materials with a large band gap, transition levels with greater
energy differences to the bands can occur. This in turn allows defect emission to be dis-
tinct from photoluminescence (PL) emission at room temperature as demonstrated in the
insulating 2D material hexagonal Boron Nitride (hBN)[10].
In spite of the pivotal role single-photon sources (SPSs) play in many quantum infor-
mation processing and quantum communication applications[11–13], and the huge efforts
made in order to investigate different types of SPSs, building an ideal single-photon source
remains challenging. Among the desired properties of a single-photon source are (I) a van-
ishing second-order correlation function g(2) (τ = 0) → 0, (II) a high indistinguishability
of the emitted photons, (III) spectral control of the emission (meaning a narrow linewidth
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and tuning of the center wavelength), (IV) a high brightness and (V) a high coupling
efficiency, while (VI) still being able to integrate the source into various environments.
Progress has been made on several different types of single-photon sources: in SPSs based
on heralded spontaneous parametric down-conversion it was possible to achieve simulta-
neously outstanding results for most of (I)-(V)[14–18] at the expense of requiring single-
photon avalanche diodes (SPADs) for heralding and high power excitation lasers. Recent
demonstrations of single-photon emission from quantum dots caught up with state-of-
the-art results in especially (I) and (II) and also in (VI), (V)[19–22]. However, quantum
dots require cooling to liquid helium temperatures making them infeasible for some of
the applications. Another extensively studied direction is NV-centers in diamond and
similar systems[23]. In contrast a SPS in a 2D material offers versatile integrability and
an intrinsic out-coupling efficiency of unity, while at the same time being cost-effective,
easy-to-handle and can operate at room temperature and normal pressure.
Here we report a room temperature single-photon source using atomically-thin hBN
flakes attached to the end face of a high-NA multimode fiber excited by PL. Our setup
allows easy switching between fiber-coupled and free space operation. We demonstrate
the quantum nature for both modes and approximate the collection efficiency of the fiber.
6.3 Experimental results
6.3.1 Device fabrication
First, few-layer hBN flakes are mechanically exfoliated to gel foil (Gel-Pak WF-40-X4)
from bulk crystal (acquired from HQGraphene) using 3M scotch tape, and then optically
identified with a microscope. In order to enhance the optical contrast of the hBN flakes
the latter is done under red light[24]. Still, due to the zero-crossing of the optical contrast
of hBN in the visible spectrum, this sets a limit to the minimally achievable layer thick-
ness (typically 4 − 5 nm). The thickness is calculated by comparing the optical contrast
with atomic force microscopy measurements from a previous experiment. In the follow-
ing the sample undergoes a series of oxygen plasma and thermal treatments, in order to
introduce and activate the color centers[25]. We have tried a variety of different settings
and found the best results with a 3-stage process: Initially, the flakes are are treated for
1 min at a plasma power of 100 W and an oxygen flow of 300 sccm and then for 10 min
at 500 W at 600 sccm oxygen flow. During the third step the sample is baked at 160◦C
for 30 min. We found that higher temperatures (with the sample on a Si/SiO2 substrate)
yield higher brightnesses, however, the used polymer foil is not suitable for higher tem-
peratures. In an intermediate step after the annealing the flakes are characterized in a
micro-photoluminescence system (µPLS) with a DPSS laser at a wavelength of 522 nm
continuously exciting the sample in a confocal microscope. As the photon energy is below
the band gap of hBN (Eg > 5 eV[24]), delocalized excitonic emission is prevented mak-
ing it possible to address distinct defect centers in a photoluminescence experiment. The
flakes are scanned to identify regions with a high PL response as shown in Figure 6.1(a)
marked with D1, D2 and D3. For each position a full spectrum is recorded. The regions
with a high PL intensity are regions where the defect centers are localized. If the flake is
found not to host a defect center the plasma treatment is repeated. In the final fabrication
step, appropriate flakes are transferred by dry contact onto the cleaved end of a high-NA
multimode fiber with a pure silica core (core diameter dcore = 200µm, NA = 0.5). To
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Figure 6.1: Characterization of the hBN flake on the fiber. (a) µPL scan of the flake revealing
the presence of suspected defects labeled D1, D2 and D3. The small white box in the top right
corner indicates the resolution (0.5µm) of the µPL scan. (b) Optical microscope image of the
hBN flake on the fiber under red light with 500× magnification. The flake is framed in white
with the edge with the defects dashed (see white line in (a)). The top right magnification shows
a contrast-enhanced image of the flake with the approximate positions D1-D3 marked with dots.
(c) Spectrum measured at D1 acquired in-reflection from the flake by excitation with a laser at
522 nm. (d) Time-resolved photoluminescence of D1 reveals an effective decay time of τ = 1.93 ns.
(e) Log-Log-plot of the saturation of the PL intensity as a function of laser excitation power. A
slope α < 1 (red-shaded area) indicates defect emission, while a slope of α = 1 (orange line) would
indicate free excitonic emission and a slope of α = 2 (green line) biexcitonic emission. The slope
in this measurement (α = 0.46) confirms the defect nature of the emission. (f) The single-photon
count rate as a function of time demonstrates a photostability better σPL/RPL < 1.3 %. Integration
time for each point is 1 s.
ensure depositing the flake at the center of the fiber core, the fiber is illuminated through
the back end during the transfer process. It is just as much pressure applied such that the
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air gap between the fiber and the polymer foil closes by itself. After 4 min the polymer
foil is removed and with around 70 % probability the flake will be transferred to the fiber.
The applied pressure and contact time strongly influence this success probability. How-
ever, even after an unsuccessful transfer these steps can be repeated. Using this transfer
method, the flakes are attached by Van der Waals force to the fiber. Figure 6.1(b) shows a
microscope image under red light of the transferred flake on the end of the fiber. The mag-
nified part shows a post-processed contrast-enhanced image of the area of interest with the
approximate positions of D1-D3 marked with dots. The flake thickness is approximately
5 nm, which corresponds to about 12 atomic layers.
6.3.2 Characterization
After transferring the flakes onto the fiber, the flakes are fully characterized, with all mea-
surements being carried out at room temperature. Preliminary measurements showed a
low background noise originating from the fiber which was traced back to Raman scatter-
ing[26]. To eliminate this background the flakes are excited under an angle such that the
pump light is not guided anymore. The PL response is checked again in order to confirm
that the defect survived the transfer process. The following analysis is limited to the defect
marked with D1 in Figure 6.1(a), as this defect showed the highest brightness. It is not
clear why some defects show a higher brightness than others, the brightness can vary from
defect to defect (and including from flake to flake) by a factor of up to 4.7, while more
than 80 different samples have been tested. However, although not reproducible for each
individual defect, a bright defect can always be re-created by fabricating and testing more
samples. The spectrum of the emission of D1 is shown in Figure 6.1(c). As can be seen
the spectrum is rather broad as reported in [10] with the maximum PL intensity peaking
at 616 nm. Time-resolved PL (TRPL) with the laser in pulsed mode and a pulse length of
300 fs at a repetition rate of 20.8 MHz reveals an effective state lifetime of τ = 1.93 ns ex-
tracted from a fit of a single exponential decay function (see Figure 6.1(d)). The effective
state lifetime satisfies
1
τ
=
1
τr
+
1
τnr
(6.1)
with τr and τnr being the radiative and non-radiative decay time. Note that this state
lifetime sets a physical limit onto minimal timing jitter and also on the maximal repetition
frequency of the source. Although we did not measure the lifetime of every defect we tested,
we found that the excited state lifetime as well as spectral shape of the emission can vary
from defect to defect. However, there is no correlation between brightness and lifetime
or spectrum so far. Future investigations together with theoretical modeling will give
more insight into the nature of the defect. To find the ideal excitation power a saturation
measurement has been done. The PL intensity I as a function of the excitation power P
(see Figure 6.1(e), small inset) can be described by
I (P ) =
Isat · P
P + Psat
+ Id (6.2)
where Isat and Psat are the saturation intensity and power respectively and Id is the dark
count intensity. From a fit we find the saturation power to be Psat = 38.2µW. With a
focused laser spot size diameter of 0.67µm this amounts to an intensity of 2.71 kW/cm2
which is found to be below the damage threshold for the flakes. We measured the damage
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threshold by increasing the laser intensity up to 2.18 MW/cm2 (average intensity from a
pulsed laser with a duty cycle of 6.24 ·10−6) and exposed the sample for a minute. We note
that this is just a lower bound for the damage threshold, as we did not increase the laser
power until it actually damaged the sample. However, if the power dependence is plotted
on a Log-Log-scale, the nature of the emission can be determined: The slope α = 1 means,
the emission originates from a free exciton, a slope close to 2 indicates biexcitonic emission,
while a slope less than one confirms emission from localized excitons (in Figure 6.1(e) the
red-shaded area)[27]. For our source the slope is α = 0.46 confirming the presence of a
defect. Finally, the photostability of the emission is investigated by continuously exciting
the defect D1 and recording the single-photon count rate. Figure 6.1(f) shows an average
count rate of RPL = 3.09 × 106 s−1 and a standard deviation of σPL = 40.1 × 103 s−1.
The fluctuations follow an expected Poisson distribution. We intensity-stabilized the laser
diode such that the fluctuations of the laser are small compared to the fluctuations of the
single-photon count rate. The devices are stable for at least > 4 months if stored at room
temperature and normal pressure as the first device fabricated is still operational and we
could not find a significant change (less than 7 %) in single-photon count rate or correlation
function (see below). This proves that the source is able to operate on long timescales
also under field conditions and paves the way for integration into future experiments.
6.3.3 Correlation function measurements
In order to confirm the true quantum nature of the emitted photons the second-order
correlation function is measured using a Hanbury Brown and Twiss-type (HBT) interfer-
ometer with the setup used as shown in Figure 6.2(a). A laser beam is split into a pump
beam and a reference beam which is utilized for alignments. The pump beam is expanded
and then coupled into a home-built confocal microscope, with the fiber-end with the defect
loaded at the diffraction-limited focal spot of a microscope objective (Olympus MPlanFL
N 50x/0.8). The setup only utilizes off-the-shelf components and a standard laser diode.
Other than in the usual in-reflection geometry, where the excitation and collection of the
emission is done via the objective, here, in a first experiment the defect is excited via the
objective, but the emission is directly collected with the fiber. Then, at the other end
of the fiber, the light is collimated and possible remains of the pump light are filtered
out. The light is then split by a 50:50 beam splitter and finally detected by two SPADs
(PerkinElmer SPCM-AQR-16). The special feature of this experiment is that the photons
can be generated in the same setup into the fiber or into free space, just by flipping four
mirrors and re-positioning the longpass filter used to filter out the pump light (see Figure
6.2(b)). Thus, this setup offers to switch easily between free space single-photon genera-
tion and fiber-coupled single-photon generation. Note that the reference beam (see above)
is also coupled into the HBT interferometer which then automatically couples the free
space emission into the detectors. The results for fiber-coupled and free space operation
are shown in Figure 6.2(c) and 6.2(d), respectively. The second order correlation function
can be described with
g(2) (τ) = 1−A1 exp
(
−
∣∣∣τ − µ
t1
∣∣∣)+A2 exp(−∣∣∣τ − µ
t2
∣∣∣) (6.3)
with A1 and A2 being the antibunching and bunching amplitude respectively and t1 and
t2 being the characteristic antibunching and bunching time respectively. The parameter µ
corrects for slightly different optical and electrical path lengths in the HBT interferometer.
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Figure 6.2: Measurements of the second-order correlation function. (a) Setup for operation
in fiber-coupled-mode. For easing the coupling of the free space collection the laser is split into
reference and pump beam. The pump light is then expanded and coupled into a confocal microscope
with the fiber end with the hBN flake loaded at the focal point (small inset, the position of the
hBN flake is indicated by a red hexagon). The light is then spectrally filtered and collimated.
Finally, the emitted photons are detected in an HBT-type interferometer. (b) Setup for operation
in free space-mode. By flipping the four flip mirrors, the defect can be excited via the fiber and
the photons can be collected via free space. SP: Shortpass filter, LP: Longpass filter, HWP: Half
wave plate. (c) g(2) (τ) as measured at the fiber output. (d) g(2) (τ) as measured with free space
collection.
Also g(2) (τ) has been normalized such that g(2) (τ)→ 1 for τ →∞. From the fit we extract
a g(2) (0) = 0.18 ± 0.04 for fiber-coupled operation and a g(2) (0) = 0.34 ± 0.03 for free
space operation clearly indicating that the source is operating in the single-photon regime.
The differences in the g(2) for free space and fiber-coupled operation can be explained by
the fact that it is harder to address the distinct defect while pumping through the back
end of the fiber and performing a free space readout.
6.3.4 Collection efficiency
We now turn to a calculation of the collection efficiency for the fiber. Contrary to an
NV-center embedded in the high refractive index material of bulk diamond, this source
has an intrinsic out-coupling efficiency of unity as no total internal reflection is restricting
the efficiency to collect the emission. While the emission is often assumed to be isotropic
into 4pi, polarization-resolved PL from quantum emitters showed that the emitters typi-
cally exhibit an in-plane dipole[5, 10]. For an ideal dipole oriented perpendicular to the
collection direction the fraction of the collected photons ηφ by an optical component with
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an acceptance angle φ = 2 sin−1 (NA) (full angle) is calculated using antenna theory:
ηφ = T0 · (T1 + T2 · T3) (6.4)
where
T0 =
φ
2pi
(6.5)
T1 =
1
2pi
(2φ− sin (2φ)) (6.6)
T2 =
4
pi
√
cos−2 (φ/2)− 1 (6.7)
T3 =
(
1 + tan2 (φ/2)
√
cos−2 (φ/2)− 1
)−2
(6.8)
The distance between collection optics and emitter is assumed to be small compared to the
diameter of the optics. For a numerical aperture NA = 0.5 we find a collection efficiency of
ηφ = 10.15 %. Note that with this configuration the fiber has overfilled launch conditions
making it sensitive to bending loss.
6.4 Conclusion
Aside from the measurements carried out with the TRPL setup the defect was excited
with a laser in continuous wave mode. This yields of course single-photons in continuous
wave mode which are not useful for quantum information processing. Using a short-pulsed
excitation laser will allow testing the single-photon source in a real quantum information
experiment. In order to maintain the compactness of the single-photon source a short-
pulsed vertical-cavity surface-emitting laser (VCSEL) can be utilized. It is also possible
to transfer the hBN onto the input port of a waveguide chip which would include the
source directly on chip. We note that the difficulty of transferring onto a waveguide is
the same as transferring onto a fiber.
In future experiments we will also test other materials and other specific defect types
as well as different sample thicknesses and defect activation methods as it is then possible
to achieve a narrower spectrum this way[10]. The defect then can be placed in between
two distributed Bragg reflectors (DBRs), which suppresses noise and thus improves the
g(2) (τ = 0), enhances the directionality of the emission and cleans the spectrum.
In conclusion, we fabricated a fiber-integrated single-photon source in few-layered
hBN. The emitted single-photons can be collected via free space- or fiber-coupled-mode
just by switching the pump direction. Our setup shows the versatility of the source, as
it is operational at room temperature. Measurements of the second-order correlation
function dipping below 0.5 indicates that the source is operating in the quantum regime.
Although these results are already promising, improvements suggested above making use
of advantages of having the emitter in a cavity will improve the single-photon properties.
This will then pave the way for high quality single-photon quantum information experi-
ments with integrated photonics.
Note added: While preparing this manuscript we became aware of a recent similar
work from the groups of I. Aharonovich and S. Takeuchi[28].
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Chapter 7
Fabrication and Deterministic
Transfer of High-Quality Quantum
Emitters in Hexagonal Boron
Nitride
7.1 Foreword
The previous chapter presented the early work of integrating a quantum emitter hosted by
hBN with a multimode fiber. This was already an important milestone toward practical
applications, as it shows how easily these emitters can be integrated with photonic net-
works. The direct integration with fibers reduces the complexity of fiber-based quantum
key distribution, as the quantum light source is already on the fiber. In addition, the
approach can be applied directly to waveguides, allowing for the fabrication of on-chip
single-photon sources for photonic quantum processors.
A problem that will inhibit any such applications is the broadband emission spectrum,
the long excited state lifetime, and the poor single-photon purity. It is worth noting,
that the excited state lifetime is already much shorter than is typical for other solid-
state color centers (e.g. the negatively charged NV center in diamond has a decay time of
∼ 20 ns[203]). Thus, with decay times ∼ 2 ns, the reported emitters in hBN already have
a one order of magnitude faster decay, but an even faster decay is desirable. This in turn
allows for efficient post-selection to suppress single-photon detector dark counts, making
quantum information processing more robust, as well as enabling fundamentally higher
repetition rates.
The emitters have been fabricated using a plasma process. This chapter presents the
full optimization of the fabrication cycle. This includes varying the plasma conditions as
well as the subsequent rapid thermal annealing. The process, however, cannot be applied
to crystals transferred to fiber tips. Therefore, a transfer process for the optimized emit-
ters was developed, allowing one to transfer and use the emitters again on any arbitrary
substrate, including fibers and waveguides. To study significant changes in photophysics
owing to the different fabrication parameters, the fabrication of a great number of emit-
ters was required. This is due to the fact that in general, the photophysics of quantum
emitters in hBN strongly varies, with the optical properties randomly distributed. While
the reason for this is not yet fully understood, Chap. 10 gives a more in-depth investi-
gation into this. One of the key results of this study is that the photophysics do not
correlate with the fabrication parameters. Nevertheless, the performance was improved
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significantly, establishing the foundation for the following works toward practical quan-
tum information processing in the following chapters. This work has been published in
and is here reprinted (adapted) with permission from ACS Photonics 5, 2305-2312 (2018).
Copyright 2018 American Chemical Society. All graphics have been recreated to match
the style of this thesis.
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Abstract
Color centers in solid-state crystals have become a frequently used system for
single-photon generation, advancing the development of integrated photonic devices
for quantum optics and quantum communication applications. In particular, defects
hosted by two-dimensional (2D) hexagonal boron nitride (hBN) are a promising
candidate for next-generation single-photon sources, due to its chemical and thermal
robustness and high brightness at room temperature. The 2D crystal lattice of hBN
allows for a high extraction efficiency and easy integration into photonic circuits. Here
we develop plasma etching techniques with subsequent high temperature annealing
to reliably create defects. We show how different fabrication parameters influence
the defect formation probability and the emitter brightness. A full optical character-
ization reveals the higher quality of the created quantum emitters, represented by a
narrow spectrum, short excited state lifetime and high single-photon purity. We also
investigated the photostability on short and very long time scales. We utilize a wet
chemically assisted transfer process to reliably transfer the single-photon sources onto
arbitrary substrates, demonstrating the feasibility for the integration into scalable
photonic quantum information processing networks.
Reprinted (adapted) with permission from ACS Photonics 5, 2305-2312 (2018).
Copyright 2018 American Chemical Society.
7.2 Introduction
Since the rediscovery of graphene[1], the field of two-dimensional (2D) materials[2, 3] has
attracted great interest due to its possible applications in electronics[4], optoelectronics
and photonics[5] as well as advanced sensing[6] and uses in biophysics[7]. More recently, the
insulating 2D material hexagonal boron nitride (hBN) has drawn the attention of many re-
searchers due to its ability to host high luminosity room temperature single-photon sources
(SPSs)[8]. In particular, the outstanding chemical and thermal stability of hBN leads to
excellent robustness of the single quantum emitters, which have demonstrated long-term
stable operation[9]. In addition, unlike NV centers in diamond, monolayered 2D material
based single-photon sources have an almost ideal out-coupling efficiency of unity, as none
of the emitters are surrounded by any high refractive index material and are not affected
by Fresnel or total internal reflection[10].
The single-photon generation mechanism is based on trapping sites at point defects in
the crystal lattice, which introduce energy states in the electronic band gap. While this is
the generally accepted model, the exact nature of the defects remains unresolved and con-
troversial. First-principles calculations using density functional theory and group theory
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analysis have already given some insight into the energy level structure[11, 12]. However,
the diversity of zero phonon lines (ZPLs), which vary from defect to defect, spanning the
full visible spectrum[13] down to the UV[14] shows that deeper analysis and further ex-
perimental investigations are necessary.
Single-photon sources are important for quantum optics, quantum communication[15]
and optical quantum computing[16]. These fields allow for the realization of uncondi-
tionally secure communication and efficient solutions for mathematically hard problems
and simulations that are intractable for even the most powerful classical supercomputers.
Protocols in these quantum information processing schemes require narrower emission
linewidths and shorter excited state lifetimes of the trapped excitons than reported so
far for single-photons in hBN at room temperature. Protocols of particular interest in-
clude quantum key distribution with single-photons (such as BB84[15]) or single-photon
interferometry[17]. Optical quantum computing requires transform limited single-photons
with lifetime-bandwidth products on the order of 1[16]. To date, single-photons generated
from 2D materials have lifetime-bandwidth products ranging from 6×103 to 2×104 above
the transform limit at room temperature[8, 13, 18–20]. First attempts of engineering the
defect formation have been successful, using either ion irradiation[21], chemical etching[22]
or plasma etching[9].
In this article, we describe methods to enhance the yield of particularly high qual-
ity single-photon emitters in mechanically exfoliated hBN. The primary defect creation
mechanism is oxygen plasma etching[9], while the defect activation relies on high tem-
perature thermal annealing[8]. We investigate how plasma parameters and annealing
temperatures influence the formation probability and brightness of the quantum emitters
and fully characterize their optical properties in terms of spectral distribution, excited
state lifetime, power-dependence and photostability on short and prolonged time scales.
Finally, we employ a universally applicable wet chemical transfer method for transferring
the single-photon sources onto arbitrary substrates, allowing for an easy integration into
photonic circuits and networks.
7.3 Device fabrication
Starting with bulk crystal hexagonal boron nitride, multilayer flakes are mechanically
exfoliated onto a viscoelastic foil. Using contrast-enhanced microscopy, thin flakes are
selected by optical contrast and transferred by dry contact[23] to a Si substrate with a
280 nm thermally grown insulating capping layer (SiO2). The flake thickness is measured
by phase-shift interferometry (PSI), where the optical path length (OPL) through the
flake is converted to physical thickness via rigorous coupled-wave analysis (RCWA) sim-
ulations[24]. By measuring the physical flake thickness of a few flakes using atomic force
microscopy (AFM), the RCWA simulations of the OPL yield the refractive index of hBN
of 1.849(134) for green light, which matches well previous results[25]. Knowing the exact
refractive index allows for extrapolating the RCWA simulations, so that they serve as a
conversion measure between OPL and physical thickness. A microscope image of an ex-
ample flake is shown in Figure 7.1(a), together with the corresponding PSI map in Figure
7.1(b). However, for hBN on Si/SiO2 the RCWA simulations yield only reliable results
for (physical) flake thicknesses < 40 nm, as the simulations give an ambiguous outcome
for optical path lengths of > 50 nm, as shown in Figure 7.1(c). Thus, larger flake thick-
nesses are measured using AFM. We studied a large variety of flake thicknesses and found
crystals with step heights ranging from 4 nm to roughly 100 nm were capable of hosting a
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Figure 7.1: Fabrication parameters. (a) Optical microscope image of an hBN crystal. (b) PSI
image of the crystal. The small inset shows the OPL difference along the dashed line. (c) RCWA
simulations of the physical thickness d as a function of OPL for hBN on Si/SiO2, calibrated with
AFM and PSI measurements. For OPLs around 50 nm the simulations become ambiguous. (d)
The linear defect density increases linearly with the plasma power. The plasma time was 1 min. (e)
At a constant plasma power of 100 W the linear defect density remains approximately constant for
different plasma times. (f) Influence of the annealing temperature on the average ZPL brightness.
The error bars denote the standard deviation.
single-photon emitter.
In order to create the defects, the flakes are treated with an oxygen plasma and ther-
mally annealed to activate the color centers under an argon atmosphere. In the interest
of maximizing the quantum emitter yield per flake as well as optimizing the single-photon
spectral properties, we varied the plasma power, plasma time, and annealing temperature.
After plasma etching and thermal annealing the hBN samples are optically characterized
in a confocal micro-photoluminescence (µPL) system scanning each flake and mapping the
PL response. With the laser excitation wavelength being at 522 nm (E = 2.38 eV), the
photon energy is well below the band gap of hexagonal boron nitride (Eg = 5.955 eV[26]),
preventing any delocalized free excitonic emission. With the photon energy of the laser
being more than a factor of 2 below band gap and keeping the excitation power well below
saturation (see the next section), multiphoton excitation does not play a major role. As
pure hexagonal boron nitride is optically inactive in the visible spectrum, regions with a
large PL response are considered as candidates for hosting single-photon emitters. During
this confocal mapping, a spectrum has been taken for each scanning position. All mea-
surements have been carried out at room temperature.
For the sake of a fair comparison we define the average linear density of emitters per
edge length ρ = N/L, as larger flakes are more likely to host defects, independent of the
initial plasma parameters. We did not choose to take the areal density as the emitters
are almost exclusively created at the boundaries of the flakes. This is a result of a low
defect formation energy at the edges of the flake. We studied plasma powers varying from
100 to 600 W generated from a microwave field with total plasma times ranging from 1 to
5 min. At this stage in the process, all samples have been subsequently annealed at 850◦C.
Figure 7.1(d) shows the linear density per unit edge length as a function of plasma power,
which exhibits a linear increase in defect density with plasma power (see fit). This can be
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explained by the fact that at higher powers the plasma is denser, leading to the forma-
tion of more defects. When keeping the plasma power constant at 100 W and varying the
plasma times as shown in Figure 7.1(e), the linear defect density remains approximately
constant. This is due to etching effects in the oxygen plasma, which is not only creating
the defects, but also etching the hBN flakes layer by layer. Even though the etching rate is
power-dependent, a single layer is etched faster than the time scales investigated here, so
longer plasma times tend to remove already formed defects. It is worth noting, however,
that the plasma field is highly anisotropic (conditioned by the gas pump, plasma gen-
erator and chamber geometry) and the plasma power varies across the plasma chamber,
with the field weakening toward the center of the chamber. Thus, we tried to position
the substrates always at the same distance from the chamber walls, but repeating this
experiment in a different plasma chamber will require using different plasma powers than
the ones reported here.
For the next part of this study we kept the plasma power constant at 100 W for 1 min
and varied the subsequent annealing temperature from 750 to 900◦C under an inert argon
atmosphere. Annealing under vacuum reduces the defect yield drastically. As the defects
are created during the interaction with the plasma and are only optically activated and sta-
bilized during the annealing, we use the average brightness of the ZPL as a figure of merit
for a good annealing temperature, while the excitation laser power was kept constant (see
Figure 7.1(f)). The practically usable interval of annealing temperatures spans from 800
to 850◦C, similar to previously reported annealing temperatures[8, 13, 27]. Lower anneal-
ing temperatures lead to weak ZPLs, where the defects are not fully optically activated,
while higher annealing temperatures cause the defects to diffuse too much. Especially the
latter effect is present for long annealing times as well; hence we employed rapid thermal
annealing (RTA) instead of standard furnace annealing. We note that unlike in previous
reports[8,13], annealing in a tube furnace did not yield any bright and stable single-photon
emitters in our experiments.
7.4 Optical characterization
We now turn to a full characterization of the single-photon emitters. The sample crystal
shown in Figure 7.1(a) hosts two defects, with their positions labeled D1 and D2 in Figure
7.1(b). The spectrum of D1 is shown in Figure 7.2(a) and from a fit we extract the ZPL at
a wavelength of 553.23 (5) nm and a linewidth of 2.82 (10) nm. Unless stated otherwise,
we use a 95 % confidence interval for the uncertainties, calculated using Monte Carlo
simulation methods. This defect emitted 82.4 % into its ZPL. Using a Hanbury Brown
and Twiss (HBT)-type interferometer, we measure the second-order correlation function
(see Figure 7.2(b)), with g(2) (τ = 0) dipping to 0.330(28), obtained by fitting a three-level
system with ground and excited states as well as a metastable shelving state:
g(2) (τ) = 1−Ae−|τ−µ|/t1 +Be−|τ−µ|/t2 (7.1)
where t1 and t2 are the excited and metastable state lifetimes, respectively, µ accounts
for different electrical and optical path lengths in the HBT interferometer, and A and
B are the anti-bunching and bunching amplitudes. The experimental data have been
normalized such that for very long time delays g(2) (τ →∞) = 1. In all correlation function
measurements no background correction has been applied, as these measurements are not
yet dark count limited; the dark counts from the used detectors are very low compared
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Figure 7.2: Optical characterization of fabricated defects. (a) Spectrum measured in-reflection
after an ultrasteep longpass filter (opening at 530 nm) coupled into a high-resolution spectrometer.
Excited at a wavelength of 522 nm, the ZPL is at 553.23(5) nm with a linewidth of 2.82(10) nm.
(b) Second-order correlation function dipping at zero time delay to 0.330(28) (obtained from fit).
(c) Time-resolved photoluminescence using an ultrashort pulsed laser, revealing an excited state
lifetime of τ = 1.123(7) ns. (d) Log-log-plot of the photoluminescence response as a function of ex-
citation power. The red-shaded area (slope α < 1) indicates emission from defects, while the orange
line (α = 1) corresponds to free excitonic emission and the green line (α = 2) biexcitonic emission.
The slope α = 0.350(54) < 1 of the linear fit confirms defect emission. (e) Spectrally resolved
power-dependence measurement. The emitter showed some power-dependent photobleaching. (f)
Long-term stability of a defect over a duration of 8 months (normalized and vertically offset for
clarity). The center of the ZPL remains stable within ±2.5 nm, while its linewidth increases with
time. (g) Spectrum of the best single-photon emitter we found with a ZPL at 566.04(4) nm and a
linewidth of 1.31(7) nm. 8.7 % of the emission is into the ZPL. (h) The second order correlation of
the defect with the spectrum shown in (g) dips to 0.033(47) at zero time delay.
to the single-photon count rate (see Methods). The µPL system is equipped with an
ultrashort pulsed laser with a 300 fs pulse length at a repetition rate of 20.8 MHz, allowing
us to measure the exciton lifetime as well, with the lifetime of D1 shown in Figure 7.2(c).
A fit of a single exponential decay reveals an excited state lifetime τ of 1.123(7) ns. The
shelving state lifetime is not accessible from this measurement due to its weak transition
and longer lifetime. However, the decay time is consistent with the correlation function
measurements: From the fit of the g(2) function we obtain t1 = 1.100(134) ns and t2 =
15.441(4168) ns (all other fit parameters are summarized in the Supporting Information
S1). Together with its linewidth ∆ν = c∆λ
λ2
this yields a lifetime-bandwidth product of
3102, still far above the transform limit, but better than any reported emitter in hBN so
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far. In addition we measured the PL intensity as a function of excitation power, which is
described by
I (P ) =
Isat · P
P + Psat
+ Id (7.2)
with Isat and Psat being the saturation intensity and power, respectively, and Id is the
dark count intensity. From a fit we extract Psat = 142.6(685)µW. Together with a
focal spot diameter of 0.67µm and a duty cycle of 6.24 × 10−6 this amounts to a peak
intensity of 1.62 GW cm−2, which is still below the damage threshold. Figure 7.2(d)
shows this measurement together with the fit on a log-log-scale, which confirms the defect
nature of the emission: A slope of α = 1 indicates free excitonic emission (orange line),
while α = 2 reveals the presence of biexcitons (green line) and α < 1 verifies trapped
excitons from a defect (red-shaded area)[28]. The power-dependence of D1 has a slope
of α = 0.350(54), clearly in the defect emitter region. Furthermore, we measured the
power-dependent photostability, which is shown in Figure 7.2(e). Defect D1 showed some
power- as well as time-dependent photobleaching. The power-dependent photobleaching
causes the deviations from the linear fit in Figure 7.2(d) and is also the reason for the large
confidence interval on Psat. However, we have also found emitters that were photostable.
Finally, we also look at the long-term stability, meaning repeating all measurements above
for a subset of samples over a time span of more than 8 months. In between measurements
the samples were stored under normal atmosphere in air. Figure 7.2(f) shows the spectra
for different days, all normalized and offset vertically for clarity. With the center of the
ZPL being constant within ±2.5 nm, its linewidth increases over time from 4.38(13) nm to
6.61(25) nm. Other optical properties such as τ , α and g(2) (0) are varying as well, without
showing a clear trend in the case of α and g(2) (0) (see Supporting Information S2), while
τ shortens with an increase in linewidth (see also the next section). The variations can be
explained by the fact that 2D materials typically oxidize in an ambient environment. The
stability in air is ultimately controlled by the oxygen dissociative absorption barrier and
is also affected by defects present. As the host crystal is very thin and the interactions
within the crystal are strong, already small variations can cause large changes in the
photophysical properties. Isolating the crystal from any coupling to the environment,
such as through encapsulation, can improve the long-term stability, but the influence of
the encapsulation layer must be investigated. Nevertheless, the defects maintain their
single-photon emission properties on short and very long time scales and at the same time
keep the photophysical properties (for a 2D material) constant within the reported limits.
7.5 Correlating optical properties
The optical properties as described in the previous section are by no means representative
for all defects, but are typical photophysical properties. The optical properties in terms of
spectral distribution, excited state lifetime, power-dependence, photostability, and second-
order correlation function vary not only from flake to flake but also from defect to defect
hosted by the same flake. As reported previously[13], the ZPLs cover the full visible
spectrum below the excitation photon energy. In our experiments the quantum emitter
ZPLs span a range from 550 to 720 nm, with the lower limit set by a longpass filter used
to filter out the excitation laser and the upper limit set by the spectrometer bandwidth.
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The linewidths vary from as low as 1.31(7) nm (see Figure 7.2(g)) to 11.6(4) nm at room
temperature, while the exciton lifetimes span a smaller range from 294(3) ps to 1.32(1) ns1.
This is more than 1 order of magnitude faster than any previously reported excited state
lifetime in hBN; in fact, all of the defects have shorter lifetimes than the fastest previously
reported ones (see also Supporting Information S4). The single-photon purities character-
ized by g(2) (0) vary from 0.033(47) to 0.480(38) (excluding any emitter with g(2) (0) > 0.5,
which are considered ensembles). A single-photon purity with g(2) (0) = 0.033(47) (see
Figure 7.2(h)) in hBN is only matched by emitters coupled to plasmonic nanocavity ar-
rays[29], with g(2) (0) = 0.02 − 0.04. This defect has a time-bandwidth product of 1389.
The slopes of the power saturation vary from 0.290(56) to 0.942(43) for different defects.
Across all defects, the optical properties are randomly distributed with the exception of
the zero phonon line, which with a 53 % chance is between 550 and 570 nm (see Supporting
Information S4).
The natural question then arises whether there is any correlation between the optical
properties and especially between the optical properties and the fabrication parameters or
geometrical features of the host crystal flakes. By studying a large variety of flakes and
cross-correlating optical properties, we found that a narrow linewidth correlates with a
longer excited state lifetime, even though the single-photons are still above the transform
limit (see Supporting Information S3). The smallest time-bandwidth product was 807 at
room temperature, which is 1 order of magnitude smaller than any previously reported
value. The mean of 3782 for this product shows the higher quality of the emitters, com-
pared to emitters fabricated by other methods[8, 13, 18–20]. So far it seems that neither
the fabrication parameters nor the physical crystal thickness at the defect position has any
influence on the emission spectra, lifetimes, purities or α. The latter demonstrates that the
interaction of the in-plane dipole with surrounding layers is probably small. Even though
it remains obscure why defects formed by plasma etching of the host crystals perform
better and have particularly short lifetimes, we have seen that this process reliably creates
a large number of higher quality single-photon emitters (see also Supporting Information
S4). In total we studied more than 300 flakes hosting more than 200 defects. Each flake
hosted between 0 and 7 defects, with the average number being 2.55 (not counting the
flakes hosting no defect).
7.6 Deterministic transfer of quantum emitters
Finally, we demonstrate a deterministic transfer of the quantum emitters onto arbitrary
substrates. The Si/SiO2 substrates, on which the hBN flakes are bonded by van der
Waals force, are good for characterization, but from an application point of view, the
single-photon emitter must be integrated into photonic devices or networks. It is possi-
ble to transfer the flakes directly from the polymer foil onto the photonic device before
plasma treatment and thermal annealing, but as the defects are formed at random po-
sitions this is not favorable. Furthermore, the high annealing temperature may damage
integrated single-photon devices. For monolayer transition metal dichalcogenides (TMDs)
it has been demonstrated that stress induced by nanopillars allows the formation and pre-
cise positioning of quantum emitter arrays[30]. Here we employ a wet chemical transfer
method developed to transfer TMDs from SiO2 onto other substrates[31]. The technique is
11.31 nm linewidth and 1.32 ns lifetime are not from the same defect, the same holds for 11.6 nm and
294 ps.
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Figure 7.3: Deterministic transfer of a quantum emitter. (a, d) Optical microscope image before
and after the transfer at 1000× magnification. The locations of defects D1 and D2 are marked with
white dots. (b, e) Spectrum of D2 before and after the transfer. The ZPL peaks at 567.61(8) nm,
which is marginally blue-shifted to 567.39(13) nm after the transfer. The small inset in (e) shows the
spectrum before the plasma cleaning: From a fit four peaks can be extracted, which can be assigned
to PVP (orange), NVP (green) and PVA (red). The horizontal axis has the same scale as the large
spectrum, while its vertical axis is on a much larger scale. (c, f) Time-resolved photoluminescence
response before and after the transfer. The excited state lifetime is τ = 468(8) ps and is shortened
to τ = 375(15) ps after the transfer. The purity remains approximately constant (small insets),
with g(2) = 0.416(55) and g(2) = 0.433(57) before and after the transfer, respectively.
based on using a two-component polymer mediator, which consists of polyvinylpyrrolidone
(PVP) / N-vinylpyrrodoline (NVP) and poly(vinyl alcohol) (PVA), where the PVP/NVP
provides good adhesion to the crystal while the PVA reinforces the mechanical strength
of the PVP film. However, as the hBN flakes have considerably more layers compared to
monolayered crystals, we adapted the polymer concentrations (see Methods). The solu-
tions are spin coated onto the sample, and the resulting polymer carpet can be pressed
onto a new viscoelastic foil, from which it can be transferred to its new substrate. Then
the PVP/NVP dissolves easily in water.
After the transfer all hBN crystals exhibited a strong broadband PL emission with
peak maxima at 575.5, 609.6, 642.5 and 662.9 nm (see Figure 7.3(e), small inset), mak-
ing it impossible to resolve the single-photon ZPL. This PL was traced back to polymer
chains remaining on the hBN, with PVP peaking around 576.4 nm, NVP peaking around
605.2 nm, and PVA peaking around 619.6 nm. The hBN red-shifts the PVA peak, ex-
plaining the third large background peak. The polymers adhered to the hBN even after
soaking in distilled water for 14 h at elevated temperatures of 60◦C for accelerated solu-
tion, meaning that the adhesion of the polymer to the hBN is stronger than its solubility
in water. The solubility in other polar protic solvents (mostly alcohols) turned out to be
too low as well. Finally, using low power oxygen plasma cleaning, the polymers can be
fully removed. However, great care must be taken such that the hBN itself is not etched.
It shall be mentioned that the 2D materials community developed a great toolbox of other
transfer techniques, for example utilizing different polymers for the pick-up[32]. Using
different polymers for the transfer might not introduce fluorescent residues.
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We characterized the single-photon emission properties before and after a full transfer
cycle. The example flake presented here hosted two defects, which both have survived
the transfer. An optical microscope image prior to the transfer is shown in Figure 7.3(a),
with both defects marked with yellow dots labeled D1 and D2. The spectrum and lifetime
before the transfer process are shown in Figure 7.3(b) and (c), respectively. The small
inset in (c) is the second-order correlation function. Prior to contact with the polymers the
ZPL was at 567.61(8) nm with a linewidth of 4.99(17) nm and the lifetime was 468(8) ps
with g(2) (0) = 0.416(55). After the full transfer process including plasma cleaning, the
microscope image shows additional cracks in the host crystal (see Figure 7.3(d)), but the
part with the single-photon emitter is not affected. Intermediate microscope images after
each step show that the cracks are not caused by the polymers, but rather occur during
peeling off the polymer carpet from the initial substrate. Repeated experiments proved
that this happens only where the host crystal already has cracks prior to the transfer
process (see Figure 7.3(a)). Defects that are close to such cracks are therefore not suit-
able for this transfer method. The ZPL is slightly blue-shifted to 567.39(13) nm with the
linewidth unchanged, as shown in Figure 7.3(e). The defect’s ZPL peak brightness is only
53.47 % of the brightness before the transfer, with the phonon sideband approximately
equally strong compared to prior to the transfer. This results in 13.0 % of the light being
emitted into the ZPL, which was 24.9 % prior to the transfer. Narrow filtering of the
ZPL nevertheless allowed measurement of the excited state lifetime, which is shortened
to 375(15) ps with g(2) (0) increased to 0.433(57). The shortening of the lifetime might be
due to small alterations of the host crystal structure (meaning the defect’s environment)
during the plasma cleaning. The same might apply for the reduction of emission into the
ZPL. Further optimization of the transfer process might increase the overall performance
of the transfer cycle, especially in reference to the loss in brightness of the ZPL. However,
so far every transfer cycle was successful. A full process cycle starting with the bulk hBN
to the chemical transfer process is shown in Figure 7.4.
7.7 Conclusion
The fabrication techniques reported here demonstrate how oxygen plasma etching can
create color centers in exfoliated multilayer hexagonal boron nitride that form, after
optical activation through thermal annealing, stable single-photon emitters. The emitters
show excellent optical properties in terms of narrow linewidths and lifetimes as short as
294 ps, which are 1 order of magnitude shorter than reported so far, allowing for a high
operational bandwidth of the single-photon source. Extended statistics show that many
emitters with these photophysical properties are created, almost all of which have a lower
time-bandwidth product at room temperature than previously reported. The emitters
are also very robust, maintaining their single-photon emission capabilities over the time
frame of this experimental work, which is currently 8 months. However, due to the
substantial variation of even basic optical properties such as ZPL position in the spectrum
or excitonic lifetime even from emitter to emitter hosted by the same flake, the exact
nature of the defect remains obscure. This indicates that different defects are present,
which is additionally emphasized by the fact that we did not find a correlation between
single-photon emission properties and the fabrication parameters or geometrical features
of the host crystals. Finally, we have also demonstrated that these quantum emitters
can be transferred reliably, while preserving their single-photon emission capabilities.
This technique allows the integration of the single-photon sources into photonic circuits
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Figure 7.4: Full process cycle for hBN quantum emitter fabrication. The left column shows the
processes introduced, and the right column shows the characterization and selection of samples.
The central column shows the development of the sample. hBN flakes are initially exfoliated
from the bulk crystal. The flakes are first optically identified using contrast-enhanced microscopy.
Appropriate flakes are selected for a dry contact transfer to Si/SiO2 substrates. The transferred
flakes are again selected for flake thickness measurement using phase-shift interferometry (PSI).
Depending on the optical path length value, the exact physical thickness is measured using atomic
force microscopy (AFM). Crystals with thicknesses in the suitable range undergo oxygen plasma
etching and thermal annealing, after which they are fully optically characterized in a time-resolved
photoluminescence (TRPL) setup. Flakes with good photophysical properties could be transferred
onto waveguides or fibers, where the single-photon sources could be used in a potential quantum
optics experiment.
and networks, such as fibers and waveguide platforms. Thus, this provides a building
block for next-generation quantum information processing. Only commonly available
nanofrabrication processes have been used, making the fabrication easy and repeatable.
Note added: While under review we became aware of a recent related work[33].
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7.8 Methods
Sample fabrication
The bulk crystal was acquired from HQGraphene, exfoliated to Gel-Pak WF-40-X4, and
transferred by dry contact to Si/SiO2 substrates (280 nm thermally grown). After thick-
ness measurements using PSI or AFM the samples were treated with microwave plasmas
of different powers and lengths. The pressure for all plasmas was set to 0.3 mbar at an
oxygen gas flow rate of 300 cm3/min at room temperature. Subsequent annealing at dif-
ferent temperatures for a few minutes under an argon atmosphere took place in a rapid
thermal annealer. After multiple evacuations of any residual gases the Ar flow was set
to 500 cm3/min. After the annealing the samples cooled at their natural cooling rate,
without keeping the cooling rate at a maximal value.
Optical characterization
The home-built micro-photoluminescence setup used an ultrashort pulsed frequency-
doubled 1044 nm laser (High Q Laser URDM) focused down to the diffraction limit by
an Olympus 100×/NA = 0.9 dry objective. The samples were mounted on Newport
piezoscanning stages with 0.2µm resolution. The emission, collected through the same
objective, was frequency-filtered (Semrock RazorEdge ultrasteep long-pass edge filter) to
dump the excitation light and guided to a spectrometer (Princeton Instruments Spec-
traPro). The pulse length of the laser was 300 fs at a repetition rate of 20.8 MHz. The
laser pulses were split into trigger and excitation beams and a single-photon counter (Micro
Photon Devices) detected the emitted photons after the trigger signal. The temporal cor-
relation between trigger time and single-photon arrival time was given by a PicoHarp 300.
The second-order correlation function was measured in a different setup using a 512 nm
diode laser. This setup was equipped with a nanopositioning stage and a spectrometer
as well. The single-photon counters used in this setup are PerkinElmer SPCM-AQR-16,
which are ultralow dark count single-photon counting module with dark count rates as
low as 20 s−1.
Transfer process
The method was developed in ref [31], but the polymer concentrations for hBN have been
adjusted. The target substrates were initially plasma cleaned. The samples were pre-baked
at 80◦C for 1− 2 min and subsequently spin coated at 2000 rpm for 50 s with a PVP/NVP
solution (1.7 g of PVP + 1.5 mL of NVP + 0.75 mL of H2O + 7 mL of ethanol, dissolved
at 40◦C and filtered) and then post-baked for 1 − 2 min. This was repeated with a 9 %
PVA solution (molecular weight in DI water). The resulting polymer was peeled off at the
edges using a scalpel and then pressed onto a new gel foil (Gel-Pak WF-40-X4) and the
polymer carpet remains on the foil. Next, the crystal was transferred to a new sample by
standard means. After baking the new substrate with the gel foil attached at 120◦C for
3− 5 min, the polymer remained on the new substrate and was dissolved in DI water for
1 h and rinsed with IPA. A final plasma cleaning step removed remaining polymer chains.
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Chapter 8
Radiation tolerance of
two-dimensional material-based
devices for space applications
8.1 Foreword
The previous chapter presented the improvement of the quantum emitter fabrication cycle.
The key element of this process was an oxygen plasma etching step, creating high-quality
quantum emitters in 2D hBN.1 The single-photon purity, as well as spectral purity was
now sufficient to provide a path for implementations for quantum information processing.
As already mentioned, the application which most requires single-photon sources is quan-
tum key distribution. Also, improving the source’s performance to be sufficient for this
application is easy compared with the requirements for photonic quantum computing.
In the experiments so far, the emission lines were covering a wide range of frequencies
in the visible spectrum, but so far no emitter with a transition at telecom wavelengths
has been discovered or reported elsewhere. In general, a different setup is necessary for
telecom wavelengths, as near-infrared optics and detectors are required as well as a dif-
ferent excitation laser. Thus, the lack of reports of such emitters is not surprising. It is
also possible that the electronic band structure of defects in hBN simply does not allow
near-infrared emitters, but it is likely that at least some other 2D material would allow
these.
The large loss coefficients in fibers for visible light renders efficient fiber-based quan-
tum key distribution out-of-reach, at least for now. For free space channels, however, the
attenuation at long distances is dominated by diffraction and atmospheric molecular scat-
tering. The Rayleigh length (the distance at which a Gaussian beam diameter increases
by a factor of
√
2) is inversely proportional to the wavelength. Therefore, systems working
at shorter wavelengths suffer less from beam spread and consequently manage to operate
with smaller telescopes. Furthermore, if linked via a satellite, space-to-ground channels
allow much higher transmission efficiencies than that of any fiber system. The Micius
satellite demonstrated 200 dB advantage over a telecom fiber at 1200 km distance[45].
The performance of Micius can be enhanced by using a true single-photon source. The
requirements to any space-based system, however, are stricter compared to any terrestrial
system. Size, weight and power (SWaP) are limited on satellites, but that is precisely
where quantum emitters in hBN excel. One essential requirement for the use on satellites
1The term ”high-quality” here refers to in comparison with other typical quantum emitters hosted by
hBN.
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is the certification for the harsh conditions of space. Space qualification studies usually
include thermal and vacuum cycling, vibration and shock tests as well as exposure to
high-energy radiation. Vibration and shock will not pose a threat for 2D materials (this is
relevant for the complete satellite structure), and vacuum and thermal cycling is routinely
done in experiments. The remaining radiation tolerance is of particular interest, since
weight restrictions on satellites limit shielding options.
In this chapter, radiation effects in Earth’s atmosphere on various devices based on 2D
materials are comprehensively investigated. This includes not only the hBN-based single-
photon sources, but also atomically thin field-effect transistors as well as monolayered
2D materials in their native state. These other materials are believed to be basic build-
ing blocks for future electronics and optoelectronics. Beyond quantum light sources for
long-distance quantum cryptography, applications for 2D materials on satellites include
photovoltaics, batteries, electronics, and sensors. The study suggests robust suitability
for space instrumentation of 2D materials. This work has been published in and is here
reprinted (adapted) with permission from Nature Communications 10, 1202 (2019) under
the terms of the Creative Commons Attribution 4.0 International License (CC BY 4.0),
http://creativecommons.org/licenses/by/4.0. All graphics have been recreated to match
the style of this thesis.
The paper has been featured as Nature Communication’s condensed matter physics
highlight of the month (March 2019).2
2https://www.nature.com/ncomms/editorshighlights
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Abstract
Characteristic for devices based on two-dimensional materials are their low size,
weight and power requirements. This makes them advantageous for use in space
instrumentation, including photovoltaics, batteries, electronics, sensors and light
sources for long-distance quantum communication. Here we present a comprehensive
study on combined radiation effects in Earth’s atmosphere on various devices based
on these nanomaterials. Using theoretical modeling packages, we estimate relevant
radiation levels and then expose field-effect transistors, single-photon sources and
monolayers as building blocks for future electronics to γ-rays, protons and electrons.
The devices show negligible change in performance after the irradiation, suggesting
robust suitability for space use. Under excessive γ-radiation, however, monolayer
WS2 shows decreased defect densities, identified by an increase in photoluminescence,
carrier lifetime and a change in doping ratio proportional to the photon flux. The
underlying mechanism is traced back to radiation-induced defect healing, wherein
dissociated oxygen passivates sulfur vacancies.
Reprinted (adapted) with permission from Nature Communications 10, 1202
(2019) under the terms of the Creative Commons Attribution 4.0 International
License (CC BY 4.0), http://creativecommons.org/licenses/by/4.0.
8.2 Introduction
In the near future, quantum tunneling will set a hard limit to further miniaturization of
silicon-based electronics. Research on alternative materials, however, demonstrated fab-
rication beyond this limit[1, 2]. Of particular interest are monolayered two-dimensional
(2D) materials such as graphene[3] and transition metal dichalcogenides (TMDs) of the
form of MX2 (M = Mo, W and X = S, Se)[4]. Record electron mobility in 2D materials
has enabled multiple technology demonstrations of atomically-thin field-effect transistors
(FETs)[5–9]. Furthermore, due to their semiconducting band structure, TMDs have ap-
plications in optoelectronics and photonics[10]. Their intrinsically low size, weight and
100 Nature Communications 10, 1202 (2019)
power (SWaP) requirements and chemical stability make 2D material-based devices a
promising candidate for space instrumentation. Beyond integrated electronics, 2D mate-
rials in space technology can be utilized for solar cells[11], batteries[12], sensors as well as
non-classical light sources for long-distance quantum communication[13]. The quantum
emission from point defects in 2D materials have desirable properties for single-photon
sources, as they can be easily integrated with photonic networks, have an intrinsic out-
coupling efficiency of unity and offer long-term stable, high luminosity single-photons at
room temperature[13–17]. An ideal single-photon source can enhance the data communi-
cation rates of satellite-based quantum key distribution[18].
While 2D materials offer great opportunities for space missions, their current low tech-
nological readiness level (TRL) restricts deployment (current state-of-the-art is TRL 3-4).
In addition to further device development, 2D materials need to be certified for the harsh
conditions of space. Space qualification studies usually consist of vacuum and thermal
cycling, vibration and shock tests as well as exposure to radiation[19]. Vibration or shock
will not pose a threat for nanomaterials and vacuum and thermal cycling is routinely
done in experiments[20–22]. Of particular interest, however, is the effect of radiation
on 2D materials. While radiation effects on the electrical properties of graphene have
been studied extensively[23–28], less is known about these effects on TMDs and other 2D
materials[29–33]. In particular, no study investigates the effect of radiation on optical
characteristics of 2D materials. Moreover, there exists no comprehensive study on the
effects of combined radiation types on properties of various devices in the context of space
certification. The damage caused by high-energy particles and γ-rays is of major concern
for all spacecraft, especially as weight restrictions limit shielding options. While testing
directly in a space environment as planned for graphene is possible[34], a more practical
way is to replicate space environments on Earth.
As already mentioned, single-photon sources based e.g. on defects in hexagonal boron
nitride (hBN) and FETs based on monolayers are useful for space applications. These
devices are influenced by their electrical and/or optical properties (quantum emitters in
hBN are dependent on the piezoelectric environment of hBN[35]). It is possible that low-
energy radiation on the order of the band gap (∼ 1 − 10 eV) could change the charge
state of defects, causing them to enter a dark state, usually for a finite time. High-energy
radiation, on the other hand, could create new defects in the crystal lattice. If close to
the quantum emitter, the new defects could either change the charge state permanently or
create a second independent emitter nearby. In any of these scenarios, the single-photon
source would become unusable. With respect to the FETs, the radiation could change the
carrier density, which alters their performance.
Here we present a comprehensive study on the effects of radiation in the atmosphere
on various devices based on 2D materials. We start with modeling radiation levels in the
thermosphere using the SPace ENVironment Information System (SPENVIS), software
provided by the European Space Agency[36]. With the knowledge from the simulations,
we expose our devices to the most common radiation types in orbit: Gamma-rays as well
as energetic protons and electrons. We look at isolated effects and combined effects by
exposing devices to all three types of radiation. For each test we fully characterize all
devices back-to-back, shortly before and after the exposure. At radiation levels common
for satellite altitudes up to geostationary orbit, no changes in the characteristics of the 2D
materials are observed. However, under excessive γ-irradiation, WS2 monolayers exhibit
significant change in its optical emission. By studying the effects of oxygen plasmas and
γ-irradiation in different atmospheres, the mechanism is traced back to oxygen-related
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vacancy healing. Additional density functional theory calculations show that charge trap-
ping states disappear after the healing, thus explaining the change in optical emission.
8.3 Results
8.3.1 Radiation levels in orbit
The Earth is protected from solar wind and cosmic particles by its magnetic field. As a
result, high-energy protons and electrons are trapped on trajectories oscillating between
both magnetic poles in the so-called Van Allen belts. While essential for life on Earth, the
trapped particle belts pose great threat to any spacecraft orbiting through these particle
belts. Near the magnetic poles the inner belt can extend down to altitudes of 200 km. Due
to misalignment of the magnetic dipole and rotation axis of the Earth, this appears as
the South Atlantic Anomaly (SAA, see Figure 8.1(a, b)). Because of this inhomogeneity,
the total radiation dosage is strongly dependent on the orbital inclination. Thus, we
calculated the particle spectra for different spacecraft trajectories with inclinations of 20◦
(here defined as equatorial orbit), 51.6◦ (orbit of the International Space Station, ISS) and
98◦ (here defined as polar orbit) for 500 km altitude and average over the full orbit. In
general, the energy spectrum for protons in low Earth orbit (LEO) ranges from 100 keV
to 400 MeV, while for electrons it ranges from 40 keV to 7 MeV. Low-energy particles are
typically absorbed by the walls of the spacecraft, which acts as a non-ideal high-pass
filter. High-energy ions, however, loose energy during their interaction with the shielding
material and thus, the lower ends of the spectra are always finite unless every charge carrier
is stopped (e.g. for thick shielding). The shielded flux spectra for protons and electrons
after 1.85 mm of Al shielding and integrated over a one year mission is shown in Figure
8.1(c, d). Surprisingly, the polar orbit does not have the highest fluence, as spacecrafts
with 51.6◦ inclination spend more time in the SAA than spacecrafts with 98◦ inclination,
similarly for protons and electrons. A spectral distribution with an absence of low-energy
protons, as shown in Figure 8.1(c), is advantageous, because only low-energy particles
can deposit significant amounts of energy into the payload. It should be mentioned, that
the electrons in Figure 8.1(d) do not originate from trapped electrons in the Van Allen
belt, but rather are secondary electrons produced via ionizing interactions of high-energy
protons with the Al atoms in the shielding material.
While the particle fluence spectra are directly accessible through SPENVIS, similar
tools for γ-rays do not exist. Gamma-rays mostly originate either directly from the sun or
radioactive decay of trapped particles. For our study we use data from the CORONAS-I
Table 8.1: Summary of total measured gamma-ray flux from the
CORONAS-I satellite at 500 km altitude. Full data available in Ref.
[38].
Location γ-ray energy [MeV] Flux [cm−2s−1sr−1MeV−1]
Equator 0.32 - 1 0.079(59)
Equator 1 - 3 0.022(14)
Polar cap 0.32 - 1 0.174(59)
Polar cap 1 - 3 0.095(14)
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Figure 8.1: Space environment. Geographical distribution of the trapped (a) proton and (b) elec-
tron flux at 500 km altitude, calculated with the AP-8 MAX and AE-8 MAX models in SPENVIS,
respectively. Integrated annual (c) proton and (d) electron fluence after 1.85 mm of Al shielding
for typical orbital inclinations.
satellite[37,38], which mapped the γ-ray flux above the Earth at 500 km altitude (see Table
8.1).
8.3.2 Device fabrication and characterization
Exfoliated hBN flakes have been treated with an oxygen plasma and successively rapidly
thermally annealed[14]. The oxygen plasma creates point defects in the crystal lattice,
which act as trapping sites for localized excitons. The single-photon emitters formed in this
way were located and characterized using a confocal microphotoluminescence (µPL) sys-
tem equipped with an ultrashort-pulsed laser for time-resolved measurements (see Meth-
ods). The emitters are excited off-resonantly at 522 nm, less than half of the band gap of
hBN (Eg = 6 eV[39]), preventing two-photon absorption. For the quantum emitters we
measured the spectrum, excited state lifetime and second-order correlation function (see
Methods).
The atomically-thin FET devices (see Figure 8.2(a)) were characterized by their device
ON/OFF performance using the standard back gate sweep from −60 to +60 V at different
biases between source and drain. Also, the conventional performance I-V curves of the
device were recorded at various back gate voltages in the ON regime of the functional FET
device.
Since 2D materials have often been proposed as candidates for the post-silicon age,
we also tested monolayer TMDs in their native state as basic building blocks for future
electronics and optoelectronics. After transfer to a Si/SiO2 substrate (see Figure 8.2(b)),
the monolayer thickness is confirmed by phase-shift interferometry (PSI), with the corre-
sponding PSI image shown in Figure 8.2(c). In this case, the WS2 crystal has an optical
path length difference (OPD) of 17.7 nm. With rigorous coupled-wave analysis (RCWA)
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Figure 8.2: Fabrication. (a) Microscope image of a MoS2 FET device under 500× magnification.
The monolayer is framed within the green dashed line. (b, c) Microscope and PSI images of the
WS2 monolayer presented in the main text. The inset in (c) shows the OPD along the white
dashed line. The monolayer has an OPD of 17.7 nm, which corresponds to a physical thickness of
0.66 nm. The scale bars in (a, b) are 20 and 5µm, respectively.
simulations[40], the OPD can be converted to a physical thickness of 0.66 nm, matching
well atomic force microscope (AFM) measurements[41]. We characterized each flake opti-
cally with the µPL setup in terms of emission spectrum (averaged over the full monolayer),
carrier lifetime and power saturation. The carrier lifetime data, deconvoluted from the
system response, is fitted with a bi-exponential from which radiative and non-radiative
decay time τr and τnr can be extracted. Every flake is scanned with a 1µm grid and a
spectrum is recorded at each point. To gather enough statistics, a total of 49 monolayer
flakes with areas ranging from 60 to 1290µm2 have been characterized. Unless stated oth-
erwise, all optical and electrical measurements have been carried out at room temperature
(RT). More than 80 devices were investigated throughout this study; herein we only show
exemplary results and average over the full data set (see Supplementary Note 2, 5, and 6).
8.3.3 Gamma-ray tests
The γ-ray source predominantly used for space qualification is the radioactive isotope
60
27Co, which emits photons with energies of 1.17 and 1.33 MeV as it decays. Due to
availability, we used the isotope 2211Na instead, which decays into
22
10Ne via the emission of
a 1.28 MeV photon[42], similar to the γ-ray energy from the Co isotope. From its initial
nominal activity of 1.04 GBq, a total photon flux of 10.3 MBq cm−2sr−1MeV−1 is emitted
into the output mode of the Tungsten container in which the source was kept. We placed
the samples at distances of d = 10.0(1), 13.0(1), 18.0(1) and 40.0(1) cm to the source
output, thus simulating various altitudes and times in orbit (see Supplementary Figure 1).
All samples were irradiated for 2:27 hrs, meaning that the maximal fluence at the closest
distance to the source was Fγ = 18.41×109 cm−2sr−1MeV−1. Unless stated otherwise, the
crystals presented in this section were irradiated with the highest photon flux. Unexposed
control samples ensured that any potential changes are solely due to irradiation.
The performance of the single-photon emitters in hBN and the FET devices remained
invariant when comparing samples before and after the γ-ray exposure. The zero phonon
line (ZPL) of a sample quantum emitter as shown in Figure 8.3(a) peaked initially at
563.78(8) nm with a linewidth of 4.29(13) nm (extracted from fit). Unless stated otherwise,
all uncertainties are 95% confidence intervals. After the crystal was irradiated, the ZPL
peaked at 563.79(13) nm with a linewidth of 4.73(19) nm. Similarly, its g(2)(0) did not
change (see Figure 8.3(b)) with g
(2)
i (0) = 0.185(23) and g
(2)
f (0) = 0.188(25), where index
i and f stand for before and after the exposure, respectively. While the quantum emitters
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Figure 8.3: γ-ray tests of 2D material-based devices. (a) PL spectra of an hBN quantum emitter
before and after the γ-ray tests show no changes (vertically offset for clarity). (b) Second-order
correlation function dipping at zero time delay to 0.185(23) before and to 0.188(25) after the
irradiation. The values were obtained from fitting a three-level system (vertically offset for clarity).
(c) Spectrum of a newly created quantum emitter after the γ-ray test. As the emitter was not
annealed following the irradiation, its brightness and stability was lacking behind plasma-etched
and annealed emitters. (d) Back gate sweeps before and after the irradiation with different drain-
source biases Vds. The orange dashed line was recorded 5 hrs past the orange solid line to check for
temporal variations. In terms of current ON/OFF ratio the temporal variations are larger than
the variations caused by the γ-rays. Tuning the Vds can restore the initial performance (see area
between green and red lines). (e) The I-V curve at a fixed Vbg = 15 V shows only slight alteration
after irradiation. The shift of the threshold voltage is < 0.1 V.
already present in the hBN crystal did not change with respect to their optical emission
properties, the γ-rays were able to create five new emitters on ≈ 40000µm2 of crystal
area. Thus, the probability of creating a second emitter directly adjacent to another is
very low. Figure 8.3(c) shows the spectrum of one of the newly created emitters. As the
crystal was not subsequently annealed, its brightness as well as stability was not as good
as for other emitters[14].
Comparably, the FETs were also only marginally affected by the γ-rays. Figure 8.3(d)
shows back gate sweeps for a MoS2 transistor. The current ON/OFF ratio β was reduced
from βi = 21213 to βf = 14863 at a drain-source bias of Vds = 1 V. While this is a significant
change in the ON/OFF ratio, we measured the ON/OFF ratio 5 hrs later and saw β
further reduced to 11781 (dashed line in Figure 8.3(d)). In fact, the standard deviation
of the variations on control samples as well as variations before and after irradiation
were roughly 4000. Hence, we attribute these changes in the ON/OFF ratio to temporal
variations only. The FETs in general are sensitive to surface adsorption which causes
these temporal variations. In addition, I-V characteristics are highly dependent on the
Schottky or contact resistance which varies across different measurements. However, by
varying the drain-source bias from 0.8 − 1.2 V, the initial performance could be restored
(see Figure 8.3(d)). Another characteristic of transistors is the I-V curve measured at
fixed back gate voltages Vbg. For Vbg = 15 V this is shown in Figure 8.3(e) and for other
Vbg in Supplementary Figure 2. The I-V curves show no change due to the irradiation.
The FETs, while conducting at a particular back gate bias, show no threshold voltage
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Figure 8.4: γ-ray tests of TMD monolayers. (a-e) Optical characterization of a WS2 monolayer
before and after the γ-ray exposure. (a, b) The PL intensity maps scanned with 1µm resolution
integrated over the full spectrum show a strong increase in brightness after the irradiation. (c) In
addition to the brightness increase of 2.99, the PL spectrum shows that the exciton/trion ratio also
changed from 0.706(11) to 1.138(19). This was extracted from fitting two Gaussian distributions.
(d) Similarly, the radiative carrier lifetime increased from 336(3) to 678(5) ps. The fit routine
deconvolutes the data from the system response. (e) Long-term stability of the PL spectrum
measured at different days. The irradiation took place at day 2. For clarity each subsequent
spectra is shifted by 50 nm. The peak wavelength remained invariant with its mean at 614.65 nm.
The mean peak wavelength is visualized with the black guidelines. (f, g) PL emission spectrum
and carrier lifetime for monolayer MoSe2. This material remains predominantly unaffected by the
gamma-rays, with the overall brightness increased by less than 5% and the radiative lifetimes before
and after the irradiation being 1086(41) and 1071(47) ps, respectively. Both sample monolayers
experienced the same photon fluence. (h, i) Relative brightness and carrier lifetime increase as a
function of γ-ray fluence averaged over all samples for WS2 and MoSe2. While there is little to no
change for MoSe2, for WS2 the relative changes are linearly proportional to the radiation fluence.
The data point at zero is the control sample. The green dashed line indicates η = 1 (no change).
The error bars are the standard deviation of the average.
shift with ∆Vth < 0.1 V.
While the 2D material-based devices showed no change after the γ-ray tests, the optical
signature of monolayer WS2 changed remarkably: the monolayer shown in Figure 8.2(b)
showed a significant increase in photoluminescence. Moreover, the brightness increased
by a factor of 2.99 after being exposed to the γ-rays (see Figure 8.4(a, b)). Furthermore,
from the averaged photoluminescence (PL) spectrum of the monolayer (see Figure 8.4(c),
for details of the averaging algorithm see Supplementary Note 1), we extract that the
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exciton/trion ratio α changed from 0.706(11) to 1.138(19). Both, the exciton and trion
emission were enhanced, however, the exciton emission was enhanced more strongly as
the change from α < 1 to α > 1 shows. This also indicates a change in doping ratio.
Given the initial linewidths of 3.80(3) for excitons and 14.07(13) nm for trions, there was
no change in center wavelength of the exciton emission (613.89(3) to 613.41(2) nm) and
only a slight change of the trion emission (623.45(19) to 619.28(19) nm). However, the
linewidths changed to 3.45(2) for excitons and 11.73(13) nm for trions. In addition, the
radiative carrier lifetime (see Figure 8.4(d)) had also increased from 336(3) to 678(5) ps
(for more data see Supplementary Note 2 and Supplementary Figures 4 through 8). The
increase in PL and lifetime was persistent over months (see Figure 8.4(e)). Only one month
is shown, as the samples were subsequently irradiated with protons, but the samples kept
their increased PL during these following tests. The small variations in the peak maxima
are most likely due to laser defocusing, owing to the small Rayleigh length of the laser with
the high numerical aperture objective (see Methods). Nevertheless, quantities independent
of this, such as the exciton/trion ratio as well as carrier lifetime, remained fully stable at
all measurement days. Moreover, other samples (see Supplementary Figure 9) were less
affected by laser defocusing during the long-term stability tests.
Since free excitons easily scatter and recombine at trapped charge carriers at defect
sites, a change in doping ratio as well as longer carrier lifetime and increased PL intensity
likely indicates a reduction in defect density. By averaging over the full data set of samples
at the corresponding distance to the source, it can be seen that the effect of an increased PL
and lifetime is linearly proportional to the γ-ray flux (see Figure 8.4(h, i), respectively).
Interestingly, this effect was not observed for MoSe2 monolayers, (see Figure 8.4(f, i)).
Moreover, under the same exposure conditions, the PL had only increased marginally by
1.05 compared to the 2.99 from the WS2 sample presented previously. In addition, the
exciton/trion ratio was stable with αi = 1.328(36) and αf = 1.317(36) as well as was the
carrier lifetime with τ ir = 1086(41) and τ
f
r = 1071(47) (see Figure 8.4(f, g)). It should be
mentioned that MoSe2 and WS2 have intrinsically different exciton/trion ratios, since our
MoSe2 is a p-type and WS2 is an n-type semiconductor. By averaging over all samples
we found αMoSe2 = 1.252(86) and αWS2 = 0.715(117) (the uncertainty is the standard
deviation).
During the data analysis we noted that the γ-radiation dose was higher than intended
due to a calculation error. The resulting highest γ-ray fluence is equivalent to 2170 years
at 500 km above the polar caps. However, in terms of space certification this is not an
issue. If anything, this further confirms radiation resistance. This proves that 2D materials
can withstand even harsher radiation environments than LEO, such as during solar flares
or near nuclear reactors. For the WS2 monolayer we extrapolate the effect of increased
photoluminescence and carrier lifetime after 4 years in orbit to be less than 0.15% and
0.10%, respectively.
8.3.4 Backtracing of the healing mechanism
An increase in photoluminescence and carrier lifetime is very surprising: initially it was
expected that radiation could lead to the formation of new defects, but not to defect
healing. We note that low-energy X-ray irradiation of graphene in oxygen environments
can lead to the formation of oxygen-related defects[43–45]. Although radiation-induced
healing of nanomaterials has been reported[46], such an effect has not been observed with
γ-rays, specifically not with such remarkable consequences. It is known that the most
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Figure 8.5: Identification of the γ-ray induced healing mechanism. (a) PL spectrum of γ-
irradiated and control sample at 8 K and RT. The control sample shows strong defect emission
in the red sideband. (b) Spectrally- and time-resolved PL reveals carrier lifetimes close to the
system response at λ = 592, 600 nm and 361(3) ps at 626 nm, confirming excitonic and defect na-
ture of the emission. Unlike for defects, the radiative lifetime for excitons/trions is proportional
to temperature. The spectral positions at which the lifetimes were measured are marked with
correspondingly colored triangles in c (small inset). (c) Spectrally-resolved power dependence on
a log-log-plot reveals a slope close to 1 at λ = 592, 600 nm, indicating excitonic emission, while
the slope < 1 at 626 nm means the emission originates from defects. The inset shows the posi-
tions in the spectrum (marked with the corresponding colors) at which the power dependence is
measured. (d) PL emission prior and subsequent to the ICP treatment shows a similar increase
in PL brightness compared to the γ-irradiated samples. In addition, at low temperature no defect
emission becomes visible, confirming that oxygen can passivate vacancies. (e) Repetition of the
γ-irradiation on SiO2 and SiC substrates as well as in air and vacuum show that the atmosphere
must be the source of oxygen used for the defect healing, most likely through adsorbed oxygen onto
the surface. (f) DFT calculations of the band structure of pristine WS2 (left), WS2−x (middle),
WS2−xOx (right) show that unlike the VS defect, the SO defect has no unoccupied deep mid-band
gap state. The middle and right band structure show the conduction and valence band from the
primitive pristine unit cell (solid lines) overlayed with the conduction and valence band from the
supercell calculations (dotted lines).
common defects in exfoliated TMD materials are chalcogen vacancies[47]. Simulations do
also predict that these vacancies can chemically react with oxygen[48], because oxygen
itself is a chalcogen. Thus, we propose this healing is due to the chemadsorption of atmo-
spheric oxygen, catalyzed by γ-irradiation. A similar mechanism was proposed in a study
involving laser-induced defect healing of WSe2[49]. The γ-ray induced healing observed
in our study could happen via several different pathways. One possibility involves the
formation of oxygen radicals due to the presence of free electrons from primary reactions
like Compton scattering.
To support this, we conducted low temperature PL measurements of irradiated and
control samples at 8 K. The low temperature environment reduces thermal broadening
which allows the individual emission signature to be resolved. We discovered multiple blue-
shifted peaks compared to the RT measurements (see Figure 8.5(a)), most of which are
attributed to negatively charged trions. Consistent with standard semiconductor models
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and experiments[50], the exciton emission decreases with temperature as the trion emission
increases. While both samples exhibit these low temperature excitonic features, the con-
trol sample showed additional PL emission in the red sideband. In contrast, the irradiated
sample shows only weak emission in the red sideband. This becomes more evident by com-
paring the fraction of PL from trions and defects, which is 2.08:1 and 0.35:1 for irradiated
and control sample, respectively. Therefore, the defect density had decreased 6-fold after
the sample was exposed to the γ-radiation. We confirm this by measuring the spectrally-
and time-resolved photoluminescence (TRPL): The PL emission is coupled to the single-
photon counting module via a grating which makes the TRPL wavelength-selective. Figure
8.5(b) shows the lifetime measurements for three wavelengths, with the positions marked
with correspondingly-colored triangles in the spectrum (see Figure 8.5(c) inset). Unlike
for defect states, the radiative lifetime of excitons and trions is directly proportional to
the temperature[20]. With the lifetime of the control sample at room temperature being
286(4) ps, we expect the lifetime of any excitonic emission at 8 K to be around 7 ps. In
fact, at λ = 592 and 600 nm we measured a lifetime just above our system response time
(which is ≈ 3 ps), much shorter than the room temperature measurements. However, at
626 nm the radiative lifetime was 361(3) ps, thus indicating defect emission. Furthermore,
we also measured the spectrally-resolved power dependence (see Figure 8.5(c)) at the same
wavelengths at which the TRPL was measured. While the slope of the bands around 592
and 600 nm are close to 1 if plotted on a log-log-scale, which means it originates from free
excitons or trions, the slope at 626 nm is < 1, which indicates defect emission[51].
In the next phase of this study, we confirm that the defect healing is oxygen-related.
We replicate the optical signature of the γ-ray exposed samples by treating freshly pre-
pared monolayers with an O2 inductively coupled plasma (ICP) and optimizing the plasma
parameters (see Methods). Figure 8.5(d) shows the PL spectrum prior and subsequent
to the ICP treatment at RT and 8 K. Much like the irradiated samples, also the mono-
layers treated with the oxygen plasma show a strong increase in brightness and no defect
emission at low temperature as well as a longer carrier lifetime.3 Similar PL enhancement
through defect engineering and oxygen bonding using mild oxygen plasma treatment of
monolayer MoS2 has been reported previously[52]. While these results uphold the conjec-
ture of oxygen-related defect healing, the oxygen in the γ-ray experiments could either be
supplied by atmospheric oxygen or oxygen from the SiO2 layer. Therefore, we repeated
the irradiation with samples on both, Si/SiO2 and SiC substrates in air and under vacuum
at 10−4 atm. This will also strongly reduce the amount of surface adsorbed oxygen. The
in-air irradiated samples showed the characteristic increase in brightness and carrier life-
time, while the under vacuum irradiated samples remained unaffected (see Figure 8.5(e)).
We found no dependency on the substrate material. In the context of space certification,
this means that WS2 monolayers in evacuated spacecrafts are also not affected even by
excessive γ-radiation. In addition to the WS2 crystals, we also exposed MoS2 and WSe2
monolayers to gamma-rays (in air). We observed a slight increase in PL intensity and
carrier lifetime after the irradiation for WSe2 (see Supplementary Figure 8) and no change
for MoS2. It should be mentioned that the PL emission from monolayer MoS2 in general
is much weaker than for other TMDs, so any change is harder to observe. Furthermore,
the change in PL and lifetime for the WSe2 was much weaker than for WS2, even though
3In a follow-up experiment, we demonstrated that such optical emission signature could not be replicated
with an H2 ICP. This essentially rules out hydrogen passivation of the sulfur vacancies as cause for the
change in PL. This information was not contained in the original paper, but is further evidence supporting
the proposed oxygen-related defect healing mechanism.
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both samples experienced the same γ-ray fluence.
We now turn to a theoretical analysis of the electronic structure of the proposed defect
using density functional theory (DFT). We calculate the electronic band structure (see
Methods) for pristine WS2, WS2−x (with a sulfur vacancy: VS), and WS2−xOx (with an
oxygen-substituted sulfur atom: SO). The VS defect has a deep unoccupied state in the
band gap (see Figure 8.5(f), middle). This is consistent with our experimental obser-
vations: The sub-state is an acceptor state trapping electrons, which changes the doping
ratio in the crystal. This means more charge carriers are available for charged excitons and
thus the trion emission is enhanced. In turn, excitons recombine easily at defects leading
to a shorter exciton lifetime. The SO defect shows no such deep defect state (see Figure
8.5(f), right), meaning as soon as the vacancy is passivated with oxygen, the electronic
configuration is similar to the pristine crystal. The crystal structures of the proposed
defects are shown in the Supplementary Note 3 and Supplementary Figure 10.
The VSe and SeO defects in MoSe2, however, show a very similar electronic structure
(see Supplementary Figure 11), thus our DFT calculations alone cannot explain why the
γ-ray induced defect healing only happens for WS2. Selenide TMDs are known to have
less chalcogen vacancies than sulfide TMDs. In fact, in our experiment we see this by the
averaged longer carrier lifetime in MoSe2 of 1264 ps, revealing an inherently much smaller
presence of defect sites. As already mentioned, scattering and recombination of excitons
at defect sites leads to a reduced lifetime. This means intrinsically less defect healing can
occur for MoSe2.
8.3.5 Proton and electron irradiation
After the γ-ray tests, the samples were irradiated with high-energy charged particles, start-
ing with protons and then electrons. In addition to the γ-irradiated samples, after each
radiation test fresh samples were added to study both, combined and isolated radiation
damage effects. The samples were irradiated with protons from a 1.7 MV tandem acceler-
ator. Due to the maximally available proton energy of 3.4 MeV, the annual fluence spectra
shown in Figure 8.1(c) cannot directly be replicated. Instead, we integrate the annual flu-
ence spectrum over the full energy range for each orbital inclination, which yields 241.820,
721.318 and 464.770×106 cm−2 for 20◦, 51.6◦ and 98◦, respectively. Unfortunately, these
fluence values are below the range of the used charge carrier counter, which is why we
tested the samples at Fp+ = 10
10 cm−2. However, at the lower proton energies (200, 500,
1000 and 2500 keV) we used, the potential displacement damage caused by the protons[53]
is higher due to the higher stopping power of the 2D materials at lower energies (see Sup-
plementary Note 4 and Supplementary Figures 12 through 14). As our fluence is anyway
higher than required for 500 km altitude, we cannot scale the fluence down according to the
used proton energies. For all proton energies, we did not observe any changes in the device
performances, PL spectra or carrier lifetimes (see Supplementary Note 5 and Supplemen-
tary Figures 15 through 17). Even after increasing the proton flux 100-fold, there were
still no changes. This result is also consistent with previous work[54]. Furthermore, Kim
et al. found the onset of degradation at a fluence of 1013 cm−2, with strong degradation at
1014 cm−2,[54] while Shi et al. found the damage threshold of WSe2/SiC heterostructures
at 1016 cm−2 proton fluence[32]. In our case, the proton fluence of 1012 cm−2 corresponds
to 1386 years in orbit (at 51.6◦ inclination and 500 km altitude). The scaling is based on
the number of protons. Hence, we conclude that proton irradiation is no concern for 2D
materials and devices in LEO.
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Finally, we exposed the samples to electrons using a scanning electron microscope
(SEM). The damage to 2D materials caused by electrons is mostly displacement and
sputtering[33]. Similar to the proton accelerator, both the energy range as well as the
integrated flux are beyond the capabilities of the SEM. The tested energies were 5, 10, 20
and 30 keV while the fluence varied from 1010 to 1015 cm−2. At 500 km altitude, the inte-
grated fluences are 12.35, 32.06 and 20.73×106 cm−2 for equatorial, ISS and polar orbit,
respectively. At the lowest accessible fluence, which is still three orders of magnitude above
what is expected in LEO, the crystals were mostly unaffected by the electron irradiation
(see Supplementary Note 6 and Supplementary Figures 18 through 20). Extrapolating the
fluence to LEO levels predict that electrons will not have any impact on 2D materials.
Higher electron fluences result in permanent loss of photoluminescence for TMDs. We pro-
pose that this is due to the creation of chalcogen vacancies by knock-on damage, which,
as previously mentioned, cause recombination, thereby quenching the PL[55]. However, if
the electron energy is increased from 5 to 30 keV, even at the highest fluence such damage
was mitigated. This is because higher energy electrons have a smaller interaction cross
section (see Supplementary Figure 12). The single-photon emitters remain unaffected by
the electron irradiation, however, at extremely high fluences, the emitter density can be
increased significantly[17,56]. In our case this happened while focusing the SEM on a small
crystal part before exposing the full crystals to the electrons. The experienced electron
fluence at these positions was up to 1018 cm−2 (see Supplementary Figure 21).
All radiation tests so far indicate that 2D materials tolerate significant amounts of
ionizing radiation, far beyond the requirements for LEO. The question arises, if the ra-
diation resilience is also sufficient for higher altitudes. Using SPENVIS we calculate the
integrated annual particle fluence (integrated over the full energy range) as a function of
altitude (see Supplementary Figure 22). While the proton fluence always remains nearly
two orders of magnitude below the damage onset threshold, the electron fluence exceeds
the observed damage onset at altitudes > 1000 km. It should be mentioned that these
calculations assume the same 1.85 mm of Al shielding as above. The shielding also ex-
plains the leap in electron fluence at 2000 km: The electron energy increases with altitude
and thus actually trapped electrons can penetrate the shielding. As already mentioned,
at lower altitudes the electrons are secondary electrons produced via ionizing interactions
of high-energy protons with the shielding. Nevertheless, by using an appropriate shield
(5.8 mm graded Al/Ta with a Ta to Al mass ratio of 35%), the electron fluence can be kept
below the damage threshold. Shielding meeting this requirement is common for higher
orbits such as in geostationary satellites. Furthermore, this means that 2D materials also
can operate in other environments with heavy irradiation, such as during solar flares or
near nuclear reactors.
8.4 Discussion
We presented a comprehensive study on the effects of radiation on 2D materials in vision
of space certification. Moreover, this study covered the effects of γ-, proton and electron
irradiation on TMD-based FETs and single-photon sources in hBN as well as their inter-
action with blank TMD monolayers. These nanomaterials were investigated back-to-back,
shortly before and after irradiation. While all crystals remained effectively invariant un-
der irradiation relevant for space environments, after excessive γ-radiation monolayer WS2
exhibit significant increase in photoluminescence and carrier lifetime proportionally to the
photon flux. This is attributed to the healing of sulfur vacancies induced by γ-radiation.
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We propose that the γ-rays, through a process like Compton scattering, dissociate atmo-
spheric oxygen, which then chemically reacts with the vacancies. This mechanism was
confirmed by low temperature measurements showing that defect emission was weakened
upon γ-irradiation. Furthermore, band structure modeling of this reaction shows disap-
pearing trapping sites, thus explaining the observed changes.
A potential application of this effect could be a compact radiation dosimeter or ra-
diation detector. In addition to the radiation tests, the low temperature measurements
also confirm that 2D materials survive vacuum and thermal cycling. The tested radiation
fluences were much higher than required for LEO. Hence, 2D materials and devices based
on them have been proven to withstand the harsh space radiation. Moreover, 2D materials
can even operate in environments with heavy irradiation, such as during solar flares or
near nuclear reactors. In addition, if the spacecraft shielding is adapted appropriately, we
predict that 2D materials can even be used in any orbit. Our results pave the way towards
establishing the robustness and reliability of 2D material-based devices for space instru-
mentation. This combines the fields of space science and nanomaterials, thus opening new
possibilities for future space missions.
8.5 Methods
Device Fabrication
The bulk crystals were acquired from HQGraphene and used as received. After mechan-
ical exfoliation onto Gel-Pak WF-40-X4, monolayer TMD and multilayer hBN crystals
were optically identified by contrast and transferred via dry contact to Si/SiO2 substrates
(262 nm thermally grown) or 4H-SiC substrates supplied by SiCrystal. The crystal thick-
ness was confirmed using PSI measurements. The hBN crystals were exposed to an oxygen
plasma generated from a microwave field at 200 W for 1 min and a pressure of 0.3 mbar
at a gas flow rate of 300 cm3 min−1 at room temperature. The subsequent rapid thermal
annealing was done under an Argon atmosphere at 850◦C at a gas flow of 500 cm3 min−1.
The substrates for the FETs have been pre-patterned with gold electrodes using pho-
tolithography: After spin coating AZ MiR 701, the positive photoresist is exposed to UV
light through a mask and developed. Using electron-beam thermal evaporation, 100 nm of
gold is deposited and then LOR 3A was used for lift-off. The monolayer crystals were me-
chanically transferred between the two electrodes with an approximate gap of 10µm, with
an attached multilayer crystal touching the electrode completing the electrical connection.
The two electrodes served as top gates (source and drain), while the heavily n+-doped
silicon substrate served as the back gate.
Optical Characterization
The home-built µPL setup utilized second harmonic generation to generate 522 nm ultra-
short laser pulses (High Q Laser URDM). The linearly polarized laser is focused down to
the diffraction limit by an Olympus 100×/0.9 dry objective. For confocal PL mapping,
the samples were moved on Newport precision stages with up to 0.2µm resolution. The
in-reflection collected emission is wavelength filtered (Semrock RazorEdge ultrasteep long-
pass edge filter), fully suppressing the pump light, while still collecting the full emission
spectrum. This spectrum is recorded using a grating-based spectrometer (Princeton In-
struments SpectraPro). The laser pulse length for time-resolved measurements is 300 fs
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length at a repetition rate of 20.8 MHz. The pulses were split into trigger signal and
excitation pulse. The emitted photons were detected by a single-photon counter (Micro
Photon Devices) after the grating, so that the time-resolved photoluminescence is also
spectrally resolved. Both, trigger and single-photon signal were correlated by a PicoHarp
300. For low temperature measurements, a cryogenic chamber was added to the setup and
the samples were cooled down to 8 K with liquid He, at a pressure of 13µTorr to prevent
the formation of ice on the window. The objective was replaced with a Nikon S Plan
Fluor 60×/0.7 objective with adjustable correction ring. The second-order correlation
function was measured using a Hanbury Brown and Twiss (HBT)-type interferometer in
a different confocal setup with a 512 nm diode laser, equipped with a spectrometer and
nano-positioning stage, ensuring that the defects can be localized. The correlation func-
tion data is fitted to a three-level system with ground and excited states as well as a
meta-stable shelving state:
g(2)(τ) = 1−Ae−|τ−µ|/t1 +Be−|τ−µ|/t2 (8.1)
where t1 and t2 are the excited and meta-stable state lifetimes respectively, µ accounts for
different electrical and optical path lengths in the HBT interferometer and A and B are
the anti-bunching and bunching amplitudes. The experimental data has been normalized
such that for very long time delays g(2) (τ →∞) = 1.
Electrical Characterization
The FETs were characterized with a Kiethley 4200 Semiconductor Analyzer. One of the
the gold electrodes is grounded, while the n+-doped Si substrate functions as a back gate,
providing uniform electrostatic doping in the monolayer. Back gate sweeps at different
biases between source and drain were measured as well as I-V curves at various back gate
voltages. All electrical measurements were carried out at room temperature.
Irradiation
The radioactive isotope 2211Na was used as a γ-ray source and was kept in a sealed Tungsten
container, which was opened for the duration of the exposure. For every disintegration,
a 1.275 MeV photon is emitted into 4pi. With a branching ratio of approximately 9:1 the
decay either happens via a β+ transition or electron capture, respectively, resulting in a
90 % probability that a positron is emitted. The positrons are shielded by Al foil, where
they recombine with electrons to create two γ-rays with energies of 511 keV in opposite
directions. The nominal activity was A = 1.04 GBq (number of decays), which together
with the container geometry leads to a total photon flux of 10.3 MBq cm−2sr−1MeV−1 at
the output of the container. The differential flux was calculated with
Fγ =
∑
E
AηE
GEE
(8.2)
with branching ratio ηE , photon energy E and geometrical form factor of the container
GE (which is energy-dependent due to the position of the Al foil). The samples were
placed at different distances to the source, simulating different altitudes/times in orbit,
with a placement accuracy of 1 mm. All samples were mounted facing towards the γ-ray
source. The second γ-ray experiment took place 117 days later, after which the source
activity decreased to 91.8% (τ1/2 = 2.603 years). We accounted for this by adjusting the
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distance to the source. We exposed samples in air and in a vacuum chamber at 10−4 atm.
The γ-rays were attenuated by the glass window ports of the vacuum chamber by only
5%. This attenuation does not account for the complete disappearance of the healing
effect on the samples in the chamber. For the proton irradiation a high-energy implanter
featuring a 1.7 MV tandem Pelletron accelerator was used. TiH was used as target for
the ion sputter source and Ti ions were filtered by a 90◦ magnet. The tandem accelerator
can double the maximal proton energy, however, due to the used configuration the proton
energy was limited from 200 keV to 2.5 MeV. The ion energy is typically well defined within
±5 keV and the error on the fluence is less than ±10%. The irradiation took place under
pressures of 10−7 Torr at room temperature. For the electron irradiation the SEM from
an FEI Helios 600 NanoLab was used, allowing for electron energies ranging from 1 to
30 keV at 2.2 mPa and room temperature. The current was varied from 0.17 to 0.69 nA.
The electron fluence Fe is given by Fe =
I·t
e·A where I is the electron current, t the frame
time, e the electron charge and A the frame area. The crystal flakes were located at a
very low electron flux and then the SEM was aligned using another flake nearby, so that
the crystal flake under investigation is targeted with a focused electron beam.
Plasma etching
We used the commercial ICP-RIE (reactive ion etching) system Samco RIE-400iP and
varied all process parameters. We found the optimal process parameters to be 75 W ICP
power, 0 W RF power, 3 min plasma interaction time as well as a gas pressure of 6.6 Pa at
an oxygen gas flow rate of 30 cm3 min−1. The RF power is chosen zero to avoid any ion
bombardment during the plasma exposure, thus ensuring the process is chemical and not
physical (this results in crystal etching or thinning). All ICP processes were carried out
at room temperature.
Computational Methods
The space environment calculations were performed using the SPENVIS web interface.
The proton and electron flux spectra were calculated using the AP-8 MAX and AE-8
MAX models. The shielded fluence spectra for 1.853 mm Al shielding were obtained using
the MFLUX package. The interactions between charge carriers and matter are calculated
using Monte Carlo simulations (see Supplementary Note 4)[57–59]. These simulations take
electromagnetic scattering processes and hadronic nuclear interactions into account. Due
to the more complicated nature of the interactions of electrons with the shielding material,
the electron fluence spectra are less accurate. The DFT calculations have been performed
using the ab-initio total-energy and molecular-dynamics program VASP (Vienna Ab initio
Simulation Package) developed at the Fakulta¨t fu¨r Physik of the Universita¨t Wien[60,61].
First, the geometry of the pristine conventional cell was optimized using a 15 × 15 × 1
Monkhorst-Pack reciprocal space grid such that all forces were less than 0.001 eV A˚−1.
We used a plane-wave energy cutoff of 450 eV and norm-conserving pseudopotentials with
nonlinear core-correction to describe the core electrons. We also used the Perdew-Burke-
Ernzerhof (PBE) functional in the generalized gradient approximation to describe the
exchange-correlation energy[62]. The monolayer was constructed using a 7× 7× 1 super-
cell of the optimized primitive unit cell. The ionic positions were then relaxed again, while
keeping the cell size fixed. We chose the vacuum distance between each layer, described
by the lattice parameter c, such that the band structure is flat in Γ to A direction of the
Brillouin zone. This indicates that there is no inter-layer interaction. We used the same
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method to obtain the band structure of the oxygen and vacancy centers in both, WS2 and
MoSe2. These calculations show flat bands in each high symmetry direction, which indi-
cates that there is minimal defect-defect interaction between neighboring supercells. The
effective band structures shown here were unfolded using the PyVaspwfc package[63,64].
When analyzing these calculations, it is important to remember that PBE DFT sys-
tematically underestimates the quasiparticle band gap[65]. Further, verifying the DFT
band gap against the experimental optical band gap requires consideration of the exciton
binding energy, which is significant in 2D TMDs (∼ 1 eV)[66]. Noting these problems, we
only consider our calculations as accurate enough to qualitatively predict the presence and
relative ordering of unoccupied defect levels in the band gap. To confirm our conclusions,
future calculations should apply GW corrections.
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Chapter 9
Space-compatible cavity-enhanced
single-photon generation with
hexagonal boron nitride
9.1 Foreword
The previous chapter presented the space qualification of 2D material based devices, which
included the single-photon emitters hosted by hexagonal boron nitride. The quantum
emitters are projected to survive the harsh radiation environments in space, without any
modification in photophysics. For satellite-based single-photon quantum key distribution,
however, this certification is only a necessary, but not sufficient condition. Even with the
plasma treated hBN, the single-photon source performance is still far from the require-
ments of quantum information processing, let alone for quantum cryptography or quantum
computing.
A straightforward path for enhancing a spontaneous emission process is by coupling
the emitter to an optical resonator, known as the Purcell effect. The resonator reduces
the photonic density of states, so emission into the resonant modes is enhanced. This
cleans the emission spectrum, as any off-resonant noise is suppressed. As the emission
is predominantly into the resonator modes, the collection efficiency is enhanced. More-
over, as any non-radiative decay path remains unaffected, but radiative decay is enhanced
by the Purcell factor, the quantum efficiency is ultimately increased. The increase in
radiative decay also shortens the excited state lifetime, which is important for efficient
post-selection and the single-photon repetition rate. A cavity linewidth that is narrower
than the emitter linewidth can also increase the indistinguishability of consecutively emit-
ted single-photons. This allows one to use even strongly dephasing emitters for photonic
quantum computing.
In order to achieve a strong Purcell enhancement, the cavity mode volume must be
small, and the cavity quality factor high. A small mode volume can be achieved by utiliz-
ing nanofabrication techniques, while for a high quality factor, highly reflecting coatings
are required. This chapter presents the results of such a cavity-enhanced emitter. The
cavity was fully fabricated at the Australian National Fabrication Facility node at the
Australian National University. While the achieved dielectric high-reflection coatings are
lagging behind state-of-the-art commercial coatings, having the entire fabrication cycle
local allows for fast turn-around times in the device fabrication. The complete single-
photon source was implemented on a pico-class satellite platform, including excitation
laser, driving electronics, and control units. Thus, this work tests if such a single-photon
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source can be enhanced such that the performance is sufficient for quantum key distribu-
tion, while at the same time being compact enough to fulfill the strict size, weight and
power requirements on satellites. This could lead to low-cost satellite-based long-distance
quantum networks. The work is under review in ACS Photonics and a preprint is available
at arXiv:1902.03019 (2019).
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Abstract
Sources of pure and indistinguishable single-photons are critical for near-future
optical quantum technologies. Recently, color centers hosted by two-dimensional
hexagonal boron nitride (hBN) have emerged as a promising platform for high
luminosity room temperature single-photon sources. Despite the brightness of the
emitters, the spectrum is rather broad and the single-photon purity is not sufficient
for practical quantum information processing. Here, we report integration of such
a quantum emitter hosted by hBN into a tunable optical microcavity. A small
mode volume of the order of λ3 allows us to Purcell enhance the fluorescence, with
the observed excited state lifetime shortening. The cavity significantly narrows the
spectrum and improves the single-photon purity by suppression of off-resonant noise.
We explore practical applications by evaluating the performance of our single-photon
source for quantum key distribution and quantum computing. The complete device is
compact and implemented on a picoclass satellite platform, enabling future low-cost
satellite-based long-distance quantum networks.
arXiv:1902.03019 (2019) currently under review in ACS Photonics
9.2 Introduction
Near-future optical quantum information processing[1] relies on sources of pure and in-
distinguishable single-photons. Promising candidates include quantum dots[2], trapped
ions[3], color centers in solids[4] and single-photon sources (SPSs) based on heralded
spontaneous parametric down-conversion[5]. The recent discovery of fluorescent defects in
two-dimensional (2D) materials has added yet another class of quantum emitters to the
solid-state color centers. Stable quantum emitters have been reported in the transition
metal dichalcogenides WSe2[6–10], WS2[11], MoSe2[12] and MoS2[13]. The optical tran-
sition energies for these emitters, however, are located in close vicinity to the electronic
band gap. Thus, cryogenic cooling below 15 K is required to resolve the zero phonon lines
(ZPLs). For room temperature quantum emission, defects hosted by large band gap ma-
terials are ideal, as has been demonstrated in 2D hexagonal boron nitride (hBN)[14–16].
In this case, the energy levels introduced by the defects into the band structure are well
isolated. The large band gap of 6 eV[17] also prevents non-radiative decay, which in turn
allows for high quantum efficiencies. Unlike solid-state quantum emitters in 3D systems,
the 2D crystal lattice of hBN allows for an intrinsically high extraction efficiency. More
precisely, the single-photon emitters have an in-plane dipole resulting in out-of-plane emis-
sion, where the emitters are not surrounded by high refractive index materials. Hence,
total internal or Frensel reflection does not affect the collection of the single-photons.
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Furthermore, 2D crystals can be easily attached by Van der Waals forces to components
such as fibers or waveguides, making them suitable for integration with photonic net-
works[18, 19]. The exceptionally high thermal and chemical robustness of hBN benefits
the durability of the quantum emitters, achieving long-term stable operation[20] over a
huge temperature range[21]. Moreover, the quantum emitters (and 2D materials in gen-
eral) have a high tolerance to ionizing radiation, allowing for use in space applications[22].
In spite of large experimental research efforts and theoretical calculations[23, 24], the
exact nature of the defects yet has to be determined. Furthermore, the identification
is hampered by the large variations of the lifetime and ZPL wavelength from defect to
defect. Lifetimes ranging from 0.3 up to 20 ns[18, 20] and ZPLs in the UV[25] and the
full visible spectrum[15, 26] have been reported. In addition to naturally occurring de-
fects[14], the emitters can also be created artificially using diverse methods, including
chemical etching[27], plasma etching[20,28], ion[29] and electron irradiation[29,30] as well
as near-deterministic stress-induced activation[31]. Although most researchers agree that
quantum emitters in hBN provide a number of unique opportunities, the performance
still lags behind state-of-the-art SPSs. Moreover, the reported quality of single-photons
from hBN is not sufficient for practical quantum information processing like quantum key
distribution (QKD)[32] or photonic quantum computing[33].
A straightforward path for improving the performance of a spontaneous emission pro-
cess is to use the Purcell effect by coupling the emitter to an optical resonator[34]. The
optical resonator reduces the number of modes the emitter can couple to, thereby enhanc-
ing emission into the resonant modes. This even works in the ”bad-emitter” regime, when
the emitter linewidth is larger than the cavity linewidth[35]. Work on cavity-integration
of emitters in 2D materials has been reported, with quantum emitters hosted by WSe2
coupled to plasmonic nanocavities[36,37] and microcavities[38]. Quantum emitters hosted
by hBN have been coupled to plasmonic nanocavities[39]. Hexagonal boron nitride can
also be used to fabricate photonic crystal cavities, however, this makes the required spec-
tral matching between optical cavity mode and emitter difficult[40]. Yet, the performance
is still not sufficient for use in quantum information experiments.
In this article, we report room temperature single-photon emission from multilayer
hBN flakes coupled with a microcavity. The plano-concave cavity fully suppresses the
phonon sideband (PSB) and other off-resonant noise, while at the same time greatly en-
hances directionality and the spontaneous emission rate. The hemisphere is fabricated
using focused ion beam (FIB) milling, allowing for a small radius of the accurate and
precise curvature. This leads to an ultra-small mode volume on the order of λ3. We fully
characterize the SPS and assess its feasibility for QKD and quantum computing. Moreover,
the single-photon source in its current configuration is fully self-contained and compact
enough for integration on a pico-class satellite, making it interesting for satellite-based
quantum communication[41].
9.3 Design and fabrication
The confocal microcavity consists of a hemispherical and a flat mirror, with the hBN flake
hosting the quantum emitter transferred to the focal point of the cavity (see Figure 9.1(a)).
The hemisphere spatially confines the cavity mode to the location of the emitter and is
fabricated using I2-enhanced focused ion beam milling[42,43]. We fabricated arrays of 64
hemispheres per substrate with varying geometrical parameters. The surface roughness
could be minimized by adding I2-gas during the milling process. With the FIB we can
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Figure 9.1: Design and fabrication. (a) The microcavity consists of a hemispherical and flat mirror
(only two stacks shown on either sides). The quantum emitter hosted by hBN emits confocally with
the excitation laser. A PDMS spacer sets the cavity length. To prevent influence of the polymer on
the emitter, the PDMS is etched in the middle. (b) Microscope image of the array of hemispheres
(not all 64 shown). The surface profile of the hemisphere actually used for the cavity is shown in
the right inset. The bottom inset shows the height profile through an arbitrarily chosen axis. The
solid blue line shows an ideal cross section of a hemisphere with radius 2.7µm. (c) Reflectivity of
the coating measured by spectrophotometry, with R = 99.2% at the target wavelength λ = 565 nm.
The inset shows the calculated cavity reflectivity based on the coating. (d) SEM image (immersion
mode) of the mirror stacks, coated with a layer of gold. The sample is tilted by 52◦, so the image is
skewed in the vertical direction. The lighter areas in the cross section are regions which have been
imaged with a magnification of 125000× (see inset). The intense electron beam makes the surface
reactive, and carbon-contaminations by residual organic materials in the SEM chamber are bonded
at these areas. (e) Thickness change of a PDMS film with driving voltage reveals linear tuning
with 102 nm·V−1. (f) Design of the CubeSat platform (all components to scale). A polarization
maintaining fiber (blue) guides the excitation laser from the diode below the platform. The laser
is focused to the diffraction limit into the cavity onto the defect. The single-photons transmit
through the dicroic mirror and are additionally band-pass filtered. Next, they are split by a 50:50
beam splitter and fiber-coupled into multimode fibers.
achieve radii of curvature down to < 3µm (see Figure 9.1(b)). We initially characterized
the hemispheres using an atomic force microscope (AFM) and phase-shift interferometry
(PSI). The characteristic parameters extracted with both methods agree well, which allows
us to use the much faster PSI for the characterizations. The hemisphere profile shown in
Figure 9.1(b) has a radius of 2.7µm and root mean square deviations < 1 nm from an
ideal hemisphere (see Supplementary Information S1). Note that we did not fabricate full
hemispheres and the shapes deviate at the edges (which is due to a conductive coating
to prevent charging effects during the milling). Both the flat and concave substrate are
coated with 9 pairs of alternating dielectric quarter wave stacks (SiO2/TiO2), deposited
using plasma sputtering. We measured a reflectivity of 99.2% at a wavelength of 565 nm
(see Figure 9.1(c)). The calculated resulting cavity reflectivity (see Figure 9.1(c), small
inset) has a FWHM of 0.169 nm, corresponding to a quality factor of Q = 3345. The stop-
band of the cavity requires the single-photon excitation laser to be shorter than 504 nm,
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otherwise the cavity has to be resonant at both the ZPL and excitation wavelength. By
cutting through one of the stacks with a FIB and imaging with a scanning electron micro-
scope (SEM) in immersion mode (see Figure 9.1(d)), we see that stacking defects occur,
as expected predominantly in higher layers. This is not an issue, however, as they are
still λ. The reflectivity is most likely limited by incorporated residual nitrogen, leading
to scattering losses. It should also be noted that at a high magnification (see inset) the
stacks show a spotted pattern. This is actually re-deposition of atoms during the milling
with the FIB. The backsides of the substrates were coated with anti-reflective coatings,
consisting of a single quarter wave layer MgF2. This reduces the reflection losses at the
glass-air interface from 4.33% to 2.97%.
Multilayer hBN flakes have been placed onto the flat mirror via clean polymer trans-
fer (see Methods). The more common direct dry transfer was not used as this usually
also transfers residues. The hBN crystals were treated using an oxygen plasma followed
by rapid thermal annealing under an Ar atmosphere[20]. Using plasma etching, defects
with their ZPL primarily around 560 nm form, well within the stopband of the coating.
Finally, a tuneable polymer spacer is deposited onto the concave mirror. A piezoelectric
actuator provides the tuning force and compresses the polymer. In contrast to monolithic
cavities[44–46], this approach allows for in-situ tuning of the cavity length. The tuning
capability is essential, since the exact position of the ZPL cannot yet be controlled and the
optical cavity mode has to be artificially matched to the spectrum of the emitter[40]. Due
to a suitable Young’s modulus and the ability to deform reversibly, we selected PDMS
(polydimethylsiloxane) from a range of polymers (see Supplementary Information S2).
Figure 9.1(e) shows that the compression of the PDMS film is linear with the driving
voltage at the actuator, with a tuning of 102 nm·V−1. This allows us to easily lock the
cavity to any arbitrary wavelength. To prevent influence of the PDMS on the emitter, the
PDMS was etched around the array.
The cavity mirrors, together with all in- and out-coupling optics, were aligned and
glued to a monolithic platform (see Figure 9.1(f) and see Supplementary Information
S3). Prior to the gluing each component, held with vacuum tweezers, has been aligned
with a motorized 6-axis translation stage. This greatly reduces the size of the complete
SPS, at the cost of limiting the tuneability to only cavity length. Changing the radius of
curvature of the cavity as demonstrated in a similar experiment is thus not possible[38].
Nevertheless, the compact size of optics, as well as choice of electronics and excitation
laser, allow us to reduce the size of the full experiment to 10 × 10 × 10 cm3. This is the
size requirement of the 1U CubeSat standard, a miniature pico-class satellite. This makes
the single-photon source portable and a promising candidate for low cost CubeSat-based
single-photon QKD, especially as the quantum ermitters in hBN are space-certified[22].
9.4 Performance of the single-photon source
Prior to the cavity experiments we performed a free space characterization of the quan-
tum emitter on the mirror. All measurements were carried out at room temperature. The
defects were located using confocal photoluminescence (PL) mapping under off-resonant
excitation at 522 nm. As hBN itself is optically inactive in the visible spectrum, all emission
originates from the defects or surface contaminants. Each crystal is scanned with a reso-
lution of 0.5µm. For the cavity, we selected a suitable defect with a ZPL at 565.85(5) nm
and a Lorentzian linewidth (FWHM) of 5.76(34) nm (see Figure 9.2(a)). The PL spectrum
shows the typical asymmetric lineshape. Note that this is not a result of partial suppres-
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Figure 9.2: Performance of the single-photon source. (a) free space spectrum after off-resonant
excitation measured in-reflection and coupled to a grating-based spectrometer. From a Lorentzian
fit we extract the ZPL at 565.85(5) nm and a linewidth (FWHM) of 5.76(34) nm. (b) Time-resolved
photoluminescence reveals an excited state lifetime of τ = 897(8) ps. The exponential fit function is
convoluted with the system response (SR). (c) The cavity narrows the spectrum down to 0.224 nm
(FWHM). The spectrum has been recorded using a high-resolution Fourier-transform spectrometer.
The finite scan range result in the spectrum being convoluted with the system response function (of
the form of a sinc2(x)), which in turn leads to the side lobes. (d) When comparing free space with
cavity-coupled emission, the second-order correlation function measurements show a decrease of
g20 from 0.051(23) or -12.9 dB to 0.018(36) to -17.4 dB and shortening of the lifetime from 837(30)
to 366(19) ps due to the Purcell effect. The cavity data is vertically offset for clarity. (e) The
cavity increases the single-photon count rate, even at lower excitation power. This is because
of the shortening of the lifetime due to the Purcell effect, but also due to an enhanced collection
efficiency with the cavity. (f) The emission is dipole-like, as the projections on different polarization
directions show. The solid line is obtained by fitting a cos2(θ) function.
sion of the long pass filter used to block the pump laser (see Methods), but rather the PSB
being adjacent to the ZPL. The defect emits 63.2% into its ZPL. We note that the emis-
sion > 580 nm originates from surface contaminants activated during the annealing and
is usually filtered out (see Methods). Alternatively, annealing in a reactive environment
can burn off these contaminants. Time-resolved PL (TRPL) reveals a single-exponential
decay with a lifetime of 897(8) ps (see Figure 9.2(b)). The fit function is convoluted with
the system response (also shown in Figure 9.2(b)) in order to reproduce the observed data.
For the cavity experiments we used a custom-built high-resolution Fourier-transform
spectrometer (FTS), instead of the grating-based spectrometer. After aligning the concave
to the flat mirror and coupling the emitter with the cavity mode, we saw an improved
spectral purity (see Figure 9.2(c)), with the single-photon linewidth narrowing down to
0.224 nm (FWHM). In frequency space this corresponds to 210.6 GHz. The spectrum,
however, shows side lobes, which do not originate from higher-order transverse cavity
modes. The transverse mode spacing is much larger than the difference in observed peak
positions (see Supplementary Information S4). These peaks are artifacts from the finite
scan range of the FTS which results in a truncated Fourier-transform. Convoluting this
response (which is of the form of sinc2(x)) with a Lorentzian reproduces the observed data.
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The lifetime cannot be measured directly using time-resolved PL, as the wavelength of
the ultra-short pulsed laser is within the stopband of the cavity. For a single-photon emit-
ter, however, it is possible to extract the lifetime directly from the second-order correlation
function, which we measure using a Hanbury Brown and Twiss (HBT)-type interferometer.
For the emitter in the cavity, we measure g20 ≡ g(2)(τ = 0) = 0.018(36) (see Figure 9.2(d))
and from the fit we extract a lifetime of 366(19) ps (see Methods). For a fair comparison
of free space and cavity-enhanced lifetimes we compare the correlation function measure-
ments in free space and with the cavity. The g(2)(τ) for the uncoupled emitter dips only to
0.051(23) and has a lifetime of 837(30) ps. The lifetimes measured with time-resolved PL
and extracted from the g(2)(τ) measurements agree reasonably well, even though we note
that the 897(8) ps from the TRPL measurement is likely more accurate. While g20 = 0
is within the error margin for the cavity-coupled emitter, more accurate measurements
are required to reduce the error margin to extract the true value of g20. Knowing this is
crucial for QKD applications (see below). A small error margin on correlation function
measurements can typically be achieved with ultra-short pulsed excitation[47,48]. We also
calculated the background correction term[49] and found that it is smaller than the sig-
nificant digits of our measurement result (< 5× 10−5), so we conclude that any deviation
from 0 is not due to detector dark counts, but rather other noise sources excited through
the laser. If we directly compare g20 of the uncoupled and cavity-enhanced emitter, how-
ever, we see a reduction of a factor of 2.83. Such reduction can typically be achieved in
the ”bad-emitter” regime and means that off-resonant noise sources are successfully sup-
pressed. A narrower cavity linewidth could thus further reduce g20. The ratio of free space
(or rather half-sided cavity) to cavity-coupled lifetime is f = 2.29. The effective Purcell
enhancement is given by
F effp =
3
4pi2
λ3
Qeff
V
(9.1)
with Qeff being the effective quality factor and V being the cavity mode volume. We
calculate the mode volume to be 1.76λ3. In the ”bad-emitter” regime the effective quality
factor Qeff = λ∆λcav+∆λem has to be used, which is dominated by the emitter dynamics.
It should be mentioned that this is only an approximation and it is more accurate to
calculate the overlap integral of the photonic density of states of the cavity and electronic
density of states of the emitter. In addition, this effective Purcell factor is different from
the ratio f , because the dielectric environment of the mirror is modifying the available
density of states, whereas the Purcell factor is the ratio of vacuum (or true free space) to
cavity lifetime. We calculate the effective Purcell factor to be 4.07. This also allows for
the direct calculation of the quantum efficiency[38], given by
η =
f − 1
f + F effp − εf
(9.2)
where ε is the Purcell factor caused by the mirror and is determined by finite-difference
time-domain (FDTD) simulations. For our mirror we find ε = 1.68 (see Supplementary
Information S5) and thus the quantum efficiency is 51.3%.
The cavity also modifies the power saturation behavior (see Figure 9.2(e)), with an
increased single-photon count rate even at lower excitation power. This is a result of
the Purcell enhancement, which makes the emitter brighter, but also from the increased
collection efficiency of the cavity, as the emitter predominantly emits into the cavity mode.
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The low excitation power also assists the single-photon count rate stability, because at low
excitation power the emitters show no blinking or photobleaching. This is particular
important as the photobleaching increases with decreasing wavelength[26] and due to the
stopband of the cavity our excitation laser is at 450 nm. Note that the count rates at the
single-photon avalanche diodes (SPADs) shown in Figure 9.2(e) are the raw count rates,
not corrected for transmission loss or detector efficiency. The quantum emitter also emits
linearly polarized light (see Figure 9.2(f)) with a degree of polarization (DOP) of 90.4%.
The fit is obtained using a cos2(θ) function. A high polarization contrast is crucial for QKD
applications which use polarization encoding. Increasing the DOP of not fully polarized
light is always accompanied by loss, and so it sets an upper bound on the efficiency of the
SPS.
Since the cavity length is tuneable, the single-photon wavelength can also be tuned.
Effectively, the tuning range is the linewidth of the free space emission. The cavity is only
sampling the free space emission spectrum, however, so the actual single-photon count
rate is the spectral overlap integral of optical cavity mode and emitter. This results in the
emission rate decreasing with increasing cavity detuning.
9.5 Theoretical modeling
9.5.1 Numerical modeling
We can use FDTD simulations to calculate the electric field distribution of the dipole
emitter in the cavity. The electric field intensity (|E|2) is shown in Figure 9.3(a). The
simulations also show that resonance does not occur at a physical mirror separation L′
which is a multiple of λ/2. This is due to the finite penetration depth of the electric field
into the dielectric mirror stacks, leading to an effective cavity length. The penetration
depth ξ thereby is given by
ξ =
qλ/2− L′
2
(9.3)
The physical mirror separation L′ is determined by maximizing the intracavity electric
field (see Supplementary Information S5). Our simulations yield ξ = 122 nm. When de-
signing the thickness of the PDMS spacer, this has to be taken into account. To reduce
the computational time we simulated the longitudinal mode q = 5 instead of the experi-
mentally realized q = 8. Nevertheless, the parameter ξ is not affected by this beyond the
numerical precision of the simulation.
9.5.2 Applications in quantum technologies
We now turn to an evaluation of the SPS for the two most common quantum information
applications: quantum key distribution and quantum computing. Due to the lack of suit-
able SPSs the vast majority of QKD implementations use weak coherent states (WCSs).
These are characterized by a low mean photon number (resulting in a low efficiency of the
protocol) and a non-zero probability of emitting two or more photons at the same time.
The multi-photon pulses contain information leaking to a potential eavesdropper. This
can be reduced at the expense of sacrificing parts of the exchanged key. In comparison,
an ideal single-photon source has an efficiency of unity and no multi-photon emission,
so it always performs better than any protocol based on WCSs. We assess the perfor-
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Figure 9.3: Theoretical modeling. (a) Electric field mode profile of a dipole emitter in the
cavity obtained using FDTD simulations. (b) QKD for different photon sources for a fiber channel
with 0.21 dB/km loss. Our SPS outperforms weak coherent states at all distances and decoy
state at short to medium distances up to 42 km. (c) QKD for different photon sources for a
free space satellite-to-ground link. The satellite assumes a 5 cm telescope, the ground station a
60 cm telescope. Our SPS outperforms decoy states at distances up to 630 km and weak coherent
states at all distances. For both channels, our single-photon source assumes g20 = 0.018 and a
quantum efficiency of 51.3% (see Supplementary Information S6). (d) Indistinguishability in the
weak coupling limit as a function of cavity coupling rate g and cavity linewidth κ. The simulations
assume the photophysics of our actual emitter in the cavity. A high indistinguishability can be
achieved for g, κ < 109 Hz. (e) Indistinguishability in the limit g  108 Hz. I > 0.9 requires
κ < 124 MHz.
mance of our single-photon source for the BB84 protocol[32] over a fiber channel with
a loss of 0.21 dB/km and realistic parameters from the experiment by Gobby, Yuan and
Shields (GYS)[50]. It should be mentioned that such loss can only be achieved at telecom
wavelengths, where single-photon emission from hBN has yet to be demonstrated, but for
simplicity we still use all GYS parameters. The relevant metric is the extractable secret
bit per sent signal (see Supplementary Information S6). Moreover, we compare the results
with an ideal SPS and the most common conventional QKD protocols: weak coherent and
decoy states[51]. The latter is the most efficient protocol that is publicly known. The
simulations for weak coherent and decoy states assume a fixed mean photon number per
pulse µ, however, there is an optimal choice of µ for every distance.
At short and medium distances below 42 km, our SPS outperforms both weak coherent
and decoy states, while at long distances decoy states become more efficient (see Figure
9.3(b)). This is due to the fact that at long distances (i.e. high losses), multi-photon pulses
harm the extractable secret bit disproportionately. Nevertheless, our SPS performs better
than weak coherent states in each instance. Decoy state protocols can still achieve a finite
secret key rate at large distances, because they can extract information from multi-photon
states while at the same time defeating the photon-number splitting attack (multi-photon
states dominate at long distances with high losses). A communication distance of < 42 km
would be typical for metropolitan networks. The ideal SPS of course outperforms all pro-
tocols and also our source at all distances. For space-to-ground links the loss is dominated
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by diffraction and atmospheric attenuation plays a role only in the lowest 10 km. The sim-
ulations (see Figure 9.3(c)) show that our source outperforms the decoy state protocol on
distances up to 630 km. For a comparison: the Micius satellite, which performed the first
satellite-to-ground quantum key exchange, orbits at around 500 km[41]. Thus, our single-
photon source could enhance the key generation rate even with its current performance
for such a satellite. We note that the free space loss channel assumes only diffraction
losses and no other noise sources such as pointing errors, atmospheric loss and losses in
the transmitter or receiver, which would change the result only marginally. The crossing
point where our SPS and the decoy state protocol perform equally efficient for both chan-
nels is at a loss of 8.82 dB.
Notably, QKD only requires maximal entropy on all degrees of freedom which are
not used for qubit encoding. Other quantum information protocols, however, do require
truly indistinguishable single-photons. An example are entangling gates for single-photons
for use in one-way quantum computing[52]. A measure of how indistinguishable consec-
utively emitted single-photons are is the interference contrast I in a Hong-Ou-Mandel
experiment[53]. Unfortunately, as our cavity is pumped continuously, we cannot directly
measure I. Nevertheless, we can at least theoretically calculate the expected indistin-
guishability. The indistinguishability of a quantum emitter with pure dephasing is given
by
I =
γ
γ + γ∗
(9.4)
where γ is the emission rate and γ∗ is the pure dephasing rate. At room temperature we
find I = 2× 10−4, meaning only 1 in 5000 photons would interfere in a Hong-Ou-Mandel
experiment. Even such a strongly dephasing emitter, however, can reach a regime of high
indistinguishability, when coupled with a high-Q cavity. In the limit of weak coupling I
modifies to
I =
γ + κR/(κ+R)
γ + κ+ 2R
(9.5)
where the parameter R = 4g
2
κ+γ+γ∗ is the effective transfer rate between the emitter and the
cavity, κ is the cavity linewidth and g is the cavity coupling strength[54]. For our cavity
parameters we find I = 5.3×10−3. While this is an improvement by a factor of 26, it is still
far beyond being useful for fault-tolerant quantum computing. The indistinguishability
for generalized cavity linewidth and coupling strength is shown in Figure 9.3(d). Note
that in the limit of strong coupling it is also possible to achieve a high indistinguishability.
With the coupling strength typically  1 GHz, a narrow cavity linewidth is required
to maximize I. Figure 9.3(e) shows that I > 90% requires a cavity linewidth less than
124 MHz. At a reflectivity of 99.95%[38], this linewidth limits the free spectral range (FSR)
to 779 GHz. Compared with the free space emission linewidth (5.41 THz) this means that
the spectral profile of the cavity would be comb-shaped, with the cavity sampling the
emitter spectrum at multiples of the FSR. Single-photons originating from different comb
peaks are of course distinguishable, so a high indistinguishability requires filtering out
only one peak (for example with another cavity). This, however, is balanced by a loss in
efficiency. To overcome this, the natural linewidth of the emitter into free space must be
narrowed. Cryogenic cooling is one option to narrow the linewidth sufficiently[55].
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9.6 Conclusion
We have demonstrated coupling of a quantum emitter hosted by multilayer hBN to a
confocal microcavity. The hemispherical geometries have been fabricated using FIB milling
with sub-nm precision. The cavity mode volume is of the order of λ3. The cavity improves
the spectral purity of the emitter substantially, with the FWHM decreasing from 5.76 to
0.224 nm. Moreover, the cavity suppresses off-resonant noise, which allows us to improve
its single-photon purity. The excited state lifetime of the emitter is also shortened by
the Purcell effect by a factor of 2.3. The emission of the cavity is linearly polarized and
stable over long timeframes, with no signs of photobleaching or blinking. The cavity
also features a linearly tunable PDMS spacer between both mirrors, which allows in-situ
tuning of the single-photon line over the full free space ZPL of the quantum emitter.
This would allow us to fabricate multiple identical single-photon sources, by locking all
to the same emission wavelength, making this approach fully scalable. Furthermore, the
complete SPS is portable and fully self-contained within 10 × 10 × 10 cm3, the size of a
1U CubeSat. This makes the single-photon source a promising candidate for low cost
satellite-based long-distance QKD, especially as the quantum emitters in hBN are space-
certified. Despite the source’s performance being not yet sufficient for one-way quantum
computing, using the single-photon source for QKD even now enhances the quantum key
generation rate on useful distances. The microcavity platform can also be easily adapted
to other quantum emitters in 2D materials and offers a promising path towards scalable
quantum information processing.
9.7 Methods
FIB milling
Borosilicate glass substrates with a size of 18 × 18 mm2 × 160µm have been coated with
100 nm gold using electron-beam thermal evaporation to prevent substrate charging effects.
The ion accelerating voltage in the FIB (FEI Helios 600 NanoLab) is 30 kV with currents
≤ 0.28 nA. The dose rate is encoded in the RGB color of a hemispherical pixel map. The
dose rate to RGB value was carefully calibrated using AFM measurements. During the
milling process we add I2-gas, which ensures a smooth surface. Finally, the gold film is
chemically etched using a custom-made potassium iodide (KI:I2:H2O with ratio 4:1:40
by weight) solution. Surface characterizations before and after the KI-etching show no
difference in radius or roughness. We also tried hydrofluoric acid to etch the hemispheres,
but for the feature sizes required for the cavity we could not achieve a smooth surface.
Plasma sputtering
We calibrated the deposition rate of the sputter coater (AJA) using variable angle spectro-
scopic ellipsometry (JA Woollam M-2000D), which measures film thickness and refractive
index. At 565 nm we found nSiO2 = 1.521, nTiO2 = 2.135 and nMgF2 = 1.390. The
deposition was done at room temperature. For the highly reflective coating we deposit al-
ternating layers of SiO2/TiO2 with thickness of λ/4n and the SiO2 terminating the mirror.
Due to the refractive index of MgF2 being roughly in the middle between glass and air,
the backsides of the substrates are coated with one quarter wave layer of MgF2, serving as
an anti-reflective coating. To maximize the escape efficiency into one particular direction
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it is common to make one of the stacks thicker (e.g. 10:9), so the photons couple primarily
into a single direction. For simplicity, we used 9:9 stacks, which thus introduces 50% loss.
Quantum emitter fabrication
The flat mirrors have been coated with 300 nm 950 PMMA A4. Multilayer hBN flakes
have been exfoliated from bulk (HQGraphene) and transferred onto the PMMA layer by
dry contact. Oxygen plasma etching (500 W for 2 min generated from a microwave field
at a gas flow of 300 ccm3/min) removes the PMMA around the flake as well as creates
the quantum emitters. The PMMA below the flake is decomposed during the annealing,
which also stabilizes the optical emission properties (more details have been published
previously[20]).
Optical characterization
Each flake has been scanned using a custom-built confocal micro-photoluminescence setup
with a resolution of 0.5µm and a spectrum has been recorded at each scanning position.
The excitation laser with a wavelength of 522 nm is non-resonant with the optical transi-
tion energy of the defect. The laser light is blocked with a Semrock RazorEdge ultrasteep
long-pass edge filter. With a laser pulse length of 300 fs at a repetition rate of 20.8 MHz,
the setup also allows us to measure the excited state lifetime. The pulses are split into
trigger and excitation pulses, and the photoluminescence is detected by a SPAD (Mi-
cro Photon Devices). The time correlation between trigger pulse and arrival time of
the photoluminescence is given by a time-to-digital converter (PicoQuant PicoHarp 300).
The photoluminescence is coupled via a grating to the SPAD, which makes the TRPL
wavelength-sensitive. This allows us to measure the lifetime of the ZPL only. The second-
order correlation function measurements have been performed using two SPADs in the
exit ports of a beam splitter and under continuous excitation. We fit the function
g(2) (τ) = 1−Ae−|τ |/t1 +Be−|τ |/t2 (9.6)
with the anti- and bunching amplitudes A and B, and the decay times t1 and t2. The
experimental data is normalized such that g(2) (τ →∞) = 1. The background corrected
g
(2)
c is given by
g(2)c =
g(2) − (1− ρ2)
ρ2
(9.7)
with ρ = SNR/(SNR + 1) where SNR is the signal-to-noise ratio. In addition to the
long-pass filter, the photoluminescence for correlation function measurements is band-
pass filtered around the ZPL. We utilize linear variable filters (Delta Optical Thin Film
3G LVLWP and 3G LVSWP) to tune center and bandwidth of the band-pass filtering
system.
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Chapter 10
Atomic Localization of Quantum
Emitters in Multilayer Hexagonal
Boron Nitride
10.1 Foreword
The previous chapter presented a space-compatible cavity-enhanced single-photon source
based on hexagonal boron nitride. The device’s performance was not only sufficient to
beat state-of-the-art decoy state quantum key distribution protocols on typical metropoli-
tan fiber network distances, but also for low Earth orbit satellite distances, most notably
on the altitude at which the Micius satellite orbits and performed the first space-to-
ground quantum key exchange. Furthermore, the complete single-photon source was fully
self-contained on a satellite platform, a 1U CubeSat with 10 cm edge length. Future ex-
periments will have to prove the source is capable of beating decoy state protocols in
terms of secret key rate, the ultimate metric for any QKD experiment. Given that, the
single-photon source could be mass-produced and employed on a constellation of satellites,
providing the backbone for a future quantum internet.
To make hexagonal boron nitride an even better single-photon source, it is important
to understand the nature of the defect, as the origin of the emission is still unknown. This
allows one to model the dynamics and to predict further improvements, especially tuning
the emitter. Polarization-resolved photoluminescence measurements show the defects emit
in a dipole-like pattern, which indicates that a low symmetry in-plane defect is involved,
potentially comprised of vacancies and impurities. Among the candidates for impurities
are carbon and oxygen complexes. The fact is, power saturation measurements show clear
defect-like behavior. The large spread in photophysics between different emitters make
it difficult to assign the responsible complex, especially since density functional theory
predicts many of the studied point-like defects have multiple transition energies matching
those experimentally observed.
To overcome this issue of defect misassignments, more experimental studies are re-
quired. The results can either point toward a direct identification, or can at least rule
out specific point-like complexes, so that theoretical calculations can be refined. This
chapter presents the localization of the quantum emitters with atomic precision. The
study finds that the position where the defects form or are activated correlates with the
fabrication method. This in turn allows one to engineer the emitters to be close to the
surface, where high-resolution electron imaging techniques might have a chance of at least
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confirming whether a vacancy is involved or not.1 The difference in distance of emitter
location to the crystal surface also explains the spread in emitter lifetime that is experi-
mentally observed. The work is under review in ACS Nano and a preprint is available at
arXiv:1904.06852 (2019).
1To identify an impurity, the substitutional atom would need to have a vastly different van der Waals
radius.
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Abstract
The recent discovery of single-photon emitting defects hosted by the two-dimensional
wide band gap semiconductor hexagonal boron nitride (hBN) has inspired a great
number of experiments. Key characteristics of these quantum emitters are their
capability to operate at room temperature with a high luminosity. In spite of large
theoretical and experimental research efforts, the exact nature of the emission remains
unresolved. In this work we utilize layer-by-layer etching of multilayer hBN to localize
the quantum emitters with atomic precision. Our results suggest the position of the
emitters correlates with the fabrication method: emitters formed under plasma treat-
ment are always in close proximity to the crystal surface, while emitters created under
electron irradiation are distributed randomly throughout the entire crystal. This
disparity could be traced back to the lower kinetic energy of the ions in the plasma
compared to the kinetic energy of the electrons in the particle accelerator. The emitter
distance to the surface also correlates with the excited state lifetime: near-surface
emitters have a shorter compared to emitters deep within the crystal. Finite-difference
time-domain and density functional theory simulations show that optical and elec-
tronic effects are not responsible for this difference, indicating effects such as coupling
to surface defects or phonons might cause the reduced lifetime. Our results pave
a way toward identification of the defect, as well as engineering the emitter properties.
arXiv:1904.06852 (2019) currently under review in ACS Nano
10.2 Introduction
The recent discovery of quantum emitters in two-dimensional (2D) materials attracted con-
siderable attention, due to their applications in photonic quantum technologies[1]. These
include unconditionally secure communication[2], quantum simulators[3] and quantum
computing[4], which fueled the development of single-photon sources (SPSs). In contrast
to their counterparts in 3D, quantum emitters hosted by 2D lattices are not surrounded by
any high refractive index medium. This eliminates total internal and Fresnel reflection of
emitted single-photons, making it possible to have intrinsically near-ideal extraction effi-
ciency. Quantum emission has been reported from a diversity of materials, in semiconduct-
ing transition metal dichalcogenides (TMDs)[5–12] and insulating hexagonal boron nitride
(hBN)[13]. The large band gap of the latter even allows one to resolve the zero phonon
line (ZPL) at room temperature and thwarts non-radiative recombination of the localized
exciton. Thus, single-photon emitters in hBN have an intrinsically high quantum efficiency
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which leads to significantly brighter emission[13, 14]. In addition, single-photon sources
based on hBN are suitable for many practical field applications due to their resistance
to ionizing radiation[15], temperature stability over a huge range spanning 800 K[16, 17],
long-term operation[18] and capabilities for integration with photonic networks[19,20], as
well as easy handling. While these emitters can occur naturally[13], it is common to en-
hance the defect formation synthetically through chemical[21] or plasma etching[18, 22],
γ-ray[15], ion[23] and electron irradiation[23,24] or near-deterministic stress-induced acti-
vation[25].
The generally accepted model for the single-photon emission is based on a localized
exciton. These fluorescent point-like defects introduce trap states into the electronic band
gap, acting thus as an effective two-level system. In defiance of several attempts to identify
the origin of the fluorescence using group theory and ab initio density functional theory
(DFT) calculations[26–28], the exact nature of the defects remains controversial. Possible
defect candidates include the CBVN, VBCN, VNNB and VB defects. It was recently noted,
however, that widely used generalized gradient functionals can perform poorly and lead
to misassignment of the defect states, hence, hybrid or long-range corrected functionals
should be applied[29]. Moreover, DFT calculations often assume monolayered supercells
due to the exponential scaling with the number of atoms and limited computational re-
sources, while most experimental works involve multilayer hBN. For yet not fully under-
stood reasons, the optical emission signatures of quantum emitters hosted by mono- and
multilayer hBN differ substantially[13].
On the experimental side, research efforts toward the identification[30, 31] are ham-
pered by the strongly varying optical emission properties. These vary not only from
defect to defect on different hBN crystals, but also for defects on the same host crys-
tal. ZPLs have been reported in the UV[32] and in the the visible spectrum from 550 to
800 nm[16,18,33,34] and the excited state lifetimes vary from 20 ns down to 0.3 ns[18,19].
A conclusive explanation for this requires additional experimental analysis. What is def-
initely known is the power saturation behavior is that of an idealized two- or multi-level
system and the emitters exhibit an in-plane dipole. This indicates a low symmetry in-
plane defect that is potentially comprised of vacancies and impurities.
The variations in ZPL position cannot be explained alone by local strain in the crys-
tal environment. The shifts caused by strain are too small to account for the variety of
ZPLs[35]. Of particular note is that the ZPLs seem to bunch in groups around 560 nm[18],
580 nm[36], 640 nm[13, 33] and 714 nm[33]. We define these as groups 1 through 4, re-
spectively. It is believed that a different point-like defect is responsible for each group
with the crystal lattice locally strained or changed otherwise, thus explaining the spread
around these wavelengths. Shifts of the transition line caused by different isotopes would
be much smaller than the emission linewidth. The vibronic bandshape of most defects is
very similar, indicating that they have the same symmetry group. We note that there are
occasional ZPLs falling into neither of these categories. It is likely that these originate
from surface contaminants. Moreover, the bandshape of these differ from the bandshape
typical for other emitters in the three groups, which supports this conjecture.
Using super-resolution techniques, these defects have been localized in 2D with sub-
diffraction resolution[37]. The direct imaging on the atomic scale using high-resolution
scanning transmission electron microscopy (STEM) is limited to a few layers, as the im-
ages contain information from all layers (essentially being a projection of all layers onto
2D). One way around this is to use a more advanced method like high-angle annular dark-
field imaging (HAADF), with which it is possible to detect the presence of a vacancy within
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a few layers (maybe up to 3-5 layers). A vacancy would change the detected intensity by
changing the scattering probability locally, and thus this would reveal such a defect with
the exact location in the XY plane. However, this still does not contain any information
about the Z direction. Recently, a method to correlate optical and electron characteriza-
tions of quantum emitters in very thin hBN was demonstrated[31]. This method, however,
also yields no information about the Z direction. In addition, detecting the presence of a
vacancy using HAADF cannot be used on thicker crystals, because the intensity contrast
would be too low.
In this work, we localize the quantum emitters hosted by multilayer hBN in the third
dimension with atomic precision. We develop deterministic layer-by-layer plasma etching
of hBN. This way we can remove a single hBN monolayer at a time and check ex-situ when
the defect disappears. We thereby measure the precise distance of the emitter from the
surface of the host crystal. While this is a destructive technique, it allows us to extract
the exact number of layers in which the defect was located. Repeating our experiment for
many defects allows us to generate sufficient statistics. We also model photophysical prop-
erties theoretically with finite-difference time-domain simulations and density functional
theory.
10.3 Results and discussion
10.3.1 Layer-by-layer etching of hBN
Our approach to extract the location of the defects in the Z direction is to selectively re-
move one hBN monolayer at a time and check after each step, if the defect is still present.
We first developed the layer-by-layer etching of hBN using an oxygen plasma. We note
that similar etching of hBN on the atomic scale was reported recently using an argon
plasma[38]. While this is an important milestone, however, Park et al. etched ∼ 20 layers
at a time and scaled this down to monolayer etching[38]. Nevertheless, with this technique
as well as our method (see below), it is possible to fabricate large hBN monolayers. These
are very difficult to obtain using mechanical exfoliation alone, due to the poor optical
contrast of hBN, which has a zero-crossing in the visible spectrum[39].
We mechanically exfoliated hexagonal boron nitride from bulk crystal onto a viscoelas-
tic polymer. Thin, but still several nm thick hBN flakes were selected by optical contrast
for dry transfer to a Si substrate terminated with a layer of thermally grown SiO2 (262 nm).
For the etching we used an oxygen plasma generated from a microwave field and empir-
ically optimized the plasma parameters (see Methods). The crystal thickness after each
successive etching step is measured with a phase-shift interferometer (PSI), which is a
much faster method than using an atomic force microscope (AFM) at the cost of a lower
lateral resolution. Figure 10.1(a) shows the PSI image prior to any plasma treatment
and after 2 min of etching time, where the crystal thickness decreased. The top flake
consists of 9 and 7 atomic layers, respectively. The optical path length (OPL) difference
between the substrate and the crystal (measured along the white dashed lines in Figure
10.1(a)) at a PSI wavelength of λ = 532 nm after each cumulative etching step is shown
in Figure 10.1(b). It can be seen that the etched thickness is linear with time. The OPL
can be converted to physical thickness using rigorous coupled-wave analysis (RCWA) sim-
ulations[40], as shown in Figure 10.1(c). The simulations assume the refractive index of
hBN to be 1.849, which was extracted by fitting an RCWA model to data pairs consist-
ing of AFM and PSI measurements. It is worth noting that the relation between OPL
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Figure 10.1: Layer-by-layer etching of hBN. (a) PSI image of an hBN flake prior to any plasma
treatment (left) and after 2 min at 100 W of oxygen plasma treatment (right). The thickness of the
thin flake at the top is reduced from 9 to 7 atomic layers. The white dashed lines show the direction
at which the traces in (b) are measured. (b) Optical path length difference along the white lines
in (a) measured ex-situ after each plasma etching step. The dashed lines denote the average. The
start point of each is not equal. (c) RCWA simulation of the OPL difference for hBN on 262 nm
SiO2 on Si (black line). The points visualize how the measured OPL can be converted into physical
thickness of the flake. The physical thickness for each measured OPL is displayed in black next to
the corresponding data point. (d) Microscope image (1000× magnification) of an hBN flake after
7 min at 100 W of oxygen plasma treatment. The crystal consists only of two atomic layers (for
clarity the bilayer is shown). The inset shows a strongly contrast-enhanced image of the crystal.
(e) Thickness of the SiO2 layer on the Si substrate measured ex-situ after each plasma etching step.
After 7 min at 100 W (O2), the thickness changed only marginally, by less than 0.22 nm. After one
additional minute at 100 (CF4), the thickness further decreased by 0.22 nm. After three additional
minutes at 500 W (CF4) in the plasma field maximum, the thinning was substantial with 12.49 nm
decrease. The error bars are shorter than the size of the symbols. A significant change in the SiO2
thickness would change the OPL.
and physical thickness d is nonlinear for large OPLs. The data points in Figure 10.1(c)
correspond to the PSI measurements (colored accordingly). Since the physical thickness
of hBN is 0.4− 0.45 nm per layer[41], we can extract that the crystal presented here was
etched layer-by-layer from 9 layers to monolayer, with an etching rate of 1 layer per 63 s.
A microscope image with an artificially-enhanced optical contrast of the bilayer is shown
in Figure 10.1(d). At the optimized plasma conditions, this atomic layer-by-layer etching
is highly reliable, with no fails (i.e. 0 or 2 layers etched) out of 31 runs. Moreover, we used
the same technique on TMDs without failures and the method was also used for precise
layer-by-layer thinning of black phosphorus[42] or MoS2[43]. Assuming the failure proba-
bility to be ≤ 0.1% would reproduce our etching success of hBN with a high probability
of 96.9%. Deviating from the ideal plasma conditions (63 s etching time, for all details see
Methods) results in process failures. This is evident by the fact that reducing the etching
time by 10 s resulted into 2 out of 6 crystals not being etched and increasing the etching
time by 10 s resulted in two layers being etched in 1 out of 3 cases (see Supporting Infor-
mation, Figure S1). The reason why multiple layers can be etched without doubling the
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etching time is because it takes some time to start cracking the bonds, once that process
starts, a faster etching rate can be achieved.
It is important to note that the plasma may damage the substrate. The OPL is de-
pendent on the SiO2 thickness and the RCWA simulations assume this to be fixed. We
checked the thickness of a SiO2 layer ex-situ after each etching step using variable angle
spectroscopic ellipsometry (VASE). After 7 min at 100 W of cumulative plasma treatment,
the thickness of a SiO2 layer decreased from 262.68(1) to 262.46(1) nm (see Figure 10.1(e)),
so on average the SiO2 thinning is 0.03 nm per step. According to the RCWA simulations
such substrate thickness difference results in a change of the OPL much smaller than the
resolution of the PSI (0.1 nm). Therefore, we can neglect this effect. This is, however, in
general dependent on the type of plasma. For a comparison: using a CF4 plasma at 100 W
for 1 min results in a thickness change of 0.22 nm of the SiO2 and using a CF4 plasma at
500 W for 3 min in the plasma field maximum (see Methods) etches 12.49 nm.
10.3.2 Creation of quantum emitters
The fabrication of multilayer hBN flakes for hosting single-photon emitter is similar to
the procedure above. After transfer to the substrate, the flakes are treated with an
oxygen plasma at different conditions and successively annealed in a rapid thermal an-
nealer[18]. To locate the defects each flake is scanned in a custom-built confocal micro-
photoluminescence (µPL) system with a resolution ranging from 0.2 or 1µm. The pump
laser, with its wavelength at 522 nm, is blocked by a long-pass filter and the emission is
collected in-reflection. The defects almost exclusively occur at the edges of the host crystal
flakes, due to a lower defect formation energy at these locations. Defects can, however,
also form along crystal cracks within the flake. The defect formation energy there is lower
as well. The spectra of three sample emitters are shown in Figure 10.2(a), which have
their ZPLs at 559.78(7), 565.15(6) and 650.16(7) nm and Lorentzian linewidths of 2.24(10),
2.51(9) and 4.39(9) nm, respectively. All sample emitters presented here emit more than
80% of their photoluminescence (PL) into the ZPL, which allows for a high quantum effi-
ciency. Time-resolved photoluminescence reveals a single-exponential decay of the excited
state population for each defect with lifetimes 770(7), 549(7) and 794(13) ps, respectively
(see Figure 10.2(b)). The excitation laser is pulsed at a repetition rate of 20.8 MHz and a
pulse length of 300 fs. While this allows for high peak intensities, two-photon absorption
of the band gap of hBN is still impossible, because EhBN = 6 eV > 2×2.38 eV = 2×Elaser.
To prove that the localized exciton emits indeed non-classical light we utilize a Hanbury
Brown and Twiss (HBT)-type interferometer, which allows for measuring the second or-
der correlation function (see Figure 10.2(c)). We fit a three-level model with excited and
meta-stable shelving state to our data. The correlation function is then given by
g(2) (τ) = 1−Ae−|τ |/t1 +Be−|τ |/t2
with the anti- and bunching-amplitudes A, B, and the characteristic lifetimes t1, t2. For
the three sample emitters we find g(2) (0) = 0.142(37), 0.196(53) and 0.234(44), respec-
tively. There was no background correction[44] necessary due to the low detector noise
compared to the single-photon brightness. This also means that the observed finite multi-
photon probability is not caused by detector dark counts, but rather noise sources excited
by the laser. Note that the experimental data was normalized such that for infinite time
delay g(2)(τ → ∞) = 1. As already mentioned, the literature reports ZPLs typically
bunch around certain wavelengths. In fact, in our experiments we have seen this to hap-
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Figure 10.2: Photophysics of the emitters. (a) Normalized spectra (vertically offset for clarity) of
3 sample emitters with their ZPLs at 559.78(7), 565.15(6) and 650.16(7) nm. Their corresponding
Lorentzian linewidths are 2.24(10), 2.51(9) and 4.39(9) nm, respectively. (b) Time-resolved pho-
toluminescence reveals a single-exponential decay of the excited state population with lifetimes
770(7), 549(7) and 794(13) ps for the emitters, respectively. The data is normalized and verti-
cally offset for clarity. (c) The second-order correlation function dips to 0.142(37), 0.196(53) and
0.234(44) at zero time delay (obtained from fits). There was no background correction applied.
The re-emission peaks are present, but not visible on the scales displayed. The data is normalized
such that g(2)(τ →∞) = 1 and vertically offset for clarity. (d) Histogram of the distribution of zero
phonon lines from 93 defects. The ZPLs bunch around 560 nm (group 1, blue), 590 nm (group 2,
green) and 640 nm (group 3, red). It is believed that defects falling into neither of these categories
(excluded area, grayed out) originates from surface contaminants. (e) Sample spectrum of such
an emitter from the excluded area in (d). The emission of these emitters is typically comparably
weak and broad.
pen around 560 nm, 590 nm and 640 nm, as the histogram in Figure 10.2(d) shows. With
our fabrication method, however, we were not able to create emitters with ZPLs > 700 nm
with statistical significance. In addition, sometimes we created an emitter not falling into
any of the groups defined above. We believe that these are contaminating fluorescent
molecules adsorbed onto the surface of hBN. Their emission is typically much weaker and
their spectrum broader compared to the other emitters (see Figure 10.2(e)).
10.3.3 Atomic localization of quantum emitters
With 93 quantum emitters fabricated and characterized, we could utilize the atomic etch-
ing of hBN, removing one layer at a time. After each cumulative plasma etching step, the
flakes were scanned again and we checked if the defect survived (see Supporting Informa-
tion, Figure S2 for the process flow). It is possible that this etching creates new emitters,
but at the layer-by-layer etching parameters, we expect the linear defect formation density
to be ∼ 0.02µm−1 (i.e. one defect forms on average per 50µm crystal edge length)[18].
Thus, it is unlikely that an emitter is removed and at the same time a new one forms at
the same location. In addition, as the photophysics of the defects vary substantially, it
would be even more unlikely that a newly created emitter that formed at the location of a
previous emitter has similar photophysical properties (in terms of e.g. ZPL, lifetime, and
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Figure 10.3: Atomic localization of quantum emitters. (a) Probability density of locating the
emitters in layer N (i.e. it disappeared after N etching steps). The average value is 3.8. The
black points are the best fit to any univariate distribution (here a Poisson distribution). The
emitters have been created by oxygen plasma treatment. (b) Spectral evolution of one emitter
as consecutive layers are removed from the top side. The emission line is relatively stable and
suddenly fully disappears after the fourth etching step. (c) Probability density of locating the
emitters in layer N (i.e. it disappeared after N etching steps). The emitters have been created
by electron irradiation. (d) FDTD simulations of the Purcell effect of a dipole emitter close to
the hBN-vacuum interface. The emitter lifetime or Purcell factor  oscillates as the emitter gets
moved deeper into the crystal. In the limit of d λ there is no enhancement or suppression and
the electric field mode profile in this limit is shown in (e). For the limit d  λ the electric field
mode profile is shown in (f). The emission is stronger into the crystal than into the vacuum (as the
crystal has a higher dielectric constant). (g-i) DFT calculations of the band structure routed along
high-symmetry points for 1L, 10L, and 100L hBN, respectively. Due to layer-layer interactions the
bands added by the layers spread, but no deep energy band appears, meaning that the interaction
with surface states is likely low.
dipole orientation). In fact, we did see occasionally new defects appear at new locations,
but they are not counted toward the statistics in this study. The histogram of the number
layer after which the defect disappeared is shown in Figure 10.3(a). The best fit to any
univariate distribution reveals a Poisson distribution with a mean of 3.8. This means that
the emitters are very close to the surface.
When looking at how the photophysics evolve as the top layers are successively etched,
it becomes clear that the emission is stable until the emitter is removed (see Figure
10.3(b)). The photoluminescence does not decrease gradually nor change its lineshape.
Rather the PL from the defects disappears suddenly entirely, and for all upon removal.
This means the quantum emitters are well isolated within one layer with no appreciable
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inter-layer interaction. In principle, it is possible the wave function of the trapped charge
carrier is spread over multiple layers, thus the defect could enter a dark state even if some
layers above the layer containing the chemical defect are etched (while the defect itself
is not etched yet). There is, however, no further evidence supporting this conjecture. In
addition, all the emitters with ZPLs falling not into one of the categories in the histogram
in Figure 10.2(d) disappeared after the first etching step. This is evidence for the fact that
these emitters are indeed surface contaminants. As expected, the Raman shift after each
etching step remained constant, indicating that there is not much strain in the crystal,
which would relax as the layers are etched.
The extracted layer number is believed to be highly accurate. Assuming a failure prob-
ability ≤ 0.1% (see above) results in a success probability of 77.2% that all layer numbers
are correct (in total there were 258 etching steps). However, as all samples were etched
at the same time, there is a chance that if one process failed, many samples would be
affected. A process fail could be that it took a longer time for the plasma to ignite or
to stabilize the gases (both ignition and stabilization happens at a higher plasma power,
which is subsequently regulated down to the set power), so to exclude this possibility the
plasma parameters are recorded in-situ.
The results so far prove emitters (formed by oxygen plasma treatment) are always very
close to the surface. This raises a few questions: (1) Why are the emitters close to the
surface? (2) Are emitters always close to the surface, or does this depend on the defect
formation method? (3) Is this an explanation for the shorter excited state lifetime of the
plasma treated quantum emitters?
The dominant ion species in the plasma is O2+ (at lower pressure and higher power O+
becomes more dominant). The expected ion energy during the defect formation plasma
treatment is ∼ 10 eV. Unfortunately, this ion energy is too low for Monte Carlo methods
like SRIM[45], preventing an accurate calculation of the projected ion range in matter (in
this case hBN). However, in our case the plasma treatment is a chemical and not physical
process. This means the process is mostly limited to the crystal surface, as the ions have
only low kinetic energy and cannot penetrate deep into the crystal. The kinetic energy
of the ions is similar to the defect formation energy in hBN, which is on the order of a
few eV[46]. Moreover, the OB and ON defect have formation energies of 5.19 and 2.20 eV,
respectively, so they could easily be produced by the ions[47]. The oxygen radicals are
highly reactive and are thus likely producing defects. It was recently pointed out, however,
that it is unclear whether the defects are actually created using the plasma processing or
one of the many other methods, or if preexisting, initially dark defects are activated via
modification or restructuring of the crystal environment[48]. Both options are possible
and our data so far does not allow to favor one over the other explanation.
While the oxygen plasma only acts onto the crystal surface, defect diffusion is also an
important consideration. Without the exact knowledge of the chemical defect structure
this is impossible to estimate, but at least a few things are known: First, hBN has strong
sp2-hybridized covalent bonds, so the defect diffusion activation energy (that is the energy
required to move along the reaction path) is rather large. It is expected that diffusion is
predominantly in-plane and not inter-layer due to the direct in-plane bonds, so diffusion
deep into the crystal is not likely. For hBN, due to the heteronuclear structure, defect dif-
fusion is partially suppressed, as homonuclear B-B and N-N are energetically unfavorable
(these homonuclear bonds are temporarily formed as the defects moves along the reac-
tion path)[49]. This reduces e.g. vacancy migration compared to graphene. The diffusion
activation energy calculated with DFT range from 2.6 to 6.0 eV at 0 K for vacancies and
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divacancies, with the structures often relaxing to their initial configuration[49]. This al-
ready shows the smaller defect diffusion. Furthermore, at the rapid annealing temperature
of 850◦C (in this experiment), only the boron vacancy has a diffusion coefficient larger
than 1 A˚2s−1[49]. Future calculations have to show how the diffusion of other point-like
complexes scales. It is worth noting, that the result of the defect diffusion activation
energy from DFT calculations shows a small dependency on the specifically used pseu-
dopotential[50].
To address the second question, we repeat the experiment with emitters fabricated
with electron irradiation[23,24]. The electron accelerating voltage was 10 kV with an elec-
tron fluence of ∼ 1018 cm−2. Given the thickness of the hBN flakes being  1µm, the
kinetic energy of the electrons is sufficient to fully transmit through the hBN crystals
(see Supporting Information, Figure S3(a)). The energy loss of the electrons is domi-
nated by collisions with the boron and nitrogen nuclei, as the radiative stopping power
is much smaller at 10 keV kinetic electron energy (see Supporting Information, Figure
S3(b)). Therefore, bremsstrahlung does not play any role. With the projected range of
the electrons being 1.4µm at 10 keV, it is expected that emitters created or activated by
electron irradiation are not exclusively near the crystal surface. Monte Carlo simulations
of electron trajectories through the hBN crystal (see Supporting Information, Figure S3(c,
d)) also confirm this. Repeating the atomic etching on these new emitters confirms this, as
none of the emitters was found within the first ten layers, and the emitters being randomly
positioned within the crystal. Etching at much larger steps (∼ 10s of layers at a time, even
though we note this was not calibrated sufficiently) shows that defects created by electron
irradiation are formed throughout the crystal (see Figure 10.3(c)). More precisely, the
emitters form not exclusively at the crystal edges or dislocations anymore, in agreement
with previous experiments[24]. Interestingly, the excited state lifetime of these emitters is
typically longer compared to the plasma etched ones, with lifetimes ranging from 2− 3 ns
(see Supporting Information, Figure S4).
10.3.4 Theoretical modeling
Finally, we address the third question. Within the crystal, the photon density of states is
decreased compared to vacuum. This is a Purcell-like effect, where the radiative lifetime
is modified as the dielectric environment changes. The Purcell factor  as a function of
emitter distance to the surface d is calculated using finite-difference time-domain (FDTD)
simulations (see Methods) and shown is in Figure 10.3(d). The Purcell factor (and thus the
excited state lifetime of an ideal dipole) oscillates and reaches 1 in the limit d λ. In this
limit there is no enhancement or suppression. It becomes clear that this effect only makes
up a few percent in lifetime changes, so this alone cannot explain the shorter lifetime.
It is still noteworthy, that there is enhancement very close to the surface, while deeper
(45 − 145 nm) there is suppression. The electric field mode profiles in both limits show
the emitter deep within hBN emits like an ideal dipole, while the emitter at the surface
emits stronger into the crystal than into vacuum (see Figure 10.3(e, f)). This means the
actual emitter brightness is even larger than experiments so far suggest. For emitters in
cavities[51], this does not matter, as both directions are captured by the cavity. As the
different lifetime is not solely due to a Purcell-like effect, we use density functional theory
calculations to investigate if surface states could be the cause for the shorter lifetime.
We calculate the electronic band structure of hBN for one (1L), ten (10L), and 100 layers
(100L) of hBN (see Figure 10.3(g-i)). The calculations show, that as more layers are added
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also more energy bands are added. Due to layer-layer interactions these bands spread, but
there are no genuine isolated surface bands introduced into the band gap. This implies
that, unless the defect levels are very close to one of the band edges, surface states do not
influence the lifetime of the defect. Therefore, we conclude that the shorter defect lifetime
in our experiments is likely due to interaction with surface defects introducing additional
decay pathways, or with surface phonons making existing decay pathways faster.
10.4 Conclusions
In this work, we have developed deterministic atomically layer-by-layer etching of hBN
with an oxygen plasma. This was utilized to destructively localize quantum emitters
hosted by hBN. We found that emitters fabricated by a different plasma process are always
very close to the surface, within a few layers, while emitters fabricated by intense electron
irradiation are located throughout the entire crystal thickness. For both creation methods,
emitters are more likely to form at flake edges and grain boundaries. It is notable that they
also form away from these domains, in what appears to be undistorted crystal. Creation
near the surface is a likely explanation for the shorter excited state lifetime hBN quantum
emitters exhibit when fabricated by plasma etching. The emitter lifetime is influenced
by additional decay pathways introduced by surface defects, or interactions with surface
phonons making existing decay pathways faster. In contrast, emitters deep within the
crystal have lifetimes ∼ 3− 6 times longer, as they are well isolated from the environment
and surface effects.
Considering now the implications that our observations have for the identity of the
quantum emitters. Our etching study is consistent with the confinement of the emitting
defect to a single layer, as per past observation of the emitters in monolayer samples[13].
The creation of deep defects away from a boundary by electron irradiation is an important
observation. It implies that the defect can be a product of radiation damage and so is
further evidence that it involves a vacancy or interstitial. Specifically either a nitrogen
vacancy VN, a boron-vacancy VB, an intralayer interstitial or an interlayer interstitial. To
identify which, we need to interpret the effects of annealing.
At our annealing temperature of 850◦C, it is known that the VB is mobile, whilst VN
is not. It is reasonable to expect that the interlayer interstitials are also mobile due to
the low interlayer bond energies of the material. Upon annealing, we observe improved
photostability and linewidth, but no significant change in the number of emitters[18]. We
attribute the improved optical properties to the removal of interstitials and single VB,
which we expect to lead to an improved charge stability and reduced electrical noise since
these defects likely act as donors or acceptors. If the density of the VB created by the
radiation is low, then our annealing observation would imply that the defect does not
involve VB. This is because if the defects were single VB, then the number of emitters
would decrease with annealing, and if it were a complex involving one or more VB, then
the number of emitters would increase until saturation of the other constituents of the
complex (i.e. VN or impurities). However, we are not necessarily drawing this conclusion
here, since our intense electron irradiation may have rather created a very high density of
VB, which even without annealing, could have saturated the creation of emitters (i.e. by
creating VB in close proximity to VN or an impurity). In this case, the defect may well
involve VB. Unfortunately, we cannot determine which VB density limit our radiation
produced because there is insufficient information about the VB creation cross-section for
electron radiation. Future work should focus on establishing the VB density created before
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annealing and relating this to the creation / destruction / no change of emitters during
annealing to establish whether or not VB is involved in the defect.
The creation of the defects by the oxygen plasma may imply that the defect involves
oxygen impurities through their incorporation at the surface. Generalizing this hypothesis
to the creation of deep emitters by electron irradiation, this would imply that oxygen is
also a deep impurity in our samples. This appears reasonable given that O may also form
similar sp2 bonds as B and N if it can donate an electron to a nearby acceptor. Future work
should seek to combine variation of oxygen impurity and radiation damage to ascertain
whether the defect is indeed an O-V complex.
The results might also allow for a direct identification of the defect, as the knowledge
of optically active defects very close to the surface might allow for imaging with high-
resolution tunneling electron microscopes. A full understanding of the defect nature is
required for tuning and engineering specific properties that will ultimately lead to a wider
applicability in various scenarios.
10.5 Methods
Plasma etching
The oxygen plasma was generated from a microwave field (PVA TePla). Prior to any
experiments, the plasma chamber was cleaned for 5 min at 500 W to remove any contami-
nants. We found the optimal single layer etching conditions empirically at a plasma power
of 102 W for 63 s at a pressure of 0.332 mbar and a gas flow rate of 300 cm3/min (deviating
from this by 10% decreases the success probability). All experiments were carried our at
room temperature. The plasma time includes about 2−3 s during which the plasma ignites
and the gases are stabilized. The plasma field is highly anisotropic and varies across the
plasma chamber. Thus, for repeatable results it is crucial to place the substrates always at
the same position in the chamber. Unless stated otherwise, this position is at the plasma
field minimum. It should be mentioned that the optimal parameters reported here depend
on the specific gas pump, plasma generator and geometry of the chamber, which requires
to optimize these parameters on every other system individually.
Fabrication and optical characterization
Thin flakes of hBN were mechanically exfoliated from bulk crystal (used as received from
HQGraphene) to a viscoelastic stamp (Gel-Pak WF-40-X4) using the tape method. Crys-
tals with thicknesses down to ∼ 5 nm can be identified by optical contrast with a standard
optical microscope and are subsequently transferred by dry contact to a Si substrate with
a 262 nm thermally grown oxide layer. For the quantum emitters, we used crystals with
thicknesses ranging from ∼ 5−100 nm. The emitters were created during an oxygen plasma
etching step at 200 W in the plasma field maximum and subsequently rapidly thermally
annealed at 850◦C in an Ar atmosphere. The electron irradiated emitters have been fab-
ricated using a scanning electron microscope in an FEI Helios 600 NanoLab, where the
electrons were accelerated using a high voltage of 10 kV. The samples were irradiated with
a fluence of f = 1018 cm−2, which was calculated with f = I·te·A , where I is the electron
current, t is the frame time, e is the electron charge, and A is the frame area. The irradi-
ation took place at room temperature at a pressure < 2.2 mPa. For emitter localization,
a custom-built µPL setup was used which utilized an ultrashort-pulsed 522 nm laser with
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a pulse length of 300 fs at a repetition rate of 20.8 MHz. The laser was focused to the
diffraction limit with a Olympus 100×/0.9 dry objective and the samples were scanned
using Newport translation stages with a spatial resolution up to 0.2µm. The emission was
collected in-reflection through the same objective and frequency-filtered using Semrock
RazorEdge ultrasteep long-pass edge filters. The light is coupled via a grating to either a
CCD or a single-photon avalanche diode (SPAD) from Micro Photon Devices allowing to
extract the spectrum or the temporally and spectrally resolved photoluminescence. The
correlation between excitation pulse and arrival time of the fluorescence photon is given
by a PicoHarp 300. For measuring the second-order correlation function we utilize another
diode laser at 512 nm and two SPADs.
Finite-difference time-domain simulations
The finite difference time-domain simulations were performed using Lumerical FDTD
Solutions, a commercial grade simulator based on the FDTD method[52]. To calculate
the Purcell enhancement and emitter dynamics, an in-plane dipole emitter at 560 nm was
defined in the center within a slab of hBN, with a dielectric constant of 3.42 at 532 nm (this
was obtained from experiments). The slab was thinned down from one direction (which
is equivalent to moving the emitter to the surface) and the Purcell enhancement as well
as the electric field mode profile was recorded for each crystal thickness. A dynamic mesh
was chosen to capture all potential emitter dynamics. The simulations assume perfectly
matched layer boundary conditions, which are reflectionless or absorbing boundaries, to
account for the finite memory size.
Density functional theory calculations
The DFT calculations have been performed with QuantumATK with the Virtual NanoLab
front end[53, 54]. QuantumATK utilizes numerical linear combination of atomic orbitals
basis sets and the density matrix for closed or periodic systems is calculated by diagonal-
ization of the Kohn-Sham Hamiltonian. Monolayer hBN crystals have been defined using
a supercell containing two atoms and the geometry has been optimized using a 21×21×1
Monkhorst-Pack reciprocal space grid. The optimization converged when all forces were
below 0.001 eV A˚−1. The electron exchange-correlation was described with the Perdew-
Burke-Ernzerhof (PBE) functional in the generalized gradient approximation[55]. For all
atoms a double zeta polarized basis set was chosen and band structure was routed along
high symmetry points. The ten- and 100-layer hBN crystals have been constructed in a
similar way, with the lattice constant c also geometrically optimized and the k-sampling
in this direction chosen such that it does not influence the simulation results.
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Chapter 11
Conclusions
This thesis presented advances in developing optically active defects hosted by two-
dimensional hexagonal boron nitride for quantum information processing. These defects
act as an idealized two-level system that, after excitation with a laser, emit a single-photon
as they relax to their initial ground state. A single-photon source is a crucial key building
block for optical quantum technologies, including quantum cryptography and quantum
computing.
Hexagonal boron nitride as a host material for these defects has the decisive advantage
of a wide band gap, which isolates the deep defect states from the energy band edges, as
well as prevents non-radiative decay of the excited state. The former allows for operation
at room temperature, while the latter leads to an ultrahigh single-photon luminosity and
quantum yield. In addition, the 2D lattice of hBN allows for an intrinsically ideal extrac-
tion efficiency of generated single-photons.
Among the milestones achieved in this thesis is a quantum emitter attached by van der
Waals force to the core of a multimode fiber. This system achieved an overall collection
efficiency of 10% and was able to generate free space and fiber-coupled single-photons
solely depending on the excitation direction. The fabrication process was subsequently
improved through plasma etching, achieving emission linewidths ∼ 1 nm, g(2)(0) = 0.03
and excited state lifetimes as short as 294 ps. Furthermore, the emitters were stable over
the entire duration of the experiments, with no significant changes in photophysics ob-
served. It was also possible to transfer these emitters to arbitrary new substrates, allowing
for the fabrication of on-chip single-photon sources.
A highlight of this thesis is the space qualification of 2D materials and devices based
on them, including the quantum emitters in hBN, as well as atomically thin field-effect
transistors. This study proved that quantum emitters in hBN can be used in orbit on
satellites for quantum key distribution schemes. Moreover, the transistors survived the
harsh conditions of space without degradation in performance, suggesting robust suit-
ability for space instrumentation and satellite electronics. This was also extended to a
variety of monolayered 2D materials as building blocks for future electronics and optoelec-
tronics. Interestingly, under excess γ-radiation, monolayer WS2 showed decreased defect
densities, identified by an increase in photoluminescence, carrier lifetime and a change in
doping ratio proportional to the photon flux. The underlying mechanism is traced back to
radiation-induced defect healing, wherein dissociated oxygen passivates sulfur vacancies.
An application of this remarkable effect could be a radiation detector.
Another highlight is the implementation of the single-photon source on a satellite plat-
form. Due to its low size, weight and power requirements, the source is predisposed for
the use on satellites or other mobile applications where strict limitations apply. The com-
plete single-photon source was implemented on a 1U CubeSat, a picoclass satellite with
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a volume of 10 × 10 × 10 cm3 and a maximal payload weight of 1.33 kg. The source was
fully self-contained and ready-to-operate with the excitation laser, all driving electronics
and control units, including a singleboard computer onboard the CubeSat. Therefore, this
makes the source among the smallest single-photon sources in the world.
Moreover, the single-photon emission process was enhanced by an optical resonator
in the Purcell regime. This increased the spontaneous emission rate, spectral and single-
photon purity as well as the quantum yield and collection efficiency. The performance so
far allowed one to evaluate the source for quantum key distribution protocols, thereby out-
performing the most efficient decoy protocols which are conventionally used in quantum
cryptography on short and medium distances. Therefore, this work provides a path toward
low-cost satellite-based long-distance quantum communication networks, the backbone of
a future quantum internet. Finally, efforts have been made to locate the emitters with
atomic precision, with the result that the positions, at which the defects form, correlate
with the fabrication method. This in turn allows one to specifically engineer the emitters
and optical properties influenced by the emitter location.
Whether the emitters are indeed useful for quantum key distribution applications has
yet to be demonstrated. This is left to a future experiment. The figure of merit which the
experiment has to be benchmarked against is the secret key rate, and only if the single-
photon source yields a higher secret key rate, it will be interesting for QKD. The simula-
tions of the QKD experiments so far used some approximations and neglected second-order
effects, but it is still expected that the advantage over decoy state protocols at short and
medium distances will prevail. Further improvements can also enhance the single-photon
quality even more, thus extending the usable distance the single-photon source can be used
for in QKD applications. It would also be advantageous to have an electrical excitation
scheme, which would reduce the complexity of the single-photon source substantially. Due
to the insulating nature of hBN, however, this is not straightforward to achieve.
Another application for a satellite-based single-photon source is a fundamental test of
quantum mechanics. Such experiment would search for physics beyond the standard model
that could be probed with quantum optics. Examples for such theories are higher-order
interference and hyper-complex quantum mechanics, expanded with a coupling strength
to a gravitational field. The required single-photon interferometer has already been de-
veloped during this PhD, but the experiments are still ongoing and will continue in the
future.
To summarize the work in a final remark, this thesis lays a strong foundation for
future applications of single-photon sources based on hexagonal boron nitride and two-
dimensional materials for space instrumentation. This predominantly applies to quantum
communication, with the developed single-photon source as one of the key building blocks
in a global quantum network. Further improvements of the device performance will expand
the range of applications, some of which still have to be discovered and explored.
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Chapter A
Appendix
A.1 Physical constants
The physical constants used throughout this thesis are according to the latest 2019 SI
redefinition (except for the electron mass, all these constants are exact).
• speed of light in vacuum: c = 299792458 m s−1
• Planck constant: h = 6.62607015× 10−34 Js (reduced Planck constant: ~ = h2pi )
• reduced Planck constant: ~ = h2pi
• elementary charge: e = 1.602176634× 10−19 C
• Boltzmann constant: kB = 1.380649× 10−23 J K−1
The from the SI system derived constants are
• mass of an electron: me = 9.10938356(11)× 10−31 kg
• magnetic constant: µ0 = 4pi × 10−7 N A−2
• dielectric constant: 0 = 1c2µ0
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S1 Correlation function parameters
This section contains all fit parameters for the correlation function parameters as defined
in equation (1) in the main text in order of appearance: Defect 1 is the defect described in
the section Optical characterization, defect 2 is the defect with the best g(2)(0), as described
in section Correlating optical properties, and defect 3 is the defect before and after the
chemical transfer process. The data of one channel is shifted such that µ is zero. For a
comparison the table also includes the excited state lifetime τ as measured with the time-
resolved photoluminescence system, which should be equal to t1.
Table S1: Fit parameters for the g(2) function for the defects described in the main
text. In addition to the fit parameters also the excited state lifetime τ as measured using
time-resolved photoluminescence is shown.
defect # A B t1 [ps] t2 [ps] τ [ps]
1 0.846(47) 0.176(144) 1100(134) 15441(4168) 1123(7)
2 0.976(73) 0.010(57) 1368(146) 20651(42412) 1133(18)
3 (before) 0.919(321) 0.335(336) 627(212) 2228(1762) 468(8)
3 (after) 0.776(90) 0.210(66) 399(109) 3762(3633) 375(15)
S2 Long-time stability
Table S2: Long-time stability of photophysical properties. The time is counted from
the day of the annealing. Measured quantities are spectrum, lifetime, saturation curve and
single photon purity. The bottom columns are mean value µ, standard deviation σ and
relative fluctuations σ/µ.
Time [days] ZPLpeak [nm] γ [nm] τ [ps] α g
(2) (0)
6 566.30(9) 4.38(13) 1046(30) 0.313(47) 0.395(38)
8 564.03(18) 7.26(32) 624(22) 0.714(57) 0.380(25)
59 563.92(8) 4.49(5) 1009(11) 0.641(54) 0.438(23)
91 564.71(9) 5.03(14) 897(15) 0.942(46) 0.415(43)
217 563.10(13) 5.27(21) 862(10) 0.430(53) 0.409(35)
238 568.12(14) 6.61(25) 701(7) 0.517(65) 0.396(33)
µ 565.03 5.51 857 0.593 0.406
σ 1.86 1.17 167 0.223 0.022
σ/µ 0.00328 0.213 0.195 0.376 0.054
S2
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S3 Linewidth-lifetime correlation
The only (anti-)correlation between optical properties we found was between spectral linewidth
and excited state lifetime: A narrow spectral linewidth correlates with a longer excited state
lifetime (see figure S1, linear fit). To easily compare their lifetime-bandwidth product all
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Figure S1: Linewidth-lifetime correlation. A narrow linewidth correlates with a longer
excited state lifetime. The contour represents the lifetime-bandwidth product.
defects here have ZPLs ranging from 550−570 nm. The contour plot represents the lifetime-
bandwidth product for a constant ZPL wavelength of 562 nm (average value) as a function of
linewidth and lifetime. Note that this introduces an error of around 4 %, but this is smaller
than the gradations of the contours.
S4 Extended statistics
In order to show the high quality of the emitters described in the main text we show in this
section histograms of the photophysical properties (for the emitters in figure S1) in terms
of spectral linewidth γ, excited state lifetime τ , time-bandwidth product and single photon
purity g(2) (0) (see figure S2). The correlation matrix is shown in table S3 and graphically
represented in figure S3. Other properties, such as crystal flake thickness or fabrication
parameters are not shown for the sake of clarity. In total we studied more than 300 flakes
S3
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(c) (d)
Figure S2: Histograms of various photophysical properties. (a) Spectral linewidth.
(b) Excited state lifetime. (c) Time-bandwidth product. (d) Single photon purity.
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hosting more than 200 defects. Each flake hosted between 0 and 7 defects, with the average
number being 2.55 (not counting the flakes hosting no defect). In this extended statistics
section only 48 defects have been taken into account, which are all from the same fabrication
parameters (100 W plasma power for 1 min and consecutive annealing at 850 ◦C). As men-
tioned in the main text, there is no correlation between photophysics and the fabrication
parameters.
All data is available on request from the corresponding authors.
Table S3: Correlation matrix. The entries for the correlations between γ and τ are close
to -1, showing the anti-correlation between these parameters (consequently there are also
correlations with the time bandwidth product).
γ λ τ ∆ντ g(2) (0)
γ 1 -0.0201456 -0.712732 0.546409 0.189893
λ -0.0201456 1 0.132218 -0.0739484 0.0272105
τ -0.712232 0.132218 1 0.0827721 -0.195027
∆ντ 0.546409 -0.0739484 0.0827721 1 0.132411
g(2) (0) 0.189893 0.0272105 -0.195027 0.132411 1
Figure S3: Graphical representation of the correlation matrix.
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Supplementary Figure 1: Distance-dependent gamma-ray fluence. The fluence was calculated by taking the d−2
dependence of the photon flux into account. The data points mark the positions at which the samples were
positioned during the first γ-ray test. The error bars denote the uncertainty resulting from the placement accuracy.
We assume this to be ±1 mm. The solid green lines show the integrated γ-ray flux as a function of orbit time for
different geographical locations. Depending on orbital inclination, the real experienced value will be in between
these lines (green shaded area). Due to a calculation error, (see main text) the simulated orbit times are 576 times
higher than planned.
§A.3 Supplementary information: Nature Communications 10, 1202 (2019) 185
2
a b c
d e f
g
Supplementary Figure 2: Complete set of the I-V curves at different back gate voltages. a-g The variations in I-V
characteristics before and after the γ-ray test were confirmed via time-dependent measurements to be most likely
temporal variations, independet of any γ-ray exposure. These variations are likely due to surface adsorption, which
changes the carrier mobility in such 2D materials (see main text). In addition, I-V characteristics in general are
highly dependent on the Schottky or contact resistance which varies across different measurements. We confirmed
this by measuring the same curve multiple times without irradiation at different days.
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Supplementary Note 1: Averaging algorithm
The photoluminescence (PL) response typically varies across a monolayer, as can be seen from the confocal PL map in
Supplementary Figure 3a. These variations are due to local contaminants on the crystal surface. We found that even
by manually placing the excitation laser onto the same spot on a monolayer, the measured PL may vary. Thus, we
averaged over the PL of the entire monolayer. For separating monolayer and multilayer/substrate, we first calculated
the probability density function (PDF) of the entire PL map by kernel density estimation (KDE). The PDFs always
show a bimodal distribution (see Supplementary Figure 3b). The first peak is attributed to substrate/multilayers
and the second to the monolayer. Note that we have not truncated the PDF, resulting in a finite density below zero
and above the maximal intensity Imax (in this case Imax = 690720 a.u.). We select all data points with PL intensities
between the local minimum between both peaks in the PDF and Imax (orange shaded area in Supplementary Figure
3b). The resulting selection mask is shown in Supplementary Figure 3c. We average over the selected data and the
raw spectrum closest to the mean is assigned the average spectrum of the monolayer. For the lifetime such elaborate
algorithm is not necessary. By mapping the lifetime of a crystal we found the average lifetime to be 319 ps with a
standard deviation of 4 ps. Thus, the lifetime does not vary across a monolayer.
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Supplementary Figure 3: Explanation of the averaging algorithm. a Confocal PL map of a monolayer. b PDF of the
KDE. All scans show a bimodal distribution. The data in the orange shaded is used for averaging. c Map of the
selection mask. All data falling into the white area is used for averaging.
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Supplementary Note 2: Extended data gamma-ray tests
Note for all confocal PL maps: The black bars contain excluded data points at which the laser was re-focused during
the scan. The data is shown in Supplementary Figures 4 through 8.
a b c
d e
Supplementary Figure 4: Additional data set WS2 after Fγ = 10.89× 109 cm−2sr−1MeV−1. a Microscope image
under 500× magnification. b, c Confocal PL map before and after irradiation. d The spectrum shows a PL increase
of ηPL = 2.30. e Carrier lifetime is increased from 272(2) to 417(3) ps (ητ = 1.53).
a b c
d e
Supplementary Figure 5: Additional data set WS2 after Fγ = 5.68× 109 cm−2sr−1MeV−1. a Microscope image
under 500× magnification. b, c Confocal PL map before and after irradiation. d The spectrum shows a PL increase
of ηPL = 1.44. e Carrier lifetime is increased from 542(4) to 647(6) ps (ητ = 1.19).
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Supplementary Figure 6: Additional data set MoSe2 after Fγ = 10.89× 109 cm−2sr−1MeV−1. a Microscope image
under 500× magnification. b, c Confocal PL map before and after irradiation. d The spectrum shows a PL increase
of ηPL = 1.12. e Carrier lifetime is decreased from 1472(61) to 1329(45) ps (ητ = 0.90).
a b c
d e
Supplementary Figure 7: Additional data set MoSe2 after Fγ = 1.15× 109 cm−2sr−1MeV−1. a Microscope image
under 500× magnification. b, c Confocal PL map before and after irradiation. d The spectrum shows a PL increase
of ηPL = 1.03. e Carrier lifetime is decreased from 950(28) to 843(20) ps (ητ = 0.89).
§A.3 Supplementary information: Nature Communications 10, 1202 (2019) 189
6
a b c
e
Supplementary Figure 8: Additional data set WSe2 after Fγ = 18.41× 109 cm−2sr−1MeV−1. a Microscope image
under 500× magnification. b, c Confocal PL map before and after irradiation. d The spectrum shows a PL increase
of ηPL = 1.25. e Carrier lifetime is increased from 364(4) to 403(4) ps (ητ = 1.11).
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Supplementary Figure 9: Long-term stability of PL increase. The PL spectrum of the sample in Supplementary
Figure 4 measured at different days. The irradiation took place at day 2. For clarity each subsequent spectra is
shifted by 50 nm. The peak wavelength remained invariant (mean at 613.98 nm, visualized with black guidelines).
Supplementary Note 3: Proposed defect structures
The relaxed geometry obtained from our DFT calculations (see main text) showed that the length of the W-S bond is
2.42 A˚ for a pristine cell. The presence of a defect will result in relaxation of the atomic positions around the defect.
Our calculations found that atoms nearest to the VS defect move such that the nearest W-S bonds in the defect plane
are 2.39 A˚; the other nearby W-S bonds are 2.41 A˚. In the case of the oxygen defect, the oxygen relaxes towards the
transition metal, the length of the W-O bond is 2.07 A˚ while the other W-S bonds are roughly unchanged (∼ 2.42 A˚).
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Supplementary Figure 10: Proposed defect structures in a 7× 7 supercell WS2. Pristine crystal, viewed along the
Miller indices a h, k, l = 0, 0, 0; b h, k, l = 0,−1, 0; c h, k, l = 1,−2, 1. VS defect, viewed along the Miller indices d
h, k, l = 0, 0, 0; e h, k, l = 0,−1, 0; f h, k, l = 1,−2, 1. The green circle marks the position of the vacancy. SO defect,
viewed along the Miller indices g h, k, l = 0, 0, 0; h h, k, l = 0,−1, 0; i h, k, l = 1,−2, 1. For visibility, the defects
shown here are at the edges of the supercell (this does not change the DFT calculations).
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Supplementary Figure 11: DFT calculations. a DFT calculations of the bandstructure of pristine MoSe2 (left),
MoSe2−x (middle), MoSe2−xOx (right) show that unlike the VSe defect, the SeO defect has no unoccupied deep
mid-bandgap state. The middle and right bandstructure show the conduction and valence band from the primitive
pristine unit cell (solid lines) overlayed with the conduction and valence band from the supercell calculations (dotted
lines). b For a direct comparison we include the bandstructure of WS2 here as well (see also main text). As the
DFT calculations show, the defect state of the VSe is closer to the conduction band (∆E = 0.45 eV compared to
0.56 eV for the VS defect). This means that the non-radiative charge capture cross section (CCS) of the VS defect is
smaller, as more phonons are required for the capture. For radiative charge capture this effect is reversed. With the
energy difference of 0.45 eV to the conduction band, the VSe defect has a smaller radiative CCS. The overall capture
probability is given by defect density times capture cross section, so even though the non-radiative CCS for the VSe
defect is higher, with the much-reduced defect density the overall capture probability is lower.
Supplementary Note 4: Interactions of charge carriers with matter
The higher energies of the annual fluence spectra calculated with SPENVIS (see main text) are not directly accessible
with our particle accelerators. To assess the damage mechanism at lower energies we calculate the stopping power
for protons and electrons in 2D materials. The software used are SRIM1 for protons and ESTAR2 for electrons. For
protons the damage mechanism is dominated by nuclear energy loss via Rutherford scattering. However, with a very
low collision probability, even high-energy collisions produce only local point-like defects. Electron excitation in this
energy regime generally does not produce defects. At extreme electronic energy losses electron-phonon coupling can
lead to local heating. This could modify the material, but on the for space relevant energy scale this does not occur
(only for highly relativistic protons). Electrons are excited, but then simply relax. Ionization does only play a minor,
if any role.
The nuclear stopping power (see Supplementary Figure 12a) decreases with proton energy. The stopping power of
electrons (see Supplementary Figure 12b) shows a similar trend at the for space relevant energies. At low energies
the stopping power is dominated by collisions and as the collision cross section decreases with electron energy, the
stopping power decreases as well. However, at higher energies, due to bremsstahlung the radiative stopping power
dominates. Thus, both protons and electrons with higher energies cause less damage (at least on the relevant energy
scales), and the fluence must be scaled accordingly. Unfortunately, as mentioned in the main text, the minimal fluence
is already above what is expected, so no further scaling down is possible. In terms of space qualification this is not
an issue, as the crystals get certified for even higher radiation doses.
We note that SRIM and ESTAR have been developed for bulk materials. In the relevant energy range the radiation
damage is created by collisions between the impacting particle and the atoms in the 2D material. SRIM and ESTAR
can handle this reasonably well. However, the programs use various approximations, including the assumption of a
mean free path between scattering events. This approximation is not valid for monolayered 2D materials. Moreover,
appropriate simulations carried out by Lehtinen et al.3,4 show, that the type of defects in 2D differs from their bulk
counterparts. Complex defects are formed due to the recoil of atoms in-plane. Furthermore, the simulations show
that defect production probabilities decrease with increasing energies in the MeV range. So while one has to be
careful with the absolute values for the stopping power of the 2D materials (see Supplementary Figure 12), SRIM and
ESTAR nevertheless reproduce the qualitative trend of a decreasing stopping power with increasing particle energy
192 Appendix
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for the relevant energy range correctly.
In addition to the stopping power of the charge carriers in 2D materials, we also provide Monte Carlo simulations
of the interaction of the protons and electrons with the Al shielding material of the spacecraft. The SPENVIS
calculations assume a shielding thickness of 1.853 mm Al. Supplementary Figure 13 show trajectories of the electrons
and protons with varying energy through such shield, generated with Monte Carlo methods using CASINO5 and
TRIM1, respectively. Furthermore, Supplementary Figure 14 shows the maximal range in Al of the corresponding
particles as a function of energy, which determines the shielding thickness.
3
2
a
Accelerator Space
b
SEM
Space
Supplementary Figure 12: Stopping power. The blue shaded areas indicate the energy range of the proton
accelerator/SEM and the red shaded areas the expected proton energy range in space. a Nuclear stopping power for
protons in various 2D materials. b Total stopping power for electrons in various 2D materials. At low energies, the
stopping power is dominated by collisions, while at high energies it is dominated by radiation.
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Supplementary Figure 13: Monte Carlo simulations. Electron trajectories in Al with energies a 100 keV, b 500 keV,
and c 1 MeV, simulated with CASINO. Proton trajectories in Al with energies d 5 MeV, e 15 MeV, and f 50 MeV
simulated with TRIM.
a b
Supplementary Figure 14: Range of particles in Al. Projected range of a protons and b electrons in Al.
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Supplementary Note 5: Proton irradiation
As stated in the main text, proton irradiation had no effect on any of the 2D materials at the tested fluences and
energies. This was still true even after increasing the proton fluence 100-fold, to 1012 cm−2. At 500 km altitude and
an orbital inclination of 51.6◦ (which is the orbit with the highest flux) this fluence corresponds to 1386 years in orbit.
Hence, we conclude that proton irradiation is no concern for 2D materials and devices in low Earth orbit (LEO). The
in the following presented results (see Supplementary Figures 14 through 16) are exemplary for the full data set. We
chose to show the same devices as in the main text, meaning that all samples in this section have been previously
also irradiated with γ-rays. We note that we also added fresh samples to study both, isolated and combined radiation
effects, but we saw no difference between these.
a b c
d e f
g
Supplementary Figure 15: Complete characterization of MoS2 FET before / after p
+ irradiation. This sample has
been previously irradiated with γ-rays (see Supplementary Figure 2). The fluence was 1010 cm−2 at a proton energy
of 2.5 MeV. a-f I-V curves at different back gate voltages. g The back gate sweep at a drain-source bias of 1 V
shows no degradation in performance with the ON/OFF ratio increased from 10319 to 17479. The variations in I-V
characteristics before and after the proton test are most likely due to temporal variations and are not actually
caused by the radiation. This was confirmed by time-dependent measurements and caused by surface adsorption
(see main text). In addition, I-V characteristics in general are highly dependent on the Schottky or contact
resistance which varies across different measurements.
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Supplementary Figure 16: WS2 monolayer before / after irradiation with 2.5 MeV protons and a fluence 10
10 cm−2.
This sample has been previously irradiated with γ-rays (see Supplementary Figure 4). a Microscope image under
500× magnification. b, c Confocal PL map before and after irradiation. d The spectrum remained invariant with
ηPL = 0.96. The exciton and trion peak positions were stable (before 614.85(2) nm and after 614.74(2) nm for
excitons and before 620.99(15) and after 619.76 nm for trions), as well were the linewidths. e Carrier lifetime shows
no change with 417(3) ps before and 425(2) ps after the proton irradiation (ητ = 1.02).
a b
Supplementary Figure 17: Characterization of a quantum emitter in hBN before / after irradiation with 2.5 MeV
protons and a fluence 1010 cm−2. This sample has been previously irradiated with γ-rays (see main text Figure 3). a
The PL spectra (vertically offset for clarity) show no changes. b Second-order correlation function dipping at zero
time delay to 0.188(25) before and to 0.185(23) after the irradiation. The values were obtained from fitting a
three-level system (for clarity the fits are differently colored).
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Supplementary Note 6: Electron irradiation
As stated in the main text, electron irradiation was able to cause significant damage on the optical properties of the 2D
transition metal dichalcogenides (TMDs). A scanning electron microscope (SEM) was used as an electron accelerator
(see main text Methods). During the first irradiation tests at 5 kV accelerating voltage and an electron fluence of
1013 cm−2, we saw a strong decrease in PL, combined with a shortening in carrier lifetime (see Supplementary Figure
18). When changing the accelerating voltage to 30 kV and keeping the fluence constant we saw this effect weaken
with increased electron energy (see Supplementary Figure 19). By pushing the SEM to its minimal fluence limit of
1010cm−2, we saw a further reduction of this effect (see Supplementary Figure 20), even at 5 kV accelerating voltage.
Note that this is still three orders of magnitude above LEO radiation levels. We also extrapolate the damage effect
on TMDs to be negligible in environments comparable to LEO.
The single-photon emitter in hBN were not affected by the electron irradiation. However, at locations at which the
SEM was aligned and the electron beam focused (see Supplementary Figure 21), we saw a strong increase in emitter
density. The electron fluence at these positions was up to 1018cm−2. The fact that intense electron irradiation can
catalyze the formation of quantum emitters in hBN has been reported previously6,7.
a b c
d e f
Supplementary Figure 18: WS2 monolayer before / after irradiation with 5 keV electrons and a fluence of 10
13 cm−2.
This sample has been previously irradiated with γ-rays (see Supplementary Figure 4) and protons (see
Supplementary Figure 16. a SEM image under 2500× magnification. b, c Confocal PL map before and after
irradiation. d The PL emission was strongly decreased as well as its shaped changed significantly. e Unlike for the
center of the monolayer (ML), at the edges of the ML, the spectral shape was more comparable to the un-irradiated
averaged spectrum. f The carrier lifetime was decreased from 433(2) ps before to 328(5) ps after the electron
irradiation.
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Supplementary Figure 19: WS2 monolayer before / after irradiation with 30 keV electrons and a fluence of
1013 cm−2. This sample has been previously irradiated with γ-rays and protons. a SEM image under 2500×
magnification. b, c Confocal PL map before and after irradiation. d The PL emission was decreased as well as its
shaped changed (both change less than with 5 keV electrons). e The carrier lifetime was decreased from 395(2) ps
before to 287(4) ps after the electron irradiation.
a b c
d e
Supplementary Figure 20: WS2 monolayer before / after irradiation with 5 keV electrons and a fluence of 10
10 cm−2.
This sample has been previously irradiated with γ-rays and protons. a Microscope image under 1000×
magnification. b, c Confocal PL map before and after irradiation. d The PL emission was decreased only
marginally (compared to the tests with a higher fluence), despite the lower electron energy which causes the larger
damage. e The carrier lifetime was only decreased from 391(5) ps before to 314(5) ps after the electron irradiation.
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Supplementary Figure 21: SEM image of an hBN crystal. The SEM image shows a dark area at which the electron
beam was aligned and focused. The electrons make the surface reactive and carbon-contaminations caused by
residual organic materials in the SEM apparatus itself are bonded at areas with intense electron irradiation. At
these areas the number of quantum emitters is strongly increased.
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Supplementary Figure 22: Integrated annual particle fluence. The annual fluence spectra after 1.85 mm of Al
shielding are integrated over the full energy range. The proton fluence always remains nearly two orders of
magnitude below the damage onset threshold (dashed lines correspondingly colored). The electron fluence exceeds
the observed damage onset threshold at altitudes > 1000 km. The shielding explains the leap in electron fluence at
2000 km: The electron energy increases with altitude and thus actually trapped electrons can penetrate the
shielding. At lower energies the electrons originate from secondary processes of the protons interacting with the
shielding material. By using an appropriate shield (5.8 mm graded Al/Ta with a Ta to Al mass ratio of 35%), the
electron fluence can be kept below the damage threshold.
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S1. HEMISPHERE FABRICATION
The borosilicate glass substrates (Fisherbrand) have been coated with nominal 100 nm gold using electron-beam
thermal evaporation. During the milling the edges of the substrate (or rather the conductive coating) have been
grounded using copper tape. This prevents substrate charging effects, where the ion beam is deflected as more and
more charge carriers accumulate in the insulating glass. The Ga+ ions are accelerated with a voltage of 30 kV, at
which our FIB (FEI Helios 600 NanoLab) has sub-nm resolution. We limited the current to ≤ 0.28 nA, this way there
were no charging effects for milling times of 6 min or less. During the milling process we add I2-gas, which ensures a
smooth surface. The dose rate is encoded in the RGB color of a hemispherical pixel map. The dose rate to RGB value
was carefully calibrated, however, we note that this is strongly dependent on the material and conductive coating as
well as the state of the ion source. For the calibration we milled squares with edge lengths of 10µm and measured the
resulting depth as a function of pixel value. Figure S1(a) shows the trace of the depth scanned through a number of
squares. After the milling the layer of gold is dissolved in a custom-made potassium iodide solution (KI:I2:H2O with
ratio 4:1:40 by weight). By comparing the height profile before and after the KI-etching we can extract the actual
gold thickness, which for us was 102.7 nm.
We characterized each hemisphere in terms of radius of curvature, ellipticity , and surface roughness or deviation
from an ideal hemisphere. We define the latter as
rq =
√√√√ 1
N
N∑
i
|zi − f(xi)|2 (1)
where f is the fit function, and  = |Rx − Ry|/(Rx + Ry) as the relative difference of radii in arbitrarily chosen
orthogonal axes and determine Rx, Ry from fits. Figure S1(b) shows that hemispheres with smaller radii become
more elliptical. Furthermore, the surface roughness also increases for these hemispheres (not shown in Figure S1(b)).
This limits the the minimal radius of curvature to > 2.3µm.
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FIG. S1: Hemisphere fabrication. (a) Trace of the height profile etched using the FIB and scanned through a
number of milled squares (different dose rate used for the squares). (b) The statistics show that for small radii of
curvature below 2.3µm, the hemispheres become more elliptical. In addition, while there are a few non-elliptical
hemispheres with a tiny radius, all of these hemispheres suffer of a higher surface roughness.
S2. SPIN SPEED CURVES PDMS SOLUTION
We used the Sylgard 184 Silicone Elastomer kit as basis for the PDMS solution. The PDMS and curing agent were
mixed in a 10:1 ratio. The solution was diluted using tert-Butyl alcohol (TBA). This allows us to achieve thin and
uniform films while at the same time preventing swelling[1]. All substrates were plasma cleaned and substrate and
solution were pre-baked at 40◦C (TBA is a solid at room temperature). After spin coating, the PDMS films are cured
at 125◦C for 20 min. To measure the spin speed curves we coated Si substrates with the solution at varying spin speeds
and dissolved the PDMS film on about half of the Si chip using chemical etching (acetone and isopropyl alcohol).
The chemical etching took place prior to the heat curing. Using a surface profiler (Bruker Dektak) we measured the
height of the PDMS film. We used a large stylus diameter (12.5µm) and minimal force (1 mg) to reduce the pressure
on the PDMS film, thereby getting an accurate measurement of the film thickness with a resolution of 1.1 nm. We
repeated the measurement at multiple locations on each chip. We define the total deviation of the mean t as
σ =
√
σ(t)2 + σ(t)
2
(2)
where σ(t) is the standard deviation of the mean of all measurements and σ(t) is the mean of the standard deviation
of each measurement. Thus, the first term describes the roughness on large length scales, while the latter describes
FIG. S2: Spin speed curves for different PDMS concentrations in TBA (error bars are σ as defined in the text).
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the local roughness. We fit the data with
t(ω) =
t0
ωα
(3)
For PDMS concentrations of 19.93% and 23.46% (by weight) and static dispense we find the experimentally derived
constants t0 = 48.41µm, α = 0.441 and t0 = 55.45µm, α = 0.425, respectively. The corresponding spin speed curves
are shown in Figure S2. Calculating the required spin speed allows us to hit the target thickness within 1%. Note
that for dynamic dispense the results become less accurate and reproducible.
S3. PHOTOGRAPHS OF THE DEVICE
FIG. S3: Photographs of the device. (a) Top view optics platform. The satellite has an edge length of 10 cm
(including 3D printed skeleton). (b),(c) Side-view satellite.
S4. TRANSVERSE MODE SPACING
The cavity modes (Hermite-Gaussian modes) are solutions to the Helmholtz equation in the paraxial approximation.
The analytical solution for the resonant frequency of longitudinal mode q and transverse mode m,n is
νqm,n =
c
2L
(
q +
1 +m+ n
pi
arccos (
√
g1g2)
)
(4)
with the cavity parameters gi = 1 − L/Ri depending on the radii of curvature of the spherical mirrors. For a flat
mirror g1 = 1, so the product of the cavity parameters in our case simplifies to 1−L/R. The transverse mode spacing
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in wavelength space is thus
c
ν80,1
− c
ν80,0
= 22.7 nm (5)
which is much larger than the observed peak spacing in the spectrum (see main text).
S5. FDTD SIMULATIONS
The finite-difference time-domain (FDTD) simulations were performed using Lumerical FDTD Solutions, a
commercial-grade simulator based on the FDTD method[2]. To calculate the Purcell enhancement of a dipole emitter
due to the substrate, we define the mirror as 9 stacks of alternating SiO2/TiO2 layers, with the SiO2 layer terminating
the mirror. For the refractive indices we use the experimentally derived constants nSiO2 = 1.521, nTiO2 = 2.135 (see
main text) and set the thickness to 92.9 nm for SiO2 and 66.2 nm for TiO2. To capture all dynamics we choose the
mesh size much smaller than the size of the features. We define a dipole source at the SiO2-vacuum interface with an
emission wavelength of 565 nm and its axis oriented in-plane with the dielectrics. The simulation uses PML (perfectly
matched layer) boundary conditions, which are reflectionless or open boundaries. We sweep the distance d of the
dipole emitter to the dielectric stack and record the Purcell enhancement ε at each position (see Figure S4(a)). As d
increases, the spontaneous emission rate oscillates and reaches unity (no enhancement or suppression) for d λ.
We also model the plano-concave cavity by adding the hemispherical mirror to the simulation. Here, we leave the
dipole at a fixed position and sweep the position of the hemispherical mirror. We record the intracavity electric field
among other properties. The cavity is on resonance with the dipole when the intracavity power is maximal. Figure
S4(b)-(d) show the electric field intensity as the mirror position is scanned: First, the cavity is detuned and the
emission is suppressed (see Figure S4(b)). As the cavity length increases towards resonance, the intensity increases
(see Figure S4(c)). Finally, at resonance the intensity is maximal (see Figure S4(d)).
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FIG. S4: FDTD simulations. (a) Purcell enhancement of a dipole emitter in close vicinity of a dielectric surface
(mirror). As the distance d of the dipole to the dielectrics increases, the spontaneous emission rate oscillates and
reaches 1 (no enhancement) for d λ. (b) Intracavity electric field in the plano-concave cavity, with the cavity
detuned. As the cavity length is scanned towards resonance, the intracavity field increases (c) and reaches its
maximum on resonance (d).
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S6. QKD SIMULATIONS
The extractable secret bit per signal[3] for practical BB84-like protocols is
S ≥ qmax {−Qµf(Eµ)h2(Eµ) + Ω (1− h2 (e1)) , 0} (6)
For BB84 q = 1/2, because only in half of all cases the basis choice of sender and transmitter coincide. In the
asymptotic limit of infinite qubits, however, q can be chosen more efficiently (as high as 1). Qµ and Eµ is the gain and
quantum bit error ratio of the signal state, respectively. f(Eµ) is the error correction efficiency, which is in general
dependent on the error ratio that has to be corrected. In the GYS experiment this is 1.22 for an error of Eµ = 3.3%[4].
The binary Shannon entropy is defined as h2(p) = −p log2(p)− (1−p) log2(1−p). Ω is the fraction of detection events
originating from single-photon events and e1 is the error ratio on the single-photon state. The latter two are difficult
to estimate, so one has to assume the worst case scenario that a photon-number splitting attack occurred on every
multi-photon state and all errors originate from single-photon states. A better way to estimate these, however, is by
using additional decoy states, whose statistics we measure, allowing us to find better bounds on Ω and e1[3]. In the
asymptotic limit the fraction of decoy states can also be as low as 0, so that the protocol is maximally efficient.
We implemented both protocols for a fiber channel of length L with its transmission defined as
τ(L) = 10−αL (7)
with α = 0.21 dB/km, and for a free space channel with its transmission (taking only diffraction losses into account)
defined as
τ(L) = 1− e−2r2/w2(L) (8)
with r being the radius of the telescope of the ground station and
w(L) =
√
w20 +
L2λ2
pi2w20
(9)
is the evolving beam width along L. w0 is the radius of the telescope onboard the satellite. Our simulations assume
a 5 cm telescope on the satellite (which is still CubeSat sized) and a 60 cm telescope on the ground station. The
resulting transmissions through the fiber and free space link are shown in Figure S5. As the link efficiency decreases,
the received signal decreases as well, which results in a lower signal-to-noise ratio. At some point the detector dark
counts contribute significantly to the quantum bit error ratio and thus the extractable secret bit per signal hits zero.
For our single-photon source the extractable secret bit per signal is given by
S ≥ qmax
{
−f(Eµ)h2(Eµ) + (1−∆)
(
1− h2
(
Eµ
1−∆
))
, 0
}
(10)
(a)
50000
(b)
FIG. S5: Link transmission (a) for a fiber channel with losses of 0.21 dB/km and (b) for a free space channel with
diffraction losses only, assuming a 5 and 60 cm telescope on the satellite and ground station, respectively. The
wavelength is 565 nm.
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where we again set q = 1 and
∆ =
g(2)(0)
τ(L)ηdet(1− η) (11)
is the probability that a multi-photon is emitted divided by the probability that any emitted photon is detected. η
is the quantum efficiency of the single-photon source and ηdet is the single-photon detector efficiency. For an ideal
single-photon source of course ∆ = 0. It should be mentioned that the sifted key rate (i.e. the rate that the receiver
detects and this times S is the secret key rate) scales with the mean photon number µ for the conventional protocols
and with the quantum efficiency η for our single-photon source. Again, for an ideal single-photon source η = 1.
[1] J. H. Koschwanez, R. H. Carlson, and Deirdre R. Meldrum, “Thin PDMS Films Using Long Spin Times or Tert-Butyl
Alcohol as a Solvent,” PLoS ONE 4, e4572 (2009).
[2] Lumerical Solutions, Inc.,.
[3] Hoi-Kwong Lo, Xiongfeng Ma, and Kai Chen, “Decoy State Quantum Key Distribution,” Phys. Rev. Lett. 94, 230504
(2005).
[4] C. Gobby, Z. L. Yuan, and A. J. Shields, “Quantum key distribution over 122 km of standard telecom fiber,” Appl. Phys.
Lett. 84, 3762–3764 (2004).
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Figure S1: Histogram of single-layer etching failures and successes for various plasma etching
times. A failure is if 0 or 2 layers have been etched, while in a successful process only 1 layer
is etched.
emitter survived?
Yes, repeat
emitter survived?
No,
+1 histogram
emitter survived?
Yes, repeat
Figure S2: The process cycle shows the experimental procedure. An hBN crystal hosting a
quantum emitter is treated with an oxygen plasma. After exactly one atomic layer is etched
we verify if the emitter survived. If so, the plasma treatment is repeated, if not, we add a
count in the corresponding layer bin in the histogram.
S2
208 Appendix
(a) (b)
(c) (d)
Figure S3: Simulations of electron interactions with hBN. (a) Projected range of electrons in
hexagonal boron nitride in the continuous slowing down approximation (CSDA). (b) Stop-
ping power of hBN for electrons. At low energies the total stopping power is dominated by
collisions, while at high energies it is dominated by bremsstrahlung. The calculations of the
range and stopping power have been performed using ESTAR.1 (c, d) XZ- and YZ-projection
of Monte Carlo trajectories of 10 keV (the same energy used in the experiments) electrons
through hBN (101 trajectories, differently colored for clarity), simulated with CASINO.2
This shows defects are created throughout the material. All simulations in (a-d) assume
boron and nitrogen in a stoichiometric ratio of 1:1 and a material density of 2.1 g cm−3 as a
target.
(a) (b) (c)
Figure S4: Lifetimes of quantum emitters in multilayer hBN created with electron irradiation.
The emitters in (a-c) have lifetimes of 2.223(6), 2.758(7), and 3.084(9) ns, respectively. This
makes these emitters 3−6 times slower compared to the plasma treated ones (see main text).
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