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MODERATE PARTS IN REGENERATIVE COMPOSITIONS:
THE CASE OF REGULAR VARIATION
DARIUSZ BURACZEWSKI, BOHDAN DOVGAY, AND ALEXANDERMARYNYCH
ABSTRACT. A regenerative random composition of integer n is constructed by allocating n standard exponential
points over a countable number of intervals, comprising the complement of the closed range of a subordinator S.
Assuming that the Le´vy measure of S is infinite and regularly varying at zero of index −α , α ∈ (0, 1), we find an
explicit threshold r = r(n), such that the number Kn, r(n) of blocks of size r(n) converges in distribution without
any normalization to a mixed Poisson distribution. The sequence (r(n)) turns out to be regularly varying with
index α/(α+1) and the mixing distribution is that of the exponential functional of S. We also discuss asymptotic
behavior of Kn,w(n) in cases when w(n) diverges but grows slower than r(n). Our findings complement previously
known strong laws of large numbers for Kn, r in case of a fixed r ∈ N. As a key tool we employ new Abelian
theorems for Laplace–Stiletjes transforms of regularly varying functions with the indexes of regular variation
diverging to infinity.
1. INTRODUCTION AND THE MAIN RESULT
Let S = (S(t))t≥0 be a drift-free subordinator with no killing and a Le´vy measure ν on (0,∞). The
classical Itoˆ decomposition reads as
S(t) = ∑
k:τk≤t
jk, t ≥ 0,
with probability one, where ∑δ(τk, jk) is a Poisson point process with values in [0, ∞)× (0, ∞) and inten-
sity measure LEB× ν . Here δx is a Dirac point measure at x and LEB is the standard Lebesgue mea-
sure on [0, ∞). A random closed subset of [0, ∞) defined by R := cl{S(t) : t ≥ 0} is called the range of
S and the open complement Rc := [0, ∞) \R can be expressed as the union Rc = ∪k(S(τk−), S(τk)) =
∪k(S(τk−), S(τk−)+ jk) of countably many open intervals, where {τk} is the set of jump epochs of S. We
call the disjoint intervals comprising Rc boxes. Further, let (Ek)k∈N be a sequence of independent copies of
a random variable E with the standard exponential distribution, and (Ek)k∈N is independent of S. The points
(Ek)k∈N are called balls. Since the Lebesgue measure of R is zero with probability one, see Proposition
1.8 in [2], each ball E j with probability one falls into one of the boxes (S(τk−), S(τk)). A family (Cn)n∈N,
where Cn is the vector of nonzero occupancy numbers of the intervals (S(τk−), S(τk)), written in their nat-
ural order, defines a coherent sequence of random compositions in the following sense. For every n ∈ N,
the sum of coordinates of Cn is equal to n and one can pass from the composition of n given by Cn to the
composition of n− 1 defined by Cn−1 be removing the point En from a box it occupies.
The family (Cn)n∈N possesses a distinguishing property called regeneration inherited from the regenera-
tive property of the set R combined with the memoryless property of the exponential distribution. Consider
composition Cn of integer n and suppose that the first summand is equal to m < n, then deleting this part
yields a composition on n−mwhich has the same distribution asCn−m. In view of this property, the sequence
(Cn)n∈N is called regenerative composition structure, as introduced in [10].
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For n,k,r ∈ N, set
Zn,k := #{1≤ j ≤ n : E j ∈ (S(τk−), S(τk))} and Kn,r := ∑
k≥1
1{Zn,k=r}.
Thus, Kn,r is the number of boxes occupied by exactly r balls and Kn := ∑
n
r=1Kn,r is the total number
of occupied boxes. The asymptotic analysis, as n→ ∞, of Kn and Kn,r for regenerative compositions has
received a considerable attention in the past decades. Themodel exhibits a wide range of possible asymptotic
regimes depending on the tail behavior of the governing Le´vy measure ν . It is common to distinguish three
situations:
(i) the case of finite ν in which the corresponding construction is called the Bernoulli sieve;
(ii) the case where ν is infinite and the function y 7→ ν([y, ∞)) is slowly varying at zero;
(iii) the case where ν is infinite and the function y 7→ ν([y, ∞)) is regularly varying at zero with index
−α , α ∈ (0, 1).
In case (i), in which the subordinator S is a compound Poisson process, further subdivision stems from the
tail behavior (both at zero and infinity) of the distribution of the generic jump of S. For example, if this
distribution has finite mean and is nonlattice, then there exists a nondegenerate random vector (K1,K2, . . .)
such that
(Kn,1,Kn,2, . . .)
d−→
n→∞ (K1,K2, . . .), (1)
see Theorem 3.3 in [9]. Under the additional assumption that the distribution of the generic jump of S
belongs to a domain of attraction of a stable law with the index of stability lying in (1,2], the total number
of occupied boxes Kn, properly centred and normalized, converges in distribution to a stable law, see [5] and
[8]. Furthermore, a functional limit theorem for the process [0, 1] ∋ z 7→ ∑r≤nz Kn,r, is also available, see
Theorem 2.2 in [1]. In particular, the aforementioned results demonstrate that the main contribution to Kn in
case (i) is given by Kn,r’s with r lying between n
a and nb, 0 < a < b ≤ 1, whereas small counts Kn,r, with r
fixed, are negligible. A completely different picture occurs in case (iii) in which Kn has the same magnitude
as Kn,r, r= 1,2, . . . in the following sense. There exists a regularly varying normalization an and a sequence
of positive deterministic constants (cr)r∈N summing up to one, such that
Kn
an
a.s.−→
n→∞ Iα and
Kn,r
an
a.s.−→
n→∞ crIα , r ∈ N, (2)
where Iα is the exponential functional of the subordinator S, that is,
Iα :=
∫ ∞
0
e−αS(τ)dτ, (3)
see Theorem 4.1 in [11]. Intermediate regimes in case (ii), in which Kn,r diverges but grows slowly than Kn,
see [6], [7] and [12], make the picture even more diverse.
The main purpose of this short note is a further investigation of regenerative compositions in case (iii). A
natural question arising while comparing (1) and (2) is the following. What is a threshold r = r(n) such that
Kn,r(n) converges without any normalization, as n→∞, to a finite nondegenerate limit and what is the limit?
A complete answer to the above question is provided by our first main result. Throughout the paper the
notation f (t)∼ g(t) is used to denote asymptotic equivalence, that is, limt→∞ f (t)/g(t) = 1.
Theorem 1.1. Assume that S is a drift-free subordinator with no killing and a Le´vy measure ν on (0,∞)
satisfying
ν([y, ∞)) = y−αℓ(1/y), y ↓ 0, (4)
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for some α ∈ (0,1) and a slowly varying at infinity function ℓ. Let r= r(t) by any positive function such that
lim
t→∞
αtα
(r(t))α+1
ℓ
(
t
r(t)
)
= 1, (5)
and ri = ri(t), i= 1, . . . ,m be integer-valued functions such that ri(t) ∼ uir(t) for some 0< u1 < u2 < · · ·<
um < ∞, as t → ∞. Then (
Kn,r1(n),Kn,r2(n), . . . ,Kn,rm(n)
) d−→
n→∞ (P1,P2, . . . ,Pm),
where, given the subordinator S, (Pi)i=1,...,m are mutually independent Poisson random variables with
E [Pi|S] = u−α−1i Iα and Iα is defined by (3).
Remark 1.2. The existence and uniqueness (up to asymptotic equivalence) of a function r satisfying (5)
follows by a standard argument involving de Bruijn conjugates. Put ℓ1(t) := α
1/(α+1)ℓ1/(α+1)(t). Then ℓ1 is
slowly varying at infinity and thus possesses a de Bruijn conjugate, say ℓ∗1, see Theorem 1.5.13 in [3], such
that limt→∞ ℓ∗1(t)ℓ1(tℓ
∗
1(t)) = 1. Then r(t) = t
α/(α+1)/ℓ∗1(t
1/(α+1)) satisfies (5). In particular, r is regularly
varying at infinity with index α/(α + 1) ∈ (0, 1/2).
In order to formulate our next results, let us introduce the following classes of functions:
• W r, a class of positive functions defined in a neighborhood of infinity such that w ∈W r iff w(t) =
o(r(t)) and w(t)→ ∞ as t → ∞, where r is defined by (5);
• W rRV , a subclass of W r comprised of functions which are regularly varying at infinity, necessarily
with index of regular variation in [0, α/(α + 1)];
• Q, a class of positive functions defined in a neighborhood of infinity such that q ∈Q iff q(t) = o(t)
and q(t)→ ∞ as t → ∞.
Obviously, W rRV ⊂W r ⊂Q. We also denote by N the class of N-valued functions.
An interesting question naturally occurring upon examination of Theorem 1.1 is the following. What
happens with Kn,w(n) for the functions w ∈W r∩N , that is, for w(n) growing slowly than r(n)? The answer
to this question under an additional assumption of regular variation is provided by our second main result.
Theorem 1.3. Let w ∈W rRV ∩N . Under the same assumptions on the subordinator S as in Theorem 1.1 we
have
(w(n))α+1Kn,w(n)
nαℓ(n/w(n))
P−→
n→∞ αIα ,
with Iα given by (3).
From the previous two results it is natural to expect that if q ∈Q∩N is such that r(t) = o(q(t)), then
Kn,q(n)
P−→
n→∞ 0, (6)
and this is indeed the case, as we shall show later in the proofs. However, it is possible to formulate a non-
trivial limit theorem for such “rapidly increasing” sequence by considering a closely related functional. For
i ∈N, put
Kn,≥i := ∑
k≥1
1{Zn,k≥i},
so Kn,≥i is the number of boxes occupied by at least i balls. Our last main result provides a limit theorem for
Kn,≥q(n) for arbitrary q ∈Q∩N not necessarily satisfying r(t) = o(q(t)) nor regularly varying. In a sense
the next result is the easiest one, because the sequence (Kn, i)n∈N is monotone for every fixed i ∈ N. This
also partially explains why almost no assumptions on q are needed.
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Theorem 1.4. Under the same assumptions on the subordinator S as in Theorem 1.1 and for q ∈ Q∩N ,
the following holds:
(q(n))αKn,≥q(n)
nαℓ(n/q(n))
P−→
n→∞ Iα .
We close the introduction by specializing our main results to stable subordinators, which are typical
representatives of the family of subordinators with regularly varying infinite Le´vy measures.
Example 1.5. Let S be an α-stable subordinator, that is,
ν([y, ∞)) =
y−α
Γ(1−α) , y> 0,
for some α ∈ (0,1). Thus, (4) holds with ℓ(y)≡ 1/Γ(1−α), and (5) holds with
r(t) =
(
α
Γ(1−α)
)1/(α+1)
tα/(α+1), t > 0.
In particular, taking m= 1 and u1 = (Γ(1−α)/α)1/(α+1) in Theorem 1.1, we obtain
K
n,⌊nα/(α+1)⌋
d−→
n→∞ P,
where P has a mixed Poisson distribution with (conditional) mean E[P|S] = α
Γ(1−α)Iα . If w = w(t) is a
positive integer-valued function which is regularly varying at infinity and such that w(t)→ ∞ and w(t) =
o(tα/(α+1)), as t → ∞, then
(w(n))α+1Kn,w(n)
nα
P−→
n→∞
α
Γ(1−α)Iα .
Finally, for arbitrary q ∈Q∩N , by Theorem 1.4
(q(n))αKn,≥q(n)
nα
P−→
n→∞
1
Γ(1−α)Iα .
2. PREPARATORY RESULTS
The following two lemmas lie in the core of our proofs. Both results provide a kind of Abelian theorems
for integrals involving regularly varying functions with the index of regular variation diverging to infinity,
and might be of interest on their own. The essence of the proofs is an application of the saddle-point method.
Lemma 2.1. Let ℓ be a locally bounded positive function slowly varying at infinity and q ∈Q. Then∫ ∞
0
yq(t)−1e−yℓ(t/y)dy ∼ Γ(q(t))ℓ(t/q(t)), t → ∞. (7)
Note that for q(t)≡ q > 0 this is just the direct half of the classical Karamata theorem. Also note that in
general ℓ(t/q(t)) in the right-hand side cannot be replaced by ℓ(t).
Proof. Let a,A be positive constants such that 0< a< 1< A< ∞. Write∫ ∞
0
yq(t)−1e−yℓ(t/y)dy=
(∫ aq(t)
0
+
∫ Aq(t)
aq(t)
+
∫ ∞
Aq(t)
)
yq(t)−1e−yℓ(t/y)dy=: I1(t)+ I2(t)+ I3(t).
We start by showing that
lim
t→∞
I1(t)
Γ(q(t))ℓ(t/q(t))
= 0. (8)
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For α > 0, the function y 7→ yαe−y is increasing on [0, α]. Since aq(t)≤ q(t)−1 for large enough t > 0, we
obtain∫ aq(t)
0
yq(t)−1e−yℓ(t/y)dy≤ (aq(t))q(t)−1e−aq(t)
∫ aq(t)
0
ℓ(t/y)dy∼ (aq(t))q(t)e−aq(t)ℓ(t/(aq(t))), t → ∞,
(9)
where the last passage follows from Proposition 1.5.10 in [3] upon substitution z = t/y. Thus, by the slow
variation of ℓ and the Stirling formula for the gamma-function,
lim
t→∞
I1(t)
Γ(q(t))ℓ(t/q(t))
≤ lim
t→∞
(aq(t))q(t)e−aq(t)
Γ(q(t))
= lim
t→∞
(aq(t))q(t)e−aq(t)√
2piq(t)q(t)−1/2e−q(t)
= lim
t→∞
√
q(t)/(2pi)(ae−ae)q(t).
The last limit is equal to zero because ae−ae< 1 for 0< a< 1 and (8) follows. Let us check that
lim
t→∞
I3(t)
Γ(q(t))ℓ(t/q(t))
= 0. (10)
Upon substitution y= q(t)z we obtain
I3(t) = (q(t))
q(t)
∫ ∞
A
zq(t)−1e−q(t)zℓ(t/(zq(t)))dz ≤ t−1(q(t))q(t)+1 sup
y≤t/(Aq(t))
(yℓ(y))
∫ ∞
A
zq(t)e−q(t)zdz.
By Theorem 1.5.3 in [3], the right-hand side of the last display is asymptotically equal to
A−1(q(t))q(t)ℓ(t/q(t))
∫ ∞
A
zq(t)e−q(t)zdz.
Therefore, (10) is a consequence of
lim
t→∞
(q(t))q(t)
∫ ∞
A z
q(t)e−q(t)zdz
Γ(q(t))
= 0. (11)
To check the latter we write∫ ∞
A
zq(t)e−q(t)zdz=
∫ ∞
0
(z+A)q(t)e−q(t)(A+z)dz
= (Ae−A)q(t)
∫ ∞
0
(1+ z/A)q(t)e−zq(t)dz
≤ (Ae−A)q(t)
∫ ∞
0
e−z(1−A
−1)q(t)dz
= (Ae−A)q(t)
A
(A− 1)q(t). (12)
Thus, the Stirling formula for the gamma-function yields (11) because Ae−Ae < 1 for A > 1. By applying
(8) and (10) with ℓ≡ 1 we obtain∫ Aq(t)
aq(t)
yq(t)−1e−ydy ∼ Γ(q(t)), t → ∞.
This shows that (7) is a consequence of
lim
t→∞
I2(t)
ℓ(t/q(t))
∫ Aq(t)
aq(t)
yq(t)−1e−ydy
= 1.
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But this relation follows trivially from the uniform convergence theorem for slowly varying functions, see
Theorem 1.5.2 in [3]. Indeed,
infz∈[a,A] ℓ(t/(zq(t)))
ℓ(t/q(t))
≤ I2(t)
ℓ(t/q(t))
∫ Aq(t)
aq(t)
yq(t)−1e−ydy
≤ supz∈[a,A] ℓ(t/(zq(t)))
ℓ(t/q(t))
,
and both lower and upper bounds converge to one, as t → ∞, by the aforementioned uniformity. 
Corollary 2.2. Let U be a positive locally bounded function such that U(x) = xβ ℓ(x) for some ℓ slowly
varying at infinity and β ∈R. If q ∈Q, then∫ ∞
0
yq(t)−1e−yU(t/y)dy ∼ Γ(q(t))U(t/q(t)), t → ∞. (13)
Proof. Follows from Lemma 2.1 by plugging U(t/y) = (t/y)β ℓ(t/y) and using the asymptotic relation
Γ(q(t)−β )∼ (q(t))−β Γ(q(t)), since q(t)→ ∞, as t → ∞. 
The next lemma is a counterpart of the Abelian implication of the Karamata theorem for Laplace–Stieltjes
transforms.
Lemma 2.3. Let q ∈Q and U : (0, ∞) 7→ (0, ∞) be a right-continuous nonincreasing function and U(x) =
x−γℓ(1/x) for some ℓ slowly varying at infinity and γ > 0. Then
∫
[0,∞)
e−tx
(tx)q(t)
Γ(q(t)+ 1)
d(−U(x)) ∼ γU(q(t)/t)/q(t) = γt
γℓ(t/q(t))
q1+γ(t)
, t → ∞. (14)
Proof. The equality in (14) is obvious. Making change of variable x= q(t)y/t and integrating by parts, we
obtain ∫
[0,∞)
e−tx(tx)q(t)d(−U(x)) = (q(t))q(t)
∫
[0,∞)
(ye−y)q(t)dy(−U(q(t)y/t))
= (q(t))q(t)
∫
[0,∞)
U(q(t)y/t)dy
(
(ye−y)q(t)
)
= (q(t))q(t)
(∫
[0,y1)
+
∫
[y1,y2]
+
∫
(y2,∞)
)
· · ·
= (q(t))q(t)(J1(y1, t)+ J2(y1,y2, t)+ J3(y2, t)),
where y1 < 1< y2 are the real roots of the equation ye
−y = 1/4, see Fig. 1. Arguing exactly as in the proof
of equations (8) and (10), it can be checked the integrals J1(y1, t) and J3(y2, t) are negligible, that is,∫
[0,∞)
U(q(t)y/t)dy
(
(ye−y)q(t)
)
∼
∫
[y1,y2]
U(q(t)y/t)dy
(
(ye−y)q(t)
)
, t → ∞. (15)
Let us check that
(q(t))q(t)
Γ(1+ q(t))
∫
[y1,y2]
U(q(t)y/t)dy
(
(ye−y)q(t)
)
∼ γU(q(t)/t)/q(t), t → ∞. (16)
To this end, letW1 : [1/4, e
−1] 7→ [y1, 1] andW2 : [1/4, e−1] 7→ [1, y2] be the inverses of the function y 7→ ye−y
on its monotonicity intervals [y1, 1] and [1, y2], respectively, see Fig. 1. Then, using the changes of variables
MODERATE PARTS IN REGENERATIVE COMPOSITIONS: THE CASE OF REGULAR VARIATION 7
y
z
1
e−1
1/4
y1 y2
FIGURE 1. The plot of the function y 7→ ye−y (solid red). The scale on the z-axis is three
times larger than on the y-axis. The solid black dot is the maximum e−1 attained at y= 1,
the green dots are the intersections with the horizontal line z= 1/4. Two inverse functions
W1 andW2 are obtained by inverting monotone pieces of y 7→ ye−y on [y1, 1] and [1, y2],
respectively.
y=W1,2(z
1/q(t)), we obtain
∫
[y1,y2]
U
(
q(t)y
t
)
dy
(
(ye−y)q(t)
)
=
(∫
[y1,1]
+
∫
[1,y2]
)
U
(
q(t)y
t
)
dy
(
(ye−y)q(t)
)
=
∫
[4−q(t),e−q(t)]
(
U
(
q(t)
t
W1(z
1/q(t))
)
−U
(
q(t)
t
W2(z
1/q(t))
))
dz.
In view of the inequalities
y1 ≤W1(z1/q(t))≤ 1 and 1≤W2(z1/q(t))≤ y2,
which hold for all z ∈ [4−q(t), e−q(t)], the uniform convergence theorem for regularly varying functions, see
Theorem 1.5.2 in [3], is applicable. Thus, for every fixed ε ∈ (0,1) there exists t0 > 0 such that for all t > t0
and all z ∈ [4−q(t), e−q(t)], it holds
(1− ε)U(q(t)/t)
(
(W1(z
1/q(t)))−γ − (W2(z1/q(t)))−γ
)
≤
U
(
q(t)
t
W1(z
1/q(t))
)
−U
(
q(t)
t
W2(z
1/q(t))
)
≤
(1+ ε)U(q(t)/t)
(
(W1(z
1/q(t)))−γ − (W2(z1/q(t)))−γ
)
.
These inequalities demonstrate that (16) follows from
lim
t→∞
(q(t))q(t)+1
Γ(1+ q(t))
∫
[4−q(t),e−q(t)]
(
(W1(z
1/q(t)))−γ − (W2(z1/q(t)))−γ
)
dz = γ. (17)
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This latter can be checked by reversing the arguments. The changes of variables y=W1,2(z
1/q(t)) yield
(q(t))q(t)+1
Γ(1+ q(t))
∫
[4−q(t),e−q(t)]
(
(W1(z
1/q(t)))−γ − (W2(z1/q(t)))−γ
)
dz
=
(q(t))q(t)+1
Γ(1+ q(t))
∫
[y1,y2]
y−γdy
(
(ye−y)q(t)
)
=
(q(t))q(t)+1
Γ(1+ q(t))
(q(t))γ
tγ
∫
[y1,y2]
(q(t)y/t)−γdy
(
(ye−y)q(t)
)
∼ (q(t))
q(t)+1
Γ(1+ q(t))
(q(t))γ
tγ
∫
[0,∞)
(q(t)y/t)−γdy
(
(ye−y)q(t)
)
, t → ∞,
where the last passage follows from (15) applied withU(y) = y−γ . It remains to note that∫
[0,∞)
y−γdy
(
(ye−y)q(t)
)
= γ
∫ ∞
0
yq(t)−γ−1e−yq(t)dy= γ(q(t))γ−q(t)Γ(q(t)− γ),
which readily implies (17). The proof is complete. 
Remark 2.4. Using the same method we can also prove the analogue of Lemma 2.3 for nondecreasing
integratorsU . More precisely, if q∈Q andU : (0, ∞) 7→ (0, ∞) is a right-continuous nondecreasing function
such thatU(x) = xγℓ(1/x) for some ℓ slowly varying at infinity and γ > 0, then
∫
[0,∞)
e−tx
(tx)q(t)
Γ(q(t)+ 1)
dU(x) ∼ γU(q(t)/t)/q(t) = γt
−γℓ(t/q(t))
q1−γ(t)
, t → ∞. (18)
3. PROOFS OF THEOREMS 1.1, 1.3 AND 1.4: POISSONIZATION.
As in many previous works on occupancy schemes and random compositions we use the Poissonization–
dePoissonization technique. Let Π= (Π(t))t≥0 be a standard Poisson process which is assumed independent
of the subordinator S and of the sample (Ek)k∈N. The Poissonized model is obtained by allocating the balls
(Ek)k∈N at the epochs of the Poisson process Π: the ball E1 is dropped at the moment of the first jump of
Π (which is standard exponential), the ball E2 is dropped at the moment of the second jump of Π (which
is the sum of two independent standard exponentials) and so on. The Poissonized model has an advantage
that conditional on subordinator S the number of balls in different boxes form mutually independent Poisson
processes with intensity of the number of balls in a particular interval being equal to its length. Note that the
total number of balls allocated during [0, t] is equal to Π(t). For r ∈ N and t ≥ 0, denote by Kr(t) := KΠ(t),r
the number of boxes containing r balls at time t in the Poissonized model. Note that, for r ∈ N,
Kr(t) = ∑
k≥1
1{ZΠ(t),k=r}, t ≥ 0, (19)
and also
K≥r(t) = ∑
k≥1
1{ZΠ(t),k≥r}, t ≥ 0. (20)
We first prove version of Theorems 1.1, 1.3 and 1.4 for the Poissonized model.
Proposition 3.1. Under the assumptions of Theorem 1.1, it holds(
Kr1(t)(t),Kr2(t)(t), . . . ,Krm(t)(t)
) d−→
t→∞ (P1,P2, . . . ,Pm).
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Proof. Let us show that, for arbitrary fixed |zi| ≤ 1, i= 1, . . . ,m
E
[
m
∏
i=1
z
Kri(t)
(t)
i
∣∣∣S
]
a.s.−→
t→∞ exp
(
−Iα
m
∑
i=1
u−α−1i (1− zi)
)
. (21)
From this the desired statement follows by applying the dominated convergence theorem because the right-
hand side is the conditional (given S) multivariate generating function of (P1,P2, . . . ,Pm).
To prove (21) pick t0 > 0 so large that ri(t) < r j(t) for all t > t0 and 1 ≤ i < j ≤ m. By the conditional
independence of (ZΠ(t),k)k≥1 we have
E
[
m
∏
i=1
z
Kri(t)
(t)
i
∣∣∣S
]
= ∏
k≥1
E
[
m
∏
i=1
z
1{ZΠ(t),k=ri(t)}
i
∣∣∣S
]
= ∏
k≥1
(
1−
m
∑
i=1
(1− zi)P{ZΠ(t),k = ri(t)|S}
)
.
By an elementary fact, see Lemma 4.8 in [13], the right-hand side of the last display converges a.s. to the
right-hand side of (21) provided
∑
k≥1
P{ZΠ(t),k = ri(t)|S} a.s.−→
t→∞ u
−α−1
i Iα , (22)
for all i= 1, . . . ,m. To prove (22), let us introduce a box-counting (random) function
ρ(x) := #{k≥ 1 : e−S(τk−)− e−S(τk) > x}, x> 0. (23)
Note that ρ is nonincreasing and ρ(x) = 0 for x ≥ 1. In what follows we shall frequently write integrals
with −ρ(x) in the integrator over infinite intervals (0, ∞) keeping in mind that that the actual domain of
integration is (0,1).
Since the conditional (given S) distribution of ZΠ(t),k is Poisson with mean t(e
−S(τk−)− e−S(τk)), we can
write
∑
k≥1
P{ZΠ(t),k = ri(t)|S}=
∫
(0,∞)
e−tx
(tx)ri(t)
ri(t)!
d(−ρ(x)), i= 1, . . . ,m.
By Theorem 5.1 in [11]
ρ(x)
x−αℓ(1/x)
a.s.−→Iα , x ↓ 0. (24)
Applying Lemma 2.3 withU(x) = ρ(x) and q(t) = ri(t) we infer
∑
k≥1
P{ZΠ(t),k = ri(t)|S} ∼
αIα t
α
(ri(t))α+1
ℓ(t/ri(t)), t → ∞ a.s., (25)
for all i= 1, . . . ,m. Since
αtαℓ(t/ri(t))
(ri(t))α+1
∼ αt
αℓ(t/r(t))
(uir(t))α+1
→ u−α−1i , t → ∞,
we obtain (22) for all i= 1, . . . ,m. The proof is complete. 
Using similar arguments we can also deduce the following counterpart of Theorem 1.3. Note that we do
not assume regular variation of w here.
Proposition 3.2. Assume that w ∈W r ∩N . Then (4) implies
(w(t))α+1Kw(t)(t)
tαℓ(t/w(t))
P−→
t→∞ αIα .
MODERATE PARTS IN REGENERATIVE COMPOSITIONS: THE CASE OF REGULAR VARIATION 10
Proof. From representation (19) and Lemma 2.3 applied withU(x) = ρ(x) and q(t) = w(t) it follows that
E[Kw(t)(t)|S] = ∑
k≥1
P{ZΠ(t),k = w(t)|S} ∼
αIα t
α
(w(t))α+1
ℓ(t/w(t)), t → ∞ a.s., (26)
and by our assumptions on w the right-hand side is divergent to +∞ a.s. Further, from (19) it follows that
Var [Kw(t)(t)|S] = ∑
k≥1
Var [1{ZΠ(t),k=w(t)}|S]≤ E[Kw(t)(t)|S].
Thus, by Chebyshev’s inequality, for every fixed ε > 0,
P
{∣∣∣∣ Kw(t)(t)E[Kw(t)(t)|S] − 1
∣∣∣∣> ε
∣∣∣S
}
a.s.−→
t→∞ 0.
By the dominated convergence theorem
Kw(t)(t)
E[Kw(t)(t)|S]
P−→
t→∞ 1,
which, by Slutsky’s lemma and (26), yields the desired claim. 
Finally, here is a counterpart of Theorem 1.4 for the Poissonized model.
Proposition 3.3. Assume that q ∈Q∩N . Then (4) implies
(q(t))αK≥q(t)(t)
tαℓ(t/q(t))
P−→
t→∞ Iα .
Proof. Representation (20) implies
E[K≥q(t)(t)|S] = ∑
k≥1
P{ZΠ(t),k ≥ q(t)|S}=
∫
(0,∞)
(
∑
j≥q(t)
e−tx
(tx) j
j!
)
d(−ρ(x))
= t
∫
(0,∞)
ρ(x)e−tx
(tx)q(t)−1
(q(t)− 1)!dx=
∫
(0,∞)
ρ(y/t)e−y
yq(t)−1
(q(t)− 1)!dx,
where the penultimate equality follows upon integration by parts from an easily checked relation
d
dλ
(
∞
∑
j=k
e−λ
λ j
j!
)
= e−λ
λ k−1
(k− 1)! , k ∈ N.
Thus, Corollary 2.2 applied withU(x) = ρ(1/x) yields
E[K≥q(t)(t)|S] ∼ ρ(q(t)/t) ∼ Iα(t/q(t))αℓ(t/q(t)), t → ∞ a.s.,
by (24). Since t/q(t)→∞, as t→∞, we haveE[K≥q(t)(t)|S]→∞ a.s. From the inequality Var [K≥q(t)(t)|S]≤
E[K≥q(t)(t)|S], we obtain
K≥q(t)(t)
E[K≥q(t)(t)|S]
P−→
t→∞ 1,
by Chebyshev’s inequality and dominated convergence. This completes the proof of Proposition 3.3. 
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From (25) is it also clear that whenever q ∈Q∩N is such that r(t) = o(q(t)), then
P{Kq(t)(t) 6= 0|S}= P{Kq(t)(t)≥ 1|S} ≤ E[Kq(t)(t)|S] a.s.−→
t→∞ 0.
Thus,
Kq(t)(t)
P−→
t→∞ 0, (27)
which is the analogue of (6) for the Poissonized model.
4. PROOFS OF THEOREMS 1.1, 1.3 AND 1.4: DEPOISSONIZATION.
This part of the proofs is called dePoissonization and its aim is to deduce Theorems 1.1, 1.3 and 1.4 from
Propositions 3.1, 3.2 and 3.3, respectively. We start with an easier implication Proposition 3.3 ⇒ Theorem
1.4. It is simpler because (Kn,≥i)n∈N is nondecreasing.
4.1. Proof of Theorem 1.4 using Proposition 3.3. Fix ε ∈ (0, 1) and note that on the event {Π((1−ε)t)≤
⌊t⌋ ≤ Π((1+ ε)t)} we have
(q(⌊t⌋))αK≥q(⌊t⌋)((1− ε)t)
⌊t⌋αℓ(⌊t⌋/q(⌊t⌋)) ≤
(q(⌊t⌋))αK⌊t⌋,≥q(⌊t⌋)
⌊t⌋αℓ(⌊t⌋/q(⌊t⌋)) ≤
(q(⌊t⌋))αK≥q(⌊t⌋)((1+ ε)t)
⌊t⌋αℓ(⌊t⌋/q(⌊t⌋)) .
Put q±ε(t) := q(⌊t/(1± ε)⌋) and note that q ∈Q∩N implies q±ε ∈Q∩N . Further,
(q(⌊t⌋))αK≥q(⌊t⌋)((1± ε)t)
⌊t⌋αℓ(⌊t⌋/q(⌊t⌋)) =
(q±ε(t(1± ε)))αKq±ε (t(1±ε))((1± ε)t)
⌊t⌋αℓ(⌊t⌋/q±ε(⌊(1± ε)t⌋))
∼ (q
±ε(t(1± ε)))αKq±ε (t(1±ε))((1± ε)t)
⌊t⌋αℓ(⌊(1± ε)t⌋/q±ε(⌊(1± ε)t⌋)) , t → ∞ a.s.
by the slow variation of ℓ. By Proposition 3.3 the right-hand side converges in probability to (1±ε)αIα , as
t → ∞. Sending ε ↓ 0 and noting that
lim
t→∞P{Π((1− ε)t)≤ ⌊t⌋ ≤ Π((1+ ε)t)}= 1, (28)
we arrive at the conclusion of Theorem 1.4.
For the remaining implications, namely Proposition 3.1 ⇒ Theorem 1.1 and Proposition 3.2 ⇒ The-
orem 1.3, more sophisticated arguments are necessary due to lack of monotonicity of (Kn, i)n∈N, i ∈ N. In
particular, the first order result for (Π(t)) given by (28) is not sufficient.
4.2. Proofs of Theorems 1.1 and 1.3 using Propositions 3.1 and 3.2. We shall prove both implications
simultaneously. Throughout this subsection v(t) denotes either ri(t), for some fixed i = 1, . . . ,m, in the
settings of Theorem 1.1 or w(t) in the settings of Theorem 1.3. In both cases v is regularly varying and
integer-valued. Set
c(t) := tαℓ(t/v(⌊t⌋))/(v(⌊t⌋))α+1 ∼ tαℓ(t/v(t))/(v(t))α+1, t → ∞.
It is enough to prove
Kv(⌊t⌋)(t)−K⌊t⌋,v(⌊t⌋)
c(t)
=
KΠ(t),v(⌊t⌋)−K⌊t⌋,v(⌊t⌋)
c(t)
P−→
t→∞ 0. (29)
Indeed, under the assumptions of Theorem 1.1, c(t)→ c, as t → ∞, for some c > 0. Therefore, (29) is
equivalent to P{Kv(⌊t⌋)(t) 6= K⌊t⌋,v(⌊t⌋)} → 0, as t → ∞. This proves that Proposition 3.1 and (29) yield
Theorem 1.1. Similarly, Proposition 3.2 and (29) yield Theorem 1.3.
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Fix T > 0, δ > 0 and note that for large enough t > 0 we have
P{|KΠ(t),v(⌊t⌋)−K⌊t⌋,v(⌊t⌋)| ≥ δc(t)} ≤ 1−P{Π(t−T
√
t)≤ ⌊t⌋ ≤ Π(t+T√t)}
+P{Π(t−T√t)≤ ⌊t⌋ ≤ Π(t+T√t), |KΠ(t),v(⌊t⌋)−K⌊t⌋,v(⌊t⌋)| ≥ δc(t)}.
By the central limit theorem for Poisson processes we see that it is enough to check
lim
T→∞
limsup
t→∞
P{Π(t−T√t)≤ ⌊t⌋ ≤ Π(t+T√t), |KΠ(t),v(⌊t⌋)−K⌊t⌋,v(⌊t⌋)| ≥ δc(t)}= 0,
for every δ > 0, which in turn follows from
limsup
t→∞
E
(
sups∈[t−T√t,t+T√t] |KΠ(s),v(⌊t⌋)−KΠ(t),v(⌊t⌋)|
)
c(t)
= 0, (30)
for arbitrary fixed T > 0. In order to prove (30) we estimate the supremum as follows:
sup
s∈[t−T√t,t+T√t]
|KΠ(s),v(⌊t⌋)−KΠ(t),v(⌊t⌋)| ≤ ∑
k≥1
sup
s∈[t−T√t,t+T√t]
|1{ZΠ(s),k=v(⌊t⌋)}−1{ZΠ(t),k=v(⌊t⌋)}|.
Note that the k-th summand on the right-hand side can be non-zero only in the following two scenarios:
• the number of balls in the k-th box at time t − T√t was strictly smaller than v(⌊t⌋) but at time
t+T
√
t it became larger or equal than v(⌊t⌋), that is, at some epoch during [t−T√t, t+T√t] the
number of balls in the k-th box increased to v(⌊t⌋);
• at least one ball has fallen during [t−T√t, t+T√t] in the k-th box which contained exactly v(⌊t⌋)
balls at time t−T√t.
Thus,
sup
s∈[t−T√t,t+T√t]
|KΠ(s),v(⌊t⌋)−KΠ(t),v(⌊t⌋)| ≤
∑
k≥1
((
v(⌊t⌋)−1
∑
j=0
1{ZΠ(t−T√t),k= j,ZΠ(t+T√t),k≥v(⌊t⌋)}
)
+1{ZΠ(t−T√t),k=v(⌊t⌋),ZΠ(t+T√t),k>v(⌊t⌋)}
)
,
and thereupon
E
(
sup
s∈[t−T√t,t+T√t]
|KΠ(s),v(⌊t⌋)−KΠ(t),v(⌊t⌋)|
)
≤
≤ ∑
k≥1
v(⌊t⌋)−1
∑
j=0
P{ZΠ(t−T√t),k = j,ZΠ(t+T√t),k ≥ v(⌊t⌋)}
+ ∑
k≥1
P{ZΠ(t−T√t),k = v(⌊t⌋),ZΠ(t+T√t),k > v(⌊t⌋)}
= ∑
k≥1
P{v(⌊t⌋)− (ZΠ(t+T√t),k−ZΠ(t−T√t),k)≤ZΠ(t−T√t),k ≤ v(⌊t⌋)− 1}
+ ∑
k≥1
P{ZΠ(t−T√t),k = v(⌊t⌋),ZΠ(t+T√t),k−ZΠ(t−T√t),k ≥ 1}.
Recall that, conditional on S, (ZΠ(s),k)s≥0 is a Poisson process and in particular has independent and station-
ary increments. Thus, exploiting definition (23) of the function ρ and Markov’s inequality for the second
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summand, we obtain
E
(
sup
s∈[t−T√t,t+T√t]
|KΠ(s),v(⌊t⌋)−KΠ(t−T√t),v(⌊t⌋)|
)
≤ E ∑
k≥1
P{v(⌊t⌋)− (ZΠ(t+T√t),k−ZΠ(t−T√t),k)≤ZΠ(t−T√t),k ≤ v(⌊t⌋)− 1|S}
+E ∑
k≥1
P{ZΠ(t−T√t),k = v(⌊t⌋)|S}P{ZΠ(t+T√t),k−ZΠ(t−T√t),k ≥ 1|S}
=
∫
(0,∞)
P{v(⌊t⌋)−Poi′(2T√tx)≤ Poi((t−T√t)x)≤ v(⌊t⌋)− 1}d(−Eρ(x))
+
∫
(0,∞)
e−x(t−T
√
t) x
v(⌊t⌋)(t−T√t)v(⌊t⌋)
v(⌊t⌋)! (2Tx
√
t)d(−Eρ(x))
=: P1(t)+P2(t),
where Poi and Poi′ are independent Poisson random variables. We first deal with P2(t). By Theorem 5.1 in
[11]
Eρ(x) ∼ const · x−αℓ(1/x), x→ ∞, (31)
where here and below “const” denotes some positive constants which does not depend on x and/or t but
might depend on all other parameters. Let (s(t))t≥0 be such that s(t)−T
√
s(t) = t for all t ≥ 0. Lemma 2.3
applied withU(x) = Eρ(x), t replaced by s(t) and q(t) = v(⌊s(t)⌋)+ 1, yields
P2(s(t)) =
2T
√
s(t)(v(⌊s(t)⌋)+ 1)
t
∫
(0,∞)
e−xt
(tx)v(⌊s(t)⌋)+1
(v(⌊s(t)⌋)+ 1)!d(−Eρ(x))
∼ const · 2T
√
s(t)(v(⌊s(t)⌋)+ 1)
t
αtαℓ(t/(v(⌊s(t)⌋)+ 1))/(v(⌊s(t)⌋)+ 1)1+α, t → ∞.
Since v is regularly varying both in the settings of Theorem 1.1 and Theorem 1.3, the relation s(t) ∼ t, as
t → ∞, implies v(⌊s(t)⌋)+ 1∼ v(t) and thereupon
P2(s(t)) ∼ const · t
α−1/2ℓ(t/v(t))
(v(t))α
, t → ∞.
If v= ri, then the index of regular variation of v is α/(α + 1)< 1/2, see Remark 1.2 and thereupon
lim
t→∞
tα−1/2ℓ(t/ri(t))
rαi (t)
= 0= lim
t→∞
tα−1/2ℓ(t/ri(t))
rαi (t)c(t)
. (32)
If v= w ∈W rRV , that is, we are in settings of Theorem 1.3, then
lim
t→∞
tα−1/2ℓ(t/w(t))
wα(t)c(t)
= lim
t→∞
w(t)
t1/2
= 0. (33)
holds as well, since we assume w(t) = o(r(t)) and r(t) = o(
√
t), as t → ∞.
In order to estimate P1(t) we decompose it as follows: for fixed 0< a< 1< A,
P1(t) =
(∫
(0,av(⌊t⌋)/t)
+
∫
[av(⌊t⌋)/t,Av(⌊t⌋)/t]
+
∫
(Av(⌊t⌋)/t,∞)
)
· · · =: P11(t)+P12(t)+P13(t).
As far as P12(t) is concerned we have, by the stochastic monotonicity of Poi(λ ) in parameter λ ,
P12(t)≤
∫
[av(⌊t⌋)/t,Av(⌊t⌋)/t]
P{v(⌊t⌋)−Poi′(2ATv(⌊t⌋)/√t)≤ Poi((t−T√t)x)≤ v(⌊t⌋)− 1}d(−Eρ(x)).
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PickM ∈ N so large that α <M/(M+ 2) and note that
P12(t)≤ P{Poi′(2ATv(⌊t⌋)/
√
t)≥M}
∫
[av(⌊t⌋)/t,Av(⌊t⌋)/t]
d(−Eρ(x))
+
M−1
∑
j=1
P{Poi′(2ATv(⌊t⌋)/√t) = j}
j
∑
i=1
∫
[av(⌊t⌋)/t,Av(⌊t⌋)/t]
P{Poi((t−T√t)x) = v(⌊t⌋)− i}d(−Eρ(x))
≤ const ·
(
v(t)√
t
)M
Eρ(av(⌊t⌋)/t)
+ const ·
M−1
∑
j=1
(
v(t)√
t
) j j
∑
i=1
∫
(0,∞)
P{Poi((t−T√t)x) = v(⌊t⌋)− i}d(−Eρ(x)),
where the bound P{Poi(λ )≥M} ≤ λM has been utilized for the estimate of P{Poi′(2ATv(⌊t⌋)/√t)≥M}.
The first term goes to zero, as t → ∞, by (31) and the choice of M. By Lemma 2.3 every integral in the
second term is O(tαℓ(t/v(t))/(v(t))α+1) (with a possibly dependent on j = 1, . . . ,M constant in the Landau
symbol). Thus, by (32) and (33) all summands in the second term tend to zero upon division by c(t), as
t → ∞.
For the estimates of P11(t) and P13(t) we employ known bounds for Poisson tail probabilities borrowed
from [4]. By part (ii) of Proposition 1 in [4], we have, for large enough t > 0,
P11(t)≤
∫
(0,av(⌊t⌋)/t)
P{v(⌊t⌋)≤ Poi((t+T√t)x)}d(−Eρ(x)),
≤
∫
(0,av(⌊t⌋)/t)
(
1− (t+T
√
t)x
1+ v(⌊t⌋)
)−1
P{Poi((t+T√t)x) = v(⌊t⌋)}d(−Eρ(x))
≤ const ·
∫
(0,av(⌊t⌋)/t)
P{Poi((t+T√t)x) = v(⌊t⌋)}d(−Eρ(x)),
and this converges to zero exponentially fast, which is readily seen upon integration by parts, the bound∣∣∣∣dP{Poi(λ ) = j}dλ
∣∣∣∣≤ P{Poi(λ ) = j}+P{Poi(λ ) = j− 1}, j ∈ N,
and (9). Similarly, by Proposition 1(i) in [4]
P13(t)≤
∫
(Av(⌊t⌋)/t,∞)
P{Poi((t−T√t)x)≤ v(⌊t⌋)}d(−Eρ(x))
≤
∫
(Av(⌊t⌋)/t,∞)
(
1− v(⌊t⌋)
(t+T
√
t)x
)−1
P{Poi((t+T√t)x) = v(⌊t⌋)}d(−Eρ(x))
≤ const ·
∫
(Av(⌊t⌋)/t,∞)
P{Poi((t+T√t)x) = v(⌊t⌋)}d(−Eρ(x)),
and this also converges to zero in view of (12). This finishes the proof of (30) and of Theorem 1.1.
Using similar arguments it can be checked that (27) implies (6).
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