We prove the second moment theorem for Siegel transform defined over the space of unimodular S-lattices in Q d S , d ≥ 3, following the work of Rogers [16] . As applications, we obtain the random statements of Gauss circle problem for any convex sets in Q d S containing the origin and of the effective Oppenheim conjecture for S-arithmetic quadratic forms.
Using the Rogers' second moment theorem, Athreya and Margulis [2] showed that there is a positive δ > 0 such that for almost all isotropic quadratic form q of rank at least 3, the difference between N(q, a, b, T ) and its asymptotic limit is o(T d−2−δ ). Kelmer and Yu [15] obtained similar results for specific homogeneous polynomials of arbitrary even degree. See also [19] and [8] for systems of linear maps on a quadratic surface, and [11] for the S-arithmetic set-up.
There are also applications to problems related to Diophantine approximation. Kleinbock and Margulis [13] used the Siegel transform (defined over a subset of primitive vectors) to obtain the Borel-Cantelli family, which is connected to the study of Diophantine approximation of systems of m linear forms in n variables. Björklund and Gorodnik [3, 4] showed central limit theorems for the lattice counting problem and the matrix version of Diophantine approximation, respectively. See also [5] for the central limit theorem of Diophantine approximation for another generalization to the case of higher dimension.
The main goal of this paper is to extend Rogers' second moment theorem to an S-arithmetic space. As applications, combining with the results of [1] and [11] , we show the random statement of effective version of Oppenheim conjecture for S-arithmetic quadratic forms and of the Gauss circle problem for arbitrary bounded convex set containing the origin, for the Sarithmetic set-up. These results are generalizations of the works of Athreya and Margulis [2] and Schmidt [21] .
Organization. In Section 2, we state our main theorems and applications which are proved in Section 4 and Section 6. The proof of the main theorem is based on the observation of the asymptotic behavior of the mean value of functions defined on the quotient space of the unstable parabolic subgroup, associated to the given diagonal flow. Details are provided in Section 3. In Section 5, we give an example i) which will be used in Section 6 in the case when k = 2 and d ≥ 3 and ii) which is the divergent case of Theorem 2.4 when k = d ≥ 2.
Z p = {x ∈ Q p : |x| p ≤ 1}. For simplicity, we denote the product measure µ d of Q d S by µ. We will choose the supremum norm on R d instead of the usual Euclidean norm, and define the norm · S on Q d S by v S = max p∈S v p .
A free Z S -module Λ of rank d in Q d S is a uniform lattice subgroup of the additive group Q d S , that is, Q d S /Λ is compact and hence has a finite measure. We will call Λ an S-lattice of Q d S . Define UL d (Q S ) by UL d (Q S ) = g = (g p ) p∈S ∈ GL d (Q S ) :
det g ∞ = 1 and |det g p | p = 1, p ∈ S f . and UL d (Z S ) = UL d (Q S ) ∩ M d (Z S ). Here, M d (Z S ) = M d,d (Z S ), where M m,n (K) is the space of m × n matrices whose entries are in K. As SL d (R)/SL d (Z) is identified with the space of unimodular lattices in R d , UL d (Q S )/UL d (Z S ) is identified with the space of unimodular S-lattices in Q d S by the map
Remark 2.1. Following [11] , we will use sans serif typestyle for parameters of an S-arithmetic space. Throughout the paper, if we denote by G/Γ, it is
Main results. For a bounded and compactly supported function f on Q d S , as in (1.1), define the Siegel transform f on G/Γ by
where O = (0, 0, . . . , 0) is the origin of Q d S . There is a generalization of the Siegel's integral formula, which can be found in [11, Proposition 3.10 and Proposition 3.11] for G/Γ = SL d (Q S )/SL d (Z S ).
Here, dg = dm(g) and dv = dµ(v), where m is the normalized G-invariant measure of G/Γ and µ is the Haar measure of Q d S . Proof. For G/Γ = UL d (Q S )/UL d (Z S ), one can easily modify the proofs of lemmas 3.8, 3.10 and 3.11 in [11] since UL d (Q S )/UL d (Z S ) is also a compact extension of SL d (R)/SL d (Z), whose fibers are isomorphic to p∈S f UL d (Z p ).
Fix a positive integer k ≤ d. Let us define the transform S k (·) from the space of bounded functions f on (Q d S ) k of compact support to the space of functions on G/Γ by
For the computation of the mean value of S k (f ) over G/Γ, we need some notations. We say that a matrix D ∈ M r,k (Z S ) is reduced if there is an integer t ∈ N such that tD ∈ M r,k (Z) and gcd{(tD) ij :
(1) For a set S = {∞, p 1 , . . . , p s }, denote 
Theorem 2.4. Let f , S k (f ) be defined as above. We have
Moreover, if k ≤ d − 1, the above integral is finite. 
The proof of Theorem 2.4 relies on the following observation, which is related to the Diophantine approximation.
Let m, n be a pair of positive numbers with m + n = d and m ≤ n.
Consider a one-parameter subgroup {g
where I k is the identity matrix of size k.
Let H − be the subgroup of G defined by
Note that H − ∩ Γ is a uniform lattice subgroup of H − . More precisely,
. We use the same notation m for the normalized H − -invariant measure on H − /(H − ∩ Γ) and denote dm(h A Γ) by dA.
if the limit exists.
Theorem 2.6. Let φ be a bounded non-negative continuous function on G/Γ. Suppose that for almost every g ∈ G,
where φ • L g (x) = φ(gx), ∀x ∈ G/Γ. Then it satisfies that
Applications. We first introduce two versions of the effective Oppenheim conjecture for S-arithmetic isotropic quadratic forms. A quadratic form q on Q d S is a collection of quadratic forms q p , which is defined on Q d p for each p ∈ S. We say that q = {q p } p∈S is nondegenerate or isotropic if each q p , p ∈ S, is nondegenerate or isotropic, respectively.
For every δ > 0, for a.e. nondegenerate isotropic quadratic form q, there are constants c q , ε 0 = ε 0 (q, ξ) > 0 such that for any positive ε < ε 0 , there is a nonzero
For d = 3 and S = {∞}, Ghosh and Kelmer [9] showed the similar result with a different setting: for positive η < 1, consider a sequence {(N (k), δ(k))} k∈N of pairs of positive numbers such that max( N (k) k η δ(k) 2 , N (k) 3/2 k η δ(k) ) goes to zero as k goes to infinity. They showed that for almost every isotropic quadratic form q of rank 3,
for any sufficiently large k.
Let T = (T ∞ , T p 1 , . . . , T ps ) be an element of R ≥0 × p∈S f p Z . We always regard that there is a relation between T and t: T ∞ = e t∞ and T p = p tp , p ∈ S f . We say that T = (T p ) p∈S For an arbitrary S-lattice Λ and a bounded set A in Q d S , let N(Λ, A) be the cardinality of the intersection Λ ∩ A.
Gauss circle problem is to find the minimal exponent
where A is a compact convex subset of R d containing the origin and having some boundary condition. If A is a sphere, it is known that λ d = 0 for d ≥ 4 and it is conjectured to be λ d = 0 for d = 2 and 3 ( [14, 12] ). For the case of any convex set, Guo [10] provides the smallest λ d as far as known: λ d = (d 2 + 3d + 8)/(d 3 + d 2 + 5d + 4) for d ≥ 4 and 73/158 for d = 3.
For the case of random lattices, Schmidt [21] showed that for almost every lattice Λ ⊂ R d ,
where ψ is a positive nondecreasing function such that
We modify the Schmidt's theorem to the case of the space of unimodular lattices in R d and extend it to the space of unimodular S-lattices.
S containing the origin and assume that µ(A) = 1. Let δ > 0. Then for almost every unimodular S-lattice Λ, there is T 0 0 such that
where TA is the dilation of A by T.
Integral formulas over H
Let q, r and D be as in Notation 2.3. For Λ ∈ G/Γ, define the set
. In this section, we will compute M(φ) = lim t→∞ H − /(H − ∩Γ) φ • g t dm for a function φ defined as follow: for a nonnegative bounded continuous function
Let φ be a function on G/Γ defined as above. Assume that mr ≤ n, where m and n are positive integers in the definition of g t (see (2.1)). Then
We remark that Φ Λ (q, D) and a function φ can be defined for any positive integer q and we can obtain the similar result for this setting. The only difference from Theorem 3.1 is that the scalar term N (
where q ∈ Z n S and p ∈ Z m S . Notation 3.2. From now on, elements w * ∈ Q d S , q * ∈ Q n S and p * ∈ Q m S are mentioned only when they have the relation (3.3). For notational simplicity, let us denote
, where π p = e if p = ∞ and π p = 1/p if p ∈ S f .
For a function f :
We claim that if r ′ = rk (q 1 , . . . , q r ) ≤ r − 1, then w 1 , . . . , w r are linearly dependent, for sufficiently large t (see (3.4) and (3.8)). i) r ′ = 0, i.e., q j = 0 for ∀j = 1, . . . , r.
Since
Hence w j = 0 for all j = 1, . . . , r.
ii) r ′ ≥ 1.
Observe that (1) there is at least one r ′ × r ′ minor of a matrix (q 1 , . . . , q r ) whose determinant is nonzero;
Since we consider w j 's which are contained in supp(f ), 1 ≤ j ≤ r, for each p ∈ S, there is a trivial upper bound of b j 's:
Let us first show that
which will be deduced from
It turns out that the left hand side of (3.7) is the determinant of the (r ′ + 1) × (r ′ + 1) matrix (using cofactor method to the bottom row) 
By observation (2) above, the determinant of the above matrix is zero. Now, it remains to show that b 1 p 1 + · · · + b r p r = 0. From (3.5) and (3.6),
Choose t sufficiently large so that
By Lemma 3.3, for Λ = g t h A Z d S and t sufficiently large, one can rewrite
Raising t 0 if necessary, on the support of the summation (3.9), we may assume that
which we call the S-integral part and the fractional part of x, respectively, so that x = Int(x) + Frc(x). Let us also denote Int (x 1 , . . . , x r ) = (Int(x 1 ), . . . , Int(x r )) and
Frc (x 1 , . . . , x r ) = (Frc(x 1 ), . . . , Frc(x r )) . 
Then it follows that
where exp(t) = e t∞ p∈S f p tp .
Proof. Define a function F : 
Then
Proof of Theorem 3.1. Note that for t = (t p ) p∈S ,
Therefore, using Lemma 3.4,
We remark that the bound of the error is asymptotically
as t goes to infinity. Since r ≤ n, the exponent of exp(t) is bounded above by −1. Denote by ∆ = (q 1 , . . . , q r ) ∈ (Z n S ) r :
(M n,k (Z S ))∩M n,r (Z S ), ∆ is an S-sublattice of M n,r (Z S ) whose covolume is (q r /N (D, q)) n .
Let H be a function on M n,r (Q S ) given by
Then we obtain that
Proof of Main results
Let us begin with a simple observation. which we use the same notation φ. Then for any g ′ in G,
Proof. We claim that there is a countable set of pairwise disjoint subsets F i of F and elements γ 1 , γ 2 , γ 3 , . . . in Γ so that
Since Fγ j is also a fundamental domain of Γ, we have γ −1 i γ j is the identity element, hence i = j. Now, since µ is a unimodular Haar measure,
Proof of Theorem 2.6. Let F ⊂ G be a fundamental domain of G/Γ. Since M(φ) = M(φ • L g ) for a.e. g, by Fatou's lemma and Fubini's theorem,
which shows the lower bound of (2.2). For the upper bound, let us consider the following notation: for h > 0,
Again using Lemma 4.1, for any t ≻ 0,
The last inequality is induced from the fact that φ h ≤ h. Take h > M(φ). Letting t → ∞ and using Lebesgue's dominated convergence theorem,
Since the above inequality holds for arbitrary large h, we have 
Hence, by Theorem 3.1,
By Theorem 2.6 and Theorem 3.1, we obtain the proposition.
Proof of Theorem 2.4. Recall Notation 2.3. We first show that
For v 1 , . . . , v k ∈ Z d S , let r = rk (v 1 , . . . , v k ). Suppose that r = 0, k. Then there are indices 1 ≤ i 1 < · · · < i r ≤ k such that 1) rk (v j 1 , . . . , v jr ) = r; 2) for j ℓ ≤ j < j ℓ+1 , v j ∈ Qv j 1 ⊕ · · · ⊕ Qv j ℓ .
If we put w 1 = v j 1 , . . . , w r = v jr , there is C ∈ M r,k (Q) such that (w 1 , . . . , w r ) C = (v 1 , . . . , v k ) and 1) [C] j ℓ = e ℓ , where {e 1 , . . . , e r } is a canonical basis of Q r S ; 2) (C) jℓ = 0 for j < j ℓ .
Choose q ∈ N S such that D = qC ∈ M r,k (Z S ) is reduced and 1) [D] j ℓ = qe ℓ and 2) (D) jℓ = 0 for j < j ℓ .
Hence with Notation 2.3, we obtain that
Therefore, by Proposition 4.2,
Now let us show that the integral of S k (f ) converges when k ≤ d−1. Since f : (Q d S ) k → R is bounded and compactly supported, there is a bounded and compactly supported function g :
Proof of Corollary 2.5. Define
Note that
By Theorem 2.4,
The result follows from the fact that the set of subscripts of sums in the above equation is assorted into
Divergence when k = d ≥ 2
In this short section, we provide examples of functions on Q d S so that (1) when k = 2 and d ≥ 3, we compute the constant C d used in Section 6 (see Theorem 6.4); (2) we want to explain why the integral in Theorem 2.4 may not converge when k = d.
where ζ is the Riemann-zeta function.
Proof. By Corollary 2.5, it suffices to show that
Note that for each p ∈ S f , min(|q| p , |w/p| p ) < 1 only if p divides p. It
Hence we have
Since N S P S = N, the left summation in (5.1) is
where q ′ = qp and φ(q ′ ) is the Euler totient function.
Remark 5.2. Automatically, when d = 2, the proposition provides an example of the divergent case when d = k = 2, since ζ(d − 1) = ζ(1) = ∞.
Among the set of subscripts, for each q ∈ N S and p ∈ P S , consider matrices D ∈ D r,q of the form
Similar to the proof of Proposition 5.1,
which is divergent. Here, J k (q ′ ) is the Jordan's totient function. It is known that n≥1 J k (n)/n s = ζ(s − k)/ζ(s), k, s ∈ N.
Application
Definition 6.1. Let f : Q d S → R ≥0 be a measurable function. Define a non-increasing function f * :
Extends f * to a function on Q d S by taking trivial value zero outside
We will call an extended function f * a spherical symmetrization of f .
We remark that since we choose the supremum norm on R d , even if S = {∞}, the definition of the spherical symmetrization is slightly different from the notion introduced in [17] .
Recall that real functions f and g on Q d
S are said to be equimeasurable if µ ({x : f (x) > ρ}) = µ ({x : g(x) > ρ}) for any ρ ∈ R.
As in the proof of (a), we may assume that f is a simple function i a i I A i and f * = i a i I B i its spherical symmetrization. Then it is enough to show that for any pair (i, j),
For A ⊆ Q d S and q ∈ Q S , let A(q) := {v ∈ Q d S : I A (qv) = 1}. By (6.1), it is obvious that µ(A i (q)) ≤ µ(B i (q)) and µ(A j (w/p)) ≤ µ(B j (w/p)). Then (6.2) follows from the facts that
, it is easy to deduce that
For functions on R d , Rogers [18] compared the L r -means of a non-negative Borel function and its spherical symmetrization for 1 ≤ r < ∞.
The following theorem is a generalization of Theorem 2.2 in [1] . The proof is not much different from that of [1, Theorem 2.2] but we include it for completeness. 
Proof. Given
where I A and I U c are the indicator functions of A and the complement of U in Q d S and G/Γ, respectively. Since ψ(gΓ) = 0 ⇔ gZ d S ∩ A = ∅ ⇒ φ(gΓ) = 0, we obtain that φ = φ · ψ. From the Siegel's integral formula, it follows that
Then Cauchy-Schwarz inequality says that
where µ ∞ ([−R, R]) d ) = a. By Proposition 6.2 (c) and Proposition 5.1,
Take C d = 4ζ(d − 1)/ζ(d). From (6.3) and (6.4), we obtain that [7] for the case that S = {∞} and Proposition 1.2, Proposition 4.2 in [11] for general S. Note that the collection {I I j } of indicator functions of I j 's is equicontinuous. Proposition 1.2 in [11] does not mention the equicontinuous family of functions, but it is not hard to deduce the proposition from the proof of the proposition 4.2 in [11] .
Proof of Theorem 2.7. Fix an isotropic quadratic form q 0 on Q d S and a constant ξ = (ξ p ) p∈S ∈ Q S .
For any j = (j p ) p∈S ∈ N s+1 ,define
By Proposition 6.5, there is j 0 ≻ 0 such that for any j ≻ j 0 ,
. . , j ps − 1). By Theorem 6.4,
Consider an isotropic quadratic form q such that
for some g ∈ G and suppose that gZ d S − {O} intersects with all but finitely many A j 's. By Borel-Cantelli lemma, the set of such quadratic forms q has full measure.
Choose ε 0 > 0 such that (gZ d S − {O}) ∩ A j = ∅ whenever e −j∞ < ε 0 and p −jp < ε 0 , ∀p ∈ S f .
For any positive ε < ε 0 , there is j = (j ∞ , j p 1 , . . . , j ps ) such that
Theorem 6.6. Let A ⊆ Q d S be a bounded measurable set and N 1 ,
t = 0, 1, 2, . . . , ℓ u = 0, 1, 2, . . . , 2 ℓ−t − 1 .
For any positive function ψ on N, consider the set
Then the set B ℓ is independent of the choice of J f and there is a constant C(A, d) > 0 such that
Hence
Proof of Theorem 2.9. Define
We first want to show that for a given δ > 0, if (j, J f ) ∈ Ψ is large enough,
for almost all g ∈ F, where F is a fundamental domain of G/Γ.
Choose a constant δ ′ such that 0 < δ ′ < 2δ/d. For each ℓ ∈ N, define B ℓ as in Theorem 6.6 with ψ(ℓ) = 2 ℓδ ′ . Since δ ′ > 0,
Let |(j, J f )| d = N ∈ N and choose ℓ ∈ N such that 2 ℓ−1 ≤ N < 2 ℓ . Note that N can be expressed as the summation of at most ℓ number of (N 2 −N 1 ), (N 1 , N 2 ) ∈ K ℓ , mutually distinct. Hence (6.5) is obtained from (6.6) and Cauchy inequality since As in the proof of Theorem 2.9, it suffices to find a range of γ > 0 for which (6.7) m (j, J f ) ∈ Ψ (j, J f ) (j 0 , J f 0 ) g ∈ F : N(q g 0 , I, (j, J f )) − V(q g 0 , I, (j, J f )) > |(j, J f )| (d−2)/2+γ < ∞.
for sufficiently large (j 0 , J f 0 ).
For q, I and T, define a set A q,I,T in Q d S by A q,I,T = q −1 (I) ∩ B(O, T).
Then N(q, I, T) = N(Z d S , A q,I,T ) and V(q, I, T) = µ(A q,I,T ). In order to use Theorem 6.6, let us consider a compact set K ⊂ F and a sequence (Q(ℓ)) ℓ∈N of finite subsets of K such that (i) K ⊆ h∈Q(ℓ)
h.B(ε ℓ ), where ε ℓ = 2 −αℓ for some α > 0 and
(ii) There is a constant C(K) > 0 such that for all ℓ, #Q(ℓ) < C(K)ε 
