Abstract. We introduce a nonlinear refinement subdivision scheme based on median-interpolation. The scheme constructs a polynomial interpolating adjacent block medians of an underlying object. The interpolating polynomial is then used to impute block medians at the next finer triadic scale. Perhaps surprisingly, expressions for the refinement operator can be obtained in closed-form for the scheme interpolating by polynomials of degree D = 2. Despite the nonlinearity of this scheme, convergence and regularity can be established using techniques reminiscent of those developed in analysis of linear refinement schemes.
Introduction.
Recent theoretical studies [14, 13] have found that the orthogonal wavelet transform offers a promising approach to noise removal. They assume that one has noisy samples of an underlying function f y i = f (t i ) + σz i , i = 1, . . . , n, (1.1) where (z i ) n i=1 is a standard Gaussian white noise and σ is the noise level. In this setting, they show that one removes noise successfully by applying a wavelet transform, thresholding the wavelet coefficients, and inverting the transform. Here "success" means near-asymptotic minimaxity over a broad range of classes of smooth f . Other efforts [20, 17] have shown that the Gaussian noise assumption can be relaxed slightly; in the presence of non-Gaussian noise that is not too heavy-tailed (e.g., the density has sufficiently rapid decay at ±∞), one can use level-dependent thresholds which are somewhat higher than in the Gaussian case and continue to obtain near-minimax results.
Thresholding of linear wavelet transforms does not work well with strongly nonGaussian noise. Consider model (1.1) in a specific case: let (z i ) be independently and identically Cauchy distributed. The Cauchy distribution has no moments x f (x)dx for = 1, 2, . . . , in particular neither mean nor variance.
Under this model, typical noise realizations (z i ) n i=1 contain a few astonishingly large observations: the largest observation is of size O(n). (In comparison, for Gaussian noise, the largest observation is of size O( log(n)).) Moreover, a linear wavelet transform of independently and identically distributed (i.i.d.) Cauchy noise does not result in independent, nor identically distributed wavelet coefficients. In fact, coefficients at coarser scales are more likely to be affected by the perturbing influence of the few large noise values, and so one sees a systematically larger stochastic dispersion of coefficients at coarse scales. Invariance of distribution across scale and O( log(n)) behavior of maxima are fundamental to the results on wavelet denoising in [13, 14] . The Cauchy situation therefore lacks key quantitative properties which were used in denoising in the Gaussian case.
It is not just that this situation lacks properties which would make the proofs "go through." If we try to apply ideas which were successful under Gaussian theory we meet with abject failure, as simple computational examples given later will illustrate. ciated with the finer scales. Despite structural similarities our MI-based transforms exhibit important differences:
• Both the forward and inverse transforms can be nonlinear;
• The transforms are based on a triadic pyramid and a 3-to-1 decimation scheme; • The transforms are expansive (they map n data into ∼ 3/2n coefficients). Terminologically, because the forward transform is expansive, it should be called a pyramid transform rather than a wavelet transform. We call the transform itself the median-interpolating pyramid transform (MIPT).
The bulk of our paper is devoted to analysis establishing two key properties of these transforms.
• Regularity. Take block medians at a single level and refine to successively finer and finer levels using the quadratic polynomial MI scheme. Detailed analysis shows that the successive refinements converge uniformly to a continuous limit with Hölder-α regularity for some α > 0. We prove that α > .0997 and we give computational and analytical evidence pointing to α > 1 − for all > 0. This result shows that MIPT has important similarities to linear wavelet and pyramid transforms. For example, it provides a notion of nonlinear multiresolution analysis: just as in the linear MRA case, one can decompose an object into "resolution levels" and examine the contributions of different levels separately; each level contributes a regular curve oscillating with wavelength comparable to the given resolution, with large oscillations in the spatial vicinity of significant features.
• Robustness. It is well known that the median is robust against heavy-tailed noise distributions [21, 22] . In the present setting this phenomenon registers as follows. We are able to derive thresholds for noise removal in the MIPT which work well for all distributions in rather large classes, irrespective of the heaviness of the tails. In particular, we show that at all but the finest scales, the same thresholds work for both Gaussian and Cauchy data. Hence a noise-removal scheme based on thresholding of MIPT coefficients depends only very weakly on assumptions about noise distribution. There is considerable applied interest in developing median-based multiscale transforms, as one can see from [2, 23, 28, 29, 26] . The analysis we give here suggests that our framework will turn out to have strong theoretical justification and may provide applied workers with helpful new tools.
Contents.
Section 2 introduces the notion of median-interpolating refinement, shows how one of the simplest instances may be computed efficiently, gives computational examples, and proves some basic properties. Section 3 establishes convergence and smoothness results for the quadratic median-interpolating refinement scheme. Section 4 develops a nonlinear pyramid transform and describes properties of transform coefficients. Proofs of these properties are recorded in section 6. Section 5 applies the pyramid transform to the problem of removing highly non-Gaussian noise.
2.
Median-interpolating refinement schemes. In this section we describe a notion of two-scale refinement which is nonlinear in general, and which yields an interesting analogue of the refinement schemes occurring in the theory of biorthogonal wavelets.
Median-interpolation.
Given a function f on an interval I, let med(f |I) denote a median of f for the interval I, defined by
where m() denotes Lebesgue measure on R.
Now suppose we are given a triadic array {m j,k }
k=0 of numbers representing the medians of f on the triadic intervals
The goal of median-interpolating refinement is to use the data at scale j to infer behavior at the finer scale j + 1, obtaining imputed medians of f on intervals I j+1,k . Obviously we are missing the information to impute perfectly; nevertheless we can try to do a reasonable job.
We employ polynomial-imputation. Starting from a fixed even integer D, it involves two steps.
[M1] (Interpolation). For each interval I j,k , find a polynomial π j,k of degree D = 2A satisfying the median-interpolation condition:
[M2] (Imputation). Obtain (pseudo-) medians at the finer scale by setting
An example is given in Figure 2 2.1.1. Average-interpolation. A scheme similar to the above, with "med" replaced by "ave," is relatively easy to study and provides useful background. Given a function f on an interval I, write ave(f |I) = |I| f (t)dt for the average value of f over the interval I. Now suppose we are given a triadic array {a j,k }
k=0 of numbers representing the averages of f on the triadic intervals I j,k . Average-interpolating refinement uses the data at scale j to impute behavior at the finer scale j +1, obtaining the (pseudo-) averages of f on intervals I j+1,k . Fix an even integer D, it runs as follows:
[A1] (Interpolation). For each interval I j,k , find a polynomial π j,k of degree D = 2A satisfying the average-interpolation condition:
[A2] (Imputation). Obtain (pseudo-) cell averages at the finer scale by setting
This type of procedure has been implemented and studied in (the dyadic case) [10, 11] exhibiting the fine-scale imputed averages a j+1,k 's as linear functionals of the coarsescale averages a j,k . Moreover, using analytic tools developed in wavelet theory [4] and in refinement subdivision schemes [8, 16] one can establish various nice properties of refinement by average-interpolation-see below.
D = 0.
We return to median-interpolation. The case D = 0 is the simplest by far; in that case one is fitting a constant function π j,k (t) = Const. Hence A = 0, and (2.2) becomes π j,k (t) = m j,k . The imputation step (2.3) then yields m j+1,3k+l = m j,k for l = 0, 1, 2. Hence refinement proceeds by imputing a constant behavior at finer scales.
D = 2.
The next simplest case is D = 2 and will be the focus of attention in this article. To apply (2.2) with A = 1, we must find a quadratic polynomial solving
In general this is a system of nonlinear equations. One can ask [Q1]-[Q3] above for this system. The answers come by studying the operator Π (2) In this section, we work out explicit algebraic formulae for Π (2) . It will follow from these that (2.7) has an unique solution, for every m 1 , m 2 , m 3 , and that this solution is a Lipschitz function of the m i .
Π (2) possesses two purely formal invariance properties which are useful below.
•
Reversal equivariance is, of course, tied to the fact that median-interpolation is a spatially symmetric operation. From affine equivariance, it follows that when m 2 − m 1 = 0 we have
Thus Π (2) is characterized by its action on very special triples; it is enough to study the univariate function Π (2) 
(The exceptional case when m 2 − m 1 = 0 can be handled easily; see the discussion after the proof of Proposition 2.2.)
To translate (2.8)-(2.10) into manageable algebraic equations, we begin with the following proposition.
Proof. We assume x * is a minimizer (the case of a maximizer being similar). The key fact is that π(x), being a quadratic polynomial, is symmetric about x * and monotone increasing in |x − x * |.
. The same conclusion holds when x * > p + 3s/4. Thus we have (2.12).
The two cases identified above will be called the "Linear" and "Nonlinear" cases. Equations (2.8)-(2.10) always give rise to a system of three algebraic equations in three variables a, b, c. Linearity refers to dependence on these variables. When (2.13) is invoked, x * = −b/2c, and so the evaluation of π-at a location depending on x * -is a nonlinear functional.
A similar division into cases occurs when we consider median-interpolation.
can be computed by the following formulae: 
In all other cases, Now to solve for a polynomial π with prescribed block medians, we can see at this point that if we knew in advance the value of x * (π), we could identify one of cases (i)-(iv) as being operative. It is easy to set up for any one of these cases a system of algebraic equations defining the desired quadratic polynomial. By writing down the system explicitly and solving it, either by hand or with the assistance of an algebraic software tool, we can obtain explicit formulae for the coefficients π. This has been done for cases (i)-(iv) and results are recorded above in (2.14)-(2.17). We omit the detailed calculation.
At this point, we have identified four different cases relating polynomials to their block medians. Within a given case, the relationship between a polynomial and its block medians is one-one. However, it remains for the moment at least conceivable that for a given collection of block medians, there would be two different cases which gave the same block medians, and hence nonunique interpolation.
We are rescued by a small miracle: with six exceptions, a given set of block medians is consistent with exactly one of the four cases.
To 
2 , and hence 
We 
denote formulas from one of the expressions (2.14)-(2.17) associated with an interval immediately to the left of an exceptional value (d E , say), and
denote corresponding formulas associated with the interval immediately to the right of that same exceptional value, then
Thus where 
Note that the refinement calculation is independent of the scale and spatial indices j and k, so Q is indeed a map from R 3 to R 3 . The operator Q shares two equivariance properties with Π (2) :
• Reversal equivariance.
where reverse(p, q, r)=(r, q, p).
• Affine equivariance.
Q is characterized by its action on triplets (0, 1, 
We now derive a closed-form expression for . We now work on obtaining expressions for q 1 and q 2 .
Proposition 2.3 (median-refinement, D = 2). 
otherwise.
Proof. Let π denote the median-interpolant of (0, 1, 1 + d) associated with intervals [0, 1], [1, 2] , [2, 3] 
D > 2.
Higher degree median-interpolation is also well-posed: [Q1] in section 2.1 has an affirmative answer for all integers A. A nonconstructive proof was found independently by the second author and Goodman [18] . However, it seems difficult to obtain a closed-form expression for the nonlinear refinement operator in case D > 2 . It is possible to develop an iterative algorithm for MI that seems to converge exponentially fast to the median-interpolating polynomial for orders D > 2; see [15] . Experience with this algorithm suggests that MI is stable even for orders D > 2.
Multiscale refinement.
The two-scale refinement scheme described in section 2 applied to an initial median sequence (
We can associate resulting sequences (m j,k ) k with piecewise constant functions on the line viaf
This defines a sequence of piecewise constant functions defined on successively finer and finer meshes.
In case D = 0, we havef
so the result is just a piecewise constant object taking value m j0,k on I j0,k . In case D = 2, we have no closed-form expression for the result. The operator R is nonlinear, and proving the existence of a limitf j+h as h → ∞ requires work.
We mention briefly what can be inferred about multiscale average-interpolation from experience in subdivision schemes and in wavelet analysis. Fix D ∈ {2, 4, . . . }, and let R = R (D) denote the average-interpolation operator implicitly defined by (2.6).
Set a 0,k = 1 {k=0} . Iteratively refine this sequence by the rule (
The resulting sequence of f j converges as j → ∞ to a continuous limit φ = φ (D) . This is called the fundamental solution of the multiscale refinement process. Due to the linearity of average-interpolation, if we refine an arbitrary bounded sequence (a j0,k ) k we get a continuous limit which is a superposition of shifted and dilated fundamental solutions:
For median-interpolation, such a superposition result cannot hold because of the nonlinearity of the refinement scheme for D = 2, 4, . . . . Note the vertical scales. While the discrepancy from "superposability" is not large, it is definitely nonzero and not simply an artifact of rounding or other numerical processes.
Convergence of median-interpolation, D = 2.
We now study some convergence properties of iterative median-interpolation. It turns out that for any bounded sequence (m 0,k ) k , the sequence of nonlinear refinementsf j converges to a bounded uniformly continuous limit f (t). Moreover the limit has global Hölder exponent α > 0. In this section, we will simplify notation and "drop tildes"; we denote a typical member of a refinement sequence by m j,k rather thanm j,k .
Weak convergence and stability.
Let Q be the refinement operator as defined in (2.23), and denote Q j = Q • · · · • Q (Q composed with itself j times). We first show that, with any initial sequence {m j0,k }, {f j } converges at a dense set of points.
Lemma 3. 
Proof. Let t j,k be the midpoint of the triadic interval I j,k . Assume we have applied the refinement scheme j 1 times to the input sequence {m j0,k } k (so that the values m j0+j1,k−1 , m j0+j1,k , and m j0+j1,k+1 have been calculated). We then have, for every
. By Lemma 3.1, (m (j) ) j converges to a definite value as j → ∞. We may take S = {t j,k | j ≥ j 0 , k ∈ Z}, the set of midpoints of all arbitrarily small triadic intervals, which is dense in R. 
The maximum is attained at d = −1.
Hölder continuity.
We now develop a basic tool for establishing Hölder continuity of refinement schemes.
Theorem 3.4. Let (m 0,k ) k be a bounded sequence, and m j,k be the refinement sequences generated by the quadratic median-interpolating refinement scheme constructed in section 2.2.
The converse is also true if α ≤ 1. This is analogous to results found in the literature of linear refinement schemes (c.f. Theorem 8.1 of Rioul [25] ). The proof of the forward direction uses basically the same arguments as in the linear case, except that one must deal with nonlinearity using a general affine-invariance property of medians. Similar arguments could be applied in the study of cases D > 2. The proof of the converse direction, on the other hand, relies on Lemma 3.3 and is therefore specific to the D = 2 triadic case.
Proof. (⇒) We show that {f j } is a Cauchy sequence. Consider
Moreover, by Lemma 6.2, these functions are Lipschitz: q (m1, m2, m3) ≤ c maxi=1,2,3{|mi|}. Therefore,
(C is independent of p.) Hence {f j } is a Cauchy sequence that converges uniformly to a function f .
The last inequality is due to Lemma 3.3. Maximizing over k on both sides of the above inequality, followed by collecting terms, gives sup k |d j,k | ≤ (15/13 c) · 3 −jα .
Nonlinear difference scheme. As in Theorem 3.4, let d
denote the sequence of interblock differences. It is a typical property of any constant-reproducing linear refinement scheme that the difference sequences can themselves be obtained from a linear refinement scheme, called the difference scheme. The coefficient mask of that scheme is easily derivable from that of the original scheme; see [16, 25] . More generally, a linear refinement scheme that can reproduce all lth degree polynomials would possess l + 1 difference (and divided difference) schemes [16] . A partial analogy to this property holds in the nonlinear case: the D = 2 medianinterpolation scheme, being a nonlinear refinement scheme with quadratic polynomial reproducibility, happens to possess a (nonlinear) first difference scheme but no higher order ones.
Let
.
and there exist three functionals ∂q 0 :
The degenerate cases can be handled easily. One of those will be of use later, namely,
Similar limits hold for ∂q 1 and ∂q 2 .
The difference scheme inherits two nice equivariance properties from medianinterpolation:
The above discussion implies the existence of three (nonlinear) operators ∂Q : R 3 → R 3 , = 0, 1, 2 that govern the difference scheme:
Uniform convergence will follow from the fact that these operators are shrinking in the sense that
As the ∂Q are nonlinear, this is slightly weaker than being contractive. We will prove an inequality like this in the next section.
It is easy to check that ∂Q (d) = 0 if and only if d = 0 and that
. In order to bound the decay rate of max k |d j,k | (and hence the critical Hölder exponent for median-interpolating refinements), we can use the estimate
Assuming (3.6), we can bound the right-hand side of (3.7) crudely by
where α = log 3 (1/β) > 0. Hence, uniform convergence follows from Theorem 3.4.
Actually, the inequality (3.8) contains slack. It is possible to improve on it by adapting to the nonlinear case approaches developed by Rioul [25] and Dyn, Gregory, and Levin [16] in the study of linear refinement schemes. We state without proof the following: Define α j by
Let α := sup j α j . Then lim j α j = α and median-interpolating refinements areĊ α− for > 0. This observation is potentially useful because it provides a way to compute lower bounds for the Hölder regularity of median-interpolating refinement limits. In the next section, we apply this idea with the choice of j = 1, which results in the crude lower bound α 1 = log 3 (135/121). A better bound might be obtained if one could manage to compute the right-hand side of (3.10) for a larger j.
The difference scheme is shrinking.
Armed with the closed-form expression for the quadratic median-interpolating refinement scheme, we can explicitly calculate S ∞ (∂Q ) despite the nonlinearity of the operator. 3.5. Discussion. The regularity bound α ≥ log 3 (135/121) ≈ 0.0997 is probably very far from sharp. We now discuss evidence suggesting that the sharp Hölder exponent is nearly 1.
Linearized median-interpolation.
We recall from Figure 2 .2, and Propositions 2.1, 2.2, and 2.3 that there is an underlying linear branch associated with the median scheme. A sufficient but not necessary condition for applicability of this branch is that the block medians be consistent with a polynomial π that is monotone throughout [a, b] .
In the linear branch, the median functional amounts to midpoint evaluation:
. The resulting refinement rule is a linear scheme that we call the LMI scheme, with coefficient mask [−1/9, 0, 2/9, 7/9, 1, 7/9, 2/9, 0, −1/9]. It is a symmetric interpolatory scheme and can be viewed as a triadic variant of Deslauriers-Dubuc schemes. The mask has a positive Fourier transform, and the convergence and critical Hölder regularity of the scheme can be determined quite easily by applying the theory of linear refinement schemes [25, 5, 8] .
The LMI scheme has refinement limits which are "almost Lipschitz" [31] . For any given bounded initial sequence of block values at scale 0, the LMI scheme converges to a bounded uniformly continuous limit f obeying the regularity estimate sup x |f (x + h) − f (x)| ≤ C|h| log(1/|h|). Moreover, the above global regularity bound cannot be improved. (If we study local rather than global regularity, it can be shown, using techniques in [5] , that the bound can be improved for most x.) See Figure 3 .1 for pictures of median-interpolating and linearized median-interpolating refinement limits of the Kronecker sequence {m 0,k = δ 0,k }.
Critical Hölder exponent conjectures.
We conjecture that MI and LMI share the same global Hölder regularity. This is a rather natural conjecture to make, since the difference between MI and LMI is actually very small-as one sees from the near-linearity of the functions displayed in Figure 2 .2. In [31] , computational evidence was provided to support the conjecture. In particular, the experiments there suggest the following:
1. The actual decay behavior in (3.10) is O(j3 −j ), which is much faster than the rate bound calculated in Theorem 3. 
. MI versus LMI: (a) MI-and LMI-refinements (solid and dashed lines, respectively) of m
0,k = δ 0,k , (b) |d MI j,k | versus k3 −j , j = 1, . . . , 6, (c) |d LM I j,k | versus k3 −j , j = 1, . . . , 6, (d) 3 j max k |d MI j,k | and 3 j max k |d LM I j,k | versus j (
solid and dashed lines, respectively).
property of the LMI scheme. It is empirically a property of the MI scheme as well. 3. It appears that in the vicinity of the spatial location x = k * , the limit function is monotone and (consequently) median-interpolating refinement is repeatedly using its linear branch. Therefore, it seems that sup k |d A more ambitious open question is the following: Let x ∈ R, and let k j (x) be defined by x ∈ I j,kj (x) . We call x an asymptotically linear point if, for large enough j, medianinterpolation is only using its linear branch to determine m j+1,kj+1(x) from m j,kj (x)+ , = −1, 0, 1. In order to understand deeply the relation between median-interpolation and linearized median-interpolation, it would be useful to determine the structure of the set of asymptotically linear points.
Median-interpolating pyramid transform.
We now apply the refinement scheme to construct a nonlinear pyramid and associated nonlinear multiresolution analysis.
Pyramid algorithms.
While it is equally possible to construct pyramids for decomposition of functions f (t) or of sequence data y i , we keep an eye on applications and concentrate attention on the sequence case. So we assume we are given a discrete dataset y i , i = 0, . . . , n − 1, where n = 3 J is a triadic number. We aim to use the nonlinear refinement scheme to decompose and reconstruct such sequences. Algorithm FMIPT: Pyramid Decomposition. An implementation is described in [31] . Important details described there include the treatment of boundary effects and efficient calculation of block medians.
Definition 4.1. Gather the outputs of the pyramidal decomposition algorithm into the sequence
We call θ the MIPT of y and we write θ = MIP T (y). Applying the pyramidal reconstruction algorithm to θ gives an array which we call the inverse transform, and we write y = MIP T −1 (θ). The reader may wish to check that MIP T −1 (MIP T (y)) = y for every sequence y. We will also use below the average-interpolating pyramid transform (AIPT), defined in a completely parallel way, using only the average-interpolation refinement operator R. We write θ = AIP T (y) and y = AIP T −1 (θ). Complexity. Both transforms have good computational complexity. The refinement operator for AIP T , in common with wavelet transforms and other multiscale algorithms, has order O(n) computational complexity. The coarsening operator can be implemented with the same complexity because of a causality relationship:
Similarly, the refinement operator of MIP T of order D = 2 has complexity O(n) due to the propositions of section 2.1.3. However, for the coarsening operator there is no direct causality relationship. The analogue of (4.3) obtained by replacing "ave" by "med" does not hold.
To rapidly calculate all medians over triadic blocks, one can maintain sorted lists of the data in each triadic block; the key coarsening step requires merging three sorted lists to obtain a single sorted list. This process imposes only a log 3 (n) factor in additional cost. For a more detailed description of the implementation, we refer to [31] . As a result, MIP T can be implemented by an O(n log 3 n) algorithm, whereas MIP T −1 can be implemented with O(n) time-complexity.
Properties. P1. Coefficient localization.
The coefficient α j,k in the pyramid only depends on block medians of blocks at scale j − 1 and j which cover or abut the interval I j,k .
P2. Expansionism. There are 3 j0 résumé coefficients (m j0,k ) in θ and 3
It follows that Dim(θ) = 3
The transform is about 50% expansionist.
P3. Coefficient decay. Suppose that the data
Suppose f isĊ r+α for r = 1 or 2, i.e., |f (r) (s) − f (r) (t)| ≤ C|s − t| α , for some fixed α and C, 0 < α ≤ 1. Then, for MIP T D = 2,
P4. Gaussian noise. Suppose that y i = σz i , i = 0, . . . , n − 1, and that z i is i.i.d N (0, 1), a standard Gaussian white noise. Then
where the C i > 0 are absolute constants. These properties are things we naturally expect of linear pyramid transforms, such as those of Adelson and Burt, and P1, P3, and P4 we expect also of wavelet transforms. In fact these properties hold not just for MIPT but also for AIPT.
A key property of MIPT but not AIPT is the following. P5. Cauchy noise. Suppose that y i = σz i , i = 0, . . . , n − 1, and that z i is i.i.d standard Cauchy white noise. Then
where 0 ≤ ξ ≤ √ 3 J−j and the C i > 0 are absolute constants. For a linear transform, such as AIPT, the coefficients of Cauchy noise have Cauchy distributions, and such exponential bounds cannot hold. Moreover, the spread of the resulting Cauchy distributions does not decrease with increasing j. In contrast, P5 shows that the spread of the MIPT coefficients gets smaller with larger j, and that deviations more than a few multiples of the spread are very rare.
Properties P1 and P2 need no further proof; P3-P5 are proved in the appendix.
4.3.
MRA. MI refinement allows us to mimic the multiresolution analysis of wavelet theory. Given the sequence (m j,k ) of block medians of y at scale j, we may apply J − j iterations of two-scale refinement to these medians, getting a sequence of length n which we can call P j y. An equivalent definition is as follows:
• Decomposition. θ = MIP T (y).
• Suppression of details. Letθ be a partial copy of θ, where we set α j ,k = 0 for j > j.
• Reconstruction. P j y = MIP T −1 (θ). P j is a nonlinear approximation of y at the scale j, because it uses only the block medians at scale j in its construction.
We can also form Q j y = P j y − P j−1 y, listing the details present in the approximation at scale j but not present at scale j − 1.
Examples.
We collect here a few examples of the MIPT for D = 2. 
Denoising by MIPT thresholding.
We now consider applications of pyramid transforms to multiscale denoising. In general, we act as we would in the wavelet denoising case.
• Pyramid decomposition. Calculate θ = MIP T (y).
• Hard thresholding. Let η t (y) = y · 1 {|y|>t} be the hard thresholding function and letθ
Here the (t j ) is a sequence of threshold levels.
• Pyramid reconstruction. Calculatef = MIP T −1 (θ). In this approach, coefficient amplitudes smaller than t j are judged negligible, as noise rather than signal. Hence the thresholds t j control the degree of noise rejection but also of valid signal rejection. One hopes, in analogy with the orthogonal transform case studied in [12] , to set thresholds which are small but which are very likely to exceed every coefficient in case of a pure noise signal. If the MIPT performs as we hope, the MIPT thresholds can be set "as if" the noise were Gaussian and the transform were AIPT, even when the noise is very non-Gaussian. This would mean that the median pyramid is immune to bad effects of impulsive noise.
Choice of thresholds.
Motivated by P4 and P5, we work with the "L 2 -normalized" coefficientsᾱ j,k = √ 3 J−j α j,k in this section. In order to choose thresholds {t j } which are very likely to exceed every coefficient in case of a pure noise signal, we find t j satisfying P (|ᾱ j,k | > t j ) ≤ c · 3 −J /J where the MIPT coefficients arise from a pure noise signal (X i ) By (6.5), we can simply choose t j satisfying P ( Corollary 6.5 gives, when F is a symmetric law,
Careful study of (5.2) suggests to us that away from the finest scales, the magnitude of t j is governed by the behavior of F −1 near 1/2. Hence after standardizing the level and slope of F at p = 1/2 we expect that the threshold depends very little on F .
The discussion of the last few paragraphs has been informal, but the "weak dependence of thresholds on F " can be formalized. Consider classes of smooth distributions F(M, η) defined as follows. First, the distributions have densities f symmetric about 0, so that F −1 (1/2) = 0. Second, scale is standardized so that each density obeys f (0) = 1/ √ 2π, the same as the standard Gaussian N (0, 1). This is of course equivalent to setting (F −1 ) (1/2) = √ 2π. Third, we impose on F −1 (p) some regularity near 
where M > 0 and 0 < η < 1/2 are absolute constants. The appendix proves the following theorem. Theorem 5.1. For any > 0 and θ ∈ (0, 1), there exists
5.2. Alpha-stable laws. Theorem 5.1 shows that a single set of MIPT thresholds can work not only for Gaussian data but also for a wide family of distributionsprovided that we avoid the use of coefficients at the finest scales. To illustrate the theorem, we consider symmetric α-stable laws (SαS) [27] . Alpha-stable laws are good models for many applications because of their high variability [24, 27] .
Each symmetric α-stable law SαS is specified by its characteristic function exp(−σ α |θ| α ), with two parameters, (α, σ), α ∈ (0, 2], σ > 0. The case α = 2 is the Gaussian distribution with standard deviation √ 2σ and density function 1/(
. The case α = 1 is the Cauchy distribution with density σ/(π(σ 2 + t 2 )). For our purposes, we consider SαS densities with σ calibrated so that the density at zero has the same value 1/ √ 2π as the standard Gaussian. We denote the density and distribution of a SαS standardized in this way by f α and F α , respectively. Notice that
and therefore f α (0) = 
To illustrate Corollary 5.3, we compare t j (F 2 ) with t j (F 1 ) in Table 5 .1. While the Gaussian and Cauchy are widely different distributions, their MIPT thresholds are very close at coarse scales.
Denoising in Gaussian noise.
In order to test the above ideas, we first report on the behavior of MIPT with Gaussian noise. The thresholds t j in both cases were set by (5.2). The performance of MIPT is comparable to the performance of AIPT, as we expect.
Denoising in heavy-tailed noise.
Next we report on the behavior of MIPT with Cauchy noise. The thresholds t j for MIPT thresholding were again set by (5.2). As a control experiment, the same set of thresholds were used for AIPT thresholding. The performance of MIPT is much better than the performance of AIPT, as we expect. Proof of P3. Let f ∈Ċ r+α (r = 0, 1, or 2, 0 ≤ α ≤ 1) and I j,k be an arbitrary triadic interval (with j large enough.) By Lemma 6.3, there exists a degree r polynomial,π j,k , such that
Put for short = CC 1 3 −(r+α)j . Recall the notation m j,k = med(f |I j,k ) and let π j,k be the degree D = 2 polynomial that interpolates the block medians m j,k , k = k − 1, . . . , k + 1. We want to show that π j,k is close toπ j,k . Denotem j,k = med(π j,k |I j,k ), by (6.2) and Lemma 6.1, and so we can write
Thus, P4 and P5 boil down to the calculation of P ( √ n| med(X 1 , . . . , X n )| ≥ ξ) for
Gaussian and Cauchy. We first develop an inequality which derives from standard results in order statistics [6] and in Cramèr-Chernoff bounds on large deviations [7] . We now apply Lemma 6.4 to the Gaussian and Cauchy distributions. Since they are both symmetric distributions, we have (ii) Cauchy distribution: F 1 (x) = Reproducible research. In this paper, all computational results are reproducible, meaning that the code which generated the figures is available over the Internet, following the discipline indicated in [3] . Interested readers are directed to http://www-stat.stanford.edu/˜wavelab/.
