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Abstract—In the era of the Internet of information, we have
gone through layering, cross-layer, and cross-system design
paradigms. Recently, the “curse of modeling” and “curse of di-
mensionality” of the cross-system design paradigm have resulted
in the popularity of using artificial intelligence (AI) to optimize
the Internet of information. However, many significant research
challenges remain to be addressed for the AI approach, including
the lack of high-quality training data due to privacy and
resources constraints in this data-driven approach. To address
these challenges, we need to take a look at humans’ cooperation
in a larger time scale. To facilitate cooperation in modern history,
we have built three major technologies: “grid of transportation”,
“grid of energy”, and “the Internet of information”. In this
paper, we argue that the next cooperation paradigm could be
the “Internet of intelligence (Intelligence-Net)”, where intelligence
can be easily obtained like energy and information, enabled by
the recent advances in blockchain technology. We present some
recent advances in these areas, and discuss some open issues and
challenges that need to be addressed in the future.
Index Terms—Intelligence, Internet, information, blockchain,
cooperation.
I. INTRODUCTION
The Internet has become one of the major foundations for
our socio-economic systems by enabling information exchange
among people and machines. In the era of the Internet of infor-
mation, we have gone through layering, cross-layer, and cross-
system design approaches. Layering in the original design of
the Internet is one of the key reasons behind the success of the
Internet [1]. In the layering design paradigm, the complex task
of end-to-end networked interactions is broken into disjoint
parts to simplify the design. Each layer only needs to interact
with its adjacent protocol layers.
Although layering can simplify network design and opera-
tion, there are a number of issues with the layered architecture
[2]. For example, layering introduces inefficiencies and/or re-
dundancy (the same function is performed at multiple layers).
In addition, it is difficult to share the information about opera-
tion at one layer with the other layers. Consequently, layering
can lead to poor performance, especially for applications with
hard quality of service (QoS) constraints [3].
To address the issues with the layered architecture, cross-
layer design became a popular approach at the beginning of the
21st century [2], [4]. Cross-layer design allows communication
to take place between nonadjacent layers in the system. By ex-
changing information between nonadjacent layers, each layer
can make efficient adaptation according to other layers’ status.
Consequently, substantial gains in throughput, efficiency, and
QoS can be achieved with cross-layer design.
While cross-layer design can improve the networking per-
formance, focusing on networking alone is difficult to meet the
demands raised by new applications, such as augmented reality
(AR) and virtual reality (VR), which require not only high data
rate, but also high storage and computation capabilities [5].
Recently, cross-system design has attracted great interests from
both industry and academia [6], where networking, caching
and computing are jointly considered. The complexity of
cross-system design is very high, which makes it difficult to
use traditional methods to optimize the whole system due
to the “curse of modeling” and “curse of dimensionality”
[7]. Recent advances in artificial intelligence (AI) have been
extensively used in the optimization of cross-system design
[8].
Nevertheless, many significant research challenges remain
to be addressed for the AI approach to cross-system design.
For example, training data has significant impacts on the AI
approach, but high-quality training data may not be available
to the system designer due to privacy and resources constraints
[9]. To address these challenges, we need to take a look
at humans’ cooperation in a larger time scale. To facilitate
cooperation in modern history, we have built three major
technologies: “grid of transportation”, “grid of energy”, and
“the Internet of information”. Figure 1 shows this process,
where layering, cross-layer, and cross-system designs are just
parts of design approaches in the era of the Internet of
information.
In this paper, we envision that the next cooperation
paradigm could be the “Internet of intelligence (Intelligence-
Net)”, where intelligence can be easily obtained like energy
and information, enabled by the recent advances in blockchain
technology. We believe that the Intelligence-Net can have
significant impacts on the socio-economic systems. We present
some recent advances in these areas, and discuss some open
issues and challenges that need to be addressed in the future.
The rest of the article is organized as follows. First, we
review the design approaches in the Internet of information
in Section II. Section III discusses the enabling technologies
for humans’ cooperation. The Intelligence-Net is presented in
Section IV. Section V discusses some open issues and research
challenges. Finally, we conclude this article in Section VI.
II. DESIGN APPROACHES IN THE INTERNET OF
INFORMATION
In the era of the Internet of information, we have gone
through layering, cross-layer, and cross-system design ap-
proaches. We describe these approaches in this section.
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Figure 1. To facilitate cooperation in modern history, we have built three major
technologies: “grid of transportation”, “grid of energy”, and “the Internet of
information”. Layering, cross-layer, and cross-system designs are parts of
design approaches in the era of the Internet of information. We envision
that the next cooperation paradigm could be the “Internet of intelligence
(Intelligence-Net).”
A. Layering
It is widely recognized that the general principle of layering
is one of the key reasons for the great success of the Internet
[1]. Layered architectures form the fundamental structure of
the Internet. In layered architectures, each module, called
layer, is responsible for specific functions by observing a set
of its own parameters and the parameters from other layers,
and controlling a set of decision variables. Each layer provides
a service to the layer above and hides the complexity of the
layer below.
Layering has several advantages, including simplification,
modularity, abstract functionality, and reuse.
• Simplification: Layering can simplify the design by
breaking the complex tasks of end-to-end networking into
disjoint parts.
• Modularity: Each layer is easier to design, develop,
optimize, manage, and maintain.
• Abstract functionality: Each layer can be changed without
affecting other layers.
• Reuse: The functionality and service provided by each
layer can be reused.
Nevertheless, layering has several disadvantages, including
suboptimal, information hiding, and performance.
• Suboptimal: Layering can introduce inefficiencies and/or
redundancy.
• Information hiding: It is difficult for the information at
one layer to be used by other layers.
• Performance: Layering can lead to poor performance,
especially for the applications with hard QoS constraints.
B. Cross-Layer Design
The layered architecture has been under close scrutiny from
the research community, especially from the wireless network-
ing research community [2], [4]. A large number of cross-layer
design proposals have been presented in the literature. Cross-
layer design actively exploits the dependence between different
layers to improve the overall system performance. This is
different from layering, where different layers are designed
independently, and direct communication between nonadjacent
layers is forbidden.
Computing
Networking
Caching
Voice
SMS
IoT
AR
Multimedia
Content
Figure 2. Networking, caching and computing cross-system design for
different applications. IoT: the Internet of Things. AR: Augmented Reality.
SMS: Short Message Service.
The well-known case of transmission control protocol (TCP)
over wireless networks is one of the most commonly cited
cases of cross-layer design. In the layered architecture, a
TCP sender mistakes a packet error on a wireless link to
be an indicator of network congestion, which can result in
deteriorated TCP performance. By contrast, new interfaces
from lower layers to the transport layer can be created in
cross-layer design to enable explicit notifications, by which
the performance of TCP can be improved significantly [2].
Many other examples of cross-design can be found in [2]–[4],
[10].
C. Cross-System Design
With the new emerging applications, such as AR and VR,
conventional networks solely focusing on networking are no
longer capable of meeting the demand raised by such applica-
tions not only on high data rate, but also on high caching and
computing capabilities. On the other hand, recent advances
in information and communication technologies (ICT) have
fueled a plethora of innovations in various areas, including
networking, caching and computing.
The integration of these systems becomes a natural trend
[6]. By incorporating caching functionality into the network,
the system can provide native support for highly scalable
and efficient content retrieval. In addition, the integration of
computing functionality endows the network with the powerful
capability of data processing, hence enabling the execution
of computationally intensive applications in the network. By
offloading mobile devices’ computation tasks to edge/cloud
nodes, the local resources of mobile devices especially battery
life can be conserved, and the task execution time can be
reduced, thus enriching the quality of experience of users. In
addition, networking, caching and computing functionalities
can complement each other by cross-system design. For exam-
ple, some of the computation results can be cached for future
use, and backhaul workload can be alleviated. Figure 2 shows
networking, caching and computing cross-system design for
different applications.
3D. Artificial Intelligence (AI) Approach
The complexity of cross-system design is very high when
we jointly consider the dynamics of different systems together.
It is difficult to use traditional optimization methods to the
the optimization problem in cross-system design due to the
“curse of modeling” and “curse of dimensionality”. The “curse
of modeling” refers to the difficulty of accurately knowing
all the state parameters and dynamics when the modeled
system is complex. The “curse of dimensionality” refers to
the difficulty of finding the optimal policy when the state
parameters, actions and dynamics increase due to the high
requirements of computational time and resources.
Reinforcement learning (RL) [11] is a widely used method
that can mitigate both the “the curse of modeling” and the
“curse of dimensionality” in ways that allow us to approxi-
mate optimal policies for sequential, state-dependent decision
problems when the system dynamics are not explicitly known
and/or when the problem is highly complex. Nevertheless, RL
is unstable or even divergent when action value function is
approximated with a nonlinear function like neural networks.
Recent advances in deep learning [12] result in deep RL
(DRL), where these two kinds of learning combine nicely.
Basically, RL needs methods for approximating functions from
data to implement all of its components, including value
functions, policies, world models, state updaters, and deep
learning is the latest and most successful of recently developed
function approximator. DRL has become one of the most
important methods for AI, and has been successfully used to
solve the optimization problems in cross-system design [8].
Many significant research challenges remain to be addressed
for the AI approach to cross-system design. For example,
training data has significant impacts on the AI approach, but
high-quality training data may not be available to the system
designer due to privacy and resources constraints [9].
III. ENABLING TECHNOLOGIES FOR HUMANS’
COOPERATION
To address the challenges described above, we need to
take a look at humans’ cooperation in a larger time scale.
Cooperation is at the core of humans’ history. It is believed
that humans came to dominate the world because we are the
only animal that can cooperate flexibly in a large number [13].
In modern history, to facilitate cooperation, we have built three
major technologies: “grid of transportation”, “grid of energy”,
and “the Internet of information”, which are described in the
following. Figure 1 shows this process.
A. Grid of Transportation
Transportation technologies have played a vital role in our
cooperation, including trade, war, and social activities. Before
any other form of transportation, humans traveled on foot.
Then, humans learned to use animals and boats for transporta-
tion. In the 17th and 18th centuries, many new transportation
technologies were invented such as bicycles, trains, motor cars,
trucks, airplanes, and trams. Aircraft, space ships and cars
are some of the defining transportation technologies of the
twentieth century.
Essentially, the primary purpose of transportation is to move
mass from one location to another location to reduce the
disparity of resources. For example, one country with no oil
can import oil from another country using transportation.
B. Grid of Energy
Another major innovation is the energy grid, which is
fundamental to modern life. With the energy grid, we can
easily get energy to power our phones and computers, cool
our homes, and get light at night, by simply plugging into
the electric grid. The primary purpose of the energy grid is to
move energy from one location to another location to reduce
the disparity of energy. Interestingly, there is a well-known
relationship between energy and mass found by Einstein as
follows.
E = mc2, (1)
where E is the energy, m is the mass, and c is the speed of
light.
C. The Internet of Information
Following the energy grid, the invention of the Internet
of information has enabled humans’ cooperation to the new
level. The Internet of information has become one of the
major foundations for our socio-economic systems by enabling
information exchange. The primary purpose of the Internet
of information is to move information from one location to
another location to reduce the disparity of information.
The connection between information and energy can be
tracked back to the Maxwell’s ‘demon’ [14]. The demon is
able to decrease the entropy of the system by converting
information (about the position and velocity of each particle)
into energy. Landauer’s principle demonstrates that the number
of bits of information, I , that can be irreversibly erased
or merged by an ideally efficient memory change or logic
operation require a minimum energy, E.
I =
E
TkBln(2)
, (2)
where I is the amount of information in bits, E is in physical
Joules, T is the temperature, and kB is the conversion factor
from energy in Kelvins to Joules [15].
From the description above, we can see that each major
innovation enables us to move “something” to reduce the dis-
parity of “something”, by which we can share “something” to
facilitate our cooperation. Here, “something” is mass, energy,
and information in these enabling technologies, respectively.
In addition, we can observe that every novel technology is
created from existing ones, and every technology stands upon
a pyramid of others.
IV. THE INTERNET OF INTELLIGENCE
(INTELLIGENCE-NET)
We envision that the next cooperation paradigm could be the
“Internet of intelligence (Intelligence-Net)”, where intelligence
can be easily obtained like energy and information, enabled by
the recent advances in blockchain technology. In this section,
4we first present the limitations of the current Internet of
information. Then, we present recent advances in blockchain
technology, which can be used to enable the Intelligence-Net.
A. Limitations of the Existing Internet of Information and AI
The traditional Internet was originally designed to handle
the exchange of information, e.g., using emails and websites.
It was not designed to handle the exchange of valuable
things, including money and intelligence. Although online
e-commerce is very popular nowadays, transferring money
online is not actually moving the money directly. Instead,
intermediary is used, such as a bank, a credit card company,
Western Union or PayPal.
Current AI algorithms generally involve a large volume of
data. With more data to analyze, the prediction and decision-
making of AI algorithms are more correct. However, accessing
to a large amount of high-quality training data may not
be available in some systems due to privacy and resources
constraints [9]. In addition, the trustworthiness of data also
plays an important role. In the exploration of data resources,
AI approaches need better data sources for training models to
solve the problems more effectively. However, high-accurate
and privacy-aware data/intelligence sharing is difficult via the
current Internet of information.
Moreover, although recent advances of AI have made great
progress in different applications, most AI algorithms are
targeted to learn one specific function from one single data
source. By contrast, humans learn from many different types
of intelligence and skills. Therefore, lifelong or never-ending
AI learners are desirable in the future.
Another aspect of the analogy to human learning is col-
lective learning, which is not available in the current AI
systems. In understanding the history of cosmos, earth, life
and humanity from the Big Bang through to the present, it is
collective learning that explains why humans are different from
all other animals. With collective learning, humans can learn
from data, preserve intelligence, share it with one another,
and pass it to the next generation. Collective learning enables
humans to adapt to new environments by allowing them to
share ideas about how to cope with their surroundings [16].
B. Blockchain Technology
Recent advances of blockchain technology can help address
the challenges described above. With the tremendous devel-
opment of crypto-currencies, the underlying blockchain has
attracted great attentions from both industry and academia
[17]. Similar to TCP/IP, which laid the groundwork for the de-
velopment of the Internet of information, blockchain has great
potential to create new foundations for our socio-economic
systems by efficiently establishing trust among people and ma-
chines, reducing cost, and increasing utilization of resources
[18]. A blockchain is a continuously growing list of records,
called blocks, linked and secured using cryptography. Essen-
tially, it is a consensus of replicated, shared and synchronized
data geographically spread across a network of multiple nodes.
There is no central administrator or centralized data storage.
Using a consensus algorithm, any changes to the ledger are
 !"#$$%&#!'#()#"
*++,-.#/"01#2-
+.-3$+'4'5/%!
65/1#,7-"1/!28/1#!"-/!,-
,%2"1%30"#,-$#,&#1
 990"/3$#7-%11#:#12%3$#-
/!,-/0,%"/3$#-1#'+1,
;#'#!"1/$%<#,--=>=-
'+990!%'/"%+!
?1@8"+&1/85%'/$$@-2#'01#,-
,%&%"/$-$#,&#1
6#A0#!"%/$-/!,-
"%9#2"/98#,-
?+!2#!202(3/2#,-
08,/"%!&
;/"/-/!,-%!"#$$%&#!'#-
25/1%!&
6#'01%"@-/!,-81%:/'@
;#'#!"1/$%<#,-
%!"#$$%&#!'#
B102"-.+1-
,#'%2%+!(9/4%!&
?+$$#'"%:#-$#/1!%!&
Figure 3. Good features of blockchain that can enable the Intelligence-Net.
reflected in the copies. The security and accuracy of the ledger
are maintained cryptographically according to rules agreed by
the network.
C. The Intelligence-Net Enabled by Blockchain
In this subsection, we show that the good features of
blockchain that can enable the Intelligence-Net, including data
and intelligence sharing, security and privacy, decentralized
intelligence, collective learning, and trust issues. The summary
is listed in Figure 3.
1) Blockchain can Benefit Data and Intelligence Sharing:
In the current Internet of information and AI systems, the
inefficient management of data and intelligence sharing is a
key bottleneck of the development of the Intelligence-Net. To
deal with these issues, blockchain technology can be used to
encourage distributed parties to share data and intelligence
with incentive mechanisms embedded in the blockchain. The
trustworthiness of data and intelligence plays an important
role in the Intelligence-Net. Currently, considering the trust
and privacy issues, most users are not willing to share their
data and intelligence with others. Taking advantages of the
blockchain, it becomes possible to solve this issue. Specifi-
cally, every transaction on the blockchain is checked, verified
and stored based on the one-way cryptographic hash functions
in the distributed network. These ever executed transactions
are irreversible and non-repudiable after the verification. Due
to these good features of the blockchain, it can enable prove-
nance on data and intelligence, and significantly improve the
trustworthiness of the data and intelligence.
2) Blockchain can Benefit the Intelligence-Net for Security
and Privacy: Both security and privacy preservation are key
factors for using the Intelligence-Net. Currently, most AI
systems adopt a centralized architecture, which is prone to
hacking and single point of failure. Moreover, since data
and intelligence usually involve personal information, the data
breaches may lead to the privacy concerns of personal data.
How to protect data and intelligence against hackers is an
important issue. Thanks to the cryptography embedded in
5the blockchain, the data stored in the blockchain is highly
secure. Blockchain is ideal for storing the highly sensitive,
personal data. In addition, punishment schemes embedded in
the blockchain can be used to deal with the cyber attack issues.
Blockchain can also be used with attribute-based encryption
(ABE) technology to enable data and intelligence owners to
distribute secret key for users and encrypt shared data in the
access control management.
3) Blockchain can Benefit the Intelligence-Net for Decen-
tralized Intelligence and Collective Learning: A centralized
AI system needs to have a global vision of the problem
and all the necessary knowledge and resources for collecting
large datasets. However, the centralized AI system is not
adequate for the evolving societal and economic complexity,
and can have serious limitations, such as scalability issues in
IoT and edge computing applications. Decentralized nature of
blockchain can address these issues. By applying blockchain,
an individual intelligent entity can learn, train, derive decision-
making on local devices in a decentralized and distributed
manner. More importantly, intelligence can be preserved and
shared with others to enable never-ending and collective learn-
ing. In particular, smart contracts in blockchain can provide
new opportunities to model the interactions between different
AI entities.
4) Blockchain can Benefit the Intelligence-Net for Trusting
Decision-Making: As AI systems become smarter and smarter
to handle more important tasks, such as autonomous driving,
it will become difficult for humans to understand how these
AI systems come to specific conclusions and decisions. The
lack of trust would severely limit the applications of AI
systems. Therefore, the trust mechanisms and audit processes
should be well designed in the Intelligence-Net. Blockchain’s
decentralized, transparent and cryptographic features enable
people and machines to trust each other and build a new trust
paradigm. With blockchain, the decision-making process can
be reviewed and audited at any time by the authorized node. In
this way, it provides a feasible solution to audit the process and
significantly improves the trustworthiness of the Intelligence-
Net.
V. OPEN ISSUES AND RESEARCH CHALLENGES
While the research on the Intelligence-Net is still emerging,
many open issues and challenges need to be addressed care-
fully for future efforts. In this section, we discuss some of the
open issues and research challenges.
A. Modeling of Intelligence
In the era of the Internet of information, modeling of
information plays a fundamental role. Particularly, Shannon’s
information theory using “entropy” to quantify the amount of
information has been crucial to the success of the Internet
of information. Similarly, modeling of intelligence will be
crucial to the success of the Intelligence-Net. Turing test
is a popular approach to test a machine’s ability to exhibit
intelligent behavior equivalent to, or indistinguishable from,
that of a human. However, modeling of intelligence is still an
open issue. Can we quantify the amount of intelligence using
a measure similar to entropy?
B. Architecture and Protocol Designs
We have gone through layering, cross-layer, and cross-
system design paradigms for the Internet of information. In
designing the Intelligence-Net, should we go through a similar
procedure, or can we consider cross-system design at the first
place? Moreover, the Internet of information has the successful
hourglass architecture centering on the universal network layer
(i.e., IP), which implements the basic functionality necessary
for global inter-connectivity. By allowing both lower and upper
layer technologies to innovate independently, this “thin waist”
principle has successfully enabled the explosive growth of the
Internet of information [19]. Similarly, we envision a “thin-
waist” architecture of the Intelligence-Net, which needs further
research.
C. Scalability of Blockchain and AI Systems
Currently, most blockchain and AI systems are specialized
systems, which are designed for specialized applications. It
is very difficult to inter-operate among these systems. In
addition, since blockchain was originally designed mainly for
crypto-currencies, a number of non-trivial issues in the current
blockchain systems prevent it from being used as a generic
platform for different services and applications across the
globe. Particularly, different services and applications in the
Intelligence-Net will have widely varying QoS requirements,
which should be fulfilled by advanced QoS provisioning
schemes in the future.
VI. CONCLUSION
In this paper, we reviewed the design approaches in the
Internet of information: layering, cross-layer, and cross-system
designs. The challenges in the Internet of information moti-
vated us to take a look at humans’ cooperation in a larger
time scale. Then, we reviewed three major technologies that
facilitate humans’ cooperation: “grid of transportation”, “grid
of energy”, and “the Internet of information”. We observed
that each of these three major innovation enables us to move
“something” to reduce the disparity of “something”, by which
we can share “something” to facilitate our cooperation. Based
on this observation, we envisioned that the next cooperation
paradigm could be “the Internet of intelligence (Intelligence-
Net)”, where intelligence can be easily obtained like energy
and information. Then, we present blockchain technology
and its good features, which can enable the Intelligence-
Net. Finally, open issues and research challenges about the
Intelligence-Net were outlined and discussed.
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