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The efficient calculation of rare-event kinetics in complex dynamical systems, such as the rate
and pathways of ligand dissociation from a protein, is a generally unsolved problem. Markov state
models can systematically integrate ensembles of short simulations and thus effectively parallelize
the computational effort, but the rare events of interest still need to be spontaneously sampled
in the data. Enhanced sampling approaches, such as parallel tempering or umbrella sampling,
can accelerate the computation of equilibrium expectations massively - but sacrifice the ability to
compute dynamical expectations. In this work we establish a principle to combine knowledge of the
equilibrium distribution with kinetics from fast “downhill” relaxation trajectories using reversible
Markov models. This approach is general as it does not invoke any specific dynamical model, and
can provide accurate estimates of the rare event kinetics. Large gains in sampling efficiency can
be achieved whenever one direction of the process occurs more rapid than its reverse, making the
approach especially attractive for downhill processes such as folding and binding in biomolecules.
I. INTRODUCTION
A wide range of biological or physico-chemical systems
exhibit rare-event kinetics, consisting of rare-transitions
between a couple of long-lived (meta-stable) states. Ex-
amples are protein-folding, protein ligand association,
and nucleation processes. Meta-stability can be found
in any system in which states of minimum energy are
separated by barriers higher than the average thermal
energy.
A thorough understanding of such systems encom-
passes the kinetics of the rare-events, e.g. rates and
transition pathways. Obtaining reliable estimates for
such systems is notoriously difficult: The simulation time
needs to exceed the longest waiting time, resulting in a
sampling problem.
In recent years, Markov state models (MSMs) [1–8]
and their practical applicability through software [9, 10]
have become a key technology for computing kinetics of
complex rare-event systems. A well-constructed MSM
separates the kinetically distinct states and captures their
transition rates or probabilities. With a suitable choice
of state space discretization and lag-time, kinetics can
be approximated with high numerical accuracy [8, 11].
MSMs can be straightforwardly interpreted and analyzed
with Markov chain theory and Transition Path Theory
[12, 13]. This was demonstrated, for example, for protein
folding [14, 15] or protein-ligand binding [16, 17].
MSMs can somewhat alleviate the sampling problem
by virtue of the fact that they can be estimated from
short simulations produced in parallel [14, 15, 18], thus
avoiding the need for single long trajectories [19]. How-
ever, the rare-events of interest must be sampled in the
data in order to be captured by the model. For example,
in protein-ligand binding, a dissociation rate can only be
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computed if each step of the dissociation process has been
sampled at least once.
Orders of magnitude of speedup can be achieved with
enhanced sampling methods such as umbrella sampling,
replica exchange dynamics, or meta-dynamics [20–23].
The speedup is achieved by coupling the unbiased ensem-
ble of interest with ensembles at higher temperature at
which the rare-events occur more frequently or by using
biasing potentials allowing to “drag” the system across
an energy barrier. With such approaches, accurate equi-
librium expectations, such as free energy profiles can be
computed efficiently, but the dynamical properties of the
unbiased ensemble, such as transition rates, relaxation
time-scales and transition pathways, are generally not
available.
A common approach to reconstruct the kinetics from
the free energy profiles is to employ rate theories
such as transition state theory, Kramer’s or Smolu-
chowski/Langevin models [24–27]. Such dynamical mod-
els introduce additional assumptions that cannot be self-
consistently validated because the predicted dynamics is
not present in the data.
A much more advanced approach was recently intro-
duced in [28], where an MSM-based estimator for the
stationary vector using transition counts harvested from
simulations at different thermodynamic states, such as
umbrella sampling. This approach allows to mix, in prin-
ciple, umbrella sampling simulations and direct molecu-
lar dynamics and compute the rates from the transition
matrix of the unbiased ensemble. However, the coeffi-
cient matrices used to connect the biased and unbiased
transition matrices require a specific dynamical model to
be formulated (such as Brownian dynamics in the free
energy coordinate), making this approach essentially a
rate model. In general, key assumptions underlying rate
models are usually the existence of a time-scale separa-
tion and approximate Markovianity on a single or few
reaction coordinates - assumptions that are unlikely to
hold for complex multi-state systems describing, e.g. bio-
molecular dynamics.
2The recently introduce transition-based reweighting
analysis methods (TRAM) [29–31] permit to rigorously
combine direct molecular dynamics and enhanced sam-
pling methods towards full thermodynamics and kinetics
without assuming any restrictive rate model. However,
a current limitation is that in order to extract unbiased
kinetics, the transition events need to be evaluated at
a common and sufficiently large lag time τ at all ther-
modynamic states. This requirement is not consistent
with efficient umbrella sampling or replica-exchange MD
simulations that typically employ very short simulation
snippets.
Finally, computation of kinetic quantities without rate
models is also possible with path sampling methods, such
as transition path sampling [32], milestoning [33], tran-
sition interface sampling [34], and multi-state transition
interface sampling [35]. A challenge is that these ap-
proaches are essentially two-state methods. The transi-
tion end-states must be defined a-priori and all relevant
rare-events must be distinguishable in the reaction coor-
dinates, cores, or milestones that the method operates
on.
Here we construct a general simulation approach that
enables the computation of kinetic observables related to
slow processes without having to explicitly sample the
rare-events. It is based upon a very simple but general
idea: Simulations are often constructed in such a way
that they obey microscopic reversibility or at least a gen-
eralization thereof [36, 37]. In this case, for any partition
of state space into sets i, j, . . . and any choice of the lag-
time τ , we have the detailed balance relation
πipij(τ) = πjpji(τ), (1)
where pij(τ) is the probability of making a transition
from set i to set j within a time τ and πi is the equi-
librium probability of set i. Suppose we have knowledge
about the equilibrium probabilities πi, πj from an en-
hanced sampling simulation. Then only the larger one
of the two transition probabilities - pij or pji - needs to
be sampled while the less probable event can be recon-
structed by (1).
Speaking in terms of a network of states, a direct anal-
ysis or an analysis via Markov state models requires all
states to be connected in both directions (strongly con-
nected). The presented method allows to relax this re-
quirement if an estimate of the equilibrium probabilities
is given - now all states need to be only connected in one
direction (weakly connected).
The slow rate exhibits a functional dependence on the
transition probabilities of the slow event. By virtue of
the detailed balance condition a reliable estimate of the
transition probabilities for the frequent event entails a
reliable estimate for the transition probabilities of the
slow event - resulting in a reliable estimate of the slow
rate.
While the inference procedure is trivial for a two-state
system where three of the four components in (1) are
known exactly, it is far from trivial for a system with
many states and when some or all estimates are subject
to statistical uncertainty. Here we establish a system-
atic inference scheme for combining multi-state estimates
of the equilibrium probabilities (πi) with sampling data
of at least the “down-hill” transition probabilities pij .
Our approach is built upon the framework of reversible
Markov models [38, 39] where (1) is enforced between
all pairs of states. As a consequence, our estimates do
not invoke any additional dynamical model, are accurate
within a suitable state space discretization [8, 11], and
are precise in the limit of sufficient sampling.
In contrast to the DHAM and TRAM methods we use
the stationary probabilities already estimated from en-
hanced sampling simulation as additional input parame-
ters for the estimation of MSM transition probabilities.
Standard reweighting schemes used to obtain the sta-
tionary probabilities do usually not assume a dynamical
model to obtain the desired unbiased probabilities.
The estimation procedure can reduce the sampling
problem tremendously for processes with some long-lived
states and some other states from which the system re-
laxes rapidly. This case is ubiquitous in meta-stable sys-
tems, because long-lived states are connected by short-
lived transition states. But even long-lived states usually
have very different lifetimes: For example many ligands
or inhibitors bind to their protein receptor with nanomo-
lar concentrations, meaning that the transition probabil-
ities leading to the associated state are orders of mag-
nitude higher than the dissociation probabilities. The
present reversible Markov model approach lays the basis
for estimating the kinetics and mechanisms of protein-
drug dissociation by combining the much more rapid as-
sociation trajectories with suitable enhanced sampling
methods such as Hamiltonian replica-exchange [40] or
umbrella sampling [18, 41].
II. THEORY
A. Markov state models
Classical dynamics, governed by Newton’s equations in
the case of an isolated system and by Langevin equation’s
for systems at constant temperature [42], gives rise to a
transfer operator P propagating a phase-space density
from time t to time t+∆t [43–45]. Numerical solutions
for Newton’s or Langevin equations can be obtained for
complex systems with many degrees of freedom, but a
direct numerical assessment of the transfer operator is in
most cases prohibited due to the curse of dimensionality.
Markov state models (MSMs) bridge this gap estimat-
ing the transfer operator on a suitably defined state space
partition
Ω = {s1, . . . , sn}. (2)
using trajectories obtained by direct numerical simula-
tion [8, 11].
3MSMs model the jump process between states of this
partition by a Markov chain. Observed transitions be-
tween pairs of states i and j are collected in a count ma-
trix C = (cij) and the likelihood for the observed counts
for a given transition matrix P = (pij) is given by
P(C|P ) ∝
∏
i

∏
j
p
cij
ij

 . (3)
While the likelihood functions allows to determine the
maximum likelihood estimator Pˆ optimizing the likeli-
hood function for a given observation C over the set of
all possible models P it does not specify the uncertainty
of a chosen model.
For a finite amount of observation data there will in
general be a whole ensemble of models compatible with
the given data. In order to specify uncertainties and de-
termine statistical errors of estimated quantities we need
to infer the posterior probability of a model for a given
observation. An application of Bayes’ formula yields
P(P |C)︸ ︷︷ ︸
posterior
∝ P(P )︸ ︷︷ ︸
prior
P(C|P )︸ ︷︷ ︸
likelihood
. (4)
For a uniform prior, i.e. no a priori knowledge about the
model, the posterior probability is given as a product of
Dirichlet distributions
P(P |C) ∝
∏
i

∏
j
p
cij
ij

 . (5)
B. Inference using a given stationary vector
There are many methods that allow to efficiently esti-
mate the stationary vector, even in situations in which a
direct estimation from a finite observation of the Markov
chain is unfeasible due to the meta-stable nature of the
system [20–23, 46, 47]. In such situations it is often
possible to alter the system dynamics in a controlled
way such that the artificial dynamics equilibrates more
rapidly than the original one. The desired stationary
vector of the original dynamics can then be related to
the stationary vector estimated from the altered process
[48–52].
In the following we want to show how such prior knowl-
edge about the stationary vector can be used to improve
the estimates of kinetic observables in systems with rare-
events.
We are again given a finite observation of a Markov
chain in terms of the count matrix C. Assume we are
additionally given the stationary vector π for our system
of interest and we know that the transition probabilities
of the chain fulfil detailed balance for the given stationary
vector,
πipij = πjpji. (6)
Then we can express the posterior probability for our
model via (4). Prior knowledge about the stationary vec-
tor π in combination with the detailed balance assump-
tion formally entails the following prior distribution on
the posterior ensemble,
P(P |π) =
∏
i<j
δ (πipij − πjpji) . (7)
According to (4) the constrained posterior is
P(P |C, π) ∝ P(P |π)P(C|P ). (8)
The effect of the prior (7) is a restriction of the posterior
to the subspace of transition matrices fulfilling detailed
balance with respect to the fixed stationary vector π.
C. Maximum likelihood estimate given a
stationary vector
We can also use prior knowledge of the stationary vec-
tor to constrain the maximum likelihood estimate Pˆ to
the set of matrices obeying (6) for a given stationary vec-
tor π. This results in the following convex constrained
optimization problem
minimize −
∑
i,j
cij log pij
subject to pij ≥ 0∑
j
pij = 1
πipij = πjpji
(9)
which can be solved using methods outlined in [53].
D. Inference using a stationary vector with
uncertainty
A stationary vector estimate usually carries a finite
sampling error which should be accounted for when in-
ferring a reversible transition matrix from data. From a
Bayesian viewpoint we have to combine two sources of
evidence. The observed count-matrix C from standard
equilibrium simulations and the data from enhanced or
biased sampling methods E used to estimate the station-
ary vector.
An error model for the estimation of uncertainty in the
stationary vector assess the posterior of stationary vec-
tors given the enhanced sampling data, P(π|E). Recent
methods for the uncertainty quantification of reversible
MSMs with fixed stationary vector allow to sample the
posterior P(P |π,C) in (8).
The posterior for transition matrices under the com-
bined evidence P(P |C,E) can be formally decomposed
as
P(P |C,E) =
∫
dπ P(P |C, π,E)P(π|C,E). (10)
4Assuming that the direct effect of the enhanced sampling
information E is negligible in the posterior of transition
matrices with given stationary vector,
P(P |C, π,E) ≈ P(P |C, π) (11)
and that the direct effect of observed transition counts C
is unimportant compared to the enhanced sampling data
used to obtain π from a standard reweighting scheme,
P(π|C,E) ≈ P(π|E) (12)
we model the uncertainty encoded in the desired poste-
rior by inserting the two approximations (11), (12) into
(10)
P(P |C,E) ≈
∫
dπ P(P |C, π)P(π|E). (13)
Approximate sampling from P(P |C,E) can now be
achieved by drawing a random sample π(1), . . . , π(M)
distributed according to a given error-model, π(k) ∼
P(π|E) and generating a sample of transition ma-
trices P
(k)
1 , . . . , P
(k)
N from the constrained posterior
P
(k)
i ∼ P(P |C, π(k)) for each of the π(k). The sample
P
(1)
1 , . . . , P
(1)
N , . . . , P
(M)
1 , . . . , P
(M)
N will then be approxi-
mately distributed according to P(P |C,E).
In [39] we have presented a Markov chain Monte Carlo
approach to sample reversible transition matrices fulfill-
ing detailed balance with respect to a fixed stationary
vector. This method however has suffered from poor ac-
ceptance probabilities. In [53] we outline a method to
efficiently generate samples from the constrained poste-
rior using a Gibbs sampling algorithm that will be used
here.
For given vector (πi) detailed balance (6) enforces a
linear dependence between the transition matrix element
pij and the element pji. As an immediate consequence
the standard error of both elements for a sample gener-
ated from the posterior P(P |C) has to be equal,√
V(pji)
E(pji)
=
√
V(pij)
E(pij)
. (14)
We will show how this can be used in order to signifi-
cantly improve various estimates in situations in which
pij ≪ pji.
III. RESULTS
In the following we will demonstrate the usefulness of
(14) via a comparison of the standard error for kinetic
quantities depending on rare-events that are either esti-
mated from a Markov model of the direct unbiased simu-
lation (unconstrained posterior (5)), as well as when en-
hanced sampling data is additionally used (constrained
posterior (8) or constrained posterior with uncertain sta-
tionary vector (13)).
A. Finite state space Markov chain
Consider a three-state Markov chain with the following
transition matrix
P =

 1− 10−b 10−b 01
2 0
1
2
0 10−b 1− 10−b

 . (15)
The parameter b > 0 can be thought of as the height
of an energy barrier between states one and three. The
corresponding stationary distribution is given by
π = (1 + 10−b)−1
(
1
2
, 10−b,
1
2
)T
. (16)
The pair (π, P ) satisfies the detailed balance equation
(6).
Any process starting in state one has an exponential
small probability of crossing over to state three. In fact
a chain starting in state one can reach state three only
via state two, but the probability to go from state one to
state two is exponentially small in the barrier height b.
The reversed process, going from state two to state one,
occurs much faster. The same applies to state three and
state two. The eigenvalues of this matrix are
λ1 = 1 λ2 = 1− 10−b λ3 = −10−b.
and the slowest time-scale in the system is given by,
t2 = − 1
logλ2
≈ 10b.
It is apparent from t2 ≈ p−112 that estimates of t2 and of
p12 have similar standard errors. The standard error ǫ for
a matrix-element pij for sampling from the unconstrained
posterior (5) is
ǫ(pij) =
1√
cij
.
For b = 4 and a single chain of length N ≈ 7 · 104 steps
starting in state one we can on average expect c12 = 4
resulting in a relative standard error of 50%. In order to
decrease the error down to 1% we would need to run a
chain of length N ≈ 1002 ·104 = 108 steps. This is clearly
an unsatisfactory situation and we would like to reduce
the required simulation effort to reach a given error level
as much as possible.
In comparison for an ensemble of M short chains of
length L, with L ≪ 10b, starting in state two one will
on average observe a transition from state two to state
one for every second chain, c21 =M/2, so that a relative
error of 1% for p21 can already be achieved for M ≈ 104,
with L ≪ 10b, so that the total simulation effort can be
reduced by orders of magnitude.
We do not have explicit expressions for the standard
error of matrix elements pij when sampling from the re-
stricted ensemble enforcing detailed balance with respect
5to a given stationary vector. It is however conceivable
that the standard errors of p21 can be reduced in the
same way. The relation (14) guarantees that a small error
for p21 will also result in a small error for the rare-event
quantity p12.
Figure 1 shows the standard error of t2 versus the to-
tal simulation effort. The error for a single long chain is
estimated from a sample of transition matrices generated
from the unconstrained posterior. The error for the en-
semble of short chains is estimated from a sample of tran-
sition matrices generated from the constrained posterior
using the algorithm outlined in [53]. From Figure 1 it is
apparent that using a-priori information about the sta-
tionary vector in combination with an ensemble of short
simulations started from the unstable state results in a
three orders of magnitude smaller simulation effort when
trying to estimate t2 with a prescribed error. In par-
ticular, estimation of the rare-event kinetics can be con-
ducted orders of magnitude before a direct simulation
would even encounter a single transition event.
This effect is even more pronounced when choosing
b = 9 so that estimation via long trajectories sampling
the rare event is hopeless. Using short trajectories start-
ing in the transition state in combination with the sta-
tionary vector one can accurately estimate t2 with a total
simulation effort of N = 103 steps, c.f. Figure 2. That is
six orders of magnitude before on average even a single
rare-event would have been observed.
B. Double-well potential
Let us now go to an example where the Markov state
model is an approximation of the true dynamics. We
employ Brownian dynamics in a double-well potential de-
fined by
V (x) = (x2 − σ2)2 + δσ(1
3
x3 − σ2x). (17)
The two minima of the potential at ±σ are separated by
a maximum at −δσ/4, cf. Figure 3. The dynamics is
governed by the following SDE,
dXt = −∇V (Xt) +
√
2β−1dWt, (18)
with dWt denoting the increments of the Wiener-process.
The inverse temperature β = (kBT )
−1 controls the inten-
sity of the stochastic fluctuations.
(18) defines a process whereXt sample from the canon-
ical distribution,
π(x) = Z(β)−1e−βV (x). (19)
The temperature dependent constant Z(β) is the
partition function ensuring correct normalization,∫
dxπ(x) = 1. Spectral properties of this Markov
process, such as the largest implied time-scale can be
computed from a spatial discretisation of its associated
transition kernel, cf. section A.
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Figure 1. Mean and standard error of the largest implied
time-scale t2, total simulation effort N for meta-stable 3-state
system with barrier parameter b = 4. a) Convergence of the
mean value, using either a single long trajectory starting in
one of the meta-stable states or the stationary vector together
with an ensemble of short chains relaxing from the transition
state. The latter approach allows to obtain a reliable estimate
already before the average waiting time for a single rare-event
τ13 + τ31 has elapsed. The comparison of the estimated stan-
dard error b) indicates a three orders of magnitude speedup
when estimating the rare-event sensitive quantity t2 using the
stationary vector in combination with short relaxation trajec-
tories.
For the numerical experiment we used a double-well
potential with parameters σ = 2.2 and δ = 0.1. The
time step for the explicit Euler-scheme is ∆t = 10−3.
The noise parameter is β = 0.4.
Spatial discretization of the transition kernel is per-
formed with Lx = 3.4 and nx = 400 regular sub-intervals.
The matrix (pij) is assembled by evaluating the kernel at
the midpoints of the sub-intervals. The largest implied
time scale, t2 = 1.2 · 106, is computed from an eigen-
value decomposition of the assembled matrix. Mean first
passage times between sets A = [σ − 0.2, σ + 0.2] and
B = [−σ− 0.2,−σ+0.2] are computed as τAB = 5.3 ·106
and τBA = 1.6·106, see section B for details. Values com-
puted from the spatial discretization are used as refer-
ence values for comparison with estimates obtained from
a Markov model.
The Markov model is build using a regular grid dis-
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Figure 2. Mean and standard error of the largest relaxation
time-scale, t2, total simulation effort N for meta-stable 3-
state system with barrier parameter b = 9. a) Convergence
of the mean value using short trajectories relaxing from the
transition state. A correct estimate can be obtained six orders
of magnitude before a single rare-event would have occurred
on average. b) Standard error of the estimate. The estimation
using long trajectories is unfeasible.
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Figure 3. Potential V (x) and stationary distribution pi(x),for
Brownian dynamics in double-well potential. The station-
ary distribution (shaded area) is scaled to fit the scale of the
potential function. It can be seen that the stationary prob-
ability is concentrated in the meta-stable regions around the
two minima of the potential at ±σ.
cretization of [−L,L] with L = 3.4 and n = 100 states.
From an implied time scale estimation using long tra-
jectories with N = 108 steps we obtain a lag-time of
τ = 10 dt.
The stationary vector is estimated from umbrella sam-
pling simulations using the weighted histogram analysis
method [49, 54]. Estimates were computed using Mpi =
20 umbrella sampling simulations with Lpi = 2.5 · 104
points per umbrella as well as from umbrella sampling
simulations with Lpi = 5 · 106 points per umbrella. To
account for the uncertainty in the estimated stationary
vector we used bootstrap resampling [55] of the generated
data and computed the stationary distribution for each
re-sampled data set to model the ensemble of stationary
vectors compatible with the observed umbrella sampling
data.
In Figure 4 we show mean and standard error of the
largest implied time scale t2 versus the total simulation
effortN . The total simulation effortN is composed of the
simulation effort spent on obtaining a count matrix from
standard simulations, NC , and the simulation effort spent
on obtaining the stationary distribution from umbrella
sampling simulations, Npi,
N = Npi +NC . (20)
We compare three different approaches when estimat-
ing mean and standard error of the largest implied time-
scale t2.
1. Generate a single trajectory starting in one of the
meta-stable regions and compute estimates without
a priori knowledge of the stationary vector.
2. Generate an ensemble of short trajectories start-
ing on the barrier and compute estimates with an
error-model for the stationary vector as prior infor-
mation.
3. Balanced sampling: split the total simulation effort
equally between umbrella simulations and short
trajectories starting on the barrier, Npi = NC =
N/2. Compute estimates updating the error model
for the stationary vector according to the increasing
amount of data available for the estimation.
Transition matrices are sampled according to (5) if no
prior knowledge about the stationary vector is available
and from (13) if the stationary vector was estimated from
umbrella simulation data. For the first approach we use
MC = 20 . . . 100 long trajectories of length LC = 10
6 dt
starting in the minimum point, x0 = s, and for the sec-
ond approach we use an ensemble of MC = 50 . . .5000
short trajectories of length LC = 10
4 dt starting on the
barrier, x0 = −δσ/4. For the second approach we have
estimated the stationary vector from a small as well as
for a large amount of umbrella sampling data in order to
demonstrate the dependence of the standard error of the
kinetic observable on the error in the ensemble of input
stationary distributions.
7It can be seen from Figure 4 that for a fixed effort
Npi = MpiLpi the standard error can not be reduced be-
low a certain amount with increasing NC =MCLC . This
is a result of the non-zero statistical error in the estimate
of the stationary vector for fixed Npi. The usual N
− 12 de-
pendence of the standard error can be recovered for the
proposed splitting Npi = NC = N/2. Figure 4 shows
the favourable scaling coefficient of such an approach
leading to a more than two orders of magnitude faster
convergence of the estimated quantity compared to us-
ing standard simulations alone. Reliable estimates of the
rare-event kinetics can be obtained one order of magni-
tude simulation effort before the standard approach using
long trajectories and no information about the equilib-
rium probabilities can be applied at all. The finite error
for the estimate of the stationary vector forNpi = 5·104 dt
and Npi = 10
7 dt results in a saturation of the error of t2
which can be further decreased using a more precise esti-
mate of the stationary vector from additional enhanced
sampling simulations.
For metastable systems we propose the following strat-
egy for distributing initial conditions exploiting the in-
formation from the equilibrium vector. Once all meta-
stable sets and all kinetic barriers separating the sets
have been identified using some enhanced sampling pro-
tocol, short trajectories should be started on top of all
barriers or in high-energy metastable states. The length
of the short trajectories needs to be sufficient to relax
towards the low-energy metastable states. The method
described here can be used to combine these data to an
estimate of the full rare-event kinetics.
C. Alanine dipeptide
As an example for a rare-event quantity in a molec-
ular system we use the mean first-passage time for the
C5 to C
ax
7 transition in the alanine-dipeptide molecule.
Alanine-dipeptide has been the long-serving laboratory
rat of molecular dynamics [56–60]. The φ and ψ dihedral
angles have been identified as the two relevant coordi-
nates for the slowest kinetic processes of the system in
equilibrium. The potential of mean force for the two di-
hedral angles is shown in Figure 5.
One can identify five meta-stable regions in the free-
energy landscape. The C5 and PII regions correspond to
dihedral angles found in a beta-sheet conformation, the
αR and αL regions correspond to a right, respectively
left-handed α-helix conformation. Reference values for
the mean-first passage times between all pairs of sets have
been computed from the maximum likelihood estimator
of (3) using a total of 10µs of simulation data. Values
can be found in Table I. For details of the computation
of mean first-passage times see section B.
All computations were carried out on high-
performance GPU cards using the OpenMM simulation
package [61]. The used forcefield was amber99sb-ildn
[62] and the used water-model was tip3p [63]. The
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Figure 4. Mean and standard error of largest implied time-
scale t2, given total simulation effort N , for Brownian dy-
namics in double-well potential. a) Convergence of the mean
value, using either a single long trajectory starting in one of
the meta-stable states or the stationary vector together with
an ensemble of short chains relaxing from the transition state.
The latter approach allows to obtain a reliable estimate al-
ready before the average waiting time for a single rare-event
τAB+τBA has elapsed. A comparison of the standard error b)
indicates a more than two orders of magnitude speedup when
estimating the rare-event sensitive quantity t2. By combining
short trajectories with information about the stationary prob-
abilities, reliable estimates of the slowest relaxation timescale
can be obtained with a total amount of simulation data that
is about one order of magnitude smaller than the expected
waiting time for a forward and backward transition across
the barrier.
τAB/ns C5 PII αR αL C
ax
7
C5 0 0.021 0.253 43.456 60.220
PII 0.041 0 0.255 43.449 60.213
αR 0.142 0.125 0 43.549 60.312
αL 1.553 1.527 1.744 0 17.757
Cax7 1.559 1.533 1.745 1.221 0
Table I. Mean first passage time (mfpt) between meta-stable
regions of alanine-dipeptide. The mfpts have been estimated
from 10µs of simulation data using a Markov state model.
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Figure 5. Free energy profile of alanine-dipeptide as a function
of the dihedral angles. Energies are given in kJ/mol. The
average thermal energy kBT at 300K is 2.493kJ/mol. One
can identify five meta-stable sets on the dihedral angle torus,
here indicated by black lines. There are three low energy
(high probability) sets C5, PII and αR with φ < 0 and two
high energy (low probability) sets αR and C
ax
7 with φ > 0.
peptide was simulated in a cubic box of 2.7nm length
including 652 solvent molecules. Langevin equations
were integrated at T = 300K using a time-step dt of 2fs.
The potential used for umbrella sampling simulations
was Vi(φ) = k[1 + cos(φ− φi − π)] with k = 200kJ/mol.
Umbrellas were placed at a spacing of φi − φi+1 = 9◦.
1. Analysis in φ and ψ dihedral angle space
We show the convergence of the largest relaxation
timescale and validate the MSM constructed at a lagtime
of τ = 6ps via a Chapman-Kolmogorov test in Figure 12.
Convergence of the largest relaxation time indicates that
the slow eigenfunctions of the associated dynamical op-
erator are well approximated by the discrete MSM. The
Chapman-Kolmogorov-test explicitly checks the Markov
assumption comparing self transition probabilities com-
puted from the MSM, parametrized at lagtime τ , with
direct estimates from the data at larger lagtimes, nτ . A
thorough discussion of MSM validation can be found in
[8].
In Figure 6 we show the estimate of the mean first-
passage time τAB between the C5 and the αL region to-
gether with the corresponding standard error ǫ(τAB) for
different values of the total simulation effort N . The
simulation setup is similar to the one described for the
double-well potential in the previous section. Instead of
starting short trajectories directly on the barrier we start
them from the meta-stable αL region. Figure 6 shows
that combining umbrella sampling data and short trajec-
tories relaxing from a meta-stable region with low proba-
bility (high free-energy) towards a meta-stable state with
high probability (low free-energy) is able to estimate the
reference value, τAB = 43ns for the C5 to αL transition
with a total simulation effort of 70ns if short ’downhill’
trajectories are used in combination with umbrella sam-
pling data. Utilizing information about the equilibrium
distribution in combination with short simulations that
do not have to sample the rare event is able to achieve
a standard error with almost an order of magnitude less
simulation effort compared to an ensemble of long trajec-
tories. The observed 8-fold speedup is in good agreement
with the expected speedup given by
τAB
L
with τAB = 43ns the mfpt for the slow “up-hill” transi-
tion from C5 to αL, and L = 5ns the length of individual
short trajectories.
The present approach of estimating rare-event kinetics
is more powerful than traditional rate theories because
quantities that can be estimated can be much more com-
plex than only rates. As a reversible Markov model is
estimated, full mechanisms, such as the ensemble of tran-
sition pathways from one state to another state can be
computed. To illustrate this we compute the committor
probability function, cf. section C, from C5 to αL using
both estimates. It is seen that information about the
stationary vector results in nearly the same committor
function as one estimated using an order of magnitude
larger simulation effort.
2. Analysis in the φ-coordinate alone
The presented method can also work if only informa-
tion about the slowest degree of freedom is used. In
Figure 8 we show the free energy profile for the φ dihe-
dral angle. An energetic barrier clearly separates the low
free energy region, φ < 0 from the high free energy re-
gion, φ > 0. Crossing events from φ < 0 to φ > 0 are rare
leading to a sampling problem if kinetic quantities associ-
ated with barrier-crossings need to be estimated. Again
we show convergence of the largest relaxation time-scale,
t2 and a Chapman-Kolmogorov test for a MSM estimated
at lagtime τ = 15ps, Figure 13.
In Figure 9 we show that the correct mean first passage
time for the C5 to αL transition can also be recovered
from the MSM of the φ angle alone. This demonstrates
that the presented method is robust with respect to the
choice of microstates. Choosing a slightly larger lagtime
τ = 15ps for the φ MSM allowed to recover the correct
mean first passage times despite the fact that informa-
tion about the ψ dihedral angle was completely neglected.
The MSM for φ dihedral angle is still a good approxi-
mation to the true kinetics if the discretization and the
lagtime are suitably matched. A thorough discussion of
approximation errors for MSMs can be found in [8, 11].
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Figure 6. Mean and standard error of mean first passage time
(mfpt) τAB , total simulation effort N , for alanine-dipeptide
MSM on the φ, ψ dihedral angles. The mean first-passage
time τAB of the C5 to αL transition is used as an observable
for a rare-event process. a) Convergence of the mean value is
shown for a small number of long chains starting in the C5
region (blue), an ensemble of short chains starting in the αL
region combined with different amounts of umbrella sampling
simulations (green, red, light-blue). The correct value of the
C5 to αL transition, τAB = 43ns can be obtained already for
a total simulation effort of N = 70ns when short ’downhill’
simulations are used in combination with umbrella sampling
data. b) The standard error shows almost one order of mag-
nitude speedup when estimating the kinetic characteristic of
a rare-event τAB using short trajectories in combination with
umbrella sampling simulations compared to using long tra-
jectories and no additional information about the stationary
vector.
D. Vesicle model
As a final example we consider the diffusive motion
of a colloid that can reversibly attach to a surface via
m = 0, . . . ,M tethers. A biological example of such a
system is a neuronal vesicle that can attach to a plasma
membrane by SNARE protein complexes. The diffusion
in the solvent is free but the attachment of tethers re-
stricts the location of the vesicle to a vicinity of the mem-
brane. The restriction is stronger the more tethers are
attached. Attachment of the vesicle to the membrane is
a fast process, but the dissociation from the membrane
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Figure 7. Forward committor q+(x) for transition from C5
to αL region. a) shows a non-reversible reference estimate
for N = 10µs of simulation data. Dark contour lines in-
dicate the free energy profile. b) shows the difference be-
tween the reference estimate and a non-reversible estimate
for N = 1µs of simulation data. There is a large error in
the transition region due to insufficient sampling in the short
simulation. c) shows the distance for an estimate using a com-
bination of umbrella sampling and standard simulation data
with N = Npi + NC = 960ns. There is no significant error
in the transition region, the small error close to the second
saddle is probably due to insufficient sampling of this region
by the reference simulation.
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Figure 8. Free energy profile for alanine-dipeptide as a func-
tion of the φ dihedral angle. One can identify three meta-
stable sets. Two low energy (high probability sets) with φ < 0
and a single high energy (low probability) set with φ > 0.
is an extremely rare event. We show that the mean first
passage time for dissociation can be reliably estimated
despite the fact that a non-Markovian coordinate, the
membrane-vesicle distance, is used.
Figure 10 shows the energy for the different vesicle at-
tachment modes. For m > 0 attachment of the vesicle
to the membrane is governed by a harmonic potential
close to the membrane. For x > 2 all attachment modes
are energetically equal corresponding to a breaking of the
m tethers once the distance between the vesicle and the
membrane exceeds a certain threshold. The association
of the vesicle has to overcome a small energetic barrier,
modelling a weak repulsion of the untethered vesicle.
The state of the vesicle is given by the pair (x,m)
where x is the vesicle membrane distance and m denotes
the number of tethers attached. A discretization of the
vesicle membrane distance with 0 = x1 < · · · < xd = 4
allows us to describe the vesicle dynamics by a Markov
chain on a finite state space with (M + 1)d microstates.
The stationary vector of the chain is given as
π = (π(0)(x1), . . . , π
(M)(xd)) (21)
with entries given in terms of the usual Gibbs/Boltzmann
distribution,
π(m)(xi) ∝ e−E(m)(xi). (22)
E(m)(x) is the energy of a vesicle at x with m tethers
attached, cf. Figure 10, (D1).
The transition matrix P = (pij) for the vesicle dynam-
ics is now constructed as follows. We encode random
walk probabilities in a proposal matrix Q = (qij). The
particle moves from xi to xi−1 or xi+1 with probabil-
ity 1/3, if the particle remains at its current position xi
it can attach, m → m + 1, or detach, m → m − 1, a
tether with probability 1/3 so that the overall proposal-
probability for attachment or detachment is 1/9. To ac-
count for the energetic differences of the microstates we
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Figure 9. Mean and standard error of mean first passage time
(mfpt) τAB , total simulation effort N , for alanine-dipeptide
MSM on the φ dihedral angle alone. The mean first-passage
time τAB of the transition from the low free energy region,
A = {φ| − 162◦ < φ < −54◦}, to the high free-energy re-
gion, B = {φ|36◦ < φ < 72◦}, is used as an observable
for a rare-event process. a) Convergence of the mean value
is shown for a small number of long chains starting in the
A region (blue), an ensemble of short chains starting in the
B region combined with different amounts of umbrella sam-
pling simulations (green, red, light-blue). The correct value,
τAB = 43ns, for the C5 to αL transition can be obtained even
if no information about the ψ dihedral angle is used in the
construction of the MSM. b) The standard error shows almost
one order of magnitude speedup when estimating the kinetic
characteristic of a rare-event τAB using short trajectories in
combination with umbrella sampling simulations compared to
using long trajectories and no additional information about
the stationary vector.
use the Metropolis-Hastings acceptance criterion to mod-
ulate the proposal probabilities and obtain the desired
transition probabilities via,
pij = min{1, πjqji
πiqij
} i 6= j. (23)
Correct normalization is ensured by setting pii = 1 −∑
j 6=i pij . As a result of (23) the constructed transition
matrix P automatically fulfills the detailed balance con-
dition (6) with respect to the desired stationary vector.
The mean first-passage time for the dissociation of the
vesicle is τAB = 8.56 · 109, the mean first-passage time
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Figure 10. Energy landscape for the different attachment
modes, m = 0, 1, . . . , 4
for association, τBA = 1.59 · 103, is orders of magnitude
smaller. The mean first-passage time for dissociation of a
vesicle with the maximum number of tethers attached is
τAB = 3.83 ·1010 so that the system dynamics can not be
described in terms of the subspace with m = 4 tethers.
This indicates that the dissociation kinetics is effectively
non-Markovian along the x-coordinate.
The dissociation time τAB can reliably be estimated
even if no information about the mode of attachment is
available. If only information about the position of the
vesicle is available then the state-space of the (M + 1)d
distinct microstates is coarse-grained into d distinct sets
each containing (M+1) microstates corresponding to the
M+1 possible tethering modes at position x. The coarse
grained stationary vector π˜ is obtained by summing the
full stationary vector π over all possible tethering modes.
If short association trajectories starting in the region x >
2 are combined with the coarse-grained stationary vector
the dissociation time can again be estimated orders of
magnitude before a single dissociation event would on
average be observed despite the fact that the MSM is
built on a coordinate that is inherently non-Markovian.
In Figure 11 we show mean and standard error for the
mfpt of vesicle dissociation for a MSM build at a lagtime
of τ = 60 with d = 40 microstates.
In Figure 14 we again show convergence of the largest
relaxation time and the Chapman-Kolmogorov test for
an MSM constructed at lagtime τ = 60. The MSM is es-
timated solely from short association trajectories starting
in the high energy region using the coarse grained station-
ary vector π˜ to obtain a reversible maximum likelihood
transition matrix from (9). The total simulation effort,
N = 2 · 107, used to obtain the MSM and perform the
validation is again orders of magnitude smaller than the
expected dissociation time.
8.0
8.2
8.4
8.6
8.8
9.0
9.2
9.4
9.6
9.8
M
fp
t,
τ A
B
×109
105 106 107
Total simulation effort, N
10−3
10−2
10−1
100
R
el
a
ti
v
e
er
ro
r,
ǫ(
τ A
B
)
a)
b)
Figure 11. Mean and standard error of mean first-passage
time of vesicle dissociation on a coarse-grained non-Markovian
state space. a) Convergence of the mean value, b) standard
error. Estimates are obtained for an ensemble of association
trajectories starting in the high energy region and relaxing
towards the low energy region in combination with the coarse-
grained stationary probabilities. The dissociation time can
be estimated orders of magnitude before a single dissociation
event would have been observed.
IV. CONCLUSION
We have described a principle that allows for the first
time to estimate rare-event kinetics efficiently without
having to assume a simple kinetic model. Our approach
is applicable when the kinetic properties of interest can
be computed from a Markov state model discretization
of the system. Note that this approach is qualitatively
different from assuming a specific rate theory such as
Transition State Theory or Kramers, because MSMs are
a numerical approximation method of the full kinetics
and can be made arbitrarily accurate in the limit of a
good state space discretization [8] whereas a specific rate
model needs to apply by design and can usually not be
self-consistently validated.
The key idea of the presented approach is to use en-
hanced sampling methods to obtain reliable estimates of
the equilibrium distribution in combination with direct
simulations of the fast downhill processes. These data
are combined rigorously in a reversible Markov model.
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Our approach can deliver estimates of kinetic properties,
including rates, passage times, but also complex quan-
tities such as committor functions and transition path
ensembles while achieving enormous speedups compared
to a direct simulation.
We have illustrated our method using two toy mod-
els, a explicit-solvent MD simulation of alanine dipep-
tide with about 2000 degrees of freedom, and a model
for reversible attachment of a vesicle to a membrane. In
these examples, the kinetics of the rare events could be
computed using between one and six orders of magnitude
less simulation time than needed with a direct simulation
approach that has to wait for the rare events to happen
spontaneously.
In general, the present approach will be efficient when-
ever the rare-event occurs between low-probability and
high-probability states. A very important example of this
class is computational drug design, where the binding of
the drug compound occurs relatively fast [18], while the
unbinding may be many orders of magnitude slower. Yet
the unbinding kinetics have been shown to be critical for
drug efficacy [64].
We have demonstrated in two applications that the
approach can compute kinetics from non-Markovian pro-
jections of the data: By using only the φ-coordinate in
alanine dipeptide, and by using only the distance coordi-
nate in the vesicle attachment model. A requirement is
that the resolved coordinates are slow compared to the
non-resolved coordinates. However, this requirement is
not overly restrictive, as the same requirement applies
for the enhanced sampling simulations, such as umbrella
sampling, employed to obtain an estimate for the station-
ary distribution.
While the applications in the present paper have used
reversible Markov model estimates in such a way that the
enhanced sampling simulation and the unbiased “down-
hill” simulations visit the same state space, the principle
explored here can be generalized beyond this case. States
visited only in one but not in the other simulation can
be modelled by appropriate uninformative priors on the
respective variables, e.g. uniform prior in the equilibrium
distributions of states not visited in an umbrella sampling
simulation.
A general framework to reconcile direct MD and en-
hanced MD simulations is the transition-based reweight-
ing analysis method (TRAM) framework [29–31]. In or-
der to apply the TRAM framework to the current set-
ting, a hybrid TRAM method must be developed that
can mix kinetic simulations (with an estimation lag time
tau), and simulations that contains trajectories shorter
than tau, such as those used in umbrella sampling or
REMD.
The present inference principle can be exploited in an
adaptive sampling framework [65, 66] to optimally dis-
tribute the computational effort between enhanced sam-
pling and unbiased molecular dynamics simulations.
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Appendix A: The transition kernel for the
Euler-method
The solution of (18) with initial position X0 = x0 on
[0, T ] is usually carried out by choosing a regular dis-
cretization of the time interval
0 = t0 < t1 < · · · < tN = T.
with ∆t = tk − tk−1 for all k = 1, . . . , N . The evolution
of the stochastic process is then approximated by the
following time-stepping scheme
Xt+∆t = Xt −∇V (Xt)∆t+
√
2β−1η. (A1)
with X0 = x0 and η being a N (0,∆t) distributed random
variable. The time-stepping scheme (A1) is known as
Euler method or Euler-Maruyama method, [67].
For this simple time-stepping scheme the transition
kernel of the resulting Markov chain is given by
p∆t(x, y) =
1√
2π∆t2/β
exp
(
− (y − x+∇V (x)∆t)
2
2(
√
∆t
√
2/β)2
)
,
(A2)
with x = Xt and y = Xt+∆t. p∆t(x, y) is a Gaussian
distribution with mean µ = x − ∇V (x)∆t and variance
σ2 = 2∆t/β.
The transition probability P∆t(B|A) between two sets
A, B can be computed from
P∆t(B|A) =
∫
A
dxπ(x)
∫
B
dy p∆t(x, y)∫
A
dxπ(x)
. (A3)
Choosing a L such that p∆t(x, y) is effectively zero out-
side of [−L,L] we pick a spatial discretization
− L = x0 < x1 < . . . < xN = L (A4)
with a regular spacing ∆x = xk − xk−1 for k = 1, . . . , N
such that p∆t(x, y) and π(x) are approximately constant
on sub-intervals Si = (xk, xk+1]. In this case we have∫ xi+1
xi
dxµ(x) ≈ µ(xk)∆x
and∫ xi+1
xi
dxµ(x)
∫ xj+1
xj
dy p(x, y) ≈ µ(xi)p(xi, xj)(∆x)2.
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We can approximate the matrix elements pij = P (Sj |Si)
as
pij ≈ p(xi, xj)∆x.
and compute spectral properties from the matrix (pij)
using standard eigenvalue solvers.
Appendix B: Mean first-passage times between
meta-stable regions
The covered material can be found in many introduc-
tory books to stochastic processes, cf. [68].
For a stochastic process (Xt) on a state space Ω the
first hitting time TB of a set B ⊆ Ω is defined as
TB = inf{t ≥ 0|Xt ∈ B}. (B1)
The mean first passage time τx,B to the set B starting in
state x ∈ Ω is the following expectation value
τx,B = Ex(TB). (B2)
For a Markov chain on a finite state space Ω = {1, . . . , n}
with transition matrix (px,y) the mean first-passage time
can be computed from the following system of equations,
τx,B =
{
0 x ∈ B
1 +
∑
y∈Ω px,yτy,B x /∈ B
(B3)
Assuming that the chain has stationary vector (µx) we
define the mean first-passage time τA,B from set A to
set B as the µ-weighted average of all mean first-passage
times to B when starting in a state x ∈ A,
τA,B =
∑
x∈A
µxτx,B. (B4)
Computing the mean first-passage time between two
sets for a Markov chain on a finite state space with given
transition matrix thus amounts to finding the stationary
vector together with the solution of a linear system of
equations - both of which can be achieved using standard
numerical linear algebra libraries.
Appendix C: Committor functions
Committor functions have been introduced in the con-
text of Transition Path Theory [12] and are a central
object for the characterisation of transition processes be-
tween two meta-stable sets.
Let (Xt) again be a stochastic process on a state space
Ω and let A,B ⊆ Ω be two meta-stable sets. The for-
ward committor q(+)(x) is the probability that the pro-
cess starting in x will reach the set B first, rather than
the set A,
q(+)(x) = Px(TA < TB). (C1)
Again TS denotes the first hitting time of a set S.
For a Markov chain on a finite state space with transi-
tion matrix P the forward committor solves the following
boundary value problem [13],
∑
j lijq
(+)
j = 0 i ∈ X (A ∪B)
q
(+)
i = 0 i ∈ A
q
(+)
i = 1 i ∈ B
. (C2)
L = P − I is the corresponding generator matrix of the
Markov chain.
Computing the committor for a finite state space again
amounts to solving a linear system of equations.
Appendix D: Vesicle potential
E(m)(x) =


1 +m(−5 + 5x2 − 2.5x3 + 0.3125x4) 0 ≤ x < 2
1 + 8(x− 2)2 − 8(x− 2)3 2 ≤ x < 2.5
0.5− 8(x− 2.5)2 + 8(x− 2.5)3 2.5 ≤ x < 3
0 3 ≤ x < 4
(D1)
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Figure 12. a) Implied timescale test. Convergence of the
largest relaxation time-scale, t2, indicates a good Markov
model fit, i.e. the slow eigenfunction of the associated dy-
namical operator are well approximated. b) The Chapman-
Kolmogorov test validates the Markov assumption by com-
paring the evolution of self-transition probabilities predicted
by the MSM parametrized at lagtime τ with direct estimates
from the data at larger lagtimes nτ .
Appendix E: MSM validation
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