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A VARIATIONAL APPROACH TO THE
HERMITIAN–EINSTEIN METRICS AND THE
QUOT-SCHEME LIMIT OF FUBINI–STUDY METRICS
YOSHINORI HASHIMOTO AND JULIEN KELLER
Abstract. This is a sequel of our paper [12] on the Quot-scheme limit
and variational properties of Donaldson’s functional, which established
its coercivity for slope stable holomorphic vector bundles over smooth
projective varieties. Assuming that the coercivity is uniform in a certain
sense, we provide a new proof of the Donaldson–Uhlenbeck–Yau theo-
rem, in such a way that the analysis involved in the proof is elementary
except for the asymptotic expansion of the Bergman kernel.
Introduction
This is a sequel to our paper [12] on the Quot-scheme limit and variational
properties of Donaldson’s functional MDon. Let E be a holomorphic vector
bundle over a smooth projective variety X of rank r > 1. In [12], we
established a direct relationship between the slope stability of E and the
variational properties of MDon. It is natural to ask whether this result
can be used to give a new proof of the correspondence1 between the slope
stability of E and the existence of Hermitian–Einstein metrics on E . The
“easy” direction of Hermitian–Einstein metrics implying slope stability was
established in [12, Section 7], providing a more geometric point of view of
the theorem by Kobayashi [15] and Lu¨bke [17]. In this paper, assuming a
certain strengthening of [12, Theorem 1], stated as Hypothesis 5.1, we give
a new proof of the “hard” direction, called the Donaldson–Uhlenbeck–Yau
theorem, which states that the slope stability of E implies the existence of
Hermitian–Einstein metrics on E , with relatively elementary analysis except
for the asymptotic expansion of the Bergman kernel.
Theorem 1. Suppose that Hypothesis 5.1 is true. Then, we can prove that
there exists a Hermitian–Einstein metric on E if it is slope polystable, in
such a way that the analysis involved in the proof is elementary except for
the asymptotic expansion of the Bergman kernel.
In spite of the drawback of having to assume Hypothesis 5.1, our method
has the novelty of relying much less on analysis (in particular nonlinear PDE
1This theorem, having a long and rich history, is often called the Kobayashi–Hitchin
correspondence in the literature.
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theory), compared to the original proof by Donaldson [7–9] and Uhlenbeck–
Yau [26,27]. Our proof relies on the formalism involving the Quot-schemes
in algebraic geometry, as developed in [12], which consequently reduces the
input from hard analysis as stated in Theorem 1. In terms of the analytic
results that we do use, i.e. the Bergman kernel expansion, it seems worth
pointing out that we do not need the full extent of the asymptotic expan-
sion of the Bergman kernel (Theorem 1.8) and we only need one particular
consequence of it: the set of Fubini–Study metrics is dense in the space
of hermitian metrics on E (Corollary 1.9). While this consequence itself is
widely used in Ka¨hler geometry, no proof is known that is not based on
Theorem 1.8 which is essentially a theorem in analysis. In any case, this is
the only advanced analytic tool that we shall rely on in this paper.
It is also important to note that the proof of Theorem 1 is based on
the formulation of the slope stability as uniform stability, established in
Proposition 4.5; if E is slope stable, we shall show that the non-Archimedean
Donaldson functional MNA(ζ, k) introduced in [12] satisfies
MNA(ζ, k) ≥ 2cE · JNA(ζ, k)
for some constant cE > 0 and a quantity J
NA(ζ, k) which plays the role
analogous to the non-Archimedean J-functional introduced in [4] (and also,
equivalently, in [6]).
Recall that the notion of uniform stability played a significant role in the
study of constant scalar curvature Ka¨hler metrics and Ka¨hler–Einstein met-
rics in e.g. [3,4,6], amongst many others. In particular, Berman–Boucksom–
Jonsson [2] proved that a Fano manifold admits a Ka¨hler–Einstein metric if
it is uniformly K-stable. This paper, together with its prequel [12], could be
regarded as providing a new framework of the Donaldson–Uhlenbeck–Yau
theorem by constructing various vector-bundle analogues of notions that
proved useful in the study of constant scalar curvature Ka¨hler metrics and
Ka¨hler–Einstein metrics. This point will be explained further in our forth-
coming paper so that the analogies will become clearer.
Hypothesis 5.1, which we need to assume, implies in particular that Don-
aldson’s functional is bounded from below when E is slope (semi)stable
(Proposition 5.3). Indeed, from a variational point of view, finding a suffi-
cient condition for Donaldson’s functional bounded from below is of signifi-
cant importance. In the appendix, we shall show that Donaldson’s functional
is bounded from below if we have a quantitative C0-estimate for the her-
mitian metrics (Theorem B.5), in the sense of δ-boundedness as defined in
Definition B.1. Although we cannot apply this result to our proof of Theo-
rem 1 (see Remark B.6), we believe that it is of independent interest. It is
tempting to point out an analogy with the situation in Ka¨hler–Einstein met-
rics, in which proving the C0-estimate along the continuity path for solving
the Monge-Ampe`re equation has been known to be of crucial importance
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(see e.g. [25, Chapter 6]).
Outline of the proof of Theorem 1. The key result is the inequal-
ity proved in [12, Theorem 1], which describes the asymptotic behaviour
of Donaldson’s functional MDon in terms of the algebro-geometric quantity
MNA that involves slopes of E and its subsheaves (see also Theorem 3.5).
Hypothesis 5.1 is an improved version of this inequality, which implies in
particular that Donaldson’s functional is bounded from below if E is slope
(semi)stable. We thus take a sequence {hi}i∈N ⊂ H∞ such that MDon(hi)
converges to infH∞MDon. We approximate each hi by a Fubini–Study met-
ric, which is possible by Theorem 1.8 (or Corollary 1.9). The slope stability
of E (or its reformulation as uniform stability as in Section 4), together
with some uniform estimates for Fubini–Study metrics established in Sec-
tion 2, implies that the sequence {hi}i∈N must contain a subsequence that
converges in the Cp-topology for (any fixed) p ≥ 2 (Proposition 5.7), up to
slightly modifying the sequence {hi}i∈N as indicated in Lemma 5.6, which
is shown to converge to a well-defined smooth Hermitian–Einstein metric
(Proposition 5.9).
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Notation
We largely follow the notation that was used in [12]. Throughout, (X,L)
stands for a polarised smooth projective variety over C of complex dimension
n. We further assume that L is very ample and often write it as OX(1), and
L⊗k as OX(k). We work with a fixed Ka¨hler metric ω ∈ c1(L) on X defined
by a hermitian metric hL on L.
We write OX for the sheaf of rings of holomorphic functions on X, C∞X
for the one of C-valued C∞-functions on X.
Throughout in this paper, coherent sheaves of OX -modules will be de-
noted by calligraphic letters (e.g. E). Given a coherent sheaf F of OX -
modules, H0(X,F) = H0(F) denotes the set of global sections of F ; for
example, we shall often write H0(F(k)) for H0(X,F ⊗ L⊗k) for any coher-
ent sheaf F on X. When E is locally free, we write ΓC∞
X
(X, E) = ΓC∞
X
(E)
for the set of C∞-sections of the complex vector bundle E , and EndC∞
X
(E)
for the ones of the vector bundle E∨ ⊗ E .
Unlike in [12], we use the same symbol E to denote a locally free sheaf of
OX-modules and a complex C∞ vector bundle that underlies it.
We write Nk, or simply N , for dimCH
0(E(k)).
1. Preliminaries
1.1. Slope stability. We recall the following notions, where we follow the
standard notation to write EndOX (E) := H0(X, EndOX (E)) with EndOX (E) :=
E∨ ⊗OX E .
Definition 1.1. A holomorphic vector bundle E is said to be
(1) reducible if it can be written as a direct sum of two or more non-
trivial holomorphic subbundles as E =⊕j Ej;
(2) irreducible if it is not reducible;
(3) simple if EndOX (E) = C.
It follows immediately that simple vector bundles are irreducible. The
following fact is well-known.
Lemma 1.2. (cf. [16, Corollary 5.7.14]) If E is slope stable, then it is simple.
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Let (X,L) be a polarised smooth projective variety of complex dimension
n, and E be a holomorphic vector bundle over X of rank r. Throughout in
this paper, we assume r > 1.
Definition 1.3. Let F be a coherent sheaf onX. Its slope µ(F) = µL(F) ∈
Q is defined as
µ(F) := deg(F)
rk(F) ,
where rk(F) ∈ N is the rank of F where it is locally free (cf. [13, p.11]),
and deg(F) ∈ Z is defined as ∫
X
c1(detF)c1(L)n−1/(n− 1)! (where detF is
a line bundle defined in terms of the locally free resolution of F , see [14],
[16, V.6] for details).
In general we should define the rank and degree in terms of the coefficients
of the Hilbert polynomial [13, Definitions 1.2.2 and 1.2.11] and hence they
are a priori rational numbers. For us, however, they are defined as integers
and the above definition suffices since X is smooth.
The following stability notion was first introduced by Mumford for Rie-
mann surfaces, which was generalised to higher dimensional varieties by
Takemoto by choosing a polarisation L.
Definition 1.4 (Slope stability). A holomorphic vector bundle E is said to
be slope stable (or Mumford–Takemoto stable) if for any coherent subsheaf
F ⊂ E with 0 < rk(F) < rk(E) we have µ(E) > µ(F). E is said to be slope
semistable if the same condition holds with non-strict inequality, and slope
polystable if it is a direct sum of slope stable bundles with the same slope.
Finally, recall the following definition (see [13, Definitions 1.7.1 and 1.7.3]).
Definition 1.5. A coherent sheaf F is said to be k-regular ifH i(F(k−i)) =
0 for all i > 0. TheCastelnuovo–Mumford regularity of F is the integer
defined by
reg(F) := inf
k∈Z
{F is k-regular.}.
1.2. Fubini–Study metrics. We recall some basic facts about the Fubini–
Study metrics. The reader is referred to [19,22,28], and also [12, Section 1],
for further details of what is presented below.
The key ingredient is the following vector bundle version of the Kodaira
embedding. Suppose that E is k-regular and rk(E) = r. Then E(k) is globally
generated, and hence there exists a holomorphic map
Φ : X → Gr(r,H0(E(k))∨)
to the Grassmannian of r-planes (rather than quotients), such that the pull-
back under Φ of the universal bundle (i.e. the dual of the tautological bundle)
is isomorphic to E(k).
Recall that positive definite hermitian forms onH0(E(k)) define hermitian
metrics on the universal bundle on Gr(r,H0(E(k))∨), called the Fubini–
Study metric on the Grassmannian (see e.g. [19, Section 5.1.1]). By pulling
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them back by Φ, we have hermitian metrics on E that are also called Fubini–
Study metrics, which can also be defined as follows.
Definition 1.6. Suppose that we fix a reference hermitian metric href on
E and hL on OX(1). Defining a positive definite hermitian form Href on
H0(E(k)) as the L2-inner product with respect to href ⊗ h⊗kL , there exist
C∞-maps
Q : E(k)→ H0(E(k)) ⊗ C∞X ,
and
Q∗ : H0(E(k))∨ ⊗ C∞X → E(k)∨,
such that the hermitian metric
hk := Q
∗Q ∈ ΓC∞
X
(E∨ ⊗ E∨)
agrees with the pullback by Φ of the Fubini–Study metric on the univer-
sal bundle over the Grassmannian, defined by the hermitian form Href on
H0(E(k)). The metric hk = Q∗Q is called the (reference) Fubini–Study
metric on E defined by Href .
Moreover, given σ ∈ GL(H0(E(k))∨), the hermitian metric
hσ := Q
∗σ∗σQ ∈ ΓC∞
X
(E∨ ⊗ E∨)
agrees with the one defined by the hermitian form σ∗ ◦Href ◦σ on H0(E(k)).
We shall also write σ∗σ for σ∗ ◦ Href ◦ σ for notational simplicity. The
metric hσ is called the Fubini–Study metric on E defined by the positive
hermitian form σ∗σ on H0(E(k)).
For the above to be well-defined, we need to ensure that the maps Q∗ and
Q with the stated properties do exist, and this is indeed well-known to be
true (cf. [28, Remark 3.5] or [19, Theorem 5.1.16]).
Remark 1.7. When it is necessary to make the exponent k more explicit, we
also write Q∗(k) for Q∗ and Q(k) for Q.
Definition 1.6 allows us to associate a hermitian metric FS(H) on E to
a positive definite hermitian form H on H0(E(k)); we simply choose σ ∈
GL(H0(E(k))∨) so that H = σ∗ ◦Href ◦ σ = σ∗σ, and define FS(H) = hσ
as above. Recall that there is also an alternative definition ([28], see also
[19, Theorem 5.1.16]) of FS(H) by means of the equation
(1.1)
N∑
i=1
si ⊗ s∗FS(H)i = IdE
where {si} is anH-orthonormal basis forH0(E(k)) and s∗FS(H)i is the FS(H)-
metric dual of si, and N = Nk = dimCH
0(E(k)).
Suppose that we write Hk for the subset of H∞ consisting of all Fubini–
Study metrics defined by hermitian forms on H0(E(k)). Although Hk is a
very small subset of H∞, it is well-known that any element in H∞ can be
approximated by the elements in Hk by choosing k to be sufficiently large.
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To prove this result, we need to invoke the well-known asymptotic expansion
of the Bergman kernel (also called the Tian–Yau–Zelditch expansion), as
stated below.
Theorem 1.8 (Asymptotic expansion of the Bergman kernel). Suppose that
we fix a positively curved hermitian metric hL on OX(1) and take h ∈ H∞,
which defines a positive definite L2-hermitian form H on H0(E(k)). The
Bergman kernel Bk(h) ∈ EndC∞
X
(E), defined by the equation Bk(h) ◦
FS(H) = h, satisfies the asymptotic expansion Bk(h) = IdE + O(k
−1);
more precisely, there exists a constant C(h, hL, p) > 0 depending on h, hL,
and p ∈ N such that
‖Bk(h)− IdE‖Cp ≤ C(h, hL, p)/k,
where ‖ · ‖Cp is the Cp-norm on EndC∞
X
(E).
Corollary 1.9. For any h ∈ H∞ and p ∈ N there exists a sequence {hk,p}k∈N
of Fubini–Study metrics with hk,p ∈ Hk such that hk,p → h as k → +∞ in
the Cp-norm, i.e.
H∞ = ∪k>>0Hk.
Although the above corollary is all we need in this paper, there is no
known proof of it that is not based on Theorem 1.8, which is a deep result
in analysis. Corollary 1.9, which we rely on as a foundational result, plays
an important role in what follows.
For the proof of Theorem 1.8, the reader is referred to [5], [29]; see also
the book [19] and references therein. An elementary proof can be found in
[1].
1.3. Donaldson’s functional and the Hermitian–Einstein equation.
Let (X,L) be a polarised smooth complex projective variety, as before, with
VolL :=
∫
X
c1(L)
n/n!, and E be a holomorphic vector bundle of rank r > 1.
The following functional plays a central role in this paper and the prequel
[12].
Definition 1.10. Given two hermitian metrics h0 and h1 on E , the Don-
aldson functional MDon : H∞ ×H∞ → R is defined as
MDon(h1, h0) :=
∫ 1
0
dt
∫
X
tr
(
h−1t ∂tht ·
(
ΛωFt − µ(E)
VolL
IdE
))
ωn
n!
,
where {ht}0≤t≤1 ⊂ H∞ is a smooth path of hermitian metrics between h0 to
h1, and Ft denotes (
√−1/2π) times the Chern curvature of ht with respect
to the fixed holomorphic structure of E . Our convention is that the second
argument of MDon is fixed as a reference metric.
We recall some basic properties of this functional that are established in
[8], while the reader is also referred to [16, Section 6.3] for more details.
First of all it is well-defined, i.e. does not depend on the path {ht}0≤t≤1
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chosen to connect h0 and h1 (cf. [16, Lemma 6.3.6]); note that this easily
implies the following cocycle property
(1.2) MDon(h2, h0) =MDon(h2, h1) +MDon(h1, h0),
for any h0, h1, h2 ∈ H∞. In particular, this implies that MDon(−, h0) is
invariant under an overall constant scaling, since
(1.3) MDon(ech, h0) =MDon(ech, h) +MDon(h, h0) =MDon(h, h0),
by recalling MDon(ech, h) = 0 for any constant c ∈ R [16, Lemma 6.3.23].
Second, the critical point of MDon(−, href) is the following object.
Definition 1.11. A hermitian metric h ∈ H∞ is called a Hermitian–
Einstein metric if it satisfies
ΛωFh =
µ(E)
VolL
IdE ,
where Λω is the contraction with respect to the Ka¨hler metric ω on X.
This is a consequence of the following lemma.
Lemma 1.12. (cf. [8, Section 1.2]) Fixing a reference metric href ∈ H∞,
we have
d
dt
MDon(ht, href) =
∫
X
tr
(
h−1t ∂tht
(
ΛωFt − µ(E)
VolL
IdE
))
ωn
n!
for a path {ht}0≤t≤1 ⊂ H∞ of smooth hermitian metrics with h0 = href .
The final important point is thatMDon is convex along geodesics in H∞,
where the geodesics are defined as follows (cf. [16, Section 6.2]).
Definition 1.13. A path {hs}s∈R ⊂ H∞ is called a geodesic in H∞ if it
satisfies
(1.4) ∂s(h
−1
s ∂shs) = 0,
as an equation in EndC∞
X
(E); an overall constant scaling hs := ebsh0 for
some b ∈ R will be called a trivial geodesic.
An important point is that H∞ is geodesically complete; for any h0, h1 ∈
H∞ there exists a geodesic path {hs}0≤s≤1 connecting them; this can be
proved by writing the geodesic explicitly as hs = exp(s log h1h
−1
0 )h0. Thus,
geodesic convexity of MDon and geodesic completeness of H∞ together im-
ply that a critical point of MDon has to attain the global minimum. The
precise statement is as follows.
Proposition 1.14. (cf. [16, Section 6.3]) The functional MDon is convex
along geodesics in H∞, and its critical point (if exists) attains the global
minimum. Moreover, MDon is strictly convex along nontrivial geodesics if
E is irreducible (in particular if E is simple) and in this case the critical
point (if exists) is unique up to an overall constant scaling.
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Although this is a well-known result, we provide a self-contained proof
of it in the appendix (see Proposition A.1) so as to make clear that its
proof carries over to give a slightly stronger version that is adapted to the
Cp-completion of H∞; see Proposition A.2 in the appendix for the precise
statement.
2. Elementary uniform estimates for Fubini–Study metrics
We prove some elementary estimates that we need in the proof of Theo-
rem 1. The content of the main result in this section (Proposition 2.2) can
be summarised as follows: if Q∗(k)Q(k) (as introduced in Section 1.2, see
also Remark 1.7) converges in C2p, the Cp-norms of Fubini–Study metrics
Q∗(k)eζ
∗
eζQ(k) can be controlled by the operator norm of ζ ∈ gl(H0(E(k))∨)
irrespectively of k. This follows form a uniform estimate stated in Proposi-
tion 2.1, and the results proved in this section will play an important role
in Section 5.
We set our notational convention in this section as follows. We fix a basis
(s1, . . . sN) for H
0(E(k)) for each k, an orthonormal frame (e1, . . . , er) with
respect to href , and also trivialising open sets in X that cover X. This
means that Q(k)∗ (resp. Q(k)) will be regarded as an r ×N (resp. N × r)
matrix that depends smoothly on the base coordinates, on each trivialising
neighbourhood. Indices i, j, . . . will run from 1 to N (which grows as k
grows), and indices α, β, . . . will run from 1 to r (rank of E). Moreover, we
write ∂x for the shorthand to denote differentiation in base coordinates; ∂z
and ∂¯z will also be used for the derivatives in (local) holomorphic and anti-
holomorphic coordinates on X. Our computation below will all be local,
with the conventions set as above.
Proposition 2.1. Suppose that we have a sequence {hk}k∈N of Fubini–Study
metrics hk := Q(k)
∗Q(k) ∈ Hk that converges to href in the C2p-norm as
k → ∞. Then there exists a constant Cl = C(href , l) > 0 which depends
only on href and 0 ≤ l ≤ p, l ∈ Z, such that
N∑
i=1
r∑
α=1
|∂lxQ(k)∗αi|2 < Cl
holds uniformly for all k, where the notational convention above is under-
stood.
Proof. Writing (hk)αβ for the (α, β)-th entry of hk, we first observe (hk)αβ =∑N
i=1Q(k)
∗
αiQ(k)iβ =
∑N
i=1Q(k)
∗
αiQ(k)
∗
βi. Thus we have
(2.1)
N∑
i=1
|Q(k)∗αi|2 = (hk)αα ≤ 2(href)αα,
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by hk → href (k →∞) in C2p, which establishes the case l = 0 of our claim
by summing over α = 1, . . . , r.
We now proceed to the case l = 1. We shall prove
N∑
i=1
r∑
α=1
|∂zQ(k)∗iα|2 ≤ C1(2.2)
N∑
i=1
r∑
α=1
|∂¯zQ(k)∗iα|2 ≤ C1,(2.3)
for a constant C1 that does not depend on k.
Suppose that we write (e(k)1, . . . , e(k)r) for an hk-orthonormal frame,
regarded as a vector-valued function on (each trivialising neighbourhood of)
X.
Observe that the local frame (e1, . . . , er) (with respect to href) and the
one (e(k)1, . . . , e(k)r) (with respect to hk) can be related as

e(k)1
...
e(k)r

 = P (k)


e1
...
er


by an r × r-matrix valued function P (k) defined on each trivialising neigh-
bourhood, which we may assume is hermitian. Since hk → href in C2p (and
hence in Cp) as k → ∞, we can choose the above orthonormal frames so
that
(2.4) P (k)αβ − δαβ → 0
in Cp as k →∞, where δαβ is the Kronecker delta. In particular, ‖P (k)αβ −
δαβ‖Cp is bounded uniformly for all k.
We write Q˜(k)∗αi for the r×N -matrix valued function, representing Q(k)∗
with respect to the hk-orthonormal frame (e(k)1, . . . , e(k)r) and the fixed
basis (s1, . . . sN ) for H
0(E(k)). By using the matrix P (k) above, this can be
written explicitly as
Q(k)∗αi =
r∑
β=1
P (k)αβQ˜(k)
∗
βi,
and
(2.5) Q(k)iα =
r∑
β=1
Q˜(k)iβP (k)
∗
βα.
By the definitions of Q(k) and P (k) (recall also [28, Remark 3.5], [19,
Theorem 5.1.16] and [12, Lemma 1.13]), we have
(2.6)
r∑
α=1
Q˜(k)iαeα(k) = si(x).
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Since si is a holomorphic section, we apply ∂¯z on both sides of the above
equation to get
(2.7)
r∑
α=1
(∂¯zQ˜(k)iα)eα(k) +
r∑
α=1
Q˜(k)iα(∂¯zeα(k)) = 0.
On the other hand, observe that there exists a (local) r × r-matrix R(k, 1)
such that
(2.8) ∂¯zeα(k) =
r∑
β=1
eβ(k)Rβα(k, 1),
so that we can re-write (2.7) as
r∑
α=1
(∂¯zQ˜(k)iα)eα(k) = −
r∑
α,β=1
Q˜(k)iαRβα(k, 1)eβ(k).
The convergence (2.4) in Cp means that ∂¯zeα(k) can be controlled uniformly
for all k, and hence the operator norm of R(k, 1) can be controlled uniformly
for all k. We now apply a map hk(−, eγ) : E → C to the above equation.
Since (e(k)1, . . . , e(k)r) is an hk-orthonormal frame, we get
∂¯zQ˜(k)iγ = −
r∑
α=1
Q˜(k)iαRγα(k, 1),
and by taking the complex conjugate, we get
∂zQ˜(k)
∗
γi = −
r∑
α=1
Q˜(k)∗αiRγα(k, 1).
These two equalities imply
N∑
i=1
|∂zQ˜(k)∗αi|2 =
N∑
i=1
(∂zQ˜(k)
∗
αi)(∂¯zQ˜(k)iα)
=
N∑
i=1

 r∑
β=1
Q˜(k)∗βiRαβ(k, 1)



 r∑
β=1
Q˜(k)iβRαβ(k, 1)


=
N∑
i=1
∣∣∣∣∣∣
r∑
β=1
Q˜(k)∗βiRαβ(k, 1)
∣∣∣∣∣∣
2
≤ C(R(k, 1))
(
N∑
i=1
r∑
α=1
|Q˜(k)∗iα|2
)
.
In the above, the constant C(R(k, 1)) depends only on the operator norm
of R(k, 1), which can be bounded uniformly for all k by (2.4). Thus, we have
proved that there exists a constant C˜1 that does not depend on k such that
N∑
i=1
|∂zQ˜(k)∗iα|2 ≤ C˜1C20 ,
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by recalling the estimate for the case l = 0. Recalling (2.4), (2.5), and the
estimate for l = 0, we get
N∑
i=1
r∑
α=1
|∂zQ(k)∗iα|2 ≤ C1,
for some C1 > 0 that does not depend on k, which is what we claimed in
(2.2).
We now prove (2.3). Similarly to (2.7) we have
(2.9)
r∑
α=1
(∂zQ˜(k)iα)eα(k) +
r∑
α=1
Q˜(k)iα(∂zeα(k)) = ∂zsi(x),
and hence
(2.10) ∂zQ˜(k)iγ = −
r∑
α=1
Q˜(k)iαRγα(k, 1) + (∂zsi)γ ,
where we wrote (∂zsi)γ := hk(∂zsi(x), eγ). Again by taking the complex
conjugate, we have
(2.11) ∂¯zQ˜(k)
∗
γi = −
r∑
α=1
Q˜(k)∗αiRγα(k, 1) + (∂zsi)γ .
Thus, in addition to the previous argument for (2.2), it is necessary to
bound
∑
α,i |(∂zsi)α|2 uniformly for all k (see [11, Section 5.4] for a similar
argument). In fact, we bound all the l-th derivatives
∑
α,i |(∂lzsi)α|2, for
1 ≤ l ≤ p, uniformly for all k by assuming the convergence hk → href in
C2p. We fix a local trivialisation and write hk = e
K for a smooth local r× r
hermitian form K ∈ EndC∞
X
(E). Then, we can re-write the equation (1.1)
as
N∑
i=1
(si)α ⊗ (eK)βγ(s¯i)γ = δαβ,
where α, β, γ denotes indices running from 1 to r to denote the endomor-
phism componentwise, and si is regarded as a vector-valued holomorphic
function. Applying e−K , this implies
N∑
i=1
(si)α ⊗ (s¯i)β = (e−K)αβ.
We apply ∂z∂¯z to this equation to get
N∑
i=1
(∂zsi)α ⊗ (∂¯z s¯i)β = (∂z∂¯ze−K)αβ,
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by noting ∂¯zsi = 0 and its complex conjugate. We can iterate this procedure
so that
N∑
i=1
(∂lzsi)α ⊗ (∂¯lz s¯i)β = (∂lz∂¯lze−K)αβ.
We take the hk-metric trace of this to get
(2.12)
r∑
α=1
N∑
i=1
|(∂lzsi)α|2 ≤ C(2l, hk),
where C(2l, hk) is a constant which depends only on the C
2l-norm of the
hermitian metric hk, which is under control as long as l ≤ p by assuming
the convergence hk → href in C2p.
Thus, (2.10), (2.11), (2.12), and Cauchy–Schwarz imply
N∑
i=1
|∂¯zQ˜(k)∗iα|2
=
N∑
i=1

 r∑
β=1
Q˜(k)∗iβRαβ(k, 1)− (∂zsi)α



 r∑
β=1
Q˜(k)iβRαβ(k, 1)− (∂zsi)α

 ,
≤
N∑
i=1


∣∣∣∣∣∣
r∑
β=1
Q˜(k)∗βiRαβ(k, 1)
∣∣∣∣∣∣+ |(∂zsi)α|


2
≤ C(R(k, 1))
N∑
i=1
r∑
α=1
|Q(k)∗iα|2 + 2
(
C(2, hk)C(R(k, 1))
N∑
i=1
r∑
α=1
|Q(k)∗iα|2
)1/2
+ C(2, hk).
Proceeding exactly as we did to establish (2.2), we thus get
N∑
i=1
r∑
α=1
|∂¯zQ(k)∗iα|2 ≤ C1,
for some C1 > 0 uniformly for all k, establishing (2.3). This completes the
proof of the proposition for the case l = 1.
For 2 ≤ l ≤ p, we proceed by induction. Differentiating (2.6) l times, we
get
r∑
α=1
(∂lxQ˜(k)iα)eα(k) + (terms involving ∂
m
x Q˜(k)iα with m < l) = ∂
l
xsi(x).
We then proceed exactly as we did for the case l = 1, by decomposing
∂x in ∂z and ∂¯z. We replace (2.8) by ∂
l
xeα(k) =
∑r
β=1 eβ(k)Rβα(k, l) for
some R(k, l) which can be controlled uniformly for all k due to (2.4). Using
Cauchy–Schwarz and by induction on l, we get the claim for all 2 ≤ l ≤ p
by recalling (2.12). 
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Proposition 2.2. Suppose that we are given a sequence {hk}k∈N of Fubini–
Study metrics hk := Q(k)
∗Q(k) ∈ Hk converging to href in C2p. Then,
the Fubini–Study metric hk,ζ = Q(k)
∗eζ
∗
eζQ(k) defined by a hermitian ζ ∈
gl(H0(E(k))∨) satisfies the following bound
‖hk,ζ − hk‖Cl < Cl(‖ζ‖op, href),
where Cl(‖ζ‖op, href) is a constant which depends on the operator norm of
ζ, href , and 0 ≤ l ≤ p, l ∈ Z, but not on k.
Proof. Recalling
∑
i |Q(k)iα|2 = (hk)αα as in the proof of Proposition 2.1,
with the notational conventions used therein, we get (up to replacing the
basis (s1, . . . , sN ) by a unitarily equivalent one if necessary)
(hk,ζ)αα =
N∑
i=1
e2wi |Q(k)iα|2,
where (w1, . . . , wN ) are the eigenvalues of ζ. This immediately implies
e−2||ζ||op
N∑
i=1
|Q(k)iα|2 <
N∑
i=1
e2wi |Q(k)iα|2 < e2||ζ||op
N∑
i=1
|Q(k)iα|2.
Now note
(hk)αβ − (hk,ζ)αβ =
N∑
i=1
Q(k)iα(1− e2wi)Q(k)iβ .
Combining the above two estimates with Cauchy–Schwarz (which means
that it suffices to evaluate the case α = β), and also recalling the case l = 0
of Proposition 2.1,we get
||(hk)αβ − (hk,ζ)αβ ||C0 < C0(||ζ||op, href).
Writing
(hlk)αβ :=
N∑
i=1
(∂lxQ(k)
∗
αi)(∂
l
xQ(k)iβ),
and
(hlk,ζ)αβ :=
N∑
i=1
e2wi(∂lxQ(k)
∗
αi)(∂
l
xQ(k)iβ),
exactly the same argument as above implies
||(hlk)αβ − (hlk,ζ)αβ ||C0 < Cl(||ζ||op, href)
by Proposition 2.1. By observing that the C l-norm of (hk)αβ − (hk,ζ)αβ can
be bounded by a linear combination of ||(hmk )αβ − (hmk,ζ)αβ ||C0 , m ≤ l (with
uniformly bounded coefficients), by means of Cauchy–Schwarz, we get the
required estimates. 
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Remark 2.3. A more delicate problem is to establish a lower bound for
|Q(k)iα|2 that holds independently of k, while the uniform upper bound can
be obtained as above. With such a lower bound, we can prove inequalities
in [12, Remark 3.10], which in turn proves Hypothesis 5.1 that is discussed
later in Section 5.
3. Review of the main results of [12]
3.1. Quot-scheme limit of Fubini–Study metrics. We recall some key
concepts from [12] that we need in what follows, and refer the reader to [12]
for more details on this section.
Recall from Section 1.2 that the Fubini–Study metrics can be written
as hσ := Q
∗σ∗σQ ∈ ΓC∞
X
(E∨ ⊗ E∨) for some σ ∈ SL(H0(E(k))∨), up to
an overall constant scaling which we ignore for the moment. In particu-
lar, choosing ζ ∈ sl(H0(E(k))∨), we have a 1-parameter subgroup (1-PS)
{hσt}t≥0 of Fubini–Study metrics defined by
hσt := Q
∗σ∗t σtQ ∈ ΓC∞X (E∨ ⊗ E∨)
with σt := e
ζt. We call the above {hσt}t≥0 the Bergman 1-PS generated
by ζ; further, when ζ has rational eigenvalues, it is called the rational
Bergman 1-PS. The main theme of [12] is to evaluate the limit of hσt as
t → +∞ for ζ ∈ sl(H0(E(k))∨) with rational eigenvalues, in terms of the
Quot-scheme limit. Throughout in what follows, we shall assume that the
operator norm (i.e. the modulus of the maximum eigenvalue) of ζ is at most
1, as pointed out in [12, Remark 2.1].
Suppose that ζ ∈ sl(H0(E(k))∨) has eigenvalues w1, . . . , wν ∈ Q, with the
ordering
(3.1) w1 > · · · > wν .
We consider the action of ζ onH0(E(k)) which is not the natural dual action,
but the one that is natural with respect to certain metric duals (see [12, (2.6)]
and the discussion that follows). This yields the weight decomposition
H0(E(k)) =
ν⊕
i=1
V−wi,k
where ζ acts on V−wi,k via the C
∗-action T : C∗ y V−wi,k defined by T 7→
T−wi (cf. [12, Section 2.1]). We thus get the filtration
(3.2) V≤−wi,k :=
i⊕
j=1
V−wj ,k,
of H0(E(k)) by its vector subspaces.
The filtration (3.2) also gives rise to the one
(3.3) 0 6= E≤−w1 ⊂ · · · ⊂ E≤−wν = E
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of E by subsheaves, where E≤−wi is a coherent subsheaf of E defined by the
quotient map
ρ≤−wi : V≤−wi,k ⊗OX(−k)→ E≤−wi
induced from ρ. As in [12, Lemma 2.5], we can modify this filtration on a
Zariski closed subset of X, to get a filtration
(3.4) 0 6= E ′≤−w1 ⊂ · · · ⊂ E ′≤−wν = E
of E by saturated subsheaves, which will be important later.
Following [12, Definition 2.2], we can pick a certain subset
(3.5) {wα}νˆα=1ˆ ⊂ {wi}νi=1
with {1ˆ, . . . , νˆ} ⊂ {1, . . . , ν}, by means of the Quot-scheme limit as follows.
Considering the quotient map
ρ : H0(E(k)) ⊗OX(−k)→ E
for E and its C∗-orbit
ρT := ρ ◦ T ζ : H0(E(k)) ⊗OX(−k)→ E
and taking the limit of T → 0, we get a coherent sheaf
ρˆ : H0(E(k))⊗OX(−k)→
ν⊕
i=1
E−wi
with
E−wi := E≤−wi/E≤−wi−1
as in [13, Lemma 4.4.3]. The subset {1ˆ, . . . , νˆ} consists of the indices i such
that rk(E−wi) > 0 (see [12, Definition 2.2] and also Remark 3.1). Defining
Xreg to be the Zariski open subset of X over which E≤−wi are all locally free
[12, Definition 2.4], for each α ∈ {1ˆ, . . . , νˆ} we define E−wα to be equal to the
quotient (as a C∞ complex vector bundle) of E≤−wα|Xreg by E≤−wα−1 |Xreg
(see [12, discussion following Definition 2.4]).
Thus there exists a C∞-isomorphism
(3.6) E∨ ∼→
νˆ⊕
α=1ˆ
E−wα
of complex vector bundles over Xreg (see [12, (2.8)]) such that
(3.7) ewt := diag(ew1ˆt, · · · , ewνˆt)
acts on
⊕νˆ
α=1ˆE−wα , with e
wαt acting on the factor E−wα . We then define
hˆσt := e
−wthσte
−wt ∈ ΓC∞
Xreg
(E∨ ⊗ E∨),
which we call the renormalised Bergman 1-PS associated to σt [12, Defi-
nition 2.9], in which the C∞-isomorphism (3.6) is understood. An important
fact is that this 1-PS is convergent [12, Proposition 2.8], and we call the limit
hˆ := lim
t→+∞
e−wthσte
−wt ∈ ΓC∞
Xreg
(E∨ ⊗ E∨)
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the renormalised Quot-scheme limit of hσt [12, Definition 2.9], which is
positive definite over Xreg [12, Lemma 2.11].
The renormalised Quot-scheme limit of hσt can be regarded as a differential-
geometric analogue of the Quot-scheme limit in algebraic geometry, as ex-
plained in [12, Section 2]. The choice of {wα}νˆα=1ˆ in (3.5) precisely corre-
sponds to the weights of ζ on the components of
⊕ν
i=1 E−wi whose rank is
nontrivial. From now on in the main body of the text, we shall consistently
use the subscript α to denote this particular subset {wα}νˆα=1ˆ.
Remark 3.1. The precise meaning of {wα}νˆα=1ˆ ⊂ {wi}νi=1 is as follows: the
subscript α runs over a subset {1ˆ, . . . , νˆ} of {1, . . . , ν}, with the ordering
given by 1ˆ < 2ˆ < · · · < νˆ. It turns out that 1ˆ = 1 (see [12, Remark 2.3]).
The reader is referred to [12, Section 2] for more details.
3.2. The non-Archimedean Donaldson functional. We now recall the
non-Archimedean Donaldson functional from [12], whose definition involves
the filtration (3.4) of E by saturated subsheaves.
We choose j(ζ, k) ∈ N to be the minimum integer so that
(3.8) j(ζ, k)wi ∈ Z
for all i = 1, . . . , ν. Writing w¯i := j(ζ, k)wi, we may replace the filtration
(3.4) by
(3.9) 0 6= E ′≤−w¯1 ⊂ · · · ⊂ E ′≤−w¯ν = E
which is graded by integers. With this understood, the following was defined
in [12, Definition 4.3].
Definition 3.2. The non-Archimedean Donaldson functionalMNA(ζ, k)
is a rational number defined as
MNA(ζ, k) := 2
j(ζ, k)
∑
q∈Z
rk(E ′≤q)
(
µ(E)− µ(E ′≤q)
)
.
An important point is that the positivity of MNA(ζ, k) is equivalent to
the slope stability of E , as stated in the following (see also [12, Section 5]).
Proposition 3.3. ([12, Proposition 6.2]) The non-Archimedean Donaldson
functionalMNA(ζ, k) is positive (resp. nonnegative) for all ζ ∈ sl(H0(E(k))∨)
and k ≥ reg(E) whose associated filtration (3.4) is nontrivial, if and only if
E is slope stable (resp. semistable).
Remark 3.4. In the above, we decreed that a filtration is trivial if it is 0 ( E .
Later, we shall define a quantity which detects such triviality (Definition
4.1).
We now recall and state the main results of [12] as follows.
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Theorem 3.5. ([12, Theorem 1]) There exists a constant ck > 0 that de-
pends only on href and k ∈ N such that
MDon(hσt , href) ≥MNA(ζ, k)t− ck
holds for all t ≥ 0 and all ζ ∈ sl(H0(E(k))∨).
Remark 3.6. While the above theorem is all we need in this paper, we can
further show (cf. [12, Theorem 2]) that
MDon(hσt , href) =MNA(ζ, k)t+O(1),
where O(1) stands for the term that remains bounded as t → +∞. In
particular, we have (cf. [12, Corollary 6.3])
lim
t→+∞
MDon(hσt , href)
t
=MNA(ζ, k),
which shows that MNA(ζ, k) is the term that controls the asymptotic be-
haviour of MDon(hσt , href).
It may also be worth noting that the analysis used to prove the above
results are elementary, cf. [12, Section 3].
4. Slope stability as uniform stability
We prove that slope stability can be interpreted as a “uniform” stability
condition, in terms of [4, 6]. The following is the key definition that will be
important later.
Definition 4.1. Suppose that ζ ∈ sl(H0(E(k))∨) has eigenvalues w1, . . . , wν ∈
Q, and let j(ζ, k) be as defined by (3.8). Writing w¯α := j(ζ, k)wα ∈ Z for
α = 1ˆ, . . . , νˆ, we define
JNA(ζ, k) := max
1ˆ≤α,β≤νˆ
|w¯α − w¯β|
j(ζ, k)
= max
1ˆ≤α,β≤νˆ
|wα − wβ | ≥ 0.
Remark 4.2. The notation JNA is chosen simply because the role it plays is
analogous to the non-Archimedean J-functional [4] or the minimum norm
[6] for the case of varieties. In particular, the proof of [12, Lemma 2.5] shows
that the filtration (3.4) defined by ζ is nontrivial (in the sense of Proposition
3.3 and Remark 3.4) if and only if JNA(ζ, k) > 0.
Note that we do not define a functional J that has JNA as its slope at
infinity (which would be more natural, following [3,4]). On the other hand,
it is worth pointing out that JNA(ζ, k) is defined in terms of purely algebro-
geometric data, as the maximum difference of the weights on the non-torsion
components of the Quot-scheme limit, which a priori has nothing to do with
hermitian metrics.
Remark 4.3. Note that while JNA(ζ, k) is defined only for ζ ∈ sl(H0(E(k))∨),
it can be naturally extended to gl(H0(E(k))∨) since it is invariant under the
constant rescaling ζ 7→ ζ + cId.
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If E is slope stable, we show that in fact there is a strict lower bound for
MNA in terms of JNA(ζ, k). We start with the following observation.
Lemma 4.4. Suppose that E is slope stable. Then there exists a constant
cE > 0 such that for any coherent subsheaf F ⊂ E with 0 < rk(F) < rk(E)
we have
deg(E)
rk(E) −
deg(F)
rk(F) ≥ cE > 0.
Proof. This simply follows from the fact that the degree and the rank are
both integers (since X is smooth), with 0 < rk(F) < rk(E). 
This implies the following lower bound for MNA which is crucially im-
portant in our proof of the Donaldson–Uhlenbeck–Yau theorem.
Proposition 4.5. Suppose that E is slope stable. Then we have
(4.1) MNA(ζ, k) ≥ 2cE · JNA(ζ, k),
with cE > 0 as in Lemma 4.4.
Proof. Recalling the definition of {wα}νˆα=1ˆ as given in (3.5), [12, Lemma 2.5]
implies that 0 < rk(E ′−wi) ≤ r if and only if i ∈ {1ˆ, . . . , νˆ}, and rk(E ′≤−wi) = r
if and only if i ≥ νˆ. In particular, rk(E ′≤q) = 0 if q < −w¯1ˆ and µ(E ′≤q) = µ(E)
if −w¯νˆ ≤ q (by noting that E ′≤q is saturated in E). We thus get
∑
q∈Z
rk(E≤q)
(
µ(E)− µ(E ′≤q)
)
=
−w¯νˆ−1∑
q=−w¯1ˆ
rk(E ′≤q)
(
µ(E)− µ(E ′≤q)
)
.
Thus, combined with Lemma 4.4, we get
MNA(ζ, k) = 2
j(ζ, k)
−w¯νˆ−1∑
q=−w¯1ˆ
rk(E ′≤q)
(
µ(E)− µ(E ′≤q)
)
=
2
j(ζ, k)
−w¯νˆ−1∑
q=−w¯1ˆ
rk(E ′≤q)
(
deg(E)
rk(E) −
deg(E ′≤q)
rk(E ′<q)
)
≥ 2
j(ζ, k)
−w¯νˆ−1∑
q=−w¯1ˆ
rk(E ′≤q)cE
≥ 2cE
w¯1ˆ − w¯νˆ
j(ζ, k)
.
By recalling the ordering w1 = w1ˆ > · · · > wνˆ > · · · > wν , as in (3.1) and
Remark 3.1, we get the result. 
Remark 4.6. Observe that MNA(ζ, k) and JNA(ζ, k) are both equal to zero
for all ζ and k if E is a line bundle, which fundamentally comes from the
fact that the stability condition (Definition 1.4) is vacuous for line bundles
(i.e. there exists no subsheaf F ⊂ E with 0 < rk(F) < rk(E) if E is a line
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bundle). In particular, Proposition 4.5 provides no nontrivial information
for line bundles.
5. From slope stability to Hermitian–Einstein metrics
5.1. Uniform coercivity of the Donaldson functional. Suppose that
we fix a reference hermitian metric href ∈ H∞, and pick a sequence {hk}k∈N ⊂
H∞, hk ∈ Hk, such that hk → href in the Cp-norm as k → ∞. In what
follows, we take p to be an integer with p ≥ 2.
Pick ζ ∈ sl(H0(E(k))∨) and define hσt to be the Bergman 1-PS emanating
from hk generated by ζ. In Theorem 3.5 (or [12, Theorem 1]), we proved
that there exists a constant ck > 0 that depends on k such that
MDon(hσt , href) ≥MNA(ζ, k)t− ck
uniformly for all t ≥ 0 and ζ ∈ sl(H0(E(k))∨). It seems natural to con-
jecture that the above inequality can be strengthened as follows (see also
[12, Remark 3.10]).
Hypothesis 5.1. There exists a constant cref > 0 which depends only on
the reference metric href ∈ H∞ such that
(5.1) MDon(hσt , href) ≥MNA(ζ, k)t− cref
uniformly for all t ≥ 0, ζ ∈ sl(H0(E(k))∨), and k ∈ N.
It is tempting to point out an analogy with the case for the Ka¨hler–
Einstein metrics, in which a similar inequality was achieved by establishing
the partial C0-estimate ([10,24]; see also [3, Section 6]). For the vector bun-
dles, a natural statement for the partial C0-estimate may be the following.
Let {ht}t≥0 be the solution to the Yang–Mills flow starting at h0 and let
‖ · ‖ be an appropriate Sobolev norm. Then the partial C0-estimate would
claim that for all ǫ > 0 there exists k = k(ǫ) ∈ N such that for each ht there
exists a Fubini–Study metric h′t ∈ Hk at level k such that ‖ht − h′t‖ < ǫ for
all t ≥ 0; the crucial part is that k can be chosen uniformly for all t. This,
together with Theorem 3.5, will certainly imply Hypothesis 5.1 along the
Yang–Mills flow.
Remark 5.2. Note that similar assumptions were made by Paul for the case
of constant scalar curvature Ka¨hler metrics or Ka¨hler–Einstein metrics: see
[20, Conjecture 5.1] and [21, Corollary 1.6].
Assuming the truth of Hypothesis 5.1 gives us the following immediate
consequence for a slope stable bundle E .
Proposition 5.3. Suppose that Hypothesis 5.1 is true and that E is slope
stable. Then, for any rational Bergman 1-PS {hσt}t≥0 we have
(5.2) MDon(hσt , href) ≥ 2cE · JNA(ζ, k)t− cref .
In particular, MDon(−, href) is bounded from below on the space H∞ of all
smooth hermitian metrics.
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Proof. The inequality (5.2) is immediate from Proposition 4.5. Since ζ ∈
sl(H0(E(k))∨) with rational eigenvalues are dense in sl(H0(E(k))∨) and
MDon is invariant under scaling (1.3), Corollary 1.9 (afforded by Theorem
1.8) immediately implies that MDon is bounded from below on H∞. 
5.2. Proof of Theorem 1. In order to study variational properties of the
Donaldson functional, we need to consider a completion of H∞ by the Cp-
norm, as defined below.
Definition 5.4. For p ∈ N, p ≥ 2, we defineH[p] to be the space of hermitian
metrics on E that is of class Cp, with the topology induced from the Cp-norm
(with respect to a fixed hermitian metric).
We further fix the scaling as follows. Fixing href ∈ H∞, we assume in
what follows that
(5.3) inf
x∈X
{least eigenvalue of hh−1ref at x} = 1
for all h ∈ H[p]; in particular, no sequence in H[p] converges to a degenerate
hermitian metric.
Note the obvious inclusions H[p′] ⊂ H[p] for p′ ≥ p, and H∞ ⊂ H[p] for all
p ∈ N (with appropriate scaling as in (5.3)). Unlike the case of varieties, it
turns out that such a classical Cp-completion suffices for our purpose; this
is perhaps related to the geodesic completeness of H∞ (or H[p], as stated in
the lemma below).
We prove some straightforward results concerning H[p], which can be
proved entirely analogously to what was proved for H∞ in Section 1.3.
Lemma 5.5. Fixing a reference metric href ∈ H∞ and writing MDon for
MDon(−, href), we have the following for any p ≥ 2:
(1) MDon is well-defined and continuous on H[p];
(2) h ∈ H[p] attains the minimum of MDon over H[p] if and only if it
satisfies
ΛωFh =
µ(E)
VolL
IdE ,
which is well-defined;
(3) the critical point of MDon on H[p], if exists, is unique if E is simple;
(4) MDon is bounded from below on H∞ if and only if it is so on H[p];
(5) any h ∈ H[p] can be connected to href by a geodesic.
Proof. The first item is straightforward. The second can be proved as in
Lemma 1.12. The third follow from Proposition A.2 proved in the appendix.
The fourth follows from the continuity ofMDon. The fifth can be proved by
explicitly writing down the geodesic {hs}0≤s≤1 as hs = exp(s log hh−1ref )href ,
where we note that the scaling convention (5.3) is preserved for all 0 ≤ s ≤ 1
(recall also the remark after Definition 1.13). 
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From now, our aim is to prove that the Donaldson functional achieves the
minimum over the spaceH[p] if E is slope stable. Throughout in what follows,
we pick and fix some p ≥ 2 and a reference hermitian metric href ∈ H∞ once
and for all, and consider MDon :=MDon(−, href) to be defined over H[p].
Observe first that E is simple by Lemma 1.2, and hence the critical point
of MDon is the unique minimum by Proposition A.2. Theorem 1.8 implies
that there exists a sequence hk ∈ Hk of Fubini–Study metrics that converge
to href in C
2p+2 for any p ≥ 2. We define the reference metric at each k to
be the one defined by hk := Q
∗(k)Q(k).
Before stating and proving Proposition 5.7, which is the main result of
this section, we prove the following rather technical lemma that we need in
its proof.
Lemma 5.6. Suppose that we have a sequence {htiζi}i∈N, where
htiζi := Q
∗(ki)e
ζ∗i tieζitiQ(ki) ∈ Hki
with ζi ∈ gl(H0(E(ki))∨). Suppose also that each htiζi satisfies the scaling
convention (5.3). For any fixed constant ǫJ ∈ (0, 1/4) the following holds:
for all i ∈ N there exists ξi ∈ gl(H0(E(ki))∨) which satisfies
(1) ‖ξi − ζi‖op ≤ 1;
(2) JNA(ξi, ki) ≥ ǫJ ;
(3) MDon(htiζi) =MDon(htiξi);
(4) htiξi satisfies the scaling convention (5.3).
Proof. For each ζi we shall construct a path {ξi,τ}0≤τ≤1 in gl(H0(E(ki))∨)
such that ξi,0 = ζi and ξi,1 satisfies the first three properties in the statement.
For each η ∈ gl(H0(E(ki))∨) we define hη to be Q∗(ki)eη∗eηQ(ki), and
view the Donaldson functional as a map defined on gl(H0(E(ki))∨) by
MDon : gl(H0(E(ki))∨) ∋ η 7→ MDon(hη) ∈ R,
which implies that its derivative δMDon|η at η is a linear map
δMDon|η : gl(H0(E(ki))∨) ∋ η˜ 7→ δMDon|η(η˜) ∈ R.
We further restrict the domain of δMDon|η to the set of hermitian matrices,
and consider η˜ that is hermitian. Since δMDon|η is a linear map in η˜ of (real)
rank 1, the real dimension of its kernel is Nki(Nki + 1)/2 − 1. If ki is large
enough for all i, we can thus define a smooth vector field on gl(H0(E(ki))∨)
in such a way that it defines a tangent vector η˜ at η with the properties that
• η˜ commutes with η (thus we may assume that η˜ and η are both
diagonal), and
• JNA(η + aηη˜, ki) > JNA(η, ki) if aη > 0 is small enough.
By applying the cutoff function, we may further assume that the vector field
is compactly supported in the region
{ξ ∈ sl(H0(E(ki))∨) | ‖ξ − ζi‖op ≤ 2ǫJ}.
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Observe also that, given a smooth vector field that is supported on the above
compact region of gl(H0(E(ki))∨), we can always construct its integral curve
emanating from ζi. Thus we can construct a path {ξi,τ}0≤τ≤1, with ξi,0 = ζi
and ‖ξi,τ − ζi‖op ≤ 2ǫJ for 0 ≤ τ ≤ 1, so that JNA(ξi,τ , ki) is monotoni-
cally increasing in τ . Moreover, writing w1ˆ(i, τ), . . . , wνˆ(i, τ) for the weights
of ξi,τ (as defined in (3.5)) and recalling J
NA(ξi,τ , ki) = w1ˆ(i, τ) − wνˆ(i, τ)
(Definition 4.1), the above argument means that either w1ˆ(i, τ) increases or
wνˆ(i, τ) decreases (or both) as τ increases (if νˆ = 1ˆ we simply choose the tan-
gent vector at ξi,0 = ζi to split the w1ˆ(i, 0)-eigenspace and continue), which
then implies that JNA(ξi,τ , ki) increases at least by the above increment in
w1ˆ(i, τ) or wνˆ(i, τ), as τ increases.
Thus, we can construct a path {ξi,τ}0≤τ≤1 such that its endpoint ξi,1 ∈
gl(H0(E(ki))∨) satisfies
• ‖ξi,1 − ζi‖op ≤ 2ǫJ ,
• JNA(ξi,1, ki) ≥ ǫJ , and
• MDon(htiζi) =MDon(htiξi,1).
Finally, note that we may add a constant multiple of the identity to ξi,1 so
that ξi := ξi,1+cξI satisfies the fourth property stated in the lemma, i.e. htiξi
satisfies the scaling convention (5.3). Since htiζi satisfies (5.3) and ‖ξi,1 −
ζi‖op ≤ 2ǫJ , we have |cξ| ≤ 2ǫJ and hence ‖ξi − ζi‖op ≤ 4ǫJ ≤ 1. Recalling
JNA(ξi,1, ki) = J
NA(ξi, ki) by Remark 4.3 and MDon(htiξi,1) =MDon(htiξi)
by (1.3), we establish all the four conditions stated in the lemma. 
The following is the main technical result of this section.
Proposition 5.7. Suppose that Hypothesis 5.1 holds and that E is slope
stable. Then there exists hmin ∈ H[p] which attains the minimum of MDon.
Proof. As we saw in Proposition 5.3, Hypothesis 5.1 and slope stability of E
implies that MDon is bounded below over H∞. We pick a > 0 so that the
interval [−a, a] contains the infimum of MDon over H∞. Let
A := (MDon)−1 ([−a, a]) ∩H∞
be the preimage of the interval [−a, a] under MDon.
We fix some notation. Pick ǫ > 0 to be sufficiently small, so that 2a >
a+ ǫ. Given a minimising sequence {hi}i∈N ⊂ A for MDon, Corollary 1.9,
afforded by Theorem 1.8, implies that for each hi there exists a Fubini–Study
metric h˜i ∈ Hki such that∥∥∥h˜i − hi∥∥∥
Cp+1
+
∣∣∣MDon(hi)−MDon(h˜i)∣∣∣ < ǫ,
by taking ki ∈ N to be sufficiently large. Then, writing
Aǫ :=
(MDon)−1 ([−a− ǫ, a+ ǫ]) ∩H∞,
we get a sequence {h˜i}i∈N in Aǫ of Fubini–Study metrics (with h˜i ∈ Hki),
which approximates the sequence {hi}i∈N. By choosing each ki to be large
24 YOSHINORI HASHIMOTO AND JULIEN KELLER
enough, we may assume that the sequence {h˜i}i∈N itself is a minimising
sequence for MDon. Recalling the scale invariance of MDon (1.3), we may
further assume that for all i ∈ N the metrics hi and h˜i satisfy the scaling
convention (5.3).
Our aim in what follows is to prove that there exists a minimising sequence
for MDon that contains a convergent subsequence in H[p].
Suppose not. Then no minimising sequence for MDon contains a conver-
gent subsequence in H[p]. Pick an arbitrary minimising sequence {hi}i∈N ⊂
A. By taking ki’s to be large enough, we may further assume that its
Fubini–Study approximation {h˜i}i∈N (which also defines a minimising se-
quence for MDon) contains no convergent subsequence in the Cp-norm ei-
ther. Thus, the Arzela`–Ascoli theorem implies that the Cp+1-norm of h˜i
cannot be bounded.
We may write
h˜i = Q
∗(ki)e
ζ∗i tieζitiQ(ki),
where ζi ∈ gl(H0(E(ki))∨) and ‖ζi‖op = 1. Further, by using Lemma 5.6,
we may replace ζi by ξi for each i, so that
h˜′i := Q
∗(ki)e
ξ∗i tieξitiQ(ki),
with JNA(ξi, ki) ≥ ǫJ , is still a minimising sequence for the Donaldson func-
tional; in particular {h˜′i}i∈N ⊂ Aǫ. Observe that Lemma 5.6 implies that
each h˜′i satisfies the scaling convention (5.3). Recalling our original hy-
pothesis that no minimising sequence contains a convergent subsequence,
{h˜′i}i∈N contains no convergent subsequence in the Cp-norm, and hence the
Cp+1-norm of h˜′i cannot be bounded.
Recalling that {hk}k∈N, with hki := Q∗(ki)Q(ki), is assumed to converge
to href in the C
2p+2-norm, Proposition 2.2 implies that ‖ξiti‖op cannot re-
main bounded as i → +∞. Recalling the convention ‖ζi‖op ≤ 1 from Sec-
tion 3.1 (or [12, Remark 2.1]) and ‖ξi − ζi‖op ≤ 1 (which together imply
‖ξi‖op ≤ 2), this in particular implies that the sequence {ti}i∈N ⊂ R≥0 is
unbounded. Thus, by taking a subsequence if necessary, we may assume
that ti increases monotonically to +∞ as i → +∞. Now, Proposition 5.3
and Lemma 5.6 (see also Remark 5.8 concerning the scaling) imply that
MDon(h˜′i) ≥MNA(ξi, ki)ti − cref
≥ 2cEJNA(ξi, ki)ti − cref
≥ 2cEǫJ ti − cref → +∞
as i→ +∞; note that the inequality
MNA(ξi, ki) ≥ 2cEJNA(ξi, ki) > 0
which follows from the slope stability of E by Proposition 3.3, is crucial in
the above. Hence
MDon(h˜′i) > 2a > a+ ǫ
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for all large enough i, contradicting {h˜′i}i∈N ⊂ Aǫ.
Summarising our discussion above, our original assumption that no min-
imising sequence for MDon contains a convergent subsequence in H[p] leads
to a contradiction, and hence there must exist a minimising sequence for
MDon which contains a convergent subsequence in H[p]. We write its limit
as hmin, which is a well-defined hermitian metric in H[p] by the scaling con-
vention (5.3) and necessarily attains the minimum of the Donaldson func-
tional. 
Remark 5.8. In the above proof, we wroteMNA(ξi, ki) for ξi ∈ gl(H0(E(ki))∨)
and used the results in Sections 3 and 4 for ξi ∈ gl(H0(E(ki))∨), although
strictly speaking these results were stated only for sl(H0(E(ki))∨). This is
not significant, since we may perform rescaling as ξi 7→ ξi + cId (c ∈ R)
so that ξi + cId ∈ sl(H0(E(ki))∨), by noting that MDon and JNA are both
invariant under an overall rescaling (see (1.3) and Remark 4.3).
It remains to show that hmin, which attains the minimum ofMDon, is the
smooth Hermitian–Einstein metric. More precisely, we prove the following.
Proposition 5.9. Suppose that hmin ∈ H[p] attains the minimum of MDon
over H[p], and that E is simple. Then hmin is unique in H[p]. Moreover,
hmin is smooth and satisfies
ΛωFhmin =
µ(E)
VolL
IdE .
In other words, hmin is the unique minimiser of MDon in H∞, which is the
well-defined Hermitian–Einstein metric.
Proof. That hmin satisfies the Hermitian–Einstein equation, together with
its uniqueness in H[p], follows from Lemma 5.5. We use the uniqueness to
prove that hmin ∈ H[p] is in fact smooth. Suppose that, for each choice of
p, we write hmin,p for the minimiser of MDon in H[p]. The uniqueness of
hmin,p ∈ H[p], together with H[p+1] ⊂ H[p] for all p ≥ 2, implies hmin,p =
hmin,p+1 = hmin,p+2 = · · · , by observing that hmin,p+1 is a critical point
of MDon in H[p] as well (as it satisfies the Hermitian–Einstein equation).
Thus hmin is smooth and minimisesMDon over H∞, which is necessarily the
unique Hermitian–Einstein metric by Lemma 1.12 and Proposition 1.14. 
We have thus obtained the following main result of this paper.
Theorem 5.10. Suppose that Hypothesis 5.1 is true. Then E admits a
Hermitian–Einstein metric if it is slope stable. Moreover, the analysis that
we need in the proof is elementary, except for the asymptotic expansion of
the Bergman kernel (Theorem 1.8).
Proof. This follows from Propositions 5.7 and 5.9. 
Proof of Theorem 1. We only need to deal with the case where E is slope
polystable but not stable. In such case we have a holomorphic splitting
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E = ⊕jEj , with each Ej being a slope stable (and hence irreducible) bundle.
We apply Theorem 5.10 to each irreducible component Ej, which provides us
with the Hermitian–Einstein metric on each Ej with Einstein constant µ(Ej).
Since E is slope polystable the slopes of the Ej are all equal, and hence the
direct sum of Hermitian–Einstein metrics on Ej gives the Hermitian–Einstein
metric on E . 
Appendix A. Convexity of the Donaldson functional
We review a proof of the well-known theorem that the Donaldson func-
tional is convex along geodesics in H∞. The aim of presenting the proof of
such a well-known result is firstly to make explicit that the same argument
carries over to the H[p] version of it as stated in Proposition A.2, and sec-
ondly to provide various formulae that will be useful later in the proof of
Theorem B.5.
Proposition A.1. (cf. [16, Section 6.3]) The functional MDon is convex
along geodesics in H∞, and its critical point attains the global minimum.
Moreover, MDon is strictly convex along nontrivial geodesics if E is irre-
ducible (in particular if E is simple) and in this case the critical point is
unique up to an overall constant scaling if it exists.
Proof. Let {ht}t ⊂ H∞ be a path of hermitian metrics on E parametrised by
t ∈ (−ǫ, ǫ) ⊂ R. We recall the infinitesimal variation of curvature when we
vary t, following [16, Section 4.2]. Suppose that the infinitesimal variation
of hermitian metrics can be written as u := ∂t|t=0ht (as an element in
ΓC∞
X
(E∨⊗E∨)), and that we write at for the connection 1-form on E defined
by ht and ∂¯. Then, by fixing a holomorphic frame to use tensorial notation,
we have
r∑
α=1
(ht)αγ¯(at)
α
β = ∂(ht)βγ¯ ,
for each β, γ = 1, . . . r, as in (1.4.10) or (4.2.9) of [16]. Differentiating this
equation with respect to t, we get∑
α
uαγ¯(a0)
α
β +
∑
α
(h0)αγ¯∂t|t=0(at)αβ = ∂uβγ¯
at t = 0. Thus
(A.1)
∑
α
(h0)αγ¯∂s|t=0(at)αβ = ∇1,0,∨h0 uβγ¯ ,
where ∇1,0,∨h0 is the (1, 0)-part of the covariant derivative on the dual vector
bundle E∨ defined by h0 (and ∂¯) as
∇1,0,∨h0 uβγ¯ := ∂uβγ¯ −
∑
α
uαγ¯(a0)
α
β .
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Hence we get
(A.2) ∂t|t=0(at)αβ = (h0)αγ¯∇1,0,∨h0 uβγ¯ = ∇
1,0,∨
h0
uαβ
by defining uαβ :=
∑
γ(h0)
αγ¯uβγ¯ , as in [16, (4.2.12)], where we used∇1,0,∨h0 h−10 =
∂(h0)
αγ¯ + (a0)
α
β(h0)
βγ¯ = 0. The appearance of the dual in (A.1) and (A.2)
can be seen e.g. from u ∈ ΓC∞
X
(E∨ ⊗ E∨) (see also [16, (1.5.20)]).
Let ∇1,0,Endh0 be the (1, 0)-part of the covariant derivative on the endomor-
phism bundle EndC∞
X
(E) ∼= E ⊗ E∨, defined by ∇1,0,Endh0 = ∂ + a0 ⊗ IdE∨ −
IdE ⊗ a0. At each point x ∈ X we may choose a normal coordinate sys-
tem so that the connection 1-form a0 of h0 vanishes at x. With respect to
this coordinate system, the equation (A.2) means that the variation of the
curvature is given by
∂t|t=0F (ht)αβ = ∂¯∇1,0,Endh0 uαβ .
Since this equation is tensorial, i.e. covariant under the change of coordinate
systems, we get
(A.3) ∂t|t=0F (ht) = ∂¯∇1,0,Endh0 (h−10 ∂t|t=0ht)
irrespectively of the coordinate system chosen.
We now proceed with the proof of convexity. Along any path {ht}t ⊂ H∞,
one has
d2
dt2
∣∣∣∣
t=0
MDon(ht, h0)
=
∫
X
tr (∂t|t=0(ΛωFt) · v0 + (ΛωF0 − µ(E)IdE)∂t|t=0vt) ω
n
n!
where vt := h
−1
t ∂tht is a hermitian section of EndC∞X (E). If {ht}t ⊂ H∞ is
a geodesic path, the geodesic equation ∂tvt = ∂t(h
−1
t ∂tht) = 0 means that
the second term in the above integral vanishes. Moreover, recalling (A.3),
we find
d2
dt2
∣∣∣∣
t=0
MDon(ht, h0) =
∫
X
tr (∂t|t=0(ΛωFt) · v0) ω
n
n!
=
∫
X
tr(∇1,0,Endh0 v0 ∧ ∂¯v0)
ωn−1
(n− 1)!(A.4)
= ‖∇1,0,Endh0 v0‖2L2 ≥ 0,
and thus MDon is convex, since by the cocycle property of the Donaldson
functional (1.2) we may take any point of H∞ to be the reference metric.
Suppose now that E is irreducible and that ‖∇1,0,Endh0 v0‖2L2 = 0 for some
smooth hermitian section v0 := h
−1
t ∂tht of EndC∞X (E) associated to a geo-
desic path {ht}t ⊂ H∞; recall that the geodesic equation ∂t(h−1t ∂tht) = 0
means that h−1t ∂tht does not depend on t. This implies ∇1,0,Endh0 v0 = ∂¯v0 =
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0; in particular, v0 is a parallel hermitian section of EndC∞
X
(E). This means
that the set of fibrewise eigenvalues of v0 can be written as {bα}α, where
each bα is a real constant since v is parallel and hermitian. The subbundle
Eα defined by Eα := ker (v − bαIdE) is holomorphic since ∂¯v0 = 0, and gives
the decomposition E = ⊕α Eα, which contradicts irreducibility except for
the case when v0 is of the form b · IdE , b ∈ R (see also [18, Proposition
1.1.17]). Thus we get ht = e
bth0, i.e. {ht}t is a trivial geodesic, thereby
concluding that the Donaldson functional is strictly convex along nontrivial
geodesics in H∞.
Finally, suppose that there exist two critical points h0, h1 ∈ H∞ ofMDon.
Since H∞ is geodesically complete, we may take a geodesic path {ht}t con-
necting h0 and h1. The convexity of MDon implies that ht must attain the
minimum for all 0 ≤ t ≤ 1. If E is irreducible, the strict convexity along
nontrivial geodesics that we established above implies that {ht}t must be of
the form ht = e
bth0 for some b ∈ R, and hence h1 = ebh0. Thus the critical
point of MDon is unique up to an overall constant scaling. 
Fixing p ≥ 2, the proof of Lemma A.1 carries over word by word for the
geodesics in H[p] (i.e. a path {ht}t ⊂ H[p] satisfying ∂t(h−1t ∂tht) = 0), by
replacing H∞ by H[p] and C∞X by CpX , to yield the following generalisation.
Proposition A.2. For any p ≥ 2, the functional MDon is convex along
geodesics in H[p], and its critical point attains the global minimum. More-
over, MDon is strictly convex along nontrivial geodesics in H[p] if E is ir-
reducible (in particular if E is simple) and in this case the critical point is
unique up to an overall constant scaling if it exists.
Appendix B. Quantitative C0-estimate and a lower bound of
the Donaldson functional
Our aim in this section is to find a sufficient condition for the Donaldson
functional to remain bounded from below, in relation to a certain quantita-
tive C0-estimate. Such a condition can be stated more precisely as follows.
Definition B.1. A hermitian metric h ∈ H∞ is said to be δ-bounded
with respect to h0 ∈ H∞ if it satisfies the following: writing λmax(x)
(resp. λmin(x)) for the largest (resp. smallest) eigenvalue of hh
−1
0 at x ∈ X,
we have
inf
x∈X
λmin(x)
λmax(x)
≥ δ
for some fixed 0 < δ ≤ 1.
Remark B.2. Note that the above condition is equivalent to quantitatively
bounding the C0-norm of log hh−10 , up to fixing an overall constant multiple.
We prefer the above formalism not to be bothered by the overall scaling.
In relation to bounding log hh−10 , it is perhaps worth mentioning that eval-
uating the L2-norm of log hǫh
−1
ref for a family of hermitian metrics {hǫ}0<ǫ≪1
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uniformly for all ǫ > 0 along a certain continuity path was the crucial step
in the approach of Uhlenbeck–Yau [26].
We shall show that the Donaldson functional can be bounded from below
uniformly in terms of δ for all δ-bounded hermitian metrics. The proof criti-
cally relies on the convexity of the Donaldson functional, in particular on the
formula in the following lemma for the second derivative of the Donaldson
functional; it is almost certainly well-known to the experts (see e.g. [23, page
31]), but we provide a self-contained proof for the reader’s convenience.
Lemma B.3. Let γ(s) be a geodesic with v := γ(s)−1∂sγ(s). Then
d2
ds2
MDon(γ(s), γ(0)) =
∫
X
tr(esv(∇1,0,End
γ(0) v)e
−sv ∧ ∂¯v) ω
n−1
(n − 1)! ,
Remark B.4. A geometric meaning of the above formula is as follows. Since
MDon is convex along geodesics, its second derivative along a geodesic γ(s)
is always nonnegative. The above formula specifies how the second deriv-
ative changes along γ(s), thereby quantitatively capturing the “change in
convexity” along γ(s).
Proof. By (A.4), we have
d2
ds2
MDon(γ(s), γ(0)) =
∫
X
tr(∇γ(s)v ∧ ∂¯v)
ωn−1
(n− 1)! ,
where ∇γ(s) stands for (the (1, 0)-part of) the connection ∇1,0,Endγ(s) on the
endomorphism bundle.
Note that
∇γ(s)v = ∇γ(0)v + [v, (∇γ(0)esv)e−sv ],
which follows from the usual transformation rule for the endomorphism bun-
dle [16, (1.5.16)]. We claim [v, (∇γ(0)esv)e−sv] = esv(∇γ(0)v)e−sv − ∇γ(0)v.
Recall first
d
ds
∇γ(0)esv = esv(∇γ(0)v) + (∇γ(0)esv)v,
which can be checked by the power series expansion of esv. Thus
d
ds
[v, (∇γ(0)esv)e−sv]
= [v, esv(∇γ(0)v)e−sv ] + [v, (∇γ(0)esv)ve−sv]− [v, (∇γ(0)esv)ve−sv]
= esv[v,∇γ(0)v]e−sv
=
d
ds
esv(∇γ(0)v)e−sv ,
and hence comparison at s = 0 gives the claim. Thus
d2
ds2
MDon(γ(s), γ(0)) =
∫
X
tr(esv(∇γ(0)v)e−sv ∧ ∂¯v)
ωn−1
(n− 1)! ,
as required.

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We are now ready to state and prove the main result of this section.
Theorem B.5. Suppose that E is irreducible and h0 ∈ H∞ be a reference
metric. Let 0 < δ ≤ 1 be a fixed constant. Then there exists a constant
C(h0) > 0 which depends only on h0 such that
MDon(h, h0) ≥ −C(h0) (log δ)
2
δ − 1− log δ
for any δ-bounded metric h ∈ H∞ with respect to h0. In particular, if δ > 0
is small enough, we have
MDon(h, h0) ≥ −C(h0) log δ−1.
Remark B.6. In particular, in order to establish the lower bound of MDon
on a certain path {ht}t ⊂ H∞, it suffices to show that ht is δ-bounded for
all t. This amounts to establishing the C0-estimate for the continuity path,
which is reminiscent of the situation for the Ka¨hler–Einstein metrics on Fano
manifolds (cf. [25, Chapter 6]). The lower bound of the renormalised Quot-
scheme limit, which follows from the lower bound discussed in Remark 2.3,
would be desirable partly because in such case we would be able to apply
Theorem B.5 to the renormalised Bergman 1-PS, thereby making a progress
towards proving Hypothesis 5.1 (see also [12, Remark 3.10]).
Proof. We apply Lemma B.3 to the geodesic segment γ(s) := esv (0 ≤ s ≤
1), v := log hh−10 connecting h0 = h0 and h. We choose a local diagonalising
frame for hh−10 so that hh
−1
0 = diag(λ1, . . . , λr), where λ1, . . . , λr are strictly
positive. Then, writing ∇ for ∇1,0,End
γ(0) , we compute
d2
ds2
MDon(γ(s), γ(0)) =
∫
X
r∑
i,j=1
(λi/λj)
s(∇v)ij ∧ (∂¯v)ji ω
n−1
(n− 1)!
with respect to this frame. Since h is δ-bounded with respect to h0, we have
d2
ds2
MDon(γ(s), γ(0)) ≥ δs
∫
X
tr((∇v) ∧ (∂¯v)) ω
n−1
(n − 1)! .
Thus, integrating twice with respect to s over the range [0, 1], we get
MDon(h, h0) ≥ C(δ)‖∇v‖2L2 +
d
ds
∣∣∣∣
s=0
MDon(γ(s), h0),
where C(δ) := (δ − 1− log δ)/(log δ)2, by noting∫ s
0
dt
∫ t
0
δudu =
1
log δ
(
δs − 1
log δ
− s
)
.
Note also that C(δ) > 0 if 0 < δ ≤ 1.
Recall that
d
ds
∣∣∣∣
s=0
MDon(γ(s), h0) =
∫
X
tr
(
v
(
ΛωF (h0)− µ(E)
VolL
IdE
))
ωn
n!
.
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Now define
v¯ :=
1
rVolL
∫
X
tr(v)
ωn
n!
· IdE ,
so that v − v¯ has average 0. Since v¯ is a constant multiple of the identity,
we have
d
ds
∣∣∣∣
s=0
MDon(γ(s), h0) =
∫
X
tr
(
(v − v¯)
(
ΛωF (h0)− µ(E)
VolL
IdE
))
ωn
n!
.
Thus, by using Cauchy–Schwarz, we have
d
ds
∣∣∣∣
s=0
MDon(γ(s), h0) ≥ −‖v − v¯‖L2
∥∥∥∥ΛωF (h0)− µ(E)VolL IdE
∥∥∥∥
L2
,
where the norm ‖ · ‖L2 is defined by
‖v − v¯‖2L2 :=
∫
X
tr ((v − v¯) · (v − v¯))) ω
n
n!
.
Thus, defining a constant
C(h0) =
∥∥∥∥ΛωF (h0)− µ(E)VolL IdE
∥∥∥∥
L2
≥ 0,
we see that
MDon(h, h0) ≥ C(δ)‖∇v‖2L2 − C(h0)‖v − v¯‖L2 .
Suppose now that E is irreducible. Then ∇v = ∂¯v = 0 implies that v is
a constant multiple of IdE , as we saw in the proof of Proposition A.1. In
particular, defining the Bochner Laplacian ∇∗∂¯ by∫
X
tr(∇v, ∂¯v)ω
n
n!
=
∫
X
tr(v,∇∗∂¯v)ω
n
n!
,
and writing Herm(E) for the set of all hermitian endomorphisms with average
zero, we see that the first eigenvalue of ∇∗∂¯|Herm(E), which is a self-adjoint
linear elliptic operator, is nonzero. (A particularly important case is when
E is simple, i.e. EndOX (E) = C, where the kernel of the ∂¯-operator on
EndC∞
X
(E) is C · IdE .) Thus the operator ∇∗∂¯ is invertible on Herm(E) and
there exists a constant C∇∗∂¯(h0) > 0 which depends only on h0 such that
‖v − v¯‖2L2 ≤ C∇∗∂¯(h0)‖∇(v − v¯)‖2L2 .
Thus we finally get, by noting ∇(v − v¯) = ∇v, C∇∗∂¯(h0) > 0, C(δ) > 0,
and by completing the square,
MDon(h, h0) ≥ C(δ)C∇∗∂¯(h0)−1‖v − v¯‖2L2 − C(h0)‖v − v¯‖L2 ,
≥ −1
4
C(δ)−1C(h0)
2C∇∗∂¯(h0).
Recalling
C(δ) =
δ − 1− log δ
(log δ)2
∼ 1
log δ−1
when δ > 0 is small enough, we get the result. 
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