Many of the strengthenings and extensions of the topological Tverberg theorem can be derived with surprising ease directly from the original theorem: For this we introduce a proof technique that combines a concept of "Tverberg unavoidable subcomplexes" with the observation that Tverberg points that equalize the distance from such a subcomplex can be obtained from maps to an extended target space.
Introduction
Tverberg's theorem from 1966 [14] is a seminal result that has inspired many interesting variations, extensions, and analogues-starting with the "topological Tverberg theorem" of Bárány, Shlosman & Szűcs [3] and Özaydin [10] . See Matoušek [9] for a friendly exposition. Here we propose a new, simple and elementary, proof technique that combines a concept of "Tverberg unavoidable subcomplexes" (which contain at least one simplex from each Tverberg partition), see Section 3, with the observation that Tverberg points that equalize the distance from such a subcomplex can be obtained from maps to an extended target space, see Section 2. This technique allows us to derive many of the variations and analogues directly from the original topological Tverberg theorem with surprising ease. For example, our Ansatz produces directly from the topological Tverberg theorem a colored version that is stronger than Živaljević & Vrećica's 1992 "colored Tverberg's theorem" [19] (but weaker than our optimal colored Tverberg theorem [4] from 2009); see Section 4. Similarly we obtain directly from the topological Tverberg theorem a strengthened version of the "generalized van Kampen-Flores theorem" of Sarkaria [12] and Volovikov [16] from 1991/1996; see Section 5. As another example, our machinery reproves Soberón's 2013 "Tverberg theorem with equal barycentric coordinates" and at the same time produces a new topological version of this result; see Section 7. Our machinery uses the topological Tverberg theorem as a black box: It provides the core for our proofs, but the proof technique relies only on the result, not on its proof. In place of the black box result we can also use the optimal colored Tverberg theorem; in Section 8 we thus obtain further results of the "colored Tverberg" type. The black box result can also be replaced by Tverberg's original theorem if the constraint functions are affine; in this case no prime power restriction on the number of parts is needed. Thus we obtain a new affine version of the topological Tverberg theorem for j-wise disjoint simplices; see Section 6. Similarly, from the Tverberg theorem for maps to manifolds by Volovikov [15] one "automatically" gets extensions of our results for maps to manifolds.
The Tverberg theorem with constraining function
Tverberg's theorem asserts that any (r − 1)(d + 1) + 1 points in R d can be partitioned into r sets whose convex hulls intersect [14] . This can be phrased in terms of affine maps: Set N := (r − 1)(d + 1) and denote by ∆ N the N -dimensional simplex; then the Tverberg theorem says that for every affine map f : ∆ N → R d there are r pairwise disjoint faces
The set of faces {σ 1 , . . . , σ r } is called Tverberg r-partition for f , or simply a Tverberg partition if it is clear which f and r we refer to. Points x i ∈ σ i for i = 1, . . . , r with f (x 1 ) = · · · = f (x r ) are points of Tverberg coincidence for f . A first extension of this theorem to continuous maps was proven by Bárány, Shlosman & Szűcs [3] for a prime number r of intersecting faces. This was later generalized to prime powers r by Özaydin [10] . 
We will consider an additional constraining function on ∆ N , and ask that the points of coincidence of f lie in one fiber of this function. The proof of the following lemma shows that the Tverberg theorem itself yields that this can be achieved if we are are willing to increase the size of the original set of points in R d ; for every continuous constraint we must provide r − 1 additional points in order to obtain that there is a Tverberg partition equalizing the constraint. 
Proof. Apply the topological Tverberg theorem to the continuous map
In this lemma, c is the number of additional constraints; thus the special case c = 0 is the topological Tverberg theorem. Suitable choices of constraining functions will enable us to obtain from this the existence of various kinds of special Tverberg partitions.
Remark 2.3. Note that Lemma 2.2 remains true for r an arbitrary positive integer in the setting where the map f as well as the constraint function g are affine.
3 Tverberg unavoidable subcomplexes Definition 3.1 (Tverberg unavoidable subcomplexes). Let r ≥ 2, d ≥ 1, N ≥ r − 1 be integers and f : ∆ N → R d a continuous map with at least one Tverberg r-partition. Then a subcomplex Σ ⊆ ∆ N is Tverberg unavoidable if for every Tverberg partition {σ 1 , . . . , σ r } for f there is at least one face σ j that lies in Σ.
According to this definition, whether a subcomplex is Tverberg unavoidable depends on the parameters r, d, and N , but also on the map f . However, we will only be interested in subcomplexes that are large enough to be unavoidable for any map f . 
Proof. Let g : ∆ N → R assign to each point x ∈ ∆ N its distance to Σ. This map g is continuous. We have g(x) = 0 if and only if x belongs to Σ, since Σ ⊆ ∆ N is closed. By Lemma 2.2 there are points x 1 , . . . , x r in pairwise disjoint faces σ 1 , . . . , σ r ⊂ ∆ N with f (x 1 ) = · · · = f (x r ) and g(x 1 ) = · · · = g(x r ). We may assume that the σ i are inclusion-minimal with x i ∈ σ i , that is, σ i is the unique face with x i in its relative interior. Since Σ is Tverberg unavoidable for f , at least one of these faces, say σ j , is contained in Σ. Thus g(x j ) = 0, which implies that g(x i ) = 0 for all i = 1, . . . , r. Thus all x i belong to Σ and since the σ i are inclusion-minimal and g vanishes at all points in the relative interior of a face if and only if it vanishes at some such point, the σ i belong to Σ. 
With Lemma 3.2(i), this shows that a non-tight version of the topological Tverberg theorem, for maps
Proof. We may assume that N = N c . Let g i : ∆ Nc → R assign to x ∈ ∆ N the distance to the subcomplex Σ i , and consider g : ∆ Nc → R c , x → (g 1 (x), . . . , g c (x)). Now use Lemma 2.2 and that the Σ i are Tverberg unavoidable. 
Weak colored versions of the Tverberg theorem
An interesting way to constrain Tverberg partitions is to color the vertices of the simplex ∆ N and to require that the faces in the Tverberg partition have no two vertices of the same color: Bárány & Larman [2] asked for the minimal N such that for any affine map and for any coloring of the N + 1 vertices of ∆ N by d + 1 colors, where each color class should have size at least r, a Tverberg partition of r faces, each without repeated colors, exists. Suppose that the vertices of ∆ N are partitioned into color classes. Denote by R ⊆ ∆ N the rainbow complex, that is, the subcomplex of faces that have at most one vertex of each color class. These faces are called rainbow faces. Lemma 2.2 implies that for any coloring of the vertices of ∆ N with N ≥ N 1 = (r − 1)(d + 2) and for any continuous map f : ∆ N → R d there is a Tverberg partition such that the points of Tverberg coincidence for f have the same distance to the rainbow complex. We will determine some conditions that a coloring must fulfil such that the rainbow complex is Tverberg unavoidable or is an intersection of few Tverberg unavoidable subcomplexes. 
Proof. The subcomplex Σ of faces with at most one vertex in S is Tverberg unavoidable by Lemma 3.2(ii). Thus Σ contains a Tverberg partition. This is a colored version of the Tverberg theorem, where the vertices in S are in one color class and all other vertices are colored with distinct colors. If we assume that |S| ≥ r then we can also state this theorem with equalities |σ i ∩ S| = 1 by adding a point in S to every face σ i that is disjoint from S. The following "colored Radon theorem" (a restatement of the Borsuk-Ulam theorem) is a direct consequence for r = 2. 
Proof. For each fixed color i, the subcomplex Σ i of faces that have at most one vertex of color i is Tverberg unavoidable by Lemma 3.2(ii). The complex of rainbow faces is Σ 1 ∩ · · · ∩ Σ d+1 . Now use Theorem 3.4.
Note that in Theorem 4.3 the fact that all vertices can be colored with d + 1 colors of size at most 2r − 1 implies that N +1 ≤ (2r−1)(d+1). The theorem is "weak" as it needs a large number of points/vertices to reach its conclusion, namely N + 1 ≥ N d+1 + 1 = (r − 1)(2d + 2) + 1, while the optimal result requires only N +1 ≥ N 0 +1 = (r −1)(d+1)+1 of them, as in Theorem 8.1 below. The special case of Theorem 4.3 when all color classes have the same cardinality 2r − 1, and thus N + 1 = (d + 1)(2r − 1), is the colored Tverberg theorem of Živaljević & Vrećica [19] . As we do not need to require all color classes to have the same size (a simple observation that apparently was first made in [4] ), we need d points/vertices less to force a colored Tverberg partition. Theorem 4.3 leaves some flexibility in the choice of color classes: For example, we could consider d colors of cardinality 2r − 2 and one color class of size 2r − 1. Instead of shrinking the size of color classes we can also allow fewer color classes. This gives a colored Tverberg theorem "of type B" (in terminology of Vrećica & Živaljević introduced in [17] ), that is, fewer than d + 1 colors are possible. We proceed using the method provided in Sections 2 and 3, and thus obtain the following result, which in the special case where all color classes have the same size is the main result of [17] . It also implies Theorem 4.3. 
Prescribing dimensions for Tverberg simplices
If N is sufficiently large, can we set an upper bound dim(σ i ) ≤ k for the dimensions of the faces in a Tverberg r-partition for f : ∆ N → R d ? For the case r = 2 such a result is due to van Kampen [8] and independently Flores [6] . 
This was generalized to a prime number r of faces by Sarkaria [12] and later to prime powers r by Volovikov [16] . In fact, Volovikov's result holds for maps to manifolds that induce a trivial homomorphism on cohomology in dimension k, where k is the desired bound on the dimension of faces. We restate Volovikov's result here for the case that the target space is Euclidean space. A collection of sets S 1 , . . . , S r is called j-wise disjoint if the intersection of any j of these sets is empty. (1)
Then for every continuous map f :
Let us discuss which of the conditions posed by (1) are necessary. First, the left-hand-side has to be strictly larger than the right-hand-side, (m + 1)(r − 1) + r(k + 1)
This lower bound on k is necessary, as we see by looking at a generic affine map f , which does not have the desired Tverberg r-partition unless the the sum of the codimensions of the σ i is at most d, that is,
If the second inequality in (1) is satisfied for some m ≥ 0, then it is in particular satisfied for m = 0, which gives (N + 1)(j − 1) > (r − 1)(d + 2), that is,
It is not clear whether this lower bound on N is necessary in general, despite a mistaken claim in this direction in [12] ; however,
is necessary for k < d, as one can see from an affine map ∆ N → ∆ d that maps at most ⌊ r−1 j−1 ⌋ vertices of ∆ N to each of the vertices and to the barycenter of a d-simplex. (This example is suggested in [12] .) Even if both conditions (2) and (3) hold the integer m that should satisfy (1) may not exist. This requirement is non-trivial, see Example 5.6 below. It is not necessary, as we shall see. We will get our strengthened version of Theorem 5.2 as a direct consequence of the topological Tverberg theorem. For this we first establish the case j = 2 as a corollary of Lemma 3.3. 
Proof. It is sufficient to prove this for
N = N 1 . The k-skeleton ∆ (k) N 1 of ∆ N 1
is Tverberg unavoidable by Lemma 3.2(iii).
Example 5.4. For d = r = 3 and f an affine map, this theorem asserts that given eleven points in R 3 , one can find three pairwise disjoint sets of three points whose convex hulls intersect. Ten points are not sufficient for this, as one can see from the configuration sketched above.
We now obtain our strengthening of Theorem 5.2 as a corollary of Theorem 5.3, the special case j = 2. 
Then for every continuous map f : ∆ N → R d there are r j-wise disjoint faces σ 1 , . . . , σ r of ∆ N , with One can ask for a further strengthening of Theorem 5.5 where we would not put the same dimension bound on all simplices σ i . From Lemma 3.2(iv) we get the following. 
Then for every continuous
, and the number ℓ of simplices σ i with dim
N −(r−s) is Tverberg unavoidable by Lemma 3.2(iv). Thus there is a Tverberg partition σ 1 , . . . , σ r with all simplices in the unavoidable subcomplex, so we get dim σ i ≤ k. Moreover, the simplices σ i altogether can take up only N + 1 ≤ r(k + 1) + s vertices.
We leave it to the reader to state and prove a j-wise disjoint version of Theorem 5.7. On the other hand even for j = 2 we don't, up to now, seem to get the full result that one could hope for: 
More generally, Roland Bacher has asked on mathoverflow [1] which dimensions d i = dim σ i could be prescribed for a Tverberg partition if the number of points N is sufficiently large. We have already noted that a Tverberg r-partition in which the codimensions of the σ i add to more than d will not exist for an affine general position map, so we need to assume that
Also arbitrarily large families of N of points on the moment curve, whose convex hulls are neighborly polytopes, show that we cannot force that dim σ i < ⌊ 
is Tverberg prescribable if there is an N such that for every continuous f : ∆ N → R d there is a Tverberg partition {σ 1 , . . . , σ r } for f with dim σ i = d i . Theorem 5.3 shows that every admissible r-tuple of equal integers is Tverberg prescribable; see also Haase [7] . Also in the case r = 2 all admissible tuples (d 1 , d 2 ) are Tverberg prescribable. Indeed, for even d this is given by the van Kampen-Flores Theorem 5.1. However, for odd d we need a statement that is stronger than what you get directly from Theorems 5.2 or 5.3, namely, that there are two disjoint faces of ∆ d+2 , both of them of dimension at most ⌈ d 2 ⌉, whose images intersect. The version that we need will be obtained from Theorem 5.7.
Theorem 5.10 (van Kampen
Proof. It remains to settle the case when d is odd, with dim σ 1 =
For d = 3, this says that for every continuous map ∆ 5 → R 3 , the images of a triangle and an edge of ∆ 5 intersect. This is equivalent to the Conway-Gordon-Sachs theorem [5] [11] from graph theory, which says that the complete graph K 6 (that is, the 1-skeleton of ∆ 5 ) is "intrinsically linked".
Question 5.11. Is every admissible r-tuple Tverberg prescribable?
j-wise disjoint Tverberg partitions
The following result is a weaker version of Theorem 5.2, without a bound on the dimensions of the simplices σ i in the Tverberg partition, and with a simpler proof. We state it here since our methods will also yield a new affine version of this, which holds for all r ≥ 2.
Theorem 6.1 (j-wise disjoint topological Tverberg: Sarkaria [12] , Volovikov [16] ). Let r be a prime power, d ≥ 1, 2 ≤ j ≤ r, and
Proof. For this we repeat the proof of Theorem 5.5 and use the topological Tverberg theorem, Theorem 2.1, in place of Theorem 5.3.
Theorem 6.2 (j-wise disjoint Tverberg)
. Let r ≥ 2, d ≥ 1, 2 ≤ j ≤ r, and
Then for every affine map f :
Proof. For affine maps f : ∆ N → R d we need not even to assume that r is a prime power-if we use Tverberg's original theorem as the black box result. This is possible since the projection map p : ∆ * (j−1) N → ∆ N as in the proof of Theorem 5.5 is affine.
Tverberg partitions with equal barycentric coordinates
Let the vertices of ∆ N be partitioned into ℓ color classes C 0 , . . . , C ℓ−1 . Every point x ∈ R in the corresponding rainbow complex R has unique barycentric coordinates x = Proof. Let the color classes be C 0 , . . . , C (r−1)d . Every point x ∈ ∆ N is a unique convex combination
Each g k is an affine function that is equal to 1 on the simplex conv(C k ) ⊂ ∆ N with vertex set C k and 0 on all other vertices of ∆ N . By Lemma 2.2 there are x 1 , . . . , x r ∈ ∆ N with x i ∈ σ i , where the σ i ⊂ ∆ N are pairwise disjoint and
that is, the lemma does not guarantee equality for g 0 . However, as g 0 + · · · + g (r−1)d = 1 we also obtain g 0 (x 1 ) = · · · = g 0 (x r ). Suppose that for some k, the face σ j has at least one vertex in C k . As we may again assume that σ j is the minimal face of ∆ N that contains x j , this implies that g k (x j ) = 0 and hence g k (x i ) = 0 for 1 ≤ i ≤ r. Thus all r faces σ i have at least one vertex in C k . However, as |C k | = r and the σ i are pairwise disjoint, every σ i has exactly one vertex in C k . Since this is true for every color, the σ i belong to the rainbow complex. Thus the numbers g k (x i ) for 0 ≤ k ≤ (r − 1)d are exactly the barycentric coordinates of x i . These are equal for all the x i since g k (x 1 ) = · · · = g k (x r ) for all k.
Theorem 7.1 is a generalization of Borsuk-Ulam Theorem, which can be obtained as the case r = 2.
Corollary 7.2 (Borsuk-Ulam). For any continuous map
that lie in opposite faces of ♦ d+1 with equal barycentric coordinates, that is,
Proof. For r = 2, Theorem 7.1 treats a simplex with 2d+2 vertices in d+1 color classes of cardinality 2. Thus here the rainbow complex is exactly the boundary of the (d + 1)-dimensional crosspolytope.
We also obtain Soberón's original result in the same way. Proof. The proof is the same as for Theorem 7.1. Here the constraint functions are affine, so the proof follows by Remark 2.3.
Soberón shows that the number of color classes and the number of points per color class are optimal for the theorem to hold. Thus the topological version, Theorem 7.1, is also optimal in that sense.
Optimal colored versions of the Tverberg theorem
The following theorem is a strengthening of the topological Tverberg theorem 2.1 in the case when r is a prime. As mentioned in the introduction, this theorem can as well be used as a black box result, to which the method provided in Sections 2 and 3 can be applied. In this section we will give two examples. [18, Cor. 7] . For ℓ = 0 we get Vrećica & Živaljević's colored Tverberg theorem "of type B," see [17] and [18, Cor. 8] .
As a second instance of combining Theorem 8.1 with the proof technique of Theorem 3.4, we finally obtain from our method the following new result about colored Tverberg partitions with restricted dimensions. 
