Abstract-In blocking-matching algorithms, a local window is used to measure the similarity (or dissimilarity) between pixels of a stereo pair. Although some area-based stereo matching methods have been developed and work well in many types of regions, such as textureless or object boundary regions, there are still cases where these methods are weak. In this paper, we propose an enhanced blocking-matching method to solve the correspondence problem in stereo matching. The proposed algorithm is an improved adaptive support weight method, which first classifies the pixels in the reference image and then uses the spatial weight variable window method and adaptive support weight method for each type of pixel. We also analyze and show the advantages and disadvantages of the variable window method and the adaptive support weight method and suggest solutions for cases where the two methods may not be ideal. The experimental results using the Middlebury images show that the proposed method outperform local stereo methods.
I. INTRODUCTION AND RELATED WORK
Stereo matching methods can be categorized in several ways [1] . Categories based on the type of disparity map can be separated into dense disparity maps, which have disparity values specified for all or nearly all pixels, and sparse disparity maps, in which only chosen points have specified disparity values. Another matching technique classification considers the matching measurement computation input format: direct techniques depend on intensity values without applying changes to the images, while indirect techniques rely on the transformation of intensity values or on features extracted from the images. Finally, stereo matching algorithms can also be classified into local and global algorithms. Local algorithms compute each pixel's disparity value from the intensity values within a window of finite size, whereas global algorithms explicitly assume an energy function with data and smoothness energy terms.
A commonly used assumption, known as photo consistency assumption, is that corresponding pixels have the same intensity value in the reference and target images. Thus for each pixel p in the reference image, the costs for p are typically computed by moving a window of pixels around pixel p along the corresponding epipolar-line in the target image and computing the differences between the pairs of windows. Pixel p is then assigned a disparity with a minimum cost. Some popular methods for computing window-based matching costs include sum of absolute differences (SAD), sum of squared differences (SSD), and normalized cross correlation (NCC). Some methods for computing matching costs, which can work robustly in radiometric conditions, consist of adaptive normalized cross correlation (ANCC) [2] , rank and census transforms [3] , mutual information [4] , or their hybrid [5] .
Another commonly used assumption, known as smoothness assumption, in area-based stereo matching is that pixels within a support window have the same (or similar) disparity. While this smoothness assumption is typically true, it does not hold near disparity discontinuities or disparity boundaries. Furthermore, choosing the size of the matching window is very important because block-matching methods often mismatch in textureless regions. A window should therefore be small enough to include only pixels that have the same (or similar) disparity and large enough to contain pixels having sufficient variation in intensity. For that reason, many local methods have been proposed.
In the shiftable window (SW) method [6] , the reference point can be located at any position in the support window, and the position with minimum cost is selected. The multiple window (MW) method [7] chooses the optimal support window from a number of windows having the best cost. In the MW method, support windows have various shapes, but the size is unchanged. The support windows in the SW have a fixed size and shape, while in the MW they have a fixed size and a limited number of shapes; as a result, these methods can be mismatched with real-world images, since objects usually have arbitrary sizes and shapes. The variable window (VW) method [8] enhances the above two methods by using a useful range of window sizes and shapes and creating a window cost that is suitable for comparing windows of different sizes. Even though a number of different sizes and shapes are deployed using the variable window method, the number is still very small in order to satisfy the smoothness assumption that all pixels in a support window have the same (or similar) disparity.
Adaptive support weight methods [9] , [10] implicitly deploy a type of segmentation to estimate the support window for each pixel. One previously described method [9] assumes that pixels that are similar in color and close in Euclidean distance are more likely to lie in similar disparities and then uses photometric information and geometric information to build a weighted window for each pixel, while another method [10] computes a weighted window based on the color information and geodesic distance. While the adaptive support weight methods work very well with pixels at depth discontinuities, they sometimes fail to find the correct disparities for pixels in textureless regions. These methods also work poorly with noise-pixel areas, where the color is often much different compared to the colors of their neighbor pixels, as well as with mixed-pixel areas, where the color is a combination of the foreground and background pixel colors, and hence the color is different from those of the adjacent pixels.
In this paper, we present an improved adaptive support weight (IASW) algorithm. The IASW algorithm takes advantage of the strengths of the adaptive support weight (ASW) method [9] , but applies a spatial weight variable window (SWVW) algorithm for pixels where the ASW method may not be ideal. We also analyze the advantages and disadvantages of the variable window method and the ASW method and suggest solutions that address their weaknesses.
The post-processing step is an important step in local stereo matching which can make disparity maps much more accurate. Some commonly used post-processing techniques include left-right consistency check [11] , sub-pixel interpolation [12] , and image filtering techniques such as median filtering or bilateral filtering [13] . However, in this study we do not use any post-processing techniques in testing our method so that the tests will be fair and so that we might highlight the superior performance of our proposed methods. The remainder of this paper is structured as follows. In Section II, we present details of the SWVW method. In Section III, we present the IASW algorithm. The experimental results of our algorithms are reported in Section IV. Finally, conclusions are presented in Section V.
II. SPATIAL WEIGHT VARIABLE WINDOW
In this section, we present the spatial weight variable window (SWVW) algorithm, introduced in [14] . We also review the variable window method and show why the SWVW method works better than the original method.
As mentioned above, a smoothness assumption in local stereo matching is that all pixels within a support window have the same (or similar) disparity. The VW algorithm attempts to satisfy this smoothness assumption by using a range of shapes and sizes for the support windows. The shape set can be constrained to square shapes without much appreciable decrease in the accuracy of the result [8] . The window cost in the variable window algorithm can be defined as:
where N is a rectangular set of pixels, |N| is a window size, d is some disparity of e d (x,y) is the measurement error pixel (x,y) in the reference image with disparity d, e is the average measurement error in the support window, var(e) is the variance of the errors in the support window, and are parameters. The last term in equation (1) is larger for smaller support windows [8] . Therefore, in textureless regions where the first and the second terms of equation (1) are similar for all support windows, larger support windows are more likely to be selected.
The variable window method uses the measurement error developed in [15] to compute the window cost. Suppose I r (x, y) is the intensity value of pixel (x, y) in the reference image and I t (x, y) is the intensity value of pixel (x, y) in the target image. The measurement error [15] can be expressed as follows: 
After the computation of window costs, each pixel is assigned a disparity for which the window cost is at minimum. The advantage of the variable window method is that all pixels in the support window, not only the center pixel, are updated by the window cost, as shown in Fig. 1 . In other words, the reference pixel updated by the cost function changes in different support windows. This strategy is very useful for pixels that are near depth discontinuities, as shown in Fig. 2 . The updated position changes for each window.
Reference Image Target Image Fig. 2 . The advantage of the variable window method at disparity discontinuities. All pixels in the support windows have similar disparitieswhen the reference pixel is in the top-left. Fig. 3 . In all three cases, the support windows do not fit the lamp object, so there are some pixels in the support windows which have different disparities compared to the disparity of the lamp.
However, because objects in real-world images can have arbitrary sizes and shapes, the smoothness assumption may be frequently violated, as illustrated in Fig. 3 . In order to reduce these violations, we proposed the spatial weight variable window (SWVW) method, which applies a spatially weighted window to each support window. Different support windows have different spatially weighted windows due to the position of the reference pixel in the support window. Each pixel in the support window receives a spatial weight computed by the Euclidean distance between the pixel and the reference pixel, as shown in Fig. 4 . A spatial weight W s ((x r , y r ), (x, y)) at pixel (x, y) can be computed as:  is a constant that the smaller it is, the faster the spatial weight value of pixel (x; y) reduces from the spatial weight value of the reference pixel. By adding a spatial weight for each pixel in the support window, we implicitly assume that pixels which are spatially closer to the reference point have a greater probability of having the same (or similar) disparity. Unlike the original variable window method [8] , the SWVW method works with color images and uses absolute difference as the measurement error. Therefore, we redefine the measurement error from equation (4) The SWVW method uses the window cost from equation (1), which was developed by [8] , and each pixel is simply assigned a disparity which has the minimum window cost. By applying a spatially weighted window for each support window, we bias for pixels spatially closer to the reference pixel, while pixels that lie far from the reference pixel have small effect on the window cost. This can make the SWVW method more robust than the variable window method when working in depth discontinuity regions.
III. IMPROVED ADAPTIVE SUPPORT WEIGHT METHOD
In this section, we present an improved adaptive support weight (IASW) algorithm, which is basically a combination of the SWVW method and the adaptive support weight (ASW) method [9] . We also show and analyze cases where the ASW algorithm may not be ideal and suggest solutions to overcome these cases.
The ASW method successfully deploys color and spatial proximity to determine the support weight for each pixel. 
The window cost of pixel p c and pixel q c can then be computed as: 
where T is the truncation value that controls the limit of the matching cost, and ( )
Iq are the intensity. The ASW generally work very well, particularly near the depth discontinuities. However, the ASW method is weak in two cases. The first case is that of very small regions having a much different color compared to regions around them or that of noise or mixed-pixel areas where the color of a pixel is a combination of the foreground and background pixel colors, as shown in Fig. 5 . A pixel in those regions or areas has a small sum for the reference weighted window, which is computed as: (1) and (2) show the mixed-pixel areas, (3) presents the noise area, and (4) shows the small object. Values of the color band k at pixel pi in the reference image and at pixel qi in the target image, respectively.
In this case, the window cost from equation (9) is controlled by a very small set of pixels. In other words, a very large percentage of pixels in the support window at reference pixel p c have very small reference support weights, which implicitly eliminate those pixels from the window cost, while the remaining number of pixels with enough large reference support weights and that are understood to have the same (or similar) disparity as pc is too small, as shown in Fig. 6 . Therefore, the matching result, which depends on a small set of pixels, can be unreliable. More-over, in real world situations, it is uncommon to have a tiny group of pixels with a different disparity compared to the neighboring pixels. That is why we use the SWVW method instead of the ASW algorithm for these types of pixels. The second case is that the ASW method sometimes fails to correctly find disparity in textureless regions. In a textureless region, all pixels in the region have similar intensity values, so the reference support weight from equation (7) can be rewritten as: 
It can be seen from equation (13) 
where
The amplitude of the window costs should be large enough so that the matching result becomes more reliable. Now, we make the assumption that pixels in the reference support window of a reference image having a reference support weight value in the reference weighted window greater than a constant w  have the same (or similar) disparity as reference pixel p c . Based on what we assume, a weight-changing process is performed for the reference weighted window as follows: from the reference weighted window, we group pixels with support weights larger than w  into area(s), then, for each area, pixels lying on the boundary are given a support weight which is equal to the support weight of the reference pixel p c , as shown in Fig. 7 . By doing so, the amplitude of the window costs at pixel p c can become larger, and the matching result can be more reliable. Furthermore, from our observations of those pixels in the texture regions, with the exception of pixels having small sums of the reference weighted windows; our above assumption is still not violated. Therefore, in the IASW method, the weight-changing process is performed for all pixels except the pixels having the small sums. In the ISWW method, for each pixel p used as a reference pixel in the support window of a reference image, we first compute the sum of the reference weighted window at pixel p. If the sum is less than or equal a threshold th, the SWVW method is applied to find the disparity of pixel p. On the other hand, if the sum is greater than a threshold th, the reference weighted window at pixel p is performed by the weight-changing process, and the IASW method is used to find the disparity of pixel p using the updated reference weighted window.
IV. EXPERIMENT
In this section we report the experimental result of the SWVW method and the ISWW method using Middleburry stereo images [11] . For all experiments, we fixed the We tested the performance of our proposed algorithms using images with ground truth, and then compared the performance of the proposed method with those of three other local methods: shiftable window [6] , multiple window [7] , variable window [8] , and adaptive support weight (ASW) [9] . In order to make the testing fair, we set the parameters for the three above methods to the values described in the original papers, and we do not use any post processing technique for any of the methods tested, including our proposed method Fig. 8 depicts the advantage of the SWVW algorithm when working in depth discontinuity regions. In all three cases, the support windows do not fit the object "lamp". This means that some pixels in the support windows have different disparities from the disparity of the reference pixel. In these cases, the SWVW algorithm can work better than the variable window method, mainly because the SWVW algorithm employs the spatial support weight for each pixel, which is smaller for pixels that are far from the reference pixel. As seen in Fig. 8 , the spatially weighted window for each support window can change due to the position of the reference pixel in the support window. Fig. 9 depicts pixels in the reference image where the sums of the reference weighted windows are smaller than the threshold th of the Tsukuba image. Almost all of the pixels lie on object boundaries, and the colors of these boundary pixels are mixture of the colors of their neighboring pixels. Fig. 9 . Image of pixels having reference weighted window sums that are less than a threshold th = 10. Table I presents the total number of pixels having reference weighted window sums smaller than the threshold th. When th = 10.0, the corresponding total number of pixels are 3016. Table II summarizes the performance of the test methods, except for the IASW method, for the above pixels. Each number in Table II represents the proportion of mismatching pixels in Tsukuba, Venus, Teddy, and Conesimages when compared to the results of the test methods in these pixels with the corresponding ground truth images. As we can see, in the case where th = 10.0, SWVW method showed the best performance, with an average error percentage of mismatching pixels of 57.685, while the ASW method had the worst performance with the average error proportion of 63.8025. Fig. 10 shows two examples of the weight-changing process at pixels in the textureless regions. Table III summarizes the performance of the test stereo methods for the test images. We use the root-mean-square (RMS) error method [6] to compute the percentage of bad matching pixels for all pixels using depth maps and the ground truth. As shown in Table III , the IASW algorithm demonstrates superior performance among the local test algorithms. Fig. 11 depicts the result of the test methods for the Tsukuba stereo images. Fig. 11b-Fig. 11g show the disparity maps of the test methods for the stereo image pair. shows the corresponding reference weighted window of (a), the brighter pixels have more support weights, (c) shows the binary image of (b) with threshold w, and (d) shows the pixels lying on the boundary of the region in (c) that are assigned weights equal to the weight of the reference pixel. Similarly, (e) shows the area that the reference support window covers, (f) shows the corresponding reference weighted window of (e), (g) shows the binary image of (f) with threshold w, and (h) shows pixels lying on the boundary of the region in (g) that are assigned weights equal to the weight of the reference pixel. Fig. 11h shows the bad pixel maps of the IASW method computed by comparing the depth map of the IASW method with the Tsukuba ground truth image.
A. Spatial Weight Variable Window Method

B. Improved Adaptive Support Weight Method
V. CONCLUSION
In this paper, we presented an enhanced blocking-based matching method for stereo matching: the improved adaptive support weight method. The advantages of the proposed method is that they both work robustly and overcome the weaknesses of the original methods. We also analyzed the variable window algorithm and the adaptive support weight algorithm to demonstrate cases where they may not be ideal and suggesting solutions for those cases. We did not use any post-processing techniques for any of the test methods in our experiment, and the experimental results show that our algorithms outperform the original methods.
