Abstract. We consider the finite element solution of the parameterized semilinear elliptic equation ∆u + λu + u 5 = 0, u > 0, where u is defined in the unit cube and is 0 on the boundary of the cube. This equation is important in analysis, and it is known that there is a value λ 0 > 0 such that no solutions exist for λ < λ 0 . By solving a related linear equation we obtain an upper bound for λ 0 which is also conjectured to be an estimate for its value. We then present results on computations on the full nonlinear problem. Using formal asymptotic methods we derive an approximate description of u which is supported by the numerical calculations. The asymptotic methods also give sharp estimates both for the error in the finite element solution when λ > λ 0 and for the form of the spurious numerical solutions which are known to exist when λ < λ 0 . These estimates are then used to post-process the numerical results to obtain a sharp estimate for λ 0 which agrees with the conjectured value.
1. Introduction.
1.1.
Preliminaries. An important class of parameterized semilinear elliptic partial differential equations with solutions which develop isolated singularities as the parameter varies is given by the system ∆u + λu + u 5 = 0 on Ω ⊂ R 3 , u > 0
in Ω, u = 0 on ∂Ω,
where Ω is a bounded domain in R 3 . For this problem there exist domains Ω and a parameter λ 0 > 0 such that u ∞ → ∞ as λ → λ 0 with no (positive) solution existing when λ < λ 0 . Our studies focus on the finite element approximation of u close to this singularity, calculating λ 0 accurately and deriving sharp error estimates which also describe the behavior of the numerical solutions when λ < λ 0 .
The model problem (1.1) was introduced by Brezis and Nirenberg in the seminal paper [2] as a special case of the more general problem ∆u + f (u; λ) = 0 on Ω ⊂ R n , n 3, u > 0
where the function f (u; λ) has the property that as u → ∞ there exists a strictly positive constant C such that f (u; λ)u −pc → C, where p c ≡ n + 2 n − 2 , n 3. (1.
3)
The value p c is called the critical Sobolev exponent for R n , n 3, and f is said to grow at a critical rate. The most subtle behavior is observed in the case of n = 3 and p c = 5, which is that studied in this paper.
The study of (1.1) and (1.2) was originally motivated by the Yamabé problem of constructing a manifold of a given curvature, which requires the solution of a critical problem related to (1.1) and (1.2) on a Riemannian manifold; it also has applications in the study of stellar structure. However, the challenges posed by (1.1) and (1.2) are such that these equations have been studied as problems in analysis and have provided a rich source of open and fascinating problems. The reason for this richness is that if the function f grows more slowly than the critical rate, then variational techniques may be used in the analysis of (1.2); however, these techniques break down for critically growing nonlinearities. This leads to delicate questions concerning the existence (in particular the value of λ 0 at which solutions cease to exist), the uniqueness, and the regularity of the solutions. The analytic investigations of the solution branch (λ, u) of (1.1) have mostly concentrated upon radially symmetric solutions in the sphere and these investigations have led to many conjectures about the behavior in more general domains. The first purpose of this paper is to apply the finite element method to perform a numerical study of the branch (λ, U h ) of discrete solutions of a weak form of (1.1) when Ω is the unit cube. For this investigation we consider for simplicity piecewise trilinear functions defined on a uniform mesh of element size h. Experiments with higher order elements on symmetric domains [5] have shown that these do not offer any significant advantage over linear elements for the rejection of spurious solutions. Uniformity of the mesh allows the use of an effective extrapolation procedure for post-processing the results. We give numerical evidence to support some outstanding conjectures on the value of λ 0 , the uniqueness of the solution, and the behavior of the solution as it becomes more singular in the limit of λ → λ 0 .
Because the finite element method is based upon variational ideas, it inherits many of the interesting structures of the continuous problem related to the breakdown of the variational method. Consequently, its application to solving (1.1) is delicate, and we need to introduce several new ideas to determine the solution accurately and to obtain good error estimates for U h − u ∞ . Difficulties arise for two reasons. First, both u and ∆u become unbounded as λ approaches λ 0 . Second, the differential operator L λ derived by linearizing (1.1) about the solution and defined by L λ ϕ = ∆ϕ + λϕ + 5u 4 ϕ, ϕ| ∂Ω = 0, (1.4) is known to have an inverse which itself becomes unbounded in the L ∞ operator norm as λ → λ 0 [4] . Estimates of the error U h − u ∞ in the solution of (1.1) are presented in [9] , [8] . These are proportional to the product of ∆u ∞ and L −1 ∞ and consequently are very large as λ → λ + 0 . Furthermore, variational arguments prove that spurious numerical solutions of (1.1) exist when λ λ 0 . Unlike convergent solutions, the maximum norm of the spurious solutions grows without bound as h → 0. However, we show that this growth is slow, being proportional to h −1/4 . The spurious solutions lie on the same continuous solution branch as those which converge to u under mesh refinement and are almost indistinguishable from them if λ 0 is unknown. Consequently, the range of existence of the true solutions is hard to determine.
In Figure 1 .1 we present a graph of the infinity norm of the discrete solution U h as a function of λ and also indicate a value of λ 0 = 7.5045 which is conjectured from further computations in this paper. This graph was obtained for a solution of (1.1) on the unit cube 0 x, y, z 1 using the finite element method with piecewise trilinear basis functions defined over cubes of side h = 1/60, . . . , 1/100. Observe that each of the curves looks smooth with no significant hint of singular behavior occurring close to λ 0 .
In Figure 1 .2 we present a cross section of the resulting solution taken in the plane z = 1/2 with h = 1/100 for λ = (a) 20, (b) 15, (c) 7.5045, (d) 0. In this graph figures (a) and (b) are approximations to true solutions, (d) is certainly spurious, and further computations strongly imply that (c) is also spurious. From these figures we observe that each of these figures exhibits a peak forming in the center of the cube which grows as λ is reduced. Although the peak in (c) and (d) is higher than those in (a) and (b), its appearance does not appear to be significantly different (i.e., it appears well resolved by the mesh) and it is very hard a priori to distinguish from numerical evidence alone between the true and spurious solutions.
As the singularity forms it is computationally impossible to use a fine enough uniform mesh to resolve its structure, and indeed the employment of a fixed mesh ultimately leads to the spurious solutions. This suggests that an adaptive approach which places a higher density of mesh points close to the singularity should be taken. Such methods are hard to implement in three dimensions; moreover, they typically make use of an a priori or a posteriori estimate of the local truncation and these estimates are not sharp for (1.1) due to the unboundedness of L −1 λ ∞ . Some preliminary computations of radially symmetric solutions of (1.1) reported in [6] demonstrate that adaptive methods based upon local truncation or a posteriori error estimates are not particularly accurate and still admit spurious solutions. As a consequence, we adopt a different approach here by looking at the solution on a uniform mesh and use formal asymptotic methods, scaling arguments, and an approximation result (in Lemma 6.1) to obtain sharp estimates of both the convergent and the spurious solutions. By using sufficiently fine meshes these estimates are descriptive and can be used to post-process the numerical solution to give a much more accurate solution of (1.1) and an estimate of λ 0 . We show that if λ is close to but greater than λ 0 , then there is a constant C such that if h is sufficiently small (in particular if
Observe the rapid growth in this estimate as U h ∞ increases. If h satisfies the less restrictive requirement that
which reduces to (1.5) in the limit of small h. In contrast, if λ = λ 0 so that the numerical solution is spurious we have that
so that U h ∞ grows slowly as h decreases. The value of C depends upon the elements used but not upon the domain and can be calculated a priori. Consequently, these results have immediate extensions to problems with more complex geometries.
Although the restriction that h 2 U h 4 ∞ be small means that we must use a moderately fine mesh for these results to be sharp when U h ∞ is large, the restriction is not too severe and we are able to perform computations with such meshes for which (1.6) is sharp. Using this formula we derive in section 7 a procedure for post-processing the results to obtain a more accurate value for u ∞ and hence to estimate λ 0 . This post-processing can be applied to results for more complex domains and for more general nonlinearities which grow at the critical rate. The post-processing procedure is much easier to apply and more effective than the use of adaptive methods, giving accurate numerical approximations and rejecting spurious solutions while using meshes for which computations are feasible.
As an application of these methods we give computational evidence to support a conjecture made by McLeod [13] that λ 0 is equal to a value λ * * obtained by solving a related linear problem. (This is the value of λ indicated in Figure 1 .1.) We also give strong evidence to show that the solutions in the cube are unique and have a high degree of radial symmetry away from the boundary.
The layout of the remainder of this paper is as follows. In section 2 we give a brief summary of the significant analytic results and conjectures concerning (1.1) and in particular describe the form of the developing singularity. In section 3 we derive the finite element method and state some known results on its convergence. In section 4 we apply this method to solve a linear problem which approximates (1.1) when u is large. This gives both an upper bound and an estimate λ * * for λ 0 . In section 5 we compute solutions for the full problem (1.1) and present the results, indicating that for sufficiently fine meshes the solutions obey a scaling law. In section 6 we apply formal asymptotic techniques to derive an improved description of both u and U h . Finally, in section 7, we use the asymptotic formula to derive the estimates (1.5), (1.6), (1.7) and then apply (1.6) to post-process the numerical results to obtain a more accurate description of the solution. 
is a zero of the function Ψ :
If λ < λ 1 , then a sufficient condition (see, for example, [7] ) for the existence of such a (nontrivial) weak solution is that
For the subcritical case p < 5, this condition holds and the variational approach predicts that solutions of (1.1) exist for all λ < λ 1 . The theory for this case is reviewed in Lions [11] .
For the critical case p = 5,
(Ω) but this embedding is not compact and the existence of solutions cannot be guaranteed. Some extensions to the existence theory in this case are given by [2] and [14] .
The solution branch.
It is a straightforward application of bifurcation theory to show that if p > 1 a solution branch (λ, u) of (2.1) bifurcates from the trivial solution u = 0 at λ = λ 1 (Ω). This branch is unbounded in the joint norm of |λ| + u ∞ , exists in a left neighborhood of λ 1 , and is restricted to lie in the region λ < λ 1 . Following the important result in [10] we may also deduce that the function u inherits the symmetries of Ω. Brezis and Nirenberg [2] showed that when p = 5, for any star-shaped domain there exists a critical value λ 0 = λ 0 (Ω) > 0 such that λ 0 is the infimum of the set of values of λ for which (1.1) has a solution. In [2] various upper bounds for λ 0 are given; in particular it is shown that a solution exists if
where R is the radius of the largest ball that can be placed inside Ω.
2.3. The nature of the singularity. For the sphere it is known that u ∞ → ∞ as λ → λ 0 [2] and it is conjectured that if Ω is a star-shaped domain, then u(x) is a unique function of λ for λ ∈ (λ 0 , λ 1 ), which becomes infinite at a single point x 0 as λ tends to λ 0 and which tends to zero at all other points. It is not known if this conjecture is true even for simple domains such as the cube or cuboid. The solution profiles presented in Figure 1 .2 lend some support to this conjecture as they show a narrowing peak developing at the center of the cube as λ is reduced, although (due to the errors in the numerical computation) there is no point λ 0 at which the illustrated solution becomes unbounded. As u is large at x 0 the u 5 term in (1.1) dominates λu at this point. Elsewhere, where u is small, λu dominates u 5 . Using this result we can crudely approximate the function u 5 in (1.1) by a scalar multiple Aδ(x − x 0 ) of the delta function leading to the approximation ∆u + λu = −Aδ(x − x 0 ). (2.4) This equation has the solution
where G λ is the Green's function for the Helmholtz operator −∆u − λu. In section 5 we derive an approximate value for A and compare (2.5) with the calculated solution. By studying this equation, McLeod [13] (see also [16] , [1] ) proved an upper estimate λ * * for λ 0 . For the sphere it is known that λ * * = λ 0 , and McLeod conjectured that this result will also hold for more general domains. For the cube, the value of λ * * can be computed accurately fairly easily, and we detail this calculation and give a precise definition for λ * * in section 4. We then show that, up to the accuracy that we can compute λ 0 for the cube, the values of λ 0 and λ * * are equal.
The approximation (2.4) is crude and the description of the solution can be improved by using some scaling arguments. To do this we presume (without loss of generality) that the maximum value of u(x) occurs at the origin and define
Now introduce the scaled function v(y) and scaled coordinate y defined by
Rescaling (1.1) and expressing all derivatives in terms of y we have
where v = 0 on ∂Ω γ with Ω γ a rescaling of Ω. For large γ, v approximately satisfies the simpler equation ∆v + v 5 = 0 which, in the absence of boundary conditions, has the radially symmetric solution
If γ is large, then the boundary of Ω γ is distant from the origin and can be expected to have only a small effect on the solution of (2.7). We make the reasonable conjecture that close to the origin v is also close to being radially symmetric and hence that v(y) ≈ w(y). Rescaling this gives
The expression (2.9) gives a leading order approximation to u(x) close to the singularity which becomes progressively less accurate as x approaches the boundary of Ω; however, the computations presented in section 5 demonstrate that (2.9) is very descriptive for even quite large values of |x|.
3. Qualitative properties of the discrete equations. We now describe the basic finite element method used to calculate a discrete solution branch (λ, U h ) approximating the true solution branch (λ, u) of (1.1). We then make some preliminary observations about the underlying behavior of the discrete solution and the problems encountered as the true solution becomes more singular.
3.1. Formulation of the finite element equations. The finite element method seeks a zero of the functional Ψ defined in (2.2) but now considered as a map from a finite-dimensional subspace S h (Ω) of
In contrast to the situation for (2.2), the space S h is finite dimensional, and so the embedding of S h into L p+1 is compact for all values of p 1. As a consequence we can deduce the following result.
Proof. The proof follows immediately from the mountain pass lemma (see [7] ). More details are given in [5] .
If λ > λ 0 , then such solutions should converge to the true solution of the underlying problem as the computational mesh is refined. However, if λ < λ 0 , then they cannot converge, as no true solution exists, and thus are spurious. Now take Ω to be a cube centered on the origin with −1/2 x, y, z 1/2. We divide Ω into a regular lattice of cubic elements of side h with S h ⊂ H 1 0 (Ω) the space spanned by the basis functions ϕ i (x) which have as support the eight elements centered on the ith node, are trilinear on these elements (i.e., linear in each coordinate direction), are continuous across the element boundaries, take the value 1 at the ith node, and are zero at all other nodes. Thus we may represent U h (x) as
and rewrite (3.1) as
For this calculation, the simple polynomial nature of the nonlinearity means that all integrals can be evaluated exactly by using Gaussian quadrature on each element with four integration points in each coordinate direction. The finite element method thus reduces the problem (3.1) to solving N coupled (nonlinear) equations for the
T ∈ R n and we rewrite (3.2) as
where
we can thus find a branch (λ, U h ) of solutions of the discrete weak equation (3.1). The arguments presented in [15] show that the branch so computed satisfies
where C depends upon the domain, but not on λ, h, or U h . As will be clear in section 5, it is necessary to take N ≈ 10 6 nodes, which leads to severe computational difficulties in solving the algebraic systems. Our technique for finding the solution is to exploit the natural homotopy parameter λ and solve (3.3) by numerical continuation in this parameter given a suitable starting point, and making small reductions in λ at each step. For each such step we solve (3.3) by using a pseudo-Newton method for which the Jacobian of the problem is approximated by a related matrix with reduced memory allocation. These pseudo-Jacobian matrices are symmetric but not positive definite. The resulting linear systems are then solved by using the conjugate gradient method without preconditioning. There are two reasons why preconditioning is not used. First, standard preconditioners are ineffective because the pseudo-Jacobian matrices are not positive definite, and second, the unconditioned method converges relatively quickly. For an unpreconditioned system if the indefiniteness causes difficulties with the convergence of the conjugate gradient (CG) method, then this is readily seen. Although CG is robust only for positive definite systems, we found no convergence difficulties for our (mildly) indefinite problems. For example, on a mesh of 100 3 = 10 6 elements making a step of ∆λ = 0.5 between successive values of λ, on average only 1.32 iterations of the Newton method and 210 inner iterations of the CG method are needed to obtain a convergent solution at each step.
3.2. Starting the branch. An application of standard bifurcation theory to the discrete problem (3.3) implies that there is a bifurcation of a nontrivial solution branch from the zero solution at the value λ = λ 1, h , where λ 1, h is the smallest generalized eigenvalue of the system linearized about U = 0 satisfying
with a nonzero vector ψ 1, h . This equation is a discretization of the Helmholtz equation −∆ψ 1 = λψ 1 , ψ = 0 if x ∈ ∂Ω satisfied (for nonzero ψ) when λ = λ 1 (Ω) and from standard results in approximation theory we have that
. For the unit cube λ 1 = 3π 2 and ψ 1 (x) = ψ 1 (x, y, z) = cos(πx) cos(πy) cos(πz).
Taking λ = λ 1 initially and setting U h =ψ 1 withψ 1 the interpolant of ψ 1 in S h proved a sufficiently accurate initial guess to allow rapid convergence onto the solution branch.
3.3. Convergence of the numerical method. The study of the convergence of the discretizations of general semilinear equations is not new. An overall theory (based upon the implicit function theorem or on concepts of nonlinear stability) has been developed for the numerical approximation of isolated solutions of problems of the form (1.1) for fairly general functions f (u; λ). Good references to this work are given in the monograph by Crouzeix and Rappaz [8] and also in the papers by Lopez-Marcos and Sanz-Serna [12] and Dobrowolski and Rannacher [9] . Such results typically assume that a solution U h has been constructed in a neighborhood of the true solution u and look at the convergence of U h to u as the mesh is refined. For piecewise linear finite elements, we have [9] 
In Lopez-Marcos and Sanz-Serna [12] it is also shown that there exist neighborhoods of u (called stability balls) in which U h both exists and is unique. In Murdoch and Budd [15] these results were applied directly to problems of the form (1.1) and it was shown that the radii of the stability balls were mesh dependent and that spurious solutions could exist outside them. For the estimates of U h − u ∞ the constant B ∞ (u) is proportional both to ∆u ∞ = λu + u 5 ∞ and to the infinity norm of the operator L −1 λ defined in (1.4). Because both are unbounded as λ → λ 0 the above estimate is hard to apply, and descriptive only when h is very small. Consequently, the result (3.4) does not give a completely satisfactory account of the convergence of a numerical method for (1.1).
Spurious solutions of the numerical method.
A secondary difficulty arises with spurious solutions when λ < λ 0 . Obviously, it is important to distinguish such solutions from convergent approximations to solutions of (1.1). In particular, they diverge to infinity in L ∞ (Ω) as the mesh is refined but remain bounded in other norms. Indeed, we observe spurious solutions of (1.1) which remain bounded in H 1 0 (Ω) under mesh refinement and tend to zero in L 2 (Ω). As mentioned in the introduction, the divergence in L ∞ as the mesh is refined can be very slow; typically for spurious solutions of (1.1) we will see that
where N is the number of computational nodes. With such a slow rate of divergence it is not computationally feasible to use fine enough meshes to clearly distinguish between a slowly growing spurious solution and a convergent solution. This motivates the calculations in section 6 where asymptotic methods are used to distinguish between the two types of solution.
3.5. Resolution of the singularity. The main difficulty posed to the numerical method is an adequate resolution of the singularity as λ → λ 0 . A preliminary error analysis can be made by considering the rescaling (2.6) which can also be applied to the finite element discretization. In particular, suppose that
Under this rescaling V H (y) belongs to the space of functions spanned by piecewise trilinear basis functions defined on cubes of side H. In the rescaled variables, we have conjectured that close to its peak the rescaled function v(y) has the approximate form
For V H to approximate this function it is clearly necessary that H 1. Standard error estimates then imply that we can approximate v(y) to an accuracy of O(H 2 ) by using piecewise linear elements and hence, on the original mesh, we can approximate the rescaled function w γ (x) to an accuracy of O(h 2 γ 5 ). Thus, a necessary condition for an accurate numerical solution of (1.1) is that H is small. Now observe that whereas h is known, the value of H can only be determined subsequent to the computation. Moreover, the condition of H being small is not sufficient since we have no a priori guarantee that the value of γ itself is correct. Thus, although the numerical method may be able to resolve the profile of the singularity, it may get its maximum value wrong. This turns out to be a second principal source of error, and we return to this in sections 5 and 6. .1) we study the solutions of the related linear problem (2.4) approximating (1.1) when u is large. A numerical study of this problem is rather simpler than that for (1.1) and yet gives insight into the behavior of the large solutions and affords the possibility of determining the range of existence of the solutions of (1.1) without solving the fully nonlinear problem.
For general x, y the Green's function for the Helmholtz operator satisfies the equation
(where all spatial derivatives are expressed in terms of x). Since
we may write
where the continuous but nonsmooth function g λ (x, y) is called the regular part of the Green's function. It follows from (4.1) and (4.3) that
Following Brezis [1] we define the function ϕ λ (x) ≡ g λ (x, x). McLeod [13] and Schoen [16] showed independently that if ϕ λ (x) > 0 for some point x in Ω, then (1.1) has a solution. In [1] it is shown that ϕ λ (x) increases with λ and hence there is a unique λ = λ * * and an x 0 ∈ Ω, such that
Hence we have the following result. Lemma 4.1. The problem (1.1) has a solution if λ > λ * * .
McLeod conjectured that λ * * = λ 0 . Strong numerical evidence supporting this conjecture is presented in the rest of this paper.
It is clear from the discussion above that a numerical computation of the function g λ (x, y) and hence of ϕ λ (x) has the potential of giving much insight into the solutions of (1.1). This computation requires the solution of a linear problem, which can be determined with great accuracy at relatively little cost. In cuboid domains centered on the origin, symmetry arguments imply that x 0 = 0 and hence we need only compute ϕ λ (0). Equation (4.4) has a singularity as |x − y| → 0 making computation difficult. Consequently, we solve a related problem which removes this singularity. In contrast to (4.3) we write
A simple calculation shows that
and substituting (4.5) into (4.1) and using (4.6) we obtain
If y / ∈ ∂Ω, then the function θ λ is smooth on the boundary of ∂Ω. Thus, if λ < λ 1 , standard results from the theory of elliptic partial differential equations predict that the function h λ exists and is smooth in the interior of Ω. Finally, using (4.3) and (4.5) it follows that
To compute λ * * for cuboid domains with x 0 = 0 we solve (4.7) for h λ (x, 0) using the finite element method with the same mesh and basis functions as in section 3. Letting x → 0 in (4.8) then gives
The value of λ * * is determined by using path following in λ and interval bisection to find the unique value for which ϕ λ * * (0) = 0. We note that as the function h λ is smooth, then standard error estimates of the form (3.4) from the theory of the finite element method may be applied to estimate the accuracy of the above computation. As the value of θ λ on ∂Ω depends smoothly upon λ, as does the inverse of the linear operator in (4.8), the constants implied in these calculations (unlike those in the calculation of the nonlinear equation) are largely independent of λ, and consequently we predict a consistently accurate solution. Table 4 .1 presents calculated values of λ * * for Ω is a cube of side 1, using the finite element method described in section 3. Here, λ * * (h) is the numerical approximation to λ * * obtained by using mesh of side h.
Studying Table 4 .1, we have strong evidence that asymptotically
consistent with the second order convergence of the finite element method when using trilinear basis functions. Using two successively finer meshes we estimate C and λ * * to give the numbers in the third and fourth columns of the table. These strongly imply that for a cube of side 1 λ * * ≈ 7.5045. (4.11)
5. Finite element solutions of the full nonlinear problem. We now return to the nonlinear problem (1.1) and present the results of some computations. An asymptotic analysis of these computations is given in section 6. By computing the bifurcation diagram for (λ, U h ) in various norms we can investigate the solution (and in particular the formation of the singularity) for a range of values of λ. A preliminary guide to the accuracy of this calculation is given by the local analysis of section 3 which showed that the developing peak can be realistically resolved only if H as defined in (3.5) is small. Consequently, we label the corresponding meshes as coarse and fine depending upon the resulting value of H. An immediate difficulty with this computation is that whereas the value of h is known a priori, the value of γ (which is a strongly nonlinear function of h) and a mesh can be classified only as coarse or fine subsequent to a numerical calculation. As discussed in section 3, having a fine mesh does not guarantee the accuracy of the calculation. However, we show that the solutions on the fine meshes obey scaling laws making them amenable to asymptotic analysis.
5.1. Coarse mesh solutions. Our initial calculations for (1.1) were made with a mesh varying from h = 1/10 to h = 1/50. While the case of h = 1/10 corresponds to 10 3 elements and can certainly be regarded as coarse, a mesh with h = 1/50 has 1.25 × 10 5 elements and may intuitively be regarded as fine. However, results on this mesh, although looking reasonable, are misleading as H is large. We present these results here to give some insight into the nature of truly spurious solutions which do not in any way resolve the singularity in u and from which little useful information can be extracted, leaving calculations on finer meshes to the next subsection. From Figure 5 .1 it is evident that a solution branch of the numerical discretization exists for all λ < λ 1 . A steep gradient forms in each figure and the value of λ at which this occurs decreases as the mesh is refined. This gives the misleading picture that λ 0 is close to zero. However, we observe that as the mesh is refined, there is little agreement among any of the curves when λ 13 and the structures observed for this range of λ should be viewed with suspicion. A qualitative indication of this is the nonmonotonicity of the graph of U h ∞ under mesh refinement, leading to a braiding structure in the bifurcation diagram.
A useful measure of the error of the solution is given by the value of H when λ = λ * * . In particular we have H = 4.914 if h = 1/10 and H = 1.157 if h = 1/50.
Bifurcation diagrams for the fine mesh solutions in various norms.
We now look at computations on finer meshes for which H takes smaller values than previously and for which the results obey a detectable asymptotic scaling law as h → 0.
The maximum norm.
A plot of U h ∞ against λ for values of the mesh size from h = /60 to h = 1/100 (10 6 elements) was presented in Figure 1 .1. The solution branches for all these meshes agree for λ 12, and for smaller values of λ this figure is strikingly different from Figure 5 .1. Excepting the case of the h = 1/60 branch near λ = 0, we see that the value of U h ∞ is monotonically increasing as the mesh is refined, avoiding the braiding seen earlier. In this case the value of H when λ = λ * * decreases from H = 1.032 when h = 1/60 to H = 0.774 when h = 1/100. Although this value is still not very small, it appears to be small enough for the asymptotic theory we will develop to be descriptive. It is revealing to also plot 1/ U h 2 ∞ . This is given in Figure 5 .2. For the sphere it is shown in [4] , [3] the cube is approximately linear for 12 < λ < 15 but departs from linearity as λ is reduced. Extrapolating the linear section gives an intercept (indicated) at a value of λ close to λ * * . In section 7 we will demonstrate much stronger reasons for believing that λ 0 = λ * * . In Table 5 .1 we present a table of U h ∞ for various values of λ between 0 and 10, with mesh sizes between h = 1/10 and h = 1/100. For any fixed value of λ in the table the value of U h ∞ is ultimately monotonically increasing as the mesh is refined; however, the smaller the value of λ, the finer the mesh must be taken before this monotonicity is observed and any scaling law becomes apparent. Table 5 .1 clearly indicates the difficulties in determining the difference between a convergent and a spurious solution. For λ > λ * * = 7.5045, Lemma 4.1 gives the existence of a solution of (1.1) and consequently U h will converge toward this solution as h → 0. However, it is almost impossible from an a priori inspection to differentiate between a convergent solution at λ = 8 and a potentially spurious solution at λ = 7.
To demonstrate this we plot in Figure 5 .3 the value of U h ∞ for λ = 6, 7, 8, 9, 10 as h is refined, noting that the latter three graphs all correspond to convergent solutions. For sufficiently small h each of these graphs takes on a regular appearance which appears to indicate a regular and slow growth in U h ∞ as h is reduced, although we note that this is not inconsistent with convergence, only that h is not sufficiently small for convergence to be apparent for the meshes used. Now taking λ = λ * * we study this asymptotic growth in more detail. In Table 5 .2 we present U h ∞ and h 1/4 U h ∞ for varying h and also estimates of K and p obtained by applying the formula γ = Kh p to successive entries in the table through p = (log( U h1 ∞ ) − log( U h2 ∞ ))/(log h 1 − log h 2 ) and K = ( U h2 ∞ )(h p 2 ). These results imply strongly that p is close to −1/4 and are fully consistent with the predictions of the formal asymptotic formula (1.7).
More generally the results in section 7 imply that if λ is close to but larger than λ 0 , then for h lying in the range u is monotonically decreasing as the mesh is refined.
The Sobolev norm.
In Figure 5 .4 we display the solution branches in the H is roughly constant as λ is varied, although its maximum norm γ is changing. Observe that if w γ (x) is defined as in (2.9), then
which is both independent of γ and close to the converged value. As the greatest contribution to the Sobolev norm of both u and of w γ comes from the contribution due to the peak, this result is consistent with the conjecture made in section 2 that in the peak u is closely approximated by w γ .
The form of the solution.
From the calculations on the fine meshes we may draw some preliminary conclusions as to the form of the solution, in particular evidence for uniqueness, singularity, and symmetry. We summarize these here.
5.3.1.
Uniqueness. An initial, simple, but important observation for the cube is that the solution branch bifurcates monotonically to the left, so that U h ∞ increases as λ decreases. In particular, there are no fold bifurcations or transcritical bifurcations on the branch and the solutions on the main branch appear to be unique for all values of λ < λ 1 . All attempts to find additional solutions by starting from a point far distant from the main branch failed to give anything new. Accordingly, we make the conjecture that the solutions of (1.1) are unique in cuboid domains.
5.3.2.
The behavior close to the peak. In section 2 we discussed two descriptions of the approximation, namely, approximating u 5 by a delta function and w γ .
• approximating u by the function w γ . Some support for these has already been given by the results presented in Figure 1 .2. To make this comparison more precise, we take λ = λ * * , h = 1/100 for which we find that γ ≡ U ∞ = 8.812. In Figure 5 .5 we compare U h with w γ . In both cases a section of the function is taken along the line x = y = z with r = x 2 + y 2 + z 2 . For comparison on this graph we also plot the function f (x) ≡ 4π √ 3G λ (x, 0)/γ. (The choice of the multiplicative constant will be made clear in section 5.3.3.) This figure is significant as it leads naturally to the asymptotic analysis that follows in section 6. Note that the approximation of U h by w γ is very good if r < 0.2, for example, |U h − w γ |/w γ < 0.15 throughout this range, and near coincidence of the graphs as r reduces. Conversely, the approximation of U h by f is very good if r > 0.05 with, again, near coincidence of the graphs. Significantly, these two ranges overlap.
In Figure 5 .6 we give a section of the solution U h with associated contours through the plane z = 0. This figure gives a strong indication that U h is close to being radially symmetric for even moderately large values of x.
To make a quantitative assessment of this symmetry and also to compare U h (x) with the (radially symmetric function) w γ (x) more carefully we calculate the function e(x) ≡ U h (x) − w γ (x) over the same range of parameters as before, considering the three lines l 1 ≡ {(x, y, z): y = z = 0}, l 2 ≡ {(x, y, z): x = y, z = 0}, and l 3 ≡ {(x, y, z): x = y = z}. The resulting three curves are then plotted in Figure 5 .7. This latter graph makes it clear both that U h is close to w γ over a wide range and also that the function e(x) is itself very close to being radially symmetric. Indeed, if |x| < 0.3, then the estimates for e(x) on the three radii differ by at most |e(x)|/8 with often better agreement. We make use of both of these observations in our asymptotic computations. 5.3.3. Behavior away from the peak. It is clear from Figure 5 .5 that away from the peak that U h is close to 4π √ 3G λ /γ. This is consistent with the approximation for u given in (2.4) for which we had u = AG λ (x, 0). From section 4 we have that
Now if γ is large, γ 2 |x| is large, and |x| is small, then
, so the two approximate descriptions of u agree to leading order if
leading to the choice made in Figure 5 .5. By making a small change to this result and taking A = 1.012 × 4π √ 3/γ, then the agreement is even better, with the functions nearly coinciding. The reason for this small correction will be made evident in the next section. A comparison is made in Figure 5 .8 of the difference between these two functions in this case along the three radii taken before.
From this discussion we infer the following description of U h if γ is large.
• There is an (inner) region |x| < r 1 such that U h is close to the radially symmetric function w γ . Furthermore, the departure of U h from radial symmetry is much smaller than the difference |U h − w γ |.
• There is an (outer) region |x| > r 2 such that u is close to AG λ for appropriate A. G λ * * against |x| along the same three radii indicated, with γ = U h ∞, h = 1/100, and λ = λ * * = 7.5045.
Significantly, our numerical calculations strongly indicate that r 2 is somewhat less than r 1 and that both approximations are good in the annulus r 2 < |x| < r 1 . Note further that for λ = λ * * , h = 1/100, γ = 8.812 we can take r 2 = 0.05, r 1 = 0.2. In the rescaled variable y = γ 2 x we have γ 2 r 2 = 3.87 and γ 2 r 1 = 15.49, so that, while r 1 is small, in the rescaled variables the corresponding value is relatively large. This is important for the analysis in the next section.
6. Asymptotics of the discrete solution for large γ. Motivated by the above calculations, we now develop a descriptive asymptotic theory. The results of the numerical calculations reported in the previous section have allowed us to draw some preliminary conclusions about the form of the solutions of (1.1) but are imprecise due to the relative coarseness of the discretization. To continue our discussion we now make a formal asymptotic calculation of the nature of the numerical discretization. This calculation then allows us to post-process the numerical results to obtain a more accurate picture of the form of the solution. This calculation extends those given in [15] and [5] .
The principal errors in the numerical approximation occur when u is large and has a large gradient. This occurs at the peak, precisely when u is well approximated by w γ with γ = u ∞ . Our computations have also shown that the discrete function U h is close to w γ if now γ = U h ∞ . Thus we will proceed by calculating the difference between U h and w γ and using this calculation to estimate U h ∞ . To obtain an asymptotic description of the piecewise linear function U h we require a piecewise linear approximation of w γ . A convenient such function is the interpolant W γ, h (x) to w γ (x), which is the piecewise linear function coinciding with w γ (x) on the nodes of the mesh. Provided that H is small, the functions w γ and W γ, h are close. To do this we consider a representation of the function U h (x) on an inner and an outer region, such that on the inner region |x| is small and the function u is large and very close to being radially symmetric. Conversely, the outer region excludes the origin but extends to the boundary of Ω. These regions intersect in an annulus r 1 < |x| < r 2 in which |x| is small but γ 2 |x| is large.
6.1. The inner region. We rescale the functions so that U h (x) = γV H (γ 2 x), introduce the rescaled variable y = γ 2 x, and define W γ, h (x) = γW 1, H (γ 2 x), where now W 1, H (y) is the piecewise linear interpolant of the function w 1 (y) on a uniform mesh of size H. Now, express the function V H (y) in an asymptotic series so that
By construction, for each basis function ϕ i (x) ∈ S h , we have the identity
Suppose that ϕ i, H (y) is defined to be ϕ i (x) expressed on the rescaled mesh and that all quadratures are now calculated with respect to y. We have
Substituting the asymptotic expression for V H into the above gives equations for V 1, H , V 2, H , etc. For V 1, H to satisfy the leading order equation exactly we would require
In fact, (6.1) has the solution w 1 (y) given in (2.9), but this function is not piecewise linear. Instead we take V 1, H to be the interpolant W 1, H and introduce a small discretization error into the leading order expression, which enters into the calculation of the function V 2, H . This error can be expressed in terms of a residual R i , where
Subtracting the identity (6.1) satisfied by w 1 gives
Now looking at the next term in the asymptotic expansion for V H and using (6.2) we have
Here the implied constant in the order term is bounded by a multiple of (|u yyxx | + |u zzxx |+|u yyyy |+|u yyzz |+|u zzzz |+O(H 2 )). Repeating this argument for the different ranges of y and z and then for ay and az gives (6.5). Now, let b E = | f (u) − f (U H ), ϕ H |. As u and U H are close if H is small, we can estimate this by b max E {|f u (u)|}{|u − U H |} 1, ϕ H . Now, standard results from interpolation theory imply that there is a constant K independent of u such that
As 1, ϕ H < 4H 3 , this gives b E < H 5 B with B defined in (6.6). Combining these expressions gives the result in the lemma. To apply this result to calculate R i , we take u = w 1 , f (u) = u 5 and note that the choice of the origin as being the center of the element was quite arbitrary. Now we consider again (6.3). For large s = |y|,
. Now the second derivatives of w 1 vary as 1/s 3 , and the fourth derivatives as 1/s 5 . Suppose that we look at the value of R i corresponding to an element centered on y. We can thus estimate that the corresponding values of A i and B i from (6.5), (6.6) to be
where α and β are bounded independently of i. For this range we have
, if r h. Assuming this is the case (consistently with our numerical observations), we have that to a very good approximation
This equation is the weak form of
which has the solution
For large y this solution is smooth and has small second derivative terms proportional to 1/s 3 . The discrete solution is consequently a perturbation with discretization error proportional to H 2 /s 3 . Hence there are constants a H , b H such that
We use quadrature to estimate the value of the constant b H . A direct calculation shows that the function Set Ψ H (y) to be the piecewise linear interpolant to the function ψ(y). Differentiating (6.3) with respect to γ we have that ∀ i
The exact expression for T i is complex, but simple scaling arguments imply that there exists a constant C such that |T i | < C|R i |. (See the more detailed calculation given in [5] .) We now calculate b H by using a discrete form of the divergence theorem. Consider a cube C ⊂ Ω γ aligned with the mesh, centered on the origin, and of side 2S, where S is large and an integer multiple of H. Now introduce piecewise linear functionsΨ H andV 2, H which coincide with Ψ H and V 2, H at all mesh points interior to C, but which are zero on the boundary of, and exterior to, C. As both the functionŝ Ψ H ,V 2, H are in the span of the set of functions ϕ i, H , there exist V i , Ψ i such that
Taking a linear combination of (6.3) and (6.11) and subtracting give
The left-hand side of (6.12) has two contributions given by
(6.14)
Both of these expressions have contributions only from integrals over those cubes adjacent to the boundary of C. Furthermore, for large y the terms in expression (6.13) completely dominate those in (6.14) and we need only consider their contribution to (6.12) . Consider (6.13), first taking the expression
Now set χ = Ψ H −Ψ H and t = V 2, H . Then if −S < y, z < S, we have χ(S −H, y, z) = 0 and χ(S, y, z) = Ψ H (S, y, z). Now consider the face of C for which x = S is constant. The contribution to (6.15) from integrals over cubes adjacent to this face is (χ x t x + χ y t y + χ z t z ) dx dy dz.
As χ and t are piecewise linear functions, it follows that χ x t x does not depend upon x. Thus S x=S−H χ x t x dx = Ψ H (S, y, z)(V 2, H ) x (S, y, z), (6.16) where the derivative of V 2, H is the value attained as x tends to S from below. Similarly, a direct calculation gives
with a similar result for χ z t z . If we now consider the contribution over the same face of C of the second term a(V 2, H −V 2, H , Ψ H ) in (6.13) we obtain identical expressions to (6.16), (6.17) but with V 2 H and Ψ H interchanged. Subtracting the two expressions of the form (6.17) gives
Repeating this calculation over the faces y = S and z = S and combining these results give
where dA is the surface area element of the cube with outward pointing normal, and the gradients are taken in an inner neighborhood of the boundary. The contribution to (6.18) by the term involving the constant b H is given by
From the explicit form of ψ we have for large y that ∇Ψ H = ∇ψ + O(H/|y| 3 ) and hence, evaluating the integral of ∇ψ over the cube explicitly, we have
The other principal contribution to (6.18) is then given by the surface integral of −3λy/|y| 2 which evaluates explicitly to αS, where
Returning to expression (6.12) we then have, to leading order,
In the above, the inner product λW 1, H ,Ψ H is the discrete form of the integral w 1 , ψ over the cube. Again, this can be evaluated explicitly and for large S converges to (αS + 12π √ 3πλ)(1 + O(H 2 )). Here, the constant implied in the O(H 2 ) term does not involve γ. Now consider the two sums which are taken over the elements interior to C. As R i decays rapidly for large |y|, both sums rapidly tend toward a finite limit as S increases; thus we may take the sums to be infinite. This sum may be evaluated numerically by using the explicit construction for R i over successively larger cubes and finer meshes. Note that as R i and T i scale as H 5 and the cube C contains 8S 3 /H 3 cubes of side H, the resulting sums scale as H 2 . Numerical experiments confirm this relation. By making a series of calculations over successively finer meshes and for cubes of increasing size we estimate that
Now the terms T i each have similar magnitude to the terms R i . Consequently, estimating V 2, H by the dominant contribution of s we have that the sum involving T i is, at worst, of order H 2 , where the implied constant does not depend upon γ and this sum is thus dominated by the terms involving R i .
By comparing constant terms in the expression for b H we then have
We note that this estimate for b H does not depend upon the domain, but does depend upon the fact that we are using cubes as elements. In principle we can also calculate b H for other element shapes. (In [5] a similar calculation of b H for elements comprising concentric circles gave
Combining our estimates and rescaling we can derive an inner expression for U H for r small and s large of the form
with b H given by (6.19).
6.2. The outer region. The analysis in the outer region is much simpler as here the solution u is smooth and U h (x) is a good approximation. The error made in this approximation is proportional to h 2 u and does not involve γ. In this region we have (from the discussion in section 5) that
In [5] it is shown that
hence, we predict that as r is reduced
where the error is small provided that r h. A more complete analysis of the error made in this expression for the closely related radially symmetric problem term is given in [5] .
6.3. Matching. The two expressions (6.20) and (6.21) can be compared in a region where r and u are small and s is large. Expanding (6.20) gives
.
Comparing with (6.21) we have excellent agreement provided that
Substituting (6.19) into this relation and rescaling give in the limit of large γ
for those values of h for which H 1. The expression (6.22) gives an asymptotic description of the value of U h ∞ . Significantly, (6.22 ) is satisfied by a finite value of γ when g λ (0, 0) = 0.
(Note further that even better agreement is obtained if the multiplying factor of 4π √ 3/γ is replaced by 4π √ 3/γ(1+a H / √ 3γ 4 ), which accounts for the small correction noted in section 5.)
7. Conclusions from the asymptotic formulae. In this final section we now look at the predictions of the formula (6.22). We show that they are fully consistent with the numerical calculations. This gives support to the validity of the approach and also allows us to extrapolate the results to obtain a more accurate picture of the solution. These results can then be used as the basis of error estimates both for an adaptive mesh procedure and for calculations on other domains; see [6] .
7.1. Divergence for λ = λ * * . For λ λ * * we have g λ (0, 0) 0. It is possible for the expression (6.22) to have solutions in this case, and these grow as h is reduced. This is fully consistent with the prediction of the existence of the spurious solutions. In particular, if we set λ = λ * * so that g λ (0, 0) = 0, then for (6.22) to apply we must have γ = 3πλ * * 0.017605 1/8 h −1/4 = 2.821h −1/4 , (7.1) giving (1.7). This result is in excellent agreement with the results presented in Table 5.2. The agreement is especially good when we consider that the calculated value of H when h = 1/100 is 0.774, which is not particularly small.
When λ < λ * * the asymptotic formula predicts that γ grows like h −1/4 for moderate values of γ and like h −1/3 for larger values. Numerical experiments can be made only on feasible meshes for the moderate values, and O(h −1/4 ) rates of growth are indeed observed in these cases. Observe that h has to be taken sufficiently small so that hγ 4 is small before the (standard) error estimate (7.4) is sharp. In fact the estimate (7.3) is descriptive over the wider range of values of h given by hγ 2 small. For values of h such that hγ 2 is small but hγ 4 is not small, the formula predicts that γ should again grow like h −1/4 consistent with the results presented in Figure 5 .3. It is of interest to compare the predictions of (7.3) with the results in Figure 5 .3. Accordingly, we set λ = λ * * , take a sequence of values of Γ = 6, 8, 10, 16, ∞ (where the latter case is equivalent to using the formula (7.1)), and calculate γ as a function of h as h is reduced. This calculation gives the graph presented in Figure 7 .1, which is directly comparable with Figure 5 .3, and shows close similarity to it, provided that h is sufficiently small. To compare (7. 3) more precisely with the calculated values, we consider the formula Γ = γ 1 − Ch 2 γ 8 /λ to be exact for calculations on the two successive meshes given by h = 1/90 and h = 1/100 and use this to estimate C. The resulting estimates of C when λ is close to λ * * are given in Table 7 .1. These values are again in good agreement with the asymptotic formula-especially that given when λ = 8. As a final calculation, we now use (7.3) to post-process the results. For a calculated value of γ on a mesh with h = 1/100 we determine the value of Γ given by (7.3) . This extrapolated value serves as a better estimate for u ∞ than γ. In Figure 7 .2 we plot the resulting value of 1/Γ 2 as a function of λ compared with the value of γ obtained when h = 1/100 and also when h = 1/50.
We now see that the graph of 1/Γ 2 is very close to being a straight line over a wide range of values of λ with an intercept very close to λ * * . This gives us further confidence in saying that λ 0 = λ * * .
The results from this discussion indicate how we should proceed to calculate on more complex domains and with finer meshes. First, the result (7.3) involves a constant which depends upon the fact that we are using cubic elements but not on the precise domain used for the integration. Thus it can be used to post-process calculations on more complex domains. Second, the result (7.4) gives an asymptotic error estimate which can be incorporated into an adaptive mesh strategy. Some preliminary indications of the effectiveness of this are given in [6] .
