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The surface plasmon polaritons (SPP) of graphene reflect the microscopic spatial variations of underlying
electronic structure and dynamics. Access to this information requires probing the full SPP response function.
We image the graphene SPP phase and amplitude by combining scanning probe tip coupled surface plasmon
interferometry with phase resolved near-field signal detection. We show that a simple analytical cavity model
can self-consistently describe the phase and amplitude response both for edge, grain boundary, and defect SPP
reflection and scattering. The derived complex SPP wavevector, damping, and carrier mobility agree with the
results from more complex models. This phase information opens a new degree of freedom for spatial and
spectral graphene SPP tuning and modulation for opto-electronics applications.
PACS numbers:
The light-matter interaction of graphene is distinct from
that of other forms of matter due to its unique electronic band
structure. The high quantum yield has already enabled a range
of opto-electronics and photonic applications based on single
particle excitations. However, even more unusual are the col-
lective particle excitations in the form of Dirac plasmons, typ-
ically in the infrared spectral range, with their properties con-
trollable by electric field gating, doping, or multilayer stack-
ing [1–5]. In the long wavelength limit the unique properties
of massless Dirac fermions lead to a very large reduction of
surface plasmon polariton (SPP) wavelength compared to the
free space excitation wavelength: λSPP/λ0 ' 2αEF/(ε~ω) ∼
α [6], with the fine structure constant α. The short SPP wave-
length gives rise to a strong spatial confinement, but the mo-
mentum mismatch due to the associated large in plane wave
vector concomitantly requires high k-vector field components
for the SPP excitation. That coupling can be achieved through
the near-field of the nanometer scale apex of a scanning probe
tip [7–9]. Using the tip to excite and subsequently scatter the
Dirac plasmons polarization into detectable far-field radiation,
the expected deep-sub-wavelength SPP standing wave from
boundary reflections at mid-IR frequencies could be imaged
using scattering-type scanning near-field optical microscopy
(s-SNOM) and described theoretically [10–13].
The plasmon wavelength, its damping, and other spatial de-
tails directly relate to the local electronic structure, which is
determined by doping or strain [1, 2, 14], the number of layers
and their stacking order [5, 15, 16], and is further modified by
atomic scale discontinuities at edges, grain boundaries, and
defects. With the exquisite sensitivity of the spatial plasmon
response to these parameters, near-field plasmon interferom-
etry can serve as a sensitive probe for the electronic structure
and its spatial inhomogeneities, which are difficult to access
by other techniques.
However, near-field imaging experiments have so far only
analyzed the amplitude of the optical response [10–13]. The
full characterization of s-SNOM amplitude and phase re-
sponse is not only desirable in general [17, 18]. For graphene
in particular, it it not only necessary to provide a complete
understanding of its optical response function, but can pro-
FIG. 1: (color online) a) Graphene SPP dispersion relation for
EF = 0.4 eV. Inset: Pauli blocking arising from doping-induced
Fermi level shift. b) Illustration of tip-induced SPP excitation and
subsequent interference due to emission of scattered and reflected
SPP waves. c) Schematic of the experimental setup.
vide complementary self-consistent information to validate
proposed models.
Here, we provide near-field interferometric full phase and
amplitude resolved spatial imaging of graphene plasmons re-
flected and scattered by external (edges) and internal bound-
aries (folds and grain boundaries), as well as defects, of sin-
gle and multilayer graphene. That independent measurement
and control of the full spatial optical response function of the
plasmon field provides additional and direct information about
differences in phase behavior of the plasmon interaction with
the reflecting internal and external boundaries. Moreover, the
knowledge of the SPP response function in terms of amplitude
and phase allows us to develop a simple cavity model that pro-
vides a full, self-consistent, and intuitive description of the es-
sential optical physics of the graphene plasmons and comple-
ments the more complex numerical electrodynamic theories.
We derive plasmon wavevector, damping, and carrier mobil-
ity, with values in agreement with theory.
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2In the spectral region ~ω < 2EF , where Pauli blocking oc-
curs, graphene exhibits a Drude-type behavior [19] and the
SPP wavevector is given in turn by the local Fermi level EF
and free-space wavelength λ0 by [2]
kSPP =
2pih2c2ε0κ
e2EFλ20
, (1)
where κ is the average dielectric function of the embed-
ding media κ = κ1 + iκ2 = (ε1 + ε2)/2. Fig. 1(a) shows the
calculated dispersion relation of the graphene SPP, assum-
ing EF = 0.4 eV and κ = 2.5 (corresponding to SiO2/air at
λ0 = 10.8 µm [20]) as an example, and compared to the light
line (blue). The large in-plane momentum necessary to over-
come that wavevector mismatch is provided by the evanescent
near-field of the tip with apex radius r ∝ 1/ktip [7–9]. SPP’s
are thus launched, and subsequently scattered or reflected at
electronic inhomogeneities in the form of, e.g., defects [10],
edges [10, 11], or other structural discontinuities [12, 13] as il-
lustrated in Fig. 1(b). These reflected waves, after propagating
back to the tip, interfere with other local near-field signal con-
tributions and are scattered by the tip into the far-field where
they are detected [10, 11].
In the experiment as shown in Fig. 1(c) a 13CO2 laser (Ac-
cess Laser, λ = 10.8 µm) is focused onto the tip of an atomic
force microscope (AFM, Anasys Instruments) operating in
tapping mode using an off-axis parabolic mirror (NA = 0.35, P
∼ 5 mW). The tip-scattered near-field Enf is homodyne ampli-
fied at the HgCdTe detector (Kolmar Technologies) with the
reference field Eref from the other arm of the Michelson inter-
ferometer. The far-field background is suppressed by lock-in
demodulation (Zurich Instruments) at the third harmonic of
the cantilever frequency [21]. In order to further suppress
amplification of the near-field by the self-homodyne back-
ground Ebg with uncontrolled phase [22] a strong reference
field Eref/Ebg ≥ 10 is used [23]. By collecting raster-scanned
images at two orthogonal reference phases, the full complex
valued tip-scattered near-field A˜ = AeiΦ can be determined
with low error [17]. Mechanically exfoliated graphene [24]
on SiO2 was obtained commercially (Graphene Industries).
Fig. 2 shows a typical image of a high-aspect ratio graphene
wedge, chosen to feature both single and bilayer regions as
indicated in the topography (a), with s-SNOM amplitude A=
|A˜| (b) and phase φ = Arg(A˜) (c). The detected tip scattered
light is a superposition of the intrinsic sample optical response
that is expected to be largely independent of tip position, and
the SPP waves whose properties will be a function of the lo-
cal environment or geometry. The amplitude thus exhibits a
standing wave pattern from the local interference of SPP re-
flection from both edges of the wedge, with a maximum seen
at a distance of λ/4 in good agreement with previous studies
[10, 11]. Phase and amplitude standing waves both exhibit a
periodicity of λ/2 and differ by ∼90◦. A distinct feature is
the phase maximum pinned to the edge. The bilayer region
(dotted line) at the tapering end of the wedge is characterized
by a decreased amplitude, in addition to reduced λSPP as seen
FIG. 2: (color online) AFM topography (a), near-field amplitude
A= |A˜| (b), and near-field phase φ=Arg(A˜) (c) of a graphene wedge.
The transition from single layer (SL) to bilayer (BL) graphene is
indicated.
by a shifting of the maxima in both the amplitude and phase
(black dashed lines) closer to the edge of the wedge.
Fig. 3 shows the corresponding behavior of SPP’s at grain
boundaries and folds, with AFM topography (a), SPP ampli-
tude (b), and phase (c) of monolayer graphene with a high
density of both kinds of linear defects. As seen in both A
and φ, plasmon reflection and standing wave behavior are ob-
served and are qualitatively similar to the external boundaries.
The spatial signal variations along the boundaries and within
the graphene domains are highly reproducible, including vari-
ations in SPP wavelength and amplitude across boundaries.
FIG. 3: (color online) AFM topography (a), near-field amplitude
(b), and near-field phase (c) of a region of single-layer graphene with
a high concentration of grain boundaries and folds.
Previous models described the measured SPP interference
images to good agreement [10–13]. However, they relied on
complex numerical approaches, and did not address the phase.
Here we show that the SPP oscillations can be described in
both amplitude and phase simultaneously using a simple phe-
nomenological cavity model with no independent parameters
as shown schematically in Fig. 4(a). The tip-scattered near-
field response of graphene is the sum of a non-resonant di-
3FIG. 4: (color online) Illustration of graphene SPP cavity model (a).
Calculated SPP distribution of amplitude (b), phase (c), and corre-
sponding line cut along dashed line (d), with local tip excitation and
reflection from a boundary at the left edge. Resulting spatial standing
wave SPP map of s-SNOM amplitude (e), phase (f), and line cut (g)
when scanning the tip.
electric contrast contribution ψ˜gr, a resonant local tip-induced
SPP term ψ˜SPP,0, and the reflected SPP fields ψ˜SPP,i, as
Ψgr = ψ˜gr + ψ˜SPP,0 +∑
i
ψ˜SPP,i, (2)
each with respective amplitude and relative phase as illus-
trated in Fig. 4(a). In addition we consider a SiO2 sub-
strate near-field response ψ˜sub. We describe ψ˜SPP,i = R˜i ×
ψ˜SPP,0 exp{−2Re(kSPP)ri(γ+ i)} with decay constant γ, dis-
tance between tip and reflection ri, and complex valued scat-
tering coefficient R˜i.
In order to account for the finite size of the tip apex generat-
ing a spatially averaged near-field response we use a weight-
ing function Θ convolved with the spatially varying optical
response Ψ to give the simulated s-SNOM amplitude A˜(r) =
Ψ(r′)∗Θ(r− r′). As discussed below we find that treating Θ
as Gaussian to approximate the evanescent nature of the tip
near-field, peaked at r, with a width of 11 nm to model the
tip radius, provides good agreement with the experimental re-
sults.
Fig. 4 shows the calculated spatial distribution of SPP am-
plitude (b) and phase (c) for a stationary point source (tip)
located at a fixed distance from a reflecting straight boundary
located on the left edge (green line). For all calculations we
use ψ˜gr = 0, ψ˜SPP,0 = 1, R˜ = −1, and γ = 0.1. The line cut
(d) taken along the dashed line separating (b) and (c) shows
the propagation of the SPP away from the tip and its subse-
quent perturbation by the reflected SPP. Scanning the tip then
results in a parallel standing wave pattern in spatial s-SNOM
amplitude (e) and phase (f) as seen experimentally. From the
line cut (g) we see a standing wave period of λ/2 for both
phase and amplitude in agreement with experiment (for ex-
tended discussion of model and origin of observed phenomena
see supplement).
FIG. 5: (color online) Line cuts of phase (red) and amplitude (blue)
taken along the dashed lines in Fig. 2 with (i) shown in (a) and (ii) in
(b). Dashed lines are fits to cavity model for a single parameter set.
We first compare the measured s-SNOM signal with our
model by examining line cuts in Fig. 2 along the dashed lines.
Fig. 5 shows experimental phase (red) and amplitude (blue)
along the dashed lines (i) and (ii) in Fig. 2, with (a) and (b) cor-
responding to single layer and bilayer graphene, respectively.
Graphene Edges on both sides are assumed to have identical
reflection and decay parameters for ψ˜SPP,i. The dashed grey
lines show the results of the model calculations, reproducing
for just a single parameter set for the single and bilayer, re-
spectively, all the main spatial features both in amplitude and
phase simultaneously. The only exception is a larger than pre-
dicted decrease in amplitude at the graphene edge as discussed
below.
The best agreement between theory and experiment is ob-
tained for a reflection coefficient of R ≈ −1, corresponding
to a pi phase shift, with SPP wavelength of λSPP = (260±10)
nm, and γ= 0.25±0.04 for the single layer (a). For the bilayer
(b) we find a shorter wavelength of λSPP = (190±10) nm as
discussed below, yet the same damping and reflection coeffi-
cients. We further find a phase difference of ∼ 65◦ between
ψ˜gr + ψ˜SPP,0 and SiO2 substrate response ψ˜sub for both single
layer and bilayer graphene. This phase shift is less than the
90◦ expected between the resonant SPP and non-resonant sub-
strate response. However, because graphene does not entirely
screen the tip-substrate interaction, signal contributions from
the underlying SiO2 reduce the overall phase shift. While the
phase for bilayer and single layer graphene are identical, an
overall smaller amplitude of ψ˜gr + ψ˜SPP,0 is found for bilayer
graphene.
To model the observed spatial SPP behavior at the different
internal interfaces, we examine the line cut in Fig. 3(b) (red
dashed line) as an example. Resulting phase and amplitude
traces are shown in Fig. 6(a) together with the result of the
model (grey dashed lines). Note that the left (right) sides of
the boundary have different SPP wavelengths of λSPP = 240
nm (260 nm), as well as different reflection coefficients of
R˜ = 0.45 (0.55). The different wavelengths and thus wavevec-
tors indicate a possible difference in electronic structure on
either side of the linear defects in that region. Variations in
reflection coefficients can be explained by the change in SPP
wavevector across the boundary, where momentum conserva-
4tion facilitates transmission from the high-momentum to low-
momentum side similar to material interfaces in conventional
optics.
To determine and model possible local variations in elec-
tronic properties that underly the complex optical response,
Fig. 6(b) shows the relationship between λSPP and maxi-
mum amplitude Amax extracted from both sides of a series of
representative boundaries indicated by black dashed lines in
Fig. 3(b). A clear correlation of an increase in SPP intensity
Amax with an increase in λSPP is observed. Since Amax is di-
rectly related to the reflection coefficient, this correlation is
due to the reduced reflection of high-momentum SPP’s.
Using Eq. 1 we can relate that variation in SPP wavelength
to local variations in the Fermi level. Shown in Fig. 6(c) are
the calculated SPP dispersion relations of graphene on SiO2
for different values of EF . The blue squares indicate the range
of wavelengths from (b), thus corresponding to spatial varia-
tions in EF of up to 0.2 eV. The Fermi level directly relates
to doping concentration n as EF = ~vFkF , with Fermi veloc-
ity vF ≈ 1× 106 m/s and Fermi momentum kF =
√
pin [25].
Our spatial variations in Fermi level of EF ≈ 0.4 – 0.6 eV thus
correspond to n ranging from 1.2 – 2.6×1013 cm−2.
The large variation in doping across the boundaries indi-
cates that the reduced conductivity of boundaries [12, 26] pre-
vents charge equilibration between adjacent sides. Unlike the
charge carriers themselves, the SPPs as collective excitations
are able to traverse such potential barriers as seen by the non-
unity reflection coefficients.
For the bilayer, an estimate of λSPP [5, 15], using otherwise
identical parameters, predicts twice the SPP wavelength of
single layer graphene, thus exceeding the experimental wave-
length by a factor of 2.5. This indicates an unusually large
reduction in the Fermi level of that bilayer segment.
We then determine the carrier mobility from the experi-
mentally obtained damping γ. By correcting for the super-
position of ohmic damping and radial decay from the ex-
citation point we obtain an ohmic SPP decay constant of
γp = 0.12± 0.04. Using γ ≈ σ1/σ2 + κ2/κ1, with graphene
conductivity σ= σ1 + iσ2 [10], and κ2/κ1 = 0.04, this results
in a carrier relaxation rate Γ= σ1ωσ2 = 14±4 GHz. The relax-
ation rate then relates to the mobility µ= eνF/Γ~kF [2], giving
µ = 1.6×103 cm2V−1s−1.
Our derived mobility is in good agreement with previous s-
SNOM measurements [10, 11], but lower than typical values
for exfoliated samples as determined by transport measure-
ments [27]. Similarly, our values for EF and n agree with
values derived for samples studied previously by s-SNOM
[10, 11], but they and the variations seen due to charge pool-
ing are larger than expected [25, 27–29]. Recent work has
attributed the discrepancy in damping rates and thus mobility
to the large SPP frequency and associated wavevectors, which
result in incerased in impurity scattering and therefore devi-
ations from assumed DC values [30]. The surprisingly large
Fermi energy has not been addressed.
Our results provide for the first time insight into the phase
behavior of graphene SPPs. In particular it provides com-
FIG. 6: (color online) (a) Line cut along the red dashed line in
Fig. 3 showing phase (red) and amplitude (blue) along with modeled
response (grey dashed). (b) Plot of SPP wavelength vs. amplitude
extracted from both sides of linear defects from Fig. 3. Dashed line
is a linear fit. (c) SPP dispersion relation for varying graphene Fermi
levels as indicated. Square symbols indicate range of experimental
λSPP from (b) reflecting the local variations in dopant concentration.
plementary information to the amplitude. It is robust to
changes in signal intensity due to the presence of, e.g., bi-
layer graphene as seen in Fig. 2 or the presence of surface
contaminants that otherwise reduce the amplitude signal (see
supplement). The optical phase also provides an additional
constraint for our cavity model. In particular, the absence of
independent parameters used to describe the amplitude and
phase underscores its validity. Despite its simplicity, good
semi-quantitative agreement is found between the model and
the data including the phase relationship between the ampli-
tude and phase. However, the overall agreement in the am-
plitude near edges is seen to decrease with dips in the model
and spatial shifts in the oscillation extrema. This can be at-
tributed to changes in electronic structure [10] and local field
variations near edges [11] and underscores the rich complex-
ity of the physical phenomena measurable by this technique.
We note that our parameters do not reproduce the dual peaks
in the amplitude near the wedge indicated by a white arrow in
Fig. 2(b). These can only be reproduced through the use of
R = 1, indicating a local mode as noted previously [11].
We have shown the full amplitude and phase of spatially
resolved imaging of graphene SPP’s scattered and reflected
by discontinuities such as edges, grain boundaries, and de-
fects. We describe these results with a simple phenomenolog-
5ical cavity model using no adjustable parameters. We have
observed the effects of charge pooling and associated Fermi
level offsets in sample regions with a high density of grain
boundaries and folds. These results highlight the ability of
graphene plasmon interferometry and imaging to provide in-
sight into local electronic structure and dynamics in graphene.
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