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Tato  práce  se  zabývá  síťovým  protokolem  IPv6,  důvody  jeho  vzniku,  nasazení,  jeho  stručným 
popisem  a  popisem  souvisejících  protokolů,  metod  a  technologií.  Práce  podává  přehled 
o bezpečnostních rizicích protokolu IPv6 a souvisejícího protokolu ICMPv6. V kontextu těchto rizik 
jsou zde zmíněny některé z lokálních útoků na protokol ICMPv6 s odkazy na automatizované nástroje 
zneužívající  tato  rizika.  Následně  práce  pojednává  o  možných  bezpečnostních  incidentech  a 
možnostech ochrany proti  nim.  Z těchto možností  rozebírá hlavně pasivní  sledování  ICMP zpráv 
v lokální  síti.  V  závěru  práce  hodnotí  stávající  nástroj  nástroj  provádějící  takové 
monitorování - NDPMon s jeho výhodami, nevýhodami a způsobem použití. Zbytek práce je věnován 
popisu návrhu  a  implementace  nástroje  pasivního  sledování  inspirovaného programem NDPMon, 
který ale odstraňuje některé jeho nedostatky. 
Abstract
This thesis  is  dedicated to network layer  protocol  IPv6,  purposes of  its  creation and penetration. 
Former  chapters  briefly  describe  IPv6  protocol  format  and  protocols,  methods  and  technologies 
related to IPv6. The thesis summarizes security risks and flaws in IPv6 and ICMPv6 protocols. In 
context of the risks and flaws the thesis describes several of local ICMP attacks. It also mentions 
security incidents resulting from exploiting those security flaws and means of countermeasures. One 
of  the  used  countermeasures  is  passive  monitoring  of  ICMP  messages.  Thesis  contains  brief 
description of tool used to achieve this – NDPMon with its advantages, disadvantages and concepts of 
usage. Rest of the thesis describes design and implementation of monitoring tool similar to NDPMon, 
but with some improvements.
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Nepochybne  najrozsiahlejšou  počítačovou  sieťou  súčasnosti,  čo  sa  počtu  pripojených  uzlov  aj 
geografickej  rozľahlosti  týka,  je  Internet.  Zariadenia  pripojené  do  tejto  siete  sa  nazývajú  uzly. 
Výmena  správ  medzi  uzlami  prebieha  v  štyroch  vrstvách,  ktoré  tvoria  model  TCP/IP  (network 
interface layer, internet layer, transport layer, application layer). Každé zariadenie pripojené k sieti 
Internet musí byť jednoznačne adresovateľné. Adresovanie v sieťach založených na modeli TCP/IP 
zabezpečuje protokol sieťovej vrstvy (network layer, internet layer).
Súčasným  sieťovým protokolom používaným v  Internete  je  Internet  Protocol vo  verzií  4 
(skrátene  IPv4).  Tento  protokol  trpí  viacerými  návrhovými  chybami.  V  dnešnej  dobe  je 
najdiskutovanejšou z nich nedostatočne veľký adresový priestor.  V hlavičke protokolu IPv4 je na 
adresu odosielateľa (resp. prijímateľa) správy rezervovaných 32 bitov, čo vyhradzuje priestor pre 232 
teda približne 4 miliardy adries. S tempom, ktorým sa počet aktívnych uzlov Internetu začal zvyšovať 
bolo  len  otázkou  času,  kedy  sa  celý  adresový  priestor  vyčerpá.  Navyše  niektoré  podmnožiny 
adresového priestoru sú vyhradené pre špeciálne účely (privátne rozsahy, multicast, experimentálny 
rozsah, …), čo počet použiteľných IPv4 adries ešte zmenšuje.
V priebehu posledných rokov bolo vyvinutých niekoľko techník, ktoré sa snažili tento problém 
riešiť.  Išlo  však  len  o  čiastočné  riešenia,  pretože  len  zavádzajú  lepšiu  distribúciu  adries  medzi 
podsiete (VLSM – Variable Length Subnet Masking, teda podsieťovanie s premennou dĺžkou masky 
siete), zmenšujú počet  priamo pripojených uzlov prekladom niekoľkých privátnych adries na jednu 
verejnú  (NAT  –  Network  Address  Translation)  apod.  Tieto  techniky  len  odďaľovali  existujúci 
problém (vyčerpanie dostupných adries), ale principiálne ho neriešili.
Na  definitívnom riešení  nedostatku  adries  v  Internete  sa  začalo  pracovať  v  roku  1994  – 
organizácia IETF (Internet Engineering Task Force) začala pracovať na novom sieťovom protokole 
IPv6  [1]. Tento protokol okrem iného vyriešil  nedostatok adries a vylepšil  možnosti  automatickej 
konfigurácie staníc.
Táto práca pojednáva o možnostiach automatickej bezstavovej konfigurácie sieťových uzlov, 
identifikuje výhody a nové bezpečnostné hrozby,  ktoré táto možnosť so sebou prináša a navrhuje 
nástroj na identifikáciu týchto hrozieb.
Druhá kapitola sa venuje protokolu IPv6. Začína dôvodmi jeho vzniku a nasadenia, pokračuje 
krátkym  popisom  štandardnej  IPv6  hlavičky  a  prípadných  zreťazených  hlavičiek.  Väčšiu  časť 
kapitoly  tvorí  popis  protokolu  ICMPv6  a  funkcionality,  ktorú  zabezpečuje.  Pri  popise  protokolu 
ICMPv6 kladie dôraz na správy používané pri  automatickej  konfigurácií  uzlov a s  tým súvisiaci 
protokol NDP. V závere kapitola poskytuje prehľad možností automatickej konfigurácie sieťových 
rozhraní, pohľad na bezpečnostné riziká, možné útoky a nástroje, ktoré tieto riziká zneužívajú. Pre 
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úplnosť  na  konci  podáva  aj  prehľad  o  možnostiach  ochrany pred  lokálnymi  útokmi  na  protokol 
ICMPv6. Táto kapitola čerpá poznatky z predchádzajúceho semestrálneho projektu,  na ktorý táto 
diplomová práca nadväzuje.
Tretia  kapitola  zhŕňa  popis  nástroja  na  pasívne  monitorovanie  ICMPv6  správ  a  konkrétne 
protokolu NDP – NDPMon. Nachádza sa tu stručný popis nástroja,  jeho konfigurácie a možností 
použitia. V závere sú zhrnuté výhody a nevýhody tohto programu.
Štvrtá kapitola poskytuje prehľad možností príjmu paketov v prostredí programovacieho jazyka 
C a C++ a platforme Unix. Kapitola sa zameriava na príjem ICMP správ a pre tento účel uvádza 
popis najrozšírenejšej knižnice pre odchytávanie paketov zo siete – libpcap.
Piata  kapitola  detailne  popisuje  návrh  nástroja  na  monitorovanie  ICMPv6  správ  a 
vyhodnocovanie  možných  útokov  ich  analýzou.  Hlavný  obsah  kapitoly  tvorí  popis  objektovo-
orientovaného návrhu sprevádzaného diagramami tried a poznámkami k jeho implementácií v jazyku 
C++. V závere je tiež stručne popísaný spôsob prekladu a spustenia programu.




Ako bolo spomenuté v úvodnej kapitole, organizácia IETF si pri návrhu protokolu IPv6 kládla za cieľ 
odstrániť nedostatky, ktorými v súčasnosti trpí protokol IPv4.
Z pohľadu potrieb  dnešnej  doby je  najvážnejším z  nich  nedostatočný počet  voľných IPv4 
adries.  Tento nedostatok je spôsobený viacerými faktormi. Prvým z nich je samozrejme obrovský 
nárast zariadení pripájaných k Internetu. Oproti  dobe vzniku protokolu IPv4 je dnes bežné, že IP 
adresu okrem osobných počítačov, serverov a aktívnych sieťových prvkov vyžadujú aj VoIP telefóny, 
mobilné telefóny, tlačiarne, PDA, IP kamery a v niektorých prípadoch aj nezvyčajnejšie zariadenia 
ako napr. chladnička či toastovač.
Existujúci  nedostatok  IPv4 adries  v  súčasnosti  rieši  nasadenie  technológie  NAT  (Network 
Address Translation) všade tam, kde je to možné. Toto však nie je konečné riešenie, pretože počet 
uzlov  Internetu  stále  rastie  a  navyše  nasadenie  tejto  technológie  znemožňuje  priamu  end-to-end 
konektivitu uzlov Internetu, ktorú vyžadujú niektoré aplikácie (napr. VoIP služby).
Ďalším  problémom,  ktorý  súvisí  s  nedostatočnou  veľkosťou  IPv4  adresového  priestoru  je 
predpoklad,  že  v  budúcnosti  vznikne  potreba  pripájania  zariadení,  ktoré  doteraz  IP  adresu 
nepotrebovali.  Ide  hlavne  o  moderné  televízory,  IP  obrazy,  automobily  atď.   Taktiež  niektoré 
aplikácie vyžadujú zabezpečenie istej úrovne kvality služby (QoS – Quality of Service), pre čo má 
protokol IPv6 lepšie predpoklady.
Okrem vyššie spomenutých problémov sa IPv6 snaží odstrániť aj iné vlastnosti protokolu IPv4, 
ktoré by v budúcnosti mohli činiť potenciálne problémy. Ide najmä úpravu hlavičiek IPv6 paketov na 
fixnú  veľkosť,  čo  umožňuje  efektívne  vysokorýchlostné  smerovanie  a  filtrovanie.  Medzi  ďalšie 
výhody  je  možné  zaradiť  zabezpečenie  komunikácie  na  sieťovej  úrovni,  podpora  mobility, 
unifikovaný  spôsob  adresovania  (pre  lokálne  siete  a  Internet)  a  v  neposlednom  rade  vylepšené 
možnosti automatickej konfigurácie klientskych počítačov a zariadení.
Na záver popisu problémov, pre ktoré IPv6 ako protokol vznikol, uvediem odhad vyčerpania 
adresového priestoru IPv4. Nasledujúci graf  je výstupom modelu odhadujúceho počet voľných IPv4 
adries  z  mája  roku  2009  [5].  Za  povšimnutie  stojí  zelená  krivka,  ktorá  znázorňuje  počet  už 
priradených IPv4 adries  a  červená krivka,  ktorá  znázorňuje  počet  voľných IP adries  vlastnených 
organizáciou IANA (Internet Assigned Numbers Authority). 
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Obr. 1: Odhad vyčerpania adresového priestoru IPv4
Podrobný popis protokolu IPv6, jeho vlastností, princípov fungovania, spôsobov konfigurácie a 
popis súvisiacich protokolov nie je predmetom tejto práce. Preto sa v nasledujúcej kapitole zameriam 
len na predstavenie základných informácií o formáte IPv6 paketov. Podrobný a rozsiahly popis tejto 
tématiky  je  možné  nájsť  v  [6].  Informácie  podstatné  pre  túto  prácu  (najmä  ICMPv6  a  NDP  – 
Neighbor Discovery Protocol) budú uvedené v kapitole 2.2.
2.1 Formát IPv6
Vo verzii 6 bol formát hlavičky správ oproti verzii 4 značne zjednodušený. Veľkou výhodou je fixná 
dĺžka hlavičky IPv6 paketu – 40 bajtov. Tohto faktu sa s výhodou využije pri implementácií, keďže 
na spracovanie hlavičiek stačí buffer pevnej vopred známej dĺžky.
Na obr. 2 je schematicky znázornená štruktúra hlavičky IPv6 paketu [7]. V prvých 4 bitoch je 
uvedená verzia (version) IP protokolu. V prípade IPv6 je tam vždy 0110 (binárny kód pre číslo 6).
Nasleduje  traffic  class  (trieda  dátového  toku) o  veľkosti  8  bitov.  Tento  údaj  slúži  na 
zabezpečovanie kvality služby (QoS). Triedu priority nastavuje odosielateľ paketu a smerovače na 
základe tejto  hodnoty klasifikujú prichádzajúce pakety do tried,  čo je  následne možné  využiť  na 
uprednostnenie  paketov niektorej  triedy pri  smerovaní.  Hodnoty,  ktoré  sa  môžu  na tomto  mieste 
vyskytovať je možné nájsť v [8].
Ďalším údajom je  flow label  (identifikátor  toku),  ktorý  má  veľkosť  20  bitov.  Odosielateľ 
paketu má možnosť označiť skupinu odosielaných paketov, ktoré patria k jednému dátovému toku 
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spoločným  identifikátorom.  Smerovač  má  potom  možnosť  takto  označené  pakety  spracovávať 
rýchlejšie, pretože nemusí pri každom pakete (jedného toku) určovať výstupné rozhranie na základe 
porovnávania cieľovej  adresy so svojou smerovacou tabuľkou.  Nakoľko majú  pakety patriace do 
jedného toku rovnakú adresu odosielateľa  (source address) a prijímateľa (destination address), je 
možné,  aby router  po spracovaní  prvého paketu daného toku presmeroval  všetky pakety toku na 
rovnaký výstupný port. Smerovače, ktoré nepodporujú označovanie skupín paketov do tokov, toto 
pole ignorujú a nemenia jeho hodnotu.
Obr. 2: Hlavička IPv6 paketu
Nasledujúcim údajom je  payload length  (dĺžka dát)  o veľkosti  16 bitov.  Tento údaj  nesie 
informáciu o veľkosti dát nesených IPv6 paketom (v bajtoch). Na rozdiel od IPv4 hlavičky sa do tejto 
veľkosti nezapočítava veľkosť hlavičky paketu (nakoľko má konštantnú veľkosť). Do celkovej dĺžky 
sa  započítava aj  veľkosť tzv.  rozširujúcich hlavičiek (viď nižšie).  Z veľkosti  tohto pola  (16b)  je 
možné odvodiť maximálnu veľkosť IPv6 paketu – 216 B = 64 KB. Existuje však možnosť prenášať aj 
tzv.  jumbograms. Ide o pakety, ktorých veľkosť môže dosahovať až  232 - 1 B, teda takmer 4 GB. 
Veľkosť  jumbogramu  špecifikuje  rozširujúca  hlavička  typu  Hop-by-Hop. Samozrejme  je  nutná 
podpora technológie a protokolu linkovej vrstvy.
Pole  next  header (typ  ďalšej  hlavičky) má  veľkosť  8  bitov.  Obsahuje  číslo  identifikujúce 
protokol  vyššej  vrstvy (napr.  6  pre  TCP).  Ak ale  za  štandardnou hlavičkou paketu nasledujú už 
spomínané  rozširujúce  hlavičky  (extension  headers), obsahuje  toto  miesto  typ  nasledujúcej 
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rozširujúcej hlavičky. Existuje 6 typov rozširujúcich hlavičiek. Vkladajú sa medzi hlavičku paketu a 
hlavičku protokolu vyššej  vrstvy a  žiadna  z  nich  nie  je  povinná.  Ak sa  niektoré  z  rozširujúcich 
hlavičiek v IPv6 pakete vyskytujú, tak musia za jeho hlavičkou nasledovať v tomto poradí [1]:
1. Hop-by-Hop  header  –  informácie  spracovávané  každým  uzlom  na  ceste  k  cieľovej 
stanici; ako jediný typ je spracovávaný všetkými uzlami na ceste k cieľu (ostatné typy 
rozširujúcich hlavičiek spracováva len cieľový uzol)
2. Routing header – obsahuje zoznam uzlov, cez ktoré má paket prejsť na ceste k cieľovej 
stanici
3. Fragmentation  header  –  umožňuje  posielať  fragmentované  pakety;  IPv6  pakety 
fragmentuje  vždy len  odosielateľ;  ak  prijme  router  príliš  veľký paket,  ktorý  nemôže 
preposlať na výstupný port, zahodí ho a informuje o tom odosielateľa prostredníctvom 
ICMP správy (packet too big)
4. Authentication header – spolu s ESP hlavičkou zabezpečujú dôvernosť prenášaných dát  
5. ESP (Encapsulating Security Payload) header
6. Destination options header – obsahuje doplňujúce voľby, ktoré spracováva cieľový uzol.
Z hľadiska tejto práce je najdôležitejšou hodnotou  next header 58 (ICMPv6). Pomocou protokolu 
ICMPv6  totiž  prebieha  bezstavová  konfigurácia  klientskych  staníc,  objavovanie  susedov  ako  aj 
inzercia implicitných smerovačov (viď 2.3).
Ďalším údajom v IPv6 hlavičke je hop limit (8 bitov). Táto položka udáva počet zostávajúcich 
„skokov“, kým nebude paket zahodený. Podobne ako v IPv4 sa toto využíva, aby smerovače zabránili 
neustálemu cykleniu paketov na sieťovej úrovni. Z dĺžky tohto pola je možné určiť, že maximálny 
počet skokov, ktoré môže paket v IPv6 sieti spraviť je 255.
Posledné dva údaje špecifikujú adresu odosielateľa a prijímateľa (source address, destination 
address). Obe adresy majú dĺžku 128 bitov, čo predstavuje značne väčší (prakticky neobmedzený) 
adresový priestor – 2128  (cca 3,8 . 1038) adries.
Oproti IPv4 hlavičke vo verzii 6 chýba kontrolný súčet (checksum) IP paketu. Tento údaj bol 
vypustený  z  dôvodu vyššej  rýchlosti  spracovania  paketov  na  smerovačoch,  pričom zabezpečenie 
integrity dát je ponechané na protokoly vyšších vrstiev (a často sa vyskytuje aj v protokole linkovej 
vrstvy – napr. CRC v hlavičke Ethernetu).
2.2 Klasifikácia adries
Z hľadiska počtu adresovaných uzlov rozdeľujeme IPv6 adresy do troch skupín [7]:
• unicast (individuálne adresy) – adresa identifikuje jedno sieťové rozhranie
• multicast (skupinové adresy) – adresa identifikuje skupinu sieťových uzlov
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• anycast (výberové adresy) – označujú skupinu, ale pakety sú doručované len jednému z uzlov 
skupiny
Adresy typu multicast začínajú prefixom FF0x::/8, kde hodnota posledných štyroch bitov závisí od 
rozsahu multicastu:
x rozsah (scope)
1 interface-local (lokálne rozhranie)
2 link-local (lokálna fyzická sieť)
4 admin-local
5 site-local (miestny multicast)
8 organization-local (lokálna organizácia)
E global
Tabuľka č. 1: Rozsah skupinových adries
Individuálne adresy (unicast) sa ďalej delia do dvoch skupín:
• global – adresy s globálnou platnosťou,
• link-local – adresy, ktorých platnosť je obmedzená na lokálnu sieť (prefix FE80::/10)
V špecifikáciách protokolu IPv6 sa už nevyskytuje pojem adresy broadcastu (adresa pre všesmerové 
vysielanie). Tento typ adries bol nahradený adresami typu multicast s vhodne zvoleným rozsahom 
(link-local).
2.3 Riadenie IPv6 (ICMPv6)
V IPv4 sieťach plní protokol ICMP (Internet Connection Management Protocol) úlohu riadenia a 
správy siete.  V  IPv6 sieťach  sa  používa  obdoba  tohto  protokolu  –  ICMPv6.  ICMPv6 je  však  v 
porovnaní  s  ICMPv4  protokol  robustnejší,  pretože  v  sebe  agreguje  viacero  funkcií.  Okrem 
spomínaného riadenia samotného IPv6 protokolu je to aj správa multicastových skupín, ktorú v IPv4 
sieťach poskytuje protokol IGMP – Internet Group Management Protocol. ICMPv6 taktiež umožňuje 
preklad  IPv6  adries  na  linkové  adresy a  opačne.  Túto  funkcionalitu  v  IPv4 zastupujú  protokoly 
ARP (Address Resolution Protocol) a RARP (Reverse Address Resolution Protocol).
ICMPv6 je základným nástrojom pre riadenie IPv6 dátových tokov a informovanie o stave 
IPv6  sietí  a  teda  každý  uzol,  ktorý  má  byť  pripojený  do  IPv6  siete  musí  tento  protokol 
implementovať.  Pod riadením IPv6 toku si  môžeme predstaviť situáciu,  v ktorej  smerovač nie je 
schopný preposlať prijatý paket, napríklad z dôvodu jeho príliš veľkej veľkosti, nulovej hodnote hop 
limit v jeho hlavičke alebo preto, že jednoducho nie je schopný z informácií obsiahnutých vo svojej 
smerovacej tabuľke, určiť výstupný port pre daný paket. Vo všetkých takýchto prípadoch je nutné 
odosielateľa  paketu  informovať  o  vzniknutom probléme.  K tomuto  účelu  sa  využívajú  chybové 
správy protokolu ICMPv6.
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ICMPv6 je nutné v istých prípadoch použiť aj keď nenastala žiadna chybová udalosť. V týchto 
prípadoch sa používajú informačné správy. Medzi príklady použitia informačných správ je možné 
zaradiť zasielanie informácií o parametroch siete, ktoré sa používajú pri bezstavovej konfigurácií (viď 
2.5.2), už spomínaná správa multicastových skupín a preklad sieťových adries na linkové. Do tejto 
kategórie taktiež patria správy používané na diagnostiku siete a pripojených uzlov – správy  Echo 
Request, Echo Reply, ktoré na detekciu dostupnosti uzlov používa nástroj ping (resp. ping6). Správa 
Time Exceeded  sa v kombinácií s postupným zvyšovaním údaju hop limit v IPv6 hlavičke používajú 
pri tzv. trasovaní, tj. zisťovaní IP adries smerovačov, cez ktoré paket prejde na ceste k cieľovému 
uzlu (diagnostický nástroj traceroute, resp. traceroute6).
2.3.1 Formát ICMPv6
Hlavička ICMPv6 má rovnako pre chybové aj informačné správy rovnakú generickú štruktúru [7].
Obr. 3: Hlavička ICMPv6 správy
Prvých 8 bitov určuje typ správy  (type).  Typ správy určuje význam nasledujúcich položiek 
(kód správy a telo správy).  Ďalších 8 bitov určuje kód správy  (code).  Tento údaj slúži na prenos 
dodatočných informácií týkajúcich sa typu správy, napr. dôvod, pre ktorý je cieľový uzol nedostupný 
(pre typ správy  Destination unreachable). Kontrolný súčet (checksum),  ktorý má dĺžku 16 bitov, 
slúži na zabezpečenie integrity prenášanej správy. Telo správy (message body) má variabilný obsah, 
ktorý závisí od hodnôt type a code. Príkladom obsahu tela správy môže byť hodnota MTU (Maximum 
Transmission Unit) pre typ správy  Packet Too Big.  Odosielateľ môže na základe tejto informácie 
poslať menší paket, príp. paket fragmentovať.
Z pohľadu tejto práce sú dôležité najmä informačné správy,  konkrétne:  Router Solicitation,  
Router Advertisement, Nieghbor Solicitation, Neighbor Advertisement, Redirect. Formát týchto správ 
definuje  Neighbor  Discovery  Protocol  (NDP,  [3]),  ktorého  popis  obsahuje  nasledujúca  kapitola. 




Neighbor Discovery Protocol definuje formát nasledujúcich piatich typov ICMP správ [3]:
• Router Solicitation (RS),
• Router Advertisement (RA),
• Neighbor Solicitation (NS),
• Neighbor Advertisement (NA),
• Redirect.
Z  predchádzajúcej  vety  vyplýva,  že  pre  transport  správ  definovaných  týmto  protokolom  slúži 
ICMPv6. Ako uvádza predchádzajúca kapitola, typ správy je určený v hlavičke ICMPv6 správy. Pre 
uvedených 5 typov správ NDP definuje obsah tela ICMPv6 správy.
Router  Solicitation  zasiela  uzol  siete  typicky  po  aktivovaní  sieťového  rozhrania,  aby  si 
vyžiadal  konfiguráciu siete.  Zdrojová IP adresa tejto správy je väčšinou nešpecifikovaná (::/128), 
cieľová adresa je skupinová adresa FF02::2 (skupina pre všetky lokálne smerovače). ICMP typ správy 
je 133, kód 0. Telo ICMP správy môže obsahovať linkovú adresu odosielateľa (ak použitá linková 
vrstva používa adresy).
Router  Advertisement zasiela  smerovač  periodicky  alebo  na  vyžiadanie  správou  RS. 
Zdrojová  IP  adresa  je  lokálna  linková rozhrania,  cez  ktoré  smerovač  správu posiela.  Cieľová  IP 
adresa je skupinová adresa FF02::1 (skupina pre všetky lokálne uzly). Typ ICMP správy je nastavený 
na  134,  kód  rovnako 0.  V  tele  ICMP správy sa  nachádza:  hop  limit,  M-flag  (použitie  stavovej 
konfigurácie),  O-flag (použitie stavovej  konfigurácie pre všetky parametre),  životnosť smerovača, 
retransmission timer. Telo ICMP správy tiež nesie informáciu o globálnych IPv6 prefixoch, hodnote 
MTU a (rovnako ako pri RS) voliteľne linkovú adresu odosielateľa správy.
Neighbor Solicitation zasiela uzol siete, aby zistil linkovú adresu zodpovedajúcu jemu známej 
IPv6 adrese. Táto správa sa tiež používa pre zistenie dostupnosti IPv6 adresy uloženej v lokálnej 
cache a  pre detekciu duplicitných adries.  Správa je zasielaná na skupinovú adresu  solicited-node 
multicast (skupina odvodená od IPv6 adresy). ICMP typ je nastavený na 135, kód správy na 0. Telo 
ICMP správy nesie  dotazovanú IPv6 adresu a  rovnako ako  v predošlých  prípadoch,  voliteľne aj 
zdrojovú linkovú adresu odosielateľa.
Neighbor Advertisement zasiela uzol siete, aby oznámil linkovú adresu zodpovedajúcu jeho 
IPv6 adrese.   ICMP typ  správy je 136,  kód 0.  Telo ICMP správy nesie  tieto  informácie:  R-flag 
(indikuje, že odosielateľ je smerovač), S-flag (indikuje, že správa je odoslaná na vyžiadanie správou 
NS),  O-flag  (indikuje,  že  obsah  správy  je  vhodný  na  aktualizáciu  lokálnej  cache),  IP  adresu 
odosielateľa a linkovú adresu odosielateľa.
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Účelom správy  Redirect je  poskytovať  uzlom siete  informácie  o  vhodnejších  cestách  pre 
vybrané  IP pakety.  Smerovač,  ktorý prijme  paket  a  na  základe jeho cieľovej  adresy zistí,  že  do 
cieľovej podsiete pozná „kratšiu“ cestu, informuje o tejto skutočnosti zaslaním ICMP správy Redirect 
na zdrojovú IP adresu. ICMP typ tejto správy je označený číslom 137, kód 0. Telo ICMP správy 
obsahuje IP adresu smerovača, cez ktorý vedie „lepšia“ cesta k cieľovému uzlu a IP adresu, ktorá 
spôsobila vygenerovanie správy Redirect. 
2.5 Automatická konfigurácia uzlov
V  predošlých kapitolách som medzi  výhody IP protokolu verzie 6 uviedol aj  vylepšené možnosti 
automatickej  konfigurácie  sieťových  rozhraní  pripojených  do  IPv6  siete.  Na  začiatok  treba 
podotknúť, že už IPv4 siete ponúkajú možnosť automatickej  konfigurácie pripojených staníc a to 
konkrétne pomocou protokolu DHCP (Dynamic Host Configuration Protocol). Z vrstvového pohľadu 
TCP/IP  modelu  ide  o  aplikačný  protokol,  ktorý  pre  prenos  správ  využíva  služieb  transportného 
protokolu UDP. V sieťach používajúcich protokol IPv6 existuje rovnako možnosť konfigurácie uzlov 
pomocou obdobného protokolu – DHCPv6.
2.5.1 DHCPv6
DHCP je klient – server architektúra, v ktorej je cieľom klienta získať konfiguráciu lokálnej IP 
siete  a  server  na  požiadanie  tieto  informácie  poskytuje.  Konfigurácia  sieťového  rozhrania 
prostredníctvom DHCP prebieha nasledovne:
1. Klient vo vhodnom okamžiku (po nabootovaní systému, aktivovaní sieťového rozhrania, na 
vyžiadanie užívateľa) posiela správu  Solicit,  ktorou žiada všetky dostupné DHCP servery, 
aby mu ponúkli IP adresu a konfiguráciu siete. Z povahy tejto správy plynie, že musí byť 
odoslaná prenosom typu multicast.
2. Dostupné  DHCP  servery  odpovedia  správou  typu  Advertise.  Touto  správou  dáva  DHCP 
server najavo, že je schopný klientovi poskytnúť konfiguráciu siete.
3. Od dostupného DHCP servera si klient vyžiada zaslanie konfigurácie správou typu Request. 
4. DHCP server zašle vyžiadané parametre siete v správe typu Reply.
Alternatívne si  môže  klient  vyžiadať  zaslanie  konfiguračných parametrov  siete  bez  pridelenia  IP 
adresy.  Vyššie  uvedená  postupnosť   sa  v  tomto  prípade  líši  typom  prvej  správy  –  Information 
Request. Podobne ako je tomu v protokole DHCPv4, klient by pred odpojením zo siete mal zaslať 
správu Release, ktorou oznámi DHCP serveru, že poskytnutú IP adresu (resp. IP adresy) už nebude 
ďalej používať.
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Obr. 3: Komunikácia medzi DHCP serverom a klientom
Tento  typ  automatickej  konfigurácie  sa  nazýva  stavový  (stateful).  Rovnaká  možnosť  stavovej 
automatickej konfigurácie existuje aj v IPv4 sieťach. Pre potreby IPv6 bolo nutné protokol DHCP 
zmeniť, a preto protokol DHCPv6 nie je s predošlou verziou kompatibilný. Za zmienku stojí, že tento 
protokol nepoužíva na kontaktovanie DHCPv6 serverov prenos typu broadcast (nakoľko špecifikácia 
IPv6 takýto typ prenosu už neuvádza), ale multicast s cieľovou IPv6 adresou nastavenou na hodnotu 
FF02::1:2 (All DHCP Relay Agents and Servers; dohodnutá adresa multicastovej skupiny pre všetky 
DHCP servery a relay agentov) [7].
Hlavným problémom stavovej konfigurácie prostredníctvom DHCPv6 je, že v súčasnosti nie
je možné zasielať klientskym uzlom adresu predvolenej brány. To znamená, že v súčasnosti nie je 
možné automaticky konfigurovať klientov IPv6 siete len prostredníctvom DHCPv6 a je nutné použiť 
aj bezstavovú konfiguráciu.
2.5.2 Bezstavová konfigurácia
Hlavným prínosom IPv6  v  oblasti  automatickej  konfigurácie  sieťových  adries  je  zavedenie  tzv. 
bezstavovej  konfigurácie.  Bezstavovosť  spočíva  v  tom,  že  v  lokálnej  sieti  nie  je  server  (DHCP 
server),  ktorý  by  si  pamätal  stav  (aktuálne  pridelenú  adresu)  všetkých  uzlov  využívajúcich 
autokonfiguráciu.  Namiesto  toho  smerovač  periodicky  posiela  ICMPv6  správu  typu  Router  
Advertisement (RA; ohlásenie smerovača), ktorá obsahuje najmä tieto informácie:
• prefixy IPv6 adries používaných v danej sieti,
• informáciu o linkovej adrese odosielateľa,
• MTU (Maximum Transmission Unit) – najväčšia prípustná veľkosť zasielaných paketov
• životnosť predvoleného smerovača – čas, po ktorý sa má odosielajúci smerovač použiť ako 
predvolený,
• maximálny počet skokov – tento údaj následne vkladajú uzly do pola hop limit v hlavičke 
IPv6 paketu pri odosielaní,
• príznaky (M, O) použitia stavovej konfigurácie.
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Posledný z uvedených údajov sa v RA správach uvádza preto, že bezstavovú konfiguráciu je možné 
kombinovať so stavovou. Dôvodom nutnosti použitia DHCPv6 môže byť zaslanie IP adries lokálnych 
DNS serverov, ktoré v súčasnosti nie je možné uzlom zasielať v správach RA. Možnosti odstránenia 
tohto problému popisuje  [9], ale v  súčasnosti je riešenie stále vo fáze experimentovania a funkčné 
implementácie nie sú dostupné. Ďalším dôvodom použitia stavovej konfigurácie môže byť to, že je v 
danej sieti vyžadovaná striktnejšia kontrola nad IP adresami, ktoré sú priraďované staniciam.
Z vyššie uvedených informácií už dokáže každý uzol vytvoriť všetky potrebné IPv6 adresy pre svoje 
sieťové rozhrania (za predpokladu použitia bezstavovej konfigurácie v RA správe od smerovača). 
Globálne  prefixy  sietí  obdrží  z  ohlásenia  RA,  lokálne  prefixy  (loopback,  link-local)  sú  vopred 
definované protokolom IPv6 a  dĺžka prefixu siete a adresa predvoleného smerovača sú tiež uvedené 
v správe Router Advertisement.
Platná IPv6 adresa obsahuje okrem prefixu siete aj (pre danú sieť) unikátnu časť identifikujúcu 
konkrétny uzol v sieti. Tento identifikátor môže byť automaticky vygenerovaný alebo odvodený od 
linkovej adresy uzlu. Jeho typická dĺžka je min. 64 bitov.
Modified EUI-64
Najrozšírenejšou technológiou linkovej vrstvy je v súčasnosti Ethernet. Stanice pripojené do 
ethernetovej siete používajú na adresovanie 48 bitové MAC adresy. Spôsobov, ktorými je možné 48 
bitovú  MAC  adresu  rozšíriť  na  64  bitový  identifikátor  IPv6  rozhrania  je  určite  veľmi  veľa. 
Štandardom v tejto  oblasti  je  metóda  Modified EUI-64.  Postup vytvárania  unikátnej  identifikácie 
rozhrania v IPv6 sieti stručne znázorňuje obr. 4 [7].
Obr. 4: Modified EUI-64
MAC  adresa sa v strede rozdelí na dve polovice, ktoré sa zarovnajú na dolný a horný okraj IPv6 
identifikátora rozhrania. Zvyšný priestor je vyplnený dvojicou bajtov FF FE. Navyše je predposledný 
bit v najvyššom bajte invertovaný.
ICMP ohlásenia smerovača sú periodicky zasielané rádovo v sekundách. To môže pre klientske 
stanice  predstavovať príliš  dlhú dobu,  po ktorú musia  čakať na príjem parametrov siete.  Z tohto 
dôvodu existuje možnosť vyžiadať si zaslanie Router Advertisement zo strany uzlu. Pre tento účel sa 
taktiež  používa  protokol  ICMPv6,  konkrétne správa typu  Router  Solicitation  (výzva smerovaču). 
Smerovač  po  jej  obdržaní  okamžite  zašle  správu  RA,  aby  si  novo-pripojené  uzly  mohli 
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nakonfigurovať  sieťové  rozhrania.  Správa  Router  Solicitation sa  zasiela  na  multicastovú  adresu 
FF02::2. V tejto skupine sú zaradené všetky lokálne smerovače (All-router multicast). Vyžiadané aj 
periodicky  zasielané  odpovede,  teda  správy  Router  Advertisement,  sú  smerovačmi  zasielané  na 
skupinovú adresu FF02::1, čo je skupina všetkých lokálnych uzlov (All-nodes multicast).
2.6 Bezpečnostné riziká
Nasadenie protokolu IPv6 je ešte aj v súčasnosti doménou univerzít, výskumných stredísk a skupín a 
nadšencov  tejto  novej  technológie,  inými  slovami  stále  vo  fáze  testovania.  Pre  rôzne  platformy 
(Microsoft  Windows,  GNU/Linux,  *BSD,  Solaris)  už  niekoľko  rokov  existujú  funkčné 
implementácie IPv6, ale všetky z menovaných trpia implementačnými chybami. Chyby boli dokonca 
objavené  aj  v  implementáciách  na  hardwarových  smerovačoch  Cisco  (Cisco  IOS),  čo  svedčí  o 
nedostatočnom testovaní na všetkých týchto platformách. Testovacia prevádzka nového IP protokolu 
v  posledných  rokoch  síce  odhalila  jeho  praktické  nedostatky,  no  očakáva  sa,  že  celoplošným 
rozšírením IPv6 sa odhalia ďalšie nedostatky, ktoré môžu byť v raných fázach nasadenia protokolu 
zneužité. S malou mierou penetrácie IPv6 súvisí aj nedostatok skúseností so zabezpečovaním sietí 
používajúcich tento protokol a tiež nie veľký počet útokov priamo zameraných na infraštruktúru IPv6 
siete, z ktorých by bolo možné potrebné znalosti o útokoch získavať.
Doposiaľ je známych niekoľko typov útokov na IPv6 siete. Každý typ útoku zneužíva inú časť 
sady protokolov IPv6. V náväznosti na predošlý obsah tejto práce rozoberiem v tejto kapitole typy 
útokov, ktoré pre napadnutie IPv6 siete používajú protokol NDP a protokol, cez ktorý sa NDP správy 
prenášajú – ICMPv6. Sú však známe aj  bezpečnostné incidenty,  ktoré sú založené na zneužívaní 
rozširujúcich hlavičiek, MIPv6 (Mobile IPv6), DHCPv6 alebo tzv. neighbor-cache (interná databáza 
každého uzlu obsahujúca mapovanie IPv6 adries na linkové adresy) [10].
2.6.1 Bezstavová autokonfigurácia
Pri predchádzajúcom popise automatickej bezstavovej konfigurácie bol popísaný formát správ, model 
komunikácie  uzlov  a  smerovačov,  metóda  zabezpečenia  integrity  správ  (checksum  v  hlavičke 
ICMPv6), ale nezmienil som otázku zabezpečenia autenticity správ. Cieľom bezstavovej konfigurácie 
je  jednoduché  nakonfigurovanie  uzlov siete  a  z  tohto  dôvodu pri  jej  návrhu nebol  do  protokolu 
zapracovaný  žiaden  autentizačný  mechanizmus.  So  zabezpečovaním  autenticity  totiž  vyvstávajú 
problémy s distribúciou kryptografických kľúčov, s podpisovaním certifikátov apod.
Bez  kontroly  autenticity  správ  obsahujúcich  konfiguračné  parametre  siete  (Router 
Advertisement)  nemá  potenciálny  útočník  žiadnu  prekážku  zasielať  vlastné  RA  správy.  Týmto 
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nepriamo  spôsobí  naplnenie  smerovacích  tabuliek  všetkých  lokálnych  uzlov  nepravdivými 
informáciami.
Podľa povahy falošných RA správ môže útočník dosiahnuť napríklad presmerovanie všetkých 
dátových tokov odchádzajúcich z lokálnej siete cez svoj smerovač, čo mu umožní odpočúvanie dát. 
Dôležité je, že útočník môže takto odpočúvať dáta aj na prepínaných sieťach (switched networks), kde 
to je za iných okolností veľmi komplikované až nemožné.
Ďalšou možnosťou je v podstrčených RA správach zasielať adresu implicitnej brány, ktorá v 
lokálnej  sieti  neexistuje.  Týmto  útočník  znemožní  akúkoľvek  komunikáciu  lokálnej  siete  s 
Internetom, čo je často cieľom útokov typu DoS (Denial of Service; odopretie služby, obr.5) [10].
Obr. 5: Denial of Serivce
Záverom  treba  dodať,  že  vážnosť  bezpečnostných  hrozieb  tohto  typu  nie  je  vhodné 
podceňovať, nakoľko existujú voľne k dispozícií  automatizovnané nástroje,  ktoré vyššie  popísaný 
problém zneužívajú – napr. The Hacker's Choice [11].
2.6.2 Objavovanie susedných uzlov
Protokol NDP v sebe zahŕňa funkcionalitu na preklad IP adries na adresy linkovej vrstvy (správy 
Neighbor Solicitation, Neighbor Advertisement). Čo sa týka autenticity oboch typov správ, situácia je 
podobná  ako  pri  bezstavovej  konfigurácií.  Aj  keď  v  tomto  prípade  uzly  správy  typu  Neighbor 
Advertisement nezasielajú periodicky ako je tomu u správ Router Advertisement, útočník má stále 
možnosť (vďaka chýbajúcemu zabezpečeniu autenticity) odpovedať na výzvy susednému uzlu (NS) 
falošnými  odpoveďami.  Takto  môže  útočník  podstrčiť  susednému  uzlu  nepravdivú  informáciu  o 
mapovaní  IP adries  na  korešpondujúce linkové adresy.  Cieľom takéhoto konania  môže  byť  opäť 
odpočúvanie komunikácie alebo vytvorenie falošného dojmu nedostupnosti uzlu v sieti (na výzvu NS 
útočník zašle  odpoveď s  neexistujúcou linkovou adresou).  Pokiaľ  útočník  podstrčí  uzlom v  sieti 
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nepravdivú  informáciu  o  linkovej  adrese  predvoleného  smerovača  (obr.  6,  obr.  7),  má  možnosť 
(podobne ako v predošlom prípade) presmerovať všetku komunikáciu cez seba,  čo mu  umožňuje 
použiť aj útok typu Man in the Middle [10].
Obr. 6: NS dotaz na linkovú adresu implicitného smerovača
Obr. 7: Útočníkom podvrhnutá odpoveď na predošlú výzvu NS
2.6.3 Detekcia duplicitných adries (DAD)
Každý uzol pred započatím používania IPv6 adresy, skontroluje, či sa v sieti už uzol s rovnakou IPv6 
adresou nenachádza. Táto kontrola prebieha tak, že uzol si správou typu NS vyžiada preklad svojej 
IPv6 adresy na linkovú. Ak dostane nejakú odpoveď, vie, že jeho IP adresa koliduje s existujúcou 
adresou v sieti. V opačnom prípade adresu môže použiť. Cieľom tejto kontroly je zabrániť užívaniu 
duplicitných IP adries.
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Rovnako ako v predošlých prípadoch, uzol pri tejto procedúre nemôže overiť pravosť identity 
uzlu, ktorý mu odpovedá. Túto skutočnosť môže útočník zneužiť na Denial of Service útok tak, že na 
každý dotaz detekcie duplicitnej adresy, odpovie, že danú IP adresu vlastní on. Týmto zamedzí uzlom 
v sieti, aby získali akúkoľvek adresu. Automatické prostriedky na prevedenie tohto útoku sú taktiež 
voľne k dispozícií [11].
Obr. 8: DAD – NS dotaz na vlastnú IPv6 adresu
Obr. 9: Útočníkom podvrhnutá odpoveď 
2.6.4 Redirect
Posledným  z  najrozšírenejších  útokov  na  protokoly  NDP  a  IMCPv6  je  zneužitie  správy  typu 
Redirect.
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Tento typ správy opäť neobsahuje žiadne zabezpečenie autenticity, avšak obsahuje istý veľmi 
jednoduchý mechanizmus  zabezpečenia.  Smerovač  zasielajúci  správu Redirect  musí  v  tele  ICMP 
paketu  odoslať  aj  pôvodný IP paket,  ktorý vygenerovanie  presmerovania  spôsobil.  Preto  útočník 
nemôže  zaslať  podvrhnutú  správu  typu  Redirect  bez  znalosti  obsahu  pôvodného  paketu.  Toto 
zabezpečenie však nie je príliš ťažké prekonať a to nasledovne [10]:
1. Útočník  zašle  napádanému  uzlu  ICMP  správu  Echo  Request s  nejakou  podvrhnutou 
zdrojovou adresou.
2. Obeť  útoku  bude  na  túto  správu  odpovedať  ICMP  správou  Echo  Reply,  ktorú  zašle  na 
(falošnú)  zdrojovú  adresu  predošlého  paketu.  Útočník  v  tomto  momente  pozná  obsah 
zasielaného paketu (formát správy Echo Reply je daný, zdrojovú aj cieľovú IP adresu pozná).
3. Útočník  zašle  správu  Redirect,  v  ktorej  pozmení  svoju  zdrojovú  adresu  za  adresu 
predvoleného smerovača a do tela vloží očakávaný obsah (správa Echo Reply). Obeť útoku 
rozdiel oproti oprávnenej správe Redirect nespozná. Útočník takto môže upraviť smerovaciu 
tabuľku napádaného uzlu podľa svojich potrieb (obr. 10).
Obr. 10: Podvrhnutá správa ICMPv6 Redirect
2.6.5 Možnosti ochrany siete
Z  predchádzajúceho  popisu  problémov  zabezpečenia  vyplýva,  že  bezpečnostné  mechanizmy 
používané  pri  automatickej  konfigurácií  sú  veľmi  ľahko  napadnuteľné  alebo  úplne  chýbajú.  Na 
predchádzanie vzdialeným útokom (útoky, kde sa útočník nenachádza v lokálnej sieti) každý uzol po 
prijatí  ICMP  správy  definovaných  typov  (Router  Advertisement,  Neighbor  Advertisement) 
skontroluje platnosť nasledujúcich podmienok [10]:
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• Zdrojová IPv6 adresa je triedy link-local (prefix FF80::/10) alebo v prípade správ Neighbor 
Solicitation ide o nešpecifikovnú adresu (::/128)
• Hop-limit v IPv6 hlavičke má hodnotu 255
Tieto dve pravidlá zaručia, že správy vyššie uvedených typov môžu byť zasielané len z lokálnej siete. 
Ak by ich útočník totiž zaslal  mimo lokálnej  siete,  tak musí  použiť smerovateľnú adresu (adresa 
triedy link-local nie je). Smerovač pri preposielaní paketu vždy znižuje pole hop-limit v IP hlavičke 
o 1, čím tiež znemožní preniknutiu ICMP správy s hodnotou hop-limit 255 do lokálnej siete.
Tieto mechanizmy však nijak neodfiltrujú útoky z lokálnej siete. Môže sa zdať, že získanie 
prístupu do lokálnej  siete bude pre útočníka veľmi  zložité,  no nie je to celkom pravda.  Sociálne 
inžinierstvo môže byť jednou z metód ako získať prístup k potrebným údajom z vnútornej siete obete 
útoku.  Medzi  ďalšie prostriedky je  možné  zaradiť  rôzne typy škodlivého softwaru,  napr.:  trójske 
kone, víry, spyware. Preto je nutné dbať aj na ochranu proti lokálnym útokom na protokoly NDP a 
ICMP. 
Jednou z  možností  ako detekovať  lokálne  ICMP útoky je  pasívne monitorovanie  všetkých 
správ,  ktoré  môžu  byť  zneužité  na  útok  a  kontrolovať  ich  odosielateľov  o  obsah.  Jedným  z 
dostupných programov pre toto určených sa budem zaoberať v kapitole 3. Alternatívu v tomto smere 
ponúka protokol SEND (SEcure Neighbor Discovery), ktorý zabraňuje určitým typom útokov. Tento 
protokol v krátkosti popíšem v nasledujúcej podkapitole.
2.6.6 SEND
Cieľom protokolu SEND je zabezpečiť, že zdrojová adresa uvedená IP hlavičke je autentická, tj. že 
odosielateľ  paketu  je  tým,  za  koho  sa  vydáva.  Pri  použití  tohto  protokolu  si  uzly  negenerujú 
identifikátor  rozhrania  („spodná“  časť  IPv6  adresy)  svojvoľne,  ale  kryptograficky  (CGA  – 
Cryptograpically Generated Address) a to na základe prefixu siete a ich verejného kľúča.
Pre kryptografické vygenerovanie unikátnej IPv6 adresy potrebuje každý z uzlov [10]:
• modifikátor (náhodné číslo)
• svoj verejný kľúč
• počet kolízií (používa sa exponenciálne zvýšenie času potrebného na útok brute-force)
• prefix siete
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Obr. 11: Generovanie kryptograficky bezpečnej IPv6 adresy
Identifikátor rozhrania uzol získa tak, že použije hashovací algoritmus SHA-1, ktorému dá na vstup 
modifikátor, verejný kľúč a prefix siete. Z výsledku si zoberie prvých 64 bitov, tie spojí s prefixom 
siete a má k dispozícií unikátnu IPv6 adresu.
K  zabezpečeniu  autentického  použitia  vygenerovanej  IP  adresy  rozširuje  protokol  SEND 
hlavičku  NDP správ  o  parametre  pre  kryptografický  výpočet  unikátnej  IP  adresy (viď vyššie)  a 
kryptografický  podpis  správy.  Ak  uvažujeme  zabezpečenie  správy typu  Neighbor  Advertisement 
protokolom SEND, tak každý uzol po prijatí takejto správy pomocou priloženého verejného kľúča a 
elektronického  podpisu  overí  integritu  správy  a  autenticitu  jej  odosielateľa.  Následne  uzol  z 
priložených parametrov vypočíta CGA a overí, či ide o IP adresu, ktorej mapovanie na linkovú adresu 
hľadá. 
Pri zabezpečovaní správ Router Advertisement je situácia o to zložitejšia, že smerovače musia 
mať svoj verejný kľúč overený certifikátom. Overenie pravosti podpisu smerovača je nutné preto, aby 
uzly siete mali istotu, že danú RA správu zaslal na tento účel oprávnený smerovač a nie útočník. Na 
podpis kľúčov sa používa certifikát X.509. Samozrejme certifikáty musí smerovačom vydávať (pre 
uzly) dôveryhodná certifikačná autorita. Pri zabezpečení správ Neighbor Advertisement certifikácia 
páru  kľúčov  nebola  potrebná  z  toho  dôvodu,  že  v  tomto  prípade  protokol  SEND  zabezpečuje 
mapovanie danej IPv6 adresy na danú linkovú adresu a nie „právo“ zasielať správy tohto typu ako je 
tomu v prípade Router Advertisement.
Podrobnejšie vysvetlenie fungovania protokolu SEND je možné nájsť v literatúre [10] [12].
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3 NDPMon
NDPMon (Neighbor Discovery Protocol Monitor) je implementáciou nástroja na automatické pasívne 
monitorovanie lokálnej siete. Autorom tohto programu je Thibault Cholez, ktorý ho vyvinul v roku 
2006 v rámci projektu MADYNES (madynes.loria.fr) [13].
Program je napísaný v jazyku C a preklad a spustenie je podporované na Linuxe a operačných 
systémoch  odvodených od Unixu  (Mac  OS X,  FreeBSD,  NetBSD,  OpenBSD).  Pre  zachytávanie 
ICMP správu používa knižnicu libpcap, pre načítavanie a ukladanie konfiguračného súboru a lokálnej 
databázy uzlov knižnicu libxml2.
Úvodom je  vhodné  si  povedať,  že  tento  nástroj  nedokáže  zabrániť  ani  predísť  útokom z 
lokálnej  siete.  Jeho  účelom je  odchytávať  všetky  ICMPv6  správy a  podľa  predkonfigurovaných 
pravidiel hľadať podozrivé pakety. Podozrivými paketmi autor programu rozumie pakety, ktoré majú 
príznaky niektorého z bežných typov útokov (viď 2.6), alebo môžu indikovať nesprávnu konfiguráciu 
niektorého smerovača alebo uzlu v lokálnej sieti. Po zachytení takéhoto podozrivého paketu program 
upozorní  administrátora  siete.  Upozornenia  administrátorovi  doručuje  prostredníctvom  protokolu 
syslog (na definovaný syslog server) alebo prostredníctvom emailu.
Aby  program  vedel  rozpoznať  podvrhnuté  ICMPv6  správy  od  tých  korektných  (napr. 
podvrhnutú správu Router  Advertisement),  musí  poznať „správnu“ konfiguráciu siete.  Pod týmto 
pojmom  sa  rozumie  definovanie  oprávnených  smerovačov  (ich  IP  adresy  a  MAC  adresy)  a 
definovanie  povolených prefixov oznamovaných  cez  Router  Advertisement.  Uvedené  údaje  musí 
samozrejme  programu  dodať  administrátor  siete  a  to  vo  forme  konfiguračného  súboru.  Syntax 
konfiguračného súboru zodpovedá jazyku XML. Príklad konfiguračného súboru je na obr. 12 [13].
Obr. 12: Príklad konfiguračného súboru programu NDPMon
Ďalším XML súborom, ktorý program potrebuje k správnej činnosti je databáza lokálnych IPv6 
uzlov. Tento súbor obsahuje pre každý uzol IPv6 adresu, zodpovedajúcu MAC adresu a čas, v ktorom 
bol zachytený posledný ICMPv6 paket od tohto uzlu. Hlavná činnosť programu potom spočíva v 
kontrole  konzistencie  údajov  uvedených  v  týchto  dvoch  XML súboroch  s  údajmi,  ktoré  zachytí 
prostredníctvom ICMPv6 správ z lokálnej siete. Aby administrátor nemusel (najmä pri rozsiahlejších 
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sieťach) manuálne napĺňať databázu lokálnych uzlov, môže program prvý krát spustiť v tzv. učiacom 
sa  režime  (learning-mode).  V  tomto  režime  program  podľa  prichádzajúcich  ICMPv6  ohlásení 
detekuje všetky aktuálne pripojené lokálne uzly a automaticky napĺňa databázu.
Spomedzi udalostí, na ktoré NDPMon upozorňuje administrátora siete uvediem len niektoré: 
neplatný  pár  IP/MAC adresa,  neznáma  MAC adresa  smerovača,  neznáma  IP  adresa  smerovača, 
neznámy  prefix  v  ohlásení  Router  Advertisement,  nastavený  príznak  v  smerovača  v  ohlásení 
Neighbor advertisement,  útok Denial of Service na protokol DAD (Duplicate Address Detection). 
Všetky  tieto  udalosti  sú  preposielané  administrátorovi  siete  prostredníctvom  emailu  a  syslogu. 
NDPMon je schopný detekovať aj niekoľko ďalších zmien v konfigurácií monitorovanej siete (výskyt 
nového uzlu, výskyt novej IPv6 adresy, …), ktoré sú však považované za menej kritické, a preto sú 
zaznamenávané len prostredníctvom syslogu. Zoznam všetkých udalostí je možné nájsť na webových 
stránkach projektu.
3.1 Výhody a nevýhody
Medzi výhody programu NDPMon treba určite zaradiť široké spektrum udalostí,  na ktoré dokáže 
program upozorňovať. Avšak v rozsiahlych sieťach môže vysoký počet zaznamenávaných udalostí 
spôsobiť  neprehľadnosť  logovacieho  súboru.  Toto  je  však  možné  riešiť  niektorým z  unixových 
nástrojov na automatické spracovanie textových súborov (napr. grep).
Opäť hlavne v rozsiahlejších sieťach môže byť za nedostatok programu považovaný fakt, že 
program je schopný zachytávať správy len z jedného sieťového rozhrania. Ďalšou nevýhodou je nie 
príliš  vysoký  komfort  konfigurácie  programu.  XML  súbory  sú  síce  pre  človeka  čitateľné  a 
jednoducho editovateľné,  no pomer  počtu formátovacích značiek k užitočným informáciám môže 
činiť problém.
Posledná z nevýhod sa ani tak netýka samotného programu ako možnosti jeho rozširovania. 
Jadro programu je napísané v jazyku C. To si síce pozitívum z hľadiska portability medzi unixovými 
operačnými systémami, ale naopak orientácia v zdrojových kódoch programu za účelom rozšírenia 




Z dôvodu existencie nevýhod programu NDPMon vymenovaných v kapitole 3.1 je súčasťou tohto 
diplomového projektu implementácia  nástroja  na detekciu lokálnych útokov na protokoly NDP a 
ICMPv6. Tento nástroj by mal byť inšpirovaný programom NDPMon a zároveň nemá trpieť jeho 
nedostatkami. Prvotnou úlohou pri výstavbe nástroja tohto typu je nájdenie spôsobu programového 
príjmu ICMPv6 paketov.
Existujúcich riešení vo forme knižníc existuje niekoľko. Každé z nich poskytuje programové 
rozhranie (API – Application Programming Interface) pre niektorý programovací jazyk a viaže sa na 
určitú platformu (Unix, MS Windows). Predpokladaný výber vývojového prostredia tvorí jazyk C++ 
a  platforma  Linux.  Pre  túto  kombináciu  je  jednoznačne  najrozšírenejšou  a  najpoužívanejšou 
knižnicou libpcap (packet capture library). Inou možnosťou by bolo podobnú knižnicu vytvoriť nad 
rozhraním unixových schránok (sockets).  Keďže  ale  knižnica  libpcap  poskytuje  všetko  potrebné, 
navyše je dobre dokumentovaná a portovateľná na rôzne unixové operačné systémy, nevidím dôvod 
takéhoto postupu.
Knižnica libpcap poskytuje natívne programové rozhranie pre jazyk C. Nakoľko je jazyk C++ s 
jazykom C z väčšej časti spätne kompatibilný, nepredstavuje jej API problém. Pre celý rad iných 
programovacích  jazykov  taktiež  existuje  rozhranie  na  libpcap  vo  forme  tzv.  wrapper-u (tj.  sady 
funkcií, ktoré poskytujú pre daný programovací libpcap API prekladom na natívne rozhranie jazyka 
C).  V  oblasti  portability  výslednej  aplikácie  nečiní  libpcap  takisto  žiaden  problém.  Knižnica  je 
dostupná  na  OS  GNU/Linux  a  väčšine  najpoužívanejších  unixových  operačných  systémov.  Pre 
úplnosť  uvediem,  že  táto  knižnica  bola  portovaná  aj  na  platformu  MS  Windows  pod  menom 
WinPcap.
4.1 LibPcap API
Programové  rozhranie  knižnice  je  tvorené sadou funkcií  jazyka  C.  Typický  program používajúci 
knižnicu libpcap strávi väčšinu času pasívnym čakaním na príchod paketu. Po príchode paketu predá 
knižnica riadenie programu prostredníctvom mechanizmu známeho ako spätné volanie (callback). Ide 
o funkciu, ktorú si program pred spustením príjmu paketov zaregistruje a po príjme paketu libpcap 
túto funkciu zavolá. Nasleduje stručný prehľad funkcií potrebných pre odchytávanie ICMP správ:
• pcap_t *pcap_open_live(const char *device, int snaplen,int promisc, int 
to_ms, char *errbuf)
• int pcap_compile(pcap_t *p, struct bpf_program *fp, char *str, int optimize, 
bpf_u_int32 netmask)
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• int pcap_setfilter(pcap_t *p, struct bpf_program *fp)
• int pcap_dispatch(pcap_t *p, int cnt, pcap_handler callback, u_char 
*user)
• const u_char *pcap_next(pcap_t *p, struct pcap_pkthdr *h)
Pre príjem paketov je potrebný výber rozhrania, z ktorého chceme pakety prijímať a inicializovať 
reláciu  (pcap_open_live).  Následne  je  potrebné  nastaviť  filter  prijímaných  paketov  (nás 
zaujímajú len správy typu ICMPv6).  Filtrovací  výraz (v tomto  prípade  “icmp6“)  je  potrebné z 
textovej  podoby preložiť  do binárnej  (pcap_compile)  a  následne  aplikovať  pre  filtrovanie  na 
zvolenom  sieťovom  rozhraní  (pcap_setfilter).  Pasívne  čakanie  na  ďalší  odchytený  paket 
(vyhovujúci  filtru)  program  zaháji  volaním  pcap_dispatch.  Parameter  callback  špecifikuje 
spomínanú funkciu pre spätné volanie po prijatí paketu. Alternatívou funkcie pcap_dispatch je 
funkcia pcap_next. Tá taktiež pasívne čaká na príchod paketu vyhovujúcemu nastavenému filtru, 
ale na rozdiel od pcap_dispatch nevolá pri prijatí paketu užívateľskú callback funkciu, ale paket 
uloží  do  adresového  priestoru  programu  a  vráti  naň  ukazateľ.  V  oboch  prípadoch 
(pcap_dispatch,  pcap_next) je analýza štruktúry prijatých dát už ďalej v réžií  programu a 
knižnica libpcap pre tento účel neposkytuje žiadne prostriedky.
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5 Návrh a implementácia
Pri  návrhu implementácie  programu na monitorovanie  ICMPv6 správ je  treba zohľadniť  riešenie 
niekoľkých  úloh.  Riešenie  návrhu  takéhoto  programu  je  teda  možné  rozdeliť  na  niekoľko 
samostatných celkov. V každom z nich navrhnúť riešenie a vytvoriť zodpovedajúcu implementáciu. 
V závere všetky čiastkové riešenia spojiť do jedného fungujúceho programu.  Vzhľadom k nižšie 
uvedenému  implementačnému  prostrediu  sa  budem pri  vytváraní  návrhu  snažiť  využiť  prednosti 
objektovo-orientovaného návrhu (najmä vyššia prehľadnosť, zrozumiteľnosť a udržovateľnosť).
Pri uvažovanom programe je po analýze možné vyčleniť niekoľko funkčných celkov:
• načítanie a analýza konfiguračných súborov
• príjem ICMPv6 paketov zo siete
• analýza prijatých paketov
• verifikácia obsahu prijatých ICMPv6 správ
• notifikácia správcov siete na vybrané udalosti
Konfiguračné súbory by mali byť prehľadné a jednoduché na použitie. V opačnom prípade to môže 
vyvolať negatívne dojmy z nasadenia a používania programu. Ako bolo spomenuté v predchádzajúcej 
kapitole,  príjem ICMPv6 správ zo siete zabezpečí  knižnica libpcap.  Avšak nakoľko táto knižnica 
poskytuje zachytené pakety v neštrukturalizovanej podobe, je potrebné prijaté dáta analyzovať a do 
objektovo-orientovaného  návrhu  zapracovať  hierarchiu  tried,  ktoré  budú  modelovať  prijaté 
štruktúrované  ICMP  správy.  Zvláštnu  pozornosť  je  nutné  venovať  častiam  programu,  ktoré 
implementujú  verifikáciu  obsahu  ICMP  správ  a  notifikáciu  na  zistené  udalosti  v  sieti.  Je  totiž 
pravdepodobné, že v budúcnosti môže vyvstať potreba tieto dva programové celky rozšíriť. V prípade 
prvého menovaného ide o doimplementovanie dodatočných verifikácií nad prijímanými správami. V 
prípade notifikačného subsystému môže ísť o  rozšírenie možností  doručovania notifikácií  o  nové 
komunikačné prostriedky (v súčasnosti  je  v  programe  podpora  pre  elektronickú poštu a  protokol 
syslog; viď 5.5).
5.1 Výber implementačného prostredia
Pre  implementáciu  popisovaného  programu  som sa  rozhodol  použiť  programovací  jazyk  C++  a 
platformu GNU/Linux (resp. Unix).  Toto implementačné prostredie som zvolil,  pretože poskytuje 
prostriedky  pre  uplatnenie  objektovo-orientovaného  návrhu  s  možnosťou  využiť  prvky 
procedurálneho  a  generického  programovania.  Jazyk  C++  taktiež  podporuje  vývoj  modulárnych 
programov, čoho je možné s výhodou využiť pri vývoji projektu za cieľom zvýšenia prehľadnosti 
zdrojových textov a jednoduchšej úpravy a prekladu jednotlivých programových celkov. Pre obsluhu 
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mimoriadnych  udalostí  som  v  projekte  použil  jazykom  C++  poskytovaný  systém 
výnimiek (exceptions).  Pre  zvýšenie  portability  programu  na  úrovni  zdrojových  kódov sú  všetky 
zdrojové texty validné podľa normy ISO/IEC 14882 (tiež známej ako „ISO C++98“).
5.2 Príjem ICMPv6 správ
Pre potreby zachytávania IPv6 paketov nesúcich ICMPv6 správy som použil programové rozhranie 
poskytované priamo knižnicou libpcap. Nakoľko je úlohou knižnice len vrátiť zachytený paket ako 
pole bajtov (dátový typ  unsigned char *), ktoré je následne analyzované inými triedami (viď 
5.3),  nepovažoval  som za  potrebné  vytvoriť  nad  existujúcim natívnym  rozhraním knižnice  nové 
objektové rozhranie.
Knižnica libpcap poskytuje  programové prostriedky na odchytávanie  paketov len z jedného 
sieťového  rozhrania.  Keďže  jednou  z  požadovaných  vlastností  programu  je  podpora  viacerých 
sieťových rozhraní,  vyriešil  som tento  problém paralelizovaním príjmu  správ.  Pre  každé  sieťové 
rozhranie,  ktoré  bude  program  monitorovať,  sa  vytvorí  jedno  vlákno,  ktoré  bude  nezávisle  na 
ostatných prijímať ICMPv6 správy, analyzovať ich a zasielať potrebné notifikácie. Pre tento účel som 
využil podporu vlákien v jadre operačného sytému Linux – POSIX threads. Pre úplnosť dodám, že 
podporu  paralelného  programovania  pomocou  vlákien  s  rozhraním  POSIX  threads  poskytujú  aj 
najrozšírenejšie unixové operačné systémy (napr. FreeBSD), takže ich použitie nezhoršuje portabilitu 
programu.
Každé vlákno vykonáva nasledujúcu činnosť:
1. Otvorenie daného sieťového rozhrania pre príjem dát – pcap_open_live
2. Preklad filtra (v tomto prípade “icmp6“) z textovej podoby do binárnej – pcap_compile
Pozn.:  Filtru  „icmp6“  vyhovejú aj  ICMPv6 správy mimo  protokolu NDP,  avšak tie  je 
možné pri verifikácií (krok 6) ignorovať.
3. Aplikovanie filtra (v binárnej podobe) na vybrané sieťové rozhranie – pcap_setfilter
4. Pasívne čakanie  na  príchod paketu,  ktorý prejde cez nastavený filter  (ICMPv6 správa)  – 
pcap_next
5. Analýza  paketu  –  triedy  EthernetFrame,  IP6Paket a  hierarchia  tried  odvodená  od 
triedy Datagram
6. Kontrola obsahu paketu a zasielanie prípadných notifikácií; prechod na krok 4.
Táto  funkcionalita  je  implementovaná  v  module  main.cpp,  vo  funkcií  sniff,  ktorej  kód 
vykonávajú všetky vlákna paralelne. S výnimkou jedného prípadu (viď 5.4) nemenia vlákna žiadne 
zdielané (globálne) dáta, preto nie je potrebná explicitná synchronizácia pomocou prostriedkov pre 
výlučný prístup (semaforov).
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Záverom by som chcel dodať, že som si vedomý faktu, že knižnica libpcap ako celok nie je tzv. 
thread-safe (bezpečná pre paralelné volania z niekoľkých vlákien). Avšak v dokumentácií, príp. na 
vývojárskych  diskusných  fórach  tohto  projektu  sa  dá  dočítať,  že  operácia  pcap_next (resp. 
pcap_dispatch)  nepoužíva  žiadne  globálne  dáta  a  teda  je  ich  možné  bezpečne  volať  aj  z 
viacerých vlákien súčasne.
5.3 Analýza prijatých správ
Pri vytváraní návrhu tried reprezentujúcich ICMPv6 správy som vychádzal z faktu, že každá takáto 
správa je zabalená v dvoch vrstvách: linková a sieťová. Obsahom dát (payload) sieťovej vrstvy sú už 
samotné  ICMPv6 správy.  Pre  každú vrstvu,  v  ktorej  prebieha sieťová komunikácia  som vytvoril 
hierarchiu tried. Hierarchia vždy začína jednou bázovou abstraktnou triedou, od ktorej sú konkrétne 
triedy reprezentujúce jednotlivé dátové jednotky.
5.3.1 Hierarchia tried linkovej vrstvy
Dátovou jednotkou používanou na linkovej vrstve sú rámce (frames). Od toho je aj odvodený 
názov  abstraktnej  bázovej  triedy  pre  túto  vrstvu  komunikácie  –  Frame.  Táto  abstraktná  trieda 
predpisuje odvodeným triedam implementáciu troch čisto virtuálnych (pure virtual) metód:
• virtual char * rawData() = 0;
• virtual int dataLength() const = 0;
• virtual string interface() const = 0;
Metóda rawData vracia ukazateľ na neštruktúrované dáta linkovej vrstvy (tj. bez hlavičky linkovej 
vrstvy).  Metóda  dataLength  vracia  dĺžku  užitočných  dát  (payload)  nesených  rámcom.  Metóda 
interface vracia názov sieťového rozhrania, cez ktorý bol rámec zachytený.
Jedinou odvodenou triedou je  v  súčasnosti  trieda  EthernetFrame,  ktorá  v  konštruktore 
implementuje analýzu ethernetového rámca. Trieda okrem implementácií vyššie spomenutých čisto 
virtuálnych  metód  rozširuje svoje  rozhranie o metódy vracajúce ukazatele  na  zdrojovú a  cieľovú 
MAC adresu.
V prípade potreby rozšírenia podpory o ďalšie protokoly linkovej vrstvy je možné odvodiť 
ďalšie  podtriedy  triedy  Frame.  Požiadavku  na  takéto  rozšírenie  programu  v  budúcnosti  však 
nepovažujem za  pravdepodobnú,  nakoľko  sa  väčšinou  v  lokálnych  sieťach  v  súčasnosti  používa 
linková technológia ethernet.
Obe triedy sú implementované v module  frame.cpp s rozhraním  frame.h.  Nasledujúci 
obrázok konceptuálne zobrazuje uvedené triedy vo forme UML diagramu tried.
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Obr. 13: Diagram tried modulu frame.cpp
5.3.2 Hierarchia tried sieťovej vrstvy
Na  sieťovej  vrstve  sú  dáta  prenášané  v  paketoch.  Abstraktná  bázová  trieda  hierarchie  pre  túto 
komunikačnú  vrstvu  sa  volá  Packet.  Trieda  Packet predpisuje  odvodeným  triedam 
implementáciu dvoch čisto virtuálnych metód:
• virtual char * rawData() = 0;
• virtual int dataLength() const = 0;
Obe  metódy  majú  podobný  význam ako  v  predchádzajúcej  podkapitole.  Bázová  trieda  má  ešte 
metódu,  ktorá  vracia  asociovaný  objekt  triedy  Frame,  z  ktorého  by  sa  mali  všetky  podtriedy 
konštruovať - Frame * frame() const.
Jedinou odvodenou triedou je trieda  IP6Packet, ktorá rozširuje svoje rozhranie o metódy, 
ktoré  vracajú  údaje  z  IPv6  hlavičky:  zdrojovú  a  cieľovú  IPv6  adresu,  hop  limit,  identifikácia 
nasledujúcej rozširujúcej hlavičky (resp. protokolu vyššej  vrstvy).  Implementácia podtried pre iné 
sieťové  protokoly  je  bezpredmetná,  nakoľko  protokol  ICMPv6,  ktorého  správy  tento  program 
monitoruje, je pevne spätý so sieťovým protokolom IPv6. Obe triedy sú implementované v module 
packet.cpp s rozhraním packet.h. UML diagramy tried nasledujú na obrázku.
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Obr. 14: Diagram tried modulu packet.cpp
5.3.3 Hierarchia tried transportnej vrstvy
Triedy reprezentujúce dáta tela IPv6 paketu sú odvodené od abstraktnej bázovej triedy Datagram. 
Táto trieda definuje podobne ako v predošlých prípadoch metódu,  ktorá vracia asociovaný objekt 
triedy odvodenej od triedy Paket (Packet * packet() const) a dve čisto virtuálne metódy, 
ktoré vracajú dáta transportnej vrstvy a ich dĺžku:
• virtual char * rawData() = 0;
• virtual int dataLength() const = 0;
Pre potreby vyvíjaného programu sú podstatné správy protokolu ICMPv6, preto je od triedy 
Datagram odvodená trieda ICMP6Datagram, ktorej atribúty reprezentujú vlastnosti spoločné pre 
všetky typy ICMPv6 správ: typ správy (type) a kód (code). Pre jednotlivé typy ICMPv6 sú následne 
od tejto triedy odvedené ďalšie podtriedy, ktoré vo svojich atribútoch ukladajú údaje zodpovedajúce 
konkrétnemu typu ICMPv6 správy. Celá hierarchia je konceptuálne zobrazená na obr. 15. Z názvov 
podtried si je možné ľahko domyslieť, ktorý konkrétny typ ICMPv6 správy trieda reprezentuje.
Všetky triedy odvodené od triedy  ICMP6Datagram majú statický atribút  chain. V tomto 
atribúte je uložený jednosmerný lineárny zoznam odkazov na testy, ktoré sa majú spustiť pri prijatí 
správy daného typu. Odkaz na test reprezentuje ukazateľ na objekt triedy PacketInspector, čo je 
abstraktná trieda,  od ktorej  sú odvodené triedy implementujúce konkrétne testy (viď 5.4).  Každá 
trieda spomínanej hierarchie tiež definuje vlastnú implementáciu virtuálnej metódy getChain, ktorá 
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vráti  referenciu na zoznam testov asociovaných s danou konkrétnou triedou.  Metóda  runChain 
následne všetky testy spustí. Metóda runChain berie jeden argument typu bool (stopOnFail), 
ktorého implicitná hodnota je true. Ak je metóda runChain zavolaná s argumentom false, tak 
spustí  všetky  testy  v  uvedenom  zozname.  V  opačnom  prípade  sa  po  prvom  neúspešnom  teste 
verifikácia zastaví.
Aby  bolo  jednoduché  vytvárať  objekty  konkrétnych  podtried  triedy  ICMP6Datagram v 
závislosti na type prijatej ICMPv6 správy, využíva trieda ICMP6Datagram návrhový vzor Factory. 
Cieľom  tohto  návrhového  vzoru  je  sústrediť  logiku  vytvárania  objektov  rôznych  podtried 
ICMP6Datagram do jedného miesta – statickej metódy create. Táto metóda na základe typu a 
kódu prijatej ICMPv6 správy dynamicky vytvorí  objekt niektorej z podtried  ICMP6Datagram a 
vráti naň ukazateľ. Pomocou polymorfného rozhrania vytvoreného v triede ICMP6Datagram je cez 
ukazateľ vrátený metódou create následne jednotným spôsobom spracovávať (tj. vykonávať testy) 
všetky typy ICMPv6 správ.
Všetky triedy sú implementované v module  datagram.cpp s rozhraním datagram.h. V 
prípade  potreby  je  možné  neskôr  doimplementovať  podtriedy  pre  ďalšie  typy  ICMPv6  správ 
(prípadne  správ iných  protokolov),  čím získa  program možnosť  analyzovať  tieto  typy  správ.  Pri 
zavedení podpory pre nový typ správy je však tiež nutné upraviť statickú „factory“ metódu create 
(definovanú  v  triede  ICMP6Datagram)  a  tiež  doimplementovať  požadované  testy  nad 
novozavedeným typom správy.
5.3.4 Reprezentácia adries
Pre účel ukladania adries protokolov linkovej a sieťovej vrstvy (MAC adresy a IPv6 adresy) je v 
module netaddress.cpp (s rozhraním netaddress.h) vytvorená skupina tried. Všetky triedy 
modulu  sú  odvodené  od abstraktnej  bázovej  triedy  NetworkAddress.  Pre  reprezentáciu  MAC 
adries  je  odvodená  trieda  MACAddress,  pre  IPv6  adresy  je  to  trieda  IP6Address.  Trieda 
IP6Address má ešte jednu podtriedu – IP6Prefix, ktorá reprezentuje prefix IPv6 adresy.
Všetky  typy  adries  je  možné  vytvoriť  z  reťazcovej  reprezentácie  (využitie  pri  spracovaní 
konfiguračného súboru) a číselnej reprezentácie (využitie pri konštrukcií objektu z prijatej správy). 
Keďže je v kontexte tohto programu najčastejšou operáciou nad adresami ich vzájomné porovnanie 
na zhodu, definuje každá trieda operátory rovnosti a nerovnosti – operator==, operator!=.
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Obr. 15: Diagram tried modulu datagram.cpp
5.4 Verifikácia obsahu ICMPv6 správ
Pre vykonávanie všetkých kontrol obsahu prijatých ICMPv6 správ je vytvorené jednotné rozhranie v 
triede  PacketInspector.  Ide  o  abstraktnú  triedu,  ktorá  deklaruje  čisto  virtuálnu  metódu  - 
virtual bool inspect(Datagram * datagram). Rôzne typy testov prijatých paketov sú 
potom  v  programe  implementované  tak,  že  pre  každý  test  je  od  triedy  PacketInspector 
odvodená konkrétna trieda, ktorá definuje implementáciu virtuálnej metódy inspect. Tento prístup 
stabilného rozhrania následne umožňuje spúšťať testy implementované v rôznych podtriedach triedy 
PacketInspector jednotným  spôsobom  (prostredníctvom  virtuálnej  metódy  inspect). 
Abstraktná  trieda  PacketInspector je  implementovaná  v  module check.cpp s  rozhraním 
check.h.
Triedy implementujúce konkrétne kontroly paketov sú rozdelené na dve skupiny.  V module 
ip_checks.cpp (s  rozhraním  ip_checks.h)  sú testy kontrolujúce správnosť údajov z IPv6 
hlavičky, konkrétne kontrola údaju hoplimit  (očakávaná hodnota je 255) a kontrola triedy zdrojovej 
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IPv6  adresy  (všetky  správy  by  mali  mať  zdrojovú  adresu  triedy  link-local).  Modul 
nd_checks.cpp (s  rozhraním  nd_checks.h)  obsahuje  testy  zamerané  na  kontrolu  správ 
protokolu NDP.  Kritickými správami sú Router Advertisement, Neighbor Advertisement a Redirect, 
preto je väčšina testov zameraná práve na tieto typy ICMPv6 správ.
V správach typu  Router Advertisement sa kontroluje autenticita smerovača (zhoda zdrojovej 
MAC a IPv6 adresy s referenčnými hodnotami), správnosť inzerovaných parametrov a inzerovaných 
globálnych prefixov.  V prípade,  že správa obsahuje medzi  voliteľnými rozširujúcimi  možnosťami 
linkovú adresu odosielateľa,  program skontroluje  zhodu tejto  adresy so zdrojovou MAC adresou 
ethernetového rámca, v ktorom bola správa prijatá.
Po prijatí  správy  Neighbor Advertisement  prebieha kontrola autenticity odosielajúceho uzlu. 
Program kontroluje rovnako ako v predošlom prípade zhodu MAC a IPv6 adresy s referenčnými 
hodnotami. Ak je odosielajúcim uzlom smerovač, prebehne táto kontrola vždy. V opačnom prípade 
(odoslielajúcim uzlom je stanica),  prebieha kontrola iba v prípade, že je v konfiguračnom súbore 
povolená kontrola staníc. Ďalší test hľadá v hlavičke správy príznak „R“ (indikuje, že odosielajúcim 
uzlom by  mal  byť  smerovač).  Ak  má  správa  tento  príznak  nastavený,  tak  sa  následne  vykoná 
kontrola, či je odosielateľom správy skutočne oprávnený smerovač. Rovnako ako v prípade správy 
Router Advertisement, program kontroluje zhodu prípadnej inzerovanej linkovej adresy so zdrojovou 
MAC adresou.
Po  prijatí  správy  Redirect je  rovnako  ako  v  prípade  Router  Advertisement kontrolovaná 
autenticita smerovača, ktorý správu poslal.
V  predchádzajúcich  odstavcoch  som písal  o  kontrole  zhody niektorých  údajov  z  prijatých 
ICMPv6 správ voči referenčným hodnotám. Týmito referenčnými hodnotami sa rozumejú tie, ktoré 
program pri spustení obdržal prostredníctvom konfiguračného súboru (resp. konfiguračných súborov; 
viď 5.5).  Ďalej  by som upozornil  na fakt,  že virtuálna metóda  inspect očakáva ako parameter 
ukazateľ na objekt abstraktnej triedy Datagram. Implementácie tejto metódy v podtriedach sa musia 
teda  tento  ukazateľ  pokúsiť  pretypovať  na ukazateľ  na  objekt  triedy,  ktorú verifikujú.  Bezpečný 
spôsob  pretypovania  ponúka  jazyk  C++  formou  operátora  dynamic_cast.  V  prípade,  že 
pretypovanie  zlyhá  (metóda  pri  volaní  nedostala  ukazateľ  typu,  ktorý  očakáva),  by  sa  mal  test 
okamžite skončiť neúspechom.
5.4.1 Dynamická registrácia nových staníc
Program je možné spustiť v tzv. „učiacom sa“ móde, v ktorom novoobjavené stanice v lokálnej sieti 
dynamicky  pridané  do  aktuálnej  konfigurácie  programu.  Nové  stanice  pripojené  do  siete,  ktorú 
program monitoruje, je možné detekovať pomocou oznámenia Neighbor Advertisement zaslaného na 
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multicastovú adresu s vynulovaným príznakom „S“ (tento príznak je nastavený len vtedy, ak bola 
správa vyžiadaná predchádzajúcim dotazom Neighbor Solicitation).
Pre odchytávanie a analýzu správ tohto typu už v module datagram.cpp existuje podpora. 
Chýba  teda  len  prostriedok  na  zmenu  aktuálnej  konfigurácie  programu.  Keďže  modul 
datagram.cpp má  prístup  k  objektu  reprezentujúcemu  konfiguráciu  programu,  je  možné  s 
výhodou  využiť  vyššie  popísaný  systém pre  verifikáciu  obsahu  paketov  a  to  tak,  že  od   triedy 
PacketInspector odvodíme triedu RegisterNewStation, ktorá nebude pakety verifikovať, 
ale hľadať oznámenia Neighbor Advertisement o novopripojených staniciach a tieto bude pridávať do 
existujúcej konfigurácie programu.
Ako  bolo  spomenuté  v  kapitole  5.2,  môže  nastať  situácia,  že  program  bude  potrebovať 
zaregistrovať  niekoľko  nových  staníc  (z  niekoľkých  sieťových  rozhraní)  súčasne  (z  niekoľkých 
vlákien).  Pre  tento  prípad  je  operácia  pridania  novej  stanice  do  aktuálnej  konfigurácie  strážená 
posixovým  semafórom  (pthread_mutex_t),  čím  je  zaručené  vzájomné  vylúčenie  vlákien  pri 
vykonávaní kritického úseku kódu.
Na obr. 16 je uvedený diagram tried zobrazujúci triedy hierarchie popisovanej v tejto kapitole.
Obr. 16: Hierarchia tried modulov check.cpp, ip_checks.cpp a nd_checks.cpp
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5.5 Notifikácie
Hlavnou  úlohou  notifikačného  subsystému  je  upozorňovanie  administrátora  siete  na  zistené 
problémy.  Program  v  súčasnosti  umožňuje  doručovanie  týchto  upozornení  prostredníctvom 
elektronickej  pošty  a  pomocou  protokolu  syslog.  Z  hľadiska  rozšíriteľnosti  programu  o  ďalšie 
notifikačné prostriedky je  však dôležité  definovať  jednotné stabilné  rozhranie  pre  implementáciu 
všetkých spôsobov zasielania upozornení. Toto rozhranie reprezentuje abstraktná trieda Logger.
Trieda Logger deklaruje čisto virtuálnu metódu virtual void log(const char * 
message,  int  severity  =  0),  ktorú  musia  všetky  odvodené  triedy  implementovať. 
Definície  tejto  metódy  v  odvedených  triedach  potom  implementujú  zaslanie  správy  message 
konkrétnym komunikačným kanálom (e-mail,  syslog,  ...).  V praxi  môže  byť  samozrejme  vhodné 
zasielať každú notifikáciu niekoľkými kanálmi (napr. e-mail a syslog, príp. zasielať notifikácie na 
niekoľko e-mailových adries alebo niekoľko syslog serverov). Pre tento prípad som pri návrhu triedy 
Logger použil návrhový vzor  chain of responsibility („reťazec zodpovednosti“). Aplikáciou tohto 
vzoru  vzniká zoznam objektov tried  odvodených od triedy  Logger.  Pri  požiadavke na  zaslanie 
notifikácie  sa  zavolá  metóda  log prvého  objektu  v  zozname.  Ten  ju  môže  spracovať  a  zaslať 
upozornenie, prípadne ignorovať. V oboch prípadoch môže objekt delegovať požiadavku na zaslanie 
notifikácie ďalšiemu objektu v zozname. Logika, podľa ktorej sa každý objekt zoznamu rozhodne o 
spôsobe spracovania požiadavky je v réžií triedy tohto objektu. Vhodným prostriedkom pre riadenie 
spracovania konkrétnej správy reťazcom objektov je parameter  severity metódy  log.  Hodnota 
tohto parametru by mala určovať číselne vyjadrenú závažnosť problému, na ktorý správa upozorňuje. 
V implementáciách metódy  log sa táto hodnota  môže  využiť  napríklad tak,  že  správy s  nízkou 
závažnosťou sú oznamované len prostredníctvom protokolu syslog, správy s vyššou závažnosťou sú 
navyše zasielané elektronickou poštou a správy s najvyššou závažnosťou by mohli byť napr. zasielané 
aj prostredníctvom GSM siete formou SMS. V súčasnom stave program všetky notifikácie zasiela 
prostredníctvom e-mailu aj syslogu.
Lineárny zoznam implementujúci vzor chain of responsibility je vytváraný tak, že každý objekt 
obsahuje  atribút  next –  odkaz  na  nasledujúci  objekt  v  zozname.  Hodnota  atribútu  next pre 
posledný objekt v zozname je NULL.
Zaznamenávanie notifikácií prostredníctvom e-mailu implementuje trieda EmailLogger. Pre 
tento účel využíva unixový program mail. Pre úspešné odosielanie e-mailov je teda nutné mať na 
počítači nakonfigurované poštové služby a nainštalovaný program mail. Pri zasielaní pošty program 
spustí  nový  proces  (s  programom  mail)  pomocou  systémového  volania  popen,  ktoré  vracia  file 
stream,  cez ktorý môj  program komunikuje s  programom mail.  Konštruktor tejto triedy vyžaduje 
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emailovú  adresu,  na  ktorú  budú  upozornenia  doručované  a  voliteľne  aj  predmet  zasielaných 
emailových správ (definícia vlastného formátu predmetu správy môže byť užitočná pri automatickom 
spracovávaní e-mailov na strane adresáta).
Notifikácie  prostredníctvom  protokolu  syslog  implementuje  trieda  SyslogLogger. 
Konštruktor triedy vyžaduje doménové meno alebo IP adresu syslog servera, na ktorý budú zasielané 
upozornenia programu.  Voliteľne je  možné uviesť aj  UDP port,  na ktorom syslog  server  počúva 
(implicitná  hodnota  portu  je  514).  Trieda  používa  na  komunikáciu  so  syslog  serverom 
prostredníctvom  transportného  protokolu  UDP  triedu  UDPSocket z  modulu  netio.cpp 
(rozhranie  netio.h). V stručnosti len spomeniem, že ide o triedu odvodenú od triedy Socket z 
rovnakého modulu, ktorá poskytuje objektové rozhranie nad rozhraním unixových schránok  (BSD 
sockets). V prípade triedy UDPSocket ide konkrétne o preklad doménového mena na IP adresu a 
operácie vstupu do socketu a výstupu zo socketu. Pre vstupno-výstupné operácie táto trieda používa 
preťažené operátory „<<” a „>>”, ktoré sú implementované pomocou systémových volaní recvfrom a 
sendto.  Ďalšie implementačné detaily príliš nesúvisia s navrhovaným programom, a preto by som v 
prípade hlbšieho záujmu odkázal čitateľa na komentované zdrojové kódy spomínaného modulu.
Vyššie  vedené  triedy  sú  definované  v  module  logger.cpp (rozhranie  logger.h).  Na 
nasledujúcom obrázku je zobrazený diagram tried modulu.
Obr. 17: Hierarchia tried modulu logger.cpp
5.6 Načítanie a analýza konfiguračných súborov
Konfiguračné  súbory  umožňujú  programu  ukladať  svoje  aktuálne  nastavenie  perzistentným 
spôsobom.  Môj  program  načítava  svoju  konfiguráciu  z  dvoch  súborov.  V  prvom  z  nich  sa 
nadchádzajú globálne nastavenia programu, nastavenie doručovania notifikácií, zoznam oprávnených 
smerovačov a príp. zoznam oprávnených staníc pre konkrétne podsiete. V druhom konfiguračnom 
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súbore (cache), ktorý je voliteľný (tj. môže byť prázdny alebo nemusí vôbec existovať), sa nachádza 
zoznam staníc, ktoré program dynamicky objavil v minulosti.
Oba  konfiguračné  súbory  majú  podobu  otvoreného  textu  a  používajú  rovnaké  syntaktické 
prostriedky na vyjadrenie rôznych aspektov konfigurácie programu. Syntax konfiguračných súborov 
je  podobná  formátu  konfiguračných  súborov  niektorých  ostatných  unixových  programov  (napr. 
dhcpd).  Riadky  začínajúce  znakom  „#” sú  považované  za  komentáre  a  pri  spracovávaní  sú 
ignorované. Konfigurácia konkrétnych častí programu je zapisovaná vždy ako dvojica reťazcov, z 
ktorých prvý označuje kľúčové slovo (ktoré vymedzuje rozsah alebo cieľ) a druhé konkrétnu hodnotu 
nastavovaného parametru.  V niektorých  prípadoch je  potrebné  zadať  ako  hodnotu  zoznam alebo 
vymedziť kontext niektorých konfiguračných parametrov. Na tento účel slúžia zložené zátvorky ({, 
}).
Všetky  nasledujúce  parametre  sú  po  analýze  mapované  na  atribúty  triedy  Config,  ktorá 
sumarizuje údaje získané z oboch konfiguračných súborov (viď obr. 18). Ako bude zrejmé z ďalšieho 
popisu  jednotlivých  častí  konfiguračných  súborov,  formálny  jazyk,  ktorý  popisuje  syntax 
konfiguračných súborov, je regulárny.  To znamená, že pre jeho analýzu je možné použiť konečný 
automat.  Pre  analýzu  každého  súboru  je  vytvorený  jeden  konečný  automat  –  metódy  parse a 
parseCache triedy Config.
Obr. 18: Diagram tried modulu config.cpp
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5.6.1 Globálna konfigurácia




• interfaces { interface1 interface2 … interfaceN }
Pomocou  check-routers-only program zistí,  či  má  v  ohláseniach  Neighbor  Advertisement 
kontrolovať  platnosť  adries  všetkých  definovaných  uzlov  (hodnota  yes)  alebo  len  smerovačov 
(hodnota no). Kľúčové slovo stop-on-fail nastavuje, či sa testovanie každého prijatého paketu 
má ukončiť po prvom neúspešnom teste (hodnota  yes), alebo sa majú vždy vykonať všetky testy 
asociované s triedou prijatej správy (hodnota no). Kľúčové slovo learn zapína a vypína tzv. „učiaci 
sa“ mód programu. Ak program beží v tomto móde, tak z prijatých správ Neighbor Advertisement sa 
snaží  detekovať  nové  uzly  a  nové  IPv6  adresy  a  pridávať  ich  do  aktuálnej  konfigurácie.  Pred 
ukončením programu sú potom tieto nové uzly zapísané druhého konfiguračného súboru (cache). 
Posledným  parametrom  globálnej  konfigurácie  programu  je  zoznam  sieťových  rozhraní,  ktoré 
program monitoruje. Tento zoznam je uvedený kľúčovým slovom interfaces.
5.6.2 Konfigurácia notifikácií, smerovačov a staníc
V zvyšnej časti konfiguračného súboru má užívateľ možnosť definovať komunikačné prostriedky, cez 
ktoré  bude program doručovať notifikácie  (e-mailové  adresy,  adresy syslog  serverov),  oprávnené 
smerovače vrátane povolených inzerovaných informácií  a príp. aj staticky nakonfigurovať stanice, 
ktoré  môže  program  na  sieti  „vidieť“.  Keďže  informácie  o  spôsobe  konfigurácie  uvedených 
parametrov  majú  značne  popisný  charakter,  dovolil  by  som  si  odkázať  čitateľa  na  užívateľskú 
príručku programu, ktorá je v elektronickej verzií dostupná v prílohe.
5.7 Výnimky
Obsluhu mimoriadnych  udalostí,  ktoré  vznikajú  za  behu programu som implementoval  pomocou
výnimiek (exceptions). Ide o nástroj jazyka C++, ktorý umožňuje jednoducho a prehľadne spracovať
chyby na jednom mieste v programe. Nevýhodou použitia tohto mechanizmu je o niečo pomalší beh
programu. Túto nevýhodu považujem v súčasnosti za zanedbateľnú v porovnaní s výhodami, ktoré
takéto riešenie poskytuje.
Pre spracovanie chýb pomocou výnimiek som navrhol a implementoval hierarchiu niekoľkých
tried, ktoré sú odvodené od bázovej triedy Exception. Od tejto triedy sú odvodené dve podtriedy, 
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ktoré  reprezentujú  chyby  pri  spracovaní  konfiguračných  súborov:  ConfigSyntaxException, 
ConfigIOException.  Prvá  z  menovaných  tried  reprezentuje  chybu  syntaxe  („zaseknutie“ 
konečného automatu). Vznik výnimky triedy ConfigIOException znamená, že syntax súboru je 
v poriadku, ale program pri analýze narazil  na hodnotu v neznámom formáte (napr. IPv6 adresa, 
MAC adresa apod.) Samotná trieda Exception je odvodená od štandardnej triedy reprezentujúcej 
výnimku v jazyku C++ - std::exception. Všetky odvodené triedy definujú svoju implementáciu 
virtuálnej  metódy  what,  ktorá  vracia  reťazec  s  popisom chyby,  ktorá  vznik  výnimky  vyvolala. 
Vyvolanie  niektorej  z  možných  výnimiek  znamená,  že  v  programe  (konkrétne  pri  spracovaní 
konfiguračných  súborov)  vznikla  chyba,  z  ktorej  sa  nedá  zotaviť  a  je  nutné  ukončiť  program. 
Spracovanie všetkých typov výnimiek sa deje v module main.cpp.
5.8 Preklad a spustenie
Na preklad všetkých modulov programu a ich následné zlinkovanie do spustiteľného súboru som 
použil  systém  GNU  Make.  Tento  program  na  základe  pravidiel  uvedených  v  súbore  Makefile 
postupne preloží celý projekt.
Pri  preklade  projektu  stačí  v  adresári  so  zdrojovými  súbormi  spustiť  program  make. 
Predpokladom úspešného prekladu a spustenia je kompatibilný posixový operačný systém s podporou 
posixových  vlákien  a  nainštalovanou  knižnicou  libpcap.  Projekt  bol  vyvíjaný  a  testovaný  na 
operačnom systéme  GNU/Linux  (s  jadrom vetvy linux  2.6).  Preklad  je  možný  aj  na  operačnom 
systéme FreeBSD. Na ostatných unixových operačných systémoch som program netestoval. Avšak 
program používa okrem spomínanej knižnice libpcap len štandardnú knižnicu jazyka C++, a preto by 
prenos programu do iných posixových operačných systémov nemal  činiť väčšie problémy.  Jediný 
problém, ktorý by mohol nastať je rôzne umiestnenie niektorých hlavičkových súborov, ktoré sa však 
dá vyriešiť doplnením príslušnej vetvy podmieneného prekladu.
V súbore Makefile sú definované pravidlá prekladu pri použití prekladača g++ z balíka GCC 
(GNU Compiler Collection). Keďže ale zdrojové kódy programu zodpovedajú poslednej ISO norme 
jazyka C++, nemal by byť problém použiť iný prekladač jazyka C++ kompatibilný s touto normou. V 
tomto prípade je však nutná zodpovedajúca úprava súboru Makefile.
Po ukončení prekladu projektu sa vytvorí spustiteľný súbor s názvom mon6. Keďže program 
využíva  pre  odchytávanie  ICMPv6 správ  zo  siete  knižnicu  libpcap,  ktorá  pre  zabezpečenie  tejto 
služby vytvára  raw socket,  sú  pre  spustenie  programu  nutné  práva  správcu  operačného systému 




V tomto diplomovom projekte som najprv zosumarizoval všetky teoretické východiská potrebné pre 
získanie prehľadu o sieťovom protokole IPv6. Prehľad zahŕňa popis vylepšení, dôvody nasadenia a 
tiež  popis  formátu  správ.  Pre  ústredný  cieľ  práce  (implementácia  monitorovacieho  nástroja)  je 
dôležitý popis formátu a fungovania protokolu ICMPv6. V kapitolách rozoberajúcich tento protokol 
som venoval zvýšenú pozornosť správam protokolu NDP a pohľadu na bezpečnostné riziká s nimi 
spojené.
Som si vedomý toho, že niektoré pasáže práce môžu na prvý pohľad pôsobiť príliš popisným 
dojmom. Na druhej strane si myslím, že svoje ciele práca napĺňa dostatočne. Úvodné kapitoly, ktoré 
nie sú explicitne uvedené medzi cieľmi práce, som sa rozhodol zaradiť kvôli kontextu. Teda preto, 
aby čitateľ najprv získal prehľad o technológiách, ktorých nedostatky a bezpečnosť práca rieši.
Vytvorený  program  je  v  súčasnosti  pre  svoj  účel  použiteľný.  V  porovnaní  s  existujúcim 
riešením NDPMon je možné konštatovať, že implementovaný program úspešne odstraňuje nedostatky 
zmienené  v  kapitole  3.1  –  pridáva  podporu  pre  viaceré  sieťové  rozhrania  a  ponúka  možnosť 
prehľadnejšej konfigurácie. Z hľadiska návrhu považujem za dobre spracované subsystémy analýzy 
prijatých správ,  verifikácie  ICMPv6 správ a  notifikačný subsystém.  Návrh menovaných modulov 
zaručuje ich jednoduchú rozšíriteľnosť a udržovateľnosť celého projektu. Tieto vlastnosti programu 
NDPMon taktiež chýbajú. V prospech NDPMon-u je možné uviesť širšie spektrum udalostí, ktoré je 
tento program schopný detekovať. Ide najmä o možnosť detekovať výrobcu sieťovej karty podľa 
uvedenej MAC adresy, detekcia multicastového prenosu a upozorňovania na broadcastové vysielanie 
na úrovni linkovej (ethernet) vrstvy. Túto funkcionalitu by bolo možné v budúcnosti do programu 
doplniť  (do  modulu  implementujúceho  verifikácie  –  check.cpp).  Pri  rozširovaní  by  však  bola 
potrebná  aj  úprava  modulov  pre  analýzu  prijatých  paketov  (najmä  datagram.cpp).  Celkovo však 
považujem cieľ práce za dostatočne splnený.
Medzi ďalšie oblasti možného vývoja programu by som zaradil vykonanie potrebných úprav 
(najmä  podmienený  preklad  pre  niektoré  spomínané  hlavičkové  súbory)  pre  možnosť  prekladu  a 
spustenia programu aj na ostatných používaných unixových systémoch (NetBSD, OpenBSD, Solaris). 
Ďalej by menej skúsení užívatelia možno privítali možnosť generovať konfiguračný súbor pomocou 
nástroja  s  grafickým  užívateľským  rozhraním.  Pri  nasadení  programu  v  prostredí,  v  ktorom  sa 
vyžaduje  okamžitá  reakcia  administrátorov  siete  na  niektoré  typy  udalostí,  by  bolo  vhodné 
doimplementovať  podporu  pre  upozorňovanie  na  tieto  udalosti  prostredníctvom  ďalších 
komunikačných kanálov (SMS, instant-messaging, …). Rozšírenie tohto typu si však nevyžaduje veľa 
dodatočnej  práce,  nakoľko  stačí  vytvoriť  príslušnú  potriedu  triedy  Logger a  vykonať  patričné 
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Príloha A. CD s elektronickou verziou technickej správy, zdrojovými textami vytvoreného programu 
a elektronickou verziou užívateľskej príručky k programu
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