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A simple proof of a theorem
of Kirchberg and related results on C∗-norms
by
Gilles Pisier*
§0. Introduction. Main results.
Recently, E. Kirchberg [K1–2] revived the study of pairs of C∗-algebras A,B such
that there is only one C∗-norm on the algebraic tensor product A ⊗ B, or equivalently
such that A ⊗min B = A ⊗max B. Recall that a C
∗-algebra is called nuclear cf. [L, EL]
if this happens for any C∗-algebra B. Kirchberg [K1] constructed the first example of a
non-nuclear C∗-algebra such that A⊗min A
op = A⊗max A
op. He also proved the following
striking result [K2] for which we give a very simple proof and which we extend.
Theorem 0.1. (Kirchberg [K2]). Let F be any free group and let C∗(F ) be the (full)
C∗-algebra of F , then
C∗(F )⊗min B(H) = C
∗(F )⊗max B(H).
Here, and throughout the paper (unless specified otherwise) H is a separable infinite
dimensional Hilbert space and B(H) is the space of all bounded operators on H.
More generally, we will prove
Theorem 0.2. Let (Ai)i∈I be a family of unital C
∗-algebras such that
∀i ∈ I Ai ⊗min B(H) = Ai ⊗max B(H)
then the free product A = ∗
i∈I
Ai (in the category of unital C
∗-algebras) satisfies
A⊗min B(H) = A⊗max B(H).
Corollary 0.3. Let (Gi)i∈I be a family of discrete amenable groups and let G = ∗
i∈I
Gi
be their free product. Then
C∗(G)⊗min B(H) = C
∗(G)⊗max B(H).
* Partially supported by the NSF
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Our method strongly uses the theory of operator spaces, recently developed in a series
of papers by Effros-Ruan [ER1-2] and Blecher-Paulsen [BP]. A key observation is that when
a C∗-algebra is generated by a finite set of unitaries, then the operator space structure of
the linear span of these generators (up to complete isometry) is enough to encode some
important properties of the C∗-algebra they generate.
Notation: Our notation is standard, except perhaps that we denote by E1 ⊗ E2 the
algebraic tensor product of two vector spaces.
Acknowledgement: I am grateful to Uffe Haagerup and to Eberhard Kirchberg for
useful conversations concerning Proposition 6, during two different visits at the Fields
Institute in Waterloo in the spring of 1995. Thanks also to F. Boca for a reference, to S.
Wassermann for a correction and to S. Popa for a useful comment.
§1. Proofs.
The main idea of our proof of Theorem 0.1 is that if E is the linear span of 1 and the
free unitary generators of C∗(F ), then it suffices to check that the min- and max-norms
coincide on E ⊗B(H). More generally, we will prove
Theorem 1. Let A1, A2 be unital C
∗-algebras. Let (ui)i∈I (resp. (vj)j∈J) be a family
of unitary operators which generate A1 (resp. A2). Let E1 (resp. E2) be the closed span
of (ui)i∈I (resp. (vj)j∈J). Assume 1 ∈ E1 and 1 ∈ E2. Then the following assertions are
equivalent:
(i) The inclusion map E1 ⊗min E2 → A1 ⊗max A2 is completely isometric.
(ii) A1 ⊗min A2 = A1 ⊗max A2.
We will use several elementary facts, as follows. The first one is a well known property
of unitary dilations.
Lemma 2. Let u ∈ B(H), uˆ ∈ B(Ĥ) be unitaries and let S: H → Ĥ be an isometry with
range K ⊂ Ĥ, such that
u = S∗uˆS.
Then K = S(H) is invariant under uˆ and uˆ∗, so that uˆ commutes with PK .
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Proof. Note that PK = SS
∗. We have ∀h ∈ H ‖PK uˆSh‖ = ‖S
∗uˆSh‖ hence
‖uˆS(h)‖2 = ‖S∗uˆSh‖2 + ‖(1− PK)uˆSh‖
2
hence
‖(1− PK)uˆSh‖
2 = ‖uˆSh‖2 − ‖S∗uˆSh‖2
so that if S∗uˆS is isometric this is = 0. Taking adjoints we obtain the same for uˆ∗.
Lemma 3. Let (ai)i∈I and (bi)i∈I be finitely supported families of operators in B(H).
We have
(1)
∥∥∥∥∥∑
i∈I
aibi
∥∥∥∥∥ ≤ ∥∥∥∑ aia∗i ∥∥∥1/2 ∥∥∥∑ b∗i bi∥∥∥1/2 .
Proof. This is an easy consequence of the Cauchy-Schwarz inequality and is left to the
reader.
Remark. For any unitary ui, the norm
∥∥∑ aiuibi∥∥ is ≤ the right side of (1). However,
the norm of
∑
i∈I
aibiui can be larger in general.
The next result is known, I personally learned this kind of result from Paulsen. (see
e.g. [Pa3].)
Lemma 4. Let F be a free group. Let (Ui)i∈I be the free unitary generators of C
∗(F )
(i.e. these are the unitaries corresponding to the free generators of F in the universal
unitary representation of F ). Let (xi)i∈I be a finitely supported family in B(H). Then
the following are equivalent
(i) The linear map T : ℓ∞(I)→ B(H) defined by T ((αi)i∈I) =
∑
i∈I
αixi, satisfies
‖T‖cb < 1.
(ii) We have ∥∥∥∥∥∑
i∈I
Ui ⊗ xi
∥∥∥∥∥
C∗(F )⊗minB(H)
< 1.
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(iii) There are operators ai, bi in B(H) such that xi = aibi and∥∥∥∑ aia∗i ∥∥∥1/2 ∥∥∥∑ b∗i bi∥∥∥1/2 < 1.
Moreover, the same remains true if we add the unit element to the family (Ui)i∈I .
Proof. It is easy to check going back to the definitions of both sides that
‖T‖cb =
∥∥∑Ui ⊗ xi∥∥min.
We leave this as an exercise for the reader. This shows the equivalence of (i) and (ii).
Now assume (i). By the factorization of c.b. maps we can write T (α) = V ∗π(α)W where
π: ℓ∞(I) → B(Ĥ) is a representation and where V,W are in B(H, Ĥ) with ‖V ‖ ‖W‖ =
‖T‖cb. We can assume I finite and Ĥ = H. Let (ei)i∈I be the canonical basis of ℓ∞(I),
we set
ai = V
∗π(ei) and bi = π(ei)W.
It is then easy to check (iii). Finally, the implication (iii) ⇒ (ii) follows from Lemma 3
(applied to Ui ⊗ ai and 1⊗ bi). The last assertion follows from the next remark.
Remark 5. Let A be a C∗-algebra and let (ai)i∈I be a finitely supported family of
elements of A. Let F be a free group freely generated by a family (gi)i∈I and let Ui be
the associated unitaries in C∗(F ). Fix i0 ∈ I and let I
′ = I −{i0}. We wish to verify here
that for if α is either the minimal or the maximal C∗-norm on C∗(F )⊗ A we have
(2) α
(
1⊗ ai0 +
∑
i∈I′
Ui ⊗ ai
)
= α
(∑
i∈I
Ui ⊗ ai
)
.
This can be justified as follows.(This kind of result was also pointed out to me by Vern
Paulsen.)
Consider the family (γi)i∈I in F defined as follows
γi = g
−1
i0
gi ∀i ∈ I
′ and γi0 = gi0 .
We claim that (γi)i∈I are again free in F and generate F . This is easy and left to the reader.
It follows that the map which takes each gi to γi extends to an automorphism h: F → F .
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This automorphism h induces an isometric unital representation π: C∗(F )→ C∗(F ) which
takes Ui to U
∗
i0
Ui for all i in I
′. Now let L: C∗(F ) → C∗(F ) be the operation of left
multiplication by Ui0 . Then the composition Lπ ⊗ IA clearly is isometric with respect to
the minimal or the maximal C∗-norm but it preserves Ui ⊗ ai for all i in I
′ and takes
1⊗ ai0 to Ui0 ⊗ ai0 . This yields (2).
The following simple fact is essential in our argument.
Proposition 6. Let A,B be two unital C∗-algebras. Let (ui)i∈I be a family of unitary
elements of A generating A as a unital C∗-algebra (i.e. the smallest unital C∗-subalgebra
of A containing them is A itself). Let E ⊂ A be the linear span of (ui)i∈I and 1A. Let
T : E → B be a linear operator such that T (1A) = 1B and taking each ui to a unitary
in B. Then, ‖T‖cb ≤ 1 suffices to ensure that T extends to a (completely) contractive
representation (=∗-homomorphism) from A to B.
Proof. Consider B as embedded into B(H). Then, it clearly suffices to prove this state-
ment for B = B(H), which we now assume. By the Arveson-Wittstock extension theorem
(cf. [Pa1, p. 100]), T extends to a complete contraction Tˆ : A → B(H). Since T is as-
sumed unital, Tˆ is unital, hence by a well known result (cf. e.g. [Pa1]) Tˆ must be completely
positive, and more precisely (cf. [Pa1]) we can write
Tˆ (x) = S∗πˆ(x)S
where πˆ: A→ B(Ĥ) is a unital representation (=∗-homomorphism) and S: H → Ĥ is an
isometry. Now for any unitary U in the family (ui)i∈I , we have T (U) = Tˆ (U) = S
∗πˆ(U)S,
hence by Lemma 2, since T (U) is unitary by assumption, if K = S(H) then PK commutes
with πˆ(U). Now since these operators U generate A, this implies that PK commutes
with πˆ(A), so that Tˆ is actually a ∗-homomorphism. Thus, Tˆ is an extension of T and
a (contractive) ∗-homomorphism. This completes the proof. [Note that, a posteriori,
the Arveson-Wittstock completely contractive extension Tˆ is unique. In short, the proof
reduces to this: the multiplicative domain of Tˆ is a unital C∗-algebra (cf. [Ch1]) and
contains (ui)i∈I , hence it is equal to A.]
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Remark. We will apply Proposition 6 in the following particular situation. Let A ⊂ A be
the (dense) unital ∗-algebra generated by E. Consider a unital ∗-homomorphism u: A →
B. Then ‖u|E‖cb ≤ 1 suffices to ensure that u extends to a (completely) contractive
representation (=∗-homomorphism) from the whole of A to B.
Remark. In the same situation as in Proposition 6, note that, if T is a complete isometry,
then Tˆ is a faithful representation onto the C∗-algebra B1 generated by the range of T .
Indeed, by Proposition 6 applied to T−1, Tˆ : A → B1 is left invertible. This can be used
to give a very simple proof of the fact due to Choi ([Ch2]) that the full C∗-algebra of
any free group admits a faithful representation into a direct sum of matrix algebras. By
Proposition 6, it suffices to check this on the free generators and this is quite easy.
Proof of Theorem 1. The implication (ii)⇒ (i) is trivial, so we prove only the converse.
Assume (i). Let E = E1⊗minE2. We view E as a subspace of A = A1⊗minA2. By (i), we
have an inclusion map T : E1 ⊗min E2 → A1 ⊗max A2 with ‖T‖cb ≤ 1. By Proposition 6,
T extends to a (contractive) representation Tˆ from A1 ⊗min A2 to A1 ⊗max A2. Clearly Tˆ
must preserve the algebraic tensor products A1 ⊗ 1 and 1⊗A2, hence also A1 ⊗A2. Thus
we obtain (ii).
Remark. Let us denote by E1 ⊗ 1 + 1 ⊗ E2 the linear subspace spanned by elements of
A1⊗A2 of the form {a1⊗1+1⊗a2}. Then, in the situation of Theorem 1, E1⊗1+1⊗E2
generates A1⊗minA2, so that it suffices for the conclusion of Theorem 1 to assume that the
operator space structures induced on E1⊗ 1+1⊗E2 by the min and max norms coincide.
Proof of Kirchberg’s Theorem 0.1. Let A1 = C
∗(F ), A2 = B(H). We take E2 =
B(H) and let E1 be the linear span of the unit and the free unitary generators (Ui | i ∈ I)
of C∗(F ) (i.e. associated to the free generators of F ).
Consider x ∈ E1 ⊗ E2, with ‖x‖min < 1. By Lemma 4 we can write x =
∑
i∈I
Ui ⊗ xi
with xi ∈ B(H), (xi)i∈I finitely supported, admitting a decomposition as xi = aibi with∥∥∑ aia∗i ∥∥ < 1, ∥∥∑ b∗i bi∥∥ < 1, ai, bi ∈ B(H). Now, let π: A1 ⊗max A2 → B(H) be any
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faithful representation. Let π1 = π|A1⊗1 and π2 = π|1⊗A2 . We have
π(x) =
∑
i∈I
π1(Ui)π2(xi)
=
∑
i∈I
π1(Ui)π2(ai)π2(bi)
hence, since π1 and π2 have commuting ranges we have π(x) = y with
y =
∑
i∈I
π2(ai)π1(Ui)π2(bi).
Now by Lemma 3 (and the remark following it) we have
‖y‖ ≤
∥∥∥∥∥∑
i∈I
π2(ai)π2(ai)
∗
∥∥∥∥∥
1/2 ∥∥∥∑π2(bi)∗π2(bi)∥∥∥1/2 < 1.
Hence we conclude that
‖x‖max = ‖π(x)‖ < 1.
This shows that the min and max norms coincide on E1 ⊗B(H), but since Mn(B(H)) ≈
B(H) for any n, this implies “automatically” that the inclusion
E1 ⊗min B(H)→ A1 ⊗max B(H)
is completely isometric. In other words, the operator space structures associated to the
min and max norms coincide. Thus, we conclude by Theorem 1.
We can prove the following extension of Kirchberg’s theorem.
Theorem 7. Let (Ai)i∈I be a family of C
∗-algebras (resp. unital C∗-algebras). Assume
that for each i in I
(3) Ai ⊗min B(H) = Ai ⊗max B(H).
We will denote by ∗˙
i∈I
Ai (resp. by ∗
i∈I
Ai) their free product in the category of C
∗-algebras
(resp. in the category of unital C∗-algebras). Then we have
(4˙)
(
∗˙
i∈I
Ai
)
⊗min B(H) =
(
∗˙
i∈I
Ai
)
⊗max B(H),
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and in the unital case
(4)
(
∗
i∈I
Ai
)
⊗min B(H) =
(
∗
i∈I
Ai
)
⊗max B(H).
Remark. Kirchberg’s theorem for F = FI corresponds to Ai = C
∗(Z) for all i in I (in
the unital case).
The next result is well known, by now. It is a corollary of the Paulsen-Smith extension
of the Christensen-Sinclair factorization of bilinear maps. We only sketch the standard
argument. We denote by (y1, y2) −→ y1 ⊙ y2 the natural bilinear map from A1 ⊗B(H)×
A2 ⊗B(H) to (A1 ⊗ A2)⊗B(H) which takes
(a1 ⊗ b1, a2 ⊗ b2) to a1 ⊗ a2 ⊗ b1b2.
Lemma 8. Let A1, A2 be two operator spaces and let y ∈ A1⊗A2⊗B(H), with H infinite
dimensional. Then ‖y‖(A1⊗hA2)⊗minB(H) < 1 iff there is a factorization
y = y1 ⊙ y2
with yi ∈ Ai ⊗B(H) such that ‖yi‖min < 1 for i = 1, 2.
Proof. (Sketch) We may assume A1, A2 both finite dimensional. Then, by the self duality
(and other properties) of the Haagerup tensor product (cf. [ER2] and [BP]), y can be
identified with a linear map y˜: A∗1 ⊗h A
∗
2 → B(H) with ‖y˜‖cb < 1.
By the factorization theorem (cf. [PS]) we have maps σi: A
∗
i → B(Ĥ) with ‖σi‖cb < 1 and
operators V,W in the unit ball of B(H, Ĥ) such that y˜(ξ1 ⊗ ξ2) =W
∗σ1(ξ1)σ2(ξ2)V . But
since H is infinite dimensional, we can assume Ĥ = H and (incorporating W ∗ and V into
σ1 and σ2) we can get rid of W
∗ and V . Thus we obtain y˜i: A
∗
i → B(H) with ‖y˜i‖cb < 1
such that
(5) y˜(ξ1 ⊗ ξ2) = y˜1(ξ1)y˜2(ξ2) ∀ξi ∈ A
∗
i .
Returning to the tensor products, y˜i corresponds to yi ∈ Ai ⊗B(H) with ‖yi‖min < 1 and
(5) means that
y = y1 ⊙ y2.
This yields the desired factorization.
The key point is the following important observation concerning the Haagerup tensor
product (part (ii) in Lemma 9 is perhaps the main new idea of this paper).
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Lemma 9. Let A1, A2 be two C
∗-algebras (resp. unital) satisfying (3). Let A1∗˙A2 (resp.
A1∗A2) be their free product (resp. free product as unital C
∗-algebras) and let E ⊂ A1∗˙A2
(resp. E ⊂ A1 ∗ A2) be the linear span in A1∗˙A2 (resp. A1 ∗ A2) of all elements of the
form a1a2 with ai ∈ Ai. Then:
(i) The mapping p: a1 ⊗ a2 → a1a2 is a complete isometry of A1 ⊗h A2 onto the closure
of E in A1∗˙A2 (resp. A1∗A2).
(ii) The min and max norms of (A1∗˙A2) ⊗ B(H) (resp. (A1 ∗ A2) ⊗ B(H)) coincide on
E ⊗B(H).
Proof. The assertion (i) is essentially known. It is proved in [CES] for the non-unital free
product, and nothing is said there about the unital case. However, when A1, A2 are unital,
the argument of [CES] can be pursued to yield (i) as stated above. A similar argument
is used in [Ha]. As far as we know, this question is nowhere considered (except for [Ha]).
Therefore, we decided to include the details: we will now verify (i) in the unital case,
starting from the non-unital case, which is treated in [CES].
Consider x =
∑
a1i ⊗ a
2
i in A1 ⊗ A2. By [CES] we have
(6) ‖x‖h = sup
{∥∥∥∑ σ1(a1i )σ2(a2i )∥∥∥}
where the supremum runs over all pairs σi: Ai → B(Ĥ) of (not necessarily unital) ∗-
homomorphisms, with Ĥ an arbitrary Hilbert space. Now assume A1, A2 unital. Note
that (by considering e.g. A1 ⊗min A2) we know that there exists a pair πi: Ai → B(H) of
unital faithful representations on the same Hilbert space H.
Consider σ1, σ2 and x as above. We need to show that (6) can be rewritten with unital
representations. Let p = σ1(1) and q = σ2(1). Note that by augmenting Ĥ if necessary
we can assume that (1− p)(Ĥ) and (1− q)(Ĥ) are of the same Hilbertian dimension, and
that they are both isometric to some direct sum of copies of H.
This allows us to define (using π1 and π2) ∗-homomorphisms πˆi: Ai → B(Ĥ) such that
πˆ1(1) = 1− p and πˆ2(1) = 1− q.
Then we define for ai ∈ Ai
σˆ1(a1) = pσ1(a1)p+ (1− p)πˆ1(a1)(1− p)
σˆ2(a2) = qσ2(a2)q + (1− q)πˆ2(a2)(1− q).
9
We have (note σ1(a1)p = pσ1(a1) = σ1(a1) . . .)∑
σ1(a
1
i )σ2(a
2
i ) = p
∑
σˆ1(a
1
i )σˆ2(a
2
i )q
hence ∥∥∥∑σ1(a1i )σ2(a2i )∥∥∥ ≤ ∥∥∥∑ σˆ1(a1i )σˆ2(a2i )∥∥∥
but now σˆ1, σˆ2 are unital representations (=∗-homomorphisms), hence this yields
‖x‖h ≤ ‖x‖A1∗A2 .
Since the converse is clear (using (6)), this shows that p: E1⊗hE2 → A1 ∗A2 is isometric.
The proof that it is completely isometric is the same with “operator coefficients” instead
of scalars, we leave this to the reader.
We now turn to part (ii). Consider x in E⊗B(H) with ‖x‖min < 1. By (i), x corresponds
(via p) to an element y in A1 ⊗ A2 with ‖y‖(A1⊗hA2)⊗minB(H) < 1. By Lemma 8, we have
y = y1 ⊙ y2 with
yi ∈ Ai ⊗B(H) and ‖yi‖min < 1.
We can write
yi =
∑
k
aki ⊗ b
k
i
with aki ∈ Ai, b
k
i ∈ B(H) and
x =
∑
k,ℓ
ak1a
ℓ
2 ⊗ b
k
1b
ℓ
2.
Now consider an isometric representation
π: (A1 ∗A2)⊗max B(H)→ B(H)
and let σ1, σ2 and ρ be its restrictions respectively to A1 ⊗ 1, A2 ⊗ 1 and 1 ⊗ B(H). We
have (since the ranges of ρ and σ2 commute)
π(x) =
∑
k,ℓ
σ1(a
k
1)σ2(a
ℓ
2)ρ(b
k
1)ρ(b
ℓ
2)
=
(∑
k
σ1(a
k
1)ρ(b
k
1)
)(∑
ℓ
σ2(a
ℓ
2)ρ(b
ℓ
2)
)
= π(y1)π(y2).
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Hence we conclude that
‖x‖max = ‖π(x)‖ ≤ ‖π(y1)‖ ‖π(y2)‖
≤ ‖y1‖max‖y2‖max
hence by our assumption on A1 and A2
≤ ‖y1‖min‖y2‖min < 1.
This shows by homogeneity that ‖x‖max ≤ ‖x‖min.
Finally, to prove (ii) in the non-unital case, we simply replace A1, A2 by their unitizations,
which clearly still satisfy (3). Then, by the unital case, A1∗˙A2 appears (see the next
remark) as an ideal in a unital C∗-algebra A such that A⊗minB(H) = A⊗maxB(H). But,
as is classical, this property is inherited by closed ideals (since if I is an ideal in A and B
is any other C∗-algebra, then the inclusion I ⊗max B ⊂ A⊗max B is isometric).
Remark. Let us denote by A˜ the unitization of a C∗-algebra A. Let (Ai)i∈I be a family
of C∗-algebras. Then it is easy to check that the unitization of ∗˙
i∈I
Ai can be identified
canonically with ∗
i∈I
A˜i, in short we have
˜˙∗
i∈I
Ai ≃ ∗
i∈I
A˜i.
Nevertheless, we do not see how to deduce from this the passage from the non-unital case
(treated in [CES]) to the unital one, in the first part of the preceding lemma.
Proof of Theorem 7. It clearly suffices to prove (4) in case I is finite, hence by iteration
we may as well assume that I = {1, 2}. Let E be as in Lemma 9. We will apply Theorem 1
to the subspace E⊗B(H) ⊂ (A1∗A2)⊗B(H). By Lemma 9, the assertion (i) in Theorem 1
is satisfied in this case (with E1, E2 now replaced by E,B(H)). Hence, by Theorem 1, we
have (4).
Let C,A be C∗-algebras. We will denote by CP (C,A) the set of all completely positive
(in short c.p.) maps from C to A. A linear map u: C 7→ A is called decomposable
if it is a linear combination of completely positive maps, i.e. it can be written as u =
u1 − u2 + i(u3 − u4) with all ui’s completely positive. We denote by D(C,A) the set of
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all such maps. This set could be normed by defining for instance ‖u‖ = inf
{
4∑
i=1
‖uj‖
}
but such a definition is not consistent with the algebraic context. Instead, we will use the
following definition due to Haagerup: we define ‖u‖dec as the smallest λ ≥ 0 such that
there exist S1, S2 in CP (C,A) such that ‖Si‖ ≤ λ, i = 1, 2, and such that
x→
S1(x) u(x∗)∗
u(x) S2(x)

is a completely positive map from C toM2(A). If u is not decomposable, we set ‖u‖dec = ∞.
Haagerup [H1] proved that, equipped with this norm, D(C,A) becomes a Banach
space. Moreover, he proved ‖u‖cb ≤ ‖u‖dec with equality when u is c.p. Also, if u is
self-adjoint, then
‖u‖dec = inf{‖u1 + u2‖ | u = u1 − u2, ui ∈ CP (C,A)}.
The reader should recall (cf. [Pa1]) that ‖u‖ = ‖u‖cb (resp. = ‖u(1)‖) for any c.p. map
u: C → A (resp. when C is assumed unital), and also that, if C is Abelian, then a map
u: C → A is c.p. iff it is positive in the usual sense (=positivity preserving).
Curiously, the dec norm admits several slightly different descriptions. We start with
the most convenient one.
Lemma 10. Let x1, . . . , xn be elements in a C
∗-algebra A and let u: ℓn∞ → A be the
linear map defined by u((αi)) =
∑
αixi. Then
(7) ‖u‖dec = inf
{∥∥∥∑ aia∗i ∥∥∥1/2 ∥∥∥∑ b∗i bi∥∥∥1/2}
where the infimum runs over all the decompositions xi = aibi with ai ∈ A and bi ∈ A
(i = 1, . . . , n).
Proof. If u is positive, i.e. if xi ≥ 0 for all i, this is very easy: the optimal decomposition
is simply xi = x
1/2
i x
1/2
i .
Let us denote temporarily by |||(xi)||| the right side of (7). Assume first that ‖u‖dec < 1.
Then going back to the definition of the dec-norm, we can find yi, zi ≥ 0 in A with yi, zi ≥ 0,
‖
∑
yi‖ < 1, ‖
∑
zi‖ < 1 and such that
ti =
 yi x∗i
xi zi
 ≥ 0 for all i.
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Then we have (rectangular matrix product)
xi = (0, 1) ti
(
1
0
)
.
Let γi = (0, 1)t
1/2
i ∈M1,2(A) and δi = t
1/2
i
(
1
0
)
∈M2,1(A). We have xi = γiδi and
∥∥∥∑ γiγ∗i ∥∥∥ = ∥∥∥∑ zi∥∥∥ < 1, ∥∥∥∑ δ∗i δi∥∥∥ = ∥∥∥∑ yi∥∥∥ < 1.
Let γi = (ci, di) and δi =
(
ri
si
)
so that xi = ciri + disi with
∥∥∥∑ cic∗i + did∗i ∥∥∥ < 1 and ∥∥∥∑ r∗i ri + s∗i si∥∥∥ < 1.
Assume A unital for simplicity. Let ε > 0 and let
ai = (cic
∗
i + did
∗
i + ε1)
1/2 and bi = a
−1
i xi.
We can choose ε > 0 small enough so that
∥∥∥∑ aia∗i ∥∥∥ < 1.
We have then bi = (a
−1
i ci, a
−1
i di)δi, hence b
∗
i bi = δ
∗
i ω
∗
i ωiδi, where ωi = (a
−1
i ci, a
−1
i di).
Note that
ωiω
∗
i = a
−1
i (cic
∗
i + did
∗
i )a
−1
i
≤ a−1i (a
2
i )a
−1
i = 1
hence
b∗i bi ≤ δ
∗
i δi = r
∗
i ri + s
∗
i si,
hence ‖
∑
b∗i bi‖ < 1, so that we conclude |||(xi)||| < 1. By homogeneity, this completes the
proof.
As a consequence, we easily derive the following (known) fact.
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Lemma 11. Let n ≥ 1. Let A be a C∗-algebra. Then we have an isometric identity
(8) D(ℓn∞, A)
∗∗ = D(ℓn∞, A
∗∗).
Remark. The reader should be warned that the analogous identity cb(ℓn∞, A)
∗∗ = cb(ℓn∞, A
∗∗)
fails to be isometric in general when n > 2.
Remark 12. Concerning the max-norm, we will use several times the following two known
basic facts (see [L, EL]).
(i) For any C∗-algebras A,C, we have a natural isometric embedding
C ⊗max A→ C ⊗max A
∗∗ (cf. e.g. [W, p. 13]).
(ii) Let C,B,A be C∗-algebras and let ϕ: A → B be a completely positive contraction.
Then IC ⊗ϕ: C⊗maxA→ C⊗maxB is a completely positive contraction (cf. e.g. [W,
p. 11]).
Proof of Lemma 11. This statement reduces to the following fact: given an n-tuple (xi)
in A∗∗ we have |||(xi)||| ≤ 1 iff there is a net (x
α
i ) of n-tuples in A with |||(x
α
i )||| ≤ 1 such
that xαi → xi σ(A
∗∗, A∗) for each i. The if part is easy and left to the reader. To prove
the only if part assume without loss of generality that |||(xi)||| < 1 so that xi = aibi with
ai, bi in A
∗∗ such that ‖
∑
aia
∗
i ‖ < 1 ‖
∑
b∗i bi‖ < 1. Let a ∈Mn(A
∗∗) (resp. b ∈Mn(A
∗∗))
be the matrix admitting (ai) (resp. (bi)) as its first row (resp. column) and zero elsewhere.
Let aα (resp. bα) be a net in the unit ball of Mn(A) tending σ(Mn(A)
∗∗,Mn(A)
∗) to be
a (resp. b). By Kaplansky’s theorem we can even find a net for which the convergence is
in the strong sense. We define xαi = a
α(1, i)bα(i, 1). Clearly |||(xαi )||| ≤ 1 and x
α
i → xi in
the σ(A∗∗, A∗)-sense. (The strong convergence of aα, bα implies the weak convergence of
xα; moreover on bounded sets weak and σ-weak convergences coincide.)
We include here the following simple observation, which is implicit in [H1, Lemma 3.5].
Lemma 13. Let F be a free group and let (Ui)i∈I be the family of free unitary operators
in C∗(F ) associated to the generators, to which we add the unit element. Let (ai)i∈I be a
finitely supported family in a C∗-algebra A and let a: ℓ∞(I)→ A be the mapping defined
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by a((αi)i∈I) =
∑
i∈I
αiai. Then we have
(9)
∥∥∥∥∥∑
i∈I
Ui ⊗ ai
∥∥∥∥∥
C∗(F )⊗maxA
= ‖a‖dec.
Proof. Let A be a σ-finite (=countably decomposable) von Neumann algebra. By classical
facts (cf. e. g. [H4]) we may assume A realized as a concrete subalgebra N ⊂ B(H) and
admitting a (cyclic and) separating vector. Then by [H1, Lemma 3.5] we have
(10) ‖a‖dec = sup
{∥∥∥∑ viai∥∥∥}
where the supremum runs over all unitaries v1, . . . , vn in N
′. Equivalently, if we introduce
the representation
π: C∗(F )⊗N −→ N ′ ⊗N ⊂ B(H ⊗H)
defined by π(Ui ⊗ a) = via ∀a ∈ N then we have
(11) ‖a‖dec =
∥∥∥π (∑Ui ⊗ ai)∥∥∥
hence this immediately implies
(12) ‖a‖dec ≤
∥∥∥∑Ui ⊗ ai∥∥∥
max
.
This proves (12) in the σ-finite von Neumann case. By a standard direct sum argument, it
is easy to extend (12) to the case of general von Neumann algebras. But, since the inclusion
C ⊗max A ⊂ C ⊗max A
∗∗ is isometric (see Remark 12) and since (8) holds we obtain (12)
for a general C∗-algebra as a consequence of Lemma 11. The converse inequality
(13)
∥∥∥∑Ui ⊗ ai∥∥∥
max
≤ ‖a‖dec,
is actually proved in [H1, Lemma 3.5]. Indeed, the same argument used there shows
(without any restriction on A) that for any representation ρ: A→ B(H) and for any vi in
ρ(A)′ with ‖vi‖ ≤ 1 we have ∥∥∥∑ viρ(ai)∥∥∥ ≤ ‖a‖dec.
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This implies in particular (13). This completes the proof of Lemma 13.
An alternate proof of (13) can also be deduced from (7), as in the above proof of Theo-
rem 0.1.
The following fact is due to Kirchberg in [K2] (and I believe the simple proof which
follows was known to Kirchberg.)
Lemma 14. Let A be a C∗-algebra. Assume that
(14) C∗(F∞)⊗min A = C
∗(F∞)⊗max A.
Then A is WEP.
Proof. By Lance’s results [L], we know that A has WEP iff for any embedding A → B
of A into a C∗-algebra B and for any C∗-algebra C we have an injective (= isometric)
morphism
C ⊗max A→ C ⊗max B.
Note that this is obvious for the min-norms, therefore if C ⊗max A = C ⊗min A, this is
certainly true. Hence, by assumption, this holds whenever C = C∗(F ) with F a free
(discrete) group.
Now consider C arbitrary. Let F be a free group large enough so that there is a surjective
representation q: C∗(F )→ C. Let J be the kernel of q. Then by the exactness properties
of the max-tensor product (see e.g. [W]), we have exact sequences
0 → J ⊗max A → C
∗(F )⊗max A → C ⊗max A → 0
0 → J ⊗max B → C
∗(F )⊗max B → C ⊗max B → 0 .
By the first part of the proof we have an injective (= isometric) inclusion
ϕ: C∗(F )⊗max A→ C
∗(F )⊗max B.
Moreover, using an approximate unit in J , it is rather easy to check that if we view J⊗maxA
(resp. J ⊗max B) as included in C
∗(F )⊗max A (resp. C
∗(F )⊗max B) then we have
(15) ϕ−1(J ⊗max B) = J ⊗max A.
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Now using (15) and chasing diagrams it is easy to see that the injectivity of ϕ implies
that of the natural map C ⊗max A→ C ⊗max B. Thus, by Lance’s criterion (as mentioned
above) A is WEP.
Lemma 15. Let C be a C∗-algebra. If
C ⊗min B(H) = C ⊗max B(H)
then for any WEP C∗-algebra A
(16) C ⊗min A = C ⊗max A.
Proof. If A is WEP, by definition we have a factorization A
ϕ
−→B(H)
ψ
−→A∗∗, of the
canonical inclusion map, with completely positive contractions ϕ, ψ. By Theorem 0.1,
we have a contraction
IC ⊗ ϕ: C ⊗min A→ C ⊗min B(H) = C ⊗max B(H).
We follow this by IC⊗ψ which is contractive from C⊗maxB(H) to C⊗maxA
∗∗ by Remark
12 (ii). Thus we have a contractive inclusion C⊗minA→ C⊗maxA
∗∗ which (using Remark
12 (i)) implies (16). This shows that if (16) holds with A = B(H), then it holds whenever
A is WEP.
Remark 16. In his paper [Ki2], Kirchberg shows that
C∗(F∞)⊗min A = C
∗(F∞)⊗max A
iff A is WEP. It also follows from Theorem O.1 and the last two lemmas.
In [K2], Kirchberg also proves a general result on the tensor products C ⊗N when N
is an arbitrary von Neumann algebra. In that case, (but with C an arbitrary C∗-algebra)
we can define a C∗-norm ‖ ‖nor on C ⊗N as follows∥∥∥∑ ai ⊗ bi∥∥∥
nor
= sup
{∥∥∥∑σ(ai)π(bi)∥∥∥}
where the supremum runs over all pairs of representations σ: C → B(H) π: N → B(H)
with commuting ranges and with π normal . We denote by C ⊗nor N the completion of
C ⊗N for this norm. (See [EL] for more information.)
Our method also allows to prove Kirchberg’s theorem on this tensor norm.
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Theorem 17. Let F be any free group and let C = C∗(F ). Let N be any von Neumann
algebra. Then
C ⊗nor N = C ⊗max N.
Proof. Replacing N by Mn(N) and using Theorem 1, it clearly suffices to prove that the
norms ‖ ‖nor and ‖ ‖max are equal on E⊗N when E is the linear span of the unit and the
free unitary generators of C. Then, we argue as in Lemma 13 (first assuming N σ-finite,
then passing to the general case): so that by [H1, Lemma 3.5] we find, by (10) and (11),
that for any t in E ⊗N with associated linear map T : E∗ → N , we have
‖T‖dec ≤ ‖t‖nor
hence (see Lemma 13) ‖t‖max ≤ ‖t‖nor.
We conclude this paper with an application to the notion of exactness for C∗-algebras.
Recall that a C∗-algebra (or more generally an operator space) A is called exact (see [K3])
if for any (closed 2-sided) ideal I ⊂ B in C∗-algebra B, we have an isomorphism
B/I ⊗min A ≈
B ⊗min A
I ⊗min A
.
In [Pi], some of Kirchberg’s results on exactness are transferred to the operator space
setting. Let E be a finite dimensional operator space, and let
uE : B/I ⊗min E →
B ⊗min E
I ⊗min E
be the canonical isomorphism.
Let F be another finite dimensional operator space. Recall the notation
dcb(E, F ) = inf{‖u‖cb‖u
−1‖cb}
where the infimum runs over all possible isomorphisms u: E → F . By convention we set
dcb(E, F ) =∞ if E, F are not isomorphic.
We denote
dSK(E) = inf{dcb(E, F ) | F ⊂ K(ℓ2)}.
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(Here K(ℓ2) denotes the algebra of all compact operators on ℓ2.)
When Ê is an infinite dimensional operator space, we define
dSK(Ê) = sup{dSK(E) | E ⊂ Ê dim(E) <∞}.
In [Pi], by a simple adaptation of an argument of Kirchberg in [K3], we show that for any
exact operator space E
(17) dSK(E) = sup{‖uE‖} = sup{‖uE‖cb}
where the supremum runs over all possible pairs (I, B) with I ⊂ B. (Actually, it suffices
to consider I = K(ℓ2) and B = B(ℓ2)). In [K3], Kirchberg showed that a C
∗-algebra A
is exact iff dSK(A) = 1. The point of the next result is that it suffices for the exactness
of A to be able to embed (almost completely isometrically) the linear span of the unitary
generators of A and the unit into K(ℓ2) (or into a nuclear C
∗-algebra).
Theorem 18. Let E ⊂ A be a closed subspace of a unital C∗-algebra A. We assume that
1A ∈ E and that E is the closed linear span of a family of unitary elements of A. Moreover,
we assume that E generates A (i.e. that the smallest C∗-subalgebra of A containing E is
A itself). Then, if dSK(E) = 1, A is exact.
Proof. Let (I, B) be as above with B unital. By (17), if dSK(E) = 1, the unital ∗-
homomorphism
π: B/I ⊗ A −→
B ⊗min A
I ⊗min A
becomes completely contractive when restricted to (B/I) ⊗min E. By Proposition 6, π
extends to a continuous (= contractive) ∗-homomorphism on (B/I) ⊗min A. Hence A is
exact.
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