Introduction
Let g be a finite-dimensional simple Lie algebra over C of type A n , and let U be the q-analogue of its universal enveloping algebra defined by Drinfel'd [4] and Jimbo [6] .
According to [9, 3.5.6, 6.2.3 & 6.3.4] , for each dominant weight λ in the weight lattice of g there is an irreducible, finite-dimensional highest weight U -module V (λ) with highest weight λ. Kashiwara [7] and Lusztig [8] have independently shown the existence of a certain canonical basis B(λ) for V (λ). Fix r ∈ I = {1, 2, . . . , n}, let ω r be the r-th fundamental weight and let V r be the corresponding fundamental module V (ω r ) (we use the same numbering as [2, Planche I]). Let W r be the set of distinguished left coset representatives in the Weyl group W of g, with respect to the parabolic subgroup generated by all of the fundamental generators s 1 , s 2 , . . . , s n of W except s r .
In this paper we show that there is a natural correspondence between W r and the canonical basis for V r . To do this we shall examine W r in detail and prove some properties of reduced expressions for its elements, which will enable us to define a natural map φ r from W r to U − , the minus part of U , which takes elements of W r to monomials. This is used to define a map ψ r from W r to V r which is shown to be a bijection; its image turns out to be the canonical basis for V r . We shall also exhibit a concrete realization for V r , as a submodule of V ⊗r 1 . This construction provides us with a natural basis for V r which we show to be the canonical basis, which enables us to exhibit the canonical basis in an explicit way and also to list the elements of W r .
Note: Since completing this work, the author has learnt that in [9, 28 .1], Lusztig proves a theorem which provides a description of the canonical basis for miniscule modules. It can be seen that the above bijection is a special case of this, since all of the fundamental modules in case A n are miniscule (see [1, VIII, §7.3] ). Here, we provide an alternative proof, and the canonical basis is made explicit. Along the way, various results about W r and V r are shown which are both interesting in their own right and give reasons why the correspondence described above should be true. We now go into more detail.
We use the treatment in [9, § §1-3] . Let g be a simple Lie algebra of type A n , with root system Φ, simple roots α 1 , α 2 , . . . , α n , and Killing form ( , ). Let h 1 , h 2 , . . . , h n be a basis for a Cartan subalgebra h of g, satisfying (h i , h) = α * i (h) for all h in h and all i ∈ I. Let Y be the Z-lattice spanned by h 1 , h 2 , . . . , h n . Let ω 1 , ω 2 , . . . , ω n be the fundamental weights of g, defined by ω i (h j ) = δ ij , and let X be the Z-lattice spanned by them (the weight lattice). For i, j ∈ I, define i · j to be 2 if i = j, to be −1 if |i − j| = 1, and to be 0 if |i − j| ≥ 2. (So i · j is a scalar multiple of (α i , α j ).) Then (I, ·) is a Cartan datum as in [9, 1.1.1] . Note that we have (i · i)/2 = 1 for all i ∈ I. For µ ∈ Y and λ ∈ X, define µ, λ to be λ(µ).
Define an imbedding of I into Y by i → h i and into X by i → α i for all i ∈ I. We then have a root datum of type (I, ·) as in [9, 2.2 .1], with h i , α j = α j (h i ) = A ij the corresponding Cartan matrix.
Let Q(v) be the field of rational functions in an indeterminate v, and A ⊆ Q(v) the ring Z[v, v −1 ]. For N, M ∈ N we define the following (which all lie in A):
These are referred to as quantized integers, quantized factorials and quantized binomial coefficients, respectively. If v is specialised to 1 they specialize to the usual integers, factorials and binomial coefficients.
We define the quantized enveloping algebra U corresponding to the above data (as in [9, 3.1.1 & 33.1.5]) to be the Q(v)-algebra U with generators 1, E 1 , E 2 , . . . , E n ,
. . , F n , and K µ for µ ∈ Y , subject to the relations: (for each i, j ∈ I and Let W be the Weyl group of g. So W is the group:
where m ij = 2 if A ij = 0 and m ij = 3 if A ij = −1. For r ∈ I, let W r be the set of distinguished left coset representatives of the parabolic subgroup W r of W obtained by 'omitting' s r .
Let X + ⊆ X be the set of dominant weights, i. e. those of the form λ 1 ω 1 + λ 2 ω 2 + · · · + λ n ω n ∈ X where ω 1 , ω 2 , . . . , ω n are the fundamental weights of g and
We call the subspace of L consisting of all of the elements of weight λ the λ-weight space of L. As in [9, 3.4 .1], we restrict our attention to U -modules which are direct sums of their weight spaces. We say that x ∈ L, x = 0, is a highest (respectively, lowest) weight vector if x has weight λ, for some λ ∈ X, E i x = 0 (respectively,
. Such a vector is uniquely determined up to a non-zero scalar multiple. We say that L is a highest weight module with highest weight λ if it contains a highest weight vector of weight λ. Let λ = λ 1 ω 1 + λ 2 ω 2 + · · · + λ n ω n be a dominant weight. We follow the construction in [9, 3.4.5 & 3.5.6] . Let J be the left ideal of U generated by the elements E i for i ∈ I and the elements
Then the map from U − to U/J taking x ∈ U − to x + J is a Q(v)-vector space isomorphism, which can be used to transfer the left U -module structure of U/J to U − . The resulting U -module we denote by M (λ); it is the called a Verma module. Let T (λ) be the left ideal of M (λ) (as a Q(v)-algebra) generated by the elements F
, for i ∈ I, and let V (λ) be the quotient module M (λ)/T (λ). Then, by [9, 6.2.3 & 6.3.4] , V (λ) is an irreducible, finite-dimensional highest weight U -module with highest weight λ, unique up to isomorphism. We fix x 1 as the image of 1 ∈ M (λ) under the natural map from M (λ) to V (λ). Then x 1 is a highest weight vector for V (λ). If λ and λ ′ are any two distinct dominant weights, then V (λ) and V (λ ′ ) are not isomorphic (see [9, 6.2 
.3(b)]). It is known
that V (λ) is the direct sum of its weight spaces (see [9, 3.4.1 & 3.5.6] ). We also
A , since K µ always acts as an integral power of v on an element in a weight space and V (λ) A is the direct sum of its weight spaces (see [9, 19.3.1]). Therefore, by [9, 19.3.2] , V (λ) A is a U A -module. For each r ∈ I we denote by V r the module V (ω r ) with highest weight ω r . This is called the r-th fundamental module for U .
The Canonical Basis of V r
Fix r ∈ I. By [5, 1.10], we have that every element of W can be written uniquely as a product of an element of W r and an element of the parabolic subgroup W r . We conclude that |W | = |W r ||W r |. But |W | = (n + 1)!. Also, W r is a direct product of a Weyl group of type A r−1 and one of type A n−r (the former being the subgroup generated by s 1 , s 2 , . . . , s r−1 and the latter being the subgroup generated by s r+1 , s r+1 , . . . , s n ), so |W r | = r!(n + 1 − r)!. We conclude that |W r | = n + 1 r .
Note that this is also the dimension of V r over Q(v) (see [1, 
We shall use the following result: Proof By the above remarks we can suppose that w = s p s q s p s i 4 · · · s it (and try to get a contradiction). By [5, p14] we see that the following positive roots are all sent to negative roots by w:
However, we know that for i = r, w(α i ) > 0 while w(α r ) < 0 (see [5, §1.6] and note that w ∈ W r and w = 1). Hence if α is any positive root made negative by w, the coefficient of α r in the expression of α as an integral combination of simple roots should be at least 1. But the positive roots are precisely:
, so this coefficient must be 1. It is now clear that that the above situation cannot occur, since necessarily the coefficient of α r in β 2 is 2. We have a contradiction and the lemma is proved. 2
We return now to the fundamental modules V r , r = 1, 2, . . . , n. If x 1 is our fixed weight vector in V r , it is clear from the definition of V (λ) (see [9, 3.5.6] ), that in V r , we have
. . , i t there is a sequence of the form p, q, p with A pq = −1.
Proof: First we assume that q = p + 1. Without loss of generality we can assume such a sequence occurs at the start, since if
We are considering case A n . The following information is from [1, VIII, §13.1]. The Lie algebra g is isomorphic to the Lie algebra of (n+1)×(n+1) matrices of trace zero, and a Cartan subalgebra h is the subspace of diagonal matrices of trace zero. Let ε ′ i be the map from the set of all (n+1)×(n+1) diagonal matrices to C taking such a matrix to its (i, i) entry,
Then h * is spanned by ε 1 , ε 2 , . . . , ε n+1 , where ε i is the restriction of ε ′ i to h. The weight lattice X is the subset of h * consisting of integral linear combinations of the ε i . The fundamental roots are given by α i = ε i − ε i+1 , for i ∈ I. The weights of V r are given by
which must be of the same form. Suppose it is equal to ε l 1 + ε l 2 + · · · + ε lr . Then,
for some a ∈ C. Note that ε ′ 1 , ε ′ 2 , . . . , ε ′ n+1 are independent. Looking at the coefficient of ε ′ p in this expression we see that a must be −3, −2 or −1, but looking at the coefficient of ε ′ p+1 we see that a must be 0, 1 or 2, a contradiction. We are forced to conclude that
Proof: We argue exactly as in Lemma 2.3, noting that in this case multiplying an element in a weight space of V r on the left by F 2 i subtracts 2ε i − 2ε i+1 from its weight. A similar contradiction for the value of a arises. 2
It is clear from Lemmas 2.3 and 2.4 that if
satisfying ξx 1 = 0, then ξ must satisfy the following conditions:
(a) We have F it = F r . Also, after any commuting of F i 's, the expression for ξ must still end in F r . This is clear from the action of U − on x 1 .
(b) There is no way of commuting F i 's to get a subsequence of the form p, p in
(c) There is no way of commuting F i 's to get a subsequence of the form p, q, p
We now define a map φ r : W r → U − in the following manner:
Suppose that w = s i 1 s i 2 · · · s it is a reduced expression for an element w ∈ W r . We put:
In particular, φ r (1) = 1 ∈ U − . This map is well-defined: if s j 1 s j 2 · · · s jt is another reduced expression for w, there exists a finite sequence of braid relations taking
. By Lemma 2.2, these relations must all be commutations. By applying the same commutations in U − , we get equality
It is irrelevant which expression of ξ as a monomial is given -whichever it is we define an element w in this way. We show that this expression is reduced and that w ∈ W r . It will then follow that φ r (w) = ξ and we will be done. We know that ξx 1 = 0, so ξ must satisfy conditions (a), (b) and (c) given after the proof of Lemma 2.4. Conditions (b) and (c) together imply that no finite sequence of defining relations for W can be applied to s i 1 s i 2 · · · s it to produce a shorter expression for w, so this expression must be reduced. By condition (a), no finite sequence of braid relations applied to s i 1 s i 2 · · · s it can make it end in anything other than s it (= s r ). (These relations must be commutations, by (c)). Hence, by Lemma 2.1, any reduced expression for w must end in s r , so w ∈ W r , as required. 2 Proposition 2.6 The function φ r defined above defines a bijection ψ r from W r onto a basis B r for V r , given by the formula:
Proof: Define ψ r as in the proposition. By the definition of U − it is clear that the subset S of U − consisting of all of the monomials in the F i 's spans U − as a
But, by Lemma 2.5, if ξ ∈ S and ξx 1 = 0, then ξ ∈ Im(φ r ). Hence,
So Im(ψ r ) is a spanning set for V r as a Q(v)-vector space, since V r = U − x 1 . But
, and clearly |Im(ψ r )| ≤ n + 1 r , since its domain W r contains only this many elements. So, as Im(ψ r ) spans V r , it must be a basis B r for V r and ψ r must be injective, since |Im(ψ r )| = n + 1 r . The result is proved. 2 Theorem 2.7 The basis B r for V r is in fact, up to sign, the canonical basis for V r . So, up to sign, the canonical basis of V r is:
where
Proof: The statement about equality of elements follows from the existence of ψ r and the fact that it is injective. By definition U − A is spanned as an A-module by the set of elements of the form F
it . Hence, V r,A is spanned as an A-module by the elements of the form F
rt it x 1 = 0, so by Lemma 2.5 and its proof, each r k = 1,
Hence B r spans V r,A as an A-module and is thus an A-basis for it.
We now use the fact that, in V r , there are precisely n + 1 r distinct weight spaces, each of dimension 1. This is true since each of these fundamental modules We therefore have the following: (note that B r ⊆ V r and that in each case
(2) The case A n . In this case we look at V 1 only. Its dimension is n + 1. We have:
whence:
Note: We shall see later that in fact B r is the canonical basis for V r . We now embark on proving this, first studying further the distinguished coset representatives.
Lemma 2.8 Suppose that r ∈ I and that s i 1 s i 2 · · · s it is a reduced expression for an element w ∈ W r , and that s i k = s i 1 is the second appearance of s i 1 in the expression. Then in the set {s im : 2 ≤ m ≤ k − 1} there is precisely one occurrence of s i 1 −1 and precisely one occurrence of s i 1 +1 . In particular, i 1 = 1 and
Proof: Note first that the cases t = 1, 2, 3 cannot occur. The cases t = 1, 2 are trivial and if t = 3 then w = s i 1 s i 2 s i 1 ∈ W r , so the first case to consider is t = 4. We must have w = s i 1 s i 2 s i 3 s i 1 . An easy case-by-case analysis enables us to conclude that {s i 2 , s i 3 } = {s i 1 −1 , s i 1 +1 }, and we are done. We now prove the result by induction on t, having dealt already with the base case. Suppose we know the result to be true for all smaller t. occurs. By the inductive hypothesis, there is either an s i 1 −2 or an s i 1 to the right of the s i 1 −1 (but not both). The latter case is impossible, so we have an s i 1 −2 to the right of s i 1 −1 . Take the last occurrence of s i 1 −2 . Continue in this way until we get to the end of the expression. Each time we get an s i with smaller subscript.
The last step should give us s it = s i 1 −p for some p ≥ 0. But we can apply this argument to s i 1 +1 also and get that s it = s i 1 +q for some q ≥ 0 -a contradiction unless w = s i 1 , a case we have excluded.
We are forced to conclude that the lemma holds for this expression and thus for this t. By induction, the lemma is proved. 2
These two lemmas give us the following useful result about B r :
Lemma 2.10 Suppose that s i 1 s i 2 · · · s it is a reduced expression for an element w ∈ W r , and ξ = φ r (w), so ξx 1 is the corresponding element of B r . Then:
Proof: We use Lemmas 2.8 and 2.9, and note that in U , for i ∈ I,
Between each occurrence of F i 1 , there must occur exactly one each of F i 1 −1 and
be the final string where
we must have i 1 = r. If not, then Lemma 2.9 tells us that in this string there is precisely one occurrence of either F i 1 −1 or F i 1 +1 but not both. By equations (1), and the fact that, since i 1 = r, K i 1 x 1 = x 1 , we see that
Putting all of this together we get the required result. 2
The following is also true:
Lemma 2.11 Suppose that s i 1 s i 2 · · · s it is a reduced expression for an element w ∈ W r , and ξ = φ r (w), so ξx 1 is the corresponding element of B r . Suppose that
Proof: Again we induct on t. Since the only i ∈ I satisfying K i x 1 = vx 1 is r, and F r x 1 = 0, the t = 0 case holds. Assume we have the result for smaller t. We
Hence, by the way K i acts on V r (see equations (1)), we have:
where δ is the Kroneker delta. Suppose first that i does not occur in i 1 , i 2 , . . . , i t .
Then:
(using the relations of U ). Therefore we must have F i F i 1 F i 2 · · · F it x 1 = 0 and we are done. Now suppose that i u is the first appearance of i in i 1 , i 2 , . . . , i t . Then:
+ plus other similar terms: one for each other occurrence
(using the relations of U ). Now,
Hence, by Lemma 2.10,
We therefore have t s=u+1 −A i,is + δ i,r = 1 and similarly for the later terms in the sum. Thus:
and so can be expressed as a sum of elements, each of which is a monomial acting on x 1 . Each one, by Lemma 2.5, must be zero or an element of B r . By assumption, the first one is non-zero, so
) is a sum of basis elements and is therefore non-zero. Hence
We can put these two results together to get:
Corollary 2.13 Let s i 1 s i 2 · · · s it be a reduced expression for an element w ∈ W r , and ξ = F i 1 F i 2 · · · F it . Suppose that F iu cannot be commuted to the start of the expression for ξ.
Proof: We induct on t. The case t = 1 does not occur. If t = 2, we must have ξ = F r±1 F r , and the lemma is simply saying that F r±1 x 1 = 0. So, assume the result is true for smaller t. If F iu cannot be commuted to the second position, we have, by induction hypothesis, F i 2 · · · F iu · · · F it x 1 = 0, whence the result. Therefore we assume that F iu can be commuted to the second position, and in fact we can assume that is already there (that is, u = 2). Because it cannot be commuted to the first position, we have F i 2 = F i 1 ±1 . Without loss of generality, assume that
Hence, by Proposition 2.12,
Therefore, since A i 1 ,i 1 −1 = −1, we have
and
using Proposition 2.12, and we have shown the result to be true for this expression.
By induction, the lemma holds. 2
We are finally nearing our goal. We shall use the Kashiwara operators, F i , for i ∈ I, which are defined as follows.
Definition 2.14 Suppose that V (λ) is the finite-dimensional irreducible U -module with highest weight λ. Any element m ∈ V (λ) can be written uniquely m =
In exists a sequence i 1 , i 2 (1) and (2) are satisfied -the proof is as in [9, 19.3.5] . Suppose now that (1) and (2) are satisfied. The proof is almost that in [9, 19.3.5] except that the hypothesis b = 0 is required. Lusztig shows that if (1) and (2) 
Theorem 2.16
The basis B r for V r is the canonical basis for V r .
Proof: Suppose that b ∈ B r . By the above remarks it is enough to show that we have
By Proposition 2.12 we know that
Also, by using the relations of U , we know that
) is a sum of terms, each term being F i 2 · · · F it x 1 with an F i 1 omitted. None of these F i 1 's could be commuted to the start of F i 2 · · · F it , since then we would have F 2
0, contradicting Lemma 2.4. Hence, by Corollary 2.13, each of these terms is zero and
x 0,1 with respect to i 1 (see Definition 2.14), so
Repeating this argument we see that b = F i 1 F i 2 · · · F it x 1 as required. Therefore B r is contained in the canonical basis for V r . Since both are bases for V r , we have equality and we are done. 2
Quantized Exterior Powers
In the unquantized case, the fundamental modules for the Lie algebra of type A n can be obtained by taking the exterior powers of the module corresponding to V 1 (see [1, VIII, §13.1, p188] ). In this section, we present a corresponding result in the quantized case.
We note first that there is a comultiplication ∆ on U , which is a Q(v)-algebra homomorphism from U to U ⊗ U having the following effect on the generators of U :
(this is almost the same as the map ∆ − in [7, 1.4] ). By checking agreement on the generators of U , it can be seen that (
We denote this map by ∆ (2) . We define ∆ (3) = (∆ ⊗ 1 ⊗ 1)(∆ ⊗ 1)∆ and similarly ∆ (m) for any positive integer m. If V is any U -module, we can make V ⊗m into a U -module by defining:
for u ∈ U . We do this in the particular case when M = V 1 . By example (2) given after the proof of Theorem 2.7, we know that the canonical basis for V 1 is:
We therefore write b i = F i F i−1 · · · F 1 x 1 , for i = 0, 1, . . . , n, so that the canonical basis is {b 0 , b 1 , . . . , b n }. Using the relations of U and also Lemma 2.5, we see that the action of U on this basis is given by:
(Note that for µ = c 1 h 1 +c 2 h 2 +· · ·+c n h n ∈ Y , we have
2 · · · K cn n so it is enough to describe the action of the K i 's.) We define r q (V ), the r-th quantized exterior power of V , to be the subspace of V ⊗r spanned by the elements:
where:
(S r , the symmetric group on r letters, acts on V ⊗r in the following manner:
and ℓ(σ) denotes the length of σ as an element of S r considered as a Coxeter group with generators (1 2), (2 3 
The only remaining possibility is that, for some k, i k = i − 1 and i k+1 = i. Let ξ = F i b i 1 ,i 2 ,... ,ir . We use the fact that
We have: 
with each occurrence of b i−1 replaced with b i . Now, as σ varies over S r , so does σρ, where ρ is the transposition (k k + 1). So we can rewrite the original sum as follows:
The effect of introducing ρ is to swap the order of b i k and b i k+1 . After applying F i , the sum will be a linear combination of the same tensors as those in the sum (2) but with different coefficients. If γ(σ) = 1, then the new coefficient will
v comes from the action of the K −1 i in this case. In both cases the coefficient is the negative of the coefficient in (2). Therefore we have ξ = −ξ, whence ξ = 0.
In a similar way we can show the following:
Finally, since ∆(
for i ∈ I, where ε i is 1 if i ∈ {i 1 , i 2 , . . . i r } and is zero otherwise. Note that this is enough to describe the action of K µ for any µ ∈ Y .
We have shown that all of the generators of U map Theorem 3.1 For each r ∈ I, the r-th quantized exterior power of V 1 is isomorphic to V r . The isomorphism can be chosen to take b 0,1,...r−1 to x 1 . 2
We thus have a natural basis for V r , consisting of the elements b i 1 ,i 2 ,... ,ir , for 0 ≤ i 1 < i 2 < · · · < i r ≤ n (regarding them as elements of V r by the above isomorphism). Denote this basis by C r .
Theorem 3.2
We have that, for each r ∈ I, C r is the canonical basis for V r . So the elements b i 1 ,i 2 ,... ,ir , for 0 ≤ i 1 < i 2 < · · · < i r ≤ n, form the canonical basis for r q (V ), when it is viewed as V r .
Proof:
We identify x 1 ∈ V r with b 0,1,...,r−1 . For 0 ≤ i 1 < i 2 < · · · < i r ≤ n, let ξ = (F i 1 F i 1 −1 · · · F 1 )(F i 2 F i 2 −1 · · · F 2 ) · · · (F ir F ir−1 · · · F r ).
Then, ξx 1 = b i 1 ,i 2 ,... ,ir = 0. By Lemma 2.5, ξ ∈ Im(φ r ), and so ξx 1 ∈ Im(ψ r ). By Theorem 2.16, ξx 1 lies in the canonical basis of V r . Therefore C r is contained in the canonical basis of V r , but both are bases for V r , so we must have equality. 2 Corollary 3.3 For each r ∈ I, the canonical basis of V r is: Proof: The first statement follows directly from Theorem 3.2 and its proof. Define
By Lemma 2.5 each of the elements of W r 1 lies in W r , and its expression above is reduced, since the action of the corresponding monomial in U − on x 1 is nonzero. By the first statement, ψ r (W r 1 ) is the canonical basis of V r , but the map ψ r is a bijection from W r to the canonical basis of V r , by Proposition 2.6 and Theorem 2.16, whence W r 1 = W r and we are done. 2
Example
We consider the case when U is of type A 4 , and r = 2. We have:
and the canonical basis for V 2 is {(F j 1 · · · F 1 )(F j 2 · · · F 2 )x 1 : 0 ≤ j 1 < j 2 ≤ 4}.
More explicitly: 
