The spatial orientation of fringes has been demonstrated to be a key point in reliable phase demodulation from a single n-dimensional fringe pattern, regardless of the frequency spectrum of the signal. Recent publications have shown a general method for determination of the orientation factor by use of a regularized phase-tracking ͑RPT͒ algorithm. We propose a generalization of a RPT algorithm for estimation of the spatial orientation in a general n-dimensional case. The proposed algorithm makes use of a simplified cost function that remains one dimensional regardless of the dimension of the problem. This makes the calculation faster than with a standard RPT algorithm, with which it is necessary to minimize an n ϩ 1-dimensional cost function for each point of the sample space. We have applied the method to the three-dimensional demodulation of a time-evolving fringe pattern, with good results.
Theoretical Foundations

A. Phase Demodulation with a Quadrature Operator and the Relevance of the Orientation Term
The irradiance distribution of a fringe pattern can be represented in a first approximation as an ndimensional phase-modulated signal given by I͑r͒ ϭ b͑r͒ ϩ m͑r͒cos ͑r͒,
were I is the irradiance, b is the background, m is the modulation, is the modulating phase, and r ϭ ͑x 1 , . . . , x n ͒ denotes an n-dimensional position vector.
In most practical cases we can assume that the background is spatially smooth and that it can be removed with a high-pass filter. We denote by I HP the high-pass filtered, background-suppressed version of the irradiance distribution:
Usually the modulating phase is associated with the physical magnitude to be measured and the background and the modulation are associated with environmental conditions such as illumination setup and object reflectance. The process of phase demodulation consists in extracting the relevant information, ͑r͒, from an observed irradiance distribution of the form given by Eq. ͑2͒. Phase demodulation from a single fringe pattern is an important task in areas such as the study of fast transient phenomena, in which only one fringe pattern can be acquired ͓two-dimensional ͑2D͒ case͔ or in which a temporal set can be captured but with unknown temporal behavior of the phase ͓three-dimensional ͑3D͒ case͔.
In the general case of fringe patterns with closed fringes it is not possible to obtain good results with ordinary algorithms such as Fourier-transform and spatial phase sampling methods. 1 One of the methods for solving this problem that was proposed recently is a general quadrature transform ͑GQT͒. 2 The GQT is a quadrature operator, Q n ͕ ͖, which means that it is an operator that transforms a given fringe pattern into its quadrature term, Q n ͕I HP ͑r͖͒ ϭ Ϫm͑r͒sin ͑r͒. With this quadrature signal one can easily determine the modulo 2 wrapped phase, W͕͑r͖͒, over the whole region of interest by a simple arctangent calculation.
As was shown in Ref. 2, the GQT is given by
The first term of Eq. ͑3͒, n ͑r͒ ϭ ٌ͑rٌ͉͒͑͞r͉͒, is a unit vector normal to the corresponding isophasics, which points in the direction of a fringe orientation term denominated ٌ͑r͒. The second term is an isotropic n-dimensional generalization of the onedimensional Hilbert transform, H n ͕I HP ͖ ϭ ٌI HP ͞ ٌ͉͉.
The term H n ͕I HP ͖ can be estimated as a linear operator, regardless of the dimension of the problem. 2 But, for fringe patterns with closed fringes, the calculation of the orientation term n is a nonlinear problem.
To obtain the orientation term we have access only to the fringe pattern irradiance and its gradient. If modulation m͑r͒ and background b͑r͒ are spatially smooth, we can approximate ٌI Ϸ Ϫm sin ٌ, and then the unitary irradiance gradient can be written as
Equation ͑4͒ states that we can compute orientation term n from the irradiance gradient if we can estimate the fringe pattern quadrature sign ͑QS͒, given by QS͕I͖ ϭ Ϫsign͑sin ͒.
As is shown in Ref. 3 , the calculation of the QS in a general n-dimensional case is possible by unwrapping of a generalization of the 2D fringe orientation angles. For the sake of clarity we include here a brief description of this method. In effect, if we define the angles
where k can take any value from 1 to the number of dimensions n, the relationship between cos ␤ k ͑͒ and cos ␤ k ͑2͒ is
From Eq. ͑6͒ it follows that the problem of calculating the QS can be reduced to the problem of calculating ␤ k ͑2͒ , which cannot be directly obtained from the irradiance. ␤ k ͑͒ , however, is a direct measurement but because of the sign flips of the irradiance gradient is defined only modulo . 4 However, as was shown in Ref. 5 , it is possible to recover ␤ k ͑2͒ by unwrapping W͕2␤ k ͑͒ ͖, where W͕ ͖ denotes the wrapping operator. To calculate the QS, one needs to perform this unwrapping process only for one arbitrary choice of axis k, let us say k 0 . To ease the following discussion, we refer to ␤ k 0 ͑͒ simply as ␤. So the problem of demodulating an n-dimensional fringe pattern is reduced to the use of a linear operator H n ͕I HP ͖ plus the problem of unwrapping the distribution W͕2␤͖, where ␤ can be calculated directly from the gradients of the observed irradiance distribution. Because ␤ is an angular magnitude, for patterns with closed fringes the distribution 2␤ will be piecewise continuous, with discontinuities of Ϯ4 for paths that enclose a fringe center and pairs of poles of the same sign at the origin of the closed fringes. 6 So, in general, the process of unwrapping W͕2␤͖ will be path dependent, 5 and in consequence it will not be possible to use standard phase-unwrapping algorithms.
B. Unwrapping Based on a Regularized Phase-Tracking Orientation
The problem of unwrapping W͕2␤͖ has been addressed by Quiroga et al. for the 2D case, 5 where there is only one possible choice of k ͑let us say k ϭ 1͒ and computation of the modulo 2 fringe orientation angle and the QS is equivalent. Following Ref. 5 , one can unwrap W͕2␤͖ by using a regularized phasetracking ͑RPT͒ procedure, 7 computing two signals in quadrature given by
and demodulating the phase of these signals by minimizing at each point the cost function given by
where
where L is the region with valid data and N is a neighborhood region about point r where the phase is being calculated. Function m͑, ͒ is an indicator that equals 1 if the point has already been estimated and equals 0 otherwise, and finally is the so-called regularization parameter.
The RPT process finds, for each successive point r, the values of , x , and y that minimize the cost function. The value of obtained at each point r will correspond to the unwrapped value of 2␤.
The first two terms in Eq. ͑8͒ correspond to the so-called fidelity term of the RPT; they try to adjust the observations f C and f S to sinusoidal functions modulated by a plane. They correspond to the assumptions that f C and f S are locally monochromatic and therefore that x and y can be interpreted as the local frequencies of the recovered solution.
The last term in Eq. ͑8͒ is the so-called regularization term, and it enforces smoothness and continuity of the recovered solution. In this case we are unwrapping distribution 2␤, which we know has to be continuous modulo 4, 1 aside from possible isolated discontinuities in the center of closed fringes. The regularization term forces the continuity of the solution modulo 4, and this is denoted in Eq. ͑8͒ by the term with W 4 ͕ ͖. This is the main difference between the normal RPT technique for phase demodulation and the RPT applied to the calculation of orientation terms.
The RPT algorithm is implemented as follows: Starting at a given point r 0 , the cost function is minimized for that point and initial values are obtained for , x , and y . The value of m͑r 0 ͒ is updated to 1, and then we proceed to do the same calculation for the neighboring points of r 0 . From each point the algorithm moves to the next noncalculated neighbor, until the whole region of interest has been calculated.
The strategy for choosing the order of the neighbors, and therefore the order in which the region of interest will be explored to yield the solution, is important and is the determinant of the robustness of the RPT method. For the demodulation of 2␤ an isophasic scanning 5 strategy is used, which means that the solution is obtained following the directions along which the phase remains constant. This is the orthogonal direction to ϭ ٌ.
Proposed Method
We show a generalization to the n-dimensional case of the procedure shown above, and we introduce an approximation that will make the RPT calculation faster, especially as the number of dimensions n increases.
For the n-dimensional case it is straightforward that one can use the same RPT method described Fig. 1 . ͑a͒ Simulated fringe pattern with four isolated circular regions and random noise. ͑b͒ ␤ 1 calculated from Eq. ͑6͒. ͑c͒ Unwrapped orientation map obtained with the algorithm presented in this paper. ͑d͒ Comparison of the results obtained with a standard RPT algorithm ͑dashed curve͒, our optimized algorithm ͑dotted curve͒, and the theoretical value for the orientation ͑continuous curve͒.
above for the 2D case to unwrap W͕2␤ k ͑͒ ͖, where 1 Յ k Յ n. In this case U r becomes just
where r, , and are n-dimensional vectors, p͑r, ͒ ϭ ͑r͒ ϩ ͑r͒͑r Ϫ ͒, and U r is an n ϩ 1-dimensional function that has to be minimized at each point of the n-dimensional region of interest. Typical minimization algorithms are O͑n 2 ͒, so the time taken to calculate the global RPT process will be O͓͑n ϩ 1͒ 2 ͔M, where M is the total number of points ͑one minimization in n ϩ 1 dimensions for each point of the n-dimensional region of interest͒.
Using the RPT technique as described above, the algorithm will find the best locally monochromatic function that provides a smooth and continuous solution for 2␤. In the process, the algorithm adjusts at each point r the value of the local phase , and also the value of the local spatial frequencies, the n components of the vector.
But 2␤ is usually a smooth, slowly varying function, and we can assume that spatial frequencies that are output from the RPT will not be much different from the estimation that can be obtained directly from the observed W͕2␤͖; that is, we can use the next approximation:
Relation ͑11͒ will hold true for those points where 2␤ is continuous and is well sampled. The value of given relation ͑11͒ is also a good approximation for those points at which 2␤ presents a 4 discontinuity because as follows from Eqs. ͑9͒ and ͑10͒, a jump in 2␤ of 4 does not modify the value of U r .
So, using the approximation given by relation ͑11͒, we can simplify the minimization: we have only to look for the value of that minimizes U r at each point r. The cost function now becomes one dimensional, regardless of the dimension n of the problem:
where p ͑r, ͒ ϭ ͑r͒ ϩ ͑r͒͑r Ϫ ͒. This means that the time consumed by the RPT algorithm now becomes proportional only to M and that for n Ͼ 1 the time consumed should be significantly smaller than in the original RPT technique. With this proposed method we are requiring that the local spatial frequencies of the unwrapped solution be those given by relation ͑11͒. This means that the values of are being calculated with only next neighbors for each point taken into account. This implies that the size of neighborhood region N in Eq. ͑12͒ must be kept small to produce consistent results in the minimization process. In the new algorithm a typical size of N would be 3 n . Indirectly, this size results in an extra time optimization, as the neighborhood region for a typical RPT problem in which both and have to be estimated at each point is usually larger, typically 7 n -11 n . In conclusion, the proposed algorithm is faster than the traditional RPT and scales better with the dimension of the problem while it retains the advantages that make RPT so robust, such as adaptative bandpass filtering, adaptive masking, 8 and use of quality map-guided scanning and isophasic scanning. 2,7
Results
First we show an example of the 2D case and compare the results obtained with the algorithm presented in this paper with those obtained with the standard RPT algorithm. Figure 1͑a͒ shows a 256 ϫ 256 computer-generated fringe pattern containing four separate circular regions. Each region contains circular fringes with different spatial Fig. 2 . Consecutive snapshots, obtained with a polariscope, of the isochromatics on a disk of a photoelastic material when an increase of the mechanical load is progressively applied on its upper side. frequencies. A random noise factor of 0.4 has been added to the figure. Figure 1͑b͒ shows ␤ 1 obtained from Fig. 1͑a͒ by use of Eq. ͑6͒. Figure 1͑c͒ shows the modulo 2 orientation map obtained with the algorithm presented in this paper. Figure 1͑d͒ shows a comparison, along row 90 of the test image, of the results obtained with a standard RPT algorithm ͑dashed curve͒, the new algorithm ͑dotted curve͒, and the theoretical value of the modulo 2 orientation ͑continuous curve͒. For both calculations, by the standard RPT and by the optimized algorithm, we used values of ϭ 6 and a neighbor- hood of size 5 ϫ 5. Cost function U r was minimized by a conjugate gradient method. On a Pentium 4 2.1-GHz word processor, the time taken for the whole calculation was 35.6 s with the standard RPT algorithm and 21.4 s with the optimized algorithm proposed in this paper. As shown in Fig. 1͑d͒ , the values obtained with the two algorithms are similar but the time consumed by the new algorithm is significantly smaller.
To show an example of a real 3D application we applied our algorithm to a set of fringe patterns that evolves in time. Figure 2 shows the circular bright field isochromatic fringe patterns of a stress-frozen diametrically compressed disk as a load on the upper side of the disk is increased. This case can be treated as a 3D fringe pattern with r ϭ ͑x, y, t͒. In Fig. 3 we show ␤ 1 ͑͒ ϭ arctan͑Ϫ‫ץ‬I͞‫ץ‬y͞‫ץ‬I͞‫ץ‬x͒ for each of the consecutive time instants ͑or planes along the t axis͒. In Fig. 4 we show the results obtained for the unwrapping of W͕2␤ 1 ͖ by using the algorithm presented in this paper. On a Pentium 4 2.1-GHz word processor the time taken for the whole calculation was 92.6 s. The same calculation by a standard RPT method extended to the 3D case took 310.4 s. As was expected, the time difference between the two methods increased as the dimension of the problem increased.
In Fig. 5͑a͒ we show the final phase distribution ͑r͒ that would be obtained by application of the GQT given by Eq. ͑3͒ by use of the 3D generalization of the one-dimensional Hilbert transform as shown in Ref. 5 and of the orientation term obtained with the present algorithm. The values shown in Fig. 5͑a͒ correspond to the region outlined by the black rectangle in Fig.  5͑b͒ ; this is the region where the changes between snapshots of the applied load are greater and therefore where the temporal evolution of the underlying phase is seen more clearly.
Conclusions
The general quadrature transform is a method that was recently presented by Servin et al. 2 and can be used for the demodulation of phase maps from a single n-dimensional fringe pattern. We have presented a new algorithm, based on a generalization to n dimensions of the RPT technique, 3, 5 for calculating the orientation term of the GQT in a general n-dimensional case. The proposed algorithm introduces an approximation, suitable for the calculation of orientation terms, that makes the algorithm faster than the standard RPT while it retains the advantages ͑adaptive bandpass filtering, use of quality maps, isophasic scanning͒ that make it so robust. The proposed method can be used also as a phaseunwrapping technique for a general phase map without the special characteristics of the orientation fields.
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