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ABSTRACT
Reverberation continues to be problematic in many areas of audio and speech processing, including source separation.
The precedence effect is an important psychoacoustic tool utilised by humans to assist in localisation by suppressing
reflections arising from room boundaries. Numerous computational precedence models have been developed over the
years and all suggest quite different strategies for handling reverberation. However, relatively little work has been
done on incorporating precedence into source separation. This paper details a study comparing several computational
precedence models and their impact on the performance of a baseline separation algorithm. The models are tested in a
range of reverberant rooms and with a range of other mixture parameters. Large differences in the performance of the
models are observed. The results show that a model based on interaural coherence produces the greatest performance
gain over the baseline algorithm.
1. INTRODUCTION
Computational separation of mixtures of sound is an area
of high research interest due to the numerous applica-
tions for such algorithms, including front-end processing
for missing data speech recognition, and enhancement
of hearing prostheses and communication devices such
as mobile phones. Many algorithms have been proposed
that utilise a variety of processing techniques that work
well in anechoic conditions. However, in many situa-
tions reverberation is likely to be present and unfortu-
nately it continues to be a major obstacle for separation
algorithms, due to its corruption of many of the acousti-
cal cues that these algorithms rely on. Consequently, re-
ducing the detrimental effects of reverberation continues
to be an important research goal not only for researchers
in source separation, but also for researchers working in
other areas of signal processing. Numerous human psy-
chophysical and perceptual mechanisms for suppressing
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the effects of reverberation are well documented, which
have occasionally provided a source of inspiration for
researchers in these areas. One such mechanism is the
precedence effect.
The precedence effect (for a review see [1]) is described
in the perceptual literature as being an important mecha-
nism for enhancing our ability to localise sounds in rever-
berant environments. Often referred to as the “law of the
first wave front”, the precedence effect describes an au-
ditory mechanism that is able to weight the first (direct)
wave fronts of a sound over later wave fronts arriving as
reflections from other surfaces. However, relatively little
work has been carried out on incorporating precedence
effect processing into separation algorithms that utilise
spatial cues. Work carried out so far is based on that of
Paloma¨ki et al. [2] (see also [3]). However, as Paloma¨ki
et al. note, the precedence model they utilise is some-
what simplified and further work could be done in order
to improve the localisation capabilities of the model.
The aim of this paper, therefore, is to investigate whether
an enhanced precedence model can improve the sepa-
ration performance of a baseline separation algorithm.
Numerous computational precedence models have been
proposed in the literature (see for example [4, 5, 6, 7, 8]).
A comprehensive study of these precedence–based pro-
cessing strategies is conducted and their impact on the
performance of the baseline separation algorithm will be
investigated. This baseline algorithm is presented in sec-
tion 2, the additional models are presented in section 3,
the experimental procedure is given in section 4, results
are presented and discussed in section 5 and the findings
are concluded in section 6.
2. THE BASELINE ALGORITHM
This section will first present the baseline separation al-
gorithm (section 2.1), which is heavily based upon the
aforementioned work of Paloma¨ki et al. [2] (note: al-
though every attempt has been made to follow the princi-
ples of this algorithm, due to implementation issues and
modifications required to enable the evaluation method
described below, the processing utilised is not identical).
The work includes a simple precedence model, detailed
in section 2.2. The architecture of the baseline algorithm
is summarised in Fig. 1.
2.1. The Baseline Separation Algorithm
The algorithm attempts to estimate the relative strength
of two competing signals arising from spatially–separate
sound sources. As shown in Fig. 1, the binaural left and
right signals are first passed through a gammatone filter-
bank [9] to simulate cochlear frequency selectivity (32
channels are employed, in the range 50–7500 Hz, equally
spaced on the ERB-rate scale). The outputs of the gam-
matone filterbank are then half-wave rectified as a crude
model of the Inner Hair Cells (IHCs); the results are de-
noted hL and hR. The Hilbert envelopes εk(i, n) (for
ear k, sample index n and frequency channel i) of each
of these signals—which are obtained directly from the
complex gammatone coefficients—are used to estimate
the auditory nerve firing rate δk at time frame j:
δk(i, j) =
(
ε′k
(
i, (j − 1)M + 1))0.3 (1)
where
ε′k(i, n) = εk(i, n)− e−αsε′k(i, n− 1), (2)
M is the frame length set in samples to 10 ms and αs is
a time constant set in samples to 8 ms. The precedence
model, discussed below, is then introduced to inhibit the
fine structure of the gammatone filterbank outputs. The
cross-correlograms C for each frame are obtained by
cross-correlating this precedence–modelled fine struc-
ture rk (see (24)) over a three–frame rectangular window
thus:
C(i, j, τ) =
3M−τ−1∑
x=0
rL
(
i, (j−1)M+x+τ)rR(i, (j−1)M+x)
(3)
where τ denotes the discrete lag (representing Interaural
Time Difference (ITD)) of the cross-correlation such that
{τ ∈ Z : −T ≤ τ ≤ T}, T = 1 ms (in samples) and Z
is the set of integers.
The data from the cross-correlograms are subsequently
warped from ITD to azimuth to yield C(i, j, φ), where φ
denotes azimuthal angle such that {φ ∈ Z : −90 ≤ φ ≤
90}, since the relationship between ITD and azimuth is
frequency–dependent [10]. The warping function is de-
rived from Kuhn’s work [10]. Specifically,
ITD =
Πη sinφ
c0
(4)
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Fig. 1: Schematic of the binaural processor. Adapted from [2].
where Π varies with frequency f (in Hz) such that
Π =

3 f ≤ 500
2.5 + 0.5 cos
(
pi
log2
√
6f
1250
log2 6
)
500 < f < 3k
2 f ≥ 3k
(5)
where c0 is the speed of sound (344 ms−1) and η is the
effective radius of the head, which Kuhn derives as 0.093
m, somewhat larger than typical skull perimeter mea-
surements, perhaps due to protruding features such as the
nose and pinnae. Since Kuhn is not specific about the
change in Π between 500 and 3000 Hz, a raised cosine
function is chosen to vary Π “smoothly”.
The azimuthal domain cross-correlograms are then trans-
formed to skeleton cross-correlograms [2, 11] in the fol-
lowing way:
S(i, j, φ) = Q(i, j, φ) ∗ exp
( −φ2
2σ2(i)
)
(6)
where
Q(i, j, φ) =
{
C(i, j, φ) if
((
C(i, j, φ)− C(i, j, φ− 1))(C(i, j, φ)− C(i, j, φ+ 1))) > 0
0 otherwise
, (−89 ≤ φ ≤ 89)
(7)
and
σ(i) = 4.5− (i− 1) 3.75
I − 1 (8)
where {i ∈ N : 1 ≤ i ≤ I}, I is the number of chan-
nels (32), ∗ denotes convolution and N is the set of natu-
ral numbers. The skeleton cross-correlograms are subse-
quently pooled across frequency and time thus:
P (φ) =
∑
i,j
S(i, j, φ) (9)
This pooled skeleton cross-correlogram is used to obtain
‘global’ estimates of the target signal and interferer az-
imuths (φt and φn respectively), which are identified us-
ing the following procedure:
φt = min(φ1, φ2), (10)
φn = max(φ1, φ2) (11)
where
φ1 = arg max
z
P (z), (12)
φ2 = arg max
z
{P (z) : φ1 /∈ z} (13)
and
{
z ∈ φ : (P (φ)−P (φ− 1))(P (φ)−P (φ+ 1)) >
0
}
. Note that the target is consistently placed on the left
and thus the azimuths are assigned accordingly. The az-
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imuthal cross-correlograms are used to calculate the bi-
nary Time–Frequncy (T–F) mask m by making ‘local’
estimates of the relative strength of the target and inter-
fering signals at the obtained global azimuths thus:
m(i, j) =

1 if C(i, j, φt) > C(i, j, φn)
and 10 log10
(
C(i, j, φt)
Ĉ
)
> Θc
0 otherwise
(14)
where
Ĉ = max
i,j,φ
C(i, j, φ) (15)
and is the peak value of the cross-correlogram across all
frequency channels and for the entire signal. Generally
Θc was set to -160 dB.
Two further checks are then performed on the mask.
Firstly, the Interaural Level Difference (ILD) value for
each T–F unit in frequency channels above 2.8 kHz (de-
noted v) that has a corresponding mask value of one is
checked against an ILD template ζ to ensure azimuthal
estimate consistency. The ILD template is the ideal value
of ILD in each frequency channel v at the target azimuth
and was calculated using white noise. A zero is written
to the mask if the ILD value deviates from the template
by more than 0.5 dB:
m(v, j) ={
0 if |ILD(v, j)− ζ(v, φt)| > 0.5 dB
m(v, j) otherwise
(16)
where
ILD(i, j) = 10 log10
(
δ′L(i, j)
δ′R(i, j)
)
(17)
and
δ′k(i, j) =
(
δ3.333k (i, j)
)2
(18)
Secondly, energy values where the corresponding mask
value is one are compared to a running energy average Ξ,
calculated in each frequency channel over a 200 ms (20
frame) window with 100 ms (10 frame) overlap. If the
ratio of these values exceeds a rate threshold then a zero
is written to the mask thus:
m(i, j) =
0 if 10 log10
(
δ′LR(i, j)
Ξ(i, j)
)
> Θr
m(i, j) otherwise
(19)
where
δLR =
(
1
2
(
δ3.333L (i, j) + δ
3.333
R (i, j)
))0.3
, (20)
δ′LR was calculated as in (18) and Θr is the rate threshold
set to −11 dB.
Lastly, in order to undo the spectral envelope distortion
introduced by reverberation, a normalisation factor is
calculated that is applied at resynthesis. The resynthesis
procedure is described in [12]; the normalisation factor
is multiplied with its corresponding frequency channel
before they are summed. The factor β is calculated thus:
β(i) =
(
1
L
∑
l∈Γ
δLR(i, l)
)−1
(21)
where L is a number of the largest reliable units in fre-
quency channel i in a set Γ for which the corresponding
mask value is one:
L =
{
K/B if |Γ| > K/B
|Γ| if |Γ| ≤ K/B (22)
whereK is the number of time frames in the input signal,
B = 15 and, for sets, | . . . | denotes cardinality (size).
2.2. The Baseline Precedence Model
A precedence model is introduced into the baseline algo-
rithm in order to enhance the local and global estimates
of the target and interferer azimuths. The precedence
model incorporated into the baseline algorithm is based
on the work of Zurek [13] and Martin [8], the latter of
which is a computational implementation of the former.
Schematics of both models are given in Fig. 2.
According to Zurek [13], the upper path of the model
in Fig. 2(a) considers steady-state signals; localisation is
achieved by a running average over the past and present
and is formed by a combination of ILD and ITD. The
lower path of the model takes effect when sharp onsets
are present in the signal. When such an onset is detected,
a brief period of inhibition is triggered that suppresses
the contribution of the upper path for a period of about 5
ms after the onset. The inhibition takes place about 500
µs after the onset.
The implementation of the baseline precedence model
[2] is a somewhat simplified version of Martin’s model
[8] (see Fig. 2(b) and section 3.1). Specifically, the
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Fig. 2: Modelling the precedence effect. (a) Schematic of Zurek’s precedence model [13]. (b) Martin’s computational
implementation of Zurek’s model [8].
model is reduced to a filter with an impulse response of
the form:
hlp(n) = Ane−n/αp (23)
where αp is a time constant chosen to be the number of
samples corresponding to 15 ms andA is set to give unity
gain at DC. This is used to filter the Hilbert envelope εk
to produce an “inhibitory signal”. This inhibitory signal
is then subtracted from the half-wave rectified gamma-
tone filterbank fine structure. The process is summarised
in the following way:
rk(i, n) = max
(
hk(i, n)−G
(
hlp(n) ∗ εk(i, n)
)
, 0
)
(24)
where G is an inhibitory gain factor that is consistently
set to 1. The precedence–modelled fine structure r is
used to obtain the cross-correlograms (see (3)).
Zurek [13] notes that inhibited information is only used
in localisation and that reverberation makes a significant
contribution to the timbral and spatial characteristics of
a perceived sound. The baseline algorithm reflects this
by only using precedence–modelled information in the
localisation aspect of the algorithm.
2.3. Summary
This section has presented a separation algorithm to esti-
mate the relative strength of two competing signals aris-
ing from spatially–separate sound sources and to sepa-
rate them by calculating a binary mask. The algorithm
includes a precedence model to suppress information fol-
lowing an onset. For comparison, the precedence model
can be bypassed by setting G = 0 in (24). The prece-
dence model will also be compared with models pre-
sented in the following section.
3. ENHANCING THE PRECEDENCE MODEL
This section details the incorporation of numerous com-
putational precedence models with the baseline separa-
tion algorithm. In order to attempt to improve the perfor-
mance of the baseline separation algorithm, a selection
of the numerous computational precedence and binau-
ral localisation models proposed in the literature were
incorporated into the algorithm. Models proposed by
Martin [8] (section 3.1), Faller & Merimaa [5] (section
3.2), Lindemann [6, 14] (section 3.3) and Macpherson
[7] (section 3.4) are presented. In each case, much of the
baseline algorithm is retained, but the precedence and
localisation—and in some cases parts of the peripheral
processing—routines are replaced by those proposed by
the model under test.
It should be noted that this study is designed to test
the performance of the combination of the baseline al-
gorithm and the computational precedence models. No
judgements are or will be made about the technical qual-
ity, biological plausibility or even the localisation accu-
racy of the models, although clearly the latter will have a
significant influence on the separation performance.
3.1. Martin’s Model
Martin’s [8] work is the basis for the precedence model
employed in the baseline algorithm and hence is an obvi-
ous first choice of model to incorporate and test. The per-
ceptual theory behind the model has already been given
in section 2.2. Unfortunately, the paper is lacking some
crucial details necessary to implement the model accu-
rately. Specifically, Martin’s paper lacks details regard-
ing the filter to calculate the “excitation envelope” and
about the numeric levels of the numerous signals that are
calculated. However, there is only one conceptual differ-
ence between the baseline precedence model and Mar-
tin’s model: the point at which the inhibition is applied
(compare Fig. 2(b) with Fig. 1). In the baseline model,
inhibition is applied to the fine structure before it is cross-
AES 128th Convention, London, UK, 2010 May 22–25
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correlated, whereas in Martin’s model inhibition is ap-
plied to the running cross-correlation. Consequently, the
implementation of Martin’s model is heavily based upon
the baseline precedence model.
In the implementation, firstly the “excitation envelope” εˆ
is calculated from the Hilbert envelope thus:
εˆk(i, n) = εk(i, n) ∗ hlp(n) (25)
where hlp was given in (23), except that in this case the
time constant αp = αm = 1.5 ms. Following this, a
mono excitation envelope εˆLR is calculated:
εˆLR(i, n) =
1
2
(
εˆL(i, n) + εˆR(i, n)
)
(26)
and subsequently normalised independently for each fre-
quency channel to be in the range [0,1]. The inhibitory
signal ι is calculated from this excitation envelope thus:
ι(i, n) = max
(
1− (G · εˆLR(i, n)), 0) (27)
The inhibited running cross-correlation Cι is then calcu-
lated in the following way:
Cι(i, n, τ) = ι(i, n)C ′(i, n, τ) (28)
where
C ′(i, n, τ) = hL
(
i,max(n+τ, n)
)
hR
(
i,max(n−τ, n))
(29)
Finally, these cross-correlations are averaged over a
three–frame rectangular window to produce the cross-
correlograms:
C(i, j, τ) =
1
3M
3M∑
x=1
Cι
(
i, (j − 1)M + x, τ) (30)
As with the following models, subsequent processing of
the cross-correlograms, grouping and separation routines
are identical to that described in section 2.
3.2. Faller & Merimaa’s Model
The model proposed by Faller & Merimaa [5] differs
from other computational precedence models by suggest-
ing that some precedence effects can be modelled by cal-
culating Interaural Coherence (IC). Specifically, if a di-
chotic signal is coherent then this is a good indication
that the obtained ITD and ILD correspond to the sound’s
true direction. IC χ is calculated in each frequency band
as the maximum value of the running normalised cross-
correlation C ′:
χ(i, n) = max
τ
C ′(i, n, τ) (31)
This gives a result in the the interval [0,1], with a value
of one indicating that the signals are perfectly coher-
ent and hence that the elicited cues are indicative of the
sound’s true direction. It is therefore necessary to spec-
ify a threshold for cue selection. According to Faller &
Merimaa, this is a trade-off between selecting reliable
cues that correspond closely to free-field conditions and
maximising the proportion of the input signals that con-
tributes to localisation. They also note that this threshold
is likely to adapt to the acoustical environment.
In terms of implementation, the first stage of the model
is the peripheral auditory processing. Faller & Merimaa
suggest the use of a model of neural transduction pro-
posed in [15]. This model recreates the compression and
half-wave rectification that has been observed by numer-
ous researchers in auditory physiology, but does not en-
hance onsets. The employed process is summarised as
follows:
• The Hilbert envelope output of the gammatone fil-
terbank ε is compressed by raising it to the power
0.23 and then squared
• This envelope is then filtered with a fourth-order
FIR lowpass filter with a cut-off frequency of 425
Hz
• The resulting envelope ε′k is half-wave rectified and
then re-combined with the half-wave rectified gam-
matone filterbank output thus:
hk(i, n) =
ε′k(i, n)
εk(i, n)
max
(
γk(i, n), 0
)
(32)
where hk is the modelled IHC response and γk is
the gammatone filter fine structure.
The cross-correlograms are calculated using the IHC–
modelled data. As stated above, this model requires
the calculation of normalised running cross-correlation,
which is of the form
C ′(i, n, τ) =
aLR(i, n, τ)√
aLL(i, n, τ)aRR(i, n, τ)
(33)
where
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aLR(i, n, τ) =
1
αf
hL
(
i,max(n+ τ, n)
)
hR
(
i,max(n− τ, n))
+
(
1− 1
αf
)
aLR(i, n− 1, τ), (34)
aLL(i, n, τ) =
1
αf
h2L
(
i,max(n+ τ, n)
)
+
(
1− 1
αf
)
aLL(i, n− 1, τ), (35)
aRR(i, n, τ) =
1
αf
h2R
(
i,max(n− τ, n))
+
(
1− 1
αf
)
aRR(i, n− 1, τ) (36)
and αf is the time constant of the exponentially decaying
window, chosen to be the number of samples correspond-
ing to 10 ms. The cross-correlograms are calculated by
averaging only the running normalised cross-correlations
within a given frame for which the corresponding IC
value χ exceeds a threshold value Θχ:
C(i, j, τ) =

0 if Ψ = ∅
1
|Ψ|
∑
x∈N
C ′(i, x, τ) otherwise (37)
where {Ψ ∈ n : (j − 1)M + 1 ≤ n ≤ jM,χ(i, n) ≥
Θχ}, ∅ is the empty set and Θχ is chosen to be 0.5, cor-
responding to 2 simultaneous and coherent onsets arising
from 2 independent sound sources.
3.3. Lindemann’s Model
Lindemann’s ([6, 14]) model can be considered as an ex-
tension of Jeffress’ [16] original cross-correlation the-
ory of sound localisation. The model is extended with
two components: “monaural detectors” and a “contra-
lateral-inhibition mechanism” (an inhibition along the τ -
axis). This inhibition is achieved through two compo-
nents: a static inhibition component and a dynamic inhi-
bition component, the latter of which is intended to sim-
ulate the precedence effect.
The architecture of the localisation model is summarised
in Fig. 3. The inhibition is derived from the contralateral
signals and also from previous calculations of the cross-
correlation product. Furthermore, the inhibition is trig-
gered by peaks in the primary cross-correlation and de-
cays with a time constant of 10 ms. Additionally, monau-
ral detectors (indicated by the grey multiplication boxes
∆ι∆τ
∑ ∑ ∑∑ ∑
Inhibited cross-correlation function
Input
from right ear
Input
from left ear
∆τ
∆τ
∆τ
∆τ
∆τ
∆τ
∆τ
R ∆ιR ∆ιR ∆ιR
∆ιL∆ιL∆ιL∆ιL
Fig. 3: The architecture of Lindemann’s binaural locali-
sation model [6]. Adapted from [4, 6].
at the beginning of each delay line in Fig. 3) are included
in order to lateralise the input even if only one ear signal
is present and cross-correlation fails.
In terms of implementation, the peripheral auditory pro-
cessing of the baseline algorithm is retained since Linde-
mann states that the exact nature of the peripheral pro-
cessing is inconsequential to the operation of the model.
According to Lindemann, the first step is to normalise
the binaural signals to have a maximum value of one.
Following this, the inputs to the model, hˆL and hˆR, are
defined thus:
hˆL(i, n+ 1, τ + 1) ={
hˆL(i, n, τ)ιL(n, τ) −T ≤ τ ≤ T − 1
hL(i, n+ τ) τ = T
(38)
hˆR(i, n+ 1, τ − 1) ={
hˆR(i, n, τ)ιR(n, τ) −T + 1 ≤ τ ≤ T
hR(i, n+ τ) τ = −T
(39)
where T is the maximum lag in samples. Note here that
the output of the peripheral processor hk has had zeros
placed between alternate samples to halve the sample pe-
riod. The inhibitory components ιL and ιR are derived
from the contralateral signal in the following way:
ιL(i, n, τ) =
(
1− hˆR(i, n, τ)
)(
1− Φ(i, n− 1)) (40)
ιR(i, n, τ) =
(
1− hˆL(i, n, τ)
)(
1− Φ(i, n− 1)) (41)
Here, Φ is the dynamic inhibitory component which is
derived from the cross-correlation product K in the fol-
AES 128th Convention, London, UK, 2010 May 22–25
Page 7 of 13
Hummersone et al. A Comparison of Computational Precedence Models. . .
lowing way:
Φ(i, n) = K(i, n, τ)
+ Φ(i, n− 1, τ)e−Td/Tinh(1−K(i, n, τ)) (42)
where Td is half the sample period and Tinh is the fade-
off time constant (0.01). The cross-correlation product is
calculated as follows:
K(i, n, τ) =
(
p(τ) +
(
1− p(τ))hˆR(i, n, τ))
·
(
p(−τ) + (1− p(−τ))hˆL(i, n, τ)) (43)
where p is the monaural sensitivity function such that
p(τ) = 0.035e−(T+τ)/6. The inhibited cross-correlation
Cι is calculated from the cross-correlation products us-
ing an exponential window thus:
Cι(i, n, τ) =
(
1− e−Td/Tint)K(i, n, τ)
+ e−Td/TintCι(i, n− 1, τ) (44)
where Tint is the integration time constant (5 ms). The
cross-correlograms are calculated by averaging the run-
ning cross-correlations over the frame:
C(i, j, τ) =
1
M
M∑
x=1
Cι(i, (j − 1)M + x, τ) (45)
One difficulty in Lindemann’s paper is the discussion
of the ‘operating point’ or ‘inhibition parameter’ (cinh).
The parameter appears to be crucial for controlling the
amount of inhibition. However, although it is defined,
Lindemann does not discuss how it is implemented. This
issue was tackled in [17], who note that the model is very
sensitive to signal level; it directly affects the inhibition
level. They therefore propose an automatic gain control
mechanism to control the signal power and hence control
the level of inhibition. A simple dynamic range compres-
sor was developed which compressed the Hilbert enve-
lope by raising it to a value in the range [0,1] and then
reapplied it. However, this was found to be detrimen-
tal to the output of the model and was consequently dis-
carded. For these discontinuous signals, this may be be-
cause the level of any reverberation is also boosted and
will therefore have an increasingly deleterious effect as
the dynamic range is reduced. By maintaining the full
dynamic range it is expected that loud sounds such as
onsets, which are likely to be relatively free from rever-
beration, will trigger the inhibition and will thus offer the
best performance.
3.4. Macpherson’s Model
Macpherson [7] proposes a model for stereo imaging
measurement. However, since the model is based on
cross-correlation, it can be easily adapted for use in this
work. The first stage of the model is the peripheral pro-
cessing, however, there is insufficient information to ac-
curately recreate this stage. Since this stage aims to
recreate both the cochlear filtering and the half-wave rec-
tification, adaptation and phase– and envelope–locking
(at low and high frequency respectively) seen in auditory
nerve responses, a combination of a gammatone filter-
bank and a Meddis IHC model are utilised in the periph-
eral processing.
The precedence modelling is introduced through the se-
lection of “analysis points”. Macpherson argues that per-
forming a running cross-correlation for the entire signal
length is inefficient. Therefore, a set of analysis points
(samples) Ψ are chosen where local peaks occur across
the left and right ear signals within the cross-correlation
window N (2 ms, in samples) such that:
Ψ = ΨL ∩ΨR (46)
where
ΨL = {n :
(
hL(i, n)− hL(i, n− 1)
)(
hL(i, n)− hL(i, n+ 1)
)
> 0}, (47)
ΨR =
{
n+ µ :
(
hR(i, n)− hR(i, n− 1)
)(
hR(i, n)− hR(i, n+ 1)
)
> 0, µ ∈ Z,−N
2
≤ µ ≤ N
2
, µ 6= 0
}
(48)
The cross-correlation C ′ is calculated for each member
of Ψ with the peak at the centre of the cross-correlation
window. To simulate precedence, an inhibited cross-
correlation is calculated as a weighted average of cross-
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correlations that fall within the inhibition window of
length L (set in samples to 20 ms) after the initial anal-
ysis point. Unfortunately, Macpherson is non-specific
about this weighting function, only stating that peaks that
occur within 1–6 ms are suppressed. Consequently, the
weighting window proposed in [8] is adapted and utilised
and the inhibited cross-correlation is calculated in the
following way:
Cι(i, n, τ) =

0 if ψ = ∅
1
|ψ|
∑
x∈ψ
w(x− n)C ′(i, x, τ) otherwise , (n ∈ Ψ) (49)
where {ψ ⊂ Ψ : n ≤ Ψ ≤ n+ L},
C ′(i, n, τ) =
1
N + 1
n+N2∑
x=n−N2
hL
(
i,max(x+ τ, x)
)
hR
(
i,max(x− τ, x)), (n ∈ Ψ) (50)
and
w(n) = A
(
1− e
αm
ne−n/αm
)
(51)
where αm was defined in Martin’s model (set in samples
to 1.5 ms) and A is set to give unity gain at DC. Lastly,
these weighted cross-correlations are averaged across the
duration of the frame to form the cross-correlograms
thus:
C(i, j, τ) =

0 if ψ′ = ∅
1
|ψ′|
∑
x∈ψ′
Cι(i, x, τ) otherwise
(52)
where {ψ′ ⊂ Ψ : (j − 1)M + 1 ≤ Ψ ≤ jM}.
3.5. Summary
This section has presented precedence models suggested
by Martin [8], Faller & Merimaa [5], Lindemann [6, 14]
and Macpherson [7]. Martin’s model follows Zurek’s
[13] perceptual precedence model by calculating an in-
hibitory signal from onset information and using that
to suppress localisation information that may be cor-
rupted by reverberation. Faller & Merimaa’s model lo-
calises sounds using cues that exceed an IC threshold.
Lindemann’s model extends Jeffress’ [16] classic cross-
correlation theory of sound localisation with several
components, including a dynamic inhibition component
intended to simulate the precedence effect. Macpherson
suggests a model that performs localisation exclusively
at onsets and weights them in a manner similar to Mar-
tin’s model.
4. EXPERIMENTAL PROCEDURE
This section documents the procedure used to test the
models and includes specific discussions of experimental
variables, the choice of metric, signals and how the Bin-
aural Room Impulse Responses (BRIRs) were obtained.
4.1. Experimental Variables
The models were tested in a range of mixture condi-
tions similar to those tested in [2]. A range of condi-
tions were employed to ensure that the performances (re-
ported later) were representative of a range of realistic
conditions offering a varying degree of difficulty. How-
ever, only RT60 will be compared in the results, with
model performances reported as means calculated across
the other variables. Specifically, the algorithm was tested
under the following conditions:
• Target/interferer azimuthal separations of 10◦, 20◦
and 40◦ (i.e. ±5◦, ±10◦ and ±20◦ with respect to
the frontal median plane), with the target on the left
• Target-to-Interferer Ratios (TIRs) of 0, 10 and 20
dB (RMS)
• The following interferers: white noise, male speech
and a modern piece of rock music (see section 4.3)
• RT60s of 0, 0.32, 0.47, 0.68 and 0.89 seconds. The
BRIRs were obtained using a different procedure
(see section 4.4)
These variables give rise to 135 experimental combina-
tions.
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Table 1: Room RT60s (in seconds) as a function of frequency.
Room Octave–band Centre Frequency [Hz] Overall125 250 500 1k 2k 4k 8k
A 0.56 0.33 0.36 0.27 0.29 0.27 0.23 0.32
B 0.89 0.60 0.47 0.46 0.60 0.70 0.61 0.47
C 0.93 0.97 0.70 0.67 0.64 0.54 0.40 0.68
D 0.94 0.88 0.94 0.83 0.77 0.64 0.48 0.89
4.2. Choice of Metric
The choice of metric is an important decision when as-
sessing source separation. According to Li and Wang
[18] a widely utilised metric is Signal-to-Noise Ratio:
SNR = 10 log10
( ∑
n s
2(n)∑
n
(
sˆ(n)− s(n))2
)
(53)
where s is the target signal and sˆ is the estimated target
signal. Note that the denominator is a summation of a
difference signal and thus incorporates any and all dif-
ferences between the target and estimated target. In this
case, this includes the reverberation present in the mix-
ture. Hu and Wang [19] have suggested that the ground
truth s should be the target resynthesised from the mix-
ture using the IBM. However, reverberation is still likely
to be present and can only be fully cancelled by correctly
estimating the IBM. Furthermore, the appropriateness of
reverberation to the output is likely to be application–
dependent. Ideally, assessing source separation in re-
verberant environments should consider the effect of re-
verberation on the ability of the algorithm to separate
sounds, without considering the effect of the reverbera-
tion on the output. Li and Loizoua [20] also point out that
the pattern of the mask is more important for speech in-
telligibility than the local SNR of each T–F unit, because
it is the pattern of the mask that helps to direct auditory
attention.
Consequently, a novel metric is proposed to assess the
separation performance of the algorithm. The metric—
the Ideal Binary Mask Ratio (IBMR)—assesses the cal-
culated mask m by comparing it directly with the Ideal
Binary Mask mibm thus:
IBMR =
λ
λ+ ρ
· 100 (54)
where λ denotes the number of target T–F units the two
masks have in common and ρ denotes the number of T–
F units that differ between the masks. These counts are
calculated thus:
λ =
∑
i,j
m(i, j) ∧mibm(i, j), (55)
ρ =
∑
i,j
m(i, j)⊕mibm(i, j) (56)
where ∧ denotes binary multiplication and ⊕ denotes bi-
nary addition. When comparing the ideal and calculated
masks, T–F units from the calculated mask can either be
correctly or incorrectly identified as ideal. Specifically,
there are two types of error. Cases where the ideal tar-
get is incorrectly identified (the estimated mask is 0 not
1) may, in a worst case scenario, result in an important
target source unit not contributing to the output. Cases
where the ideal background is incorrectly identified (the
estimated mask is 1 not 0) may result, in a worst case
scenario, in masking of the source by the interferer or
other noise. Clearly neither case is ideal, but one case
may be more acceptable than the other, according to the
application. To calculate the metric, and to retain its in-
dependence of application, no consideration is given to
the relative importance of these types of error: both are
weighted equally.
The IBM is calculated using the following heuristic:
mibm(i, j) =
1 if 10 log10
(
δ′target(i, j)
δ′noise(i, j)
)
> Θibm
0 otherwise
(57)
where δ′noise is the energy of the clean interfering signal,
δ′target is the energy of the clean target signal and Θibm
is a threshold value set to 0 dB. See section 2 for the
calculation of δ′.
4.3. Signals
As stated above, similar interferers to those used in [2]
were used in the experimental procedure. The target sig-
nal was a 4 second excerpt of female speech taken from
the European Broadcasting Union Sound Quality Assess-
ment Material [21]. The interfering signals were chosen
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to be: a rock music track (“Action!” by Razorlight),
white noise and an excerpt of male speech also taken
from [21]. The speech segments were chosen to incor-
porate a wide range of phonemes.
4.4. Binaural Room Impulse Responses
It was decided to use Binaural Room Impulse Responses
(BRIRs) captured using real rooms rather than simulat-
ing them due to the generally poor subjective quality
of responses calculated using acoustic models. The re-
sponses were captured in a variety of rooms at the Uni-
versity of Surrey using a Cortex (mk.2) Head and Torso
Simulator (HATS) and Genelec 8020A loudspeaker. The
loudspeaker replayed sine sweeps that were deconvolved
to produce the impulse responses. The octave–band and
overall RT60 of each room are shown in Table 1. Mea-
surements were obtained according to [22] using an in-
terrupted pink noise method with six microphone posi-
tions for each of the two loudspeaker positions (12 mea-
surements in total). In accordance with the standard, the
overall room RT60 is calculated by averaging the 500 Hz
and 1 kHz bands. For the anechoic condition, a simi-
lar procedure was used and impulse responses were ob-
tained using a pseudo-anechoic approach whereby the re-
sponses were simply truncated to before the first reflec-
tion, having been captured in a large room.
4.5. Summary
The following experimental conditions were used to test
the models:
• Four target/interferer azimuthal separations
• Three Target-to-Interferer Ratios (TIRs)
• Three interfering signals
• Five RT60s
The performance metric was the Ideal Binary Mask Ratio
(IBMR).
5. RESULTS AND DISCUSSION
The results from the study are given in Fig. 4. The plot
shows IBMR versus RT60 with the data averaged over
all experimental conditions. The data are compared to
“No Inhibition”, i.e. the data obtained from the base-
line algorithm, except that the precedence model is by-
passed by settingG = 0. Plotting the data obtained with-
out precedence processing demonstrates the performance
gain achieved by each of the precedence models.
There are five points to note about the plot:
1. The uninhibited model performs well for the ane-
choic condition, although the performance drops
rapidly with RT60
2. The baseline model performs poorly and is out-
performed by the uninhibited model until the high-
est RT60
3. Martin’s model appears to perform well in all con-
ditions
4. The models of Faller & Merimaa and Lindemann
demonstrate average performance for the anechoic
condition, but perform favourably for the other
acoustic conditions
5. Macpherson’s model performs well in the anechoic
condition but performs less favourably for higher
RT60s compared to most other models
From these results, three observations can be made about
the data. Firstly, the uninhibited model performs better
than many of the precedence models for the anechoic
condition. However, the performance drops off rapidly
and many of the precedence models out-perform the un-
inhibited model for subsequent reverberant rooms. This
may be because any precedence processing removes in-
formation that may be corrupted by reverberation. How-
ever, when no reverberation is present, this strategy re-
moves information that would otherwise contribute to lo-
calisation and hence to source identification. Clearly as
RT60 increases the amount of usable localisation infor-
mation decreases and so the precedence models begin to
out-perform the uninhibited model. This suggests that
in order to optimise the performance of the separation
algorithm, the precedence model should adapt its pro-
cessing to the acoustic conditions. For example, the in-
hibitory gain factor G in the baseline and Martin models
(see (24)) or the IC threshold Θχ in Faller & Merimaa’s
model (see (37)) may need to increase as the acoustic
conditions deteriorate.
Secondly, the baseline precedence model appears to pro-
vide no performance gain until higher RT60s. As with
some other models, this is because, at lower RT60s, the
model is excessively removing information that would
otherwise positively contribute to localisation. It is not
until higher RT60s that this strategy becomes beneficial.
Lastly, at mid to high RT60s, many of the models per-
form comparably (within about 5% IBMR). However,
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Fig. 4: Mean model performances showing IBMR versus RT60.
the model of Faller & Merimaa generally performs best
across RT60s, showing the best performance in three of
the five tested RT60s. Again, the relatively poorer per-
formance at low RT60s may be due to the removal of in-
formation that would otherwise positively contribute to
localisation.
6. CONCLUSIONS
The aim of this paper was to investigate whether an en-
hanced precedence model can improve the separation
performance of a baseline separation algorithm. The
results above have shown that an enhanced precedence
model can improve the separation performance of the
baseline separation algorithm. A precedence model
based on that proposed by Faller & Merimaa showed a
consistently good performance across a range of RT60s.
It was noted earlier that Faller & Merimaa [5] state that
setting the IC threshold in their model is a trade-off be-
tween selecting reliable cues that correspond closely to
free-field conditions and maximising the proportion of
the input signals that contributes to localisation. The re-
sults shown in this paper reflect this and indicate that
a dynamic component of the precedence models maybe
necessary in order to adapt the precedence processing to
the acoustic conditions, thus maximising the separation
performance of the algorithm.
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