In multi-cell massive MIMO systems, estimation accuracy can be severely degraded due to pilot sequences reuse in adjacent cells. This causes inter-cell interference called pilot contamination. An additional challenge is the increase in computational load due to the massive amount of data. It is, therefore, desirable to reduce the number of RF chains. In this paper, we focus on the problem of channel estimation in a multi-cell multi-user MIMO system, while addressing these two challenges. We consider a Bayesian channel estimator and design the pilot sequences to minimize the estimation error. In order to reduce the number of RF chains, we propose an analog combiner mapping the high number of sensors to the low number of RF chains. The optimal pilot sequences are shown to correspond to a user selection solution, where the users with the strongest links are chosen. In addition we show that the number of RF chains can be reduced with no significant loss in estimation performance in cases where the receive array is highly correlated.
I. INTRODUCTION
Massive MIMO wireless systems have emerged as a leading candidate for 5G wireless access [1] , [2] , offering higher data rates and capacities than traditional MIMO systems. However, to fully utilize the possibilities of such systems, accurate channel state information is crucial, making the channel estimation task a critical step in the communication scheme.
We consider the problem of estimating the uplink MIMO channel in a multi-cell multi-user scenario. One common method for estimating the channel parameters is by sending known pilot sequences to the receiver. In the multi-user scenario, different users are assigned orthogonal pilots to avoid intra-cell interference. Since the number of pilot symbols is limited by the channel coherence time and the desire to avoid high training overhead, a limited number of orthogonal pilots can be allocated. Consequently orthogonal pilots are only assigned to users in the same cell, and are fully reused between different cells. The pilots reuse causes inter-cell interference referred to as pilot contamination [3] , [4] , which is believed to be one of the main performance bottlenecks of massive MIMO systems.
Mitigation of pilot contamination has been studied in several prior works [5] - [9] . The majority of these works consider pilot allocation solutions. This approach assumes full pilot reuse between cells and attempts to optimize the specific pilot allocations in each cell, such that the same pilot sequence is assigned to users that do not interfere with each other. In other words, the same sequences are used in all cells where only the permutation in each cell is optimized, instead of optimizing all pilot sequences jointly. In [5] , the authors proposed a transmission scheme based on partitioning the cells into groups where the transmission of pilots is shifted in time from one group to the next, canceling interference between adjacent cells. In [6] , a Bayesian channel estimator is used and a greedy pilot assignment algorithm is proposed to minimize the sum of estimation errors of the desired channels. The algorithm assigns the same pilot sequence to users with non-overlapping angle spread. The analysis in the paper is asymptotic in the number of antennas so that the behavior of the solution in the regime of a finite number of antennas is unclear. In [7] , the desired channel is assumed sparse, and this property is exploited to demonstrate subspace orthogonality between different users with a finite number of antennas. Partial pilot reuse is proposed in [8] , [9] , assigning non-orthogonal pilots only to cell-centered users while users on the cell edge are assigned orthogonal ones. All of the above papers assume given pilot sequences, and attempt to optimize the allocation and scheduling. In contrast, we consider optimizing over all possible sequences.
Another drawback of prior approaches is that they assume dedicated RF chains per antenna. The massive amount of data received from hundreds of antennas at each base station (BS) constitutes a huge computational challenge. It is therefore desirable to reduce the amount of RF chains while maintaining high accuracy in estimating the channel. To this end, we suggest a mixed digital analog processing scheme, where an analog combiner projects the high number of analog signals from the antennas to a lower number of RF chains, that are then sampled and processed. Previous work considered reducing the number of RF chains for the problems of channel estimation and hybrid precoding or combinig [10] , [11] . We use similar methods with adaptation to the pilot contamination problem.
In this work we adopt a pilot sequence design framework and consider minimizing the estimation error over all possible pilot sequences and analog combiners, assuming a fixed number of RF chains and minimum mean squared error (MMSE) channel estimation. To phrase our optimization objective we adopt the well known Kronecker channel model [12] , commonly used in the context of pilot design [13] , [14] . Unlike the models in [5] - [9] , the Kronecker model may not describe spatial orthogonality between users or distinct distances of different users from the same BS, but it often fits various scenarios where those two assumption are not true, such as indoor environments, as verified in [15] for the MIMO case. Moreover, we show that the Kronecker model offers a key advantage in simplifying the problem due to its separable structure. By using this assumption, our problem can be separated into two semi-independent problems for the pilot sequences and analog combiners, with closed form solutions, unlike most previous works. We then show that the optimal pilot sequences correspond to a user selection solution, choosing the users with strongest average links with its BSs. In addition, we prove that the error resulting from the reduction in RF chains depends on the correlation of the BS receive array. For cases in which the array at the BS is highly correlated, we demonstrate that the reduction does not cause degradation to the estimation performance.
II. SYSTEM MODEL Consider a network of M time-synchronized cells with full spectrum reuse. Each cell is equipped with one BS with N bs antennas, N rf < N bs RF chains, and K single antenna users. The BS of each cell serves its users exclusively. In the uplink channel estimation phase, each user sends τ training symbols over the channel coherence interval to the BS, during which the channel is assumed to be constant. The (discrete time) received signal at the ith cell BS can be written as
where H i ∈ C N bs ×K is the desired channel between the users of the ith cell to its BS, G ij ∈ C N bs ×K is the interfering channel between the users of the jth cell to the ith BS, and S i , S j ∈ C τ ×K are the pilot sequence matrices of the users in the i and jth cells accordingly. A per-user power constraint is imposed, s H ik s ik ≤ P, with s ik denoting the kth column of S i . The matrix W i ∈ C N rf ×N bs has fewer rows than columns and represents the analog combiner matrix. In the digital domain, only the reduced number of inputs, N rf , are accessible.
We wish to design
The properties of W i depend on the specific hardware constraints. One common architecture is a network of phase shifters following each antenna and feeding the small number of full RF chains. In this case, W i is a matrix whose entries are of constant modulus. In this work, we consider the set of feasible RF combiners W RF to be the set of matrices W ∈ C N rf ×N bs with N rf < N bs and a power constraint on its rows, diag (W W H ) ≤ P W ⋅ 1. In future work, we will investigate more restrictive constraints on W .
Both the desired and interfering channels are assumed to be doubly correlated Kronecker channels
with R ri ∈ C N bs ×N bs the receive side correlation matrix of the ith cell (assumed here for simplicity to be full rank), and R tj ∈ C K×K the transmit side correlation matrix of the users in the jth cell. Here R ti is an invertible diagonal matrix due to the distance between different users. The matricesH i ,Ḡ ij ∈ C N bs ×K are the "white" channels, with i.i.d complex-normal distributed entries. We assume that all correlation matrices are known at all the BSs. The Kronecker model implies that the transmitters do not affect the spatial properties of the received signal and vice versa. As mentioned before, this model is somewhat lacking in its description for massive MIMO as it does not account for the distance of different users from the same BS, and it inherently rules out spatial orthogonality between different users. Nevertheless it simplifies the analysis. In addition, as pointed out in [16] , in systems using space diversity arrays, this assumption is often true since at each array the immediate surroundings determine the spatial correlation between its antennas but have no impact on the spatial correlation at the other end of the link.
In general, acquiring the correlation matrices in massive MIMO systems can be computationally costly due to the huge matrix size. Under the kronecker model the number of parameters to be estimated is significantly reduced. Moreover the long term statistics vary much slower than fast fading, so that estimation can be performed without substantial overhead. We estimate the channels H i from the measurements Y i , using a linear MMSE estimator. For the channel estimation step, we assume that
to minimize the resulting estimation error, subject to the power constraint on S i and the constraint on the number of rows and structure of W i .
III. MMSE CHANNEL ESTIMATION
We begin by deriving the linear MMSE channel estimator and its resulting MSE under the model (2) .
By vectorizing the received signal in (1) we get
where
Each BS i estimates its desired channel h i independently using the LMMSE estimator given by [17] 
The estimation error of (4) can be shown to be given by
. We wish to design the pilot sequence matrices S i and analog combining matrices W i for 1 ≤ i ≤ M to minimize the sum of the errors
under the power and hardware constraints. Our problem is
We now show that (7) can be solved separately for the combiners
. Since the matrices A i do not depend on the optimization variables W i and S i , (7) is equivalent to maximization of
and define the MK × MK diagonal matrix
Problem (7) then becomes
Since the constraints on S i and W i are independent of each other, one can solve (10) for a givenW with respect toS, ignoring the constraint (12) , and then optimize the result with respect toW under (12) . In the next section, we consider the problem of maximizing (10) with respect to the pilot sequences S i . Optimization of W i is treated in Section 5.
IV. PILOT SEQUENCE DESIGN The pilot design problem in the interference limited case under the Kronecker model has been previously considered by [13] , [14] . These works treated a single desired channel with multiple interferers that share the same receive side correlation, and optimized the pilot sequences for the specific cell to minimize its channel estimation error assuming all the interferers pilot matrices are given. This is equivalent to taking the first cell, i = 1, as the desired cell, and optimizing the estimation error 1 with respect to S 1 , with all other cells as interferers. The sequences S i , i = 2, ⋯, M, are given and all the transmit correlations R ti are known. This approach results in a water filling solution assigning more power to directions with larger channel gains and weaker interference.
In our work, we consider the sum of all errors and optimize all the pilot sequences S i , i = 1, ⋯, M. This approach will result in a different solution, as an interfering user in one cell is the desired user in another. This problem is shown below to have a simple closed form solution in the noiseless case.
For a givenW, problem (10) translates to
s.t. diag (S HS ) ≤ P ⋅ 1.
Let Q =SR (14) then (13) can be written as
This problem has a closed form solution, V = U 1 , with U 1 the first τ eigenvectors ofWR t (20.A.2 in [18] ). Notice that WR t is a diagonal matrix, hence U 1 are all unit vectors. For this choice of V , the objective in (15) is given by
with λ i (A) being the ith largest eigenvalue of the matrix A. SinceWR t is a diagonal matrix with the matrices w i R ti , 1 ≤ i ≤ M on its diagonal, its eigenvalues are the diagonal (17) is an upper bound for (13) under its power constraint (14) . We now show that for V = U 1 , which achieves the upper bound (17) , the constraint (14) can be mapped to a constraint on the matrix D. We then show that when U 1 are unit vectors as in our case, there is a simple solution to (13) . That is, one can find a matrix D such that (14) is satisfied with S = QR 
In our case, since U 1 are unit vectors, diag (U 1 U H 1 ) is a vector whose entries are either zeros or ones. Therefore for D = √ PΣ 1 2 we get diag (S HS ) = diag (P ⋅ U 1 U H 1 ) ≤ P ⋅ 1, and the constraint (14) is satisfied.
It follows that the optimal solution to (13) , (14) is
Note that although our problem is not a user scheduling problem but a pilot design problem, the result corresponds to a user selection solution, where for each user k in cell i we calculate its corresponding d ik , and choose the τ users with largest d ik values, and the remaining MK − τ users are nullified. However, unlike in user scheduling, here the users are selected according to their long-term statistics regardless of specific channel realization. While being unintuitive, this is the solution that minimizes the overall MSE. It is possible that for a different optimization criteria such as mutual information or achievable rate the nullifying of users with weak average links will not be optimal. Further note that once chosen, the τ users can be assigned any τ orthogonal pilot sequences that satisfy the power constraint. The specific solution (19) assigns each user with a single time slot in which he transmits with full power (TDMA). This solution differs from the pilot allocation approach, where all the MK users are necesseraly transmitting, and the optimization is over how to choose the users that will be assigned the same pilot sequence. We next approach the problem of maximizing (17) overW, under the constraint (12) .
V. ANALOG COMBINER DESIGN A. Optimizing the Combiner
Given the solutionS in (19) , the objective function (13) takes the value in (17) . Our problem therefore becomes
that is, maximizing the first τ eigenvalues of the matrixWR t . As been pointed out before, the eigenvalues ofWR t are equal to the values d ik = w i r i,kk , k = 1, ⋯, K, i = 1, ⋯, M. Hence, since r i,kk are given, it is enough to maximize the weights w i , i = 1, ⋯, M, as in (8) . That can be done for each cell i separately, since the analog combiner matrices W i in different cells are independent from each other.
Recall that W RF is the set of matrices W ∈ C N rf ×N bs with N rf < N bs and a power constraint P W on its rows. Substituting w i and the constraint W i ∈ W RF with its explicit expressions, and dropping the indices i from here on for clarity, (20) becomes max
With similar methods to those used in Section 4 one can show that the optimal solution to (21) is
with U 1 ∈ C N bs ×N rf being the first N rf eigenvectors of R r . For this choice of W the objective function value is
Note that here U 1 are not assumed to be unit vectors. From (23), the "cost" of reducing the number of RF chains from N bs to N rf is portrayed by the residue ∑ N bs i=N rf +1 λ i (R r ). Therefore, for a highly correlated receive array, one can reduce the number of RF chains without significant lost in performance. In the extreme case where rank (R r ) ≤ N rf , the reduction does not cause any loss.
B. Examples
We now present two special cases of R r , where the solution (22) can be implemented easily in hardware using only switches and phase shifters.
1) Diagonal Receive Correlation: Consider the case in
In this case, all the eigenvectors of R r are columns of the identity matrix I N bs . Denote byĪ N bs ∈ R N bs ×N rf the subset of N rf identity vectors corresponding to the N rf largest values in {γ 1 , ⋯, γ N bs }. Then
In this case, each RF chain is fed by a single antenna, which results in a sensor selection solution, choosing the N rf antennas that correspond to the N rf largest receive powers. In hardware this solution can be implemented solely by switches.
2) ULA at the BS: Another interesting example is when the BS is equipped with a uniform linear array (ULA). In this case, the number of antennas at the BS determine the spatial resolution, i.e. the number of distinct paths from which the signal can impinge on the array. We now show that if we assume the path's average gains can be decomposed to gain related to the receive path and gain related to the transmitting user, then the channel can be written as the Kronecker model (2) . A popular channel model for the case of a ULA at the BS is the virtual channel representation [19] . In this model, the channel between a single antenna user and the BS is written as
where A r is a N bs × N bs DFT matrix representing the spatial receive directions,h is the N bs ×1 virtual channel whose entries are CN (0, I N bs ), andΩ is a N bs × 1 vector with ith element equal to the square root of the average path gain of the ith receive direction. We now show that under some assumptions onΩ, the model (25) can be written as the Kronecker model in (2) . To this end we assume that the average gain associated with each direction is composed of two contributions, one related to the receive direction and the other to the transmitting user. Thus, the vector Ω can be written asΩ = α r ⋅α t , with α r ∈ R N bs ×1 the vector of the square roots of the receive paths average gains, and α t the square root of the average gain associated with the transmitting user. Under this assumption and when considering all K users in a cell, (25) becomes
Since A r is unitary andH is i.i.d zero-mean complexnormal distributed,H is also i.i.d with the same distribution. Hence, (26) has the form of the Kronecker model in (2) with R r = A r D 2 r A H r , and R t = D 2 t . From the structure of R r , its eigenvectors are the columns of the DFT matrix A r . Therefore
whereĀ r is a partial DFT matrix, with its rows corresponding to the N rf directions with largest average path gain. Evidently, the entries of W are all of constant modulos, and it can be easily implemented by a network of phase shifters following each antenna.
VI. NUMERICAL EXPERIMENTS We now present some numerical results. We compare the proposed eigen-pilots method to two other approaches: the common reused orthogonal pilots, where in all the cells the same K orthogonal pilots are transmitted, and the random pilot assignment, where in each cell i the pilot matrix S i is drawn randomly from a zero-mean complex-normal distribution. Notice that in the pilot reuse method, only K orthogonal sequences are used across all cells, regardless of the pilot symbols number τ . In practice, if τ > K, then there are more than K possible orthogonal sequences, and the reuse ratio can be decreased. This scenario is similar to the random pilot case, where with high probability τ orthogonal pilots will be drawn. In all techniques, the pilots are normalized to comply with the power constraint P = 1. The performance measure used is the sum of normalized MSEs:
∥hi−ĥi∥ 2 ∥hi∥ 2 . We choose M = 3, N bs = 10 K = 4 and receive correlation as [R rj ] kl = p j J 0 (2π |k − l| sin dj λj Δ j ), which is shown in [20] to be a good approximation in the case of small angle spread. Here J 0 (x) is the zeroth-order Bessel function. The ratio dj λj is set to 0.5, the receive antennas power gains p j are set to 1 and the angle spread Δ j is set to 25 for all cells. The transmit correlation R ti are diagonal matrices with nonnegative diagonals such that tr (R ti ) = K for all cells.
First, we illustrate our pilot sequence design, with N rf = N bs . Figure 1 shows¯ for each method for different values of τ . It is seen that while additional symbols improve the eigen-pilot performance, as it enables choosing more users, it does not affect the reused pilot performance. That is because when there is full pilot reuse between cells, additional symbols can only improve intra-cell interference, which in this case does not occur. The random pilot assignment improves with additional symbols, but falls short in comparison to the eigenpilots, up to the point when full orthogonality is achieved in both techniques, i.e. τ = MK.
The second experiment investigates estimation performance with fewer RF chains than BS antennas. The setting is the same as the previous experiment, with τ = 10. The analog combiner here is chosen as in (22) with P W = 1. Figure 2 presents the estimation error¯ with respect to N rf . For comparison, the performance with the full number of RF chains, N rf = 10, is also presented. It can be seen that starting from N rf = 6 the estimation error is equal to that achieved with the full amount of chains. This is due to the low rank of the correlation matrices {R ri } M i=1 . It implies that in cases where the receive correlation matrix is rank deficient, the amount of RF chains can be reduced without any loss in performance.
