Within a Bayesian framework, by generalizing inequalities known from statistical mechanics, we calculate general upper and lower bounds for a cumulative entropic error, which measures the success in the supervised learning of an unknown rule from examples. Both bounds match asymptotically, when the number m of observed data grows large. We nd that the information gain from observing a new example decreases universally like d=m. Here d is a dimension that is de ned from the scaling of small volumes with respect to a distance in the space of rules.
Understanding a neural network's ability to infer an unknown rule from a set of examples has become a fascinating topic in Statistical Mechanics 1, 2, 3] . Using techniques developed in the physics of disordered systems, exact learning curves, which measure the probability of a false prediction on new data, have been calculated for a variety of rules and network models in the last years. Broader reviews can be found e.g. in 4, 5, 6] , cases of concrete learning problems are discussed in 7, 8, 9, 10] . These studies revealed a rich behaviour of learning curves, when the number of examples is su ciently small relative to the num- To what extent can such a scaling behaviour be established in a general, rigorous framework, without making special assumptions like spherical input distributions or the thermodynamic limit? Although signi cant progress was made recently 4, 12, 13] in treating the asymptotics for certain classes of rules exactly, a proof for a general probabilistic rule has been lacking.
Using the replica method, the asymptotics of learning curves for the so called regular case, where the rule depends smoothly on a set of parameters, was calculated in 4]. A similar result for the scaling of the so called entropic error was given in 12] using asymptotic methods of statistics. These approaches fail in important nonregular cases, e.g., when the rule is given by a deterministic classi cation problem, or a nonsmooth noise model, where the outputs (classi cation labels) change discontinuously with the parameters. Using a di erent method, which is related to the idea of replicas, Amari 13] has performed an analysis of the asymptotics for deterministic binary classi cation problems. While this is a powerful new technique, it turns out to be more complicated and somewhat less general than the analysis of the regular models.
In the following, we present a new approach to this problem that covers both the regular and nonregular cases in a uni ed treatment. Our approach is not restricted to the asymptotics of the problem. Within a Bayesian 11, 14, 15] framework, by generalizing inequalities known from statistical mechanics, we derive general upper and lower bounds for a cumulative entropic error measure for a nite number m of examples. We nd that both bounds match asymptotically for large m.
In the simplest approach, a rule can be speci ed by a functional relation y = f w (x) that maps an input x onto an output y. For a classi cation problem, we may think of x as vector of features of the object to be classi ed, and of y as the corresponding classi cation label.
We will assume that f belongs to a parametric class of functions, and w denotes a vector of parameters. E.g., f w may belong to the class of functions that are realizable by feedforward neural networks of a given architecture, where w speci es the set of network couplings and thresholds. In a more realistic approach, the deterministic relation between x and y should be replaced by a stochastic rule that is described by a probability P(yjw; x). Our progress in learning about the true parameter will be measured by our ability to predict a new output y t+1 after having seen the previous observations y t = y 1 ; : : : ; y t and x t+1 = x 1 ; : : :; x t+1 .
Assume that our estimate for the unknown rule w is given by the predictive distribution P t+1 (y t+1 jx t+1 ) =P(y t+1 jx t+1 ; x t ; y t ). Then, we can de ne an entropic error by I t+1 = ?
D lnP t+1 (y t+1 jx t+1 ) ? ln P(y t+1 jw ; x t+1 )
where the brackets denote an average over the distribution of previous examples x t ; y t and the new example (x t+1 ; y t+1 ). We adopt a Bayesian approach 11, 14, 15] and assume that nature has drawn the true parameter w of the rule at random from a prior distribution.
Hence we can measure the performance of any learning method that produces an estimated probabilityP t+1 (y t+1 jx t+1 ) for a new output by including an additional average over the prior in the de nition (1) . In this sense, one can show that the Bayes optimal choice for the predictive distribution is given by the posterior probabilitŷ P t+1 (y t+1 jx t+1 ) = P(y t+1 jx t+1 ; x t ; y t ) = R dw P(y t jw; x t )P(y t+1 jw; x t+1 ) R dw P(y t jw; x t ) ; (2) where R dw denotes the expectation over the prior. Here and in the sequel we assume that the inputs x t are independent and the outputs y t are independent given w and x t . If we assume that Bayes optimal method is applied sequentially each time a new example is observed, the 
The lower bound gives the annealed free energy, and is derived from Jensen's inequality.
On the other hand, the expression on the righthand side has been used to estimate the free energy in the high temperature limit, but the fact that it is a rigorous upper bound 17] on the quenched average appears not to be widely known. It can also be easily proved from 
The second inequality is again derived from Jensen's inequality. For a deterministic rule, the second to the last expression coincides with the result of the annealed average.
Both bounds (7) and (9) have the form of a free energy for a system described by coordinates w, which is attracted towards w via a nonrandom potential (w; w ). The corresponding \temperature" that determines the uctuations of w away from w , decreases inversely proportional (apart from logarithmic corrections) with the number of examples m. 
This de nition of " m reduces to the average 0-1 generalization error of the Gibbs algorithm after m training examples in the case of a deterministic rule.
In 24], the inequality " m 1 2ln2 I m was found to hold for any deterministic, binary rule. At present, for the general case of arbitrary P, we are able to prove the somewhat weaker result that " m 2 I m : The rst inequality combined with (11) shows that the generalization error for the Gibbs{algorithm is asymptotically upper bounded by 0:721 d m in the deterministic binary case. This value is close to the asymptotics 0:62 d m , which was obtained for many special models using the replica trick. As an example for the second inequality, consider a model of independent output noise for a binary classi cation problem, which is de ned by the output y = f w (x) 2 f?1; +1g, where 2 f?1; +1g is a noise variable 11]. Using our bound it can be shown that the Gibbs algorithm is able to predict the correct noise free output f w (x) with an average probability that is not larger than const d m asymptotically. Here, the const grows with the noise rate.
So far our results hold on average over the prior distribution on the rules. It will be interesting to see under which conditions these results will also hold pointwise for almost all rules (see recent work of Merhav and Feder 25] and Feder, Freund and Mansour 26]). It is also a challenge to extend our methods to the important case of learning unrealizable rules.
