We also show that polynomials ¿fv(z,f) found by interpolation of/(z) at the extremal points of E (with respect to b(z) = 0) converge maximally to f(z).
We prove that if £ is a Cartesian product of plane sets EuE2,...,En, any one of which has positive logarithmic capacity, then <D(z,£,0) = max {9(?uEit%...t <D(z",£n,0)}, z e C.
This equality implies that approximation or interpolation by polynomials to the function f(z)=:f(zl, ...,zn) holomorphic in the Cartesian product of plane sets reduces, in principle, to approximation or interpolation in each variable separately.
For instance, if E = Et x ... x E", then (*) is a necessary and sufficient condition that the function/(z) be holomorphic in the Cartesian product E1R x E2R x ... x E"R, where EkR = {zk\<S>izk,Ek,0) < R}. In the case that Ek, k = \,2,...,n, is a line segment, this fact has been proved by a different method in [17] .
In the last section we prove that if 0(z, E, 0) is finite at any point of C, then there exists a limit (**)
uiz,E,b) =lim jlog ^yj? , zeC".
Aio X <P(z,L,0)
If £ is a plane set of positive capacity, then the function u(z, E, b) is harmonic in CE. In the case that £ is a Jordan curve and b(z) is continuous, the function u(z, E, b) has been proved in [8] and [13] to be a solution of the Dirichlet problem for the interior of £ with boundary values biz). This result has been generalized in [21] as follows. If £ is the boundary of a domain D which contains the point co in its interior, the function uiz, £, b) i s a generalized solution of the Dirichlet problem for any component of CE with boundary values b(z) (continuous or not)
In the last section of this paper the connection of u(z, £, b) with Bremermann's solution (see [4] ) of the Dirichlet problem for plurisubharmonic functions in C and with domains of uniform convergency of Hartogs' series has been established. The functions log i>*(z, £, fe), for z e C, and u*(z, E, fe), for z e D, are plurisubharmonic and therefore are members of some of Bergman's extended classes [2; 3]. In the case of C1, the functions log <S>(z,E,b) and w(z,£,fe) are harmonic at any finite point outside of £ and therefore are continuous there. The natural question of the continuity of 0*(z, £, fe) or u*(z, E, fe), zeC" (or of the generalized solution of Dirichlet's problem for plurisubharmonic functions) is still open. One knows that in the case of C1 there is also a very simple relation between Green's function and Bergman's kernel function. We do not know whether any relation between log <D*(z,E,0) and the kernel function of several complex variables can be established.
The author wishes to express his gratitude to Professor F. Leja for his inspiration and to Mr. A. Hurd for his help in preparing the manuscript.
2. Lagrange interpolation formulae for polynomials of n complex variables(2). Let Py(z) = Pv(zx, ...,z") be a polynomial of degree v (1) P,(z) = I aki...knz^...zk".
We shall always assume that a polynomial of degree v is also of degree v', v' ^ v. where akuk2i kn¡, 1 = 1,2,..., v#, are unknowns. Therefore, there is exactly one polynomial P(z) of degree v which takes the value fe¡ at the point p¡ of system p<v).
A system p<v> = {px, ...,pv>} for which F(p(,,)) ¥= 0 will be called unisolvent with respect to polynomials of degree v, or simply unisolvent system of order v. Let us replace the ith row of the determinant (4) by the row \zx z2 ...zn , zx z2 ...Zn ,..., Zx Z2 ... Z v»J.
(2) Concerning various interpolation formulas in C" see for instance [22; 24] .
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We shall obtain a new determinant (4), say F¡(z,p(v)), which corresponds to the system of points {Pit Pi*-> Pi-it Z> P¡ + l>"-> Pv.}> z being an arbitrary point of C. Let (6) L<¡W>) = Y&F¡L , I-1A....V
We have
The degree of L(<)(z,p(,,)) is equal to v. We obtain the following: Lemma 1. If pM = {Pi,-.,pv,} is unisolvent system of vv points of C (i.e., F(p(v)) # 0) and P¿z) is an arbitrary polynomial of degree v, then (8) P,(z)= ¿'^¿"(z/'), zeC".
i=l Formula (8) reduces in the case of n = 1 to the well-known interpolation formula of Lagrange.
Let CV -{Cjtoj Cki.
•••>i*v} De a system of v + 1 points of the (zt)-plane, fc = 1,2, ...,n, respectively. Let W'iz^C^) denote the fundamental polynomial (6) of the complex variable zk corresponding to the system Çkv). If Píz) = Pizu...,z¿) is a polynomial of degree v with respect to any of its variables separately, then by iteration of Lagrange's formula for one variable, we obtain
Ill ¡2.in-0
Sometimes it is convenient to have a special interpolation formula for homogeneous polynomials. The simplest way of deriving such a formula is to introduce a system of points unisolvent with respect to homogeneous polynomials. Let There are v# = Cv+B_" such points. We remember that v* is also the number of coefficients of a polynomial Pv(z), z e C, of degree v. H'/jere by definition we put izk -Ck,-i) = L License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Proof. At first we shall prove that there is a unique polynomial of the form (4) which satisfies (3). For n = 1 the formula (4) reduces to the well-known interpolation formula of Newton. For n = 2 see [22] . We shall use induction. Suppose our theorem to be true for n -1 variables and observe that
Equations (3) may now be written in the form b0¡2¡3...¡" = PyCCajj.Csi,.
•
Due to the induction assumption the first Cv+"-x"-x equations enable us to find all the coefficients aoi ., ¡n, i2 + ... + i" ^ v, the next Cv+n_2n_1 equations enable us to find all the coefficients axi ., i2 + ... + i" :g v -1, provided ao¡2...¡" have been found, and so on. We shall find all the coefficients afi in, ¡! + ...+ i"iv, successively. However, these coefficients are uniquely determined by (3). By the way, we see that for any values bii-ln, ix+...+ in^ v, there is at least one polynomial PA[z) of degree v such that P/p;,...^) = fe¡,...¡"-From the theory of linear equations this implies that the determinant (2.4) corresponding to the points (2) is different from zero. Therefore, there is exactly one polynomial Pv(z) of degree v, which satisfies (3).
One may easily check that the determinant A of equations (4') has the form
where <5 depends only on the points of (¡¿v) for k = 2,..., v. After elementary transformations we obtain from (5) a = 5 nWw'*"-1'"-'.
where s °K (C(iv,)= n (Ciy-Cu).
oí¡<ysv-s
Since the systems [{k\ k = 1,2, ...,n, play an equivalent role in (4'), we have (6) |a|= n nivM^f-*-1"-1'
k=l s=0
By this formula we have A # 0, whence we may obtain another proof of Lemma 1. Now we shall find an explicit formula for the coefficients a, . , . For this purpose let Dk be a domain in the zfc-plane with a smooth boundary Ck oriented positively with respect to Dk. Suppose that the points (1) lie in Dk, k = 1,2, ...,n, respectively. Then by the residue theorem PACi,...,CMi-dC"
On the other hand, the first integral in (7), also by the residue theorem, is equal to
where |0k) means that the factor i£kJk -ÇWk) is omitted. Remark. Let us observe that the series (9) diffères from the multiple Newton ' only by a special method of summation. The series (11) is, of course, also convergent to/at the points (Çxh, ...,£,»"), lx, ...,/" = 0,1,2,.... 4 . Unisolvent sets. We shall say that the set £ c C" is unisolvent of order v if there is at least one unisolvent system p(v) c: £, i.e., a system such that V(p(v)) # 0. If £ contains unisolvent systems p(v) of any order v = 0,1,..., we say that £ is unisolvent. It is easily shown that a set £ unisolvent of order v is also unisolvent of order fe, fc = 0,1,..., v -1. To see this it is enough to consider the generalized Laplace's development of V(ply)). In the case of one complex variable the determinant F(p(v)) given by (2.4) is simply a determinant of Vandermonde of order v and therefore any system of v# = v + 1 different points of C1 is unisolvent with respect to polynomials in one variable of degree v. In the case of C1 the homogeneous polynomials Qv(z) of degree v has the form 2v(z) = az\, a = const. Here the problem of unisolvency is trivial.
In the space C", n ^ 2, the unisolvent systems are not so simply characterized. Cm».Cm-. fc=l,2,...,n; (Cm* Cy fort+f), then E is unisolvent with respect to polynomials of n complex variables.
We shall now find the absolute value of the determinant (2.4) which corresponds to the system p(v) of points (1 where Pv_ki(z2,...,z") is a polynomial of degree v -fct of the n -1 variables z2, ...,z". To begin with, let us assume that do = 0. Then the equations (3) may be written in the form
whence the following recurrential formula follows for
Since the determinant K(p(v)) does not depend on unitary transformation of C onto itself, it follows that if Ç10 ^ 0 tnen
Since |K(p(v0| is symmetric with respect to Ck\ fc =0,1,2,..., v, we obtain from (5) The system (3) will be called the vth extremal system of £ with respect to fe(z), {av} and K(p(v)). The points of system (3) will be called the extremal points of order v.
If fe(z) is lower semicontinuous then V(p(y), fe) is upper semicontinuous with respect to p(v). Therefore, in that case there is a system
of points £ such that
The points (3') will be called ordinary extremal points of £ with respect to fe(z) (and V(pMJ). In the case that £ c C1 and fe(z) = 0 the extremal points were introduced by Fekete [5] . In the case that £ c: C and fe(z) is bounded, extremal points were introduced by Leja [11] and investigated later by him and his students in connection with the Dirichlet boundary value problem and conformai mapping of simple and multiconnected domains on some canonical domains (for bibliography see [14] ).
Using the same procedure, one may introduce extremal points of £ connected with homogeneous polynomials. If fe(z) is lower semicontinuous, there exists a system (5) nw = {tf>, n</>,...,n</0>}, v0 = Cv+n.x^u of points of £ such that
In the case of n = 2 the extremal points (5) have been introduced by Leja [9] (fe(z) = 0) and applied by him to the investigation of domains of uniform convergency of the series of homogeneous polynomials of two complex variables (see [9; 12] ). Exploitation of the points (4) (fe = 0) to the same purpose in the case of C", n ^ 3, has been done in [19] . Let us define vv(E,b) and wv(E,b) by It is known [9; 10; 11; 14] that the sequence {vv(E,b)}, £ <r C1, and the sequence {wv(£, fe)}, £ cz C2, are both convergent. Convergence of {wv(£, fe)} for £ c C1 is trivial. The limit t>(£,0) = lim vv(E,0) is called the transfinite diameter of £ (= logarithmic capacity of £). The limit w(£,0) = lim wv(£,0), £ c C2, is a triangular transfinite diameter of £ [9; 12] . The question (formulated by Leja [16] in a slightly different form) as to whether the sequences (7) or (8) for £ czC", n ^ 2, are convergent or not remains still unsolved (except for £ = Ex x£2 x ... x£"). R emark on Silov's boundary. Let S(£) denote Silov's boundary of £ with respect to polynomials and let £* denote the topological sum of all ordinary extremal points of £ with respect to fe(z) = 0. The extremal points of qM are not unique in general. Therefore, £* may a priori depend on which extremal points of order v we choose for v = 1,2,.... There is, of course, at least one E* such that Ë* c S(£). But, as we shall see from Lemma 1, §6, any polynomial takes its maximum on £*. Therefore, we always have S(£) cz £*. We know [18] that in the case of C1 the set £* is unique and therefore Ë* = S(£). The author can prove that E* is unique also if £ cz C, n = 2, is circular. However, we do not know what is the answer in the general case. 
where y(v) = {yiv), ...,7(v^} denotes extremal system (5.3).
Theorem 1. The sequences {\<S>^\z,E,b)]íh}, i = 1,2,3,4, are convergent at any point zeC to the same limit 0(z,£,b),
v-*co (the limit <b(z,E,b) being finite or not).
Proof. 1° First of all we shall prove that the sequence {(0(i))1/v} has a limit (finite or not) at any point zeC. Due to (2.6) and (5.1) we have
where V¡(z,y(v\b) is a determinant (5.1) corresponding to {yy0, ypt-tft-it z> yj^!.yjv) }. Therefore, in virtue of (5.4)
Let z be an arbitrary fixed point of C, let v be an arbitrary fixed positive integer and let p be an arbitrary integer greater or equal to v. There exist two uniquely determined integers k and r such that p = kv + r and 0 ^ r < v. By the interpolation formula (2.8) and due to inequality (7) Therefore,
Since v/c//i-» 1 and (u* exp( -r feo))1'" -> 1, as u -> co, we have
Therefore, the sequence {(0^1))1/v} has the limit <î>(z) = í>(z,£,fe) (finite or not). 2° To prove that the sequences {[<I>(i)(z,£,fe)]1/v}, i = 2,3,4, are convergent to <I>(z) it is sufficient to show that (9) ^^aM^âotM^è^f^^^^fa2^, v = l,2.
By the interpolation formula (2.8) and due to (7) we have The inequality í>£4) ^ <D*2) follows directly from (4) As a simple consequence of (6.7), (2) and (3) we obtain (4) <D(z,£,0) = l forzeA.
The following three properties follow directly from the definition (6.6) of 0 (v4) and from Theorem 1, §6: Let 5PÍE) denote a set of the points z0 e C" such that for any polynomial P(z) we have |P(z0)| = max |P(z)|. Cx,...,Cn being smooth suitably oriented curves, which contain in their interiors EX,E2,...,E", respectively. Since Ek may be approximated from the outside by regular sets (for which the function i> is continuous) and the function <b(zk,Ek,0) is continuous with respect to the sets, it is sufficient to prove our lemma only for regular sets. Assuming Ek to be regular and e to be an arbitrary positive number, let R > 1 be so near to 1 that R -e < 1 and |Pv(z)|<(l + e)M for z e C = Cx x C2 x ... x C", where Ck = {zk\<S>(zk,Ek,0) = R}, k = l,2,...,n.
For these Ck we have by (3) and (7) h,..,"| 5= (1 + ¿fNFMJXl min \<okik(lk)\, After taking the pth root of both sides of this inequality and letting p go to oo, we shall find iPvOOl = ,-jr^M max {<Dv(zt,£"0)}, zeC".
Since e > 0 may be arbitrarily small and R may be arbitrarily close to 1, we conclude that inequality (4) holds. Remark. It follows from (8) that if Eko for some 1 ^ fc0 g n is not regular, then í>(z,£,0), £ = El x ... x £", is discontinuous at some points outside of £, e.g., if í>(zi,£i,0) is not continuous at a point z°eEu then the function O(z,£,0) is discontinuous at any point iz°,z2,...,z"), where (z2,...,z") ^£2 x ... x £". Given any p > 1 we define Ep and and Cp by (1) £p = {z|<D(z)<p}, Cp = {z|<D(z) = p}.
Since by assumption i>(z) is continuous, then £p is open and Cp is the boundary of £p, because <î>(z) being plurisubharmonic in C" cannot attain its maximum in the interior of a domain without being constant. But O(z) = 3>(z,£,0) > || z \\/r for sufficiently large r > 0, so <5(z) fa const. Given the function f(z) defined and bounded on E, denote by R the largest real number such that there exists a function F(z) holomorphic in ER and equal to f(z) on E.
We say that the sequence of polynomials {Pv(z)}, where Pv is of degree v, converges maximally to /(z) on E, if (1 + e)Ri P ■eCj,,, v^N.
Therefore, the series P0 + Z*°=o(P*+i -^*) converges uniformly in ERl. Since P0 + Zl = o(Pk+i -P¡¡) = Pv> the proof is completed. Remark. After having Lemma 1, § 6, the proof of Theorem 1 is the same as the proof of the corresponding theorem for polynomials in one variable. However, the proof of the lemma differs from the well-known proof of the corresponding lemma in the theory of one variable, which is based on the maximum principle for harmonic functions.
Theorem 2. If fiz) is a holomorphic function on E, then there exists a sequence of polynomials Pv(z) of respective degrees v which converges maximally to f(z).
Proof. 1° Suppose £ is circular. By Theorem 9.3 and due to 2°, §9, ER is also a circular domain. If the function f(z) is holomorphic in ER, then it may be developed in a series of homogeneous polynomials License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Let Rx > 1 and e > 0 be arbitrary real numbers such that Rx + e < R -e. Since <Dv(z) converges to <¡>(z) uniformly on ER, there exists integer m such that (8) ®m ( Of course,
In virtue of (8) and (9) and since Rx + e < R -e, we have Since by Theorem 1 the inequality lim supv_oo(...)1/v < l/R cannot hold, the proof of the theorem is completed. In the case of one variable Theorem 2 is due to Faber, Bernstein, Szegö and Walsh (for reference see [27] ).
Let 7rv(z) denote the Tchebycheff polynomial of degree v of the best approximation to fiz) on £. An immediate consequence of Theorems 1 and 2 is Theorem 3. A necessary and sufficient condition that the function fiz) be holomorphic in £ , p > 1, is that
For polynomials in one variable this theorem is well known [27] . In the case that £ is a Cartesian product of linear intervals Ek = {zk\ -1 £! zk = xk = 1}, fc = 1,2, ...,n, Theorem 3 is due to Sapogov [17] .
11. Interpolation at extremal points. Theorem 1. // the complement of E is connected, O(z) = í>(z, E,0) is continuous in C" and the function fiz) is holomorphic on E, then the sequence of interpolating polynomials (1) Lv(z,/) = I f(yy->) L(i)(z,)>w), v = 1,2 ..., i= i
where y{v) = {y^, ...,yvv)} is the vth extremal system of E with respect to b(z) = 0 converges maximally to f(z).
Proof. By Theorem 10.2 there is a sequence of polynomials Pv(z) of respective degrees v which converges maximally to /(z), i.e., is convergent and it majorizes the series (10) (and therefore the series (9) for z in the Cartesian product of the sets {zt|$(zt,£t,0) = Rk -3sk}. Due to the arbitrariness of ek and of R'k, k = 1, ...,n, this implies that the series (9) is convergent uniformly on any closed subset of £,r" to some holomorphic function g(z). But due to Lemma 3. 
<D(z At first let X and X' be rational E,Xb)V<* rO(z,£,A'fe)-|^ "«.,,<, 7f=r, r = P1<L=x.
We have P_ q Therefore, by (7.8)
whence we obtain (1) for X = p/q and X' =p'/q'. To prove (1) for arbitrary X and X' let X, and X'v be rational numbers such that X'V = X' = X = XV, X'v -* X' , xv^x, and let b0 = infz £ Eb(z). We have b(z) + fe0 ^ 0. Due to (7.7) Proof. The existence of the limit (2) follows directly from (1). The function u*(z) is, for ze &x, an upper envelope of plurisubharmonic functions Tlog <$>*iz,E,Xb) = lim sup Tlog<D(z',E,/lb); therefore it is plurisubharmonic at any interior point if Su Q.E.D.
If £ is a line segment in C1 and if £ is a Jordan curve in C1, the existence of the limit (2) for zeE has been proved in [11] and [8] , respectively. The method of proof used by the authors of these papers was based on the generalized approximation theorem of Weierstrass.
Inoue in [8] and Leja in [ The function V*(z) has been introduced and investigated in [4] for the case that D is a pseudoconvex domain with "smooth" boundary and b(z) is defined and continuous on £ = F. In § 8 of [4] the connection of V*(z) with the envelope of holomorphy of Hartogs domains has been considered. We want to add what follows to these considerations. Let Therefore, due to (9), the sequence {Vk(z)} has all the required properties. Therefore, due to the continuity of U(z) there is a finite system of functions /;(z), i = 1,2.fe, which satisfy (19) for zeD. Thus Corollary 2 is true. There is a sequence of polynomials {Pk(z)} uniformly convergent to g(z) in D. We may assume that 
