Abstract-This paper considers an MISO simultaneous wireless information and power transfer (SWIPT) system, where one transmitter serves multiple authorized receivers in the presence of several potential eavesdroppers (idle receivers). To prevent the information interception by eavesdroppers, artificial noise (AN) is embedded into the transmit signals. The non-linear energy harvesting (EH) model is adopted and a novel power-splitting (PS) EH receiver architecture is proposed. Stochastic uncertainty channel model (SUM) is considered for the idle receivers due to outdated channel feedback. A global energy efficiency (GEE) maximization problem is formulated by jointly optimizing the transmit beamforming vectors, the AN covariance matrix, and the PS ratios, under the minimal rate and secure transmission constraints of authorized receivers, the EH requirement constraints of idle receivers, and the total available power constraint at the transmitter. Since the problem is non-convex with no known solution, it is solved based on the following solution framework. Firstly, the PS ratios are optimized by using the bisection method and successive convex approximation (SCA), and then, the transmit beamforming vectors and the AN covariance matrix are jointly optimized by using a Dinkelbach's Algorithm based method, where SCA is applied to solve its inner subproblem. It is theoretically proved that by involving AN, the system GEE can be improved. Numerous results show that system GEE first increases and then keeps unchanged with the increment of the total available power, but it first keeps unchanged and then decreases with the increment of the minimal rate requirement. It is also observed that compared with traditional EH receiver architecture and linear EH model, our proposed PS EH receiver architecture is able to achieve higher GEE and avoid false output power at idle receivers.
I. INTRODUCTION
R ECENTLY, simultaneous wireless information and power transfer (SWIPT) has been regarded as one of the most promising technologies [1] - [4] since it utilizes radio frequency (RF) signals to realize dual functions, i.e., information decoding (ID) and energy harvesting (EH). For a SWIPT receiver, it could be charged by converting the received RF signals into required direct current (DC) power through EH circuits [5] and consequently, its operation time is prolonged. So, SWIPT offers great convenience to mobile users in 5G lowpower energy-constrained networks such as wireless sensor networks (WSNs) and internet of things (IoTs). Therefore, lots of works focused on SWIPT-enabled WSN and IoT systems. For example, SWIPT was employed in multi-hop relaying networks in [6] - [8] for WSNs and applied to charge wireless medical sensors in [9] and [10] for IoTs, respectively.
To further improve the transmission efficiency, multiantenna technology is necessary to be integrated into SWIPT systems, since it is able to focus energy on specific receivers and provide different services to different kinds of users over the same frequency band in one-time transmission. Since more and more privacy information is required to be delivered in multi-antenna SWIPT systems [11] , e.g., customized WSNs and IoTs, secure transmission becomes very essential. However, when security is taken into account, the system design becomes much more challengeable, because in secure SWIPT networks, the received power at EH receivers need to be increased high enough to satisfy EH receivers' EH requirements, but in this case, the received signalto-interference-noise ratio (SINR) at EH receivers is also enhanced, consequently, boosting the risk that the information for ID receivers may be intercepted by EH receivers. In order to reduce the risk and guarantee information transmission security for ID receivers, one of the most efficient methods is to embed artificial noise (AN) into the transmit signals to cripple the information interception of the potential eavesdroppers [12] in the following way. That is, AN covariance matrix can be jointly generated with the transmit beamforming vectors to make the received SINR at EH receivers lower than a pre-defined threshold such that information cannot be correctly decoded by EH receivers.
On the other hand, as the energy consumption by information communications technology (ICT) industry increasing rapidly, green communication design has become a basic requirement in future 5G communications [13] - [16] . To achieve green communications, developing energy-efficient system is of high significance, where power minimization [12] design aims at consuming as less energy as possible to stratify users' quality of service (QoS) requirements and energy efficiency (EE) maximization [17] , [18] design intends to transmit as more bits as possible with per unit of energy consumption.
So far, multiple antennas, secure SWIPT and energyefficient system design have been widely studied in the literature (see [19] - [34] ). Nevertheless, only a few works have investigated them in a single communication system. For example, the sum rate and the secrecy rate were maximized under available power and transmission security constraints for multi-user SWIPT systems in [19] and [20] and in [21] and [22] , respectively. However, their goals were to explore the system spectral efficiency (SE) rather than EE. As the energy consumption has become one of the most important issues in energy-constrained networks, more and more recent works began to study the energy-efficient SWIPT system designs, where some of them investigated the power minimization problem. For example, in [23] and [24] , the total transmit power was minimized for cognitive radio and MIMO SWIPT networks, respectively, in order to save system energy with satisfying the receivers' QoS requirements. Meanwhile, other works investigated the EE maximization problem. For example, in [25] - [27] , EE was maximized for cloud-based SWIPT networks and clustered WSNs, respectively, where transmitters were all equipped with single antenna. In order to inherit the benefits of multiple antennas, multi-antenna SWIPT system designs were investigated in many recent works, see [28] , [29] , where the system EE was respectively maximized for MISO heterogeneous cellular networks in [28] and for MIMO two-way relay networks in [29] . However, the secure transmission issue was not considered in these works. To avoid information leakage, in [30] , secrecy EE was maximized in MIMO multi-eavesdropper SWIPT networks but only single-ID receiver was considered. Compared with the single-ID receiver system, multi-ID receiver system is more difficult to design due to the interference among multiple receivers. In [31] , secrecy rate and secrecy EE were maximized for multi-user MISO SWIPT networks, where however, only traditional linear EH model was adopted.
As for the EH model, via real data measurement, recent research, see [32] - [39] , documented that the RF-DC conversion efficiency of diode-based EH circuits is non-linear rather than linear, and the analysis and transmit design with traditional linear EH model may result in inaccurate output and cause system performance loss. Hence, more recent works started to design SWIPT systems with the non-linear EH model proposed in [32] - [35] . For example, in [32] , outage probability for relay-aided SWIPT systems with the non-linear energy harvester was analyzed, in [33] , robust resource allocation was studied for downlink wireless powered networks under the non-linear EH model, and in [34] and [35] , the rateenergy (R-E) trade-off of SWIPT were investigated and the results showed that the optimality of SWIPT system design highly depends on the input power level under the non-linear feature of EH circuits.
In this paper, we focus on exploring the system EE performance of the AN-aided multi-user MISO SWIPT network with the non-linear EH model, where one transmitter serves multiple authorized receivers in presence of several unauthorized EH receivers. The goal is to maximize the system global EE (GEE) which is defined as the ratio between the achievable sum rate and the total required power, i.e.,
GEE[bit/Hz/J] =
Sum rate[bit/s/Hz] Total required transmit power [W] .
The contributions of this paper are summarized as follows. Firstly, a novel PS EH receiver architecture is proposed, which splits received RF signals into several streams and each stream is input into one EH circuit. Such a architecture is motivated by the non-linear feature of diode-based EH circuits. That is, due to the reverse breakdown voltage of the diode included in EH circuits, the output DC power of one EH circuit cannot surpass its maximum limitation [36] - [39] (i.e., saturation status). Hence, when the EH circuit works in the saturation region, its RF-DC conversion efficiency decreases with the increment of the input RF power. By using our proposed EH receiver architecture, the power of each stream is split much smaller than the total one, so via properly designing PS ratios associated with the streams, each EH circuit can be avoid working in the saturation region. By doing so, the RF-DC conversion efficiency is improved, so is the system GEE. Note that although PS architecture was proposed in [1] and employed in some existing works, see [23] , [25] , their goal was only to realize wireless information and energy simultaneously receiving at the SWIPT receiver, while in our work, the PS architecture is designed is to improve the RF-DC conversion efficiency at the EH receivers. It is worthy to mentioned that although, the multiple EH circuit architecture was involved in [40] . It was designed to maximize the achievable rate rather than EE. In our work, the PS EH receiver architecture is designed for improving EH efficiency and system GEE.
Secondly, a GEE maximization problem is formulated by jointly optimizing the transmit beamforming vectors and the AN covariance matrix at the transmitter, as well as the PS ratios at EH receivers, under the minimal rate requirement and the secure transmission constraints of authorized receivers, the EH requirement constraints of EH receivers and the total available power constraint at the transmitter. Stochastic uncertainty channel model (SUM) for the EH receivers is considered due to outdated channel feedback. Note that although the EE maximization problem has been investigated for downlink MISO networks in the literature [41] - [44] , SWIPT and secure transmission were not studied in a single system, and only the ideal perfect channel state information (CSI) assumption was considered. To the best of the authors' knowledge, this is the first work on investigating GEE maximization design for AN-aided multi-user MISO SWIPT system with the non-linear EH model and SUM.
Thirdly, since the formulated GEE maximization problem is non-convex and cannot be solved directly due to its fractional objective function and probability constraints, in light of the intractability of the problem, an efficient solution approach is presented. At first, the PS ratios are optimized by using bisection method [20] and successive convex approximation (SCA) [45] to calculate the minimal required input RF power of each EH receiver. Then, a convex approximation formulation of the considered problem is presented by using semidefinition relaxation (SDR) and Bernstein-type inequality, and the fractional objective function is recast as the difference of its numerator and denominator according to fractional programming. After that, an iterative solution framework based on Dinkelbach's Algorithm [46] - [49] is presented to jointly optimize the transmit beamforming vectors and the AN covariance matrix, where a SCA-based algorithm is designed to solve its non-convex subproblem. Moreover, it is theoretically proved that by involving the AN, the system GEE can be improved. For comparison, the sum-rate maximization design and the power minimization design are also presented.
Numerical results demonstrate that the proposed GEE maximization design is superior to the sum-rate maximization design and the power minimization design in terms of GEE. In particular, the GEE of the sum-rate maximization design first increases and then decreases with the increment of the total available power while the GEE of the proposed GEE maximization design does not decrease. It is observed that, for relatively small available power, the GEE maximization design and the sum-rate maximization design achieve very similar system GEE. Moreover, the GEE of the power minimization design first increases and then decreases with the increment of the minimal rate requirement while the GEE of the proposed GEE maximization design first keeps unchanged and then decreased. For relatively high rate requirement, the GEE maximization design and the power minimization design achieve the similar system GEE. It is also observed that compared with traditional EH receiver architecture and linear EH model, the proposed PS EH receiver architecture is able to achieve higher system GEE and avoid false output power at EH receivers.
The remainder of the paper is organized as follows. Section II describes the system model, proposes the PS EH receiver architecture, and formulates an problem for the system. Section III presents a solution approach for the problem to explore the maximal GEE. The effect of AN is discussed in Section IV. Numerical results are provided in Section V and Section VI concludes this paper.
Notations: Boldface lowercase and uppercase letters denote vectors and matrices, respectively. The set of n-by-m real matrices, complex matrices and complex Hermitian matrices are denoted by R n×m , C n×m and H n×m , respectively. 
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Network Model
Consider a downlink SWIPT network as shown in Figure 1 , where a N T -antenna transmitter serves multiple energy-constrained legitimate receivers. The legitimate receivers are the users who are allowed to access the system frequency band. Considering that for some specific applications, not all legitimate receivers are authorized to decode the information associated with the applications, the legitimate receivers are classified into two types, i.e., the authorized receivers and the unauthorized receivers. The authorized receiver is the paying user who is allowed to decode the information while the unauthorized receiver is the non-paying user who is not allowed to decode the information. Nevertheless, the unauthorized receiver is allowed to harvest energy from its collected signals. Since the unauthorized receivers are idle for information receiving, they are referred to as the idle receivers in the sequel. As a matter of fact, a legitimate receiver can be an authorized receiver for current transmission associated with some application but may become an idle receiver for the next transmission associated with another application. SWIPT technology is employed, so in each transmission, the transmitter delivers data to serve the authorized receivers while charging the idle receivers via the same transmit signals.
It is assumed that there are N authorized receivers and K idle receivers in the system. For clarity, we use n and k to denote the n-th authorized receiver and the k-th idle receiver, respectively, where n ∈ N Δ = {1, 2, . . . , N} and k ∈ K Δ = {1, 2, . . . , K}. Moreover, all receivers are with single antenna, as in WSN and IoT scenarios, the receiver is often with very limited size to equip with multiple antennas. Note that the idle receivers may also have ID capability so they might be able to eavesdrop the authorized receivers since all legitimate receivers are within the coverage of the transmitter. To prevent information leakage, the energy-bearing AN is embedded into the transmit signal.
B. Channel Model and Information Transmission
Block flat fading channel is assumed, so the channel vectors remain constant within a block. Denote h n ∈ C NT×1 and g k ∈ C NT×1 to be the channel vectors from the transmitter to the n-th authorized receiver and the k-th idle receiver, respectively. As the authorized receivers report their CSI to the transmitter frequently during the transmission, perfect CSI is assumed for the authorized receivers. However, the CSI of the idle receivers may be outdated during the transmission since there is no interaction between the transmitter and the idle receivers. Therefore, imperfect CSI, i.e., SUM, is assumed for idle receivers, which is given by
NT×1 is the channel estimate of the k-th idle receiver and e k ∈ C NT×1 represents the channel error which is assumed to obey Gaussian distribution [50] , i.e, e k ∼ CN (0, C k ) with C k 0 denoting the covariance matrix.
In each time slot, the transmit signal at the transmitter consists the information signals for authorized receivers and AN, which is given by
where ϑ n ∈ C denotes the symbol for the n-th authorized receiver, and without loss of generality, it is assumed that E |ϑ n | 2 = 1 [12] . w n ∈ C NT×1 is the beamforming vector associated with the n-th authorized receiver. z ∈ C
NT×1
indicates the energy-bearing AN with Gaussian distribution, i.e., z ∼ CN (0, Σ) with Σ 0. Then, the total required power of the transmitter is given by
where μ ∈ [1, ∞) is the power amplifier efficiency factor which depends on the information transmitting, and P c is the circuit power consumed by the modules such as mixers, filters and digital-to-analog converters.
For the n-th authorized receiver, the received signal is
where n n ∼ CN 0, σ 2 is the additive white Gaussian noises (AWGN) at the n-th authorized receiver with σ 2 denoting the noise power. Following (1), the achievable information rate at the n-th authorized receiver is given by
For the k-th idle receiver, the received signal is
where n
If the k-th idle receiver intends to intercept the information for the n-th authorized receiver, following (2), its received SINR is given by
C. Non-Linear EH Model and Our Proposed PS EH Receiver Architecture
Although the idle receivers are not allowed to decode information, they are legitimate receivers for EH. The received power carried in the received RF signals at the k-th idle receiver is
As the practical EH circuit includes various non-linearities, such as the diode, its RF-DC conversion efficiency depends on the input RF power level. That is, it is with non-linear features. As illustrated in Figure 2 (a), different from traditional linear EH model, the output DC power of the non-linear EH model cannot surpass the limitation on the maximum output DC power due to the reverse breakdown voltage of the diode [36] - [39] . In particular, when the output DC power reaches the saturation region, the RF-DC conversion efficiency of the non-linear EH model decreases with the increment of the input RF power as shown in Figure 2 (b). It is seen that the linear EH model is much different from the practical non-linear EH model, so if the linear EH model is adopted for system design, the caused mismatch cannot be neglected. Therefore, in this paper, we adopt the non-linear EH model.
In Figure 2 , it is also observed that when the EH circuit works in the saturation region, the input RF power is converted with low efficiency, which causes energy inefficient usage. To avoid single EH circuit entering into the saturation region, we propose a PS EH receiver architecture as shown in Figure 3 . By employing L EH circuits, 2 the received RF signals are split into L streams and each stream is input into one EH circuit. As the power of each stream is smaller than the total one, by properly splitting the streams, each EH circuit can be avoid working in the saturation region. 3 Let α kl denote the PS ratio for the l-th EH circuit at the k-th idle receiver. It satisfies that
Thus, the total harvested power (i.e., output DC power) at the k-th idle receiver with our proposed PS EH receiver architecture under the non-linear EH model can be given by
The EH circuit is not complicated, which is just composed of some conventional components such as capacitors and resistances, and the EH receiver indeed can be very small. For example, the size of the Powercast PCC114 Powerharvester receiver is with size of 1 × 0.6 × 0.3mm, which is small enough (http://www.powerc astco.com/products/powerharvesterreceivers/). Thus, it is possible to integrate multiple EH circuits into one small chip. 3 The proposed PS EH receiver architecture is similar to the PS receiver architecture presented in [1] . The difference is that the PS receiver in [1] was used for simultaneous ID and EH in SWIPT, but ours is designed for EH.
where 
D. Problem Formulation
For the considered system, the GEE is defined as the ratio of sum rate of the authorized receivers to the total required power,
.
We aim at maximizing the system GEE while satisfying the minimal rate requirement and the secure transmission constraints of authorized receivers, the EH requirement constraints of idle receivers and the total available power constraint at the transmitter. Denoting the PS ratio matrix as Λ = [α kl ] ∈ R K×L , the considered problem is mathematically expressed as the following Problem P 0 .
is the minimum required rate of the nth authorized receiver. In (3c), P Max is the total available power. In (3d), θ k is the EH requirement at the k-th idle receiver. Since only outdated CSI of the idle receiver is available at the transmitter as mentioned previously, the EH requirement can only be guaranteed in portability. p (EH) k ∈ (0, 1] represents the tolerable outage probability threshold for the k-th idle receiver, which implies that the EH requirement satisfaction probability should be kept no less than 1 − p
is the SINR threshold for successfully decoding information, which means that when the received SINR at kth idle receiver associated with the n-th authorized receiver (∀n ∈ N) is lower than Γ (E) k , the k-th idle receiver cannot decode and eavesdrop the information. With such a constraint, the information interception can be prevented and the secrecy rate between the transmitter and the idle receiver is bounded below by R Secrecy ≥ R (D) −R E with R E = log (1 + Γ E ) [12] . p (ID) k,n ∈ (0, 1] denotes the tolerable security probability threshold, which implies that the information security is guaranteed with a probability no less than 1 − p
It is seen that Problem P 0 is not convex and cannot be solved with traditional methods due to the fractional objective function and the outage constraints. Hence, we design an efficient solution approach for it in Section III.
III. SOLUTION APPROACH
Problem P 0 is solved with the following idea. First, we optimize Λ for the proposed PS EH receiver architecture as the optimization of Λ is independent of the optimization of {w n , Σ}. This is because with a given EH receiver architecture and a EH requirement θ k , the minimal required input RF power of the k-th idle receiver to satisfy (3d) is determined. Thus, it just needs to optimize {w n , Σ} to satisfy the minimal required input RF power of the k-th idle receiver (∀k ∈ K). Then, with the optimal Λ , a convex approximation formulation of the considered problem is presented by using SDR and Bernstein-type inequality and then, the objective fractional function is recast as the difference of its numerator and denominator according to fractional programming. After that, an iterative algorithm is designed based on Dinkelbach's Algorithm, where in each iteration, a non-convex subproblem is involved. By first-order approximation, the non-convex subproblem is approximated by a convex problem and then, a SCA-based algorithm is designed to improve the approximating precision. The detailed process of our solution approach is described as follows.
A. Optimization of Λ
With a given EH requirement θ k , the optimization of {α kl } l is independent of the optimization {w n , Σ}, so it is optimized at first. For the k-th idle receiver, we define E k to denote its required input RF power. The optimal PS ratios {α kl } l must yield the minimal E k . Therefore, we formulate Problem P Λ to find the optimal {α kl } l by minimizing E k .
By introducing slack variables {κ kl } l which represents {κ k1 , . . . , κ kL }, solving Problem P Λ is equivalent to solving the following Problem P Λ−1 .
It can be observed that in Problem P Λ−1 , constraint (5d) is non-convex which cannot be dealt with directly. For a fixed E k , a feasibility problem associated with Problem P Λ−1 is given by Problem P Λ−2 which aims to find a feasible {α kl , κ kl } such that constraints (3f), (5c) and (5d) are all satisfied. With the decrement of E k , one can keep solving Problem P Λ−2 until P Λ−2 is infeasible. The last E k corresponding a feasible Problem P Λ−2 must be the minimal E k . Although such a solving idea is intuitive, it is inefficient, because it may require exhaustive search.
repeat 5: Initialize {κ kl (0)} l and set t = 1;
Obtain {α kl (t), κ kl (t)} l by solving Problem P Λ−5 ;
7:
Update {κ kl (t)} l = {κ kl (t)} l t = t + 1;
Therefore, we solve Problem P Λ−2 by considering the following P Λ−3 instead. For a given E k , the maximum L l=1 κ kl can be obtained by solving P Λ−3 . If the obtained maximum L l=1 κ kl is less than θ k , the corresponding optimal solution of Problem P Λ−3 is infeasible to Problem P Λ−2 . Otherwise, it is feasible to Problem P Λ−2 . Therefore, we design a bisectionmethod based algorithm to find the minimal E k by solving Problem P Λ−3 as shown in Algorithm 1, where ι and u is the lower bound and upper bound of received RF power, respectively, and ε is a small positive number.
Note that since Problem P Λ−3 still cannot be solved directly due to non-convexity of (5d), we transform Problem P Λ−3 to Problem P Λ−4 by approximating (5d) with its lower bound as follows.
It is observed that the left-hand side of (5d) is a convex function. By first-order approximation, the lower bound of
Then, (5d) is relaxed to be
Problem P Λ−4 is convex which can be solved by using standard convex optimization solvers, e.g., SeduMi or CVX [51] . But due to the relaxation from Problem P Λ−3 to Problem P Λ−4 , the optimal solution to Problem P Λ−4 may not be precise to Problem P Λ−3 . Therefore, we use SCA to improve the precision, which is described in detail by the inner loop in Algorithm 1 where Problem P Λ−5 is given as follows.
With the above process, the high-quality approximate PS ratio matrix Λ = [α kl ] and the corresponding E k can be obtained.
B. Optimization of {w n , Σ}
Before giving the detailed algorithm for optimizing {w n , Σ}, for the readers' convenience, we summarize the solving idea in Figure 4 and the detailed process is described as follows.
1) Iterative Solution Framework Based on Dinkelbach's Algorithm:
With E k , we can optimize {w n , Σ} by solving the following Problem P 1 instead of Problem P 0 .
As Problem P 1 is non-convex, a solution approach is proposed which starts with SDR. By defining W n = w n w H n , the rate of the n-th authorized receiver, the received SINR at the k-th idle receiver on eavesdropping the n-th authorized receiver and the total required power can be respectively given by
Note that W n = w n w H n is an equivalent transformation if and only if Rank (W n ) = 1. Since Rank (W n ) = 1 is not a convex constraint, by dropping Rank (W n ) = 1, the SDR form of Problem P 1 can be given by the following Problem P 1−A .
As the outage constraints (11c) and (11d) have no explicit expressions. To solve it, Bernstein-type inequality is employed based on the following Lemma 1.
Lemma 1 [52] : Given e ∼ CN (0, I n ), Q ∈ C n×n and r ∈ C n×1 , for any η 1 , η 2 > 0, it holds that
and
where
The proof of Lemma 1 can be referred to [52] , which is omitted here.
Before applying Lemma 1, we rewrite e k as e k = C
k,n , (11c) and (11d) can be rewritten as
According to Lemma 1, the inequalities (12) and (13) hold true if the following inequalities, i.e.,
and (15) are satisfied at the same time. By introducing two auxiliary variables x k and y k , constraint (14) can be equivalently transformed into a group of inequalities in (16) 
Similarly, with another two auxiliary variables x k,n and y k,n , constraint (15) can be equivalently transformed to be
Then, Problem P 1−A is expressed as the following Problem P 1−B whose constraints are all convex.
As the fractional function, i.e., GEE (W n , Σ), is neither convex nor concave, standard convex optimization algorithms cannot be applied. Nevertheless, according to the fractional programming [46] 
The proof of Lemma 2 can be found in [46] , which is omitted here.
With Lemma 2, instead of solving Problem P 1−B , we solve the following auxiliary Problem P 2 to find the optimal {W n , Σ }, as it has the same optimal solution with Problem P 1−B .
s.t. (11a), (11b), (16), (17), (18b).
Problem P 2 can be solved by using Dinkelbach's Algorithm which is described by Algorithm 2, where the key step is the step 4, i.e., how to solve the following Problem P 3 . Since Problem P 3 is non-convex, we design an convex approximation algorithm to solve it in the following subsection.
2) SCA-Based Algorithm for Problem P 3 : By defining R n (W n , Σ) = ω n (n ∈ N ), Problem P 3 can be further equivalently written as the following Problem P 3−A where for notation simplicity, we omit the iteration index q.
(11a), (11b), (16) , (17)
, (18b). (19b)
It is seen that the main challenge in solving Problem P 3−A lies in handling (19a) which can be rewritten as
By introducing two more variables, i.e., 
;
Obtain w n by rank-one decomposition of W n (q) if Rank (W n (q)) = 1; otherwise perform Gaussian randomization [53] ; 10: return {w n , Σ }. and substituting (20) into Problem P 3−A , Problem P 3−A can be reformulated as the following Problem P 3−B .
m a x Wn,Σ,xn,yn,x k,n , y k,n ,an,bn,ωn
(11a), (11b), (16) , (17) , (18b).
It can be seen that (21a) is a convex constraint while (21b) and (21c) are not convex. Nevertheless, both the left-hand side parts of (21b) and (21c) are convex functions, i.e., e an and e bn . Assuming thatā n andb n are the feasible points of Problem P 3−B , the first-order lower bounds of e an and e bn are respectively given by
Consequently, the restrictive constraints of (21b) and (21c) are respectively given by (22) and
By replacing (21b) and (21c) with (22) and (23), Problem P 3−B can be approximately formulated as the following Problem P 3−C .
m a x Wn,Σ,xn,yn,x k,n , y k,n ,an,bn,ωn (16), (17), (18b), (21a), (22), (23) .
Problem P 3−C is a convex problem and thus, it can be solved by using standard convex optimization solvers, e.g., SeduMi or CVX [51] . By solving Problem P 3−C , an approximate optimal solution to Problem P 3−B is obtained at the given ā n ,b n . Let {W n , Σ , ω n , a n , b n } be the optimal solution. Since the lower bound in (22) and (23) may not be tight, one have that
That is, the available rate of the n-th authorized receiver may be strictly larger than ω n . Therefore, a tighterω n with ω n ≥ ω n for the n-th authorized receiver can be obtained by setting
Then, {W n , Σ ,ω n } serves as an approximate solution to Problem P 3−B .
To further improve the approximate precision of the obtained solution of Problem P 3−C , a SCA-based algorithm is designed as follows. Let {W n (t) , Σ (t)} be the optimal solution to Problem P 3−C in the t-th iteration. The correspondingω n (t) can be given bỹ
By replacingā n andb n in Problem P 3−C withā n (t) and b n (t), {W n (t + 1), Σ (t + 1)} can be updated by solving the following Problem P 3−D . (16), (17), (21a),
For clarity, the proposed SCA-based algorithm is summarized in Algorithm 3.
In order to efficiently execute Algorithm 3 with a feasible point, in this paper (i.e., the step 1 in Algorithm 3), we design Algorithm 3 SCA-Based Algorithm for Solving Problem P 3 1: Initializeā n (0) andb n (0),∀n ∈ N ; 2: Set t = 1; 3: repeat 4: Obtain {W n (t) , Σ (t)} by solving Problem P 3−D ;
h n andb n (t) = ln 2ω n (t) − 1 ; 7: t = t + 1; 8: until the stopping criterion is met; 9: return {W n , Σ }.
Algorithm 4 Initialization for Solving Problem
Algorithm 4 to obtain the initial pointā n (0) andb n (0) for Problem P 3−D , where Problem P I is given as follows. (16) , (17), (18b).
Proposition 1: Algorithm 3 continuously increases the optimal value of Problem P 3−D and the optimal value gap between two successive iterations converges to zero as t → ∞.
Proof: See Appendix A. Algorithm 2 is based on Dinkelbach's Algorithm which requires solving the auxiliary problem, i.e., Problem P 3 in each iteration. Since SCA method is used to solve Problem P 3 , it only guarantees to converge to a stationary point, which may not be the global optimum. Nevertheless, with some theoretical analysis, we found that Problem P 3 is able to be globally solved by Algorithm 3 through proving that the objective function of Problem P 3 only has one stationary point. Although such a statement is difficult to be strictly proved in mathematics, we roughly go to show the optimality of the objective function of Problem P 3 with some theoretical analysis and then, use simulation results in Section V to support our analysis.
By defining R (W n , Σ) = N n=1 R (W n , Σ), the objective function of Problem P 3 could be rewritten as
where P Total (R (W n , Σ)) denotes the minimal total required power in terms of R (W n , Σ). Then, we arrive at the following remark.
Remark 1: F (R (W n , Σ)) is either strictly decreasing or first strictly increasing and then strictly decreasing in R (W n , Σ).
Proof: See Appendix B. Remark 1 actually indicates that F (R (W n , Σ)) has only one stationary point which is also the optimal point. As all constraints of Problem P 3 are convex, the stationary point of Problem P 3 obtained by Algorithm 3 is actually the optimal point of Problem P 3 . That is, Problem P 3 can be globally solved by using Algorithm 3.
Combine Algorithm 1, Algorithm 2, Algorithm 3 and Algorithm 4, the considered Problem P 0 is solved and the optimal system GEE can be approximately obtained.
IV. DISCUSSION OF THE EFFECT OF AN
It is a fact that the information interception also can be crippled without AN. In this case, the corresponding transmit design can be obtained by solving the non AN-aided design, which is formulated by setting the objective function of Problem P 0 as
2 + P c and eliminating Σ in (3b)-(3g). Since the non AN-aided design can be considered as a special case of the AN-aided design by setting Σ = 0, its corresponding optimization problem can be solved by our proposed solution approach.
To show the effect of AN, in this following proposition, we prove that the GEE can be improved by employing AN.
Proposition 2: The maximum GEE obtained by the ANaided design shall not be less than that obtained by the non AN-aided design under the same condition.
Proof: It is seen that the optimal solution to the non ANaided design is a feasible solution to the AN-aided design with Σ = 0. So, the optimal result, i.e., maximum GEE, of the AN-aided design shall be larger than or equal to that of non AN-aided design, which means the GEE obtained by the ANaided design shall not be less than that obtained by the non AN-aided design.
The maximum GEE obtained by the AN-aided design is equal to that obtained by the non AN-aided design only when the optimal Σ of the AN-aided design equal to 0. In our considered system, AN not only cripples the information interception but also plays a role as energy carrier, which could hardly reduce to 0. Thus, in most cases, the GEE obtained by the AN-aided design is larger than that obtained by the non AN-aided design. This result is consistent with the analysis in [24] .
V. NUMERICAL RESULTS
This section provides some simulation results to discuss the system GEE performance behaviors. For comparison, the sum-rate maximization design, the power minimization design, the GEE maximization design under sum-rate constraint, the non-robust design, the non AN-aided design and traditional linear EH model based design are also simulated. In order to show the efficiency of our proposed solution approach, the convergency and optimality are also discussed via simulations. The simulated scenario is shown in Figure 1 . The authorized receivers and the idle receivers are positioned at a distance of 10m and 5m from the transmitter, respectively. For the transmitter, the number of the transmit antenna N T is set as 3. The power amplifier efficiency factor μ and the circuit power consumption P c are set as 2.5 and 0.1W, respectively. The total available power P Max is set as 5W. The numbers of authorized receivers N and idle receivers K are all set as 2. The noise power spectral density is −162dBm/Hz and the bandwidth B is 10MHz. The channel model adopted in our simulation is given by (i.e., [54] )
−(128.1+37.6log 10 (d))/20 , d n and d k denote the distance between the transmitter and the n-th authorized receiver and the k-th unauthorized receiver, respectively. ψ n and ψ k represent their shadow fading, which follows the lognormal distribution with zero mean and standard deviation 8. ϕ denotes the transmit-receive antenna gain which is set to 15dBi, andĥ n andĝ k are the small scale fading which follows complex Gaussian random variable with zero mean and unit variance. The minimum required rate of each authorized receiver is set as 0.5bit/s/Hz, i.e., R
The EH power requirement at each idle receiver is set as 15mW, i.e., θ k = 15mW ∀k ∈ K. The secure SINR threshold Γ E is set as 0dB. For SUM, the CSI errors are assumed to be spatial i.i.d. and have standard circularly symmetric complex Gaussian distribution C k = C k = ν 2 I NT , and ν 2 = 0.002. The maximum outage probability for EH and the maximum tolerable probability for information leakage for each idle receiver are set the same, i.e., p
For the PS EH receiver architecture, we set L = 4. For the non-linear EH model, we set M kl as 24mW which corresponds to the maximum harvested power at each authorized receiver. Besides, we adopt υ kl = 150 and ϕ kl = 0.024. All parameters described above in the simulations will not change as unless otherwise specified.
A. GEE Maximization Versus P Max
In this subsection, we show the the GEE maximization versus P Max . For comparison, sum-rate maximization system design is also studied, which is formulated as following Problem P 4 .
It can be seen that Problem P 4 has a very similar form to Problem P 3 , so it can be efficiently solved by our proposed Algorithm 3. The simulation results are presented in Figure 5 . It is observed that the GEE obtained by the sumrate maximization design first increases and then decreases with the increment of P Max while the GEE of the proposed GEE maximization design does not decrease, because wireless communication is bandwidth and power limited. When it works in the power-limited region, the obtained profit in terms of information rate by consuming the power decreases. Therefore, for the GEE maximization design, there exists a P Max threshold, when P Max is larger than the threshold, the total required power of the GEE maximization design keeps unchanged, while for the sum-rate maximization design, as all available power, i.e., P Max , is consumed, it degrades the GEE when P Max is larger than the threshold. Moreover, it is noticed that when P Max is less the threshold, the GEE maximization design and the sum-rate maximization design achieve the similar system GEE. The reason is that, when P Max is smaller than the threshold, all available power is used in both designs. In this case, although sum-rate maximization aims to maximize the system rate, its power is fully utilized, so it also achieves the optimal GEE.
B. GEE Maximization Versus R (D)
In this subsection, we show the GEE maximization versus R (D) . For comparison, power minimization system design is also studied, which is formulated as following Problem P 5 .
Problem P 5 can be solved based on SDR and Bernsteintype inequality, and the detailed process of solution method can be found in Appendix C. The simulation results are plotted in Figure 6 . It is observed that the GEE obtained by the power minimization design first increases and then decreases with increment of R (D) while the GEE of the proposed GEE maximization design first keeps unchanged and then decreased. The reason is that in the power minimization design, the total required power is minimized to satisfy the minimal rate constraints while in the GEE maximization design, the total required power is minimized and the sum rates are maximized at the same time. That is, the minimal rate constraints may be tight in power minimization design while they may not be tight in the GEE maximization design, which means that higher sum rates are achieved by the GEE maximization design. Moreover, it is noticed that when R (D) is relatively large, the GEE maximization design and the power minimization design achieve the similar system GEE. The reason might be that in this case, the minimal total required power by both designs may be similar, and at the same time, the guaranteed minimal rate, i.e, R (D) , of the power minimization design is also similar to the maximal rate achieved by the GEE maximization design for each authorized receiver.
C. GEE Under Single-User Rate Constraint Versus That Under Sum-Rate Constraint
Problem P 0 is actually with the single-user rate constraint, i.e., (3b). For better understanding of the system performance, we also considered and simulated the GEE maximization design under another type of QoS constraints, i.e., the sum-rate constraint, which means that the sum rates of all authorized receivers are larger than a pre-defined threshold. For fair comparison with single-user rate constraint, the threshold is set as 
Problem P 0−A can be solved by the proposed solution approach. The simulation results are presented in Figure 7 . One can observe that the GEE maximization design with sumrate constraint, i.e., (31b), achieves larger GEE than the GEE maximization design with single-rate constraint, i.e., (3b). The reason is that when the sum-rate constraint is considered, the resource will be allocated to the receivers with relatively good channel condition preferentially. In this case, the singlerate constraint may not hold for receivers with poor channel condition and thus, the fairness among users may not be guaranteed. From the mathematical perspective, (31b) holds if (3b) is satisfied but the converse is not necessarily true. That is, (3b) is a sufficient but not necessary for (31b). Figure 8 compares the proposed AN-aided robust design with the non AN-aided robust design. Besides, the result of the AN-aided non-robust design is also given as a benchmark Fig. 7 . GEE under single-user rate constraint versus that under sum-rate constraint. where the CSI of the idle receivers is regard to be perfectly known at the transmitter. It is observed that with the increment of number of antennas, the GEE of all three designs increases because more antennas yield larger spatial DoF to transmit information and energy. Compared with the non AN-aided robust design, the proposed AN-aided robust design is able to achieve larger GEE, which is consistent with Proposition 2. One can also see that the AN-aided non-robust design achieve higher GEE than the proposed AN-aided robust design. The reason is that for the robust design, due to the CSI errors, the transmitter need to generate "wider" beams to satisfy the system requirements which required more power. Nevertheless, it is by no means that the non-robust design is superior to the robust design. Although higher GEE is achieved by the non-robust design, it cannot always satisfy the system requirements when CSI involves errors. Moreover, the nonrobust design can be regarded as a special case of the robust design where the CSI errors are set as 0.
D. The Effect of AN on System GEE
E. Performance Behavior of Our Proposed PS EH Receiver Architecture
An example to show performance behavior of the proposed PS EH receiver architecture is given by Table I where the input RF power is 50mW. It is seen that by the proposed PS EH receiver architecture and PS ratio assignment, the output DC power increases from 19.9mW to 33.0mW which means that the RF-DC conversion efficiency increases from 38.8% to 66.0%. The reason is that in the relatively high input RF power level, the reverse breakdown voltage of the diode decreases the RF-DC conversion efficiency as shown in Figure 2(b) . By the proposed PS EH receiver architecture, the input RF power is spitted into L streams and each stream is input into one EH circuit. As the power of each stream is smaller than the total one, with the proposed PS ratio assignment, each EH circuit can be guaranteed working in the non-saturation region. Another example with input RF power being 30mW is given by Table II . It is observed that the optimal output DC power can be achieved at last L = 2 and the optimal output DC power keep unchanged as L increasing. The reason is that in this case, the PS ratios optimized by Algorithm 1 do not change when L ≥ 0. Figure 9 compares the non-linear EH model with traditional linear EH model w.r.t. GEE, where for the linear EH model, the RF-DC conversion efficiency ζ is set as 0.5 and 1, respectively. It is observed that the GEE of both non-linear and linear EH models decreases with the increment of EH requirement. The reason is that the increment of EH requirement only increases the total required power but not increases the sum rate of the authorized receivers which degrades the GEE. Different from traditional linear EH model, when the EH requirement approach the maximum output DC power (e.g., M = 24mW in this example), the GEE of the nonlinear EH model with traditional EH receiver architecture decreases sharply. However, with the proposed PS EH receiver architecture, the maximum limitation on the output DC power of EH circuits is broken and therefore, the GEE is improved. Figure 10 compares the non-linear EH model with traditional linear EH model w.r.t. the total required power at the transmitter. It is observed that for the linear EH model, the total required power increases as the EH power requirement increases. While for the non-linear EH model, the total required power also increases as the EH power requirement increases, but there exists a saturation point on the EH power requirement (e.g., M = 24mW in this example) when the traditional receiver architecture is adopted because of the nonlinear EH circuit feature. With the proposed PS EH receiver architecture, the EH power requirement can surpass the saturation point. Moreover, if the linear EH model with ζ = 1 is adopted, it may result in false and deceptive output DC power. That is, although less power is consumed by the linear EH model, the output DC power cannot meet the practical requirement (i.e., (3d) cannot be satisfied). Thus, the false output DC power is avoided by employing the non-linear EH model.
F. Convergence Performance of the Proposed Solution Approach
For the proposed solution approach, the computational complexity is mainly due to Algorithm 2. Figure 11 gives the convergence behavior of Algorithm 2. It is seen that as the iteration number q increasing, F (λ (q)) converges to be 0. In Algorithm 2, F (λ (q)) = 0 indicates N n=1 R n (w n (q) , Σ (q)) = λ (q) P Total (w n (q) , Σ (q)) and thus, the optimal GEE, i.e., λ (q), is numerically obtained. One can also observe that the converge speed is fast in this example where only 4 steps is required.
In Algorithm 2, each iteration includes a subproblem which is solved by Algorithm 3. Figure 12 shows convergence of GEE obtained by Algorithm 2 and the convergence behavior of Algorithm 3. It is seen that Algorithm 3 converges for a given λ, and as λ increasing, the optimal result of Algorithm 3 decreases. Combine with Figure 11 and Figure 12 , one can see the relationship between Algorithm 2 and Algorithm 3 is that in each iteration of Algorithm 3, the objective function of Problem P 3−D is actually F (λ (q)). Thus, when Algorithm 3 converges to 0, F (λ (q)) = 0 is obtained and the stopping criterion of Algorithm 2 is met.
G. Performance of Algorithm 3
To verify and show the approximation accuracy of Algorithm 3, we compare Algorithm 3 with the exhaustive search method. The main idea of the exhaustive search method is based on the observation that with fixed {ω n }, (∀n ∈ N), Problem P 3−A is a convex problem. Thus, we can exhaustively search {ω n } and calculate the optimal result for Problem P 3−A which is also the optimal result of Problem P 3 . In Figure 13 , the performance of Algorithm 3 and the exhaustive search method are compared for λ = λ (1) and λ = λ (4) in Figure 13 (a) and (b) respectively, where the values of λ (1) and λ (4) are selected in terms of the results in Figure 12 . It is seen that the result obtained by Algorithm 3 is very close to that obtained by the exhaustive search method. It is also observed that the optimal value of Problem P 3−A is first increases and then decreases with achievable sum rate, which is consistent with Remark 1.
VI. CONCLUSION
This paper investigated system GEE for secure MISO SWIPT systems. The non-linear EH model was employed and a novel PS EH receiver architecture was proposed. A GEE maximization problem was formulated to satisfy the minimal rate and secure transmission constraints of authorized receivers, the EH requirements of idle receivers and the total available power constraint at the transmitter. An efficient solution approach was designed to solve the problem. Firstly, the PS ratios were optimized by using bisection method and SCA. Then, an iterative solution framework based on Dinkelbach's Algorithm was presented to jointly optimize the transmit beamforming vectors and the AN covariance matrix, where a SCA-based algorithm was designed to solve its inner subproblem. Numerous simulation results showed that compared with the sum-rate maximization design and power minimization design, the proposed GEE maximization design is able to achieve better system performance. Compared with traditional EH receiver architecture and linear EH model, the proposed PS EH receiver architecture is able to achieve higher system GEE and avoid false output power at idle receivers.
APPENDIX A PROOF OF PROPOSITION 1 In the t-th iteration, {W n (t) , Σ (t) ,ω n (t)} is obtained based onā n (t − 1) andb n (t − 1). By (26) , it is observed that {W n (t − 1) , Σ (t − 1) ,ω n (t − 1)} is a feasible point of Problem P 3−D andω n (t + 1) ≥ ω n (t + 1). Thus, we have N n=1ω n (t + 1) − λP Total (W n (t + 1) , Σ (t + 1)) ≥ N n=1 ω n (t + 1) − λP Total (W n (t + 1) , Σ (t + 1)) ≥ N n=1ω n (t) − λP Total (W n (t) , Σ (t)) , which means that the optimal result of Problem P 3−D is increased as the increment of the number of iterations.
Due to the total required power constraint (11b), h H n W n h n (∀n ∈ N) cannot go infinity. That is, the optimal value of Problem P 3−D cannot go infinity. Thus, we have that the optimal value gap between two successive iterations converges to zero.
APPENDIX B PROOF OF REMARK 1
Before giving the proof of Remark 1, it is noted that the following two statements hold ture:
2) :
where for notation simplicity, we use R to represent R (W n , Σ) in the sequel. The reason of (32) is that P Total (R) must increase with the increment of R. The reason of (33) is due to Shannon-Hartley theorem which indicates that as rate R increases, power is used with decreasing efficiency if R is relatively large.
Moreover, one can obtain the derivative of F (R) with R as
and the derivative of β (R) with R further can be given by
With (33), one can have that β (R) < 0 which indicates that β (R) is monotonically decreasing. Furthermore, it can be inferred that
Therefore, it is obtained that F (R) is strictly decreasing in R when β (0) ≤ 0 and F (R) is first strictly increasing and then strictly decreasing in R when β (0) > 0.
APPENDIX C SOLUTION METHOD FOR PROBLEM P 5
Similar to the proposed solution approach in Section III, we first optimize Λ by Algorithm 1. Then, with Λ and E k , we optimize {w n , Σ} by solving the following Problem P 5−A instead of Problem P 5 . (16), (17), (11e).
Problem P 5−B is a convex problem and thus, it can be solved by using standard convex optimization solvers and {W n , Σ } is derived. As the goal of Problem P 5 is to find {w n } rather than {W n }. Thus, once we get {W n }, we have to recover the corresponding {w n }. If Rank (W n ) = 1, w n can be derived by rank-one decomposition of W n . Otherwise, w n can be approximately derived by Gaussian randomization procedure.
