In a causal graphical model, an instrument for a variable X and its effect Y is a ran dom variable that is a cause of X and in dependent of all the causes of Y except X (Pearl 1995 variable is semi-instrumental, and whether two semi-instruments are both instrumental.
INTRODUCTION
One of the major advantages of knowing the causal relations among the variables we are interested in is that we can use the causal structure to predict the effects of interventions. For example, if we know that a Because we have no way to estimate >.(X), we also have no way to identify s(X), even up to a constant. However, with the help of variable Z, we can estimate Ex by regressing X on Z to get an estimate of ex = X-E [XIZ] . Then, we can regress Yo n X and EX to get:
E[YIX,t:x] = s (X) + E[t: y iEx ,X] = s(X) + E[EY!Ex] = s(X) + h(Ex). 2
An additive regression method will give an estimate of s(X) and h(Ex) simultaneously. 3
Here Z is called an instrumental variable for X and Y, by which we mean that Z is a direct cause of X, and Z is independent of all other causes of Y except X. (Note that X must be a direct cause of Y.)
2Here we use the fact that X and Ey are independent conditional on Ex, which is implied by the causal graph in figure 1 . 
PRIOR WORK

APPROACH
Within the framework of linear models, the fact that a variable is an instrument imposes no constraint on the joint marginal distribution of the observed variables.
Consider the causal structure illustrated in figure 1 , where only Z, X, and Y are observable. Assume for now that all the functional relations are linear. In particular, we assume that:
where f and s are non-zero constants.
Now we construct another model based on the causal structure illustrated in figure 2. 
SEMI-INSTRUMENTAL VARIABLES FOR THE ADDITIVE NONPARAMETRIC MODELS
Here by an additive nonparametric model we mean that, for each endogenous variable, its expectation given its parents is a linear combination of univari ate functions of its parents, plus some error term with unknown distribution. We further assume that all ex ogenous variables are independent, and that they are independent of all the error terms. We do allow de pendence between the error terms of X and Y. Later in this paper we shall use additive model and additive nonparametric model interchangeably. Note that if a random variable Z is a semi-instrument for X and Y, then the direct effect of Z on Y, say, g(Z), is a linear function of the direct effect of Z on X, say, f(Z). That is, there is a pair of real numbers (a, b) such that g(Z) = af(Z) +b. We shall call a the linear coefficient of the semi-instrument Z.
It is easy to see that the semi-instrumental assump tion is weaker than the instrumental assumption: All instruments are semi-instruments (with a linear coeffi cient 0), but not all semi-instruments are instruments.
Moreover, in general, in a linear model, an exogenous Z that is a common cause of X and Y, which could not be an instrument, is a semi-instrument for X andY, because both its effect on X, i.e., f, and its effect on 
4.
If the regression of Y on Z and fX has a smaller sum of residuals, i.e., RA < RN, reject the null hypothesis. Otherwise, accept it. 6 
TWO SEMI-INSTRUMENTS
If the test for whether a random variable, say, zl' is a semi-instrument for X and Y gives a negative result, there is not much left to do with Z1. However, if the test says that zl is a semi-instrument, we will face another problem: Is Z1 an instrument?
We have pointed out that this question cannot be an swered if we only have the joint distribution of Z1, X, and Y. However, from the Bayesian point of view, with some further assumption, if there is a second semi instrument, say, z2' we might be able to determine whether Z1 and Z2 are both instruments. (If not both of them are instrument, we would not be able to tell whether both are non-instrumental, or only one is non instrumental.) The following theorem gives the condi tion when two semi-instruments are both instruments almost surely.
Theorem 2 Let Z1 and Z2 be two independent ran dom variables that are both semi-instruments for X and Y. Let a1 and a2 be the linear coefficients of Z1 and Z2 respectively. Suppose a1 and az are indepen dent, and each has a distribution function that has one and only one point of discontinuity, 0. 7 If Z1 and Z2 have the same linear coefficients, then with probability 1, Z1 and Z2 are both instruments.
For the proof, see the appendix.
Assume that the sample S was generated from the causal structure illustrated in figure 3 , and that both Z1 and Z2 are semi-instruments for X andY. We can use the following algorithm, called the double instru ments testing algorithm, to test whether Z1 and Z2 have the same linear coefficient: 8
Create a new variable
Z = ft (Z1) + h(Z2), where f t (Z t ) == E[XIZ1], !2(Z2) = E[XIZ2].
Test whether Z is a semi-instrument.
This algorithm is based on the following observation:
Assume that g1 and gz are differentiable, and that Z1 and Z2 have a joint density. Then g1(ZI) + 9 2 (Z 2 ) = a (f t(Z1) + h(Z2)) + b for some (a,b) iff g1(Z1) = a f t(Z1) + b1 and g2(Z2) = af2(Z2) + b2 for some b1 + b2 =b. 9 
SIMULATION
We have done some simulation studies to estimate the performance of the two algorithms for semi-instrument Note that here by imposing a distribution on a 1 and a2, which are actually parameters of our models, we have adopted a Bayesian perspective. Also, the conditions for the distribution are stronger than required. What we really need is to ensure that the P(at == a2) = P(at = a2 = 0) > 0. That is, we want to assume that it is possible that a1 = a2, and if a1 = a2, it is almost sure that a1 = a2 = 0, which means that both Zt and Z2 are instruments. testing and double instrument testing. It turns out that, in order for the semi-instrument testing to work, we need to find a better additive regression method that can handle dependent predictors, which seems currently not available. However, the double instruments testing algorithm does work for a subset of additive models: the models where the influence of X on Y is linear. This subset includes a very impor tant class of models: the linear models. 10 
SEMI-INSTRUMENT TESTING
The semi-instrument testing algorithm requires a sur face smoother and an additive smoother. We use the Splus functions loess as the surface smoother, and gam as the additive smoother. The gam function im plements the back-fitting algorithm proposed in Hastie et al (1990) . The loess function is an implementation of the local polynomial regression. We use BIC score function to score the fitted models returned by gam and loess respectively.
We generate 6 samples from the following 2 models:
where E[t:ylt:x] = �:i-, c1 =o: 0, and c2 = 1.
These two models share the same Z, t:x, X, and fy, differ in the effect of Z on Y, and hence differ in Y. In the first model, Z is an instrument, hence a semi instrument. In the second model, Z is not a semi instrument.
11
For each model, we generated 3 sam ples with sizes 200, 1000, and 5000 respectively. From the above data, we can see that the gam model is 10 The second algorithm works for the models where the inftuence of X on Y is linear because in this case we can modify the algorithm so that we do not need to apply ad ditive regression method to models with dependent predic tors. For a detailed discussion, see section 4.2. · 1 1 The distribution of these variables are: Z is uniform between 0 and 5. There is also a latent variable T that is uniform between 0 and 2. EX is the sum ofT and a normal noise with standard deviation 0.5, Ey is the sum of T 2 and a normal noise with standard deviation 0.5.
always much worse than the loess model, no matter whether Z is a semi-instrument or not. This implies that no matter whether the null hypothesis is true, i.e., Z is a semi-instrument, the test procedure will always reject it! The most plausible explanation of this phenomenon is that because of the dependence between tx and X, the performance of gam is signif icantly worse than that of loess. It seems that the back-fitting algorithm often gets trapped in a plateau, and in some cases fails to converge.
DOUBLE INSTRUMENTS TESTING
Despite the lack of good additive regression method, with some further conditions, we could still make the double instruments testing algorithm work. Consider the rnodel given by figure 3. If besides assuming Zr and Z2 are semi-instruments, we further assume that s(X) = eX + d, i.e., the direct effect of X on Y is a linear function in X, then we will be able to test whether Z1 and Z2 have the same linear coefficients.
Let 92(Zr) = atfr(Zr) + br, g2(Z2) = a2h(Z2) + b2, and do = br + b2 + d we have:
That is, Y is additive in Z 1 , Z2, where Z1, Z2 are independent of each other, and jointly independent of r:x an r:y.
If Z1 and Z2 have the same linear coefficient, i.e., ar = a2, 12 we further have:
, it is easy to see that:
Var(YIZr, Z2) = Var(etx + ty)
with the equality holds only when a1 = a2. These three models share the same Zr, Z2, tx, X, and €y' but differ in the linear coefficients of z 1 and z2' and hence differ in Y. In the first model, Z1 and Z2 have the same linear coefficients. In the second model, there is a small difference in the linear coefficients. In the third model, the difference is signifi cant. 13 For each model, we generated 4 samples with sizes 50, 100, 200, and 500 respectively. 
THREE ASSUMPTIONS
The semi-instrument testing algorithm assumes that the first three semi-instrumental conditions are sat13The distribution of these variables are: Z1 and Z2 both are uniform between 0 and 4. There is also a latent variable T that is uniform between 0 and 2. €X is the sum ofT and a normal noise with standard deviation 0.5, €y is the sum of T2 and a normal noise with standard deviation 0.5.
isfied. While in general we cannot test whether a random variable satisfies all the first three semi instrumental conditions, it is interesting to know whether we can test for one of them, especially the second semi-instrumental condition: Z is an exogenous variable. The answer is: in principle, this assumption can be tested by the method of instrument, if we have an instrument for Z and X. However, it is easy to see that this will lead to an infinite regression.
Another assumption key to the double instruments testing algorithm is: The prior probability that Z is instrumental is positive, while the prior probability is 0 for a semi-instrument to have linear coefficient a if a -::/: :-0. This raises a question: Why does the value 0 have a special status in the range of possible values of the linear coefficients of a semi-instrument? Here we want to give an argument for the plausibility of this assumption: If we take the set of possible causal structures among X, Y, Z1 and Z2 as a discrete sample space, it is reasonable to assign a positive prior prob ability to one element in the space, i.e., the structure where both Z1 and Z2 are instruments, which means that both Z1 and Z2 have linear coefficients 0. On the other hand, if a semi-instrument is not an instrument, there is no specific reason to believe that its linear co efficient should take any specific non-zero value.
We make a third assumption in an effort to modify the double instruments testing algorithm so that it has suf ficient power: We assume that the direct effect of X on Y is a linear function of X. We notice that this is a rather strong assumption for an additive model. More over, because currently we do not have a suitable addi tive regression method for the semi-instrument testing, we also have to assume, without any testing, that Z1 and Zz are semi-instruments. Nevertheless, the mod ified double instruments testing algorithm is general enough to provide a double instruments test for linear models.
5.2
FUTURE WORK
To make the semi-instrument testing powerful, we will continue to look for some additive regression method that is suitable for the case where the predictors are dependent. 1 4 Alternatively, we may also try to find some new ways of testing semi-instruments where the problem of the dependence of the predictors will not significantly affect the test results.
