Abstract-This paper presents an axiomatic approach for constructing radial basis function (RBF) neural networks. This approach results in a broad variety of admissible RBF models, including those employing Gaussian RBF's. The form of the RBF's is determined by a generator function. New RBF models can be developed according to the proposed approach by selecting generator functions other than exponential ones, which lead to Gaussian RBF's. This paper also proposes a supervised learning algorithm based on gradient descent for training reformulated RBF neural networks constructed using the proposed approach. A sensitivity analysis of the proposed algorithm relates the properties of RBF's with the convergence of gradient descent learning. Experiments involving a variety of reformulated RBF networks generated by linear and exponential generator functions indicate that gradient descent learning is simple, easily implementable, and produces RBF networks that perform considerably better than conventional RBF models trained by existing algorithms.
I. INTRODUCTION
A radial basis function (RBF) neural network is usually trained to map a vector into a vector , where the pairs , form the training set. If this mapping is viewed as a function in the input space , learning can be seen as a function approximation problem. According to this point of view, learning is equivalent to finding a surface in a multidimensional space that provides the best fit to the training data. Generalization is therefore synonymous with interpolation between the data points along the constrained surface generated by the fitting procedure as the optimum approximation to this mapping.
Broomhead and Lowe [4] were the first to explore the use of RBF's in the design of neural networks and to show how RBF networks model nonlinear relationships and implement interpolation. Micchelli [16] showed that RBF neural networks can produce an interpolating surface which exactly passes through all the pairs of the training set. Poggio and Girosi [22] viewed the training of RBF neural networks as an ill-posed problem, in the sense that the information in the training data is not sufficient to reconstruct uniquely the mapping in regions where data are not available. From this point of view, learning is closely related to classical approximation techniques, such Manuscript received April 8, 1997 ; revised November 20, 1997 and November 19, 1998 .
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as generalized splines and regularization theory. Park and Sandberg [20] , [21] proved that RBF networks with one layer of RBF's are capable of universal approximation. Under certain mild conditions on the RBF's, RBF networks are capable of approximating arbitrarily well any function. Similar proofs also exist in the literature for feedforward neural models with sigmoidal nonlinearities [5] .
The performance of an RBF network depends on the number and positions of the RBF's, their shape, and the method used for learning the input-output mapping. The existing learning strategies for RBF neural networks can be classified as follows: 1) strategies selecting the RBF centers randomly from the training data [4] ; 2) strategies employing unsupervised procedures for selecting the RBF centers [14] , [18] ; and 3) strategies employing supervised procedures for selecting the RBF centers [10] , [11] , [22] .
Most of the existing learning algorithms for RBF neural networks with Gaussian RBF's employ different schemes for updating the output weights, i.e., the weights that connect the RBF's with the output units, and the centers of the RBF's, i.e., the vectors in the input space that represent the prototypes of the input vectors included in the training set. Moody and Darken [18] proposed a hybrid learning process for training RBF networks, which is widely used in practice. They used the -means clustering algorithm [2] and a " nearest-neighbor" heuristic to determine the positions and widths of the RBF's, respectively. The output weights are updated using a supervised least-mean-squares learning rule. The basic problem with such a learning scheme is that the implementation of the desired input-output mapping has no effect on the formation of the prototypes. As a result, such a learning scheme fails to exploit the potential of RBF neural networks by not fully utilizing the information contained in the training set [14] . For example, in pattern classification applications the labels of the input vectors are not used in the formation of the prototypes, which only satisfy the criterion behind the unsupervised scheme used.
RBF neural networks were developed as a natural reaction to the slow convergence of gradient descent learning algorithms developed for feedforward neural networks with sigmoidal hidden units, such as the error backpropagation algorithm and its variants. Although gradient descent was always an alternative for training RBF networks, this approach has often been overlooked in favor of faster learning schemes that separate the computation of the radial basis centers and the update of the output weights. The emphasis on learning speed prevented the development of simple and 1045-9227/99$10.00 © 1999 IEEE easily implementable supervised learning algorithms capable of exploiting the potential of RBF neural networks. As a result of the ineffectiveness of the learning schemes widely used in practice for training RBF neural networks, these neural models have been associated with erratic behavior and poor performance.
This paper presents an axiomatic approach to constructing reformulated RBF neural networks that can be trained by a fully supervised learning algorithm based on gradient descent. The flexibility of the proposed approach allows the selection of RBF's that provide many alternative solutions to the tradeoff between the convergence of gradient descent learning and the performance of trained RBF networks. This paper is organized as follows: Section II presents a nonlinear mapping that can produce unsupervised learning vector quantization algorithms and supervised RBF neural networks. Section III presents an axiomatic approach for reformulating RBF neural networks by using basis functions formed in terms of admissible generator functions. Section IV presents a fully supervised learning algorithm for RBF neural networks based on gradient descent. Section V presents a sensitivity analysis of gradient descent learning. Section VI evaluates the performance of reformulated RBF neural networks produced by linear and exponential generator functions and trained using the proposed learning algorithm. Section VII contains concluding remarks.
II. UNSUPERVISED AND SUPERVISED LEARNING MODELS BASED ON A NONLINEAR MAPPING
The common ingredient of vector quantization and RBF neural networks is the representation of the input vectors by a finite set of prototypes. In vector quantization, the prototypes are used to form a partition of the input vectors. In RBF neural networks, the prototypes are used to form the outputs of the RBF's which feed the upper associative network that implements the desired input-output mapping. The prototypes of RBF neural networks are frequently determined by employing unsupervised clustering techniques or learning vector quantization (LVQ) [14] . LVQ is the name used in this paper for unsupervised vector quantization algorithms implemented by training a competitive neural network using gradient descent [8] . This section shows that recent developments in learning vector quantization research can be particularly useful in reformulating RBF neural networks. This is accomplished by considering a nonlinear mapping from an -dimensional Euclidean space, which represents the input space, into the real axis.
Consider the finite set of input vectors , which are represented by the set of prototypes . Consider also the mapping described by (1) where and are differentiable everywhere functions of and denotes the Euclidean norm. This mapping can be the basis for developing LVQ algorithms and RBF neural networks.
A. Learning Vector Quantization Models
For and , the mapping defined in (1) reduces to (2) For any functions and satisfying the condition , (2) represents a discrepancy measure. This is obvious in the trivial case where , that is, when all input vectors are represented by a single prototype . If , then and the average of , becomes (3) According to (3) , measures the discrepancy associated with the representation of the vectors by the prototype . In fact, the optimal prototype can be obtained from as the centroid of , i.e.,
For any pair of functions and that satisfy the condition , consider the function defined as the average of , that is
For any , measures the discrepancy associated with the representation of by the finite set of prototypes , provided that [12] : • and are both monotonically decreasing functions of and is a monotonically increasing function of ; or • and are both monotonically increasing functions of and is a monotonically decreasing function of . Functions of the form (5) that satisfy the above conditions are often referred to as reformulation functions, because their structure was determined by reformulating fuzzy clustering techniques such as the fuzzy -means (FCM) and entropyconstrained fuzzy clustering (ECFC) algorithms [6] , [7] , [9] , [13] . Minimization of reformulation functions of the form (5) using gradient descent leads to unsupervised LVQ algorithms that can be used to determine the prototypes [8] , [9] , [13] .
A broad variety of LVQ and clustering algorithms can be developed using functions of the form , where is an admissible generator function [12] . If , then , , and (5) gives (6) The function (6) relates to the reformulation function that corresponds to the FCM algorithm [6] , [13] . Minimization of (6) using gradient descent resulted in batch LVQ algorithms which are closely related to the fuzzy learning vector quantization (FLVQ) algorithm [8] , [13] . If and , then with , , and (5) gives (7) The function (7) relates to the reformulation function that corresponds to ECFC algorithms [7] , [9] . Minimization of (7) using gradient descent resulted in entropy-constrained learning vector quantization (ECLVQ) algorithms [9] .
B. Function Approximation and RBF Models
Consider the mapping (1) and let be a linear function of the form . Under this assumption, (1) gives (8) If the prototypes , and the weights , are adjustable parameters, the model (8) can be used for function approximation provided that the function satisfies certain mathematical conditions. In such a case, the adjustable parameters of the model (9) can be determined so that (9) implements a desired mapping specified by the training set . The adjustable parameters of the model (9) are frequently updated by minimizing some measure of the discrepancy between the actual response of the model to the corresponding input and the expected output . The function approximation model (9) can be extended to implement any mapping , , as
The model (10) describes an RBF neural network with inputs from , RBF units, and linear output units if and is an RBF. In such a case, the response of the network to the input vector is (11) where , and represents the response of the RBF located at the th prototype to the input vector , given as (12) The response (11) of the RBF neural network to the input is actually the output of the upper associative network. When the RBF network is presented with , the input of the upper associative network is formed by the responses (12) of the RBF's located at the prototypes , as shown in Fig. 1 .
III. REFORMULATING RADIAL BASIS NEURAL NETWORKS
An RBF neural network is often interpreted as a composition of localized receptive fields. The locations of these receptive fields are determined by the prototypes while their shapes are determined by the RBF's used. The interpretation often associated with RBF neural networks imposed some silent restrictions on the selection of RBF's. For example, RBF neural networks employ very often the decreasing Gaussian RBF despite the fact that there exist both increasing and decreasing RBF's. The "neural" interpretation of the model (10) can be the basis of a systematic search for RBF's that may be used for reformulating RBF neural networks. Such a systematic search is based on mathematical restrictions imposed on RBF's by their role in the formation of receptive fields.
A. Admissible Radial Basis Functions
The interpretation of an RBF neural network as a composition of receptive fields requires that the responses of all RBF's to all inputs are always positive. If the prototypes are interpreted as the centers of receptive fields, it is required that the response of any RBF becomes stronger as the input approaches its corresponding prototype. Finally, it is required that the response of any RBF becomes more sensitive to an input vector as this input vector approaches its corresponding prototype.
Let be the response of the th RBF of an RBF neural network to the input . According to the above interpretation of RBF neural networks, any admissible 
If and , then (15) and the third axiomatic requirement is satisfied. This implies that the condition (13) is stronger than that imposed by the third axiomatic requirement.
The selection of RBF's in accordance with the three basic axiomatic requirements can be facilitated by the following theorem.
Theorem 1: The model described by (10) represents an RBF neural network in accordance with the three basic axiomatic requirements iff is a continuous function on such that:
is a monotonically decreasing function of , i.e., ; 3)
is a monotonically increasing function of , i.e., . Proof: The proof of this theorem is presented in Appendix A.
The analysis that follows shows that Theorem 1 is consistent with Micchelli's interpolation theorem [16] but imposes fewer restrictions on the selection of admissible functions . Micchelli [16] 
If , then this model represents an RBF neural network in accordance with the three basic axiomatic requirements if:
is a monotonically increasing function of , i.e., ;
. If , then this model represents an RBF neural network in accordance with the three basic axiomatic requirements if:
is a monotonically decreasing function of , i.e., ; 3.
.
Proof:
The proof of this theorem is presented in Appendix B. and, thus, they also satisfy Micchelli's interpolation theorem [16] .
C. Special Cases

IV. A LEARNING ALGORITHM BASED ON GRADIENT DESCENT
An RBF neural network can be trained by minimizing the error (24) where is the actual response of the th output unit to and is the desired response. If the output units are linear, then (25) where , and , and . The update equation for the weight vectors of the upper associative network is obtained in Appendix C using gradient descent as (26) where is the learning rate and is the output error, given as (27) The update equation for the prototypes is obtained in Appendix C using gradient descent as (28) where is the learning rate and is the hidden error, given as (29) and . An RBF neural network can be trained according to the algorithm derived above in a sequence of adaptation cycles, where an adaptation cycle involves the update of all adjustable parameters of the network. An adaptation cycle begins by replacing the current estimate of each weight vector , by its updated version
Given the responses of the RBF's, these weight vectors are updated according to the output errors . Following the update of these weight vectors, the current estimate of each prototype , , is replaced by
The update of depends on the hidden errors . The hidden error is influenced by the output errors , and the weights , through the term . Thus, the RBF network is trained according to this scheme by propagating back the output error.
The selection of a specific function influences the gradient descent learning algorithm presented above through , which is involved in the calculation of the corresponding hidden error . 
3) Compute . 4) Set . 5) Update the adjustable parameters:
6) Compute the current response:
; then: go to Step 4).
V. SENSITIVITY ANALYSIS OF GRADIENT DESCENT LEARNING
The gradient descent learning algorithm developed in Section IV attempts to train a reformulated RBF neural network to implement a desired input-output mapping by producing incremental changes of its adjustable parameters, i.e., the output weights and the prototypes. If the responses of the RBF's are not substantially affected by incremental changes of the prototypes, then the learning process reduces to incremental changes of the output weights and eventually the algorithm trains a single-layered neural network. Given the limitations of single-layered neural networks [15] , such updates alone are unlikely to implement nontrivial input-output mappings.
The sensitivity of the RBF model to incremental changes of the prototypes is partly determined by the responses of the RBF's which feed the upper associative network. The analysis that follows investigates the effect of the free parameters , with g 0 (x) = x + 2 , m = 3, and = 0, = 0:1, = 1.
involved in the definition of linear and exponential generator functions on the responses of the RBF's used for constructing reformulated RBF neural networks.
If and , the response of the th RBF to is (37) Fig. 2(a) 
where . Fig. 3(a) plots the response defined in (38) as a function of for and , , . For , decreases exponentially from the value of one and approaches zero as increases from zero to infinity. Since the value of is bounded by one regardless of the distance between and , a change of the prototype can never produce a change in the value of that exceeds one. The width of the Gaussian response (38) is inversely proportional to , which implies that increasing the value of results in a faster decay of from one to zero. Thus, increasing the value of decreases the width of the receptive fields located at the RBF centers. The ability of reformulated RBF neural networks to implement a desired input-output mapping depends to a large extent on the sensitivity of the responses of the RBF's to incremental changes of their corresponding prototypes. The sensitivity of the response of the th RBF to changes of its corresponding prototype can be measured by
Since and , the form of the sensitivity measure at (39) indicates that the selection of the generator function has a significant effect on the performance of the learning algorithm based on gradient descent. This effect is investigated in the analysis that follows by studying the behavior of the sensitivity measure (39) . Regardless of the value of , the sensitivity is a monotonically decreasing function of and approaches zero as approaches infinity. This implies that the sensitivity of the th RBF increases as the Euclidean distance between and decreases. As a result, is attracted more strongly by its closest input vectors during learning. The strength of attraction depends on the behavior of as decreases and approaches zero. It is clear from Fig. 2(b) that the value of has a significant effect on the sensitivity especially for . If is not bounded at . If , the bound of can be made arbitrarily large by selecting a value of close to zero. As increases above zero and approaches one, the bound of at decreases and approaches . This implies that the sensitivity of the RBF's to changes of their respective prototypes decreases as the value of increases. For a fixed value of , the sensitivity decreases as the value of increases. Given the behavior of for different values of and , the convergence of the gradient descent learning algorithm is expected to slow down as the value of increases from zero to one. Increasing the value of for fixed value of is also expected to have a similar effect on the convergence of the gradient descent learning algorithm. Fig. 3(b) 
. This implies that the input vectors have a rather insignificant and uniform effect on various RBF's regardless of their distance from their respective prototypes. In addition, the Gaussian RBF's corresponding to such values of are very wide as indicated by Fig. 3(a) . This can make gradient descent learning impossible. As increases, the bound of at increases. This leads to a stronger attraction between the prototype and its closest input vectors. However, the corresponding Gaussian RBF's become increasingly sharp as the value of increases. Thus, gradient descent learning may require an excessive number of RBF's to guarantee that all input vectors are included in the receptive fields located at the prototypes. This discussion indicates that reformulated RBF neural networks generated by an exponential generator function can be trained by gradient descent only for a data-dependent range of values of or, equivalently, for a data-dependent range of values of .
For both generator functions considered, is a monotonically decreasing function of , which implies that , there is no finite value of that guarantees that is a monotonically decreasing function of for all . Nevertheless, the value of decreases and approaches zero as increases and approaches infinity. The tradeoff associated with the selection of the value of in practice is revealed by Fig. 3(a) , which indicates that as the value of increases the response of the RBF located at to an input vector diminishes very quickly with .
VI. EXPERIMENTAL RESULTS
A. Two-Dimensional Vowel Data
The performance of reformulated RBF neural networks generated by the proposed approach was evaluated and compared with that of conventional RBF networks using a set of 2-D vowel data formed by computing the first two formants F1 and F2 from samples of 10 vowels spoken by 67 speakers [17] , [19] . This data set has been extensively used to compare different pattern classification approaches because of the significant overlapping between the points corresponding to different vowels in the F1-F2 plane [17] , [19] . The available 671 feature vectors were divided into a training set, containing 338 vectors, and a testing set, containing 333 vectors. The RBF networks tested in these experiments consisted of two inputs and ten linear output units, each representing a vowel. The number of RBF's varied in these experiments from 15 to 50. All RBF networks were trained using a normalized version of the input data produced by replacing each feature sample by , where and denote the sample mean and standard deviation of this feature over the entire data set. The networks were trained to respond with , when presented with an input vector representing the th vowel. The assignment of input vectors to classes was based on a winner-takes-all strategy, that is, each input vector was assigned to the class represented by the output unit of the trained RBF network with the maximum response. The conventional RBF neural networks were trained using the hybrid learning procedure proposed in [18] . The prototypes representing the locations of the RBF's in the input space were determined by themeans algorithm while the output weights were updated to minimize the error at the output using gradient descent with learning rate . The widths of the Gaussian RBF's were determined according to the "closest neighbor" heuristic. More specifically, the width of the RBF located at the prototype was determined as . The reformulated RBF neural networks were trained using the gradient descent algorithm described in this paper while the learning rate was selected sufficiently small so as to avoid a temporary increase of the total error especially in the beginning of the learning process. Table I shows the percentage of classification errors produced on the average in ten trials on the training and testing sets formed from the 2-D vowel data by reformulated RBF networks generated by linear generator functions with and , , . It is clear from Table I that the performance of reformulated RBF networks improved as the value of increased from zero to one. The improvement was significant when the reformulated RBF networks contained a relatively small number of RBF's (15 to 25). This is particularly important, since the ability of RBF networks to generalize degrades as the number of RBF's increases. The price to be paid for such an improvement in performance is slower convergence of the learning algorithm. It was experimentally verified that the gradient descent learning algorithm converges slower as the value of increases from zero to one. The average number of adaptation cycles required in ten trials for the convergence of the gradient descent algorithm tested for with , , and was 6 017, 9076, and 22 170, respectively. This is consistent with the sensitivity analysis presented in Section V and the behavior of the sensitivity measure , which Fig. 2(b) for , , and . It is clear from Fig. 2(b) that the response of each RBF becomes increasingly sensitive to changes of as decreases and approaches zero. Table II shows the percentage of classification errors produced on the average in ten trials on the training and testing sets formed from the 2-D vowel data by reformulated RBF networks generated by exponential generator functions with and , , . For
, the values , and correspond to , and , respectively. The networks were also trained with and but the learning algorithm did not converge and the networks classified incorrectly almost half of the input vectors from the training and testing sets. Table II indicates that even the networks trained with did not achieve satisfactory performance. The performance of the trained networks on both training and testing sets improved as the value of increased above 0.5. The best performance on the training set was achieved for . However, the best performance on the testing set was achieved for . It is remarkable that for the percentage of classification errors on the testing set was almost constant as the number of RBF's increased above 20. The gradient descent algorithm also converged for values of above five but the performance of the trained RBF networks on the testing set degraded. This set of experiments is consistent with the sensitivity analysis and reveals the tradeoff associated with the selection of the value of or, equivalently, the width of the resulting Gaussian RBF's. Small values of reduce the sensitivity of the RBF's to changes of their respective prototypes and the learning algorithm does not converge. Large values of lead to RBF's that are more sensitive to changes of their respective prototypes. However, such values of create sharp RBF's and that has a negative effect on the ability of the trained RBF networks to generalize. These experiments also indicate that there exists a certain range of values of that guarantee convergence of the learning algorithm and satisfactory performance. The speed of convergence of the gradient descent algorithm increased slightly as the value of increased from 0.5 to 5. The average number of adaptation Each of these networks was tested with various numbers of RBF's in ten trials. The learning was initialized in these trials by different sets of randomly selected prototypes. In order to comparison to be fair, the same set of initial prototypes were used in each trial to initialize the training of the conventional and reformulated RBF networks with the same number of RBF's. For each of the networks tested, Table III shows the percentage of classification errors produced on the average in ten trials on the training and testing sets followed by the standard deviation (shown in parenthesis). The experiments verified that training speed is one of the major advantages of conventional RBF neural networks. The average number of adaptation cycles required in ten trials for the convergence of the learning scheme used to train conventional RBF neural networks for was 2207. The experiments also revealed the erratic behavior that is often associated with RBF neural networks. There was a significant variation in the percentage of classification errors recorded on the training and testing sets as the number of RBF's increased from 15 to 50. When the number of RBF's was relatively small (from 15 to 25), the performance of the trained RBF networks on both training and testing sets was rather poor. Their performance improved as the number of RBF's increased above 30. Even in this case, however, the classification errors did not consistently decrease as the number of RBF's increased, a behavior that is reasonably expected at least for the training set. The performance of conventional RBF networks was significantly affected by the initialization of the learning process, as indicated by the fluctuations of the standard deviation values. This can be attributed to the significant impact of the initial set of prototypes on the partition of the input vectors produced by the -means algorithm. This partition determines the responses of the RBF's and plays a critical role in the ability of the network to implement the desired input-output mapping [14] . According to Table III , the percentage of classification errors produced on the average in ten trials by reformulated RBF neural networks on both the training and testing sets were not significantly affected by the number of RBF's. This allows the training of reformulated RBF neural networks with a small number of RBF's, which improves generalization. On the other hand, reformulated RBF neural networks were only slightly affected by the initialization process as indicated by the low values of the standard deviation of the classification errors produced by these networks in ten trials. This can be attributed to the fact that the prototypes of reformulated RBF neural networks are updated during learning as indicated by the training set. This makes reformulated RBF neural networks immune to "bad" sets of initial prototypes, which can severely affect the training and performance of conventional RBF neural networks. Compared with reformulated RBF networks generated by linear generator functions, reformulated RBF networks generated by exponential generator functions produced a higher percentage of classification errors on the training set and a slightly lower percentage of classification errors on the testing set. In fact, the reformulated RBF networks generated by linear generator functions achieved a more balanced performance on the training and testing sets.
Figs. 4 and 5 show the partition of the input space produced by reformulated RBF networks trained using gradient descent with 30 and 50 RBF's, respectively. The function was of the form , with and . It is clear from Fig. 4(a) that the networks with 30 RBF's attempted to find the best possible compromise in regions of the input space with extensive overlapping between the classes. Nevertheless, the partitions produced by the trained network for the training set offer a reasonable compromise for the testing set as indicated by Fig. 4(b) . Fig. 5(a) shows that the RBF network trained with 50 RBF's produced anomalous surfaces in its attempt to classify correctly input vectors from the training set that could be considered outliers with respect to their classes. Moreover, Fig. 5(b) indicates that the partition of the input space produced by the network for the training set is not appropriate for the testing set. This is a clear indication that increasing the number of RBF's above a certain threshold compromises the ability of trained RBF neural networks to generalize.
B. IRIS Data
The reformulated RBF neural networks constructed and trained according to the approach proposed in this paper were also tested using Anderson's IRIS data set [1] , which has extensively been used for evaluating the performance of clustering and classification algorithms. This data set contains 150 feature vectors of dimension four which belong to three physical classes representing different IRIS subspecies. Each class contains 50 feature vectors. One of the three classes is well separated from the other two, which are not easily separable due to the overlapping of their convex hulls. The available 150 feature vectors were randomly divided into a training and a testing set, each containing 75 feature vectors. All RBF neural networks were trained using a normalized version of the IRIS data obtained according to the same scheme used for normalizing the 2-D vowel data. The RBF networks tested in these experiments consisted of four inputs and three linear output units, each corresponding to a physical class. The number of RBF's varied in these experiments from three to five. The networks were trained to respond with and , when presented with an input vector from the th physical class. The assignment of input vectors to classes was based on a winner-takes-all strategy. The conventional RBF neural networks networks were trained using the same learning schemes employed in the experiments performed on the 2-D vowel data. The reformulated RBF networks were trained using the proposed gradient descent algorithm with learning rate . This value of the learning rate guaranteed a monotonic reduction of the total error during the learning process. Table IV summarizes the percentage of classification errors produced on the average in five trials on the training and testing sets formed from the IRIS data by reformulated RBF The learning process was initialized in each trial by a different set of randomly generated prototypes. The percentage of classification errors on the training set decreased consistently as the number of RBF's increased from three to five. On the other hand, the percentage of classification errors on the testing set decreased as the number of RBF's increased from three (the number of physical classes) to four but increased again when the number of RBF's increased from four to five. This is an indication that the generalization ability of the networks degraded as the number of RBF's increased despite the fact that the trained networks performed better on the training set. According to Table IV, the performance of the reformulated RBF networks was not significantly affected by the value of . Nevertheless, there was a slight reduction of the percentage of classification errors on the training set as the value of increased from zero to one. In addition, the reformulated RBF networks with produced almost the same number of classification errors on the testing set as the number of RBF's increased from three to five. Table V shows the percentage of classification errors produced on the average in five trials on the training and testing sets formed from the IRIS data by reformulated RBF networks generated by exponential generator functions with and , , . In these experiments the gradient descent algorithm did not always converge for values of below 0.2 or above one. Even when the algorithm converged, the performance of the trained networks was sensitively depended on the specific value of used. The reformulated RBF networks trained with resulted in the smallest percentage of classification errors on the training set. For and , the classification errors on the training set decreased as the number of RBF's increased from three to five. However, the reformulated RBF networks trained with did not exhibit the same behavior on the training set. The reformulated RBF networks trained with and achieved a satisfactory performance on the testing set. However, the performance of the trained RBF networks degraded as the value of increased to . Table V indicates that the value of has a significant effect on the ability of the trained RBF networks to generalize. Overall, the performance of the reformulated RBF networks tested in these experiments was inferior to that of reformulated RBF networks generated a linear generator functions. ) . Overall, the performance of conventional RBF networks on both training and testing sets was unacceptable. Note that the percentage of classification errors produced by supervised classifiers on the IRIS data set is typically in the range 0%-7%. In fact, the conventional RBF networks trained to perform classification by a supervised learning scheme cannot even compete with unsupervised clustering algorithms, which typically produce clustering errors in the range 15%-20% when tested on the IRIS data set. The poor performance of conventional RBF networks in these experiments can be attributed to the well-documented failure of the -means algorithm to produce acceptable partitions of the IRIS data [8] . This set of experiments is a clear indication that conventional RBF neural networks can implement nontrivial input-output mappings only if the unsupervised algorithm produces prototypes that constitute a satisfactory representation of the input vectors, which is not guaranteed for training sets encountered in practical applications.
VII. CONCLUSION
The success of a neural-network model depends rather strongly on its association with an attractive learning algorithm. For example, the popularity of feedforward neural networks with sigmoidal hidden units was to a large extent due to the error back propagation algorithm. On the other hand, the potential of RBF neural models for classification and function approximation was downgraded by the lack of effective and reliable learning algorithms for such models. The experiments presented in this paper verified that the erratic behavior and poor performance often associated with conventional RBF networks can only be attributed to the learning scheme employed for their training and not to RBF neural models.
According to the axiomatic approach proposed in this paper for reformulating RBF neural networks, the development of admissible RBF models reduces to the selection of admissible generator functions that determine the form and properties of the RBF's. The reformulated RBF networks generated by linear and exponential generator functions can be trained by gradient descent and perform considerably better than conventional RBF networks. Moreover, training reformulated RBF neural networks by gradient descent is not necessarily slow. Consider, for example, reformulated RBF networks generated by linear generator functions of the form . Values of close to zero can speed up the convergence of gradient descent learning and still produce trained RBF networks performing better than conventional RBF networks. For values of approaching one, the convergence of gradient descent learning slows down but the performance of the trained RBF networks improves. The convergence of gradient descent learning is also affected by the value of the parameter relative to one. Values of close to one tend to produce sharp RBF's. As the value of increases, the RBF's become wider and more responsive to neighboring input vectors. However, increasing the value of reduces the sensitivity of the RBF's to changes of their respective prototypes and this slows down the convergence of gradient descent learning. Nevertheless, the selection of the parameter is not crucial in practice. Reformulated RBF networks can be trained in practical situations by fixing the parameter to a value between two and four.
One of the problems currently under investigation is the improvement of the convergence of gradient descent learning algorithms used to train reformulated RBF neural networks. This can be accomplished by searching for alternative forms of the linear generator function [11] and by employing alternative schemes for initializing the supervised training process. The most promising initialization scheme seems to be the formation of the initial set of prototypes by learning vector quantization algorithms generated by the same generator functions used to construct reformulated RBF neural networks [12] . In fact, the generator function can be seen as the concept that establishes a direct relationship between reformulated RBF models and fuzzy LVQ algorithms. This relationship makes reformulated RBF models potential targets of the search for architectures inherently capable of merging neural modeling with fuzzy-theoretic concepts, a problem that attracted considerable attention recently [23] . In this context, a problem worth investigating is the ability of reformulated RBF neural networks to detect the presence of uncertainty in the training set and quantify the existing uncertainty by approximating any membership profile arbitrarily well from sample data. 
