We consider monodromy groups of the generalized hypergeometric equation
Introduction
Let α 1 , . . . , α n , β 1 , . . . , β n ∈ C. The generalized hypergeometric equation
is a generalization of the Euler-Gauss hypergeometric equation, corresponding to the case n = 2 which was introduced by Euler in the 18 th century and studied in the 19 th century by among others: Gauss, Klein, Riemann and Schwarz.
There exists an n-dimensional basis of solutions to (1) in a neighborhood of z = 0, called the Frobenius basis (at z = 0). In the case that the local exponents are pairwise distinct (the non-resonant case) this basis is given by z 1−β1 F 1 , . . . , z 1−βn F n , for some analytic functions F 1 , . . . , F n , known as ClausenThomae hypergeometric functions, that are defined on some open neighborhood of 0. In the case that all local exponents equal 1 (the maximally unipotent case) the Frobenius basis is of the following form:
. . .
f n−1 = 1 (n − 1)! f 0 log n−1 (z) + n−2 l=0 1 l! h n−1−l log l (z).
where the h l are analytic, vanishing in z = 0, and the unique functions with this property.
We are mainly interested in the monodromy corresponding to the Frobenius basis. Important to us will be the explicit form of matrices that are used in the proof of Levelt's theorem [2] , from which one can deduce the explicit form of the monodromy matrices corresponding to (1) in a certain basis. It turns out that we can actually find the corresponding basis of functions explicitly, these functions are known as Melllin-Barnes integrals and the corresponding basis is called the Mellin-Barnes basis. The advantage of this basis is that the functions are defined on a large region, whereas the functions in the Frobenius basis are generally determined by powerseries with finite convergence radius (although they can be analytically extended). Our intention of course, is to express the functions in the Frobenius basis as linear combinations of Mellin-Barnes integrals, such that we can easily continue them along a path.
In the next chapter it will be explained in detail how this is done.
In the non-resonant case it follows immediately that the monodromy matrix around 0 in the Frobenius basis around z = 0 equals diag(e −2πiβ1 , . . . , e −2πiβn ). Theorem 2.8 explains the general structure of the monodromy group, by giving the explicit form of the monodromy matrix around 1 in the Frobenius basis around z = 0, namely its (k, l) entry, with k, l = 1, 2, . . . , n, is
sin(π(β l − α m )) sin(π(β l − β m )) .
Here c = 2i(−1) n e πi(β1−α1+...+βn−αn) and the factor sin(π(β l − β l )) should be read as 1. This shows in particular that all monodromy matrices have algebraic entries when the parameters α 1 , . . . , α n , β 1 , . . . , β n are rational, a property that is not shared with the maximally unipotent case.
Our main theorem, about the maximally unipotent case, Theorem 3.8, will need the following result. Suppose that α 1 , . . . , α n ∈ C \ Z are such that (X − e −2πiα1 ) · · · (X − e −2πiαn ) is a product of cyclotomic polynomials, then we can find a number r ∈ N and numbers a 1 , . . . , a r , b 1 , . . . , b r ∈ N such that
When this is the case it will turn out that, equivalently, we could investigate the equation
which has its own Frobenius basis f
. This corresponds to the normalization z → Cz, i.e. f C k (z) = f k (Cz) for k = 0, . . . , n − 1. In fact this is precisely what the authors of [1] do for the case n = 4, in that case the hypergeometric equations arise from Calabi-Yau threefolds. They showed, using a basis that shows resemblance to the Mellin-Barnes basis, that the entries of the corresponding monodromy matrices contain geometric invariants of these Calabi-Yau threefolds. In particular, they gave a neat expression for the monodromy matrices. Generalization of their result for arbitrary n has been our motivation to study the maximally unipotent case.
Our main theorem gives us insight in to the general form of the monodromy matrices in the case that (z − e −2πiα1 ) · · · (z − e −2πiαn ) defines a product of cyclotomic polynomials, in particular it provides us with a practical method to determine the monodromy matrices. We will see that all matrices in the corresponding monodromy group have their entries in Q(ζ(3)(2πi) −3 , ζ(5)(2πi) −5 , . . . , ζ(m)(2πi) −m ), with m the largest odd number below n.
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2 Monodromy groups of the generalized hypergeometric equation
The Mellin-Barnes basis
Let z 0 be an element of {0, 1, ∞}, the set of singularities corresponding to (1). We will denote the monodromy matrix around z 0 by M z0 . For (1) we know that M 0 has eigenvalues e −2πiβ1 , . . . , e −2πiβn and M ∞ has eigenvalues e 2πiα1 , . . . , e 2πiαn . We will consider the case where all eigenvalues e −2πiβ1 , . . . , e
−2πiβn
differ from the eigenvalues e 2πiα1 , . . . , e 2πiαn . Here and in the rest of this article we will demand that these two sets of eigenvalues are disjunct, i.e. α k differs from β l modulo 1 for all k, l = 1, 2, . . . , n. A matrix will be called a (pseudo-)reflection if this matrix minus the identity has rank 1. The following theorem gives us insight in to the general form of the monodromy matrices corresponding to this case.
Then there exist A, B ∈ GL(n, C) with eigenvalues a 1 , . . . , a n and b 1 , . . . , b n respectively such that AB −1 is a reflection. Moreover, the pair A, B is uniquely determined up to conjugation.
What is important about Levelt's theorem is its proof [2] . It shows us explicitly what the monodromy matrices look like in a particular basis chosen, namely
It is known that M 1 has n − 1 eigenvalues equal to 1 and is thus a reflection (and so is M
∞ , satisfying the relation M 0 M 1 M ∞ = I, play the role of A and B in Levelt's theorem. It turns out that we can actually find an explicit basis of functions in which M 0 equals the matrix A used in Levelt's theorem, with a k = e −2πiβ k for k = 1, . . . , n. In the following we will choose the argument of z in (0, 2π), which determines z s = |z| s e iarg(z)s .
Definition 2.2. Let α 1 , . . . , α n , β 1 , . . . , β n ∈ C and α k differs from β l modulo 1 for all k, l = 1, 2, . . . , n.
We define for j = 0, 1, . . . , n − 1 and z ∈ C \ R ≥0
Here L is a path from i∞ to −i∞ that bends in such a way that all points −α k − m with m ∈ Z ≥0 are on the left of it and all points 1 − β k + m with m ∈ Z ≥0 are on the right of it, for big enough s we require it to be on the imaginary axis.
Remark 2.3. Here by 'left' and 'right' we mean that L divides C \ L into two connected components, the component that contains all s with negative real part for s big enough will be referred to as the left component, the other as the right component. The requirement that L is on the imaginary axis for big s is not necessary but will turn out to be convenient in what follows.
Let us argue that the Mellin-Barnes integrals (3) are well defined. Stirling's formula tells us that for a, b ∈ R, a bounded, we have
We deduce that |Γ(
Since the argument of z is positive we conclude that the integrals I j converge. 
In particular we have for |z| ±1 < 1 that
Res p (i j,z ).
Proof. For T > 0 big enough consider the path L(T ) that coincides with L but is from iT to −iT . Now connect the paths L(T ) and L(T ) ± N (for a fixed choice of ±) by two linear segments L − (T ) and L + (T ) from −iT to ±N − iT and from ±N + iT to iT respectively. Thus we get a closed path and by the residue theorem
For the first part of the proposition it suffices to show that the integrals over L ± (T ) tend to 0 as T → ∞. For this we use the Stirling approximation:
. This tends to 0 as T → ∞, as the integration intervals are finite this proves that the integrals over L ± (T ) tend to 0 as T → ∞. Now for the second part of the proposition we should prove that the integral over L ± N tends to 0 as N → ∞ whenever |z| ±1 < 1. We will prove this only for the |z| < 1 case, the other case is analogous. We see that for s on L we have
We notice that uniformly on L
where we have used that the real part of s is bounded on L. In particular for j big enough we have uniformly on L that
We conclude that the integrant of the integral over L + N satisfies the same inequality as in (4), but with a factor |z| N 2 in front of it. Since |z| < 1 we conclude that the integral over L + N converges to 0.
Theorem 2.5. The functions I 0 , . . . , I n−1 form a basis I, the Mellin-Barnes basis, of the generalized hypergeometric equation (1).
Proof. Let us prove that they are solutions to the generalized hypergeometric equation. First we notice that
by Proposition 2.4. Now if there are indeed singularities in R(1) they must be of the form s = 1 − β k . The Residue corresponding to such a pole is a linear combination of terms of the form log l (z)z 1−β k for 0 ≤ l < n. If such a term appears then β k must have degeneracy at least l + 1. We notice using the Leibniz rule that
and we conclude that the I j are solutions to the hypergeometric equation. Suppose I 0 , . . . , I n−1 do not form a basis. Then there exists a polynomial p of degree at most n − 1, not identically zero, such that
This is only possible if no terms of the form log l (z)z 1−β k occur (when evaluated in a neighborhood of z = 0), i.e. that all singularities of the original integrant are removed by p(e 2πis ) (see remark 2.13 for clarification). This implies that p must have all e −2πiβ k as roots (with the same multiplicity as β k ), and this is a contradiction since it requires p to have degree at least n. Theorem 2.6. Suppose α k differs from the β l modulo 1 for all 1 ≤ k, l ≤ n. The monodromy matrices in the Mellin-Barnes basis are
Proof. By construction we have I j → I j+1 under a counterclockwise loop around 0 for j = 0, 1, . . . , n−2.
Notice that
Notice what happens when we lower the argument by 2π. By the same arguments used in the proof of Proposition 2.4 we have that
is equal to 2πi times the sum of its residues corresponding to its singularities to the right of L for |z| < 1. But it has no (non removable) singularities in that region so it vanishes. We conclude that when we lower the argument by 2π then −B n I 0 − . . . − B 1 I n−1 transforms to I n−1 , i.e. a counterclockwise loop around the origin corresponds to the transformation
From the Frobenius basis around ∞ it is clear that M
Hence we may apply Levelts theorem (2.1) to conclude that
The forms of M ∞ and M 1 now easily follow.
The non-resonant case
In this section we will consider the case where β 1 , . . . , β n are distinct modulo 1 and the α 1 , . . . , α n are distinct from the β 1 , . . . , β n modulo 1. Though our research is mainly aimed at the maximally unipotent case, we treat the non-resonant case because it is barely any extra work, and the results can be compared with that of the maximally unipotent case. In the Frobenius basis at 0, denoted by f 1 , . . . , f n , we have
We would also like to express the monodromy matrices M 1 and M ∞ in the Frobenius basis at z = 0. For this purpose we will prove the following theorem about the transformation matrix between the Mellin-Barnes basis and the Frobenius basis at z = 0.
Proposition 2.7. We have
where V is the VanderMonde matrix V kl = e −2πikβ l and D is the diagonal matrix with entries
with k = 0, 1, . . . , n − 1 and l = 1, . . . , n.
Proof. Using Proposition 2.4 we conclude that
n e πi(β1−α1+...+βn−αn) . In the Frobenius basis at z = 0 the monodromy matrix around z = 1 satisfies
where k, l = 1, 2, . . . , n and the factor sin(π(β l − β l )) should be read as 1.
Proof. We calculate
.
To complete the proof we will have to determine the inverse of V . We notice that this inverse is determined by n m=1,m =k
We will only need the first column of V −1 , the k th entry of this column is . . .
which implies the desired result.
Though the form of M 1 is the easiest to find the following proposition will show that the form of M ∞ can easily be deduced from the form of M 1 . Proposition 2.9. Let M be an n × n matrix with rank ≤ 1. Suppose that I + M is invertible. Then
Proof. Since M has rank ≤ 1 it can be written as M kl = u k v l for n-dimensional vectors u and v. Thus we notice that
Since M has rank ≤ 1 we know that it has n − 1 eigenvalues equal to 0. The condition that I + M is invertible thus boils down to Tr(M ) = −1. We see that
Corollary 2.10. Suppose α 1 , . . . , α n , β 1 , . . . , β n are distinct modulo 1. Then in the Frobenius basis at z = 0 the monodromy matrix around z = ∞ satisfies
where k, l = 1, 2, . . . , n.
Proof. We know that 1 + Tr(M 1 − I) = 1 + (A n − B n )/B n = −c 2 /4. Hence
0 , leading to the desired result.
We conclude this paragraph with the remark that when α 1 , . . . , α n , β 1 , . . . , β n ∈ Q the corresponding monodromy group consists of matrices with algebraic entries. In the next chapter it will become clear that this is no longer implied in the maximally unipotent case.
The maximally unipotent case
In this section we will consider the case where β 1 = . . . = β n = 1. In what follows it will turn out that our results become more elegant when we slightly alter the Frobenius basis. We will consider the ordered
Notice that in this basis we have
. . . Thus M 0 has in particular rational entries. Note that we can write M 0 = e N , where N is our notation for the matrix whose non-zero entries are ones on the superdiagonal. In this newly defined basis we have the following theorem. Theorem 2.11. The matrix T that transforms functions in the Mellin-Barnes basis I to the ordered basis {f n−1 /(2πi) n−1 , f n−2 /(2πi) n−2 , . . . , f 0 } is given by T = QΦ. Here Q is the VanderMonde type matrix
l /l!, where k, l = 0, 1, . . . , n − 1, and
where φ is the function
Proof. Let k ∈ {0, 1, . . . , n − 1}. We see that for |z| < 1
for suitable analytic functions a k,0 , . . . , a k,n−1 in a neighborhood of z = 0 that satisfy in particular
Here we have used the Leibniz rule. By definition we have
n−1−l in the Frobenius basis. Since log k (z)/k! is the only term in f k which is a power of a logarithm multiplied by a constant term we can apply Proposition 2.12 to find Then we have a j (0) = 0 for all 0 ≤ j ≤ m.
Proof. Suppose the statement of the theorem is untrue. Denote by 0 ≤ r ≤ m the largest number such that a r (0) = 0. We can write
Taking the limit z → 0 yields a r (0) = 0, contradicting our assumption that r was the largest number such that a r (0) = 0. Here we have used that log j−r (z) → 0 for j < r and we have used the standard limit z log j−r (z) → 0 for the terms with j > r.
Remark 2.13. By induction it follows that the analytic functions a j should actually vanish.
Theorem 2.14. In the ordered basis {f n−1 /(2πi) n−1 , f n−2 /(2πi) n−2 , . . . , f 0 } we have M 1 = I + uv T . Here
and the function V is defined by
Proof. From Theorem 2.6 we obtain in the Mellin-Barnes basis
Now we notice that the (0, l)th entry of (M 1 − I)T is
where
We see that
Here we used the Leibniz rule. Of course all other entries of (M 1 − I)T are zero. We conclude that in the ordered basis {f n−1 /(2πi) n−1 , f n−2 /(2πi) n−2 , . . . , f 0 } we have
Here the superscript I indicates that the particular matrix is in the Mellin Barnes Basis.
Using Proposition 2.9 we get the following corollary.
Corollary 2.15. In the ordered basis {f n−1 /(2πi)
and the function W is defined by W (s) = (−1) n e −2πi(α1+...+αn) e 2πis V (s).
3 The case where (X − e −2πiα 1 ) · · · (X − e −2πiα n ) is a product of cyclotomic polynomials Theorem 2.14 shows us that for large n the expressions for the monodromy matrices seem to become rather cumbersome. Therefore we will, in this chapter, limit our study of the monodromy matrices in the maximally unipotent case to the case where (
) is a product of cyclotomic polynomials. This is actually not such a big restriction, since it seems to be a case of particular interest (see for example [1] ). In particular, many Calabi-Yau differential equations are of this form. N and numbers a 1 , . . . , a r , b 1 , . . . , b r ∈ N such that
Polynomials with roots in the cyclotomic field
Proof. This follows immediately from the fact that the k th cyclotomic polynomial satisfies
where µ denotes the Möbius function.
Theorem 3.2. Let α 1 , . . . , α n ∈ Q ∩ (0, 1) and suppose that (X − e −2πiα1 ) · · · (X − e −2πiαn ) has integer coefficients. Then there exist a number r ∈ N and numbers a 1 , . . . , a r , b 1 
Proof. By Proposition (3.1) we find a number r ∈ N and numbers a 1 , . . . , a r , b 1 , . . . , b r ∈ N such that
. This is due to the fact that a bijection can be made between the terms in which the gamma functions are evaluated and the roots of the corresponding polynomials. According to the multiplication theorem for the Gamma function this equals
where we have used that a 1 + . . .
Remark 3.3. Notice that we can rewrite this formula as
which implies the appealing form
The proof of the following theorem is by Julian Lyczak and Merlijn Staps.
Proposition 3.4. The number C of Theorem 3.2 is an integer.
Proof. Let m ∈ N, the number of factors of the product (X b1 − 1) · · · (X br − 1) of which e 2πi/m is a root cannot exceed the number of factors of the product (X a1 − 1) · · · (X ar − 1) of which e 2πi/m is a root,
could not be a polynomial. We conclude that |{j : m|a j }| ≥ |{j : m|b j }| for all m ∈ N. Now let p be prime and let k ∈ N. Define A k = {a j : p k |a j } and B k = {b j : p k |b j } and consider the rational function
Suppose q(X) is not a polynomial, then there exists a root of unity ζ = 1 such that there are more factors of the form (X b − 1) than of the form (X a − 1) that have ζ as a root. This root is of the form ζ = e 2πil/m for some l, m ∈ N, where m > 1. In particular, |{a ∈ A k : m|a}| < |{b ∈ B k : m|b}|. However, because |A k | = |{j : p k |a j }| ≥ |{j : p k |b j }| = |B k | we must have gcd(m, p) = 1, and this would imply |{j : p k m|a j }| < |{j : p k m|b j }|, which is a contradiction. We must conclude that q(X) is a polynomial, thus by comparing degrees we have
Denote by A j the largest integer such that p Aj |a j and by B j the largest integer such that p Bj |b j . The theorem is now proved by the observation that
Corollary 3.5. Let r ∈ N and let a 1 , . . . , a n , b 1 , . . . , b n ∈ N. Suppose that
is a polynomial. Then a1!···ar! b1!···br ! is an integer. Proof. Notice that by multiplying with (X − 1) we may assume (16) to be non-constant. Without loss of generality (16) is irreducible (this follows from Proposition 3.1). Thus there exists a N ∈ N such that {α 1 , . . . , α n } = {m/N : 0 < m < N , gcd(m, N ) = 1}. It follows from (15) that
Let p be a prime divisor of N and denote by m its multiplicity. We follow the proof of Proposition 3.4 untill we define the polynomial
for k ≤ m (with same notation). Notice that indeed there must exist an a j such that p m |a j because e 2πi/N must be a root of our original polynomial. In this case, we can reason that e −2πiαj must be a root of q(X), this is because it is a root of our original polynomial and cannot be a root of any factor not corresponding to A k . By comparing degrees we conclude that
We obtain
β j b j which proves our corollary.
A general expression for the monodromy matrices of the maximally unipotent case
If we would instead of the generalized hypergeometric equation have considered the equation . We know that a basis of solutions is given by f 0 (Cz), . . . , f n−1 (Cz). Notice that
We conclude that
Again N is the matrix who's only nonzero components are ones on the superdiagonal. Notice that in this case our monodromy group is generated by M 0 , M 1/C and M ∞ .
From now on we choose C to be the constant from the previous paragraph, that is
Theorem 3.6. Let α 1 , . . . , α n ∈ Q ∩ (0, 1) and suppose that (X − e −2πiα1 ) · · · (X − e −2πiαn ) has integer coefficients. Then the solution f C 0 of (17) has integer coefficients in its powerseries expansion.
Proof. From the above discussion we infer that
where we have used (15). Without loss of generality (X − e −2πiα1 ) · · · (X − e −2πiαn ) is irreducible. Let p ≤ m be prime. Let N be as in corollary 3.5. Suppose p |N . We have
and this is enough. Now suppose p|N with multiplicity e. We notice that
We should prove that
If this is not the case then we deduce from the proof of corollary 3.5 that
Thus (X −e −2πiα1 ) · · · (X −e −2πiαn ) = q(X p e ) for some polynomial q that must necessarily be cyclotomic and irreducible. We conclude that there must exist an M ∈ N such that ϕ(N ) = nϕ(M), where ϕ is the Euler totient function. Also we deduce that p e |n. Since e 2πip e /N is a root of q we must have N /p e |M. Hence
The authors of [1] point out that this result holds for all Picard-Fuchs equations (i.e. the n = 4 case), it is actually used as part of the definition of a Calabi-Yau type differential equation by the authors of [6] . A folklore conjecture that goes back to Bombieri and Dwork states that all power series Definition 3.7. Let j ∈ N. By π j we denote the set of integer partitions of j, i.e. the set of finite (not necessarily strictly) decreasing sequences of natural numbers p 1 , p 2 , . . . such that p 1 + p 2 + . . . = j. Any function g whose domain contains N can be extended to partitions by multiplication, i.e. g(p) = g(p 1 )g(p 2 ) · · · . Additionally, we define π 0 = {0} and g(0) = 1.
The following theorem will provide us with a practical method to obtain the monodromy matrices in the ordered basis f 
