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STRUCTURE CONSTANTS FOR IMMACULATE FUNCTIONS
SHU XIAO LI
Abstract. The immaculate functions, Sα, were introduced as a Schur-like basis
for NSym. We investigate facts about their structure constants. These are ana-
logues of Littlewood-Richardson coefficents. We will give a new proof of the left
Pieri rule for the Sα, a translation invariance property for the structure coefficients
of the Sα, and a counterexample to an Sα-analogue of the saturation conjecture.
1. Introduction
Symmetric functions, along with their foundamental Schur basis, are one of the
most important objects in algebraic combinatorics. They appear in numerous areas
throughout mathematics including representation theory [Sagan], algebraic geometry
[Manivel] and much more. There have been intensive studies on symmetric functions
and many generalizations have been developed such as non-commutative symmetric
functions (NSym).
The notion of NSym, as a Hopf algebra analogue of the symmetric functions, was first
introduced by I.M. Gelfand, D. Krob, et al. in 1995 [GKLLRT]. Then, it showed
great importance in algebraic combinatorics, together with its dual, QSym. Sym-
metric functions, NSym and QSym are known to be universal objects in a certain
category of Hopf algebra [ABS]. In [BBSSZ2], the authors constructed a Schur-like
basis for NSym, called immaculate functions, {Sα} indexed by compositions. They
are defined in a similar way to Schur functions, they have a lot of properties analogous
to the Schur basis and their images under the forgetful projection are Schur functions.
In this paper, we will focus on the immaculate version of Littlewood-Richardson
coefficients, that is the multiplicative structure constants of immaculate functions.
In Sym, these coefficients are obtained from the expansion of the product of two Schur
functions in Schur basis. They are also linked with other branches of mathematics
such as the decomposition of tensor product of Schur modules and the saturation
conjecture ([KT]). They are all positive and LR rule (Theorem 2.1) gives them a
combinatorial interpretation.
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For immaculate functions, [BBSSZ2] gave a right Pieri rule (2.3) that is positive
and multiplicity free. However, the structure constants could be negative in general.
For instance, in [BSZ], the authors gave a explicit formula for left Pieri rule, which
could be negative, but still multiplicity free. The goal of this paper is to explore facts
about these constants. In section 3, we give a example that the immaculate analogue
of saturation conjecture fails. In section 4, we show that the structure constants sat-
isfy a translation invariant property, which does not come from the commutative
case. Finally in section 5, we give a combinatorial interpretation of the left Pieri rule
in [BSZ], which also shows that it is multiplicity free.
2. Definitions
2.1. Partitions and Compositions. A partition of a non-negative integer n is
an integer vector λ = (λ1, λ2, . . . , λk) such that λ1 ≥ λ2 ≥ · · · ≥ λk > 0 and
λ1+λ2+ · · ·+λk = n. We indicate that λ is a partition of n with the notation λ ⊢ n.
We denote the length ℓ(λ) = m and size |λ| = n.
A composition of a natural number n is an integer vector α = (α1, α2, . . . , αm) such
that αi > 0 for all i and α1 + α2 + · · · + αm = n. We indicate that α is a compo-
sition of n with the notation α |= n. We denote the length ℓ(α) = m and size |α| = n.
For partitions µ, ν, and natural number i, we say µ ≺i ν if
(1) |ν| = |µ|+ i,
(2) µj ≤ νj for all 1 ≤ j ≤ ℓ(µ),
(3) If νi > µi and νj > µj for some i, j, then either νi ≤ µj or νj ≤ µi.
By convention, we let µj = 0 for j > ℓ(µ).
For compositions α, β, and natural number i, we say α ⊂i β if
(1) |β| = |α|+ i,
(2) αj ≤ βj for all 1 ≤ j ≤ ℓ(α),
(3) ℓ(β) ≤ ℓ(α) + 1.
2.2. Sym and NSym. The ring of symmetric function, Sym is defined as the com-
mutative Q-algebra generated by {h1, h2, . . . } with no other relation. It is graded,
namely, hi has degree i and the grading is extended multiplicatively. The element hi
is said to be the complete homogeneous function of degree i. The sub vector space of
elements of degree n of Sym is denoted by Symn. For a partition λ = (λ1, λ2, . . . , λk),
we define hλ = hλ1hλ2 · · ·hλk . Then, {hλ : λ ⊢ n} is a basis for Symn.
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The ring of non-commutative symmetric functions, NSym, is the Q-algebra gen-
erated by {H1, H2, . . . } with no relation. It is graded, namely, Hi has degree i and
the grading is extended multiplicatively. The sub vector space of elements of degree
n of NSym is denoted by NSymn. For a composition α = (α1, α2, . . . , αm), we define
Hα = Hα1Hα2 · · ·Hαm . Then, {Hα : α |= n} is a basis for NSymn. There is a for-
getful projection χ : NSym→ Sym by χ(Hα) = hsort(α) where sort(α) is the partition
obtained by reordering α.
2.3. The Schur functions and immaculate functions. (For more information
on Schur functions, we refer the readers to [Sagan] or [MacDonald])
For a partition λ = (λ1, λ2, . . . , λk), the Schur function sλ is defined as
sλ = det


hλ1 hλ1+1 · · · hλ1+k−1
hλ2 − 1 hλ2 · · · hλ2+k−2
...
...
. . .
...
hλk−k+1 hλk−k+2 · · · hλk

 = ∑
σ∈Sk
(−1)σhλ1+σ1−1,...,λk+σk−k
where h0 = 1 and hm = 0 for m < 0.
Then, the set {sλ : λ ⊢ n} forms a basis for Symn.
In [BBSSZ], the authors introduced a new basis for NSym that is analogous to the
Schur functions for Sym, called the immaculate functions, denoted by {Sα} indexed
by compositions.
For a composition α = (α1, α2, . . . , αk),
(1) Sα =
∑
σ∈Sk
(−1)σHα1+σ1−1,...,αk+σk−k
where H0 = 1 and Hm = 0 for m < 0.
The set {Sα : α |= n} forms a basis for NSymn.
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2.4. Tableaux. A tableau is a finite collection of cells, arranged in left-justified rows
and filled with positive integers e.g.
T =
1 1 2
2
2 3
Let T be a tableau. The shape of T , denoted by sh(T ), is the integer vector whose
i-th entry is the length of row i, reading from top to bottom. The content of T ,
denoted by c(T ), is the integer vector whose j-th entry is the number of times j
appears in T . The reading word of T , denoted by read(T ), is the word of entries
read starting in the top row from right to left, then proceeding down the rows. In
the example above, sh(T ) = (3, 1, 2), c(T ) = (2, 3, 1), and read(T ) = 211232.
For compositions α, β with αi ≥ βi for all i, a skew tableau of shape α/β is a
tableau of shape α with cells of β removed from the upper left corner e.g.
T ′ =
1 1 2
2
2 3
has skew shape (4, 3, 2)/(1, 2).
In this case, β is called the inner shape of T ′ and α−β is called the outer shape of T ′.
A tableau is called semistandard if its rows are weakly increasing from left to right
and its columns are strictly increasing from top to bottom. A tableau is said to be
immaculate if its rows are weakly increasing from left to right and its first column
is strictly increasing from top to bottom. A tableau T is called Yamanouchi if in
read(T ), for every positive integer j and every prefix d of read(T ), there are at least
as many occurrences of j as there are of j + 1 in d.
All the definitions above for tableaux apply verbatim to skew tableaux.
2.5. The Structure Constants. As mentioned before, Schur functions and immac-
ulate functions form bases for Sym and NSym respectively. Then, the product of two
functions can be expanded as a linear combination in their basis. More precisely, for
partitions µ, ν and compositions α, β,
sµsν =
∑
λ
cλµνsλ,
SαSβ =
∑
γ
CγαβSγ.
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cλµν and C
γ
αβ are called the structure constants for Schur functions and immaculate
functions respectively.
Here, we give two classical results regarding the structure constants for Schur func-
tions. For detailed proof, we refer the readers to [Sagan] and [MacDonald].
Theorem 2.1. (Littlewood-Richardson Rule) For partitions µ and ν,
sµsν =
∑
λ⊢|µ|+|ν|
cλµνsλ
where cλµν is the number of skew semistandard Yamanouchi tableaux of shape λ/µ
and content ν.
The Littlewood-Richardson Rule gives an explicit combinatorial interpretation to the
structure constants. And in particular, when ν = n is an integer, sν = hn and we
have the following Pieri Rule.
Theorem 2.2. (Pieri Rule) For partition µ and natural number n,
sµhn =
∑
ν≺nλ
sλ.
In the non-commutative case, we have the following two theorems that are analogous
to what we had above.
Theorem 2.3. ([BBSSZ2] Theorem 3.5) For composition α and natural number s,
SαHs =
∑
α⊂sβ
Sβ.
Theorem 2.4. ([BBSSZ] Theorem 7.3) For composition α and partition λ,
SαSλ =
∑
γ|=|α|+|λ|
Cγα,λSγ
where Cγα,λ is the number of skew immaculate Yamanouchi tableaux of shape γ/α and
content λ.
Unfortunately, we do not have a nice formula for general structure constants because
they could be negative, and no general cancellation-free formula is known for a
composition β instead of a partition λ.
Example 2.5.
S2S2,4 = S3,1,4 +S2,2,4 +S3,2,3 −S5,3 −S4,3,1.
6 SHU XIAO LI
In [BSZ], the authors gave a formula for Left-Pieri Rule using the dual Hopf algebra,
quasi-symmetric functions (QSym). In section 5, we will give another proof of that
using a combinatorial approach.
3. The Saturation Conjecture
Let T denote the set of triples {(λ, µ, ν) | cλµν 6= 0}. This is an important set that also
appears in many other branches of mathematics such as representation of GLn(C)
and Schubert calculus. There is an old conjecture, proved by A.Knutson and T.Tao
[KT], asserts that Tn is saturated in Z
3n.
For a composition α = (α1, . . . , αm) and a positive integer N , we denote their point-
wise product (Nα1, . . . , Nαm) by Nα.
Theorem 3.1. (Saturation Conjecture) For partitions µ, ν and λ, and positive inte-
ger N , cλµν 6= 0 if and only if c
Nλ
Nµ,Nν 6= 0.
Naturally, a non-commutative analogue for saturation conjecture for compositions
α, β and γ, and positive integer N is: Cγαβ 6= 0 if and only if C
Nγ
Nα,Nβ 6= 0. However,
in this case, the conjecture fails and we provide the following counter example.
Consider the case α = (1, 1), β = (3, 2, 2), γ = (3, 3, 1, 1, 1), and N = 2. Since
β is a partition, by Theorem 2.4, Cγαβ 6= 0 if and only if there exists a skew immacu-
late Yamanouchi tableau of shape γ/α and content β, and CNγNα,Nβ 6= 0 if and only if
there exists a skew immaculate Yamanouchi tableau of shape Nγ/Nα and content
Nβ.
Now, the tableau
1 1 1 1
1 2 2 2
1 3
2 3
3 3
is skew immaculate Yamanouchi, and hence CNγNα,Nβ 6= 0. In fact, C
Nγ
Nα,Nβ = 1.
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On the other hand, for a tableau of shape γ/α and content β,
→ 1
2
3
→
1 1
1
2
3
→
1 1
2 3
1
2
3
cannot be immaculate Yamanouchi. To be immaculate, the first column must be
strictly increasing i.e. (1, 2, 3). To be Yamanouchi, the first row must consist of 1
only i.e. (1, 1). Then, the second row has to be (2, 3), as it is immaculate. But
the resulting tableau fails to be Yamanouchi, as read(T ) = (1, 1, 3, 2, 1, 2, 3) fails.
Therefore, Cγαβ = 0.
4. Translation Invariance
In this section, we give a useful fact that helps understand the structure constants
for immaculate functions. In [BBSSZ], the authors proved this property when β is
a partition by using Theorem 2.4. However, a general formula was not given there.
We give here a simpler, fully general proof.
Theorem 4.1. For compositions α, β, γ, v with ℓ(v) ≤ ℓ(α), we have Cγα,β = C
γ+v
α+v,β .
Proof. Let β = (β1, . . . , βm). Using the definition of Sβ (1), we have
SαSβ =
∑
σ∈Sm
(−1)σSαHβ1+σ1−1,β2+σ2−2,...,βm+σm−m.
An iterative use of the right Pieri rule (Theorem 2.3) gives
SαHτ =
∑
sh(T )=γ/α
c(T )=τ
Sγ
where τ is a composition and the sum is over all skew immaculate tableau T .
Combining the two equations above yields
SαSβ =
∑
σ∈Sm
∑
sh(T )=γ/α
c(T )=β+σ−Id
(−1)σSγ.
Let Tβα be the set of skew immaculate tableaux of inner shape α for which c(T )−β+Id
is a permutation (in one-line notation), where Id = (1, 2, . . . . , m). In this case,
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entries in T must be in {1, 2, . . . , m} and c(T ) means the content vector of length m
by padding 0’s. Let σ(T ) = c(T )− β + Id, we have (16) in [BBSSZ]:
(2) SαSβ =
∑
T∈Tβα
(−1)σ(T )Ssh(T )
Example 4.2. Let α = (1), β = (1, 3, 1), then
T =
2
1 2 2
2
∈ Tβα
and σ(T ) = (1, 4, 0)− (1, 3, 1) + (1, 2, 3) = (1, 3, 2).
For each T ∈ Tβα with sh(T ) = γ/α, we move each of the first ℓ(v) rows of T to
the right by a certain number of steps, namely, the i-th row by vi steps, where
v = (v1, v2, . . . , vℓ(v)). By this construction, we obtain a tableau T
′ ∈ Tβα+v with
sh(T ′) = (γ + v)/α, and vice versa. Since ℓ(v) ≤ ℓ(α), the first column is preserved
under this map. Moreover, c(T ) = c(T ′) and hence σ(T ) = σ(T ′). Then, the result
follows. 
Therefore, in order to understand Cγαβ, it suffices to understand those when α is the
n-tuple (1, 1, . . . , 1) for n ∈ N.
Example 4.3. Let α = (1, 1, 2), β = (2, 1, 3), v = (1, 2), then
1
1 2 3
3 3
∈ Tβα ⇔
1
1 2 3
3 3
∈ Tβα+v.
5. Left Pieri Rule
Unlike the commutative case, for immaculate functions, the left Pieri rule is much
different from the right Pieri rule. As shown in Example 2.5, the structure constants
could be negative.
Theorem 4.1 tells that formulating the left Pieri rule is equivalent to understand-
ing H1Sβ = S1Sβ. Equation (2) gives a combinatorial interpretation of the coef-
ficients, but with a sign. In [BBSSZ], the authors proved Theorem 2.4 by using a
sign-reversing involution. Inspired by that, we modify that involution and obtain a
cancellation-free formula for the coefficients.
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Let Tβα be as defined in section 4 with ℓ(β) = n. First, we define an involution
from Tβα to itself.
Definition 5.1. For each tableau T ∈ Tβα, we construct a tableau y(T ) as follows.
For every cell of content r in the i-th row of T , we put a cell of content i in the
σ(T )(r)-th row of y(T ). We sort the entries of the rows of y(T ) in non-decreasing
order. In general, y(T ) is to be a straight-shape tableau, and might have empty rows.
We define a function Y that maps T ∈ Tβα to the pair (y(T ), σ(T )). Note that
Y is injective i.e. fixing α, we can recover T from (y(T ), σ(T )). More precisely, for
every cell of content r in the i-th row of T ′, we put a cell of content σ(T )−1(i) in the
r-th row of T .
We define Y −1 to be the reversed construction from a pair (T ′, σ) to T where T ′
is a tableau with entries {1, . . . , n} and σ is a permutation in Sn. Here, Y
−1 is not
the inverse map of Y because Y −1(T, σ) may not be immaculate i.e. the domain of
Y is not equal to the image of Y −1.
In this case, Y −1 ◦ Y is the identity map while Y ◦ Y −1 is not because Y −1 has a
much larger domain.
Definition 5.2. We say a cell x not in the first row with value a is nefarious if the
cell above x is either empty or it contains b with b ≥ a i.e.
a or
b
a
Example 5.3. Let α = (1, 2) and β = (2, 2, 2). Let
T =
1 1 2
2
2 3
Note that σ(T ) = c(T )− β + Id = (2, 3, 1)− (2, 2, 2) + (1, 2, 3) = (1, 3, 2), hence,
y(T ) =
1 1
3
1 2 3
and the nefarious cells in y(T ) are the three cells in the third row.
The next definition defines a key involution that is a modified version of the
Lindstrom-Gessel-Viennot swap, which is usually illustrated on lattice path, but
can be applied to tableaux equally. The equivalence can be found in chapter 4.5 of
[Sagan].
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Definition 5.4. For each (y(T ), σ(T )) ∈ Y (Tβα) that contains a nefarious cell x, we
define a tableau θx(y(T )) and a pair Θx(y(T ), σ(T )) as follows:
Let the cell x appear in the (r + 1)-th row of y(T ).
(1) If the cell y above x is not empty, then define θx(y(T )) to be the tableau
obtained from y(T ) by moving:
(a) all the cells strictly to the right of x into the row above x
(b) all the cells weakly to the right of y into row r + 1.
(2) Otherwise, move all the cells strictly to the right of x into row r.
row r + 1
row r
· · ·
· · ·
x
y
u
v θx7−→
· · ·
· · ·
x y
u
v
row r + 1
row r
· · ·
· · ·
x u
θx7−→
· · ·
· · ·
x
u
Let tr = (1, 2, . . . , r−1, r+1, r, r+2, r+3, . . . , n) be the transposition of r and r+1.
Then, Θx maps the pair (y(T ), σ(T )) to (θx(y(T )), tr ◦ σ(T )).
Example 5.5. Let x be the second cell in row 2. Then, θx maps
1 2 3
2 2 3 →
1 3
2 2 2 3
or
1
2 2 3 →
1 3
2 2 .
Definition 5.6. For 1 ≤ r ≤ ℓ(α) and a cell x in row r of y(T ), we say that x
is the most nefarious cell in row r if it is the left-most nefarious cell in row r such
that Y −1◦Θx◦Y fixes the first column of T . In particular, Y
−1◦Θx◦Y is immaculate.
Then, we can define a map Φr : T
β
α → T
β
α by either Φr(T ) = Y
−1 ◦ Θx ◦ Y (T )
where x is the most nefarious cell in row r of y(T ), or T is fixed by Φr if there is no
most nefarious cell in row r of y(T ).
For every r, Φr has the following properties.
Lemma 5.7. For each T ∈ Tβα,
(1) If there exists a most nefarious cell x in row r, then it must be the left-most
nefarious cell in row r.
(2) Φr is an involution i.e. Φ
2
r = id.
(3) T and Φr(T ) have the same shape.
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(4) If T is not fixed by Φr, then σ(T ) and σ(Φr(T )) have opposite sign.
Proof. For simplicity, we denote σ(T ) by σ.
row c(ai)
row c(bi)
row c(x) · · · σ−1(r) · · ·
· · ·
· · ·
σ−1(r)
σ−1(r − 1)
· · ·
· · · y
7−→
row r
row r − 1
a1
b1
· · ·
· · ·
ak
bk
x
u
v
θx7−→
row r
row r − 1
a1
b1
· · ·
· · ·
ak
bk
x
v
u
y−1
7−→
row c(ai)
row c(bi)
row c(x) · · · σ−1(r − 1) · · ·
· · ·
· · ·
σ−1(r − 1)
σ−1(r)
· · ·
· · ·
(1) Suppose x is the most nefarious cell in row r of y(T ), as shown in the figure
above, with entry c(x). Let c(y) be the entry in cell y in y(T ). To obtain Φr(T ) from
T , it suffices to do the following. For every cell y in row r of y(T ) which lies weakly
to the left of x, we replace a σ−1(r) in row c(y) of T by a σ−1(r − 1). For every cell
y in row r − 1 of y(T ) which lies strictly to the left of x, we replace a σ−1(r − 1)
in row c(y) of T by a σ−1(r). Since Y −1 ◦ Θx ◦ Y fixes the first column of T , and
if a cell ai is nefarious, then Y
−1 ◦ Θai ◦ Y also fixes the first column of T , because
we interchange less cells. Therefore, if x is the most nefarious cell, it must be the
left-most nefarious cell.
(2) If there is no most nefarious cell in row r, then Φr(T ) = T and Φ
2
r(T ) = T .
Otherwise, since Φr preserves the first column of T , Y
−1(θx ◦ y(T ), tr ◦ σ(T )) ∈ T
β
α
and hence, Y −1 ◦ Y = id. By part (1), the most nefarious cell remains unchanged
under θx. Therefore, Φ
2
r(T ) = T as Θ
2
x(T ) = T , and Φr is an involution.
(3) sh(T ) = c(y(T )) and Θx preserves the content of y(T ).
(4) By the definition of Θx, if Φr(T ) 6= T , then σ(Φr(T )) = tr−1 ◦ σ(T ). 
Before we continue, consider the case where α = 0. Since S0 = 1, we know that
S0Sβ = Sβ. On the other hand, we can also express S0Sβ using (2). Hence,
there must exist a sign-reversing involution on Tβ0 that cancels everything except the
tableau corresponding to Sβ, namely the unique immaculate tableau of shape β and
content β. For simplicity, we call this involution Φ0.
Now, we characterize the tableaux that are fixed by all Φr. For simplicity, for α = (1),
a composition β and T ∈ Tβα, we define δ(T ) as (s + 1, δ1, . . . , δn) where n = ℓ(β),
s is the number of non-empty cells in the first row of T , and δi is the length of row
that starts with i, not including the first row as it starts with empty cell. Here,
δ(T ) is an integer vector, it may not be a composition as some δi could be 0. Then,
12 SHU XIAO LI
sh(T ) = γ/α = comp(δ(T ))/α where comp(δ(T )) is the composition obtained from
δ(T ) by removing the zeroes.
Lemma 5.8. Fix α = (1). Let T ∈ Tβα with outer shape γ be fixed by all Φr and
δ(T ) be defined as above, then
(1) All entries in the first row of T must be the same, say k, and σ(k) = 1. In
particular, all 1’s in y(T ) appear in its first row.
(2) If β1 > s, then all entries in the first row of T are 1, and δ1 ≤ β1.
(3) If β1 < s, then σ(1) = 2 and δ1 > β1.
(4) If β1 = s, then
(a) σ(1) = 1 and δi = βi for all i > 1, or
(b) σ(1) = 2 and δ1 > β1.
(5) If δ1 > β1, and if k is an entry in the second row of T and k 6= 1, then k
appears in the first row of T .
Proof. (1) Let k1, . . . , km be the m distinct entries in the first row of T . Let r =
max{σ(ki)} and suppose r > 1. Then, the first cell in row r of y(T ) is 1, which must
be the most nefarious cell: It is clearly the left-most nefarious cell, and (if we denote
it by x) the map Y −1 ◦ Θx ◦ Y fixes the first column of T (since it only changes a
single entry in the first row of T , but the first row of T does not intersect the first
column).
Applying Φr gives an involution that cancels it, because in Φr(T ), there is a σ
−1(r−1)
in row 1, and that cell again corresponds to a most nefarious cell and r is still the
new max{tr−1 ◦ σ(ki)} for Φr(T ). Therefore, Φr is indeed a involution, T 6= Φr(T ),
they have opposite sign and get canceled by Φr. This contradict to our choice of T .
(2) If β1 > s and the entries in the first row of T is k 6= 1, then all 1’s must be
in the second row of T , because T is immaculate. We claim that σ(1) = 2. If not,
σ(1) > 2, and the first 2 in row σ(1) of y(T ) is the most nefarious cell. The involution
Φσ(1) fixes the first column because there are at least two 1’s in the second row of T ,
but only one of them is changed to σ−1(σ(1)− 1).
That means in y(T ), there are at least β1 + 1 ≥ s + 2 many 2’s in row 2. Since
there are only s 1’s appearing in y(T ), the s + 1 cell, counting from the left, in row
2 must be the nefarious cell. Applying Φ2 gives an involution that maps it to the
following situation, that is, we have (t1 ◦ σ)(1) = 1, all s entries in the first row are
changed 1, and s + 1 1’s in the second row are changed to σ−1(1). Therefore, the
first column of T remain unchanged.
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In this case, we have σ(1) = 1, all entries in the first row are 1 and the remain-
ing 1’s are in the second row. Now, we can consider the 1’s as empty cells, and we
are in a similar situation where α′ = β1 − s, β
′ = (β2, . . . , βn) and s
′ = δ1 − β1 + s.
By part (1), if it is fixed by all Φr, all entries in the second row must be the same
k and σ(k) = 2. That means there are s′ 2’s in the second row of y(T ). But there
are s 1’s in the first row of y(T ). If δ1 > β1, then s
′ > s and the s + 1 cell in the
second row of y(T ) becomes the most nefarious cell. The first column of T is fixed
under Φ2 because the smallest entry in the second row is always 1. Therefore, the
only tableaux that are fixed by Φ2 are those as defined in the statement.
(3) If β1 < s, then it is not possible to fill the first row with 1 while keeping σ(1) = 1
since c(T ) = σ(T ) + β − Id. Therefore, all the 1’s in T must appear in the second
row. Using the same argument as in the proof of part 2, we must have σ(1) = 2
Moreover, since there are β1 + 1 1’s in the second row of T , we must have δ1 > β1.
(4) If β1 = s, then there are two cases. If σ(1) = 1, then all 1’s appear in the
first row of T and we are in the case that α′ = 0 and β ′ = (β2, . . . , βn). Applying Φ0
gives the desired result.
If σ(1) > 1, then we are in the same case as (3). Hence, σ(1) = 2 and δ1 > β1.
(5) If δ1 > β1, by (2),(3) and (4), we have σ(1) = 2 and all 1’s in T appear in
its second row. Therefore, if there is some k in the second row of T that k 6= 1 and
k does not appear in the first row of T , we must have σ(k) > 2. In this case, let k to
be the one with maximal σ(k) among all entries j in the second row. It corresponds
to a 2 in row σ(k) of y(T ). This must be the most nefarious cell because by (1), all
1’s in y(T ) are in the first row of y(T ). Φσ(k) also fixes the first column of T because
the first entry in the second row of T remains 1.

We now use Lemma 5.8 iteratively. After determining the first row, if we are in
situation (2) of the Lemma we can consider all the 1’s in T as empty cells. If we are
in situation (3), we can consider 1’s as empty cells and then remove the first row,
because the first row is completely determined by the entries in the second row. By
Theorem 4.1, the number of empty cells in the first row does not matter. Hence, we
are back in the same situation with a different α′, β ′ and γ′, where α′ may not be
(1). Therefore, we have the following more general properties.
Corollary 5.9. If α = (1), let T ∈ Tβα with outer shape γ be fixed by all Φr, and δ
be defined as above, then,
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(1) if βi < s+
i−1∑
j=1
(δj − βj), then βi < δi, σ(T )(i) = i+ 1 and all i
′s in T are in
row i+ 1.
(2) if βi > s +
i−1∑
j=1
(δj − βj), then βi ≥ δi ≥
i∑
j=1
βj −
i−1∑
j=1
δj − s, σ(T )(i) =
max
{
k + 1 | k < i, βi > s+
i−1∑
j=1
(δj − βj) or k = 0
}
and all cells above row
i+ 1 in T are filled with {1, 2, . . . , i}.
(3) if βi = s+
i−1∑
j=1
(δj − βj), then
(a) βi < δi, σ(T )(i) = i+ 1 and all i
′s in T are in row i+ 1. (same as case
1), or
(b) δi = 0, σ(T )(i) is the same as in case 2 and for all i < j ≤ n, βj = δj,
σ(j) = j and all j′s are in row j + 1 of T .
Let Zγβ be the set of all integer vectors δ(T ) = (s + 1, δ1, . . . , δn) that satisfy these
three conditions and comp(δ) = γ, then we have Cγα,β =
∑
δ∈Zγβ
sgn(β − δ), where
sgn(β − δ) = (−1)k and k is the number of negative terms in β − δ.
Proof. (1) After filling {1, 2, . . . , i−1}, if βi < s+
i−1∑
j=1
(δj−βj), that means even if all
i’s appear strictly above row r+1, there are still some cells left unfilled. By a similar
argument as in property (1), if k appears in the first m rows of T , then σ(k) ≤ m.
An iterative use of property (3) shows that either σ(i) ≤ i, or σ(T ) = i+ 1. Hence,
if σ(i) ≤ i, as we already have σ(k) ≤ i for all k < i, we cannot have any number
larger than i appear in the first i rows of T . Therefore, all i’s must appear only in
row r + 1, σ(i) = i+ 1 and βi < δi.
(2) After filling {1, 2, . . . , i− 1}, if βi > s+
i−1∑
j=1
(δj − βj). If σ(i) = i+1, by a similar
argument to that in property (2), we will get a most nefarious cell in row i + 1 of
y(T ), contrary to our choice of T . Hence, σ(i) ≤ i. Since we already have σ(k) ≤ i
for all k < i, σ(i) is uniquely determined. To find σ(i), we need to trace back and find
the last time where σ(k) 6= k+1 among all k < i, or 1 if k does not exist. Therefore,
STRUCTURE CONSTANTS FOR IMMACULATE FUNCTIONS 15
σ(T )(i) = max
{
k + 1 | k < i, βi > s+
i−1∑
j=1
(δj − βj) or k = 0
}
. By a similar argu-
ment to that in property (2), we must have βi ≥ δi. And δi ≥
i∑
j=1
βj −
i−1∑
j=1
δj − s
because we need enough space to put {1, 2, . . . , i} into the first i+ 1 rows of T .
(3) After filling {1, 2, . . . , i − 1}, if βi = s +
i−1∑
j=1
(δj − βj), then we have two cases.
If σ(i) = i + 1, then we are in the same situation as in (1). If σ(i) ≤ i, then all i’s
appear strictly above row i + 1 and δi = 0. By a similar argument as in property
(4), we have βj = δj for all i < j.
To sum up, each time we have a βi < δi, that corresponds to a σ(i) = i + 1.
Therefore, the sign of σ(T ) is sgn(β − δ). 
Clearly, if ℓ(γ) < ℓ(β) or ℓ(γ) > ℓ(β) + 1, then Zγβ = ∅. If ℓ(γ) = ℓ(β) + 1, then
either Zγβ = ∅ or Z
γ
β = {γ}. If ℓ(γ) = ℓ(β), it could happen that δ 6= δ
′ but
comp(δ) =comp(δ′).
Suppose δ = (δ1, . . . , δn) ∈ Z
γ
β and ℓ(δ) = ℓ(β). Let 1 ≤ k ≤ n be the smallest
integer such that βj = δj for all j > k. Let k ≤ r ≤ n be the largest integer such
that βj < βj+1 for all k ≤ j < r.
Since δ ∈ Zγβ , the composition (δ1, . . . , δk, 0, δk+1, . . . , δn) will satisfy the conditions
in Corollary 5.9. If βk < βk+1 = δk+1, by condition (3), we can always interchange
σ(k) to k + 1 and obtain (δ1, . . . , δk+1, 0, δk+2, . . . , δn) which also satisfies the condi-
tions in Corollary 5.9. However, for j > r, we cannot have the composition because
condition (3.a) fails at row r. Since the compositions proceed in alternating signs,
they cancel each other in pairs. Therefore, if r − k is odd, then everything cancels
and if r − k is even, the first composition is left.
Finally, we have the following criterion to determine the structure constants, and
Lemma 5.8 and Corollary 5.9 give an algorithm to construct the corresponding
tableau. At each step of filling numbers, if Corollary 5.9 fails, then Lemma 5.8
gives a corresponding Φr that cancels it, or an implicit involution using S0. There-
fore, combining with the argument above, we can assign each tableau in the above
cases their corresponding involutions, and the remaining tableaux in Tβα are left fixed.
This indeed gives an involution because all the cases are disjoint and the involution
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sends the tableaux into tableaux in the same case, clear from the construction in
Lemma 5.8.
For each outer shape γ, there can be at most one tableau fixed by this involution,
which shows the left-Pieri rule is multiplicity free.
Theorem 5.10. For α = (1) and a partition β of length n, SαSβ =
∑
γ
Cγα,βSγ and
Cγα,β =


sgn(β1 − γ2, . . . , βn − γn+1) if ℓ(γ) = ℓ(β) + 1 and γ ∈ Z
γ
β
sgn(β1 − γ2, . . . , βk−1 − γk) if ℓ(γ) = ℓ(β), r − k is even and
(γ1, . . . , γk, 0, γk+1, . . . , γn) ∈ Z
γ
β
0 otherwise
where k and r are as defined above.
Example 5.11. Let α = (1), β = (3, 1, 4) and γ = (2, 3, 2, 2). As shown below, since
γ1 − 1 < β1 and γ2 ≤ β1, we have σ(1) = 1 and all 1’s appear in rows 1 and 2 of T .
Then, since γ2 − 2 = β2 and γ3 > β2, we have σ(2) = 3 and all 2’s appear in row 3
of T . Finally, σ(3) = 2. Therefore, σ = (1, 3, 2) and Cγα,β = −1 = sgn(1,−1, 2).
→
1
1 1
→
1
1 1
2 2 →
1
1 1 3
2 2
3 3
This result is equivalent to the one in [BSZ], but here we give an explicit combinatorial
interpretation and an algorithm for constructing the tableaux corresponding to the
structure constants.
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