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LDA: Linear Discriminant Analysis, término que proviene del inglés: Análisis 
Discriminante Lineal. 
AChE: Acetilcolinesterasa. 
ANN: Artificial Neural Networks, término que proviene del inglés: Redes neuronales 
artificiales. 
3D: Tridimensional. 
CM: Cadenas de Markov. 
DTP: Pares de fármaco-proteína con alta afinidad. 
nDTP: Pares de fármaco-proteína con nula afinidad. 
EA: Enfermedad de Alzheimer. 
EP: Enfermedad de Parkinson. 
FDA: Food and Drug Administration of USA; Administración de alimentos y 
medicamentos de los EE.UU. 
HTS: High-Throughput-Screening, término que proviene del inglés: evaluación de alta 
eficacia. 
IT: Índices topológicos 
LNN: Lineal Neural Network, término que proviene del inglés: Red neuronal lineal. 
MARCH-INSIDE (MI): Markov Chain Invariants for Network Simulation and 
Design 
PDB: Protein Data Bank; Banco de datos de proteínas. 
QSAR: Quantitative-Structure-Activity-Relationship, término que proviene del inglés: 
relación-cuantitativa-estructura-actividad.  
mt-QSAR: multi-target Quantitative-Structure-Activity-Relationship, término que 
proviene del inglés: relación-cuantitativa-estructura-actividad multi-target. 
QSPR: Quantitative-Structure-Property-Relationship, término que proviene del inglés: 
relación-cuantitativa-estructura-propiedad. 
QSTR: Quantitative-Structure-Toxicity-Relationship, término que proviene del inglés: 
relación-cuantitativa-estructura-toxicidad. 
SN: Sistema Nervioso. 
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 El Sistema Nervioso (SN) es el sistema orgánico más complejo e importante del 
cuerpo humano, consta de varias estructuras altamente especializadas que coordinan y 
activan múltiples tareas del organismo. Es una unidad tan compacta que la lesión o 
degeneración de cualquiera de sus estructuras provoca daños considerables. 
 Una de las patologías más relevantes que afecta al SN es la Enfermedad de 
Parkinson (EP),  que cursa de forma progresiva y debilitante generando un grave 
deterioro de la capacidad motora del paciente provocando un tremendo impacto en el 
paciente y su entorno. Podemos afirmar que en la actualidad no existe ningún 
tratamiento capaz de curar la EP y su pronóstico a largo plazo no es nada halagüeño. 
Los tratamientos actuales están enfocados en la mejora de la calidad de vida del 
paciente paliando los síntomas de la enfermedad, pero incluso los mejores fármacos no 
están exentos de reacciones adversas y de una pérdida de eficacia con el paso del 
tiempo. Hoy más que nunca resulta crucial encontrar nuevas terapias ante una 
patología con un factor de riesgo incuestionable como es la edad del individuo1, 2.  
 La mayor parte de los casos nuevos de EP se dan en pacientes entre 50-70 años y 
la prevalencia actual en España es de 1 por cada 100 habitantes y se espera un 
incremento considerable de este dato debido al aumento de la esperanza de vida de la 
población. 
 La incidencia en nuestro país es de 16 casos nuevos de EP por cada 100.000 
habitantes y es de destacar que la mortalidad asociada ha disminuido 
considerablemente en las últimas tres décadas en pacientes mayores de 65 años, 
fundamentalmente debido a la introducción del tratamiento con levodopa, que ha 
aumentado en 5 años la media de edad a la que mueren los pacientes con EP. 
 El diagnóstico temprano es complicado ya que los síntomas aparecen de una 
forma lenta y gradual, pero una vez establecida la enfermedad los signos 
anatomopatológicos son concluyentes: Pérdida neuronal generalizada en la sustancia 
negra, disminución de los niveles de dopamina (DA) y presencia de cuerpos de Lewy.a 
                                                 
a Cuerpos de Lewy: depósitos anómalos que se observan en el interior de las neuronas y que parecen estar 
asociados a la enfermedad de Parkinson y a otras enfermedades neurológicas; el número de cuerpos de 
Lewy parece aumentar a medida que empeora la enfermedad. 
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Cuando, por causa desconocida, disminuye el número de neuronas 
dopaminérgicas de la sustancia negra, disminuye la concentración de DA, 
produciéndose un deterioro en el equilibrio de los distintos neurotransmisores y 
cuando esos niveles de DA disminuyen en un 70-80% aparecen los síntomas motores 
tan característicos de la EP: bradicinesia (lentitud en los movimientos voluntarios), 
acinesia (ausencia de movimiento), temblores y rigidez muscular 3,4.  
Relación entre la pérdida de neuronas dopaminérgicas, 
la edad y la aparición de los síntomas 
 
 La palabra demencia describe un grupo de síntomas causados por cambios en la 
función cerebral, viéndose disminuidas ciertas capacidades como el almacenamiento de 
la información y con una marcada pérdida de la memoria. 
 Las demencias son síndromes adquiridos que se manifiestan con signos y 
síntomas de deterioro persistente de las capacidades cognitivas. Alteran la capacidad 
funcional en el ámbito social, laboral y familiar provocando un deterioro y cambios en 
la personalidad del individuo. 
 Las causas que pueden provocarlas son variadas, algunas son reversibles y otras 
no. Los dos tipos de demencia más frecuentes son la demencia secundaria asociada a la 
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Enfermedad de Alzheimer (EA) y la demencia vascular o demencia multi-infarto, 
provocada por una falta de irrigación sanguínea en el cerebro. 
 La disminución normal de las capacidades mentales asociadas al envejecimiento 
consiste sobre todo en cambios leves en la memoria y en la velocidad de procesamiento 
de la información; estos cambios no son progresivos y habitualmente no afectan al 
funcionamiento diario de la persona. El envejecimiento normal se asocia con una 
disminución en la adquisición de nuevos conocimientos y también en la memoria de 
hechos recientes, sin embargo los recuerdos antiguos no se alteran5. 
 Hay que tener en cuenta que la EA no forma parte del envejecimiento normal, su 
prevalencia es inferior al 1% en pacientes entre 60-64 años y se incrementa de forma 
exponencial con la edad, llegando a una prevalencia entre 24-33% en mayores de 85 
años. 
 La EA es un trastorno neurológico progresivo, de origen desconocido, que 
provoca la muerte de las células nerviosas en el cerebro. A medida que la enfermedad 
progresa se deteriora la cognición y pueden surgir modificaciones de la personalidad y 
alteraciones conductuales. En su etapa avanzada, la EA conduce a la demencia y 
finalmente a la muerte. 
 La EA es, junto con otras enfermedades demenciales, la 4ª causa principal de 
muerte en España en personas mayores de 65 años. Tiene un gran impacto económico y 
social, convirtiendo esta patología en un problema de primer orden para familiares y 
cuidadores debido al estrés que genera el deterioro progresivo en las funciones físicas y 
mentales del enfermo6. 
 El origen de la EA es desconocido en un 90% de los pacientes, los cuales 
desarrollan la enfermedad entre los 35-55 años. El 10% restante es de origen hereditario 
y suele desarrollarse a partir de los 60 años. 
     Se ha podido comprobar que la disminución de la función colinérgica se correlaciona 
con el déficit cognitivo de los pacientes y que las neuronas colinérgicas, críticas para la 
memoria y el aprendizaje, muestran cambios degenerativos en la EA. Sin embargo, el 
proceso primario por el que se desarrolla la EA aún permanece desconocido. Por eso se 
piensa que los fármacos que mejoran esta función colinérgica, tanto agonistas 
colinérgicos como inhibidores de las enzimas que metabolizan este neurotransmisor, 
pueden interferir positivamente en la progresión de la EA y mejorar el estado cognitivo 
de los pacientes 7. 
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  La búsqueda y desarrollo de fármacos  eficaces para el tratamiento de estas 
enfermedades ha generado grandes expectativas, debido a la relevancia que tienen sobre 
la economía de los sistemas sanitarios y la tremenda carga y desgaste que sufren familia 
y cuidadores. Por ello, la industria farmacéutica se ha volcado sobre estas patologías en 
las últimas tres décadas, pero las dificultades de realizar ensayos sobre el SN provoca 
que los gastos y tiempos de investigación se disparen, limitando de forma considerable 
la rentabilidad de los procesos tradicionales en el desarrollo de nuevos medicamentos8. 
  Es en este apartado donde realiza sus aportaciones el diseño de fármacos, 
dedicando una parte del mismo al desarrollo de modelos matemáticos que permitan 
predecir propiedades de interés para una gran variedad de sistemas químicos incluyendo 
moléculas de bajo peso molecular, polímeros, biopolímeros, sistemas heterogéneos, 
formulaciones farmacéuticas, conglomerados de moléculas e iones, materiales, nano-
estructuras y otros.9 Este tipo de predicciones tienen como objetivo fundamental 
complementar y evolucionar las técnicas de carácter experimental tradicionales, 
fundamentalmente colaborando en la obtención de nuevas moléculas activas con mayor 
probabilidad de éxito, con la ventaja que de ello se deriva en términos de ahorro de 
tiempo, recursos materiales y también en el refinamiento y reducción en el uso de 
animales de laboratorio.10-12 
 En la actualidad existen miles de compuestos químicos, ya sea de origen natural 
o de síntesis, y en su amplia mayoría aún no se les ha encontrado aplicaciones 
farmacológicas, agroquímicas, industriales o de algún otro tipo. Esto es consecuencia 
directa de la gran diferencia que existe entre la velocidad con que los nuevos 
compuestos son obtenidos y caracterizados en la mesa de laboratorio y la realización de 
los ensayos experimentales que permitan evaluar su potencial terapéutico. 
Cuando estos productos pretenden ser destinados al consumo humano en aras de 
conseguir mejoras terapéuticas, los procesos aún sufren una ralentización adicional por 
la cantidad de trámites administrativos y burocráticos destinados a garantizar que los 
fármacos lleguen al consumo humano con todas las garantías necesarias para los 
pacientes. Por otra parte existen determinadas patologías en las cuales los ensayos de 
laboratorio son de una gran complejidad en sí mismos, como ocurre en el caso de los 
compuestos con potencial actividad antiviral, o bien los ensayos son muy costosos tanto 
en términos de recursos materiales, humanos y de tiempo, como ocurre con los 
compuestos con potencial actividad neuroprotectora dirigidos al tratamiento de 
diferentes enfermedades degenerativas como EA y EP. 
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 Este motivo ha obligado a la industria farmacéutica a cambiar sus estrategias de 
búsqueda enfocando sus esfuerzos hacia el desarrollo de métodos que racionalicen los 
sistemas de diseño y evaluación de nuevos fármacos ya en las primeras fases del 
descubrimiento de los mismos, produciéndose así una importante disminución del coste 
económico y temporal en el desarrollo de nuevos compuestos para su uso farmacéutico. 
Por ello, y en los últimos años, ha ido ganando una gran importancia el desarrollo de 
modelos capaces de predecir las rutas de descubrimiento con mayor probabilidad de 
éxito y que sirvan de guía al investigador en el desarrollo racional de fármacos con un 
importante ahorro de recursos. 
 En dicho sentido, los estudios QSAR (Quantitative Structure-Activity-
Relationships) son usados cada vez mas como herramientas para el descubrimiento 
molecular. Estos modelos QSAR pueden ser diseñados para que predigan la 
probabilidad de que un fármaco sea efectivo contra una enfermedad degenerativa 
determinada ya sea la enfermedad de Parkinson, Alzheimer o cualquier otra, actuando 
sobre una diana molecular específica. Para ello, primeramente deberán recopilarse de 
las bases de datos públicas los datos de actividad biológica de fármacos 
neuroprotectores con diana molecular conocida. Seguidamente, se calcularán 
determinados parámetros numéricos llamados Índices Topológicos (ITs) tanto de los 
fármacos como de sus dianas moleculares13 y posteriormente por análisis estadístico y/o 
Inteligencia Artificial (Redes Neuronales Artificiales) se buscarán los modelos QSAR. 
Dichos ITs describen únicamente la topología ó conectividad en fármacos y secuencias 
de sus dianas (proteínas y/o ADN/ARN) y, por ello, son versátiles y fáciles de usar. 
Además se pueden explorar grandes bases de datos con un importante ahorro de tiempo 
y recursos materiales14. 
 Estos modelos duales QSAR Bioinformáticos + Quimioinformáticos son de 
interés para los grupos de investigación dedicados a la Química Farmacéutica. Se 
pueden usar estos modelos para predecir la probabilidad de actuar como dianas de 
fármacos a nuevas proteínas y/o ADN/ARN que se aíslen y que actúen dentro del 
desarrollo de las enfermedades demenciales, así como otras ya conocidas pero con 
función desconocida como diana de fármacos. 
 En esta memoria presentamos de manera conjunta la revisión de modelos 
previos y trabajos específicos novedosos, en los que se han introducido nuevos índices 
numéricos utilizados para describir tanto la estructura molecular de fármacos como la 
estructura macromolecular de sus dianas o receptores (proteínas y/o ADN/ARN). Con 
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estos ITs hemos sido capaces de desarrollar nuevos modelos multiQSAR de gran interés 
por su doble función en la predicción de fármacos y sus dianas moleculares. Estos 
trabajos permitirán la introducción de nuevos conceptos teóricos y la evolución hacia 
modelos con posibles aplicaciones en la búsqueda de nuevos fármacos neuroprotectores 
útiles en el tratamiento de las enfermedades de Parkinson y Alzheimer  y/o nuevas 
dianas moleculares para estos fármacos. Este tipo de investigación abarca un área 
general-básica en la que interactúan la Bioinformática y la Quimioinformática.  
 
1.1 Metodología QSAR 
 
     Esta metodología se basa en el uso de cálculos por ordenador y en las nuevas 
tecnologías de la informática las cuales pueden ser usadas tanto para pequeñas 
moléculas como para macromoléculas. 
Para moléculas pequeñas: 
1. Estudios de relación cuantitativa estructura molecular-actividad farmacológica 
(QSAR) y de estructura molecular-propiedades toxicológicas y eco-toxicológicas 
incluyendo mutagenicidad y carcinogénesis (QSTR). 
2. Predicción de propiedades químicas y fisicoquímicas de moléculas. Estudios de 
relación estructura molecular y propiedades de absorción, distribución, metabolismo y 
eliminación (ADME). 
3. Predicción de mecanismos de acción biológica de moléculas y evaluación in silico 
de alta eficacia para grandes bases de datos (virtual HTS). 
  Para macromoléculas: 
4. Estudios de interacción fármaco-receptor (neuronas). 
5. Bioinformática aplicada a estudios de relación secuencia-función y propiedades 
estructurales de ácidos nucleicos y proteínas. 
6. Búsqueda de nuevas dianas terapéuticas y “sitio activo” a partir de datos de 
Genómica y/o Proteómica. 
7. Búsqueda de biomarcadores para diagnóstico de enfermedades o como indicadores 
de contaminación. 
8. Predicción de propiedades fisicoquímicas de polímeros sintéticos, biopolímeros, 
materiales y nano-estructuras. 
9. Predicción, diseño y optimización de enzimas mutadas para procesos 
biotecnológicos.  
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1.2. Desarrollo de la Metodología (Pasos a seguir) 
 
 Entre las técnicas de regresión usadas, son de destacar las técnicas lineales 
debido a su sencillez. En ellas se intenta modelar la actividad biológica como una 
función lineal multivariada de los descriptores moleculares. Por otra parte, en etapas 
tempranas del descubrimiento molecular así como del estudio del mecanismo de 
acción de los fármacos, es suficiente tener una respuesta acerca de la probabilidad con 
que un fármaco tendrá la actividad o mecanismo bajo estudio, sin predecir el valor 
exacto. Particularmente, en este trabajo se utilizará el Análisis Discriminante Lineal 
(LDA) ya que posee la cualidad de ser simple permitiendo la clasificación de objetos 
en grupos predeterminados basándose en múltiples rasgos. En nuestro caso los objetos 
serán moléculas y los grupos el grado de actividad o un mecanismo de acción 
determinado. La estrategia general de trabajo en QSAR con LDA se puede dividir en 
una serie de pasos que son ilustrados gráficamente en la Figura 113, 14: 
 
1. Recopilación de una serie de datos aleatoria, representativa y estratificada 
de moléculas con la actividad deseada y un grupo control que no posee la 
actividad bajo estudio. 
2. Selección de los descriptores moleculares a utilizar. 
3. Cálculo, mediante un programa computacional, de los descriptores 
moleculares seleccionados. 
4. Utilización de los descriptores calculados a las moléculas recopiladas (serie 
de entrenamiento) para determinar modelos QSAR en un programa de 
cálculo estadístico. 
5. Validación de los modelos QSAR contrastando la actividad predicha a las 
moléculas recopiladas (serie de predicción) con su actividad experimental. 
6. Uso de los modelos encontrados para predecir la actividad a moléculas no 
ensayadas con anterioridad.  
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2. Los Descriptores Moleculares 
 
 
   
 El número de moléculas que puede ser obtenido por síntesis orgánica es tan 
elevado que la probabilidad de seleccionar al azar una molécula que presente la 
actividad biológica deseada es prácticamente nula. Como consecuencia, ha surgido un 
gran interés en los métodos teóricos que relacionan la estructura molecular con la 
actividad biológica, entre ellos especialmente el QSAR. Uno de los pilares para el 
desarrollo del QSAR lo constituye el proceso de codificar la estructura química 
mediante descriptores moleculares.15 Más estrictamente, un descriptor molecular es el 
resultado final de una lógica y de un procedimiento matemático que transforma la 
información química codificada dentro de una representación simbólica de una 
molécula en un número útil o el resultado de algún experimento estandarizado. Estas 
variables pueden ser teóricas o experimentales, pueden describir a la molécula como un 
todo (descriptores globales) o solo representar un fragmento presente en ella 
(descriptores fragmentos). Se han definido en la actualidad más de 4000 descriptores 
moleculares diferentes, véase por ejemplo el programa de cálculo DRAGON y el 
HANDBOOK de descriptores moleculares recopilados por sus autores (Figura 2).16  
En la actualidad y en relación con la constante definición de nuevos índices 
estructurales o descriptores moleculares no se detecta la “explosión” vista en pasados 
años, observándose cierta tendencia a una aplicación más diversificada e intensiva de 
los mismos. No obstante, el enorme número de propiedades a estudiar condiciona la 
continua introducción de nuevos índices basados en otros métodos, con la intención de 
que los químico-farmacéuticos posean un “arsenal” de descriptores moleculares lo más 
completo posible. 
Este contexto ha propiciado que algunos investigadores se hayan dado a la tarea de 
crear fórmulas matemáticas de los descriptores moleculares que ofrezcan un cuadro 
unificado de los mismos, para facilitar su sistematización y estudio.17-19. Estas fórmulas 
pueden, además, indicar la dirección de búsqueda para nuevos descriptores moleculares. 
En este trabajo se han usado dos programas bien conocidos para el cálculo de 
descriptores moleculares: el software MARCH INSIDE (MI) y el DRAGON. 
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Figura 2. Interface del programa DRAGON que calcula más de 4000 descriptores moleculares 
agrupados en 18 familias diferentes. 
 
 
2.1. Descriptores del DRAGON 
 
 El programa DRAGON ofrece la posibilidad de calcular un gran número de 
descriptores moleculares agrupados en diferentes familias. A su vez, la lista de 
descriptores proporcionados puede ser organizada como cerodimensionales (0D), 
unidimensionales (1D), bidimensionales (2D) y tridimensionales (3D). En nuestro caso 
y con el objetivo de simplificar la descripción utilizaremos esta última clasificación.20 
Los descriptores calculados en este trabajo son obtenidos con la aplicación de este 
programa y son cantidades teórico-definidas no habiendo utilizado en ningún caso 
descriptores experimentales. 
Descriptores 0D: describen solamente la constitución de la molécula, pero no aportan 
información concerniente a la conformación ni al tipo de conectividad presente. Los 
más simples son, entre otros, el número de átomos de un determinado tipo, el número de 
enlaces y el peso molecular. 
Descriptores 1D: describen fragmentos de las moléculas formados por el agrupamiento 
de sus átomos constituyentes. 
Descriptores 2D: utilizan una función de auto-correlación bidimensional que contiene la 
topología del grafo y, además, representa la distribución de una propiedad atómica 
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determinada en la molécula. La propiedad atómica con la que se pesa/pondera el 
descriptor considera los átomos presentes en la molécula a través de la 
electronegatividad, la masa atómica, la polarizabilidad atómica, el estado 
electrotopológico o el volumen de Van der Waals, con lo cual se pueden seleccionar 
aquellos átomos que proporcionen mayor peso a la variable considerara. Estos 
descriptores tienen en cuenta las interacciones inter/intramoleculares. 
Descriptores 3D: esta clase tiene en cuenta los aspectos conformacionales de la 
estructura molecular, considerando de esta manera las propiedades estereoquímicas de 
las moléculas. Para su cálculo se utilizan estructuras moleculares previamente 
optimizadas con métodos convenientes, tales como el Método de campos de fuerza de la 
mecánica molecular MM+, en combinación con métodos derivados de la Mecánica 
cuántica, sean ab initio o Métodos de la teoría semiempírica de orbitales moleculares. 
Entre estos descriptores citamos las cargas atómicas, la energía del orbital molecular 
más alto ocupado y la energía del orbital molecular más bajo desocupado, entre otros. 
Un descriptor debe cumplir con un conjunto de características tales como: 
i. Fácil cálculo. 
ii. Invarianza respecto de la traslación y la rotación. 
iii. Invarianza respecto a la numeración de los átomos. 
iv. Buena correlación con la propiedad estudiada. 
v. Bajo grado de correlación con otros descriptores. 
 
2.2. Descripción del método MARCH-INSIDE. 
 
 Cadenas de Markov (CM) es el nombre de una teoría o tipo de modelo 
matemático definido por Markov.21 En nuestro trabajo hemos utilizado especialmente el 
método MARCH-INSIDE (del inglés: Markov Chain Invariants for Network Simulation 
and Design), el cual emplea las CM para calcular descriptores moleculares mediante 
una aproximación sencilla a fenómenos tales como 22-27: 
i. distribución de electrones de valencia alrededor de los átomos de una molécula. 
ii. propagación de una vibración en una cadena de RNA. 
iii. propagación de interacciones electrostáticas superficiales en una proteína viral o 
en la estructura plegada 3D de una enzima. 
iv. paso átomo por átomo de un fármaco desde el plasma a un tejido.  
v.interacción paso por paso de un fármaco con su receptor.   
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 La predicción rápida y precisa de las interacciones entre los fármacos y proteínas 
es una pieza clave en la combinación de la bioinformática y la investigación del 
proteoma hacia el descubrimiento de fármacos. Por lo tanto, hay un fuerte incentivo 
para desarrollar nuevos métodos capaces de detectar estas posibles interacciones 
fármaco-proteína de manera eficiente.28 En este sentido, los gráficos y la teoría de redes 
complejas pueden jugar un papel importante en las diferentes etapas del proceso de 
modelado con diferentes grados de organización de la materia.29-36  
 
3.1.  Etapas de los estudios Interacción Fármaco-Proteína. 
 
 En una primera etapa, podemos utilizar los gráficos moleculares no sólo para 
representar y calcular los parámetros estructurales de los fármacos, los ITs, sino también 
para estimar los parámetros físico-químicos sobre la base de un método gráfico.37  
En un nivel superior, podemos utilizar los gráficos para representar la estructura 
de los fármacos-proteínas y calcular los ITs característicos y/o los parámetros físico-
químicos de la estructura de las proteínas o las redes de interacciones entre proteínas, 
véase por ejemplo las obras de Giuliani,38-44 o las revisiones publicadas en los últimos 
años.45 A continuación, se pueden utilizar los ITs y/o los parámetros físico-químicos 
como entradas para la búsqueda de clasificadores lineales o no lineales capaces de 
predecir la red -como las estructuras moleculares que presentan o no una propiedad de 
interés, ver por ejemplo las obras de Caballero y Fernández et al.46-49con aplicaciones 
tanto al campo de los medicamentos y las proteínas o las obras de Zbilut et al.50,51 
En particular, utilizando los parámetros del fármaco y de la proteína se puede 
discriminar entre pares fármaco-proteína con alta afinidad (DTPs) y pares fármaco-
proteína con nula afinidad (nDTPs). El método QSAR puede convertirse en una 
herramienta muy útil en este contexto para reducir sustancialmente el tiempo y los 
recursos que consumen los experimentos. 
En una última etapa, la predicción de todos los posibles DTPs/nDTPs de la base 
de datos forman la red compleja de fármacos y proteínas. Por ejemplo, Yildirim y Goh 
et al.52 han construido un grafo bipartito compuesto por la base de datos de la FDA, en 
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la que están recogidos los fármacos aprobados, y las proteínas unidas por asociaciones 
binarias. En la red resultante se conectan la mayoría de los fármacos altamente 
interrelacionados en un componente gigante, con una fuerte agrupación local de 
fármacos de “tipo similar” de acuerdo con la clasificación de fármacos de tipo Químico-
Anatómico-Terapéutica. 
El análisis topológico de esta red desde el punto de vista cuantitativo mostró un 
exceso de "seguimiento de los fármacos", es decir, un exceso de fármacos que se dirigen 
ya hacía las proteínas específicas. 
En esta tesis, presentamos por primera vez dos metodologías nuevas de tipo 2D 
MI-DRAGON y 3D MI-DRAGON, dos nuevos modelos de interacción fármaco-
proteína basados en dos tipos diferentes de software ya conocidos. Utilizamos el 
software MI para el cálculo de parámetros estructurales en 3D para las proteínas y el 
software DRAGON para los parámetros de tipo 2D (2D MI-DRAGON) y 3D (3D MI-
DRAGON) de todas las proteínas encontradas en el Banco de Drogas (FDA).53-56  
Estos modelos ofrecen una buena oportunidad para calcular todas las posibles 
interacciones fármaco-receptor de un fármaco dado y, además, nos permiten volver a 
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 En esta sección incluimos 3 trabajos de revisión bibliográfica sobre los 
antecedentes publicados en la literatura relacionados con los temas objeto de esta tesis. 
En todos los trabajos revisamos los estudios QSAR con parámetros conceptuales que 
utilizan análisis de regresión ó LDA, incluyendo estudios teóricos para comprender los 
requisitos estructurales esenciales para la unión con el receptor. En estas publicaciones 
de revisión también discutimos modelos 3D y 4D QSAR, CoMFA o CoMSIA con 
diferentes compuestos. Los estudios realizados se centran en 3 tipos de dianas diferentes 
con acciones de importancia en el campo de la química médica. 
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4.1 Revisión de estudios QSAR y bioinformáticos sobre inhibidores de β-secretasa  
Francisco Javier Prado Prado, Manuel Escobar, Xerardo García Mera. 
Current Bioinformatics, 2011, 6 (1), 3-15 
 
 El principal factor de riesgo de la enfermedad de Alzheimer (EA) es la edad, 
afectando a más de la tercera parte de la población mayor de 85 años. Aunque el origen 
de la EA todavía permanece sin resolver, se ha podido observar en determinado tipo de 
pacientes, con antecedentes familiares y que desarrollan la enfermedad de un modo 
temprano, la presencia de proteína precursora de amiloide (APP) en el péptido amiloide 
β. Esta hipótesis amiloide ha llevado a la realización de números estudios para definir la 
actividad de la β-secretasa, un enzima con gran relevancia en la EA. Inhibir la acción de 
dicho enzima es un importante problema cuando se manejan fármacos no derivados de 
proteínas, por el hecho de que han de atravesar la barrera hematoencefálica. En este 
sentido, la metodología QSAR podría desempeñar un papel importante en el estudio de 
estos inhibidores de la β-secretasa. Los modelos QSAR son necesarios para guiar la 
síntesis de β-secretasa. En el presente trabajo, en primer lugar se revisaron dos 
servidores como ChEMBL o Protein data bank (PDB) para obtener bases de datos de 
inhibidores de β-secretasa. A continuación, repasamos trabajos anteriores basados en 
2D-QSAR, 3D-QSAR, CoMFA, CoMSIA y técnicas Docking, que estudiaron  
diferentes compuestos para encontrar  los sitios estructurales. Por último, hemos llevado 
a cabo nuevos estudios QSAR usando métodos de ANNs y el software ModesLab con 
el fin de comprender los requisitos y sitios estructurales para la unión de los inhibidores 
con el enzima β-secretasa. 
 Los estudios teóricos como los modelos QSAR se han convertido en una 
herramienta muy útil en este contexto para reducir sustancialmente el tiempo y los 
recursos que consumen los experimentos. Las funciones de la β-secretasa y su 
implicación en la enfermedad de Alzheimer han dado lugar a una búsqueda activa de 
potentes y selectivos inhibidores enzimáticos. En este trabajo se puede ver que el 
desarrollo de nuevos modelos teóricos y QSAR para estudiar este tipo de moléculas  es 
una alternativa diferente a los presentados hasta el momento; la mayoría de estos 
trabajos presentan estudios de acoplamiento o Docking. Es en este punto donde el 
QSAR puede desempeñar un papel importante en el estudio de estos inhibidores de la β-
secretasa ya que se puede utilizar como herramienta de predicción para el desarrollo de 
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nuevas moléculas. Por último, hemos desarrollado un nuevo modelo de ANN LNN 
utilizando los descriptores del software ModesLab, basado en una gran base de datos 
con cerca de 10.000 medicamentos diferentes obtenidos desde el servidor ChEMBL. 
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4.2. Revisión de síntesis, ensayos biológicos y estudios teóricos de inhibidores de la 
β-secretasa. 
Helena Niño, José Enrique Rodríguez Borges, Xerardo García-Mera y Francisco Javier 
Prado Prado. 
Current Computer Aided Drug Design, 2011, 7 (4), 263-275. 
 
 La enfermedad de Alzheimer (EA) es una patología muy compleja, pero con una 
serie de signos bien caracterizados como la presencia de  placas amiloides, lesiones 
neuropatológicas presentes en el cerebro de pacientes con EA compuestas de péptido β-
amiloide. De hecho, una gran cantidad de evidencias sugieren que este péptido es 
decisivo en la fisiopatología de la EA y es probable que desempeñe un papel en los 
comienzos de este trastorno neurodegenerativo que a día de hoy todavía permanece 
como incurable. La enzima BACE-1 es esencial para la generación de β-amiloide. Hoy 
se sabe que la BACE-1 de ratones knock-out no produce β-amiloide y estos ratones 
permanecen libres de patologías asociadas a la enfermedad de Alzheimer, incluyendo la 
pérdida neuronal y ciertos déficits de memoria. El hecho de que BACE-1 inicia la 
formación de β-amiloide, y la observación de que los niveles de BACE-1 son elevados 
en la enfermedad son motivos directos y convincentes para desarrollar terapias dirigidas 
a la inhibición de BACE-1, reduciendo así la concentración de péptido y sus toxicidades 
asociadas. Los modelos QSAR pueden servir para guiar la síntesis de este enzima. 
En este trabajo de revisión nos hemos planteado como objetivo revisar el diseño, 
síntesis y estudios computacionales diferentes para una serie muy amplia y heterogénea 
de inhibidores de la β-secretasa. Para ello y en primer lugar realizamos la revisión del 
diseño, síntesis y análisis biológicos de inhibidores de esta enzima. A continuación, 
revisamos modelos 2D QSAR, 3D QSAR , CoMFA, CoMSIA y Docking con diferentes 
compuestos para averiguar los requisitos estructurales de los mismos y finalmente 
hemos revisado los estudios QSAR realizados utilizando el método de LDA con el fin 
de comprender las exigencias estructurales esenciales para la unión al receptor de los 
diferentes inhibidores de la β-secretasa. 
En esta publicación hemos desarrollado un nuevo modelo LDA utilizando descriptores 
de ModesLab, calculados sobre una base  de datos de 15.000 fármacos diferentes 
obtenida del servidor ChemBL.  
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4.3. Revisión de estudios teóricos y bioinformáticos de inhibidores de la 
acetilcolinesterasa. 
Manuel Escobar, Franco Fernández, Xerardo García Mera y Francisco Javier Prado 
Prado 
Current Bioinformatics, 2012, in press. 
 
 La enfermedad de Alzheimer (EA) es la enfermedad del siglo XXI, y no sólo es 
compleja y difícil de tratar sino que hasta ahora es incurable. Tampoco sabemos con 
certeza que podemos hacer para prevenirla. Es por ello que los tratamientos actuales se 
centran en múltiples aspectos incluyendo la ayuda a las personas a mantener la función 
mental, los síntomas conductuales y frenar, retrasar o prevenir la enfermedad. En la 
actualidad existen cuatro medicamentos aprobados por los EE.UU, Food and Drug 
Administration (FDA) para el tratamiento de la EA, donepezilo, rivastigmina y 
galantamina se usan para el tratamiento del Alzheimer en fases de leve a moderada y la 
memantina se utiliza para tratar los niveles moderado a severo. Estos medicamentos 
actúan regulando los neurotransmisores (las sustancias químicas que transmiten 
mensajes entre las neuronas). El tratamiento de la EA por los precursores de acetilcolina 
y los agonistas colinérgicos se ha mostrado ineficaz e incluso ha originados graves 
efectos secundarios. La hidrólisis de la ACh por la AChE causa la terminación de la 
neurotransmisión colinérgica. Por lo tanto, los compuestos que inhiban 
significativamente la AChE podrían aumentar los niveles de ACh y paliar la EA. Sin 
embargo, estos medicamentos no cambian el proceso de la enfermedad y pueden ayudar 
unos pocos meses o incluso unos pocos años. 
En este sentido, la metodología QSAR podría desempeñar un papel importante en el 
estudio de estos inhibidores de la acetilcolinesterasa (ACE). Los modelos QSAR 
pueden contribuir a guiar la síntesis de la AChE. En este trabajo hemos revisado 
diferentes estudios de bioinformática y estudios teóricos de inhibidores de la AChE, 
estudios de diseño y cálculo de una serie muy grande y heterogénea de los inhibidores 
de este enzima. En primer lugar, revisamos los métodos 2D QSAR, 3D QSAR, 
CoMFA, CoMSIA y de docking con diferentes compuestos para averiguar los requisitos 
estructurales. A continuación, revisamos los estudios QSAR utilizando el método de 
LDA con el fin de comprender las exigencias estructurales esenciales para la unión con 
el receptor de dichos inhibidores de la AChE, utilizando descriptores de ModesLab de 
una base de datos de 10.000 fármacos diferentes del servidor ChemBL.   
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5.1. Objetivos Generales: 
 
 
I. Desarrollar nuevos modelos QSAR aplicables a la predicción de la actividad 
biológica de compuestos contra una única diana o múltiples dianas, modelos 
QSAR multi-target (mt-QSAR), de interés en química farmacéutica, 
microbiología, y parasitología. 
II. Desarrollar nuevas metodologías haciendo uso de varios programas de cálculo 
de descriptores moleculares para la construcción de Redes Complejas de 




5.2. Objetivos  específicos:  
 
 
I. Desarrollar modelos QSAR para la predicción de inhibidores de la β-secretasa. 
II. Desarrollar modelos QSAR para la predicción de inhibidores de la 
acetilcolinestarasa. 
III. Desarrollar modelos mt-QSAR para la predicción de inhibidores de la 
acetilcolinestarasa. 
IV. Desarrollar nuevas metodologías para generar nuevos modelos que permitan 
estudiar las interacciones fármaco-proteína. 
V. Desarrollar una metodología QSAR/QSPR usando nuevos índices topológicos 
para construir redes de interacción fármaco-proteína. 
VI. Desarrollar un nuevo método para cuantificar numéricamente la calidad de las 
conexiones entre vértices basándose en los índices Markov para redes fármaco-
proteína. 
- 36 - 
 
  







 En este punto se presentarán todos los resultados obtenidos en forma de 
artículos de investigación ya publicados por el autor. Los 4 artículos presentados 
están agrupados de acuerdo al objetivo específico que cumplimentan. Para cada 
artículo se presenta una breve sección explicativa en Español de su importancia y 
los resultados alcanzados. En el apartado “9. Anexos (Publicaciones)” de esta 








6. Resultados y Discusión 
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6.1. 2D MI-DRAGON: un nuevo modelo para estudiar las interacciones proteína-
ligando y el estudio teórico-experimental de la red fármaco-proteína obtenida de la 
base de datos de la FDA de EE.UU., estudio de oxoisoaporfinas como inhibidores 
de la MAO-A y proteínas de parásitos en humanos. 
Francisco Prado-Prado, Xerardo García-Mera, Manuel Escobar, Eduardo Sobarzo-
Sánchez, Matilde Yañez, Pablo Riera-Fernández and Humberto González-Díaz. 
European Journal of Medicinal Chemistry, 2011, 46 (12), 5838-5851. 
 
 Hay muchos posibles pares de fármacos-proteínas que pueden tener lugar o no 
(DTP/nDTPs) entre las drogas con alta afinidad/no afinidad con proteínas diferentes. 
Por este motivo resulta costoso en términos de tiempo y recursos, por ejemplo, la 
determinación de todas las posibles interacciones entre ligandos de proteínas para un 
solo medicamento. En este aspecto, podemos utilizar el QSAR para llevar a cabo la 
predicción de DTP. Desafortunadamente, casi todos los modelos QSAR predicen la 
actividad contra un solo objetivo, proteína o diana. Para solucionar este problema se 
puede desarrollar un multi-target QSAR (mt-QSAR). En este trabajo, presentamos la 
técnica 2D MI-DRAGON un nuevo predictor de DTP basado en dos programas de 
software diferentes conocidos. Utilizamos el software MI para el cálculo de parámetros 
estructurales en 3D para las proteínas y el software DRAGON, uno de los más 
completos y basado en cálculos con más de 1600 parámetros, para calcular dichos 
descriptores moleculares en 2D mostrando todos los fármacos que tienen interacción 
conocida con proteínas  presentes en la base de datos de la FDA. Un modo de 
desarrollar este tipo de ensayos en mt-QSAR consiste en incorporar en las ecuaciones 
QSAR parámetros de la estructura de las dianas (proteínas, DNA, RNA, etc..) añadidos 
a los parámetros estructurales de los fármacos presentes en el clásico QSAR. Ambas 
clases de parámetros fueron utilizados como inputs en diferentes algoritmos de redes 
neuronales artificiales para buscar un modelo no lineal mt-QSAR muy preciso. El mejor 
modelo ANN encontrado es un perceptrón multicapa (MLP) cuyo perfil es MLP 21:21-
31-1:1, el cual clasifica correctamente 303 de 339 DTP (sensibilidad = 89,38%) y 480 
de 510 nDTPs (especificidad = 94,12%), que corresponde al promedio de la serie de 
entrenamiento = 92,23%. La validación del modelo se llevó a cabo por medio de una 
serie externa de predicción con una sensibilidad = 92,18% (625/678 DTP) y con una 
especificidad = 90,12% (730/780 nDTPs) y un promedio = 91,06%. 
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El modelo 2D MI-DRAGON ofrece una buena oportunidad para calcular de 
forma rápida todos los DTP posibles de un fármaco lo que nos permite reconstruir 
grandes redes complejas de DTP. Por ejemplo, hemos reconstruido con la base de datos  
de la FDA una red compleja con 855 nodos de 519 medicamentos + 336 objetivos. 
Hemos predicho una red compleja con topología similar (valores observados y previstos 
de media distancia es igual a 6,7 frente a 6,6. Esta red compleja puede ser utilizada para 
explorar grandes bases de datos de DTP con el fin de descubrir los nuevos 
medicamentos y / o proteínas. 
Finalmente, se ilustra con un estudio teórico-experimental el uso práctico del 
modelo 2D MI-DRAGON. En este trabajo se realiza la predicción, síntesis y evaluación 
farmacológica de 10 oxoisoaporfiinas diferentes con actividad inhibitoria de la MAO-A. 
El compuesto más activo OXO5 presentó una IC50 = 0,83 μM, notablemente mejor que 
la clorgilina que se tomó como fármaco control. 
Es posible buscar excelentes predictores de DTP utilizando como entrada 
parámetros estructurales de los fármacos y proteínas calculados con diferentes 
programas y en combinación con modelos ANN. El modelo 2D MI-DRAGON, basado 
en los parámetros estructurales de los fármacos calculada con el DRAGON y los 
parámetros de proteínas calculado con el MI, predice correctamente los DTPs de 500 
fármacos diferentes aprobados por la FDA con una precisión mayor del 90%. 
El modelo 2D MI-DRAGON también es útil para construir y desarrollar nuevas 
redes complejas computacionalmente construidas, las cuales ofrecen una alternativa 
para descubrir nuevos medicamentos y proteínas y explorar la selectividad y la 
toxicidad de los fármacos. 
En este trabajo estas conclusiones se ejemplifican a través del estudio 
experimental y teórico de las nuevas isoaporfinas que presentan actividad inhibitoria de 
la MAO-A.  
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6.2. 3D MI-DRAGON: nuevo modelo para la reconstrucción de la red fármaco-   
proteína de la base de datos de la FDA y estudios teóricos experimentales de los 
derivados de la rasagilina como inhibidores de la acetilcolinesterasa. 
Francisco Prado-Prado, Xerardo García-Mera, Manuel Escobar, Nerea Alonso, Olga 
Caamaño,1 Matilde Yañez and Humberto González-Díaz. 
European Journal of Organic Chemistry, 2012. Submitted 
 
Las enfermedades neurodegenerativas se han incrementado de manera notable en 
los últimos años. Muchos de los fármacos que se utilizan en el tratamiento de dichas 
enfermedades presentan características específicas estructurales en 3D. Una proteína 
importante en este sentido es la acetilcolinesterasa, que es la diana de muchos fármacos 
usados en la Enfermedad de Alzheimer. En consecuencia, la predicción de las 
interacciones fármaco-proteína (DTP/nDTPs) entre nuevos fármacos candidatos con 
estructura 3D específica y proteínas adquiere gran relevancia. Por ello, podemos utilizar 
técnicas mt-QSAR para realizar la predicción de DTPs. Desafortunadamente, muchos 
de los modelos QSAR previamente desarrollados para predecir DTPs toman en 
consideración únicamente la información estructural 2D y codifican la actividad frente a 
una sola diana o proteína. Para contribuir a la resolución de este problema, hemos 
desarrollado un modelo 3D multi-target QSAR (3D mt-QSAR). En este trabajo, se 
introduce la técnica de 3D MI-DRAGON un nuevo modelo que predice los DTPs 
basándose en la utilización de dos clases de software conocidos. Así utilizamos el 
software MI y DRAGON 3D para el cálculo de los parámetros estructurales de los 
fármacos y las proteínas, respectivamente. Ambas clases de parámetros 3D se utilizan 
como materia prima para entrenar la ANN, utilizando los datos como referencia para 
construir la red compleja formada por todos los DTPs encontrados como fármacos-
proteínas que han sido aprobadas por la FDA. El conjunto de datos se ha descargado del 
Drug Bank. El  mejor modelo 3D mt-QSAR encontrado es un ANN de tipo Multi-Layer 
Perceptron (MLP) con el perfil MLP 37:37-24-1:1, el cual clasifica correctamente 274 
de 321 DTP (sensibilidad = 85,35%) y 1041 de 1190 nDTPs (especificidad = 87,48%), 
que corresponde al promedio = 87,03%. La validación del modelo se ha llevado a cabo 
con una serie de predicción externa con sensibilidad = 84,16% (542/644 DTP). 
Especificidad = 87,51% (2039/2330 nDTPs) y Promedio = 86,78%. Las nuevas redes 
complejas de los DTPs han sido reconstruidas a partir de la base de datos de la FDA y 
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pueden ser utilizadas para explorar grandes bases de datos de DTPs con el fin de 
descubrir nuevos fármacos y/o proteínas. 
Se llevó a cabo un estudio teórico-experimental que ilustra el uso práctico del 
modelo 3D MI-DRAGON. En primer lugar, describimos la predicción y evaluación 
farmacológica de una nueva serie de 22 derivados de rasagilina con potencial actividad 
inhibitoria de acetilcolinesterasa. 
El modelo 3D MI-DRAGON está basado en los parámetros estructurales de los 
fármacos calculados con el DRAGON y los parámetros de proteínas calculado con el 
MI. Es posible buscar excelentes modelos que predigan DTPs utilizando como entrada 
parámetros  estructurales de los fármacos y proteínas calculados con diferentes 
programas y en combinación con modelos de ANN diferentes. La combinación de MI y 
de DRAGON genera una ANN  que hace posible lograr un método mt-QSAR que 
permite predecir con un porcentaje de clasificación superior al 85% la probabilidad de 
que los fármacos se unan a más de 500 proteínas conocidas o dianas terapéuticas ya 
publicadas y aprobadas por la FDA. 
El modelo 3D MI-DRAGON también es útil para montar redes complejas de 
DTPs desarrolladas computacionalmente, las cuales son una alternativa para descubrir 
nuevos medicamentos o nuevas dianas terapéuticas, y explorar una mayor  selectividad 
de los fármacos cara a esas dianas. 
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6.3. Nuevos modelos Markov-Entropía de Shannon para evaluar la calidad de la 
conectividad en redes complejas: De las redes moleculares a las rutas metabólicas, 
redes parásito-hospedador, redes neurales, redes industriales y redes sociales-
jurídicas. 
P. Riera-Fernández, C. R. Munteanu, M. Escobar, F. Prado-Prado, R. Martín-Romalde, 
D. Pereira, K. Villalba, A. Duardo-Sánchez and H. González-Díaz. 
Journal of Theoretical Biology, 2012, 293, 174-188. 
 
 Existen muchos métodos teóricos y experimentales para determinar las 
conexiones entre vértices a la hora de construir  redes complejas. Lamentablemente, la 
reevaluación de la red entera mediante métodos experimentales es cara en términos de 
tiempo y recursos. Por tanto, resulta muy interesante desarrollar métodos 
computacionales que permitan evaluar la calidad de las conexiones (la probabilidad de 
que la conexión sea cierta o no) a posteriori de la construcción de la red. En este trabajo 
se desarrolla un nuevo método para cuantificar numéricamente la calidad de las 
conexiones entre vértices basándose en los índices de Markov – Entropía de Shannon de 
orden k (θk) para los nodos de la red. 
El método puede resumirse como sigue: 
a) Se calculan los valores θk para cada uno de los nodos de una red ya construida. 
b) Se usa un análisis lineal discriminante para buscar una ecuación que discrimine 
entre pares conectados (observados experimentalmente) y pares no conectados. 
c) El nuevo modelo se valida mediante una serie de datos externa. 
d) La ecuación obtenida se usa para reevaluar la conectividad de la red, conectando 
o desconectando nodos en función de los valores obtenidos. 
Los modelos obtenidos usados para evaluar distintos tipos de redes produjeron los 
siguientes resultados con un porcentaje de precisión media mayor al 72%. 
 Se desarrolló un modelo para evaluar la calidad de las conexiones en la red de 
fármacos-receptor construida a partir de una lista de fármacos aprobados por la FDA. 
En este último caso los valores de θk fueron calculados para tres tipos de redes 
moleculares que representan distintos tipos de organización: red de la estructura de los 
fármacos (conexiones átomo-átomo), redes de la estructura de los receptores proteicos 
(conexiones entre aminoácidos) y red fármaco-receptor (conexiones entre los fármacos 
y sus receptores proteicos). La precisión media de este modelo fue de 76,3 %.  
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6.4. De los modelos QSAR de fármacos a redes complejas: Revisión del estado del 
arte e introducción de nuevos índices de Markov-Momentos espectrales. 
P. Riera-Fernández, R.  Martín-Romalde, F. Prado-Prado, M. Escobar, C. R. Munteanu, 
R. Concu, A. Duardo-Sánchez and H. González-Díaz. 
Current Topics in Medicinal Chemistry, 2012, 12 (8), 927-960. 
 
 Las aplicaciones de los modelos QSAR/QSPR se han restringido 
tradicionalmente al estudio de pequeñas moléculas. Por otra parte, el estudio de 
moléculas de gran tamaño (como el DNA o proteínas) y de otros sistemas complejos ha 
llevado a la construcción de redes complejas de gran tamaño. Una interesante pregunta a 
responder es si el uso de los índices topológicos (números que codifican la información 
estructural del grafo molecular) puede extenderse a grafos de gran tamaño que 
representan sistemas tan diversos como redes fármaco-receptor, redes parásito-
hospedador, redes de propagación de enfermedades, redes metabólicas, redes cerebrales 
o redes sociales-jurídicas y si se pueden construir modelos QSAR/QSPR basados en 
dichos índices para predecir la conectividad de las redes. En el presente trabajo se 
realiza una revisión de algunas de las bases de datos, software, modelos QSAR/QSPR y 
redes complejas relacionadas con estudios de fármacos o sus receptores (proteínas, 
parásitos…). Además, se revisan índices topológicos que han sido utilizados para 
describir la estructura de fármacos o de redes complejas de gran tamaño y se define un 
nuevo tipo de índices topológicos basados en el uso de cadenas de Markov, los 
momentos espectrales estocásticos. Por último, se desarrollan modelos QSAR/QSPR 
para diferentes clases de redes usando estos últimos índices topológicos. El porcentaje 
de buena clasificación de los modelos obtenidos para las distintas redes estudiadas son: 
red fármaco-receptor (77,8 %), redes parásito-hospedador (88,7 %), red de propagación 
de la fasciolosis (90,6 %),  red del metabolismo de Caenorhabditis elegans (96,3 %), 
red del cerebro de macaco (94,8 %) y red de las leyes financieras españolas (90,4 %). 
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7.1. Conclusión general: 
 
 Exponemos las conclusiones específicas, en correspondencia con los objetivos 
trazados, diferenciadas en dos grupos, en función de la naturaleza de los estudios 
realizados: 1) estudios QSAR/mt-QSAR de inhibidores de enzimas, y 2) estudio mt-
QSAR y desarrollo de nuevas redes complejas de interacciones fármaco-proteína. 
 
7.2. Conclusiones específicas: 
 
I. Hemos desarrollado dos modelos QSAR para la predicción de inhibidores 
de la β-secretasa. 
II. Hemos desarrollado un modelo QSAR para la predicción de inhibidores de 
la   acetilcolinestarasa. 
III. Hemos desarrollado un modelo mt-QSAR para la predicción de inhibidores 
de la acetilcolinestarasa. 
IV. Hemos desarrollado dos nuevas metodologías que permiten estudiar las 
interacciones fármaco-proteína, el modelo 2D MI-DRAGON y el modelo 
3D MI-DRAGON, las cuales presentaron valores superiores al 85% en 
precisión media. A partir de estos modelos se han obtenido nuevas redes 
complejas sobre la interacción fármaco-receptor, enfocándonos al diseño de 
nuevos fármacos con actividad neuroprotectora. 
V. Hemos desarrollado un nuevo método para cuantificar numéricamente la 
calidad de las conexiones entre vértices basándose en los índices Markov 
para redes fármaco-proteína con un 76.3% de precisión media. 
VI. Hemos desarrollado usando nuevos índices topológicos para construir redes 
de interacción fármaco-proteína una metodología QSAR/QSPR cuyo 
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Review of Bioinformatics and QSAR Studies of -Secretase  
Inhibitors  
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Abstract: Alzheimer disease (ADa) is the most common form of senile dementia, and it is characterized pathologically by 
decreased brain mass. An important problem to inhibiting -secretase, is to cross the blood-brain barrier (BBB) using 
drugs not derived from proteins and thus more efficient to design drugs to treat Alzheimer's disease. In this sense, quanti-
tative structure-activity relationships (QSAR) could play an important role in studying these -secretase inhibitors. QSAR 
models are necessary in order to guide the -secretase synthesis. In the present work, we firstly revised two servers like 
ChEMBL or PDB to obtain databases of -secretase inhibitors. Next, we review previous works based on 2D-QSAR, 3D-
QSAR, CoMFA, CoMSIA and Docking techniques, which studied different compounds to find out the structural require-
ments. Last, we carried out new QSAR studies using Artificial Neural Network (ANN) method and the software Modes-
Lab in order to understand the essential structural requirement for binding with receptor for -secretase inhibitors. 
Keywords: QSAR, CoMSIA, COMFA, docking, topological indices, -secretase inhibitors, alzheimer's disease (AD). 
1. INTRODUCTION 
 Alzheimer disease (ADa) is the most common form of 
senile dementia, and it is characterized pathologically by 
decreased brain mass, extracellular senile plaques, and intra-
cellular neurofibrillary tingles [1]. The major risk factor for 
AD is age, and it affects more than a third of all people that 
reach 85 years of age. Although the pathogenesis of AD is 
still controversial, rare human mutations that lead to familial 
early onset AD are found in genes that lead to increased ex-
pression or processing of the amyloid precursor protein 
(APP) into amyloid  peptide (A ), which is the major com-
ponent of senile plaques [2-4]. The so-called “amyloid hy-
pothesis” for AD pathogenesis is supported by transgenic 
mouse models that overexpress mutant APP and genes in-
volved in APP processing, which lead to the production of 
senile plaques and cognitive impairment [5-8] (see Fig. 1).  
 Prior to its identification, numerous studies were under-
taken to define the characteristics of -secretase activity. 
Although the majority of body tissues exhibit -secretase 
activity [9], highest activity levels were observed in neural 
tissue and neuronal cell lines [10]. -Secretase also ca-
lled BACE1 ( -site of APP cleaving enzyme) (see Fig. 2), is 
an aspartic-acid protease important in the pathogenesis -
of Alzheimer's disease, and in the formation of myelin 
sheaths in peripheral nerve cells [5-8]. The main problem 
inhibiting -secretase, is to cross the blood-brain barrier 
(BBB) using drugs not derived from proteins and thus more 
efficient to design drugs to treat Alzheimer's disease. There 
are two barriers in the brain: the blood-cerebrospinal fluid 
barrier and the BBB. The BBB consists of the endothelial 
cells that form the brain capillaries. It is restrictive to pene-
tration of molecules, owing to tight junctions, lack of  
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fenestrations, negative surface polarity, and the high level of 
efflux transporters [11]. 
 In this part, Chemoinformatics and Bioinformatics met-
hods may play an important role in the study of BACE1 in-
hibitors, Quantitative Structure-Activity Relationships 
(QSAR) studies are used as predictive tools for the molecu-
lar development [12, 13]. Up to today, there are near 1600 
molecular descriptors that, in principle, can be generalized 
and used to solve the former problem [14]. Many of these 
indices are known as molecular Topological Indices (TIs) or 
simply invariants of a molecular graph. Unfortunately, 
QSAR studies are generally based on databases considering 
only structurally parent compounds acting against one single 
microbial species. In a recent review, our group have discus-
sed recent advances in the field [15]. In addition to QSAR, 
Bioinformatics and Chemoinformatics methods useful to 
study -secretase may include techniques like Comparative 
Molecular Field Analysis (CoMFA), drug-target Docking, 
Sequence Alignment (SA) or other methods. In a recent, 
preliminary review in the field published in Proteomics in 
2008 was discussed the use of these methods but only from 
the point of view of proteins [16]. Almost all QSAR techni-
ques are based on the use of molecular descriptors, which are 
numerical series that codify useful chemical information and 
enable correlations between statistical and biological proper-
ties [17, 18]. On the other hand, QSAR models can be used 
to explore the relationships between the structural spaces of 
compounds as inhibitors for specific enzymes, such as MAO 
inhibitors [19], HIV-1 integrase inhibitors [20], and/or pro-
tease inhibitors [21] or tyrosinase inhibitors [22-24]. In fact, 
recently, the field has moved from small molecules to pro-
teins and other systems. See for instance, recent review is-
sues in Current Topics in Medicinal Chemistry [25-34], Cu-
rrent Proteomics [35-41], Current Drug Metabolism [42-50] 
and Current Pharmaceutical Design [51-60]. In the present 
work, we firstly revised servers like ChEMBL 
(http://www.ebi.ac.uk/ChEMBLdb/) or PDB (http://www.-
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pdb.org/pdb/home/home.do) to obtain databases of -
secretase inhibitors. Next, we review previous works based 
on 2D-QSAR, 3D-QSAR, CoMFA, CoMSIA and Docking 
techniques, which studied different compounds to find out 
the structural requirements. Last, we carried out new QSAR 
studies using Artificial Neural Network (ANN) method and 
the software ModesLab [61] in order to understand the es-
sential structural requirement for binding with receptor for -
secretase inhibitors.  
2. THEORETICAL STUDIES FOR -SECRETASE IN-
HIBITORS 
 In this section we updated the contents presented in our 
recent review published in Current Drugs Metabolim [49]. 
The high number of possible candidates to -secretase in-
hibitors creates the necessity of Quantitative Structure-
Activity Relationship models in order to guide the -
secretase inhibitor synthesis. In this work, we revised diffe-
 
Fig. (1). APP metabolism by the secretase enzymes. 
 
 
Fig. (2). 3D of -secretase. 
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rent computational studies for a very large and heteroge-
neous series of -secretase. First, we revised databases for 
bioinformatics studies of secretase for QSAR studies with 
conceptual parameters. Next, using method of regression 
analysis; and QSAR studies in order to understand the essen-
tial structural requirement for binding with receptor. Next, 
we review 3D QSAR, CoMFA, CoMSIA and Docking with 
different compound to find out the structural requirements 
for -secretase inhibitors. 
2.1. Databases for Bioinformatics Studies of Secretase 
2.1.1. ChEMBL Dataserver of -Seceretase Inhibitors for 
QSAR Studies 
 ChEMBL [62] is a database of bioactive drug-like small 
molecules, it contains 2-D structures, calculated properties 
(e.g. logP, Molecular Weight, Lipinski Parameters, etc.) and 
abstracted bioactivities (e.g. binding constants, pharmacol-
ogy and ADMET data) (see Fig. 3). In this review, the search 
for -secretase inhibitors by ChEMBL is important for the 
development of new theoretical studies and QSAR models or 
docking studies. The -secretase database attempt to normal-
ise the bioactivities into a uniform set of end-points and units 
where possible, and also to tag the links between a molecular 
target and a published assay with a set of varying confidence 
levels. The data is abstracted and curated from the primary 
scientific literature, and cover a significant fraction of the 
SAR and discovery of modern drugs. Additional data on 
clinical progress of compounds is being integrated into 
ChEMBL at the current time. ChEMBL search by: 
• Search target data via keyword, protein sequence search 
(BLAST), or by navigating the target classification hier-
archy. 
• Search compound data with lists of keywords, SMILES 
strings, or compound identifiers. Substructure and simila-
rity searching functionality is available also. 
• Search assay data via keyword search using the main 
search bar. 
 The ChEMBL database (ChEMBLdb) contains medicinal 
chemistry bioassay data, integrated from a wide variety of 
sources (the literature, deposited data sets, other bioassay 
databases). Subsets of ChEMBLdb, relating to particular 
target classes, or disease areas, are exported to smaller data-
bases like -seceretase inhibitors. ChEMBL target search 
results for secretase enzymes was 11 hits, see Table 1. The 
table shows the target ID, the description of the target, the 
organism, the compounds and end points. In the case of the 
Beta-secretase 1, presents 2 157 compounds, and 3 360 end-
points. These separate data sets, (see Fig. 4), and the entire 
ChEMBLdb, are available either via ftp downloads or .xls 
files download, or via bespoke query interfaces, tailored to 
the requirements of the scientific communities with a speci-
fic interest in these research areas. 
2.1.2. PDB Structures of -Secretases for DOCKING Stu-
dies 
 The Protein Data Bank (PDB) www.pdb.org archive is 
the single worldwide repository of information about the 3D 
structures of large biological molecules, including proteins 
and nucleic acids, (see Fig. 5). These are the molecules of 
life that are found in all organisms including bacteria, yeast, 
plants, flies, other animals, and humans. Understanding the 
shape of a molecule helps to understand how it works. This 
knowledge can be used to help deduce a structure’s role in 
human health and disease, and in drug development. The 
structures in the archive range from tiny proteins and bits of 
DNA to complex molecular machines like the ribosome. 3D 
 
Fig. (3). ChEMBL database server. 
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structures are important for the development of Docking. In 
this review we report the use of pdb as a key to developing 
drug-protein interaction studies and docking of the -
secretase inhibitors. 
 First, we seek in the PDB, secretase and got 157 hits or 
secretase-related proteins; to obtain a more thorough search, 
search Homologue Removal realized with a - 30% Cutoff 
Identity and getting only eight hits. Each peptide or hit 
shows PDB IB, Classification, Experiment, Ligand, and 
Citations [63-69], see Table 2. In each pdb can be 
downloaded and observed: Sequence FASTA, PDB File, File 
mmCIF, PDBML / XML File, Factor Structure, Biological 
Assembly (see Fig. 6). 
3. THEORETICAL STUDIES FOR SECRETASE IN-
HIBITORS 
3.1. Models of Novel Pyridinium-Based Potent -
Secretase Inhibitory Leads 
 In one article by Afaf Al-Nadaf et al. [70] explore the 
pharmacophoric space of 129 known BACE inhibitors have 
potential as anti-Alzheimer’s disease treatments. The QSAR 
analysis employed to select optimal combination of pharma-
cophoric models and 2D physicochemical descriptors capa-
ble of explaining bioactivity variation (r
2
 = 0.88, F = 60.48, 
r
2
 LOO = 0.85, r
2
 PRESS against 25 external test inhibitors = 
0.71). They were obliged to use ligand efficiency as the res-
ponse variable because the logarithmic transformation of 
bioactivities failed to access self-consistent QSAR models. 
The authors constructed three pharmacophoric models emer-
ged in the successful QSAR equation suggesting at least 
three binding modes accessible to ligands within BACE bin-
ding pocket. The QSAR equation and pharmacophoric mo-
dels were validated through ROC curves (see Table 3), and 
were employed to guide synthesis of novel pyridinium-based 
BACE inhibitors.  
3.2. CoMFA & CoMSIA of Hydroxyethylamine Derivati-
ves as BACE-1 Inhibitors 
 Ashish Pandey et al. [71] were developed three-
dimensional quantitative structure–activity relationship (3D-
QSAR) models based on comparative molecular field analy-
sis (CoMFA) and comparative molecular similarity indices 
analysis (CoMSIA), on a series of 43 hydroxyethylamine 
derivatives, acting as potent inhibitors of -site amyloid pre-
cursor protein (APP) cleavage enzyme (BACE-1). They used 
a crystal structure of the BACE-1 enzyme (PDB ID: 2HM1) 
with one of the most active compound presented in this pa-
 
Fig. (4). ChEMBL bioactivities results for -secretase. 
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per was available, and we assumed it to be the bioactive con-
formation of the studied series, for 3D-QSAR analysis. Sta-
tistically significant 3D-QSAR model was established on a 
training set of 34 compounds, which were validated by a test 
set of 9 compounds. For the best CoMFA model, the statis-
tics are, r
 2
 = 0.998, r
 2
cv = 0.810, n = 34 for the training set 
and r 
2
pred = 0.934, n = 9 for the test set. For the best CoM-
SIA model (combined steric, electrostatic, hydrophobic, and 





cv = 0.754, n = 34 for the training set and r 
2
pred = 0.750, n= 
9 for the test set, see Table 4. The resulting contour maps, 
produced by the best CoMFA and CoMSIA models, were 
used to identify the structural features relevant to the biolo-
gical activity in series of analogs. The data generated from 
the present study will further help to design novel, potent, 
and selective BACE-1 inhibitors. 
3.3. Virtual Screening and Protonation States at Asp32 
and Asp228 
 György M. Keseru et al. [72] performed a comparative 
virtual screen for -secretase (BACE1) inhibitors using dif-
ferent docking methods (FlexX and FlexX-Pharm), scoring 
functions (Dock, Gold, Chem, PMF, FlexX), protonation 
states (default and calculated), and protein conformations 
(apo and ligand bound). Apo and ligand bound conforma-
Table 1. ChEMBL Target Search Results for Secretase Enzymes 
 
Target ID Description UniProt Ascension Organism Compounds Endpoints 
10231 -secretase subunit APH-1B Q8WW43 Human 426 536 
10322   -secretase subunit APH-1A Q96BI3 Human 400 511 
10378 Cathepsin B P07858 Human 1431 1699 
10656  amyloid A4 protein P05067 Human 361 561 
10674  secretase 2 Q9Y5Z0 Human 415 456 
12252 -secretase 1 P56817 Human 2157 3360 
12711   -secretase subunit PEN-2 Q9NZ42 Human 495 621 
100575   -secretase subunit PEN-2 Q9CQR7 Mouse 3 3 
100580   -secretase subunit APH-1B Q8C7N7 Mouse 3 3 
100581   -secretase subunit APH-1A Q8BVF7 Mouse 3 3 
100609 -secretase 1 P56818 Mouse 3 4 
 
Fig. (5). Protein Data Bank server. 
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tions of BACE1 were both found to be suitable for virtual 
screening. Assigning calculated protonation states to cataly-
tic Asp32 and Asp228 residues resulted in significant impro-
vement of enrichment factors as calculated at 1% of the ran-
ked database. The authors used 1FKN to obtained no en-
richment by FlexX/D-Score that was improved to ligand 
when considering calculated protonation states. They also 
show that combining calculated protonation states with 
pharmacophore constraints using FlexX-Pharm/D-Score im-
proved enrichment further to ligand. Enrichments reported in 
this study suggest our screening protocol will be effective in 
the virtual screening of large compound libraries for BACE1 
inhibitors. 
3.4. Docking Scoring Function Based on 2D-Descriptors 
 In this paper Csaba Hetényi [73] showed a key step in the 
molecular engineering of such potent lead compounds is the 
prediction of the energetics of their binding to the macromo-
lecular targets. Although sophisticated experimental and in 
silico methods are available to help this issue, the structure-
based calculation of the binding free energies of large, flexi-
ble ligands to proteins is problematic. In this study, a fast 
and accurate calculation strategy is presented, following mo-
dification of the scoring function of the popular docking 
program package AutoDock and the involvement of ligand-
based two-dimensional descriptors. Quantitative structure-
activity relationships with good predictive power were deve-
loped. The best results of this paper were shown in Table 5. 
Thorough cross-validation tests and verifications were per-
formed on the basis of experimental binding data of biologi-
cally important systems. The capabilities and limitations of 
the ligand based descriptors were analyzed. According to the 
authors the application of these results in the early phase of 
lead design will contribute to precise predictions, correct 
selections, and consequently a higher success rate of rational 
drug discovery. 
3.5. Induced-Fit Docking of Peptidic and Pseudo-Peptidic 
BACE-1 Inhibitors 
 Inhibition of -secretase (BACE 1) has recently been 
investigated as a promising therapeutic approach inthe treat-
ment of Alzheimer’s disease, and a growing number of BA-
CE 1 inhibitors and crystal structures of BACE 1/inhibitors 
complexes have been reported. Nicolas Moitessier et al. [74] 
report herein a predictive computational method and its ap-
plication to potential BACE 1 inhibitors. Using a training set 
of 50 known highly flexible inhibitors, they developed a 
docking method that accounts for the flexibility of both the 
protein and the inhibitors. Protein flexibility is accounted for 
using a specifically designed genetic algorithm. In this paper 
developed a scoring function consisting of force field evalua-
tion of the inhibitor/protein interactions and two additional 
terms for hydrogen bonding and entropy change upon bin-
ding. Discarding three outliers from the training set, the pro-
tocol was found to perform well with an rmsd of 1.19 
kcal/mol an r
2
 value of 0.789. Evaluation of the predictive 
power was carried out by virtual screening of 80 synthetic 
compounds. The significant enrichment at the top of the ran-
king list in active compounds demonstrated the ability of the 
docking and scoring protocol to rank the compounds relative 
to their activities. 
3.6. Molecular Docking Studies of Phlorotannins BACE1 
Inhibitory Activity 
 In your consecutive research on an anti-AD remedy deri-
ved from maritime plants, the BACE1 inhibitory activities of 
 
Fig. (6). PDB information about experimentally-determined structure for -secretase. 
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Table 2. PDB Secretase Searcher Results for Structures Determined by X-Ray Method 
 
PDB IB Classification Resolution (Å) Ligand Reference 
3L81 Transport Protein 1.60 Glycerol [63] 





3CBJ Hidrolase inhibitor 1.80 Phosphate ion - 
2QP8 Hidrolase 1.50 D(-)-Tartaric acid [65] 
2V00 Hidrolase 1.55 Glycerol 
Acetate ion 
[66] 
2FJZ Metal binding pro-
tein 
1.61 - [67] 
1UJK Protein transport 
hidrolase 
1.90 Iodide ion [70] 
1BJB Glycoprotein 1.61 - [69] 
 
Table 3. ROCa Performances of QSAR-Selected Pharmacophores as 3D Search Queries 
 
Pharmacophore ROCa/AUCb ACCc SPCd TPRe FNRf 
Hypo10/10 0.982 0.961 0.988 0.28 0.011345 
Hypo6/18 0.981 0.961 0.975 0.6 0.024311 
Hypo1/21 0.738 0.961 0.9611 0.96 0.038898 
a
 ROC: receiver operating characteristic,
 b
 AUC: area under the curve,
 c
 ACC: overall accuracy,  
d
 SPC: overall specificity, 
e
 TPR: overall true positive rate, 
f
 FNR: overall false negative rate. 
 
Table 4. PLS Summary of CoMFA and CoMSIA Results 
 
Statistical Parameters  CoMFA  CoMSIA  
 (S E)  (S EHD)  
Number of molecules in training set  34  34  
Number of molecules in test set  9  9  
r2 cv  0.810  0.754  
NOC  7  4  
SEE  0.063  0.204  
r2  0.998  0.978  
F-test  2009.08  324.673  
r2 bs  0.999  0.989  
SDbs  0.001  0.006  
r2 pred  0.934  0.750  
Percentage of field contributions    
S  47.4  24.8  
E  52.6  34.0  
H    26.3  
D    14.9  
Abbreviations: S (steric field), E (electrostatic field), H (hydrophobic field), D (hydrogen bond donor field) r 2cv =Cross-validated correlation coefficient by PLS LOO method, 
NOC=Optimum number of components as determined by PLS LOO cross-validation study, SEE=Standard error of estimate, r2 =Conventional correlation coefficient, r2bs 
=Correlation coefficient after 100 runs of boot strapping, SDbs =Standard deviation from 100 runs of bootstrapping, r
2
pred =Predictive correlation coefficient. 
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Table 5. The Results Produced by the Best CoMFA and CoMSIA Models 
 
QSAR Descriptor (Di) 







A 1 ¢GTH 3.1216  10-1 2.4686  10-2 0.799 0.774 1.05 93.36 
 2 RPCGEN 3.2582  101 6.9963     
  constant -4.1980 6.9930  10-1     
B 1 ¢GTH 2.7077  10-1 2.2926  10-2 0.859 0.838 0.76 93.17 
 2 RPCGEN 5.7129  101 8.1307     
 3 J -6.2410  10-1 1.4148  10-1     
  constant -4.6864 6.0281  10-1     
Standard deviations (s2), squares of the correlation coefficients (R2), and leave-one-out cross-validated correlation coefficients (R2cv) of the regressions are tabulated. 
 
 
Fig. (7). Molecular docking models of BACE1-phlorotannins. 
 
Eisenia bicyclis and its isolated phlorotannins were evalua-
ted by Hyun Ah Jung et al. [75]. The E. bicyclis extract and 
its fractions exhibited predominant BACE1 inhibition. With 
the exception of one molecule of phloroglucinol, according 
to the authors all test phlorotannins isolated and showed sig-
nificant and non-competitive inhibition against BA-
CE1:dioxinodehydroeckol (2, IC50 = 5.35 lM; Ki = 8.0); ec-
kol (3, IC50 = 12.20 lM; Ki = 13.9); phlorofurofucoeckol-A 
(4, IC50 = 2.13 lM; Ki = 1.3); dieckol (5, IC50 = 2.21 lM; Ki 
= 1.5); triphloroethol A (6, IC50 = 11.68 lM; Ki = 12.1); 7-
phloroethol (7, IC50 = 8.59 lM; Ki = 7.2). In addition, plausi-
ble protein–ligand interactions of three molecules (eckol, 
dieckoland phlorofurofucoeckol) were similar and may occur 
primarily through the TYR132 and THR133 of BACE1 via 
molecular docking simulations (AUTODOCK 4.0 and FRED 
2.0 programs) (see Fig. 7). As a result, the E. bicyclis extract 
and three phlorotannins contained therein would clearly have 
beneficial use in the development of therapeutic and preven-
tive agents for AD and suggest potential guidelines for the 
design of BACE selective inhibitors. 
3.7. Molecular Docking and 3D-QSAR Studies of Pepti-
domimetics with -Secretase 
 -Secretase is an important protease in the pathogenesis 
of Alzheimer´s disease. Some statine-based peptidomimetics 
show inhibitory activities to the  -secretase. Zhili Zuo et 
al.[76] were explore and performed the inhibitory mecha-
nism, molecular docking and three-dimensional quantitative 
structure–activity relationship (3D-QSAR) studies on these 
analogues. The Lamarckian Genetic Algorithm method 
(LGA) was applied by the authors to locate the binding 
orientations and conformations of the peptidomimetics with 
the -secretase. A good correlation between the calculated 
Table 6. CoMFA and COMSIA Results 
 
 CoMFA CoMSIA 
PLS statistics   
q 
2
 0.582 0.622 
r
 2
 0.986 0.982 
S 0.091 0.105 
F 307.229 191.762 
Optimal  5 6 
Field distribution (%)   
Steric 48.4 19.2 
Electrostatic 51.6 47.5 
Hydrophobic  33.3 
Testing set   
r 
2
 0.756 0.853 
S 0.237 0.225 
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binding free energies and the experimental inhibitory activi-
ties suggests that the identified binding conformations of 
these potential inhibitors are reliable. Based on the binding 
conformations, highly predictive 3D-QSAR models were 
developed with q
2
 values of 0.582 and 0.622 for CoMFA and 
CoMSIA, respectively, all statistical results are in Table 6. 
The predictive abilities of these models were validated by 
some compounds that were not included in the training set. 
Furthermore, the 3D-QSAR models were mapped back to 
the binding site of the  -secretase, to get a better understan-
ding of vital interactions between the statine-based peptido-
mimetics and the protease. Based on the binding conforma-
tions from molecular docking, highly predictive CoMFA and 
CoMSIA models match well the 3D topology of the binding 
site of the b-secretase (see Fig. 8). Therefore, the final 3D-
QSAR models and the information of the inhibitor–enzyme 
interaction would be useful in developing new drug leads 
against Alzheimer´s disease. 
4. NEW METHOD FOR THE STUDY OF NEW -
SECRETASE INHIBITORS 
4.1. Preface to New ANN-QSAR Study -Secretase In-
hibitors 
 Alzheimer´s disease (AD) [77] is a serious and degenera-
tive disorder that causes a the gradual loss of neurons, and in 
spite of the efforts realized by the big pharmaceutical com-
panies of the world, the origen of this pathology is still not 
very clear. We can see in this paper that the development of 
theoretical and QSAR models to study -secretase inhibitors 
are usually not many achieved so far, and most of these 
works present docking studies. Watching this situation we 
need to develop QSAR models with -secretase inhibitors. In 
this sense, quantitative structure-activity relationships 
(QSAR) could play an important role in studying these -
secretase inhibitors; QSARs can be used as predictive tools 
for the development of molecules [78, 79]. Computer-aided 
drug design techniques based on Quantitative Structure-
Activity Relationships (QSAR) could play an important role 
in drug discovery programs. The QSAR approach involves 
the development of models that relate the structure of drugs 
with their biological activity against different targets [80, 
81]. In principle, there are currently more than 1600 molecu-
lar descriptors that may be generalized and used to solve the 
problem outlined above [82]. Numerous different molecular 
descriptors have been reported to encode chemical structures 
in QSAR studies. Furthermore, there are multiple chemome-
tric approaches that can, in principle, be selected for this 
step. Multiple linear regression (MLR), linear discriminant 
analysis (LDA) [83], partial least squares (PLS) and different 
kinds of artificial neural networks (ANN) can be used to 
relate molecular structure (represented by molecular descrip-
tors) with biological properties. The ANNs are particularly 
useful in QSAR studies in which the linear models fit poorly 
due to high data complexity
 
[17, 18], an example was the 
work of Prado-Prado et. al. In which four types of non Li-
near Artificial neural networks (ANN) were developed for -
secretase inhibitors, ANNs was constructed from more than 
15 000 cases with more than 3 000 different molecules in-
hibitors of -secretase obtained from ChEMBL database 
http:// 
www.ebi.ac.uk/ChEMBLdb/index.php; in total we used mo-
re than 10 000 different molecules to develop the QSAR 
models. We used spectral moments molecular descriptors 
calculated with Modeslab software [61]. 
4.2. Method 
4.2.1. Data Set 
 The data set used in this article was obtained from 
ChEMBL database. It has more than 20000 cases and more 
than 3 000 different compounds inhibitors of -secretase. In 
total we used more than 10 000 different molecules to deve-
lop the QSAR models obtained in ChEMBL. This is a data-
base of bioactive drug-like small molecules, it contains 2D 
structures, calculated properties (e.g. logP, Molecular 
Weight, Lipinski Parameters, etc.) and abstracted bioactivi-
ties (e.g. binding constants, pharmacology and ADMET da-
ta). ChEMBL normalises the bioactivities into a uniform set 
of end-points and units where possible, and also tags the 
links between a molecular target and a published assay with 
a set of varying confidence levels. The data is abstracted and 
curated from the primary scientific literature, and covers a 
significant fraction of the SAR and discovery of modern 
 
Fig. (8). The binding conformations of the statine-based compounds displayed inside the active site of the -secretase. 
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drugs. The codes and activity for all compounds as well as 
the references used to collect them are depicted in SM1 of 
the supplementary material file. 
 4.2.2. ANN Models 
 The ANN models are non-linear models useful to predict 
the biological activity of a large datasets of molecules. This 
technique is an alternative to linear methods such as LDA. 
(Fig. 9) depicts the networks maps for some of the ANN 
models. In general, at least one ANN of every types tested 
was statically significant. However, one must note that the 
 
Fig. (9). Topology of some ANN models trained in this work. 
Table 7. Comparison of Different ANNs Classification Models 
 
Model Train Stat. Validation 
profile active Non-active % Par. active Non-active % 
RBF 1255 849 59.65 Sn 628 425 59.64 
1:1-326-1:1 2385 5915 71.27 Sp 1186 2964 71.42 
   68.92 Ac   69.04 
PNN 34 2070 1.62 Sn 17 1036 1.61 
15:15-10404-2-2:1 0 8300 100 Sp 0 4150 100 
   80.10 Ac   80.09 
MLP 1812 292 86.12 Sn 909 144 86.32 
15:15-11-1:1 1118 7182 86.53 Sp 556 3594 86.60 
   86.45 Ac   86.55 
Linear 1926 178 91.54 Sn 973 80 92.40 
15:15-1:1 745 7555 91.02 Sp 308 3842 92.58 
   91.13 Ac   92.54 
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profiles of each network indicate that these are highly nonli-
near and complicated models. 
 There are several different kinds of ANN and these in-
clude multilayer perceptron (MLP), radial basis functions 
(RBF) and PNNs; the latter ANN is a variant of RBF sys-
tems. In particular, PNN is a type of neural network that uses 
a kernel-based approximation to form an estimate of the pro-
bability density functions of classes in a classification pro-
blem [84]. 
4.3. Results and Discussion 
 The network found was LNN and it showed training per-
formance higher than 91%. We compare different types of 
networks to obtain a better model; Table 7 shows the classi-
fication matrix of the different networks. Linear 15:15-1:1 
was taken as the main network because it presented a wider 
range of variables, 15 inputs in the first layer and 15 neurons 
in second layer, and two sets of cases (Training and Valida-
tion). Another tested networks found were MLP 15:15-11-
1:1, RBF 1:1-326-1:1 presented low accuracy and PNN 
15:15-10404-2-2:1 had a very low percentage of non-active 
leading to possible errors in the model although its accuracy 
very good, see Table 7. In Fig. (10), we depict the ROC-
curve [85] for LNN tested. Notably, almost model presented 
and an area under curve higher than 0.5 (the value for a ran-
dom classifier). The vitality of this type of procedures deve-
loping ANN-QSAR models has been demonstrated befote 
[86]; see, for instance, the work of Fernandez and Caballero 
[87]. The same is true about the ANNs tested, where is illus-
trated ROC-curve of ANN LNN with an area higher than 
0.93. To show how important is this result, we compared the 
present model with other model used to address the same 
problem. We processed our data with Artificial Neural Net-
works (ANNs) looking for a better model. In general, the 
ANN LNN tested was statically significant. 
5. CONCLUSIONS 
 Theoretical studies such as QSAR models have become a 
very useful tool in this context to substantially reduce time 
and resources consuming experiments. The functions of -
secretase and its implication in Alzheimer's disease have 
triggered an active search for potent and selective -secretase 
inhibitors. In this paper we can see that the development of 
theoretical and QSAR models to study -secretase inhibitors 
are usually not many achieved so far, and most of these 
works present docking studies. Watching this situation we 
need to develop QSAR models with -secretase inhibitors. 
In this sense, QSAR could play an important role in studying 
these -secretase inhibitors. QSARs can be used as predicti-
ve tools for the development of molecules. In this work we 
developed a new ANN LNN model using the ModesLab 
descriptors, based on a large database using about 10,000 
different drugs obtained from the ChEMBL server.  
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Abstract: Alzheimer’s disease is a complex disease, and no single “magic bullet” is likely to prevent or cure it. 
That’s why current treatments focus on several different aspects, including helping people maintain mental 
function; managing behavioral symptoms; and slowing, delaying, or preventing the disease. Four medications are 
approved by the U.S. Food and Drug Administration to treat Alzheimer’s. Donepezil, rivastigmine, and 
galantamine are used to treat mild to moderate Alzheimer’s. Memantine is used to treat moderate to severe 
Alzheimer’s. These drugs work by regulating neurotransmitters (the chemicals that transmit messages between 
neurons). Treatment of AD by ACh precursors and cholinergic agonists was ineffective or caused severe side 
effects. ACh hydrolysis by AChE causes termination of cholinergic neurotransmission. Therefore, compounds 
which inhibit AChE might significantly increase the levels of ACh depleted in AD. However, these drugs don’t 
change the underlying disease process and may help only for a few months to a few years. In this sense, 
quantitative structure-activity relationships (QSAR) could play an important role in studying these AChE 
inhibitors. QSAR models are necessary in order to guide the AChE synthesis. In this work, we revised different 
bioinformatics and theoretical studies of Acetylcholinesterase inhibitors, design and computational studies for a 
very large and heterogeneous series of AChE inhibitors. First, we review 2D QSAR, 3D QSAR, CoMFA, 
CoMSIA and Docking and new theoretical methodology with different compound to find out the structural 
requirements. Next, we revised QSAR studies using method of Linear Discriminant Analysis (LDA) in order to 
understand the essential structural requirement for binding with receptor for AChE inhibitors. 
 
Keywords: QSAR; CoMSIA; COMFA; topological indices; Molecular Docking; Acetylcholinesterase inhibitors; 
Alzheimer's disease (AD). 
 
INTRODUCTION 
Alzheimer's disease (AD) is a disorder that attacks 
the central nervous system through progressive 
degeneration of its neurons. AD occurs in around 10% 
of the elderly and, as yet, there is no known cure. 
Patients with this disease develop dementia which 
becomes more severe as the disease progresses [1]. It 
was suggested that symptoms of AD are caused by 
decrased of activity of cholinergicneocortical and 
hippocampal neurons. Treatment of AD by ACh 
precursors and cholinergic agonists was ineffective or 
caused severe side effects. ACh hydrolysis by AChE 
causes termination of cholinergic neurotransmission. 
Therefore, compounds which inhibit AChE might 
significantly increase the levels of ACh depleted in AD. 
Indeed, it was shown that AChE inhibitors improve the 
cognitive abilities of AD patients at early stages of the 
disease development [2-4]. 
Acetylcholinesterase (AChE) is key enzyme in the 
nervous system of animals. By rapid hydrolysis of the 
neurotransmitter, acetylcholine (ACh), AChE 
terminates neurotransmission at cholinergic synapses. It 
is a very fast enzyme, especially for a serine hydrolase, 
functioning at a rate approaching that of a diffusion-
controlled reaction.  
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AChE inhibitors are among the key drugs approved by 
the FDA for management of Alzheimer's disease (AD) 
[5-8]. The powerful toxicity of organophosphorus (OP) 
poisons is attributed primarily to their potent AChE 
inhibitors. 
    Solution of the three-dimensional (3D) structure of 
Torpedo californica acetylcholinesterase (TcAChE) in 
1991 opened up new horizons in research on 
an enzyme that had already been the subject of intensive 
investigation [9]. The unanticipated structure of this 
extremely rapid enzyme, in which theactive site was 
found to be buried at the bottom of a deep and narrow 
gorge, lined by 14 aromatic residues (colored dark 
magenta), led to a revision of the views then held 
concerning substrate traffic, recognition and hydrolysis 
[10]. To understand how those aromatic residues 
behave with the enzyme, see Flexibility of aromatic 
residues in acetylcholinesterase                . 
    Solution of the 3D structure of acetylcholinesterase 
led to a series of theoretical and experimental studies, 
which took advantage of recent advances in theoretical 
techniques for treatment of proteins or enzimes, such 
as molecular dynamics and electrostatics and to site-
directed mutagenesis, utilizing suitable expression 
systems. Acetylcholinesterase hydrolysizes theneurotra
nsmitter acetylcholine (ACh), producing choline and an 
acetate group. Acetylcholine directly binds Ser200(via 
i ts  nucleophilic  Oγ atom) within the  catalyt ic 
triad (Ser200, His440, and Glu327) (ACh/TcAChE 
structure 2ace). The residues Trp84 and Phe330 are also 
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important in the ligand recognition. See also: AChE 
i n h i b i t o r s  a n d  s u b s t r a t e s ,    s e e  F i g u r e  1 . 
 
Figure 1. Cholinergic Synapse: Key Enzyme in the Nervous System. 
 
In this part, Chemoinformatics and Bioinformatics 
methods may play an important role in the study of 
acetylcholinesterase inhibitors, Quantitative Structure-
Activity Relationships (QSAR) studies are used as 
predictive tools for the molecular development [11, 12]. 
Up to today, there are near 1600 molecular descriptors 
that, in principle, can be generalized and used to solve the 
former problem [13]. Many of these indices are known as 
molecular Topological Indices (TIs) or simply invariants 
of a molecular graph. Unfortunately, QSAR studies are 
generally based on databases considering only 
structurally parent compounds acting against one single 
microbial species. In a recent review, our group have 
discussed recent advances in the field [14]. In addition to 
QSAR, Bioinformatics and Chemoinformatics methods 
useful to study β-secretase may include techniques like 
Comparative Molecular Field Analysis (CoMFA), drug-
target Docking, Sequence Alignment (SA) or other 
methods. In a recent, preliminary review in the field 
published in Proteomics in 2008 was discussed the use of 
these methods but only from the point of view of proteins 
[15]. Almost all QSAR techniques are based on the use of 
molecular descriptors, which are numerical series that 
codify useful chemical information and enable 
correlations between statistical and biological properties 
[16, 17]. On the other hand, QSAR models can be used to 
explore the relationships between the structural spaces of 
compounds as inhibitors for specific enzymes, such as 
MAO inhibitors [18], HIV-1 integrase inhibitors [19], 
and/or protease inhibitors [20] or tyrosinase inhibitors  
[21-23]. In fact, recently, the field has moved from small 
molecules to proteins and other systems. For instance, 
González-Díaz et al. discussed the use of these methods 
but only from the point of view of proteins [15]. Later, 
some groups published different papers in one special 
issue on QSAR but also restricted to the field of protein 
and proteomics [24-30]. In other recent issue, guest-
edited by González-Díaz [31] appeared a series  of papers 
devoted to QSAR/QSPR techniques for low-molecular-
weight drugs [31-40]. Most recently, Prado-Prado et al. 
[41] published a mt-QSAR for anti-parasitic drugs. This 
year was published other issue [42] focused on 
QSAR/QSPR models and graph theory used to approach 
Drug ADMET processes and Metabolomics [43-50]. 
Last, two of the most recent issues published have been 
focused on the discussions of the applications of QSAR in 
Pharmaceutical Design [51-60] and Bioinformatics [61-
70]. In the present work, we review previous works based 
on 2D-QSAR, 3D-QSAR, CoMFA, CoMSIA and 
Docking techniques, which studied different compounds 
to find out the structural requirements. Last, we carried 
out new QSAR studies using Linear Discriminant 
Analysis (LDA) method and the software ModesLab[71] 
in order to understand the essential structural requirement 
for binding with receptor for acetylcholinesterase 
inhibitors. The topics reviewed, discussed, and/or 
reported in this paper are: 
1. Theoretical studies for acetylcholinesterase 
inhibitors.  
1.1. Acaricidal and QSAR of monoterpenes against 
Tetranychus urticae. 
1.2.  Preparation, AChE activity, docking study, and 
3D-QSAR. 
1.3.  Prediction of AChE inhibitors and 
characterization by machine learning 
methods. 
1.4.  3D-QSAR Studies of Physostigmine Analogues 
as AChE Inhibitors. 
1.5.  3D-QSAR Studies on Carbamates as ACeH 
Inhibitors. 
1.6.  Classification of drug considering their IC50 
using linear programming. 
1.7.  An investigation of carbamates for AChE 
inhibition using 3D-QSAR. 
1.8.  Molecular docking and 3D-QSAR studies 
indanone as AChE inhibitors. 
1.9.  QSAR of tacrine derivatives against AChE 
activity using variable selections. 
1.10.  3D QSAR studies of AChE inhibitors based 
on molecular docking. 
1.11.  Anchor-GRIND: Filling the Gap between 
Standard 3D QSAR-GRIND. 
1.12.  A Docking Score Function for Estimating 
Ligand-Protein Interactions. 
1.13.  Modulation of Binding Strength in Several 
Classes of Active Site Inhibitors. 
1.14.  Structure-based 3D QSAR and design of 
novel ACeH inhibitors. 
2. New method for the study of new 
acetylcholinesterase inhibitors. 
2.1. Preface to new QSAR study acetylcholinesterase 
inhibitors 
2.2. Methods 
2.3. Results and Discussion. 
 
1. Theoretical studies for acetylcholinesterase 
inhibitors.  
In this section we updated the contents presented in 
our recent review published in Current Drugs 
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Metabolim [72]. The high number of possible 
candidates to acetylcholinesterase inhibitors creates the 
necessity of Quantitative Structure-Activity 
Relationship models in order to guide the 
acetylcholinesterase inhibitor synthesis. In this work, 
we revised different computational studies for a very 
large and heterogeneous series of acetylcholinesterase. 
First, we review 3D QSAR, CoMFA, CoMSIA and 
Docking with different compound to find out the 
structural requirements for acetylcholinesterase 
inhibitors. Last, we carried out new QSAR studies using 
Linear Discriminant Analysis (LDA) method and the 
software ModesLab[71] in order to understand the 
essential structural requirement for binding with 
receptor for acetylcholinesterase inhibitors. 
1.1.  Acaricidal and QSAR of monoterpenes against 
Tetranychus urticae. 
Badawy et al. [73] reviewed the acaricidal activity 
of 12 monoterpenes against the two-spotted spider mite, 
Tetranychus urticae Koch, was examined using 
fumigation and direct contact application methods. 
Cuminaldehyde and (-)-linalool showed the highest 
fumigant toxicity with LC50 = 0.31 and 0.56 mg/l, 
respectively. The other monoterpenes exhibited a strong 
fumigant toxicity, the LC50 values ranging from 1.28 to 
8.09 mg/l, except camphene, which was the least 
effective (LC50 = 61.45 mg/l). Based on contact activity, 
the results were rather different: menthol displayed the 
highest acaricidal activity (LC50 = 128.53 mg/l) 
followed by thymol (172.0 mg/l), geraniol (219.69 
mg/l) and (-)-limonene (255.44 mg/l); 1-8-cineole, 
cuminaldehyde and (-)-linalool showed moderate 
toxicity. At 125 mg/l, (-)-Limonene and (-)-carvone 
caused the highest egg mortality among the tested 
compounds (70.6 and 66.9% mortality, respectively). In 
addition, the effect of molecular descriptors was also 
analyzed using the quantitative structure activity 
relationship (QSAR) procedure. The QSAR model 
showed excellent agreement between the estimated and 
experimentally measured toxicity parameter (LC50) for 
the tested monoterpenes and the fumigant activity 
increased significantly with the vapor pressure. The 
authors compared the results of the fumigant and 
contact toxicity assays of monoterpenes against T. 
urticae with the results of acetylcholinesterase (AChE) 
inhibitory effect revealed that some of the tested 
compounds showed a strong acaricidal activity and a 
potent AChE inhibitory activity, such as 
cuminaldehyde, (-)-linalool, (-)-limonene and menthol. 
However, other compounds such as (-)-carvone 
revealed a strong fumigant activity but a weak AChE 
inhibitory activity. 
1.2.  Preparation, AChE activity, docking study, and 
3D-QSAR  
Synthesis and anticholinesterase activity of 4-aryl-4-
oxo-N-phenyl-2-aminylbutyramides, novel class of 
reversible, moderately potent cholinesterase inhibitors, 
are reported by Vitorovic-Todorovic et al.[74]. In this 
work the authors used a simple substituent variation on 
aroyl moiety changes anti-AChE activity for two orders 
of magnitude; also substitution and type of hetero ( ali) 
cycle in position 2 of butanoic moiety govern 
AChE/BChE selectivity. The most potent compounds 
showed mixed-type inhibition, indicating their binding 
to free enzyme and enzyme–substrate complex. 
 
Figure 2. Compounds 5(R), (a); 5(S), (b); 19(R), (c); and 19(S), (d), docked into the binding site of the AChE, highlightening the protein residues 
that form the main interactions with the different structural units of the inhibitors. Hydrogen bonds are represented as black dots. Residues are colored 
as follows: anionic site Trp 86 and Tyr 337, orange; PAS Tyr 72, Asp 74, Tyr 124, Ser 125 violet and Trp 286 magenta; acyl binding pocket Tyr 341, 
Phe 297 and Phe 338 green; catalytic triad residues His 447 and Ser 203 dark blue; ligand, turquoise. 
 
Alignment-independent 3D QSAR study on reported 
compounds, and compounds having similar potencies 
obtained from the literature, confirmed that alkyl 
substitution on aroyl moiety of molecules is requisite 
for inhibition activity. The presence of hydrophobic 
moiety at close distance from hydrogen bond acceptor 
has favorable influence on inhibition potency. Docking 
studies show that compounds probably bind in the 
middle of the AChE active site gorge, but are buried 
deeper inside BChE active site gorge, as a consequence 
of larger BChE gorge void, see Figure 2. 




1.3. Prediction of AChE inhibitors and 
characterization by machine learning methods. 
Acetylcholinesterase (AChE) has become an 
important drug target and its inhibitors have proved 
useful in the symptomatic treatment of Alzheimer’s 
disease. This work Wei Lv et al. [75] explores several 
machine learning methods (support vector machine 
(SVM), k-nearest neighbor (k-NN), and C4.5 decision 
tree (C4.5 DT)) for predicting AChE inhibitors 
(AChEIs). A feature selection method is used for 
improving prediction accuracy and selecting molecular 
descriptors responsible for distinguishing AChEIs and 
non-AChEIs. The prediction accuracies are 
76.3%w88.0% for AChEIs and 74.3%w79.6% for non-
AChEIs based on the three kinds of machine learning 
methods. This work suggests that machine learning 
methods such as SVM are facilitating for predicting 
AChEIs potential of unknown sets of compounds and 
for exhibiting the molecular descriptors associated with 
AChEIs, see Figure 3. 
 
Figure 3. The structures of the misclassified AChEIs.
 
 
1.4. 3D-QSAR Studies of Physostigmine Analogues 
as AChE Inhibitors. 
Natural alkaloid Physostigmine is one of the most 
potent pseudo-irreversible inhibitor of 
Acetylcholinesterase. It was found to accelerate long-
term memory process, but due to its short half life and 
variable bioavailability, has inconsistent clinical 
efficacy. Zaheer Ul-Haq et al.  [76] proposed a 3D-
QSAR studies based on the comparative molecular field 
analysis and comparative molecular similarity indices 
analysis and were applied to a set of 40 Physostigmine 
derivatives which are divided into two classes: A and B. 
In this study was obtained a highly reliable and 
extensive dynamic QSAR model based on alignment 




The strategy yielded significant 3DQSAR models with 
the cross-validated q2 values 0.762 and 0.754 for 
comparative molecular field analysis and comparative 
molecular similarity indices analysis, respectively. 
Resulted models were validated by external set of eight 
compounds yielding high correlation coefficient r2 
values of 0.730 and 0.720 for comparative molecular 
field analysis and comparative molecular similarity 
indices analysis, respectively. Furthermore, the analysis 
of comparative molecular field analysis and 
comparative molecular similarity indices analysis 
contour maps within the active site of AChE were 
conducted in order to understand the interactions 
between the receptor and the Physostigmine derivatives, 
see Figure 4. 
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Figure 4. 3D CoMSIA steric (A), CoMSIA electrostatic (B), CoMSIA hydrophobic (C), CoMSIA H-bond donor and acceptor (D) contour maps. 
This class of study will facilitate the rational design 
of more potent Physostigmine compounds which might 
have better activity and reduce toxicity for the treatment 
of Alzheimer disease. 
1.5. 3D-QSAR Studies on Carbamates as ACeH 
Inhibitors 
In view of the nonavailability of complete X-ray 
structure of carbamates cocrystallized with AChE 
enzyme, the 3D-QSAR model development based on 
cocrystallized conformer (CCBA) as well as docked 
conformerbased alignment (DCBA) is not feasible. 
Therefore, the only two alternatives viz. pharmacophore 
and maximum common substructure-based alignments 
are left for the 3D-QSAR comparative molecular field 
analyses (CoMFA) and comparative molecular 
similarity indices analyses (CoMSIA) model 
development.  Shailendra S. Chaudhaery et al. [77] in 
the presents iin this study, a 3D-QSAR models that 
have been developed using both alignment methods, 
where CoMFA and CoMSIA models based on 
pharmacophore-based alignment were in good 
agreement with each other and demonstrated significant 
superiority over MCS-based alignment in terms of 
leave-one-out (LOO) cross-validated q2 values of 0.573 
and 0.723 and the r2 values of 0.972 and 0.950, 
respectively. The validation of the best CoMFA and 
CoMSIA models based on pharmacophore (Hip-Hop)-
based alignment on a test set of 17 compounds provided 
significant predictive r2 [r2 pred(test)] of 0.614 and 0.788, 
respectively. The authors presented a contour map 
analyses, that revealed the relative importance of steric, 
electrostatic, and hydrophobicity for AChE inhibition 
activity, see Figure 5. However, hydrophobic factor 
plays a major contribution to the AChE inhibitory 
activity modulation which is in strong agreement with 
the fact that the AChE is having a wide active site gorge 
(∼20 Å) occupied by a large number of hydrophobic 
amino acid residues. 
 
Figure 5. The docked bioactive conformation of the most active 
compound 1 into the active site of the AChE enzyme generated by 
GOLD (version 3.0.1). Representation of hydrophobic (A) and 
electrostatic (B) zones around the most active compound 1. 
 
1.6. Classification of drug considering their IC50 
using linear programming 
A priori analysis of the activity of drugs on the 
target protein by computational approaches can be 
useful in narrowing down drug candidates for further 
experimental tests. Currently, there are a large number 
of computational methods that predict the activity of 
drugs on proteins. In this study, Pelin Armutlu et al. 
[78] approach the activity prediction problem as a 
classification problem and, they aim to improve the 
classification accuracy by introducing an algorithm that 
combines partial least squares regression with mixed-
integer programming based hyper-boxes classification 
method, where drug molecules are classified as low 
active or high active regarding their binding activity 
(IC50 values) on target proteins. In this work they also 
aim to determine the most significant molecular 
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descriptors for the drug molecules, see Figure 6. First 
analyzing the activities of widely known inhibitor 
datasets including Acetylcholinesterase (ACHE), 
Benzodiazepine Receptor (BZR), Dihydrofolate 
Reductase (DHFR), Cyclooxygenase-2 (COX-2) with 
known IC50 values. The results at this stage proved that 
their approach consistently gives better classification 
accuracies compared to 63 other reported classification 
methods such as SVM, Naïve Bayes, where they were 
able to predict the experimentally determined IC50 
values with a worst case accuracy of 96%. To further 
test applicability of this approach first the authors 
created dataset for Cytochrome P450 C17 inhibitors and 
then predicted their activities with 100% accuracy. The 
authors concluded results indicate that this approach can 
be utilized to predict the inhibitory effects of inhibitors 
based on their molecular descriptors.  
 
Figure 6. Outline of classification approach. 
 
1.7. An investigation of carbamates for AChE 
inhibition using 3D-QSAR analysis 
Kuldeep K. Roy et al. in order to identify the 
essential structural features and physicochemical 
properties for AChE inhibitory activity in some 
carbamate derivatives, the systematic QSAR studies 
(CoMFA, advance CoMFA and CoMSIA) have been 
carried out on a series of (total 78 molecules) taking 52 
and 26 molecules in training and test set, respectively. 
Statistically significant 3D-QSAR (three-dimensional 
Quantitative Structure Activity Relationship) models 
were developed on training setmolecules using CoMFA 
and CoMSIA and validated against test set compounds. 
The highly predictive models (CoMFA q2 = 0.733, r2 = 
0.967, predictive r2 = 0.732, CoMSIA q2 = 0.641, r2 = 
0.936, predictive r2 = 0.812) well explained the variance 
in binding affinities both for the training and the test set 
compounds. The generated models suggest that steric, 
electrostatic and hydrophobic interactions play an 
important role in describing the variation in binding 
affinity. In particular the carbamoyl nitrogen should be 
more electropositive; substitutions on this nitrogen 
should have high steric bulk and hydrophobicity while 
the amino nitrogen should be electronegative in order to 
have better activity, see Figure 7. These studies may 
provide important insights into structural variations 
leading to the development of novel AChE 
inhibitorswhich may be useful in the development of 
novelmolecules for the treatment of Alzheimer’s 
disease. 
 
Figure 7. Contour map of the best CoMFA model using Tripos 
standard field and contour map of the best CoMSIA model using 
steric, electrostatic and hydrophobic fields. 
 
1.8. Molecular docking and 3D-QSAR studies 
indanone as AChE inhibitors 
Liang-liang Shen et al.[79]  explore the binding 
mode of 2-substituted 1-indanone derivatives with 
acetylcholinesterase (AChE) and provide hints for the 
future design of new derivatives with higher potency 
and specificity. The GOLD-docking conformations of 
the compounds in the active site of the enzyme were 
used in subsequent studies were the method used by the 
autors. The highly reliable and predictive 3D-QSAR 
models were achieved by comparative molecular field 
analysis (CoMFA) and comparative molecular 
similarity analysis (CoMSIA) methods. The predictive 
capabilities of the models were validated by an external 
test set. Moreover, the stabilities of the 3D-QSAR 
models were verified by the leave-4-out cross-
validation method. The CoMFA and CoMSIA models 
were constructed successfully with a good cross-
validated coefficient (q2) and a non-cross-validated 
coefficient (r2). The q2 and r2 obtained from the leave-1-
out cross validation method were 0.784 and 0.974 in the 
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CoMFA model and 0.736 and 0.947 in the CoMSIA 
model, respectively. The coefficient isocontour maps 
obtained from these models were compatible with the 
geometrical and physicochemical properties of AChE 
see Figure 8.  
A conclusion of this method was that the contour 
map demonstrated the binding affinity could be 
enhanced when the small protonated nitrogen moiety 
was replaced by a more hydrophobic and bulky group 
with a highly partial positive charge. The authors in this 
study provide a better understanding of the interaction 
between the inhibitors and AChE, which is helpful for 
the discovery of new compounds with more potency 
and selective activity. 
Figure 8. Alignment of all 45 compounds based on GOLD results. 
This image was generated with the Base program in SYBYL version 
7.0. 
1.9.  QSAR of tacrine derivatives against AChE 
activity using variable selections 
Jung et al.[80] developed a diverse approach to the 
quantitative structure–activity relationship (QSAR) of 
tacrine derivatives against acetylcholinesterase (AChE) 
activity and was studied using variable selections of 
stepwise multiple linear regression (MLR), genetic 
algorithm (GA)- MLR, and simulated annealing (SA)-
MLR. AChE activity (logRA) of tacrine derivatives was 
expressed with acceptable explanation (95.5–95.9%) 
and good predictive power (94.5–95.2%), respectively, 
in the models, see Table 1.  
The best equation was obtained from simulated 
annealing (SA) MLR with greater explanatory 
capability and better prediction, with a smaller standard 
error than other methods. The resulting models with the 
given descriptors illustrate the significant roles of 
hydrophobic and electrostatic interaction on increasing 
AChE activity, but hydrophilic and topological feature 
of molecules were shown to decrease AChE activity. 
 
Table 1.  AChE activity of tacrine derivatives. 
Mol. ID Obs. Pred. Pred. Pred. Pred. Resid. Resid. 
1 -1.37 -1.10 -0.99 -1.24 -0.17 0.14 -0.09 
2 -1.41 -1.12 -1.48 -0.78 -0.27 -0.37 -0.58 
3 -1.41 -1.40 -1.45 -1.24 -0.29 0.06 -0.17 
4 -1.23 -1.40 -1.45 -1.19 -0.01 0.04 -0.21 
5 -1.19 -1.26 -1.49 -1.19 0.17 0.22 -0.03 
6 -1.26 -1.27 -1.44 -1.10 0.07 0.29 -0.08 
7 -1.33 -1.15 -1.48 -1.10 0.01 0.17 -0.15 
8 -0.71 -1.33 -1.37 -1.24 -0.17 0.14 -0.09 
9b -0.43 -1.36 -1.37 -0.99 0.62 0.65 0.28 
10b -0.68 -1.18 -1.15 -1.16 0.93 0.94 0.72 
11b -0.80 -1.39 -1.51 -0.95 0.50 0.47 0.27 
12 -0.85 -1.18 -1.08 -1.19 0.58 0.70 0.39 
13 -0.74 -0.65 -0.58 -1.31 0.33 0.23 0.46 
14b -0.74 -1.31 -1.19 -0.88 -0.09 -0.16 0.13 
 
1.10. 3D QSAR studies of AChE inhibitors based on 
molecular docking and CoMFA 
Akula et al. [81] were performed a Three-
dimensional quantitative structure–activity relationship 
(3D QSAR) studies on acetylcholinesterase (AChE) 
inhibitors, based on molecular docking scores obtained  
 
by using FlexX and FlexiDock and comparative 
molecular field analysis (CoMFA). The docking scores 
were used as molecular descriptors along with the steric 
and electrostatic field values of CoMFA, for partial 
least square (PLS) analysis. The high leave one out 
(LOO) cross-validated correlation coefficient (q2 = 
0.714) reveals that the model is a useful tool for the 
prediction of test set as well as newly designed 
structures against AChE activity. The superimposed 
CoMFA models on the receptor site of AChE are 
guiding the design of potential inhibitory structures 
directed against AChE activity, see Figure 9. 
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Figure 9. Comparison of the FlexX and FlexiDock, ligand–protein 
complexes of compound 3B. The bound inhibitor is shown as ball and 
stick model. The backbone of the protein structure is rendered as 
shaded ribbon with color by property and the labeled protein residues 
are in capped stick model with color by atom. 
 
1.11. Anchor-GRIND: Filling the Gap between 
Standard 3D QSAR and the GRIND 
In the present study, Fabien Fontaine et al.  [82] 
have introduced the anchor- GRIND (GRid-
INdependent Descriptors) method, see Figure 10. This 
method represents a particular application of the 
GRIND for situations where there is at least a single 
point in the structure of the considered compounds that 
can be recognized as common for either chemical or 
biological reasons. The descriptors obtained are far 
more specific and therefore produce better models, 
which are easier to interpret. In addition, the 
interactions within atoms of the common scaffold are 
filtered out so that the information contained in the 
descriptors is highly specific for the sites of variability. 
The improvement obtained with this new methodology 
has been demonstrated with three different examples, in 
which the novel approach allowed to identify in a rather 
straightforward way the most relevant structural 
features of active and inactive compounds. The results 
for the factor Xa data set are particularly interesting, 
since they show that, when a relevant anchor point can 
be defined, excellent models can be obtained even for 
highly diverse compounds. It is also impressive to see 
how the anchor-GRIND distances match structural 
features of the factor Xa binding site. Two models were 
tested, one with two blocks of variables, i.e., the 
anchor- MIF and the MIF-MIF block, and one with only 
one block of variables, i.e., the anchor-MIF block. The 
results for the test set are slightly better for the one 
block model: 88% of the compounds are well classified 
versus 84% of the compounds being well classified in 
the two-block model. 
 
Figure 10. Calculation of the anchor-GRIND descriptors for an ACE 
inhibitor with the anchor point set on the zinc binder sulfur atom. 
 
1.12.  A Docking Score Function for Estimating 
Ligand-Protein Interactions. 
Acetylcholinesterase (AChE) inhibition is an 
important research topic because of its wide range of 
associated health implications. A receptor-specific 
scoring function was developed by Jianxin Guo et al. 
[83]  for predicting binding affinities for human AChE 
(huAChE) inhibitors. This method entails a statistically 
trained weighted sum of electrostatic and van der Waals 
(VDW) interactions between ligands and the receptor 
residues. Within the 53 ligand training set, a strong 
correlation was found (r2 = 0.89) between computed and 
experimental inhibition constants. Leave-oneout cross-
validation indicated high predictive power (q2 = 0.72), 
and analysis of a separate 16-compound test set also 
produced very good correlation with experiment (r2 = 
0.69), see Figure 11. The authors developed a scoring 
function analysis that has permitted identification and 
characterization of important ligand-receptor 
interactions, producing a list of those residues making 
the most important electrostatic and VDW contributions 
within the main active site, gorge area, acyl binding 
pocket, and peripheral site. These analyses are 
consistent with X-ray crystallographic and site-directed 
mutagenesis studies. 
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Figure 11. Correlation of the calculated activity (pIC50) with 






1.13.  Modulation of Binding Strength in Several 
Classes of Active Site Inhibitors. 
The comparative binding energy (COMBINE) 
methodology has been used by Martín-Santamaría et al. 
[84] to identify the key residues that modulate the 
inhibitory potencies of three structurally different 
classes of acetylcholinesterase inhibitors (tacrines, 
huprines, and dihydroquinazolines) targeting the 
catalytic active site of this enzyme. The extended set of 
energy descriptors and the partial least-squares 
methodology used by COMBINE analysis on a unique 
training set containing all the compounds yielded an 
interpretable model that was able to fit and predict the 
activities of the whole series of inhibitors reasonably 
well, r2 = 0.91 and q2 = 0.76, 4 principal components. A 
more robust model q2 = 0.81 and SDEP = 0.25, 3 
principal components) was obtained when the same 
chemometric analysis was applied to the huprines set 
alone, but the method was unable to provide predictive 
models for the other two families when they were 
treated separately from the rest, the resulst were in 
Table 2. This finding appears to indicate that the 
enrichment in chemical information brought about by 
the inclusion of different classes of compounds into a 
single training set can be beneficial when an internally 









Table 2. Performance of Different COMBINE Models for the Whole 
Set of Inhibitors  
data setb no. of PCs r2 SDEC q2 SDEP 
A 1 0.57 1.03 0.50 1.11 
 2 0.70 0.86 0.59 1.00 
 3 0.73 0.81 0.59 1.00 
 4 0.76 0.76 0.60 0.99 
 5 0.83 0.64 0.59 1.00 
B 1 0.70 0.86 0.58 1.01 
 2 0.79 0.71 0.59 1.00 
 3 0.82 0.66 0.61 0.98 
 4 0.86 0.58 0.64 0.93 
 5 0.89 0.51 0.62 0.97 
C 1 0.71 0.85 0.56 1.04 
 2 0.79 0.72 0.55 1.05 
 3 0.82 0.66 0.55 1.05 
 4 0.84 0.62 0.59 1.00 
 5 0.86 0.58 0.61 0.97 
D 1 0.62 0.97 0.48 1.12 
 2 0.72 0.82 0.55 1.05 
 3 0.85 0.60 0.64 0.93 
 4 0.91 0.47 0.76 0.78 
 5 0.92 0.44 0.75 0.79 
E 1 0.70 0.85 0.57 1.03 
 2 0.81 0.68 0.61 0.98 
 3 0.84 0.62 0.64 0.94 
 4 0.88 0.54 0.68 0.89 
 5 0.90 0.50 0.65 0.92 
F 1 0.59 1.00 0.51 1.09 
 2 0.73 0.82 0.63 0.95 
 3 0.76 0.76 0.62 0.97 
 4 0.82 0.67 0.62 0.96 
 5 0.85 0.61 0.63 0.95 
G 1 0.72 0.83 0.61 0.98 
 2 0.77 0.74 0.60 0.99 
 3 0.82 0.66 0.57 1.02 
 4 0.86 0.58 0.56 1.04 
 5 0.88 0.53 0.56 1.04 
H 1 0.63 0.95 0.47 1.12 
 2 0.73 0.82 0.51 1.06 
 3 0.83 0.65 0.58 0.96 
 4 0.87 0.56 0.66 0.87 
 5 0.91 0.48 0.72 0.75 
aAbbreviations: PC, principal component; r2, correlation coefficient; 
SDEC, standard deviation of errors in correlation; q2, predictive 
correlation coefficient; SDEP, standard deviation of errors in 
prediction. b Models include the following variables: A, AMBER van 
der Waals and electrostatic interactions; B, AMBER van der Waals 
and DelPhi electrostatic interactions; C, AMBERn van der Waals, 
DelPhi electrostatic interactions, and ¢Gdesolv L ; D, AMBER van 
der Waals, DelPhi electrostatic interactions and ¢Gdesolv R ; E, 
AMBER van der Waals, DelPhi electrostatic interactions, and 
¢Gdesolv Tyr442; F, AMBER van der Waals and electrostatic 
interactions including two water molecules;58 G, AMBER van der 
Waals and DelPhi electrostatic interactions including two water 
molecules; 58 H, AMBER van der Waals, DelPhi electrostatic 
interactions, ¢Gdesolv L , and ¢Gdesolv R .  
 
According to the authors, the COMBINE model was 
externally validated when it was shown to predict the 
activity of an additional set of compounds that were not 
employed in model construction, see Figure 12. 
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Remarkably, the differences in inhibitory potency 
within the whole series were found to be finely tuned by 
the electrostatic contribution to the desolvation of the 
binding site and a network of secondary interactions 
established between the inhibitor and several protein 
residues that are distinct from those directly involved in 
the anchoring of the ligand. This information can now 
be used to advantage in the design of more potent 
inhibitors. 
 
Figure 12. Superposition of the training set of inhibitors as found in 
their respective complexes with AChE. Relevant active site residues 
for one representative protein have been labeled. A semitransparent 
solvent-accessible surface envelops the side chains of the labeled 
residues (except Asp72) to delineate the active site cavity. Water 
molecules and all the hydrogen atoms have been omitted for clarity. 
Carbon atoms of tacrines, huprines, and dihydroquinazolines are 
shown in green, orange, and cyan, respectively. 
 
1.14.  Structure-based 3D QSAR and design of novel 
ACeH inhibitors 
The paper Wolfgang Sippl [85] describes the 
construction, validation and application of a structure-
based 3D QSAR model of novel acetylcholinesterase 
(AChE) inhibitors. Initial use was made of four X-ray 
structures of AChE complexed with small, non-specific 
inhibitors to create a model of the binding of recently 
developed aminopyridazine derivatives. Combined 
automated and manual docking methods were applied to 
dock the co-crystallized inhibitors into the binding 
pocket. Validation of the modelling process was 
achieved by comparing the predicted enzyme-bound 
conformationwith the known conformation in the X-ray 
structure. The successful prediction of the binding 
conformation of the known inhibitors gave confidence 
that we could use our model to evaluate the binding 
conformation of the aminopyridazine compounds. The 
alignment of 42 aminopyridazine compounds derived 
by the docking procedure was taken as the basis for a 
3D QSAR analysis applying the GRID/GOLPE method. 
A model of high quality was obtained using the GRID 
water probe, as confirmed by the cross-validation 
method (q2 LOO = 0:937,q2 L50%O = 0:910). The validated 
model, with information obtained from the calculated 
AChE-inhibitor complexes, was considered for the 
design of novel compounds. Seven designed inhibitors 
which were synthesized and tested were shown to be 
highly active. After performing our modelling study the 
X-ray structure of AChE complexed with donepezil, an 
inhibitor structurally related to the developed 
aminopyirdazines. The good agreement found between 
the predicted binding conformation of the 
aminopyridazines and the one observed for donepezil in 
the crystal structure further supports our developed 
model. 
2. New method for the study of new 
Acetylcholinesterase inhibitors. 
 
2.1. Preface to new QSAR study 
Acetylcholinesterase inhibitors 
Alzheimer´s disease (AD) [86] is a serious and 
degenerative disorder that causes a the gradual loss of 
neurons, and in spite of the efforts realized by the big 
pharmaceutical companies of the world, the origen of this 
pathology is still not very clear. Treatment of AD by ACh 
precursors and cholinergic agonists was ineffective or 
caused severe side effects. ACh hydrolysis by AChE 
causes termination of cholinergic neurotransmission. 
Therefore, compounds which inhibit AChE might 
significantly increase the levels of ACh depleted in AD. 
However, these drugs don’t change the underlying 
disease process and may help only for a few months to a 
few years. We can see in this paper that the development 
of theoretical and QSAR models to study 
acetylcholinesterase inhibitors are usually not many 
achieved so far, and most of these works present docking 
studies. Watching this situation we need to develop 
QSAR models with acetylcholinesterase inhibitors. In this 
sense, quantitative structure-activity relationships 
(QSAR) could play an important role in studying these 
acetylcholinesterase inhibitors; QSARs can be used as 
predictive tools for the development of molecules [87, 
88]. Computer-aided drug design techniques based on 
Quantitative Structure-Activity Relationships (QSAR) 
could play an important role in drug discovery programs. 
The QSAR approach involves the development of models 
that relate the structure of drugs with their biological 
activity against different targets [89, 90]. In principle, 
there are currently more than 1600 molecular descriptors 
that may be generalized and used to solve the problem 
outlined above [91]. Numerous different molecular 
descriptors have been reported to encode chemical 
structures in QSAR studies. Furthermore, there are 
multiple chemometric approaches that can, in principle, 
be selected for this step. Multiple linear regression (MLR) 
or linear discriminant analysis (LDA) [92], can be used to 
relate molecular structure (represented by molecular 
descriptors) with biological properties. In this article, we 
developed QSAR models for acetylcholinesterase 
inhibitors, LDA was constructed from more than 20 000 
cases with more than 5 000 different molecules inhibitors 
of acetylcholinesterase obtained from ChEMBL database 
http://www.ebi.ac.uk/chembldb/index.php; in total we 
used more than 10 000 different molecules to develop the 
QSAR models. We used spectral moments molecular 
descriptors calculated with Modeslab software [71].  
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2.2. Methods 
     2.2.1. Linear classifier 
A database from ChEMBL database [93] containing 
assayed AChE inhibitors was used (Table SM from the 
Supplementary Material, request to author). The 
Modeslab software[71] was utilized here and provides 
spectral moments descriptors[94-98]. The QSAR model 
was constructed with the multivariate regression 
technique, the LDA, employing the Forward stepwise 
method for the selection of variables. All statistical 
analyses and data exploration were carried out in 
STATISTICA 6.0[99] . In the actual work, the 
independent data test is used by splitting the data 
randomly in a training series used for a model 
construction and a cross-validation (CV) one. The general 
formula of the QSAR classification function is the 
following: 
 12 0  WDWAChE i
m
mscore  
Where AChE score is the continuous and dimensionless 
score value for the AChE score /non- AChE score 
classification that gives relatively higher values to 
molecules with more probability to act as AChE score, m2Di 
are the 2Ds of type m, Wm is the coefficient (weights) of 
these indices in the QSAR model and W0 is the 
independent term. The reported statistical parameters of 
the QSAR model are the following: N, χ2, F, and p-level 
as well as Sensitivity, Specificity, and Accuracy for both 
training and CV . N is the number of molecules used to 
train the model, λ is Wilks statistic parameter, is Chi-
square and p-level is the probability of error. 
    2.2.2. Data set 
The data set used in this article was obtained from 
ChEMBL database. It has more than 20 000 cases and 
more than 5 000 different compounds inhibitors of AChE. 
In total we used more than 10 000 different molecules to 
develop the QSAR models obtained in ChEMBL. This is 
a database of bioactive drug-like small molecules, it 
contains 2D structures, calculated properties (e.g. logP, 
Molecular Weight, Lipinski Parameters, etc.) and 
abstracted bioactivities (e.g. binding constants, 
pharmacology and ADMET data). ChEMBL normalises 
the bioactivities into a uniform set of end-points and units 
where possible, and also tags the links between a 
molecular target and a published assay with a set of 
varying confidence levels. The data is abstracted and 
curated from the primary scientific literature, and covers a 
significant fraction of the SAR and discovery of modern 
drugs. The codes and activity for all compounds as well 
as the references used to collect them are depicted in 
SM1 of the supplementary material file (request to 
author). 
2.3. Results and Discussion 
The present is a QSAR model for the probability of 
binding organic compounds to acetylcholinesterase 
receptor based only on the molecular connectivity of the 
drug and the protein receptor. Using this model we can 
predict the different relationships between the drug-
protein connectivity same physicochemical property 
[100]. This work introduces a single linear QSAR 
equation model to classify drugs with 






















The nomenclature used in the descriptors of the 
equation is the same as establishing the Dragon software, 
where N is the number of compounds used for training, λ 
is the Wilks’s statistic parameter, χ2 is the Chi-square and 
p is the level of error.  This model, with 13 variables, 
classifies correctly 1803 out of 2104 active (Sensitivity of 
85.7%) and 12165 out of 12825 non-active (Specificity of 
94.85%). Overall training Accuracy was 93.58%. The 
validation of the model was carried out by means of 
external predicting series. The model classifies correctly 
921 out of 1053 active (87.45%) and 6040 out of 6341 
non-active (95.25%) in validation series. Accuracy for 
validation series (predictability) was 94.18% (6961 out of 
7394 DTPs). These results (Table 3) indicate that we 
developed an accurate model according to previous 
reports on the use of LDA in QSAR [101, 102]. 
 
Table 3. Results of the new LDA classification model. 
Parameter % Class active No active 
Analysis 
Sensitivity 94.85 No active 12165 660 
Specificity 85.7 active 301 1803 
Accuracy 93.58 Total   
Validation 
Sensitivity 95.25 n-active 6040 301 
Specificity 87.45 active 132 921 
Accuracy 94.18 Total   
 
 CONCLUSIONS 
Acetylcholinesterase functions and its implication in 
Alzheimer's disease have triggered an active search for 
potent and selective acetylcholinesterase inhibitors. 
Currently theoretical studies such as QSAR models have 
become a very useful tool in this context to substantially 
reduce time and resources consuming experiments. In this 
paper we can see that the development of theoretical and 
QSAR models to study acetylcholinesterase inhibitors are 
usually not many achieved so far, and most of these 
works present docking studies. Watching this situation we 
need to develop QSAR models with acetylcholinesterase 
inhibitors. In this sense, QSAR could play an important 
role in studying these acetylcholinesterase inhibitors. 
QSARs can be used as predictive tools for the 
development of molecules. In this work we developed a 
new LDA model using the ModesLab descriptors, based 
on a large database using about 10,000 different drugs 
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e target. To solve this problem we can develop multi-target QSAR (mt-QSAR) models. In this work, we
roduce the technique 2D MI-DRAGON a new predictor for DPIs based on two different well-known
ftware. We use the software MARCH-INSIDE (MI) to calculate 3D structural parameters for targets
d the software DRAGON was used to calculated 2D molecular descriptors all drugs showing known
Is present in the Drug Bank (US FDA benchmark dataset). Both classes of parameters were used as
ut of different Artificial Neural Network (ANN) algorithms to seek an accurate non-linear mt-QSAR
edictor. The best ANN model found is a Multi-Layer Perceptron (MLP) with profile MLP 21:21-31-1:1.
is MLP classifies correctly 303 out of 339 DPIs (Sensitivity ¼ 89.38%) and 480 out of 510 nDPIs
ecificity ¼ 94.12%), corresponding to training Accuracy ¼ 92.23%. The validation of the model was
rried out by means of external predicting series with Sensitivity ¼ 92.18% (625/678 DPIs;
ecificity ¼ 90.12% (730/780 nDPIs) and Accuracy ¼ 91.06%. 2D MI-DRAGON offers a good opportunity
fast-track calculation of all possible DPIs of one drug enabling us to re-construct large drug-target or
Is Complex Networks (CNs). For instance, we reconstructed the CN of the US FDA benchmark dataset
th 855 nodes 519 drugsþ 336 targets). We predicted CN with similar topology (observed and pre-
ted values of average distance are equal to 6.7 vs. 6.6). These CNs can be used to explore large DPIs
tabases in order to discover both new drugs and/or targets. Finally, we illustrated in one theoretic-
perimental study the practical use of 2D MI-DRAGON. We reported the prediction, synthesis, and
armacological assay of 10 different oxoisoaporphines with MAO-A inhibitory activity. The more active
mpound OXO5 presented IC50 ¼ 0.00083 mM, notably better than the control drug Clorgyline.





The prediction of interactions between organic compounds to
rm drug-target pairs (DPIs) is a source piece on the combination




sity of Santiago de Com-
).
SAS. All rights reserved.erefore, there is a strong incentive to develop new methods
pable of detecting these potential drug-target interactions effi-
ntly [1]. In this sense, we can use Quantitative StructureeActivity
lationships (QSAR) models [2] to carry out rational DPIs predic-
n. However, the use of QSAR techniques to predict DPIs is an
ea less explored until now. Classic QSAR models are equations
at connect the structure of the drug, expressed by means of
olecular descriptors, with the biological function. In classic



























F. Prado-Prado et al. / European Journal of Medicinal Chemistry 46 (2011) 5838e5851 5839available software to calculate structural parameters of the dru
Some of the more known software we can use to reach th
goal are: DRAGON, CODESSA [3], MODES-LAB [4], TOMO-COM
[5], and MARCH-INSIDE (MI) [6]. The software DRAGON is on
of the more complete calculating more than 1600 descriptor
for drug structure including as zero- (0D) one- (1D), two- (2D
three-dimensional (3D) parameters. Unfortunately almost a
QSAR models are able to predict the activity of drugs agains
only one target. To solve this problem we can develop mult
target QSAR (mt-QSAR) models to predict DPIs [7]. One wa
to develop this class mt-QSAR is incorporating into the QSA
equation parameters of the structure of the target (protein
DNA, RNA, etc.) in addition to the structural parameters of thFig. 1. Flowchart of all steps given indrug present in classic QSAR. Ideally, we should use structura
parameters of both drug and target calculated with the sam
software in order to standardize the entire algorithm. Disap
pointedly, many of known software used for QSAR have bee
developed to calculate only molecular indices of drugs. In an
case, the theory used in these software packages can be easil
extended to calculate molecular descriptors of targets. Conse
quently, it is only a matter of time that the authors of thes
programs develop new upgrades incorporating also molecula
descriptors of the targets. That is the case of TOMO-COMD an
MI; both have incorporated the calculation of drug and targe
structural parameters. In any case, until the best of ou































































F. Prado-Prado et al. / European Journal of Medicinal Chemistry 46 (2011) 5838e58515840QSAR predictor for DPIs. For instance, very recently we
veloped MIND-BEST [8] and NL MIND-BEST [9] two predictors
sed on structural parameters of drugs and proteins calculated
th software MI.
As was mentioned in the previous paragraph we can seek
SAR predictor for DPIs using molecular descriptors of both drug
d target. Nevertheless, many of the aforementioned software can
lculate only structural parameters for drugs and only a few of
em have been upgraded to incorporate parameters of targets. In
is sense, we propose to seek QSAR models to predict DPIs using
o different software packages (one for drug parameters and
her for target ones) as an alternative to the yet limited use of one
ogram only. In a last step, we can use this new type of QSAR
odel for the prediction of all possible DPIs/nDPIs (non-drug-
otein interaction) in the global set of relationships between
otein targets and all drugs to form the complex network (CN) of
DPIs. This type of CN for DPIsmay become of themajor relevance
r the discovery of new drugs and targets as well. For instance,
ldirim, et al. [10] have built a bipartite graph composed of US
od and Drug Administration (US FDA) approved drugs and
oteins linked by drug-target binary associations. The resulting
twork connects most drugs into a highly interlinked giant
mponent, with strong local clustering of drugs of similar types
cording to Anatomical Therapeutic Chemical classification.
pological analyses of this network quantitatively showed an
erabundance of ’follow-on’ drugs, that is, drugs that
rget already targeted proteins.
In this work, we developed for first time one mt-QSAR predictor
DPIs called 2D MI-DRAGON. The new technique combines the
ftware DRAGON [11] to calculate structural parameters of drugs
th software MI to calculate structural parameters of the target.
e technique 2D MI-DRAGON uses these descriptors as input of
e Artificial Neural Network (ANN) to seek the model. Both
ining and validation of the model was carried out by means ofFig. 2. Snapshot of LOMETS server used to prning and external predicting series containing structural
rameters for all DPIs present in the Drug Bank (US FDA bench-
ark dataset) downloaded from Drug Bank [12e15]. We also
mpare this model with other ANNmodels developed in this work
d Machine Learning (ML) classifiers published before to address
e same problem. A very good MI-DRAGON QSAR model was ob-
ined, and the subsequent combined QSAR & CN analysis may
come of major importance for the prediction of the activity of
w compounds against different targets or the discovery of new
rgets. In this sense we reported an illustrative study that
mbines both experiment and theory to show how to use this
odel in practical situations.We reported the prediction, synthesis,
d pharmacological assay of oxoisoaporphines with MAO-A
hibitory activity. In Fig. 1 we depict a flowchart with the main
ps given in this work to train and validate the ANN classifier
g. 2).Materials and methods
. Computational methods
.1. MI-DRAGON technique
.1.1. Parameters for drugs. The DRAGON software 4.0 [11] was
ilized here to calculate the parameters of drugs. This software
ovides near to 1600 descriptors classified as zero- (0D) one- (1D),
o- (2D), and three-dimensional (3D) descriptors. It depends on
ether they are computed from the chemical formula, substruc-
re list representation, molecular graph or geometrical represen-
tion of the molecule, respectively [16,17]. In this work, we
lculated only 0D e to e 2D descriptors. We use these descriptors
cause this way the drugs not optimized for use with 3D
scriptors. We used specifically the following descriptors: 2D


















































































































F. Prado-Prado et al. / European Journal of Medicinal Chemistry 46 (2011) 5838e5851 5841eigenvalue-based indices, functional group counts, atoms-centere
fragments, charge descriptors and molecular properties.
2.1.1.2. Parameter for targets (proteins). In previous works, we hav
predicted protein function based on 3D parameters of protei
structure calculatedwith softwareMI [18,19]. In this paper, we use
specifically the 3D-electrostatic potential parameters xk. Thes
values were used as inputs to construct the QSAR model togethe
with the structural parameters of drugs. The detailed explanation o
the procedure has been published before. Therefore, we provid
herein only themore general formula for these potentials and som
general explanations [20]:




The average general potentials depend on the absolute proba
bilities pk(j) and the total potential with which the aminoacid j-t
interactwith the rest of aminoacids. These are the probabilitieswit
which the amino acids interact with other amino acids placed a
a distance equals to k-times the cut-off distance (rij ¼ k$rcut-off). Th
method uses an MCM to calculate these probabilities; which als
depend on the 3D interactions between all pairs of aminoacid
placed at distance rij in r3 in the protein structure. However, for th
sake of simplicity, a truncation or cut-off function aij is applied i
such a way that a short-term interaction takes place in a firs
approximation only between neighboring aa (aij ¼ 1 if rij < rcut-off
Otherwise, the interaction is banished (aij ¼ 0). The relationship a
may be visualized in the form of a protein structure comple
network. In this network the nodes are the Ca atoms of the amino
acids and the edges connect pairs of aminoacids with aij ¼ 1. Th
network can be understood in terms of aminoacideaminoaci
protein contact maps [21] in Euclidean 3D space r3¼ (x, y, z) coo
dinates of the Ca atoms of aminoacids listed on protein PDB files. I
recent works we published different examples of these network
[22,23]. For the purposes of the calculation, all water molecules an
metal ionswere removed [20]. All calculationswere carried outwit
our in-house software MI [20]. For calculation the MI softwar
always uses the full matrix, never a sub-matrix, butmay run the las
summation term either for all amino acids or only for some specifi
groups called regions (R). These regions are often defined i
geometric terms and are referred to as core, inner, middle an
surface regions. The protein regions (c correspond to core, i to inne
m to middle, and s to surface regions, respectively) are shown i
different figures published in previous works [24]. The diameters o
the regions, as a percentage of the longest distance rmaxwith respec
to the centre of charge, are 0e25 for region c, 26 to 50 for region i, 5
to 75 for region m, and 76 to 100 for regions. Additionally, w
consider the total region (t) that contains all the amino acids in th
protein (region diameter 0e100% of rmax). Consequently, we ca
calculate different xm values for a single protein. Each xm values
referred for all the amino acids contained in different Regions R o
the protein (c, i, m, s, or t) and all their neighbors placed at topo
logical distancekwithin this region (k is thenamed theorder). In th
work, we calculated in total 5 regions 6 (higher orde
considered) ¼ 30 xm values for each protein.
2.1.1.3. Statistical analysis. The linear mt-QSAR model was con
structed using Linear Discriminant Analysis (LDA). All statistica
analyses and data exploration were carried out in STATISTICA 6.
[25]. In so doing, we used the Forward stepwise method imple
mented in the LDA module of STATISTICA for the selection o
variables. In the present work, the independent data test is used b
splitting the data randomly in a training series used for a mode
construction and a cross-validation (CV) one. Let be dk drugs and xtarget molecular descriptors of type kth for different drugs (d), w








bm$xm þ c0 (2
We used LDA to fit this discriminant function. The model dea
with the classification of a compound set with or without affinit
on different receptors. A dummy variable Affinity Class (AC) wa
used as input to codify the affinity. This variable indicates eithe
high (AC ¼ 1) or low (AC ¼ 0) affinity of the drug by the recepto
S(DPI)pred or DPI affinity predicted score is the output of the mode
and it is a continuous dimensionless score that sorts compound
from low to high affinity to the target coinciding DPIs with highe
values of S(DPI)pred and nDPIs with lowest values. In Equation (2
a and b represents the coefficients of the classification function
determined by the LDA module of the STATISTICA 6.0 softwar
package [25]. We used Forward Stepwise algorithm for a variabl
selection. The statistical significance of the LDA model was dete
mined calculating the p-level (p) of error with Chi-square test. W
also inspected the Specificity, Sensitivity, and total Accuracy t
determine the quality-of-fit to data in training. The validation of th
model was corroborated with external prediction series.
2.1.1.4. ANN analysis. The non-linear mt-QSAR model was con
structed using ANN analysis. All models trained were carried out i
STATISTICA 6.0 [25]. In so doing, we used a very simple type of AN
called Three Layers Perceptron (MLP-3) to fit this discriminan
function. The model deals with the classification of a compound se
with or without affinity on different receptors. A dummy variabl
Affinity Class (AC) was used as input to codify the affinity. Th
variable indicates either high (AC¼ 1) or low (AC¼ 0) affinity of th
drug by the receptor. S(DTP)pred or DTP affinity predicted score
the output of the model and it is a continuous dimensionless scor
that sorts compounds from low to high affinity to the target coin
ciding DTPswith higher values of S(DTP)pred and nDTPswith lowes
values. In Equation (2), b represents the coefficients of the LN
classification function, determined by the ANN module of th
STATISTICA 6.0 software package [25]. We used Forward Stepwis
algorithm for a variable selection.
In addition, we can explore more complicated non-linear ANN
in order to improve the accuracy of the classifier. We processed ou
data with different ANNs looking for a better model. Four types o
ANNs were used, namely, Probabilistic Neural Network (PNN
Radial Basic Function (RBF), Linear Neural Network (LNN), and Fou
Layer Perceptron (MLP-4) [26,27]. The quality of all the ANN
(linear or non-linear) was determined calculating values of Spec
ficity, Sensitivity, and total Accuracy to determine the quality-of-fi
to data in training. The validation of the model was corroborate
with external prediction series. We also reported ROC-curve ana
ysis (ROC curve can be used to select an optimum decision) for bot
training and validation series [26,28].
2.1.1.5. Data set. The data set was formed by a set of marketed DP
with known affinity of drugs by targets. This dataset is the sam
benchmark data used in previous works [2,8e10] in this area an
contains all drugs approved by the US FDA. We download th
dataset from the public resource called Drug Bank [8,9]{Knox, 201
#11246; Wishart, 2008 #11249; Wishart, 2006 #11250}. The dat
set was formed for more than 519 drugs with their respectively 33
targets. Subsequently, we were able to collect above 2337 case
(drug-protein interactions) instead of 519 336 cases. In additio
the data set was used to develop ANN models to performance th


































































































F. Prado-Prado et al. / European Journal of Medicinal Chemistry 46 (2011) 5838e58515842ble 1SM and Table 2SM of the supplementary material, due to
ace constraints, as well as the references consulted to compile the
ta in this table.
.1.6. Complex network construction. We construct a DPIs
twork in order to achieve the drug and protein affinity with
network approach. Generally in this network, one node may
present a drug or a target. On the other hand, the edges repre-
nts the DPIs; express relationships between pairs of drugs with
eir targets [10]. Anyhow, the nodes representing targets may be
at least two types. In almost all cases reported up to date each
rget is represented only once in the network. In this class of
atic” DPIs network the target is depicted by the node corre-
onding to the X-ray structure of itself. In this work, we build in
tal two complex networks. First, we constructed the DPIs
tworks for the observed data and second, DPIs network predicted
the model. The common steps to construct these networks are:
. First, using the Excel software in a columnwe introduce all the
proteins, the drugs used quotation marks in our database.
. Then in another column lists all the cases. At the beginning of
this column puts the total number of vertices, there are
currently two columns of the name of drug and protein and
their corresponding number of vertices.
. At the end of the columns are placed bows in the first column
put the number of vertices for the drug and in another column
corresponding to the protein.
. The file was saved as a .txt format file. After we had renamed
the .txt file as a .net file we read it with the CentiBin software
[29,30].
. Using CentiBin we can not only represent the network but also
highlight all drugs and targets (nodes) connected by a specific
edge or link (DPI). Using this software we can calculate vertex
centralities to analyze the relationships between drug targets.
. Illustrative experiments
.1. Synthesis of oxoisoaporphines
.1.1. Synthesis. Synthesis of compounds 1e10 has been previ-
sly reported by us [31,32]. The 2,3-dihydrooxoisoaporphines 2
d3 (Scheme1)wereobtained starting fromcondensationproduct
3,4-dimethoxyphenylethylamine (homoveratrylamine) with
thalaldehydic acid. The intermediate compound was subse-
ently treated with polyphosphoric acid to give the compounds 2
d 3. Treatment with 10% Pd on charcoal over benzene of 2 and 3
lded the isoaporphines 5 and 6 39. Compound 2was catalytically
drogenated over PtO2 at room temperature at 60e70 psi in AcOH
ording, in good yield, 9 inwhich only ring D is saturated 40, 41. By
BH4 reduction of 2 carbinol 10 is obtained 37. Finally, treatment of
ith dust zinc and 37% HCl to give the phenolic compound 7. On
e other hand, 1 (Scheme 2) was obtained from N-phenethylph-
alimide, which was partially reduced with NaBH4 in MeOH and
clized with hydrochloric acid to give 5,6,8,12b-tetrahydro-8-
indolo [1,2-a]isoquinolone and this was oxidized with air in the
esence of NaOH-MeOH and dimethyl sulfate to afford 1-(2-
ethoxycarbonylphenyl)-3,4-dihydroisoquinoline, which was
rectly hydrolyzed with hydrochloric acid to 1-(2-carboxyphenyl)-
-dihydroisoquinoline, which, using fuming sulfuric acid, was
ally cyclized affording 1. Treatment of 1 with 10% Pd on charcoal
er benzene yielded isoaporphine 4 [33]. The BischlereNapieralski
ndensation of homoveratrylamine and 2-(benzylbenzoate)chlo-
e afforded a compound characterized as (20-(3,4-dihydro-6,7-
methoxyisoquinolin-10-yl)phenyl)methylbenzoate that, when it
s made to react with an AcOH/H2SO4 mixture at 100 C, surpris-
gly afforded only compound 5-methoxy-6H-dibenzo[de,h]inolin-6-one compound 8 (Scheme 3) [34,35]; Schemes 1, 2 and 3
e in Fig. 3.
Results
. DPIs QSAR predictive models
.1. LDA model
Common physicochemical properties like electrostatic poten-
ls have been demonstrated to be useful on protein QSAR [36,37].
e used these properties as input of our model in addition to drug
olecular descriptors. The present is the first mt-QSAR model
mbining DRAGON and MI to predict the probability with which
cur DPIs between a drug and a protein. This type of models lie
thin the frontiers between classic QSAR for drugs and protein
AR [38]. Some applications for the present model are the
ediction of new drugs, new protein receptors or drug targets, and
ug binding sites. Detailed information on the compounds, pre-
cted classification, and probability of affinity on different recep-
rs of the drugs used to seek themodel appears in Table 1SM of the
pplementary material. Based on the algorithms described in
aterials and methods the best linear model found was the
llowing:
DTPÞpred ¼  0:0004$d1  0:0032$d2  0:0026$d3
þ 0:0021$d4  0:0019$d5  0:0003$d6
 0:0026$d7 þ 0:1284$d8  0:0253$x1 þ 4:2642
N ¼ 2337 c2 ¼ 2585:53 p level < 0:001 ð3Þ
The nomenclature used in the descriptors of the equation is
und in Table 1. In this equation, N is the number of cases, c2 is the
i-square and p is the level of error. This model, with 9 variables,
ssifies correctly 533 out of 588 DPIs (Sensitivity of 77.47%) and
0 out of 810 nDPIs (Specificity of 98.76%). Overall training
curacy was 88.98%. The validation of the model was carried out
means of external predicting series. The model classifies
rrectly 252 out of 339 DPIs (74.34%) and 490 out of 510 nDPIs
6.08%) in validation series. Accuracy for validation series
redictability) was 87.37%. These results (Table 2) indicate that we
veloped an accurate model according to previous reports on the
e of LDA in QSAR [39,40].
After observing the above result, we developed another model
incorporate possible interaction effects between drug and
otein descriptors, with the aim of improving the model. For this,
used the product between descriptors resulting from the linear
t-QSAR equation. In fact, one interaction effect was entered in the
w equation after rerunning forward stepwise analysis. Themodel
uation incorporating interaction effects is as follows:
DTPÞpred ¼  0:0044$d2 þ 0:0013$d9 þ 0:0032$d10
þ 0:00022$d6  0:0017$d11  0:0003$d6
þ 0:0015$d4$x1  1:643
N ¼ 2337 c2 ¼ 565:4862 p level < 0:001ð4Þ
This model, with 9 variables, classifies correctly 276 out of 339
Is (Sensitivity of 81.42%) and 430 out of 510 nDPIs (Specificity of
.31%). Overall training Accuracy was 83.16%. The validation of the
odel was carried out by means of external predicting series. The
odel classifies correctly 539 out of 678 DPIs (79.5%) and 700 out of
0 nDPIs (86.42%) in validation series. Accuracy for validation
ries (predictability) was 83.27%. These results (Table 2) indicate
at we can seek a statistically significant and relatively accurate
ear model according to previous reports on the use of LDA in



















Fig. 3. Oxoisoaporphines derivatives used in this work.
F. Prado-Prado et al. / European Journal of Medicinal Chemistry 46 (2011) 5838e5851 5843analysis incorporates an interaction effect it does not improve th
final model. In conclusion, there is a not-random linear relationshi
between DPIs and drug þ protein descriptors calculated wit
DRAGON and MI. We can also conclude that we may need to carr
out non-linear techniques to improve the model.
3.1.2. Train and validation of 2D MI-DRAGON ANN model
The previous models show good results with a relatively sma
number of parameters (9 parameters and 7 parameters) an
a linear equation for each one. However, as result of the previou
section we decided to carry out an ANN analysis to seek a bettemodel using a non-linear method. Four types of ANNs were used
namely, Probabilistic Neural Network (PNN), Radial Basic Functio
(RBF), Three Layers Perceptron (MLP-3), and Four Layer Perceptro
(MLP-4). See, previous works about the use of these ANNs i
protein QSAR [2,9]. The Fig. 4 depicts the networks topology fo
some of the ANN models tested. In general, at least one ANN o
every type testedwas statically significant. However, onemust not
that the profiles of each network indicate that many of these ar
highly non-linear and complicated models.
ANN-QSAR model has been demonstrated before; see, fo






























































Detailed list of the symbols and description for all parameters present in the model.
Original Descriptor Descriptor name Code ID
ATS6v Broto-Moreau autocorrelation of a topological structure - lag 6/weighted
by atomic van der Waals volumes
d1
GATS2e Geary autocorrelation - lag 2/weighted by atomic Sanderson electronegativities d2
BELm1 Lowest eigenvalue n. 1 of Burden matrix/weighted by atomic masses d3
BELm4 Lowest eigenvalue n. 4 of Burden matrix/weighted by atomic masses d4
BELm5 Lowest eigenvalue n. 5 of Burden matrix/weighted by atomic masses d5
GGI1 Topological charge index of order 1 d6
GGI9 Topological charge index of order 9 d7
JGI7*10-3 Mean topological charge index of order7/1000 d8
TqðmÞ Entropy of all aminoacids placed in the middle region and all the neighbors at distance k  2 p1
GATS6p Geary autocorrelation - lag 6/weighted by atomic polarizabilities d9
BELv5 Lowest eigenvalue n. 5 of Burden matrix/weighted by atomic van der Waals volumes d10
SEigv Eigenvalue sum from van der Waals weighted distance matrix d11
d4p1 (lowest eigenvalue n. 4 of Burden matrix/weighted by atomic masses)
(Entropy of all aminoacids placed in the middle region and all the neighbors at distance k  2)
d4p1
F. Prado-Prado et al. / European Journal of Medicinal Chemistry 46 (2011) 5838e58515844mpare different types of networks to obtain a better model. In
ble 2 we show the classification matrix of the different networks.
e profiles of networks tested were RBF 1:1-1-1:1 with only one
riable; LNN 243:243-1:1, which present many variables, and PNN
3:243-7458-2-2:1, which has a very high number of hidden
urons, see Table 2. After that, the simpler but more accurate ANN
odel found was an MLP (MLP 21:21-31-1:1) with training
curacy ¼ 91.06%. This was selected as the best network found
cause it presents both high accuracy and an adequate number of
riables accounting for features relevant for DPIs. This ANN
esents 21 inputs variables (18 dk þ 3 xm). This leads to 21 neurons
first or input layer (I), 31 neurons in the second layer or first
dden layer (H1) and only one neuron (DPI prediction) in the
tput layer (O). We depict the ROC-curve for MLP 21:21-31-1:1 to
ow how reliable was the network model developed, see Fig. 5.
tably, almost all the models presented had a ROC-curve higher
an 0.5. The model presented an area greater than 0.92. From now
we call the ANN MLP 21:21-31-1:1 as the 2D MI-DRAGON
edictor.
.3. 2D MI-DRAGON assembly of CNs for DPIs
A possible application for this model, which is relevant to drug
d target screening, is the construction of multi-protein CNs thatle 2
mparison of LDA and different ANNs classification models.
odel profile Class Train Stat. Validation
% DPIs nDPIs Par. % DPIs nDPIs
D MI-DRAGON DPIs 89.38 303 36 Sn 92.18 625 53
LP nDPIs 94.12 30 480 Sp 90.12 80 730
1:21-31-1:1 Total 92.23 Ac 91.06
DAa DPIs 77.47 155 533 Sn 77.47 155 533
:9e1:1 nDPIs 98.77 800 10 Sp 98.77 800 10
Total 88.99 Ac 88.99
DA DPIs 84.31 430 80 Sn 86.42 700 110
:6e1:1 nDPIs 81.42 63 276 Sp 79.50 139 539
Total 83.16 Ac 83.27
NN DPIs 63.72 216 123 Sn 67.55 458 220
43:243-7458-2-2:1 nDPIs 74.51 130 380 Sp 67.90 260 550
Total 70.20 Ac 67.74
BF DPIs 74.04 251 88 Sn 71.24 483 195
:1-1-1:1 nDPIs 72.55 140 370 Sp 80.25 160 650
Total 73.14 Ac 76.14
NN DPIs 84.37 286 53 Sn 80.09 543 135
43:243-1:1 nDPIs 100.00 0 510 Sp 81.48 150 660
Total 93.76 Ac 80.85
Is: Drug-Target Pairs for compounds with high affinity; nDPIs: Drug-Target Pair
compounds with non-affinity; Stat. is statistics, Par. is parameter.corporates protein affinity profile for drugs or the same CNs for
Is. In order to recall the capacity of 2D MI-DRAGON to predict
w CNs of DPIs we selected the same benchmark database used in
evious works [2,9]; which includes US FDA approved drugs with
eir targets. With these goals in mind, we constructed again and
anually curated the above-mentioned CN obtaining a graph with
5 vertices or nodes (drugs and proteins) and m ¼ 1016 DPIs
dges). This CN of DPIs have D ¼ 6.7; average topological distances
j between all pairs of nodes. The same as before, we constructed
new CN of DPIs but connecting only pairs of nodes with DPIs
edicted by 2D MI-DRAGON. In so doing, we obtained a value of
¼ 6.6 andm ¼ 907 DPIs. In Fig. 6 we illustrated visually both CNs
bserved and predicted). In first instance, we can see that both
tworks may have very similar topology (connectivity patterns
ucture) as measure in terms of D and m.
One way to apply this type of CNs of DPIs for drug screening and
ug-target discovery is the calculation of those nodes (drugs or
oteins) which are more relevant or important (central) in the
aph. For it we can use numerical parameters that quantify the
portance of a node in a graph which are called node centralities
of type t [43]. The identification of these nodes using node




















































dFig. 6. Observed vs. Predicted drug-target complex networks.
Fig. 5. ROC Curve for 2D MI-DRAGON predictor (red ¼ train series, blue ¼ validation
series). (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
F. Prado-Prado et al. / European Journal of Medicinal Chemistry 46 (2011) 5838e5851 5845proteins in analogy to similar procedures developed for PIN
networks of ProteineProtein Interactions (PPIs) [44]. In Table 3 w
show the predicted results of both node degree centrality (Cd) an
closeness centrality (Cclo) for proteins and drugs present in th
database. The parameter Cd measures the local importance o
a node by counting the number of nodes directly attached to him
[44]. Conversely, Cclo measures the global importance of a node i
a CN by taking in consideration the inverse of the sum of D
(Cclo ¼ 1/SDij) [45]. Consequently, the higher Cd the higher is th
local importance of the node but the higher Cclo the lower is th
global importance of the node. For instance, the protein 1HA2 wit
lower Cclo ¼ 0.0004 and a Cd ¼ 47 is the more important protei
both locally and globally in this CN. This means that this protein
both locally and globally important because it is the target of man
drugs (high Cd). This is a very interesting result; because 1HA2 is th
protein Human Serum Albumin (HSA). HSA is an abundant trans
port protein found in plasma that binds a wide variety of drugs i
two primary binding sites (I and II) and can have a significan
impact on their pharmacokinetics and is characterized by it
surprising capacity to bind a large variety of biologically activ
molecules [46,47]. Depending on our aims the more importan
nodes in pharmacological terms not necessarily have to be th
more central in the graph (those with higher Cd and lower Cclo), se
Table 3.
3.2. Theoretic-experimental study using 2D MI-DRAGON predictor
Finally, we illustrated in one theoretic-experimental study th
practical use of 2D MI-DRAGON. We reported the prediction
synthesis, and pharmacological assay of 10 different oxoisoapo
phines with MAO-A inhibitory activity.
3.2.1. Pharmacological assay for oxoisoaporphines
The test drugs (new compounds and reference inhibitors) the
were unable to react directly with the Amplex Red reagen
excluding any interference in the measurements. In our exper
ments and under our experimental conditions, hMAO-A displaye
a Michaelis constant (Km) equal to 457.17  38.62 mM an
a maximum reaction velocity (Vmax) equal to 185.67  12.06 nmo
min/mg protein whereas hMAO-B showed a Km equal t
220.33  32.80 mM and a Vmax equal to 24.32  1.97 nmol/min/m
protein (n ¼ 5). Most tested drugs concentration-dependently an
selectively inhibited the enzymatic control activity of MAO-A (se
Table 4).
3.2.2. Pharmacological studies: determination of hMAO isoform
activity
The potential effects of the test drugs on hMAO activity wer
investigated by measuring their effects on the production o
hydrogen peroxide from p-tyramine (a common substrate for bot
hMAO-A and hMAO-B), using the Amplex Red MAO assay k
(Molecular Probes, Inc., Eugene, Oregon, USA) and microsoma
MAO isoforms prepared from insect cells (BTI-TN-5B1-4) infecte
with recombinant baculovirus containing cDNA inserts for hMAO-
or hMAO-B (SigmaeAldrich Química S.A., Alcobendas, Spain). Th
production of H2O2 catalysed by MAO isoforms can be detecte
using 10-acetyl-3,7-dihydroxyphenoxazine (Amplex Red reagent
a non-fluorescent and highly sensitive probe that reacts with H2O
in the presence of horseradish peroxidase to produce a fluorescen
product: resorufin. In this study hMAO activity was evaluated usin
the above-mentioned fluorimetric method following the genera
procedure previously described by us [48]. Briefly, 0.1 ml of sodium
phosphate buffer (0.05 M, pH 7.4) containing various concentra
tions of the test drugs (new compounds or reference inhibitors) an



























Results of node degree and closeness centrality for top-20 proteins and drugs.
Rank PDB Function Cd Cclo Drugs Activity Cd Cclo
1 1HA2 Human serum albumin 44 4.798 NADH Energy production 35 3.83
2 1BNA B-DNA dodecamer 36 4.153 Simvastatin hypolipidemic drug 18 4.219
3 1R5K Estrogen receptor 27 3.774 Dimethyl sulfoxide Solvent 15 4.146
4 1EMI Ribosomal protein s8 16 2.989 Atorvastatin hypolipidemic drug 11 4.085
5 1CZM Carbonic anhydrase I 14 2.573 Pyridoxal Phosphate transamination reactions 9 2.994
6 1MO8 ATPase 14 3.383 Adenosine monophosphate Energy production 8 3.484
7 1NHZ Glucocorticoid receptor 14 2.776 Minocycline Antibiotic 8 3.477
8 1SQN Progesterone receptor 13 2.803 Menadione Protrombin synthesis 7 3.266
9 1T9N Carbonic anhydrase II 13 2.584 Vitamin A Antioxidant 7 2.789
10 1UZF Angiotensin enzyme 13 3.327 Alitretinoin Antineoplastic agent 6 2.895
11 1BYW HERG potassium channel N 11 3.195 Halothane Anesthesic 6 3.946
12 1E3G Androgen receptor 11 3.621 L-Proline support tissues of the body 6 2.919
13 1VRU HIV-1 reverse transcriptase 11 2.929 Acitretin Psoriasis treatment 5 3.897
14 1ODW HIV-1 protease 10 3.439 Etretinate Psoriasis treatment 5 2.894
15 1ZNC Carbonic Anhidrase IV 10 2.58 Acetozolamide Carbonic Anhidrase inhibitor 5 2.45
16 1F5F Human sex hormone-binding globulin 9 3.687 Sulindac non-steroidal anti-inflammatory drug 5 3.885
17 1HWL HMG-CoA reductase 9 3.731 Adapalene anti-inflammatory drug 4 2.892
18 1A8M Tumor necrosis factor alpha 8 4.085 Cyclothiazide antihypertensive 4 2.907
19 1TB5 Phosphodiesterases 8 3.209 Dromostanolone Antineoplasic Agent 4 3.623

























F. Prado-Prado et al. / European Journal of Medicinal Chemistry 46 (2011) 5838e58515846d adjusted to obtain in our experimental conditions the same
action velocity, i.e., to oxidize (in the control group) 165 pmol of
tyramine/min (hMAO-A: 1.1 mg protein; specific activity:
0 nmol of p-tyramine oxidized to p-hydroxyphenylacetaldehyde/
in/mg protein; hMAO-B: 7.5 mg protein; specific activity: 22 nmol
p-tyramine transformed/min/mg protein) were incubated for
min at 37 C in a flat-black-bottom 96-well microtiter (micro-
st plate, BD Biosciences, Franklin Lakes, NJ, USA) placed in the
rk multi-mode microplate reader chamber. After this incubation
riod, the reaction was started by adding (final concentrations)
0 mM Amplex Red reagent, 1 U/ml horseradish peroxidase and
mM p-tyramine. The production of H2O2 and, consequently, of
sorufinwas quantified at 37 C in amulti-modemicroplate reader
uostar Optima, BMG Labtech GmbH, Offenburg,Germany), based
the fluorescence generated (excitation, 545 nm, emission,
0 nm) over a 15 min period, in which the fluorescence increased
early.
Control experiments were carried out simultaneously by
placing the test drugs (new compounds and reference inhibitors)
th appropriate dilutions of the vehicles. In addition, the possible
pacity of the above test drugs to modify the fluorescence
nerated in the reaction mixture due to non-enzymatic inhibitionle 4
ibitory activity of different isooxoaporphine derivatives (OXO 1- OXO 10).
ompounds hMAO-A (IC50 mM) hMAO-B (IC50 mM) SI
XO 1 27.32  1.18a >100 >3.7b
XO 2 0.014  0.00034a >100 >7,143b
XO 3 0.044  0.0022a >100 >2,273b
XO 4 0.72  0.05a >100 >139b
XO 5 0.00083  0.000049a >100 >120,482b
XO 6 1.23  0.08a >100 >81b
XO 7 0.035  0.0013a >100 >2,857b
XO 8 0.013  0.00054a >100 >7,692b
XO 9 2.12  0.07a >50 >24b
XO 10 9.81  0.26a >50 >5.1b
lorgyline 0.0040  0.00025a 63.41  1.20 15,852
eprenyl 68.73  4.21a 0.017  1.96 0.00025
proniazid 6.56  0.76a 7.54  0.36 1.15
oclobemide 361.38  19.37a * >2.8b
hMAO-A selectivity index ¼ IC50 (hMAOeB)/IC50 (hMAOeA). Each IC50 value is the
an  S.E.M. from five experiments. * Inactive at 1 mM (highest concentration
ted). Level of statistical significance.
P < 0.01 versus the corresponding IC50 values obtained against hMAO-B, as
termined by ANOVA/Dunnett’s.
Values obtained under the assumption that the corresponding IC50 against
O-B is the highest concentration tested (10 mM or 100 mM). Fig.g., for directly reacting with Amplex Red reagent) was deter-
ined by adding these drugs to solutions containing only the
plex Red reagent in a sodium phosphate buffer. To determine








































Prediction of oxoisoaporphines analogues with 2D MI-DRAGON predictor.
Compound MAO-A
Drug OC PC S(DPI)pred Structure
OXO 1 0 1 0.981
N
O









OXO 4 1 1 0.981
N
O




OXO 6 1 1 0.997








Table 5 (continued )
Compound MAO-A








OC¼ observed class and PC¼ Predicted class, OC¼ 1 if compound IC50 < 10 mM and
PC¼ 1 if the DPI probability predicted for pair drug-MAO-a enzyme p(MAO-a)> 0.5
(2Z5X is PDB ID of MAO-A used to predict p-values).
F. Prado-Prado et al. / European Journal of Medicinal Chemistry 46 (2011) 5838e5851 5847corresponding enzymatic activity of both isoforms was evaluate
(under the experimental conditions described above) in presence o
a number (a wide range) of p-tyramine concentrations. The specifi
fluorescence emission (used to obtain the final results) was calcu
lated after subtraction of the background activity, which wa
determined from vials containing all components except the MA
isoforms, which were replaced by a sodium phosphate buffe
solution.
The results show that compounds called OXO 5 and OXO 8 hav
IC50 values in the range of pM and nM respectively, much lowe
than the reference inhibitor of MAO-A, which can be seen in th
concentration-response curves for each compound (see Fig. 7
Fig. 7A shows the curve "concentration-response representative o
the inhibitory effects produced by the compound OXO
(IC50 ¼ 835.75  49.75 pM) on the enzymatic activity of huma
recombinant MAO-A. Fig. 7B shows the curve "concentration
response representative of the inhibitory effects produced by th
compound OXO 8 (IC50 ¼ 13.36  0.54 nM) on the enzymat
activity of human recombinant MAO-A. Each point in both repre
sents the mean  SEM (indicated by vertical lines) of at least fiv
experiments. Other compounds showed IC50 values in the range o
nM to mM, and were very selective inhibitors of MAO-A isoform.
3.2.3. 2D MI-DRAGON prediction of oxoisoaporphines vs. MAO-A
In this in silico experiment we used 2D MI-DRAGON to predic
the interaction of the new oxoisoaporphines withMAO-A. For it, w
downloaded the 3D structure of MAO-A protein with PDB ID 2Z5
and calculated their structural parameters with MI. We als
generated the SMILE codes for these compounds and calculate
their structural parameters with DRAGON. After that, we predicte
their propensity to undergo DPIs with MAO-A using as inputs fo
the 2DMI-DRAGON predictor the structural parameters of both th
drugs and the protein. In Table 5 we confront the results obtaine
using this model and the outcomes of the pharmacological assa
The compound Clorgyline a known selective inhibitor for MAO-
was used as control. We consider the observed class for activ
compounds OC ¼ 1 if compound IC50 < 10 mM this cut-off is in th
similar range than other used in previous works [49,50]. As we ca
see in this table all the compounds oxoisoaporphines analog
present some activity, but we found an interesting result in th
pharmacological assays. The most active compound in the pha
macological assay (OC ¼ 1) was compound OXO 5 predicted a
Table 6
TWJ analysis for oxoisoaporphines derivatives vs. parasite targets.














Number of variables (V¼ 10 oxoisoaporphine compounds); Number of cases: (C¼ 50e60 proteins) Threshold computed from data (Tc); Number of blocks (B); Total Samp ean (M); Standard Deviation (Sd); colors in the figure






















































































































F. Prado-Prado et al. / European Journal of Medicinal Chemistry 46 (2011) 5838e5851 5849active with PC ¼ 1 and high score S(DPI)pred ¼ 0.99. The OXO
compound that are active in pharmacological assays (OC ¼ 1) wer
also predicted as active against MAO A (PC ¼ 1) and high scor
S(DPI)pred ¼ 0.99.
3.2.4. 2D MI-DRAGON screening of oxoisoaporphines vs. US FDA
proteins
An additional use of 2D MI-DRAGON was to carry out the “i
silico” or virtual screening of the newcompoundswith respect to a
other targets previously approved by US FDA [51]. It may help t
found new targets for these drugs or discard possible toxicologica
effects depending on the other targets predicted and/or discarde
for these compounds. This type of experiment is of the majo
importance due to the cost in terms of animal sacrifice, tim
materials and human resources of the experimental assay of a
compounds against all these targets, see recent reviews by Duardo
Sanchez et al. [52e55]. In fact, over a decade, the US FDA has bee
engaged in the applied research, development, and evaluation o
computational toxicology methods used to support the safet
evaluation of a diverse set of regulated products. The basis fo
evaluating computational toxicology methods is multi-factoria
including the potential for increased efficiency, reduction in th
numbers of animals used, lower costs, and the need to explor
emerging technologies that support the goals of the US FDA
Critical Path Initiative (e.g. to make decision support informatio
available early in the drug review process) [56].
In this experiment, we downloaded the 3D structure of a
proteins that are targets of US FDA approved drugs. Next, we calcu
lated the structural parameters of all these proteinswithMI.We als
generated the SMILE codes for these compounds and calculated the
structural parameters with DRAGON. After that, we predicted the
propensity to undergo DPIs with all US FDA proteins using as input
for the 2D MI-DRAGON predictor the structural parameters of bot
the drugs and proteins. We depict in Table 3SM, all proteins in FD
dataset predicted vs. the 10 oxoisoaporphine derivatives. We foun
that overall the10derivativeswere predicted asnon-active (lowDP
scores) against almost all proteins in theFDAdatabase. Consequentl
2D MI-DRAGON predicts a high the selectivity of the new oxoisoa
porphines derivatives as MAO A inhibitors. We can reach this go
because the model predicts these compounds as non-active wit
respect to all proteins that are targets of FDA drugs.
3.2.5. 2D MI-DRAGON study of oxoisoaporphines selectivity for
parasite proteins
An additional use of 2D MI-DRAGON was to predict the selec
tivity of the new oxoisoaporphine derivatives with respect to othe
targets in different organisms. In a previous work we reporte
antiplasmodial activity (IC50 ¼ 1.45 mM) for compound 8, whereas
exhibited a lower activity (IC50w 10 mM), 2, 4 and 6 had a moderat
effect (IC50 w 50 mM) and 1, 3 and 7 possessed a very low activit
(IC50 > 80 mM) against the same parasite [9]. In this previous wor
we also predicted the possible activity of these compounds agains
a collection of proteins present in Plasmodium falciparum. A
predictions were carrying out using the web server NL MIND-BES
The outputs of these studies were used as inputs for a Two-Way
joining Analysis (TWJ) of these results. These results obtained i
the previous work indicated a low average tendency of these drug
to bind the selected P. falciparum proteins. However, NL MIND-BES
predicted that compounds 4, 5, and 8 have higher propensities t
interact with some P. falciparum proteins. This result was significan
because the compound 8 has shown activity against P. falciparum i
the experimental assay carry out in the previous work. Th
previous study paved the way to new predictive studies of anothe
potential targets for this class of compounds in P. falciparum and/o
other parasite species.In this sense, we decided to carry out here a predictive study o
potential targets for oxoisoaporphines using 2D MI-DRAGO
predictor. For it, first we first we downloaded the 3D structure o
a large set of 1660 human parasite protein chains from PDB. In tota
we studied 627 protein chains of Trypanosome, 230 of Leishmani
136 of Toxoplasma, as well as other 626 of Plasmodium (not studie
in the previous study). Next, we calculated the structural parame
ters of all these proteins with MI. We also generated the SMIL
codes for these compounds and calculated their structural param
eters with DRAGON, the same than in previous section. After tha
we predicted the propensity of oxoisoaporphines to undergo DP
with all selected 1660 human parasite proteins. Next we develope
a Two-Way-Joining (TWJ) cluster analysis in order to facilitat
information extraction and graphical depiction from raw tables o
drug vs. target results. In Table 6 we depict four figures with TW
hot maps. Each map displays the standardized DPI score values fo
the 10 oxoisoaporphine derivatives against above 50-60 proteins o
one different parasite selected out of the total proteins studied. W
found that overall the 10 derivatives were predicted with low DP
scores against almost all proteins studied (colors in the figure ar
only illustrative, red score means a higher value and green valu
a lower score, but in all cases are nDPI score values). This resu
coincides with the predictions carry out using NL MIND-BEST we
server for P. falciparum. It points to a high selectivity of these drug
for one specific target in P. falciparum (see previous work) with low
probability of action against other targets in P. falciparum or th
other human parasites studied.
4. Conclusions
It is possible to seek excellent predictors for DPIs using as inpu
structural parameters of drugs and proteins calculated wit
different programs and combined with ANN models. The 2D M
DRAGON predictor based on structural parameters of drugs calcu
lated with DRAGON and parameters of proteins calculated with M
correctly predicts PDIs of 500þ different drugs approved by US FD
with Accuracy >90%. 2D MI-DRAGON predictor is also useful t
assemble CNs of DPIs. These CNs computationally assemble offer a
alternative to discover new drugs or targets, and explore th
selectivity and toxicity of drugs. In this work, we exemplified thes
conclusions through the experimental-theoretical study of th
MAO A activity of new oxoisoaporphines.
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Abstract. The Neurodegenerative diseases have been increasing in the last years. Many of 
the drugs candidates to be used in the treatment of neurodegenerative disease present 
specific 3D structural features. One important protein in this sense is the 
acetylcholinesterase (AChE); which is the target of many Alzheimer's dementia drugs. 
Consequently, the prediction of Drug-Proteins Interactions (DPIs/nDPIs) between new 
drugs candidates with specific 3D structure and targets it is of the major importance. For it, 
we can use Quantitative Structure-Activity Relationships (QSAR) models to carry out 
rational DPIs prediction. Unfortunately, many previous QSAR models developed to predict 
DPIs take into consideration only 2D structural information and codify the activity against 
only one target. To solve this problem we can develop one 3D multi-target QSAR (3D mt-
QSAR) models. In this communication, we introduce the technique 3D MI-DRAGON a 
new predictor for DPIs based two different well-known software. We use the software 
MARCH-INSIDE (MI) and DRAGON to calculate 3D structural parameters for drugs and 
targets respectively. Both classes of 3D parameters were used as input to train Artificial 
Neuronal Network (ANN) algorithms using as benchmark dataset the complex network 
(CN) formed by all DPIs between US FDA approved drugs and their targets. The entire 
dataset was downloaded from Drug Bank. The best 3D mt-QSAR predictor found is one 
ANN of type Multi-Layer Perceptron (MLP) with profile MLP 37:37-24-1:1. This MLP 
classifies correctly 274 out of 321 DPIs (Sensitivity = 85.35%) and 1041 out of 1190 nDPIs 
(Specificity = 87.48%), corresponding to training Accuracy = 87.03%. We validated the 
model with external predicting series with Sensitivity = 84.16% (542/644 DPIs; Specificity 
= 87.51% (2039/2330 nDPIs) and Accuracy = 86.78%. The new CNs of DPIs reconstructed 
from US FDA can be used to explore large DPIs databases in order to discover both new 
drugs and/or targets. We carried out theoretic-experimental studies to illustrate the practical 
use of 3D MI-DRAGON. First, we reported the prediction and pharmacological assay of 22 
different rasagiline derivatives with possible AChE inhibitory activity.  
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1. Introduction 
Yildirim, et al. [1] have built a complex network (CN) of Drug-Protein Pairs (DPIs) with 
the form of a bipartite graph composed of all DPIs for all US Food and Drug 
Administration (US FDA) approved drugs and proteins linked by drug-target binary 
associations. The resulting CN connects most drugs into a highly interlinked giant 
component, with strong local clustering of drugs of similar types according to Anatomical 
Therapeutic Chemical classification. It was motivated due to the strong incentive to 
develop new methods able of predicting potential drug-target interactions complex 
networks (CNs) formed by DPIs [2]. For it, we can use Quantitative Structure-Activity 
Relationships (QSAR) models [5] to carry DPIs prediction. To solve this problem we can 
develop a 3D multi-target QSAR (3D mt-QSAR) models to predict DPIs [6].  One way to 
develop this class mt-QSAR is incorporating into the QSAR equation parameters of the 
structure of the target (protein, DNA, RNA, etc.) in addition to the structural parameters of 
the drug present in classic QSAR. Some of the more known software we can use to reach 
this goal are: DRAGON, CODESSA[7], MODES-LAB[8], TOMO-COMD[9], and 
MARCH-INSIDE (MI)[10]. The software DRAGON is one of the more complete 
calculating more than 1600 descriptors for drug structure including as zero- (0D) one- (1D), 
two- (2D), three-dimensional (3D) parameters.  
Unfortunately several QSAR models are able to predict the activity of drugs against only 
one target and/or are unable to codify important 3D structural features. Speck-Planche, et 
al.[3, 4] have developed mt-QSAR for the design of multi-target inhibitors against 
chemokine receptors. This approach was focused on the construction of a mt-QSAR model 
for the classification and prediction of inhibitors chemokine receptors. For instance, very 
recently we have developed in a previous work a QSAR model base on the MARCH-
INSIDE method to predict a large network of DTPs [11].This model was based  on 2D 
structural parameters for drugs and  1D structural parameters for protein. After that we 
developed MIND-BEST [12] and NL MIND-BEST [13].  Both predictors are based on 3D 
structural parameters of proteins calculated with software MI but they used only 2D 
structural parameters of drugs (calculated also with MI). The accuracy of the MIND-BEST 
model found was 86.32% and NL MIND-BEST was Accuracy = 90.41%. However both 
models only use 2D parameters using MI software. After that, to improve and obtain better 
results we use the software MARCH-INSIDE (MI) to calculate 3D structural parameters for 
targets and the software DRAGON was used to calculated 2D molecular descriptors all 
drugs[14]. We introduce the technique 2D MI-DRAGON a new predictor for DPIs based 
on two different well-known software.  
 
As was mentioned in the previous paragraph we can seek a QSAR predictor for DPIs 
using molecular descriptors of both drug and target. In this work, we introduce for first time 
3D MI-DRAGON a new predictor for DPIs based on two different well-known software. 
We use the software MARCH-INSIDE (MI) to calculate 3D structural parameters for 
targets and the software DRAGON for 3D parameters of all DPIs present in the Drug Bank 
(US FDA benchmark dataset) [15-18]. Both classes of parameters were used as input of 
different Artificial Neuronal Network (ANN) algorithms to seek an accurate non-linear mt-
QSAR predictor. 3D MI-DRAGON offers a good opportunity for fast-track calculation of 
all possible DPIs of one drug enabling us to re-construct large drug-target or DPIs Complex 
Networks (CNs). In this study, we reported the prediction and pharmacological assay of 22 
different rasagiline derivatives with AChE inhibitory activity. The present work reports the 
attempts to calculate within unified DPIs. All this can help to design new inhibitors of 
AChE. A very good 3D MI-DRAGON QSAR model was obtained, and the subsequent 
combined QSAR & CN analysis may become of major importance for the prediction of the 
activity of new compounds against different targets or the discovery of new targets. In this 
sense we reported an illustrative study that combines both experiment and theory to show 
how to use this model in practical situations. We reported the prediction and 
pharmacological assay of rasagiline derivatives with AChE inhibitory activity. In Figure 1 
we depict a flowchart with the main steps given in this work to train and validate the ANN 
classifier. 
Figure 1 comes about here 
2. Materials and Methods 
2.1. Computational methods 
2.1.1 MOPAC AM1 Optimization geometry method using CS CHEM 3D. 
Molecular structures of all FDA drugs were generated with CHEM 3D Ultra (version 
2005). The energy of each intermediate was then minimized using the semi-empirical 
MOPAC method with a minimum RMS gradient of 0.100, which specifies the convergence 
criteria for the gradient of the potential energy surface. The geometry of the molecules was 
optimized and the values of the quantum chemical descriptors of each compound were 
calculated using AM1. AM1 theory was used with a closed shell function. The MOPAC 
AM1 method was selected because it was a semi-empirical quantum chemical method and 
the computational time was much shorter than that needed by ab initio method.  
2.1.2. MI-DRAGON technique 
3D Parameters for drugs. The DRAGON software 4.0 [19] was utilized here to calculate 
the 3D parameters of drugs. It depends on whether they are computed from the chemical 
formula, substructure list representation, molecular graph or geometrical representation of 
the molecule, respectively [20, 21]. In this work, we calculated only GETAWAY 3D 
descriptors. We use these descriptors after optimized for use with 3D descriptors. 
3D Parameters of proteins. In previous works we have predicted protein function based 
on different protein structural parameters derived from a Markov matrix that account for 
electrostatic interactions between aminoacid pairs in the 3D structure of the protein. One of 
the classes of parameters used was called the Shannon Entropy Tθk(R) of the markov 
matrix. These values are used here as inputs to describe information about the structure of 
the drug target proteins (T) in order to construct the mt-QSAR models for DTPs. The 
detailed explanation has been published before [22-30] and reviewed in detail more recently 
[31]. At follows we give the formula for Tθk(R) values and some general explanations: 
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Where, kpi(R) values are the absolute probabilities with which the effect of the 
electrostatic interaction propagates from the amino acid ith to other amino acids jth next to it 
and returns to ith after k-steps. These probabilities refer to: aminoacids considered isolated 
in the space (k = 0), interaction between aminoacids in direct contact (k = 1) or spatial (k > 
1) indirect interactions between amino acids placed at a distance equal to k-times the cut-off 
distance (rij = k ·rcut-off) in the residue network. Euclidean 3D space r3 = (x, y, z) coordinates 
of the Cα atoms of amino acids listed in protein PDB files. For calculation, all water 
molecules and metal ions were removed [32]. All calculations were carried out with our in-
house software MARCH-INSIDE 2.0 [32]. For the calculation, the MARCH-INSIDE 
software always uses the full matrix, never a sub-matrix, but the last summation term may 
run either for all amino acids or only for some specific protein regions (R) denoted as: c for 
core, i for inner, m for middle, and s for surface regions, respectively). Consequently, we 
can calculate different Tθk(R)  for the amino acids contained in the regions (c, i, m, s, or t) 
and placed at a topological distance k each other within this orbit (k is the order) [22, 23, 
33-35]. In this work, we have calculated altogether 5(types of regions) x 6(orders 
considered) = 30 Tθk(R) indices for each protein.  
2.1.3 Statistical analysis. Let be Dθk(G) entropy descriptors molecular that codify 
information about drug structure and Tθk(R) entropy descriptors that codify information 
about drug target proteins; we attempt to develop a simple mt-QSAR model in the form of 
a linear classifier with the general formula: 
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We used Linear Discriminating Analysis (LDA) to fit this discriminant function. The 
model deals with the classification of a compound set with or without affinity on different 
receptors. A dummy variable Affinity Class (AC) was used as input to codify the affinity. 
This variable indicates either high (AC = 1) or low (AC = 0) affinity of the drug by the 
receptor. S(DTP)pred or DTP affinity predicted score is the output of the model and it is a 
continuous dimensionless score that sorts compounds from low to high affinity to the target 
coinciding DTPs with higher values of S(DTP)pred and nDTPs with lowest values. In 
equation (6), b represents the coefficients of the classification function, determined by the 
LDA module of the STATISTICA 6.0 software package [36]. We used Forward Stepwise 
algorithm for a variable selection. The statistical significance of the LDA model was 
determined calculating the p-level (p) of error with Chi-square test. We also inspected the 
Specificity, Sensitivity, and total Accuracy to determine the quality-of-fit to data in 
training. Cases for training set were selected at random out of the cases in full dataset. The 
remnant cases were used to validate the model. The validation of the model was 
corroborated with these external prediction series; these cases were never used to train the 
model. The ration between training/validation set was 2/1 approximately. This procedure to 
select training and validation sets is largely known and used to train QSAR models [37-43]. 
2.1.4 ANN analysis. The non-linear mt-QSAR model was constructed using ANN 
analysis. All models trained were carried out in STATISTICA 6.0 [36]. In so doing, we 
used a very simple type of ANN called Three Layers Perceptron (MLP-3) to fit this 
discriminant function. The model deals with the classification of a compound set with or 
without affinity on different receptors. A dummy variable Affinity Class (AC) was used as 
input to codify the affinity. This variable indicates either high (AC = 1) or low (AC = 0) 
affinity of the drug by the receptor. S(DTP)pred or DTP affinity predicted score is the output 
of the model and it is a continuous dimensionless score that sorts compounds from low to 
high affinity to the target coinciding DTPs with higher values of S(DTP)pred and nDTPs 
with lowest values. In equation (2), b represents the coefficients of the LNN classification 
function, determined by the ANN module of the STATISTICA 6.0 software package [36]. 
We used Forward Stepwise algorithm for a variable selection.  
In addition, we can explore more complicated non-linear ANNs in order to improve the 
accuracy of the classifier. We processed our data with different ANNs looking for a better 
model. Four types of ANNs were used, namely, Probabilistic Neural Network (PNN), 
Radial Basic Function (RBF), Linear Neural Network (LNN), and Four Layer Perceptron 
(MLP-4)[44, 45]. The quality of all the ANNs (linear or non-linear) was determined 
calculating values of Specificity, Sensitivity, and total Accuracy to determine the quality-
of-fit to data in training. The validation of the model was corroborated with external 
prediction series. We also reported ROC-curve analysis (ROC curve can be used to select 
an optimum decision) for both training and validation series [44, 46].  
 2.1.5 Data set. The data set was formed by a set of marketed DPIs with known affinity of 
drugs by targets. This dataset is the same benchmark data used in previous works [1, 5, 12, 
13] in this area and contains all drugs approved by the US FDA. We download this dataset 
from the public resource called Drug Bank [12, 13, 16-18]. The data set was formed for 
more than 519 drugs with their respectively 336 targets. Subsequently, we were able to 
collect above 4485 cases (drug-protein interactions) instead of 519 x 336 cases. In addition 
the data set was used to develop ANN models to performance the model. The names or 
codes for all compounds are depicted in Table 1SM of the supplementary material, due to 
space constraints, as well as the references consulted to compile the data in this table.  
    2.1.6 Complex network construction. We construct a DPIs network in order to 
achieve the drug and protein affinity with a network approach. Generally in this network, 
one node may represent a drug or a target. On the other hand, the edges represents the 
DPIs; express relationships between pairs of drugs with their targets [1]. Anyhow, the 
nodes representing targets may be of at least two types. In almost all cases reported up to 
date each target is represented only once in the network. In this class of “static” DPIs 
network the target is depicted by the node corresponding to the X-ray structure of itself. In 
this work, we build in total two complex networks. First, we constructed the DPIs networks 
for the observed data and second, DPIs network predicted by the model. The common steps 
to construct these networks are: First, using the Excel software in a column we introduce all 
the proteins, the drugs used quotation marks in our database. Then in another column lists 
all the cases. At the beginning of this column puts the total number of vertices, there are 
currently two columns of the name of drug and protein and their corresponding number of 
vertices. After, at the end of the columns are placed bows in the first column put the 
number of vertices for the drug and in another column corresponding to the protein.  Then, 
the file was saved as a .txt format file. After we had renamed the .txt file as a .net file we 
read it with the CentiBin software [47, 48]. Finally, using CentiBin we can not only 
represent the network but also highlight all drugs and targets (nodes) connected by a 
specific edge or link (DPI). Using this software we can calculate vertex centralities to 
analyze the relationships between drug targets.  
2.2. Illustrative experiments 
2.2.1. Synthesis of Rasagiline derivatives. 
Synthesis. Synthesis of compounds 1-22 has been previously reported by us [5, 12], see 
Figure 2. 
Figure 2 comes about here 
2.2.2 Determinations of cholinesterases activities 
The cholinesterase assay method of Ellman was used to determine the in vitro 
cholinesterase activity [49]. The activity was measured by increase in absorbance at 412 nm 
due to the yellow color produced from the reaction of acetylthiocholine iodide with the 
dithiobisnitrobenzoate (DTNB) ion. 
Acetylcholinesterase from human erythrocytes, acetylcholinesterase recombinant expressed 
in HEK 293 cells and butyrylcholinesterase from human serum was obtained from Sigma. 
2.2.3 Experimental conditions and kinetics. Enzyme activity was measured using a 
FLUOstar Optima microplate reader. The assay medium contained phosphate buffer, pH 
8.0, 20 mM DTNB, 0.01 U/ml of enzyme and 0.75 µM substrate (acetylthiocholine iodide 
or butyrylthiocholine iodide). The activity was determined by measuring the increase in 
absorbance at 412 nm at 1 min intervals for 10 min at 37 °C. In dose-dependent inhibition 
studies, the substrate was added to the assay medium containing enzyme, buffer, and 
DTNB with inhibitor after 10 min of incubation time. All experiments were carried out in 
duplicate and expressed as mean ± SEM. The relative activity is expressed as percentage 
ratio of enzyme activity in the absence of inhibitor, see Table 1. 
Table 1 comes about here 
3. Results 
3.1. DPIs QSAR predictive models  
3.1.1 LDA model.  Common physicochemical properties like entropy have been 
demonstrated to be useful on protein QSAR [50, 51]. We used these properties as input of 
our model in addition to drug molecular descriptors. The present is the first mt-QSAR 
model combining DRAGON and MI to predict the probability with which occur DPIs 
between a drug and a protein. This type of models lie within the frontiers between classic 
QSAR for drugs and protein QSAR [33]. Some applications for the present model are the 
prediction of new drugs, new protein receptors or drug targets, and drug binding sites. 
Detailed information on the compounds, predicted classification, and probability of affinity 
on different receptors of the drugs used to seek the model appears in Table 1SM of the 
supplementary material. Based on the algorithms described in materials and methods the 
















Table 2 comes about here 
The nomenclature used in the descriptors of the equation is found in Table 2.  In this 
equation, N is the number of cases, χ2 is the Chi-square and p is the level of error. This 
model, with 10 variables, classifies correctly 256 out of 321 DPIs (Sensitivity of 79.75%) 
and 1014 out of 1190 nDPIs (Specificity of 85.21%). Overall training Accuracy was 
84.05%. The validation of the model was carried out by means of external predicting series. 
The model classifies correctly 498 out of 644 DPIs (77.33%) and 2000 out of 2330 nDPIs 
(85.84%) in validation series. Accuracy for validation series (predictability) was 83.99%. 
These results (Table 3) indicate that we developed an accurate model according to previous 
reports on the use of LDA in QSAR [52, 53].  
Table 3 comes about here 
3.3.2 3D MI-DRAGON ANN model. The previous model show good results with a 
relatively small number of parameters (10 parameters) and a linear equation. However, as 
result of the previous section we decided to carry out an ANN analysis to seek a better 
model using a non-linear method. Four types of ANNs were used, namely, Probabilistic 
Neural Network (PNN), Radial Basic Function (RBF), Three Layers Perceptron (MLP-3), 
and Four Layer Perceptron (MLP-4). See, previous works about the use of these ANNs in 
protein QSAR [5, 13]. The Figure 3 depicts the networks topology for some of the ANN 
models tested. In general, at least one ANN of every type tested was statically significant. 
However, one must note that the profiles of each network indicate that many of these are 
highly non-linear and complicated models.  
Figure 3 comes about here 
Models using ANN-QSAR has been demonstrated before; see, for instance, the works of 
Fernandez and Caballero [54, 55].  We compare different types of networks to obtain a 
better model. In Table 3 we show the classification matrix of the different networks. The 
profiles of networks tested were RBF 1:1-1-1:1 with only one variable; LNN 227:227-1:1, 
which present many variables, and PNN 227:227-14797-2-2:1, which has a very high 
number of hidden neurons, see Table 3. After that, the simpler but more accurate ANN 
model found was an MLP (MLP 37:37-24-1:1) with training Accuracy = 87.03 %. This was 
selected as the best network found because it presents both high accuracy and an adequate 
number of variables accounting for features relevant for DPIs. This ANN presents 37 inputs 
variables (24 dk + 13 Θm). This leads to 37 neurons in first or input layer (I), 24 neurons in 
the second layer or first hidden layer (H1) and only one neuron (DPI prediction) in the 
output layer (O). We depict the ROC-curve for MLP 37:37-24-1:1 to show how reliable 
was the network model developed, see Figure 4. Notably, the model presented had a ROC 
curve higher than 0.5. The model presented an area greater than 0.92. From now on we call 
the ANN MLP 37:37-24-1:1 as the 3D MI DRAGON predictor. 
Figure 4 comes about here 
3.3.2.1 3D MI-DRAGON assembly of CNs for DPIs., The construction of multi-protein 
CNs that incorporates protein affinity profile for drugs or the same CNs for DPIs is relevant 
to drug and target screening. And is one application for this model. In order to recall the 
capacity of 3D MI-DRAGON to predict new CNs of DPIs we selected the same benchmark 
database used in previous works [5, 13, 14]; which includes US FDA approved drugs with 
their targets. With these goals in mind, we constructed again and manually curated the 
above-mentioned CN obtaining a graph with 855 vertices or nodes (drugs and proteins) and 
m = 1016 DPIs (edges). This CN of DPIs have D = 6.7; average topological distances Dij 
between all pairs of nodes. The same as before, we constructed a new CN of DPIs but 
connecting only pairs of nodes with DPIs predicted by 3D MI-DRAGON. In so doing, we 
obtained a value of D = 7.2 and m = 1256 DPIs. In Figure 5 we illustrated visually both 
CNs (observed and predicted).  
Figure 5 comes about here 
In first instance, we compare this predicted network (3D MI-DRAGON) with 2D MI-
DRAGON predicted network[14]. We compare to observe the similar or dissimilar 
topology (connectivity patterns structure) between them. Measuring in terms of TIs such as: 
number of nodes (n), number of edges (m), Wiener index (W), diameter (D), the Randic 
connectivity index (Xr), topological distance (Dist), network average values for radiality 
(R), node degree (δ), eccentricity (E). In Table 4, we observe all the TIs are similar 
excepting n, m and w. That means both CNs have a high similarity between them. These 
results are very interesting, because our 3D MI-DRAGON model present similar results to 
the 2D MI-DRAGON model, which results have been published successfully before. 
Table 4 comes about here 
To see how reliable and valid is our model. Not only compared to TIs to observe similarity 
between both predicted networks, but we study the centrality analysis of given networks 
too. This type of drug screening and drug target discovery is the calculation of those nodes 
(drugs or proteins) which are more relevant or important (central) in the graph. For it we 
can use numerical parameters that quantify the importance of a node in a graph which are 
called node centralities Ct of type t [56]. These nodes identification using node centralities 
may help us to identify the more relevant drugs or proteins in analogy to similar procedures 
developed for PINs; networks of Protein-Protein Interactions (PPIs) [57]. In Table 5 we 
show the predicted results of both node degree centrality (Cδ) and closeness centrality (Cclo) 
for proteins and drugs present in the database and compare with the predicted results of 2D-
MI-DRAGON model.  The parameter Cδ measures the local importance of a node by 
counting the number of nodes directly attached to him [57]. Conversely, Cclo measures the 
global importance of a node in a CN by taking in consideration the inverse of the sum of Dij 
(Cclo = 1/ΣDij) [58]. Consequently, the higher Cδ the higher is the local importance of the 
node but the higher Cclo the lower is the global importance of the node. For instance, the 
protein 1HA2 is one important protein both locally and globally in this CNs with lower Cclo 
> 4 and a Cδ = 26. It means that this protein is both locally and globally important because 
it is the target of many drugs (high Cδ). This result is similar to obtained by 2D MI-
DRAGON model. Another interesting result was simvastatin. Simvastatin is a 
hypolipidemic drug used to control elevated cholesterol, or hypercholesterolemia. It is a 
member of the statin class of pharmaceuticals. The primary use of simvastatin is for the 
treatment of dyslipidemia and the prevention of cardiovascular disease [59, 60]. Depending 
on our aims the more important nodes in pharmacological terms not necessarily have to be 
the more central in the graph (those with higher Cδ and lower Cclo), see Table 5. We show 
in this example, our model predicts efficiently. We found that the 3D MI-DRAGON model 
shows very similar results to the previous model, which has been published with excellent 
results. In Table 2SM of supplementary material we show all node degrees and closeness 
results.  
Table 5 comes about here 
3.2. Theoretic-Experimental Study using 3D MI-DRAGON predictor 
Finally, we illustrated in one theoretic-experimental study the practical use of 3D MI-
DRAGON. We reported the prediction, synthesis, and pharmacological assay of 20 
different rasagiline derivatives with AChE inhibitory activity.  
3.2.1 3D MI-DRAGON prediction of rasagiline derivatives vs. AChE. In this in silico 
experiment we used 3D MI-DRAGON to predict the interaction of the rasagiline 
derivatives with respect to AChE. For it, we downloaded the 3D structure of AChE protein 
with PDB ID 1EEA and calculated their structural parameters with MI. We also generated 
the SMILE codes for these compounds and we use MOPAC AM1 Optimization geometry 
method for these compounds for calculated their 3D structural parameters with DRAGON. 
After that, we predicted their propensity to undergo DPIs with AChE using as inputs for the 
3D MI-DRAGON predictor the structural parameters of both the drugs and the protein. In 
Table 6 we confront the results obtained using this model and the outcomes of the 
pharmacological assay.   No compounds are selective inhibitors of AChE, which is why we 
used as control galantamine for AChE was. We consider the observed class for active 
compounds OC = 1 if compound IC50 < 10 μM this cutoff is in the similar range than other 
used in previous works [61, 62]. As we can see in this table all the compounds rasagiline 
derivatives present some activity, But none of these compounds have inhibitory activity in 
the pharmacological assays. All of our compounds in the pharmacological assay (OC = 0) 
were inactive. 3D MI-DRAGON predicted as inactive all compounds, excepting 3. The 
model classified correctly 19 of 22 compounds tested (86.36%). In this test, our model was 
compared with pharmacological testing of 22 compounds synthesized by us. And we can 
observe the effectiveness of our model with experimental data. Also, we note that the 
model predicts all compounds tested as inactive, this is important because the model allows 
to discriminate between active and inactive compounds. However, some compounds were 
not tested by pharmacological assay, that compounds were predicted as inactive using 3D 
MI-DRAGON model. We discarded pharmaceutical assays of these compounds; because 
we consider our model reliable. This kind of model can be used to saves efforts and money 
to perform the pharmacological tests. This is a good example of how reliable is the MI 
DRAGON 3D model. 
Table 6 comes about here 
3.2.2 3D MI-DRAGON complex network of rasagiline derivatives vs. US FDA 
proteins. An additional use of 3D MI-DRAGON was to carry out the “in silico” or virtual 
screening of the new compounds with respect to all other targets previously approved by 
US FDA [14, 63]. It may help to found new targets for these drugs or discard possible 
toxicological effects depending on the other targets predicted and/or discarded for these 
compounds. This type of experiment is of the major importance due to the cost in terms of 
animal sacrifice, time, materials and human resources of the experimental assay of all 
compounds against all these targets, see recent reviews by Duardo-Sanchez et al. [64-67]. 
In fact, over a decade, the US FDA has been engaged in the applied research, development, 
and evaluation of computational toxicology methods used to support the safety evaluation 
of a diverse set of regulated products. The basis for evaluating computational toxicology 
methods is multi-factorial, including the potential for increased efficiency, reduction in the 
numbers of animals used, lower costs, and the need to explore emerging technologies that 
support the goals of the US FDA's Critical Path Initiative (e.g. to make decision support 
information available early in the drug review process)[68].  
In this experiment, we downloaded the 3D structure of all proteins that are targets of US 
FDA approved drugs. Next, we calculated the structural parameters of all these proteins 
with MI. We also generated the SMILE codes for these compounds and and we use 
MOPAC AM1 Optimization geometry method for these compounds for calculated their 3D 
structural parameters with DRAGON. After that, we predicted their propensity to undergo 
DPIs with all US FDA proteins using as inputs for the 3D MI-DRAGON predictor the 
structural parameters of both the drugs and proteins. We predicted all proteins in FDA 
dataset vs. the 22 rasagiline derivatives. We found that most of 22 derivatives were 
predicted as non-active (low DPIs scores) against most proteins in the FDA database. 
Consequently, 3D MI-DRAGON predicts a high selectivity of rasagiline derivatives as 
AChE inhibitors. We can reach this goal because the model predicts these compounds as 
non-active with respect to most proteins that are targets of FDA drugs. 
Using these results, we constructed a DP-CN for rasagiline derivatives and the FDA 
dataset (see Figure 6). As a result we obtained a CN with 87 nodes (FDA drugs, proteins, 
or rasagiline derivatives) and 166 DP (edges, DTPs). As In this network we can see that 
protein 1EEA (AChE) is predicted to interacts with compound 3, this protein is an AChE 
target [69]. These results are good because they agree with the experimental results 
presented in this paper where the compound 3 show low AChE activity. The use of such 
complex networks can help us find and predict new drugs-protein interactions, and 
therefore find new drugs with improved biological activity and fewer side effects, 
especially in neural disease.  
Figure 6 comes about here 
4. Conclusions 
The 3D MI-DRAGON predictor based on structural parameters of drugs calculated with 
DRAGON and parameters of proteins calculated with MI. It is possible to seek excellent 
predictors for DPIs using as input structural parameters of drugs and proteins calculated 
with different programs and combined with ANN models. Combining MARCH-INSIDE 
and DRAGON approach and ANN is possible to seek one mt-QSAR classifier to predict 
with Accuracy > 85% the probability of drugs to bind more than 500 different drug target 
proteins approved by FDA of USA. 3D MI-DRAGON predictor is also useful to assemble 
CNs of DPIs. These CNs computationally assemble offer an alternative to discover new 
drugs or targets, and explore the selectivity of drugs. In this work, we exemplified these 
conclusions through the experimental-theoretical study of the AChE activity of new 
rasagiline derivatives.   
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Figure 1. Flowchart of all steps given in this work to develop the new model 
Figure 2. Rasagiline derivatives used in this work  
Figure 3. Generic Topology of ANN models trained in this work 
Figure 4. ROC Curve for 3D MI-DRAGONGON predictor (red = train series, blue = 
validation series 
Figure 5. Observed vs. Predicted drug-target complex networks 












Table 1. Inhibitory activity of different rasagiline derivatives . 
Compounds hAChE (IC50 M)  hAChE (IC50 M) 
1 >100 µM 12 >100 µM 
2 >100 µM 13  No tested 
3 >100 µM 14 No tested 
4 No tested 15 No tested 
5 ** 16 No tested 
6 No tested 17 ** 
7 ** 18 ** 
8 No tested 19 ** 
9 ** 20 ** 
10 >100 µM 21 ** 
11 >100 µM 22 ** 
Galantamine 1.43 ± 0.03a 
Eserine 151.40 ± 5.63 nM 
Tacrine 130,90 ± 6,83 nM 
Each IC50 value is the mean ± S.E.M. from five experiments. 
 
Table 2. Detailed list of the symbols and description for all parameters present in the model. 
Original Descriptor Descriptor name Code ID 
H7v H autocorrelation of lag 7 / weighted by atomic van der Waals volumes d1 
HATS5v leverage-weighted autocorrelation of lag 5 / weighted by atomic van der Waals volumes d2 
HATS4e leverage-weighted autocorrelation of lag 4 / weighted by atomic Sanderson electronegativities d3 
HATS6e leverage-weighted autocorrelation of lag 6 / weighted by atomic Sanderson electronegativities d4 
R5e+ R maximal autocorrelation of lag 5 / weighted by atomic Sanderson electronegativities d5 
 coreT 4  
Entropy of all aminoacids placed in the core region  
and all the neighbors at distance k ≤ 4 d6 
 coreT 5  
Entropy of all aminoacids placed in the core region  
and all the neighbors at distance k ≤ 5 d7 
 innerT 5  
Entropy of all aminoacids placed in the inner region  
and all the neighbors at distance k ≤ 5 d8 
 middleT 2  
Entropy of all aminoacids placed in the middle region  
and all the neighbors at distance k ≤ 2 p1 
 surfaceT 0  
Entropy of all aminoacids placed in the surface region  












Table 3. Comparison of LDA and different ANNs classification models. 
Model  Train Stat. Validation 
profile Class % DPIs nDPIs Par. % DPIs nDPIs 
MI DRAGON 3D DPIs 85.36 274 47 Sn 84.16 542 102 
MLP nDPIs 87.48 149 1041 Sp 87.51 291 2039 
37:37-24-1:1 Total 87.03 
  
Ac 86.79 
  LDAa DPIs 79.75 256 65 Sn 77.33 498 146 




Ac 83.99   
PNN DPIs 0 0 644 Sn 0 0 321 
227:227-14797-2-2:1 nDPIs 100 0 2346 Sp 100 0 1174 
 
Total 78.46   Ac 78.53   
RBF DPIs 47.05 303 341 Sn 52.65 169 152 
1:1-1-1:1 nDPIs 56.01 1032 1314 Sp 54.86 530 644 
 
Total 54.08   Ac 54.38   
LNN DPIs 53.73 346 298 Sn 45.79 147 174 





  DPIs: Drug-Target Pairs for compounds with high affinity; nDPIs: Drug-Target Pair for compounds with non-




Table 4 Comparison 3D MI-DRAGON versus 2D MI-DRAGON. 
2D MI-DRAGON Value TIs Value 3D MI-DRAGON 
 
706 n 59 
 
907 m 631 
1826812 W 2057954 
18 D 19 
255.09 Xr 266.39 
2.49 δ 2.44 
6.7 Dist 7.2 
0.078 E 0.083 
12.43 R 11.39 
aThe TIs used are: number of nodes (n), number of edges (m), Wiener index (W), diameter (D), the Randic 









































1HA2 44 26 1HA2 4.80 3.54 
1BNA 36 40 Simvastatin 4.22 4.11 
NADH 35 33 Gliclazide 4.17 3.48 
1R5K 27 29 Saquinavir 4.16 3.46 
Simvastatin 18 17 1BNA 4.15 3.46 
1EMI 16 21 Cefalotin 4.13 2.98 
1CZM 14 17 Atorvastatin 4.09 3.44 
1NHZ 14 14 1A8M 4.09 3.75 
1MO8 14 14 1XF0 4.07 3.09 
1UZF 13 13 Estrone 4.06 2.61 
1SQN 13 13 Ketoprofen 4.02 2.86 
1T9N 13 12 Testosterone 4.02 2.42 
1BYW 11 15 1TZI 4.02 3.77 
1VRU 11 10 1KED 4.00 3.16 
1E3G 11 10 Captopril 3.99 3.49 
Atorvastatin 11 10 Liothyronine 3.97 3.21 
1ZNC 10 11 Diflunisal 3.96 3.20 
1ODW 10 10 Halothane 3.95 3.11 
Pyridoxal Phosphate 9 9 Digitoxin 3.94 3.45 




Table 6. Prediction of rasagiline derivatives with 3D MI-DRAGON predictor 
DRUG OC  PC Score Structure DRUG OC PC Score Structure 
1 0 0 0.95 
 
12 0 0 0.63 
 
2 0 0 0.95 
 
13 0 0 1.00 
 
3 0 0 0.86 
 
14 0 0 0.87 
 
4 0 0 0.95 
 
15 0 0 1.00 
 
5 0 1 0.52 
 
16 0 0 0.87 
 
6 0 0 0.95 
 
17 0 0 1.00 
 
7 0 1 0.52 
 





8 0 0 0.88 
 
19 0 0 1.00 
 
9 0 0 0.89 
 
20 0 0 1.00 
 
10 0 0 0.75 
 
21 0 0 0.97 
 
11 0 1 0.27 
 
22 0 0 0.97 
 
OC =  Observed class; PC = Predicted class 
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Humberto González-Dı́az a,n
a Department of Microbiology & Parasitology, Faculty of Pharmacy, University of Santiago de Compostela (USC), 15782 Santiago de Compostela, Spain
b Department of Information and Communication Technologies, Computer Science Faculty, University of A Coruña, Campus de Elviña, 15071 A Coruña, Spain
c Department of Organic Chemistry, Faculty of Pharmacy, USC, 15782 Santiago de Compostela, Spain
d Department of Special Public Law, Financial and Tributary Law Area, Faculty of Law, USC, 15782 Santiago de Compostela, Spaina r t i c l e i n f o
Article history:
Received 22 July 2011
Received in revised form
9 October 2011
Accepted 14 October 2011






Brain Cortex network93/$ - see front matter & 2011 Elsevier Ltd. A
016/j.jtbi.2011.10.016
esponding author. Tel.: þ34 981 167 000; fax
ail address: gonzalezdiazh@yahoo.es (H. Gonza b s t r a c t
Graph and Complex Network theory is expanding its application to different levels of matter
organization such as molecular, biological, technological, and social networks. A network is a set of
items, usually called nodes, with connections between them, which are called links or edges. There are
many different experimental and/or theoretical methods to assign node–node links depending on the
type of network we want to construct. Unfortunately, the use of a method for experimental
reevaluation of the entire network is very expensive in terms of time and resources; thus the
development of cheaper theoretical methods is of major importance. In addition, different methods
to link nodes in the same type of network are not totally accurate in such a way that they do not always
coincide. In this sense, the development of computational methods useful to evaluate connectivity
quality in complex networks (a posteriori of network assemble) is a goal of major interest. In this work,
we report for the first time a new method to calculate numerical quality scores S(Lij) for network links
Lij (connectivity) based on the Markov–Shannon Entropy indices of order k-th (yk) for network nodes.
The algorithm may be summarized as follows: (i) first, the yk(j) values are calculated for all j-th nodes in
a complex network already constructed; (ii) A Linear Discriminant Analysis (LDA) is used to seek a
linear equation that discriminates connected or linked (Lij¼1) pairs of nodes experimentally confirmed
from non-linked ones (Lij¼0); (iii) the new model is validated with external series of pairs of nodes;
(iv) the equation obtained is used to re-evaluate the connectivity quality of the network, connecting/
disconnecting nodes based on the quality scores calculated with the new connectivity function. This
method was used to study different types of large networks. The linear models obtained produced the
following results in terms of overall accuracy for network reconstruction: Metabolic networks (72.3%),
Parasite–Host networks (93.3%), CoCoMac brain cortex co-activation network (89.6%), NW Spain
fasciolosis spreading network (97.2%), Spanish financial law network (89.9%) and World trade network
for Intelligent & Active Food Packaging (92.8%). In order to seek these models, we studied an average of
55,388 pairs of nodes in each model and a total of 332,326 pairs of nodes in all models. Finally, this
method was used to solve a more complicated problem. A model was developed to score the
connectivity quality in the Drug–Target network of US FDA approved drugs. In this last model the yk
values were calculated for three types of molecular networks representing different levels of
organization: drug molecular graphs (atom–atom bonds), protein residue networks (amino acid
interactions), and drug–target network (compound–protein binding). The overall accuracy of this
model was 76.3%. This work opens a new door to the computational reevaluation of network
connectivity quality (collation) for complex systems in molecular, biomedical, technological, and
legal–social sciences as well as in world trade and industry.
& 2011 Elsevier Ltd. All rights reserved.ll rights reserved.
: þ34 981 167 160.
ález-Dı́az).1. Introduction
Graph and Complex Network theory is expanding its application
to different levels of matter organization such as molecular, biological,
Fig. 1. General workflow used in this work.
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Boccaletti et al., 2006; Dehmer and Emmert-Streib, 2009). A network
is a set of items, usually called nodes, with connections between them,
which are called links or edges (Newman, 2003). The nodes can be
atoms, molecules, proteins, nucleic acids, drugs, cells, organisms,
parasites, people, words, laws, computers, or any other part of a real
system. The edges or links are relationships between the nodes such
as chemical bonds, physical interactions, metabolic pathways, phar-
macological action, law recurrence, or social ties.
There are many different experimental and/or theoretical methods
to assign node–node links depending on the type of network we want
to construct. Unfortunately, many of these methods are expensive in
terms of time or resources. In addition, different methods to link
nodes in the same type of network are not totally accurate in such a
way that they do not always coincide. For instance, Modha and Singh,
in their work ‘Network architecture of the long-distance pathways in
the macaque brain’ (Modha and Singh, 2010) studied the information
contained in the ‘Collation of Connectivity data on the Macaque brain’
(CoCoMac) neuroinformatic database in order to construct the most
comprehensive long-distance network of the Macaque brain. This
database contains 410 anatomical tracing studies, 10,681 connectivity
relations and 16,712 mapping relations, and after collation of all
connections, a final network of 383 brain regions and 6602 long-
distance brain connections that travel through the brain’s white
matter were obtained. However, to construct this network, the
authors had to solve problems related with the multiplicity of brain
maps, divergent nomenclature, boundary uncertainty, different reso-
lutions depending on the work studied. In this context, the develop-
ment of fast and cheap computational methods in order to collate
connectivity information becomes a goal of major importance.
One possible solution to this problem is the use of Quantitative
Structure–Activity/Property Relationships (QSAR/QSPR) models,
which have been traditionally studied in the field of chemoinfor-
matics and are used to predict the biological activity of drugs
(QSAR) or physicochemical properties of organic compounds
(QSPR) using as input structural parameters of the system under
study (Puzyn et al., 2010). In the case of global studies (properties
of full system) these parameters are Topological Indices (TIs)
derived from the graphical representation of the system (mole-
cule, etc.). On the other hand, we can use node centralities or local
TIs of a sub-graph if we want to predict a local property of part of
the system (local chemical reactivity, biotransformation of a
toxicophore group in a drug, etc.). Currently, the use of QSPR-like
models in which the inputs are graph parameters is not limited to
the study of molecules and has been extended to other complex
systems (González-Dı́az and Munteanu, 2010).
Specifically, Shannon entropy is one of the most useful parameters
used as input in QSAR/QSPR studies to quantify structural information
of molecular graphs (Dehmer et al., 2009). In all the above-mentioned
cases, Shannon entropy parameters can be used to quantify structural
information locally (nodes, edges, paths, clusters, etc.) and/or globally
(full graph). In fact, we have used Markov Chain (MC) to calculate
Shannon entropies locally or globally within a graph considering all
possible branches at different topological distances. The information
is quantified in terms of yk(j) values, which are called the Markov–
Shannon entropy node centralities of order kth for all jth states
(nodes) of a MC associated to the system. This MC is expressed by a
Markov or Stochastic matrix (P1) and represented by a graph of the
studied system. The elements of P1 are the probabilities 1pij with
which the ith and jth nodes connect each other (there is a physical or
functional tie, link, or relationship) within a graph. Using Chapman–
Kolmogorov equations it is straightforward to realize the way to
calculate yk(j) values for all nodes in a graph. We can use these values
directly or sum some of them to obtain total or local entropies (see
Section 2). Our group has introduced the software called MARCH-
INSIDE (Markovian Chemicals In Silico Design), which has become avery useful tool for QSAR/QSPR studies (Gonzalez-Diaz et al., 2010).
This software can calculate 1D (sequence), 2D (connectivity in the
plane) and 3D (connectivity in the space) MC parameters, including
yk(j) values, for many molecular systems. MARCH-INSIDE is able to
characterize small molecules (drugs, metabolites, organic com-
pounds), biopolymers (gene sequence, proteins sequence or 3D
structure, and RNA secondary structure) and artificial polymers but
can perform a limited manage of other complex networks. It happens
because MARCH-INSIDE can read, transform into Markov matrix,
represent as graph, and calculate entropies for molecular formats
(.mol or SMILE .txt files for drugs, .pdb for proteins, or .ct files for
RNAs) but it is unable to upload formats of Complex Networks (.mat,
.net, .dat, .gml, etc.).
In this work, we use for the first time QSPR-like models able to
assess the quality of the connectivity of new complex networks
assembled with information obtained from many sources not totally
accurate. The idea is to seek a QSPR-like model that use as input the
P. Riera-Fernández et al. / Journal of Theoretical Biology 293 (2012) 174–188176yk(j) values for all possible pairs of nodes in a network to decide
which pairs of nodes link each other and which ones do not. This
class of model will allow us to computationally re-evaluate all the
links in any complex network in such a way that we do not have to
rely upon experimentation to confirm the existence or not of a link
between all pairs of links. Using this model, we should experimen-
tally confirm only those connections predicted by the model with
low link score and/or simply remove them from the network
depending on the cost/benefit ratio. As a consequence of this aim,
we have re-programmed the MARCH-INSIDE application creating a
new software able to manage complex networks. The new program
is called MI-NODES (MARCH-INSIDE NOde DEScriptors) and is
compatible with other software like Pajek or CentiBin, since it is
able to read .mat, .net and .dat formats. A very interesting feature of
MI-NODES is that it can process multiple networks within a file and
calculate both MC global TIs and/or node centralities for all these
networks. It is also able to export them in a single file in network-
by-network and or node vs. node output formats. In order to
illustrate the use of the new method we have carried out 7 experi-
ments. In each experiment we report for the first time new QSPR
models, which are useful to re-evaluate connectivity quality of
different types of networks. Although very different systems were
studied, the same workflow was used (see Fig. 1).
In the first experiment we studied the full metabolic pathway
networks of four different organisms (bacteria, yeast, nematode,
plant). In the second experiment, we studied different biological
networks of parasite–host interactions (PHIs). The third experi-
ment consisted of carrying out a study regarding connectivity
quality in the CoCoMac cerebral cortex co-activation network
(Modha and Singh, 2010). In the fourth experiment we studied a
macroscopic landscape parasitism-spreading network for cattle
fasciolosis in NW Spain. In the next experiment we illustrate the
application of the method to a complex network for all the
historic record of 1940–2004 of the entire Financial Law legisla-
tion system (legal–social network) in Spain. All these mentioned
networks present one class of nodes or are bipartite. We also
studied a 5th-partite network (with five classes of nodes) repre-
senting different relationships in the world trade of active &
intelligent packaging for food industry. This additional network
represents the relationships between companies, countries, trade
mark products, products uses, and food types. Finally, we carried
out an experiment to seek the first QSPR-like model for the US
FDA Drug–Target network. This last experiment has methodolo-
gical particularities because it involves different systems with
graduated structural levels. We used as input yk values of drug
molecular graph, protein structural networks, and drug–target
network. With the advent of the age of complex systems science
this study opens a door to a relatively less studied but very
important field: the assessment of the connectivity quality in new
complex networks. According a recent comprehensive review
(Chou, 2011), to develop a useful predictor for a statistical system,
the following things often need to be considered: (i) benchmark
dataset construction or selection, (ii) formulation of statistical
samples, (iii) operating algorithm (or engine), (iv) anticipated
accuracy, and (v) web–server establishment. Below, let us elabo-
rate how to deal with these procedures one by one.2. Materials and methods
2.1. Datasets used
In the present study we have selected 7 types of networks,
taking into account the data availability, the size of the networks
studied (since we are interested in large complex networks)
and the level of organization (from molecules to social sciences).Some of them have been used in previous studies and other are
presented for the first time in this work.
2.1.1. Metabolic pathway networks
Metabolic network data was downloaded directly from
Barabasi’s group web (http://www.nd.edu/~networks/resources.
htm) as gzipped ASCII file. In this file each number represents a
substrate in the metabolic network of corresponding organism.
Data-format is: From - To (directed link). The information
studied was previously obtained by Jeong et al. from the ‘inter-
mediate metabolism and bioenergetics’ portions of the WIT
database and used in order to try to understand the large-scale
organization of metabolic networks (Jeong et al., 2000). According
to the authors, biochemical reactions described within a WIT
database are composed of substrates and enzymes connected by
directed links. For each reaction, educts and products were
considered as nodes connected to the temporary educt–educt
complexes and associated enzymes. Bidirectional reactions were
considered separately. For a given organism with N substrates,
E enzymes and R intermediate complexes the full stoichiometric
interactions were compiled into an (NþEþR) X (NþEþR) matrix,
generated separately for each of the different organisms.
2.1.2. Parasite–Host complex networks
In order to construct the studied networks we have used two
sources of information. The first of them is the Interaction Web
Database (IWDB) (http://www.nceas.ucsb.edu/interactionweb/
index.html), which contains datasets on species interactions from
several communities in different parts of the world. In particular
we have used the host–parasite dataset, composed of data
belonging to studies about parasites (nematodes, acanthocepha-
lans, cestodes, trematodes, monogeneans, leeches, copepods and
branchiurans) and their hosts (fish) from 7 Canadian freshwater
systems (Arai and Mudry, 1983; Arthur et al., 1976; Bangham,
1955; Chinniah and Threlfall, 1978; Dechtiar, 1972; Leong and
Holmes, 1981). The second source of information is the Global
Mammal Parasite Database (GMPD) (http://www.mammalpara
sites.org/), a compilation of records of parasites (helminths,
protozoa, viruses, bacteria, arthropods and fungi) and their hosts
(wild mammals) that have been documented in the published
scientific literature (Nunn and Altizer, 2005). In this work we have
used the information about ungulates (Order Artiodactyla and
Perissodactyla), carnivores and primates. Based on the data
obtained from the two databases, we constructed four bipartite
networks (Parasite–Fish, Parasite–Ungulates, Parasite–Carnivores
and Parasite–Primates) in which the first set of nodes is composed
by parasites and the second by hosts, linked if the parasite
interacts with the host.
2.1.3. Cerebral Cortex co-activation network
The version of the CoCoMac network used in this work consists of
383 hierarchically organized regions spanning cortex, thalamus, and
basal ganglia; models the presence of 6602 directed long-distance
connections (is three times larger than any previously derived brain
network) and contains sub-networks corresponding to classic corti-
cocortical, corticosubcortical, and subcortico-subcortical fiber systems
(Modha and Singh 2010), see Fig. 2.
2.1.4. Complex network for fasciolosis spreading in NW Spain
The dataset reported by Mezo et al. (2008) in a previous work
was used by our group to construct a network of farm-to-farm
spreading of fasciolosis in cattle for Galicia (NW Spain) in other
work (González-Dı́az et al., 2010). In this work each farm was
considered as a node of the network associated to a Boolean or
connectivity matrix C with elements Cij (links). As this is a
Fig. 2. Top: innermost core for the undirected version of CoCoMac network. The
innermost core is a central sub-network that is far more tightly integrated than
the overall network. Bottom: Geographical maps of Galicia (NW Spain) showing
the location of the 275 sampled farms. A—Observed data for network C: the status
of infection (empty circles: F. hepatica free and filled circles: F. hepatica infected)
and the treatment administered on each farm are shown (blue: none; red: an
anthelmintic effective against fluke mature stages and green: a fasciolicide
effective against immature and mature stages). B—Observed data for network L:
Distribution of farms according to the presence of F. hepatica infection (gray:
uninfected; cyan: infected with a within-herd prevalence o25 % and pink:
infected with a within-herd prevalence Z25%).
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existence of the inverse connection ji. Loops, connections from
j-th to the same j-th farm (representing self-infection of animals
inside the same farm) were allowed. We place an arc (directed
edge) connecting the i-th farm with the j-th farm if they meet the
condition given in the Microsoft Excel command (see next
equations) that is used to truncate the farm-to-farm distance
function (see also Fig. 2). The connectivity of the network C
depends on the input parameters: spatial coordinates (xi, yi) of the
farm (fi), the altitude of the place (hi), and the strength of drug
treatment (Tri¼0, 1, 2, 3) used for pre-existent fasciolosis in this
farm (Tri¼0 indicates that the disease was not detected).Consequently the matrix C quantifies the propensity Cij¼1 of
the disease to spread between farms immediately after treatment.
On the other hand, matrix L includes two criteria: the preexis-
tence of a high propensity for disease spreading Cij¼1 and the
experimental confirmation of a high Risk Ratio (RRij) of Prevalence
After Treatment (PATj) of the disease. See the definition of these
networks in mathematical terms using Excel functions:
Lij ¼ ifðANDðCij ¼ 1,RRij41Þ ð1Þ
RRij ¼ ðPATiþ1Þ=ðPATjþ1Þ ð2Þ
Cij ¼ if ðORðdij4dcutoffn
1
m
SumðdijÞ,dij ¼ 0Þ,0,1Þ ð3Þ
dij ¼ 0:5nðhiþhjÞnTrinTrjnSQRððxixjÞ2̂þðyiyjÞ2̂Þ ð4Þ
2.1.5. Law co-recurrence network of the Spanish Financial-Legal
system
The studied network is built establishing connections between
two laws or legal norms (nodes) if the time-lag is less than 1 for
the same type of laws. Consequently, law–law links represent the
co-recurrence of the Spanish Financial System along time to
different norms depending on socio-economical conditions. The
Cutoff function for the Spanish financial law recurrence network
associated to the matrix L with elements Lij is the following (see
Fig. 3): Lij¼ if (($D6–G$3) 4$C$3, 0, if ($B6¼G$1, 1, 0)). In this
function $B6 and G$1 are Excel references to the column and row
containing one-letter codes used to identify the type of financial
law approved (node classes). The absolute Excel reference $C$3
points to the cell containing the time-lag cutoff value toff. In
addition, $D6 and G$3 are references to the column and row
containing the values of the variable time (yy) equal to the year of
approbation for a given law or norm. In Fig. 3 we illustrate the
Excel sheet for the assembly of this Legal–Social network.
2.1.6. Active & Intelligent Packaging for food industry
Here we studied the world trade complex network for active &
intelligent packaging in food industry (year 2011). This network
interconnects product trade items of five classes (five node
classes). The classes of nodes are: Product (PR), Company (CO),
Country (CU), Food Type (FT), and product use identified as
Packaging Type (PT). The network is 5th-partite in such a way
that nodes of a given class are connected with nodes of other
classes but nodes of the same class are never connected to each
other. This network has been constructed, manually curated, and
studied in a previous work. In this previous work the network was
assembled using data obtained from several public resources
previously compiled and reviewed in another paper (Pereira de
Abreu et al., in press). The network created after these two works
and used here contains a total of: 222 different products with
registered trade mark (222 nodes of class PR), 60 different
companies (CO), 15 countries (CU), 33 Food types (FTs) and 29
product types (PT). It makes a total of 359 nodes interconnected
by 3868 links. The information encoded by a link depends on the
classes of the two nodes interconnected. For instance, if one node
belongs to the class CO and the other to the class PR, this link
indicates that this company produces and commercializes this
product.
2.1.7. US FDA Drug–Target network
In this case, the data used to built the drug–target network were
obtained from the DrugBank database (http://www.drugbank.ca/),
a bioinformatics and cheminformatics resource that combines
detailed drug (i.e. chemical, pharmacological and pharmaceutical)
Fig. 3. Excel calculation sheet to obtain the matrix L of Spain Law Financial system (A) and MI-NODEs graphical interface (B).
P. Riera-Fernández et al. / Journal of Theoretical Biology 293 (2012) 174–188178data with comprehensive drug target (i.e. sequence, structure, and
pathway) information (Wishart et al., 2006, 2008; Wishart, 2010;
Knox et al., 2011). In particular, 532 drugs approved by the
Federal Food and Drug Administration (FDA) and 315 targets were
studied.
2.2. Computational methods
2.2.1. Markov–Shannon entropy centralities for nodes
In information theory, entropy is a measure of the uncertainty
associated with a random variable. The term by itself in this
context usually refers to the Shannon entropy, which quantifies,
in the sense of an expected value, the information contained in a
message, usually in units such as bits. Equivalently, the Shannon
entropy is a measure of the average information content one is
missing when one does not know the value of the random
variable. The concept was introduced by Claude E. Shannon in
his 1948 paper ‘‘A Mathematical Theory of Communication’’
(Shannon 1948). In the present work, we construct the classical
Markov matrix (1P) for each network as follows. First, we down-
loaded from public resources the connectivity matrix L or obtainthe data about the links between the nodes to assemble L (n by n
matrix, where n is the number of vertices). Next, the Markov
matrix P is built. It contains the vertices probability (pij) based on
L. The probability matrix is raised to the power k, resulting (1P)k,
and multiplied by the vector of the initial probabilities (0pj). The
resulting vectors contain the absolute probabilities to reach the
nodes moving throughout a walk of length k from node ni (
kpj) for
each k and are the base for the entropy centrality (yk) calculation:
kP ¼ 0Pð1PÞk ¼ ½kp1þ





kpj ð6Þ2.2.2. MI-NODES software for calculation of Markov–Shannon
entropies
MI-NODES (MARCH-INSIDE NOde DEScriptors) is a GUI
Python/wxPython application used for the calculation of a new
class centralities/topological indices of nodes, sub-networks, or
full networks. Actually, it should be considered as the
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kind of complex networks (this program was originally designed
to study drugs, proteins and nucleic acid structures). MI-NODES
calculates new types of node Centralities kCc(j) based on Markov
normalized node probabilities without removing each node pre-
viously to perform calculations. It also calculates Markov general-
izations of different topological indices kTIc(G) of class c and
power k for the graph G. The tool is both Pajek and CentiBin
compatible because it reads networks in the following formats:
.net, .dat and .mat. We depict MI-NODES interface and an example
of one of the steps in the assembly of a .mat file in Fig. 3.
MI-NODES can calculate the following types of Markov node
centralities and topological indices of order k-th: Shannon
Entropy, Spectral Moments, Harary numbers, Wiener indices,
Gutman topological indices, Schultz topological indices, Broto
indices, Balaban indices, Kier–Hall connectivity indices, Randić
connectivity indices, Galvez indices and Leverage indices.
2.2.3. Dataset used to construct the model
The first step to obtain the dataset for each model was to
calculate the yk values for the linked nodes of the networks of
each type from K¼0 to 5 using MI-NODES. These are the positive
cases. In the second step, the same was done but with the
negative cases (nodes that are no linked in the observed network).
These negative cases were chosen randomly by MI-NODES (we
did not take into account 100% of them because their number is
much higher than the number of positive cases and this difference
can have negative effects on the statistical analysis). Finally, 75%
of the data (chosen randomly) was used for training the model
and the remaining 25% for cross-validation.
2.2.4. Linear Discriminant Analysis (LDA) models
Once the values of the Markov–Shannon entropies were
obtained, we carried out a Linear Discriminant Analysis (LDA)
by means of the STATISTICA software (StatSoft.Inc. et al., 2002).
LDA is possibly the most common technique used in QSPR/QSAR
studies with TIs of molecular graphs, protein and RNA structure
networks, and bio-molecular complex networks. Let S(Lij) be the
output variable of a model used to score the quality of the
connection between two nodes i-th and j-th (Lij¼1). We can
use LDA to seek a linear equation with coefficients ai, aj, aij and a0.
These are the coefficients of the TIs used as input (in this
case local node centralities) in the QSAR/QSPR model and the
independent term. The terms aik and ajk refer to all nodes that
lie within the k-th neighborhood (placed at least at topological
distance d¼k) of i-th or j-th single nodes, respectively. The term
aijk refers to the differences between the neighborhoods of a
pair of nodes, which may be connected or not. We can use
different statistical parameters to evaluate the statistical signifi-
cance and validate the goodness-of-fit of LDA equation:
n¼number of cases, w2¼Chi-square, p¼the error level, as well
as the Accuracy, Specificity, and Sensitivity of both train and
external validation series (Hill and Lewicki, 2006). Generally, we
write the linear LDA equation with the parameters mentioned
above in the following form (example using the entropy values as











In statistical prediction, the following three cross-validation
methods are often used to examine a predictor for its effective-
ness in practical application: independent dataset test, subsam-
pling test, and jackknife test (Chou and Zhang, 1995). However, of
the three test methods, the jackknife test is deemed the most
objective (Chou and Shen, 2008). The reasons are as follows.(i) For the independent dataset test, although all the proteins used
to test the predictor are outside the training dataset used to train
it so as to exclude the ‘memory’ effect or bias, the way of how to
select the independent proteins to test the predictor could be
quite arbitrary unless the number of independent proteins is
sufficiently large. This kind of arbitrariness might result in
completely different conclusions. For instance, a predictor achiev-
ing a higher success rate than the other predictor for a given
independent testing dataset might fail to keep so when tested by
another independent testing dataset (Chou and Zhang, 1995).
(ii) For the subsampling test, the concrete procedure usually used
in literatures is the 5-fold, 7-fold or 10-fold cross-validation. The
problem with this kind of subsampling test is that the number of
possible selections in dividing a benchmark dataset is an astro-
nomical figure even for a very simple dataset, as elucidated by
Chou and Shen (2008) and demonstrated by Eqs. 28–30 in Chou
(2011). Therefore, in any actual subsampling cross-validation
tests, only an extremely small fraction of the possible selections
are taken into account. Since different selections will always lead
to different results even for a same benchmark dataset and a same
predictor, the subsampling test cannot avoid the arbitrariness
either. A test method unable to yield a unique outcome cannot be
deemed as a good one. (iii) In the jackknife test, all the proteins in
the benchmark dataset will be singled out one-by-one and tested
by the predictor trained by the remaining protein samples. During
the process of jackknifing, both the training dataset and testing
dataset are actually open, and each protein sample will be in turn
moved between the two. The jackknife test can exclude the
‘memory’ effect. Also, the arbitrariness problem as mentioned
above for the independent dataset test and subsampling test can
be avoided because the outcome obtained by the jackknife cross-
validation is always unique for a given benchmark dataset.
Accordingly, the jackknife test has been increasingly and widely
used by those investigators who have strong math background to
examine the quality of various predictors (see, e.g., (Chen et al.,
2009; Chou and Shen, 2010; Chou et al., 2011; Gu et al., 2010; Lin
et al., 2011; Mohabatkar 2010; Wang et al., 2011; Xiao et al.,
2011; Zakeri et al., 2011; Zeng et al., 2009; Zhang et al., 2011)).
However, to reduce the computational time, we adopted the
independent testing dataset cross-validation in this study as done
by many investigators with support vector machine (SVM) as the
prediction engine.2.2.5. Graphical representation and description of the networks
Using graphical/diagrammatic approaches to study compli-
cated systems can provide an intuitive picture or useful insights
to help in analyzing complicated mechanisms in these systems, as
demonstrated by many previous studies on a series of important
biological topics, such as enzyme-catalyzed reactions (Andraos,
2008; Chou, 1989; Chou and Forsen, 1980; Zhou and Deng, 1984),
protein folding kinetics and folding rates (Chou, 1990), inhibition
of HIV-1 reverse transcriptase (Althaus et al., 1993a; Althaus
et al., 1993), inhibition kinetics of processive nucleic acid poly-
merases and nucleases (Chou et al., 1994), drug metabolism
systems (Chou 2010), analysis of DNA sequence (Xie and Mo,
2011), and protein sequence evolution (Wu et al., 2010). Recently,
the wenxiang diagrams (Chou et al., 1997) were also used to
investigate protein–protein interactions (Zhou, 2011a, 2011b).
In order to characterize the studied systems, we have repre-
sented graphically and calculated some parameters of both
the observed and reconstructed networks. The information to
construct them was obtained from the connectivity matrices
in the case of the observed networks and from the output of
the LDA models in the case of the reconstructed networks.
CentiBin (http://centibin.ipk-gatersleben.de/index.php) (v.1.4.3)
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command: Utils - ‘prepare for centralities-undirected’. This
command performs the following steps: removal of existing
loops, removal of parallel edges, reduction to the giant component
and transformation into an undirected network. Once the net-
works were prepared, it was possible to calculate the graph
diameter, Wiener index and average distance. The density (taking
into account if the graph is unipartite or bipartite), average degree
and Randić index were also calculated, but using Pajek (v.1.26)
(http://vlado.fmf.uni-lj.si/pub/networks/pajek/) (Batagelj and
Mrvar 1998; De Nooy et al., 2005). This program was used to
represent graphically the prepared versions of the observed and
reconstructed networks.3. Results and discussion
As can be seen in the next sub-sections, the models developed
using structural information encoded by yk values offers good
results in terms of overall accuracy (ranging from 72.3% to 97.2%)
for all the studied networks. However, there are important
differences between the best and the worst result (24.9%). This
fact could suggest that the capacity to encode information by yk is
strongly influenced by the structure of the network (similar
values for yk in positive and negative cases could result in a low
discrimination power) or that the linear model is less suitable for
some types of networks. Anyway, more studies are needed to
measure the influence of different factors on the performance of
the models based on yk and other TIs. The use of each model
developed in this section is restricted to networks with the same
features than the networks used to develop the models.
For example, the metabolic pathway model (constructed taking
into account four model organisms) could be used to evaluate the
equivalent metabolic networks of other organisms. An interesting
possibility for future research would be to study the same
networks with other TIs to see if the results improve (for example
models with an accuracy of 70%) or to seek models in which
various TIs are combined (in this case each type of TI could
encode a different type of structural information).
3.1. Model 1: metabolic pathway networks
Study of metabolic networks is of great interest in biology
because many applications are directly built on the use of cellular
metabolism. Biotechnologists modify the cells and use them as
cellular factories to produce antibiotics, industrial enzymes, anti-
bodies, etc. In biomedicine, it is possible to cure metabolic
diseases through a better understanding of the metabolic
mechanisms, and to control infections by making use of the
metabolic differences between human beings and pathogens
(Rosa da Silva et al., 2008). For example, the network topology-
based approach has been used to uncover shared mechanisms in
the study of disease comorbidity (Lee et al., 2008). In a cell or
microorganism, metabolic pathways are seamlessly integrated
through a complex network of cellular constituents and reactions.
However, despite the key role of these networks in sustaining
cellular functions, their large-scale structure is not well known.
Jeong et al. (2000) showed that, despite significant variation in
their individual constituents and pathways, these metabolic net-
works have the same topological scaling properties and show
striking similarities to the inherent organization of complex non-
biological systems. An interesting question to answer is: given a
regulatory pathway system consisting of a set of proteins, can
we predict which pathway class it belongs to? In this sense,
Huang et al. (2011) developed a computational method for the
classification and analysis of regulatory pathways using graphproperty, biochemical and physicochemical property, and func-
tional property. In another work carried out by the same author
(Huang et al., 2010), a computational method was developed for
the analysis and prediction of the metabolic stability of proteins
based on their sequential features, subcellular locations and
interaction networks. Many pathways are not totally confirmed
experimentally but have been computationally deduced using
protein or gene alignment techniques. The idea follows more or
less the following scheme: similar proteome - similar enzymes
- similar metabolome. On the other hand, the experimental
determination of the full metabolome including each metabolite
and metabolite bio-transformation pathways is not always an
easy task. All this aspects determine the necessity of alignment-
free techniques to assess network connectivity quality in existing
models of metabolic pathway networks. Here we developed a
model to re-evaluate connectivity using as inputs the yk values for
nodes in already-known metabolic networks. For this analysis we
have used metabolic networks of four model organisms belonging
to different domains of the tree of life. These organisms are:
Escherichia coli (EC), Saccharomyces cerevisiae (SC), Caenorhabditis
elegans (CE), and Oryza sativa (OS). E. coli is a gram negative
bacterium that is commonly found in the lower intestine of
warm-blooded organisms. Most EC strains are harmless, but some
serotypes can cause serious food poisoning in humans. From the
point of view of research, it is one of the best studied bacteria,
especially in the areas of genetics, biochemistry and metabolism,
and many researchers have based their studies on existing
metabolic networks of this prokaryotic model (Baldazzi et al.,
2010; Costa et al., 2010; Gerlee et al., 2009; Fowler et al., 2009;
Konig et al., 2006; Imielinski et al., 2006; Shi et al., 1999; Lin et al.,
2005; Ghim et al., 2005; Schmid et al., 2004; Light and Kraulis,
2004; Burgard and Maranas, 2001; Edwards and Palsson, 2000).
S. cerevisiae (a species of yeast) is a fungus with industrial
importance used as a model for understanding and engineering
eukaryotic cell function. In fact, it was the first eukaryotic genome
that was fully sequenced, annotated, and made available publicly
(Goffeau, 1997). C. elegans is a free-living nematode that has
become a popular model for genetic and molecular research, since
it is easy to maintain and has a very fast life-cycle (Burglin et al.,
1998). It was the first multi-cellular organism to have its genome
completely sequenced (Consortium TCeS et al., 1998). In the field
of parasitology, comparison between CE and other parasitic
nematodes is an interesting method for studying the function
and regulation of some parasite genes (Bird and Opperman,
1998). Other interesting feature is that CE is sensitive to the
majority of anti-helmintic drugs that are used against parasitic
worm infections of humans and livestock. This has provided the
opportunity to use molecular genetic techniques in the worm for
mode of action studies (Holden-Dye and Walker, 2007). Finally,
O. sativa, commonly known as rice, is a plant of the family Poaceae
with great economic importance for the human being. Over
recent years, it has gained importance as a model organism for
genetic and molecular studies. This is due to its relatively small
genome of 420 Mb, whose full sequence was released as early as
2002. The many tools and experimental approaches now available
for rice have made it the most widely studied model for cereals
(Muller and Grossniklaus, 2010).
The best model found was
SðLijÞ ¼ 159:16y3ðeiÞ120:70y1ðpjÞ95:42½y5ðeiÞy5ðpjÞ0:26
n¼ 74,999 w2 ¼ 26,093 p o 0:001 ð8Þ
In this equation, S(Lij) is a real-valued output variable that
scores the propensity of the ith input or educt (ei) (reactant or
substrate) to undergo a metabolic transformation into the pro-
duct (pj). The parameter y1 quantifies the information related to
Table 1
Training and Cross-validation results for all models developed in this work.
QSPR Training series Model Cross-validation series
model NL L % Parameters % NL L
1 Metabolic pathway networks
46,029 18,490 NL 71.3 Specificity 71.5 NL 15,384 6,123
2,295 8,185 L 78.1 Sensitivity 77.8 L 775 2,719
Total 72.3 Accuracy 72.4 Total
2 Parasite-host networks
42,576 2,052 NL 95.4 Specificity 95.6 NL 14,144 652
1,275 3,315 L 72.2 Sensitivity 71.3 L 436 1,085
Total 93.2 Accuracy 93.3 Total
3 Cerebral Cortex co-activation network
31,886 2,698 NL 92.2 Specificity 92.5 NL 10,637 867
1,425 3,527 L 71.2 Sensitivity 70.4 L 488 1,162
Total 89.6 Accuracy 89.7 Total
4 NW Spain Fasciolosis Landscape-Spreading network
18,153 149 NL 99.2 Specificity 99.1 NL 6,068 58
405 964 L 70.4 Sensitivity 74.2 L 116 334
Total 97.2 Accuracy 97.4 Total
5 Legal–social network of the Spanish financial law system
15,564 3,401 NL 82.1 Specificity 81.6 NL 5,172 1,169
0 14,986 L 100.0 Sensitivity 100.0 L 0 5,014
Total 90.0 Accuracy 89.7 Total
6 World Trade Intelligent-active food packaging network
27,387 1,623 NL 94.4 Specificity 94.4 NL 9,128 542
692 2,209 L 76.1 Sensitivity 77.5 L 218 749
Total 92.7 Accuracy 92.9 Total
7 US FDA Drug-target network
3,206 981 NL 76.6 Specificity 77.8 NL 1,079 308
189 532 L 73.8 Sensitivity 70.4 L 71 169
Total 76.2 Accuracy 76.7 Total
Rows: Observed classifications; Columns: Predicted classifications; L: Linked; NL: Not linked.
P. Riera-Fernández et al. / Journal of Theoretical Biology 293 (2012) 174–188 181the position of the input or reactant metabolite and their direct
neighbors (k¼1) in the metabolic network. The parameter y5
quantifies the information related to middle-long range subse-
quent metabolic transformations of all the neighbors of the
product metabolite (k¼5) in the metabolic network. As we can
see in the previous equation the w2¼26,093 statistic corresponds
to a p-levelo0.001, which indicates a significant discrimination
between known metabolic reactions and those metabolite trans-
formations which are not experimentally observed. The model
presents very good values of Accuracy, Sensitivity, and Specificity
for the recognition of links both in training and external valida-
tion series see Table 1.
In Table 2 we carry out a graphical and numerical comparison
of the giant components of the metabolic networks already
known vs. those obtained after re-evaluating link quality with
our model.
3.2. Model 2: Parasite–Host networks
Due to the importance for the human and animal health and
therefore for the economy, much attention has been focused on
parasite–host interactions (PHIs). The study of these interactions
can help us to understand the role of phylogenetic and ecological
factors on the parasite–host specificity (Desdevises et al., 2002;
Detwiler and Janovy, 2008; Poulin et al., 2011) and to know how
parasites affect the ecosystem functioning (Hatcher et al., 2006;
Price et al., 1986; Anderson and May, 1979). In this sense,
network theory is a useful tool for analyzing this type of interac-
tions (Poulin, 2010). However, the high experimental difficulty
inherent to the in situ accurate determination of PHIs makes the
possibility of curate PHIs networks using a computational modelvery interesting. In this work, we used yk to seek a QSPR-like
model able to score the quality of PHIs in known networks. The
best model found was
SðLijÞ ¼ 82:62½y5ðpiÞy5ðhjÞ5:52
n¼ 49,218 w2 ¼ 21,728 p o 0:001 ð9Þ
In this equation, S(Lij) is a real-valued output variable that
scores the propensity of the ith parasite specie (pi) to infect a
given host specie (hj). The Chi-square statistic (w2) presents a low
p-level o0.001, which indicates a significant discrimination
between well-established host–parasite relationships and not
confirmed parasitism. The model presents good values of Accu-
racy, Sensitivity, and Specificity for the recognition of parasite–
host relationships (links) both in training and external validation
series (see Table 1). Consequently, with this simple linear model
we could re-evaluate connectivity quality in the already-known
PHIs networks in a fast and non-expensive way (without to
experimentally resample all PHIs in the correspondent ecological
niche). The giant components of the observed and reconstructed
networks are described numerically and graphically in Table 3.
3.3. Model 3: Cerebral Cortex co-activation network
Connectivity is the key to understanding distributed and
cooperative brain functions. Detailed and comprehensive data
on large-scale connectivity between primate brain areas have
been collated systematically from published reports of experi-
mental tracing studies (Kotter, 2004). Databasing the brain’s
anatomical connectivity as delivered by tracing studies is of
particular importance as these data characterize fundamental
Table 2
Comparison of observed vs. re-constructed metabolic pathway networks (giant components).





































bThe size of each node is proportional to its normalized degree.
a Network descriptors: Total number of connected nodes (n), number of edges (m), average degree (Ad), density (den), Randić connectivity index (R), Wiener index (W),
diameter (D) and average distance (AD).
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functional interactions between the components of real neural
systems. The eventual impact and success of connectivity data-
bases, however, will require the resolution of several methodolo-
gical problems that currently limit their use. These problems
comprise four main points: (i) objective representation of coordi-
nate-free, parcellation-based data, (ii) assessment of the reliabil-
ity and precision of individual data, especially in the presence of
contradictory reports, (iii) data mining and integration of large
sets of partially redundant and contradictory data, and (iv)
automatic and reproducible transformation of data betweenincongruent brain maps (Stephan et al., 2001). In order to address
points ii and iv, we have developed a specific model for the
‘collation of connectivity data on the macaque brain’ (CoCoMac)
database (http://www.cocomac.org). The best model found was
SðLijÞ ¼ 70:56y1ðiÞþ74:51y5ðjÞ1:75
n¼ 39,536 w2 ¼ 22,249 p o 0:001 ð10Þ
In this equation, S(Lij) is a real-valued output variable that
scores the propensity of the ith cerebral cortex region to undergo
co-activation with the jth region in the CoCoMac network.
Table 3
Comparison of observed vs. re-constructed parasite-host interaction networks (giant components).













































a Network descriptors: Total number of connected nodes (n), number of connected parasites (np), number of connected hosts (nh), number of edges (m), average
degree (Ad), density (den), Randić connectivity index (R), Wiener index (W), diameter (D) and average distance (AD). bThe size of each node is proportional to its
normalized degree. c Outer nodes: Parasites; Inner nodes: Hosts.
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position of the ith region and their direct neighbors (k¼1) in the
network. The parameter y5(j) quantifies the information related to
middle-long range co-activation of different brain areas (k¼5) in
the cerebral cortex. As in the previous equation the w2¼22,249
statistics corresponds to a p-level o0.001, which indicates a
significant discrimination between co-activated regions and not
co-activated ones. The model presents very good values of
Accuracy, Sensitivity, and Specificity (see Table 1). The giantcomponents of the observed and reconstructed networks are
described numerically and graphically in Table 4.
3.4. Model 4: Fasciolosis spreading network (NW Spain)
Fasciolosis is a parasitic infection caused by Fasciola hepatica
(liver fluke) that has become an important cause of lost produc-
tivity in livestock worldwide. Considered a secondary zoonotic
disease until the mid-1990s, human fasciolosis is at present
Table 4
Comparison of observed vs. re-constructed networks (giant components).
Observed network Network descriptors a Reconstructed network






































a Network descriptors: Total number of connected nodes (n), number of connected drugs (nd), number of connected targets (nt), number of edges (m), average degree
(Ad), density (den), Randić connectivity index (R), Wiener index (W), diameter (D) and average distance (AD). b The size of each node is proportional to its normalized
degree. c In the Drug–Target network the outer nodes represent drugs and the inner nodes targets.
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of prevalence and intensity and geographical expansion. In fact,
research in recent years has justified the inclusion of fasciolosis in
the list of important human parasitic diseases. At present,
fasciolosis is the vector-borne disease presenting the widest
latitudinal, longitudinal and altitudinal distribution known. In
addition, it presents a range of epidemiological characteristics
related to a wide diversity of environments (Mas-Coma, 2005). In
this sense, the study of geographical spreading of fasciolosis
becomes a subject of great interest. In fact, in a recent work we
have constructed a network to study the landscape spreading of
fasciolosis in Galicia (NW Spain) (González-Dı́az et al., 2010).
However, we do not have quantitative criteria on the quality of
the network connectivity, and re-sampling of all data to re-
evaluate this connectivity in a field study is a hard and expensive
task in terms of time and resources. This situation has prompted
us to seek a model in order to assess the quality of the networkpreviously assembled. The best QSPR model found was
SðLijÞ ¼20:23y1ðf iÞþ165:13y4ðf jÞ0:82
n¼ 19,671 w2 ¼ 16, 058 p o 0:001 ð11Þ
The entropy values yk(fi) and yk(fj) used in this equation
quantify information about the connectivity patterns between
farms in the network C. As can be seen in the equations described
in Section 2, the connectivity of C depends on the spatial
coordinates (xi, yi) of the farm (fi), the altitude of the place (hi),
and the anti-parasite drug treatment (Trj) used to prevent
Fasciolosis in this farm. Consequently the matrix C quantifies
the a priori propensity Cij¼1 of this disease to spread between
farms immediately after treatment depending on geographical
conditions. On the other hand, matrix L includes both criteria:
(i) the preexistence of a high propensity for disease spreading
Cij¼1 and (ii) the experimental confirmation Lij¼1 of a high Risk
Fig. 4. Observed World Trade Network of Active & Intelligent Packaging for Food
Industry. CU: country; CO: company; PT: packaging type; PR: product; FT:
food type.
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farms (see Fig. 2). The QSPR equation developed here was
obtained by studying L and the model presents good values of
Accuracy, Sensitivity, and Specificity (see Table 1). Both observed
and reconstructed networks (giant components) are described
and represented graphically in Table 4.
3.5. Model 5: Legal–Social network for the Spanish Financial Law
system
The use of network analysis methods in social sciences began
in 1930 and today are widely used (Wasserman and Faust, 1999).
However, the application of these methods in legal studies is still
at the beginning (Fowler and Jeon, 2008; Duardo-Sánchez, 2010;
Duardo-Sánchez, 2011). Network tools may illustrate the inter-
relation between the different law types and help to understand
law consequences in society and its effectiveness or not. We have
used the list of the financial laws to construct the network




n¼ 33,951 w2 ¼ 32,942 po0:001 ð12Þ
where yk(Lti) and yk(Ltiþ1) are the entropy parameters that
quantify information about the Legal norms (Laws) of type L
introduced in the Spanish legal system at time ti and tiþ1 with
respect to the previous or successive kth norms approved. The
model behaves like a time series embedded within a complex
network. This is because it predicts the recurrence of the Spanish
law system to a financial norm of class c when socio-economical
conditions change at time tiþ1 given that have been used a known
class of norm in the past at time ti. The model correctly re-
constructed the network of the historic record for the Spanish
financial system with high Accuracy, Specificity, and Sensitivity
(Table 1). The graphical representation and calculus of network
descriptors of the observed and reconstructed networks (giant
components) can be seen in Table 4.
3.6. Model 6: World Trade Network of Active & Intelligent Packaging
for Food Industry
Traditionally, the basic functions of packaging have been
classified into 4 categories: protection, communication, conve-
nience, and containment. The package is used to protect the
product against the deteriorative effects of the external environ-
ment, communicate with the consumer as a marketing tool,
provide the consumer with greater ease of use and time-saving
convenience, and contain products of various sizes and shapes
(Yam et al., 2005). Active Packaging is an innovative concept that
can be defined as a mode of packaging in which the package, the
product, and the environment interact to prolong shelf life or
enhance safety or sensory properties, while maintaining the
quality of the product (Suppakul et al., 2003). This type of
technology is becoming more and more important for the food
industry, involved in a globalized market in which a product
produced in a country can be consumed in other countries. In
addition there is a growing concern about foodborne diseases, and
many companies are interested in the development of biosensors
included in the packages in order to detect the presence of
pathogens (Yam et al., 2005). As mentioned in Section 2, here
we studied a large network for the current world trade (year
2011) of active & intelligent packaging for food industry, inter-
connecting categories like Country (CU), Company (CO), Product
(PR), Food Type (FT), and product use or Packaging Type (PT)
(Fig. 4). After calculating yk(i) and yk(j) for all pairs of connected
nodes (Lij¼1) and for a large number of unconnected pairs in thenetwork, we carried out a LDA. The best model found was
SðLijÞ ¼2:00y1 ið Þ142:87y1ðjÞþ116:65y5ðjÞþ0:72
n¼ 31,911 w2 ¼ 19,022 p o 0:001 ð13Þ
The model presents very good values of Accuracy, Sensitivity,
and Specificity (see Table 1). The parameter y1(i) quantifies the
information referred to the trading relationships of the ith node
with its direct neighbors (k¼1) in the world trade network. The
parameter y1(j) quantifies the same information for the jth node
and its direct neighbors (k¼1). The parameter y5(j) quantifies the
information referred to middle-long range trading relationships
(k¼5) in the trade network between the jth node and its
neighbors of any class. As in the previous equations, the value
of w2¼19,022 corresponds to a p-levelo0.001, which indicates a
significant discrimination between successful and not-observed
trading relationships. In order to re-evaluate this kind of network
using this equation it is necessary to introduce the values of yk(i)
and yk(j) for the ith and jth nodes according to the following
hierarchical order in i to j direction: Country (CU) - Company
(CO) - Product (PR) - Packaging Type (PT) - Food Type (FT).
Therefore, if we want to predict the expected success of a given
CO to introduce a determined PT in the world trading network the
ith node should represent the CO and the jth node the PT. In this
equation, S(Lij) is a real-valued output variable that scores the
expected success if we want to establish a connection between
the ith node (CU, CO, PR, etc.) and the jth node (PR, PT, FT) in the
World Trade network of A&I Packaging for Food Industry.
3.7. Model 7: US FDA drug-target network
Study of drug–target interaction networks is an important
topic in drug development (Yildirim et al., 2007; Lee et al., 2009;
Mestres et al., 2009). However, determination of these interac-
tions by means of experimental methods is both costly and time-
consuming. Therefore it is interesting to develop mathematical
Fig. 5. Development of a linear model that takes into account the drug and target
structure and the information about the drug/target nodes.
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of interactions (He et al., 2010; Vina et al., 2009). Here, we have
developed a model that takes into account the drug and target
structure and the information about the drug/target nodes in the
studied network (see Fig. 5). In this network Lij¼1 if the ith
protein (Ti) is identified as target of the jth drug (Dj) in the DrugBank
database and Lij¼0 otherwise. The best model found was
SðLijÞ ¼1:10Uy5ðD:nodeÞþ0:11y0ðD:TotalÞ2:19y3ðT:nodeÞ
0:47y4ðT:middleÞ1:43
n¼ 2,234 w2 ¼ 2,123 po 0:001
where, yk is the entropy after k steps. The yk values used to seek the
equation have been calculated for drugs (D.node) and targets
(T.node) in the drug–target network. They were also calculated for
the drug structure, taking into account all the atoms/nodes of the
molecule/graph (D.Total) and for the target structure, taking into
account the information codified in the amino acids/nodes from the
middle of the protein/graph (T. Middle). To obtain this model, data
were standardized previously to the LDA. The w2 ¼ 2123 statistics
corresponds to a p-level o0.001, which indicates a significant
discrimination between drug–target interaction and no interaction.
The values of Accuracy, Sensitivity, and Specificity can be seen in
Table 1. The data obtained from the model were used to re-construct
the observed network and to compare both networks (giant
components), by means of network descriptors (see Table 4).4. Conclusions
In this work we confirm that it is possible to combine Markov
Chains and Shannon Entropy in order to calculate higher order
entropy parameters. We also show that these parameters can be
used to quantify information about local and global node-node
connections in different types of complex networks. For it, we
have used MI-NODES, a new tool for the study of complex
networks which is an upgrade of the software MARCH-INSIDE,
classically used to study drugs and proteins. The parameters
obtained can be used as inputs of LDA models to computationally
assess the quality of connectivity patterns in known and new
complex networks. These QSPR-like models are useful to re-
construct and/or collate in a simple and cheap way a network,
as alternative to high cost experimental re-evaluation of all links.
This is a topic of the major importance because of the increasinguse of existing complex networks in many areas of research. Since
user-friendly and publicly accessible web-servers represent the
future direction for developing practically more useful models,
simulated methods, or predictors (Chou and Shen, 2009), we shall
make efforts in our future work to provide a web-server for the
method presented in this paper.Acknowledgments
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González-Dı́az, H., Munteanu, C.R. (Eds.), 2010. Topological Indices for Medicinal
Chemistry, Biology, Parasitology, Neurological and Social Networks, Trans-
world Research Network Kerala (India).González-Dı́az, H., et al., 2010. Net-
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