Abstract-In this work, we study the coded frame error rate (FER) of LoRa under additive white Gaussian noise (AWGN) and under carrier frequency offset (CFO). To this end, we use existing approximations for the bit error rate (BER) of the LoRa modulation under AWGN and we present a FER analysis that includes the channel coding, interleaving, and Gray mapping of the LoRa physical layer. We also derive the LoRa BER under carrier frequency offset and we present a corresponding FER analysis. We compare the derived frame error rate expressions to Monte Carlo simulations to verify their accuracy.
I. INTRODUCTION LoRaWAN is a very popular communications protocol for the Internet of things (IoT). Its physical layer (PHY)
, which is called LoRa, is based on a proprietary spread spectrum modulation scheme that uses chirp modulation as its basis [1] . Along with the chirp modulation, the LoRa PHY chain includes whitening, channel coding, interleaving and Gray mapping [2] . LoRa is able to work in a wide range of operational signal-tonoise ratios (SNRs), due to the support of multiple spreading factors (SF) and code rates. Some of the details of the LoRa PHY have been revealed in patents [3] , but also through several reverse-engineering efforts [4] , [5] .
There are several works in the literature that derive approximate formulas for the bit error rate (BER) and the symbol error rate (SER) of the LoRa modulation under both additive white Gaussian noise (AWGN) [6] , [7] and under Rayleigh fading channels [7] . Moreover, the work of [8] is the first to give a low-complexity SER approximation under AWGN and interference from a chip-aligned LoRa interferer with the same spreading factor (same-SF interference) as the user of interest. This study was extended to the more realistic non-chip-aligned and non-phase-aligned interference scenario in [9] , [10] . The work in [10] also contains an approximation of the FER under AWGN and same-SF interference, which can be particularly useful for LoRa network simulators (e.g., [11] - [15] ) but also for theoretical analyses (e.g., [16] , [17] ) instead of hard reception thresholds, which have been experimentally shown to be too simplistic [18] . However, the FER expression in [10] does not take into account the channel coding, interleaving, and Gray mapping present in a LoRa transceiver physical layer chain, which have a great impact on the error rate. The FER expression in [10] also does not take into account any potential PHY impairments, which are very important in the context of low-power radios.
Contributions:
In this work, we analyze the channel coding and interleaving mechanisms of the LoRa PHY in order to first derive the codeword error rate (CWER) for LoRa. We then use the CWER to derive two low-complexity approximations for the coded FER of a LoRa system under AWGN. Moreover, we derive an approximation for the coded FER of a LoRa system under AWGN and residual carrier frequency offset (CFO), which is an important impairment that can significantly affect the performance of LoRa. Finally, we corroborate the accuracy of our approximations through Monte Carlo simulations.
Notation: We denote the probability density function (PDF) and the cumulative density function (CDF) of the Rayleigh and Rice distributions by f Ra (y; σ), f Ri (y; v, σ) and F Ra (y; σ), F Ri (y; v, σ), respectively, where σ and v are the scale and location parameters. Moreover, bold lowercase letters (e.g., a) denote vectors and bold uppercase letters (e.g., A) denote matrices. Bold calligraphic letters (e.g., A A A) denote a vector containing the frequency-domain representation of a, i.e., A A A = DFT(a), while regular calligraphic letters denote sets (e.g., A). The i-th element of a vector v is denoted by v i .
II. LORA PHY SYSTEM MODEL
In this section, we provide some background on the LoRa modulation and demodulation procedures, as well as on the structure of a packet used in a LoRa data transmission.
A. LoRa Modulation and Demodulation
LoRa is a spread-spectrum frequency modulation that uses a bandwidth B and N = 2 SF chips per symbol, where SF is called the spreading factor and SF ∈ {7, . . . , 12}. Each LoRa symbol carries SF bits of information and Gray mapping is used to convert the bits to symbols. A baseband symbol s ∈ S, where S = {0, . . . , N −1}, begins at frequency ( 
When transmission takes place over an AWGN channel, the received LoRa symbol is given by
where 
The SF-bit label ofŝ, which is defined in the LoRa standard, corresponds to an estimate of the SF transmitted bits.
B. LoRa Transceiver Chain
As shown in Fig. 1 the transmitter chain of LoRa includes a Hamming encoder, a whitening block, an interleaver, and a Gray-mapping block prior to the chirp modulation [5] . The receiver contains a Gray demapper, a deinterleaver, a dewhitening block, and a Hamming decoder.
LoRa uses (k, n) Hamming codes with k = 4 and n ∈ {5, 6, 7, 8}, where k denotes the data word length and n denotes the codeword length. The (4, 5) and (4, 6) Hamming codes can only detect errors, while the (4, 7) and (4, 8) Hamming codes can correct one bit-error per codeword. Since the (4, 5) and (4, 6) Hamming codes are effectively uncoded with respect to the error rate, we focus our analysis on the (4, 7) and (4, 8) Hamming codes. The bits included in a block of SF codewords are interleaved using a diagonal interleaver. The combination of the Hamming code and the interleaving has a great effect on the error rate and is discussed in more detail in Section III. The whitening, on the other hand, has no effect the error rate and can thus be ignored. In the presence of only AWGN, all symbol errors are equally likely, meaning that the effect of Gray mapping can also be ignored when deriving the FER. However, in the presence of AWGN and CFO the pair-wise error probability for symbol s is non-uniform and adjacent-symbol errors are significantly more likely [2] , in which case the Gray mapping plays a very important role and can thus not be ignored.
C. LoRa Packet Structure
The structure of a LoRa packet as explained in [5] is illustrated in Fig. 1 . A packet begins with a preamble, which consists of a variable number N pr of upchirps, i.e., N pr consecutive x ref symbols. After the preamble, the packet contains two network identifier symbols and 2 1 /4 frequency synchronization symbols [5] . The packet continues with an optional PHY header, which contains information about the length of the packet, the code rate, the presence of a cyclic redundancy check (CRC), and a checksum. The last part of the packet is the payload, which has a variable length with a maximum of 255 bytes, along with an optional 16-bit CRC of the payload bits [1] . We focus on the FER for the payload part of the packet, which contains the actual transmitted data.
III. LORA CODED FRAME ERROR RATE UNDER AWGN
Each LoRa payload consists of multiple interleaved Hamming codewords. Thus, in this section we first derive the codeword error rate (CWER) using existing results for the SER and then we use the CWER to derive the FER.
A. Codeword Error Rate
The uncoded symbol error probability P s is defined as P s P (ŝ = s). An approximation that can be used to efficiently evaluate the aforementioned probability under AWGN was derived in [7] . With our definition of the SNR, the symbol error probability can be calculated as
where Q(·) denotes the Q-function and H n = n k=1 1 k denotes the n-th harmonic number. The term (H N −1 ) 2 in the above equation stems from the fact that, in the estimation ofŝ, N − 1 symbols can be mistakenly chosen instead of s. When a symbol error happens due to AWGN only, on average half of the SF symbol bits will be erroneous, independently of whether Gray mapping is used or not [7] . Thus, for the uncoded bit error probability P b we have
The codeword error probability P cw is defined as the probability that the Hamming decoder output decisionĉ does not equal the Hamming encoder output codeword c, i.e.,
The Hamming distance between two vectors w 1 and w 2 , denoted by d(w 1 , w 2 ), is defined as the number of locations where w 1 and w 2 differ. Thus, if v is the Hamming decoder input vector, then P cw for the (4, 7) and (4, 8) Hamming codes (which can correct all one-bit errors) assuming that the decoder declares a failure when more than one error is detected can be equivalently defined as the probability of the event that v has at least two erroneous bits as
Fig . 2 illustrates LoRa deinterleaving process. Each row of the matrix before deinterleaving corresponds to the SF bits of a demodulated LoRa symbolŝ i , i ∈ {1, . . . , n}, while each row of the matrix after deinterleaving corresponds to the n bits of v j , j ∈ {1, . . . , SF}, at the Hamming decoder input. When a symbol error happens, e.g.,ŝ 1 = s 1 , on average half of the bits of row 1 of the matrix before deinterleaving will be erroneous. These bit errors are generally correlated because they come from the same symbol error, but the deinterleaver effectively removes this correlation by distributing each bit error ofŝ 1 to distinct codewords, as seen in Fig. 2 . If another symbol error occurs, e.g.,ŝ 2 = s 2 , the bit errors due toŝ 2 are again generally correlated but they are independent from the bit errors ofŝ 1 . This observation can be generalized to any number of symbol errors. As a result, the bit errors after the deinterleaver in every input codeword of the Hamming decoder v j are independent and identically distributed (iid) with probability of bit error P b given by (5) . Thus, we can re-write the CWER in (7) as
B. Frame Error Rate
We denote the number of payload symbols in a LoRa packet by N pl . By construction, N pl is an integer multiple of the codeword length n. The number of codewords in the payload is N cw = NplSF n , where each codeword has a CWER P cw given by (8) . Let C bl ∈ {0, 1} SF×n be a matrix containing a block of SF transmitted codewords c i , i ∈ {1, . . . , SF}, that are input to one block of the interleaver. Let also V bl ∈ {0, 1} SF×n be a matrix containing a block of SF codewords that are the output of one deinterleaving block (and also the input to the Hamming decoder). Finally, letĈ bl ∈ {0, 1} SF×n be a matrix containing a block of SF estimated codewordsĉ i , i ∈ {1, . . . , SF}, after the Hamming decoder. The probability P Ĉ bl = C bl corresponds to the probability that all the SF decoded codewords of one deinterleaver block are correctly decoded, which is given by
cw denote the conditional codeword error probability given that all previous i − 1 codewords in the block were decoded correctly, i.e.,
Using (10), we can re-write (9) as
Let C pl ∈ {0, 1} Ncw×n be a matrix containing all the transmitted codewords in the payload andĈ pl be a matrix containing all the decoded payload codewords. Since the payload contains Npl /n deinterleaving blocks which are independent from each other, using (12) we can obtain the overall FER as
As explained in Section III-A, a correctly decoded codeword c i may come from a decoder input v i that has up to one bit error. This single non-catastrophic bit-error can be in any of the n positions of v i . As a result, the computation of the product in (13), becomes a cumbersome task, since the number of all possible non-catastrophic bit-error patterns inside a deinterleaver block is a large combinatorial quantity. For this reason, in the remainder of this section we derive two lowcomplexity approximations for (13) .
Approximation 1: A simple approximation of (13) can be obtained by ignoring the conditioning in (10) to obtain
Since conditioning on the event that all previous i − 1 codewords were decoded correctly intuitively decreases the probability that the i-th codeword will be erroneous, we expect that Approximation 1, which ignores this conditioning, overestimates the true FER. Approximation 2: Let us now define a more elaborate approximation for (13) , which has slightly higher computational complexity but gives more accurate results. To this end, in the conditional codeword error probability P (i) cw of (10), we approximate the event that all previous i − 1 codewords in the block were decoded correctly (i.e., {ĉ 1 = c 1 , . . . ,ĉ i−1 = c i−1 }) with the event that all previous i − 1 codewords in the block did not contain any error at all (i.e., {v 1 = c 1 , . . . ,v i−1 = c i−1 }). Therefore, for all the previously decoded i−1 codewords in the block, we ignore the case where a single bit error has occurred. The conditional codeword error rate in (10) can then be written as
Each conditional codeword error probability P (i) cw in (15) can be interpreted as the codeword error probability of a decoder that has the additional side-information that (i − 1) out of the n bit positions in v i are guaranteed to be error-free. As such, we expect this approximation to result in slightly lower FER values compared to (13) . However, we need to find an expression to calculate the conditional probability of (15) .
Let
denote the conditional bit error probability P
s is the conditional symbol error probability P (i)
whereb i = b i denotes that the i-th bit of symbol s is estimated correctly. The additional information included in the conditional symbol error probability of (16), compared to the unconditional one, is that a potential demodulation error can only be in 2 SF−i−1 − 1 DFT bins instead of the N − 1 DFT bins with possible errors in (4) . As such, the conditional symbol error probability P (i) s can be calculated by adapting the harmonic number in (4) as follows
cw in (13) can be calculated as
. (18) Finally, our second approximation for the FER can be obtained by replacing (18) in (13), as shown in (11).
IV. LORA CODED FRAME ERROR RATE UNDER AWGN AND CARRIER FREQUENCY OFFSET In this section, we first derive an expression for the coded LoRa BER under AWGN and carrier frequency offset (CFO). We then use this initial result to explain how the coded FER can be calculated in the presence of both AWGN and CFO.
A. Distribution of the Decision Metric
In order to derive the coded FER under AWGN in Section III, we have used the symbol and bit error probability expressions from [7] . In order to derive the coded FER under CFO in this section, we first need an expression for the symbol and bit error probabilities of LoRa under residual CFO. Since such expressions do not exist in the literature, in the current subsection we introduce the necessary modeling that will allow us to find the uncoded symbol error probability as well as the coded bit error probability in Section IV-B.
Let f c1 and f c2 be the carrier frequencies that are used during up-and down-conversion, respectively. The carrier frequency offset is the difference ∆f c = f c1 − f c2 . Thus, in the presence of CFO, the signal model becomes 
where
The CFO pattern depends on the symbol value s and on the CFO value ∆f c . As explained in [2] , the CFO results in a frequency shift which can be modeled with an integer part L and a fractional part λ, where L + λ = ∆fcN fs . The fractional part λ is the fraction of the CFO relative to the distance between two adjacent DFT bins. In this work, we consider residual CFO after the estimation and correction procedures and we limit our study to the case where L = 0 and −0.5 ≤ λ ≤ 0.5. If the residual CFO is so large that L = 0, then all symbols will anyway be erroneously demodulated.
Let R R R k denote the value of the CFO pattern at frequency bin k, i.e.,
Using the definition of the Fourier transform and arguments that are similar to those in [10] , we have R R R k = A k e −jθ k where
From (22), it can be seen that, in the absence of CFO (i.e., λ = 0) we have |R R R k | = 0, for any k ∈ S/s, and |R R R s | = N . On the other hand, if λ = 0, a part of the energy of bin s is spread across all N bins. We define Y k = Y k σ for k ∈ S, which can be used in (3) instead of Y k . For a specific λ and symbol s, combining the CFO pattern with the AWGN leads to the demodulation metric |Y k | used in (3) which is distributed according to [10] 
B. Uncoded Symbol Error Rate
A symbol error occurs if and only if any of the |Y k | values for k ∈ S/s exceeds the value of |Y s |, i.e.,
As can be deduced from (22), the DFT bins adjacent to bin s have considerably higher energy due to the fractional offset λ compared to the remaining bins, therefore, when CFO and AWGN are present the adjacent bins are generally more prone to causing symbol errors. However, in the case where the SNR is very low, all the bins in the set S/s still have comparable symbol error probabilities. In order to model the symbol error rate for a large range of SNRs, we rewrite the symbol error probability in (24) in the equivalent form shown in (21), which separates the set D = {s − 1, s + 1} of the two adjacent bins, from the rest of the bins in the set R = S/{s − 1, s, s + 1}.
The third term of (21) is typically small and can be ignored. Due to the Gray mapping, a symbol error that mistakes s for one of the symbols in D only causes one bit error. On the other hand, when a symbol error happens that mistakes s
for one of the symbols in R, on average half of the bits are wrong. Therefore, the bit error probability can be written as
where |Y max,D | = max i∈D |Y i | and |Y max,R | = max j∈R |Y j |.
The first probability term in (25) is given by
where v s = |Rs| /σ is the location parameter for bin s. The second term in (25) can be obtained by replacing D with R. The CDF of the n-th order statistic (i.e., the CDF of the maximum) is known to be F n (x) = P (X 1 < x)P (X 2 < x) . . . P (X n < x). Due to the conditioning on λ, each |Y m | for m ∈ R is independent from any other |Y n | for n ∈ D/m. Thus, the CDF of the maximum bin for the set D is
where v j = |Rj | /σ. The CDF F |Y max,R | can be obtained accordingly. Finally, s is uniformly distributed in S, so that
C. Complexity Reduction
We can see from (22) that all CFO patterns for all values of s ∈ S contain the same set of frequency bin magnitudes |R R R k |, k ∈ S, but are circularly shifted. This circular shift does not change the distribution of |Y max |, thus the probability of |Y max,D | > |Y s | as well as the probability of |Y max,R | > |Y s | are not affected. Moreover, the errors in the adjacent bins always give one-bit errors due to the Gray mapping, independently of the circular shift. Therefore, the CFO patterns for all s ∈ S result in exactly the same bit error probability P (b = b|s, λ). This means that it is sufficient to compute the CFO pattern for any single symbol s for the evaluation of the bit error probability P b|λ given in (28), thus reducing the complexity of evaluating (28) by a factor of N .
D. Frame Error Rate under AWGN and CFO
We follow a similar approach to the AWGN case in order to approximate the coded FER under CFO. First, we approximate the CWER under CFO as Following the same reasoning as Approximation 1 of Section III-B, the FER under CFO can then be written as
V. NUMERICAL RESULTS
In Fig. 3 , we first compare the results of a Monte Carlo simulation for the LoRa FER for all possible SF ∈ {7, . . . , 12} with the FER results obtained by using Approximation 1 and Approximation 2 under AWGN. The payload length is chosen to be N pl = 32 LoRa symbols. We observe that both approximations are quite accurate, especially at low FER values, but Approximation 2 is visibly better than Approximation 1. However, Approximation 1 only requires a single Q-function evaluation per SNR point, while Approximation 2 requires SF Q-function evaluations per SNR point. Moreover, we observe that Approximation 1 slightly overestimates and Approximation 2 slightly underestimates the error rate, as expected from the discussion in Section III.
In Fig. 4 , we show the FER for a coded LoRa system with SF = 7 for three different values of the fractional CFO (λ ∈ {0.2, 0.3, 0.4}), as well as the case without any CFO. The payload length is chosen to be N pl = 32 LoRa symbols. We observe that the impact of CFO is significant, especially for large λ and at low error rates. Moreover, we can see that our derived approximation is quite accurate for all values of λ.
In Fig. 5 , we compare the results of a Monte Carlo simulation for the LoRa FER for all possible SF ∈ {7, . . . , 12} with the FER results obtained by using our derived approximation for λ = 0.2. The FER under only AWGN is also included in the figure with thick gray lines (taken from Fig. 3 ). We note that the choice of a common fractional offset λ for all spreading factors corresponds to different ∆f c values for each SF. We observe that, for all spreading factors, a common fractional offset value leads to similar performance degradation and that our derived approximation is accurate.
VI. CONCLUSION
In this work, we analyzed and quantified the coded frame error rate performance of LoRa under AWGN and carrier frequency offset. Specifically, we first derived two lowcomplexity approximations for the coded LoRa FER under AWGN. The FER obtained by using the second approximation is shown to be within 0.2 dB of the FER obtained through a Monte Carlo simulation for all LoRa spreading factors and FERs down to 10 −5 . Moreover, we derived the FER under the impact of CFO and we showed that, thanks to the combination of Gray mapping, interleaving, and coding, LoRa is relatively robust to small values of residual CFO. Finally, we derived a low-complexity approximation for the LoRa FER under CFO which is no more than 0.5 dB away from the corresponding Monte Carlo simulation.
