Cytotoxic T lymphocytes (CTLs) have been suggested to play an important role in controlling human 2 immunodeficiency virus (HIV-1 or simply HIV) infection. HIV, due to its high mutation rate, can 3 evade recognition of T cell responses by generating escape variants that can not be recognized by 4 HIV-specific CTLs. Although HIV escape from CTL responses has been well documented, factors 5 contributing to the timing and the rate of viral escape from T cells have not been fully elucidated.
Introduction
where T (t) is the density of uninfected target cells; I w (t) and I m (t) is the density of target cells 111 infected by the wild-type or escape variant viruses, respectively; V w (t) and V m (t) is the density of we may assume a quasi steady state for the virus particle concentration leading to V * w (t) = pw cv I w (t) 123 and V * m (t) = pm cv I m (t). We define a fitness cost c = 1 − βmpm βwpw , where c can be positive or negative. 124 Positive c means true fitness cost of escape mutations, that is escape variant has a lower replication 125 rate (β m p m ≤ β w p w ) [45] , and negative c implies fitness advantage of escape virus [45, 52] . By 126 straightforward calculation, the system (eqn. (1)) can be written as
For convenience, we replace V * w (t) and V * m (t) by w(t) or m(t), respectively, and assume that the 128 wild-type and escape viruses differ only in the rate of infectivity (that is β w ≥ β m and p w = p m ) [20], 129 the system (2) can be simplified as
where r(t) = βwpw cv T (t) is the replication rate of cells infected by wild-type virus, and c = 1 − βm βw is variants for "sequential" escape and 2 n − 1 escape variants for "concurrent" escape in addition to the wild-type variant. For example, with n = 3 CTL responses, for "sequential" escape there are 3 174 escape variants: m (1, 0, 0) , m (1, 1, 0) , and m (1, 1, 1) with m (0,0,0) being the wild-type virus. For "concurrent" 175 escape there are 7 escape variants: m (1, 0, 0) , m (0,1,0) , m (0,0,1) , m (1, 1, 0) , m (1, 0, 1) , m (0,1,1) and m (1, 1, 1) with 176 m (0,0,0) being the wild-type virus (Figure 1 ). Detailed equations for both models with n = 3 CTL 177 responses can be found in Supplement (Section S2). It is interesting to note that "sequential" escape 178 is a simplification of "concurrent" escape when the effective population size is small. Previous work 179 did not fully resolve whether CTL escapes in HIV infection occur sequentially of concurrently [26, 29] ; 180 most likely the type of escape varies by patient. m (1, 0, 0) , m (0,1,0) and m (0,0,1) . For model 2 there are also 3 escape variants: m (1, 0, 0) , m (1, 1, 0) , and m (1, 1, 1) . For model 3 there are 7 escape variants: m (1, 0, 0) , m (0,1,0) , m (0,0,1) , m (1, 1, 0) , m (1, 0, 1) , m (0,1,1) and m (1, 1, 1) . In each case, m (0,0,0) is the wild-type virus. 182 The killing rate k i of the CTL response specific to the i th epitope in all three models is composed 183 of two parts: the per-cell killing efficacy of CTLs (k ′ i ) and the number of epitope-specific CTLs (E i ) 184 [15]. Previously the killing rates k i were often set to a constant (e.g., [15, 17] ), or were set to a certain 185 form k ′ i g(E i (t)) where g i (E ( t)) is a function of epitope-specific CTL responses E i (t) (e.g., [1, 19] ). 186 With the measured epitope-specific CTL response dynamics [20] , we adopted two forms of killing 187 rate: constant k i (termed as "constant response") or time-dependent killing rate k ′ i E i (t) (termed as 188 "interpolated/fitted response"). We used the "mass-action" killing term to describe effect of CTLs on 189 virus dynamics because it is the simplest form, it involves minimum parameters, and it is supported 190 by some experimental data [14] . 191 Based on the available time course information of epitope-specific T cell response E i (t), we used 192 the first-order interpolation function (termed as "interpolated response") or the fitted response func-193 tion (termed as "fitted response") by the T on -T off model [10] to quantify the kinetics of HIV-specific 194 CTL responses. The T on -T off model assumes that the response starts with E 0 epitope-specific CD8 + T 195 cells that become activated at time T on . Activated T cells start proliferating at a rate ρ and reach the 196 peak at time T off . After the peak, epitopes-specific CD8 + T cells decline at a rate α. The dynamics 197 of the CD8 + T cell response E(t) is given thus by the following differential equation:
Models for CTL response
with E(0) = E 0 . Here the "precursor frequency" E 0 is a generalized recruitment parameter, which combines the true precursor frequency and the recruitment rate/time [9, 10] . Our recent work showed 200 that this model (eqn. (6)) reasonably well describes kinetics of HIV-specific CTL responses in acute 201 HIV infection (Yang and Ganusov (in review)). When fitting the model (eqn. (6)) to experimental 202 data of CTL dynamics we changed all initial undetected response values from 0 to 1; the latter was 203 the detection limit in the data.
204

Statistics
205
Previously, under the assumption that some mutants are present initially, researchers (e.g., [1, 15] ) 206 fit a logistic model to data on viral escape kinetics by the method of nonlinear least squares [5] . In 207 essence, this is a maximum likelihood method which assumes normally distributed residuals. While 208 this standard statistical method provides reasonable parameter estimates it assumes equal weights to 209 different data points independently of how many viral sequences were measured at every time point 210 which is likely to be unrealistic for most experimental studies. Here we follow the method proposed 211 recently [17] to use binomial distribution (and thus different weights for different measurements/time 212 points) in the likelihood of the model given the escape data. For HIV escape from a single CTL 213 response the log-likelihood function is given by
where a j is the number of escape variant sequences in a sample of N j sequences at the sample time predicted frequency of a specific viral escape variant at time t j . Model parameters were thus found 217 by maximizing the log-likelihood function (eqn. (7)).
218
To discriminate between alternative models under different parameter constrains we used cor- to observe gradual accumulation of escape variants in the population (i.e., data with two sequential 268 time points with mutant frequency in the range 0 < f < 1 were rare). For the analysis we, there-269 fore, used the escape data from two patients, CH131 and CH159, where CTL and HIV sequence 270 measurements were sufficiently frequent to address our modeling questions. We fitted a simple math- visually better fit is not supported by the statistics: likelihood of the model for these data is -12.64 280 or -10.53 for normal ( Figure 2A ) or binomial ( Figure 2B ) distribution, respectively (and AIC scores 281 being 31.0 vs. 26.8, respectively). Interestingly, the main difference in the estimated escape rates 282 was driven by just one data point ((t, f ) = (12, 0.08)); removing this data point from the data led to 283 identical estimates of the escape rate, k = 0.51/day, from two statistical models (results not shown).
284
This is not surprising because with this data point removed, the information on escape rate is only 285 coming from two data points when the frequency of the escape variant is intermediate (0 < f < 1).
286
As discussed before least squares may not allow to estimate escape rates, e.g. in cases when mutant 287 frequency jumps from 0 to 1 between two subsequent time points unless data are modified [2, 12] .
288
Similarly, models assuming normally distributed residuals may not be able to fit other types of data, (results not shown). Rather, the model fits tended to describe accurately two data points (t = 22 days 293 and t = 29 days) and ignore another data point (t = 56 days) leading to extremely high predicted 294 escape rates (results not shown). Interestingly, using binomial distribution-based likelihood allowed 295 for an accurate fit of the model to data and the fit compromised between describing early and late 296 data points ( Figure 4A ). The reason for the compromise is that a fit predicting fast escape and nearly In patient CH159, four CTL responses were detected ( Figure 3B ) and three of these responses were 326 escaped within nearly 4 years of infection. Interestingly, the response specific to Gag TPQDLNTML 327 was dominant ( Figure 3B ), but the corresponding escape mutant Gag TPQDLNTMLNTVGGHQAA 328 did not appear up to 1132 days since onset of symptoms ( Figure 3A ).
329
Patient CH159 had two escape mutants in regions Rev GRPTEPVPFQLPPLERLC (Rev 65-330 82) and Nef DREVLIWKFDSSLARRHL (Nef 177-194) satisfying our selection criteria ( Figure 3C ).
331
Despite a relative small magnitude of CTL responses specific to Rev65 and Nef177 early in infection 332 (up to 29 days since onset of symptoms), escape mutants appeared early and their frequencies arose 333 rapidly. 334 We fitted three alternative mathematical models for viral escape and three alternative models 335 for the CTL dynamics to the data on viral escape ( Figure 3C ) using binomial distribution-based 336 likelihood method (see Materials and Methods for more detail)
. Surprisingly, we found that the response provided better fits than models with a fitted response (Table 1) .
345
The exact reasons of why including experimentally measured CTL response dynamics led to worse 346 fits of the escape data are unclear but perhaps rapid change in magnitude of CTL responses in this 347 patient -if response directly impacts killing of infected cells -was simply not reflected in the kinetics of viral escape ( Figure 4D&G ). Specifically, CTL kinetics-driven escape would predict non-monotonic -T off model to these data with the following estimated parameters for the Rev-specific T cell response: E 0 = 1 IFN γ + SFC/10 6 PBMC, T on = 12 day, T off = 29 day, ρ = 0.23 day −1 , α = 1.67 × 10 −6 day −1 ; and for the Nef-specific T cell response: E 0 = 73.59 IFN γ + SFC/10 6 PBMC, T on = 0 day, T off = 126.05 day, ρ = 6.98 × 10 −3 day −1 , α = 1.86 × 10 −3 day −1 .
rise in the escape variant frequency which was not observed in the data, thus, favoring a model with 350 a constant killing rate by CTLs.
351
Interestingly, the model 2 fits of the data resulted in unphysiologically large estimates for the 352 mutation rate µ 2 ( Table 1 ). As we elaborate later (see below) this failure of the model to describe 353 these data stems from the fact that escapes in the data occur nearly at the same time and assuming 354 that escapes are sequential led to an unrealistic mutation rate in the second epitope. This suggests 355 that the observed dynamics of viral escape in patient CH159 is not consistent with sequential escape.
356
Models 1 & 3 also predicted slightly higher than expected mutation rate µ 1 (bigger than 10 −3 ) for 357 the peptide Rev 65-82. Constraining this parameter to remain µ 1 ≤ 10 −3 led to fits of significantly 358 lower quality (likelihood ratio test, p < 0.05). Due to large length of the peptide, the overall mutation 359 rate in this region could indeed be slightly higher than our calculated high bound for the mutation 360 rate (see Materials and Methods for more detail). Furthermore, since peptide Rev 65-82 is the epitope 361 in which first escape occurred, it was possible that the high estimate of the mutation rate could be due (3)), model 2 (sequential escape, eqn. (S6)) and model 3 (concurrent escape, eqn. (S8)) to escape data in patient CH159 with different response inputs (constant, interpolated, or fitted response, see Materials and Methods for more detail). Adding direct time-dependent response (interpolated or fitted response) did not improve the quality of the model fit to data (see Table 1 for parameter estimates). Model 2 was not able to accurately describe these data for biologically reasonable mutation rates (see Table 1 ).
to late sampling of viral sequences. In these data sampling was done after patients were diagnosed 363 with infection, however, viral escape could have started earlier and for escapes starting earlier it may 364 be possible to describe the data with a lower mutation rate [17, 27] . 365 Therefore, to test whether the timing of the start of the escape influences the estimate of the 366 mutation rate we did the following. We shifted the data for two escapes forward by adding some 367 initial zeroes to data and reverse extended the predicted CTL response curves. Then we refitted 368 model 1 & 3 to the data under the constrain µ ≤ 10 −3 . We found shifting the data did not improve 369 the quality of the model fits as compared to unmodified data when CTL dynamics is explicitly taken 370 into account as interpolated or fitted response (results not shown). However, assuming a constant 371 response allowed to obtain lower, more physiological estimates of the mutation rate. These results 372 suggest that inability of the models which explicitly incorporate CTL dynamics to explain kinetics 373 of first escape with physiologically reasonable mutation rate is due to late appearance of the CTL Table 1 : Parameters for the three models fitted to escape data from patient CH159. Fits of the model to data are shown in Figure 4 . L and AICc are the log-likelihood and the corrected Akaike information criterion value, respectively. In bold we show maximum L and minimum AICc reached by the models 1 & 3 with constant response. There are some unrealistic mutation rates given by model 2 (much bigger than 10 −3 , highlighted as italic), and models 1& 3 also led to slightly unrealistic mutation rates at the peptide Rev 65-82 (slightly bigger than 10 −3 ). Units for k i and k ′ i are day −1 and µ i is dimensionless (same for all tables below).
of the mutation rate.
377
Given our results for one patient we next sought to investigate whether our conclusions will remain 378 robust when looking at data from another patient. Patient CH131 had 6 CTL responses and there 379 was escape from at least 5 of these responses in 2 years since symptoms ( Figure 5 ). One escape, Nef Figure 5A&B ).
385
However, there were apparently discrepancies such as two escapes in Tat epitopes (Tat DPWNH-386 PGSQPKTACNNCY, that is Tat 9-26 and Tat FQKKGLGISY, that is Tat 38-47) occurred at the 387 same time while CTL responses specific to these different epitopes were of different sizes ( Figure   388 5A&B). Because escapes in these two Tat epitopes occurred rapidly and did not have two interme-389 diate measurements of the mutant frequency, our following analysis was only restricted to escapes in 390 three CTL epitopes: Nef64, Env709, Gag156 ( Figure 5C&D ). 391 We thus fitted 3 different models of viral escape combined with 3 different models for the CTL 392 dynamics to the data on viral escape ( Figure 6 ). Importantly, as with the analysis of data from 393 patient CH159 we found that including the data-driven CTL dynamics in the escape models did 394 not improve the quality of the model fit to the escape data (Table 2 ). In contrast with the previous 395 results, though, the assumption of the constant and time-variable killing efficacy (i.e., due to variation 396 in the immune response magnitude) did not strongly impact the quality of the model fit as judged by 397 the AIC or likelihood (Table 2) . Importantly, however, models 1&3 gave nearly identical estimates of the CTL killing efficacy, suggesting that for data with good temporal resolution model estimates of the CTL killing efficacy (or by inference, escape rates) are not strongly dependent on the specific 6)) to these data resulting in the following estimates for the model parameters for Nef-specific T cell responses: E 0 = 808.59 IFN γ + SFC/10 6 PBMC, α = 4.55 × 10 −3 day −1 ; for Env-specific T cell responses: E 0 = 82.97 IFN γ + SFC/10 6 PBMC, T on = 0 day, T off = 202.02 day, ρ = 0.017 day −1 , α = 9.23 × 10 −3 day −1 ; for Gag-specific T cell responses: E 0 = 1.67 IFN γ + SFC/10 6 PBMC, T on = 0 day, T off = 80.76 day, ρ = 0.084 day −1 , α = −1.04 × 10 −3 day −1 . mechanisms used to describe escape (independent vs. concurrent escape).
401
Extending the observation made with the patient CH159 data, we found that model assuming 402 sequential escape (model 2) could not accurately describe the dynamics of viral escape for biologi-403 cally reasonable parameter values specifically for the third escape in Gag156 although this inability 404 was significant only for a constant killing efficacy (Table 2) . Allowing time-dependent killing efficacy 405 resulted in small yet larger values for the mutation rate than that expected from basic calculations. 406 Forcing the mutation rate µ 3 to be constrained (µ 3 ≤ 10 −3 ) significantly reduced the quality of the 407 model fit to data (likelihood ratio test, p ≪ 0.001). Furthermore, estimates for the CTL killing effica-408 cy differed between model 2 and models 1&3 suggesting that model choice (sequential vs. concurrent) 409 may indeed influence estimates of the killing efficacy. Figure 6 : Including CTL response dynamics did not improve model fits of HIV escape data in patient CH131. We fitted model 1 (independent escapes), model 2 (sequential escape) and model 3 (concurrent escape) to escape data in patient CH131 with different CTL response inputs (constant, interpolated or fitted response). Adding data-derived time-dependent CTL response (interpolated or fitted response) does not improve the fitting results in most cases (Table 2 ). Notably, model 2 was unable to accurately describe late escape for biologically reasonable mutation rate µ 3 . Model parameters providing the best fit are given in Table 2 . Our analyses so far demonstrated that several different mathematical models were capable of ac-413 curately describing the escape data, but this ability was dependent on the specific pathway of how 414 escape mutants were generated and the assumption on whether data-driven CTL dynamics was in-415 cluded in the model. In cases, when a model was able to accurately describe the data, we generally 416 observed different estimates for the parameters for HIV escape in different epitopes; for example, for 417 the data in patient CH131 estimated CTL killing rate in the model 1 (independent escapes) with 418 interpolated response different nearly 100 fold between k ′ 1 and k ′ 3 ( killing efficacies to the data on escape. As expected, reducing the number of fitted parameters led Following the previous work [16], we use m i to denote the density of variants denoted by a vector 701 i = (i 1 , i 2 , ..., i n ), which is the index denoting the positions of n epitopes, and we define i j = 0 if 702 there is no mutation in the j th CTL epitope and i j = 1 if there is a mutation leading to an escape 703 from the j th CTL response. 704 We assume that a CTL response that recognizes the i th epitope of the virus kills the virus infected 705 cells at rate k i , and escaping from the i th CTL responses only at a rate µ i leads to a viral replicative 706 fitness cost c i (i = 1, ..., n) . As shown in model (1) of viral escape from a single CTL response (see 707 equation (1)), we denote the infection rate of variants m i by β i and variants m i are produced by 708 infected cells at rate p i (i ∈ I). We assume that the wild-type has a higher (or equal) reproductive 709 ratio, that is β i p i ≤ β (0,0,...,0) p (0,0,...,0) for all i ̸ = (0, 0, ..., 0) (i ∈ I).
No difference in predicted killing efficacy of CTLs, specific to differ-
710
Let r = β 0 p 0 cv T (t) (with β 0 = β (0,0,...,0) and p 0 = p (0,0,...,0) ) as the reproduction rate of wild-type 711 virus, we use fitness cost c i (i = 1, ..., n) and r to express the replication rate of each escape variant.
712
For simplicity, we neglect recombination and only allow single point mutation. To be consistent 713 with the model of viral escape from a single CTL escape, we let β i denote the rate at which variant 714 m (0,...,1,...,0) (only i th position equal to 1) infect cells, and p i denote the production rate of variant 715 m (0,...,1,...,0) . Then the fitness cost c i of m (0,...,1,...,0) can be written as c i = 1 − β i p i β 0 p 0 (i = 1, ..., n). As 716 for variants m (i 1 ,...,in) having two more mutations, we assume
This assumption means for variant having mutations at i th and j th epitopes, the normalized reproduc- 
Assuming multiplicative fitness, the fitness cost of a variant i = (i 1 , i 2 , ..., i n ) is
723
The death rate of the escape variant i = (i 1 , i 2 , ..., i n ) due to remaining CTL responses is given by
where we assume that killing of infected cells by different CTL responses is 725 additive.
726
We neglect recombination and backward mutation from mutant to wild-type in this modeling 727 framework. More specifically, for two escape variants m i = m (i 1 ,i 2 ,...,in) and m j = m (j 1 ,j 2 ,...,jn) , we responses, the mutation rate from m (1,0,0) to m (1,0,1) is µ 3 , and the mutation rate from m (0,0,0) to 731 m (1,0,1) is 0.
732
Similar as equation (1), the dynamics of the wild-type and all escapes from CTL responses is 733 S0 given by
Here we adopt the simple assumption that escape mutants and wild-type viruses may differ from 735 rates β i∈I at which they infect cells, that is p 0 = p i and β 0 ≥ β i (i ∈ I and i ̸ = (0, ..., 0) ). The system
We define M (t) = ∑ i∈I m i as the total density of all variants in the population, and f j (t)
738
(j = 1, ..., n) is the fraction of viral variants that have escaped recognition from the j th CTL response.
739
For example, when n = 2, there are 3 types of escape variants m (0,0) , m (1, 0) and m (1, 1) for 741 "sequential" escape (model 2), and 4 types of escape variants m (0,0) , m (1, 0) , m (0,1) and m (1, 1) for 742 "concurrent" escape (model 3).
743
Under all above assumptions, from system (S4), model 2 with n = 2 can be written as:
and
Similarly, following system (S4), model 3 with n = 2 can be written as:
(S8) S1 and f 1 (t) = m (1,0) (t) + m (1,1) (t) m (0,0) (t) + m (0,1) (t) + m (1, 0) 
.
(S9) S2 Examples of "sequential" and "concurrent" escapes for n = 3 epi-748 topes/CTL responses 749 The difference between "sequential" escape (model 2) and "concurrent" escape (model 3) is the set 750 of escape variants I. The set I has n + 1 elements for "sequential" escape model and 2 n elements for
751
"concurrent" escape model for n epitope case. For the simple case n = 3, equations for all escape 752 variants are 753 Model 2:
and 754 Model 3:
(S11) Figure S1: Mathematical model accurately explains kinetics of HIV escape from CTL response when assuming equal mutation rates (µ 1 = µ 2 ) for data from patient CH159. We fit the three mathematical models (models 1, 2, and 3) to experimental data using likelihood approach outlined in the Materials and Methods section assuming µ 1 = µ 2 . Three different models for the CTL response dynamics were assumed: constant input, interpolated input and fitted input. Models with response input did not improve the quality of the model fit to data. The best fit was provided by the models 1&3 with constant response. Estimated parameter values are given in Table S1 . Notations for data points and lines are identical to those given in Figure 4 in the main text. Table S1 : Best fit parameters of three models (models 1, 2 and 3) fitted to experimental data on HIV escape in patient CH159 assuming identical mutation rates (µ 1 = µ 2 ). Model fits are shown in Figure S1 . L and AICc give the log-likelihood score and the correlated Akaike information criterion value, respectively. Best L (maximum) and AICc (minimum) scores are shown in bold. Mutation rates which exceed a theoretically assumed maximum value of 10 −3 are shown in italics. Figure S2 : Killing rates of CTL responses specific to different epitopes may be similar. We fit three different models to experimental data from patient CH159 assuming identical CTL killing rates (k 1 = k 2 ) with different CTL response dynamics (constant input, interpolated input and fitted input). Such constrain did not reduce the quality of the model fit to data as judged by AIC. Parameter estimates are given in Table  S2 . Notations for data points and lines are identical to those given in Figure 4 in the main text. Table S2 : Best fit parameters of three models (models 1, 2 and 3) fitted to experimental data on HIV escape in patient CH159 assuming identical killing rates (k 1 = k 2 ). Model fits are shown in Figure S2 . High (perhaps unrealistic) mutation rates are highlighted in italic. L and AICc give the log-likelihood score and the correlated Akaike information criterion value, respectively. Best L (maximum) and AICc (minimum) scores are shown in bold. Figure S3 : Mathematical models accurately explain kinetics of HIV escape from CTL response when assuming equal mutation rates (µ 1 = µ 2 = µ 3 ) for data from patient CH131. We fit the three mathematical models (models 1, 2, and 3) to experimental data using likelihood approach outlined in the Materials and Methods section assuming µ 1 = µ 2 = µ 3 . Three different models for the CTL response dynamics were assumed: no input, interpolated input and fitted input. Best model fit was provided by the models 1&3 with interpolated response input. Estimated parameter values are given in Table S3 . Notations for data points and lines are identical to those given in Figure 6 in the main text. Table S3 : Best fit parameter values found by fitting different mathematical models (models 1, 2 and 3) to experimental data in patient CH131 assuming identical mutation rates (µ 1 = µ 2 = µ 3 ). Model fits are shown in Figure S3 . L and AICc give the log-likelihood score and the correlated Akaike information criterion value, respectively. Best L (maximum) and AICc (minimum) scores are bolded in the table. Figure S4 : No evidence for difference in CTL killing rates for data on HIV escape in patient CH131. We fit different mathematical models (models 1, 2, or 3) to experimental data from patient CH131 assuming equal killing rates (k 1 = k 2 = k 3 ). The best fit is given by models 1&3 with interpolated response input. Best fit parameter values are given in Table S4 . Notations for data points and lines are identical to those given in Figure 6 in the main text. Table S4 : Best fit parameter values found by fitting different mathematical models (models 1, 2 and 3) to experimental data in patient CH131 assuming identical killing rates (k 1 = k 2 = k 3 ). Model fits are shown in Figure S3 . L and AICc give the log-likelihood score and the correlated Akaike information criterion value, respectively. Best L (maximum) and AICc (minimum) scores are bolded in the table. High (perhaps unrealistic) mutation rates are highlighted in italic.
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