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Preface 
 
 
 
 
 
Abstract 
Industrial Policy has always been a crucial point of discussion in every country of the 
world. In this period of crisis, the topic is much debated. 
Object of this dissertation is to present the two major economic schools of thought, the 
neoclassical (mainstream) and the evolutionary ones, in order to catch the most 
important policy recommendations. Furthermore, I discuss the point of view of 
Mazzucato about the role of the State in the technological innovation process. 
Due to the strategic importance of the nanotechnology industry, I assess through a 
patent citation analysis the performance of the National Nanotechnology Initiative, 
probably the most important mission-oriented program interesting the nanotechnology 
sector. We will nonetheless ascertain that the empirical results (most likely due to the 
program peculiar goals) do not confirm the Mazzucato provisions. 
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Introduction 
In 1956, an Assistant Professor at Massachusetts Institute of Technology (the well-known 
MIT), Robert Solow, published an article that went down in history: “A Contribution to 
the Theory of Economic Growth”. Despite the title involves the word contribution, this 
article actually reinvented and reinvigorated the economic growth discipline. Indeed, it is 
thanks to this article that economists started again to study the dynamical evolution of 
economies over the time. 
Questions such as “when does economic growth occur?” and “what drives it?” started 
generating much debate. For what concerns the first one, economists usually associates 
economic growth with a growth rate of the output per capita, as approximated by the GDP 
per capita1; hence, by assuming that the fraction of people who work is constant, 
economic growth occurs when the productivity of workers increases (Blanchard et al., 
2014)2. 
Once having clarified the first question, an answer to the second question must be found. 
The first economist who tried to provide an empirical estimate of the drivers of economic 
growth was just Robert Solow (1957) through the so-called growth accounting. 
According to Caselli (2010), growth accounting consists of a series of calculations 
resulting in measure of output and input growth and their difference, the so-called Total 
Factor Productivity (TFP) growth. The latter, in particular, has been object of much 
interest in the economic literature. Indeed, the TFP summarises the growth of factors 
productivities and directly involves the technological change as well. Due to its 
characteristic of being a residual, in the economic literature the TFP growth is also known 
as “Solow residual”. Given the many limitations that the Solow residual includes as proxy 
of the contribution of the technological change on economic growth3 (which are not object 
of this work), its first estimates were incredibly high (even 80% of the global growth), 
inducing the economic world to look at technological change as the main driver of 
economic growth. This aspect had been intuited even before (see the work of Schumpeter 
and his concept of the creative destruction), but the growth accounting was the first 
empirical attempt that tried to provide an estimate of the technological contribution. Since 
                                                 
1 Our purpose does not consist of investigating good measures of economic growth, which is indeed a very 
interesting and current argument in the economic literature (see the works of Kuznets). 
2 This point is present as well in the work of Adam Smith (1776). 
3 Abramovitz defined the Solow residual as “a measure of our ignorance”. 
 Page 3 
 
then, many academics have attempted to study the nature and the causes of technological 
progress. 
Nevertheless, technological innovation is not a homogeneous and smooth process; 
indeed, as underlined by Rousseau (2010), technological discontinuities can appear in 
bursts, which implies a great tumult of innovation activities. For those kind of new core 
technologies, economists coined the term General Purpose Technologies (GPTs). It is 
noteworthy to remember that the intuition concerning the technological breakthroughs 
must be attributed to the evolutionary economists. GPTs are therefore the neoclassical 
review of the latter concept. 
The most famous examples of GPTs are the electricity, the steam, the internal 
combustion, the semiconductor, and the IT. 
A GPT might be identified according to different sets of criteria. The most used is the one 
provided by Bresnahan and Trajtenberg (1995): 
 Pervasiveness: a GPT should affect among many sectors in a certain economy. 
 Improvement: a GPT should be improved over time and lower the costs associated 
with its use. 
 Innovation Spawning: a GPT should permit to invent and produce products and 
process more easily. 
Due the characteristics just outlined above, economic historians such as Landes (1969) 
and Rosenberg (1982) have always highlighted the relation that links GPTs to strong 
economic growth performances. The existence of this relationship has been later 
confirmed by the studies of Bresnahan and Trajtenberg (1995), who indeed associated the 
more intensive growth eras with a particular sector that, in a certain time and place, fosters 
technical advance in a wide number of other industries. Indeed, the arrival of a GPT create 
a completely new and unexplored opportunity space (which is in turn also an economic 
space). The investigation of such space consist of what Bresnahan and Trajtenberg (1995) 
themselves defines as innovation complementarities (ICs). 
Therefore, identifying the next GPT is a great opportunity for countries and policy makers 
themselves. Indeed, the benefits related to the “first mover” nation of a certain GPT might 
be consistent in terms of economic growth, occupational level, and, in turn, political 
power as well4. 
                                                 
4 For instance, the USA owe much of their power and success for having always been at the top of the 
technological frontier. 
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At this point, the reader could have asked himself the reason behind this interest about 
economic growth and technology innovation. As probably noted on newspaper and TV 
news, the economic growth topic is much debated in the world. The western economies 
are living the worst crisis (the so-called Great Recession) ever since the Great Depression 
of the 1930s, and, especially for the EU nations, the end is still far.  
The technological innovation is the solution, but are we sure that academics and 
politicians know its real dynamics? Moreover, which is the role the state should play in 
the technological innovation process? 
Actually, in the economic literature this theme is much debated. Indeed, there are two 
main different approaches to the role the state should play in the economy:  
 The neoclassical (mainstream) approach, which believes in the well-known 
dogma that market mechanisms are efficient; according to this view, the state 
should only fix the market failures and set the conditions for market (through the 
investments of private firms) to achieve Pareto-optimum equilibria. 
 The evolutionary approach, which analyses technical change and economics in 
general as an evolutionary process; according to this view, innovation is a much 
more complex phenomenon that deserves to be studied from a different 
perspective due to the uncertainty it is dominated. Therefore, the state should 
correct the so-called system failures. The state should improve the networking 
among different agents and institutions (both private and public) in order to 
increase the knowledge diffusion and the firms’ innovating capabilities. 
In particular, among the above-mentioned evolutionary stream of thought, Mazzucato has 
probably provided the newest and most breaking-through approach. According to her 
vision (summarised in the book The Entrepreneurial State), this dichotomy 
market/system failure does distract the attention from the true role the state should play 
and that has always played (especially in the USA). Indeed, the state should directly 
intervene in the economy and create mission-oriented programs aimed to pursue 
innovation in strategic technological fields that might constitute the future GPT. 
Therefore, the state must have an active role in creating and shaping the markets even if 
its merits are usually not recognised and often attributed to the private sector, which 
collects the majority of the profits coming from innovation. 
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Clearly, this approach crashes with the neoclassical that justifies the state intervention 
only for fixing any market failure occurrence and helping the market to be efficient as the 
neoclassical theory states.  
The structure of this work consists of two parts. 
In the first part, I will provide the theoretical basis for the policy debate that will follow 
in the conclusion. In particular: 
In the first chapter, I will provide a summary of the most famous neoclassical 
(mainstream) economic growth model. In particular, I will present both the exogenous 
growth models, i.e. Harrod-Domar (1939, 1946) and Solow (1956) models, and the 
endogenous ones, i.e. Arrow (1962), Lucas (1988), Romer (1990), and Aghion and 
Howitt (1992) models. For all of them, I will provide the assumptions, the results and 
discuss the main policy recommendations too. As already outlined above, those models 
suggest the state is limited to fix the market imperfections, since market mechanisms, 
when acting under the conditions of the well-known welfare theorems, are the most 
efficient ones for achieving Pareto-optimum situations. Therefore, the state must 
intervene only for setting the basis for the market to act efficiently, for instance through 
creating appropriate patent systems and incentives programs. This is what has been 
defined the market-fixing or market-failure or market-oriented approach. 
As opposed to the first one, the second chapter will focus on the evolutionary approach. 
In particular, after having presented a brief summary of the history of this school of 
thought, I will outline the core aspects that characterise the evolutionary economics in 
comparison with the neoclassical one. Furthermore, I will provide the baselines that 
underpin the evolutionary economic growth, discussing the role undertaken by 
technology and institutions. As we will see, the evolutionary economists suggest the state 
to intervene in the economy by fixing some system failures. 
In the third chapter, I will present the Mazzucato approach; as we will see, she argues that 
the state should pick the winner (sector) technology (by taking into account the public 
necessities) and directly invest on it through specific mission-oriented programs. Indeed, 
due to the high uncertainty that affects the most important technological sectors (GPTs), 
the public R&D investments would not lead to any crowd out of private funds investment, 
but unlike to their crowd in. Therefore, the state is wrongly presented as heavy and 
inefficient, when it actually is a dynamic, and indeed, entrepreneurial actor. In particular, 
I will present the six myths that, according to her perspective, characterise the public 
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opinion about innovation and her view about the true role played by the state. Finally, I 
will discuss the so-called Risk-Reward Nexus (RRN) framework, which refers to the 
increasing inequality affecting the innovation environment and which should be 
corrected. 
In the second part of this work, I will try to analyse the National Nanotechnology 
Initiative (a perfect example of mission-oriented program in the nanotechnology sector) 
and to build an econometric model that can highlight the quality of the results achieved 
in so far. In particular: 
The fourth chapter will be devoted to the National Nanotechnology Initiative (NNI). In 
particular, I will firstly describe the nanotechnology sector by presenting its history and 
the implications it will certainly involve in the future of human society. Hence, I will 
argue that nanotechnology, due to the characteristics discussed, will be much likely the 
next GPT. Moreover, I will present the NNI by presenting its history, its structure (i.e. 
both the coordination and assessment bodies), the participating agencies and the funds 
appropriated by the US Congress. As we will, see the NNI fulfils the requirements 
Mazzucato describes for a suitable mission-oriented program. 
In the fifth chapter, I will undertake a patent citation analysis of the NNI; in particular, I 
will try to estimate the impact on forward citations (and, hence, on their value) of the NNI 
patents. The results will relevant for drawing the conclusions in the following and final 
chapter. 
In the final chapter, I will draw the conclusion based on all the previous discussion and 
the empirical results of the above-mentioned econometric model. The importance of 
results should not be neglected; as we will see, even if our results can neither confirm nor 
reject the Mazzucato’s hypothesis, our conclusions insert themselves in the current debate 
about how to foster the much-yearned economic growth. At the end of this work, I will 
much likely be able to influence the reader’s opinion about the role of the state in the 
technological innovation and, hence, the economic growth. The crucial answer the reader 
should try to answer before and after reading this dissertation is the following: is the 
problem of western economies (especially European) the cumbersome presence of the 
state as continuously repeated by Milton Friedman (“The problem of the [economies] is 
too much government, not too less”) or too less public R&D investment as suggested by 
Mariana Mazzucato? 
Market-Oriented or Mission-Oriented approach? 
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Chapter 1 
Neoclassical Models 
1. Introduction 
In the economic framework, there is no univocal interpretation of Neoclassical Growth 
Theory. 
For instance, Solow (1956, 1999) and Aghion and Howitt (2009)5 define the neoclassical 
paradigm as corresponding to the traditional Solow model (1956). At the same time, other 
economists such as Weber (2010) believe that neoclassical growth theories consist of 
three different branches: Exogenous, Endogenous, and Semi-Endogenous. In this chapter, 
I will follow the latter interpretation, since the models, both exogenous and endogenous 
I will present, are all developed in the wider and more general framework of the 
neoclassical economics. Indeed, as shown below, all those kind of models maintains the 
same theoretical basis that underpin the neoclassical economics that are (Roy Weintraub, 
2007): 
 Rational preferences of individuals, which can be formalised by utility functions; 
 Economic agents maximise their own objective functions: therefore, individuals 
maximise their own utility function, while firms their own profit function; 
 Economic behaviour of agents is based on the full and relevant information. 
Furthermore, as further discussed below, each presented model shows other neoclassical 
aspects such as the research of equilibrium points and the characterisation of technology 
as information. 
I will firstly present the two exogenous growth models, i.e. the Harrod-Domar (1939, 
1946) and Solow (1956) models and then the most important endogenous growth models, 
i.e. the Arrow (1962), the Lucas (1988), the Romer (1990), and the Aghion and Howitt 
(1992) models. Finally, I will furthermore present the Acemoglu (2002) model of 
endogenous technical change direction that will be further discussed in the Evolutionary 
Approach section. In the final section of this chapter, I will draw the conclusions 
focussing on the main policy recommendations that these kind of models prescribes. 
                                                 
5 In particular, Aghion and Howitt (2009) identify four different growth paradigms: Neoclassical (i.e. the 
Solow model), AK, Product-Variety, and Schumpeterian (the innovation-based Aghion and Howitt (1992) 
model), with the latter three constituting the endogenous growth literature. 
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2. Exogenous Models 
The first stream of research that gave the rise to the economic growth literature consists 
of the so-called exogenous growth theory. The two models that mainly compose the 
exogenous growth theory are the Harrod-Domar model (1939, 1946) and the Solow 
model (1956). 
These models, which constitutes the ancients of the entire neoclassical growth theory, 
have been defined exogenous due to the nature of the factors that drive the long-run 
growth of the economies. Indeed, the exogenous growth models attempt to explain 
economic growth through some variables (such as the saving rate or the technological 
progress rate) that are not explained by the model itself, i.e. they are “the result of forces 
that impinge from outside” (Romer, 1994). 
In this section, I will firstly present the Harrod-Domar model and then the Solow model, 
giving a discussion of their assumptions, derivation (skipping, however, the longest and 
most difficult mathematical parts), and conclusions. 
2.1. The Harrod-Domar Model 
As pointed out by Robert Solow (1994), the Harrod-Domar model has been the cause of 
the first “wave of interest” in the topic of the economic growth. This model has been 
developed independently by Harrod (1939) and Domar (1946). They have been the first 
able to formalise the importance of capital accumulation in the economy as engine of the 
economic growth through the (exogenous) saving rate6. As we will see, this model is not 
neoclassical, but Keynesian; indeed, as pointed out by the authors, full employment 
(unlike the models that will follow from now on) is not assumed. The conclusions of this 
model are not optimistic, since, in the most likely scenario, economy is not able to 
maintain a full-employment long-run growth. 
As outlined above, the Harrod-Domar model has been independently developed by 
Harrod in 1939 and Domar in 1946; for the discussion that follows, as suggested by Solow 
(1994), I prefer following the Domar’s approach (1946) since it is more focused on 
understanding the conditions at which demand equals supply in the long run. 
                                                 
6 Marx had already highlighted the importance of capital accumulation as engine of the economic growth 
process in the capitalist systems. 
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In the first section, I will discuss the model settings and assumptions; in the second 
section, I will present the result of the model; in the third section, I will discuss the 
instability principle; finally, in the fourth section, I will draw the conclusion. 
2.1.1. Model setting 
1. Constant general price level; 
2. No lags are present; 
3. Savings and investment refer to the income of the same period; 
4. Both are net of the depreciation; 
5. Depreciation is not measured on the historical cost, but on the replacement cost; 
6. Productive capacity of an asset (and hence of the whole economy) is a 
measurable concept. 
The last assumption is a very strong one. In particular, we know that the productive 
capacity of both the capital equipment and the entire economy depends not only on 
physical and technical factors, but even on the interplay between institutions and other 
forces such as distribution of income, wage rates, relative prices, structure of industry, 
and so on. The sixth assumption implicitly include the assumption of keeping all this 
institutional and economic factors as given. 
The last point we want to highlight is the definition of productive capacity provided by 
Domar: indeed, the total output, when all productive factors are fully employed under 
these conditions, of either an asset or the whole economy is defined as the productive 
capacity in this model. 
The economy is said to be in equilibrium when P (i.e. the productive capacity of the entire 
economy) is equal to Y (i.e. the national income). The purpose of this model is to 
understand the conditions under which this equilibrium could be maintained and, in 
particular, the rate of growth that insures the full employment status in the economy. 
2.1.2. The Model 
According to Domar, the standard Keynesian system does not take into account the issue 
of economic growth since the employment is function of the only national income Y. 
Because of this, equilibrium growth rate cannot be derived. This is the reason why Domar 
makes the assumption that employment is function of the ratio between national income 
and productive capacity. The only problem associated with the latter assumption is 
related to the absence of possibility of distinguish the unemployed capacity in idle 
machines and idle men. 
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Let I be the investment rate and let r be defined as the ratio between the productive 
capacity of the new equipment (P) and the capital invested into them (I) 
𝑟 =  𝑃 𝐼⁄  
Domar defines the potential social average investment productivity, σ, as: 
σ =
𝑑𝑃
𝑑𝑡
𝐼
⁄  
Here it is important to understand the characteristics of σ: 
 It does not assume that the other production factors and technology remain 
constant; its value also depends on the technological progress rate and on the size 
of the labour force. 
 It refers to the increase in the potential capacity. 
 It is concerned with the increase in productive capacity of the whole society, and 
not with the rate of return derived or expected from investment. 
 We can note that r is the maximum that σ can reach7. 
We also make the assumptions that r and σ are constant. Before going on with our 
discussion about the equilibrium growth rate, we should explain in more detail the 
relationship between r and σ. As previously said, Domar defines the concept of potential 
capacity (= Ir) and of capacity actually added (= Iσ) by the net investment that take place; 
the difference between them could be related to the rate of investment itself and the 
growth rate of other factors such as labour force, natural resources, and technological 
progress. Therefore, the latter would be less than the former when, after the investments 
take place, either some of the existing capital equipment is not used anymore or a part of 
the new capital is simply not fully exploited, for instance due to the shortage of labour 
force. In this case “junking”8 of the equipment verifies and this in turn affects the measure 
of capital in the entire economy.  
The latter equation describes the dynamics of the productive capacity as function of the 
investment rate and it is the supply side of the model economy. The Keynesian multiplier 
theory gives the demand side of the model economy. In particular, we have that: 
                                                 
7 Actually it could be that σ > r. To try to understand the latter point let`s think about a technological 
development that increases the productive capacity of the existing capital equipment allowing for less usage 
of labour: in such a case there would be enough labour force for exploiting the productive capacity of the 
new capital without writing off part of the productive capacity of the existing capital equipment. 
8 See Domar (1946). 
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𝑑𝑌
𝑑𝑡
=  
𝑑𝐼
𝑑𝑡
 
1
𝑠
 
With s that is the marginal propensity to save (assumed constant). 
The economy will be in equilibrium when: 
P = Y 
After the calculations, we find that the equilibrium growth rate of investment, which 
maintains the full employment condition, is equal to sσ (compound-interest rate): 
𝐼 = 𝐼0𝑒
𝑠σt 
2.1.3. The Effects of Growth and the Instability Principle 
Domar did not present in his discussion any explicit treatment of the stability of the 
equilibrium growth that he had found (Asimakopulos, 2013). In this, there is a difference 
between his discussion and the one of Harrod (1939). However, Domar provides an 
implicit discussion of the stability of the equilibrium growth rate by arguing that, if the 
investment growth rate fell below the equilibrium rate, then this would cause a depression 
(even when 𝑟 = σ): “the failure of the economy to grow at the required rate creates 
unused capacity and unemployment” (Domar, 1946).  
In particular, Domar analysed two different cases, introducing at the same time two new 
assumptions: 
ASSUMPTIONS: 
 𝐼 𝑌⁄ = 𝑠, so that the average propensity to save is equal to the marginal; 
 𝑃 𝐾⁄ = 𝑟, so that the ratio of the productive capacity to capital for the whole 
economy is the same as the one of the new investment projects. 
CASES: 
1. σ = r; 
2. σ < r. 
CASE 1: 
In the analysis of this case, Domar assumes that the investment is growing at a certain 
rate v. Therefore, after investigating the dynamics of the capital, Domar calculates the 
ratio between the income and the productive capacity: 
lim
𝑡→∞
𝑌
𝑃
=
𝑣
𝑠σ
= θ 
where θ is the so called coefficient of utilization. 
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If 𝑣 = 𝑠σ (i.e., if 𝜃 was equal to 1), then the full employment of the capital (and in turn 
of all the other factors of production such as the labour, remember the definition of P) 
would realize. But if 𝑣 < 𝑠σ, then 𝜃 would be less than 1 and this creates unused capacity 
and unemployment. 
CASE 2: 
As in the previous case, Domar assumes that the investment is growing at a certain rate 
v. Therefore, after investigating the dynamics of the same variables of before, he 
concludes that the ratio between the income and the productive capacity is: 
lim
𝑡→∞
𝑌
𝑃
=
𝑣
𝑠σ
 
The peculiarity of this case is that the equilibrium growth rate may not be maintained 
even if 𝑣 = 𝑠σ. As stated above, any difference in the value between r and 𝝈 can be 
explained either by misdirection of investments or by the lack of balance between s and 
the growth of labour, of natural resources, and of technological progress. Therefore, the 
“junking” process defined by Domar is inevitable and this will have depressive effects on 
investments. 
2.1.4. Conclusion 
The model presented attempted to find the rate of growth such that the economy can 
maintain the full employment of all the productive factors. As highlighted above, the 
“junking” process is the major enemy of the economy in order to maintain the equilibrium 
growth rate of investment; “it may present a serious obstacle to the achievement of full 
employment, because the owners of capital assets headed for the junk pile will try to avoid 
the losses” (Domar, 1946) 
This could create some effects such as increasing pressure on the accumulation process 
of reserves against losses and such as downward pressure on real wages. Those 
consequences will have the effect, in turn, to increase the propensity to save and so the 
equilibrium growth rate that allows for maintaining the full employment: “In so far as 
they [the entrepreneurs] are able to control new investments, they will try to avoid losses 
by postponing it” (Domar, 1946). The effect of this process is to depress the growth rate 
of investment that will fall far from 𝒔𝝈. 
Domar concludes that usually economists and public opinion focus on the unemployment 
of labour force, but as proved by his model, “unemployed capital is extremely important, 
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because its presence inhibits new investment. It presents a grave danger to a full-
employment equilibrium in a capitalist society.”  
2.2. The Solow Model 
The Solow model (1956) is maybe the most famous model in the history of the growth 
economics and gave the latter a great impulse after years of stagnation. This is a model 
developed in a neoclassical fashion, assuming an exogenous growth rate of the 
technological factor. 
Solow began his analysis by criticizing the Harrod-Domar line of thought; in particular, 
as we saw in the previous paragraph, the equilibrium growth rate of the economy (which 
was called the warranted growth rate9 by Harrod (1939)) is unstable in the Harrod-Domar 
model and depends on the growth rate of the labour force and the savings of the families. 
However, Solow stated that there is a “crucial”10 assumption which underpins their 
analysis: the production is assumed to take place under conditions of fixed proportion. 
Therefore, according to their model it would not be possible to substitute capital and 
labour. Solow left this assumption and preferred considering the standard neoclassical 
production function in which capital and labour are substitute. His conclusion are 
completely different from the pessimistic ones achieved by the Harrod-Domar model and 
set the basis for the venture of an entire new economic theory branch. 
In the first section, I will discuss the model settings and assumptions; in the second 
section, I will present the result of the model; in the third section, I will discuss the 
dynamic of the growth rate of the output per worker finally, in the fourth section, I will 
draw the conclusions and provide some model implications. 
2.2.1. The Model 
The model is based on the following assumptions: 
 There is only one commodity, which constitutes the output of the economy and it 
is denoted by Y(t); this is the real income of the whole economy. 
                                                 
9 By now we start using the same proposition to indicate the concept of Domar (1946) of equilibrium growth 
rate. 
10 Solow defined a “crucial” assumption as one on which the conclusions do depend sensitively, and this is 
the reason why he highlights the importance for the “crucial” assumptions to be realistic. 
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 Individuals save part of their income according to the following formula: sY(t), 
where s is the average propensity to savings. It is assumed to be a constant (i.e. 
exogenous11). All the savings are invested in new capital. 
 Capital depreciates according to an exogenous and constant rate d. 
 The production function, as already stated above, does not include fixed 
proportion between the capital and the labour. Moreover, Solow assumed that the 
previous function is homogeneous of degree one, i.e. the production function 
exhibits constant returns to scale12. We will furthermore make the assumption that 
the production function takes the form of a Cobb-Douglass production function. 
 There is a productive parameter A(t) which reflects the current state of the 
technology; Solow assumed that A(t) grows at an exogenous growth rate g that 
summarizes the progress achieved by the science. The technological progress is 
assumed to be Harrod-neutral. 
The previous assumptions give the following production function as result: 
𝑌(𝑡) = 𝑓(𝐾(𝑡), 𝐴(𝑡)𝐿(𝑡)) = (𝐴0𝑒
𝑔𝑡𝐿0𝑒
𝑛𝑡)(1−𝛼)(𝐾(𝑡))𝛼 
At this point of the discussion it is necessary to introduce a new concept: the efficiency 
unit of labour. The latter is just the product between the technological factor A(t) and the 
supply of labour L(t). The reason why we used the word “efficiency” has been provided 
by Aghion and Howitt (2009): indeed, “this way of writing the production function makes 
technological progress equivalent to an increase in the “effective” supply of labour AL”. 
We can see that the efficiency units of labour grow at the rate given by the sum of the 
growth rate of the labour force (and of the population) plus the growth rate of the 
technology n + g. 
To close the model we need some other assumptions, provided by Solow, about the labour 
market: 
 For the demand-side, Solow assumed that the marginal product of labour equals 
the real wage. This is only the neoclassical labour-demand function equal to the 
marginal product of labour. 
                                                 
11 Of course we know that the propensity to save is not constant, but depends on many factors one of which 
is the income itself.  
12 This assumption entails that there are no scarce nonaugmentable resources like land (Solow, 1956). The 
inclusion of a productive capital like land would imply that the production function shows decreasing return 
to scale. 
 Page 15 
 
 For the supply-side, Solow made an assumption very strong, which simplifies the 
model13: making the hypothesis that the population grows at an exogenous 
growth rate n, Solow assumes that even the labour force grows at the same rate 
n. This is the equivalent to assume that the supply of labour is inelastic with 
respect to the real wage. Finally, we note that there is never unemployment in the 
labour market, and this should not be surprising since this is a neoclassical model. 
The accumulation of capital is then described by the following equation: 
?̇? = 𝑠(𝐴0𝑒
𝑔𝑡𝐿0𝑒
𝑛𝑡)(1−𝛼)(𝐾(𝑡))𝛼 − 𝛿𝐾 
2.2.2. Possible Growth Patterns 
In order to study the evolution and the dynamics of the economy in this model with 
technological progress, there is the necessity to introduce a new variable: the ratio 
between the capital and the number of efficiency units of labour. It will be useful since 
the equilibrium will be studied in terms of capital per efficiency unit. By this way, the 
latter equation describing the accumulation of capital can be rewritten in order to highlight 
the accumulation of the capital per efficiency unit. We have then: 
?̇? = 𝑠𝑘𝛼 − (𝑛 + 𝑔 + 𝑑)𝑘, 
where k denotes the capital per efficiency unit. 
By definition, a steady state is a one where k does not grow anymore. By studying the 
latter differential equation, we could observe that a steady state exists and it is stable. This 
means that in the long run the economy will reach a point after which the capital per 
efficiency unit does not grow anymore; exactly the same can be concluded for the output 
per efficiency unit14. 
                                                 
13 It could be more reasonable to assume a supply function of labour positively related to the real wage. 
However, the decision of including this assumption is motivated by Solow`s will of remaining close to 
Harrod-Domar model. 
14 It is possible to show this result in a very simple way. Indeed: 
𝑌 = 𝑓(𝐾, 𝐴𝐿) 
Dividing both the sides for AL and keeping in mind that f is homogenous of degree 1 by assumption, we 
have that: 
𝑦 = 𝑌 𝐴𝐿⁄ = 𝑓(𝐾, 𝐴𝐿) 𝐴𝐿⁄ = 𝑓 (
𝐾
𝐴𝐿
, 1) = 𝑓(𝑘, 1) 
Then we note that whenever the capital per efficiency units is constant over time, the output per efficiency 
unit will have the same behaviour. 
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2.2.3. The Dynamic of the Growth Rate of the Output per Worker 
If we studied the dynamics of the differential equation above and we drew the evolution 
of the two terms on the right-hand side, we would find interesting results. The following 
figure will clarify. 
 
As we can see, at the beginning of the growth process, the accumulation of the capital per 
efficiency unit drives the growth of the economy. As t becomes higher (i.e. in the long 
run), the growth rate of the output per efficiency unit (which is given by the vertical 
distance between the two curves, as shown in the figure) starts decreasing. The cause 
must attribute to the neoclassical framework in which Solow has developed his own 
model; indeed, the production function is neoclassical and exhibits decreasing marginal 
productivity of the factors, and in particular of capital. In the very long run, the growth 
rate of the output per efficiency unit will approach the value of 0. However, the output 
per worker, even if it has the same behaviour (i.e. at the beginning very high and then 
decreasing), will not approach 0 in the long run, but the value of g. Then, the Solow model 
with the extension of exogenous technological progress forecasts that an economy, in the 
long run, will grow at the exogenous rate of technological progress g. 
2.2.4. Conclusion 
As we saw above, the conclusion of the Solow model with technological progress is much 
more optimistic than the one reached by Harrod and Domar in their model. In the long 
run, the economy will grow at the exogenous growth rate of technological progress g. 
Furthermore, it states that the initial conditions in which an economy begins growing are 
not relevant in the long run; the only determinant variable is g. Even the other exogenous 
parameter such as s, n, and δ, do not matter for the long run growth rate of the economy. 
They will be relevant just for the level of income per efficiency units and for not the 
growth of the income per worker. 
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In this section, I would like to analyse the two main Solow model implications: the 
absolute and conditional convergences. 
ABSOLUTE CONVERGENCE: 
An important consequence of the Solow model is the so called “absolute convergence”. 
This effect is related to the possibility or not of the poor economies to catch up the rich 
economies in terms of level and growth of the income per worker. The Solow model 
suggests that if the poor economies share with the rich ones the same structural parameters 
(i.e., s, n, δ, g), then the former ones will reach the same level of income per efficiency 
unit and the same growth rate of income per worker as that of the latter ones. Hence in 
the long run, it does not matter the initial conditions such as the initial capital per worker 
(or per efficiency unit) and this is the reason why the effect just described is called 
absolute convergence. However, in the short run the poor economies will grow at a 
growth rate much higher than the one of the rich economies, since their growth rate is 
affected by the massive capital per efficiency unit accumulation (not present in the already 
developed economies). 
CONDITIONAL CONVERGENCE: 
Another important consequence of the Solow model is the so called “conditional 
convergence”. It states that when the structural parameter are different15, the equilibrium 
level of the income per efficiency unit between the economies will be different while the 
long run growth rate of the income per worker depends on the value of the technological 
progress. Then, this implies that, if there are knowledge spillover effects over the world 
and countries share the same exogenous growth rate of technological progress, then, in 
the long-run, the growth rate of income per capita will be the same for all the countries. 
The structural parameters will only affect the level of capital per efficiency unit of labour. 
 
Before shifting to the endogenous growth models it is important to cite two models that 
tried to endogeneize the saving rates. The first is the Kaldor model (1957), in which 
Kaldor tried to endogeneize the savings in a Keynesian fashion. The second one is the 
Ramsey-Cass-Koopmans (1928, 1965) model in which the individuals consumptions are 
microfounded, and, hence, endogenous (therefore not constant during the growth 
process).  
                                                 
15 Consider two economies: one rich and one poor. It is not hard to imagine that the former has a marginal 
propensity to save higher than the one of the latter. 
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3. Endogenous Model 
Since the 1960s, there have been a new wave of growth models, called “endogenous”, 
due to the endogenized long-run growth rate of the models. In particular, according to 
Romer (1994), there are two different versions about the emergence of the endogenous 
growth theory (a.k.a. new growth theory to distinguish from the exogenous growth 
theory): the first concerns the so-called convergence controversy, while the second 
concerns the struggle to construct a viable alternative to perfect competition in aggregate-
level theory. 
In the attempt to build model that better fitted with the empirical data, growth economists 
considered the dynamics of endogenous variables that are the sources of the steady state 
growth in per capita outcome (Sengupta, 1998). In particular, those economists focussed 
on the technological progress and human capital as engines of the long-run economic 
growth (see below) and made it responding to market incentives, market structure, and 
policies (Acemoglu, 2009). 
In the first section, I will present the Arrow model (1962) of learning-by-doing; in the 
second section, I will present the Lucas model (1988) of human capital; in the third 
section, I will present the Romer (1990) model of horizontal innovation; finally, in the 
fourth section, I will discuss the Aghion and Howitt model (1992) of vertical innovation. 
For all of them, I will discuss their assumptions, derivation (skipping, however, the 
longest and most difficult mathematical parts), and conclusions, drawing some policy 
implications. 
3.1. The Arrow Model 
The Arrow model (1962) has been one of the first and most important contribution in the 
literature about the endogenous growth theory; indeed, it set the basis for the following 
works of Lucas (1988) and Romer (1990). 
Arrow`s intuition concerns the role of the experience. In particular, the idea that 
experience leads to learning. Therefore, Arrow states that it is during activity, and, 
specifically, through the attempt to solve a problem, that learning takes place. However, 
Arrow has not been the first researcher who noted the positive effect of the experience on 
the productivity16. Nonetheless, he has been the first economist to implement this concept 
                                                 
16 Wright (1936) had already observed that there was an inverse relationship between the number of (labour) 
hours worked for the production of an aircraft and the number of aircrafts produced. Hirsch (1956) had 
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in a model of economic growth. He assumed that learning by doing (i.e. experience) 
underpins the accumulation of technical knowledge. Therefore, this model can be thought 
as the archetype of the endogenous growth theories. 
3.1.1. The Model Settings 
The first issue concerns the choice of the variable that should represent the experience. 
Arrow addressed this question using the cumulative gross investment as proxy of the 
experience. Indeed, each new capital good is able to change the production environment 
and, therefore, learning takes place due to the new stimuli. As Thompson (2008) has 
highlighted, the association of learning with cumulative gross investment raises an 
empirical problem: indeed, in such a case it is empirically difficult to separate the learning 
effects of investments from scale economies or vintage capital effects.  
The second issue concerns how learning can be implemented in the production function. 
Arrow decided to follow the Solow (1960) and Johansen (1959) approach; hence, 
technical change will be embodied in the new capital goods. 
Finally, two assumption are required before presenting the model: 
 The production process relate to the capital goods is assumed to take place at fixed 
coefficients. 
 New capital goods are assumed to be better than the old ones: if we take a unit of 
capital produced at time t1 and a unit of capital produced at time t2, then the second 
one either needs less labour or produces more output17. 
 Capital goods have a fixed lifetime equal to T. 
3.1.2. The notation 
 G represents the cumulative gross investment. Furthermore, the unit of capital 
good that makes the cumulative gross investment reach the value of G will be said 
to have serial number G. 
 λ(G) represents the labour used in order to produce the unit of capital good with 
serial number G; it is assumed to be a non-increasing function (in particular, the 
special case in which λ(G) is equal to bG-n, where n is positive, will be studied) . 
                                                 
already developed the famous concept of the so-called “learning curve”, which has been later applied to 
production contexts other than the aircrafts one. 
17 Arrow compares the two capital goods with respect to the optimal combination of it with labour. 
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 γ(G) is the output capacity of the unit of capital with serial number G; it is assumed 
to be a non-decreasing function (in particular, the special case in which γ(G) is 
equal to a constant a will be studied). 
 x denotes the total output. 
 L denotes the total labour force. 
Therefore, we have that: 
𝑥 = ∫ 𝛾(𝐺)𝑑𝐺
𝐺
𝐺′
 
𝐿 =  ∫ 𝜆(𝐺)𝑑𝐺
𝐺
𝐺′
 
G’ denotes the oldest unit of capital still employed in the production of the output. 
G, G’, x, and L are all function of time. Moreover, in the analysis that follows the full-
employment condition is assumed. Therefore, we will see neither labour unemployment 
nor capital unemployment due to demand deficiencies18. 
3.1.3. Wages 
Arrow tried to determine the wages and the labour share of product in his model. He 
found that wages (denoted by w) are equal to the following: 
𝑤 = 𝑎(𝐺 −
𝑥
𝑎
)𝑛 𝑏⁄  
Therefore, we have that when G increases, then wages will increase. This is 
straightforward since, when G increases, then experience in the labour force enhances 
and hence productivity increases. 
The labour share of the output is instead the following: 
𝑤𝐿
𝑥
=
[(
𝐿
𝐺(1−𝑛)
)
1−𝑛
𝑛
−
1
𝑐 (
𝐿
𝐺(1−𝑛)
)
1−𝑛
𝑛
]
𝑏 [1 − (1 −
𝐿
𝑐𝐺(1−𝑛)
)
1
(1−𝑛)
]
 
Therefore, we can see that the labour share is negatively related to the ratio 𝐿𝐺(1−𝑛). In 
the special case in which n = 1, we have that the labour share depends on L. 
                                                 
18 The model is developed in a neoclassical fashion. 
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3.1.4. Profits and Investments 
The profit received at time t from an investment made at time v < t is equal to the 
following 
𝛾[𝐺(𝑣)] − 𝑤(𝑡)𝜆[𝐺(𝑣)] 
As we can see, profit of the investment depends on the level of wages at time t. This is 
the reason why Arrow assumes that rise exponentially from the level at the present time. 
We have therefore: 
𝑤(𝑡) = 𝑤(𝑠)𝑒𝜃(𝑡−𝑣) 
Furthermore, the stream of profits over the lifetime of the investment is defined in the 
following way: 
𝑆 = ∫ 𝑒−𝜌𝑡
𝑇
0
𝛾[𝐺(𝑣)](1 − 𝑊𝑒𝜃𝑡)𝑑𝑡 
Where, 𝑊(𝑣) = 𝑤(𝑣)𝜆[𝐺(𝑣)]/𝛾[𝐺(𝑣)] and ρ is the rate of interest (kept constant). 
Arrow wanted to determine the equilibrium rate of return of the investment. We know 
that the equilibrium requires the fulfilment of the well-known condition that return rate 
of the investment discounted at time 0 equals the cost of the investment (set equal to 1). 
Therefore, S must be equal to 1. If all the parameters in the previous equations are 
constant, then a solution exists and will be defined by the expected rate of increase in 
wages (θ), current labour costs per unit output (w(s)), and the lifetime of the investment 
itself (T). 
3.1.5. The Inclusion of Rational Expectations 
In the previous section, we studied the case proposed by Arrow in which wages grow at 
an exponential rate. However, Arrow argues whether there exist a relative increase of 
wages and constant interest rate such that, if they are perfectly anticipated, agents will 
invest at a constant rate. Studying the special case in which there is full employment, 
Arrow concludes that the ratio between the rate of gross investment (g) and G is equal 
to σ/(1 − n), where σ is the rate of growth of the labour force. We note that the latter rate 
of gross investment is positively related to σ; this can be easily explained if we think that, 
under full employment condition, the increase in the labour force allows for a quicker 
introduction of new capital goods. Therefore, we also obtain that the growth rate of wages 
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is positively related to the growth rate of the labour force due to the increase of 
productivity. 
3.1.6. Conclusion 
As we have seen, the Arrow model is the first one in which there is the attempt to 
endogeneize the technical change. Even if the formulation is much basic and opened to 
further development, it has the merit of highlighting for the first time the economic role 
of learning by doing.   
As in the model of Solow (1956), technical change (here, learning) takes place just in the 
capital goods industry, while it is absent in the in the use of a capital good once built. 
Furthermore, learning is just the result of ordinary production and no role is reserved for 
institutions, research, education, which have a non-marginal impact on learning. 
Finally, if we consider the labour force, there is no improvement due to qualitative 
improvement of the worker. Learning can be thought as a particular form of human 
capital; in particular, we can think learning as the quantitative side of the human capital, 
while other factors, e.g. education, the qualitative side. Therefore, another merit of this 
model is to include, for one of the first times in the economic growth literature, the 
concept of human capital, which has been deeply analysed by Lucas (1988) and Mankiw, 
Romer and Weil (1992). 
3.2. The Lucas Model 
3.2.1. Introduction 
One of the most important contributions to the literature about the role of the human 
capital in the history of development economics has been provided by Lucas (1988). He 
developed this model in order to fix some shortcomings of the previous models, in 
particular the Solow one (1956). 
According to Lucas, the Solow model has not been able to explain some empirical facts: 
in particular, Lucas did believe that differences in the growth paths of countries could not 
be motivated only by differences in the structural parameters. Therefore, Lucas set a new 
framework in which the human capital is an alternative (with respect to technological 
change) engine of sustained growth (Aghion and Howitt, 1999). In the next sections, I 
will present the Lucas model (1988)19. 
                                                 
19 I will follow the description provided by Aghion and Howitt (2009). 
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3.2.2. Human Capital in the History 
Lucas (1988) has not been the first economist to have the intuition of the importance that 
human capital plays. 
The first economist that highlighted the role of the human capital was Sir William Petty 
in 1691; in particular, he tried to estimate the value of human capital in order to compute 
the power of England. In 1853, William Farr suggested that the present value of 
individuals’ net future earnings20 should be considered as part of wealth as physical 
wealth is. Other economists who provided some literature about human capital are Adam 
Smith (1776), Jean Baptiste Say (1821), John Stuart Mill (1909), William Roscher (1878), 
and Henry Sidgwick (1901). In more recent years, also Barro (2001) estimated the 
importance of human capital in the modern economic growth of the western economies. 
Given the above discussion, the most important contribution about human capital is the 
one of Gary Becker “Human Capital: A Theoretical and Empirical Analysis with Special 
Reference to Education”, edited in 1964. This book has been crucial in the following 
development of the use of the human capital idea since it represents the baseline 
conceptualisation of the human capital itself. 
Indeed, in his book, we can find the key aspect that we find in the Lucas model as well, 
(see below) such as: 
 Human capital can be treated as a means of production such as the physical capital 
and therefore variable of the neoclassical production function. 
 Human capital can be splitted into two components: a quantitative one, which 
consists of the Arrow’s learning by doing (or on-the-job training), and a 
qualitative one, which consists of the education (and schooling in general) that 
individuals receive. 
3.2.3. Model Settings 
Consumers 
Lucas (1988) considered an economy populated by (infinitely lived) individuals21, which 
in each period have to decide how to allocate their available time between production and 
education; education will permit the accumulation of human capital and, therefore, will 
enhance the productivity in the future. It is assumed that the aggregate behaviour of the 
                                                 
20 Defined as earnings less living expenses. 
21 The population is assumed to remain constant. However, Lucas (1988) recognized that this is a very 
strong assumption.  
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consumers can be replicated by the behaviour of a representative agent with the following 
intertemporal utility function: 
∫
𝐶𝑡
(1−𝜎)
(1 − 𝜎)
𝑒−𝜌𝑡𝑑𝑡
∞
0
 
The fraction of consumers’ time dedicated to production purposes will be denoted by u. 
Finally, the representative agent is endowed in each period with a certain amount of 
human capital that is denoted by H. 
Production 
The following equation, which denotes the production function, will describe the final 
good production system: 
𝑌 = 𝐾𝛽(𝑢𝐻)(1−𝛽) 
Where K indicates the physical capital stock employed in the production. Moreover, the 
dynamics of the physical capital accumulation is described by the following equation: 
𝐾?̇? = 𝑌𝑡 − 𝐶𝑡. 
We note that the production function shows constant return to scale and the human capital 
is a productive factor such as the physical capital. 
Furthermore, it is implicitly assumed, as shown in the second equation, that all the forgone 
output is devoted to the accumulation of the physical capital.  
Human Capital 
The dynamics of the human capital accumulation is described by the following equation: 
?̇? = 𝛿𝐻(1 − 𝑢), 
where δ is a strictly positive parameter that represents the productivity of the time spent 
in education. 
As Aghion and Howitt (2009) pointed out, the accumulation equation of human capital 
in the Lucas model is much similar to the accumulation equation of knowledge in Romer 
model (1990). Indeed, the accumulation of the human capital is linear with respect to the 
current level of the human capital itself. Therefore, in this case, the accumulation of 
human capital equation exhibits constant return to scale. This is a non-trivial point since, 
if the above equation showed decreasing return to scale, then the economic system would 
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converge to a steady state in which the output level is constant over time and no growth 
is present22 (Rebelo, 1991). 
3.2.4. Model Results 
As usual, growth is driven by the maximizing behaviour of agents in the economy. 
Therefore, representative agent has to maximize his utility (subject to the accumulation 
equation of physical capital) with respect to the fraction of time spent in production, u. 
At the end of his calculations, Lucas found that the equilibrium growth rate of the output, 
g, (and therefore of the output per capita and per worker) is equal to the following: 
𝑔 = 𝛿(1 − 𝑢∗), 
where u* is the optimal fraction of time spent by the consumers for educational purposes23. 
Comparative Statistics 
We observe that the equilibrium growth rate is: 
 Positively related to the productivity of education: this is something we could have 
expected, since the accumulation of the human capital is positively related to the 
parameter δ. This is much relevant because if the productivity increases, then more 
human capital is generated and, hence, both more human capital is generated and 
the marginal productivity of the physical capital increases. Therefore, this process 
leads to a higher growth of the output. 
 Negatively related to the optimal fraction of time spent in production. This can be 
further explained if we consider the determinant parameter of u*: 
o u* is positively related to σ24, which is a parameter that measures how 
much consumers are willing to reduce their future consumption for more 
present consumption.  
o u* is positively related to ρ, which is the intertemporal rate of preference, 
a parameter measuring the degree of “impatience” of the consumers. If 
consumers prefer the consumption today and are not “patient”, they will 
spend most of their time in production. 
If u* increases then consumers they will not accumulate enough human capital and 
growth will be lower. 
                                                 
22 A sufficient condition for the existence of growth is the non-decreasing return of scale of the human 
capital accumulation equation. 
23 i.e., it is the result of the previous maximization problem. 
24 Remember that σ-1 is the intertemporal substitution elasticity.  
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Finally, we note that in the equilibrium, the marginal product of physical capital and 
human capital is the same, suggesting that the dynamics of accumulation of the two kinds 
of capital is interlinked. 
Barnett and Ghosh (2013) have discussed the stability of the solution in their work. They 
discovered that the equilibrium solution is stable. 
3.2.5. Conclusion 
The Lucas (1988) model highlighted the contribution of the accumulation of the human 
capital in the growth process of the economy. 
This approach might explain why poor economies do not grow and are victim of poverty 
traps; indeed, the accumulation of human capital in those countries is not possible due to 
the absence of schooling and educational programs. Therefore, if human capital is a 
determinant factor of growth, those countries cannot sustain any growth process. 
Furthermore, the link between growth and human capital has been further studied in the 
literature (Barro, 1992; van Leeuwen, 2007). 
However, we have to keep in mind that the result of his model is based on the “crucial” 
assumption that the accumulation of human capital is linear with respect to its current 
level. Therefore, if the accumulation equation showed decreasing return to scale this 
model would not imply any sustainable growth. 
Moreover, in the Lucas model no role is attributed to learning by doing or to the on the 
job training. As noted in the section of the Arrow model, human capital can be divided in 
two parts and, in the Lucas model (as in the Arrow one), just one of them is taken into 
account. 
Policy Implications 
As shown by the formula of the equilibrium growth rate, the government should focus on 
the following policies: 
 Increase the “productivity” of the training programs: such objective would 
enhance the accumulation of human capital and, in turn, the growth rate. 
 Incentive the accumulation of human capital among consumers: this could be 
done by either subsidizing the time spent for educational purposes or taxing the 
time spent for production purposes. This policy however would imply a decrease 
of the growth rate at the beginning of the transition phase. 
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3.3. The Romer Model 
3.3.1. Introduction 
Romer (1990) has provided one of the most important contributions in the literature about 
endogenous growth theory; in particular, his model presented for the first time the concept 
of horizontal innovation. 
In this model, technological change arises due to the introduction of new capital 
(intermediate) goods that increase the productivity of the workers in the final good 
industry. At the same time, in this model, vertical innovation is completely absent25; 
hence, the productivity of the existing capital goods cannot be improved. 
The second characteristic of Romer model that I want to highlight here concerns how 
technical change arises. Indeed, this is the first model in which the technological change 
arises due to intentional actions undertaken by people who just react to market incentives. 
This is much relevant because, in addition to endogeneize the technical change, it 
underlines the role of the market in the innovation process. This is the reason why this 
model distinguishes itself with respect to previous endogenous growth models (such as 
the Arrow’s one), in which the technological change arises due to accidental actions (such 
as learning by doing). 
Finally, knowledge26 needed for the development of new capital goods has a fixed cost 
in order to be created; once this cost has been incurred, this knowledge can be used 
without any additional cost. 
3.3.2. Rivalry, Excludability, and Nonconvexities 
Cornes and Sandler (1986) stated that any economic good is identifiable according to its 
degree of rivalry and excludability. 
Rivalry is a technological attribute of goods; in particular, the degree of rivalry depends 
on how much the use of the good by an economic agent precludes its use by another 
(Gruber, 2011). 
Excludability is instead function of both the technology and the legal system; in 
particular, the degree of excludability depends on how much the owner of a good can 
prevent its use by other individuals (Gruber, 2011). 
                                                 
25 However, this kind of innovation will be studied in the next section, when I will present the model of 
Aghion and Howitt (1992). 
26 In the original formulation of his model, Romer (1990) interpreted knowledge as improvements in the 
instructions for mixing the row materials. 
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We may think each good placed in a two-dimensional continuum ranging from rival to 
non-rival and from excludable to non-excludable27. Therefore, even the knowledge I was 
discussing previously has a collocation in the latter continuum according to Romer. 
Indeed, it is non-rival, since, after the cost for being created, there are no additional costs 
for its use. Furthermore, since Romer premised that, in his model, technological change 
arises due to market incentives, this knowledge must also be at least partially 
excludable28. This is not a trivial topic because: 
 If knowledge were treated as a public good, then technological change would not 
arise due to market incentives. Indeed, as we know by all the works done in the 
public economics literature, public goods constitutes a market failure and, 
therefore, knowledge would not be created29. 
 In the models already described, knowledge had different characteristics from the 
one studied here. In the Solow model (1956) and in the Arrow model (1962), 
knowledge is treated as a public good, exogenously provided in the former one, 
while embodied in the capital goods in the latter one (even if in the Arrow model 
(1962), there is the attempt to make the creation of knowledge associated to the 
market). 
If knowledge excludability (at least partial), after having assumed knowledge non-rivalry, 
leads to the consequence that technology arises due to market incentives, the non-rivalry 
assumption implies that capital goods are produced in monopolistic regime. To explain 
the latter point, I will follow the example provided by Romer (1990) in his work: let us 
take the following production function: 
F(A, λX), 
Where A represents a non-rival input, while X represents all the rival input. If A has a 
productive value, then the production function cannot exhibit constant return to scale. 
Indeed, if: 
F(A, λX) = λF(A, X), 
Then: 
F(λA, λX) > λF(A, X). 
                                                 
27 i.e. a public good, such as basic scientific research, is both a non-rival and non-excludable good. 
28 e.g., through patent systems. 
29 There is a large literature (see the final section of this chapter) about the argument that patent systems 
enhance innovation by fixing a market failure. 
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Therefore, if perfect competition laws (especially, firms were price-takers and sold at the 
marginal cost) ruled the market of the capital product, then firms would always incur in 
losses30. 
The non-rivalry attribute of knowledge requires the presence of the monopoly rules in the 
capital goods market. 
3.3.3. The Model 
The economy is divided in three sectors: 
 The research sector: 
o Inputs: Human capital employed in research (HA) and existing stock of 
knowledge (A); 
o Output: new knowledge (in particular, it produces blueprints for new 
capital goods); 
o Production Function: ?̇? = 𝛿𝐻𝐴𝐴, where δ is a productivity parameter. 
 The capital goods sector (monopolist competition): 
o Inputs: blueprints (realized in the research sector) and the final product 
(Y); 
o Output: capital goods (x(i)); 
o Production Function: 𝑥(𝑖) = 𝜂𝑌, where η is a parameter greater than 0. 
Once a firm has created a new capital good x(j), then it has an infinitely 
lived patent on it. Furthermore, Romer assumed that capital goods are 
produced by using final product. Therefore, Romer made the implicit 
assumption that all the foregone consumption is devoted to the production 
of capital goods. Romer denoted the total capital stock of the economy 
with the following: 𝐾 = 𝜂 ∫ 𝑥(𝑖)𝑑𝑖
∞
0
= 𝜂 ∫ 𝑥(𝑖)𝑑𝑖
𝐴
𝑜
, 
with 𝐾(𝑡)̇ = 𝑌(𝑡) − 𝐶(𝑡). 
 The final product sector (perfect competition): 
o Inputs: capital goods, human capital employed in the final sector (HY) and 
unskilled labour (L); 
                                                 
30 To understand this point, the Euler theorem help us; indeed, if the previous assumptions hold, we have 
that: 
𝐹(𝐴, 𝑋) < 𝐴
𝜕𝐹
𝜕𝐴
(𝐴, 𝑋) + 𝑋
𝜕𝐹
𝜕𝑋
(𝐴, 𝑋). 
Therefore, if input were remunerated at their marginal product (as in the neoclassical framework), then 
firms would suffer losses. 
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o Output: final product (Y); 
o Production Function: 𝑌(𝐻, 𝐿, 𝑥) = 𝐻𝑌
𝛼𝐿𝛽 ∫ 𝑥(𝑖)(1−𝛼−𝛽)𝑑𝑖
∞
0
,where 𝑥(𝑖) =
0 ∀𝑖 ≥ 𝐴. We can see that the capital goods are perfect substitutes for each 
other. 
Moreover, the following simplifying assumptions are made: 
 No depreciation of the capital goods is assumed; 
 Population and labour force participation are kept constant; 
 Stock of human capital and its fraction supplied to the market are fixed. Hence, 
the following equation holds: 𝐻𝐴 + 𝐻𝑌 = 𝐻. 
The i-th capital good price is denoted with p(i) and is equal to the present value of the 
stream of income that it generates (remember that there is no depreciation of the capital 
goods). PA denotes the price of new blueprints. The interest rate is denoted by r. 
The model is closed by a demand-side equation describing the consumers’ preferences. 
In particular, the Ramsey intertemporal utility function is used: 
∫ 𝑈(𝐶)
∞
0
𝑒−𝜌𝑡𝑑𝑡, with 𝑈(𝐶) =
𝐶(1−𝜎)−1
(1−𝜎)
, where 𝜎 ∈ [0, ∞). 
3.3.4. Growth Implications of the Model 
Such as in the previous models, Romer is interested in finding whether there exists a 
balance growth equilibrium, which solves his model. Thus, he wanted to verify whether 
there exists a solution such that, in the long-term, HA and HY remain constant, while Y31, 
K, C, and A grow at the same rate. 
I will skip all the calculations, since the aim of this section is just to show the results of 
the Romer`s model. The result is the following: 
𝑔 =
?̇?
𝐶
=
?̇?
𝑌
=
?̇?
𝐾
=
?̇?
𝐴
= 𝛿𝐻𝐴 = 𝛿𝐻 − Λ𝑟 =
𝛿𝐻−Λ𝜌
𝜎Λ+1
, 
where 
Λ =
𝛼
(1−𝛼−𝛽)(𝛼+𝛽)
. 
3.3.5. Comparative Statistics 
As we can see from the above equations, the equilibrium growth rate is: 
 Positively related to δ: therefore, a higher research productivity increases g; 
                                                 
31 Since the population and the labour force participation are constant in this model, if Y grows at the rate 
g, then also the product per capita and the product per worker will grow at the same rate g. 
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 Positively related to H: therefore, a higher stock of human capital in the population 
increases g; 
 Negatively related to ρ: therefore, a higher time-preference decreases g; 
 Not affected by L: in this the Romer`s model differs from the Solow and Arrow 
models. 
Romer, in his work, did not study the stability of the solution found; he just left it to future 
research. 
However, Arnold (2000) completed the previous analysis, giving a mathematical proof32 
of the existence of a unique and monotonic growth path that converges to the equilibrium. 
3.3.6. Conclusion 
The Romer model is a neoclassical growth one with endogenous technological change. 
As we saw in the previous sections, there exists an equilibrium growth rate of the 
economy, which is either stable. 
The most relevant aspect of this model relates to the introduction of the link between 
knowledge (and therefore technological change) and market incentives. Indeed, in the 
models analysed in the previous sections, this characteristic is absent. 
However, there are even some weaknesses due to some assumptions: 
1. Capital goods are perfect substitutes and no complementarities among them are 
allowed. 
2. The relationship between the growth of knowledge and the current level of 
knowledge is linear (and, in general, the production function of the research sector 
exhibits increasing return to scale). Then, a boundary at the level of knowledge 
misses and the impact of an increase of A (no matter its level) is always the same 
on the accumulation rate of new knowledge. 
Policy Implications 
If we look at the equilibrium formula (and already notes in the Implications of the Model 
subsection), we find that an increase in the level of H increases the growth rate g. Hence, 
this model suggests the promotion of policy intervention aimed to enhance the human 
capital accumulation and provide some explanations for the low growth rates for LDC 
(Shaw, 1992). 
                                                 
32 It is a very fancy proof and, therefore, it goes beyond the aim of this work. 
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Furthermore, alike in the Arrow model, an investment tax credit that increases the 
accumulation of physical capital could not have positive effects on growth. Indeed, if the 
decision to invest in physical capital is not joined to the decision to invest in research, 
then the effects of such policy will be negative. 
Unlike the investment tax credit, subsidizing the investment in research always has 
positive effects on the growth of the economy. 
Finally, due to the non-rivalry and non-excludability aspect of knowledge (i.e. it is a 
public good) in this model, a monopolistic regime is required in the intermediate goods 
market. Hence, Romer suggests the development of a knowledge protection policy (such 
as indeed a patent law system) that permit the investment in R&D in response to market 
incentives and profit opportunities. 
3.4. The Aghion and Howitt Model 
3.4.1. Introduction 
As seen in the previous sections, the Arrow (1962), Lucas (1988) and Romer (1990) 
models endogenized the source of the long run growth, i.e. the accumulation of 
knowledge. The latter accumulation can be realized through many channels such as 
learning by doing (Arrow, 1962), education (Lucas, 1988), scientific research (Romer, 
1990; when aimed to the invention of new intermediate goods), process innovations, and 
product innovations. The latter channel is the one studied by Aghion and Howitt (1992), 
who focused on the so-called vertical innovation; in particular, they argued that the 
process that underpins the economic growth consists of the introduction in the economy 
of new intermediate goods that render obsolete the older ones. 
Aghion and Howitt (1992) linked their concept of economic obsolesce to the creative 
destruction developed by Schumpeter (1942). Indeed, Schumpeter, emphasizing that the 
process of economic growth leads to gain and losses33, believed that the engine of the 
capitalist system was the creative destruction caused by innovations34. 
Another element of distinction of this model is the introduction of the uncertainty; 
according to them, the innovation process has an uncertain nature and, as shown below, 
this uncertainty follows a stochastic rule. 
                                                 
33 In the measure that new goods substitute the old ones. Therefore, this mechanism creates profits for the 
producers of the new goods, but at the same time losses for the producers of the old ones. 
34 In the form of new goods, new production processes, new markets, etc. 
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3.4.2. The Model 
In the economy there are three different kinds of labour: 
1. Unskilled labour: it can be employed only in the production of the final good. The 
mass of unskilled workers is denoted by M. 
2. Skilled labour: it can be employed either in the research sector or in the production 
of the intermediate good. The mass of skilled workers is denoted by N. 
3. Specialized labour: it can be employed only in research. The mass of specialized 
workers is denoted by R. 
Moreover, each worker is endowed with a one-unit flow of labour. 
Aghion and Howitt assume the time to be continuous (denoted by τ), but, at the same 
time, they divide time in intervals (denoted by t). Each interval corresponds to the 
economic life of the intermediate good. Therefore, when an innovation occurs, economy 
shifts to a new period. The length of these time intervals are random, since also the 
innovations occur randomly. 
The economy is divided in three sectors: 
 The research sector (embodied in the intermediate goods firms): 
o Input: specialized labour (R), skilled labour employed in the research 
sector (n). 
o Output: blueprints for intermediate good with higher quality; 
o Innovations are a random and arrive with a Poisson arrival rate equal to 
𝜆𝜙(𝑛, 𝑅), where λ is a constant productivity parameter of the research 
sector and ϕ is a concave and constant-returns function also characterizing 
the technology of the research sector. 
Innovations increase the productivity of the parameter A in the final good 
production function (see below) according to the following equation: 𝐴𝑡 =
𝐴0𝛾
𝑡, 𝛾 > 1. 
 The intermediate good sector (only one intermediate good is assumed to exist): 
o Input: skilled labour employed in the intermediate good sector (L); 
o Output: intermediate goods (x); 
o Production function: 𝑥 = 𝐿. 
In this market, firms that produce an intermediate good not obsolete have the monopoly. 
Indeed, such as in the Romer model (1990), the excludability of new knowledge is 
 Page 34 
 
guaranteed by a patent system (and therefore research, if successful, leads to profits35). 
Aghion and Howitt borrowed this model of the innovation from the patent-race literature 
(Tirole, 1988; Reinganum, 1989). 
 The final (consumption) good sector (perfect competition): 
o Input: unskilled labour (M) and intermediate good (x); 
o Output: final good (Y); 
o Production function: 𝑌 = 𝐴𝐹(𝑥)36, where A is a productivity parameter of 
the intermediate input, and 𝐹′ > 0, 𝐹′′ < 037. The above production 
function exhibits constant return to scale. 
The model is closed by a demand-side equation describing the consumers’ (assumed 
infinitely living) preferences: 
𝑈(𝑌) = ∫ 𝑌𝜏𝑒
−𝑟𝜏𝑑𝜏
∞
0
, where 𝑟 > 0 is the rate of time preference (and also the interest 
rate). 
Agents behaves according to the neoclassical maximizing rules. Therefore, consumers 
maximize their utility functions, while firms (in each period) maximize the expected 
stream of profits. 
The latter point must be explained further: the i-th firm employing the amounts z and s 
of, respectively, skilled and specialized labour in research experience a Poisson arrival 
rate of the innovation equal to 𝜆𝜙(𝑧, 𝑠)38. The expected stream of profits for the i-th firm 
are equal to: 
𝜆𝜙(𝑧, 𝑠)𝑉𝑡+1 − 𝑤𝑡𝑧 − 𝑤𝑡
𝑠𝑠, 𝑉𝑡+1 =
𝜋𝑡+1
𝑟+𝜆𝜙(𝑛𝑡+1,𝑅)
, 
Where 𝑉𝑡+1 represents the present value of the innovation and is 𝜋𝑡+1 (the expected 
present value of profits if the firm experiences the innovation) over an interval with a 
length exponentially distributed with parameter 𝜆𝜙(𝑛𝑡+1, 𝑅). Wage rates are denoted by 
wt. 
Before considering the model results, we note that there is an intertemporal spillover 
effect. Indeed, when a firm experience an innovation, the productivity parameter At 
                                                 
35 See the previous section about Romer model (1990). 
36 Aghion and Howitt consider then the special case in which 𝐹(𝑥) = 𝑥𝛼. 
37 Since unskilled labour employed in the final good sector is equal to M (fixed), then the latter parameter 
is omitted in the production function. 
38 We can see that there are no contemporaneous spillover effects in research. Indeed, the i-th firm Poisson 
arrival rate is not dependent upon the inputs employed by the other firms. 
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increases by λ; the following innovation will also increase At by λ, but starting from an 
higher value. Therefore, any monopolist catches a part of the rents coming from that 
increase in the productivity (but only for one period)39. 
3.4.3. Model Results 
Aghion and Howitt showed that the modelled economy is fully characterized by two 
equations: the arbitrage and the labour market-clearing equations. 
Thereafter, they studied the existence of a balanced growth equilibrium40.  They 
discovered that the equilibrium exists and is stable. However, the main characteristics of 
this equilibrium is that the output grows according to the following equation: 
𝑌𝑡+1 = 𝛾𝑌𝑡. 
Therefore, it is possible to note that the output grows by γ each time an innovation occurs. 
However, γ must not be confused with the long run equilibrium growth rate of the output; 
indeed, that is the growth rate of the output between an innovation and the following. 
To derive the equilibrium growth rate, we consider the following equation (taking a unit-
time interval): 
ln 𝑌𝜏+1 = ln 𝑌𝜏 + (ln 𝛾)𝜀𝜏, 
where 𝜀𝜏 represents the number of observations between τ and τ + 1. Since 𝜀𝜏 is 
distributed according to a Poisson distribution with parameter λ?̂?, we have that the 
Average (expected) Growth Rate (AGR) of the output is the following: 
𝐸[ln 𝑌𝜏+1 − ln 𝑌𝜏] = 𝜆 ?̂? ln 𝛾. 
3.4.3.1. Comparative Statics 
As we can note from the latter formula, a crucial parameter for the value of the AGR is 
the equilibrium skilled labour force employed in the research sector. Therefore, 
understanding the variables that affect that parameter is crucial in this analysis. In 
particular, ?̂? increases with: 
 A decrease in r: indeed, it would increase the marginal benefit from research, since 
it would raise the present value of the monopoly rents. 
 An increase in λ: indeed, it would increase the next interval monopoly rents with 
respect to the current ones. 
                                                 
39 This effect is present in the Romer’s (1990) analysis as well. 
40 Aghion and Howitt defined a balanced growth equilibrium as a stationary solution (i.e. two sequences 
{𝑤𝑡}0
∞ and {𝑛𝑡}0
∞) to the system composed by the two equations just cited with 𝑤𝑡 = ?̂? and 𝑛𝑡 = ?̂?, ∀𝑡. 
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 An increase in N: indeed, it would increase the marginal benefit and decrease the 
marginal cost of research (since it would reduce the wage of skilled labour). 
 An increase in λ: indeed, it would decrease both the marginal benefit (since it 
would decrease the expected length of the innovation if successful41) and cost 
(since productivity of research would increase) of research, with the latter effect 
prevailing. 
 A decrease in α: the latter corresponds to the elasticity of the demand curve faced 
by the intermediate sector monopolist; therefore, competition is bad for growth 
since, the higher it is, the lower will be the expected monopoly rents from the 
innovation (hence, less incentives to invest in research). 
Hence, we have that AGR increases with: 
 An increase in λ: indeed, it would decrease the arrival rate in equilibrium (i.e. the 
expected length for any innovation to occur); hence, the knowledge would 
accumulate faster and output would grow faster as well (it would also increase ?̂?). 
 An increase in ?̂? (see above): indeed, it would increase the arrival rate in 
equilibrium, since the number of skilled workers employed in the research sector 
would increase the accumulation of knowledge over the time. 
 An increase in γ: indeed, it would increase the rate at which knowledge 
accumulates (intertemporal spillover effect would increase); therefore, output 
would grow faster. 
3.4.3.2. Social Optimum 
Before concluding, it is interesting to study the social optimum AGR of the output. 
Aghion and Howitt (1992) argued that the role of a social planner would consist of 
maximize the expected present value of consumption. Indeed, they studied whether the 
laissez-faire AGR calculated previously corresponds to the one socially optimum42. 
As seen above, the equilibrium is constituted by a couple of value of w and n; they 
concluded that the social optimal level of research, n*, differs from the laissez-faire 
one, ?̂?, due to: 
 Intertemporal spillover effect: we have already defined this effect as the 
permanent increase in the technology productivity from which each monopolist 
takes advantage. Monopolists do not take into account this effect when they 
                                                 
41 Hence, expected monopoly rents would decrease. 
42 I will skip the calculations since they go beyond the scope of this section. 
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maximize expected profits, while social planner does. Therefore, it tends to 
make ?̂? < 𝑛∗. 
 Appropriability effect: the monopolist can only appropriate a fraction (1 − 𝛼) of 
the total output flow. Therefore, it also tends to make ?̂? < 𝑛∗. 
 Business-stealing effect: the researchers (i.e., the potential innovators) do not take 
into account the loss of profits suffered by the current monopolist once the 
innovation will occur. Therefore, it tends to make  𝑛∗ < ?̂?. 
However, the first two effects usually prevail on the third one, making the laissez-faire 
level of research is smaller than the socially optimal one. 
3.4.4. Conclusion 
In this section, I have presented the Aghion and Howitt (1992) model in which the 
accumulation of knowledge is endogenous; in particular, the process through which 
knowledge accumulates is the one of vertical innovation. As opposed to the Romer (1990) 
model of horizontal innovation, this model states that growth occurs due to innovations 
that increase the quality of the intermediate goods making obsolete the old ones; for this 
reason, this model has been realized in a Schumpeterian fashion in which “creative 
destruction” occurs. 
Nonetheless, in this model either, we note that market forces drive innovation (and 
research) since firms invest in research due to profit incentives. However, these profits 
are possible because of the existence of a patent system that makes the knowledge an 
excludible good43. 
Furthermore, the equilibrium growth rate of the economy is not deterministic and certain 
due to the stochastic nature of the innovation process. 
Finally, we note the following shortcomings in the Aghion and Howitt analysis: 
1. The size of the innovation is assumed to be constant (i.e. equal to γ). As in the 
previous models, assuming that the size of each innovation is decreasing would 
be more suitable. 
2. Both physical and human capital have no role in this model. 
3. There is no role attributed to finance; indeed, researcher, before spending money 
in research, should borrow funds in the capital markets. In this model, either credit 
                                                 
43 See below for a detailed discussion of the patent-race literature. 
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is costless or credit market does not exist. Therefore, it would be more realistic to 
include even a capital market, possibly with some imperfections. 
3.4.4.1. Policy Implications 
The main policy implications of this model concern the role of competition: in particular, 
as noted before, competition in this model is a factor that negatively affects growth. In 
the Romer model, the introduction of the patent system was necessary in order to sustain 
investments in research, but, in this model, in order to raise the growth rate it is necessary 
not only to create a patent system (otherwise no growth would occur), but also to decrease 
the product competition. Indeed, the more α is high and the more investment in research 
will decrease. Hence, the intervention of government could modify some market 
dynamics. 
Moreover, the government could incentive the investments in research by subsidizing (or 
decreasing taxes for) the work in the research sector. This would increase the equilibrium 
level in research and the equilibrium AGR. 
Finally, we note that the same effect could be achieved if the government invested in 
education; indeed, it would create a higher number of skilled and specialized workers that 
would generate a higher equilibrium AGR. 
3.5. Directed Technical Change 
In so far, I presented the most famous models that have shaped the literature on economic 
growth. After the arrival of the Solow model, economists tried to provide a better 
explanation of the dynamics of the technical change the lead to long-run growth. As seen 
in the previous sections, the most famous models of the endogenous growth literature 
studied knowledge and the different channels through which it accumulates. 
Nonetheless, I have not discussed the direction and the bias of the technical (and, in 
particular, of the technological change) yet; indeed, in so far, the technical change has 
been assumed to be neutral (e.g., Hicks-neutral), but sometimes it is biased towards 
specific either production factors or agents. 
This different point of view on technological change highlights its discriminant aspect. 
The first economist who studied the direction of technical change was John Hicks in his 
book The Theory of Wages (1932). He argued that relative prices were the key 
determinants that drives the direction of the technological change; therefore, 
technological change is aimed to economize the most expensive productive factor. 
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Nevertheless, important contributions have been also provided by Kennedy (1964), 
Samuelson (1965), and Drandakis and Phelps (1966), who studied the relation between 
the direction of the technological change and factor prices. 
In this section, I am going to present a particular type of bias that affects the technological 
change: the so-called Skill-Biased Technical Change (SBTC) that was proposed and 
further developed by Acemoglu (1998, 2002)44. 
3.5.1. Introduction 
The skill-biased technological change consists of a model developed by Acemoglu (1998, 
2002) in the more general contest of directed technical change. This model has been 
proposed in order to explain why over the past decades the technical progress was skill-
biased, i.e. complemental and productivity increasing towards skilled labour. 
3.5.2. Empirical Evidence on the Technical Change Bias 
It is possible to note that, despite the supply of skills has incremented sharply, the wage 
rate of skills in the U.S. since 1940s has increased as well. 
Nonetheless, if we look at the late eighteen and early nineteen centuries, the same pattern 
occurred for unskilled workers45. 
These facts suggest that the technical change has been driven by skills over the past. 
Indeed, classical theory of labour market says that if the supply of workers increases, then 
the real wages should decrease (or at least not increase); therefore, if we do not observe 
such decreasing, the demand for skilled workers must have raised due to technical 
progresses that has been complemental to unskilled labour first and to skilled labour 
after46. 
3.5.3. The Model 
3.5.3.1. Preliminaries 
Let us consider an aggregate production function 𝐹(𝐿, 𝑍, 𝐴), where L and Z are two inputs 
denoting respectively labour and another productive factor that might be skilled labour, 
capital or land47. The value of A is an index representing the current state of the 
                                                 
44 For the analysis of the skill-biased technical change, I will follow the work of Acemoglu (2002).  
45 The relative supply of unskilled workers increased due to the huge amount of people that, during the 
Second Industrial Revolution, moved from the countryside to cities.  
46 Remember that, in the classical framework, the demand for a productive factor corresponds to the 
marginal product function of the factor itself. 
47 However, in the analysis that follows, it will be assumed to be skilled labour. 
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technology. Therefore, when A increases, then it means that the economy has experienced 
a technological progress. Furthermore, 𝜕𝐹 𝜕𝐴⁄ > 0 will be assumed. 
The technical change is defined as L-augmenting (Z-augmenting) if the production 
function takes the following special form: 𝐹(𝐴𝐿. 𝑍) (𝐹(𝐿, 𝐴𝑍)). 
On the other hand, the technical change is defined as L-biased (Z-biased) if the following 
condition is fulfilled: 
𝜕
𝜕𝐹 𝜕𝐿⁄
𝜕𝐹 𝜕𝑍⁄
𝜕𝐴
> 0 (
𝜕
𝜕𝐹 𝜕𝐿⁄
𝜕𝐹 𝜕𝑍⁄
𝜕𝐴
< 0) 
This is equal to state that a technological improvement leads to a relative increase 
(decrease) of the marginal product of L with respect to the marginal product of Z. 
Acemoglu (2002) created a neoclassical framework in which firms are able to 
differentiate their research expenses in order to develop technologies that are 
complemental to a specific factor; in particular, he borrowed the Romer (1990) 
technological change of horizontal innovation. Indeed, as shown below, technical change 
will be assumed to be an increase in the number of intermediate goods employed in the 
production of the final good. 
First, he focused on the demand of innovations and then, after having introduced the 
innovation possibilities frontier, discussed the supply-side. 
3.5.3.2. The Demand-Side 
Settings 
The consumers’ choices are synthetized by a representative consumer whose preferences 
are described by the following Constant Relative Risk Aversion (CRRA) utility function: 
∫
𝐶(𝑡)(1−𝜃) − 1
(1 − 𝜃)
∞
0
𝑒−𝜌𝑡𝑑𝑡 
Where ρ is the time preference rate and θ is the intertemporal elasticity of substitution48. 
Moreover, the budget constraint of the consumer is: 
𝐶 + 𝐼 + 𝑅 = 𝑌 = (𝛾𝑌𝐿
(𝜀−1)
𝜀 + (1 − 𝛾)𝑌𝑍
(𝜀−1)
𝜀 )
𝜀
(𝜀−1)
 
                                                 
48 Actually, θ is the coefficient of risk aversion, but, since we are in deterministic framework, it is better to 
consider it as the intertemporal elasticity of substitution. 
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Where I denotes investment; R denotes the total R&D expenditure; Y denotes the 
aggregate output that is produced from two goods (produced in perfect competition), YL 
and YZ, with elasticity of substitution denoted by ε, and γ is a distribution parameter that 
determines the relevance of the two goods in the output aggregate production. The 
aggregate production function exhibits constant return to scale. Furthermore, a no-Ponzi 
game condition is imposed. 
The production functions of these two goods are: 
𝑌𝐿 =
1
(1 − 𝛽)
[∫ 𝑥𝐿
𝑁𝐿
0
(𝑗)(1−𝛽)𝑑𝑗] 𝐿𝛽 
𝑌𝑍 =
1
(1 − 𝛽)
[∫ 𝑥𝑍
𝑁𝑍
0
(𝑗)(1−𝛽)𝑑𝑗] 𝑍𝛽 
Where 𝛽 𝜖 (0,1), L and Z are the total amounts of the two types of labour, which are 
assumed to be supplied inelastically. As we can see from the above equations, YL (YZ) is 
an unskilled (skilled) labour intensive good and is produced by implementing unskilled 
labour-complementary (skilled labour-complementary) intermediate goods 𝑥𝐿 (𝑥𝑍); the 
number of the latter intermediate goods is kept constant (for the moment) at the value NL 
(NZ). This assumption is implicitly equivalent, in this case, to assume that the above 
production functions exhibit constant return to scale (as the aggregate one). 
Acemoglu (2002) further assumes that intermediate goods are supplied by profit-
maximizing monopolists that set rental prices denoted by XL and XZ. 
Finally, depreciation is full after the use for the intermediate goods, and their marginal 
production cost is equal to Ψ. 
Equilibrium 
The general equilibrium for this model is a vector of prices of intermediate goods, labour 
and products and of factor choice by the firms (monopolists and product producers) that 
clear the markets and permits the maximization of the objective functions of each firm. 
As in the other models of endogenous growth, innovation is pursued through market 
mechanisms; in particular, monopolists will innovate due to profit incentives. Therefore, 
the monopolists’ instantaneous profit equations are the following49: 
𝜋𝐿 = 𝛽𝑝𝐿
1/𝛽
𝐿, 
                                                 
49 Ψ has been assumed to be equal to β. 
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𝜋𝑍 = 𝛽𝑝𝑍
1/𝛽
𝑍. 
The present value of the monopolists’ profit streams are equal to50: 
𝑉𝐿 =
𝛽𝑝𝐿
1/𝛽
𝐿
𝑟
, 
𝑉𝑍 =
𝛽𝑝𝑍
1/𝛽
𝑍
𝑟
. 
As we can see, the latter equations are just the discounted value of an infinite flow of 
profits equal to the respective instantaneous ones. This means that ?̇? is assumed to be 0, 
i.e. profits are assumed to be constant over time, therefore, no price changes in the future 
periods. 
At this point, it is possible to identify the two effects that Acemoglu thinks to be the key 
behind the technical change bias: 
 The price effect: there is relatively more incentive to invest in innovations that are 
complemental to the type of labour that is intensive in the production of the 
relatively most expensive good. This is due to the positive correlation between VL 
(VZ) and 𝑝𝐿 (𝑝𝑍). 
 The market size effect: there is more incentive to invest in innovations that have 
the larger market. Indeed, since the technology market corresponds to the type of 
workers able to use it, there is more incentive to invest in innovation that are 
complemental to the more abundant type of labour. This is due to the positive 
correlation between VL (VZ) and L (Z). 
Nonetheless, it is possible to note that these effects are opposed. Let us suppose that an 
increase in the relative supply of skilled labour occurs; then, the market size effect pushes 
innovation towards Z-complementary technologies, while the price effect pushes towards 
the opposite direction since the relative price of the skilled labour intensive goods 
decreases51. This is the reason why Acemoglu (2002) is interested in finding whether the 
technical change bias is towards the relatively scarce or abundant type of labour. 
After running the calculations, Acemoglu showed that, in equilibrium, the following 
result holds: 
                                                 
50 Indeed, since Acemoglu (2002) set a dynamic framework, monopolists are focused on their own 
discounted profit functions. 
51 Indeed, if L (Z) increases, then wages in the skilled labour market will decrease and, therefore, the 
marginal cost of the skilled labour intensive good will decrease leading to a decrease of 𝑝𝐿 (𝑝𝑍). 
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𝑉𝑍
𝑉𝐿
= (
𝑝𝑍
𝑝𝐿
)
1/𝛽 𝑍
𝐿
= (
1 − 𝛾
𝛾
)
𝜀
𝜎
(
𝑁𝑍
𝑁𝐿
)
−
1
𝜎
(
𝑍
𝐿
)
(𝜎−1)
𝜎
. 52 
Hence, the relative convenience to invest in technologies that are Z-complementary (L-
complementary) will be positively correlated with the relatively abundance of Z if the two 
factors are gross substitutes (complements). 
The latter equation describes the demand-side of the innovation; indeed, producers in this 
model demand innovation according to the return it pays. As we can note, this model is 
built in a neoclassical fashion and, therefore, the innovation is demanded according to 
market incentives (as in the models presented in the previous sections). 
3.5.4. The Supply-Side 
In this paragraph, I will present the supply-side of the innovation, i.e. the cost of 
innovations. In particular, Acemoglu (2002) refers to it as the “innovation possibilities 
frontier” (Kennedy, 1964). 
While in the previous paragraph we saw that σ plays a fundamental role in determining 
the technical change bias, here we will highlight the role of the state dependence of the 
innovation possibilities frontier. Its degree reflects how future relative cost of innovating 
is related to the current composition of R&D expenditure. 
For this purpose, Acemoglu (2002) assumes an innovation possibilities frontier that takes 
the knowledge-based R&D specification of Rivera-Batiz and Romer (1991). 
Settings 
Acemoglu (2002) assumed that R&D requires the employment of specialized scientists 
(S) whose supply is fixed. In particular, we have that: 
?̇?𝐿 = 𝜂𝐿𝑁𝐿
(1+𝛿)
2 𝑁𝑍
(1−𝛿)
2 𝑆𝐿 , 
?̇?𝑍 = 𝜂𝑍𝑁𝐿
(1−𝛿)
2 𝑁𝑍
(1+𝛿)
2 𝑆𝑍. 
The parameter 𝛿 ≤ 1 represents the degree of state dependence: 
 If 𝛿 = 0, then we have no state dependence, therefore, the amount of resources 
(in this case the number of scientists) employed in the current R&D does not affect 
                                                 
52 Where ε and σ denotes the elasticity of substitution respectively between YL and YZ, and between Z and 
L. In particular, we have that 𝜎 = 𝜀 − (𝜀 − 1)(1 − 𝛽); therefore, the two factors are gross substitutes (𝜎 >
1) only if the two factors are gross substitutes (𝜀 > 1) too. 
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the future cost of innovating: (
𝜕?̇?𝑍
𝜕𝑆𝑍
) (
𝜕?̇?𝐿
𝜕𝑆𝐿
)⁄ =
𝜂𝑍
𝜂𝐿
. Indeed, research in each sector 
generates equal spillover effects in both sectors. 
 If 𝛿 = 1, then we have extreme state dependence, therefore: (
𝜕?̇?𝑍
𝜕𝑆𝑍
) (
𝜕?̇?𝐿
𝜕𝑆𝐿
)⁄ =
𝜂𝑍𝑁𝑍
𝜂𝐿𝑁𝐿
. In this particular case, an increase in NL makes cheaper the production of L-
complementary technologies and there are no spillover effects. 
3.5.5. Balanced Growth Path 
Acemoglu (2002) focused on the existence of a Balanced Growth Path (BGP) such that 
prices of final goods are constant (as before, this imply that ?̇? = 0) and both the 
technologies labour-complementary grow at the same rate (therefore, the ratio 𝑉𝑍 𝑉𝐿⁄  is 
also constant). The clearing market condition is the following: 
𝜂𝐿𝑁𝐿
𝛿𝜋𝐿 = 𝜂𝑍𝑁𝑍
𝛿𝜋𝑍, 
Which leads to the following: 
𝑁𝑍
𝑁𝐿
= (
𝜂𝑍
𝜂𝐿
)
𝜎
(1−𝛿𝜎)
(
1 − 𝛾
𝛾
)
𝜀
(1−𝛿𝜎)
(
𝑍
𝐿
)
(𝜎−1)
(1−𝛿𝜎)
. 
The market clearing condition, simply states that, along the BGP, the profitability of 
investing in Z(L)-complementary technologies must be the same as the one of investing 
in L(Z)-complementary technologies. 
We can see that the correlation between 𝑁𝑍 𝑁𝐿⁄  and 𝑍/𝐿 depends on the value of δ. 
To complete the analysis, Acemoglu provided the growth rate of the economy, g, along 
the BGP: 
𝑔 =
(𝜂𝐿𝜂𝑍𝑆)
(𝜂𝑍(𝑁𝑍 𝑁𝐿)⁄
(1−𝛿) 2⁄
+ 𝜂𝐿(𝑁𝑍 𝑁𝐿)⁄
(𝛿−1) 2⁄
)
, 
Where, 𝑁𝑍 𝑁𝐿⁄  is the equilibrium ratio of the technologies found previously. 
3.5.6. Conclusion 
Acemoglu (2002) concluded that the technical change is affected by two forces: 
 The elasticity of substitution between the two types of labour; in particular we 
have that: 
o If the two factors are gross substitutes, then the technical change is more 
likely to favour towards the most abundant factor, since the market effect 
is stronger than the price effect. 
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o If the two factors are gross complements, then the technical change is more 
likely to favour towards the scarcest factor, since the price effect is 
stronger than the market effect. 
 The degree of state dependence of the innovation possibilities frontier. 
Nevertheless, an increase (decrease) of the ratio 𝑁𝑍 𝑁𝐿⁄  does not correspond to Z(L)-
biased technical change. Indeed, if we consider again the definition of bias technical 
change we note that the relative marginal product between Z and L is equal 
to (𝑁𝑍 𝑁𝐿⁄ )
(𝜎−1) 𝜎⁄ . Therefore, the technical change will be Z(L)-biased due to a Z(L)-
complemental technical change if and only if the two types of labour are gross substitutes. 
Moreover, Acemoglu (2002) states that this model would explain the empirical facts 
presented previously; indeed, an increase of the relative supply of a factor can lead to an 
increase of its value marginal product due to the technical change bias that can favour it.  
The model has other consequences that, in so far, have not been presented formally, but 
that are relevant if compared to the implications of the Risk-Reward Nexus approach (see 
Chapter 3): 
 Technical change leads to income inequality among the workers. Indeed, this 
model foresees that, if technical change is biased towards skilled labour, then 
skilled worker will earn higher wages. Therefore, the state should intervene to fix 
growing inequalities among labour force. As we will see, RRN approach argues 
that inequality is not driven by technical change but by “organization failures” 
(Lazonick and Mazzucato, 2011). Furthermore, this result is true from an 
aggregate point of view, but does not explain inter-industry variations in wages 
for different kind of labour. 
 Technical change is shaped by market incentives such as the price and market 
effects. This is equivalent to state that technological revolutions are just responses 
to those market signals. Nonetheless, this approach underestimates the importance 
of the General Purpose Technologies (GPTs) and how they were born. 
3.6. Conclusion 
In this section, I have discussed the most important and famous neoclassical models. 
In particular, we have seen that the first exogenous models of economic growth, both 
Keynesian and neoclassical, paid much attention to the accumulation of physical capital. 
Indeed, the Harrod-Domar model tried to study the Keynes’s analysis in the long run and 
focused on the adjustment mechanisms between planned investments and savings and on 
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the effects that this could have on the stability of the economic system and its capacity of 
achieving the full employment (Giordani and Zamparelli, 2007). At the same time, the 
Solow model developed its theory through the analysis of the allocation of scarce 
resources, given the production methods; hence, the introduction of an exogenous growth 
rate was required. 
Nonetheless, the failure of those models to explain the stylised facts lead to the origin of 
the endogenous growth stream (new growth theory); therefore, as representative of the 
latter stream of research, I have discussed the Arrow, Lucas, Romer, and Aghion and 
Howitt models. 
As opposed to the Solow model, the endogenous growth theory considered the growth 
rate of technological progress as the result of the economic agents’ decisions whose 
behaviour is described by the model itself. In particular, we may observe the following 
characteristic of the neoclassical growth models: 
 Technology is treated as information; 
 The state must intervene only for correcting market failures (the so-called 
“market-fixing” approach) and using market-oriented policy tools that are: 
o Incentives and improvements of research; 
o Incentives to education and improvements of education/schooling 
productivity; 
o Creation of monopolies (through, for instance, patent systems)53; 
Technology as Information 
In the neoclassical growth models, technological knowledge and change are treated as a 
tradable commodity. The latter point of view is equivalent to the one in which technology 
is considered as mere information (Kylaheiko, 1997). As we will see in the next section 
dedicated to the evolutionary economics foundations, Nelson and Winter (1982) 
suggested the metaphor according to which, in the neoclassical framework, technological 
knowledge may be codified in a blueprint book. The latter point, as further debated in 
their work, constitutes one of the core critiques of evolutionary economics to the 
neoclassical one. This characterisation of technology completely ignores many other 
aspects, which I will discuss in the next section. 
                                                 
53 This is valid, however, only for the so-called R&D innovation models, i.e., in the previous review, the 
Romer and Aghion and Howitt models. 
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Considering technology and its change as information gives the result of making 
technology as a public good that firms can use and reproduce it (Dosi, 1997). These 
considerations are central in the neoclassical growth approach and constitutes the 
ideological pillar of some of the policy recommendations that are summarised in the next 
paragraph. 
Market-Oriented Policy Approach 
As seen in all the neoclassical growth models, state role is not completely neglected; 
indeed, the social planner should make the economy achieve a growth rate that correspond 
to the social optimum. The equilibrium growth rate usually falls short of the latter social 
optimum one, therefore, the state must intervene in order to bridge the gap. In particular, 
the following policies are strongly recommended for increasing the equilibrium growth 
rate: 
Incentives and improvements of research 
In the R&D models, it is evident that any increase in the productivity of the research; this 
objective can be achieved through investments in infrastructure (such as labs) and 
networks among researches. Increasing the accumulation of technological knowledge 
always leads to a permanent increase of the equilibrium growth since technical change is 
the engine of economic growth. 
Incentives to education and improvements of education/schooling productivity  
An increase in the accumulation of human capital among the workers always increase the 
equilibrium growth rate. Indeed, in particular in the human capital models, the increase 
in the accumulation of human capital enhances, in turn, the productivity of the labour 
force and of the physical capital too. Moreover, in the R&D models, the stock of human 
capital is directly related to the accumulation of technological knowledge, since it is a 
component (factor) of the blueprint production function. 
This objective can be achieved through incentives to education and schooling in general 
such as subsides for students and the creation of scholarships for the worthiest students. 
Moreover, investment in infrastructures such as schools, universities make the 
schooling/education more intensive and effective, resulting in a higher accumulation of 
human capital. 
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Creation of monopolies 
The first economist who firstly proposed the connection between monopoly and growth 
was Joseph Schumpeter (1934, 1939). Since then, a large literature developed a vast and 
long debate about the effects of competition, and therefore the best innovation policies 
that permit, on economic growth. 
Indeed, the supporters of economic competition state that it is the competition that creates 
the ideal environment for firms’ innovation, while the opponents state that firms’ 
innovation is driven by the expectation of the innovation rents. Although its age, the 
debate about the competition effect puzzle is still such alive and not fully solved to lead 
Aghion and Griffith (2005) to write a specific book about it. In this section, I will present 
these two different (but still neoclassical) views of the competition/monopoly effect. As 
we will see the differences between the two approaches is not as sharp as the name 
dichotomy would suggest. In particular, the today monopoly-side literature (here 
presented) is much more a hybrid convergence of the both orthodox competition and 
monopoly literature. 
Competition Effects 
One of the first economist that tried to reconcile competition growth effect was Hart 
(1983) who developed a model where competition enhances productivity growth due to 
the existence of some managers’ agency problems. Aghion et al. (1999) further expanded 
the model and showed the impact of competition on innovation as well. These results 
have been later testes by many empirical works (Nickell, 1996; Nickell et al., 1997; 
Grosfeld and Tressel, 2002) leading to some contradictory findings. 
In the recent years, a new stream of research developed; in particular, it tries to establish 
a direct relationship between perfect competition and growth. These authors (see the work 
of Boldrin and Levine, 2002) suggest that technological knowledge spillover is 
significantly costly. This means that there are some non-marginal transfer costs that 
prevent the immediate diffusion of knowledge once it has been created. In this way, 
knowledge is not anymore a pure and perfect public good and the existence of some 
(temporary) competitive rent is allowed. Therefore, the extra-profits required for firms’ 
innovation to occur are present and perfect competition does not prevent any R&D 
investment. The conclusion is then that neither monopolies nor patent systems are 
necessary for innovation to occur. 
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Monopoly Effects 
Before attempting to deal with the importance of monopoly policies for innovation, it is 
important to distinguish two different concepts: the pre- and post-innovation rents. Since 
the basic modules of microeconomics, all the students have learnt that monopoly power 
provides some extra-profits or rents. In this kind of literature, there has been a distinction 
between the rents before the occurrence of innovation and the one after the occurrence of 
innovation itself. To illustrate the issue, I will borrow the example reported in the Aghion 
and Griffith (2005, pp. 13-14) book Competition and Growth. Let us suppose that there 
is a market of a certain good that is currently dominated by a monopolist, but, at the same 
time, threatened by a potential entrant. The entrance of the latter firm in the market 
depends on the innovation: if the potential entrant innovates and the monopolist not, then 
a duopoly will be established, otherwise things will not change. We are interested in the 
monopolist innovation convenience: its profits will be denoted by 𝜋𝐷 if the other firms 
enters in the market; otherwise they will be denoted by 𝜋𝑀. Therefore, in this example, 
𝜋𝑀 and 𝜋𝐷 represent respectively a measure of the pre-innovation and post-innovation 
rents. Antitrust policies, aimed to increase competition, will decrease the pre-innovation 
rents, while patent system policies, aimed to decrease competition, will increase the post-
innovation rents. Hence, the two policy instruments are not in conflict but, as Aghion et 
al. (2013) suggested, complemental. If we take the difference between post- and pre-
innovation rents, we obtain the so-called net innovation rent (Aghion et al., 2013); this 
rent consists of the main driver for innovation to occur and the main incentives for firms 
to invest in R&D for innovation and productivity growth. The most paradoxical aspect of 
this approach is that innovation is just an instrument, available for firms, to escape from 
competition. 
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Chapter 2 
Evolutionary Economics 
1. Introduction 
As already seen in the section dedicated to the Solow model, Solow himself once defined 
as crucial an assumption that has a significant impact on the results of a certain model. 
Paraphrasing Robert Solow, I would say that the set of the core assumptions and the 
approach of the neoclassical economics are crucial for the result (especially the policy 
implications) obtained and that changing those pillars would lead to different results. Due 
to the rejection of the improbable assumptions of the neoclassical economics concerning 
the maximising behaviour and perfect rationality of agents, the characterisation of the 
uncertainty, and the perspective on technology and institutions, another approach rose: 
the Evolutionary Economics. 
Evolutionary Economics is a stream of research that has grown a lot during the last two 
decades (for a bibliometric study, see Silva and Teixeira, 2009). Since the core part of 
this dissertation consists of presenting the Mazzucato’s perspective, and the latter is 
developed in the evolutionary context, it is noteworthy to present here the evolutionary 
approach. 
The evolutionary approach has a completely different perspective on economics and 
economic growth with respect to the neoclassical one, making it one of the most important 
heterodox economic schools54. Nonetheless, Hodgson, one of the most prominent 
evolutionary academic, states that, in the history of economic thought, the term 
“evolution” has applied to many different contests, even widely different from each other 
and, therefore, used for calling different approaches. Nevertheless, some common themes 
characterise all those approaches and I will focus on them in the analysis that follows. 
Specifically, in the second section, I will briefly present how evolutionary economics was 
born, discussing its classical antecedents, and its further evolutions, focussing on the 
fundamental contributions of Joseph Schumpeter and Nelson and Winter. In the third 
section, I will discuss the main differences between neoclassical and evolutionary 
approaches. In the fourth section, I will present the evolutionary perspective on the 
economic growth, focussing on the role of technology and institutions, highlighting the 
                                                 
54 Giving rise to the Complexity Economics economic school of thought. 
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importance of the State, which will be deeply studied in the next chapter. Finally, in the 
fifth section. I will draw the conclusions and the most important policy recommendations. 
2. Evolutionary Economics in the Economic Thought 
2.1. The Birth of the Evolutionary Economics and the Schumpeter’s 
Contribution 
The first economist who talked about “evolutionary economics” was Thorstein Veblen 
(1898) in his work “Why is Economics Not an Evolutionary Science”. As described by 
Hodgson (1998), Veblen’s approach has been affected by many scholars during his 
academic life (such as Spencer and Marx), but, according to him, the Darwinian rejection 
of teleology set the basis for a “post-Darwinian” economics school of thought. In 
particular, Veblen (1901) believed that a Darwinian approach in economic science could 
address “the origin, growth, persistence, and variation of institutions” (Veblen, 1901, p. 
265). Therefore, he suggested a parallelism between selection mechanisms on organisms 
in nature and on institutions in society (Camic and Hodgson, 2011). 
Even if Veblen was the first to introduce the term “evolutionary economics”, other 
previous economists can be seen as antecedents of this school of thought; many authors 
(see Clark and Juma, 1988; Nelson, 2002) have indeed made the remark that classical 
economists were in part evolutionists. 
Adam Smith has been maybe the first economist whose thinking involved some 
evolutionary principles; indeed, in his famous work “The Wealth of Nations”, Smith 
(1776) suggested that labour specialisation was the key for understanding the economic 
growth. According to him, specialisation was the driver of knowledge accumulation and 
the latter was “limited by the extent of the market” (Smith, 1776). However, his proto-
evolutionary thinking may be recognized in his analysis about the combined evolution 
between physical technologies (see section four) and labour organisation. 
Another famous classical economist, whose theories presented some evolutionary traces, 
is Alfred Marshall. Indeed, Marshall adopted a Darwinian gradualism (Clark and Juma, 
1988), according to which, the economy evolves gradually without sudden 
discontinuities. 
Given the above economists, the first most important evolutionary economist that 
influenced this stream of research is Joseph Alois Schumpeter. In his main work 
“Capitalism, Socialism, Democracy”, Schumpeter (1942) recognized the evolutionary 
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characteristic of capitalist process. He denied the static nature of capitalism and strongly 
stated its dynamic one (this is one of the main aspect of evolutionary critique); this 
dynamic aspect is caused by both the continuous evolution of social and natural 
environment and the continuous innovation that affects the entire economy. 
Moreover, borrowing a term from the biological context, Schumpeter is the first 
economist that adopted an “organic”55 view on capitalist economies. Therefore, he was 
one of the first to admit that economic system is characterised by disequilibrium states 
and the latter disequilibrium is due to the creative destruction process fostered by 
entrepreneurs. Indeed, in the Schumpeterian analysis, the entrepreneur is the key to 
understand the dynamics of the capitalist system. 
As already said, innovation is the core of economic growth; nonetheless, entrepreneurs, 
due to their research activities, foster innovation and, in turn, each innovation makes the 
old products and processes obsolete (they are destructed). 
Therefore, Schumpeter thought that innovation, even if destructing, is able to make grow 
and evolve the economic system and to keep it in a continuous disequilibrium state. 
2.2. The Contribution of Nelson and Winter and Further Developments 
The most important contribution in the evolutionary economics literature is represented 
by “An Evolutionary Theory of Economic Change”, edited by Nelson and Winter (1982). 
The particularity of their approach consists of providing an alternative vision of the 
organisational behaviour. In particular, in their revolutionary work they highlighted to 
role of organizational routines in the economic growth process. 
Therefore, borrowing many ideas from the most famous organisational academics such 
as Cyert, March, Simon, Williamson, and others, Nelson and Winter set a parallelism 
between the concepts of skill and organisational routine; this implies that routines are for 
organisations (firms) the same as skills for individuals (defined as “capability for a 
smooth sequence of coordinated behaviour that is ordinarily effective relative to its 
objectives, given the context in which it normally occurs”, p. 73). The latter concept is 
core in their analysis since they stated that the term routine could refer to a big set of 
organisational activities, defined as regular and predictable firm behavioural patterns. 
                                                 
55 The organic vision is distinguished from the mechanistic one for what concerns the behaviour of 
economic systems. Indeed, as Clark and Juma (1988) pointed out, a mechanistic vision implies the 
economic system can be explained in terms of quantifiable and stable ‘equilibrium’ relationship between 
its parts, while an organic vision implies that the economic system is complex and its properties are in 
continuous evolution, due to the interactions between its parts, and ‘disequilibrium micro-states’. 
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According to their view, routines have in each organisation the following functions: 
 Organisational Memory (cognitive dimension): a consistent share of the 
organisations’ memory is coded in routines; indeed, they compose part of the 
organisations’ problem-solving repertoires. 
 Truce (motivational dimension): routines are also operations that involve the well-
known intraorganisational conflicts. In particular, routines have the role of control 
mechanisms that prevent some member of the organisation to pursue his own 
interests. In this, routines act as controller of conflicts among the organisational 
members. 
 Target (Control, Replication, and Imitation): in some cases, keeping a routine that 
is running smoothly might be very difficult. Hence, managers have to try to deal 
with the actual or threatened disruption of the routine itself. Since for every 
successful organisation is crucial to maintain the successful routines (the target 
routines), firms have to imitate the best routines for competing on the markets. 
Nonetheless, since routines are not coded in books or manuals, if there are some 
problems with the imitation, it might be very difficult for the organisation to 
remedy. 
After having defined in detail the concept of organisational routines, Nelson and Winter 
discussed their importance in the (evolutionary) economic change process. Indeed, 
according to Nelson and Winter’s view, routines are kind of “biological genes” for 
organisations and are heritable and selected by the external environment56. The latter 
point is much important since underlines the evolutionary aspect of their approach; 
indeed, only successful routines survive and the organisations that want to survive as well 
must adequate to the environment. Hence, economic change involves the selection of the 
most appropriate routines. 
After 1980s, evolutionary economists have then focused on studying the impact of 
technological (see Dosi et al, 1988) and institutional (see Nelson and Sampat, 2001) 
factors on economic growth. Furthermore, they deeply analysed the role of policies for 
innovation focussing on themes not considered by the neoclassical growth theory (see 
below). 
                                                 
56 This is a kind of Lamarckian heredity of genes (routines). 
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3. The Evolutionary Critique to the Neoclassical Approach 
The evolutionary approach critiques to the neoclassical one are summarized in the works 
of Nelson and Winter (1982, 2002) and Nelson (2008). In particular, they identified four 
aspects that distinguish the previous approaches: the theory of firm and of production, the 
behaviour of individuals and of organizations, the concept of uncertainty, and the one of 
equilibrium. These topics are fundamental for both approaches since their different 
interpretations underpin these two school of thought. 
As we will see, the importance of this critique is key for better understanding the 
Mazzucato’s approach that follows. 
In this section, I will discuss each topic already listed, providing both the neoclassical and 
evolutionary views on them. Furthermore, I will also present a model of industrial 
dynamics provided by Nelson and Winter (1982) in which it will be possible to note the 
difference in modelling between the two approaches. 
3.1. The Theory of the Firm and Production 
Firms and their behaviour are not considered in the same way by the neoclassical and 
evolutionary approaches. 
Two aspects characterises the theory of the firm and production in the neoclassical 
approach: the production set and the maximization of profits. 
Neoclassical economists assume that firms are continuously involved in choosing a 
determined amount of inputs and outputs, given their prices observed in the markets. In 
particular, firms face a set of alternatives, composed by vectors of inputs and output all 
known by the firm and perfectly feasible, over which they have to select one option; this 
set of alternatives is known as the production set (Debreu, 1959, p. 38). The production 
set of the j-th firm is defined as the set of all the vectors representing different 
combinations of inputs and output that the j-th firm can perform (Mas Colell, 1995); it 
consists of an implicit formalization of the capabilities and knowledge of the firm (Arrow 
and Hahn, 1971, p. 53).  
Furthermore, neoclassical approach also provides the criteria used by firms in order to 
choose the most suitable alternative: the maximization of profits. As well described in 
every economic textbook, the objective of firms is the maximization of profits (given 
some constraints) and firms that are not able to achieve this result cannot survive in a 
market economy (Friedman, 1953, p. 22). The mechanisms of competitions makes the 
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demand equal to the supply in the firms’ sector and, hence, the paths of output, inputs, 
and prices are just realizations of equilibrium positions depending upon output demand, 
inputs supply and technological changes (Nelson and Winter, 1974). 
Therefore, neoclassical approach distinguishes sharply how firms know to do and how 
they know to choose (Nelson and Winter, 1982). 
The evolutionary approach, leaded by Nelson and Winter (1982), criticizes the 
conceptualization of the production set, since the nature of the knowledge embodied in it 
is not clearly defined. 
According to Nelson and Winter (1982), in the neoclassical view, the concept of 
knowledge can be synthetized by two metaphors: the one of “blueprints” and the one of 
the “chief engineer”: 
 Blueprints (see below): neoclassic economics seems to interpret knowledge as 
stored in a blueprint book where all the information about production processes 
are filed. Of course, this idea falls short of being realistic since blueprints are just 
a description of the results and not a guide of instructions (as production processes 
require). Moreover, firms would not be able to keep a register of all the possible 
activities they could do due to the high costs involved. 
 Chief engineer: this idea concerns the existence of a chief engineer that would 
possess all the knowledge required for the activation of the production processes. 
Even this idea is much improbable since does not take into account the fact that 
knowledge is an attribute of the firm as a whole and not of a single individual57. 
Moreover, the production set approach implies that the organising capabilities of firms 
are completely embodied in the inputs, without recognizing their role. 
The production set defines the production processes that are technically possible and the 
ones that are not; nevertheless, evolutionary approach argues that there is no sharp 
discontinuity between them due to employees’ learning by doing and “forgetting by non-
doing”58, R&D, exogenous factors, etc. Therefore, it emerges that production set is 
continuously evolving and has no clear discontinuity. 
Finally, in the neoclassical approach, production sets are given for each firm in the 
economy, implying that knowledge spillovers among firms are completely absent. 
                                                 
57 There is a kind of organisational knowledge. 
58 It derives from the lacking performance of tasks by the employees. 
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As seen above, Nelson and Winter (1982) provided a different point of view on the 
knowledge of individuals and firms. 
However, even if we assume that the production set formalization of firm’s knowledge is 
correct, the profit-maximization argument is subject to two different critics: profit as the 
only one objective of firms and maximisation behaviour of firms’ management. 
 Firms’ objective: as highlighted by Cyert and March (1963), Williamson (1973), 
and the literature about the organisational behaviour, firms are first of all 
organisations. Therefore, firms’ behaviour is the result of intraorganisational 
conflicts among the different participants at the organisation life. 
This is the reason why, according to Cyert and March (1963), identifying an 
objective function is not possible and firm behaviour is the result of a bargaining 
process inside the firm itself. For instance, managers may be interested in the 
firm’s size due to the prestige that it confers to them (the Managerialism school 
of thought investigates the managers’ interests); for instance, this may lead to 
conflicts between management and owners. 
Therefore, actual behaviour is a “quasi-resolution of conflicts” (Nelson and 
Winter, 1982) among firm’s stakeholders. 
 Maximisation behaviour: organisations are composed by individuals and, 
therefore, former ones inherit from the latter ones the bounded rationality. Even 
if I will deeply discuss the rationality argument in the next paragraph, it is 
noteworthy to anticipate here that a maximising behaviour requires a perfect 
rationality; indeed, firms’ decision makers must be able to know all the necessary 
information and to process it. This involves two problems: information is not 
costless and always accessible, hence firms cannot have a clear understanding of 
the environment, and business managers are not supercomputers able to process a 
massive amount of information even when available (for a detailed analysis of the 
perfect rationality topic, see the next subparagraph).   
3.2. Bounded Rationality 
Rationality can be defined as the coherence of an individual’s behaviour with respect to 
his values and objectives (Costa and Giubitta, 2008, p. 38).  
Neoclassical approach assumes that individuals are perfectly rational, i.e. individuals 
correspond to the homo oeconomicus, firstly defined by John Stuart Mill. Specifically, 
rational individuals: 
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 Have univocal and stable preferences over a set of alternatives; 
 Have a clear and complete knowledge of the set of alternatives; 
 Are able to optimize the above preferences over the set of alternatives. 
Nonetheless, real people do not behave according to these propositions. Many studies 
documented the failure of individuals’ perfect rationality such as the work of Kahneman 
and Tversky (1979). 
In particular, individuals cannot have a perfect knowledge of all the possible choices they 
can undertake, since information is not always available and is costly; preferences are not 
stable over time and cannot describe the actual individuals’ behaviour. This is why Simon 
and March (1958) introduced the concept of bounded rationality. This type of rationality 
contradicts the propositions that characterise the perfect rationality and recognizes agents’ 
cognitive, computational, and mnemonic limits. Therefore, they are not able to run the 
optimal choice due to their cognitive biases59. 
Simon (1976), however, did not believe that human behaviour is irrational and that agents 
behave according to suboptimal criteria; therefore, he introduced the concept of 
procedural rationality. The latter concerns how agents make their choices in situations 
where they have no perfect information and limited capacity to process it (Moss, 1999). 
For this purpose, Simon substituted the concept of maximising criterion with the 
satisficing one. Therefore, when an alternative satisfies a threshold, called aspiration 
level, then agents will choose that alternative. Therefore, even if individuals have not a 
maximising behaviour, they still have a bounded (and procedural) rationality; their 
choices will not be selected according to a mathematical-maximising criterion, but instead 
a satisficing one (Rizzello and Spada, 2011). 
This discussion about individuals’ rationality has a big impact on organisational 
behaviour too. 
Indeed, the above discussion applies for organisations as well, since they are composed 
by individuals. Therefore, organisations are not perfectly rational as the neoclassical 
approach assumes. 
It is important to understand that, inside organisations, decisional processes are created 
in order to economise bounded rationality (Costa and Faccipieri, 1980). Decisional 
                                                 
59 For a better understanding the role of cognitive biases in the behavioural economics see the work of 
Kahneman and Tversky et al. 
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process is defined as a concatenation means-goals, where chasing a determined goal 
becomes the mean for chasing a following goal (Costa and Giubitta, 2008). 
Even if, as discussed in the first section, many organisations’ actions do not come from a 
deliberation (decision) process (such as organisational routines), some actions actually 
do. Therefore, Nelson and Winter (1982) suggested that an improvement in such 
deliberation process cannot be detected by standard neoclassical tools and are not 
considered at all. Indeed, recognising that different organisations have different 
decisional processes permits to understand why organisations sometimes undertake 
different actions. This is the reason why, the neoclassical approach fails to describe how 
organisations actually behave. 
3.3. Uncertainty 
In modern languages, it is not so unusual to meet words that are homonym; the meaning 
is however detectable by looking at the context. 
As well as these kind of words, the word ‘uncertainty’ has different meanings when 
embodied either in the neoclassical or in the evolutionary context. 
Mainstream economics treats uncertainty as a measurable magnitude. Specifically, it tries 
to measure uncertainty in terms of probability distribution function, implicitly assuming 
that an ergodic60 stochastic process underlies the entire economy (Davidson, 2002). Paul 
Samuelson identified the latter statement as the ergodicity axiom and indicated it as a 
necessary condition for the scientific method in the economic science research. 
The evolutionary approach, as opposed to the neoclassical one, embraces the distinction 
between risk and uncertainty provided by Frank Knight (1921) (further accepted by 
Keynes and the Post-Keynesian school). Indeed, as highlighted by Knight (1921, p.233) 
himself, risk (Knight sometimes refers to risk as “measurable uncertainty”) refers to a 
situation in which outcome follows a known distribution, while uncertainty refers to a 
situation in which it is not possible to forecast the outcome due to its unicity. Therefore, 
this view rejects the ergodicity axiom and the idea that the occurrence of each possible 
future state of the world can be associated to its probability of realization. 
                                                 
60 Ergodicity is used in mathematics to describe a dynamical system that keeps the same “behaviour” 
averaged over time (Walters, 1982). 
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The difference in the interpretations of the two approaches is not marginal. In a certain 
sense, risk and uncertainty are synonyms in the neoclassical context, while in the 
evolutionary one are not. 
Of course, the impact of this disagreement might be applied in many economic branches 
(such as the financial economics), but the one we are interested in is the growth 
economics; in particular, we are interested in the innovation and the technological 
progress. 
As seen in the chapter dedicated to the neoclassical growth models, innovation and 
technological progress have been formalized either in a deterministic framework (e.g., 
Romer, 1990) or in stochastic framework (e.g., Aghion and Howitt, 1992). The example 
of Aghion and Howitt (1992), in particular, shows that neoclassical approach treats 
technological progress as a risky process, where firms that make R&D expenditures can 
calculate the probability of experiencing an innovation. 
This view is totally rejected by evolutionary economics and, as we will see in the next 
chapter, in particular by Mazzucato (2013). She states that innovation has the peculiarity 
of being intrinsically uncertain (in the Knightian fashion) and this underpins the failure 
of the market mechanisms to radically (see next paragraph) innovate. This is the reason 
why the State must intervene in the innovation process. 
3.4. Equilibrium vs Disequilibrium 
The last difference that I would like to analyse here concerns the different role that 
neoclassical and evolutionary approaches ascribes to the concept of equilibrium. 
If we go back to the first chapter, where I have presented the most relevant neoclassical 
growth models, we can observe that there is always a section dedicated to the study of 
equilibrium. In some cases, this is not fortuitous since the respective authors explicitly 
make some assumptions aimed to guarantee the existence of an equilibrium state61. Those 
examples perfectly clarify the importance of equilibrium for neoclassical theory; it is 
always interested in finding equilibrium paths since it assumes that economy can be 
represented by equilibrium relationships. Therefore, this explains why neoclassical 
economists are not much interested in the transition phases of economy. Equilibrium 
states are the only important aspects to study. 
                                                 
61 In particular, it is sometimes explicitly assumed decreasing or at most constant return to scale only for 
assuring to have an equilibrium long-run growth rate. 
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Evolutionary economics has a different point of view: disequilibrium pervades the 
economy. Indeed, as in Schumpeter, the economy is seen as in continuous evolution due 
to technological and institutional (see below) innovation and, therefore, in continuous 
disequilibrium (it has an “organic” view). In this framework, transitional phases acquire 
a lot of importance since economy continuously is in those phases and can lead it towards 
unexpected states. 
3.5. Nelson and Winter Model 
One of the first and most famous growth models available in the evolutionary stream of 
thought is the one of Nelson and Winter (1982). This model represents one of the first 
attempts that has tried to answer to the question: Which market structure creates more 
incentives for increasing the innovation rate? 
Furthermore, this model perfectly shows the differences between the neoclassical and the 
evolutionary perspectives. 
Nelson and Winter (1982) built a model aimed to tackle the topics about the firms’ 
concentration in industrial sectors and about the selection processes. 
Assumptions 
The assumptions of this models underline the difference between the neoclassical and the 
evolutionary approach. Indeed, firms, which are the agents object of this model, are 
characterised by bounded rationality and do not behave according to the well-known 
neoclassical maximisation rule. Indeed, their behaviour is affected by organisational 
routines, already discussed above. In particular, firms behaves according to three different 
rules concerning: 
 Productive capacity exploitation; 
 Investment policy; 
 R&D policy: it is in turn divided in innovation policy and imitation policy 
Moreover, the following simplifying assumptions are made62: 
 All firms decide to fully exploit their productive capacity; 
 All firms produce the same kind of output; 
 Technical coefficients of the production are fix; 
                                                 
62 These assumptions are of course strong, but my purpose is only to show the differences in modelling 
between the neoclassical and the evolutionary approaches. 
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 Each firm i may be characterised at time t by the following variables (Kit, ait), 
where Kit denotes the physical capital stock and ait denotes the capital 
productivity. 
Hence, the output of the firm i at time t will be: 
𝑥𝑖𝑡 = 𝐾𝑖𝑡 ∗ 𝑎𝑖𝑡 
Decisional Rule Innovation Policy (jit) 
Firms have a probability of extracting a certain productivity level from a given log-normal 
distribution centred around the logarithm of the latent productivity at at time t equal to: 
𝐾𝑖𝑡 ∗ 𝑗𝑖𝑡 
The latent productivity at each time period represents the maximum productivity level 
that can be achieved given the technology at the corresponding time. 
Decisional Rule Imitation Policy (zit) 
Firms have a probability of extracting a certain productivity level from the distribution of 
the other innovative firms at time t equal to: 
𝐾𝑖𝑡 ∗ 𝑧𝑖𝑡 
It is possible to note that, at each time, the probability either to generate or to imitate an 
innovation is proportional to the amount of capital invested. Hence, this is equal to affirm 
that large firms have an higher probability to enhance the productivity of their capital at 
each time period. 
The Model 
The global output of the industry at each time period t is equal to: 
𝑋𝑡 = ∑ 𝑥𝑖𝑡
𝑖
 
Furthermore, the demand function is equal to the following: 
𝑃𝑡 = 𝑆/𝑋𝑡, 
Where S is a constant and P the price  (depending on the quantity of the output produced). 
As we can note, this demand function has a constant elasticity equal to one. 
As opposed, the unitary cost of production is equal for each firm at time t to: 
𝑇𝑖𝑡 = 𝑁/𝑎𝑖𝑡, 
Where N is a constant that depends on the depreciation rate of capital, interests paid, and 
other inputs costs. 
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Decisional Rule Investment Policy 
As seen above, the question addressed by this model concerns identifying the factors that 
affect the innovation rate. The answer derives from the comparison of both the individual 
firm mark-up and ratio between price and unitary cost. 
The mark-up of each firm is defined as follows: 
𝑚𝑖𝑡 = 𝑒/(𝑒 − 𝑞𝑖𝑡), 
Where e denotes the perceived elasticity and qit the market share of the firm i at time t. 
If 𝑃𝑡 = 𝑇𝑖𝑡 ∗ 𝑚𝑖𝑡, then the firm i will invest the amount Id,it at time t. Therefore, the amount 
of capital at the following period t+1 is equal to: 
𝐾𝑖𝑡+1 = (1 − 𝑔) ∗ 𝐾𝑖𝑡 + 𝐼𝑑,𝑖𝑡, 
Where g denotes the depreciation rate of capital. 
Model Results 
Due to the stochastic nature of this model, in order to obtain some results, simulations are 
requested. In particular, other assumptions about the number of firms and their initial size 
and productivity levels are needed. 
Nonetheless, the crucial parameters that will be varying according to the simulation are: 
 Productivity (both latent and idiosyncratic); 
 Perceived elasticity; 
 Decisional rule for innovation; 
 Decisional rule for imitation. 
It could be shown that: 
1. An higher level of productivity63 in the industry at the final period is observed 
when there is an higher concentration of firms. 
2. Imitating is not difficult when the industry is highly concentrated and the 
(exogenous) latent productivity does not grow sharply. Furthermore, imitating is 
easily undertaken when the appropriation rate is low for innovative firms and the 
size of imitating firms is high. 
                                                 
63 Defined as ration between average productivity in the industry and latent productivity at the final period. 
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3. Finally, it is possible to note that the investments undertaken by firms depend on 
the characteristics of their routines and, therefore, are affected by an idiosyncratic 
components. 
4. The Evolutionary Perspective on Economic Growth 
One of the most important feature that characterizes the evolutionary economics concerns 
the role that both economic and non-economic factors play in the economic growth 
process. In this, the evolutionary approach differs from the neoclassical one that limits its 
attention only to economic factors such as investment in R&D, and in physical and human 
capital. 
In particular, evolutionary economics states that economic and non-economic factors 
interplay in the economic growth process and are not susceptible of any sharp distinction 
(Verspagen, 2000). This is evident if we consider the so-called “domains” in which many 
evolutionary authors have characterized the social system such as the techno-economic 
and socio-institutional domains and the technology, economy, and institutions domains 
identified, respectively, by Perez (1983) and Dosi (1984). 
For expositive reasons, I will discuss separately the role of technology and institutions 
(focusing on the State) in the next two paragraphs, but it is worth to remember that this is 
not the same as admitting any dichotomy between them. As said above, the contribution 
of each of them on the economic growth cannot be discussed without the other one. 
4.1. Technological Progress and Innovation 
Many definitions of technology have been provided. One of them states that technology 
is a vast research sector that concerns the application and the use of technical instruments, 
i.e. everything (scientific knowledge included) that can be applied to the resolution of 
practical problems, to the optimization of processes, to the decision making, and to the 
choice of strategies aimed to certain objectives (Treccani, 2016). 
Nonetheless, for the discussion that follows, the Dosi’s (1982) one is the most suitable: 
the technology is “a set of pieces of knowledge, both directly ‘practical’ (related to 
concrete problems and devices) and ‘theoretical’ (but practically applicable although not 
necessarily already applied), know-how, methods, procedures, experiences of successes 
and failures and also, of course, physical devices and equipment” (Dosi, 1982). 
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Evolutionary economics has always attempted to provide a description to the nature and 
the causes of technology, due to its great importance for the growth process (OECD, 
2000). 
Therefore, I will firstly discuss the nature of technology in the evolutionary perspective 
(Dosi and Nelson, 2010) and then introduce the concepts of technological paradigm and 
technological trajectory (Dosi, 1982). After having presented the nature of technology in 
the evolutionary approach, I will present the demand-pull and technology-push 
approaches; these theories has tried to identify the causes of the innovation, even if, as 
shown below, a combination of them is the most appropriate approach. 
4.2. The Nature of Technology 
As we have already seen in the first chapter, neoclassical economics has a very 
unidimensional view about the nature of technology: it is treated as mere information and 
economically equal to a public good. Nonetheless, evolutionary economics has tried to 
provide a more suitable description of the nature of technology that includes all its 
aspects. The probably most famous and complete work that summarises this approach is 
the one of Dosi and Nelson (2010) contained in the Volume 1 of the book Economics of 
Innovation (Hall and Rosenberg, 2010). In their work, Dosi and Nelson analysed four 
different (but at the same time complemental) aspects of the nature of technology: 
 Technology as information; 
 Technology as recipes; 
 Technology as routines (already discussed in the introduction); 
 Technology as artefacts. 
Technology as Information 
When I discussed the characterisation of technological knowledge in the neoclassical 
approach, I did not state that it was wrong, but simply reducing, incomplete. Indeed, as 
noted by the title of this subparagraph, evolutionary economics as well recognises the 
technological knowledge as information. Nonetheless, there is no perfect matching 
between these two views as comes from the following discussion. 
Dosi and Nelson (2010) identified four points of contact between technological 
knowledge and information (they are more or less corresponding to the ones identified by 
the neoclassical approach): 
 Technology is a nonrival good in use; 
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 It is a indivisible good; 
 Technology, such as information, has (relatively) high up-front generation costs 
as compared to the utilisation ones; 
 Technological knowledge embeds an increasing return of scale property coming 
from its intrinsic characteristics. 
Technology as Recipes 
Technology, as observable also in the definitions provided before, includes methods and 
procedures aimed to the realisation of a certain output. Hence, the set of procedures 
necessary in order to achieve the final output (i.e. the recipe) is technology itself. This 
view is nontrivial since it is not equivalent to the neoclassical black box representation of 
output as function of the list of the inputs. Indeed, the recipe intended here embeds tacit 
aspect of knowledge that cannot be codified in a blueprint. Furthermore, every process 
involve the contribution of tacit knowledge non-codified. The latter point has evident and 
heavy implications since contradicts the neoclassical representation of the production 
function (Nelson and Winter, 1982). This discussion about the importance about “the 
ways of doing things” is key when I will later discuss the concept of the “social 
technologies” (Nelson and Sampat, 2001). 
Technology as Artefacts 
As seen above, technology might be seen as recipe but, at the same time, evolutionary 
economists suggest the interpretation of technology as artefacts (i.e. the final output of 
the recipes themselves) complemental to the previous one. This aspect is very useful for 
economists since it permits to track the techno-economic characteristics of final output 
(called by Dosi and Nelson as the “hedonic” dimension of product innovation) and inputs 
in general (equipment such as physical capital). 
A recipe already includes a concept of the final output, but it is only a design space 
(Bradshaw, 1992; Frenken and Nuvolari, 2004) in which there are many different actual 
configurations of the output itself. This discussion is key when, in the next subparagraph, 
I will present the role of technological paradigms and trajectories. 
4.2.1. A Suggested Model of Technological Change and Progress: the Importance 
of Paradigms and Trajectories 
The suggested definition of technology is much closer to a broader definition of science. 
The parallel is not accidental. Indeed, Dosi (1982), in characterizing the technological 
innovations, follows the Thomas Kuhn’s approach to the evolution of scientific 
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knowledge. Therefore, before discussing the concepts of technological paradigms and 
technological trajectories, a briefly introduction to Kuhn’s thought is much useful. 
4.2.1.1. Scientific Paradigms and Normal Science 
Thomas Kuhn provided one of the major epistemological (also known as the philosophy 
of science) contribution through his book “The Structures of Scientific Revolutions”, 
published in 1962. 
Kuhn (1962, p.viii) defined scientific paradigms as “universally recognized scientific 
achievements that for a time provide model problems and solutions to a community of 
practitioners64”. By this definition is possible to understand why Kuhn decided to use the 
word “paradigm”: indeed, by the grammatical point of view, a verb paradigm (from the 
ancient Greek paràdeigma, which means ‘example’) is a model, a pattern useful for 
conjugating the verb itself. At the same time, a scientific paradigm is not only a scientific 
result, but also a ‘model’ that provide instruments for its followers to conduct further 
research. 
In particular, “The success of a paradigm is at the start largely a promise of success 
discoverable in selected and still incomplete examples” (Kuhn, 1962, pp.23-24). 
Normal science for a paradigm is defined instead as “the actualization of that promise 
[the scientific paradigm], an actualization achieved by extending the knowledge of those 
facts that the paradigm displays as particularly revealing, by increasing the extent of the 
match between those facts and the paradigm’s predictions, and by further articulation of 
the paradigm itself “ (Kuhn, 1962, p.24). Therefore, normal science is the work, carried 
on by scientists that are followers of the corresponding paradigm, which consists of 
providing evidence of the validity of the paradigm itself and not challenging its 
underlying assumptions65. 
4.2.1.2. Technological Paradigms and Technological Trajectories 
In a very similar way, Dosi (1982) defined a “technological paradigm as “a ‘model’ and 
a ‘pattern’ of solution of selected technological problems, based on selected principles 
derived from natural sciences and on selected material technologies”. Hence, the 
technological paradigm, as the scientific one, identifies some problems, suggesting at the 
                                                 
64 Kuhn recognized the following scientific paradigms: Aristotle’s analysis of motion (Physica), Ptolemy’s 
computations of planetary positions (Almagest), Lavoisier’s application of the balance (Chemistry), 
Maxwell’s mathematical formalization of electromagnetic fields. 
65 This is what Kuhn (1962) called extraordinary science, as opposed to the concept of normal science, and 
it underpins each scientific revolution or scientific paradigm shift. 
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same time their solution, and provides to engineers and scientists the technological and 
methodological instruments to pursue technological progress. 
Using the taxonomy introduced by Freeman and Perez (1988), they more or less 
correspond to their techno-economic paradigms; indeed, as Dosi (1988) pointed out, 
techno-economic paradigms are a more general concept that includes many “micro” 
technological paradigms.   
Nonetheless, Freeman and Perez’s (1988) expression better underlines the impact that 
technological paradigms have on each sector of the entire economy and the pervasive 
effects on the society (think about how computerization affected contemporary 
economies and societies). 
As we can see from Dosi’s definition, the technological paradigm is associated to a 
selected technological problem, such as, for instance, transporting goods and people; the 
latter issue was solved by the invention of the engine and, therefore, of the mean of 
transport. However, during the second half of the 18th century, the dominant technological 
paradigm was the steam engine, while in the 19th century there was a shift towards the 
internal combustion engine. This examples perfectly shows how technological paradigms 
shape the direction of technical change; indeed, due to their exclusion effects, they prevent 
engineers and scientists to pursue other possible technological directions (such as, indeed, 
the steam engine). 
Nevertheless, as said, paradigms shape the direction of the technical change (or 
revolutions), but in so far, nothing has been said about the direction of the technical 
progress. 
More precisely, the technical progress of a certain technological paradigm can be seen as 
what normal science represents for a certain scientific paradigm. Dosi (1982) defined this 
technical progress within the boundaries identified by the related technological paradigm 
as technological trajectories. In particular, a paradigm identifies some economic and 
technological dimensions and some trade-offs, that define so-called techno-economic 
space (Dosi and Nelson, 2014). Therefore, according to this view, a technological 
trajectory (technical progress) is the trajectory followed by the improvements of such 
trade-offs with respect to those dimensions. 
Nelson and Winter (1977) had already developed a similar concept of natural trajectories 
of technical progress. 
Dosi (1982) noted the following characteristics of the technological trajectories: 
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 First, the above discussion about trajectories highlights the “locality” 
characteristics: indeed, a trajectory wanders inside a strict portion of the techno-
economic space66. 
Trajectories, however, do not eliminate the product-variety; the path of 
technological and economic trade-offs identified by a trajectory is not unique; 
therefore, entrepreneurs’ individual research can explore the improvement of 
different trade-offs within the established trajectory. Hence, different incremental 
innovations (borrowing again the taxonomy of Freeman and Perez (1988)) can 
represent different improvements of such trade-offs. 
 The second futures concerns the “cumulativity” of technological trajectories: 
indeed, current progress is “built” upon past success. Furthermore, the rate of 
progress along a certain trajectory depends on the past progresses already 
achieved. In particular, Freeman (1997) suggested that incremental innovations 
along an established trajectory evolve according to Wolff’s law: according to this 
law, the rate of incremental innovations introduction is slow at the first stages, 
then accelerate and finally slows again. 
 The last futures I want to underline here is the “irreversibility” of technological 
trajectories: indeed, as highlighted by Dosi (1982), each trajectory has its own 
power. The more powerful is a trajectory and the more costly can be diverge from 
the trajectory itself. 
Therefore, if we look at the technological paradigms of internal combustion engine and 
electronics, we can identify the technological trajectories constituted, respectively, by the 
trade-offs between consumption and horsepower, and speed and density of circuits. 
Finally, if we consider the IT paradigm, the so-called Moore’s law, that shows how 
progress in the IT industry has been directed towards the improvement of the trade-offs 
between circuits density, computational speed, and unitary cost, constitutes a good 
example of technological trajectory. 
4.2.2. Demand-Pull vs Technology-Push Approaches 
In the literature about technological change, two different approaches try to explain the 
causes of technological progress and innovation: demand-pull and technology-push. 
Jacob Schmookler was the first to introduce this formal distinction in the literature.  
                                                 
66 i.e., in microelectronics, trade-offs improvements have engaged the following portion of the techno-
economic space: chip density, computational speed, unitary bit cost of information (Dosi, 1984). 
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Demand-Pull Approach 
Demand-pull approach (Figure 1) states that the most important factors that lead to 
innovation and shape its direction are market-driven (Schmookler, 1966). 
FIGURE 1: MARKET PULL 
 
In particular, as the name suggests, consumers’ demand drives the technological change. 
Indeed, as explained by Dosi (1982), demand-pull theories implicitly assume that: 
 In the market, there are a given number of goods (both final and intermediate) that 
satisfy some “needs”. However, as Dosi points out, the term “need” can be 
interpreted in two ways: by an anthropological point of view, needs are basic 
urgencies for either survival (e.g., eating) or merely fulfilment of the individual 
(e.g., communicating). Nonetheless, this kind of needs has no economic impact, 
since the means by which they are satisfied are not relevant; by the other point of 
view, needs just relate to the particular means of their satisfaction (e.g., Walkman, 
VHS, iPhone). This kind of needs has a great economic impact. 
 Consumers’ demand reflects their preferences; therefore, they have utility 
functions that underlie the formation of demand curves (see the Bounded 
Rationality paragraph for a critique). 
 When income is growing, demand of goods that are most desired by consumers 
will increase. Therefore, by a microeconomic point of view, this is equivalent to 
assume that relative prices of goods evolve too. 
 Firms are able to “read” these market signals and to interpret the evolution of 
consumers’ needs67. 
 At this point, firms start the innovative process aimed to satisfy the consumers’ 
needs. 
                                                 
67 This intuition is something like the Samuelson’s theory of revealed preferred, where demand, and, 
therefore relative prices, movements reveal preferences. 
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It is clear that the latter approach is consistent with the neoclassical framework. Indeed, 
firms innovate according to market incentives, i.e. profits, after responding to market 
signals, i.e. relative prices movements (see Acemoglu, 2002). Moreover, this approach is 
developed in a general equilibrium framework where demand shifts lead to relative price 
adjustments and demands are generated by consumers’ utility functions. 
Schmookler (1966) himself was the major supporter of this approach. Indeed, in his works 
(1966, 1974), he underlined the role of market forces in determining new technologies. 
The empirical evidence on the importance of demand in innovation is not univocal. 
Schmookler (1966) provided empirical evidence confirming demand-pull approach based 
on a sample of manufacturing industry that was considered too small by Scherer (1982); 
the latter found that the impact of demand on innovation, by using industrial materials 
inventions as proxy, is not as noteworthy as suggested by Schmookler (1966) when the 
whole manufacturing industry is considered. However, after running other empirical tests 
he was able to conclude that demand-pull is an important factor that drives innovation. 
Franke and von Hoppel (2003) achieved the same result. Nevertheless, Langrist et al. 
(1972), Freeman (1974), Dosi (1982), and Verspagen and Kleinknecht (1990) rejected 
this conclusion. Mowery and Rosenberg (1979) made the most important critique to the 
demand-pull theories: they argued that in the literature much confusion has been made 
between the concepts of ‘needs’ and ‘demand’ and between ‘potential demand’ and 
‘effective demand’. Consumers are not always aware of their hidden needs (e.g., until the 
invention of the Walkman, consumers never explicitly expressed their need to listen to 
music); therefore, hidden needs (those that Dosi (1982) considered having relevant 
economic impact, see above) underlie potential demand not effective demand. 
Nevertheless, firms are able to catch market signals from effective demand movement. 
Walsh (1984) further confirmed the latter hypothesis in the chemistry industry. 
Demand-pull does not take into account the complexity and the uncertainty associated 
with the innovation process (Dosi, 1982, 1984); hence, empirical evidence that validates 
demand-pull approach still does not explain why and how technological discontinuities 
occur. 
Science and Technology-Push Approach 
Demand-pull approach considers indeed the demand-side of the market; meanwhile, the 
technology-push approach highlights the role of the supply-side factors. 
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Technology-push approach (Figure 2) states that advances in science and technology push 
and determine both innovation rate and its direction (Nemet, 2009). 
FIGURE 2: TECHNOLOGY PUSH 
 
As seen above, Schumpeter was maybe the “archeconomist” supporting the technology-
push approach. According to Dosi (1982, 1984), the prominence of this approach must 
be attributed to some stylized facts characterizing innovative process: 
 The increasing relevance of scientific inputs in innovative process. 
 The increasing complexity of R&D activities, which has imposed a long-term 
perspective upon firms. 
 The increasing amount of R&D investments (which can be exploited as proxy for 
the inputs of the innovative process) and innovation itself (measured by the 
number of new patents). 
 The uncertainty affecting the inventive activity. 
Walsh (1984) found that in the chemical industry the emergence of the most relevant 
product families was technology-push; Rosenberg (1994) identified a critical link 
between science and innovation (in particular, from labs to industries), underlining the 
importance of inter-industrial knowledge flows; Rothwell (2002) argued the existence of 
a “sequential” relationship between science and innovation.  
It has been noted that, unlike the demand-pull approach, this approach can explain the 
birth of the technological paradigms. This could explain why the number of technology-
push innovations is low; indeed, the most innovations are incremental, along 
technological trajectories, and not revolutionary (van den Ende and Dolfsma, 2002). 
Moreover, this also explain the high number of failures of technology-push innovations, 
since technological revolutions are much more uncertain (van den Ende and Dolfsma, 
2002). 
However, Dosi (1982, 1984) recognized that a strongly technology-push approach does 
not take into account economic factors (such as the market) that are able to shape the 
technological trajectories of the innovation progress. Therefore, as shown in the next 
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paragraph, a coherent combination of the two approaches is more suitable in explaining 
the emergence of the innovation. 
Demand-Pull and Technology-Push Interactions 
As pointed out above, demand-pull theories do not consider the importance of science 
and of technology, while technology-push theories of market factors (such as 
profitability). Mowery and Rosenberg (1979) stated that both demand-pull and 
technology-push are necessary, but not sufficient conditions for innovation and their 
coexistence must be accepted. Arthur (2007) as well suggested the same approach. 
Moreover, Pavitt (1984), Mowery and Rosenberg (1989), and Verspagen and Kleinknecht 
(1990) documented positive interactions effects between demand and supply-side factors 
in innovation processes. 
In order to provide a more fitting theory of technological innovation, evolutionary 
economist have combined weaker versions of both approaches to include demand and 
supply-side factors. 
Therefore, Dosi (1982, 1984, and 1988) summarized the evolutionary approach to 
innovation: technological paradigms affirmation and changes of technological paradigms 
themselves must be attributed to science development and technological knowledge in 
general. Hence, technological paradigms can be explained by a technology-push point of 
view, as technological revolutions have an intrinsically uncertain nature; market forces 
cannot explain paradigms in the early phase of their creation. This view was shared by an 
OECD (1992) report titled “new technological paradigm emerging from the techno-
scientific breeding ground”. 
However, market forces act, together with institutional and social factors, as selecting 
forces across the (simplistic) line science-technology-production. Indeed, Dosi stated that 
environmental factors (both economical, such as the market, and institutional, see below): 
 Determine the rate of technological progress. 
 Select among the set of the potential technological paradigms the one that better 
fits with the environment itself (for instance, the ones that better respond to 
profitability and marketability characteristics). 
 Shape the exact trajectory of advance, but always “within the boundaries defined 
by the nature of technological paradigms” (Dosi, 1988, p.227). 
Therefore, as Martin (1994) summarized, technology-push theories can explain the 
emergence of technological paradigms, while demand-pull theories (together with 
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institutional innovation) the development and the advances of the latter paradigms along 
established technological trajectories (i.e. incremental innovations). 
4.2.3. The Role of Institutions 
Evolutionary economics recognizes a great role of institutions in the economic growth 
process. In particular, economists such as Freeman (1994) have deeply studied the so-
called national systems of innovations, strongly related to the concept of institution; 
indeed, if technological advances are key in the economic growth process, institutions 
play an important role in supporting those advances. In this view, economic and technical 
systems are “embedded” in the wider social system (Granovetter). 
Understanding the role of institutions has wide implications. Indeed institutions define 
the “rules of the game” (Nelson and Sampat, 2001); therefore, they affect the human 
behaviour, interaction and decision-making (Dosi and Orsenigo, 1988). 
I will firstly set a general framework of analysis inspired by the work of Nelson and 
Sampat (2001) on “social technologies”; then, I will focus on the role of the State and of 
the public entities in general, providing some successful example of national systems of 
innovations. 
“Physical and Social Technologies” 
Many definitions of institution exist, depending on the context in which they are analysed. 
More generally, the term institution has referred to both patterns of action and factors that 
support those patterns. Dosi and Orsenigo (1988) provided two complemental definitions 
of institution: the first states that institutions are non-market and non-profit organizations 
(such as universities, government, public entities). The second includes all kind of 
organizations, conventions, and behaviours that are not directly mediated through the 
market. At the same time, Nobel Memorial Prize Douglass North defined institutions as 
“humanly devised constraints that structure political, economic and social interactions” 
North (1991). Furthermore, he specified that, according to his point of view, this 
definition implies a sharp dichotomy between institutions themselves and organisations. 
Therefore, institutions are the set of norms both formal (law) and informal (socially 
accepted) that shape human behaviour and social interactions, while organisations are 
groups of people that perform certain group actions against other organisations (such as 
firms, universities, governments, etc.). 
Nevertheless, the institutional framework I will try to set is closer to the one suggested 
by Dosi and Orsenigo and involves the role of public policies and organisations. In 
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particular, Nelson and Sampat (2001) have provided one of the most suggestive definition 
of institutions; in their work, they propose a distinction between “physical” and “social 
technologies”. I have chosen their point of view, since it relates to the concept of routines 
already presented above. Moreover, it represents an explicit attempt to incorporate 
institutions in the evolutionary approach. 
As said above, a routine is a “repetitive pattern of activity in an entire organization” 
(Nelson and Winter, 1982, p. 97) and is similar to a program. It requires some inputs and 
perform a predictable output. Nelson and Sampat (2001) pointed out that the program 
embedded into a certain routine can be divided in two aspects: a recipe that is tacit about 
any labour division, and a labour division plus a coordination mode. The first aspect is 
the traditional notion of technology, and is what Nelson and Sampat (2001) called 
“physical technology”, while the second aspect is what they called “social technology”. 
The concept of social technology is useful in order to understand how individuals and 
organizations’ behaviours are coordinated. This aspect is not explicitly recognized in the 
neoclassical approach; indeed, according to that view, coordination between agents is 
managed through the usual market mechanisms. Unlike that approach, the notion of social 
technology extends the coordination mechanisms also to “business organizational forms, 
management practices, […], public policies, legal and regulatory structures, etc.” 
(Nelson, 2003).  
Nonetheless, given the above discussion, Nelson and Sampat (2001) did not make 
correspond the concept of social technology with the one of institutions; indeed, 
institutions are a subset of social technology, in particular, the one consisting of the social 
technologies that are generally accepted and employed. Therefore, the M-form (Figure 3) 
that emerged during 1960s due to diversification needs is a typical example of institutions, 
such as law, university, and education policies are. 
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FIGURE 3: M-FORM EXAMPLE 
 
As stressed above, the importance of institutions is crucial in the process of economic 
growth, therefore, in the next subparagraph, I will put forth the Nelson and Sampat’s 
(2001) analysis about the role of institutions in the economic growth process. 
4.2.4. Institutions and Economic Growth 
Economists have always been focusing on the role of physical technology in the process 
of economic growth; we have seen it in the neoclassical approach and in the evolutionary 
one as well. At the same time, however, the role of social technologies has been much 
neglected by neoclassical economists. Indeed, innovation may regard both physical and 
social technologies and both kinds of innovation are crucial due to their positive 
interaction effects. Since institutions involves coordination structures, they also create the 
conditions for lowering transaction costs in routine processes. Hence, the introduction of 
new physical technology requires as well new institutions, new social technology, able to 
support the former innovation (Pini, 2006). This aspect is much investigated in the 
economic growth literature; in particular, many works attempted to explain the failure of 
some developing economies in adapting productive physical technologies coming from 
industrialised nations due to incompatibility with the existing institutions68. As emerging 
                                                 
68 North’s (1990) “institutional obstructions” are a significant example.  
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from those studies, institutions are not always the best coordination mode, but their 
innovation, as well as physical technologies innovation, is risky and not always successful 
(Nelson and Nelson, 2007). 
The examples of the mass production and synthetic dyestuffs clarify well the latter 
discussion. 
Mass Production: 
At the end of 19th and at the beginning of 20th centuries, the West economies were 
experiencing a growth phase due to the Second Industrial Revolution. One of the major 
effects that affected manufacturing industry was the rise of the mass production. It was 
possible due to the emergence of technological paradigms such as railroad, telegraph, and 
other inventions that permitted the rise of economies of scale processes (increasing 
mechanisation and automation, and new industrial technique such as the Bessmer process 
for the production of steel). Nevertheless, mass production would have never been 
possible without many other new social technologies and institutions that made this 
change possible, such as the M-form (a new organizational form of business) and the 
Scientific Management (a new management practice). 
Synthetic Dyestuff: 
The rise of synthetic dyestuff industry in Germany occurred at the beginning of the 20th 
century. 
The first factor that leaded to the emergence of this industry is the invention of new 
physical technologies that created the possibility to produce new dyestuffs. The latter 
technologies, however, could be exploited through the introduction of two important 
social technologies: the modern industrial research lab and the training system that was 
developed in universities. Indeed, the former leaded to the adoption of new routines for 
the coordination of scientists that permitted the exploitation of the new physical 
technologies; the latter gave to scientists the methods to perform research in chemistry. 
In the next paragraph, I will focus on the role of the public policies in the economic growth 
process, trying to conceptualize it in the framework just outlined. 
4.2.4.1. The importance of the Public Intervention 
As seen before, public policies are a particular form of institutions that can affect the 
organisation and coordination of many economic activities (such as technological change) 
and dominant behavioural regularities (Dosi et al., 1990). Conversely, the neoclassical 
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approach has a different view about public intervention; indeed, neoclassical economists 
trust in the market capability to coordinate efficiently economic activities and resource 
allocation. In the case that the market fails to achieve those purposes (i.e. a “market 
failure” occurs), then neoclassical economists suggest a public intervention aimed to 
correct the market (i.e. they suggest a “market-fixing” intervention). 
Nevertheless, the importance of public intervention is clear if we look at the growth of 
western economies such as Japan. In this paragraph, I will briefly discuss how public 
policies played a decisive role in generating Japanese growth. 
Japan and the role of MITI: 
The so-called Japanese economic miracle has been much investigated during the past 
decades (see the works of Johnson, 1982; Freeman, 1988). Certainly, the Japanese 
Ministry of International Trade and Industry (MITI) has played a key role in that process. 
Hence, it is important to study here how MITI affected Japanese development through its 
policies. 
After the Second World War, Japan was far from the technological frontier and, due to 
the low costs of its labour force, it had a great comparative advantage in labour-intensive 
industries (such as textile). The government, however, rejected a long-term industrial 
strategy based on that (Shionara, 1982); therefore, MITI planned another scenario for 
Japanese economy, in which its role was crucial in order to promote the import of 
advanced technology from the other western economies. For this purpose, MITI issued 
the Capital Foreign Law aimed to control the price and the conditions for the import of 
technologies. Furthermore, MITI provided direct subsidies to firms that were willing to 
invest in such new technology through the issuing of the ‘Enterprises Rationalisation 
Promotion Law’ in 1952. 
Even if the tools that MITI used have not always been the same (if during 1950s its 
intervention was direct with allocation priorities, during 1960s and 1970s its intervention 
was more indirect with the concession of economic incentives), its presence has always 
been determinant. 
Moreover, MITI established strong relationship with universities and industries as well. 
In particular, it kept dialogues with R&D firms’ labs and scientists in order to be 
continuously informed about new trends in the technological community (Freeman, 
1988). 
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Even today, MITI still goes ahead with its programmes of public intervention to lift up 
again the Japanese economy (the establishment of the Japan Development Bank in 2008 
is an example). 
The Japanese case, with the special role of MITI, highlights how the institution-State 
affects economic growth through public policy. 
4.3. Conclusion 
In this chapter, I discussed the evolutionary economics approach. In particular, I briefly 
presented its history and the main aspects that characterize its critique to the neoclassical 
approach. Finally, I analysed the evolutionary view on the two factors that generate 
economic growth: technological change and institutions. In particular, we have seen that 
evolutionary approach minimises the importance of market forces in the creation of the 
most important technological discontinuities (i.e. the technological paradigms) 
appointing them the role of ex-post mechanisms that, in last resort, precisely define the 
technological trajectories. The emergence of such technological paradigms is possible 
only due to scientific developments, which, in turn, are much affected by public policies. 
Furthermore, institutions (social technologies), and public actors, are critically involved 
in shaping this technological impulse. Hence, the evolutionary economists have 
developed a broader framework called National Systems of Innovation in order to 
characterise the actors and the institutions whose interaction leads to the emergence of 
the technological innovation. In the next subparagraph, I will examine this approach 
deeply. 
National Systems of Innovation 
The national systems of innovation is a framework that “stresses that the flows of 
technology and information among people, enterprises and institutions are key to the 
innovative process” (OECD, 1997, p. 7). Therefore, by the above definition, it is evident 
that innovation and technological progress come from the interrelation among different 
actors (such as public entities, universities, enterprises, etc.) that compose the economic 
environment. 
The first economist that defined this approach has been Friedrich List in his book The 
National System of Political Economy (1841); he argued that policy-maker must take into 
account a wider range of policies than the ones considered by the neoclassical economics 
for enhancing the accumulation of new technologies. 
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Highlighting the importance of the connections among actors and institutions can help to 
understand the hot spots that drive the technological progress and, hence, the economic 
growth. Therefore, according to this approach, the most suitable and effective policies 
consist of potentiate the network among actors and institutions in order to increase the 
national potential capacity of innovation. 
The above-mentioned flows of knowledge might be analysed from 4 different points of 
view (OECD, 1997): 
 Joint industry activities: vertical and horizontal relationship among firms. Since 
firms are the main contributors to innovation (in particular through their R&D 
activities), R&D collaborations and strategic alliances permit to achieve higher 
levels of competitiveness by gaining complemental skills and synergies.  
 Public/private interactions: financially supported by government public bodies 
(such universities and governmental labs) are the most important performers of 
the basic research, tools, and instruments that might help the private sector (i.e. 
firms) to innovate. Therefore, linkages between private and public sector, in the 
form of bilateral agreements, co-patenting and co-publications, and joint research 
activities in general are a big source of knowledge flows. 
 Technology diffusion: as already discussed, knowledge (or at least a part of it) 
might be thought as embedded in physical capital such as machines and 
equipment. Hence, the flows of knowledge here treated should also include the 
physical capital transfers. As we have already seen, in the Japanese economic 
history this kind of flow had been crucially determinant. 
 Personnel mobility: the flow of the tacit knowledge (see above) embedded in the 
labour force is core in the national system of innovation analysis. Indeed, the 
mobility of the workers has the effects of spreading capabilities. The mobility 
should be considered both in the public and private sectors alone and among them. 
This mobility is highly affected by the labour market institutions ruling. 
Therefore, we can note how evolutionary economics stream focuses on the importance of 
technological and knowledge flows among economic actors. As opposed to the 
neoclassical market-fixing approach, where the government has the role to fix the market 
failures and the policy recommendations are market-oriented in general, focused on 
stimulating private sector to invest in technological innovation, the national system of 
innovation approach addresses the system failures (OECD, 1997; Mazzucato, 2013); this 
 Page 80 
 
means that low levels of interactions between actors, lack of coordination between public 
and private sectors in the form of mismatch between basic and applied research, low 
technology diffusion may undermine a stable and long-run economic growth. Therefore, 
the government must fix these system inefficiencies and directly intervene in the 
economic system as its actor: this can occur through networking and enhancing firms’ 
innovation capability. The first relates to the necessity to set a stable and solid network 
that permits a continuous and performant flow of knowledge and technology, while the 
second relates to the possibility for economic actors to access to the latter network. 
 
The way in which evolutionary economics looks at the economic agents and mechanisms 
is much more realistic than the neoclassical one does, but, in the economic textbooks, the 
latter approach is prevalent; many economists think that, since mathematical modelling 
started having a central importance in the economic research, evolutionary had some 
problems in its diffusion69. Indeed, assumptions that are more realistic imply more 
difficulties in modelling. Nonetheless, the role of economic science is to study how 
economic environment actually works and, in this, evolutionary economics is a much 
more suitable approach. This is the reason why, in the next chapter, I will study the 
approach of Mazzucato, whose ideas are perfectly embedded in the evolutionary 
discussion on the role of innovation policies that, after 1980s, gained prominent role in 
the evolutionary school of thought. 
 
 
 
 
 
 
 
 
 
                                                 
69 Indeed, the national systems of innovation approach does not constitutes a formal theory that provides 
recommendations and propositions about clear and stable quantitative relationships (Johnson et al., 2003). 
By the way, this perspective is much more flexible and, hence, more appropriate to describe real world 
framework. 
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Chapter 3  
The breakthrough of the evolutionary approach? The 
Entrepreneurial State 
1. Introduction 
As shown at the end of the previous chapter, the role of the state and its policies is relevant 
in the evolutionary analysis; therefore, in this chapter, I will go further, presenting the 
approach of Mazzucato that is summarised in her book “The Entrepreneurial State” 
(2013). 
This book is included in a long tradition of works that highlighted the importance of the 
State in shaping and sustaining the most important technological breakthroughs. As also 
Helpman and Trajtenberg (1994) have already stated, the emergence of the most 
important technological paradigms (Dosi, 1982) is characterised by a very high degree of 
uncertainty and arduous risk assessments. Therefore, without the direct intervention of an 
economic agent who has both the resources and the “courage” (in the sense of being less 
risk averse) to pursue radical innovations and to bear the failure, GPTs could have (will) 
never emerged (emerge). As certainly grasped, Mazzucato (2013) believes that this actor 
is indeed the State. 
The key role of the state, through the public policies undertaken, in shaping the 
technological progress in seven important US industries70 is contained in the book of 
Nelson (1982). In this book, many economists (among them Levine, Mowery, Rosenberg, 
Phillips, and Katz) provided an important contribution about the success of public 
intervention (in particular of public procurement71). Furthermore, they anticipated one of 
the core arguments in Mazzucato’s analysis: the Mission-Oriented Approach. Indeed, in 
particular for semiconductor, aircraft, and computer industries, the presence of massive 
Defense-governmental programs oriented to aerospatial and military objectives strongly 
pushed technological progress in those sectors. This view is shared by other economists 
such as Ruttan (2006), who has an even more radical position: all the industries, in which 
USA has been world leader over the 20th century, have been significantly affected by 
defense public programs. Those programs were, technologically speaking, determinant 
                                                 
70 These industries are semiconductors, commercial aircraft, computers, agriculture, pharmaceuticals, 
motor vehicles, and residential construction. 
71 For a detailed discussion of the importance of public procurement in the creation of new GPTs, see the 
works of Guerzoni and Raiteri (2013) and Raiteri (2015).  
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since they had the characteristics of catalysing investments from a widespread number of 
industries and reducing the risks that affects the emergence of technological paradigms 
(radical technical progress). Nevertheless, those programs were supported by the US 
government for defeating USSR in the so-called “Cold War”. Since ‘90s many 
economists have been worried about losing the “enemy” able to justify the existence of 
those Defense-programs. 
Even if there are some economists who believe that defense-programs are still the best 
policy in order to stimulate innovation to occur (Cowan and Foray, 1995), Mazzucato 
thinks that taking the past programs as models upon which design new mission programs 
oriented to new objectives (such as green technologies, biotechnologies, 
nanotechnologies, etc.) would be the best solution (a vision also shared by Antonelli, 
2010). 
Indeed, the most successful and growing nations are the ones where there was a 
systematic and rational plan of public investments in R&D activities. As we will see, this 
theory completely disagree with the neoclassical approach and has relevant policy 
implications; indeed, I will discuss the policy recommendations of the latter approach as 
opposed to the austerity school of thought currently pursued in the European Union. 
In the second section, I will discuss how the state actually innovate and how it “shapes” 
and “creates” markets (Lazonick and Mazzucato, 2012), discussing before the six myths 
that affect innovation and providing then the example of DARPA. In the third section, I 
will present the Risk-Reward Nexus (RRN) framework. Finally, in the fourth section, I 
will draw the conclusions discussing the policy implications too. 
2. “The Entrepreneurial State” 
In the first chapter, I presented the policy recommendation of the neoclassical economists; 
among them, particular concern regards the functions that the state should undertake. 
They stress the so-called “market-fixing” role of the state (Lazonick and Mazzucato, 
2013), that, in summary, consists of correcting market failures due to the existence of 
public goods and externalities that prevent the market to reach the Pareto-optimality. The 
most relevant examples of such market failures are research in basic science, education, 
infrastructures, as public goods, and environmental recovery and pollution, as (negative) 
externalities. Behind this belief, there is the assumption that markets, if the assumptions 
of the first theorem of welfare economics are fulfilled, can achieve Pareto-optimum 
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equilibria. Moreover, firms are perfectly able to innovate through R&D activities without 
any direct public help; the profitability expectations are a necessary and sufficient 
condition for the occurrence of firms’ R&D investments that underpin technological 
innovation. Therefore, the state is relegated to set the conditions that are most suitable for 
firms to invest in innovation. 
As outlined above, Mazzucato totally disagree with the latter view and her critique led to 
the definition of the so-called “Entrepreneurial State”. 
2.1. The Six Myths about Innovation 
In the introduction of this thesis, I discussed the relationship between technological 
innovation and economic growth that almost all the economists had recognized. 
According to Mazzucato, both the market-failure and the system-failure approaches fail 
to recognize the risk-taker function of the state (see below) and permit the survival of 
some myths about the key factors that drive innovation and, hence, the economic growth. 
Mazzucato argues that there are six different myths that affect the common opinion about 
how innovation occurs. The latter are not harmless, since they influence policy-makers in 
the choice of the most suitable innovation policies. Hence, the recognition of these myths 
is an important step towards understanding Mazzucato’s thesis about how and innovation 
actually occurs. 
2.1.1. Innovation and R&D 
One of the traditional aspects of innovation concerns its relationship with R&D activities, 
as we can also note in the current debate about economic growth; specifically, a positive 
and direct relation between them is assumed to exist and the latter justifies the promotion 
of growth policies aimed to increase R&D activities at firm, industry, and national levels. 
Mazzucato criticises this approach by recognizing that R&D is certainly important but 
not sufficient to create persistent growth, even if we assume a linear relationship between 
R&D and innovation. This is confirmed at firm level by the apparent contradiction that 
emerges from empirical evidence about the link between R&D activities and economic 
growth. Indeed, for what concerns the impact of R&D on firms’ growth, some studies 
(Geroski and Machin, 1992; Geroski and Toker, 1996) showed positive impact; others 
(Almus and Nerlinger, 1999; Bottazzi et al., 2001) found no significant impact; some 
others (Brouwer et al., 1993; Freel and Robson, 2004) even a negative impact. Those 
results can be explained if we consider the specific conditions upon which firms’ R&D 
can release its full potential. 
 Page 84 
 
It is important to identify those conditions that permit (together with R&D that is certainly 
a determinant factor) economic growth for firms and the economy in general in order to 
develop an effective innovation policy aimed to sustain growth. The only aspect, I would 
like to sketch here, concerns the fact that the conditions, above mentioned, are not 
univocal and differ among each industry72. 
2.1.2. Innovation and (Small) Size 
The second myth that affect the relationship between innovation and growth concerns the 
role of the SME. Unfortunately, the famous US guru of marketing Philip Kotler has 
recently confirmed such view that “small is good” (Corriere della Sera, 2015) for 
innovation. Nonetheless, according to Mazzucato, the actual capability of small firms to 
generate innovation and growth in a greater measure than the big ones is not confirmed 
by the empirical evidence (Haltinwanger et al., 2010). 
The latter assumption comes from a very simple mistake; the strong relationship between 
innovation and growth does not hold for the SME systematically but for the young firms. 
Therefore, size does not affect growth such as firms’ age does. Then it is reasonable to 
ask why this myth of SME is commonly accepted: if young firms are the ones that usually 
experience strong growth rates and young firms are also small (it is clear that a start-up 
cannot have the same size of FIAT, for instance), then the mistake is explained. 
By the way, this appreciation of SME leads the policy-makers to allocate funds to them 
as an attempt to make the economy more innovative and productive, achieving the 
opposite result; indeed, small firms are often the most unproductive firms due to the 
presence of inefficient management practices and nepotism cases (Bloom and Van 
Reenen, 2006). Thus, financially supporting the SME as a general category is equal to 
sustain to unproductive firms and to generate a misallocation of resources. 
Mazzucato concludes that it is important to create the environmental conditions for 
(productive) SME to exploit their potential (Bloom and Van Reenen, 2006), to eliminate 
entrance and growth barriers, to ensure the respect of fair competition law, and to address 
funds towards firms that present innovative characteristics. 
                                                 
72 For a discussion of the conditions that lead to positive effects of R&D activities on firms’ growth in the 
pharmaceutical industry, see the work of Demirel and Mazzucato (2012). 
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2.1.3. Innovation and Venture Capitals 
As seen in the neoclassical market-failure approach, direct public funding is criticised 
based on the crowding out argument73. Hence, public funding (such as credit) compete 
with the private one. One of the most famous entities of private credit that should sustain 
innovation and create economic growth consists of venture capitals. A venture capital is 
a kind of private equity investing in non-listed companies at the beginning of their activity 
endowed with high-potential development projects (Treccani, 2016). In particular, it is an 
alternative kind of funding that should help young firms that do not have sufficient credit 
worthiness to access to the traditional funding channels (such as banks). 
Venture capitals have the reputation of being willing to support financially start-ups 
growth, in particular, in the knowledge-based industries with high capital-intensity and 
high technological complexity (i.e. the a.k.a. high-tech industries). Hence, they assume a 
part of the risks of new firms that are either entering into existing industries or shaping a 
new one. 
Venture capitals should intervene in the early stages of firms, since it is the most risky 
and the failure probability is very high, i.e. the invention-innovation phase (Ghosh and 
Nanda, 2010). 
According to Mazzucato, this is another myth and the above model does not hold; indeed, 
the venture capitalists capability to generate growth in the high-tech industries does not 
fit with the data. 
First, in the high-tech industries, a great part of the funding at the foundation and start-up 
phases is provided either directly by the government or by other public programmes (such 
as SBIR and ATP in the USA). Therefore, the capitals that support firms in the most risky 
phases are in great part public; specifically, Auerswald and Branscomb (2003) reported 
that, in the high-tech industries, the amount of public funding at the foundation and start-
up stages of firms ranges from two up to eight times the amount of venture capitals. The 
reason why public capitals outclass venture capitals consists of a common mistake that is 
present in the definition of venture capital itself; venture capitalists, indeed, invest in firms 
with high potential growth rates, but whose activity is restricted to low-tech and low 
capital intensity industries (due to the lower costs involved). Then it is already possible 
to note the “hand” of the state in the most risky and innovative industries. 
                                                 
73 We will see below that Prof. Mazzucato refers, conversely, to crowding in effects of public funding. 
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Second, the venture capitalists investments are planned to have an expected lifetime of 
about ten years; nonetheless, there is a growing short-termism spreading among the 
venture capitalists that leads to divest funds after three/five years74. This is due to the 
necessity of venture capitalists to convert investments in money as soon as possible in 
order to generate new funds that can be immediately reinvested. However, in the 
industries such as green technology and nanotechnology, firms need very patient capitals 
due to the still explorative stage they currently are. In these industries, achieving the 
commercialization phase take more than five years for a (successful) firm, thus venture 
capitalists simply avoid to invest in them. This point is core in the Mazzucato’s analysis 
and will be further discussed in the next sections. 
2.1.4. Innovation and Patents 
Is the number of patents a good proxy of innovation and their role determinant in the 
economic growth process? Policy-makers usually express a positive opinion, creating 
again another false myth according to Mazzucato. Indeed, the dynamics of patents is not 
directly related to innovation, but is also affected by a great amount of factors that have 
no relationship with innovation itself. Among these factors, Mazzucato identifies 
regulation discontinuities and changes in the strategic use of patents; in particular, over 
the last decades the number of patents has increased sharply in many industries such as 
the pharmaceutical and IT. 
In this paragraph, I will not further discuss the evolution of patent law and their use, since 
I will deeply analyse those topics in the next chapter. The only remark I want to stress in 
this paragraph concerns the impact of patents on innovation: since the number of patented 
technologies is highly dependent on strategic and regulatory dynamics (with no influence 
on innovation process), then it is simply not a good proxy of the number of innovations. 
Hence, policies, such as the patent box, aimed to the reduction of the society tax rate on 
the income produced by the patented technologies, will just have the effect of reduce the 
global tax return, without any significant effect on innovation. 
2.1.5. Innovation and Commercialisation 
Another myth identified by Mazzucato concerns the problem of commercialisation; it is 
commonly believed that the difficulties of European economies to generate innovations 
                                                 
74 This is particularly true for the nanotechnology sector. Indeed, as explained in the nano.gov website of 
the NNI (see next chapter), funding nanotechnology is a necessity due to the short-termism of private 
investors (such as venture capitalists).  
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(with respect to the US one) depends on the weaknesses of the research-knowledge 
commercialisation. Therefore, the problem is not the amount of research per se, but the 
way in which the latter knowledge (coming from research) achieves the market. This view 
suggests that the best policy, aimed to improve the knowledge commercialisation, 
consists of the strengthening of the partnership between universities and firms and the 
innovation networks in general. 
Nevertheless, Mazzucato disagrees with the latter approach; she argues that the true 
problem in the European economies corresponds to the lack of research and not to the 
partnership between universities and firms. Indeed, as reported in her previous study 
(Mazzucato, 2012), the amount of research in European countries in consistently lower 
than the one in the USA.  
As found by Dosi et al. (2006), the scientific research and the presence of very innovative 
firms are the true European problems. 
Hence, a more suitable economic policy should address the latter issues such as shape a 
better division of tasks between universities and firms by potentiating the basic research 
in universities and the product and technological development in firms. 
2.1.6. Innovation and Taxes 
The last myth that Mazzucato identifies is however related to the previous ones and 
concerns the importance of fiscal tools in the innovation processes. According to 
neoclassical approach and the great part of policy-makers, fiscal tools are crucial for 
stimulating firms’ innovations75. Conversely, Mazzucato argues that, in a Keynesian 
fashion where entrepreneurs invest according to their growth expectations, taxes do not 
affect innovation too much; in the specific case of the R&D tax, the empirical evidence 
suggests that reduction of the R&D tax rate does not increase investments that would not 
have been done otherwise (i.e. net investments in innovation). The same reasoning can 
be applied to the patent case. 
This mistake is due to the wrong knowledge of the true factors that affect firms’ 
investments. Indeed, as Mazzucato underlines, the basic research systems, innovation 
networks, credit system, and education are the most important drivers of investments, 
since they improve future expectations of entrepreneurs and help to reduce innovation 
uncertainty. 
                                                 
75 This view is confirmed by a recent television debate between Prof. Giavazzi (neoclassical) and Prof. 
Mazzucato. 
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2.2. The State as Risk-Taker Actor 
As seen in the previous chapters, the state intervention is considered in both the 
neoclassical and the evolutionary approaches. In the former case, the state must fix the 
market failures such as the basic research, and public goods in general, and externalities: 
hence, the state must align private and social returns in order to achieve the allocation 
efficiency. In the latter case, the state must fix the system failures and create the 
conditions, in particular the innovation networks, such that innovation can spread among 
the economic actors and institutions of the innovation panorama (i.e., firms, financial 
companies such as banks and venture capitalists, universities, etc.). 
The approach of Mazzucato does not disagree with them; it is rather complemental. 
Mazzucato (2016) argues that suitable innovation policies should certainly take into 
account those justifications to be implemented, but, at the same time, they must be 
inserted in a market-creating and market-shaping framework. In the opposite case, we 
would have the (current) situation in which the real role of the state, its visionary strategic 
capability, is not fully explained. 
Indeed, Mazzucato strongly states that basic research must be pursued by the state due to 
the high uncertainty (in a Knightian fashion) that characterises it; the basic research, 
which leads to the most important technological discontinuities (i.e. the technological 
paradigms), is highly affected by uncertainty and this prevents firms from investing in it. 
Technical progress is, paraphrasing Knight (1929), a unique process where it is not 
possible to calculate the probability of success. Therefore, a market failure occurs and the 
state must intervene. Mazzucato found that 67% of the total basic R&D expenditure could 
be attributed to the state in comparison with the 18% of the private sector. 
Furthermore, Mazzucato recognises the role played by the national system of innovation 
and the importance that a network between public and private actors assumes in the 
knowledge flow and diffusion. 
In this, Mazzucato is perfectly aligned with both the market-failure and system-failure 
approaches, but her thesis goes even further: the great majority of the most important 
technological paradigms has been originated by public R&D investments in mission-
oriented programs and not by some generic basic research ones aimed to some general 
progress. Mission-oriented programmes are public investments plans, financed directly 
by the government or indirectly by a public institution (e.g., agencies such as NSF, NIH, 
etc.), aimed to achieve a mission, i.e. a specific objective with a public interest. Example 
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of those mission-oriented programs are military defence programmes, spatial 
programmes such as “The Man on the Moon”, and green technologies research 
programmes.   
Mowery (2010) reported that, in South Korea, USA, UK, France, Canada, Japan, and 
Germany, more than 60% of the total public R&D expenditure is devoted to mission-
oriented programmes (less than 40% to generic knowledge improvements). 
Therefore, according to Mazzucato (2013), the most important technological paradigms 
(in particular, GPTs), such as Internet and biotechnology, would not have occurred 
without the entrepreneurial vision of the state.   
As proved by Ruttan (2006) for the nuclear energy case, the state has not only funded and 
set the appropriate conditions for the innovation to occur, but was also able to foresee the 
opportunity space, to put effort into the riskiest research activities, and to supervise the 
commercialisation phase. The latter is much important since the commercialisation phase 
for a certain product in a certain industry is commonly accepted to be part of the 
“jurisdiction” of the privates such as private equity and equity markets (this point regards 
the issue of the parasitic ecosystem, see below). 
It is important to underline that Mazzucato does not argue that the entire innovation 
process is managed by the state: in such a case, she would argue that we are living under 
a sort of “communist” state that controls the markets and the economy in general. As 
opposed, Mazzucato (2016) states that through those mission-oriented programs that the 
partnership between private and public sector has generated new technologies and 
markets. Furthermore, the neoclassical critique that those public investments would 
crowd out the private ones does not hold according to Mazzucato’s view: indeed, the 
state, by bearing the most of the uncertainty and of risks through the mission-oriented 
programs, creates and shapes markets and opportunity spaces that actually crow in private 
funds. Indeed, as confirmed by Dosi and Lovallo (1998), firms enter in markets (when 
existing) when there are positive expectations about growth and profits opportunities 
(created by the state by indeed creating and shaping markets).  
Nevertheless, if the neoclassical view considers the state (as part of this partnership) only 
useful for incentivising and the evolutionary one for facilitating the private sector to 
innovate, the Mazzucato’s approach highlights how the state has chosen the direction of 
change, it has “picked the winning technology”. 
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In the next section, I will present one of the US governmental agencies that mostly shows 
the mission-oriented approach: the DARPA. 
2.2.1. DARPA 
The military power of the USA is evident in each war they had taken part. Nevertheless, 
their power derives from the massive investments that the US governments has committed 
in order to maintain their war supremacy and hegemony. 
One of the most (if not the most) important agency that conducts military research for the 
US governments is the DARPA (Defense Advanced Research Projects Agency). As 
pointed out by Mazzucato, the role of DARPA is not limited to the simple basic research; 
indeed its program is orientated towards specific directions, manages the relationships 
between public and private agents, and supervise the commercialisation (Block, 2008; 
Fuchs, 2010). 
The birth of DARPA occurred due to the US fear of losing the technological battle against 
USSR after the Sputnik lunch in the 1957. Hence, one year later, in the 1958, DARPA 
was born under the name ARPA; as we will see below, the importance of this body has 
been crucial in the development of the IT during the 1970s. DARPA structure was thought 
in order to bridge the gap between pure research, which takes much years, and 
technological developments, which, in the case of military purposes, has temporal 
requirements much shorter. 
According to Block (2008, p. 188), DARPA has four fundamental aspects that 
characterise its activity: 
 A great number of small and (relatively) independent offices that have no passive 
role. According to the guidelines traced by the core offices of DARPA, they 
actively take part to the research activity and orientate the one of the other 
scientists of the corresponding sector. Specifically, the coordinating activity 
carried out by DARPA is aimed to create a lively and stimulating scientific 
community able to engage universities, public bodies, and firms around specific 
technological issues. For the latter purpose, for instance, DARPA offices organise 
many seminars in which invited scientists (also in competition between them) can 
discuss and try to find some solutions to their common problems. 
 It grants loans to university research labs, start-ups, and well-established firms. 
Moreover, due to the specificity of the mission and the strong link between them, 
DARPA invest in both basic and applied research. DARPA, in order to avoid a 
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sort of moral hazard problems, can stop the financial support and the 
collaboration with those partners that do not achieve any significant result; in this 
way, funds waste is eliminated and efficiency can be maintained. 
 Even if the DARPA ultimate objective concerns the development of new 
technologies for the US national security (DARPA, 2016), DARPA also 
developed many technologies that have had civilian applications (such as 
Internet, GPS, etc.). By the way, DARPA commitment does not end once the 
technology has been developed, but goes further by supervising the 
commercialisation too. For this purpose, DARPA conducts an intermediation role 
that permit the matching between start-ups and venture capitalists or big 
companies for the commercialisation of a technology, and the assistance, for 
firms in the commercialisation phase of a technology, to get public tenders. 
 Another objective of DARPA consists of exploiting its supervising role in order 
to create links between resources and scientists of the different R&D labs. 
Certainly, the most relevant and famous result achieved by DARPA is represented by the 
IT. Indeed, DARPA financed the creation of new informatics departments in universities 
and start-ups in the IT sector, conducted many researches towards the development of the 
man-machine interface, semiconductors, and internet. As Abbate (1999) showed, the 
majority of the components of the today personal computer have been projected through 
the financial support of the DARPA76. 
3. The Risk-Reward Nexus (RRN) 
The most famous law that rules the world of the finance is the one which states that there 
is a positive relationship between risk and return (reward). In this section, I will present 
the RRN, which is the current framework in the innovation sector that does not satisfy the 
above-mentioned finance law. 
Carrying on with the parallel with finance, Mazzucato argues that in the western 
economies (and in the US specifically) there is a socialisation of risks and a privatisation 
of rewards on the innovation subject. 
                                                 
76 The development of computers microchips can be taken as example: indeed, DARPA, in order to develop 
a prototype of computer microchip, financed a university lab of the South California University. 
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In recognising the cumulative, collective, and uncertain character of innovation, 
Mazzucato analyses whether each actor, who takes part to the innovation process, is 
rewarded according to his contribution. 
According to the neoclassical approach, the market is the most efficient mechanism of 
reward, since each actor is appropriately rewarded according to its marginal productivity. 
Nevertheless, Mazzucato states that the latter does not correspond to the reality and that 
the recent financialisation of the economy has allowed a small part of those actors to 
appropriate a too large share of innovation rewards. 
As said above, Mazzucato argues that radical innovations that have fostered economic 
growth are the result of public intervention through mission-oriented programmes that 
engaged many actors, such as big and small firms, universities, and scientists. In 
particular, the physical actors that are engaged in the innovation process are taxpayers 
(the state), top managers, shareholders, and workers. So, according to Mazzucato, 
managers and shareholders, even if they bear just a small part of the innovation 
uncertainty, are able to extract value from innovations and are not properly rewarded. 
Why and how is that possible? 
Why: the main reason why this RRN emerges is due to the shareholder value theory, 
deriving from the neoclassical framework. 
The shareholder value theory was originally developed in the Chicago Business School 
and, ignoring the collective and cumulative characters of innovation, recognises the 
shareholders (a sort of entrepreneurs) as the only actors who bear the risk, since they only 
have a residual claim on the revenues of the corporation, after having paid the workers’ 
wages and the costs (Jensen, 1986). Hence, shareholders are the only actors who do not 
have any certain reward (indeed, profits might not occur), as opposed to the others such 
as the workers, and are the only ones that bear the risk by investing their capitals without 
knowing if their investment will be successful or not. As we can see, this theory has been 
developed in a neoclassical framework where the efficiency of market mechanisms 
reward each actor according to their contribution. Nonetheless, in this theory, the state 
does not have any role: indeed, in the neoclassical approach, the state must only create 
the conditions for shareholders to invest their capitals and for allowing the private firms 
to generate innovations. Therefore, this theory underpins the neoclassical critique directed 
to the state that the latter is inefficient and that should intervene the less as possible (the 
market-fixing approach). 
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Nevertheless, as seen above, such theory falls short to appreciate the real role of the state 
as the major risk-taker actor in the innovation process that invests both capitals and 
workers (Lazonick and Mazzucato, 2012). 
How: the above-mentioned theory underpins the adoption of firms’ behaviours that, with 
the maximisation of the shareholder value objective, permitted excessive rewards for both 
shareholders and top managers. Specifically, as highlighted in her book, Mazzucato 
considers the increasing financialisation of the western economies as key to understand 
the emergence of the RRN framework. Practices such as the stock buybacks, political 
lobbying for deregulation, lower tax rates, and stock-based compensations have allowed 
top managers and shareholders to extract “rents” from the firms through their control over 
them (Lazonick and Mazzucato, 2012). For instance, Lazonick (2012) reported that S&P 
500 index firms spent over $3.000 billion for stock buybacks over the last decade. 
In this way, managers and shareholders had the chance to extract value from firms and 
being rewarded more than properly. Moreover, the latter extraction deprives the firms of 
the resources that could be reinvested in new researches. 
If the top managers and the shareholders are over-rewarded, the state is under-rewarded; 
according to neoclassicals, the state is properly rewarded through the taxation and the 
creation of jobs within the national territory. Nonetheless, the increasing globalised 
economy permits the possibility to move the fiscal domicile and to outsource many firms’ 
functions in more favourable countries, where costs are much lower (see the cases of 
Apple and Google). 
In summary, Mazzucato argues that even if the state and many workers take part and bear 
a great part of the innovation risks, top managers and shareholders are over-rewarded and 
extract rents due to their control positions over firms’ resources and profits. According to 
Mazzucato, the reason why the problems of the socialisation of risks and the privatisation 
of rewards is commonly believed to affect only the financial industry, and not the 
manufacturing one as well, is due to the idea that innovation and risks are issues of the 
private sector without any role of the state. Therefore, it is possible to conclude that the 
first step towards fixing the RRN and make the innovation an economically equal process 
should only be ideological. 
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4. Conclusion: The Mission-Oriented Approach 
In this chapter, I presented the Mazzucato’s approach to innovation process. Mazzucato 
defines this approach described above as the “mission-oriented” approach. By her point 
of view, the state plays a key role in fostering the innovation that can permit the creation 
of new technological paradigms. Indeed, the state does not only fix the market and system 
failures (as recommended, respectively, by the neoclassical and evolutionary schools of 
thought) but bears the uncertainty and the risks associated with technological paradigms 
through specific mission-oriented programs. This kind of role requires a long-term vision 
that is never recognised in the current political debate. 
The mission-oriented approach sets not only a new theoretical framework, but also 
involves strong and clear policy recommendations77. Indeed, according to it, the recipe of 
the cure for the current economic crisis that affect many EU nations consists of 
innovation; as already seen in the introduction to this dissertation, it is innovation 
(especially technological) the engine of the economic growth process. This, together with 
the Mazzucato’s mission-oriented prescriptions, suggests that it is in periods like the 
current one that the state intervention and investments are much more needed. As the 
reader might have already grasped, this perspective strongly crashes with the “austerity” 
policy currently pursued in the EU. 
Austerity can be defined as an economic and political regime of fiscal spending savings 
aimed to face an economic crisis (Treccani, 2016). In the European contest, the objective 
of this policy consists of lowering the high public debt/GDP ratios that characterise many 
EU countries78 in order to avoid their default. According to the mission-oriented 
approach, austerity should worsen the ratios for those countries since it would worsen 
their denominator, i.e. the GDP. This point of view is confirmed by the vast empirical 
evidence about the economic performance of the countries that undertaken an austerity 
“cure”. 
What could we therefore conclude from the above discussion? 
The nations that are facing a crisis period should invest funds in programs which would 
activate again the economic growth machine. As previously seen, the state intervention 
should have a mission, which consists of a certain “challenge”. As people know, state 
                                                 
77 In a certain way, the latter identifies a policy framework. 
78 Due to this some other EU nations (especially of the north of Europe, leaded by Germany) imposed this 
fiscal regime to the nations in crisis. 
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scope consists of pursuing the social welfare. If in the past, these missions corresponded 
to the military defence (think about “The Man on the Moon”), in the future, they could 
become the environmental sustainability and strategic comparative advantages through 
the green and nano-technologies. It is not possible to wait for the private sector due to the 
high (Knightian) uncertainty that affects those industries. Moreover, the already discussed 
financialisation and short-termism of the private sector is not compatible with the 
necessity of “patient capitals” involved in such cases79. Indeed, public investments would 
crowd in (and not crowd out) the private funds, which would be attired by the increased 
opportunity coming from the market created by the state. Certainly, to do this the state 
should “pick a winner” technology or sector and invest funds in that direction and it has 
been this ability to “dream” of the state that has always leaded to the most relevant 
technological breakthroughs.  
By the way, a barrier prevents the application of the latter policy to the EU nations in 
crisis: the popular opinion about the state. As seen in the introduction, the state is 
commonly described as inefficient, corrupted, money-waste; this view not only is false 
(at least not always) and not corresponding to reality, but also prevents the most brilliant 
graduates and experts to work in public investment banks or innovation ministries, since 
a job in the private sector is socially recognised as more exiting and important. In turn, 
this will produce the effect of the state as attracting the less brilliant talents, who will not 
produce significant results; it is the so-called self-fulfilling prophecy, where the state is 
inefficient due to the common belief that actually is. How therefore will the state be the 
visionary actor that will create and shape new markets if such a framework exists? 
Moreover, another issue affects the state performance as key innovator: its reward. 
Indeed, as Mazzucato debates in the second part of her book, rewards are not collective 
as the innovation process actually is. Due to the increased financialisation of the capitalist 
economies already discussed above, today firms are able to run actions aimed to extract 
rents from innovation even if the most of the uncertainty associated is bearded by the 
state80. Of course, this not only an important social challenge81, but has relevant effects 
on the public debt too. If the state was able to get the reward it deserves, it could pay the 
public debt (making “satisfied” the EU austerity countries) and could have new funds 
                                                 
79 For a detailed discussion of the role of public investment banks see the work of Mazzucato (2016). 
80 In particular, Mazzucato refers to practices such as outsourcing, movement of the tax domicile in fiscal 
heavens, etc. 
81 Since, as discussed above increases the economic inequality. 
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for starting and supporting new mission-oriented programs that address other social 
challenges. Nonetheless, in the current economic environment, this process cannot 
activate until the collective aspect of innovation will be recognised. 
Probably, another question we should ask ourselves (in addition to main one identified in 
the introduction) consists of the following: are we sure that the “invisible hand” is actually 
“visible” and many policy makers (together with mainstream economists who lead them) 
are blind? 
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Chapter 4 
Nanotechnology 
1. Nanotechnology 
1.1. What is Nanotechnology? Definition and Order of Magnitude 
Before addressing the impact of public funding in nanotechnology research, we must 
define what nanotechnology is. It could appear very easy to answer, but, unfortunately, 
there are many different definitions for nanotechnology. 
For reasons already outlined in the Introduction of this chapter and that will be further 
discussed below, I think that the most suitable is the definition provided by the NNI: 
“Nanotechnology is the understanding and control of matter at dimensions of roughly 1–
100 nm82, where unique phenomena enable novel applications” (NNI, 2016). A 
nanometre is equal to a billionth of a metre; in particular, the prefix “nano”, which 
explains where the word nanotechnology comes from, means “one billionth” (i.e. 10-9). 
For better understanding the order of magnitude nanotechnology refers to, the following 
examples might be helpful (Table 1): 
TABLE 1: NANOTECHNOLOGY SCALE 
ITEM SIZE (approximate in nm) 
One second of growth of human fingernail 1 
10 atoms of hydrogen lined up in a row 1 
Carbon nanotube 1 up to 1.5 
DNA 2.5 
Tobacco smoke 10 
Advanced computer transistor 100 
Ebola Virus 100 
HIV Virus 100 up to 120 
Human hair width 80 000 up to 100 000 
Sheet of paper thickness 100 000 
                                                 
82 Nanometre. 
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1.2. A brief History of Nanotechnology 
In the NNI website (http://www.nano.gov/timeline) there is a brief timeline of the 
milestone that have characterised the nanotechnology sector that even starts in the 4th 
Century. 
The first historical evidence about the human manipulation of nanostructured materials 
dates back to 4th Century when the Roman craftsmen learnt how to use high heat in order 
to create items with particular properties. The best item that represents their knowledge 
is the Lycurgus Cup: this artefact is a perfect example of dichroic glass where the effects 
is due to the presence of some colloidal gold and silver particles. When the cup is 
illuminated from outside it appears green, while when illuminated from inside it appears 
red (Figure 4). 
FIGURE 4: THE LYCURGUS CUP LIT FROM THE OUTSIDE (LEFT) AND FROM THE INSIDE (RIGHT) 
 
From 6th to 18th Centuries, both the Europe and the Islamic world have been experiencing 
as well the manipulation of nanostructured materials. Examples of their art are: the 
glowing ceramic glazes (mainly produced in the Islamic world) which contained copper, 
silver and other nanoparticles (Figure 5). Stained glass windows that are present in the 
most famous European cathedrals such as the ones in the Notre Dame Cathedral (Figure 
6); those kind of effects are realised through nanoparticles of gold chloride and other 
metal oxides and chlorides83. Another example coming from the Islamic world is 
represented by the Damascus saber blades (Figure 7); each blade is composed by carbon 
nanotubes and cementite nanowires, i.e. a carbon steel that gives the blades themselves 
strength and resistance. 
 
 
                                                 
83 In particular, gold atoms has the role of photocatalytic air purifiers. 
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FIGURE 5: POLYCHROME LUSTERWARE BOWL, 9TH C, IRAQ 
 
 
FIGURE 6: THE SOUTH ROSE WINDOW OF NOTRE DAME CATHEDRAL, CA 1250 
 
 
FIGURE 7: A DAMASCUS SABER 
 
 
Of course the previous example are much interesting and cast light on the ability of the 
craftsmen of that time who did not even know what a nanoparticle is; nevertheless, all the 
most important scientific discoveries made in the nanotechnology field are part of the 
modern era and I will therefore provide a more detailed list of the breakthrough events 
since the XIX Century. 
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In 1857, Michael Faraday discovered for the first time the so-called colloidal “ruby” gold 
and proved that nanostructured gold under certain lighting stimuli produces different 
kinds of coloured solutions. 
In 1936, Erwin Müller, at that time researcher for the Siemens labs, discovered the field 
emission microscope, useful for studying nanostructured materials. 
In 1947, John Bardeen, William Shockley, and Walter Brattain (Bell Labs) invented the 
semiconductor transistor, giving much impulse to the technological progress of both the 
semiconductor and the electronic devices industries, whose development is the basis of 
the IT era. 
In 1956, Arthur von Hippel, a researcher of MIT, developed for the first time the concept 
of molecular engineering as applied to dielectrics, ferroelectrics, and piezoelectrics. 
In 1958, Jack Kilby designed the first integrated circuit, for whose invention he was 
awarded the Nobel Prize in Physics in 2000. 
In 1959, Richard Feynman, at that time professor and researcher at the California Institute 
of Technology, gave what is considered the first lecture about nanotechnology; the lecture 
was entitled “There’s Plenty of Room at the Bottom” and was held in front of the 
American Physical Society. 
In 1974, Norio Taniguchi, professor at the Tokyo University, coined the term 
nanotechnology. 
In 1981, Gerd Binnig and Heinrich Rohrer, both researchers at IBM’s Zurich labs, 
realised the first scanning tunnelling microscope, which allowed scientists literally to see 
atoms. 
In 1985, Harold Kroto, Sean O’Brien, Robert Curl, and Richard Smalley (Rice 
University) discovered the Buckminsterfullerene (C60), a.k.a. the buckyball; it is 
molecular that appears like a soccer ball, but totally composed by carbon atoms. 
In the 1989, Don Eigler and Erhard Schweizer manipulated 35 xenon atoms to recreate 
the IBM logo (Figure 8). 
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FIGURE 8: IBM LOGO 
 
 
In 1991, Sumio Iijima (working at NEC) discovered the carbon nanotube (CNT). 
In 1992, C.T. Kresge and others at Mobil Oil discovered the nanostructured catalytic 
materials MCM-41 and MCM-48, with important applications in refining crude oil, drug 
delivery, and water treatment. 
In 1993, Moungi Bawendi developed a method for controlled synthesis of nanocrystals 
(quantum dots), a technique with many applications in computing, biology, and high-
efficiency photovoltaics and lighting. 
In 1999-early 2000s, the first commercialised product embedding nanotechnology studies 
appeared in the consumers’ markets. Among them is noteworthy to cite the golf balls that 
fly straighter, stiffer tennis, nano-silver antibacterial socks, clear sunscreens, stain-
resistant clothing, deep-penetrating therapeutic cosmetics, faster-recharging batteries for 
cordless electric tools, and improved displays for televisions, cell phones, and digital 
cameras. 
In 2006, James Tour and others (Rice University) built a nanoscale car made of phenylene 
ethynylene with alkynyl axles and 4 C60 fullerene wheels. 
In 2010, IBM created a complete nanoscale 3D map of the world one-one-thousandth the 
size of a grain of salt84. This technique could have many applications in fields such as 
medicine and (opto-) electronics. 
1.3. Nanotechnology Applications and Implications 
In 2012, The Economist announced the world had started experiencing the so-called third 
industrial revolution; indeed, if the first one leaded to the mechanisation of the textile 
                                                 
84 For this purpose researches used a silicon tip (only a few nanometres thick at its apex) to chisel away 
material from a substrate. 
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industry and the second to the application of mass production85, the coming third 
industrial revolution concerns the digitalisation of the contemporary manufacturing. In 
this, nanotechnology is probably the main pillar due to its (still not fully comprehended) 
applications, especially in electronics. 
Il Sole 24 Ore as well discussed the importance of nanotechnology in the future world, 
pushing the argument even further; indeed, in one of its article published in 2014 named 
The Evolution is Innovation, nanotechnology has been said to be potentially the solutions 
to many issues that affect the contemporary world such as pollution and even global 
hunger. Indeed the possible applications of nanotechnology are potentially infinite and its 
implications (benefits and risks) barely to assess. 
Nonetheless, nanotechnology are the most likely future GPT that will change our world 
irreversibly, therefore it is important to take a quite look at its current applications and 
the implications that nanotechnology itself entails. 
Nanotechnology Applications 
Nanotechnology, by definition of GPT, has many applications in a widespread number of 
industries.  
The revolution has already started since the market of nanotech-commercialised products 
is exponentially growing over the years; US Government estimated that the global value 
of nano-enabled products, nano-intermediaries, and nanomaterials will reach $4.4 trillion 
by 201886. To have an idea, the global tourism market value corresponds to $2.3 trillion87, 
while the 2013 value of the entire computers, mobile phones and data centres market 
corresponded to $3.7 trillion88. 
Here I provide a detailed description of the current uses of nanotechnology. 
Electronics and IT 
Nanotechnology science is already included in many computing and electronic devices 
due to the benefits of speed, size it brings. In particular: 
                                                 
85 Of course, there were other important inventions as well, but for the purpose of the cited article, they are 
not considered. 
86 http://www.nano.gov/nanotech-101/nanotechnology-facts 
87 http://www.affaritaliani.it/economia/turismo-vale-2-3-trilioni-di-dollari-4-nei-prossimi-10-anni-
421575.html?refresh_ce 
88 http://www.ilsole24ore.com/art/tecnologie/2013-01-04/crescita-moderata-2013-computer-
081249.shtml?uuid=AbBDqDHH&fromSearch 
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 Nanoscale transistors: they are becoming faster, and more energy-efficient 
together with a decreasing of size. This may lead to manage a large amount of 
information more efficiently. 
 Magnetic Random Access Memory (MRAM) with innovative nanoscale tunnel 
junctions that permit to save the work in case of computer crash or sudden 
shutdown. 
 New displays for TVs, laptops, mobile phones, digital cameras, etc.: in particular, 
nanomaterials improved the displays performances in terms of weight, viewing 
angles, quality of the pictures, etc. 
Sustainable Energy 
One of the major challenges that the world is facing today concerns a stable and long-
term economic growth that is also sustainable as announced by many international studies 
(WWF, 2008), whose results pushed international organisations to create “environmental 
supervisors” such as the United Nations Global Compact (2000) and international treaties 
such as the United Nations Framework Convention on Climate Change (1992) and the 
well-known Kyoto Protocol89. 
In particular, nanotechnology applications in this sector concerns: 
 Flexible solar panels: with respect to the conventional panels, the ones realised 
with nanostructured materials are much more efficient in terms of sunlight-
electricity conversion and at the same time cheaper and easier to install. 
 Lower pollutions levels associated with combustion engines due to reduction of 
fuel consumption through less frictions and higher combustion efficiency. 
 Higher efficiency of fuel production from low-grade raw petroleum; in particular, 
nanotechnology permits to achieve more efficient catalysis processes. 
 Nanotechnology systems that permit to recycle the heat produced by devices (such 
as cars, machines, computers, etc.) into electric energy. 
Environmental Remediation 
Nanotechnology applications are not only eco-friendly because they reduce the pollution 
associated with the everyday products and activities (such as cars and energy 
consumption), but even because they can remedy past pollution caused by previous 
technology and activities. In particular: 
                                                 
89 As discussed in the previous chapter, Mazzucato (2013) recognises the sustainable development as an 
important challenge that deserves an appropriate mission-oriented program. 
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 Nanostructured filters can reduce the water pollution and contamination water at 
cheaper costs, making the purification of water an ever-increasing convenient 
process. 
 Nanofabric paper towels that can absorb 20 times their weight in oil for cleanup 
purposes. 
 Innovative nano-sensors and –solutions that are able to detect and, eventually, 
neutralise harmful chemical and biological agents both in the air and in the 
ground. 
Medicine and Health 
One of the high-potential field of application for nanotechnology is represented by the 
Medicine and Health. This is maybe the one common people are interested in since it 
might lengthen the life expectancy significantly. In particular: 
 Quantum dots: they are nanocrystals that can increase the quality and the efficacy 
of biological imaging for diagnosis. According to some specialised studies, this 
kind of technology may lead to achieve improvement as high as 1000 times the 
performance of current methods. 
 It has recently discovered that gold nanoparticles can help doctors to detect 
Alzheimer’s disease when still at an early-stage. 
 New cancer therapies with nanoparticles used as vehicles for medicines. More 
specifically, this kind of technology facilitate targeting cancer cells and treatment 
itself, reducing at the same time risks associated with the therapy. 
 Nanotechnology will be soon able to permit medicine to spur the nerve cells 
growth for helping patients with damages at the spinal cord or at the brain. 
Future Transportation 
Last but not least, it is noteworthy to present briefly some insights about the possible 
future applications of nanotechnology in the Transportation industry. In particular: 
 Innovative nanomaterials of steel, asphalt, etc., can improve exponentially the 
performances of highways and infrastructures in general in terms of longevity and 
resistance. 
 Monitoring the condition of infrastructures such as bridges, rails, tunnels, etc., 
involves high costs and efforts. Nanoscale sensors could soon help managing 
those structures. 
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 Nanoscale sensors could support the cars control on the road implying 
coordination among the vehicles with enormous effects of both collisions and 
traffic congestion avoidance. 
Nanotechnology Implications 
Of course, from the previous paragraph, some of the implications (benefits) that 
nanotechnology brings (in particular, health and environmental ones) are very clear, but 
we must be at the same time aware that nanotechnology involves some risks as well. We 
will see that both the benefits and the risks involve many different fields of human sphere 
that correspond more or less to the same benefits and risks emerged before the advent of 
a new GPT. 
Medicine and Health Implications: Nanomedicine and Nanotoxicology 
As we have seen above, scientists have developed or are developing new methods 
incorporating nanotechnology that could revolutionise the medicine. “The process of 
diagnosing, treating, and preventing disease and traumatic injury, relieving pain, and 
preserving and improving human health, using molecular tools and molecular knowledge 
of the human body” is the so-called nanomedicine, i.e. the application of nanotechnology 
to medicine purposes (Freitas Jr., 2004). 
It is one of the most important fields of interest for the US Government since NIH are 
supported every year with many funds for nanomedicine research (see below). The 
importance of nanomedicine is testified by the presence of journals (such as 
Nanomedjournal and Future Medicine) that give evidence of the progresses that 
nanomedicine has achieved. The main areas of interest of nanomedicine are the delivery 
of drugs (with important effects on cancer cure), blood purification, and tissue 
engineering. However, what I want to highlight here is that soon (before we might expect) 
nanomedicine could make possible to cure diseases today lethal and increase the life 
expectancy. 
If the benefits arising from nanomedicine are very clear and comforting too, some 
scientists are worried about the risks for human health that nanotechnology (especially 
nanoparticles) may cause. Donaldson et al. (2004) have defined nanotoxicology as a new 
subcategory of toxicology that should address the issues deriving from toxicity of 
nanomaterials. Of course, nanotoxicology is still a very premature topic, but the scientific 
community has already started some studies in order to bridge this knowledge gap. In 
particular, in 2005, environmental toxicologist Eva Oberdörster published the result of 
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her research about the damages that fullerene causes to fishes and marine food chain 
(Oberdörster, 2005)90. Moreover, it has been showed that long expositions to metal 
nanoparticles (such as zinc oxide, copper oxide, and titanium dioxide) cause Cytotoxicity 
(Seabra and Durán, 2015) and Genetoxicity (Huk et al., 2015). 
Environmental Implications: Green Nanotechnology and Nanopollution 
Another important field of application of nanotechnology concerns the environmental 
one. As descripted in the previous paragraph, scientists have activated many researches 
about the application of nanomaterials and nanoparticles for the development of eco-
friendly technology. This stream of research consisting of implementing nanotechnology 
for “the design, commercialization, and use of processes and products in a way that 
minimizes pollution, promotes sustainability, and protects human health without 
sacrificing economic viability and efficiency” has been defined as “green 
nanotechnology” (US Environmental Protection Agency, 2011) . It has two main goals: 
 Reducing the pollution of human activities (such as transportation or industrial 
production); current research mainly focuses on solar cells, fuel cells, and 
polluting emissions. 
 Environmental remediation: nanotechnology can help to repair environmental 
damages and pollution from previous human activities. In this, there are many 
studies about nanofiltration for ground and soil water and wastewater. 
Unfortunately, there are also some risks for the environment involved with the 
nanomaterials, a.k.a. nanopollution. It involves the propagation of nanoparticles still 
active in the environment and that might have damaging effects91. Indeed, many 
nanoparticles are not present in nature, therefore, their advent in the environment could 
in principle be damaging for plants and animals. 
Another important problem with nanoparticles is the so-called bioaccumulation, i.e. the 
tendency for some particles to accumulate in fatty tissues of organisms (The Royal 
Society, 2004). 
Studies in this field are still premature, therefore before judging whether nanotechnology 
can have positive or negative effects on the environment, we should wait for other 
clarifications. 
                                                 
90 It is important to observe that some studies state the opposite (Isakovic et al., 2006). 
91 A famous example is the one of the silver nanoparticles present in clothes; once washed, those particles 
are released in the water and, hence, in the environment (Panyala et al., 2008). 
 Page 107 
 
Regulation Implications 
The above-mentioned risks for people’s health and environment created a debate about 
whether the issuance of a specific regulatory body for nanotech products should exist or 
not. Many experts noted that a regulation is necessary if governments want to avoid that 
nanotech negative effects overshadow the positive ones (Bowman and Fitzharris, 2007) 
and to align public interest with nanotech progress (Bowman and Hodge, 2006). 
USA decided to respond, not by issuing a special regulation framework, but by convening 
every 3 months an interest group composed by some representatives belonging to the 
Food and Drug Administration (FDA) in order to improve communication and 
coordination among (FDA, 2007). 
In so far, the European Union has instituted a group, named Scientific Committee on 
Emerging and Newly Identified Health Risks, that should deeply investigate the risks 
associated with nanotechnology. To this purpose, very soon producers will have to 
comply with new regulations concerning the nanotechnology subject in the REACH 
(Registration, Evaluation, Authorisation and Restriction of Chemicals). 
Social Implications: Workforce, Social Justice and Mass Destruction Weapons  
Nanotechnology, as all the other technological revolutions, involves some social 
challenges that imply some concerns for people. Nanotechnology had and currently has 
a great cultural impact since it affects how people imagine the future; it is sufficient a 
rapid look at some blogs such as futureofnanotechnology.net or futureforall.org, where 
people not only discuss the technological domain of nanotechnology, but also its social 
effects. In that regard, many people discuss the possible risks associated with the 
uncertainty of a GPT as perturbing as nanotechnology is. 
As seen above, one the core domain of nanotechnology effects concerns the 
manufacturing and electronics industry. The changes it will produce will affect very likely 
the workforce in terms of both requested knowledge and workers’ displacement. Indeed, 
the coming miniaturisation of materials and components will definitely change how 
factories currently are and work. 
However, NSF estimates that by 2020 6 millions of nanotechnology workers will be 
requested in order to satisfy nanotechnology future labour demand. 
Another important issue affecting nanotechnology social implications consists of social 
justice: since nanotechnology research is conducted by big multinational companies such 
as IBM, there is the fear that nanotechnology revenues will increase income (and hence 
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social) inequalities, in particular towards the developing countries (Invernizzi et al., 
2008). This possibility would reduce the wisdom of application possibilities (especially 
the ones for human health and environment) that developing countries need mostly. 
The final preoccupation affecting the advent of nanotechnology concerns the military 
applications that it could or will have. Phoenix and Treder (2008), Centre for 
Responsibility Nanotechnology, and Sendberg (2014), Future of Humanity Institute, 
noted that molecular engineering, now possible thanks to nanotechnology progress, is 
potentially one of the most dangerous global risk for the creation of the so-called 
nanoweapons. This is the reason why many institutes (among them one of the most 
prominent is the Centre for Responsibility Nanotechnology) request that there should be 
more transparency about nanotechnology and some restrictions about its use should be 
issued92. 
2. The National Nanotechnology Initiative 
USA have always been global leader in the R&D and the commercialisation of cutting-
edge technologies such as aerospatial and IT in the XX Century. Indeed, it is this 
leadership in the strategic and most advanced industries that permitted USA to have an 
enormous competitive advantage with respect to the rest of the world and this leadership 
is the result of public investments and long-term vision. 
The remarkable characteristics of nanotechnology did not go unnoticed; the former US 
President Bill Clinton paid much attention to the pressures of the scientific community, 
leaded by Mihail Roco, for a strong financial support of nanotechnology research. The 
government understood the strategic relevance of the nanotechnology industry and 
therefore, as Mazzucato would say, in 2000 it launched a mission-oriented R&D program: 
the National Nanotechnology Initiative (NNI). 
Since the NNI will be central in the econometric analysis that follows, it is fundamental 
to provide an outline of what NNI is and how NNI works. Hence, in the first section, I 
will discuss what NNI is by presenting its objectives and the agencies involved; in the 
second section, I will present a brief history of NNI; in the third section, I will discuss 
how the NNI is coordinated; finally, in the fourth section, I will discuss the NNI funding. 
                                                 
92 A call for a regulatory body (see the previous point). 
 Page 109 
 
2.1. What NNI is 
“The NNI is a U.S. Government research and development (R&D) initiative involving the 
nanotechnology-related activities of 20 departments and independent agencies” 
(nano.gov, 2016). 
NNI history begins some years before 2000; in particular, the first step was undertaken 
in 1996, when a first meeting of a long series between staff members of the most 
important agencies occurred. The purpose of those meetings consisted of designing and 
outlining an agencies’ coordinate nanotechnology R&D program. This group became 
official only in 1998 when it was named the Interagency Working Group on Nanoscience, 
Engineering and Technology (IWGN) under the supervision of the NSTC. In 1999, 
IWGN completed the first draft about an initiative concerning an R&D program on 
nanotechnology, which was later approved by the President’s Council of Advisors on 
Science and Technology (PCAST) and the White House Office of Science and 
Technology Policy (OSTP). Finally, in FY2001, then-US President Bill Clinton decided 
to raise the R&D nanotechnology program to the federal level and called it officially the 
National Nanotechnology Initiative, making it his top priority93. It was the first formal 
established program for nanotechnology R&D in the world and this timing allowed USA 
to be even today the leader in the nanotechnology research. 
The initial participating agencies were six: 
 The National Science Foundation (NSF); 
 The Department of Defense (DOD); 
 The Department of Energy; 
 The National Institute of Standards and Technology (NIST), a division of the 
Department of Commerce (DOC); 
 The National Aeronautics and Space Administration (NASA); 
 The Department of Health and the National Institutes of Health (NIH). 
Despite the creation of NNI by 2000, the NNI remained only a presidential initiative until 
the intervene of the US Congress94. Indeed, in 2003, the US Congress provided a 
legislative framework that works as foundation of some of the activities that NNI had 
already started: the 21st Century Nanotechnology Research and Development Act, signed 
                                                 
93 The White House, “National Nanotechnology Initiative: Leading to the Next Industrial Revolution” 
(2000). 
94 The White House, “National Nanotechnology Initiative: Leading to the Next Industrial Revolution” 
(2000). 
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into law on December 2003 by then-US President George W. Bush. It important to 
remember that the latter law did not consist of an appropriation but only an authorisation 
for the NNI agencies’ activities95. 
The core provisions of the act are: 
 The establishment of a National Nanotechnology Coordination Office; 
 A triennial review of the NNI; 
 Directing the individual agencies towards the achievement of their own missions. 
2.2. NNI Vision and Goals 
The NNI goals are contained in the updated 2014 NNI Strategic Plan edited by the NSET 
Subcommittee and NSTC. In particular, the Strategic Plan identifies four goals that are 
finalised to the realisation of a common vision: “The vision of the NNI is a future in which 
the ability to understand and control matter at the nanoscale leads to a revolution in 
technology and industry that benefits society […] to serve the public good through a 
program of coordinated research and development aligned with the missions of the 
participating agencies” (The National Nanotechnology Initiative Strategic Plan, 2014). 
Goal 1: Advance a world-class nanotechnology research and development program 
The NNI aims to expand the existing knowledge in fields such as chemistry, physics, and 
biology in order to arise the US competitive force in sectors such as aerospace, national 
defense, energy, healthcare, and IT. 
Goal 2: Foster the transfer of new technologies into products for commercial and public 
benefit 
Nanotechnology can enable US firms to compete in the XXI Century globalised market. 
One of the major scopes of the NNI consists of maximising the public benefits, therefore, 
conducting basic research and studying at the same time the possible product applications 
are very relevant (i.e., an attempt to commercialise the NNI research). 
Goal 3: Develop and sustain educational resources, a skilled workforce, and a dynamic 
infrastructure and toolset to advance nanotechnology 
                                                 
95 It is important to note that only five participant agencies were authorised according to this law: NSF, 
DOE, NASA, NIST, and Environmental Protection Agency (EPA). Furthermore, this act, even if in practice 
set the legislation for enabling the NNI, officially established a National Nanotechnology Program (NNP). 
Nevertheless, as the NNI strategic plan (2004) itself states, the nanotechnology-based R&D activity goes 
on under the name NNI since it involves all the agencies and the coordinated Federal activities.  
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Without a specific skilled labour force, the NNI cannot produce the expected results and 
achieve its goals. Therefore, the NNI supports the creation of appropriate educational 
programs and resources that have to inform the public opinion and the stakeholders in 
general (including managers, regulators, and financiers) and to create the nanotechnology 
researchers of the future. 
Goal 4: Support responsible development of nanotechnology 
As seen above, there are many risks associated with the advent of a technology as 
perturbing as nanotechnology is; therefore, even taking into account the previous goals96, 
in order to align the public interest with the progresses of the NNI, US authorities must 
both assess the risks that nanotechnology involves and manage those risks. For this 
purpose, the NNI’s actions are guided by the Emerging Technologies Interagency Policy 
Coordination Committee (ETIPC)97 and, furthermore, the NNI itself collaborates with 
universities, government and non-governmental agencies, and other kind of communities. 
2.3. Participating Agencies 
Currently, 27 Federal Departments and Independent Agencies and Commissions are 
participating in the NNI. In the Table 2 below, those entities are listed and, next to them, 
their own interest in the NNI is described. 
TABLE 2: PARTICIPATING AGENCIES AT THE NNI AND AGENCIES INTEREST 
Agency Agency Interest 
Consumer Product 
Safety Commission 
(CPSC) 
One of the agencies involved in controlling for the 
potential negative effects of nanotechnology on 
consumers is the CPSC. Indeed, it analyses the safety of 
nanotechnology in consumer products. Furthermore, as 
part of the NNI program, it also collaborate with other 
agencies in order to assess the EHS implications of 
nanotechnology. 
National Institute of 
Standards and 
Technology (NIST) 
In order to enhance the US technological innovation and 
industrial competitiveness, the NIST promotes 
progresses in the nanotechnology sector. Therefore, it 
conducts research in lab and makes available its own 
                                                 
96 In particular, the second one where the US Government explicitly considers the public interest. 
97 See below. 
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facilities (such as Center for Neutron Research and the 
Center for Nanoscale Science and 
Technology) in order to help the emerging industry. 
Department of Defense 
(DOD) 
As seen before, nanotechnology has many applications 
in the military industry. This view is shared by the DOD, 
whose board thinks that nanotechnology are strategic in 
contributing to improve the warfighting potential of the 
USA. The areas of research in which DOD is interested 
currently are synthetic biology, quantum IT, novel 
nanomaterials, etc. 
Furthermore, DOD pursues research also in other fields 
not directly related to defense purposes (but nonetheless 
much important) such as energetic materials, nano-
devices, and structural fibres. 
Department of Energy 
(DOE) 
As already discussed above, nanotechnology might help 
to address the imminent climate change issue. Therefore, 
the DOE faces this challenge through massive 
investments in research about solar energy collection and 
conversion, energy efficiency, and alternative (less-
polluting) fuels. This is one of the keys of the US 
leadership in this field. 
Food and Drug 
Administration (FDA) 
Nanotechnology has the potentiality to change the 
performance of the products under the regulation of the 
FDA. Therefore, in order to protect the public health of 
people and animals and guarantee the fourth goal of the 
NNI about responsible development, FDA identifies and 
assesses these effects of nanotechnology and develops 
regulatory programs. For this purpose, FDA coordinates 
the entire NNI nanotechnology regulatory science 
research.  
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National Institute for 
Occupational Safety and 
Health (NIOSH) 
The NIOSH is the agency responsible for the research 
about the safety and the health of people at work. Since 
the first effects of a new technology always involve 
workers, the NIOSH has been dragged into the NNI. In 
particular, the NIOSH collaborates with the other NNI 
agencies in order to develop research-based information 
to protect people who work with nanotechnology 
products and processes. 
National Institutes of 
Health (NIH) 
Such as the NIOSH, the NIH are involved in the NNI for 
addressing the EHS implications. In particular, NIH 
conduct medical research; indeed, NIH invest funds in 
research about improving people’s health, lengthening 
life, and reducing the burdens associated with illnesses 
and disabilities. NIH have already achieved significant 
results in terms of developed advanced nanomaterials 
and instrumentation useful for detecting, diagnosing, and 
treating diseases.  
Department of Homeland 
Security (DHS) 
The DHS is interested in the application of nanomaterials 
and nanodevices considered strategic for homeland 
security purposes. The major fields of research currently 
concern the ones of the materials toolbox, the advanced 
preconcentrators, and the advanced sensing platforms. 
Federal Highway 
Administration (FHWA) 
The FHWA is interested in the nanotechnology 
applications concerning the satisfaction of the transport 
industry long-run needs. In particular, the FHWA aims 
to improve the safety, the efficiency, and the life length 
of the transportation system. In particular, the FHWA 
conducts research in the fields of infrastructure materials 
and nanoscale sensors and devices. 
Environmental 
Protection Agency (EPA) 
The EPA has the mission of understanding both the 
implications and the applications of nanotechnology in 
order to protect the environment. In this, the EPA 
conducts research about reducing the pollution emission 
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coming from human activity and remedying the pollution 
already present in the environment. 
National Aeronautics and 
Space Administration 
(NASA) 
NASA has three R&D aerospace missions: reducing 
vehicles weight, enhancing performance, improving 
safety, durability, and reliability. Nanotechnology helps 
to address all these missions together. Therefore, NASA 
has entered into the NNI to collaborate with the other 
NNI agencies and accelerate the nanotechnology 
development.   
National Science 
Foundation (NSF) 
The NSF is the biggest investor among the 27 NNI 
agencies, supporting over 3.000 projects and over 30 
research centres. NSF has been moreover the first public 
agency that invested in nanotechnology R&D in 1991. 
The researches of the NSF covers the synthesis of 
nanostructures, nanostructured catalysts, 
nanobiotechnology methods, and methods to fabricate 
devices, which will have many industrial applications. 
Due to its prominence among the NNI agencies, it 
coordinates fundamental research across almost all the 
nanotechnology fields. 
Agricultural Research 
Service (ARS) 
The ARS is the leading agency of the US Department of 
Agriculture in terms of scientific research. Indeed, it 
aims to achieve significant improvements of the 
agriculture production, food safety, and quality of the 
food for the human health. In particular, ARS invests 
funds in the biosensoring, nanoemulsion, and 
nanoparticles fields of research.   
Forest Service (FS) 
As already said before, nanotechnology has a big 
potential to bring consistent achievements in the field of 
the renewable energies. In particular, the FS efforts are 
currently concentrating on the cellulose nanoparticles 
due to their piezoelectric properties and photonic 
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structures. The applications might involve the production 
of lighter and stringer papers, biomedicine, and 
replacement of petrochemicals in plastics and 
compounds.  
National Institute of 
Food and Agriculture 
(NIFA) 
The NIFA mission concerns the improvements of the 
agriculture and food systems. Therefore, through the 
coordination with the other NNI agencies, the NIST 
performs R&D activities in the nanotechnology sector 
for achieving its own goals. 
Department of Education 
(DOEd) 
Due to the great importance of nanotechnology, the 
DOEd has the mission to educate the next generation of 
graduates and researchers. For this purpose, the DOEd 
has developed a widespread network with the other NNI 
agencies.  
U.S. Geological Survey 
(USGS) 
The USGS nanotechnology research focuses on the 
effects of natural and engineered chemical contaminants 
in aquatic environments and on methods able to detect 
them. Its results are shared with the other NNI agencies 
due to the importance of the USGS researches. 
National Institute of 
Justice (NIJ) 
The NIJ mission consists of fighting the crime and 
promote the justice. The NIJ performs nanotechnology in 
order to accomplish its mission. 
Occupational Safety and 
Health Administration 
(OSHA) 
The OSHA mission consists of educating the employers 
about the responsibilities concerning the nanotechnology 
and the employees about how to handle with 
nanomaterials and nanoparticles. 
Department of State 
(DOS) 
DOS supports the NNI agencies by providing its contacts 
with the foreign institutions and organising meetings 
with them. 
Department of the 
Treasury (DOTreas) 
One of the mission of the DOTreas consists of enhancing 
the Federal finances. The DOTreas is interested in the 
nanotechnology R&D since it might improve the national 
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financial infrastructure, such as the coin and currency 
production. 
Office of the Director of 
National Intelligence 
(ODNI) 
The ODNI has R&D programs aimed to achieve 
developments in the fields of nanoelectronics and 
nanomaterials. In particular, those researches could 
improve the satellites performances. 
Nuclear Regulatory 
Commission (NRC) 
The NRC mission consists of controlling and regulating 
the use of radioactive materials in order to shield the 
environment and the human health. The NRC (being a 
regulatory agency) does not perform any research 
program, but controls that NNI agencies make progresses 
that might have some application in the nuclear industry.  
U.S. International Trade 
Commission (USITC) 
The USITC monitors the trends and the questions arising 
from the nanotechnology R&D and which might have 
any international trade effect. 
Bureau of Industry and 
Security (BIS) 
The BIS is interested in the nanotechnology 
achievements obtained by the NNI due the potential 
impact they might have on the industrial and national 
security areas. 
Economic Development 
Administration (EDA) 
The mission of the EDA consists of increase the US 
competitiveness in the worldwide panorama. In this, the 
EDA promotes the application and the 
commercialisation of nanotechnology. 
U.S. Patent and 
Trademark Office 
(USPTO) 
The partnership between the NNI and the USPTO 
permits the intellectual-property protection of the 
nanotechnology-based inventions. Furthermore, it 
contributes to keep track of the progresses achieved by 
the NNI in the nanotechnology area of research. 
 
2.4. The Program Component Areas 
In order to categorise the investments made by the NNI agencies, the NNI has defined the 
so-called Program Component Areas (PCAs): the PCAs are the most relevant and broad 
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macro-areas under which all the NNI R&D nanotechnology projects are collected (NNI 
Strategic Plan, 2014). According to the NSET Subcommittee, the PCAs investment, 
coordination, and progress are determinant in achieving the goals identified by the NNI. 
Moreover, the identification of those PCAs enables NNI to keep track of the spending 
undertaken in each area and, therefore, to report investments and progresses. The PCAs 
have not always been the same; indeed, after a revision recently made, the NSET 
Subcommittee decided that new PCAs better suits with the new technological 
environment that has formed and that are more appropriate in order to adapt to the 
maturation of the NNI. The current PCAs are: 
 The Nanotechnology Signature Initiatives; 
 Foundational Research; 
 Nanotechnology-Enabled Applications, Devices, and Systems; 
 Research Infrastructure and Instrumentation; 
 Environment, Health, and Safety. 
2.4.1. The Nanotechnology Signature Initiatives 
The NNI agencies and the OSTP, in order to enhance the rhythm of the nanotechnology 
progresses in crucial areas that affect national performance, identified five different topics 
that might benefit from interagency coordination and investment. The identification of 
those areas is continuously evolving due to the dynamicity of the nanotechnology 
framework. Indeed, the NNI agencies and the OSTP identify the NSIs according to the 
general guidelines of the national scientific, economic, and environmental priorities (NNI 
Strategic Plan, 2014). In this subparagraph, I will provide some details for each of the 
individual NSI. 
Nanotechnology for Solar Energy Collection and Conversion98 
Solar energy is one of the possible renewable energies that can substitute the fossil fuels 
as main energy source. Therefore, a better understanding of the nanostructures, which 
have been proved to improve the light absorption, the light-electricity conversion, and the 
thermal storage and transport, would be crucial. 
Currently, this NSI has three areas of research, aimed to the improvement of: 
 Photovoltaic solar electricity conversion; 
                                                 
98 This initiative has been performed by the following NNI agencies: DOC (NIST), DOD, DOE, IC (ODNI), 
NASA, NSF, and USDA (NIFA). It has been cancelled after having achieved the fixed goals at the end of 
2015 (NSI Progress Review, 2015). 
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 Solar thermal energy conversion; 
 Solar-to-fuel conversions. 
Sustainable Nanomanufacturing99 
The NNI invests resources in the development of materials and devices based on the 
nanoscale technology. In this way, NNI agencies want to reduce the total environmental 
and health negative effects of the products. 
Currently, this NSI has two areas of research: 
 The design of nanoscale components, devices, and processes; 
 Nanomanufactured measurement technologies.  
Nanoelectronics for 2020 and Beyond100 
The semiconductor industry has been one of the sectors that drove the US industrial 
leadership over the past 50 years (see Dosi, 1984). Today, electronics is still a strategic 
industry for the future development and, through the nanotechnology, is becoming 
nanoelectronics. Indeed, the most profitable technological trajectory in this paradigm 
consists of the miniaturisation of components; indeed, the reduction of dimensions will 
lead at the same time to an increase of the processing speed, of the energy consumption 
efficiency, and to a decrease of costs in general. 
Currently, this NSI has five areas of research: 
 Exploring new “state variables” for computing; 
 Combining nanophotonics with nanoelectronics; 
 Developing carbon nanomaterials for nanoelectronics; 
 Using nanoscale processes for the quantum IT; 
 Enhancing the nanoelectronics research and the manufacturing infrastructure 
network. 
Nanotechnology Knowledge Infrastructure (NKI)101 
The nanotechnology community is currently disconnected and their knowledge difficult 
to integrate. For this purpose, nanoinformatics can be much useful. Nanoinformatics is 
“the science and practice of developing and implementing effective mechanisms for the 
                                                 
99 This initiative is performed by the following NNI agencies: DHHS (NIH and NIOSH), DOC (NIST), 
DOD, DOE, DOL (OSHA), EPA, IC (ODNI), NASA, NSF, and USDA (FS). 
100 This initiative is performed by the following NNI agencies: DOC (NIST), DOD, DOE, IC (ODNI), 
NASA, and NSF. 
101 This initiative is performed by the following NNI agencies: CPSC, DHHS (FDA, NIH, and NIOSH), 
DOC (NIST), DOD, DOL (OSHA), EPA, NASA, and NSF. 
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nanotechnology community to collect, validate, store, share, mine, analyse, model, and 
apply nanotechnology information” (NNI Strategic Plan, 2014). Improving the current 
nanoinformatics infrastructure will help to create a coherent community-based 
knowledge that will accelerate innovation and discovery. 
Currently, this NSI has four areas of investigation and action for the development of: 
 A collaborative community; 
 A network model for intellectual collaboration; 
 A cyber-toolbox that enables the application of models to the design of 
nanomaterials; 
 A robust nanotechnology data infrastructure that can sustenance collaboration, 
through data sharing, and, hence, innovation. 
Nanotechnology for Sensors and Sensors for Nanotechnology102 
Nanotechnology is changing the industry of sensors by providing new sensing methods 
in many disciplines such as physics, chemistry, and biology. Even if the results already 
achieved are impressive, the commercialisation for nanoscale sensors is prevented by 
reliability problems. Nonetheless, it is expected that nanoscale sensors will establish 
themselves very soon. 
Currently, this NSI has four areas of research: 
 Development and promotion of new nanomaterials-based technologies that can 
overcome the conventional sensors; 
 Development of new methods and instruments that can evaluate and measure the 
environmental and health implications of nanotechnology. 
Foundational Research 
In order to increase our knowledge at the nanoscale dimension, the NNI agencies are 
studying the principles that rules the nanoscale world in the physical, chemical, and 
biological disciplines. Furthermore, this PCA currently investigates new methods for 
discovering new nanomaterials and for studying their properties in order to assess their 
potential applications. 
Nanotechnology-Enabled Applications, Devices, and Systems 
                                                 
102 This initiative is performed by the following NNI agencies: CPSC, DHHS (FDA, NIH, and NIOSH), 
DOC (NIST), DOD, EPA, NASA, NSF, and USDA (NIFA). 
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This PCA aims to apply the existing principles of nanotechnology in order either to 
improve present devices or to develop new ones. In particular, the nanotechnology, 
through the inclusion of nanomaterials and nanoparticles in devices, might help engineers 
either to improve the performance or to discover new functionalities. 
Research Infrastructure and Instrumentation 
As seen above, the creation of a nanotechnology infrastructure is core for the NNI 
activity. Therefore, the establishment of user facilities, networks, labour force education 
and training, and acquisition of instrumentation can support the nanotechnology 
infrastructure to evolve and increase the NNI efficacy.  
Environmental, Health, and Safety 
Due to the wide impacts that nanotechnology entails, this PCA is completely involved in 
trying to assess and understand the potential environmental, health, and safety 
implications of nanotechnology and, at the same time, in developing new methods of risk 
assessment and management for the mitigation of any kind of risk. 
2.5. NNI Structure: Coordination and Assessment 
The NNI is a very big program and its organisation therefore much complex. The number 
of actors and agencies involved is high and, hence, it is necessary the presence of some 
coordinating bodies such as the NSET, the NNCO, and the NSTC and assessing entities 
such as the PCAST in order to keep the progresses of the NNI aligned with its own goals.  
In this paragraph I will provided in detail the specific tasks and objectives of each of the 
coordinating and assessing entities that manage the organisation of the NNI. 
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FIGURE 9: NNI STRUCTURE 
 
 
2.5.1. The Executive Office of the President 
As seen in the previous sections, the NNI was born as Presidential initiative, even before 
having a legislative foundation of the US Congress. Nonetheless, the President cannot be 
always directly involved and informed about any activity of the White House and the US 
Government. For this purpose, in 1939, then-US President Franklin D. Roosevelt founded 
the Executive Office of the President in order to support the President in taking decisions 
that may affect the future of the nation. The EOP formally and directly controls the 
following entities: 
 Council of Economic Advisers; 
 Council on Environmental Quality; 
 Executive Residence; 
 National Security Council; 
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 Office of Administration; 
 Office of Management and Budget (OMB); 
 Office of National Drug Control Policy; 
 Office of Science and Technology Policy (OSTP); 
 Office of the United States Trade Representative; 
 Office of the Vice President; 
 White House Office. 
The role of the EOP in the NNI consists mainly of coordinating and supervising the NNI 
activities and progresses to make sure that they are consistent with the Government 
objectives103. 
Two offices in particular carry out these tasks: the OSTP and the OMB. 
The OSTP was established by the US Congress in 1976 within the EOP as entity aimed 
to lead interagency efforts for the implementation and development of science and 
technology policies (such as the NNI). It coordinated the NNI activities according to the 
EOP and Government interests and public benefits. Furthermore, it administrates the 
NSTC and controls the PCAST (see below), essentially providing the NNI the EOP 
inputs104. 
The OMB is the largest entity of the EOP; it supports the EOP and the President in 
executing and developing the budget for specific policies through a complex and 
sophisticated government-wide process105. In particular, it coordinates the NNI agencies’ 
budget in order to calculate the overall nanotechnology R&D budget. Moreover, OMB 
keeps the track of the total Federal nanotechnology R&D investment and figures about 
individual agency investments in every Program Component Area. 
2.5.2. The Nanoscale Science, Engineering and Technology Subcommittee 
The National Nanoscale, Engineering and Technology (NSET) Subcommittee, one of the 
subcommittee of the NSTC Committee on Technology, was established in 2000 in order 
to coordinate the nanotechnology R&D activities among agencies. The NSET 
Subcommittee has a role of prominence in coordinating on behalf of the White House the 
entire NNI. In particular, it coordinates the interagency Federal nanotechnology-based 
R&D through the coordination of the NNI research, communication, and funding 
                                                 
103 https://www.whitehouse.gov/administration/eop 
104 https://www.whitehouse.gov/administration/eop/ostp 
105 https://www.whitehouse.gov/omb 
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activities. Furthermore, the NSET Subcommittee prepares both the NNI Strategic Plan 
and the annual NNI Supplement to the President’s Budget and organises interagency 
workshops in order to provide detailed and relevant information to the EOP for making 
decisions about the NNI. The Strategic Plan, in particular, is very important for individual 
agencies participating in the initiative since it creates a common framework about the 
vision and the goals of the NNI that guides them in their own activities. Moreover, due to 
its coordinator function, the NSET Subcommittee handles a crucial network of relations 
between Government (both central and local), universities, industries, and international 
organisations. Even if the NSET Subcommittee is operationally under the control of the 
NSTC Committee on Technology, it maintains an (informal) reporting affiliation with the 
NSCT Committee on Science (see again the Figure 9). 
The Board of the NSET Subcommittee is composed by representatives of each of the NNI 
participating agencies, the OSPT, and the OMB; furthermore, two co-chairs, one from the 
OSPT, while the other from one of the agencies, lead the NSET Subcommittee, whose 
meetings occur at least six times per year. 
2.5.3. The NSET Working Groups 
The NSET Subcommittee has established two working groups focused on fields that will 
benefit from common interagency attention. They currently are the Nanotechnology 
Environmental and Health Implications (NEHI) and the Nanomanufacturing, Innovation 
and Commercialization Ecosystem (NICE) working groups. Periodically, the NSET 
Subcommittee evaluates the necessity of both the existing and new working groups to be 
present106. 
The NEHI Working Group 
Due to the great impact of nanotechnology R&D on both the environmental and health 
fields, the NSET has established a specific working group: the NEHI. As we may see 
from the Figure 9, the NEHI working group has an important role of coordinator; in 
particular, it manages a forum for interagency collaboration on environmental, health and 
safety (EHS) topics and the entire national EHS nanotechnology R&D, assuming a role 
of leader in this field. Furthermore, it coordinates the information flow among the 
different NNI agencies and the public as well. 
                                                 
106 Global Issues in Nanotechnology and Nanotechnology Public Engagement and Communications 
working groups were eliminated after one of those evaluations. 
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Finally, the NEHI working group establishes collaborations and discussions, as well as 
the NSET Subcommittee, with non-governmental parties (such as communities and 
public health advocacy groups) and international organisations in order to improve both 
the risk management and assessment of nanotechnology and to increase the value of NNI 
for the stakeholders. 
The NICE Working Group 
As seen above, the Goal number 2 of the NNI seeks to increase the compatibility between 
theoretical and practical research and, therefore, enhance the degree of commercialisation 
of nanotechnology R&D. For this purpose the NSET has established the NICE working 
group; indeed, one of its functions consists of “Promote collaboration between Federal 
agencies to shepherd promising technologies from lab to market” 
(http://www.nano.gov/nice, 2016).  
Moreover, NICE improves the technology and information exchange among different 
actors such as the Federal Government and the private factories and universities (such as 
the NIHI working group). 
2.5.4. The Coordinator Functions 
In addition to the working groups described above, the NNI designates specific-area 
coordinators in order to control for possible relevant developments and to report such 
improvements to the NSET Subcommittee. Each coordinator has the task to recognise 
possible priorities in their specific area of study and then to coordinate interagency efforts 
in that direction. The current coordinators are: 
 Coordinator for Standard Development; 
 Coordinator for Environmental, Health, and Safety (EHS) Research; 
 Coordinator for Global Issues; 
 Coordinator for Education, Engagement, and Societal Dimensions. 
It is noteworthy to explain the interesting role of the last coordinator. First of all, it 
organises and coordinates activities on formal and informal education (this is one of the 
missions of the NNI; see above). Nonetheless, it also coordinates activities that involve 
the societal dimension of the nanotechnology R&D such as the ethical, legal, and social 
implications. The existence of this coordinator remembers us the importance that NNI 
places upon the social sphere and the human impact of nanotechnology revolution. 
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2.5.5. The National Nanotechnology Coordination Office 
The National Nanotechnology Coordination Office (NNCO) provides technical and 
administrative support for the NSET Subcommittee (NNI Strategic Plan, 2014). Indeed, 
the NNCO is the most important point of contact between the NSET Subcommittee and 
the working groups and coordinators described in the previous subparagraphs since it 
organises their meetings. Furthermore, the NNCO also takes care of the public 
engagement and information activity by organising NNI workshops and publishing the 
related reports. Moreover, the NNCO, complying for its public engagement role, 
maintains the NNI website www.nano.gov and provides information about the NNI to the 
US Congress when requested. 
2.5.6. The NNI Assessment 
Of course, the previous institutions are key for a correct, transparent, and efficient 
functioning of the NNI by coordinating the interagency activities and the technology and 
information exchange with the public and other non-governmental entities. Nevertheless, 
the 21st Century Nanotechnology Research and Development Act provides for the 
necessity of an assessment of the NNI annually; this assessment must be realised both at 
interagency level107 and by an external advisory body. In particular, the assessment must 
track the progresses achieved by the NNI in terms of the four goals that NNI itself has 
identified (see above). 
The external review is much relevant since it guarantees that NNI agencies efforts are 
focused on the goals and composed; hence, the 21st Century Nanotechnology Research 
and Development Act (hereafter called the Act) provides for two different external 
assessments. 
i. The Act requested the President to establish a National Nanotechnology Advisory 
Panel (NNAP) in order to conduct advisory for the US President and the NSTC 
on matters related to the NNI. Through the Executive Order 13539 (issued in 
2010) the President designed the President’s Council of Advisors for Science and 
Technology (PCAST) as the NNAP. The PCAST was established in the 2009 by 
the current US President Barack Obama in order to advise directly the President 
and the EOP. The PCAST is composed by scientists and engineers (coming from 
                                                 
107 The annual interagency report is included in the NNI Supplement to the President’s Budget 
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either the industrial or the academic world) experts in providing policy 
recommendations and managing large scientific and technological institutions. 
ii. The Act requests the NNCO to secure arrangements for National Research 
Council (NRC) – National Academies (NA) aimed to review the NNI at least once 
every three years. The NRC-NA are private nonprofit organisations that make 
available a prestigious and expert team of scientists108 for an independent 
evaluation and policy advice to the Federal Government about the NNI. 
2.6. The NNI Funding 
The entire NNI is a very brave (in terms of vision and goals, see above) and well-
articulated program; as seen, it involves both the creation of an entities network that both 
coordinates and regulates the interagency research and the organisation of external 
activities for the public involvement, but it would not exist if the US Government did not 
sponsor the program. Funding is much important since can help to understand the 
prominence of this initiative and both the will and the effort of the US Government. In 
this section, I will discuss the NNI funding from two similar but different perspectives: 
individual agency (organisational), and PCA (functional) levels. 
2.6.1. Funding at Agency Level 
The nature of the funding of the NNI is quite particular; indeed, as highlighted by Sargent 
jr. (2014), the global NNI budget is only a mere aggregation of the individual NNI 
agencies budget for nanotechnology R&D. Therefore, the NNI budget is not (as we might 
expect) a centralised source of funds then distributed to the individual agencies; indeed, 
each agency nanotechnology budget is realised internally, as part of the entire agency 
budget. These budget requests are then revised and approved by the OMB and introduced 
in the US President’s annual budget submission to the US Congress. Hence, the NNI 
global budget is calculated as sum of the individual agencies budget for nanotechnology 
R&D approved by the US Congress. 
The Table 3 shows the chronological evolution of the NNI funding by agency. 
                                                 
108 Among them, there are more than 300 Nobel Laurates 
(http://www.nationalacademies.org/about/whoweare/index.html). 
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TABLE 3: NNI FUNDING BY AGENCY – FISCAL YEARS 2001-2016 AND FISCAL YEAR 2017 (IN MILLIONS OF US DOLLARS) 
Agency 
 
FY 
2001 
FY 
2002 
FY 
2003 
FY 
2004 
FY 
2005 
FY 
2006 
FY 
2007 
FY 
2008 
FY 
2009 
FY 
2010 
FY 
2011 
FY 
2012 
FY 
2013 
FY 
2014 
FY 
2015 
FY 
2016a 
FY 
2017b 
 
Total 
NSF 150 204 221 256 335 360 389 409 408.6 428.7 485.1 466.3 421 410.6 489.8 415.1 414.9 6264.1 
NIH 40 59 78 106 165 192 215 305 342.8 456.8 408.6 456 458.8 441.5 364 382 382 4852.5 
DOE* 88 89 134 202 298 231 236 245 332.6 373.8 346.2 313.8 314.2 303.3 312.5 330.4 361.7 4511.5 
DOD 125 224 220 291 352 424 450 460 459 439.6 425.3 426.1 170.1 175.9 143 133.8 131.3 5050.1 
NASA 22 35 36 47 45 50 20 17 13.7 19.7 17 18.6 16.4 17.9 14.3 11 6.1 406.7 
NIST 33 77 64 77 79 78 88 86 93.4 114.7 95.9 95.4 91.4 97.8 83.6 79.5 81.8 1415.5 
EPA 5 6 5 5 7 5 8 12 11.6 17.7 17.4 17.5 14.6 15.5 15.1 13.9 15.3 191.6 
FDA         6.5 7.3 9.9 13.6 16.1 17 10.8 12 11.4 104.6 
NIOSH     3 4 7 7 6.7 8.5 10 10 10.5 11 11 11 11 110.7 
DHS  2 1 1 1 2 2 3 9.1 21.9 9 18.7 14 24 28.4 21 1.5 159.6 
NIFA   1 2 3 4 4 6 9.9 13.2 10 11.3 12.5 13.1 13.5 14 14 131.5 
FS      2 3 5 5.4 7.1 10 5 5 4 4.6 4.5 4 59.6 
ARS            2 2 2 3 3 3 15 
FHWA      1 1 1 0.9 3.2 1 1 2.4 2 0.8 1.5 1.5 17.3 
CPSC         0.2 0.5 1.8 2 1.3 2 2 2 4 15.8 
DOJ 1 1 1 2 2 <1 2 0 1.2 0.2        10.4 
Total 464 697 760 989 1,200 1,351 1,425 1,554 1,701.6 1,912.8 1,847.3 1,857.3 1,550.2 1,537.5 1,496.3 1,434.7 1,443.4 23,316.5 
Variation  50.22% 9.04% 30.13% 21.33% 12.58% 5.48% 9.05% 9.50% 12.41% -3.42% 0.54% -16.5% -0.82% -2.68% -4.12% 0.61%  
 
Sources: NNI website, http://www.nano.gov; NSET Subcommittee, NSTC, EOP, The National Nanotechnology Initiative, Supplement to the 
President’s FY2017 Budget, 31st March 2016. 
Notes: 
* Funding levels include also the budget of the Office of Science, the Office of Energy Efficiency and Renewable Energy (EERE), the Office 
of Fossil Energy, and the Advanced Research Projects Agency for Energy (ARPA-E). 
a Estimated. 
b Proposed. 
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As we can see, 17 years109 after its origin, US Government has invested over $23 billion 
in the NNI. 
The growth rate of the investment increase in the NNI has been amazingly high over the 
first years of the programs, achieving a peak of $1.9 billion in 2010. Nonetheless, after 
2010, there has been a sharp decrease in the amount invested in the program (especially 
in 2013). Even if all the agencies are decreasing the (or at least keeping constant) their 
annual NNI funding, the latter sharp decrease can be explained looking at the figures 
concerning the DOD. Indeed, the DOD has sharply decrease its own funding since 2013, 
due to the achievement of goals and completion of the nanotechnology projects 
(especially for DARPA) and the maturation of the nanotechnology applications in the 
defense industry (NNI Supplement to the President’s FY2014 Budget, 2013). Moreover, 
the overall 2015-2017 NNI investments has decreased also due to the expiration of several 
large centres awards financially supported by NSF (such as the Nanoscale Science and 
Engineering Centers) and NIH (such as the National Heart, Lung, and Blood Institute and 
NIH-wide Nanomedicine Roadmap Initiative centres)110 (NNI Supplement to the 
President’s FY2017 Budget, 2016). 
If we consider instead the top five NNI agencies by funding appropriation, we have111: 
1. NSF, which accounts for the 26.87% (32.73%) of the global NNI investments. 
2. DOD, which accounts for the 21.66% (9.56%) of the global NNI investments. 
3. NIH, which accounts for the 20.81% (24.33%) of the global NNI investments. 
4. DOE, which accounts for the 19.35% (20.88%) of the global NNI investments. 
5. NIST, which accounts for the 6.07% (5.59%) of the global NNI investments. 
* It is noteworthy to observe that the latter agencies account for more than 95% 
(90%) of the global NNI funding (in the FY 2015). 
2.6.2. Funding at PCA Level 
In the Figure 10, the figures about the NNI investments in each of the PCA described 
previously (Source: The National Nanotechnology Initiative, Supplement to the 
President’s FY2017 Budget, 31st March 2016). 
 
 
                                                 
109 I also take into account the figures about the Fiscal Year 2017. 
110 These eliminations fall within the normal agency funding cycles and policies. 
111 In the brackets, there are the figures about the percentages associated with FY 2015. 
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FIGURE 10: NNI FUNDING BY PCA – FISCAL YEAR 2017 (REQUESTED) 
 
 
As we can see, the foundational research is the most important PCA in the NNI (about 
$600 million in the FY 2017 requested); this predominance is perfectly aligned with the 
PCAST (and other NNI advisory bodies) recommendations concerning the importance to 
maintain substantial investments in basic research. 
The NSI accounts for 11% of the NNI funding (about $158 million); this is a reduction 
considering the figures referred to the FY 2015 mainly due the disposal of the solar NSI 
at the end of the corresponding year. Indeed, after six years, the solar NSI has achieved 
the fixed goals (NSI Progress Review, 2015). 
The 16% of the overall NNI investment concerns the PCA 4 (Research Infrastructure and 
Instrumentation), suggesting the relevance that NNI agencies put upon this area of 
research. This is due to the funding of new user facilities by NSF and DOE that will 
enhance the university nanotechnology research. 
Finally, it is noteworthy to observe that the PCA 5 (EHS) is also increase its importance 
among the PCAs. Indeed, it currently absorbs about $100 million (7% of the overall NNI 
investment) suggesting the relevance that assessing and controlling the nanotechnology 
effects on the health and the environment has inside the NNI. 
3. Concluding Remarks 
Certainly, the NNI is a big challenge for the US Government and have all the credentials 
to change the future of the human society. In the next chapter, I will provide an assessment 
of the NNI through a patent citation analysis. 
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My choice of the NNI as object of the analysis is not casual: indeed, the NNI complies 
for all the requisites that Mazzucato identifies for a mission-oriented program and is one 
of the best examples of the entrepreneurial role that the state can play. Indeed, the 
nanotechnology is industry is very likely the future GPT that will affect our lives deeply; 
moreover, due to the effects it will have, nanotechnology can provide the basis for a long-
term economic growth. 
Because of the “youth” of this industry, nanotechnology has been characterised by much 
uncertainty that the US President had decided to bear. Furthermore, as underlined by 
Motoyama et al. (2011) and also reported on the NNI website (www.nano.gov), firms 
usually invest in the development of products that allow return in the short-term (3/5 
years). As opposed, the nanotechnology applications need at least 5/10 years for 
generating some return. This is the reason why the Scientific Committee, which proposed 
an initiative aimed to the development of the nanotechnology industry, highlighted how 
the private sector would not have had a long-term vision about this technological 
paradigm. In this, the US Government has “picked the winning” technology. 
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Chapter 5 
Empirical Model 
1. Introduction 
The discussion about the importance of the impact of public research and public science 
has been quite trendy in the history of the economic thought as seen in the previous 
chapters. Indeed, public research can affect economic growth by two different 
perspectives: first, it influences the education of the future workforce by shaping high-
skilled workers (Czarnitzki et al., 2011); second, it provides scientific results useful for 
the whole scientific environment and, in particular, for the business sector (Mazzucato, 
2013) and promote the activation of mission-oriented programs that involve private firms 
in order to transfer technological knowledge from public to private sectors. 
In the previous chapters, I have discussed the latter points from the theoretical 
perspectives of both the neoclassical and evolutionary approaches (and among 
evolutionary, the Mazzucato’s perspective), but the empirical literature has then focused 
on the second perspective by conducting a remarkable amount of researches in order to 
assess the public science investments. 
Richard Nelson (1986) has been one of the first academic that studied the impact of public 
research112 on the performance of some industries, finding that, especially for biological 
ones, the effect is positive and strongly significant. In accord, Jaffe (1989) reported that 
there is a high correlation between the university research and the industry patenting due 
to geographic spillovers. Salter and Martin (2000), two colleagues of Mazzucato at the 
SPRU, documented by three different perspectives (econometric, surveys, and case 
studies) how publicly basic research programs are fundamental for obtaining economic 
benefits in terms of both technological innovation and industrial competitiveness. 
Furthermore, Narin et al. (1997) found that public-related science significantly 
contributes to the industrial technological innovation; indeed, according to their study, 
the 73% of the total US industry patents citations refers to patents issued by public 
institutions. Cohen et al. (2002) reported a similar result, finding that public R&D 
importantly affects R&D across the manufacturing sector in general and is even critical 
for a certain number of industries. McMillan et al. (2000) found that biotechnology 
industry relies in a great measure on public science, as underlined by Mazzucato in her 
                                                 
112 In particular, he focused on the university research. 
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book. The US pharmaceutical industry, instead, has been at the centre of a debate 
concerning the importance of public science; in 2004, Acemoglu and Linn recognised the 
market size (see Acemoglu section) as the main driver of drug innovation without 
detecting any impact of the publicly funded research. Nonetheless, a subsequent work of 
Toole (2012) found that both the market size and the NIH funded basic research have 
both economically and statistically significant impact effects on new drugs production. 
Remaining in the pharmaceutical industry, Mansfield (1991) found that this industry has 
the highest percentage, the 11%, of product innovations related to academic researches. 
As seen, evaluating the impact of publicly related science on industrial innovation is 
important, especially for public policies purposes. Nevertheless, in my analysis it is core 
assessing the performance in terms of innovation for economic growth purposes of the 
Mazzucato’s mission-oriented programs. This is also an objective of governments 
themselves, since many governments are increasing their own attentions towards the 
development of such policies for increase the technological domain of their countries; for 
instance, China, South Korea, and other eastern countries are creating programs aimed to 
increase the interactions between the public and private sectors for improving national 
technological performance in strategic fields113.  
In this chapter, I will try to analyse the NNI through a patent citation analysis. Therefore, 
I will try to estimate the impact of the governmental intervention in the nanotechnology 
industry through the analysis of the number of forward citations of patents. In particular, 
the analysis will be splitted in two parts: 
 In the first one, I will try to assess the impact of the governmental variable (GOVT, 
discussed below) with respect to the absolute number of forward citations. This 
analysis will give us an important feedback about the social and technological 
value created by the NNI in the nanotechnology industry. 
 In the second one, I will try to assess the impact of the governmental variable with 
respect to the number of companies’ forward citations. This aspect is a little bit 
more “Mazzuchian” since tries to estimate the impact of the NNI on the corporate 
sector and the technological opportunities created for it. 
 
                                                 
113 As seen in the previous chapter, the NNI as well has many institutions that assess its performance. 
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2. Data 
2.1. Data and Sample Selection 
My analysis is based on a dataset issued by the United States Patent and Trademark Office 
(USPTO). The USPTO is the federal agency under the control of the Department of 
Commerce that grants patents and registers trademarks (USPTO.gov, 2016). 
The USPTO database registered all the patents applied for at the USPTO itself from 1790 
(the date of foundation) up to the present. According to a recent survey (USPTO, 2012), 
the total number of patents granted and the total number of applications received by the 
USPTO is respectively greater than 9 million and greater than 16 million; furthermore, 
according to the same survey, the USPTO issues each year about 150.000 new patents in 
the USA.  
The USPTO classifies the patents on his electronic database according to many criteria 
such as, the assignee name, the applicant name, the filing114 date, the corresponding 
technological class and subclass, etc. 
In particular, in order to select the data for the empirical analysis that follows I identified 
the patents issued in the 977 technological class and filed from 1987 until 2009. This class 
is named “nanotechnology”. 
It is noteworthy to underline here that the choice of the technological class 977 perfectly 
fits with the analysis of the NNI. In order to classify the issued patents and facilitate the 
identification, the USPTO has developed the so-called U.S. Patent Classification System 
(USPC): in order to divide patents according to the subject they relate, the USPC includes 
a major component, called class, and a minor component, called subclass (USPTO, 2012). 
The first one concerns and therefore delimitates one single technological field, while the 
second one identifies “processes, structural features, and functional features of the 
subject matter encompassed within the scope of a class” (USPTO, 2012, p. 1). Each class 
is associated to a three-digit alphanumerical code as the most of subclasses do115. 
Periodically, the USPTO evaluates whether create new technological classes for keeping 
the pace with the technological innovation or subclasses for improving the collecting 
efficiency of the granted patents. In 2004, one of these evaluations produced the result of 
creating the indeed above-mentioned 977 technological class (and all the corresponding 
                                                 
114 This is the date the patent application was filed at the USPTO. 
115 Indeed, the number of digits for subclasses can range from one to at most three. For a complete list and 
definition of each of the classes and corresponding subclasses currently existing in the USPC, visit the 
following website: http://www.uspto.gov/web/patents/classification/selectnumwithtitle.htm 
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263 subclasses later identified). The peculiarity of this class that makes it highly suitable 
for my analysis comes from its own origin: indeed, as seen in the previous chapter, the 
NNI activated many partnerships with institutions and offices; one of the offices involved 
in this initiative is the USPTO itself that has the task of guarantee the intrinsic value of 
the intellectual property associated with the nanotechnology-based patents116. For this 
purpose, the NNI and the USPTO developed together the technological class 977. 
In this way, we are sure that all the patents related to nanotechnology are contained in the 
977 class (and its subclasses) without resorting to using any other method. Indeed, in the 
past, academics who wanted to conduct some patent citation analysis across the 
nanotechnology sector (see the works of Huang et al., 2005; Scheu et al., 2006) had to 
use key words in order to detect the needed patents. Nevertheless, since 2004 the research 
of nanotechnology patents has been much easier and more comfortable. 
Moreover, as already said, I considered only the patents filed from 1987 up to 2009. The 
reason is very simple: before 1987 almost no patent is related to any nanotechnology 
innovation, indeed this sector did not actually exist; after 2009 the nanotechnology 
patents are too “new” to have a significant number of forward citations (see below) and, 
therefore, they would compromise the analysis. 
Hence, the dataset I worked on is composed by 8443 patents; in the following graphics, 
we are able to catch the quantitative evolution of the 977 technological class. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                 
116 As realisation of the goal 2 of the NNI (see previous chapter). 
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FIGURE 11: NUMBER OF NANOTECHNOLOGY PATENTS FILED (BY YEAR) 
 
FIGURE 12: NUMBER OF GOVERNMENTAL PATENTS FILED (BY YEAR) 
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As we may see, the number of patents that are included in the 977 class exhibits a growth 
trend both for the first and for the second graphics. As we can see, after 2001 there is a 
sharp decrease in the number of patents filed (probably due to the dot.com financial 
bubble), a decrease that can be also tracked in the number of issued patents but with 
three/four years of delay117. Nonetheless, the nanotechnology regained thrust after this 
period of crisis and, as we can note from the first graphic, in 2013 the number of issued 
patents is more than four times the one in 2006. 
2.2. Variables 
The variables I am going to describe in this paragraph have been collected (once having 
identified the patents dataset) by using the dataset PATSTAT. The latter is a worldwide 
statistics dataset, developed by the European Patent Office (EPO), that collects much 
information about patents such as bibliographic and (backward and forward) citation data, 
generality and originality indexes, family links, etc.; to have available all that information 
for each patent, the only knowledge of the patent number is needed. 
The available variables used in my analysis are: 
 Dependent Variables: 
 Forward Citations (FWD_CIT): it is the dependent variable in the first 
econometric model I study. It consists of the (in so far) number of forward 
citation that a patent receives (in the first seven years after its issue118) from 
following patents that exploit some of its features (claims); in the patent citation 
analysis literature the number of forward citations has been widely used for the 
study of technological change (in particular, see the works of Almeida, 1996; 
Trajtenberg, 1990; Henderson et al., 1998; Harhoff et al., 1999; Hall et al., 2001; 
Hirschey and Richardson, 2001; Trajtenberg, 2001, Criscuolo et al., 2005). 
However, the great relevance (and, therefore, the wide use) of this variable 
derives from its peculiarity of being a kind of proxy, a measure of the value of 
the patents it is related. Of course, this assumption has been confirmed by many 
empirical works. Harnoff et al. (1999) have probably been the first researchers to 
study this property of patents; indeed, they found that the private economic value 
of a certain patent is highly correlated with the number of forward citations it 
receives. Furthermore, in a later study, the same authors (Harnoff et al., 2003) 
                                                 
117 Usually this is the time period that passes between the filing and the issuance date in the patent systems. 
118 This permits to avoid the truncation issue. 
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confirmed their previous results by modelling the economic value of a patent; in 
this study, they reported a significant impact of both the number of forward 
citations and the number of references towards patent literature and also the 
number of references for non-patent literature (but only for the pharmaceutical 
and chemical industries). In accord, Hall et al. (2005) documented a very similar 
effect by studying the market value of firms’ intangible stocks (for the US 
patents). 
A problem that commonly affects forward citations is represented by the number 
of self-citations included. It consists of the number of citations that a certain 
patent receives from other patent made by the same assignee (Jaffe and 
Trajtenberg, 2002). Nevertheless, this issue might be not considered as influent 
in a patent citation analysis since, as documented by the above mentioned article 
of Hall et al. (2005), self-citations do not significantly impact on the forward 
citation-market value of firms relationship concerning the US patents. 
 Company: it is the number of forward citations that the corresponding patent has 
received. The relevance of this variable will be further explained below in the 
Methodology section. 
Independent Variables: 
 GOVT (GOVT): this is the variable of main interest among the explanatory 
variable set. It is a dummy variable equal to one whether there is any kind of US 
Government either interest or right upon the corresponding patent (patft.USPTO, 
2016). The USPTO online database permits to distinguish the patents in the 977 
technological class (and in all classes) according to the presence of the GOVT 
field. As underlined by Montalvo (2005), the interest upon a patent arises when 
either the assignee is a US Government agency or the invention comes from a 
publicly funded research (such as the NNI). As Montalvo (2005) himself 
highlighted, this is essentially a revealing indicator of the industries and 
technological sectors the US Government is investing more funds. Since all the 
nanotechnology publicly R&D funds invested compose the NNI global budget, 
we know that all the “GOVT” (=1) patents in the class 977 are related to the NNI 
itself. 
 Backward Citations (BWD_CIT): this variable consists of the number of 
backward citations made by the corresponding patent. They determine the patent 
literature, and hence technological knowledge, the corresponding patent refers. I 
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include this variable in the explanatory variable set due to the positive correlation 
of the number of citations made by a patent and its economic value (Harnoff et 
al., 2003). Other academics suggested the interpretation of the number of 
backward citations as an indicator of the crowdedness of the technological sector 
(Lanjouw and Schankerman, 2001). Therefore, according to this discussion, 
patents that made more citations will be on average more cited in the future. 
 Assignee_Experience: this variable represents (for each patent in the dataset) the 
number of patents already issued by the same assignee when the corresponding 
patent has been filed (i.e. the cumulate). It might be seen as a proxy of the 
goodness of the assignee; indeed, for a patent more forward citations may occur 
because the assignee has much talent in recognising the most profitable 
technological opportunities. The latter talent can be approximated by using this 
variable. 
 Filing Year Dummy Variables (FY): this is a set of temporal dummy variables 
(each associated with a certain year) each of them equal to one when the patent 
has been filed in the corresponding year. This is a very popular (in the academic 
world) practice that permits to control for systematic year effects (Czarnitzki et 
al., 2011). 
 Policy_Dummy: temporal dummy variable equal to 1 if the NNI has been 
activated. 
 Generality (GEN): this is an index of the generality of a certain patent. The 
following version corresponds to the one of (2002): 
𝐺𝐸𝑁 = 1 − ∑ 𝑠𝑖977
2
𝑛𝑖
1
, 
where 𝑠𝑖𝑗 denotes the percentage of forward citations associated with the patent i 
(belonging to technological class 977) out of the number of technological classes 
(𝑛𝑖). The value of this index always ranges from 0 (restricted impact) up to 1 
(widespread impact), depending on how much concentrated (in terms of 
technological classes) the forward citations of the patent are119. The higher is the 
generality index and the higher we will expect the number of forward citations to 
be (Jaffe and Trajtenberg, 2002). 
                                                 
119 This is the reason why it has been defined the “generality” index. 
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 Originality (ORI): this is an index of the originality of a certain patent. The 
following version corresponds to the one of Jaffe and Trajtenberg (2002): 
𝑂𝑅𝐼 = 1 − ∑ 𝑠𝑖977
2
𝑛𝑖
1
, 
where 𝑠𝑖𝑗 denotes the percentage of backward citations associated with the patent 
i (belonging to technological class 977) out of the number of technological classes 
(𝑛𝑖). The value of this index always ranges from 0 (no original) up to 1 (highly 
original), depending on how much concentrated (in terms of technological classes) 
the forward citations of the patent are120. The higher is the generality index and 
the higher we will expect the number of forward citations to be (Jaffe and 
Trajtenberg, 2002). 
2.3. Descriptive Statistics 
The Table 4 displays the descriptive statistics of the variables used in the model. In 
particular, I cut the dataset by the variable GOVT. In this way, it is possible to comment 
the descriptive statistics of the variables related to both the “treated” group and the control 
group. We note that the number of backward citations is almost the same in both groups 
of patents. The same can be stated for the generality and originality indexes. Nonetheless, 
the most shocking difference between the interest and control groups is represented by 
the “assignee experience” variable. If we look at the number of past patents granted to the 
assignees, we see that, even if there is no such a big difference in the maximum value 
taken by the variable in the two groups, its mean has a completely different behaviour. 
The mean of the number of patents granted to the assignees in the control group is more 
than double of the corresponding mean in the control group. If the interpretation of this 
variable I propose is correct, then this means that the quality of the assignees, at the time 
they filed the patents, in the control group is much higher with respect to the quality of 
the ones in the interest group. Finally, it is possible to note that the number of companies’ 
forward citation is higher in the control group with respect to the governmental one. 
 
 
 
 
 
                                                 
120 This is the reason why it has been defined the “originality” index. 
 Page 140 
 
TABLE 4: DESCRIPTIVE STATISTICS 
 
 
 
Governmental Patents Control Group Patents 
Mean (SD) Min Max 
Mean 
(SD) 
Min Max 
Number of Fwd Citations 20.791 (33.440) 0 313 
16.897 
(34.296) 
0 1005 
Company 15.277 (30.143) 0 187 
18.091 
(39.099) 
0 756 
Number of Bwd Citations 18.953 (24.814) 0 158 
18.479 
(24.095) 
0 198 
Assignee Experience 3567 (11773) 1 110878 7885 (17791) 1 110498 
Generality 0.7037 (0.2180) 0 0.9551 
0.6211 
(0.2450) 
0 0.9598 
Originality 0.8701 (0.1400) 0 0.9859 
0.8483 
(0.1403) 
0 0.9888 
Number of Observation 1255   7188   
 
Of course, the most important variable we are interested is the number of forward 
citations due to the great relevance it assumes in the analysis that follows (it is the 
dependent variable). Therefore, I conduct a more detailed descriptive statistics analysis ( 
TABLE 5 5). 
We may note that the number of forward citation is on average higher in the patents that 
are covered by the government interest (20.791 vs 16.897), even if the most cited patent 
in the entire dataset belongs to the control group (1005 vs only 313). Nonetheless, the 
standard deviations of the two groups are almost equal and much greater than the 
respective means; moreover, the medians of the governmental and control group are 
respectively 9 and 8 (less than 50% of the respective means). These results suggest that 
both the groups are highly skewed; indeed, looking at the skewness index, it is possible 
to note that both the groups are significantly skewed. In particular, the control group has 
a skewness equal to 11.879, suggesting that the distribution of the number of forward 
citations of the respective patents is incredibly skewed. Those figures about mean, 
standard deviation, median, and skewness indicate that the “thickness” of the tails of the 
distribution of both the groups is very high, especially for the control group: this is 
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confirmed by the kurtosis indexes reported in the Table 5. Indeed the kurtosis of the 
governmental group is 21.654, while the one of the control group even 272.445 (a value 
surprisingly high). 
Hence, we can conclude that the both the groups (in particular, the control group) have 
highly skewed values and the corresponding distribution very thick tails. 
TABLE 5: DETAIL FWD CITATIONS 
Number of Fwd Citations 
 Governmental Patents Control Group 
 
Percentiles Smallest Percentiles Smallest 
 
1% 0 0 0 0 
5% 0 0 0 0 
10% 1 0 1 0 
25% 3 0 3 0 
     
     
50% 9 (Median) 8 (Median) 
  
Largest 
 
Largest 
   
75% 23 263 18 485 
90% 53 286 39 951 
95% 90 286 60 960 
99% 170 313 151 1005 
Obs. 1255 7188 
Mean 20.791 16.897 
Std. Dev. 33.440 34.296 
Skewness 3.661 11.879 
Kurtosis 21.654 272.445 
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Finally, since we are much interested in knowing whether the difference between the 
means of the interest and control groups of the covariates and the independent variable is 
also significant, I run a t-test in order to test the null hypothesis that the difference is 
different from 0. 
The results of this t-tests are shown in the Table 6; it is possible to see that the differences 
among the two groups are significant for the absolute number of forward citations, 
originality, and generality. No statistically significant difference has been detected for the 
number of backward citations and the assignee experience. Nevertheless, it is important 
to note here that the mean difference for originality and generality indexes (even if 
significant at 99% confidence level) is not too high. We can therefore conclude that the 
covariates chosen for the analysis are good. Indeed, if we had noted a significant mean 
difference across the two groups, we could have had problems in understanding whether 
the difference in the number of forward citations was due to either the differences related 
to the covariates or the GOVT (interest) variable. Finally, it is possible to note that the 
mean difference of the number of companies’ forward citations is significant but with 
opposed sign (i.e. negative) with respect to the number of forward citations. 
TABLE 6: TWO-SAMPLE T-TEST 
Number of Forward Citations 
Group Obs. Mean Std. Err. Std. Dev. 95% Conf. Interval 
Governmental 1255 20.791 0.9439 33.440 18.939 22.643 
Control 7188 16.897 0.4045 34.296 16.104 17.690 
Combined 8443 17.476 0.3722 34.196 16.746 18.205 
Difference // -3.895 1.0454 // -5.9438 -1.8454 
 H0: Diff != 0  
 Pr (|T| > |t|) = 0.0002  
Assignee Experience 
Group Obs. Mean Std. Err. Std. Dev. 95% Conf. Interval 
Governmental 1255 15.276 0.8509 30.143 13.607 16.946 
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Control 7188 18.091 0.4612 39.099 17.187 18.995 
Combined 8443 17.672 0.4126 37.914 16.864 18.482 
Difference // 2.815 1.1595  0.5416 5.0877 
 H0: Diff != 0  
 Pr (|T| > |t|) = 0.0152  
Number of Backward Citations 
Group Obs. Mean Std. Err. Std. Dev. 95% Conf. Interval 
Governmental 1255 18.953 0. 7004 24.814 17.579 20.327 
Control 7188 18.479 0. 2842 24.095 17.922 19.037 
Combined 8443 18.550 0. .2634 24.203 18.033 19.066 
Difference // -0. 4735 0.7405 // -1.9251 0. 9779 
 H0: Diff != 0  
 Pr (|T| > |t|) = 0. 5225  
Cumulate Past Patents 
Group Obs. Mean Std. Err. Std. Dev. 95% Conf. Interval 
Governmental 1255 18.953 0.7004 24.814 17.579 20.327 
Control 7188 18.479 0.2842 24.095 17.922 19.037 
Combined 8443 18.550 0.2634 24.203 18.033 19.066 
Difference // -0.4736 0.7559 // -1.9562 1.0090 
 H0: Diff != 0  
 Pr (|T| > |t|) = 0. 5311  
Originality 
Group Obs. Mean Std. Err. Std. Dev. 95% Conf. Interval 
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Governmental 1255 0.8701 0.0040 0.1400 0.8622 0.8780 
Control 7188 0.8483 0.0017 0.1403 0.8450 0.8515 
Combined 8443 0.8515 0.0015 0.1405 0.8484 0.8545 
Difference // -0.0219 0.0044 // -0.0304 -0.0133 
 H0: Diff != 0  
 Pr (|T| > |t|) = 0. 0000  
Generality 
Group Obs. Mean Std. Err. Std. Dev. 95% Conf. Interval 
Governmental 1255 0.7037 0.0064 0.2180 0.6910 0.7163 
Control 7188 0.6211 0.0030 0.2450 0.6152 0.6270 
Combined 8443 0.6334 0.0028 0.2429 0.6280 0.6388 
Difference // -0.0826 0.0071 // -0.0965 -0.0686 
 H0: Diff != 0  
 Pr (|T| > |t|) = 0. 0000  
 
Finally, I provide evidence of the top 10 assignees in both the interest and control group 
(Table 7). 
As we might see, in the governmental group the top assignees are universities, while in 
the control one companies. This confirms the presence, already highlighted in the 
previous chapter, of the important network maintained by the NNI with the academic 
world. 
Furthermore, it is possible to note that the patents are more concentrated in the 
governmental group with respect to the control one. Indeed, the share of patents assigned 
to the Top 10 Assignees is much higher (47.89% vs 31.04%) in first group. 
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TABLE 7: TOP 10 ASSIGNEES 
Governmental Group Control Group 
Assignee Name Number of Patents Assignee Name Number of Patents 
University of 
California 
152 IBM 614 
MIT 72 Samsung 306 
CIT 58 Hon Hai Precision 223 
Rice University 55 
University of 
California 
209 
US Navy 50 
Tsinghua 
University 
192 
Stanford 
University 
47 Canon 187 
Northwestern 
University 
47 Hewlett Packard 139 
Harvard College 45 US Navy 126 
IBM 38 Nantero 122 
UT Battelle 37 Toshiba 113 
Total (Percentage) 47.89% Total (Percentage) 31.04% 
 
3. The Models 
In order to present the empirical model, I will firstly discuss the methodology undertaken 
and then show the results obtained. 
3.1. Methodology 
The dependent variables object of the analysis (the absolute number of forward citations 
and the number of companies forward citations of the patents in the sample) are obviously 
discrete variables taking values that belong to the set of the natural numbers. Hence, the 
specification of the models that follows will be aligned with a well-established practice 
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present in the academic literature (Henderson et al., 1998; Mowery et al., 2002). In 
particular, I have estimated both Poisson and Negative Binomial for all the models that 
follows. 
Nonetheless, before describing the models and, then, documenting and commenting the 
results obtained, it is noteworthy to precise an important aspect of the methodology 
followed. When econometricians perform the maximum likelihood estimation of a 
Poisson model, an implicit assumption they are making concerns the so-called 
equidispersion issue. Equidispersion means that conditional mean and variance are equal. 
It easily understood that this assumption is usually violated in practice; in particular, 
overdispersion commonly occur (i.e. variance greater than the mean), an issue which the 
data seem to present121. In order to address the equidispersion issue, there are two 
different solutions. 
The first solution consists of running an estimation of a Negative Binomial model (instead 
of a Poisson one); indeed, the latter allows for overdispersion but needs a parametric 
specification of the overdispersion form. In the case that the assumption about the 
overdispersion form is correct, the Negative Binomial model would be efficient, but not 
consistent otherwise. 
The second solution derives from the much relevant work of Gourieoux et al. (1984): 
indeed, as long as the conditional mean specification of the Poisson model is correct, it is 
possible to obtain consistent estimates of the parameters even if the distribution is not 
Poisson. This is a very strong result that permits to use a less restrictive model. 
In the analysis that follows, for each model I studied, I have performed both Quasi-
Maximum Likelihood (QML), Poisson with robust standard errors, and Negative 
Binomial models. 
3.2. Does the Public Investment Affect the Patents Value? 
As first model, I estimated a model with the following specification of the conditional 
mean: 
𝐸(𝐹|𝑋)𝑇 = 𝐸𝑋𝑃 [𝛽𝐺𝑂𝑉𝑇 + ∑ 𝛼𝑖𝑍𝑖
𝑖
+ ∑ 𝛿𝑡𝐹𝑌𝑡
𝑡
+ ln 𝑇 + 𝜀] 
Where: 
                                                 
121 To see this, compare the variance and the mean of the number of the forward citations (see the 
Descriptive Statistics paragraph). Be aware that this is not a real proof (later I will provide suitable tests) 
since in the Table the mean and the variance are conditioned only to the GOVT variable. 
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 GOVT is the variable of interest already presented and β the corresponding 
coefficient; 
 Zi is the vector of all the other covariates already presented and αi the 
corresponding coefficients; 
 FYt is the vector of temporal dummy variables already presented and δt the 
corresponding coefficients; 
 T denotes the age of the related patent. In particular, I have estimated a model 
with exposure (Cameron and Trivedi, 1998) by including the natural logarithm of 
the age of each patent; 
 ε is the statistical error term. 
The objective of this analysis consists of documenting (if any) the impact that public 
investment has on nanotechnology research. In particular, I will study the average effect 
on patents value caused by the eventual public investment upon them. 
3.3. Does the NNI Affect the Patents Value? 
As second model, I estimated a model with the following specification of the conditional 
mean: 
𝐸(𝐹|𝑋)𝑇 = 𝐸𝑋𝑃 [𝐺𝑂𝑉𝑇 ∗ 𝑃𝑜𝑙𝑖𝑐𝑦_𝐷𝑢𝑚𝑚𝑦 + ∑ 𝛼𝑖𝑍𝑖
𝑖
+ 𝑃𝑜𝑙𝑖𝑐𝑦_𝐷𝑢𝑚𝑚𝑦 + ln 𝑇 + 𝜀] 
Where the only difference with respect to the first model is represented by the variable 
GOVT*Policy_Dummy: this variable originated from the interaction between the GOVT 
and the temporal dummy Policy_Dummy variable that indicates that the NNI is active. 
Furthermore, β denotes the corresponding coefficients of the above-mentioned interacted 
variables. 
It is noteworthy to specify here that the reason why I have interacted those variables can 
be deducted from the title of this subparagraph; indeed, the respective coefficient permit 
to measure the (average) difference in the number of forward citations received relative 
to the control group for the NNI period. Therefore, by considering the coefficient related 
to application years greater than 2001, I am able to provide a row assessment of the NNI. 
3.4. Does the Public Investment really Create Technological Opportunities for 
Companies? 
As third model, I estimated a model with the following specification of the conditional 
mean: 
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𝐸(𝐶|𝑋)𝑇 = 𝐸𝑋𝑃 [𝛽𝐺𝑂𝑉𝑇 + ∑ 𝛼𝑖𝑍𝑖
𝑖
+ ∑ 𝛿𝑡𝐹𝑌𝑡
𝑡
+ ln 𝑇 + 𝜀] 
Where C denotes the number of forward citations received by companies. The importance 
of this model can be understood if thinking about the Mazzucato’s approach; indeed, 
according to her, the state, by supporting the research in highly uncertain technological 
fields, is the main actor of the innovation panorama. This model tries to provide an 
assessment whether public investment in general has created technological opportunities 
further developed by companies successively. 
3.5. Does the NNI Mission-Oriented Program really Create Technological 
Opportunities for Companies? 
As fourth model, I estimated a model with the following specification of the conditional 
mean: 
𝐸(𝐶|𝑋)𝑇 = 𝐸𝑋𝑃 [𝐺𝑂𝑉𝑇 ∗ 𝑃𝑜𝑙𝑖𝑐𝑦_𝐷𝑢𝑚𝑚𝑦 + ∑ 𝛼𝑖𝑍𝑖
𝑖
+ 𝑃𝑜𝑙𝑖𝑐𝑦_𝐷𝑢𝑚𝑚𝑦 + ln 𝑇 + 𝜀] 
Where again I have interacted the GOVT and the temporal dummy Policy_Dummy 
variable. This model is even more “Mazzuchian” in the sense that we can provide an 
important estimation of the NNI impact on companies technological opportunities. 
4. The Results 
In this paragraph, I will present the results of the estimation of the coefficients for each 
of the model described above. Furthermore, I will also provide a possible interpretation 
of the results outlined. 
Model 1 
The results are shown in the Table 8. 
TABLE 8: MODEL 1 RESULTS 
Variables QMLE Poisson Negative Binomial 
 Coeff. Std. Err. Coeff. Std. Err. 
GOVT  0.1833*** 0.0471  0.1290*** 0.0480 
BWD_CIT  0.0104*** 0.0006  0.0128*** 0.0007 
Assignee Experience  4.70e-06*** 1.03e-06  4.70e-06*** 1.03e-06 
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GEN  1.1491*** 0.1113  1.1123*** 0.0877 
ORI -0.0260 0.1391 -0.3071* 0.1621 
FY_1984 -1.2751*** 0.0675 -1.2091*** 0.0662 
FY _1987  1.1242*** 0.0579  1.2241*** 0.0580 
FY _1988 -0.4474** 0.2137 -0.3766* 0.2000 
FY _1989 -0.2394* 0.1367 -0.0984 0.1395 
FY _1990 -0.3745*** 0.0927 -0.2558*** 0.0931 
FY _1991 -0.4835*** 0.0954 -0.3646*** 0.0993 
FY _1992 -0.4774*** 0.0907 -0.3581*** 0.0945 
FY _1993 -0.2066** 0.1019 -0.1688* 0.0937 
FY _1994 -0.1461 0.1384 -0.0389 0.1273 
FY _1995  0.2760*** 0.0807  0.3902*** 0.0833 
FY _1996  0.3804*** 0.1090  0.4676*** 0.1126 
FY _1997  0.2776*** 0.0813  0.3681*** 0.0827 
FY _1998  0.4349*** 0.1060  0.5242*** 0.1055 
FY _1999  0.5760*** 0.0851  0.6571*** 0.0875 
FY _2000  0.4094*** 0.0828  0.4828*** 0.0849 
FY _2001  0.6649*** 0.0780  0.7512*** 0.0878 
FY _2002  0.5478*** 0.0862  0.6174*** 0.0838 
FY _2003  0.3672*** 0.0884  0.5044*** 0.0923 
FY _2004  0.3857*** 0.0826  0.4722*** 0.0807 
FY _2005  0.3535** 0.1537  0.4796** 0.1872 
FY _2006  0.3157** 0.1400  0.3897** 0.1787 
FY _2007  0.2120** 0.0932  0.2593*** 0.0859 
FY _2008 -0.1625** 0.0721 -0.0574 0.0736 
Constant -1.0230*** 0.1322 -0.9157*** 0.1355 
Ln (age)  1 (exposure)  1 (exposure) 
Overdisperision Test (P-
Value) 
   0.007 
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Pseudo Log-Likelihood  -99501.943  -28838.914 
*** (**, *) indicate a significance level of 1% (5%, 10%). 
From the above Table 8, we might note how the variable GOVT important is. Indeed, in 
the Poisson QML estimation, the GOVT variable has an impact of about 20%, while, in 
the Negative Binomial one, it has an impact of about 14%; this difference might have 
been caused by the consistent overdispersion (P-value equal to 0.007) affecting the data. 
Nonetheless, the results confirms our first hypothesis which states that patents realized 
under public investments have more value (are more important) than the one part of the 
control group, having, hence, more technological impact. 
Furthermore, it is possible to note that, everything else equal, patents with more backward 
citations, as expected, receive (on average) more forward citations. The same can be 
observed for the Assignee Experience variable (even if its coefficient is very low) and for 
Generality. Nevertheless, the Originality seems to have low impact and significance on 
the number of forward citations. 
Model 2 
The results are shown in the Table 9. 
TABLE 9: MODEL 2 RESULTS 
Variables QMLE Poisson Negative Binomial 
 Coeff. Std. Err. Coeff. Std. Err. 
GOVT*Policy_Dummy -0.1297 0.1039 -0.2080** 0.1130 
GOVT  0.2581*** 0.0869  0.2578*** 0.0946 
Assignee Experience 2.97E-06*** 9.98E-07 5.86E-06*** 1.04E-06 
BWD_CIT  0.0106*** 0.0006  0.0125*** 0.0007 
GEN  1.3349*** 0.1165  1.3255*** 0.0997 
ORI -0.1788 0.1389 -0.4985** 0.1969 
Policy_Dummy  0.1492*** 0.0468  0.0970* 0.0496 
Constant -0.7899*** 0.1195 -0.5452*** 0.1407 
Ln (age)  1 (exposure)  1 (exposure) 
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Overdisperision Test (P-
Value) 
   0.010 
Pseudo Log-Likelihood  -104301.95  -29100.434 
*** (**, *) indicate a significance level of 1% (5%, 10%). 
The results here provided do not confirm our second hypothesis. Indeed, we can see that 
the interacted variable coefficient is either not significant or negative . This, together with 
the significance of the GOVT variable, means that the NNI has not a relevant impact on 
the number of forward citations. A possible interpretation concerns the fact that the NNI 
(as seen above) is not only focused on basic research, but also on commercialisation of 
knowledge. Hence, it is possible that the commercialisation phenomenon has reduced the 
number of forward citations of the governmental patents after 2001. 
Model 3 
The results are shown in the Table 10. 
TABLE 10: MODEL 3 RESULTS 
Variables QMLE Poisson Negative Binomial 
 Coeff. Std. Err. Coeff. Std. Err. 
GOVT -0.0262 0.0658 -0.0104 0.0553 
BWD_CIT  0.0006 0.0009  0.0004 0.0007 
Assignee Experience  5.82e-06* 3.24e-06  6.01e-06** 2.46e-06 
GEN -0.1608 0.1095 -0.1858* 0.0992 
ORI  0.3014* 0.1668  0.3026** 0.1397 
FY_1984  0.0763 0.1118  0.0639 0.0797 
FY _1987  0.1057 0.0962  0.1021 0.0682 
FY _1988  0.7724*** 0.2198  0.7946*** 0.2209 
FY _1989  0.6426*** 0.1617  0.6353*** 0.1484 
FY _1990  0.6775*** 0.1450  0.6703*** 0.1292 
FY _1991  0.5762*** 0.1350  0.5694*** 0.1165 
FY _1992  0.6562*** 0.1275  0.6492*** 0.1111 
FY _1993  0.7838*** 0.1397  0.7780*** 0.1232 
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FY _1994  0.8680*** 0.1413  0.8573*** 0.1249 
FY _1995  0.8241*** 0.1318  0.8253*** 0.1172 
FY _1996  0.8613*** 0.1282  0.8698*** 0.1195 
FY _1997  0.6461*** 0.1133  0.6436*** 0.0943 
FY _1998  0.9001*** 0.1216  0.8987*** 0.1043 
FY _1999  0.8185*** 0.1164  0.8265*** 0.0993 
FY _2000  0.9903*** 0.1137  0.9809*** 0.0942 
FY _2001  0.9575*** 0.1168  0.9499*** 0.0962 
FY _2002  0.9611*** 0.1092  0.9486*** 0.0906 
FY _2003  0.9959*** 0.1056  1.0019*** 0.0948 
FY _2004  0.8758*** 0.2317  0.8880*** 0.2379 
FY _2005  0.4079*** 0.0998  0.4092*** 0.0881 
FY _2006  0.5979** 0.2491  0.5195*** 0.1561 
FY _2007  0.2909*** 0.1053  0.2997*** 0.0981 
FY _2008  0.1320 0.1006  0.1129 0.0875 
Constant -0.6884*** 0.1788 -0.6665*** 0.1389 
Ln (age)  1 (exposure)  1 (exposure) 
Overdisperision Test (P-
Value) 
   0.001 
Pseudo Log-Likelihood  -112179.66  -28555.735 
*** (**, *) indicate a significance level of 1% (5%, 10%). 
As we can see from the Table above, the results in this case are not consistent with the 
hypothesis. Indeed, the coefficient of the GOVT variable is not statistically different from 
0. This means that, even if the public investment-related patents are on average more cited 
than the ones in the control group, the most of their forward citations comes from 
Universities, Governmental Non-Profit Organisations, and Individuals. A suggested 
interpretation is the following: the NNI (and the other previous public R&D 
nanotechnology investments) created a solid basis for nanotechnology R&D further 
investigated by the Universities and other Governmental Non-Profit Organisations. 
Successively, the companies exploited the works of latter for catching the technological 
opportunities they had perceived. 
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Finally, it is possible to note that, everything else equal, the number of backward citations 
have not any statistical significance, unlike the Cumulate, Generality, and Originality 
measures. 
Model 4 
The Results are shown in the Table 11. 
TABLE 11: MODEL 4 RESULTS 
Variables QMLE Poisson Negative Binomial 
 Coeff. Std. Err. Coeff. Std. Err. 
GOVT*Policy_Dummy -0.0898 0.1325 -0.0708 0.1283 
GOVT  0.0035 0.1052 -0.0133 0.1052 
Assignee Experience  3.27E-06 3.04E-06  3.58E-06 2.85E-06 
BWD_CIT  0.0003 0.0009 -0.0003 0.0008 
GEN -0.0246 0.1067 -0.0015 0.1123 
ORI  0.1852 0.1616  0.1581 0.1491 
Policy_Dummy -0.1029* 0.0554 -0.1819*** 0.0537 
Constant  0.1469 0.1293  0.1758 0.1240 
Ln (age)  1 (exposure)  1 (exposure) 
Overdisperision Test (P-
Value) 
   0.005 
Pseudo Log-Likelihood  -116031.85  -28806.66 
*** (**, *) indicate a significance level of 1% (5%, 10%). 
Again, the results are not compatible with the hypothesis proposed previously. In each 
period identified, there is no impact of public research on the number of companies’ 
forward citations. Therefore, the same interpretation provided for the Model 2 and 3 might 
apply. 
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Chapter 6 
Conclusion 
In this dissertation, I have presented the debate between mainstream and Mazzucato’s 
approaches about the causes of technological progress and economic growth. 
In particular, in the first chapter, beginning from the Solow model in which there was 
exogenous technological progress, I have analysed the milestones that have characterised 
and shaped the neoclassical modelling. In the conclusion, I discussed the major policy 
recommendations, which are listed below: 
 Incentives and improvements of research; 
 Incentives to education and improvements of education/schooling productivity; 
 Creation of monopolies. 
As already seen, economists often refer to the neoclassical (and mainstream) approach as 
market-oriented. Indeed, neoclassical economists make the implicit assumption that 
market is the most efficient mechanisms for ruling the transactions and allocates scarce 
resources as best as possible. The state intervention is justified only for fixing some 
market failures that occur and prevent the market to achieve Pareto-optimum equilibria. 
Therefore, the solution for this (no-)growth problem should be searched in the market 
mechanisms (the  “invisible” hand). 
In the second chapter, I presented the evolutionary school of thought. As opposed to the 
previous one, it rejects many “pillars” of the neoclassical approach and proposes a 
different perspective. Indeed, the economic growth and the technological progress are 
treated as evolutionary processes and the “glasses” provided by mainstream economists 
are not the correct ones. Hence, by going through the evolutionary characterisation of 
technology and institutions, and how they affect and contribute economies to grow, I draw 
the policy recommendations of this stream of thought: the national systems of innovation. 
The latter move the attention towards the mechanisms through which knowledge spreads 
among the economic actor and, hence, circulates in the economic system. The state 
intervention is justified only when aimed to improve the channels that permit knowledge 
to create and to flow, such as networking and firms’ capability to innovate. Therefore, the 
state must fix the system failures whenever occurring. 
In the third chapter, I presented the approach of Mazzucato. This approach is part of the 
evolutionary one, since she borrowed many topic that characterise the latter. According 
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to her perspective, this dichotomy between market-failure and system-failure approaches 
does not pinpoint the true issue. The state should not only fix the failures these two 
perspectives identify, but directly intervene in the technological progress process too; 
indeed, state and technological progress (and, hence, economic growth) are strongly 
linked each other, even if this does not emerge from the political debate. According to 
Mazzucato, it is the state, and not the private sector, that through specific mission-oriented 
programs generates technological breakthroughs in fields characterised by high amounts 
of uncertainty. It is the latter the issue that prevents the private sector to invest. Hence, 
through her mission-oriented approach, Mazzucato does argue that the role of the state 
should be both market-creating and market-shaping. 
In the fourth chapter, I addressed the definition and the evolution of the nanotechnology 
sector. I presented its historical roots and the implications that it will have in the next 
future, concluding that it will most likely be the next GPT. Furthermore, I discussed the 
most relevant aspects of the NNI; I have presented the agencies participating, the funding, 
and the assessment bodies. As seen, the NNI satisfies all the characteristics that a 
Mazzucato defines for an appropriate mission-oriented program. Hence, this leaded me 
to provide a kind of assessment of this investment program. 
In the fifth chapter, indeed, I discussed patent citation analysis aimed to highlight the 
impact of the NNI on the nanotechnology knowledge basis. I found that the patents 
produced under the NNI program are not more valued (as measured in terms of number 
of forward citations) than the other ones. Furthermore, I found the same result when using 
as explained variable the number of companies’ forward citations. The latter is not too 
surprising: indeed, as seen, many agencies taking part at the NNI organise and maintain 
an important network with universities, academic researchers and other governmental 
agencies. This probably means that the NNI has created a solid and strong basis of 
knowledge further developed by the academic world and the governmental (non-profit) 
organisations, which, in turn, have stimulated also the private sector. Nonetheless, this 
could have never occurred without the activation of the NNI, which investigated and still 
investigates a very uncertain field such as nanotechnology is. 
 
Has the “market-failure” approach failed? 
In 2007 and 2008, respectively, the economist John Kay and the journalists Will Hutton 
and Philippe Schneider published two different articles both titling “The Failure of 
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Market Failure”. They argued that the affirmance of the market-failure perspective, as 
approach for modelling the state intervention, gave the “fundamentalists of the market” 
the control of the political debate by moving it away from the weaknesses of the market 
as system. This is the true issue we might focus on; indeed, it is clear that the market-
failure and the entire neoclassical school failed in forecasting the current economic 
recession and still fails (under the “austerity school”) in developing solutions. The real 
question we should might to address is why this debate exists. As Janeway (2012) has 
written, market and state are not enemies at all; they are instead teammates whose goal 
consists of innovate122. Capitalisms needs the interplay of those actors in the innovation 
panorama. 
In an analogous way, Mazzucato is aligned with them. Indeed, Mazzucato is not against 
the market and capitalism, but against how the market is presented to the public opinion 
by the great majority of economists (called mainstream not randomly). Indeed, according 
to her vision the state has always performed such role in the history of technological 
progress, whose best example is much likely the Internet. 
Therefore, it is possible to say that this dispute has not the air of a theoretical debate, but, 
instead, of an ideological battle. When listening to neoclassical economists loyal to the 
market efficiency dogma, there is the feeling that they are defending a kind of ideal. 
Probably, during the Cold War, the political necessity for western economies to 
distinguish their economy model from the one of the USSR pushed many economists to 
affirm the supremacy of the market over the state (which is the symbol of communism). 
This is reasonable from a political perspective, but it is hard to accept that today many 
economists still argue the thesis that market is always the most efficient solution for 
allocating resources and the state should be relegated to only fixing the market-failures. 
Based on what said above, the answer to the question in bold that titles this paragraph is 
“yes”: the market-failure approach has failed due to its unsuitableness to describe how 
the most important technological breakthroughs occurred and how to recover from the 
current economic stagnation. 
It is noteworthy to clarify that I am not affirming that The Entrepreneurial State is a kind 
of Holy Bible we must believe in. As seen above the results of the empirical are not 
                                                 
122 Think also about the Karl Polanyi’s work “The Great Transformation” (1944), in which he argued how 
the capitalistic market has been much affected by the state since its origins. 
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contradictory per se, but might be object of possible interpretations. Of course, 
Mazzucato’s work has some shortcoming we should take into account such as: 
 The low importance attributed to the consumers, entrepreneurs, and demand in 
general, elements that are undoubtedly relevant in a market economy (Mingardi, 
2015). 
 The low supporting evidence to her thesis; indeed, an attack that might be moved 
consists of the “cherry picking” issue. According to this critique, Mazzucato has 
selected the most suitable examples of entrepreneurial success that confirm her 
argumentations. This is, indeed, the reason why I have performed such 
econometric testing. Indeed, my aim was to provide a kind of check of her thesis. 
By the way, as highlighted by Il Sole 24 Ore (2014) as well, the problem of the current 
political and economic debate concerns the absence of the industrial policy. Especially in 
Italy, if we do not consider Confindustria and some labour unions, industrial policy is 
never mentioned in the political debate. 
Based on the above discussion, are we now able to answer the original question? Market-
Oriented or Mission-Oriented approach? There is not a curt answer; but it is possible 
nonetheless to grasp that both approaches has topics that should be taken into account and 
considered relevant for developing a systematic, pragmatic, and successful industrial 
policy aimed to the recovery of the economies distressed by the economic crisis. 
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