Abstract.-Intraspecific variation is ubiquitous in systematic characters, yet systematists often do not deal with polymorphism explicity. For example, morphological systematists typically exclude characters in which any or "too much" polymorphism is observed, and molecular systematists often avoid intraspecific variation by sampling a single individual per species. Recent empirical studies have suggested that polymorphic characters contain significant phylogenetic information but are more homoplastic than fixed characters. Given these two observations, should including polymorphic characters increase or decrease accuracy? We addressed this question using simulated data sets that also show a strong relationship between homoplasy and intraspecific variability. Data sets were generated with eight species, two alleles per locus, and a variety of branch lengths, number of loci, and sample sizes (individuals sampled per species). The data sets were analyzed using eight parsimony coding methods (with and without a priori and successive weighting) and different variability thresholds for excluding polymorphic characters. Excluding polymorphic characters decreased accuracy under almost all conditions examined, even when only the more variable characters were excluded. Sampling a single individual per species also consistently decreased accuracy. Thus, two common approaches for dealing with intraspecific variation in morphological and molecular systematics can give relatively poor estimates of phylogeny. In contrast, the unweighted frequency method, including polymorphic characters and sampling a reasonable number of individuals per species (n a 5), can give accurate results under a variety of conditions.
Intraspecific variation, the raw material of evolutionary change, is abundant in all kinds of systematic characters, including morphology (e.g., Alberch, 1983) , allozymes (e.g., Buth, 1984) , and DNA sequences (e.g., Kreitman, 1983 ). Yet, except for studies using allozyme data, polymorphism is rarely dealt with explicitly in empirical or theoretical studies of interspecific phylogeny reconstruction. For example, morphologists tend to exclude characters in which any or "too much" polymorphism is observed (Campbell and Frost, 1993; Wiens, 1995) , molecular systematists using DNA data often sample only a single individual from each species, and most recent simulation studies of the performance of phylogenetic methods have modeled evolutionary change only in terms of fixed mutations (e.g., Wheeler, 1992; Charleston et al, 1994; Kuhner and Felsenstein, 1994; Huelsenbeck, 1995) . In this paper, we explore the possible effects of excluding polymorphic characters on phylogenetic accuracy, the similarity of estimated trees to the true phylogeny.
Judging by the rarity with which intraspecific variation in morphological characters is reported in phylogenetic analyses, the practice of excluding polymorphic characters seems to be extremely common. This practice is difficult to document because conventions for dealing with intraspecific variation are rarely discussed in morphological studies (but see Campbell and Frost, 1993; Wiens, 1993; Domning, 1994; Reeder and Wiens, 1996) . The exclusion of polymorphic characters presumably has its justification in the idea that characters that are more variable within species will be less reliable for inferring relationships between species (e.g., Darwin, 1859; Simpson, 1961; Farris, 1966; Kluge and Farris, 1969; Mayr, 1969) . The idea that polymorphic characters may be less reliable for inferring interspecific phylogeny has been supported by two empirical studies of lizards (Campbell and Frost, 1993; Wiens, 1995) . In these studies, polymorphic characters were more homoplastic than "fixed" characters (given that the absence of intraspecific variation may be an artifact of sample size; Campbell and Frost, 1993) , and there was a significant positive relationship between levels of homoplasy and intraspecific variability (Wiens, 1995) . However, the authors of both studies also concluded that polymorphic characters do appear to contain phylogenetic information. Computer simulations have indicated that increasing the number of characters in a parsimony analysis will generally increase accuracy (e.g., Huelsenbeck and Hillis, 1993; Hillis et al., 1994) but that accuracy may decrease if the added characters exhibit greater overall homoplasy (Bull et al., 1993) . Given these facts alone, it is difficult to predict whether including polymorphic characters should increase or decrease accuracy. Furthermore, both Campbell and Frost (1993) and Wiens (1995) advocated character weighting as a means of including polymorphic characters while accommodating their higher levels of homoplasy (successive weighting [Farris, 1969] and downweighting based on intraspecific variability [Farris, 1966] , respectively) but could not address the effectiveness of these weighting schemes with their empirical data sets.
Computer simulations are an important tool for understanding the performance and behavior of phylogenetic methods (see Hillis, 1995 , for a recent review). Simulations allow one to determine how methods perform at estimating the true phylogeny, and their simplification allows the conditions that affect method performance to be known and altered systematically (Hillis, 1995) . Thus, one cannot use simulations to generate completely realistic data sets, but one can test methods under a broad range of known conditions and determine when methods will perform well or poorly (Huelsenbeck, 1995) . Because of their simplicity, simulations offer insights that could not be gained by examining the accuracy FIGURE 1. Topology of true tree used in simulations. X is the starting point used for determining initial frequencies.
of methods with real data sets from known phylogenies.
In this study, we used simulations to test the effects of excluding versus including polymorphic characters on the accuracy of parsimony analysis. Because there are at least eight different parsimony methods for coding polymorphic characters (Wiens, 1995) , we also compared the relative accuracy of these methods. We also addressed the effects of sample size (number of individuals per species) on accuracy and the success of the two weighting schemes recently advocated for dealing with polymorphic data. Although a plethora of genetic distance and maximum likelihood methods have also been developed for dealing with polymorphic data (see Swofford et al., 1996 , for a recent review), they are not used on morphological data and are not particularly relevant to the practice of excluding polymorphic characters. The relative accuracy of these methods will be addressed elsewhere (Wiens and Servedio, in review) .
MATERIALS AND METHODS
The simulated data sets for this study consist of allele frequencies for loci with two alleles per locus evolving by random genetic drift along a known phylogeny of eight species (Fig. 1) . A character (locus) is considered polymorphic if it has two alleles within one or more terminal taxa. As in real data sets, a given locus in a given species may be fixed or polymorphic, and a given locus may be fixed in all species, polymorphic across all species, or fixed in some species and polymorphic in others.
For each locus, the data were generated as follows. First, the initial frequency of one of the alleles at the starting point (the internal node X, Fig. 1 ) was selected randomly (given that there are only two alleles, allele frequencies at a locus can be described based on the frequency of only one allele). The initial frequency was chosen randomly from a uniform distribution (i.e., any number from 0 to 1.000 inclusive had an equal probability of being selected). From this starting frequency, the frequency of the allele changed independently along each branch by the Wright-Fisher model of genetic drift (Fisher, 1930; Wright, 1931) . To calculate the frequency at the end of a branch, the probabilities of fixation and loss were first calculated following Kimura (1955) based on the initial frequency, the population size, and the number of generations during which the lineage evolved. A random number was then used to determine if the allele would be fixed or lost or if the locus would remain polymorphic at the end of the branch, based on these probabilities. If the allele was lost or fixed, no further changes occurred. If the locus remained polymorphic, the terminal frequency of the allele for that lineage was then determined. The terminal frequency was calculated by first determining the probability density function for the allele frequency (given the initial frequency, population size, and number of generations), again following Kimura (1955) . Then the rejection method for generating random deviates (Press et al., 1988) was used to pick the final frequency, based on this distribution. Lineages began their evolution with the terminal frequency of their ancestors. Mutations were assumed to be rare enough to be ignored, so loci that became fixed for an allele remained fixed. This assumption is justified because, given a two-allele model and the simulated population size (50,000 diploid individuals), mutation rates would have to be relatively high for mutation to predominate over drift in determining allele frequencies (Kimura and Crow, 1964) . The branching pattern of the simulated phylogeny (Fig. 1 ) was chosen to be intermediate in its level of symmetry or balance to avoid biasing the results by using a tree shape that is particularly easy or difficult to estimate correctly (e.g., Fiala and Sokal, 1985; Rohlf et al., 1990) .
Three parameters varied in this study: number of loci (characters), sample size (individuals per species), and branch length. Branch length, defined here as the expected amount of character change for a lineage (following Huelsenbeck and Hillis, 1993) , determined the rate of change in frequencies and the probabilities of alleles becoming fixed or lost. Thus, branch length determined the underlying levels of polymorphism in the simulated data sets. Under the Wright-Fisher model of genetic drift, the change in the frequency of a neutral allele is a function of the number of generations during which evolution occurs divided by the effective population size (Kimura, 1955) . Herein, we use this ratio synonymously with branch length. Branch length can be changed by changing the number of generations between splitting events while holding the effective population size constant. In our study, branch lengths ranged from a minimum of 0.2 (e.g., 10,000 generations with a population size of 50,000) to a maximum of 2.0 (100,000 generations). Alternatively, the differences in branch length can be viewed as differences in effective population size between lineages, with longer branch lengths being the result of, for example, founder effects or population bottlenecks. At the shortest branch lengths there is little probability of fixation or loss (exact values depend on the initial frequency) and generally only small changes in frequency, whereas at the longest branch lengths the chances of fixation and loss are very high and allele frequencies are effectively randomized between splitting events (see Kimura, 1955) . Shorter or longer branch lengths could have been simulated, but these branch lengths (0.2-2.0) allowed for conditions where almost all characters are polymorphic and conditions where almost all characters are fixed. Branch lengths were either held constant across all the lineages to test the effects of a given branch Wiens, 1995) , where 0 is the primitive condition, 1 is derived, and 0/1 indicates polymorphism. Terminology largely from Campbell and Frost (1993) .
Method Summary
Any-instance Majority Scaled Unordered Unsealed Missing Polymorphic Frequency 0/1 or 1 = 1 if frequency of 1 is >50%, then 0/1 = 1, otherwise 0/1 = 0 0 = 0, 0/1 = 1, 1 = 2; ordered 0 -» 1 -» 2, change from 0 -> 2 is two steps same as scaled, but unordered (0 <-> 1 <-» 2 <-> 0) same as scaled (ordered) but change from 0 -> 2 is one step 0/1 = ? 0/1 = (0, 1) either 0 or 1 depending on tree 0/1 = weight based on frequency of trait 1 length on accuracy or they were varied randomly across lineages. For runs with random branch lengths, the number of generations during which a lineage evolved (or the effective population size) was chosen randomly, but branch length was held constant across loci for that lineage. Possible lengths included 0.2, 0.5, 0.8, 1.1, 1.4, 1.7, and 2.0, with an equal probability of each length being selected. One hundred replicated matrices were created for each combination of branch lengths and number of characters. Sample size is also an important parameter because whether or not a character is considered polymorphic may depend on how many individuals are sampled (Campbell and Frost, 1993) . For each set of 100 simulated data matrices, five sets of 100 matrices were created, one with perfect sampling (the original matrices) and one each with reduced sample sizes of 10, 5, 2, and 1 individual per species. Thus, each subsampled matrix corresponded to a single original array of frequencies. The allelic composition of each individual sampled from the simulated matrices (for each species and locus) was determined by randomly choosing a number and considering an allele present if the number was less than or equal to the frequency of the allele in that species (given simplified conditions, the probability of sampling an allele is proportional to its frequency in the population, but see Rannala, 1995 , for a discussion of more complicated situations); because the simulated species were diploids, this determination was made twice for each individual. The new matrices of frequencies were then calculated based on these sampled individuals.
Two sets of phylogenetic analyses were performed. In the first set, the accuracy of excluding all polymorphic characters (the fixed-only approach of Campbell and Frost, 1993) was tested against the accuracy of eight different methods for including polymorphic characters. For this set of analyses, the fixed-only approach meant that characters were excluded if they exhibited any polymorphism in any species, thus reducing the overall number of characters. However, the determination of whether a character was polymorphic or fixed was based only on the individuals sampled (i.e., most loci are considered to be fixed with a sample size of one diploid individual regardless of the actual allele frequencies). The eight parsimony coding methods are summarized in Table 1 (reviewed/described in more detail by Wiens, 1995) . For the frequency method, each taxon was given a unique character state, and the Manhattan distance (for a given character; Swofford and Berlocher, 1987) between each species was used to weight changes between these states in a step matrix (e.g., the method used for allozyme data sets by Wiens, 1995, suggested by D. Hillis) . The performance of the methods was tested for all possible combinations of different branch lengths (random, 0.2, 0.8,1.4, 2.0), number of loci (10, 25, 50, 75, 100) , and sample size (all individuals, 10, 5, 2, 1).
For the second set of analyses, the effects of excluding characters with different levels of variability and the performance of a priori and a posteriori (successive) weighting were tested. Given that polymorphic characters contain significant phylogenetic information as a whole but contain increasing homoplasy with increasing variability, accuracy may be improved by excluding only the most polymorphic characters (as we believe is commonly done in real data sets). Levels of variability were calculated for each character using the mean intraspecific variability (MIV) as an index of variability (Wiens, 1995) . The MIV is the sum of the frequencies of the rarer of two traits (alleles) for each species multiplied by 200 (to allow the index to range from 0 to 100) and then divided by the number of taxa. Thus, the MIV for a given character has a maximum of 100 when all the species are variable at a frequency of 50% and a minimum of 0 when there is no intraspecific variation in any of the species. The effects of excluding characters with MIV indices above 25, 50, and 75 were tested. Furthermore, the effects of excluding characters with high levels of variability relative to the other characters in the data set were tested. Analyses were performed excluding any characters with a MIV score greater than the mean MIV for the data set, greater than the mean MIV X 0.5, and greater than the mean MIV X 1.5. In simulated data sets with reduced sample sizes, levels of variability were based on the sampled allele frequencies, not on the actual allele frequencies. Because these six approaches for excluding polymorphic characters usually involved using at least some (less variable) polymorphic characters, the accuracy of each of the six exclusion criteria was tested using each of the eight polymorphism coding methods. The two weighting schemes were also applied to each of the coding methods. Because of the large number of approaches compared (64 per data matrix), the second set of analyses involved a more limited set of conditions. The number of loci and the sample size were held constant at intermediate values (50 loci, five individuals), and branch lengths were long (2.0) or short (0.2) or varied randomly.
Two weighting schemes were tested. Farris (1966) suggested weighting characters by the reciprocal of their intraspecific variability, and this method was also advocated by Wiens (1995) . In this study, this scheme was implemented by weighting each character by 100 -MIV. Thus, characters with no intraspecific variation received a weight of 100, and loci having both alleles present at a frequency close to 50% in all taxa approached a weight of 0. Successive weighting can be implemented using a variety of measures of goodness of fit (e.g., consistency index [Kluge and Farris, 1969] , retention index [Farris, 1989] , and rescaled consistency index [Farris, 1989] ) and ways for determining goodness-of-fit values from multiple equally parsimonious trees from the initial (unweighted) analysis (e.g., mean fit among shortest trees, highest fit among trees, lowest fit). Following the recommendations of Campbell and Frost (1993) , the maximum value of the rescaled consistency index among the shortest trees from the unweighted analysis was used as the weighting function in this study. Our preliminary results suggested that the choice among the options listed does not greatly impact the results (Wiens and Servedio, unpubl. data) . The frequency-bins method (Wiens, 1995) was used to code polymorphic data as frequencies for successive weighting because the Manhattan distance-step matrix approach does not allow goodness-of-fit statistics to be calculated. For each set of conditions, the accuracy of methods was scored as the similarity between the true phylogeny ( Fig. 1) and the strict consensus of the shortest estimated trees, averaged across the 100 replicated data sets. Similarity was measured using Colless's (1980) consensus fork index, the proportion of nodes in common between the true and estimated trees. An alternative approach to measuring performance would be to use the average of the mean similarity between the true tree and each of the shortest estimated trees for each matrix (e.g., counting the presence of the correct clade in one of multiple shortest trees as indicative of method success; Hillis et al., 1994) . The consensus fork in-dex may favor methods that give higher resolution (fewer polytomies), whereas the mean similarity measure may favor methods that give poorer resolution (it gives partial credit for polytomies). We consider the correct resolution of a clade to be the most relevant index of accuracy and therefore prefer the consensus fork index.
All phylogenetic analyses were implemented using PAUP 3.1.1 (Swofford, 1993) with the branch-and-bound search option. The protocol for generating frequency data was designed by M.R.S. and J.J.W. and programmed by M.R.S. in G. The programs for coding, screening, and subsampling these data were written in C by J.J.W.
For the simulated data sets to be relevant to the question of excluding versus including polymorphic characters, they should exhibit a significant correlation between levels of homoplasy and intraspecific variability, as in real data sets (Wiens, 1995) . The general methodology used by Wiens (1995) to examine the relationship between homoplasy and variability was applied to the simulated data sets. Ten matrices were sampled from each of six simulated conditions. These conditions were random branch lengths, short branch lengths (0.2), and long branch lengths (2.0), with perfect sampling of individuals and two individuals sampled per species. For each of six coding methods (the polymorphic and unsealed methods give almost identical results to the missing and scaled methods, respectively), the homoplasy index (1 -consistency index) was calculated for each character. Each matrix contained 100 characters, and the trees were assumed to be correctly estimated. The relationship between homoplasy and variability (using the MIV) was analyzed using Spearman's rank correlation for the characters in each of the 10 data sets for the six sets of conditions using the six coding methods. For these analyses, the frequency-bins method instead of the Manhattan distance-step matrix approach was used to code polymorphic characters as frequencies because of the difficulty in calculating consistency indices for step matrix characters.
It may be argued that the assumptions of these simulations predispose the polymorphic characters to contain useful phylogenetic information. These assumptions include the fact that polymorphisms are shared because of common ancestry and that new lineages begin their evolution with the terminal frequencies of their ancestors. However, the parallel retention, fixation, or loss of a polymorphic allele in unrelated lineages can render the polymorphic characters positively misleading, and long branch lengths can effectively randomize allele frequencies between splitting events. Furthermore, the correlation between levels of homoplasy and variability in the simulated data sets (see below) is evidence that polymorphic characters are not necessarily predisposed to be informative in these simulations, but rather the opposite.
RESULTS

Correlation between Homoplasy and Variability
The results of the analyses of the relationship between homoplasy and variability (Table 2) show that the strength of the correlation is sensitive to coding method, sample size, and branch lengths. In general, the results using variable branch lengths are similar to those from the comparably sized Urosaurus data set (nine species; Wiens, 1995) , with the frequency and majority methods showing a strong positive correlation between homoplasy and variability (highly significant for the frequency method) and most methods showing a strong relationship with long and random branch lengths (depending on the sample size). These results suggest that the simulated polymorphic characters are similar to real polymorphic characters in this important aspect and thus can be used to test the effects of excluding, including, or downweighting polymorphic characters.
Accuracy of Including versus Excluding Polymorphic Characters
The results of the first set of analyses are shown in Figure 2 . Under almost all conditions, the most accurate method is clearly the frequency method, whereas the least (Holm, 1979; Rice, 1989) . * = correlation significant at 0.05 level; ** = correlation significant at 0.01 level.
accurate method is the exclusion of polymorphic characters. The accuracy of all the approaches becomes more similar when sample sizes are small (n = 1) and branches are long (2.0), i.e v when there is little or no polymorphism. As branch lengths decrease and sample sizes increase, the superiority of the frequency method and the inferiority of the fixed-only method become increasingly clear. These results also show that sampling a small number of individuals (e.g., n = 1 or 2) significantly decreases accuracy under almost all conditions, with the greatest decreases occurring when branch lengths are low and the number of characters is small. Although the impact of sampling only one or two individuals can be severe, the results also show that sample sizes greater than five individuals per species do not greatly increase accuracy.
Effects of Different Variability Thresholds and Weighting Schemes
The results of the second set of analyses are shown in Figure 3 . For most combinations of variability thresholds, branch lengths, and coding methods, excluding polymorphic characters (Fig. 3, A-G) either decreased or did not affect accuracy. The only exceptions are (1) random branch lengths with the majority method excluding characters with MIV > 25, MIV > 50, and MIV > mean MIV X 1.5, (2) random branch lengths with the frequency method excluding characters with MIV > 50, (3) branch lengths of 0.2 with the majority method excluding characters with MIV > 50 and MIV > mean MIV X 1.5, and (4) branch lengths of 2.0 with the any-instance method and excluding characters with MIV > 25. All of these cases involve <4% increase in accuracy as the result of excluding polymorphic characters (the increase for the frequency method is only 0.4%). The use of mean MIVs as a criterion for excluding polymorphic characters tends to decrease accuracy more than does the use of absolute MIV values (25, 50, 75) .
Both a priori and successive weighting increased accuracy using most methods (Fig. 3, H and I ), but usually by <10%. A priori weighting generally increases accuracy more than does successive weighting. Unfortunately, successive weighting decreased the accuracy of the frequency method under all three branch lengths (by almost 10% with random branch lengths and branch lengths of 0.2), and a priori weighting reduced accuracy with branch lengths of 0.2 and 2.0 (the method increases accuracy by only 0.4% with random branch lengths). Despite the slight improvements sometimes produced by character weighting or excluding characters, the most generally accurate method for dealing with intraspecific variation appears to be an unweighted frequency analysis including all polymorphic characters. Table 1 (and by Wiens, 1995) . Each point is the mean accuracy for 100 replicated matrices.
DISCUSSION
Performance of Methods
The results of this study strongly suggest that the costs of excluding informative polymorphic characters outweigh the potential benefits of excluding characters with greater average homoplasy. This statement is generally true even when only the most variable (and potentially most homoplastic) characters are excluded. The analysis using different variability levels as thresholds for exclusion was only performed under a limited set of conditions (50 characters, n = 5 individuals). Under other conditions (e.g., more characters), the different exclusion criteria may have had a better relative performance. But even if this were the case, Figure 2 shows that, given >50 characters (for five or more individuals), the unweighted frequency method has an accuracy of >95% for all branch lengths examined; it would therefore be impossible for excluding polymorphic characters to improve on this accuracy level very much. Furthermore, the fixed-only approach seems to become less accurate with larger sample sizes while the frequency method becomes more accurate (Fig. 2) , suggesting that testing these exclusion approaches with larger sample sizes would not support excluding polymorphic characters, regardless of the variability threshold. An analysis using data sets with a stronger relationship between homoplasy and variability might show a benefit for excluding polymorphic characters. However, morphological data for phrynosomatid lizards (Reeder and Wiens, 1996) exhibit a particularly strong relationship between homoplasy and variability (Wiens, 1995) , yet excluding polymorphic morphological characters decreased the probability of recovering clades supported by separately analyzed molecular and morphological data sets (Wiens, in review) .
The relative performance of the nine methods (the eight coding methods and the fixed-only approach) appears to be determined largely by the amount of phylogenetic information that each can utilize. The frequency method uses the most finegrained information possible and outperforms the other methods under almost all conditions. The only exceptions involve a few cases where branches are long and equal and the number of characters is relatively large. The scaled and/or unsealed methods may be slightly superior under these conditions (and then only at some sample sizes), but the frequency method generally is very accurate under these conditions as well (>90%), which strongly suggests the frequency method is the safest method to apply to real data sets where the specific evolutionary conditions are unknown. The scaled, unsealed, and unordered methods recognize three character states (a trait is absent, polymorphic, or fixed) and generally were exceeded in accuracy only by the frequency method. The two ordered methods (absent to polymorphic to fixed; scaled and unsealed) generally outperformed the unordered method, and the scaled method was sometimes slightly more accurate than the unsealed method (not shown in Fig. 2) . The any-instance and majority approaches recognize only two possible states and consistently performed worse than the frequency, scaled, unsealed, and unordered methods. The missing and polymorphic methods (which behave identically given only two traits/alleles; Wiens, 1995) treat all variable species for a polymorphic character as unknown and performed far worse than the preceding methods. The fixed-only approach throws out the polymorphic characters altogether and generally performed the worst of all. The missing, polymorphic, and fixed-only methods, probably the most widely used in morphological systematics, performed increasingly worse with increasing sample size, while the accuracy of the other methods improved. The explanation for this behavior is clear; as more individuals are sampled, more polymorphism is detected and more characters are either thrown out (fixed-only method) or rendered uninformative (missing and polymorphic methods). When underlying levels of polymorphism are high, these three methods are usually unable to resolve any parts of the tree correctly.
Some may find it surprising that polymorphic characters and the frequency method perform well under conditions where frequencies are effectively randomized between speciation events (e.g., by long branch lengths). For example, many authors have argued that frequency data should not be used in phylogenetic analysis because of their potential variability in space and time (e.g., Crother, 1990) . However, when the frequency of a neutral allele is modified extensively there is a high probability that the allele will be lost or fixed (Kimura, 1955) , and allele fixations and losses are phylogenetically informative for most methods. Through the synapomorphic loss and fixation of alleles, polymorphic characters seem to retain considerable phylogenetic information, despite the high rates of change. The frequency method also makes use of the fact that, even under high rates of change, an allele with a very high frequency is more likely to be fixed than lost and vice versa (e.g., a change from 95% to 100% receives a smaller weight than a change from 5% to 100%), whereas this information is ignored by most qualitative methods (e.g., any-instance, scaled, unsealed, unordered) .
The results of this study also suggest that the qualitative parsimony methods (e.g., any-instance, scaled, unordered, unsealed) appear to be sensitive to differences in branch lengths among lineages. Specifically, the average for the randomly varied branch lengths was 1.1, but the qualitative methods were less accurate (and less accurate relative to the frequency method) for the variable lengths than for VOL. 46 lengths of 0.8 and 1.4 (Fig. 2) . A more detailed study of the effects of branch length on the performance of these methods (using the same evolutionary model with a four-taxon tree) suggested that the qualitative methods are particularly sensitive to the problem of long branch attraction (Felsenstein, 1978) and become positively misled more easily than do the methods that make use of frequency information (Wiens and Servedio, in review) . Apparently these qualitative methods are misled by the fixation and loss of alleles in unrelated terminal lineages (with long branches) while ignoring informative changes in frequency along internal branches. Previous authors have asserted the superiority of the frequency approach based on the sensitivity of qualitative methods to finite sample sizes (Swofford and Berlocher, 1987; see Wiens, 1995 , for an empirical demonstration), yet these qualitative methods appear to have additional problems that are unrelated to sample size.
Overall, the performances of successive and a priori weighting were somewhat disappointing. These methods improve the accuracy of the nonfrequency methods probably in part because they increase their resolving power (their ability to discriminate among possible trees) and because they allow these methods to give less weight to small changes in frequency (as would be common in more variable characters, which are downweighted). However, the unweighted frequency method produces highly resolved trees and gives less weight to small changes in frequency, leaving these weighting schemes little on which to improve.
Comparison with Empirical Results
We used simulated genetic data to address the accuracy of a common practice in morphological systematics, the exclusion of polymorphic characters. Although we made a number of simplifying assumptions in generating our data (e.g., one locus per character; two alleles per locus; phenotype is equivalent to genotype; no selection, mutation, or geographic variation), there is broad agreement between our results and those from a recent study of polymorphic characters using morphological and allozyme data sets (Wiens, 1995) . As would be expected given the results of this study, Wiens (1995) found that (1) there is a significant correlation between levels of homoplasy and intraspecific variability using the majority and frequency methods, (2) frequency-coded polymorphic characters contain significant phylogenetic information, whereas other methods yield random levels of noise for some data sets, and (3) among the eight coding methods, the frequency method generally performs best for five criteria that are likely to be correlated with accuracy (number of shortest trees, number of informative characters, phylogenetic signal, nodes supported by bootstrapping, and sensitivity of tree topology to variation in sample size). Some might argue that the extensive levels of polymorphism simulated in this study would not be found in real morphological data sets. Few morphological studies have addressed the levels of intraspecific variability in discrete phylogenetic characters with large sample sizes, yet Wiens (1993) found that 23 of 24 informative morphological characters in Urosaurus were variable within one or more species. Some might also question whether a genetic drift model is appropriate for simulating the evolution of morphological characters. Felsenstein (1988) argued that seemingly discrete, polymorphic morphological characters may evolve by random genetic drift, although he discussed a somewhat more complex model than simulated here. Adding complexity (e.g., multiple loci per character, environmental effects) to our model might impact the results, but there is no a priori reason to expect increasing complexity to favor discarding information from trait frequencies and polymorphic characters.
Effects of Sampling Single Individuals
As with the exclusion of polymorphic morphological characters, the practice of sampling a single individual per species is common (especially in DNA studies) but rarely justified. Our results suggest that sampling single individuals can greatly decrease accuracy under many conditions, especially when the number of characters is low or when levels of polymorphism are high (e.g., short branch lengths). For example, with short branch lengths (ratio = 0.2) and 50 characters, the frequency method has an accuracy of 91% with 10 individuals per species and only 24% with one individual per species. Conventional wisdom and some empirical resampling studies have suggested that it is more effective to sample more characters rather than to sample more individuals (e.g., Hillis, 1987; Kesner, 1994) . However, the results of this study suggest that the opposite is true for shorter branch lengths; for example, more accurate results would be obtained by sampling twice as many individuals as characters (Table 3) . For random and long branch lengths, more accurate results would indeed be obtained by sampling twice as many characters rather than by sampling twice as many individuals (Table  3) . Although the results for longer branch lengths would seem to support the emphasis on sampling characters over individuals, there is an underlying assumption inherent in this discussion that is highly questionable: that it is just as easy to double the number of characters as it is to double the number of individuals. The limited number of genes routinely used in phylogenetic analyses of DNA sequence data and the limited number of characters and loci sampled in morphological and allozyme studies suggest that it is much more difficult to sample more characters for a given phylogenetic problem than to sample more individuals (although rare species may make the reverse true). Sampling more individuals may often be a more efficient way to improve phylogenetic results, and the problem of intraspecific variation should be addressed routinely by all systematists, including those working with DNA data (see also Smouse et al., 1991) .
CONCLUSIONS
Recent empirical studies have suggested that polymorphic characters contain significant phylogenetic information but are more homoplastic than fixed characters. Thus, empirical data are ambiguous as to whether polymorphic characters should be included in phylogenetic analyses. Our simulated data sets also show a general correlation between homoplasy and variability but are unambiguous about the effects of excluding polymorphic characters. Excluding polymorphic characters decreases accuracy under almost all conditions examined, even when only the most variable characters are excluded. Sampling a single individual per species, a common practice in DNA studies, also consistently decreases accuracy. Thus, the most common approaches for dealing with intraspecific variation in morphological and molecular systematics can give relatively poor estimates of phylogeny. In contrast, the unweighted frequency method, including polymorphic characters and sampling a reasonable number of individuals per species, can give accurate results under a variety of conditions. These results are in broad agreement with recent empirical studies that show that polymorphic characters (both molecular and morphological) can be highly informative when treated as frequencies. The inclusion of polymorphic characters and information on the frequency of traits within species (based on multiple individuals) may greatly improve the accuracy and rigor of both molecular and morphological systematics.
