Abstract-The rapid growth of open data sources is driven by free-of-charge contents and ease of accessibility. While it is convenient for public data consumers to use data sets extracted from open data sources, the decision to use these data sets should be based on data sets' quality. Several data quality dimensions such as completeness, accuracy, and timeliness are common requirements to make data fit for use. More importantly, in many cases, high-quality data sets are desirable in ensuring reliable outcomes of reports and analytics. Even though many open data sources provide data quality guidelines, the responsibility to ensure data of high quality requires commitment from data contributors. In this paper, an initial investigation on the quality of open data sets in terms of completeness dimension was conducted. In particular, the results of the missing values in 20 open data sets measurement were extracted from the open data sources. The analysis covered all the missing values representations which are not limited to nulls or blank spaces. The results exhibited a range of missing values ratios that indicated the level of the data sets completeness. The limited coverage of this analysis does not hinder understanding of the current level of data completeness of open data sets. The findings may motivate open data providers to design initiatives that will empower data quality policy and guidelines for data contributors. In addition, this analysis may assist public data users to decide on the acceptability of open data sets by applying the simple methods proposed in this paper or performing data cleaning actions to improve the completeness of the data sets concerned.
I. INTRODUCTION
Data completeness is an essential dimension in data quality like accuracy and timeliness. Data completeness plays a major role to guarantee the completeness of query answers [1] , [2] and ensure reliable analysis [3] , [4] . In the context of software quality, completeness is also an important attribute that determines the quality of Software Requirement Specification (SRS) [5] . Several types of data completeness exist [6] , [7] . Given a data set with a set of attributes, the most common case of data completeness are as follows: (1) all attributes' values are missing for a record (missing record/tuple), (2) some of the values of the attributes are missing for a record (missing values) [7] , [8] . The first case represents the total loss of information where the attributes' values for the whole record are missing. The second case however, represents some level (ratio) of the incompleteness of the attributes of a record. For example, assume that we have a simple data set which is supposed to have ten records of students' information. This dataset consists of 6 attributes, namely, StudentId, N ame, Sex, Level, Class, Grade as shown in Table I . Table I illustrates a set of student records with the completeness problem. All records are uniquely identified by an identification attribute, StudentId. A missing record can be represented by the absence of the student's record with id 'B14' from the data set. Records 4 th to 8 th are examples of records with missing values. In this example, missing values are detected through the blank spaces in the table. Missing values are not necessarily represented by nulls or blank spaces as illustrated in Section II-B. Thus, the effort to detect missing values requires a proper understanding of its representation. The ability to detect missing values is the pre-requisite for any missing values effort. In many data-intensive applications, the recoverability of missing values is the key to avoid failure in query answering [1] . The execution of queries on any data set containing missing values may result in unrealistic and high cost [9] , [10] , [11] .
Missing values recovery becomes more challenging especially in the case where key attributes are surrogate keys (keys that are not real and unnatural like student Id) and the natural candidate keys are missing. Candidate keys are usually useful in recovering the values of other attributes that are missing, based on their functional-dependency property. (The role of functional dependency can also be seen in storage space optimization (refer to [12] ).
In the next section, the problem of missing values will be elaborated in terms of the causes and representation aspects. Section III presents the methodology used to conduct the analysis. Section IV consists of the analysis results and discussion. Finally, Section V concludes this paper.
II. BACKGROUND OF MISSING VALUES PROBLEM
Missing data or missing value can be defined as a value that is not stored or not exist in a dataset [13] , [14] , [15] . It is either referred as blank, unknown or null (in database world). The problem of missing values is fairly common and can occur at various stages of data processing, ranging from data collection to data storage phase [16] . The presence of a small ratio of missing values can greatly affect the results that can be derived from most databases including electronic medical records [17] , [18] . Hence, missing values are a crucial problem in many decision-making systems as precise decision depends on the completeness of the information at hand [19] , [20] , [21] .
The impact of missing values can also be seen in large data sets [22] . Many statistical methods have difficulties in dealing with the missing data especially in assigning an arbitrary value to the missing data. The fact that missing values is a common (but yet unsolved) problem has motivated many researchers in improving the existing system ability to work on incomplete data sets. (See an example of clinical support systems in [23] .)
In general, handling the problem of missing values need to follow the following steps [17] 
A. Reasons of Missing Data
Several studies reported the causes of missing values in databases as follows:
• Lack of data constraints: No restrictions are imposed on the user to enter all data. This leaves some fields missing [24] .
• Insufficient users' experience: Low user experience in dealing with data entry systems and lack of knowledge in the correct mechanism of data entry may cause the loss of data. For example, users might leave the date and time fields blank if they are not sure of the format.
• Merge multiple data sources of different schema: Data repositories such as data warehouse (DW) data sets are merged from several sources. Database schema differences among the contributing sources will cause data sets originated from the source with lack of attributes to be missing values within the merged data sets [2] .
• Respondents' answering behavior: In survey data, missing values are often caused by reasons like respondents refuse to answer the survey or they do not understand the questions in the questionnaires [25] , [26] .
• Error in data collection tools: Research data is also prone to missing values problem due to an error in data collection tool (such as sensors) or human researcher's fault. So, failure software and hardware are significant examples that cause the problem of missing data [2] .
Most statistical programs work to remove the missing values automatically from the original data sets. This approach leads to the lack of sufficient data to complete an analysis and thus may give misleading results [27] , [28] . Kalkan (2018) stated that although there is a direct correlation between the rate of missing values and the quality of statistical analysis, there is no acceptable proportion of missing values in the data set for the correct statistical conclusion [29] , [26] . However, Schafer (1999) argued that the ratio of 5% or less of missing values is inconsequential [30] . Bennett (2001) stated that if the amount of missing values is greater than 10%, the results of the statistical analysis will be biased [31] .
B. Missing Values Representation
Data completeness studies have been conducted since 1970 where missing information in the database community was the crux of the problem. The problem of missing values representation was overcome within the relational tables. Completeness studies on distinguishing the null types are triggered by the desire to ascertain the existence of the completeness problem. If nulls are present in the 'non-existence' case, then the presence is treated as legitimate unlike in the 'unknown' case. In short, while the presence of 'non-existence' nulls shows no completeness problems, the presence of "unknown" nulls shows the contrary [32] [21] .
The @ symbol [33] , ! and 'x', 'y' and 'z' have often represented nulls [34] . ANSI/SPARC interim report listed 14 manifestations of nulls. However, the two common types of null used are the unknown nulls in which the values are missing because of the unknown status, and the non-existence nulls in which the values are missing because the attributes relation are not applicable. For example, if someone is not a vehicle owner in London, the attribute 'vehicle owned' is considered null.
C. Methods for Handling Missing Values
In literature, several ways are adopted to handle missing values. In a customer database of a shopping centre, for example, some customers' data such as the age data might be missing. This situation can be handled in one of the following ways [8] Osborne (2013) pointed that, despite obvious distortion that missing values can cause, the number of researchers that deals explicitly with this problem is limited. In a survey conducted with his students in prestigious journals of the American Psychological Association, 38.89% of the authors reported that some data are missing in the data sets that have been used in their articles. Nevertheless, it is uncertain whether the remaining authors (61%) were failed to report their missing data or they completed their data in their articles [22] . In the case where missing values are recovered, the question of whether they effectively deal with the lost data remains unanswered.
In the context of time-series data, researchers in [43] reported that the level of missing values acceptability varies. Some data sets can contain missing values from 5%-50% while others allow up to 80% percent of missing values. As the level of missing values acceptability is high, the results of the analysis drawn from the data sets is incomplete. Kim et al. (2019) estimated that the missing values in the precipitation data of the Korea Meteorological Agency will be up to 16% from year 2015-2016, and about 19% for weather data in 2017 [44] . This estimation drives the Korean government to plan for data imputation strategy as the missing values can affect power generation prediction performance.
III. METHODOLOGY
In order to understand the problem of missing values in open data sets, 20 data sets were extracted from two open data sources: Center for Intelligent Learning and Intelligent system (UCI Machine Learning Repository) and data.gov.uk. UCI provided over 350 databases that were used for the automated learning of the experimental analysis, while data.gov.uk, stores data of the government agencies, public bodies and local authorities in the United Kingdom (UK). The data sets consist of information about the government works, research, applications and services.
The selected data sets cover several domains such as education, healthcare, agriculture, and communities. In this paper, the types of completeness concerning the missing values were analyzed. We measure the ratio of missing values in each data set (on attribute level) and the coverage of affected attributes.
The steps conducted are as follows:
• Download data sets from the open data source: Data sets were downloaded from the UCI and data.gov.uk. Table II shows the details of the selected data sets covered by the analysis. The total number of records for all data sets is around three million records.
• Convert data sets into Excel spreadsheet format: The data sets were originally recorded in several formats, such as a text file (.txt) and Excel file (.Xls, .Csv). The data sets in the text files format (.txt) were converted to Excel format for standardization and processing ease. The data sets are categorized into four categories, namely, Medical, Educational, Security and Miscellaneous.
• Perform missing values detection: In order to detect missing values in the data sets, we refer the representation of missing values presented earlier in Section B. In addition to nulls (or blank cells), symbols "?" and "unknown" are detected for missing values in the data sets under study.
• Measure missing values ratio: To describe the formula used to measure missing values, simple ratio method (refer to [45] ) which is usually applied to measure completeness is used. The following are descriptions of the notations: Suppose that:
D is the data set under measure, A is the set of attributes in D, where A = {a 1 , a 2 , a 3 , . . . , a n }, where n is the number of attributes, R is the set of records in D, where R = {r 1 , r 2 , r 3 , . . . , r m }, |V 1 | is the number of values that are supposed to be in a 1 . |V 1 | is the number of missing values in a 1 As |V 1 | = |R|, the ratio of missing values (in percentage) for a 1 is calculated as:
The ratio of missing values for D is calculated as: 
IV. RESULTS, ANALYSIS AND DISCUSSIONS
As shown in Table III high ratio of missing values (more than 40%) was found in three data sets. The first data set is 'Plant', where this dataset is extracted from the USDA plants database. It contains all plants (species and genera) in the database and the states of the USA and Canada where the plants exist. This dataset exhibits the highest ratio of missing values as compared to other data sets which are about 86.16% of missing values. From 70 attributes, 97% of it consists of missing values.
The second data set is 'BasicCompanyData' which consists of the first part of basic company data of live companies registered in the UK. The ratio of missing values for this data sets is also high (51.3%) that affects 74.55 of its attributes.
The third data set is 'Leeds schools all information', with 46.75% of missing values involving 70.37% of its attributes. Nine data sets exhibit low ratio in missing values (less than 10%) while other data sets show between 11-20%. Fig. 1 illustrates that the completeness ratio (in percentage) for data sets from 'Medical' and 'Security' category are considerably high (80% and above).
High ratio of missing values in some data sets may due to several reasons. The merging operation that requires data from several sources (with different database schemas) to be integrated is a common cause of missing values. The immediate consequence of this scenario is attributes that do not originally exist in their contributing source will be populated with nulls. Even though most statistical methods will easily calculate the presence of missing data, future work could focus on examining the appropriateness of the methods used and investigate the mechanism that may affect the validity of the results.
