1. Introduction. We consider the scalar reaction diffusion equation ut = f{x,u,u x ,u xx ) (1) with x <E S 1 = E/27rZ, / G C 00 and
where C is a positive constant. Let u be a bounded solution of (1) in C 1 (5 1 x (0, oo)). Then as it follows from [1] and [2], the u;-limit set UJ(U) of the trajectory u contains a solution of (1) which is periodic in t. If all periodic solutions of (1) are hyperbolic, then any bounded solution of equation (1) tends to a periodic solution (which can be in particular a steady state), as t -> +oo. So it is interesting to study the connecting orbits between periodic solutions of (1). Let L be a periodic hyperbolic orbit of (1). We denote by W S (L) and W U (L) the stable and unstable manifolds of L respectively. For details of the definition and for general properties of stable and unstable manifolds of periodic solutions, refer to [3] 
Let L,L' be periodic hyperbolic orbits of (1). If there exists a solution u of (1) which is defined for alH € E and such that a(u) -L and UJ{U) = L', then we say that u connects L and L', and we write in this case
COROLLARY. Let L be a periodic hyperbolic orbit of (1) different from an equilibrium point. Then L has no homoclinical trajectory.
REMARK. The detailed analysis of the connecting orbits for equation (1) with the Dirichlet boundary conditions was done in [6] , [7] , [8] .
The main difference between the Dirichlet boundary condition and the periodic boundary condition for equations (1) and (2) is that in the case of the Dirichlet boundary condition equations (1) and (2) admit no limit cycles.
Some properties of linear parabolic equations and proof of the main result.
Let us consider a linear parabolic equation LEMMA 6. Let u be a solution of (3), t>{), Nu(t) = k, 0 < r < T. Then
IM|(r)/|H|(r)<c,
where C = C(Jfc,r,r,M(Jfe)) > 0. Proof. We assume the contrary, namely, that there exists a sequence of parabolic equations of the type (3) Pm = 0 in S 1 x (0,00) ,
Nui(t) < k, and IM(T)/IMI(T)-+OO
as i -> oo. From Lemma 2 it follows that choosing convergent subsequences P^jU^ we obtain an equation
This contradicts the theorem on the uniqueness of the solution of the inverse problem for parabolic equations [12] .
LEMMA 7. Let u be a solution of (3) From Lemmas 3 and 5, it follows that Nu(t) < k -1 for t > 1, and there is a to > 1 such that all zeros of the function u(to,-) are simple. As ^m(^or) -* ^(^o,*) m C l then there is such u n that Nu n (t) < k -1.
LEMMA 8. Let u,v be solutions of (3), t > 0, iVw(t) = i, Nu(t) = j, i < j,

IHI(i) = IHI(i).
Proof. Let us assume that for some T > 1 \\v\\ (T)/ ||ii|| (T) is sufficiently large. Then by Lemmas 5, 6, 7 for the sufficiently small e > 0, N(u 4-^^)(1) = *, N(u + ev)(T) -j. As i < j then our assumption contradicts Lemma 2.
LEMMA 9. Let u,v be solutions of (3), t > 0, Nu(t) = i, Nv(t) = j, i < j, \\u\\ (1) = ||v|| (1). Then there exists T > 1, T = T(j, M(j)), such that
|H|(T)/|H|(T)>2.
Proof. Let us assume the opposite. Then from Lemma 8 it follows that there is a sequence tk -> oo, ||u|| (tk)/ \\v\\ (tk) -* s > 0 as k -> oo. Further, we may assume that the following sequences are convergent in C 1 (S l ):
INK**) *'
as k -> oo. Since Ntp = z, iV^ = j, then for any e > 0 there is an a £ E such that the distance between a pair of zeros of the function ip + a^ is less than £. So the same is true for the function u(tk,x) 4-a5v(tfc,a:) for sufficiently large A:. The last statement contradicts Lemma 7.
LEMMA 10. For all T > 0, i = 1,2,.. U(T,i) , then the level curves u = 0 separates the level curves v = 0.
. there exists a two-dimensional space U(T, i) of solutions of the problem (2) in S l x (-T, T) such that ifue U(T, i), u^O, then Nu(t) = 2i, t G (0,T). If u,v is a basis in
Proof 1. We define parabolic operators P 0 , 9 in 5 1 x (-T ; ,37),
operator L<> : 9{x) ->■ u(3r,a :). For any 9 G [0,1], L» is a selfadjoint operator in L2(5 1 ). 2. Let g be an eigenfunction of L e , u be a solution of (6). Then Nu(-T) = Nu(3T), and hence by Lemma 5 the zeros of the function ^(to,a;), to G [-T, 3T] are simple.
This contradicts the inequality Nw(-T) > Nw(3T).
5. Proof of Theorem 2. Let U(T,i) be defined as in Lemma 10. By Lemma 6 we can choose sequences a^, Tk £ M, Tk -> +oo as k -> oo such that U(Tk,i) -> Ui ^ 0 in V as k -> oo. If it G [/"i then by Lemmas 5 and 6, iVu(t) = 2z, t E R, 2 = 1,2,.... The inequalities (4) and (5) follow from Lemma 9.
Let u be a solution of (2), t E E, and Nu{t) = i. We prove that u E /7i. Assume the contrary, namely, that u,Ui,Vi are linear independent, where Ui,Vi E Ui. Then there is a linear combination w = au + 6iii + c^i such that ^(0,0) = ^^(0,0) = 0. By Lemma 5 Nw{-\) > Nw(l). If Nw(l) < i then by Lemma 9, |M| (t), ||ixi|| (*), H^ll (t) = o(||i(;|| (t)) as t ->> +oo, which is impossible. If Nw(l) > i then iVit;(-1) > i and |M|(t), ||^i||(t), IbilK*) = 0 { w {^)) as t ->« -oo, which is also impossible. So, u € Ui. Equality dim Uo = 1 is evident. If u E [To © • • • 0 t/i, the inequality Nu(t) < i follows from (5).
Let u be a solution of (3), t E E, Nu(t) < i. First we prove that u E C/oS-* -©t^-t-i. Let us denote by V* the set of solutions of (7) such that for v E Vi, iVi>(£) = i. THEOREM 3. For any 2 £/ie 5e^ Vi 2s a one-dimensional linear space. If 2 < j, ^ E Vi, VJ E F j; ll^iH (0) = WVJW (0), tficn/or t > 0 and for t < 0 INI W < c-e-^ INI (*) , K;/iere Cj,c^ > 0.
Evidently it is possible to prove Theorem 3 by the same reasoning as in the proof of Theorem 2. We don't need Theorem 3 for the following, but it is interesting to compare both cases. 
