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Abstract
Magnetic Resonance Imaging (MRI) is a widely used soft-tissue imaging modality
that has evolved over the past several years into a powerful and versatile medical
diagnostic tool capable of providing in-vivo diagnostic images of human and animal
anatomies. Current research efforts in MRI system design are driven by the need
to obtain detailed high resolution images with improved image signal-to-noise ratio
(SNR) at a given magnetic field strength. Invariably, this requirement demands the
development of high performance MRI radio frequency (RF) coils. However, the
complexities and stringent requirements of modern clinical MRI systems necessitate
the development of new modeling methodologies for the design of high performance
RF coils.
This dissertation addresses this need by developing a distinct Method of Moments
(MoM) modeling approach suitable for the simulation of RF coils loaded with biolog-
ical tissues. The unique implementation utilizes two distinct basis functions in order
to collectively describe the surface current density on the RF coil, and the sum of
the volume current density and the displacement current density in the associated
biological tissue. By selecting basis functions with similar properties to the actual
physical quantities they describe, we avoided spurious solutions normally associated
with MoM based implementations. The validity of our modeling method was con-
firmed by comparisons with analytical solutions as well as physical measurements,
yielding good agreement.
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Furthermore, we applied the MoM based modeling method in the design and
development of a novel 4-channel receive-only RF coil for breast imaging in a clinical
1.5T system. The new coil design was inspired by the multi-channel array concept,
where multiple conducting strips were arranged in an anatomically conforming profile
with the intention of improving sensitivity and SNR. In addition, the coil structure
featured an open breast coil concept in order to facilitate MRI-guided biopsy and
patient comfort. A comparison of simulation results and actual physical measurements
from the prototype RF coil demonstrated good agreement with one another. Also,
imaging tests were conducted on a pair of MRI phantoms as well as on a human
patient after obtaining proper authorization. The tests revealed good magnetic field
homogeneity and a high SNR in the region of interest. In addition, performance
comparisons between the prototype 4-channel RF coil and existing high end clinical 4-
channel RF breast coils indicated an achievement of superior SNR in conjunction with
very good magnetic field homogeneity. Currently, the prototype 4-channel RF coil
has outperformed all existing high end clinical 4-channel RF coils used in comparison
studies.
iii
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Chapter 1
Introduction
1.1 Magnetic Resonance Imaging
The foundations of medical imaging systems are based upon the results of the inter-
action between an interrogating energy source and biological tissues. The form of the
energy source employed is dependent on the particular imaging modality. For exam-
ple, acoustic imaging methods employ ultrasonic sound waves as the intervening form
of energy, while X-ray imaging techniques utilize high frequency electromagnetic ra-
diation [1]. The result of the interaction can be used to discriminate between healthy
and malignant tissues because of the differences in their spatial and material proper-
ties. Also, the various tissues that constitute the biological anatomy can clearly be
distinguished based on differences in tissue-specific properties. Thus, imaging modal-
ities with the most variations in tissue-specific properties are the most beneficial in
the medical diagnosis of malignancy.
Magnetic Resonance Imaging (MRI) is a relatively new imaging modality that has
evolved over the past several years into a powerful and versatile technique capable of
providing in-vivo diagnostic images of human and animal anatomies [2]-[4]. Unlike
other imaging modalities that utilize ionizing radiation such as X-ray based Computed
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Tomography (CT), Positron Emission Tomography (PET) and Microwave Imaging,
MRI is a noninvasive imaging technique that does not employ the use of potentially
harmful radiation. Also, there exists a multitude of tissue-specific properties that
affect and interact with the applied magnetic fields. The two most significant of these
properties are the longitudinal (spin-lattice) relaxation and the transverse (spin-spin)
relaxation mechanisms. They cover a broad range of values in normal and pathological
tissues [5]. In addition, signal acquisition parameters can be manipulated in several
ways in order to enhance the contrast of the image generated. Thus, MRI possesses
considerably greater diagnostic capabilities when compared with X-ray CT in specific
applications, and complements all other in-vivo medical imaging modalities. This in
turn has led to a proliferation of MRI systems and has spurred up tremendous research
in MRI instrumentation. The install base of clinical MRI systems in the US alone is
well over 10,000. MRI belongs to a large group of imaging techniques that are based
on the phenomenon of Nuclear Magnetic Resonance (NMR) [6]. This phenomenon
was first discovered independently by F. Bloch and E. Purcell in 1946. In general,
NMR exploits the resonance behavior exhibited by certain materials when placed in a
strong magnetic field. These materials selectively absorb electromagnetic energy at a
frequency that varies with the strength of the externally applied static magnetic field,
and specific to their constituent nuclei. Absorption of electromagnetic energy places
the nuclei of the materials in a state of resonance after which they return to their
original thermodynamic equilibrium state through a process known as relaxation with
the emission of energy. The use of signal encoding techniques together with spatially
disposed magnetic field gradients to obtain information about the internal structures
of biological specimens from the emitted energy, forms the basis of the MRI imaging
modality.
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1.2 MRI Methodology
As mentioned above, MRI exploits the phenomenon of NMR in order to create detailed
high-resolution images of human and animal anatomies. First and foremost, the
biological sample is placed in a strong static external magnetic field usually refered
to as the B0 field. The B0 field is usually directed along the z–axis in coordinate
space. In addition, a linear magnetic field gradient is superimposed on the B0 field so
that there is a linear variation in magnetic field strength along the preferred spatial
axis, in this case the z–axis. Thus, different parts of the sample will experience a
variation in magnetic field strength along the z–axis. Since the frequency at which
resonance occurs depends on the strength of the magnetic field, there will be a linear
variation in resonant frequency across the sample longitudinal to the z–axis. With the
application of an RF pulse of a particular frequency, only slices of the sample having a
corresponding resonant frequency will be excited. The strength of the received signal
will be proportional to the number of resonating nuclei in the excited slice. This
process of selective excitation along the z–axis is referred to as slice selection. Thus,
by superimposing a comparatively low magnetic field gradient on the main magnetic
field, it is possible to encode the energy of the RF pulse in a particular slice orthogonal
to the z–axis. A typical RF pulse is ideally rectangular in the frequency domain so
as to clearly demarcate slice boundaries. The spectral width of the RF pulse and the
strength of the magnetic field gradient determine the thickness of the slice. Also, the
center frequency of the RF pulse defines the position of the slice along the z–axis.
After confining the excitation to a single slice in the imaging volume, the next step
is to encode the image information within the excited slice using additional gradient
systems. These gradient fields are imposed along each of the two principal axes of the
image plane, notably the x and y axes. With the RF pulse and z–gradient switched
off, a gradient field is established along one axis of the image plane, the x–axis, to
sub-divide the excited slice into narrow strips of distinct resonant frequencies. This
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process is known as frequency encoding and the x–axis is identified as the frequency
encoding axis. After frequency encoding, the frequency of the signal received from
the excited slice is a weighted sum of the distinct frequencies of the individual strips.
The weight of each frequency component is proportional to the number of nuclei in
each strip and can be determined in the frequency domain after a Fourier transform.
Finally, a gradient is imposed along the one remaining principal axes of the image
plane, the y–axis, to produce a systematic variation in the phase of the received signal
which encodes the final spatial information. A more detailed description of the basic
principles of MRI is presented in Chapter 2.
1.3 MRI RF Coils
MRI RF coils form an essential component of the MRI imaging system where they
produce the necessary high-frequency homogeneous electromagnetic field, theB1 field,
required to excite the nuclei of the sample being imaged into coherent precession. In
addition, they serve to couple electromagnetic energy between the imaging sample
and the MRI imaging system. They are usually designed around the notion of an
electrical resonator since they possess an intrinsic inductance due mainly to the spa-
tial arrangement of the conductors that constitute the RF coil. These conductors
are strategically arranged in a geometric profile around the imaging volume to pro-
duce the uniform B1 field. The notion of resonance guarantees signal selectivity and
provides rudimentary signal gains at the desired resonance frequency. Additional ca-
pacitive components are required to establish the resonance condition at the operating
frequency. When the RF coil resonates at the desired frequency, large voltage and
current oscillations are developed from the application of a small input signal. The
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strength of the resonance is described by the quality factor Q given by
Q = 2π · maximum stored energy
energy dissipated per cycle
(1.1)
The quality factor is influenced by such parameters as the strength of the B1 field,
the image signal-to-noise ratio (SNR) and the sensitivity of the RF coil. For a given
coil configuration, a higher quality factor implies more available stored energy which
invariably ensures larger B1 field strength, higher SNR and improved coil sensitivity.
Another important parameter that strongly influences the SNR of an RF coil is the
size of the illuminating volume or more appropriately the coil filling factor. The
smaller the volume of the coil, the greater the sensitivity and SNR in the region of
interest (ROI). Clearly, the volume of the sample governs the limit on the size of the
illuminating volume. Thus, a more anatomically correct conductor profile is essential
for an improved filling factor in the design of RF coils. Also, the strength of the main
magnetic field plays an important role in the determination of MRI image quality but
improved RF coil design techniques may provide greater image quality enhancements
and less capital costs in system upgrades.
MRI RF coils are generally classified as volume coils and surface coils respectively.
Volume coils are generally utilized as RF transmit coils although they can be used
effectively as RF receiving coils. They are designed explicitly to produce a relatively
homogeneous B1 field in the ROI. In addition, they enclose the entire ROI in order to
achieve the highest possible field uniformity for a given coil configuration. Examples
of volume RF coils include the birdcage coil [7], the saddle coil [6] and the Transverse
Electromagnetic (TEM) resonator [8]. These volume coils are depicted in Fig.1.1. The
most widely used volume coil for MRI imaging is the birdcage coil [7]. In the standard
birdcage configuration of Fig.1.1(a), the straight conductors that are arranged in a
circularly parallel profile are called rungs, while the circular conductors that connect
5
(a) (b)
(c) (d)
Figure 1.1: Various MRI volumes coil configurations [9]: (a) birdcage coil, (b) shielded birdcage
coil, (c) saddle coil, and (d) TEM resonator.
the rungs at the ends are called the end-rings. To establish resonance in the birdcage
configuration, the rungs or end-rings are segmented by capacitors. As such, two
possible birdcage coil configurations are possible. If only the rungs are segmented by
capacitors, we have the traditional low-pass bird cage coil configuration. Similarly if
only the end-rings are segmented by capacitors, we have the high-pass configuration.
Hybrid configurations are also possible.
The operating mode of a birdcage coil is the resonant mode that produces a single
circle sinusoidal current distribution in the rungs. This mode is capable of producing a
true circularly polarized B1 field. The birdcage coil in a transmit configuration can be
driven with either a linear drive or quadrature drive. A linear drive produces a uniform
field with two circularly polarized components that rotate in opposite direction. Only
6
one of these components can be effectively used for MRI imaging. On the other hand,
a quadrature drive produces only one circularly polarized component. This is because
the quadrature drive combines two perpendicular magnetic fields that are 90◦ out of
phase to produce a circularly polarized magnetic field. Because only one circularly
polarized magnetic field is produced by a quadrature driven birdcage coil, it requires
half the input power and produces
√
2 times higher SNR when compared to a linear
driven birdcage coil. Also, a birdcage coil can be shielded as in Fig.1.1(b) to help
minimize radiation losses and reduce the interference of MRI gradient coils.
Another widely used volume coil is the TEM resonator [8]. A simple TEM config-
uration is shown in Fig.1.1(d). It consists of a shield with multiple inner conductors
that are share a similar profile to the rungs of the birdcage coil. However, these in-
ner conductors are connected to the shield by capacitors thus forming a transmission
line. The transmission line design of the TEM coil is the key to achieving desired
performance in high field MRI systems. Other traditional volume coil configurations,
including the birdcage coil show a degradation in performance at high field strengths
where the dimensions of the coil become comparable to half the wave length in free
space. As such, the TEM coil is more efficient than a comparable sized birdcage coil
[8]. In addition, the TEM resonator can be driven in quadrature to produce a truly
uniform circularly polarized magnetic field.
Surface coils are primarily used as receive-only MRI RF coils because of their poor
field uniformity [6]. Typical surface coil configurations are illustrated in Fig.1.2. They
consist essentially of an arrangement of planar conductors and segmenting capacitors.
The capacitors are required to establish the coil resonance at the desired operating
frequency. Surface coils only cover a small region of the imaging volume and hence,
provide a high SNR when compared to volume coils. The field strength is highest
in the region closest to the coil, but it drops off very rapidly at increasing distances
from the coil. Examples of surface coils include the single loop coil Fig.1.2(a), the
7
(a) (b)
(c)
Figure 1.2: Various MRI surface coil configurations [9]: (a) traditional single loop surface coil, (b)
multiple loop surface coil, and (c) phased array.
multiple loop surface coil Fig.1.2(b), and the phased array coil Fig.1.2(c). In some
MRI imaging systems, a dual coil configuration may exist where a volume coil is
used as the RF transmit coil and the surface coil is used as the receiving coil. Such
a configuration has the benefits of the uniformity of the B1 field produced by the
volume coil, and the high sensitivity of the surface coil which translates to improved
image quality. The multiple loop configuration of Fig.1.2(b) is an attempt to improve
upon the poor B1 field uniformity of the single loop surface coil. Unfortunately, it
has the disadvantage of being more difficult to incorporate into a dual coil system
when compared to a simple single loop coil.
The phased array coil is another significant improvement in surface coil design
technology [10]. A simple phased array designed is shown in Fig.1.2(c). It consists
of individual single loop surface coils that operate independently from one another.
It has the added advantage of providing greater field coverage around the imaging
volume while maintaining the high SNR associated with single loop surface coils. Its
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major drawback is the need to provide multiple receiving channels on the MRI imag-
ing system. Also, decoupling the individual single loop coils of the coil array poses a
significant engineering challenge. The main design considerations in the development
of RF coils include the desired operating frequency, the volume of the ROI, the unifor-
mity of the required B1 field, the filling factor, and the Q or coil loss [7]. The desired
operating frequency is determined by the strength of the main magnetic field, the B0
field, and the gyromagnetic ratio of the target nuclei. Hydrogen nuclei are of primary
importance in MRI because of its great abundance in biological tissue. For most RF
coils, as the desired ROI increases, the dimensions of the RF coil increase resulting in
an increase in the inductance of the coil. The upper bound of the operating frequency
is determined primarily by the inherent inductance and stray or parasitic capacitance
of the coil. Hence, there exists a strong relationship between the desired operating
frequency and the size of the ROI [11]. The filling factor defines how well the RF coil
encloses the sample in the region of interest. For optimum signal quality, it is imper-
ative that the RF coil covers as much of the imaging volume as possible. Hence, most
coil designs incorporate a ROI that is anatomically shaped and closely encloses the
biological sample. The RF field homogeneity is determined primarily by the spatial
arrangement of the conductors that constitute the RF coil. The field homogeneity
can be improved upon by enlarging the dimensions of the RF coil. This technique
has the disadvantage of increasing coil losses and decreasing the filling factor.
1.4 Modeling Methods for MRI RF Coils
The rapid evolution in computational electromagnetics is due in part to the prolifera-
tion of the high-speed digital computer and its associated high-density memory units.
As a result, physical problems that were unamenable to classical analytical methods
can now be solved using a variety of computer-based techniques. One such problem
9
is the modeling of MRI RF coils. The past several years have seen a multitude of
numerical and analytical methods for modeling and analyzing MRI RF coils. Each
method offers a variety of capabilities with various degrees of complexity and accu-
racy. The lumped-element circuit model is one of several modeling techniques that
can be applied to the analysis of a variety of MRI RF coils at relatively low RF fre-
quencies [12]-[15]. In this modeling method, the conductive elements or strips of the
RF coils are modeled as lumped inductances in combination with mutual inductances
arising from the interactions between strips. Any capacitive element added to the
coil configuration to establish resonance is treated as a lumped capacitance. Thus,
the entire coil configuration is modeled as a lumped equivalent circuit that can subse-
quently be analyzed using well established circuit analysis techniques. This invariably
helped identify the lumped-element circuit model as the most established simulation
technique for MRI RF coil analysis. It is very well suited for RF coil modeling in cases
where the dimensions of the RF coil are small in comparison with the free-space wave-
length at the operating frequency. It becomes grossly inaccurate at higher operating
frequencies where the free-space wavelength becomes comparable to the dimensions
of the RF coil. As such, it cannot be used in high-field MRI studies. Also, there is
the added difficulty in the determination of the lumped self and mutual inductances
of the coil profile. In addition, the model cannot be used to analyze the complex field
interactions between RF coils and biological tissues. Although the lumped-element
circuit model prides itself as being one of the fastest computational methods avail-
able for RF coil modeling, its shortcomings at high frequencies necessitate the use
of other modeling techniques that satisfy the full set of Maxwell’s wave equations.
These alternative methods are generally classified as discretization methods because
they discretize the geometric area or volume of the physical problem before providing
an approximate solution. The most widely used discretization methods include the
Finite Element Method (FEM), the Finite Difference Method (FDM) and the Method
10
of Moments (MoM).
The Finite Difference Method is the oldest amongst the discretization methods,
being originally developed to approximate the derivative operators in the differential
equation being solved [16]. As a result, it is the simplest discretization method to
implement numerically to solve the full set of Maxwell’s equations. In addition, it has
recently gained considerable recognition in the MRI research community because of
the ease of creating complex biological models of living tissues for an FDM implemen-
tation [17]-[19]. A sophisticated grid-based model of the human head was developed
in [17], in an effort to determine the specific absorption rate (SAR) and the B1 field
inhomogeneity of a shielded birdcage coil loaded with a human head. In a typical
FDM implementation, a computational domain is established and then discretized by
a uniformly spaced two or three dimensional grid. The electric and magnetic fields
are later determined directly at a point or a series of points in the grid space within
the computational domain, and at each time step during an evolution in time in the
case of a time domain implementation. The main advantages of the FDM technique
include ease of implementation and the ability to model linear and non-linear dielec-
tric and magnetic materials. Its major drawbacks include very large computational
domains, requirement of finer grid spacing to improve accuracy, and the associated
long solution times. In addition, it can be very computationally demanding even on
powerful computing platforms with highly specialized architectures.
Another discretization method that has been successfully applied to the modeling
of RF coils is the Finite Element Method [20, 21]. The FEM establishes and dis-
cretizes the computational domain into a collection of simple geometric polygons or
polyhedra of various sizes. The electric and magnetic fields within each element is then
interpolated using specially developed basis functions. This essentially converts the
underlying partial differential equation into a sparse system of linear equations that
can then be solved using established linear algebraic techniques. Since the compu-
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tational domain of an FEM implementation can be discretized into simple geometric
elements, the FEM can be used with geoemetric or mesh discretizations that con-
form more closely with complex biological tissues with heterogeneous electromagnetic
properties. Unfortunately, the FEM still has the limitation of requiring a very large
computational domain, especially in situations where high solution accuracies are
required. Invariably, large computational domains equate to very long solution times.
The Method of Moments is yet another discretization method that has been ap-
plied extensively in the simulation of unloaded MRI RF coils [22]-[25]. The MoM
essentially transforms a boundary integral equation, with a suitable choice of basis
function in each geometric element of the mesh discretization into a linear system of
equations. Since the MoM is based on an integral formulation rather than a differen-
tial formulation, it offers a progressively smaller computational domain in comparison
with the FEM or the FDM. Also, reasonable accuracy can be obtained with the use of
a less dense mesh discretization favoring fast solution times. The major disadvantages
of the MoM includes an increase in implementation complexity and an inability to
model accurately the complex interaction between RF coils and biological tissues [26].
As a result, a lot of hybrid MoM based implementations have been introduced to help
ameliorate the difficulty in simulating an RF coil loaded with biological tissue. Chen
et al. [17] utilized a hybrid MoM/FDTD (finite difference time domain) implemen-
tation to analyze the specific absorption rate and B1 field distribution of an RF coil
loaded with a human head, but their implementation failed to account for the effects
of the interaction between the head model and the current distribution on the RF
coil. Feng Liu et al. [26] developed a hybrid approach that is very similar to [17], but
utilized a current source distribution that considered only the internal average wave
behavior in the biological tissue. Another hybrid approach was proposed by [27] in an
effort to combine the FEM with an MoM based implementation. They successfully
applied this hybrid approach in the analysis of simple dielectric structures attached
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to conducting bodies. However, it cannot be used to model loaded RF coils without
introducing additional complexities in the hybrid formulation.
The difficulty in providing an MoM based implementation to the problem of mod-
eling loaded MRI RF coils lies in the choice of an appropriate volumetric basis function
in the computational domain. D. H. Schaubert et al. [28] introduced the Schaubert-
Wilton-Glisson (SWG) volumetric basis function that is a three dimensional extension
of the popular two dimensional Rao-Wilton-Glisson (RWG) surface basis function [29].
The SWG basis functions were used to approximate the electric flux densityD in each
volume element of the mesh discretization of an inhomogeneous body. But the electric
flux density D in a pure dielectric is divergence-free while the SWG volumetric basis
have non-zero divergence. This will inevitably lead to spurious charges which are the
primary sources of numerical inaccuracies in an MoM volumetric formulation [26]. In
order to overcome this apparent difficulty, S. A. de Carvalho et al. [30] introduced
the divergence-free solenoidal basis function. These basis functions were used to ap-
proximate the equivalent polarization currents in each volume element of the mesh
discretization.
In this dissertation, we propose a unique MoM based implementation that is well
suited for modeling loaded MRI RF coils. The proposed method uses two distinct
basis functions to describe the surface current density on the RF coil, and the sum of
the volume current density and the displacement current density in the inhomogeneous
biological tissue. These basis functions conform very well with the physical properties
they describe resulting in a more stable numerical implementation. Furthermore, we
will discuss the application of our MoM based implementation in the design and
development of a new 4-channel receive-only MRI RF coil for breast imaging in a
clinical 1.5T system.
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1.5 Objectives
The main objective of this dissertation is to develop a distinctive MoM methodology
that can be used in the design of MRI RF coils loaded with biological tissues. The
goal is to overcome existing limitations in the use of hybrid MoM formulations as well
as other volume MoM only implementations. Our approach to formulating an MoM
implementation combines two distinct basis functions: the RWG basis function, and
the divergence-free solenoidal basis function. The surface conductors of the RF coil
will be discretized into triangular surface elements while the volume of the biological
tissue will be discretized into tetrahedral volume elements. The RWG basis function
is associated with each interior edge of the triangular mesh domain where it is used
to describe the surface current density on the surface conductors of the RF coil. In
the inhomogeneous biological tissue, the divergence-free solenoidal basis function is
used to describe a new vector quantity that represents the sum of the volume current
density and the displacement current density. This new vector quantity is the total
current density, and it is always divergence-free as dictated by the continuity equation
irrespective of the electrical properties of the tissue. Thus, spurious charges which are
the main source of numerical problems in MoM volume formulations are not generated
[29], since the basis function describes the physical property of being divergence-free
exhibited by the total current density.
In addition, we utilized our MoM methodology in the design of a novel 4-channel
MRI RF coil for breast imaging in a 1.5T clinical MRI system. The new coil design
was inspired by the multi-channel array concept where multiple conducting strips are
arranged in an anatomically conforming profile with the intention of improving sen-
sitivity and filling factor. The 4-channel receive-only array system is made up of two
RF coils each providing two independent receive channels. The unique design facili-
tates its operation in a dual-channel configuration where each RF coil provides two
resonant modes that can be combined in single-channel quadrature, thus providing
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high SNR in conjunction with good B1 field coverage across the region of interest. A
comparison of simulation results and actual physical measurements from the proto-
type RF coil will be presented, along with bilateral images of an MRI phantom and
a human patient in a clinical MRI system.
1.6 Organization
This dissertation is organized in six chapters highlighting the different aspects of this
work. Following the introductory chapter, Chapter 2 discusses discusses the basic
principles of MRI and MRI systems, including a brief discussion on the fundamen-
tals of image encoding techniques. In Chapter 3, we present a detailed discussion
on the formulation of our distinct MoM implementation along with the properties of
the basis functions that were utilized. Chapter 3 also discusses a prominent singu-
larity extraction technique that was used in extracting the singular kernels from the
resulting potential integrals in our MoM implementation. In Chapter 4, we provide
the necessary validation to ascertain the capability our MoM implementation as an
effective modeling methodology for RF coil analysis. We also discussed its implemen-
tation in software as well as introduced several circuit models that can be realized
from the simulation results obtained. The design of a novel 4-channel receive only RF
coil for breast imaging is presented in Chapter 5. We introduce its unique anatomical
profile, and showcase our MoM implementation in the determination of the equivalent
circuit parameters of the RF coil. Chapter 5 also presents comparisons between RF
coil characteristics obtained using simulation and actual physical measurement from a
network analyzer. In addition, we discuss the construction of a prototype and present
bilateral images from MRI phantoms as well as a human patient. We conclude with
a summary of our findings and future work in Chapter 6. Additional information on
the construction of the RF coil can be found in the Appendices.
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Chapter 2
Basic Principles of MRI
2.1 Nuclear Magnetic Moment
Associated with most atomic nuclei is a property known as spin angular momentum;
this constitutes the foundation of nuclear magnetic resonance. An MRI system uti-
lizes variations in the spin angular momentum of certain atomic nuclei in biological
tissues to derive images that contain valuable information concerning their spatial dis-
tribution. The variations in spin angular momentum result from interactions with an
applied static magnetic field and electromagnetic radiation. From a classical mechan-
ics point of view, spin angular momentum originates from the motion of elementary
particles in the nucleus of the atoms as they rotate about their axis. These particles
have mass and thus generate angular momentum as they rotate. Positively and nega-
tively charged particles can be regarded as spheres of distributed positive or negative
charges, while neutral electrical particles such as the neutron can be thought of as
a combination of distributed positive and negative charges. The rotation of these
distributed charges generates small magnetic fields that are collinear with the direc-
tion of the spin axes. This magnetic field is termed the magnetic moment and has
features similar to a bar magnet. The strength of the magnetic moment determines
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(a) (b)
Figure 2.1: Nuclear magnetic moment: (a) Elementary magnetic dipole, (b) Collection of magnetic
dipoles in the absence of an applied magnetic field.
the sensitivity of detection in magnetic resonance and it is dependent on the type
of nucleus. Most frequently, the hydrogen nucleus with one proton is the nucleus of
choice in MRI because it possesses the strongest magnetic moment and its abundance
in organic tissues. Fig.2.1(a) shows a hydrogen nucleus spinning about its axis. The
basic principles of magnetic resonance can be explained using the collection of hy-
drogen nuclei shown in Fig.2.1(b). As can be seen, the individual magnetic moments
have no preferred orientation in the absence of an external magnetic field. With the
application of an external magnetic field B0, quantum mechanics dictates that the
magnetic moments will align with the external field in two possible orientations: par-
allel or anti–parallel, as shown in Fig.2.2(a). Parallel alignment with the magnetic
(a) (b)
Figure 2.2: (a) Alignment orientation of the hydrogen nucleus in an external magnetic field, (b)
precession of the hydrogen nucleus in the B0 field.
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field is the preferred orientation because it guarantees the lowest energy state. Gen-
erally, thermal energy causes the energy difference between the two orientations to
be minimal, with the two orientations almost equally populated resulting in a net
bulk magnetization M. Naturally, the nucleus can change from one orientation to
another by absorbing or emitting photons with energy equal to the energy difference.
In both orientations, the spin angular momentum causes the magnetic moment to
precess about the B0 axis as shown in Fig.2.2(b). Since there are more nuclear spins
in parallel alignment with the field, the net bulk magnetizationM is also aligned with
the B0 field. The frequency of precession is governed by the Larmor equation as
f = γB0 (2.1)
where f is the frequency of precession, γ is a characteristic constant that depends
on the given nucleus, and B0 is the strength of the externally applied B0 field. For
hydrogen nuclei, γ is given as 4257 Hz/Gauss. Thus, in a field strength of 1.5 T, the
hydrogen nucleus will precess with at a frequency of 63.85 MHz.
2.2 Application of Radio Frequency Pulses
The detection of an NMR signal is facilitated by the establishment of a resonance
condition [5]. The resonance condition represents a state of alternating absorption
and dissipation of energy. Energy absorption is achieved through the application of
RF pulses, while energy dissipation is caused by relaxation processes. Consider the
application of RF radiation at the Larmor frequency to a bulk sample of non-magnetic
material in an applied static magnetic field. The applied RF radiation is composed
of coupled electric and magnetic field components. The magnetic field component is
denoted by B1, and it resides in a plane perpendicular to B0 while rotating about
B0 at the Larmor frequency as shown in Fig.2.3. During the period when the RF
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Figure 2.3: Net bulk magnetization M rotating about B1 when the RF pulse is present [5].
radiation is present, the net bulk magnetization M starts to rotate about the axis
of B1. Since both B1 and M are rotating about B0 at the Larmor frequency, they
appear stationary relative to one another as depicted in Fig.2.3. The consequence of
the application of B1 is to rotate M by a certain angle away from the B0 axis. This
angle is called the flip angle, and it is directly proportional to the duration of the
applied RF radiation. Hence, if B1 persists for the appropriate duration of time, M
can be made to rotate onto the transverse plane. While in the transverse plane and
Figure 2.4: M rotates on the transverse plane after the application of a 90◦ RF pulse [5].
rotating at the Larmor frequency, M will induce an NMR signal in the RF receiver
coil which is oriented in the transverse plane as shown in Fig.2.4. This signal can be
used to observe the characteristics of M in the transverse plane. The RF radiation
that brings M unto the transverse plane is usually referred to as the 90◦ RF pulse.
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The 90◦ and 180◦ refers to the resulting flip angle after the application of the RF
radiation. The 90◦ flip angle is very important because the strongest NMR signal
is obtained when M rotates in the transverse plane. The 180◦ flip angle is primary
important in spin-echo imaging techniques where it is used to reverse the direction of
M once it is on the transverse plane.
2.3 Relaxation
After the application of a 90◦ RF pulse, M rotates in the transverse plane at the
Larmor frequency and gradually decays to zero. The decay of M is governed by an
exponential process with time constant T ⋆2 referred to as the transverse relaxation
time. The transverse relaxation time is dependent on the material characteristics of
the sample. The decay of transverse magnetization is due to the lost in synchroniza-
tion of the precessing nuclei that make up the sample. This is known as dephasing
in the transverse plane [5]. Since the NMR signal observed is the sum of all the
transverse components, sufficient dephasing will eventually lead to complete signal
cancellation. The dephasing phenomenon arises because of the inhomogeneity in the
B0 field and the mutual interactions between the magnetic moments of the atoms and
molecules that constitute the sample. As M decays to zero in the transverse plane,
there is an exponential build up of magnetization along the B0 axis. This is referred
to as longitudinal or T1 relaxation, and it is also material dependent. Eventually, the
longitudinal magnetization would return to its maximum value ofM aligned with the
B0 field. The build up of longitudinal magnetization is inevitable and is due mainly
to the persistent B0 field.
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2.4 Magnetic Field Gradients
In MRI image acquisition, there is a need to introduce spatial variations in the received
NMR signal. This is necessary in order to distinguish between signals from several
regions of the sample. Spatial localization is achieved by the application of a linearly
varying gradient magnetic field that modifies the mainB0 field in the region of interest
(ROI) containing the sample. According to (2.1), this variation in the B0 field would
cause a variation in the precession frequencies of the different nuclei that constitute
the sample. In effect, the detected NMR signal would be an interference combination
of the different precession frequencies from various spatial locations within the sample.
These frequencies can then be separated in the frequency domain using the Fourier
Transform. Hence by using a set of three orthogonal gradient magnetic fields along
the three physical spatial axes, the position of a voxel of the sample in the ROI can
be acquired.
2.5 Image Encoding Techniques
Selective slice excitation refers to the process of restricting the signal response in the
third spatial dimension in order to create a 2D image of the sample. This is achieved
by selectively exciting only a well defined slice of the sample within the ROI. If a
magnetic field gradient is applied along an axis normal to the chosen slice plane, (2.1)
dictates that there will be a linear variation in resonance frequencies along that axis.
This forms the basis of the selective slice exciation process in MRI imaging. The
relationship between the thickness of the excited slice d, the RF pulse bandwidth ∆f
and the applied field gradient amplitude G is given by
∆f = γGd (2.2)
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Figure 2.5: An RF sinc pulse and its fourier transform. The RF pulse excites a band of frequencies
of width ∆f centered around the frequency f0.
The RF pulse is generally a sinc pulse because of the desirable properties of its
fourier transform as shown in Fig.2.5. Thus, only the desired band of frequencies will
be generated for slice excitation. The location of the slice zd along the axis can be
found using
f = γ(B0 + zdG) (2.3)
After the selective excitation process, the next step is to encode the image in-
formation within the desired slice. The image information sought is made up of the
amplitude of the NMR signal generated within the various locations in the excited
slice. The two spatial axes of the image plane are encoded using two distinct pro-
cesses referred to as frequency encoding and phase encoding. In frequency encoding,
a gradient field Gf is imposed along one of the two principal axes of the image plane.
This causes the received signal to be a linear combination of the various NMR signals
from different parts of the slice along the normal to the slice plane. The principal axis
along which the field gradient is applied is called the frequency encoding axis. The
bandwidth BW of the received signal and the field of view FOVf along the frequency
encoding axis are related by
BW = γGfFOVf (2.4)
In order to encode the spatial information along the remaining principal axis, a
22
Figure 2.6: A general MRI image acquisition sequence [5].
systematic variation in the phase of the signal is incorporated along the axis. This
is referred to as phase encoding, and the axis on which it is implemented is called
the phase encoding axis. A gradient field Gp is applied along the phase encoding axis
to systematically vary the phase of the NMR signal. The maximum change in phase
between the two extremes in the field of view FOVp of the phase encoding dimension
is 180◦. The variation in phase of the signal is proportional to the amplitude and
duration of the applied gradient as well as the position along the phase encoding axis.
This can be expressed quantitatively by
γGpFOVpTp = Npπ (2.5)
The complete acquisition sequence is shown in Fig.2.6. This sequence is repeated sev-
eral times to encompass the FOVp while varying the amplitude of the phase encoding
gradient. The resulting NMR signals are used to create a 2D image of the slice plane.
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2.6 The MRI System
The basic hardware components of an MRI System are illustrated in Fig.2.7. These
components include a main magnet, a set of gradient coils, RF coils (both transmitter
and receiver) and a computer system. The main magnet produces the primary mag-
netic field, the B0 field, over the ROI. B0 fields of 1.5T are common in the medical
imaging field, while fields as high as 19T exist in research systems. It is desirable that
the primary magnetic field be uniform throughout the desired ROI. The main mag-
net is usually a solenoid-type electromagnet with a cylindrical bore. Such high-field
magnets are almost exclusively superconducting. The superconductors are cooled to
a temperature near absolute zero by using liquid helium and liquid nitrogen combi-
nation. This ensures that the superconductor retains its superconducting properties.
The gradient coil system consists of a set of three orthogonal coils that provide the
Figure 2.7: Block diagram of a generic MRI System [6].
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orthogonal field gradients along the x, y and z axes. By superimposing these field gra-
dients on the mainB0 field, layered selection and spatial encoding are realized. Strong
field gradients that are highly uniform in the ROI are desirable in order to minimize
image distortions. Besides producing strong uniform field gradients, the gradient coils
must be able to switch on and off rapidly in order to avoid image obscurity due to
motion effects that occur in real-time imaging such as the cardiac cycle. Hence, gradi-
ent coils are optimized for low inductance. The RF coil produces the high-frequency
homogeneous electromagnetic field, the B1 field, necessary to excite the nuclei of the
sample being imaged into coherent precession. By reciprocity, the coil can be used to
couple emitted RF energy from the nuclei into an external circuitry. A single RF coil
can be employed as a transmitter and a receiver, or separate coils can be provided
for transmitting and receiving. The B1 field generated by the RF transmit coil must
be uniform across the entire ROI. The sensitivity of the RF receiver coil is important
to obtain a high image signal-to-noise ratio, but it does not necessarily have to be
uniform in the ROI. The gradient amplifier, gradient pulse generator, RF amplifier,
RF pulse generator, RF receiver and digitizer constitute the drive electronics for the
MRI system. The various amplifiers are typically housed separately, and drive all the
coils in the MRI system. The computer system sets up the pulse sequences, controls
all the coils drivers, and reconstructs the image for display.
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Chapter 3
Method of Moments Formulation
for MRI RF Coil Modeling
As previously mentioned, the modeling of RF coils in MRI is important in RF coil
design and development as well as in describing the interaction between RF energy
and biological tissue, particularly at high magnetic field strengths where considerable
engineering challenges exist in the delivery of RF energy [31]. Consequently, these
challenges necessitate the need to develop a full wave analysis method based on the
complete set of Maxwell equations. We have addressed such a need by proposing a fre-
quency domain approach based on the Method of Moments (MoM) that combines two
sets of basis functions in order to conveniently model highly conductive surfaces and
inhomogeneous biological bodies. The conductive strips of the RF coil are discretized
into triangular surface elements, while the biological body of interest is discretized into
tetrahedral volume elements. A modified version of the Rao-Wilton-Glisson (RWG)
[29] basis function is associated with each interior edge of the triangular elements,
where it is used to describe the surface current density on the surface of the RF coil.
For the case of the biological body, the divergence-free solenoidal basis function [30] is
used to describe a new vector quantity that represents the linear combination of the
volume current density and the displacement current density [32]. This new vector
quantity is termed the total current density; it is always divergence-free as dictated by
the continuity equation, irrespective of the electrical properties of the biological body.
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The divergence-free nature of the solenoidal basis function guarantees that spurious
charges which are the main source of numerical inaccuracies in most MoM volume in-
tegral formulations are not generated [29]. As such, the MoM formulation developed
using this new approach is very robust and can be applied to provide solutions to a
wide variety of electromagnetic problems.
3.1 Governing Equations
All macroscopic electromagnetic phenomena that occur in linear, isotropic media
are governed by Maxwell equations, the constitutive relationships and the bound-
ary conditions that exist in the environment around the media. For time harmonic
electromagnetic fields with a ejωt dependence, Maxwell equations can be specified in
differential form as
∇× E = −jωB (3.1)
∇×H = jωD+ J (3.2)
∇ ·B = 0 (3.3)
∇ ·D = ρ (3.4)
where
H = magnetic field intensity, in A/m
B = magnetic flux density, in T or Wb/m2
D = electric flux density, in C/m2
E = electric field intensity, in V/m
J = total electric current density, in A/m2
ρ = electric charge density, in C/m3
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The linear interaction of electric and magnetic fields with various media are described
by the constitutive relationships
B = µH (3.5)
D = ǫE (3.6)
J = σE (3.7)
where σ, ǫ and µ denote the electrical conductivity, the electric permittivity, and the
magnetic permeability of the respective medium. For these expressions to be phys-
ically valid, the electric and magnetic field vectors must be single-valued, bounded,
and continuous in space and time with continuous derivatives [33]. These conditions
are generally satisfied by field vectors associated with electromagnetic waves except
where there are discontinuous distribution of charge and current densities. These
discontinuities in charge and current densities usually occur at the boundaries be-
tween media interfaces where there discrete changes in material properties across the
boundary. Consequently, a complete description of the electric and magnetic field
vectors not only requires (3.1)–(3.7), but also the associated boundary conditions at
the media interfaces.
3.2 Method of Vector and Scalar Potentials
The introduction of potential functions in electromagnetic field problems serve as a
means to obtain solutions to problems involving radiation and scattering of electro-
magnetic waves in an unbounded region. The magnetic vector potential is one such
potential formulation that is used extensively in electromagnetics. Over the past
several years, various magnetic vector potential formulations have been implemented
[34]–[35]. Although the Green’s function method is general and often easier to apply,
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the method of vector potentials possess certain advantages when used with the gen-
eralized MoM [16]. The method employed in this work defines the condition under
which the magnetic vector potential is unique and hence facilitates consistency in
the formulation and stability in the numerical implementation. The magnetic vector
potential A is introduced into our formulation by utilizing the fact that the diver-
gence of the curl of a vector must be zero. Using (3.3), we define the magnetic vector
potential A as
B = ∇×A (3.8)
Now substituting (3.8) into (3.1) yields
∇× (E+ jωA) = 0 (3.9)
The quantity within the parentheses must be equal to a quantity whose curl is zero,
namely a gradient [36]. This quantity is the electric scalar potential Φ. Thus, we can
define the electric field E in terms of both a scalar and vector potential function as
E = −∇Φ− jωA (3.10)
Eq.(3.10) represents the general expression for E, and it affirms that the electric field
intensity is the result of accumulating charges and changing magnetic fields. Under
static conditions, (3.10) reduces to the familar
E = −∇Φ (3.11)
In a linear, isotropic medium, the constitutive relationships defined in (3.5)–(3.7) can
be used together with the definition of the magnetic vector potential and (3.10) to
simplify (3.2) into
∇×∇×A− ω2ǫµA = µJ− jωǫµ∇Φ (3.12)
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From the definition of the vector triple product, (3.12) can be written in the more
familiar form
∇2A+ ω2ǫµA = ∇(∇ ·A) + jωǫµ∇Φ− µJ (3.13)
This is one of the free space wave equations for the potential fields derived from
Maxwell equations [37]. The other wave equation can be obtained by substituting
(3.10) in (3.6) yielding
∇2Φ + jω∇ ·A = −ρ
ǫ
(3.14)
Eq. (3.13) and (3.14) are the coupled potential wave equations. In order to decouple
these equations, a so called gauge can be chosen. The choice of a particular gauge is
arbitrary and purely for mathematical convenience. The gauge condition as it is also
known results from the fact that the divergence of the magnetic vector potential A
is not specified in its definition [37]. According to Helmholtz’s theorem, if A is to be
determined to within an additive constant, ∇·A and ∇×A must be specified. Since
Φ is an arbitrary scalar function, we can choose a gauge that satisfies
∇ ·A = −jωǫµΦ (3.15)
This is the Lorentz gauge condition and it reduces (3.13) and (3.14) into the following
vector and scalar Helmholtz equations
∇2A+ ω2ǫµA = −µJ (3.16)
∇2Φ + ω2ǫµΦ = −ρ
ǫ
(3.17)
From (3.17) and (3.16), we can see that the source of the scalar potential Φ is the
charge density ρ, and the source of the vector potential A is the current density
J. These equations are the general representation of fields in terms of the magnetic
vector and electric scalar potentials. The usefulness of these equations stems from
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the fact that in an unbounded region, A and Φ are solutions to (3.16) and (3.17) [16],
and they can be expressed in terms of their sources as
A(r) = µ
∫
V
J(r′)G(r, r′) dV ′ (3.18)
Φ(r) =
1
ǫ
∫
V
ρ(r′)G(r, r′) dV ′ (3.19)
where r′ and r are the source and field position vectors, k represents the wave number,
and G(r, r′) is the scalar Green’s function given by
G(r, r′) =
e−jk|r−r
′|
4π|r− r′| (3.20)
It should be noted that there is little difficulty with kernel singularity in the method of
vector potential [16] since the source singularity of G(r, r′) at r = r′ is integrable. The
functions G(r, r′) and J(r′) must satisfy the Lorentz gauge condition since G(r, r′) is
a solution to the following inhomogeneous scalar wave equation
∇2G(r, r′) + ω2ǫµG(r, r′) = −δ(r− r′) (3.21)
Consequently, the Lorentz gauge condition for the case of a finite volume V in an
unbounded region is equivalent to
∇
∫
V
∇′ · [G(r, r′)J(r′)] dV ′ = 0 (3.22)
For the case of a finite V in a bounded region, the Lorentz gauge condition can only
be satisfied by proper selection of the current distribution and the Green’s function
because of the existence of non-zero equivalent currents on the surface of V [16].
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Finally, we can express (3.10) using the Lorentz gauge condition in (3.15) to get
E =
1
jωǫµ
∇(∇ ·A)− jωA (3.23)
3.3 Basis Functions
Our numerical MoM model is based on formulating an electromagnetic scattering
problem using (3.23) and providing a solution to the electric field in terms of the
current density. In our model, there are two types of current densities involved:
the surface current density of the conductive strips that make up the RF coil, and
the volume current density in the inhomogeneous biological body. Two distinct sets
of basis functions were implemented to model these current densities. The surface
current density was modeled using a modified version of the RWG basis function [29],
while the volume current density was modeled using the divergence-free solenoidal
basis function [30]. With both basis functions, an accurate model of a loaded MRI
RF coil system together with the effects of coil-tissue interactions can be implemented
using the MoM.
3.3.1 Modified RWG Basis function
Of the various sets of basis functions used for surface current modeling, we decided
upon a modified version of the RWG basis function [29]. These basis functions are well
suited for use with the Electric Field Integral Equation (EFIE) and triangular surface
discretization. For arbitrary surface modeling, the EFIE has the advantage of being
applicable to both open and closed surfaces, as well as shell structures with sharp
edges. Also, the use of triangular surface discretization to approximate the solution
domain is particularly appropriate because of its conformability to arbitrarily shaped
surfaces. We begin by assuming that the solution domain has been approximated into
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Figure 3.1: The geometrical parameters of the triangular element.
a defined set of triangular patches in terms of an appropriate enumeration of nodes,
edges, faces and interior edges. The modified RWG basis function is associated with
each interior edge n of the discretization domain, and defined on a pair of triangular
elements T+n and T
−
n sharing the edge n as shown in Fig.3.1. The designation of
points on triangle T+n can be either by a position vector r defined with respect to
the origin, or by a position vector ρ+n defined with respect to and away from the free
vertex of T+n . Similar designation of points apply to triangle T
−
n , but in this case ρ
−
n
is directed towards the free vertex of T−n . The sign designation of T
+
n and T
−
n is such
that the positive current reference for edge n is chosen to be from T+n to T
−
n as shown
in Fig.3.1. The basis function associated with the nth edge is defined as
fn(r) =

ρ
+
n
2A+n
r ∈ T+n
ρ
−
n
2A−n
r ∈ T−n
0 otherwise
(3.24)
where A+n is the area of triangle T
+
n and A
−
n is the area of triangle T
−
n . The basis
function fn(r) is a vector field that is radially diverging from the free vertex point of
T+n , and radially converging to the free vertex point of T
−
n . Several unique properties
of fn(r) make it ideal for approximating the surface current density on triangular
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elements. First and foremost, fn(r) and hence the surface current density is tangential
to all edges of T+n and T
−
n except the common edge n. Secondly, the normal component
of fn(r) is continuous across edge n, and thus there is no accumulation of charges on
edge n. Lastly, the surface divergence of fn(r) denoted by ∇S can be simplified as
∇S · fn(r) =
∂
(
ρ
±
n fn(r)
)
ρ±n ∂ρ
±
n
=

1
A+n
r ∈ T+n
−1
A−n
r ∈ T−n
0 otherwise
(3.25)
Thus from (3.25), the surface divergence of fn(r) is constant in T
+
n and T
−
n , and hence
the total charge accumulation in the element pair T+n and T
−
n is zero. The surface
current density JS(r) may be approximated in terms of fn(r) as
JS(r) =
N∑
n=1
Infn(r) (3.26)
where N is the total number of interior edges in the discretization domain. In each
triangular face, a maximum of three basis functions can have nonzero values since
each basis function is only associated with an interior edge. Furthermore, since the
normal component of the flux of fn(r) is unity at edge n, then the coefficient In in
(3.26) represents the normal component of the surface current density flowing past
edge n. Also, we can see that fn(r) is independent in each element pair since the
normal component of the surface current density at edge n is an independent quantity.
Finally, the sum of the normal component of the surface current density at surface
boundary edges on opposite sides cancel out because of continuity. Thus, we do not
consider contributions from basis functions associated with such edges in (3.26).
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3.3.2 Solenoidal Basis function
The solenoidal basis function is a volumetric edge-based basis function originally intro-
duced by de Carvalho et al [30] for modeling the scattering of electromagnetic waves
by inhomogeneous dielectrics. The divergence–free attribute of this basis function
makes it well suited for approximating the electric flux density in inhomogeneous di-
electrics since the electric flux density is solenoidal in a dielectric body. This technique
was successfully implemented by [38] for modeling isolated metal-dielectric resonators.
We have since expanded its use to include inhomogeneous lossy biological bodies [32].
In this case, the electric flux density is no longer divergence–free, and as such, the
solenoidal basis function cannot be used to approximate it without introducing errors
in the final solution. We overcame this apparent difficulty by using the solenoidal
basis function to approximate the total current density in an inhomogeneous lossy
body since this quantity is always divergence–free.
The divergence–free solenoidal basis function is defined within a tetrahedron as
shown in Fig.3.2. It is inherently a constant vector field of the vector
→
AB about the
base edge vector
→
CD. However, this constant vector field is essentially perpendicular
to the base edge vector
→
CD. As shown in Fig.3.2, the vector
→
CD can be related to
its associated tetrahedron via vectors
→
AB or e and d, where vector e is opposite to
vector
→
CD and vector d is along the minimum distance between vectors
→
CD and e.
Also, vector e prescribes a counter-clockwise rotation about the base edge vector
→
CD.
Thus, the basis function can be defined within a tetrahedron as a constant vector field
given by
fV (r) =

e
3V
r ∈ V
0 otherwise
(3.27)
where r is the position vector of a point within the tetrahedron, and V is the volume
of the tetrahedron. The basis function fV (r) as defined in (3.27) is such that its
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(a) (b)
Figure 3.2: Definition of the solenoidal basis function showing: (a) the constant vector field within
the tetrahedron, (b) the individual vectors that define the basis function.
divergence within each tetraheron is zero, i.e ∇ · fV (r) = 0. Also, fV (r) has the
desired properties that the normal component of its flux is continuous across any face
boundary, and the total flux of its normal component through any face is equal to one.
These properties allow for the definition of a soleniodal edge element. A solenoidal
edge element can thus be defined as consisting of all neighboring tetrahedra that share
a common base edge vector. The basis function associated with the base edge vector
is non-zero only in each tetrahedron that shares this common edge vector. A typical
solenoidal edge element defined on edge EF is shown in Fig.3.3. In such a case where
more than one tetrahedron shares an edge element, we can express the basis function
Figure 3.3: Solenoidal edge element EF emphasizing the divergence-free property of fV
m
(r).
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associated with the edge m as
fVm(r) =

en
3Vk
r ∈ Vk
0 otherwise
(3.28)
where k = 1, 2, . . ., N, Vk is the volume of the k
th tetrahedron, and N is the total
number of tetrahedra that share the edge m. We can now define a basis set on a
discretization domain consisting of tetrahedra units using (3.28). We seek to approxi-
mate the total current density by using the fact that this quantity is always solenoidal.
We can show this fact by taking the divergence of (3.2) yielding
∇ · (∇×H) = ∇ · (jωD+ J)
= ∇ ·C = 0
(3.29)
where we have introduced a vector quantity C(r) such that C(r) = jωD(r) + J(r).
The quantity C(r) is the total current density which is the sum of the displacement
and volume current densities. Inherently, (3.29) is a statement of the conservation
of charge as expressed in the continuity equation. Thus, C(r) can conveniently be
described by the solenoidal edge element. Using (3.28), we obtain
C(r) =
M∑
m=1
CVmf
V
m(r) (3.30)
where CVm is the net flux of C(r) through the faces included in the elements of Vk,
and M is the total number of elements in the discretization domain.
3.3.3 Selection of Linearly Independent Solenoidal Basis
It was shown in [38] that the size of the solenoidal basis set is far smaller than the total
number of edges in the discretization domain. The number of linearly independent
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basis functions in a given discretization was shown to be
NB ≤ NF −NT (3.31)
where NB is the number of linearly independent basis functions, NF is the total
number of faces, and NT is the total number of tetrahedra in the discretization.
Several approaches have been reported to eliminate the linear dependence of the
function set. In one approach reported in [38], the Gram or covariance matrix of a
set of basis of size N was formed and reduced by row operations to an echelon form
using Gauss-Jordan elimination with partial pivoting. Because this method is based
on floating point arithmetic, it is particularly prone to numerical inaccuracies due to
the machine precision of its implementation. As such, a non-algebraic method was
proposed by [39] where the edges of the discretization are counted and tested with
a set of established criteria. Unfortunately, this method cannot handle situations
involving domains with holes. In order to accommodate such situations, we expanded
on the work reported in [39] by including a modified algorithm with additional test
criteria.
Figure 3.4: Basis set defined on a tetrahedron with bold lines denoting the independent basis
edges.
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In order to facilitate the selection of independent basis edges, consider a mesh
with a single tetrahedron as shown in Fig.3.4. Formally, there are six defined edge
elements corresponding to the six labeled edges. In ℜ3 space only three of these edges
are truly linearly independent, and a more natural choice of these basis edges would
be fV4 (r), f
V
5 (r) and f
V
6 (r) as shown in Fig.3.4. These three basis edges correspond
to constant vector fields defined along vectors e1, e2 and e3 respectively. It can be
easily seen that all other edge vectors are linear combinations of these base vectors.
We will introduce a more suitable expression for fVm(r) in (3.28) giving
fVm(r) =
N∑
k=1
en
3Vk
u(r ∈ Vk) (3.32)
and
u(r ∈ Vk) =

1 r ∈ Vk
0 otherwise
(3.33)
where the function u(r ∈ Vk) is termed the volumetric unit pulse since it has properties
closely related to those of the one dimensional unit pulse function. Thus, we can
express all six edge elements in Fig.3.4 using (3.32) as
fV1 (r) =
e5
3V1
u(r ∈ V1)
fV2 (r) =
e4
3V1
u(r ∈ V1)
fV3 (r) =
e6
3V1
u(r ∈ V1)
fV4 (r) =
e2
3V1
u(r ∈ V1)
fV5 (r) =
e1
3V1
u(r ∈ V1)
fV6 (r) =
e3
3V1
u(r ∈ V1)
(3.34)
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A typical mesh of the discretization domain can be constructed by the addition
of more tetrahedra to the single mesh system shown in Fig.3.4. When tetrahedra
are added, they will share nodes, edges or faces depending on the geometry being
approximated. According to the definition in (3.32), the basis edges of each tetrahe-
dron will be modified as tetrahedra are added that share their edges or faces, but not
their nodes. Now consider a situation involving the addition of a single tetrahedron
to the simple mesh system of Fig.3.4. We will highlight three possible scenarios in
which both tetrahedra share a common basis edge, a common face with only one basis
edge defined, or a common face with all basis edges defined as shown in Fig.3.5. For
the first case shown in Fig.3.5(a), the basis edges fV6 (r) in (3.34) will be modified
according to (3.32) to yield
fV6 (r) =
e3
3V1
u(r ∈ V1) + e9
3V2
u(r ∈ V2) (3.35)
From (3.31) an additional basis edge is required to form the complete basis set of
(3.34) in V1. The required basis edge can be either f
V
7 (r) or f
V
8 (r) since
e9
3V2
u(r ∈ V2) = fV7 (r)± fV10(r)
= fV8 (r)± fV11(r)
(3.36)
Similarly, the second configuration shown in Fig.3.5(b) has a complete basis set ac-
cording to (3.31) and requires no additional basis edges. The edge elements in this
case are given by
fV1 (r) =
e5
3V1
u(r ∈ V1)
fV2 (r) =
e4
3V1
u(r ∈ V1) + e8
3V2
u(r ∈ V2)
fV3 (r) =
e6
3V1
u(r ∈ V1) + e9
3V2
u(r ∈ V2)
(3.37)
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(a)
(b)
(c)
Figure 3.5: Possible orientation of a simple mesh with two tetrahedra: (a) Two tetrahedra shar-
ing an edge, (b) two tetrahedra sharing a face that those not have all edges defined, and (c) two
tetrahedra sharing a face with all edges defined. Bold lines indicate the linearly independent edges.
41
and
fV4 (r) =
e2
3V1
u(r ∈ V1)
fV5 (r) =
e1
3V1
u(r ∈ V1) + e7
3V2
u(r ∈ V2)
fV6 (r) =
e3
3V1
u(r ∈ V1)
fV7 (r) =
e5
3V2
u(r ∈ V2)
fV8 (r) =
e2
3V2
u(r ∈ V2)
fV9 (r) =
e3
3V2
u(r ∈ V2)
(3.38)
where the basis edge elements are fV4 (r), f
V
5 (r), f
V
6 (r), f
V
7 (r), f
V
8 (r) and f
V
9 (r), since
fV1 (r) = f
V
4 (r)± fV6 (r)
fV2 (r) =
[
(fV5 (r)± fV6 (r)
]
± fV9 (r)
fV3 (r) =
[
(fV4 (r)± fV5 (r)
]
± fV8 (r)
fV7 (r) = f
V
8 (r)± fV9 (r)
(3.39)
Lastly, we consider the configuration shown in Fig.3.5(c) where two tetrahedra share
a common face that has all edges defined as basis edges. In this particular case, the
basis edges of the simple mesh are modified as
fV4 (r) =
e2
3V1
u(r ∈ V1) + e8
3V2
u(r ∈ V2)
fV5 (r) =
e1
3V1
u(r ∈ V1) + e7
3V2
u(r ∈ V2)
fV6 (r) =
e3
3V1
u(r ∈ V1) + e9
3V2
u(r ∈ V2)
(3.40)
and thus the system requires the addition of two more basis edges in order to satisfy
(3.32). It can easily be shown that these additional basis edges can be chosen from
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the set {fV7 (r), fV8 (r), fV9 (r)} since we have the condition that
fV7 (r) + f
V
8 (r) + f
V
9 (r) = 0 (3.41)
Thus, we can expressed the remaining edge elements as
fV1 (r) =
[
fV4 (r)± fV6 (r)
]
± fV7 (r)
fV2 (r) =
[
fV5 (r)± fV6 (r)
]
± fV8 (r)
fV3 (r) =
[
fV4 (r)± fV5 (r)
]
± fV9 (r)
(3.42)
From these test considerations, we develop a selection algorithm to extract the linearly
independent edges from the set of all edges. For simplicity, we assume that the mesh
is made up of a single volume with one or more holes or voids. The selection algorithm
is outlined graphically in Fig.3.6. The first step is to pick an arbitrary node as the
first or head node in a linked list. A linked list is a fundamental data structure that
is made up of a sequence of data items with each item containing a data field as well
as one or two references or links that allow access to the next or previous data item.
The main benefits of a linked list include the facility to insert and remove data items
at any point in the list, and the ability to traverse the linked items in a different order
than that used to store the items in memory or on disk. A simple linked list is shown
in Fig.3.7. With the head node defined we proceed to pick a node from the list; the
seed node. We find all tetrahedra sharing this node and validate each one against the
test configurations shown in Fig.3.5. If any tetrahedron fails the validation process
then the seed node is removed and inserted at the end of the list. Upon successful
validation, the independent edges are identified as the edges of the tetrahedra that
do not include the seed node. All other nodes of the tetrahedra are appended to the
end of the list. The procedure is repeated until all nodes in the mesh are exhausted.
The total number of independent edges in a given mesh discretization can be found
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Figure 3.6: Selection algorithm for identifying linearly independent edges.
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Figure 3.7: A simple linked list structure showing reference pointers to the previous and next data
items.
using
NB = NF −NT −Nvoids (3.43)
where Nvoids is the total number of voids in the mesh domain. Eq.(3.43) can be ex-
plained by considering a mesh system with no voids. When an internal tetrahedron is
removed, a void is created in its place. In this situation, the number of independent
edges will not change since the void is completely surrounded by the remaining tetra-
hedra. Consequently, the number of voids have to be subtracted from (3.31) yielding
(3.43) in order to account for the inclusion of voids. Furthermore, the inclusion of
holes in the mesh discretization does not affect (3.31) as previously reported by [39].
This can be explained by considering the smallest hole that can be accommodated
in the mesh. This hole is created by removing exactly one tetrahedron and one face
from the mesh. Much bigger holes can be thought of as a collection of these small
holes. In effect, (3.31) need not be modified as the difference between the total num-
ber of faces and tetrahedra will be constant for all situations where holes exist in the
discretization domain.
3.4 Derivation of the Method of Moment Integral
Equations
In this section, we discuss the derivation of the integral equations that are needed for
modeling MRI RF coils using the Method of Moments. These equations are derived by
enforcing known boundary conditions in terms of the unknown current distributions
in a volume, or on a finite boundary subjected to a known source of excitation. In
this case the volume of interest is the inhomogeneous biological insert while the finite
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Figure 3.8: A perfect conducting body illuminated by an incident electromagnetic wave.
boundary is the surface of the conductive strips that constitutes the RF coil. As such,
three different equations are needed to completely characterize the model based on the
interactions between the inhomogeneous volume and the finite conductive boundary.
These equations are categorized as the surface-surface, volume-volume and surface-
volume MoM equations respectively.
3.4.1 Surface-Surface MoM Equation
Fig.3.8 depicts a simple situation involving the illumination of a highly conductive
body by an incident electromagnetic wave (Ei,Hi). We will apply (3.23) to this
problem and also enforce the boundary condition that the tangential component of
the electric field E must vanish on the surface S of a perfect conducting body. This
can be stated more concisely in the form
n× (Ei + Es) = 0 (3.44)
where the vector n is the outward surface normal of S as shown in Fig.3.8. The
scattered electric field Es is generated by induced charges and surface currents on
the surface S. Consequently, this reduces the solution domain to the surface of the
conductive body with all integral equations reduced to surface integral equations. The
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Surface-Surface MoM equation is a consequence of enforcing the boundary condition
on S, and it takes the form
n×
[
Ei +
1
jωǫµ
∇∇ ·A(r)− jωA(r)
]
= 0 (3.45)
where according to (3.18), the magnetic vector potential becomes
A(r) = µ
∫
S
J(r′)G(r, r′) dS (3.46)
and S is assumed to be completely enclosed in a linear, isotropic medium. We can
now let the surface S be discretized into triangular patch elements with each interior
edge n associated with the RWG basis function fn(r). The surface current density on
S can then be expanded in terms of the basis function fn as
J(r′) ≈
N∑
n=1
Infn(r
′) (3.47)
where N is the total number of interior edges in the discretization. It is worthwhile
to mention that the boundary edges are not associated with fn(r
′) since the normal
component of current at a true boundary edge must vanish. Also, since we associate
a basis function with each interior edge, the current density in each triangular patch
element has at most three associated basis functions. Thus, the coefficients In in
(3.47) denote the normal component of the surface current density flowing through
the nth interior edge, since the normal component of fn(r
′) is unity at each edge.
With the surface current density defined, our goal is to transform (3.45) into a linear
system of equations. In addition, our MRI RF coil model is not excited by an incident
electric field, thus Ei in (3.45) is zero. Also, the solution domain is discretized into
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triangular patch elements allowing us to approximate (3.46) as
A(r) ≈ µ
M∑
u=1
∫
Tu
J(r′)G(r, r′) dTu (3.48)
with M denoting the total number of triangular patch elements and Tu representing
the uth triangular patch element. By using the definition of J(r′) in (3.47), we can
further express (3.48) as
A(r) ≈ µ
M∑
u=1
N∑
n=1
In
∫
Tu
fn(r
′)G(r, r′) dTu (3.49)
Now let an arbitrary tangential vector m be defined on the discretized surface S. A
necessary and sufficient condition for (3.45) to be valid is that
1
jωǫµ
m · ∇∇ ·A(r)− jωm ·A(r) = 0 (3.50)
For simplicity, if we choose the tangent vector m to be fm(r) in (3.50) and integrate
the dot product over the domain S, we obtain
M∑
v=1
N∑
m=1
[
1
jωǫµ
∫
Tv
fm(r) · ∇∇ ·A(r) dTv − jω
∫
Tv
fm(r) ·A(r) dTv
]
= 0 (3.51)
Furthermore, we see that (3.51) constitutes a well defined set of MoM equations with
a Galerkin type enforcement condition since fm(r) and fn(r
′) are denoted using the
same basis definition. In general, the Galerkin method employing identical weighting
and basis functions in the MoM formulation yields more accurate numerical results
when compared to other MoM methods under similar computational constraints [16].
This is attributable to the fact that both energy and reciprocity are preserved in the
approximate solution by using a scalar product with a real-valued basis function.
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In order to simplify (3.51), we note the relationship that
∫
Tv
fm(r) · ∇∇ ·A(r) dTv =
∫
Tv
∇ ·
[
∇ ·A(r)fm(r)
]
dTv −
∫
Tv
∇ ·A(r)∇ · fm(r) dTv
= −
∫
Tv
∇ ·A(r)∇ · fm(r) dTv
(3.52)
since fm(r) is tangent to the surface S and
∫
Tv
∇ ·
[
∇ ·A(r)fm(r)
]
dTv =
∫
∂Tv
∇ ·A(r)fm(r) · n d∂Tv = 0 (3.53)
Thus, we can now write (3.51) as
M∑
v=1
N∑
m=1
[
1
jωǫµ
∫
Tv
∇ · fm(r)∇ ·A(r) dTv + jω
∫
Tv
fm(r) ·A(r) dTv
]
= 0 (3.54)
Using (3.48), we can simplify ∇ ·A(r) into
∇ ·A(r) = µ
M∑
u=1
∫
Tu
∇ ·
[
J(r′)G(r, r′)
]
dTu
= µ
M∑
u=1
∫
Tu
J(r′) · ∇G(r, r′) dTu
= µ
M∑
u=1
∫
Tu
G(r, r′)∇′ · J(r′) dTu − µ
M∑
u=1
∫
Tu
∇′ ·
[
J(r′)G(r, r′)
]
dTu
= µ
M∑
u=1
∫
Tu
G(r, r′)∇′ · J(r′) dTu − µ
M∑
u=1
∫
∂Tu
G(r, r′)J(r′) · n d∂Tu
= µ
M∑
u=1
∫
Tu
G(r, r′)∇′ · J(r′) dTu
(3.55)
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since
µ
M∑
u=1
∫
∂Tu
G(r, r′)J(r′) · n d∂Tu = 0 (3.56)
and J(r′) is defined along the surface tangent as indicated in (3.47). Finally, we define
the Surface-Surface MoM equation as
M∑
v=1
u=1
N∑
n=1
m=1
In
[
1
jωǫ
∫
Tu
∫
Tv
∇ · fm(r)∇′ · fn(r′)G(r, r′) dTudTv
+ jωµ
∫
Tu
∫
Tv
fm(r) · fn(r′)G(r, r′) dTudTv
]
= 0
(3.57)
3.4.2 Volume-Volume MoM Equation
In this section, we present the derivation of the Volume-Volume MoM integral equa-
tion for modeling the electromagnetic scattering by an inhomogeneous material body.
The Volume-Volume MoM integral equation is derived from the volume Electric Field
Integral Equation (EFIE) as written in (3.23), while utilizing the divergence–free
property of the solenoidal basis function [30]. The solution of the resulting Volume-
Volume MoM integral equation can then be obtained using the method of volume
integral equation as described in [29]. This method has the advantage of being eas-
ily applicable to problems involving inhomogeneous material bodies [28], as well as
providing much better accuracy at the resonances of Eigenmode problems [40]. On
the other hand, its computational complexity increases with increasing grid size, but
the use of the divergence–free solenoidal basis function will provide a reduction in the
number of unknowns with possible improvements in overall system performance.
In deriving the Volume-Volume MoM integral equation, we note that the electric
field E(r) and the magnetic field B(r) can both be described in terms of the magnetic
vector potential A(r) as in (3.23) and (3.8), where A(r) is as defined in (3.18). In an
inhomogeneous material body characterized by permittivity ǫ0ǫr(r) and conductance
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σ(r) and bounded by volume V , the volume equivalence principle [29] allows us to
replace the inhomogeneous body by an equivalent volume current density J˜(r) in V .
The equivalent volume current density J˜(r) can be obtained from (3.2) by using
∇×H(r) = jωD(r) + J(r)
= jωD(r)− jωǫ0E(r) + jωǫ0E(r) + J(r)
= jωǫ0E(r) + J˜(r)
(3.58)
where J˜(r) is defined as
J˜(r) = J(r) + jω(D(r)− ǫ0E(r)) (3.59)
With J˜(r) defined, we can now replace the volume current density J(r) in (3.18)
by J˜(r). For the case where the inhomogeneous body is illuminated by an incident
electromagnetic wave Ei(r), the volume EFIE [28] is given by
E(r) = Ei(r) +
1
jωǫ0µ0
∇∇ ·A(r)− jωA(r) (3.60)
We previously introduced the vector quantity C(r) such that C(r) = jωD(r) + J(r).
The quantity C(r) is defined as the total volume current density and is a consequence
of the conservation of charge continuity. From (3.29), we see that C(r) is divergence-
free, i.e ∇·C(r) = 0. Thus, C(r) can conveniently be described by the divergence-free
solenoidal basis function as defined in (3.30). Next, we express the net electric field
E(r) and J˜(r) in terms of C(r) yielding
E(r) =
[ 1
jωǫr(r)ǫ0 + σ(r)
]
C(r) = k1(r)C(r) (3.61)
J˜(r) =
[
1− jωǫ0
jωǫr(r)ǫ0 + σ(r)
]
C(r) = k2(r)C(r) (3.62)
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The new scalar quantities k1(r) and k2(r) are dependent only on the material prop-
erties of the body. Thus, we can now substitute (3.61) and (3.62) in (3.60) giving
Ei(r) = k1(r)C(r) + jωµ0
∫
V
k2(r
′)G(r, r′)C(r′) dV
− 1
jωǫ0
∇
∫
V
∇ · k2(r′)G(r, r′)C(r′) dV
(3.63)
We can further simplify (3.63) into
Ei(r) = k1(r)C(r) + jωµ0
∫
V
k2(r
′)G(r, r′)C(r′) dV
+
1
jωǫ0
∇
∫
S
k2(r
′)G(r, r′)C(r′) · u dS
(3.64)
where we have utilized the fact that∫
V
∇ · k2(r′)G(r, r′)C(r′) dV =
∫
V
k2(r
′)C(r′) · ∇G(r, r′) dV
= −
∫
V
k2(r
′)C(r′) · ∇′G(r, r′) dV
= −
∫
V
∇′ · k2(r′)G(r, r′)C(r′) dV
= −
∫
S
k2(r
′)G(r, r′)C(r′) · u dS
(3.65)
The vector u is the unit normal on the surface S that encloses the volume V . Also,
(3.65) is a consequence of the divergence theorem where the volume integral is trans-
formed into a much simpler surface integral. Next, the inhomogeneous material vol-
ume V is discretized into N tetrahedra elements resulting in the transformation of
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(3.64) into
Ei(r) ≈
M∑
m=1
CVmk1(r)f
V
m(r) + jωµ0
N∑
u=1
M∑
m=1
CVm
∫
Vu
k2(r
′)G(r, r′)fVm(r
′) dVu
+
1
jωǫ0
∇
N∑
u=1
M∑
m=1
CVm
∫
Su
k2(r
′)G(r, r′)fVm(r
′) · uu dSu
(3.66)
We now implement a Galerkin type enforcement condition by multiplying (3.66) with
the weighting function k2(r)f
V
n (r) and integrating over the inhomogeneous volume V .
Here again, the integral of k2(r)f
V
n (r) with the gradient term in (3.66) is simplified
using the divergence theorem and the solenoidal property of fVn (r). Overall, this gives
the M ×M moment equation in the form
N∑
v=1
M∑
n=1
∫
Vv
k2(r)f
V
n (r) · Ei(r) dVv =
N∑
v=1
M∑
m,n=1
CVm
∫
Vv
k1(r)k2(r
′)fVm(r
′) · fVn (r) dVv
+ jωµ0
N∑
u,v=1
M∑
m,n=1
CVm
∫
Vu
∫
Vv
k2(r
′)k2(r)f
V
m(r
′) · fVn (r) G(r, r′) dVudVv
+
1
jωǫ0
N∑
u,v=1
M∑
m,n=1
CVm
∫
Su
∫
Sv
k2(r
′)k2(r)f
V
m(r
′) · uu fVn (r) · uv G(r, r′) dSudSv
(3.67)
3.4.3 Surface-Volume MoM Equation
The formulation of the surface-volume MoM equation is based on the VIE approach
presented in [41] with the combined use of the RWG basis function and the solenoidal
basis function. The result is fundamentally a combination of (3.57) and (3.67), plus
an additional component that describes the interaction between the conductive sur-
face and the inhomogeneous volume. The derivation process involves formulating a
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scattering problem as described by
E(r) = Ei(r) + Es(r) (3.68)
In this case, the total electric field E(r) is the vector sum of the incident electric
field Ei(r) and the scattered electric field Es(r), where Es(r) is given by (3.23). We
will further assume that there is no incident field in the vicinity. Let the conductive
surface be bounded by surface S, whereas the inhomogeneous material volume V be
bounded by surface SV . Once again, we will assign electrical permittivity ǫ0ǫr(r) and
electrical conductivity σ(r) to the inhomogeneous body in V . The scattered field
Es(r) is composed of two components owing to the composite nature of the structure.
The first component EsS(r) is due to the volume polarization current J˜(r
′) in V , while
the other component EsV (r) arises from the surface current J(r
′) on S. Thus, we can
conveniently express Es(r) as
Es(r) = EsS(r) + E
s
V (r) (3.69)
with
EsS(r) = −jωµ0
∫
S
J(r′)G(r, r′) dS +
1
jωǫ0
∇
∫
S
G(r, r′)∇′ · J(r′) dS (3.70)
EsV (r) = −jωµ0
∫
V
J˜(r′)G(r, r′) dV − 1
jωǫ0
∇
∫
SV
G(r, r′)J˜(r′) · u dSV (3.71)
The inhomogeneous volume V is discretized into NV tetrahedra elements, and the
conductive surface S is discretized into NS triangular elements. The volume po-
larization current J˜(r′) in V and the surface current J(r′) on S are as defined in
(3.62), (3.30) and (3.26). Since two different basis functions were used to approxi-
mate J˜(r′) and J(r′), a Galerkin type enforcement will involve testing with both fn(r)
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and k2(r)f
V
n (r) on (3.68). Thus, there will be two surface-volume MoM equations
that can be expressed in the form
NS∑
v=1
MS∑
n=1
∫
Tv
fn(r) · E(r) dTv =
NS∑
v=1
MS∑
n=1
(∫
Tv
fn(r) · EsS(r) dTv +
∫
Tv
fn(r) · EsV (r) dTv
) (3.72)
NV∑
v=1
MV∑
n=1
∫
Vv
k2(r)f
V
n (r) · E(r) dVv =
NV∑
v=1
MV∑
n=1
(∫
Vv
k2(r)f
V
n (r) · EsS(r) dVv +
∫
Vv
k2(r)f
V
n (r) · EsV (r) dVv
) (3.73)
The first term on the left-hand side of (3.72) should ideally be zero since fn(r) is
orthogonal to E(r) on the conductive surface S. Also, the first term on the right-
hand side of (3.72) simplifies into (3.57). Similarly, the first term on the left-hand
side of (3.73) minus the second term on the right-hand side (3.73) simplifies to (3.67)
when the incident field Ei(r) is zero. The second term on the right-hand side of (3.72)
can be expanded into
−
NS∑
v=1
MS∑
n=1
∫
Tv
fn(r) · EsV (r) dTv =
jωµ0
NV∑
u=1
NS∑
v=1
MV∑
m=1
MS∑
n=1
CVm
∫
Tv
∫
Vu
k2(r
′)fn(r) · fVm(r′) G(r, r′) dVudTv
− 1
jωǫ0
NV∑
u=1
NS∑
v=1
MV∑
m=1
MS∑
n=1
CVm
∫
Tv
∫
Su
k2(r
′)∇ · fn(r) fVm(r′) · uu G(r, r′) dSudTv
(3.74)
where the divergence theorem and standard vector identities have been used to trans-
form the integral of fn(r) with the gradient term in (3.70). Similarly, evaluation of
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the first term on the right-hand side of (3.73) gives
−
NV∑
v=1
MV∑
n=1
∫
Vv
k2(r)f
V
n (r) · EsS(r) dVv =
jωµ0
NV∑
u=1
NS∑
v=1
MV∑
m=1
MS∑
n=1
Im
∫
Tu
∫
Vv
k2(r)f
V
n (r) · fm(r′) G(r, r′) dVvdTu
− 1
jωǫ0
NV∑
u=1
NS∑
v=1
MV∑
m=1
MS∑
n=1
Im
∫
Tu
∫
Sv
k2(r)∇′ · fm(r′) fVn (r) · uv G(r, r′) dSvdTu
(3.75)
As with (3.74), the divergence theorem and standard vector identities have been used
to simplify the integral of k2(r)f
V
n (r) with the gradient term in (3.71).
3.4.4 Voltage Sources, Lumped Impedances and Conduction
Losses
In an MRI RF coil system, voltages sources are used as the primary sources of excita-
tion. As such, a voltage source instead of an incident wave needs to be incorporated
into the MoM formulation. This can be accomplished by the introduction of an ap-
propriate feed model into the system [42, 43]. One such model that is ideally suited
for use with the RWG basis function is the so-called delta-gap source model [44, 45].
The delta-gap source model is an impressed voltage source connected across a gap
of negligible thickness along an element of the structure as shown in Fig.3.9. The
Figure 3.9: Delta-gap feed model showing a voltage source V connected across the gap h. The
connected voltage can also be due to an attached impedance Z as shown.
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impressed electric field E within the region of the gap can be expressed in terms of
the impressed voltage V and the gap thickness h as
E = −∇Φ = −V
h
uh (3.76)
where Φ denotes the electric potential and uh is the normal of the feed edge along the
gap h. From (3.76), we observe that in the limit as h tends to zero, the electric field
within the gap becomes infinite. By using an approximation to the delta-function
construct [46], we can simplify (3.76) into the form
E = −V Lt
h→0
1
h
uh
= −V δ(h) uh
(3.77)
Also, the delta function approximation used in (3.77) implies that the integral of the
electric field in the region of the gap is ideally the negative of the applied voltage [25].
This can be stated more concisely in the form
∫
E · uh dh = −
∫
V δ(h) uh · uh dh
= −
∫
V δ(h) dh
= −V
(3.78)
Application of the delta-gap source model involves associating the model with the
defining edge of an RWG element. This implies that the electric field E(r) on the
surface of the element is normal to the surface except within the gap region where
it is essentially tangential. As a consequence, the right-hand side of (3.57) and the
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left-hand side of (3.72) will be nonzero, and can be evaluated using (3.77) as
∫
Tv
fn(r) · E(r) dTv = −Vm
∫
Tv
fn(r) · uh δ(h) dTv
= −Vm
∫
Tv
δ(h) dh
= −Vm
(3.79)
where Vm is the gap voltage applied across the m
th element. It should be noted that
(3.79) will be nonzero only when m = n. With the introduction of lumped impedance
sources, also shown in Fig.3.9, the lumped impedance Z is simply
Z =

R
jωL
1
jωC
(3.80)
the gap voltage Vm in this case is essentially the voltage drop across the associated
impedance of the mth element [25]. Thus, we can conveniently express Vm in the form
Vm = −ImZ (3.81)
where Im is the unknown expansion coefficient representing the normal component of
current density associated with the mth element as defined in (3.26).
Finally, we consider the introduction of conduction losses in the surface formula-
tion of (3.57) and (3.72). In this case, the coil surface must be considered a nonperfect
conductor in order to account for resistive losses [25]. Obviously, this should result
in nonzero values for the right-hand side of (3.57) and the left-hand side of (3.72)
since there is a nonzero tangential component of the electric field on the surface of a
nonperfect conductor. The tangential component of the electric field Etan(r) is related
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to the surface current density J(r) by
Etan(r) = ρ J(r) (3.82)
where ρ is the surface resistivity of the nonperfect conducting surface. With the
relationship defined in (3.82), we can evaluate the right-hand side of (3.57) and the
left-hand side of (3.72) using
NS∑
v=1
MS∑
n=1
∫
Tv
fn(r) · E(r) dTv =
NS∑
v=1
MS∑
n=1
∫
Tv
fn(r) · Etan(r) dTv
= ρ
NS∑
v=1
MS∑
m=1
n=1
Im
∫
Tv
fn(r) · fm(r) dTv
(3.83)
Note that the integral in (3.83) is ideally zero when element m and n are not part of
the same triangular element.
3.4.5 MoM RF Coil Model
In this section, we discuss the derivation of a complete MoM model of an MRI RF
coil. Our goal is to provide a set of matrix equations that can be used to implement
a numerical procedure for obtaining an accurate model of an MRI RF coil system.
The complete matrix model takes into account conduction losses on the surface of
the coil, voltage excitation at the transmitting ports, and the introduction of lumped
impedances for tuning and matching the coil system at the resonance frequency.
We begin our development of a suitable coil model by considering the Surface-
Volume MoM equations of (3.72) and (3.73). We intend to develop a matrix equation
of the form
V = ZI (3.84)
where V is the field excitation vector, Z is the impedance matrix, and I is the vector
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of unknown current density distributions. The vectors V and I are of dimension
MS +MV , while the matrix Z is of dimension (MS +MV ) × (MS +MV ). As men-
tioned previously, MS represents the total number of RWG elements in the surface
discretization while MV denotes the total number of solenoidal edge elements in the
volume discretization. Next, we compartmentalize the matrix equation of (3.84) based
on (3.72) and (3.73) in the form
VS
VV
 =
ZSS ZSV
ZV S ZV V

 I
C
 (3.85)
The field excitation vector VS denotes a series of delta-gap voltage sources applied on
the surface of the structure. This is the chosen form of excitation most suitable for
use with RWG elements, as discussed earlier. Thus, we can express VS using (3.79)
as
VS = −
∫
Tv
fn(r) · E(r) dTv = Vm (3.86)
with m = 1, 2, . . . , MS. Similarly, the excitation vector VV represents an electric
field excitation on the inhomogeneous volume by an incident wave. In the absence of
delta-gap voltage sources, i.e. when VS = 0, VV can be expressed as
VV =
∫
Vv
k2(r)f
V
n (r) · Ei(r) dVv (3.87)
with n = 1, 2, . . . , MS, otherwise VV = 0 for all n since our MoM model only allows
one source of electromagnetic excitation. Next, we consider the ZSS component of
the impedance matrix Z in (3.84). Clearly, ZSS is a combination of (3.57), (3.83)
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and (3.81), and subsequently can be express as
ZSS =
1
jωǫ
∫
Tu
∫
Tv
∇ · fn(r)∇′ · fm(r′)G(r, r′) dTudTv
+ jωµ
∫
Tu
∫
Tv
fn(r) · fm(r′)G(r, r′) dTudTv
+ ρ
∫
Tv
fm(r) · fm(r′) dTv + Zmm
m,n ∈ 1, 2, . . . ,MS
(3.88)
Similarly, the component ZV V of Z is essentially (3.67) without the incident field
excitaion. This can be expressed in the form
ZV V =
∫
Vv
k1(r)k2(r
′)fVm(r
′) · fVn (r) dVv
+ jωµ0
∫
Vu
∫
Vv
k2(r
′)k2(r)f
V
m(r
′) · fVn (r) G(r, r′) dVudVv
+
1
jωǫ0
∫
Su
∫
Sv
k2(r
′)k2(r)f
V
m(r
′) · uu fVn (r) · uv G(r, r′) dSudSv
m,n ∈ 1, 2, . . . ,MV
(3.89)
Finally, we consider the ZSV and ZV S components of the impedance matrix Z. These
matrices describe the mutual interaction between the surface RWG elements and the
volume solenoidal elements. This interaction is given by (3.74) and (3.75) as discussed
previously. Careful observations of (3.74) and (3.75) reveal that they are equivalent,
implying ZSV and ZV S are equivalent matrices. The implication of this is that the
impedance matrix Z is symmetric since ZSS and ZV V are also symmetric matrices.
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We conclude by expressing the equivalent matrices ZSV and ZV S in the form
ZSV = jωµ0
∫
Tv
∫
Vu
k2(r
′)fn(r) · fVm(r′) G(r, r′) dVudTv
− 1
jωǫ0
∫
Tv
∫
Su
k2(r
′)∇ · fn(r) fVm(r′) · uu G(r, r′) dSudTv
m ∈ 1, 2, . . . ,MV
n ∈ 1, 2, . . . ,MS
(3.90)
and
ZV S = jωµ0
∫
Tu
∫
Vv
k2(r)f
V
n (r) · fm(r′) G(r, r′) dVvdTu
− 1
jωǫ0
∫
Tu
∫
Sv
k2(r)∇′ · fm(r′) fVn (r) · uv G(r, r′) dSvdTu
m ∈ 1, 2, . . . ,MS
n ∈ 1, 2, . . . ,MV
(3.91)
After all the elements of the excitation vector V and the impedance matrix Z have
been determined, the resulting system of linear equations can be solved for the un-
known Im and Cm coefficients. Once all these coefficients are determined, the surface
current density and equivalent volume current density can then be obtained. The
scattered electric field due to the surface current density can be obtained by substi-
tuting (3.26) in (3.70), yielding
EsS(r) =
1
jωǫ
NS∑
u=1
MS∑
m=1
Im
∫
Tu
∇′ · fm(r′)∇G(r, r′) dTu
− jωµ
NS∑
u=1
MS∑
m=1
Im
∫
Tu
fm(r
′)G(r, r′) dTu
(3.92)
Also, the resulting scattered magnetic field BsS(r) is easily obtained by using (3.49)
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in (3.8) giving
BsS(r) = µ
NS∑
u=1
MS∑
m=1
Im
∫
Tu
fm(r
′)×∇′G(r, r′) dTu (3.93)
Similarly, we can obtain the scattered electric field due to the equivalent volume
current density from (3.71) as
EsV (r) =−
1
jωǫ
NV∑
u=1
MV∑
m=1
Cmk2(r
′)
∫
Su
fVm(r
′) · uu ∇G(r, r′) dSu
− jωµ
NV∑
u=1
MV∑
m=1
Cmk2(r
′)
∫
Vu
fVm(r
′)G(r, r′) dVu
(3.94)
The associated magnetic field can be expressed as
BsV (r) = µ
NV∑
u=1
MV∑
m=1
Cmk2(r
′)
∫
Vu
fVm(r
′)×∇′G(r, r′) dVu
= µ
NV∑
u=1
MV∑
m=1
Cmk2(r
′)fVm(r
′)× uu
∫
Su
G(r, r′) dSu
(3.95)
Because fVm(r
′) is a constant vector field in each tetrahedron, standard vector identities
dictate that ∫
Vu
∇′G(r, r′) dVu = uu
∫
Su
G(r, r′) dSu (3.96)
The total electric field in the inhomogeneous volume can be found from (3.61) giving
E(r) = k1(r)
MV∑
m=1
Cmf
V
m(r) (3.97)
The total magnetic field in the inhomogeneous volume is given by the sum of (3.93)
and (3.95), i.e.
B(r) = BsS(r) +B
s
V (r) (3.98)
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3.5 Method of Moments Integral Evaluation
The numerical evaluation of the MoM integrals forms an essential part in obtaining
stable and accurate solutions of the underlying electromagnetic scattering problem.
These integrals posses a singular behavior inherent in their kernels, but the very nature
of the singular behavior makes evaluation of their integral kernels very involving due
to the presence of the free space Green’s function and its gradient. The inclusion
of the free space Green’s function and its gradient introduce singularities of order
1/R and 1/R2 as R → 0, where R = |r − r′| denotes the distance between the
source and observation points. As such, traditional integration schemes based on
Gaussian quadrature are ineffective and lead to inaccurate results. In order to alleviate
this issue, several techniques have been developed specifically to improve accuracy,
stability and efficiency of evaluation. These include the Duffy’s transformation [47],
polar coordinate transformation [48], integration by series expansion [49], and several
singularity extraction methods [50]–[56].
In the Duffy’s transformation method, the source region is subdivided into 3
smaller regions of similar geometry that share a common vertex located at the sin-
gularity [47]. The integral over each subregion is subsequently transformed into an
integral over a higher order geometry. This effectively cancels out the inherent sin-
gularity in the low order domain. However, the accuracy of the transformation is
dependent on the regularity of the source region. Also, the transformation exhibits
increases in computational complexity with the addition of new integration points in
the source domain. Lastly, the transformation cannot easily be applied to singularities
of order 1/R2 [50].
In the series expansion technique, transcendental functions in the integral kernel
are expanded as a series of polynomials. Each element of the series is integrated ana-
lytically thus eliminating the singular point [49]. This method is extremely accurate
in the near field where the error rapidly converges to zero as R → 0. But it suffers
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from the drawback that it cannot effectively handle a 1/R2 singularity [49]. This is
also the case with the polar coordinate transformation.
The singularity extraction method seeks to regularize the integral kernel by ex-
tracting the singularity and integrating it analytically for the inner source integral
for specific observation points. The regularized kernel is then integrated using more
traditional numerical integration schemes. However, numerical integration of the reg-
ularized kernel may still lead to an inaccurate solution because the kernel may not
necessarily be continuously differentiable in the source domain [50]. Continuous differ-
entiability of the kernel in the source domain is a requirement for standard integration
scheme such as the Gaussian quadrature [51]. Furthermore, kernels having singular-
ity of order 1/R2 are difficult to integrate when the source and observation points lie
on intersecting planes [51]. As such, several researchers have thoroughly investigated
possible solutions to these issues [50] –[52] and [56]. They proposed a remedy where
more terms are extracted from the integral kernel and integrated analytically over the
source domain. After extraction, the remaining function is at least once continuously
differentiable in the source domain when R = 0. Also, this solution easily handles
kernels having a 1/R2 singularity in their source domains.
In this work, the above technique was employed to evaluate the singular integrals
required for our MoM RF coil formulation. Our implementation extracts only 2 terms
from the Green’s function and its gradient. After extraction, the remaining function
is sufficiently smooth and 1st order continuously differentiable and thus allows for the
application of the Gaussian quadrature [57].
3.5.1 Identification of Base Integrals
The evaluation of each element of (3.88), (3.89), (3.90) or (3.91), and (3.92), (3.93),
(3.94) and (3.95) involves integrations over triangular and tetrahedral domains. The
triangular domain describe the surfaces of the individual tetrahedra elements as well
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as the triangular regions of the surface discretization, while the tetrahedral domain
describes the tetrahedra regions in the volume discretization. All integrations over
these domains were accomplished using the Gaussian numerical quadrature method
except in cases where a singularity exist in the integral kernels as a result of the
presence of the Green’s function or its gradient. In order to evaluate these singular
integrals, we need to extract their singular terms as well as one more term that
guarantees continuous differentiability, and then integrate these terms using analytical
techniques. The remaining non-singular terms are sufficiently smooth to allow for the
application of the Gaussian numerical quadrature. We begin the integral evaluation
process by identifying all the singular integral kernels in (3.88), (3.89), (3.90) or (3.91),
(3.92), (3.93), (3.94) and (3.95). These are listed as follows:
B1 =
∫
Tu
∫
Tv
G(r, r′) dTudTv (3.99)
B2 =
∫
Tu
∫
Tv
(r− ri) · (r′ − rj) G(r, r′) dTudTv (3.100)
B3 =
∫
Vu
∫
Vv
G(r, r′) dVudVv (3.101)
B4 =
∫
Su
∫
Sv
G(r, r′) dSudSv (3.102)
B5 =
∫
Tv
∫
Vu
(r− ri) G(r, r′) dVudTv (3.103)
B6 =
∫
Tu
∇G(r, r′) dTu (3.104)
B7 =
∫
Tu
(r′ − ri) G(r, r′) dTu (3.105)
B8 =
∫
Tu
(r′ − ri)×∇′G(r, r′) dTu (3.106)
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B9 =
∫
Su
∇G(r, r′) dSu (3.107)
B10 =
∫
Vu
G(r, r′) dVu (3.108)
B11 =
∫
Su
G(r, r′) dSu (3.109)
For the case of the double integrals in (3.99)-(3.103), the outer integrals can be eval-
uated using numerical Gaussian quadrature [57]. On the other hand, their inner
integrals as well as the single integrals of (3.104)-(3.109) contain a singularity that
must be extracted and integrated analytically. The singularity can be extracted by
expressing the Green’s function G(r, r′) in terms of a singular component GA(r, r
′)
and a nonsingular component GN(r, r
′). This is given as
G(r, r′) =
(
G(r, r′)− 1
4πR
+
k2R
8π
)
+
1
4πR
− k
2R
8π
= GN(r, r
′) +GA(r, r
′)
(3.110)
where R = |r − r′| and G(r, r′) is as defined in (3.20). The gradient of the Green’s
function can be written using (3.110) as
∇G(r, r′) = ∇GN(r, r′) +∇GA(r, r′)
= ∇
(
G(r, r′)− 1
4πR
+
k2R
8π
)
+
1
4π
∇ 1
R
− k
2
8π
∇R
(3.111)
The nonsingular term GN(r, r
′) and its gradient ∇GN(r, r′) have been shown to be
sufficiently smooth with continuous derivates at R = 0 [50]. Thus, evaluation of source
and testing integrals with these kernels can be done more readily using Gaussian
quadrature with accurate results.
Next, we proceed to identify the base integrals. With careful expansion and sim-
plification of (3.99)-(3.103), the following base integrals were identified. These are
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listed as
I1 =
∫
S
Rn dS ′ (3.112)
I2 =
∫
S
r′Rn dS ′ (3.113)
I3 =
∫
S
∇Rn dS ′ (3.114)
I4 =
∫
V
Rn dV ′ (3.115)
I5 =
∫
V
∇Rn dV ′ n ∈ −1, 1 (3.116)
where the integration with limits S and V denote integration over triangular and
tetrahedra domains, respectively. The evaluation of the singular base integrals of
(3.112)-(3.116) is accomplished by using Gauss integral theorem to transform the
integral over the appropriate domain S or V into an integral over the boundaries ∂S
or ∂V of the domain. The application of the Gauss integral theorem requires that
the integrand be continuously differentiable in the integration domain [53]. However,
this is not the case due to the presence of the singularity in the domain where R =
|r− r′| = 0. Our approach to this problem is to isolate a small region of the integration
domain containing the singularity for separate treatment as described in [53]. Integrals
over this region or its boundary can be evaluated by using a local polar coordinate
scheme centered at the singularity.
3.5.1.1 Base Integrals on a Triangle
In the evaluation of (3.112) over the triangular domain S for n = −1, we partition S
into two regions defined as S − Sε and Sε, respectively. This partitioning is as shown
in Fig.3.10 where the domain S is defined by triangle ABC, and the domain Sε is a
circle of radius ε centered at point P ′ on S. The point P is the observation point as
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r’
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Figure 3.10: Transforming an integral over a surface S into an integral over the boundary ∂S of
the surface S; (a) surface integral with singular point extracted, (b) line integral without singularity.
defined by position vector r, vector ρ is the projection of vector r onto S as referenced
from point A, vector ρ′ is a similar projection of vector r′ on S, vector t denotes the
vector from point P ′ on S to the area element dS, and z0 is the perpendicular distance
between point P and the plane of S. Note that the planar configuration must be such
that z0 is in the direction of the normal of plane S. Now we can express (3.112) for
n = −1 as
∫
S
1
R
dS ′ = Lt
ε→0
∫
S−Sε
1
R
dS ′ + Lt
ε→0
∫
Sε
1
R
dS ′
= Lt
ε→0
∫
S−Sε
1
R
dS ′ (3.117)
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since the integral in the region Sε evaluates as
Lt
ε→0
∫
Sε
1
R
dS ′ = Lt
ε→0
∫ 2π
0
∫ ε
0
t√
t2 + z20
dtdθ = 0 (3.118)
After the singularity has been extracted, we can then express (3.117) in a form that
is suitable for the application of the Gauss integral theorem. This will allow us to
transform the surface integral in (3.117) into a line integral that bounds the surface.
By using the identity [53]
1
R
= − z
2
0
R3
−∇′S ·
R
R
(3.119)
1
R3
= −∇′S ·
t
t2R
(3.120)
we can further express (3.117) in the form
∫
S
1
R
dS ′ = Lt
ε→0
∫
S−Sε
∇′S ·
( z20t
t2R
− R
R
)
dS ′
= Lt
ε→0
3∑
i=1
∫
∂Si−∂Siε
(z20t · ui
t2R
− R · ui
R
)
dl′i (3.121)
where ui is the unit outward normal of edge ∂Si with i = 1, 2, 3, and the summation is
made across the edges ∂Si and the infinitesimal arcs ∂Siε that bound the domain S−Sε
as defined in Fig.3.10. Next we seek to simplify (3.121) further by using Fig.3.11. The
parameters associated with the evaluation of the line integral about the edge AB is
as shown in Fig.3.11. These parameters can easily be extended to accommodate the
evaluation of the line integral about the remaining edges. From Fig.3.10, we designate
the perpendicular distance between the point P ′ and the edge AB or its extension
OB by d0. Also, the distance OA and OB that define the endpoints of edge AB
are designated by l1 and l2 while R1 and R2 designate the distance of the endpoints
of edge AB from the observation point P. We also define the angle ϕ1 and ϕ2 as
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Figure 3.11: Geometrical quantities used in evaluating the line integral along an edge.
the angle subtended by the line OA and OB at the point P ′. These angles define
the infinitesimal arc ∂Siε that bound the exclusion region. Also, the perpendicular
distance between point P and the edge AB or its extension OB is designated by R0.
In addition, the source element dl is located at point O′ and its distance from point
P ′ is designated by l. Using Fig.3.11, we define the following additional parameters
associated with edge AB
O′P = R =
√
R20 + l
2 (3.122)
O′P ′ = t =
√
d0 + l2 (3.123)
which then allows us to simplify (3.121) in the form
∫
S
1
R
dS ′ =
3∑
i=1
{∫ l2i
l1i
z20d0i
(d20i + l
2)
√
R20 + l
2
dl′
+
∫ l2i
l1i
d0i√
R20 + l
2
dl′ − Lt
ε→0
∫ ϕi2
ϕi1
z20 − ε2√
ε2 + z20
dϕ′
}
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∫
S
1
R
dS ′ =
3∑
i=1
{
z0
[
tan−1
l2iz0
d0iR2i
− tan−1 l1iz0
d0iR1i
]
+ d0i ln
l2i +R2i
l1i +R1i
− z0
[
tan−1
l2i
d0i
− tan−1 l1i
d0i
]}
=
3∑
i=1
{
d0i ln
l2i +R2i
l1i +R1i
− z0
[
tan−1
l2id0i
R20i + z0R2i
− tan−1 l1id0i
R20i + z0R1i
]}
(3.124)
where we have employed the identity
tan−1
lni
d0i
− tan−1 lniz0
d0iRni
= tan−1
lnid0i
R20i + z0Rni
(3.125)
with the assumption that the arctangent function was evaluated on its principal axis,
and n = 1, 2 define the index associated with the edge endpoints.
Similarly, we consider the evaluation of (3.112) over the triangular region S for
n = 1. In this case, we do not need to partition the S domain since the kernel is
non-singular for all R. Instead, we employ the identity [52]
∇′S · (RnR) = nz20Rn−2 − (n+ 2)Rn (3.126)
in (3.112) for n = 1 and thus evaluate the integral as
∫
S
R dS ′ =
z20
3
∫
S
1
R
dS ′ − 1
3
∫
S
∇′S · (RR) dS ′
=
z20
3
∫
S
1
R
dS ′ − 1
3
3∑
i=1
∫
∂Si
RR · ui dl′
=
z20
3
∫
S
1
R
dS ′ +
1
3
3∑
i=1
∫
∂Si
d0i
√
R20 + l
2 dl′
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∫
S
R dS ′ =
z20
3
∫
S
1
R
dS ′ +
d0i
6
3∑
i=1
{
(l2iR2i − l1iR1i) +R20i ln
l2i +R2i
l1i +R1i
}
=
z20
3
3∑
i=1
{
d0i ln
l2i +R2i
l1i +R1i
− z0
[
tan−1
l2id0i
R20i + z0R2i
− tan−1 l1id0i
R20i + z0R1i
]}
+
d0i
6
3∑
i=1
{
(l2iR2i − l1iR1i) +R20i ln
l2i +R2i
l1i +R1i
}
(3.127)
For the evaluation of (3.113) for the case of n = −1, we proceed as with (3.112)
and partition S into two regions defined by S − Sε and Sε as shown in Fig.3.10. As
mentioned previously, the domain S is defined by triangle ABC while the Sε domain
is a circle of radius ε centered at point P ′ on S. Also, we define the relationship
∇′sRn+2 = (n+ 2)Rn(r′ − rρ) (3.128)
where rρ is the projection of the observation point located by r on the plane of S. This
relationship is essential in transforming the surface integral over S into a line integral
along ∂S using Gauss integral theorem. Now we can express (3.113) for n = −1 in
the form ∫
S
r′
R
dS ′ =
∫
S
r′ − rρ
R
dS ′ + rρ
∫
S
1
R
dS ′ (3.129)
Here, the second term on the right can easily be evaluated as rρ multiplied by (3.124).
The first term on the right can easily be evaluated using the relationship in (3.128)
for n = −1 as
∫
S
r′ − rρ
R
dS ′ = Lt
ε→0
∫
S−Sε
r′ − rρ
R
dS ′ + Lt
ε→0
∫
Sε
r′ − rρ
R
dS ′
= Lt
ε→0
∫
S−Sε
∇′SR dS ′
= Lt
ε→0
3∑
i=1
∫
∂Si−∂Siε
Rui dl
′
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∫
S
r′ − rρ
R
dS ′ =
3∑
i=1
ui
∫
∂Si
R dl′
=
1
2
3∑
i=1
ui
{∫ l2i
l1i
d
dl′
(
Rl
)
dl′ +R20i
∫ l2i
l1i
1
R
dl′
}
=
1
2
3∑
i=1
ui
{
l2iR2i − l1iR1i +R20i ln
l2i +R2i
l1i +R1i
}
(3.130)
When n = 1 in (3.113), we have
∫
S
r′R dS ′ =
∫
S
(r′ − rρ)R dS ′ + rρ
∫
S
R dS ′ (3.131)
Also, the second term on the right is just rρ multiplied by (3.127). On the other hand,
the first term is calculated using (3.128) for n = 1 as
∫
S
(r′ − rρ)R dS ′ = 1
3
∫
S
∇′SR3 dS ′
=
1
3
3∑
i=1
ui
∫
∂Si
R3 dl′
=
1
12
3∑
i=1
ui
{∫ l2i
l1i
d
dl′
(
R3l
)
dl′ + 3R20i
∫ l2i
l1i
R dl′
}
=
1
12
3∑
i=1
ui
{
l2iR
3
2i − l1iR31i
+
3R20i
2
(
l2iR2i − l1iR1i +R20i ln
l2i +R2i
l1i +R1i
)}
(3.132)
Let us now consider the evaluation of (3.114) when n = −1 and n = 1. We begin by
stating the following results:
∇ 1
R
= ∇S 1
R
+ z
∂
∂z
1
R
= −∇′S
1
R
− z z0
R3
(3.133)
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and
∇R = ∇SR + z ∂
∂z
R
= −∇′SR + z
z0
R
(3.134)
where z is the unit normal on the plane of triangle S. These results will enable us
transform (3.114) into a form that is suitable for the application of the Gauss integral
theorem. Considering (3.134), we can write (3.114) for n = 1 in the form
∫
S
∇R dS ′ = −
∫
S
∇′SR dS ′ + z
∫
S
z0
R
dS ′ (3.135)
Both terms on the right of (3.135) have previously been evaluated in (3.130) and
(3.124). Thus, (3.135) simplifies as
∫
S
∇R dS ′ = z
3∑
i=1
{
d0iz0 ln
l2i +R2i
l1i +R1i
− z20
[
tan−1
l2id0i
R20i + z0R2i
− tan−1 l1id0i
R20i + z0R1i
]}
− 1
2
3∑
i=1
ui
{
l2iR2i − l1iR1i +R20i ln
l2i +R2i
l1i +R1i
}
(3.136)
Similarly, when n = −1 we can use (3.133) to express (3.114) in the form
∫
S
∇ 1
R
dS ′ = −
∫
S
∇′S
1
R
dS ′ − z
∫
S
z0
R3
dS ′ (3.137)
We next apply the Gauss integral theorem to the first term on the right of (3.137)
in order to transform the surface integral on S into a line integral around ∂S. This
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eventually leads to
∫
S
∇′S
1
R
dS ′ =
3∑
i=1
ui
∫
∂Si
1
R
dl′
=
3∑
i=1
ui ln
l2i +R2i
l1i +R1i
(3.138)
The second term on the right of (3.137) can be transformed into a suitable form using
(3.120). As described previously, the presence of the singularity at R = 0 should be
excluded from the domain S and integrated separately. The exclusion of the singular
point at R = 0 will result in the partitioning of S into Sε and S − Sε. Thus, the
second term on the right of (3.137) can be simplified as
z
∫
S
z0
R3
dS ′ = zLt
ε→0
{∫
Sε
z0
R3
dS ′ −
∫
S−Sε
∇′S ·
z0t
t2R
dS ′
}
= z
3∑
i=1
{
Lt
ε→0
∫
Sε
z0
R3
dS ′ −
∫
∂S−∂Sε
z0t · ui
t2R
dS ′
}
= z
3∑
i=1
{
Lt
ε→0
∫ ϕi2
ϕi1
z0√
ε2 + z20
dϕ′ −
∫ l2i
l1i
z0d0i
(d20i + l
2)
√
R20 + l
2
dl′
}
= z
3∑
i=1
{
tan−1
l2id0i
R20i + z0R2i
− tan−1 l1id0i
R20i + z0R1i
}
(3.139)
3.5.1.2 Base Integrals on a Tetrahedron
In this section, we will consider the evaluation of (3.115) and (3.116) over the tetra-
hedral domain V . We will employ the use of the relationship
∇′ ·RnR = −(n+ 3)Rn (3.140)
in order to easily apply the Gauss divergence theorem to (3.115). In a similar fashion
when n = −1, as in the case of a triangular domain, we need to exclude a small neigh-
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borhood Vε in the vicinity of the singularity and consider this integral for separate
treatment. In essence, integrals over this region or its boundary will be evaluated
using a local polar coordinate scheme centered at the singularity in the limit as the
excluded region tends to zero. Now consider the integral in (3.115) when n = −1.
With the help of (3.140), (3.115) can be evaluated as
∫
V
1
R
dV ′ = −1
2
Lt
ε→0
∫
V−Vε
∇′ · R
R
dV ′ + Lt
ε→0
∫
Vε
1
R
dV ′
= −1
2
Lt
ε→0
∫
∂V−∂Vε
R · n
R
dS ′
= −1
2
4∑
j=1
∫
∂Vj
R · nj
R
dS ′
=
1
2
4∑
j=1
z0j
∫
∂Vj
1
R
dS ′ (3.141)
using results from (3.124), (3.141) finally evaluates into
∫
V
1
R
dV ′ =
1
2
4,3∑
j,i=1
{
z0jd0ij ln
l2ij +R2ij
l1ij +R1ij
− z20j
[
tan−1
l2ijd0ij
R20ij + z0jR2ij
− tan−1 l1ijd0ij
R20ij + z0jR1ij
]}
(3.142)
When n = 1 in (3.115), we have
∫
V
R dV ′ = −1
4
∫
V
∇′ ·RR dV ′ = −1
4
∫
∂V
RR · n dS ′
= −1
4
4∑
j=1
∫
∂Vj
RR · nj dS ′ = 1
4
4∑
j=1
z0j
∫
∂Vj
R dS ′ (3.143)
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Using (3.127) in (3.143) gives
∫
V
R dV ′ =
z30j
12
4,3∑
j,i=1
{
d0ij ln
l2ij +R2ij
l1ij +R1ij
− z0j
[
tan−1
l2ijd0ij
R20ij + z0jR2ij
− tan−1 l1ijd0ij
R20ij + z0jR1ij
]}
+
z0jd0ij
24
4,3∑
j,i=1
{
(l2ijR2ij − l1ijR1ij) +R20ij ln
l2ij +R2ij
l1ij +R1ij
}
(3.144)
Consider next the evaluation of (3.116) for n = −1. As discussed previously, we will
partition the domain V around the singular point for separate treatment. In effect,
we can evaluate (3.116) for n = −1 as
∫
V
∇ 1
R
dV ′ = −Lt
ε→0
∫
V−Vε
∇′ 1
R
dV ′ + Lt
ε→0
∫
Vε
R
R3
dV ′
= −Lt
ε→0
∫
∂V−∂Vε
n
R
dS ′
= −
4∑
j=1
nj
∫
∂Vj
1
R
dS ′
= −
4,3∑
j,i=1
nj
{
d0ij ln
l2ij +R2ij
l1ij +R1ij
− z0j
[
tan−1
l2ijd0ij
R20ij + z0jR2ij
− tan−1 l1ijd0ij
R20ij + z0jR1ij
]}
(3.145)
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Also when n = 1, (3.116) simplifies into
∫
V
∇R dV ′ = −
∫
V
∇′R dV ′
= −
∫
∂V
Rn dS ′
= −
4∑
j=1
nj
∫
∂Vj
R dS ′
= −nj
z20j
12
4,3∑
j,i=1
{
d0ij ln
l2ij +R2ij
l1ij +R1ij
− z0j
[
tan−1
l2ijd0ij
R20ij + z0jR2ij
− tan−1 l1ijd0ij
R20ij + z0jR1ij
]}
− njd0ij
6
4,3∑
j,i=1
{
(l2ijR2ij − l1ijR1ij) +R20ij ln
l2ij +R2ij
l1ij +R1ij
}
(3.146)
Efficient numerical calculation of these base integrals form the bulk of the evaluation
of the impedance matrix. In deriving the impedance matrix, the associated integrals
have been written in a form that emphasizes evaluation on a geometric basis rather
than an element by element basis. This is because some elements require the same
integrals when they share the same geometric domain. As such, it is far more effi-
cient to calculate these integrals by geometric domain combinations. Furthermore,
we have adopted the same numerical treatment proposed by [50] where two terms
from the Green’s function are extracted and integrated analytically by formulae de-
veloped above. These formulae are essentially identical to those presented in [50] and
[52], except for (3.145) and (3.146) which were developed exclusively in this work. In
conclusion, our numeric implementation has been shown to demonstrate faster con-
vergence, superior accuracy and robustness, as well as improved computation time
due to additional regularization by the extraction of higher-order terms [50] and [51].
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3.6 Resolution of Discretization
An important issue concerning the application of any numerical procedure in a dis-
cretization domain is in the selection of an appropriate upper bound on the resolution
of the discretization. Establishing such a bound on the resolution of the discretized el-
ements minimizes discretization errors, improves stability, and enhances the accuracy
of the numerical results [58]. A simple rule that can be applied to set up an upper
bound on the discretized resolution is the Nyquist criterion. The Nyquist criterion
sets up a lower bound on the sampling frequency fs in the form
fs = 2f (3.147)
where f is the frequency of interest. Using (3.147), we can now set up an upper bound
on the resolution as
lres ≤ λ
2
√
ǫr
(3.148)
where lres defines the required upper bound, and the product of frequency f and
wavelength λ is a constant. From (3.148), we observe that an increase in frequency
reduces the upper bound, thereby necessitating an increase in the number of elements
in the discretization. Similarly, a decrease in frequency increases the upper bound
consequently reducing the number of elements in the discretization. A more strict
upper bound as discussed in [28, 58], where
lres ≤ λ
4
√
ǫr
(3.149)
was adopted for our numerical implementation. The effects of biological tissues on
this upper bound at a defined frequency is dependent on the electrical permittivity
of the tissues as given in 3.149. Because of the availability of large computer memory
resources, we targeted discretization resolutions that are less than 4mm.
80
Chapter 4
Model Implementation and
Validation
In this chapter, we will discuss the implementation and validation of our Method of
Moments Model for MRI RF coils. The model is the a numerical implementation
of the MoM formulations derived in Chapter 3. Our goal is to use the full wave
solutions obtained by the Method of Moments in the determination of the electrical
and magnetic properties of RF coils prior to prototype construction. Knowledge of
the electromagnetic properties of the RF coils can subsequently be used to influence
their design for improved and optimum performance.
4.1 Software Implementation
The development of efficient software implementations for the numerical solutions of
MoM based integral equations is of paramount importance in the design and devel-
opment of appropriate electromagnetic models. Several critical factors come together
to influence the software development process, but the key performance metric is the
software execution time [59, 60]. For a given hardware configuration, the software
execution time is heavily dependent on program structure, algorithmic implementa-
tion, and the software development language of choice [59]. The C++ programming
language was chosen as the software development language of choice. This is because
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the C++ programming language facilitates software portability across several differ-
ent operating systems as well as various hardware-dependent machine architectures
[61]. The software development will target two different hardware platforms: the
standard IBM R© PC running the Microsoft WindowsR© operating system [62], and the
massively parallel SGi AltixR© supercomputer running the SGi ProPackR© operating
system [63]. The SGi AltixR© architecture features 16 64-bit Intel ItaniumR© 2 pro-
cessors with 6MB of L3 cache, running at 1.5GHz with a combined shared memory
subsystem of 40GB. The SGi ProPack R© operating system is based on the Red Hat
Enterprise Server R© Linux distribution with an SGI software layer that features a
high-performance scheduler with support for very large architectures with up to 128
CPUs.
With the choice of programming language and hardware platforms, the next step
is the implementation of an efficient program structure. For this, we chose a system
made up of three functional units developed as independent software blocks. These
are identified as the Pre-Processor, the Processor and the Post-Processor units, re-
spectively. The Pre-Processor unit is a software block that accepts as inputs the mesh
file that approximates the conducting surface of the MRI coil, as well as the mesh
files of any inhomogeneous body in the vicinity of the coil. These mesh files can
be obtained using any meshing software that is capable of generating triangular and
tetrahedral meshes of surface and volume discretizations. In addition, user-defined
inputs such as resonance frequency, surface conductance and choice of input ports
as well as ports containing lumped element components, are fed as inputs to the
Pre-Processor units. The Pre-Processor will act on these inputs and generate the
necessary voltage, resistance, capacitance and element definition files. A simplified
diagram depicting the input–output relationship of the Pre-Processor unit is shown
in Fig.4.1. The Pre-Processor unit was developed specifically as a Graphical User
Interface (GUI) application for the Microsoft WindowsR© operating system using the
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Figure 4.1: Input–Output relationship of the Pre-Processor unit.
Microsoft Visual Studio.NetR© C++ development environment and the OpenGLR©
Application Programming Interface (API) graphics library [64]. The Microsoft Vi-
sual Studio.NetR© C++ development environment provides the Microsoft Foundation
Class and associated Template library (MFC&T) that provide the tools needed to
create full-featured Windows-based applications. OpenGLR© is the leading industry
standard API for interactive 3D graphics rendering and 2D imaging. It provides
device-independent support for common low-level 3D graphics drawing operations
such as polygon specification, basic lighting control, transformation specification, and
frame buffer operations like blending and depth-buffering. The OpenGL R© API graph-
ics library also comes bundled in the Microsoft Visual Studio.NetR© C++ development
environment. The main GUI of the Pre-Processor unit is made up of a top level menu
system, a toolbar, a docked dialog bar and a status bar as shown in Fig.4.2. The top
level menu system allows the users to specify and configure the system to be solved.
The dialog bar on the left of the graphical user interface contains display and control
options. The toolbar, located just under the top level menu system, provides a subset
of the functionality of the top level menu system. Its main purpose is to serve as a
shortcut for frequently used menu items.
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Figure 4.2: The main windows-based GUI of the Pre-Processor unit. The picture shows the mesh
discretization of a birdcage coil during preprocessing.
The Processor unit forms the core foundation of the software implementation of
the MoM numerical model. It acts on the outputs of the Pre-Processor unit and
produces a numerical solution of the underlying MoM integral equations. The input–
output relationship of the Processor unit is shown in Fig.4.3. The Processor unit was
developed as a console-based application in order to facilitate portability between
Microsoft Windows R© and the SGi ProPackR© operating systems. We introduced an
algorithmic implementation in the Processor unit that is based on the concept of op-
erating system threads [65]. In essence, operating system threads can be defined as
semi-independent program segments that define interfaces and functionality to sup-
port multiple flows of control within a defined operating system process [65]. Also,
operating system threads provide the basic building blocks behind task switching and
event scheduling in the main system kernel of multitasking operating systems such as
Microsoft Windows R© and SGi ProPackR©. The implemented algorithm allows us to ef-
ficiently distribute the task of filling the impedance matrix across multiple CPU cores
that make up the intended hardware architecture. The number of operating system
threads in the Processor unit is equal to the number of CPU cores in the underlying
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Figure 4.3: Input–Output relationship of the Processor unit.
hardware platform. This effectively reduces computation time by a factor of the num-
ber of operating system threads. After the task of filling the impedance matrix, the
solution of the resulting MoM matrix equation is obtained by using the Linear Alge-
braic Package (LAPACK) available as part of the IntelR© Math Kernel Library (MKL)
[66]. It is worth noting that the IntelR© MKL library is also structured around the
concept of operating system threads. The output of the Processor unit is the numeri-
cal solution of the underlying MoM matrix equation. This is essentially the unknown
surface current density coefficients as defined in (3.26), as well as the unknown total
volume current density coefficients defined in (3.30). These results are subsequently
saved in the appropriate format in the solution file on an element-by-element basis.
The Post-Processor unit uses the solution file together with the mesh files, the element
definition file and the user-defined input file to determine the electromagnetic field
parameters of interest. Again, the Post-Processor unit was developed as a console-
based application in order to facilitate portability across Microsoft Windows R© and
SGi ProPack R©. A simplified schematic block of the Post-Processor unit is shown in
Fig.4.4. In addition, the Post-Processor unit was also developed around the concept
of operating system threads. This effectively reduces post-processing time by the
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Figure 4.4: The Post-Processor unit showing its inputs and outputs.
number of available CPU cores in the underlying hardware platform. The required
electromagnetic field parameters are computed and saved in the appropriate format
for visualization in both 2D and 3D using the TecplotR© Numerical Simulation and
Visualization software [67]. A typical 3D visualization using Tecplot R© is shown in
Fig.4.5. It shows the surface current density on a conducting ring.
Figure 4.5: 3D visualization of the surface current density on a conducting ring using Tecplot R©.The
color map signifies the magnitude of the surface current density, and the stream lines indicate the
direction of its flow.
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4.2 RF Coil Equivalent Circuit Model
In order to determine an equivalent circuit model of an RF coil from the solution of
its MoM matrix equation, we utilized the system arrangement shown in Fig.4.6. The
linear equivalent circuit model will provide a complete network description of the RF
coil as seen from its ports. Such a description can be obtained by computing the
scattering matrix S of the RF coil system. For the N -port RF coil system of Fig.4.6,
the scattering matrix S is defined as

V −1
V −2
...
V −N

=

S11 S12 · · · S1N
S21 S22 · · · S2N
...
...
SN1 · · · · · · SNN


V +1
V +2
...
V +N

V− = S ·V+ (4.1)
with the vectorV− defined as the amplitude of the voltage wave reflected from each of
the N ports, and V+ is the amplitude of the voltage wave incident on each port. The
Figure 4.6: Determination of an equivalent circuit of an RF coil from its MoM solution.
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scattering matrix S reflects a representation that is more in accord with direct mea-
surements because the incident and reflected voltage waves can be obtained through
physical measurements with a vector network analyzer. Each elements of S can be
determined with
Sji =
V −j
V +i
∣∣∣∣∣
V +
k
=0, for i6=k
(4.2)
where Sji is defined as the transmission coefficient from port i to port j with all other
ports are terminated by the matched impedance Z0. When i = j, the definitive term
changes into a reflection coefficient and it now characterizes Sii. Looking at the N
port coil system of Fig.4.6, a voltage source V with source impedance Z0 is applied
across port i while all other ports, including port j are terminated by matched loads.
This configuration is defined as part of the User-defined inputs in the Pre-Processor
unit of the MoM implementation. For this circuit arrangement, the currents Iii and
Iji are determined by solving the underlying MoM matrix equations for the case of
the loaded RF coil. Once a solution for the port current Iii is obtained, the input
impedance Zii at port i can be determined as
Zii =
Vii
Iii
=
V − IiiZ0
Iii
(4.3)
The element Sii of S can now be determined as the reflection coefficient at port i
when all other ports are terminated by matched loads. This can be written as
Sii =
V −i
V +i
=
Zii − Z0
Zii + Z0
(4.4)
Similarly, the transmission coefficient Sji from port i to port j when all other ports are
terminated by matched loads can subsequently be found using (4.2). From Fig.4.6,
88
we note that
Vii = V
+
i + V
−
i
= (1 + Sii)V
+
i (4.5)
Now since port j is terminated by the matched load Z0, we have that V
+
j = 0. This
implies that
Vji = V
−
j = IjiZ0 (4.6)
Finally, we can express the transmission coefficient Sji observed at port j in the form
Sji =
IjiZ0
V − IiiZ0 (1 + Sii) (4.7)
With the aid of (4.4) and (4.7), we have been able to realize an equivalent circuit
model in terms of the scattering matrix S of an RF coil. We would like to add that
S completely characterizes the electrical circuit properties of the RF coil. This will
allow us to determine pertinent circuit parameters such as decoupling capacitors, as
well as tuning and matching capacitors required to resonate the RF coil at its Larmor
resonance frequency.
4.3 Tuning and Matching Requirement
The process of tuning and matching RF coils to their associated coupling circuits
can be achieved by using lumped element capacitors in a two-element or L-section
network configuration. All RF coils possess an inherent inductance due to the spatial
distribution of their conductors around the region of interest, and also because of the
size of their current-carrying conductors. As such, RF coils will be highly efficient
when they are operated at their resonance frequencies. The tuning process establishes
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a resonance condition in the RF coil at the desired Larmor frequency. The resonance
phenomenon guarantees some form of rudimentary signal amplification as well as
frequency selectivity. The result is that the typically weak NMR signal will equate
to large signal changes in the RF coil. This large signal change, although still not
strong enough, can further be amplified and processed in order to reveal important
information about the properties of the sample.
Matching is an important requirement for the design of RF circuits. It guarantees
the transfer of maximum power from the signal source to the load. According to
the maximum power transfer or conjugate matching theorem, maximum power is
transferred from the signal source if, and only if, the input impedance presented at
the signal source is equal to the complex conjugate of the source impedance. A proof
of the conjugate matching theorem is given in [68] and [69]. It should be noted
that conjugate matching does not necessarily yield a system with the best efficiency.
As an example, consider the case where the source impedance is real and the input
impedance presented to the source is also real. In this case, the load and the generator
are matched and there are no reflections on the transmission line. But only half the
power generated is delivered to the load yielding an efficiency of 50%. In essence, the
efficiency of the system can only be improved by making the source impedance as
small as possible.
4.3.1 L-Section Tuning and Matching
The L-section network is the simplest type of narrow band matching network used
in the tuning and matching of RF coils. It uses two lumped reactive elements that
are arranged in an L-section configuration to match arbitrary load impedances to
a transmission line. There exist two possible configurations for L-section networks.
These are the shunt and series configurations as illustrated in Fig.4.7(a) and (b). In
these configurations, the load impedance ZL is essentially the input impedance at any
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(a)
(b)
Figure 4.7: L-section network configuration: (a) Shunt configuration, and (b) Series configuration.
of the receiving or transmitting ports of the RF coil. This impedance can be obtained
from the scattering matrix S using any of the transformations presented in [68]. As
usual, the characteristic impedance of the connecting transmission line is denoted by
Z0. The lumped reactive elements jB and jX in each configuration could be either
inductive or capacitive, depending on the load impedance ZL. Thus, there exist eight
distinct possibilities for L-section matching using a combination of capacitors and
inductors. Let us now consider the case of tuning and matching the impedance of
ZL to the transmission line with characteristic impedance Z0. In this case, the coil
impedance ZL can be written as
ZL = RL + jXL (4.8)
91
(a) (b)
(c)
Figure 4.8: Possible locations of zL on a Smith chart: (a) zL resides in the unit r = 1 circle, (b)
zL resides in the unit g = 1 circle, and (c) zL resides outside both circles. The unit r = 1 circle is
shown in blue while the unit g = 1 circle is shown in red.
or in normalized form with respect to Z0 as
zL =
ZL
Z0
=
RL
Z0
+ j
XL
Z0
= rL + jxL (4.9)
where RL denotes the resistive component, and XL the reactive component of the
coil impedance. Based on the nature of the normalized impedance zL, it can reside in
three exclusive regions on the Smith chart as illustrated in Fig.4.8. We now consider
each of the three cases depicted in Fig.4.8 separately. When zL lies within the r = 1
circle as in Fig.4.8(a), there exists a unique constant conductance circle that passes
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through zL since rL > 1. The constant conductance circle will intersect the r = 1
circle at two distinct points zA and zB as shown in Fig.4.8(a). These points are
complex conjugates of each other, and can be expressed in the form zA,B = 1 ± j∆,
where the + sign refers to the point zA, and the - sign refers to its conjugate zB with
∆ representing its normalized reactance component. The normalized admittance yL
is given by
yL =
1
zL
=
1
rL + jxL
=
rL
r2L + x
2
L
− j xL
r2L + x
2
L
= α− jβ (4.10)
Similarly, the normalized admittances of zA and zB is given by
yA,B =
1
zA,B
=
1
1± j∆ =
1
1 + ∆2
± j ∆
1 +∆2
(4.11)
Since yA,B and yL reside on the same constant conductance circle, they must have
equal real components, or equal conductance components. Thus, we have
α =
1
1 + ∆2
(4.12)
Solving for ∆ gives
∆ =
√
1
α
− 1 (4.13)
Hence, we conclude that the L-section configuration of Fig.4.7(b) is needed to trans-
form zL into a unit normal impedance, and thus tune and match ZL to the trans-
mission line when zL lies exclusively in the r = 1 circle. The reactance jB that is
required to transform zL to either zA or zB, along the constant conductance circle as
shown in Fig.4.8(a), can be determined from (4.10) and (4.11) as
jB =
−jZ0
±∆
1 +∆2
+ β
(4.14)
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The remaining reactance jX that is required to transform zA,B to a unit normal
impedance is simply given as
jX = ±jZ0∆ (4.15)
Next, we consider the situation when zL lies exclusively in the g = 1 circle as illus-
trated in Fig.4.8(b). We observe that in this senario, zL and points yA and yB must
reside on the same constant resistance circle as shown. In this case, yA and yB can
be expressed in the form
yA,B = 1± jK (4.16)
since yA,B reside on the g = 1 conductance circle as shown in Fig.4.8(b). The corre-
sponding impedances zA and zB can be found easily from (4.16) as
zA,B =
1
yA,B
=
1
1± jK =
1
1 +K2
± j K
1 +K2
(4.17)
Now since zL and zA,B reside on the same constant resistance circle, they must have
equal resistive components. Thus, we have that
rL =
1
1 +K2
(4.18)
from which we determine K as
K =
√
1
rL
− 1 (4.19)
Clearly, the L-section configuration of Fig.4.7(a) is required in order to transform zL
into a unit normal impedance, thus tuning and matching ZL to the transmission line
when zL lies exclusively in the g = 1 circle. The series reactive component jX that is
required to transform zL to either point yA or yB can be determined using (4.9) and
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(4.17) as
jX = jZ0
( ±K
1 +K2
− xL
)
(4.20)
Similarly, the reactive component jB in Fig.4.7(a) is easily determined as
jB = ±jZ0
K
(4.21)
Lastly, we consider the final case when the impedance zL does not reside in either
unit circles. This situation is depicted in Fig.4.8(c). In this case, both a constant
conductance circle and a constant resistance circle can be drawn through zL as shown.
The implication of this statement is that both L-section configurations of Fig.4.7
can be used to tune and match zL to the transmission line when zL does not lie in
either circle. The values of the required reactive components jX or jB can easily be
determined using (4.14) and (4.15), or (4.20) and (4.21).
In conclusion, we would like to add that capacitive only solutions are sort after
for the implementation of the L-section network because capacitors have lower losses
and smaller physical dimensions when compared with inductors.
4.3.2 S-Matrix Approach to Tuning and Matching
In addition to L-section tuning and matching, another approach based on S-matrix
reduction finds prominent use in situations where reactive components are to be dis-
tributed along the profile of the RF coil. The distribution of reactive components,
especially capacitive components along the coil profile, is very important in the elimi-
nation of noise resulting from switching gradient fields. Also, it is sometimes beneficial
to distribute reactive components in order to maintain reactive symmetry, and hence
improve geometric decoupling of neighboring coils in an RF coil array. In the gen-
eral L-section tuning and matching described in the previous section, the MoM is
used to determined the input impedance ZL of the RF coil. Thereafter, a choice of
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network topology as well as suitable values of the reactive components jB and jX
are determined using the equations derived. When reactive components are to be
distributed along the coil profile, several iterations using the MoM are required in
order to determine ZL, since the values of the distributed reactances are unknown.
This will invariably lead to a significant increase in computation time.
The S-matrix reduction technique provides a solution to this problem by creating
extra input ports at all positions where reactive components are located. In effect,
the N -port coil system becomes an N +M -port system where M is the total number
of reactive components distributed along the coil profile. The MoM is applied to the
N + M port system in order to determine its scattering matrix S. The resulting
(N +M) × (N +M) S-matrix is then reduced into its original form by terminating
the M extra ports with reactive components that guarantee the correct S-matrix
response. To better explain the reduction process, consider a system with N ports.
The elements Sij of the S-matrix associated with these ports can be obtained using
(4.4) and (4.2). Now if an arbitrary port k is terminated by reactive component XL,
there will be wave reflection at port k since XL is not equal to the characteristic
impedance Z0. The reflection coefficient Γk at port k can be determined from
Γk =
V +k
V −k
=
XL − Z0
XL + Z0
(4.22)
As a result of the termination of port k, each element sij of the reduced N − 1 port
system will be modified according to
sij = Sij + SikSkj
Γk
1− SkkΓk (4.23)
When i = j, the value of XL that makes sij a minimum is the value required to
tune and match the coil system. If i 6= j, then the value of XL that minimizes sij
reactively decouples the coil system. The minimizing value of XL can be determined
96
by plotting a graph of sij against XL. When several ports are to be terminated,
(4.23) can be applied one port at a time until the original S-matrix is completely
reduced and minimized into sij. Clearly, this technique provides considerable savings
in computation time since no MoM simulation run is required after the S-matrix
has been determined. In summary, S-matrix reduction is a very versatile technique
and can also be used to determine the reactive components required to implement
capacitive or inductive decoupling of nearest-neighbor RF coils in an RF coil array.
4.4 Simulation Models and Validation
In this section, we discuss the validation of our MoM implementation based on four
different simulation models. These simulation models have been developed explicitly
to validate the three different integral equations that form the foundation of our MoM
implementation. These base equations are the Surface-Surface, Volume-Volume and
Surface-Volume integral equations as discussed in Section 3.4. For the first simulation
model, we consider the determination of the inductance of a circular ring of negligible
or very thin cross-section. The second simulation model is based on the classic elec-
tromagnetic problem of scattering of an incident electromagnetic wave by a dielectric
sphere. The third simulation model also considers scattering of an electromagnetic
wave by a dielectric sphere, but in this case the source of the electromagnetic wave is
a thin circular ring of negligible cross-section. Lastly, we consider the determination
of the frequency response of a loaded low-pass quadrature Bird Cage RF coil. Of
the four models considered, the first two models have associated analytical solutions
that have been used as comparisons. However, the last two simulation models do
not have associated analytical solutions. Consequently, their validation was based on
strict observation in accordance with established electromagnetic principles, as well
as comparisons with actual physical measurements of a constructed prototype based
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on the models. We begin by presenting the four simulation models and discussing
their implementation. Thereafter, we present results of the MoM simulations and
discuss their significance in our validation process.
4.4.1 Inductance Calculation Model
We now consider the implementation and validation of a simulation model based on
the determination of inductance. Our goal is to determine the inductance of thin
circular rings of negligible or very thin cross-sections, and compare them with those
obtained from established formulas that were developed in [70]. The diagram of a
thin circular ring of negligible cross-section is shown in Fig.4.9. As seen, the radius of
the circular ring is denoted by r, while the width of the ring is denoted by w. Several
circular ring models were created that differ from one another by variations in r and
w. We begin our modeling implementation by creating triangular surface meshes of
the thin circular rings using EasyMesh [71]. EasyMesh generates two dimensional, un-
structured, Delaunay, and constrained Delaunay triangulations in general domains.
As such, another application was developed explicitly to transform the generated
2D meshes into 3D surface mesh representations of the circular rings. This appli-
cation used a simple rectangular-to-cylindrical coordinate transformation to convert
Figure 4.9: A circular ring of negligible or very thin cross-section.
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Table 4.1: Radius and width configurations of the thin circular rings with all dimensions in meters
Radius (m) Width (m) Total Triangles Total RWG Elements
0.06 0.015 13076 19225
0.06 0.020 11150 16410
0.06 0.025 13922 20564
0.06 0.030 11586 17110
0.06 0.035 15612 23126
0.05 0.020 9312 13701
0.055 0.020 10252 15088
0.065 0.020 12136 17863
0.07 0.020 13078 19251
the nodes of the 2D meshes into equivalent nodes that are wrapped on a cylinder in
3D space. A total of nine thin circular ring meshes were considered. Fig.4.10 shows
their 3D surface meshes after coordinate transformation. The configurations used for
the radii and widths, as well as the total number of triangles and RWG elements
in the surface discretization is as tabulated in Table.4.1. The source of excitation
was chosen to be a delta-gap voltage source of 1V with a corresponding frequency
of 100kHz. The solution for the surface currents on the thin circular rings are then
obtained using our MoM implementation. Since the problem setup does not involve
any inhomogeneous bodies, the surface current solutions were all obtained by solving
the Surface-Surface MoM equation for the unknown current distributions. Once the
surface current solutions have been obtained using the MoM, the inductance of each
ring can then be determined from the ring impedance at the excitation port. This
impedance can easily be obtained from the relationship between the port voltage and
port current. For verification purposes, the inductance of each ring was then deter-
mined using the inductance calculation formulas presented in [70] and later compared
with those obtained using the MoM formulations. The results of the comparison are
as tabulated in Table.4.2. There is certainly good agreement between the inductance
values obtained using the MoM formulation and the inductance calculation. This
undoubtedly validates our implementation of the MoM using Surface-Surface MoM
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(a) Meshes of constant radii
(b) Meshes of constant widths
Figure 4.10: 3D surface meshes of thin circular rings: (a) ring meshes with equal radii but variable
width, and (b) ring meshes with variable radii and equal widths.
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Table 4.2: Inductance values for thin circular rings. Inductance obtained using the MoM is com-
pared against those obtained using established formulas
Inductances
Radius (m) Width (m) MoM (µH) Formula (µH)
0.06 0.015 0.2167 0.2186
0.06 0.020 0.1953 0.1971
0.06 0.025 0.1794 0.1809
0.06 0.030 0.1667 0.1678
0.06 0.035 0.1558 0.1572
0.05 0.020 0.1518 0.1533
0.055 0.020 0.1733 0.1748
0.065 0.020 0.2182 0.2192
0.07 0.020 0.2410 0.2431
integral equations. Finally, we would like to add that the inductance calculation for-
mulas presented in [70] only provides an approximation of the actual inductance, and
this approximation is independent of frequency.
4.4.2 Incident Wave Scattering Model
In this section, we discuss the implementation of an incident wave scattering model
to validate our Volume-Volume MoM integral equation. The incident wave scattering
model completely embodies the classical problem of scattering of an incident wave by
a dielectric sphere. Analytical solutions to this classic problem are readily available
in the form of the so-called Mie Series [72]. For the implementation of the scat-
tering model, we consider a sphere of radius r=0.02m. Volumetric discretization of
the sphere resulted in a volume mesh with 23048 tetrahedra and 28477 edges. The
number of independent basis edges was then determined using the procedure out-
lined in Section 3.3.3. This resulted in 24093 identified independent basis edges. A
mesh of the discretized spherical region is as shown in Fig.4.11. The volume mesh
was generated using the simple mesh generator of [73]. The sphere was assigned a
dielectric constant of εr = 2.0, while its conductance was varied in accordance with
σ = 0.0, 0.2, 0.5, 0.75, 1.0S/m. The incident electromagnetic wave was chosen to be
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Figure 4.11: Volumetric discretization of a sphere of radius r=0.02m.
a plane wave traveling along the positive z-axis with an amplitude of 1.0V/m and
a frequency of 200MHz. It is assumed that the electric field component of the wave
oscillates along the positive x-axis. Results from our MoM implementation with the
configuration given above, were compared against those obtained using the Mie series
implementation with the same input configuration. The results of the comparison
are as depicted in Fig.4.12 to Fig.4.16. We observe that our numerical MoM solu-
tions are well behaved, and hence provide us with values of electric and magnetic
fields that agree very well with exact values. Also, for situations where there is an
associated conductance, σ > 0, we see that the MoM solutions clearly describe wave
attenuation in the volume as expected. In conclusion, these results demonstrate ex-
cellent performance of our MoM implementation and help validate its accuracy and
correctness.
4.4.3 Circular Ring Scattering Model
In this arrangement, we also consider the scattering of an incident wave by a dielectric
sphere. However, in this case, the source of the incident wave is radiation from a
circular ring of negligible cross-section. This model was developed to help validate
our complete MoM implementation of the Surface-Volume MoM integral equation
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(a) (b)
(c) (d)
(e) (f) (g)
(h) (i) (j)
Figure 4.12: Mie series solution versus MoM solution for εr = 2.0 and σ = 0.0 S/m. (a) and (c)
indicate the Mie series solution for the magnitude of the electric and magnetic fields on the surface
of the sphere, while (b) and (d) show the corresponding MoM solutions. (e), (f) and (g) show the
magnitude of the electric field along the x, y and z axes, while (h), (i) and (j) show the corresponding
magnetic field. The Mie series solution is shown as solid lines, while the MoM solution is shown as
dashed lines. All spatial dimensions are in [m], with the electric and magnetic fields in V/m and T.
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(a) (b)
(c) (d)
(e) (f) (g)
(h) (i) (j)
Figure 4.13: Mie series solution versus MoM solution for εr = 2.0 and σ = 0.2 S/m. (a) and (c)
indicate the Mie series solution for the magnitude of the electric and magnetic fields on the surface
of the sphere, while (b) and (d) show the corresponding MoM solutions. (e), (f) and (g) show the
magnitude of the electric field along the x, y and z axes, while (h), (i) and (j) show the corresponding
magnetic field. The Mie series solution is shown as solid lines, while the MoM solution is shown as
dashed lines. All spatial dimensions are in [m], with the electric and magnetic fields in V/m and T.
104
(a) (b)
(c) (d)
(e) (f) (g)
(h) (i) (j)
Figure 4.14: Mie series solution versus MoM solution for εr = 2.0 and σ = 0.5 S/m. (a) and (c)
indicate the Mie series solution for the magnitude of the electric and magnetic fields on the surface
of the sphere, while (b) and (d) show the corresponding MoM solutions. (e), (f) and (g) show the
magnitude of the electric field along the x, y and z axes, while (h), (i) and (j) show the corresponding
magnetic field. The Mie series solution is shown as solid lines, while the MoM solution is shown as
dashed lines. All spatial dimensions are in [m], with the electric and magnetic fields in V/m and T.
105
(a) (b)
(c) (d)
(e) (f) (g)
(h) (i) (j)
Figure 4.15: Mie series solution versus MoM solution for εr = 2.0 and σ = 0.75 S/m. (a) and (c)
indicate the Mie series solution for the magnitude of the electric and magnetic fields on the surface
of the sphere, while (b) and (d) show the corresponding MoM solutions. (e), (f) and (g) show the
magnitude of the electric field along the x, y and z axes, while (h), (i) and (j) show the corresponding
magnetic field. The Mie series solution is shown as solid lines, while the MoM solution is shown as
dashed lines. All spatial dimensions are in [m], with the electric and magnetic fields in V/m and T.
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(a) (b)
(c) (d)
(e) (f) (g)
(h) (i) (j)
Figure 4.16: Mie series solution versus MoM solution for εr = 2.0 and σ = 1.0 S/m. (a) and (c)
indicate the Mie series solution for the magnitude of the electric and magnetic fields on the surface
of the sphere, while (b) and (d) show the corresponding MoM solutions. (e), (f) and (g) show the
magnitude of the electric field along the x, y and z axes, while (h), (i) and (j) show the corresponding
magnetic field. The Mie series solution is shown as solid lines, while the MoM solution is shown as
dashed lines. All spatial dimensions are in [m], with the electric and magnetic fields in V/m and T.
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since it contains both surface and volume discretizations. There are no analytical
solutions available for this setup, so we will base our validation on deductions about
the wave behavior in the dielectric sphere. The model setup is shown in Fig.4.17.
The sphere is of radius r = 0.02m with a dielectric constant εr = 2.0 as in the
incident wave scattering model. The conductance of the sphere σ take on values in
the list σ = 0.1, 1.0, 10.0, 50.0S/m. The ring has a radius r = 0.06m with a width
w = 0.015m. After discretization, the volume mesh yielded 6339 tetrahedra with
6777 independent basis edges while the surface mesh gave 1504 triangles and 2066
RWG elements. An excitation voltage of 1V at a frequency of 200.0MHz was applied
to the input port of the circular ring. Next, we apply our MoM implementation to
obtain solutions for the electric and magnetic fields in the sphere for various values
of σ. The results obtained for the electric and magnetic fields are shown in Fig.4.18
through Fig.4.21. From these results, we observe that as σ increases in value, the
magnitude of the electric and magnetic fields in the sphere decreases correspondingly.
This is the expected behavior since the wave should attenuate due to conduction
losses in the sphere. Also, we see that the magnitude of the electric field on the
Figure 4.17: Arrangement for modeling scattering by a dielectric sphere. In this case the incident
wave emanates from the circular ring.
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(a) (b)
(c) (d) (e)
(f) (g) (h)
Figure 4.18: Scattering of electromagnetic waves emanating from a circular ring by a dielectric
sphere with εr = 2.0 and σ = 0.1S/m. (a) Magnitude of electric field on the surface of the sphere,
(b) magnitude of magnetic field on the surface of the sphere. The magnitude of the electric field is
shown along the (c) x, (d) y and (e) z axes. Similarly, the magnitude of the magnetic field is also
shown along the (f) x, (g) y and (h) z axes. All spatial dimensions are in [m], with the electric and
magnetic fields in V/m and T.
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(c) (d) (e)
(f) (g) (h)
Figure 4.19: Scattering of electromagnetic waves emanating from a circular ring by a dielectric
sphere with εr = 2.0 and σ = 1.0S/m. (a) Magnitude of electric field on the surface of the sphere,
(b) magnitude of magnetic field on the surface of the sphere. The magnitude of the electric field is
shown along the (c) x, (d) y and (e) z axes. Similarly, the magnitude of the magnetic field is also
shown along the (f) x, (g) y and (h) z axes. All spatial dimensions are in [m], with the electric and
magnetic fields in V/m and T.
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Figure 4.20: Scattering of electromagnetic waves emanating from a circular ring by a dielectric
sphere with εr = 2.0 and σ = 10.0S/m. (a) Magnitude of electric field on the surface of the sphere,
(b) magnitude of magnetic field on the surface of the sphere. The magnitude of the electric field is
shown along the (c) x, (d) y and (e) z axes. Similarly, the magnitude of the magnetic field is also
shown along the (f) x, (g) y and (h) z axes. All spatial dimensions are in [m], with the electric and
magnetic fields in V/m and T.
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Figure 4.21: Scattering of electromagnetic waves emanating from a circular ring by a dielectric
sphere with εr = 2.0 and σ = 50.0S/m. (a) Magnitude of electric field on the surface of the sphere,
(b) magnitude of magnetic field on the surface of the sphere. The magnitude of the electric field is
shown along the (c) x, (d) y and (e) z axes. Similarly, the magnitude of the magnetic field is also
shown along the (f) x, (g) y and (h) z axes. All spatial dimensions are in [m], with the electric and
magnetic fields in V/m and T.
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(a) (b)
Figure 4.22: Low-pass quadrature birdcage coil: (a) physical prototype, and (b) surface mesh
model with volume load mesh.
surface of the sphere decreases as σ increases. Clearly this is because the tangential
component of the electric field at the surface tends to zero as the conductance at
the boundary increases. In summary, the nature of the electromagnetic wave in the
volume of the sphere is very similar to that exhibited by the incident wave scattering
model described earlier. This similarity in behavior provides some validity in the
implementation of the Surface-Volume MoM integral equation. In the next section,
we will improve upon this validity by considering comparisons with actual physical
measurements.
4.4.4 RF BirdCage Coil Model
The bird cage RF coil is the most common volume RF coil used in MRI imaging [7].
It finds particular use as an RF transmit coil where it establishes the required uniform
magnetic field to excite the sample in the region of interest. In this section, we intend
to simulate the frequency response of a loaded low-pass quadrature birdcage RF coil
and compare it against actual physical measurements using a network analyzer. For
the low-pass quadrature birdcage coil of Fig.4.22(a) [74], a mesh model was generated
as shown in Fig.4.22(b) with a diameter of 104mm and a height of 86mm. The mesh
model has 8 rungs each of width 9.5mm. The biological load is a simple cylinder of
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diameter 84mm with electrical properties corresponding to human muscle at 63.6MHz.
The birdcage model was discretized into a surface mesh of 6038 triangular elements,
while the cylindrical load was discretized into a volume mesh with 3452 tetrahedra.
The birdcage model was treated as an 8-port system where each port corresponds to
a capacitor location. Two of the 8-ports act as input ports that drive the coil in a
quadrature configuration. Our MoM implementation is then used to solve the system
at 63.6MHz and determine its scattering matrix S. From the S-matrix, we determined
the values of the capacitors needed to achieve resonance at 63.6MHz. The simulated
magnetic field of the loaded birdcage coil is shown in Fig.4.23. From Fig.4.23(a)
and (b), we observe the highly uniform magnetic field normally associated with the
birdcage coil. We also observe the quadrature nature of the magnetic field on the x−y
plane. This a consequence of driving the input ports in quadrature. The magnitude
of the combined magnetic field along the x − z plane is also shown in Fig.4.23(c).
In order to validate our MoM formulation, we built a prototype quadrature birdcage
coil with dimensions identical to those of our coil model (see Fig.4.22(a)). We then
compared our MoM simulation results of S-matrix parameters (S11,S21) with those
obtained from actual physical measurements using a network analyzer under loaded
conditions. The result of the comparison is depicted in Fig.4.24. Immediately upon
(a) (b) (c)
Figure 4.23: Magnetic field simulation of a loaded birdcage coil: (a) and (b) are the quadrature
fields on the x− y plane, and (c) is the magnitude of the combined fields along the x− z plane.
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(a) (b)
(c) (d)
Figure 4.24: Simulated and measured S parameter plots: (a) simulated S11, (b) simulated S21, (c)
measured S11 and (d) measured S21.
viewing Fig.4.24, we observe that the profiles of the S11 and S21 curves are very
similar in simulation as well as in actual physical measurements. This undoubtedly
provides the necessary validity of our MoM implementation of the Surface-Volume
integral equation. In summary, we have demonstrated the ability to efficiently and
effectively simulate the frequency response of loaded MRI RF coils using the Method
of Moments.
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Chapter 5
4-Channel Breast MRI Coil Design
In this chapter, we discuss the development of a 4-channel RF coil for breast imaging
in a 1.5T clinical MRI system. The 4-channel breast coil is essentially a localized
receive-only RF coil that improves upon the design proposed in [75] in order to fa-
cilitate bilateral imaging of the breast. The design methodology was inspired by
the multi-channel array concept, where multiple conductive strips are arranged in an
anatomically conforming profile with the goal of improving sensitivity and filling fac-
tor. The 4-channel RF coil system is made up of two RF coils with each coil providing
two independent receive channels. The unique design of the coil system facilitates its
operation in a dual-channel configuration since each RF coil provides two resonant
modes that can be combined in single-channel quadrature configuration, thus pro-
viding a high SNR in conjunction with good B1 field coverage across the region of
interest.
5.1 Design
The 4-channel RF breast coil was developed specifically for screening women with a
D cup bra size [76], although it can also be used for screening women with lower sizes.
The spatial configuration and geometric orientation of the RF coil closely conforms
to the shape of the female breast, thus increasing its sensitivity and filling factor for
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maximum SNR gains. The symmetric nature of the design guarantees extendability,
scalability to various breast sizes, and flexibility of use with existing MRI systems
with B0 field strengths in the range from 0.5T to 3.0T. The design explicitly targeted
conventional 1.5T MRI breast screening systems with a corresponding resonance fre-
quency of 63.6MHz.
The basic geometric profile of the 4-channel breast coil is shown in Fig.5.1. The
structure features an anatomically correct cup-coil configuration that can be realized
using conductive strips. The coil profile of the 4-channel breast coil was realized using
the dual-channel configuration of Fig.5.2(a). The unique design of the dual-channel
coil configuration has already been shown to possess high SNR in conjunction with
good B1 field coverage [75] and [77]. In effect, we essentially combined two dual-
channel coils on a common conductive strip along their flattened base ring member.
The base ring member has been flattened to facilitate side access to the breast tissue
during biopsy. The is an improvement over the original design proposed in [75] which
Figure 5.1: Geometric profile of the 4-channel breat coil.
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(a) (b)
(c) (d)
Figure 5.2: Basic dual-channel RF coil configuration [75]: (a) basis structure definition, (b) defi-
nition of base ring mode, (c) definition of strap mode and (d) definition of combined mode.
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does not allow for easy access to the breast tissue during biopsy. The basic principle
of operation of each dual-channel coil can be explained by referring to diagrams in
Fig.5.2(b)-(d). Each dual-channel coil possesses a segmented coil profile that offers
two basic resonant receiving modes that can be operated in a quadrature configura-
tion. These receiving modes are defined along the current paths described by the base
ring member and the strap member as shown in Fig.5.2(b) and Fig.5.2(c). The first
resonance mode is termed Mode 0, and it is characterized by induced current flow I0
only in the base ring member as shown in Fig.5.2(b). On the other hand, the second
resonance mode is characterized by induce current flow I1 in all conducting members,
where the magnitude of the induced current in the strap member is twice that in the
base ring member as shown in Fig.5.2(c). This resonance mode is termed Mode 1
and it can be combined in quadrature with Mode 0 as shown in Fig.5.2(d). Thus, if
four receive channels are not available, the 4-channel breast coil can be operated in a
dual-channel configuration.
5.2 Design Considerations
The 4-channel breast coil is a receive-only RF coil that is to be integrated into an
existing clinical MRI system. Most clinical MRI systems feature a body resonator
coil that generates the required RF transmit pulses. As such, the 4-channel breast
coil must be detuned when the body resonator coil is generating the RF transmit
pulse. In addition, the impedance of the 4-channel breast coil must be made large
enough during transmit in order to suppress the large circulating currents that will be
induced in the coil. Another issue of concern is the minimization of coupling between
coil members that are more distant neighbors, in this case the strap members of each
dual-channel coil. Conventional decoupling techniques such as overlapping of nearest-
neighbor coils or reactive decoupling cannot be applied in this case since the coils are
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not close to one another. These issues constitute some of the most important design
considerations in the development of the 4-channel breast coil. In this section, we will
discuss the implemented solutions that address these issues.
5.2.1 Passive Detuning
Passive detuning is a simple circuit implementation that utilizes passive electrical
components to detune an RF coil and also create the high impedance necessary to
reduce circulating current during transmit. A simple passive detune implementation
is shown in Fig.5.3. In this circuit implementation, the inductor L and capacitor C are
Figure 5.3: Passive detune circuit implementation.
chosen so that they form a parallel resonating circuit at the required RF frequency, in
our case 63.6MHz. A pair of back-to-back diodes D1 and D2 are connected in series
with the inductor L as shown in Fig.5.3. When the transmit RF coil is active, the
induced voltages in the receive coil are large enough to easily forward-bias diodes D1
and D2. The resulting effect is that L and C will be in parallel resonance at the
resonance frequency with an open circuit or high impedance across their terminals. If
the circuit in Fig.5.3 is connected in series with the conductive strips of the receiving
RF coil, then an open circuit or high impedance state is guaranteed in the receiving
RF coil during transmit. Thus, large induced current are effectively suppressed in
the receiving RF coil when the transmit RF coil is active. Now when the receiving
coil is active, the induced NMR signal are very weak and are not able to forward-bias
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diodes D1 and D2. Hence, the inductor L is cut-off from the circuit and the parallel
resonance effect is essentially neutralized. In addition, capacitor C is also chosen to
resonate with the receiving RF coil, so with L cut-off the resonance of C with the
receiving RF coil will be unaffected.
5.2.2 Active Detuning
The active detuning circuit implementation is essentially identical with the passive
detuning implementation shown in Fig.5.3 except for the fact that the back-to-back
diodes D1 and D2 are now replaced by a single pin diode. A pin diode is a special type
of semiconductor diode that functions as a current controlled variable resistor at RF
frequencies. The pin diode presence a low impedance to an RF circuit when forward-
biased with appropriate bias current. [78]. Under the application of a reverse-bias,
the pin diode is turned off and exhibits a high impedance. Using this property of
the pin diode, the inductor L can be connected or disconnected from the circuit by
applying a forward or reverse bias to the pin diode. As discussed previously, when the
inductor L is connected to the circuit, it resonates with the capacitor C to form an
open circuit or high impedance that effectively suppresses induced RF currents in the
receiving coil when the transmit RF coil is active. After transmission, the pin diode
is reversed-biased and this disconnects inductor L from the circuit allowing capacitor
C to resonate with the receiving RF coil at the NMR signal frequency.
5.2.3 Preamplifier Decoupling
Preamplifier decoupling is a technique that can be used to decouple nearest or more
distant coils in an RF coil array. This technique was first reported by [10] who used
low input impedance preamplifiers and overlapping of adjacent coils in a coil array to
eliminate interference among nearest and more distant neighboring coils. Decoupling
becomes important in the design of RF coil arrays because the coupling between coils
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Figure 5.4: Preamplifier decoupling circuit interface [10].
results in a splitting of the resonances which in turn causes a loss in sensitivity at
the required resonance frequency [10]. The basic preamplifier decoupling interface
is shown in Fig.5.4. This interface connects the input port of the receiving RF coil
to the low input impedance preamplifier. From Fig.5.4, we observe that if the input
impedance Ramp of the preamplifier is ideally zero, the inductor L and the capacitor
C form a parallel resonating circuit at the input port of the receiving RF coil. This
effectively suppresses the flow of induced currents in the receiving coil as a result
of mutual coupling. Furthermore, we would like to point out that suppressing the
induced current flow has no effect on NMR signal reception since the preamplifier is
a voltage amplification device. In this configuration, all coils in the coil array receive
independently because there is very little current flow. This results in no signal
coupling between coils. In a practical implementation, the input impedance Ramp
of the preamplifier is not ideally zero so there exists very minimal coupling between
coils. In effect, the lower the input impedance of the preamplifier, the greater the
amount of decoupling that can be achieved.
5.3 Coil Simulation
The simulation model used in the determination of the circuit parameters for the 4-
channel breast coil is shown in Fig.5.5. The model consists of a 3D surface mesh that
describes the conductive surfaces of the 4-channel breast coil and a 3D volume mesh
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Figure 5.5: 4-channel breast coil mesh model with load.
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Figure 5.6: Definition of ports used in the determination of the S matrix.
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that defines an appropriate biological load. The dimensions used in the construction
of the 3D surface mesh is given in Fig.A.1 and Fig.A.2. The 3D surface mesh resulted
in 5495 nodes with 9618 triangles that yielded 13774 RWG elements. Similarly, the
volume mesh encompassed 2555 nodes, 13326 edges and 8692 tetrahedra that resulted
in 10774 independent basis edges. The dielectric properties of the biological load was
chosen to be identical to those of breast fat at 63.6MHz [79, 80]. This is deemed a good
approximation since the breast is mainly made up of fat. The 63.6MHz frequency
corresponds to the center frequency at 1.5T of a clinical Siemens MRI system. The
surface resistivity of the conductive surface of the coil was chosen to that of copper
at 63.6MHz. A total of 17 excitation ports were defined along the conductive surface
of the coil. Only 4 of these ports are truly voltage excitation ports, the remainder
will define position along the coil surface where capacitive elements will be located.
It is essential to define these locations as ports so that we can determine the required
capacitive values from the resulting S matrix, in this case the initial 17×17 S matrix
will eventually be reduced to a 4×4 S matrix using (4.23). The 17 excitation ports
were defined as shown in Fig.5.6. With this definition, we setup our MoM simulation
to determine the S matrix of the coil model. This was done using the definition of
the S matrix as presented in (4.2). We arbitrarily chose one port as the excitation
port while all other ports are terminated in matched loads of 50Ω. A voltage of
1V at a frequency of 63.6MHz is applied across the excitation port in series with a
50 Ω impedance and the resulting model is simulated using our implementation of
the MoM. This process is repeated until all ports have been excited in turn on an
arbitrary basis with all other ports terminated by match loads. From the results of the
MoM simulations, we constructed the required 17×17 S matrix using (4.4) and (4.7).
Once the S matrix is constructed, it becomes a template for the determination of
all required coil capacitances. The main coil capacitances are shown in the simplified
circuit schematic of Fig.5.7. We have the main decoupling capacitor C2 that decouples
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Figure 5.7: A simplified circuit schematic of the 4-channel breast coil. The 4 channels or receiving
ports are labeled as 1–1, 2–2, 3–3 and 4–4. The base ring channels are identified as 1–1 and 3–3
while the strap channels are denoted by 2–2 and 4–4.
the 2 base ring channels. In addition, capacitors C1 and C3 are used to ensure that the
base ring channels are well balanced and properly decoupled from the strap channels.
They should have the same capacitance as the decoupling capacitor C2 to ensure a
proper balance. Furthermore, capacitors C4 and C5 are the tuning capacitors of the
strap channels while capacitors C6, C9, C10 and C13 are used to tune the base ring
channels respectively. Similarly, capacitors C14 and C15 are the matching capacitors
of the strap channels while C8, C9, C11 and C12 serve as matching capacitors for the
base ring channels. In order to determine the decoupling capacitor C2, we reduced
the original 17×17 S matrix into a 3×3 S matrix by terminating ports 1, 3, 6, 9,
10 and 13 by a short circuit, and ports 4, 5, 7, 8, 11, 12, 16 and 17 by an open
circuit. The only remaining ports are 2 and the base ring channels at port 10 and
15 respectively. Next, we terminate port 2 by a varying capacitance while observing
the transmission coefficient between ports 10 and 15. A graph of the transmission
coefficient between port 10 and 15 versus the capacitance at port 2 is shown in Fig.5.8.
The value of the capacitance at port 2 that minimizes the transmission coefficient
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Figure 5.8: Transmission coefficient of the base ring channels versus terminating capacitance.
between port 10 and 15 is the required decoupling capacitance. From Fig.5.8, this
value was determined to be 143.56pF and it resulted in a transmission coefficient
of -59.2156dB. We now replaced the short circuits at port 1 and 3 with this value
of capacitance and observed no changes in the decoupling. With capacitors C1, C2
and C3 defined, we proceed to determine the tuning and matching capacitors of the
base ring channels. We terminated the base ring channel at port 15 by an open
circuit and determine the impedance looking in at port 10. After the impedance
is determined, we use the formulas presented in [10] to determine the tuning and
matching capacitors C6, C9, C7 and C8 as 51.82pF, 51.82pF, 322.9pF and 322.9pF
respectively. Because of symmetry capacitors C10, C13, C11 and C12 were chosen to be
of the same capacitances as capacitors C6, C9, C7 and C8, in the same order. Similarly,
we terminate all channels by open circuits, except the strap channel defined at port
16. The impedance looking into port 16 was then determined, and with the help
of the formulas in [10], we found the required tuning and matching capacitance C4
and C14 of the strap channel to be 35.75pF and 290.5pF. The other strap channel
will have similar values of capacitance because of symmetry. With these values of
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external components, we determined the B1 field distribution of the 4-channel breast
coil as shown in Fig.5.9. The result shows ample B1 field coverage in the ROI. Also,
the surface current distribution for the strap and ring modes are shown in Fig.5.10
and Fig.5.11, with the streamlines indicating the direction of current flow. This is
consistent with the definition of current flow as depicted in Fig.5.2(b) and Fig.5.2(c).
Next, we consider the determination of the resistive and reactive components at all
17 ports, in order to model the frequency response of the RF coil. These can be found
from the original S matrix using procedures described in [68]. Afterwards, we vary
these components with frequency in the original S matrix, while terminating all ports
with their respective capacitances. This reduces the S matrix into a 4×4 matrix. The
corresponding frequency sweep of the resulting Smatrix elements is shown in Fig.5.12.
This procedure is only an approximation of the S parameter sweep. However, it works
especially at frequencies in the 3dB bandwidth as demonstrated in [74]. Furthermore,
this techniques provides significant savings in computation time required to perform
an actual sweep of frequencies.
5.4 Coil Construction
The 4-channel RF breast coil will be housed in a mechanical holder to provide patient
comfort and support during the imaging process. The physical dimensions of the
mechanical holder is shown in the CAD model of Fig.A.3. The CAD model was
designed as a template for the machining of the mechanical holder using a Computer
Numerical Control (CNC) machine. The model was created using the commercially
available CAD package SolidWorksR© design suite. We chose to machine the holder out
of cast acrylic since cast acrylic is relatively inexpensive and durable with very good
electrical insulating properties at relatively moderate frequencies. It is also shatter
resistant and very easy to fabricate on a CNC machine.
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(a) Axial view
(b) Sagittal view
(c) Coronal view
Figure 5.9: B1 field distribution of the 4-channel breast coil: (a) axial view, (b) sagittal view, and
(c) coronal view. The B1 field is measured in Tesla.
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Figure 5.10: Simulated current distribution of the base ring mode. The streamlines indicate the
direction of the surface current flow. This is consistent with the definition of the current flow of the
base ring mode as shown in as depicted in Fig.5.2(b)
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Figure 5.11: Simulated current distribution of the strap mode. The streamlines indicate the
direction of the surface current flow. This is consistent with the definition of the current flow of the
base ring mode as shown in as depicted in Fig.5.2(c)
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(a)
(b)
(c)
Figure 5.12: Simulated S parameter frequency sweeps: (a) S11 sweep, (b) S22 sweep and (c) S21
sweep.
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Figure 5.13: Photograph of the completed 4-channel RF breast coil prototype.
After the machining and assembly of the mechanical holder, adhesive copper tapes
were placed on the external surfaces of the strap members of the holder to form the
strap channel conductors. The dimensions of the strap member of the mechanical
holder is shown in Fig.A.1. The copper tape was segmented by a tiny gap of 2mm
between segments where the tuning capacitors of the strap channels would be sol-
dered. Also, this would serve as the location of the passive detune circuit components
of the strap channels. The thickness of the copper tape was 38µm which is suffi-
cient to allow RF propagation and impede lower frequency eddy currents caused by
switching gradient fields. The dimensions and circuit schematic of the base ring chan-
nels and associated circuit components are shown in Fig.A.2 and Fig.A.4. All circuit
components are non-magnetic since the coil will be placed in a strong magnetic field
of strength 1.5T. The schematic was used in the construction of the printed circuit
board (PCB) shown in Fig.A.5. The PCB was eventually populated and fastened
to the mechanical holder using plastic screws. Finally, the ends of the strap channel
conductors were soldered on the PCB to complete the fabrication of the 4-channel
breast coil. The photograph of the completed prototype can be seen in Fig.5.13. A
detailed listing of circuit components is available in Appendix B.
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5.5 Bench Measurements
After completing construction on the prototype coil, we must tune and match the
loaded coil before it can be used in an MRI scanner. Before proceeding, we must
verify all connections on the PCB and ensure that they are as specified in the circuit
schematics. Also, we must ensure that all circuit components are fully functional
and are operating as specified. After the verification process, the coil is loaded and
connected to a network analyzer for tuning and matching analysis. The base ring
channels must be tuned and matched before any of the strap channels. This is es-
sential and greatly simplifies tuning and matching of the strap channels, because the
strap channels share the same capacitors used in tuning and matching the base ring
channels. Tuning and matching involves adjusting the tuning and matching capac-
itors until there is a dip in the reflection coefficient at the resonance frequency for
the specified port channel, while the coil is loaded with a human subject. Once the
base ring channels have been tuned and matched to the load, we proceed to tune
and match the strap channels. Essentially, we followed the same steps in tuning and
matching the base ring channels until we observed the dip in reflection coefficient at
the resonance frequency of 63.6MHz. During the tuning and matching process, we
captured some screen shots of the S parameter sweeps from the network analyzer. The
measured response is shown in Fig.5.14. We observe that the isolation between the
base ring and strap channel can be adjusted to fall between -18 and -35dB, depending
on the load conditions. This indicates that there is adequate decoupling between the
base ring and strap channels. Also, we observed that the percentage bandwidth of
the prototype coil seem to vary between 3.0% and 5.1% depending on the loading
conditions. In addition, we can see that the simulated response of Fig.5.12 compares
very well with the measured response from the network analyzer. This is viewed as
further validation of our MoM simulations of RF coils. Finally, we would like to note
that although we were able to accurately predict the tuning capacitors of the base
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(a)
(b)
Figure 5.14: Measured S parameter frequency sweeps: (a) S parameter sweeps for channel 1 and
2, and (b) S parameter sweeps for channel 3 and 4.
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ring channels as well as the decoupling capacitors between these channels, there were
differences between simulated and actual matching capacitors of the base ring chan-
nels as well as both tuning and matching capacitors of the strap channels. For the
base ring channels, we predicted matching capacitance of 322.9pF but we deployed
only 200pF for matching in the actual prototype. Furthermore, because the tuning
and matching capacitors of the base ring channels are shared by the strap channels,
we expect similar discrepancies in both tuning and matching capacitance for the strap
channels. For the strap channels, we predicted tuning and matching capacitances of
35.75pF and 290.5pF but we deployed 58pF and 161pF in the prototype. The dis-
crepancy between simulated and actual capacitances is attributable to the fact that
we used a very simple human breast fat model for our MoM simulations. As such, the
resistances at the receiving ports used in the calculation of matching capacitors [10]
will be less than in the actual loaded prototype, since losses in our breast fat model
are smaller than losses in an actual human breast.
5.6 Imaging
All image acquisitions were performed on a clinical 1.5T Siemens MRI system. For
preliminary imaging, a simple water based phantom was utilized. Water based phan-
toms are considered to be heavy loads for most MRI RF coils because of the high
conductance of water compared to most body tissues [80]. The imaging protocol used
for the acquisition of the phantom dataset is given in Table.5.1. The goal of prelimi-
nary imaging is to determine the image uniformity and signal-to-noise ratio (SNR) of
the RF coil under load conditions. We employed two different methods to measure the
image SNR from the phantom dataset. These methods are referred to as the NEMA
MS 1 and NEMA MS 6 standards; they are part of a series of test standards specif-
ically developed by the medical diagnostic imaging industry as part of the National
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Table 5.1: Imaging protocol used for the acquisition of the phantom dataset.
Parameter Dimension
Pixel bandwidth (Hz/pixel) 260
Voxel dimensions (mm) 1.5625 × 1.5625
Slice thickness (mm) 2
Sequence repetition time, TR (ms) 100
Echo delay time, TE (ms) 10
Number of signal averaged (NSA) 1
Data acquisition matrix size 256 × 256
Field of view (mm) 400 × 400
Electrical Manufacturers Association (NEMA) for the determination of performance
parameters governing the quality of images from clinical MRI systems [81]. These
test procedures are normally carried out using the standard clinical operating modes
of the MRI system. Standard clinical operating modes include standard calibration
routines, standard clinical sequences and standard reconstruction procedures. The
major advantage of the first method is that it allows for the use of standard clinical
scanning procedures in the evaluation of SNR performance. The main drawback to
this method is that it can be very sensitive to system instabilities during image ac-
quisition. As such, the alternative method has been designed to be less vulnerable
to system instabilities. Next, we determine the image SNR using the first method as
outlined in the NEMA MS 1 standard [81] for the data acquired from the imaging
phantom as shown in Fig.5.15(a). The measurement region of interest (MROI) for
Figure 5.15: MROIs used for NEMA MS 1 SNR measurement for the 4-channel breast coil: (a)
image obtained using coil, (b) MROIs, and (c) subtraction image.
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the phantom dataset encloses a 10.0 × 16.6cm2 area for the right phantom and a
8.3 × 17.5cm2 area for the left phantom. These MROI are as shown in Fig.5.15(b).
The SNR in the MROI was determined according to the NEMA MS 1 standard as
follows:
• Determine the mean pixel value (S) within MROI.
• Create the subtraction image (Fig.5.15(c)) and allow for negative values.
• Calculate the standard deviations σ1 and σ2 using the two equations specified
in NEMA MS 1 for the first method.
• Calculate the image noise, η = σ/√2 for each standard deviation.
• Determine the SNR as S/η for each standard deviation and compare.
The SNR measurements for the phantom dataset are shown in Table.5.2. The results
from Table.5.2 indicate SNR values ranging from 175.2 to 201.5. These values are
much higher, about 7 to 9 times higher than those obtained from commercially avail-
able clinical 4-channel MRI RF coils [75]. We now continue with SNR measurements
on the phantom dataset using the second method as outlined in the NEMA MS 6
standard. We defined two MROIs for each phantom image which enclosed a 7 × 7
pixel area (10.94×10.94mm2) and an 11×11 pixel area (17.9×17.9mm2) centered at
the reference positions. The MROIs for the phantom dataset are shown in Fig.5.16.
Table 5.2: SNR measurements using the NEMA MS 1 standard.
Measurements Right Phantom Left Phantom
S 1109.1 1025.4
σ1 7.8 7.4
σ2 9.0 8.1
η1 5.5 5.2
η2 6.3 5.8
SNR1 201.5 195.7
SNR2 175.2 178.3
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Figure 5.16: MROIs used for NEMA MS 6 SNR measurement for the 4-channel breast coil.
The SNR was determined for the MROIs of Fig.5.16 according to the NEMA MS 6
standard as follows:
• Determine the mean pixel value (S) within MROI.
• Create the subtraction image.
• Calculate the standard deviations σ1 within the MROI of the subtracted image.
• Calculate the preliminary image noise estimate, P = σ1/
√
2.
• Define the noise evaluation area and calculate the standard deviation σ2 within
this area.
• Determine the SNR as S ∗ √2/σ2
Table 5.3: SNR measurements using the NEMA MS 6 standard.
Measurements Right Phantom Left Phantom
S 1157.7 1071.6
σ1 6.1 6.8
P 4.3 4.8
σ2 8.5 7.1
SNR 192.5 213.7
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The SNR measurement results from the NEMA MS 6 standard is shown in Table.5.3.
SNR values for the phantom dataset were 192.5 for the right phantom and 213.7 for the
left phantom respectively. These results compare well with those in Table.5.2. These
SNR measurements clearly indicate superior performance of the 4-channel breast coil
when compared with other commercially available 4-channel MRI RF coils.
Next, we consider the determination of image uniformity using the 4-channel
breast coil prototype. In this case, the image uniformity was measured using the
method outlined in the NEMA MS 3 standard for the phantom dataset. The image
was pre-processed by a 2D convolution with a nine point low-pass filter as specified in
NEMA MS 3, §2.3.1. The MROI for the phantom dataset encloses a 10.0× 16.6cm2
area for the right phantom and an 8.3×17.5cm2 area for the left phantom. The MROIs
for the dataset are shown in Fig.5.15(b). The peak deviation uniformity measure was
determined for the MROIs according to the NEMA MS 3 standard as follows:
• Determine the maximum and minimum pixel values (Smax, Smin) within the
MROIs specified.
• Calculate δ = (Smax − Smin)/2.
• Calculate S = (Smax + Smin)/2.
• Determine the peak deviation uniformity measure, N = 100 ∗ δ/S.
The measured peak deviation uniformity (N) for the coil was found to be 69.6 and
72.0 for the right and left phantoms respectively, as shown in Table.5.4. The results
Table 5.4: Image uniformity calculations using NEMA MS 3.
Measurements Right Phantom Left Phantom
Smin 301.0 271.5
Smax 1681.1 1669.0
δ 690.1 698.8
S 991.1 970.3
N 69.6 72.0
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obtained from SNR measurements and measured peak deviation uniformity of the
4-channel breast coil loaded with a water base phantom indicate that the distinctive
anatomical design offers superior SNR as well as goodB1 field uniformity and coverage
across the region of interest. The distinctive anatomically conforming profile of the
4-channel breast coil is protected under US patent 7,084,630.
Finally, we consider human clinical imaging with the 4-channel breast coil. We
obtained the Institutional Review Board (IRB) approval from Massachusetts General
Hospital in Boston, MA, and an informed written consent from our human patient in
order to proceed with limited human imaging experiments. Single accumulation high
resolution T1 weighted images of the human subject were acquired with acquisition
parameters TR=450ms, TE=14ms, 256×256 matrix, 40cm FOV and a slice thickness
of 2mm. An axial view of one such high resolution image is shown in Fig.5.17.
In summary, we have presented an MoM implementation that is very suitable
for the development of MRI RF coils. We applied our formulation in the design of
a 4-channel receive-only MRI RF coil for breast imaging at 1.5T. The coil profile
closely conformed to the shape of the female breast, and thus demonstrated improved
sensitivity and filling factor.
Figure 5.17: An axial view of a high resolution T1 image of the human breast.
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Chapter 6
Conclusion
6.1 Summary
In this dissertation, we presented a unique approach to the modeling of loaded MRI
RF coils using the Method of Moments. The method combined a surface integral
formulation with a volume integral formulation in order to qualitatively describe the
interaction between biological tissues and the electromagnetic fields produced by MRI
RF coils. Our approach is based on formulating an electromagnetic scattering prob-
lem and providing a solution of the electric field in terms of the current density. As
such, two distinct basis function definitions were developed in an effort to describe
the surface current density on the RF coil, and the sum of the volume current den-
sity and the displacement current density in the inhomogeneous biological tissue. We
discussed the development of the modified RWG basis function, and the use of the
impedance concept to account for conduction losses in the MRI RF coil. In addi-
tion, we showed that the total current density in an inhomogeneous material volume
is strictly divergence-free, and can be conveniently represented using the low-order
solenoidal basis function. The use of this low-order solenoidal basis function necessi-
tated the development of a unique algorithm for identifying the linearly independent
basis functions in the solenoidal basis set. The novel algorithm utilized a non-algebraic
approach that is dependent only on the properties of the solenoidal basis function,
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thus providing substantial savings in computational resources. The combined MoM
based formulations were developed into a multi-threaded software implementation on
a massively parallel computer system and validated against several analytical models
as well as measurements from actual physical prototypes. The results showed good
agreement and help establish the validity of our modeling technique.
To demonstrate a practical design implementation from concept to prototype con-
struction, a 4-channel receive-only RF coil was developed for clinical breast imaging at
1.5T. The coil featured two resonant receiving modes that can operate in quadrature,
and an anatomically conforming profile for improved sensitivity and filling factor. In
addition, the coil structure was designed around an open breast coil concept in order
to facilitate MRI-guided biopsy and patient comfort. From simulations of the loaded
4-channel RF coil, we were able to accurately determine its frequency response as well
as optimum values of tuning, matching and decoupling capacitors. Imaging tests were
conducted on a pair of phantoms as well as on a human patient after obtaining the
proper authorization. The tests indicated that the 4-channel RF coil achieved good
field uniformity and high SNR in the region of interest. Furthermore, performance
comparisons with existing clinical 4-channel RF breast coils indicate superior SNR in
conjunction with good B1 field homogeneity over the entire region of interest.
6.2 Further Research
Based on problems encountered during the development and implementation of this
work, recommendations for further research should be directed towards:
• The development of a more accurate MoM resistance models for the conductors
of the RF coil. Currently, the impedance concept was used to account for losses
in the coil, but this model introduces small errors when used to create an SNR
map in the region of interest.
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• Simulations of complex biological tissues in the development of RF transmit
coils. Our current MoM formulation is capable of simulating the interactions
between electromagnetic fields and complex biological tissues, but such simu-
lations do not radically affect the performance and safety of MRI RF receiver
coils. As such, further investigations into tissue-field interactions as well as in
the creation of more realistic models is warranted as part of the development of
RF transmit coils.
• Development of specialized anatomically shaped MRI RF coils for localized
imaging of other regions of the human body. We have shown that anatomically
shaped coils offer improved SNR as well as good field uniformity in the region
of interest. This principle can be applied in the development of localized coils
for other regions of the body.
• Investigation of the optimum strip width that maximizes SNR for a specific
configuration of the MRI RF coil. The strip width of the conductors used in
the design of RF coils influences the SNR in the region of interest. Too large a
strip width implies more signal but also more noise from switching gradients.
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Appendix A
Coil Specification
Figure A.1: Dimensions of the strap member of the 4-channel breast coil. All dimensions are in
mm
151
Figure A.2: Dimensions of the combined base ring member of the 4-channel breast coil. All
dimensions are in mm
152
Figure A.3: 4-channel breast coil former.
153
Figure A.4: Circuit schematics of the 4-channel breast coil.
154
Figure A.5: PCB prototype of the 4-channel breast coil.
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Appendix B
Parts List
Table B.1: Component Listing.
Part Number Description Qty Manufacturer
NMAP30 Cap Trimmer (1–30pF) 5 Voltronics
9694 Cap Trimmer (1–50pF) 2 Johanson
V21G 200F Chip Cap (20pF) 6 Voltronics
V450 121G Chip Cap (120pF) 4 Voltronics
V219 360J Chip Cap (36pF) 3 Voltronics
V547 101J Chip Cap (100pF) 2 Voltronics
V470 130J Chip Cap (13pF) 2 Voltronics
D334 201 J Chip Cap (200pF) 4 Voltronics
ATC 161G Chip Cap (160pF) 2 ATC Corp
1812CS Inductor (1.8µH) 5
UMX9989AP Diode 4 Microsemi
1072 Pin Diode 4 Microsemi
PREAMP–E2V Preamplifier 4 E2V
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