K-means is a commonly used text clustering algorithm, the biggest advantage of the proposed algorithm is simple and fast, but due to the random selection of the initial cluster center point, the K-means algorithm is easy to fall into the local optimal algorithm and instability of the clustering results and the number of iterations. To solve this problem, this paper selected the initial cluster centers using hierarchical agglomerative clustering algorithm, to ensure the high quality of the center point; using cosine similarity to measure the distance between the text; reconstructed calculation formula of cluster center and the objective function of clustering quality. The experimental results show that the improved K-means algorithm has a relatively high accuracy and stability with the Sogou Chinese text corpus as the data set.
Introduction
With the rapid development of the Internet, communications, computer and network technology with each passing day, people use a variety of information and data is growing rapidly. However, the mass of information bring convenience to people, but also brought many problems, for example, excessive information is difficult to digest, the information is difficult to distinguish true and false, information security is difficult to guarantee, information forms are difficult to unify and so on, so how to obtain information from the massive text information has become the focus of the current research on computer information theory [1] [2] . Clustering, as an important branch of data mining, has a wide range of applications. Compared with other data mining methods, clustering has the advantage of no prior learning, and it can find the distribution of data from the data set and then acquire the knowledge. Clustering is the process of grouping the set of physical or abstract objects according to the similarity of the relevant features. [3] The purpose of clustering is to make the sample characteristics in the same cluster as similar as possible, while the differences between the samples of different clusters are increased as much as possible.
Common clustering algorithms are mainly based on hierarchical, partitioned, density, grid and model. [4] K-means clustering is a clustering algorithm based on partitioning; it has the simple algorithm, fast convergence speed and low time complexity, efficient processing of large data sets and other advantages. At the same time, K-means is a kind of unsupervised learning method, which is widely used in the study of text clustering. However, the traditional K-means algorithm randomly selects the initial cluster center, which will seriously affect the clustering effect. For example, when the algorithm is localized optimally, the clustering result is not global optimum, the clustering result is unstable, and the number of iterations increases, which leads to the increase of total time consuming. [5] [6] [7] In order to overcome the above shortcomings, and based on the traditional K-means algorithm, we use the hierarchical clustering method to select the initial cluster center of K-means clustering. It makes the initial center tend to be more intensive, so that the clustering effect is better. Finally, the experimental results show that the improved algorithm is effective and feasible.
Text Preprocessing

Text Vectorization
In order to convert the data into a record that the computer can read, this paper uses the Vector Space Model (VSM) to represent each text. [8] The basic idea of this model is to express the sample set as a text set D = {D1, D2, ..., Dn}. Each of the text Di is considered as a set of terms (t1, t2, ..., tn), for the entry ti, according to its importance in the text to give a certain weight wi, Thus, the text Di is represented as:
The weight of each eigenvector ti in the text Dj is calculated by the TF-IDF weighted algorithm [9] :
Where i tf is the frequency of the entry appears in the text; N is the total number of text, () i DF t is the number of text that contains the entry i t for the text set; the denominator in the formula is the normalization factor. Thus the vectorization of the text is shown below:
That is to say, ij t denotes the jth entry of the ith text, ij w denotes the weight of the term, and n denotes the number of entries in the vector. In the text vector, the value on the corresponding dimension of the word is the above weight, the result of this weighting is that the weight of the stop word is small and the weight of the rare word is large.
Text Distance
After the text is represented by the vector space model (VSM), the similarity between texts can be measured. In this paper, the cosine distance measure is chosen to measure the distance between two texts. [10] The Cosine Distance The cosine distance measure can be measured by the angle between the two vectors which formed by the point of origin pointing to two points, when the angle is relatively small, the direction of the vector is roughly same, which can be considered similar (That is, the similarity of the two texts is high). The higher the similarity between texts, the smaller the distance between texts, therefore the cosine value is subtracted from 1 to obtain a reasonable distance as the cosine measure distance (ie, the distance of the text).
The smaller the angle, the larger the cosine value, the smaller the distance of the text (the higher the text similarity). Let i d and j d be vectors of two texts, ( , ) ij Sim d d is the cosine of two text vectors, ( , ) ij Dis d d is the distance between two texts, then the distance between the text as shown in equation (4) . The text similarity and text distance are shown in Figure 1 :
Relationship between text similarity and text distance.
Traditional K-means Algorithm K-Means algorithm is a commonly used clustering method in text clustering, and it is widely used in most other situations. The K-Means algorithm mainly uses a kind of iterative idea, and its basic algorithm idea is as follows: Suppose there are N samples, which need to be clustered into K clusters. The first randomly selected K samples as the center of the cluster, and then the rest of the sample according to the similarity with the K cluster center (text distance), were assigned to the most similar cluster, then the algorithm is iterative processing and adjust the center position, until the maximum number of iterations, or the target function starts to converge (that is, the center position is no longer changing). Each iteration is divided into two steps. The first step, find the closest point to the center, and assign these data points to the corresponding cluster. The second step is to update the center position with the coordinate mean value of all points in each cluster.
In general, the sum of squares of errors is chosen as the objective function to measure the quality of clustering, and the definition is as shown in equation (5) [11]:
Where K is the total number of clusters; i C is the ith cluster; X is an object in the cluster; i X is the center of the cluster (centre of mass), the mean of all the objects in the cluster.
The algorithm process is as follows:
(1) Randomly select K text as the center point from N texts;
(2) Measure the distance to each center point for each remaining text, select the cluster closest to the center point, and place the text in the cluster;
(3) Recalculate the center point of each cluster that has been obtained, the center point is the arithmetic mean of all points in the cluster, and the objective function value SSE at this time is calculated by the formula (5);
(4) Repeat 2~3 steps until the new central point is equal to the original center point, or the absolute value difference between the objective function values of the previous two iterations is less than the specified threshold, and the algorithm is finished.
Improved K-means Algorithm
Selection of Initial Cluster Centers
Since the traditional K-means algorithm chooses the initial cluster center randomly, it is easy to fall into the local optimum, but the global optimal solution can not be obtained; In addition, different initial cluster centers can obtain different clustering results, which leads to instability of clustering results. At the same time, random selection of initial cluster centers is easy to increase the number of iterations, resulting in an increase in total time consuming. In this paper, the initial cluster center of the sample set is selected by the hierarchical clustering algorithm, and the initial cluster center with high quality is obtained. The initial cluster center selection process is as follows:
(1) The N samples in the sample set are considered as N individual clusters, and the distance between the cluster and the cluster is the distance between the objects they contain;
(2) Find the closest two clusters to merge into a cluster, the total number of clusters will be reduced by one;
(3) Recalculate the distance between newly generated clusters and all old clusters; (4) Repeat steps 2 and 3 until merged into K clusters;
(5) Finally, we select the central point of k clusters as the initial cluster center of K-means algorithm.
The distance between objects is chosen to use the text distance in 1.2, as in equation (4); the center of each cluster is represented by the centroid of the cluster, and the centroid of the cluster is shown in equation (6):
Where i C is the ith cluster; i X is mean of cluster i C (centre of mass); i m is the number of objects in the cluster i C ; X is the object in the cluster i C .
The Whole Process of Improved K-means Algorithm
The overall flow of the algorithm is shown in Figure 2 :
The specific process of the algorithm is as follows: Input: When the absolute value of the difference between the two values of the objective function SSE is less than  , the iteration is terminated; The total number of clusters is K and N vectorization of the text set. Output: K clusters satisfying the termination condition of iteration.
(1) Select the initial center point of K clusters using the method in Section 4.1.
(2) Calculate the distance between the remaining text and the center of the K cluster, and classify the text as the nearest cluster.
(3) Recalculate the center of each cluster (centre of mass), as shown in equation (6), and calculate the objective function value SSE at this time, as shown in equation (5) .
(4) Assuming that A and B represent the objective function values of the last iteration and the objective function values of the iteration, when 12 EE   , then the iteration ends and outputs the result.
Experiment and Analysis
Introduction of Experiment
In order to verify that the improved K-means algorithm is effective and stable, this paper analyzes and compares the original K-means and the improved k-means algorithm respectively. In the course of the experiment, the selected data set is from the Chinese text corpus provided by Sogou laboratory[12]. This paper chooses 1000 documents in the experimental data set as the sample of the experiment, including five categories: military, health, tourism, culture and education. The experiment uses the Python-based jieba Chinese word segmentation module to segment the text, delete the stop word, and use VSM to implement the text vectorization and other preprocessing operations. Because the original K-means clustering algorithm randomly selects the center of the initial cluster, which is easy to cause the instability of the clustering result. In this paper, the original algorithm and the improved algorithm are simulated five times by setting different feature extraction rates. Finally, we compare the quality of clustering from the experimental results. In this paper, the F-metric is chosen to evaluate the effect of clustering. The F-metric is the harmonic mean of the precision P and the recall R. The definition of P, R, and F metrics is as follows: 
Where TP is to put two similar documents into a cluster; FP is to put two unsimilar documents into a cluster; FN is to put two similar documents into different clusters; In this paper, we take  = 1 so that the correctness of the F-metric is the same as the recall rate. The experimental environment is Linux, NVidia Tesla GPU, memory32G, Python3.5, Numpy, Sklearn.
Analysis of Experimental Results
Five experiments were carried out with the original k-means clustering and the improved K-means clustering respectively. The experimental results are shown in Table 1 : According to the comparison of the two clustering algorithms in Table 1 , we use Matlab software to draw the comparison graph of two clustering algorithms, and including the F-metric of two clustering algorithms, as shown in Figure 3 : As can be seen from Table 1 and Figure 3 , the average F-metric of the primary clustering algorithm is 60.3%, which is lower than the average F-metric of the improved K-means clustering of 67.87%. The original K-means clustering algorithm due to the randomness of the initial clustering center selection, easy to select isolated points in data set, which leads to the clustering results will produce large fluctuations, so that reduce the quality and stability of clustering. The improved K-means clustering algorithm uses a hierarchical clustering algorithm to select a reasonable clustering initial center, and then uses the resulting initial center for k-means clustering. The clustering results tend to be stable and the quality of clustering is relative to the original K-means clustering algorithm has some improvement. The above results show that the improved K-means algorithm has relatively high accuracy and stability.
Conclusions
Because of the randomness of the initial cluster center selection in the original K-means clustering algorithm, the clustering results are prone to local optimization, unstable clustering results and too many iterations. Therefore, this paper uses the hierarchical clustering algorithm to select the initial cluster center point and obtain the high quality initial cluster center. The experimental results prove the effectiveness and stability of the improved algorithm. Although hierarchical clustering algorithm can obtain high quality clustering and initial cluster center, the algorithm has large amount of computation and high storage requirements, so how to improve the hierarchical clustering algorithm to achieve higher efficiency needs to be further studied.
