Here we perform a systematic exploration of the use of distance constraints derived from small angle X-ray scattering (SAXS) measurements to ®lter candidate protein structures for the purpose of protein structure prediction. This is an intrinsically more complex task than that of applying distance constraints derived from NMR data where the identity of the pair of amino acid residues subject to a given distance constraint is known. SAXS, on the other hand, yields a histogram of pair distances (pair distribution function), but the identities of the pairs contributing to a given bin of the histogram are not known. Our study is based on an extension of the Levitt-Hinds coarse grained approach to ab initio protein structure prediction to generate a candidate set of C a backbones. In spite of the lack of speci®c residue information inherent in the SAXS data, our study shows that the implementation of a SAXS ®lter is capable of effectively purifying the set of native structure candidates and thus provides a substantial improvement in the reliability of protein structure prediction. We test the quality of our predicted C a backbones by doing structural homology searches against the Dali domain library, and ®nd that the results are very encouraging. In spite of the lack of local structural details and limited modeling accuracy at the C a backbone level, we ®nd that useful information about fold classi®cation can be extracted from this procedure. This approach thus provides a way to use a SAXS data based structure prediction algorithm to generate potential structural homologies in cases where lack of sequence homology prevents identi®cation of candidate folds for a given protein. Thus our approach has the potential to help in determination of the biological function of a protein based on structural homology instead of sequence homology.
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Introduction
As a result of the tremendous progress in largescale DNA sequencing projects, 1,2 the rapid growth in accumulation of biological sequence information has put strong pressure on the structural biology community to produce structural information for new genes with high throughput. Experimentally, large scale structural genomics projects have been initiated to streamline X-ray crystallography and NMR measurements at a factory scale, aiming to determine all (1000 to 10,000) available protein folds within a few decades or even years. 3 However, this progress by no means weakens the importance of ab initio protein structure prediction tools. On the contrary, dif®culties of crystallizing many proteins, and limitations in the NMR approach increase the need for powerful prediction algorithms to offer maximal structural information for a large number of unknown proteins. It is wellknown that the conservation of fold structures is more robust than the conservation of protein sequences, and that there exists signi®cant correlation between structure and biological function which is lately being explored systematically.
Structural homology is thus a very powerful tool by which we can assign functions in silico to new genes which bear only remote if any association with known genes in terms of sequence homology. For this purpose, a suf®ciently high-quality prediction of the structure is crucial in order to capture the unique feature of the fold of a given protein against all other folds. There have been many discussions as to how good structure prediction must be in order to provide meaningful functional information. 7, 8 Recently considerable progress has been made in ab initio protein structure prediction and fold recognition which are bene®ting from the ever-increasing structure databases, 9, 10 and it has been suggested that low-to-moderate resolution structural models produced by state-of-the-art structure prediction algorithms are suf®cient to identify protein active sites and thereby provide pointers to function. 11, 12 The input of physical constraints from a variety of experiments can greatly aid both the ef®ciency and reliability of structure prediction algorithms. In particular, it has been shown that NMR-based distance constraints can be used to substantially improve structure prediction. 13 ± 15 Here, we present an algorithmic approach which uses physical constraints derived from small angle X-ray scattering (SAXS) experiments to improve the quality of protein structure prediction. Because SAXS measures X-ray scattering from a protein in a relatively dilute solution it avoids the need to crystallize the protein and also allows measurements of protein conformations in nearly physiological conditions. Despite limitations in resolution resulting from the orientational averaging of the molecules in solution, SAXS yields physical information about the internal pair distribution of a molecule in its native state and is relatively easy to obtain. We show that use of this data can provide a substantial improvement in the reliability of protein structure prediction and that the resulting low resolution structures are capable of generating potential structural homologies in cases where lack of sequence homology prevents identi®cation of candidate folds for a given protein. Thus the use of SAXS measurements as constraints on structural prediction algorithms may be expected to contribute to the effective operation of high throughput structural genomics and ultimately to its application in identifying the function of unknown genes.
Our approach to protein structure prediction incorporates SAXS data into the following general strategy: ®rst a sampling procedure is used to generate a set of decoys with both native-like structural features and suf®cient structural diversity for extensive sampling of protein folds, then several physical ®lters (including a ®lter based on SAXS data) are used to select a small number of promising native-like structures. This strategy has been shown to be successful in ab initio protein structure prediction. 16, 17 Its advantages are threefold: First, it is very generic and¯exible and both of its two stages, namely sampling and selection, are independently open to a variety of improvements (such as new models to represent protein conformations and new ®lters for selection etc); Secondly, the requirement on the energetic score function is less demanding compared with that needed for folding simulations where it must be suf®ciently accurate to guide a miss-folded protein to its native state. This strategy is therefore much more tolerant to the use of simple models with signi®cant coarsegraining and other approximations. 18 Thirdly, it can be easily implemented in parallel allowing for a huge set of candidate structures to be generated and evaluated at the same time.
Here, we implement this strategy at two levels of structural detail: diamond lattice walks (DLW) and off-lattice C a backbones. At the ®rst level, we perform an exhaustive enumeration of all selfavoiding walks on the diamond lattice within a given bounding volume, and then apply a combination of ®lters to select a limited set of walks for further re®nement and selection; at the second level, we use the SAXS score to guide off-lattice relaxation and residue decoration in order to generate C a backbones from the selected diamond lattice walks. Further ®ltering is then performed to select a small number of native-like structures.
The use of diamond lattice models to study protein conformations at low resolution has been well established by Hinds and Levitt. 18 Further hierarchical re®nement toward all-atom models has been pursued recently by the Levitt Group. 16 Although following a similar strategy, our approach is novel in the following two aspects: (1). We incorporate new physical constraints in which information about the distribution of inter-atomic pairwise distances implicit in the one-dimensional SAXS data is used to help to guide the prediction algorithm. It is well-known that even a small number of speci®c inter-residue distance constraints (obtained by NMR experiments) can be very effective in ®ltering out non-native structures and greatly improve the performance of structure predictions. 13 ± 15 The purpose of the present paper is to establish the effectiveness of the use of thè`n on-speci®c'' inter-residue distance distribution provided by SAXS measurements as a physical constraint to protein structure enumeration. Reliable algorithms have been developed to reconstruct a low-resolution 3D electron density map of protein native conformation from one-dimensional SAXS data, which can reproduce the shape of the native structure with moderate accuracy, allowing for any topology of the target structure without prior estimation of its dimension. 20 With further improvement of the experimental resolution and re®nement algorithms, Svergun and collaborators have recently shown that one can even extract the non-speci®c positional information at the residue level with relatively high accuracy with only the mapping of the polypeptide chain onto the residue positions undecided. 21 Here, we go beyond these reconstructions of electron density to provide a physical map of the polypeptide chain. To do this we adopt a straightforward way of employing SAXS data as a physical ®lter, where a SAXS score is de®ned as a linear combination of the root mean square (RMS) deviation and cross-correlation coef®cient between the SAXS data of the native and candidate conformations 20 (see Methods). Our motivation is to establish the effectiveness of a SAXS ®lter in screening a decoy set and in particular to evaluate the level of improvement of its screening performance when combined with the widely used energetic ®lters. To the best of our knowledge, this work is the ®rst to assess and employ a SAXS ®lter systematically in protein structure prediction.
(2). We further explore the effectiveness of structural homology searches based on the native-like C a backbones predicted by our algorithm. Since the ultimate goal of protein structure prediction is to provide functional information for a target, which in turn may be closely associated with its structural features at a variety of fold hierarchy levels, it is of practical interest to evaluate the SAXS-guided predictions by using them to ascertain the fold family to which a target protein belongs. Here we adopt the Dali structural domain classi®cation where a hierarchy of four levels (fold space attractor, fold topology, functional family and sequence family) is de®ned. 22 This structural comparison is implemented by using the LGA program developed by Zemla at Livermore National Laboratory, 23 which allows more¯exible structural alignment than is provided by the standard coordinate RMSD. Our preliminary test of structural homology identi®cation on a list of 12 target proteins shows that the predicted C a backbones with the correct global topology are in most cases capable of providing fold classi®cation information for the target in spite of its lack of local structural details and limited accuracy. This result is encouraging and suggests that we are after all not very far away from being able to turn the physical constraints-based structural prediction method into an effective application for deriving functional information. Recently Baker and collaborators have reached similarly optimistic conclusions with respect to ab initio protein structural genomics, 24 though they use a very different approach of structural prediction based on a fragment library derived from the known structural database 25 rather than the experimentally derived physical constraints used here. We are optimistic that highthroughput SAXS measurements combined with the present structural prediction algorithms (with future improvements) can potentially contribute signi®cantly to large-scale structural genomics, and ultimately provide signi®cant improvements in structure-based functional genomics.
Results and Discussion
Here, we have selected 16 target proteins which represent a variety of domain classes (eight all a, four all b, one a/b, three a b) with length ranging from 48 to 89. These targets were selected based on their use in previous studies. 18, 25 They are not used in compilation of the statistical energy. 18 In selecting the targets, the only major criterion is that the sequence length should not be long (<90), which is a limitation resulting from our current implementation of the use of the diamond lattice model. See Table 1 for the list of targets and the relevant parameters.
Diamond lattice representation and exhaustive enumeration
The diamond lattice representation 18 used here is intended to capture the overall topology of the protein's native conformation at a low resolution. No secondary structure or side-chain orientation information is included in it. This representation has been proven to be a good starting point for hierarchical modeling of protein structure with more details added at different levels. 16 In most cases it can represent conformations of small proteins with a best dRMS ®t of around 3 to 4 A Ê (see Table 2 ), regardless of the detailed architecture or secondary structures of the targets. The representation performs better for shorter sequences, which is because of more extensive sampling and better ®t to the constraint volume. 16, 18 The size and shape of the bounding volume play a crucial role in determining the ef®ciency and accuracy of this algorithm: a larger volume results in exponentially longer searches while a smaller volume or wrong shape may cause the failure of exhaustive enumeration which may miss the relevant native-like diamond lattice walks. Therefore, we expect that the incorporation of a more detailed shape constraint derived from SAXS data could lead to considerable improvement of the present algorithm (work in progress).
Filtering at the diamond lattice walk level
After completing the exhaustive enumeration of 10 6 -10 7 self-avoiding diamond lattice walks (DLW) we proceed to applications of multiple ®lters to select 1000 DLW for re®nement at the next level. At the DLW level the following physical ®lters are used (they will also be used at the next level): radius of gyration (F Rg ), HP ®tness score (F hp ), burial score (F burial ), statistical energy (F stat ) and SAXS score (F saxs ). The de®nitions of these ®lters are given in Methods. F Rg has been extensively used to select compact structures; 18 F hp and F burial combined are able to optimize the prediction by favoring the formation of a hydrophobic core which has been shown to be essential to the establishing of a protein's native fold. 26 F stat is the knowledge-based pairwise contact energy de®ned by a 20 by 20 score matrix derived from the statistical analysis of a selected set of representative protein structures. 18 All the above ®lters or similar ones are widely used in modeling and predicting protein structures. One should keep in mind that these ®lters overlap each other in capturing the features of native conformations, so their performances are not simply additive. Their performances are also limited by the resolution intrinsic to the model in use, since the diamond lattice model used at this level can only resolve different vertices rather than each individual residue (two to three residues per vertex). So we can expect additional ®ltering power by re-using these ®lters after re®ning the structural representation to higher resolution at the next level. We also introduce a new ®lter based on SAXS data: F saxs (see Methods for detail of its de®-nition and computation) which basically represents the similarity in SAXS intensity pro®les between the given structure and the native structure.
Now we proceed to present the performance of each of the above ®lters at the DLW level ( Table 2) . We plot the dRMS distribution of DLW ®ltered by F Rg , F hp , F burial and F stat , respectively for 1ctf ( Figure 1 ): In all cases, the distribution is pushed substantially (0.5 A Ê or larger) to the lower end of dRMS, which proves the effectiveness of these physical ®lters and is consistent with their relevance to protein folding principle and previous work 16, 18 . We also tested F saxs as a single ®lter (data not shown), which however shows no signi®-cant overall shift in its dRMS distribution: although native-like DLW (with small dRMS) tend to accumulate into the low F saxs region, at the same time, a substantial fraction of non-native DLW a dRMS distribution statistics: minimum, mean, and mean shift (relative to all DLW) of the 1000 DLW selected for the next step of C a backbones re®nement. b dRMS distribution statistics: minimum, mean, and mean shift (relative to all DLW) of the 10,000 most compact DLW selected by F Rg .
c dRMS distribution statistics: minimum, mean of all DLW enumerated within the given constraint volume.
(with large dRMS) also spread to this region, so the distribution becomes broader as we apply F saxs progressively. This is because of the intrinsic structural degeneracy associated with the SAXS ®lter, namely that two different DLW can have a close F saxs score as long as they share a similar density map, disregarding the order of vertices being traversed by the walks. The density map of the native structure is most likely highly degenerate in accommodating different walks. This requires us to make cautious use of the SAXS ®lter in combination with other ®lters, keeping in mind that a low SAXS score is only a necessary rather than suf®cient condition to select a native-like structure. We will assess the performance of the F saxs in detail at the next level. The above result shows that in spite of the lack of local structural information (such as secondary structure) the simple low-resolution lattice modeling and the physical ®lters applied to it indeed provide an effective approach for the representation and selection of native conformations because it to some extent captures several important features characteristic of native structures, such as the formation of a hydrophobic core, its compactness etc. However, due to the limitation of low resolution and the coarse-grained nature of this simple model, it is unlikely to effectively eliminate most mis-folded structures (which tend to remain even after ®ltering and lead to wide spread distribution of dRMS of low energy structures) and to obtain a small set of high-quality native-like structures at this level. Thus we only perform a moderate ®ltering (down to 1000 candidates) at the DLW level and leave further re®nement and discrimination to the next level where C a backbones are generated.
Here is how we select the 1000 DLW to be used in the next stage:
As shown in Table 2 , we ®rst screen all DLW using F Rg and keep the 10,000 most compact DLW. We then apply a combined ®lter of a heuristic average of F hp , F burial , F stat , and F saxs and keep the top 1000 DLW. After this screening process, the average dRMS is shifted (range: 0.15 to 0.76 A Ê ) to the lower end (see Table 2 ). A heuristic combination of multiple ®lters is used so that they can complement each other and no ®lter needs to be too strict or over-used. We expect to achieve a more stable ®ltering performance in this way than by applying any individual ®lter alone. We also tried other possibilities of ordering and combining the above ®lters and did not ®nd a ®ltering scheme with signi®cantly better overall performance. Although we cannot exclude the existence of an optimal ®ltering scheme other than the heuristic one used here, considering the low-resolution of our lattice model and the moderate ®ltering strategy, strict optimization does not pose a crucial issue here.
Generation of C
a a a -backbones from 1000 diamond lattice walks After the moderate ®ltering at the DLW level in the last step, we have 1000 DLW containing a much higher fraction of native-like conformations than the original huge set of all DLW. 18 Due to the limitation of resolution intrinsic to the lattice model, the coarse-grained representation must be augmented to the residue level in order to have a ). The distribution is shifted to the lower end of dRMS by about 0.5 A Ê or more after ®lter-ing.
Constrained Protein Structure Prediction structural representation which makes biological sense. Furthermore, a more detailed structural model allows the performance of the physical ®l-ters to be exploited more thoroughly so we can further purify the set of candidate structures. There is always a trade off between the extent of sophistication in structural representation and the feasibility of computation. As a result of this compromise, we choose to work with the C a backbone representation. It is well known that the C a backbone retains most of the structural features of native conformations, from global topology to local secondary structures. Given a suf®ciently accurate model of C a backbones, an all-atom model can be built in a relatively straightforward manner by side-chain packing. 27, 28 To generate a C a backbone from a given DLW where the positions of residues assigned between neighboring vertices are ambiguous, we must work out a way to position all residues close to the given DLW while satisfying the constraints given by biochemistry. Due to the sharply increased number of degrees of freedom compared with that in the DLW representation, a sampling procedure is necessary to locally explore con®gurations near the starting DLW.
The C a backbone generation procedure consists of the following two steps:
(1) Relax vertices from the diamond lattice by simulated annealing to optimize the SAXS score. This procedure is to remove the artifacts in the local geometry introduced by the lattice model and reshape the structure according to the known SAXS pro®le. In order to keep the global topology of the original DLW, each vertex is con®ned to within a distance cutoff from its starting position on the diamond lattice.
(2) Decorate inter-vertex residues onto the DLW, subject to the following geometry constraints characteristic of protein C a backbones: (a) the nearest neighbor C a -C a distance is close to 3.8 A Ê , (b) the C a bond angle is larger than 1rad 29 , (c) no two residues are within 2 A Ê in distance. The sampling process is quite straightforward: local rotations of short fragments up to three residues long are attempted along the sequence accompanied with local optimization of the statistical energy (F stat ). This local optimization is justi®ed under the proposition that the native pairs of contacting residues are already brought to proximity by the native topology at the DLW level so that a local adjustment is expected to push them ®nally into contact.
This procedure preserves the low resolution topology captured by the DLW without necessarily re®ning the secondary structure. This makes the approach generic and not susceptible to possible errors introduced by secondary structure predictions. Indeed, a signi®cant fraction of secondary structures depend on their tertiary structure environment as well as their local sequence and cannot be predicted with con®dence without knowing the tertiary structure in the ®rst place. As shown by Levitt's group, 16 the secondary structure ®tting procedure they used does not signi®cantly change the cRMS distribution of decoy sets, though it does improve the number of native contacts due to hydrogen bonding within secondary structures. Thus it is reasonable to believe that it is the overall topology captured by the C a backbones that plays the essential role in determining the global quality of a predicted structure.
Through this procedure, we can generate nativelike C a backbones with cRMS around 6 A Ê for most of our targets, regardless of their folds and secondary structure compositions. In particular, its performance on b-strand dominated targets is almost as good as a-helix dominated targets: out of the four all b targets, three have the best native-like C a backbones with cRMS less than 6 A Ê . We attribute this to the extensive sampling at the DLW level which helps to increase the chance of representing conformations with signi®cant number of non-local interactions characteristic of b-strands dominated structures. In Figure 2 , we show the structural alignment between the native-like C a backbones and the experimental structures for a number of targets. One can see the backbones indeed represent the native topology in a satisfactory way.
Assessment of the SAXS filter
In this subsection we present our assessment of the SAXS ®lter (F saxs ) at the C a backbone level which is the crucial part of this work. Our purpose is to quantify its additional ®ltering power when used to supplement the action of the other available ®lters used here. It is in principle possible to combine all the above ®lters in an optimal way through supervised learning or other training processes. However for the purpose of ®lter assessment we prefer to separate them at different levels so that their individual ®ltering power can be analyzed separately. In particular, we apply the``old'' energy ®lters (F hp , F stat ) before using the new SAXS ®lter (though we did make use of the SAXS score to do off-lattice relaxation in the previous step), in order to assess the``additional'' ®ltering power due to the new ®lter. This is an objective strategy: because of the possible correlation among these ®l-ters, a ®lter used earlier tends to be more effective than being used later. Therefore, saving the new SAXS ®lter to the last stage provides a reasonably stringent test of its ®ltering power.
Let us de®ne the top ten C a backbones with the smallest cRMS to the target as``native-like'' backbones. Our aim is to capture at least one of them by applying our ®lters. We use a``purifying factor'' (pF) to quantify the performance of a given ®l-tering scheme. pF is de®ned as the ratio between the concentrations of native-like backbones after and before the ®ltering. A value of pF > 4 is considered very effective purifying, while a pF close to 1 means poor performance. Anything in between is seen as marginally effective.
For the purpose of SAXS ®lter assessment we perform a two-round ®ltering procedure: First, the energy ®lters (F hp , F stat ) are applied one by one to ®ltering 1000 C a backbones down to N (N 200,100,50,20,10), and record the corresponding purifying factor pF 1 as a function of N or pF 1 (N) . Then select the maximum pF 1,max which occurs at N N 1,max , representing the maximal ®l-tering power of the energy ®lters.
Second, we sort the resulting N 1,max C a backbones using the SAXS ®lter (F saxs ) and keep the top N Â f ( where 0 < f < 1). We then study the corresponding purifying factor pF 2 at this round as a function of f and record its maximum pF 2,max at f f 2,max . We use pF 2,max to represent the additional ®ltering power gained by using F saxs subsequent to the use of the energy ®lters.
The results are shown in Table 3 , where we also list the best ranks of the ten native-like backbones before and after using the SAXS ®lter. The results are summarized as follows:
(1) Out of all 16 targets, the new best rank is signi®cantly improved in 13 of them, while in the remaining three, two of them have the old best rank already in the top ten. Only in one target (1fwp) does the SAXS ®lter fail, together with the energy ®lters (neither is able to select at least one native-like backbone in top ten).
(2) By examining the purifying factors, we ®nd that out of all 16 targets, a pF 2 > 4 is achieved in 11of them, which suggests a signi®cant purifying effect of F saxs , while in the remaining ®ve, three show marginal purifying effect (2 ipF 2 < 4) and two show none. We further notice that in the six targets where the energy ®lters perform poorly or marginally (pF 1 < 4), four of them are compensated by good F saxs performance (pF 2 > 4).
The above results clearly show that the use of the SAXS ®lter signi®cantly improves the selection of native-like backbones in combination with the energy ®lters. (Note: there are many other possible combinations for the ®rst round of ®ltering without F saxs , our motivation is to maximize its overall performance, so we pick only F stat and F hp which perform better than F Rg and F burial in terms of single ®lter performance. We also tried including F Rg or F burial but this mostly resulted in worse if not similar overall performance.)
In order to establish algorithms for structure prediction incorporating SAXS-based physical constraints, we have used simulated SAXS data obtained from the known structures of a test set of proteins in the Protein Data Bank. At the ®rst stage of algorithm testing reported here, where side-chains are not included in the modeling, we use simulations done at a much simpli®ed C a backbone level using the Debye formula (see Methods). In order to relate the results of this simpli®ed approach to experimental data, we also tested the use of simulations at the allatom, solvent contrast level provided by the program CRYSOL. 19 In a preliminary study we ®nd that, at the relatively low level of resolution implicit in the production of C a backbones, the performance based on the more realistic CRY-SOL simulations is somewhat reduced relative to that obtained with use of the simpli®ed model, although still signi®cantly better than results obtained without the use of a SAXS ®lter. At a later stage of algorithm development in which side-chains are included, we expect the use of realistic data simulation, or actual data, to be an essential step in improving ®lter performance.
Despite the positive results we just obtained, there are still concerns about the possibility that our target list may not be representative or that the result may depend on the approach we use to generate C a backbones. In order to exclude such possibilities and establish our conclusion ®rmly, we proceed to test the ®ltering power of F saxs on the selected decoy sets for 34 targets generated by Rosetta. 9 The result is shown in the lower part of Table 3 . To select these decoy sets, we exclude fragmentary ones which may not preserve the SAXS pro®le of the whole native structure and those with low prediction quality (minimum 
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cRMS > 7 A Ê ). We also do not include decoy sets where the energy ®lters perform so poorly (pF 1 < 1) at the ®rst round that it is not worth trying F saxs at the second round.
We summarize the result as follows: (1) Out of all 34 targets, the new best rank is signi®cantly improved in 26 of them, while in the remaining eight, seven of them have their old best rank The upper part shows the results for our 16 targets while the lower part for the list of Rosetta decoys 9 for 34 targets selected from a complete list of 92 proteins based on the following criteria: (1) the decoy must be relatively complete with its length larger than 90 % of the sequence length of its target; (2) the best decoy has cRMS 47 A Ê ; (3) the 1st round of ®ltering does not dilute the density of native-like decoys, or pF 1 5 1. Among these 34 Rosetta targets, eight coincide with our target selection. a cRMS range of the best ten C a backbones de®ned as native-like backbones which we aim to select from the 1000 generated C a backbones via ®lterings. b cRMS range of all the 1000 generated C a backbones. c Best rank of the ten native-like backbones by the energetic ®lter (F stat ), where the corresponding cRMS is in the bracket. d Best rank of the ten native-like backbones by the SAXS ®lter F saxs after the ®rst round of ®ltering by the energetic ®lters), where the corresponding cRMS is in the bracket.
e Purifying factor (pF) of the ®rst round of ®ltering by the energetic ®lters (F hp and F stat ). f Purifying factor (pF) of the second round of ®ltering by the SAXS ®lter F saxs .
already in the top ten and only in one target (1aj3) does the SAXS ®lter fail, together with the energy ®lters (neither is able to select at least one nativelike backbone in the top ten).
(2) By examining the purifying factors, we ®nd that out of all 34 targets, a pF 2 > 4 is achieved in 21 of them, which suggests a signi®cant purifying effect of F saxs , while in the remaining 13, ten show marginal purifying effect ( 2 4 pF 2 < 4) and three show none. We further notice that in the 19 targets where the energy ®lters perform marginally or poorly (pF 1 < 4), 15 of them are compensated by good F saxs performance (pF 2 > 4).
In summary both results are consistent with each other and show that the SAXS ®lter performs effectively in purifying native-like structures. Therefore in general it is favorable to develop a multi-®lter scheme including F saxs in order to optimize the selection of native-like candidates from a decoy set of non-fragmentary structures. We will attempt this in the next subsection.
It is natural to ask to what extent does F saxs contain new information relative to that already contained in the other ®lters. To answer this question we study the correlation coef®cients (c.c) between the results of the SAXS ®lter (F saxs ) and those of the energy ®lters (Figure 3 ). It is found that there is no signi®cant correlation between F saxs and F stat (average c.c is À0.033), compared with the positive correlation between F burial /F hp and F stat . This is because the energy ®lters only take account of spatially``short range'' native contacts (with interresidue distance <7 A Ê ) while the SAXS ®lter contains distance distribution information up to the size of the protein although the residue identity is not resolved. This explains why it can provide signi®cant discrimination power on top of the energy ®lters.
Predictive filtering of C a a a backbones
After establishing the effectiveness of the SAXS ®lter, we should construct a combined ®lter based on the above ®lters including F saxs so that we can apply it to the selection of a few ®nal predictions without prior information of the structure we try to predict. The optimal solution to this combinatorial problem is beyond the scope of this paper. At this stage we will rely on heuristics rather than a strict optimization machinery, in order to focus on the demonstration of feasibility of this approach while leaving further technical re®nement to future work.
Let us ®rst examine the discrimination power of each single ®lter (Table 4 ) by using the best rank of top ten native-like C a backbones according to each of them. We notice that each single ®lter (except for F stat ) is at most moderately effective in discriminating native-like structures from other structures, partly because they were used before at the DLW level. However considering their being mutuallycomplementary in capturing different aspects of the native structure, their combination is potentially capable of performing a signi®cantly better Constrained Protein Structure Prediction discrimination than each individual ®lter, in particular than F stat alone. The strategy we adopt is to ®rst moderately prescreen the dataset with ancillary ®lters like F Rg , F hp , F burial , F saxs and then to apply the statistical energy ®lter (F stat ) to give a ®nal ranking of all structures. In this way, we expect to eliminate false positive structures from high ranking that fail to be discriminated by F stat alone.
Here is how we implement this strategy to generate a ®nal set of ten C a backbones for a given target: (1) Prescreen using F hp , F burial , F saxs and F Rg one by one with a uniform fraction f, namely sort all C a backbones by each ®lter separately and record whether or not each C a backbone is ranking in top f Â 1000. For better tolerance against ®lter error, one failure to meet the criterion of top f Â 1000 rank is allowed. The citerion for picking the value of f is to pick that value out of 0.5,0.4,0.3,0.2 which ensures that the number of backbones left after prescreening is in the range 100-200.
(2) Sort the dataset after prescreening by the statistical energy ®lter F stat .
(3) Keep the top ten (or 20) as the ®nal predicted set.
The criterion of success (moderate success) for the above multi-®ltering scheme is to select at least one native-like C a backbone within the ®nal set of ten (20) . The results are also shown in Table 4 . Out of all 16 targets, nine are selected in top ten and 12 are selected in top 20. In comparison, using F stat alone only three are selected in top ten and six are selected in top 20. The results on the list of targets suggest that the approach of multi-®lter combination is very promising in achieving a good overall performance, although there is ample space for further improvement.
Structural homology search
In this subsection we report on results of using the structures predicted above in a structural homology search with the following two purposes: First, to evaluate the quality of our predicted C a backbones selected in the last step via structural comparisons. Second, to explore in general whether a predicted C a backbone with correct global topology but limited accuracy is able to correctly identify the folds structurally similar to it.
We do the structural alignment using the suite of LGA software developed by Zemla at Livermore National Laboratory 23 which was also successfully used in CASP4 for prediction evaluation. The predicted C a backbones are the native-like ones selected among top 20 for 12 target proteins by using the above combined ®ltering scheme. The structural homology search is performed against the Dali domain library 22 prescreened by the SAXS ®lter, aiming to capture a domain which belongs to the same fold as the target (by sharing the same ®rst three domain numbers) or is its structural neighbor (with the Z score of the structural alignment larger than 2). Either case should give clues for the determination of possible biological function.
The results are shown in Table 5 . In most cases (eight out of 12) the predicted C a backbone is able to rank one structural neighbor among the top three; ®ve out of the eight pairs of target and its structural neighbor have sequence identity less than 15 % (1btb:8 %, 1ctf:8 %, 1ubq:11 %, 1aa3:6 %, 1fwp:4 %) which means their structural similarity is beyond the scope of sequence homology. Considering the limited accuracy of cRMS of around 6 A Ê and the lack of local structural details, this is quite encouraging and suggests the importance of global topology in deciding the protein fold. a F comb is a two-step ®lter with the ®rst step pre-screening by F Rg , F burial , F hp and F saxs with a uniform fraction, and the second step using F stat . X represents failure to select native-like C a backbone in top 20.
Overall performance
Here is a brief summary of the overall performance of our SAXS-based structural prediction algorithm: Out of the total 16 target proteins: For 15 targets there is at least one native-like C a backbone generated in the 1000 backbone samples with reasonably small cRMS (less than 7 A Ê ). For nine (12) targets the multi-®ltering scheme successfully selects at least one of the top ten native-like C a backbones in the ®nal set of ten (20) C a backbones. For eight targets the selected native-like C a backbone is able to capture one structural neighbor of its target protein among the rank of top three.
We note that our success in selecting native-like predicted C a backbones and in the structural homology search is made for proteins spanning a variety of structural families and classes. This approach is also robust to the choice of native-like C a backbones: we ran structural homology searches on all top ten native-like C a backbones for each target, and found successful hits for most of them (data not shown).
The major limits to our approach are as follows:
(1) Size of the target protein: large proteins are more likely to be poorly sampled at DLW level and native-like C a backbones may not be generated using our present implementation for proteins with more than 90 residues. (2) Discrimination power of multi-®lters: the heuristic combination of multi-®lters may not be optimal, it is desirable to explore more sophisticated ways to fully exploit the available ®lters such as clustering. (3) Overall quality of C a backbone samples: though proven to be good for the purpose of structural homology search, a signi®cant improvement in overall quality may be achievable through re®nement and optimization, which should also considerably relieve the demand on ®lter power.
A few more comments on the structural homology search results: It is more or less surprising that a predicted structure with a limited 6 A Ê cRMS accuracy can be helpful in function analysis, contrary to the belief that a much better accuracy (about 2 A Ê cRMS) is required for such purpose. 7, 8 We comment as follows: First, we attribute our preliminary success to the use of very effective structural comparison tool, LGA, which is much more sensitive to shared global structural features than standard cRMS; in fact, our results show that LGA scoring system can select structural neighbors of a given target protein which are only poor alignments to the experimental target structure in terms of cRMS, suggesting the crucial role played by the effective structural comparison technique in addition to a high-quality prediction. However we must caution that even with the good tool, the alignments corresponding to a hit are still statistically weak in comparison to false positive domains with very close alignment scores. This calls for further efforts to sharpen the alignment tool and improve the prediction quality.
Second, we only aim to achieve the rather moderate goal of capturing at least one structural neighbor by structural alignment, which at most provides a rather partial clue to the biological function. Indeed the number of structural neighbors of a given protein can be large and it remains unclear how much functional information of the target is contained within a single neighbor of it.
Conclusion and future directions
Here, we have reported a systematic exploration of the use of distance constraints derived from SAXS measurement to ®ltering candidate protein structures for the purpose of protein structure predictions. This is intrinsically a more complex task than that of applying distance constraints derived from NMR where the identity of the pairs of amino acid residues subject to the given distance constraints is known, which is not the case for SAXS. Despite this complexity, our study shows that the implementation of SAXS ®lter is capable of a Information about the target protein predicted by our approach: its PDB code, Dali domain number, 22 and cRMS of the selected predicted C a backbone (see Table 4 ) which is used to do LGA alignment. b Information about the domain captured by LGA alignment: its PDB code (with chain speci®cation), Dali domain number and the Z score (Z > 2 represents a signi®cant structural similarity between the domain and the target protein).
c LGA structural alignment result: N_align is the number of residues aligned within the distance cutoff DIST 5 A Ê , cRMS is the corresponding cRMS of these aligned residues, rank is the rank of the domain by LGA alignment score LGA_Q (see Methods).
effectively purifying a set of native structure candidates. Furthermore, we have tested the quality of our predicted C a backbones by doing structural homology searches against the Dali domain library and the results are very encouraging: in spite of its lack of local structural details and limited modeling accuracy useful information about fold classi®-cation can be extracted from this procedure which is potentially helpful to the ultimate determination of biological function.
For future work, we plan to improve the present approach along the following directions: First, we will re®ne the diamond lattice representation with a volume constraint so that larger proteins are also well represented and sampled without too much burden on enumeration, the incorporation of shape information from SAXS measurements is very promising for achieving this purpose. Second, we plan to add local structure and side-chain information to our prediction to further improve its quality. We expect that at this stage the use of experimental SAXS data will further improve the prediction quality. Third, we will explore better approaches to generating a small number of best candidate structures based on a larger set, either by optimizing the multi-®ltering strategy or by using more sophisticated methods such as distance geometry.
Methods
To summarize our approach to SAXS-based protein structure prediction, a¯ow chart is given in Figure 4 . The individual components are described in detail as follows.
DLW enumeration
We enumerate all self-avoiding walks within the given ellipsoidal bounding volume containing 55 vertices on the diamond lattice, where the walk length is decided by the length of the target protein sequence (roughly two residues per vertex for small proteins with less than 80 residues). The length of an edge is 5.2 A Ê , and the major axes are 24 A Ê , 24 A Ê , 32.4 A Ê . In order to eliminate redundancy, only symmetrically unrelated starting vertices are used; also, by requiring the walk length to be even numbers, we only need to consider vertices with even coordinates as starting points, after the above preprocessing, only eight out of a total 55 vertices are eligible as starting vertices of walks. Depending on the walk length (up to 38 vertices), the total number of DLW varies in the range of 10 6 to 10 7 and can be enumerated by a Linux-based PC in a couple of hours.
Threading of a sequence onto DLW
For each DLW, we try to optimize the spacing of residues along it by using the statistical energy F_stat as a guide. Each vertex is mapped to a speci®c residue and from zero to two residues are assigned between each pair of neighboring vertices. Initially, we align the sequence uniformly onto the DLW, so that each vertex v is assigned a residue with sequence number r(v), then we associate each vertex v with a set of candidate residues R(v) {rjr(v) À 3 < r < r(v) 3}; next, we implement a greedy algorithm to pick a speci®c residue r from R(v) for each vertex v, so that the sum of pairwise contact energy for all pairs of vertices in contact spatially (but not sequentially) is optimized. This optimization method is very ef®cient and effective in selecting energetically favorable contacting pairs of residues which are promising to be utilized in the native conformation. For the same purpose Hinds and Levitt used a dynamic programming algorithm to optimize this threading process. 18 
Definitions of physical filters
For each DLW or C a backbone, we evaluated the following ®lters:
F Rg : (radius of gyration) RMS distance from the center of mass of all vertices (CA atoms) along the DLW (C a backbones). This is a useful ®lter for selecting compact structures. Since Rg can be reliably derived from the SAXS data, it is partially overlapping the SAXS ®lter de®ned later.
F hp : HP ®tness score 26 based on the hydrophobic-polar (HP) model which counts pairs of contacts between hydrophobic residues. At the diamond lattice level, we de®ne contact between two vertices when they are nearest or next nearest neighbors on the lattice but not adjacent along the DLW. The contacts between inter-vertex residues are also included albeit with 0.5 weight (similar to what was done by Hinds & Levitt 18 ) . At the C a backbone level, two residues are in contact if the distance between their CA atoms is less than 7 A Ê and they are not sequential neighbors.
F burial : burial score 26 which measures the extent by which hydrophobic residues are buried inside the core, computed by summing the number of residues in contact with every hydrophobic residue. F stat : statistical energy which is the sum of statistical pairwise contact energy between any two residues in contact based on the 20 by 20 matrix constructed by Hinds & Levitt. 18 The pairwise residue-residue interaction energy is calculated based on the frequencies of tertiary contacts in a given PDB structure database. We use the table given by Hinds & Levitt. 18 F saxs : SAXS score, see later subsection for details of its de®nition and computation.
Structure comparison
dRMS at the DLW level: we use the distance RMS (dRMS) 30 to do a structural comparison between a given DLW and the corresponding native C a backbone with given residue assignment.
The residue assignment is determined by optimizing the statistical energy (F stat ) using a greedy algorithm described above. Since its computation is based on distance only there is no discrimination between a DLW and its mirror image. This ambiguity is not resolved in the present algorithm owing to lack of a chirality measure.
cRMS at the C a backbone level: we use standard coordinate RMS (cRMS) to do structural comparison between our predicted backbone and the corresponding native C a backbone. 31 This is done by superimposing the above two structures onto each other and minimizing the RMS deviation between 90 % of the residues (tolerating a small extent of errors at both terminals). We try both the given C a backbone and its mirror image in the computation of cRMS and keep the minimum value of cRMS.
Structural homology search tool (LGA)
We use the LGA program developed by A. Zemla for structure comparative analysis of two protein structures or fragments of protein structures. 23 It has been successfully applied to the assessment of recent CASPs. 23 The program can be implemented in two general modes: sequence-dependent analysis and sequence-independent analysis. The ®rst mode includes two analysis algorithms: LCS, which is to localize the longest continuous segments of residues that can ®t under the selected RMSD cutoff, or GDT, which searches for the largest (not necessarily continuous) set of equivalent residues deviating by no more than a given distance cutoff (DIST). Since we are more interested in the global aspect of our modeling, we choose to use the GDT (DIS-T 5 A Ê ). The LGA generates the following scores as assessment of the structure comparison: N, number of residues superimposed under the distance cutoff; RMSD, RMSD computed on N residues superimposed under the distance cutoff; LGA_S, (0.00-100.00) calculated with reference to the number of residues in target protein;
LGA_Q, quality score computed using formula:
Among them we choose to use LGA_Q to rank the structure comparisons between our predicted C a backbone and the Dali domain library.
SAXS score function computation
We adopt the score function used by Walther et al. 20 The pro®le of scattering intensity associated with a bead model (where the bead is a vertex or CA atom) is given as follows using the Debye formula in its pair-distance histogram form: where r is the cross-correlation coef®cient between the two scattering intensity curves, w is the weighting factor chosen to be 10. The term (s i /s max ) m adds more weight to differences in the tail of the pro®le (at higher s values). m is taken to be 3. Smaller value of F corresponds to better ®ts between the experimental and predicted pro®les.
Experimentally, measurement of SAXS pro®les to a maximal value of s max 0.12 A Ê À1 is in a range of intermediate scattering angles beyond the small angle region usually studied. Nevertheless reliable data in this range are readily accessible and in a recent paper, Svergun and collaborators 21 report data out to s max 0.27 A Ê À1 for a number of proteins. We have done some tests of our algorithm for a reduced s max 0.06 A Ê À1 . Although the performance is somewhat degraded, use of a SAXS ®lter is still found to be positive. Clearly, use of data out to the higher s values is bene®cial.
Evaluation of structural homology using Dali domain classification and structural neighbors
In the Dali domain classi®cation, 22 each domain is assigned a Domain classi®cation number DC l m n p representing the fold space attractor region (l), globular folding topology (m), functional family (n) and sequence family (p). We used the Dali domain de®nitions (v3.01) published by Structural Genomics Group at EMBL-EBI in October 2000 which contains 3689 domains with different numbers of DC l m n p . Given the target protein, we ®rst exclude all domain entries that share the same Constrained Protein Structure Prediction DC l m n p number with it because these sequences bear a 25 % or more sequence identity with the target. Then we prescreen the domain library with the SAXS ®lter and keep 10 % of them. This ®ltering step effectively eliminates domains which differ signi®cantly in length and shape from the target. Finally we undertake a one-to-all LGA structural comparison between the predicted C a backbone and the post-screening domain library, and then compare the domains identi®ed by the above comparison with high ranks (top 3) to the correct domain representative of the target. We call it a hit if both share the same ®rst three Domain classi®cation numbers (l, m and n) or are structural neighbors of each other. The de®nition of structural neighbors is based on the all to all Dali alignment 22 and its criterion is that the z score is no less than 2. This criterion is relatively strict in de®n-ing structural similarity so that it is biologically meaningful.
