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Abstract
In this paper we consider some iterative estimation algorithms, which are valid to analyse the variance
of data, which may be either non-grouped or grouped with different classification intervals. This situation
appears, for instance, when data is collected from different sources and the grouping intervals differ from
one source to another. The analysis of variance is carried out by means of general linear models, whose
error terms may be general. An initial procedure in the line of the EM, although it does not necessarily agree
with it, opens the paper and gives rise to a simplified version where we avoid the double iteration, which
implicitly appears in the EM and, also, in the initial procedure mentioned above. The asymptotic stochastic
properties of the resulting estimates have been investigated in depth and used to test ANOVA hypothesis.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Statisticians usually have available both non-grouped and grouped data, for instance, when
data is collected from different sources. In this paper we consider the analysis of the variance of
this kind of data. The use of ANOVA tables is impracticable, since the different sums of squares
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can not be computed due to the existence of grouped data. It follows that the analysis must be
done through the general linear model approach. Let us think in terms of the simple one-way
classification model
zi j = µi + vi j ,
where zi j and vi j denote the data and the error terms, respectively. It is well-known that, if some
of the zi j -values are grouped, assigning particular values for them may yield undesirable biases
of the µi -estimates due to the information loss. These biases increase as the percentage of the
grouped data and/or the lengths of the grouping intervals increase. In addition to the existence of
grouped data, we will assume throughout this paper that the distribution of the error terms, vi j , is
arbitrary, not necessarily normal. In this situation, the use of ANOVA tables is also impracticable
(even in the absence of grouping data), since the usual F-statistics depends on normality, as is
well known. In the next section we present a real life situation in which grouped data coexists
with non-normal errors, so justifying the assumptions made.
In this paper we propose some iterative estimation algorithms which are valid to analyse
the variance in the situation described, since these algorithms allow us to estimate both the
parameters of the general linear models and the asymptotic variance of the parameter estimates.
The original embryo of the procedures proposed here sprang from the missing information
principle of Orchard and Woodbury [8] and from even earlier algorithms (e.g., [3]). We start
by proposing a basic algorithm which consists of an initial step that fills in the censored data
using conditional expectations with the available information, and then an improvement step,
which updates the current estimate by standard least square projections. The EM algorithm has
exactly this form when the errors are distributed normally (see [2,6,9,7]); thus, our estimates
agree with the maximum likelihood estimates in the normal error case. We show that the basic
algorithm that we propose is also applicable for a general class of error distributions. It follows
that, with non-normal errors, our basic algorithm differs from the EM and our resulting estimates
do not agree with the maximum likelihood estimates of the general linear model coefficients.
Notwithstanding this, the estimates that we propose satisfy good asymptotic stochastic properties
under weak conditions. The asymptotic distributions of our estimates are then used to carry out
all of the hypothesis tests involved in the analysis of variance.
After the basic algorithm we present a simplified version of it. This adopts the form of a
sequential algorithm which reduces the computation in many cases. In spite of the simplifications
alluded to, the new versions maintain the efficiency of the basic algorithm in estimating the
parameters of the linear model and in analysing the variance of data under the assumptions
mentioned above.
The paper is organised as follows. In Section 2 a motivating real life example is presented. In
Section 3 we introduce notations and describe the initial iterative estimation process together
with its principal convergence theorems. Section 4 focuses on the simplifying algorithm.
The simplification does not affect the asymptotic properties of the final estimates, which
are essentially preserved. Section 5 is devoted to hypotheses testing, first in the one-way
classification model and then in more complex cases. The performance of the two algorithms
is compared in Sections 6 and 7. Finally, some remarks about our computing implementation of
the algorithms are sketched in Section 8.
2. A motivating real life case
Data presented here originally motivated our study and was provided by the Nuclear Security
Council of Spain which has funded a research contract tender to mitigate biases on the estimated
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Table 1
Input data of the factorial experiment
Central power station Distance (m)
100 600 1000
A 110 97 38
108 [92, 98] 22−
[109, 115] 88 [32, 37]
120+ 87 43
101 90 39
102 94 20−
115+ [93, 96] 17−
102 90 29
T 103 91 27
[95, 99] 79 [21, 26]
115+ 85 20−
98 [79, 87] 33
110+ 84 17−
99 [83, 88] [19, 23]
[92, 100] 81 [21, 25]
89 [82, 88] 21
levels of low environmental radiological contamination. Values of Table 1 quantify several
radiological gamma emissions (in units Bq/kg) recorded from samples of vegetables taken from
sites around the Spanish nuclear power stations of Almaraz (A) and Trillo (T ) at distances of
100, 600 and 1000 m. These samples are periodically sent to different laboratories, each working
with different exposition periods and with apparatus from several manufacturers, which may
be calibrated differently. As a consequence, some of the recorded levels of radioactivity have
been, on the one hand, submitted to upper and lower limits of detection and, on the other hand,
some rough measures have been registered as interval censored (their extreme values written in
brackets). The signs+ and− indicate that their corresponding measurements are above or below
the upper or lower limits of detection written on the left of the sign, respectively.
The objective of this 3 × 2 factorial experiment is to determine the effects that the
three distances (D) and the two power stations (P) have on the environmental radiological
measurements. Our intention is to analyse the complete model with interactions
zi jh = η + Di + Pj + DPi j + vi jh
(i = 100, 600, 1000 and j = A, T ), with the usual constraints∑
i
Di = 0,
∑
j
Pj = 0,
∑
i
DPi j = 0, and
∑
j
DPi j = 0,
where zi jh denote the radiological gamma emissions and vi jh are error terms. From a general
linear model perspective, these errors are usually assumed to follow a normal distribution.
However, analysts of environmental radiological measurements prefer to make the assumption
that the error distribution is double exponential due to their exponential decay. Additionally, as
was said, some values zi jh are unknown, since they were registered as interval censored. This
situation gives rise to the question on which this paper is focused: if the errors follow an arbitrary
distribution and data may be grouped or ungrouped, how can we test the following common
analysis of variance hypothesis (with the alternative hypothesis H1 ≡ notH0 in all cases)?:
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(a) Distance main effects: H0 ≡ D100 = D600 = D1000 = 0.
(b) Power station main effects: H0 ≡ PA = PT = 0.
(c) Interaction between distance and power station: H0 ≡ DPi j = 0, for all possible values
(i, j).
In this respect let us observe that, even assuming that the error distribution is normal, the usual
sums of squares can not be computed from data of Table 1 unless we assign particular values to
all the interval-censored data. However, the greater the censure interval length of the grouped data
is, the more difficult it is to assign a value to it; thus, any assigned value may be questioned and
may also have a determinant influence on the ANOVA results. Although this influence becomes
evident when the censure interval is unbounded, such as occurs with all of the measures submitted
to lower or upper limits of detection, contradictory results may even derive from assigning two
different sets of values to all of the grouped data with finite censure intervals. The following cases
show how contradictory results can be obtained after assigning different values to the censored
data of Table 1. Our attention will focus on test (b), although similar conclusions are applicable
to test the distance main effects as well as the interactions.
Case 1: In this case, each grouped observation with unbounded censure interval was given a
value equal to the finite extreme of the censure interval (for example, 115+ and 17− of station A
were assigned 115 and 17, respectively); the value assigned to a grouped data with finite censure
interval was equal to the lower extreme of the interval if the data belongs to the station A, and
to the upper interval extreme if the data is of station T . The resulting F statistic for test (b) was
11.151, thus the hypothesis of null station effects must be rejected at both 1 percent and 5 percent
α-levels, since their critical values are F1,42(0.05) = 4.07 and F1,42(0.01) = 7.28.
Case 2: Here we have assigned the values mentioned above to the infinite interval censored
data, and the assignations given to the finite interval grouped data of stations A and T were the
opposite way round to those in case 1, that is, we have assigned the upper/lower limit of the
grouping intervals to the data of station A/T . The F statistic of the standard ANOVA Table has
grown to 19.842, greater than the two critical values mentioned above. Thus, the conclusion of
this case agrees with that of case 1.
Case 3: Now we have maintained the same value assignations as case 1, except that the censored
values 115+ and 110+ of station T were fixed at 130 and 125, respectively. The F statistics falls
to 4.573. Thus, the hypothesis of null station main effects is rejected at the 5 percent level, and
accepted at the 1 percent level.
Case 4: Switching again from the assignation rules of case 1, we have given the values 12, 10
and 7 to the grouped data 22−, 22− and 17− of station A in addition to the values assigned to
115+ and 110+ of station T in case 3. Now we find that the null station effects must be accepted
both at 1 percent and 5 percent levels, as the F statistic of the standard ANOVA Table reduces to
1.989.
Case 5: Finally, as an extreme case of this sensitivity analysis, it can be shown that one single
assignation of an infinite interval censored data may completely modify the results. If we
maintain the assignations of case 1 with the sole exception of giving the value 200 to the grouped
data 115+ of station T at distance 100, the F statistics falls from the value 11.151 to 0.357.
It follows that the case 1 rejected/rejected conclusions of the null station effect hypothesis at 1
percent and 5 percent levels turn over accepted/accepted at the same α-levels in this case.
It is important to highlight that the standard ANOVA analysis is made under the assumption
that the errors follow a normal distribution; otherwise, it is well-known that the F statistics
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are not applicable. If we assume, for instance, that the errors follow a Laplace distribution, as
usually happens with radiological measures, an additional problem arises, which is added to the
inconclusiveness of the standard statistical analysis that derives from the existence of grouping
data. As said, this situation is tackled in this paper. Table 1 will be analysed in detail in Section 7,
once the basic algorithm and its variant are stated.
3. Basic algorithm
Let us consider, for simplicity, a one-way classification model
zi j = µi + vi j , (1)
where i = 1, . . . , F, j = 1, . . . , ni and n1 + · · · + nF = n. Let us start by assuming that the
error terms vi j are i.i.d. following a known density function f > 0, supposed to be symmetric,
continuous, except over a discrete set of points, and, thus, with finite known variance. Finally, we
will assume that the data has been collected from different sources, and may be either grouped
(possibly with different classification intervals within each source) or non-grouped. We will
assume that the first source supplies the non-grouped data, whereas in the remaining sources data
is recorded in grouped form. Within these latter sources the classification intervals may vary. Let
us denote the classification intervals of source s by −∞ = c0s < c1s < · · · < crs = ∞, where
r may depend on s. When a datum zi j is grouped its value is missing, although we know its
grouping interval (li j , ui j ],−∞ ≤ li j < zi j ≤ ui j ≤ ∞. This interval (li j , ui j ] agrees with a
certain (cls, cl+1s], if zi j comes from the source s. For simplicity, we will consider that only one
grouping source exists. Thus, the sub-index s in the intervals (cls, cl+1s] is pointless and it will
be omitted in the sequel. The reader may revise all proofs to conclude that all theorems given in
this paper remain true if the number of grouping sources is greater than one. In order to avoid
double sub-indices, let us write (1) as z = Xµ+ v, where
µ = (µ1, . . . , µF )T ,
z = (z11, . . . , z1n1 , z21, . . . , zFnF )T = (z1, . . . , zk, . . . , zn)T ,
ν = (ν11, . . . , ν1n1 , ν21, . . . , νFnF )T = (ν1, . . . , νk, . . . , νn)T ,
and X is the matrix
X = (x11, . . . , x1n1 , x21, . . . , xFnF )T = (xT1 , . . . , xTk , . . . , xTn )T ,
whose component vectors are xTi j =
(
0, i−1. . ., 0, 1, 0, F−i. . . , 0
)
= xTk , for k = n1 + · · · + ni−1 + j
and j = 1, . . . , ni . Thus, (1) is equivalent to
zk = xTkµ+ νk, (k = 1, . . . , n). (2)
For a finite sample size n, the index set Nn = {1, . . . , n} can be partitioned into N gn = {k|1 ≤
k ≤ n, zk is a grouped datum} and N un = Nn − N gn . Assuming that the different levels, i , of the
factor appear in the data population with positive probabilities 0 < pi(i) < 1 and, also, that a
value zi j within the i th level of the factor has probability 0 < pi(g|i) < 1 of being grouped and
pi(u|i) = 1 − pi(g|i) of being ungrouped, then the probabilities that a certain index k is in N gn
or in N un are positive and equal to pi(g) = Σipi(i)pi(g|i) and pi(u) = 1 − pi(g), respectively. It
is clear that ni/n → pi(i) with probability one, as n → ∞. Equally, if nui denotes the number
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of ungrouped data within the i th level, then nui /n → pi(i)pi(u|i) > 0 almost everywhere. A
similar conclusion stands for ngi , the number of grouped data. For a fixed sample size n, we
propose to estimate the true vector parameter µ in model (2) with grouped and non-grouped data
by means of an iterative algorithm whose resulting estimator will be denoted by µn . Then, we
will analyse the asymptotic properties of µn as n→∞. This standard procedure implies that we
have a primary iteration in n and, also, a secondary iteration nested in the previous one. Strictly
speaking, the double iteration estimating procedure can be written as follows:
INITIALIZATION: Let m be an initial sample size.
PRIMARY ITERATION:
1. Assume the sample size n is fixed.
SECONDARY ITERATION
1.1 Fix an arbitrary vector µ0n as the initial estimate of the true parameter µ.
1.2 Update this estimate by the expression
µ1n =
(
XTnXn
)−1
XTn y
(n)
(
µ0n
)
. (3)
1.3 µ0n ← µ1n and return to 1.2, until the convergence is achieved.
2. Let µn be the limit point of the secondary iteration.
3. n← n + 1, and return to 1.
The different components of the vector y(n)(µ0n) = (y1(µ0n), . . . , yn(µ0n))T of order n, which
appears in (3) are defined as
yk(µ
0
n) = zk, if k ∈ N un
= xTkµ0n + E(ν|ν ∈ (−xTkµ0n + lk,−xTkµ0n + uk]), if k ∈ N gn , (4)
where E(ν|ν ∈ (α, β]) denotes the conditional expectation of the errors upon the interval (α, β].
For a fixed sample size n, let {µpn } be the sequence generated by the secondary iteration. Thus,
(3) is equivalent to the following vector difference equation of order one
µ
p+1
n =
(
XTnXn
)−1
XTn y
(n) (µpn ) . (5)
Since the matrix XTnXn = diag(n1, . . . , nF ) needs to be inverted, it is clear that the initial sample
size, m, of the primary iteration can be established as soon as each level of the factor has been
observed at least once.
For arbitrary real values a < b, the function δab(w) = E(ν|ν ∈ (w + a, w + b]) clearly is
non-decreasing. The following condition will be assumed throughout the rest of the paper:
BASIC CONDITION: δab(w)− w is non-increasing, as a function of w. (6)
This implies a certain restriction on the tail weight of the underlying error distribution. Several
common laws fulfil the cited condition, among them, the strongly unimodal distributions (that
is, the log-concave distributions; see [1]). Thus, the following laws satisfy (6): normal, Laplace,
logistic, flat distributions around zero with normal or exponential tails, etc. When the data zk
is grouped within the interval (lk, uk], then we will denote, for simplicity, δk(w) = δab(w), for
a = lk and b = uk .
The following theorem shows that the sequence {µpn } generated by the secondary iteration
converges, as p → ∞, to a unique point µn , independently on the initial vector µ0n . As a
consequence, the primary iteration is determined only from the data and can be visualised as
a discrete time stochastic process.
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Theorem 1. With probability one and provided n is sufficiently large, for any starting vector µ0n
the sequence {µpn } generated by the secondary iteration converges, as p → ∞, to a unique
vector µn , which satisfies the implicit equation
µn =
(
XTnXn
)−1
XTn y
(n) (µn) . (7)
We proposed the point µn to be the estimate of the true vector µ, based on a sample of size
n. Such µn can be taken as an M-estimator, since it is defined by an implicit equation. This fact
points to the asymptotic normality of µn as n → ∞. The following theorem strictly states the
limit behaviour of µn .
Theorem 2. With no restriction it holds that
(i) µn
L2→µ, thus µn consistently estimates µ.
(ii) The sequence n1/2(µn − µ) is bounded in L2 and, also,
n1/2
(
µn − µ
) D→
n→∞ N (0,Λ), (8)
for some non-null covariance matrix Λ. Thus, if n is sufficiently large, the distribution of
µn − µ can be approximated by
N (0, n−1Λ). (9)
(iii) Under certain conditions, which are specified in the proof included in the Appendix, the
covariance matrix Λ can be consistently estimated by:
Λˆn = n
(
XTnM
(n)Xn
)−1 (
XTnT
(n)Xn
) (
XTnM
(n)Xn
)−1
. (10)
The diagonal matrices (of order n)M(n) = diag(mk) and T(n) = diag(tk) are, respectively,
given by:
mk = 1 if k ∈ N un , and, otherwise,
mk = ddβ δk (β)
∣∣∣∣
β=−xTkµn
= ∂
∂β
E (νk | νk ∈ (β + lk, β + uk])
∣∣∣∣
β=−xTkµn
;
and
tk = 1 if k ∈ N un , and tk = Var(ν∗k ) if k ∈ N gn ,
where ν∗k is a discrete random variable which takes the values
E
(
νk | νk ∈
(
−xTkµn + ch−1,−xTkµn + ch
])
with probabilities
Prob
(
νk ∈
(
−xTkµn + ch−1,−xTkµn + ch
])
,
for h = 1, . . . , r .
Up to this point it was supposed that the error variance was known. This is a plausible
hypothesis in certain circumstances, for example in continuous sampling, such as happens with
the environmental radiological measures commented on in Section 2 or within a quality control
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context. In these circumstances the large number of historical measures permits us to have at our
disposal a precise variance estimate, even though some of these measures were roughly taken
(either grouped or censored). This estimate can be easily obtained from the ungrouped historical
measures, for example using a similar procedure to that explained below. However, if we assume
that the error variance is unknown, let us reformulate model (1) as
zi j = µi + σν∗i j ,
where a scale parameter σ > 0 has been introduced and the ν∗i j ’s are standardized random
variables with a known density f ∗(t) > 0. In this case we simply propose the use of the former
algorithm after substituting σ with a pilot estimate (let us denote this by σˆ pilot) based on the
ungrouped data, that is, after substituting f (t) with
1
σˆ pilot
f ∗
(
t
σˆ pilot
)
.
In absence of historical data our proposal is to compute first the ordinary least square estimate of
µ given by
µˆ
ols =
(
Xu
T
n X
u
n
)−1
Xu
T
n z
u
with the notation used in (2), where zu is the vector of ungrouped data and Xun =
∑
k∈Nun xkx
T
k ,
and then to take
σˆ ols =
 1
card(N un )
∑
k∈Nun
(
zk − xTk µˆols
)21/2
as the pilot estimate mentioned above, in which card(N un ) stands for the cardinal of the set in
brackets. It is clear that the proposed algorithm depends on the goodness of this pilot estimate
(or any other which may have been employed). In this sense, we delay any further comment till
Section 6 where, in this respect, a sensibility analysis is presented.
4. A simplified version of the basic algorithm
The goal of this simplification is to substitute the two nested iterations mentioned above
by only one. The idea is to maintain the primary iteration as was mentioned and to run one
single loop of the secondary. Additionally, the resulting µ1n will be taken as the initial vector at
n + 1. In these conditions, the use of super-indices becomes pointless and, therefore, µn will
identify the former µ1n . This sort of algorithm may be useful when data is collected, received, or
recorded sequentially, and we wish to update the estimate when a new datum is available. The
new algorithm runs as follows when the error variance is known:
INITIALIZATION: Let m be an initial sample size and let us assume that we have fixed (or
computed from this initial data) an initial estimate µm of µ.
ITERATION:
1. Let us assume that both a current sample size n − 1 and an estimate µn−1 based on this
sample are fixed. As soon as a new datum is available, update the estimate by
µn =
(
XTnXn
)−1
XTn y
(n) (µn−1) , (11)
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where y(n)(µn−1) = (y(n)1 (µn−1), . . . , y(n)n (µn−1)) is defined as in (4), replacing µ0n by
µn−1.
2. n − 1← n, and return to 1.
The sequences generated by this algorithm will be denoted by µ#n , to make them distinguishable
from those µn generated by the algorithm of Section 3. In spite of the simplification, the
stochastic properties of algorithm (11) are similar to those described in Theorem 2.
Theorem 3. The following points hold unrestrictedly
(i) µ#n
L1→µ, thus µ#n consistently estimates µ.
(ii) Let µ#(1)n and µ
#(2)
n be the sequences generated by the algorithm (11) when the starting
points have been fixed at µ#(1)m and µ
#(2)
m , respectively. For any arbitrary real value γ , the
limit
nγ
(
µ#(1)n − µ#(2)n
)
→
n→∞ 0
holds almost everywhere and also in L1.
(iii) n1/2
(
µ#n+1 − µ#n
) L1→ 0, for any initial point µ#m .
(iv) n1/2
(
µ#n − µn
) L1→ 0, regardless of the initial chosen points.
(v) There exists a non-null covariance matrix Λ such that
n1/2
(
µ#n − µ
)
D→
n→∞ N (0,Λ) . (12)
Therefore, provided n is large enough, the following approximation is justified(
µ#n − µ
)
≈ N
(
0, n−1Λ
)
. (13)
(vi) Under the same hypothesis assumed in Theorem 2, the covariance matrix Λ can be
consistently estimated by an expression similar to (10) after simply substituting µn with
µ#n .
As with the basic algorithm, if the error variance is unknown this simplified version must be
run once a pilot estimate of the scale parameter (based on the ungrouped data, either historical
or not) has been computed. In absence of historical data we propose the use of the estimate σˆ ols
described at the end of the previous section as the pilot one. A sensibility analysis about the
influence of the disagreement between the error variance and its pilot estimate on the results of
this algorithm is included in Section 6.
5. One way hypothesis testing and extensions
The usual hypotheses testing poses Ho:µ1 = · · · = µF vs H1: not Ho. The null hypothesis is
equivalent to Ho ≡ Aµ = 0, where A is the (F − 1)× F matrix
A =

1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 −1
 .
The asymptotic distributions of the estimates presented in Sections 3 and 4, together with the
consistent estimation of the covariance matrix Λ included in the last theorems of these sections,
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allow us to test the former hypothesis in the standard form. If n is sufficiently large, we can use
the approximation
Aµn ≈ N
(
0, n−1AΛˆnAT
)
under the null hypothesis to carry out the test. As is natural, the matrix Λˆn stands for the
consistent estimate of Λ, given in the proof of either Theorem 2 or Theorem 3. For a fixed
significance level α, H0 is accepted if nµTnA
T
(
AΛˆnAT
)−1
Aµn ≤ Zαn , otherwise H0 is rejected.
The value Zαn is determined such that
Prob
(
N
(
0, n−1AΛˆnAT
)
∈ Rαn
)
= 1− α,
where the highest density region Rαn agrees with
Rαn =
{
z ∈ RF |nzT
(
AΛˆnAT
)−1
z ≤ Zαn
}
.
The evaluation of Zαn can be taken from tables or approximated by usual quadrature
methods or by simulation. Alternatively, under the null hypothesis H0, nµTnA
T
(
AΛˆnAT
)−1
Aµn
approximately distributes as a (central) χ2-distribution with F − 1 degrees of freedom. If
χ2F−1(α) is the value such that
Prob
{
χ2F−1 > χ2F−1(α)
}
= α,
then
Prob
{
nµTnA
T
(
AΛˆnAT
)−1
Aµn > χ
2
F−1 (α)
}
= α.
To test the null hypothesis, we use as our critical region
R∗αn =
{
µn|nµTnAT
(
AΛˆnAT
)−1
Aµn > χ
2
F−1 (α)
}
.
Thus, assuming that a particularµn has been obtained through the algorithm of either Section 3 or
Section 4, and that Λˆn is the estimate of the asymptotic covariance matrixΛ given in Theorem 2
or Theorem 3, then H0 is rejected ifµn ∈ R∗αn , and accepted otherwise. The linear null hypothesis
H0 can be tested in a similar way, if the matrix A differs from that written above.
Up to this point we have analysed variance with one single factor only. More complex
situations equally can be tackled. As an example, let us consider the two way classification model
zi jh = µi j + υi jh,
where i = 1, . . . , F, j = 1, . . . ,G, h = 1, . . . , ni j and Σi jni j = n. The errors νi jh are assumed
to share the same properties exposed in Section 2, similarly with the values zi jh , which may be
either grouped or non-grouped. Let µ = (µ11, . . . , µ1G , . . . , µF1, . . . , µFG)T denote the model
vector parameter. The decomposition
µi j = µ¯.. + (µ¯i. − µ¯..)+
(
µ¯. j − µ¯..
)+ (µi j − µ¯i. − µ¯. j + µ¯..)
= η + αi + β j + (αβ)i j ,
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together with the identifiability constraints Σiαi = 0,Σ jβ j = 0, (αβ)i. = 0 (i = 1, . . . , F) and,
(αβ). j = 0 ( j = 1, . . . ,G), allow us to pose the following usual hypothesis testing (in all cases
the alternative hypothesis is assumed to be H1 ≡ not Ho, for simplicity):
(a) i-main effects: H0 ≡ α1 = · · · = αF−1 = 0 (=αF ).
(b) j-main effects: H0 ≡ β1 = · · · = βG−1 = 0 (=βG).
(c) ij-interactions: H0 ≡ (αβ)11 = · · · = (αβ)1G−1 = · · · = (αβ)F−1G−1 = 0.
All these null hypotheses share the linear representation H0 ≡ Aµ = 0, for particular matrices
A. Thus, all comments above are directly applicable to the two factor model considered now.
Although further extensions are also possible, we will not persist on this point.
6. Simulations and computational results
In this section we present the results of a simulation carried out to analyse the performance
of the different algorithms commented on previously. The simulation corresponds to a one way
analysis of the variance problem with three levels of the factor. Thus, the underlying linear model
is
zi j = µi + vi j ,
for which we have fixed µ = (µ1, µ2, µ3)T = (−1, 0, 1)T and assumed that the errors follow
either a Laplace distribution, with density f (t) = 2−1e−|t |, or a standard normal distribution. In
both cases, a number n = 100 of z-values were generated with constant probabilities pi(i) = 1/3
and pi(g|i) = 0.6 of being within the i th level of the factor and of being grouped within this level,
respectively. The grouping intervals were (−∞,−1], (−1, 1] and (1,∞). With the resulting data,
we have run the two algorithms considered in Sections 3 and 4, where (1) the initial sample size
m was fixed equal to the first value for which the matrix (XTmXm) is non-singular (this implies that
one datum at least has been obtained from each factor level), and (2) the vector (10, 10, 10)T was
taken as the starting point. Finally, this process was repeated 300 times and the sequences µ(r)n
and µ#(r)n (n = m, . . . , 100), corresponding to the replication r , were recorded. With the intention
of using µˆ(r) = µ(r)100 and µˆ#(r) = µ#(r)100 as the limit points µ(r)∞ and µ#(r)∞ , we have tested if the
usual algorithm STOP condition ‖µ100 − µ99‖2 ≤ 10−5 was met, the result being positive in all
cases. For the two algorithms and each r , the diagonal matrices Λˆ
(r) = Λˆ(r)100 and Λˆ
#(r) = Λˆ#(r)100 ,
which consistently estimate the asymptotic covariance matrices Λ of Theorems 2 and 3, were
also computed from (10), recorded and, finally, used to carry out the ANOVA hypothesis testing
H0 ≡ µ1 = µ2 = µ3, vsH1 ≡ not H0. The null hypothesis is equivalent to H0 ≡ Aµ = 0,where
A is a 2× 3 matrix whose rows are (1,−1, 0) and (0, 1,−1), respectively. Thus, the χ2-statistic
nµˆTAT
(
AΛˆAT
)−1
Aµˆ, where the pair
(
µˆ, Λˆ
)
stands for either
(
µˆ
(r)
, Λˆ
(r))
or
(
µˆ
#(r)
, Λˆ
#(r))
,
was used to accept or reject H0, such as was indicated in Section 5. The recorded results were
synthesised into the following empirical indices (for µ˜ = µˆ, µˆ#), all included in Table 2:
- Bias: Eˆ (µ˜)− µ = 300−1
300∑
r=1
µ˜(r) − µ.
- Mean L1-errors: Eˆ (‖µ˜− µ‖1) = 300−1
300∑
r=1
∥∥∥µ˜(r) − µ∥∥∥
1
.
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Table 2
Performance of the different algorithms: simulation results
Empirical expectations and probabilities Values when the error distribution is
Laplace Standard normal
Basic algorithm of Section 3
Bias: Eˆ
(
µˆ− µ) (−0.059,−0.135,−0.461)T (−0.025, 0.067, 0.486)T
L1 & L2-errors: Eˆ
∥∥µˆ− µ∥∥1 , Eˆ ∥∥µˆ− µ∥∥2 1.706 1.726 1.434 1.171
Conditional probability of Type II errora 0.060b 0.114c 0.012b 0.040c
Algorithm of Section 4
Bias: Eˆ
(
µˆ# − µ
)
(−0.059, 0.131,−0.506)T (−0.028, 0.064, 0.447)T
L1 & L2-errors : Eˆ
∥∥∥µˆ# − µ∥∥∥
1
, Eˆ
∥∥∥µˆ# − µ∥∥∥
2
1.651 1.471 1.401 1.121
Conditional probability of Type II errora 0.054b 0.108c 0.006b 0.016c
OLS estimates with complete data
Bias: Eˆ
(
µˆOLS − µ
)
(0.021, 0.007,−0.018)T (0.001, 0.005, 0.002)T
L1 & L2-errors: Eˆ
∥∥∥µˆOLS − µ∥∥∥
1
, Eˆ
∥∥∥µˆOLS − µ∥∥∥
2
1.302 0.919 0.924 0.455
OLS estimates, after discharging the grouped data
Bias: Eˆ
(
µˆols − µ
)
(−1.047,−1.142,−1.377)T (0.459, 0.466, 0.179)T
L1 & L2-errors: Eˆ
∥∥∥µˆols − µ∥∥∥
1
, Eˆ
∥∥∥µˆols − µ∥∥∥
2
3.650 6.083 2.269 2.813
a Given the true parameter µ = (−1, 0, 1)T, for the hypothesis testing: H0 ≡ µ1 = µ2 = µ3 vs H1 ≡ not H0.
b α = 0.05.
c α = 0.01.
- Mean L2-errors: Eˆ (‖µ˜− µ‖2) = 300−1
300∑
r=1
∥∥∥µ˜(r) − µ∥∥∥
2
. (14)
With a comparison aim, Table 2 also shows the former empirical indices for two usual ordinary
least squares estimates. The first uses all the real z-values, before being submitted to the censored
process, and has been denoted by µˆ(r)OLS. The second estimate, now identified by µˆ(r)ols, with
the super-index written in small letters, was computed considering only the uncensored data,
after having discharged the resulting grouped z-values, in each replication.
Additionally, for the algorithms of Sections 3 and 4, with which the former hypotheses H0 and
H1 can be tested, we have computed the number, R, of replications where χ2-tests commented
on above led us to mistaken conclusions, for α-levels of 0.05 and 0.01. Clearly, R agrees with
the number of replications r for which the inequality
nµ˜TAT
(
AΛ˜AT
)−1
Aµ˜ ≤ χ21 (α) ,
(
Λ˜ = Λˆ, Λˆ#
)
,
is fulfilled. The fraction R/300 represents the empirical conditional probability of type II error
given the true value of µ, which is covered by H1.
On seeing the results of Table 2, the following remarks are made. The estimate µˆOLS, which
uses the complete data before executing the censoring process, has the minimum empirical bias
for the two error distributions mentioned above. This fact is in full accordance with the well-
known asymptotic unbiasedness of this estimate. For its part, the maximum bias is achieved by
µˆ
ols, which discharges all the censored data. The increases between the norms of their respective
bias vector,
∥∥∥E (µˆols − µ)∥∥∥− ∥∥∥E (µˆOLS − µ)∥∥∥, can be attributed to the censoring information
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loss. The two procedures described in this paper yield biases of similar order, which substantially
diminish the increase of bias due to the information loss.
Similar comments can be made with respect to the L1 and L2-errors, although in these cases,
unlike the bias’, the algorithm of Section 4 slightly improves the errors of the basic algorithm.
This is observed better with Laplacian than with normal errors, undoubtedly due to the heavier
tail weights of the first distribution. For any estimate µ˜, its rates of increase in L1 and L2-errors,
r1(µ˜) and r2(µ˜), with respect to the OLS estimate are
100
{(
E (‖µ˜− µ‖1) /E
(∥∥∥µˆOLS − µ∥∥∥
1
))
− 1
}
%,
and 100
{(
E (‖µ˜− µ‖2) /E
(∥∥∥µˆOLS − µ∥∥∥
2
))
− 1
}
%,
respectively. In the case of Laplacian errors, r1
(
µˆ
ols
)
= 180.3% and r2
(
µˆ
ols
)
= 561.9%.
These enormous rates of variation greatly reduce with µˆ# and µˆ, whose values are r1
(
µˆ
#
)
=
26.8%, r1
(
µˆ
) = 31.0%, and r2 (µˆ#) = 60.1%, r2 (µˆ) = 87.8%. As can be seen, values
corresponding to µˆ# apparently are smaller than those of µˆ. Finally, the apparent improvement of
the algorithm of Section 4 with respect to that of Section 3 is also recognisable from the ciphers
of their respective conditional probabilities of type II errors in the hypothesis testing mentioned
above, with both α-values 0.05 and 0.01.
All of the results shown in Table 2 have been calculated using the true error variance. If
we model the data in the form zi j = µi + σν∗i j , where σ is the true scale parameter and the
ν∗i j ’s are standardized, the true underlying models used in this simulation study correspond to
values σ = 21/2 and σ = 1 in the Laplacian and standard normal cases, respectively. As
indicated at the end of Section 3, the knowledge of the actual σ -value is often an acceptable
assumption in a continuous sampling context; otherwise, the algorithms need the use of a pilot
estimate σˆ pilot. The precision of this clearly affects the proposed algorithms’ results, since the
conditional expectations depend on the scale parameter. In the following we present a normalized
sensitivity analysis based on discrete elasticities to show (1) the extent to which moderate
disagreements (positive or negative) between the true scale parameter and its pilot estimate are
conveyed on the mean errors of the parameter estimates µˆ and µˆ#, and (2) the limits between
which the variation rates of the former mean errors are proportionally smaller than the relative
disagreements between the true scale parameter and its pilot estimate.
The sensitivity analysis will be presented in terms of the commonly used L2-norm. Let
1σ = σˆ pilot − σ and ρ = 1σ/σ be the absolute and relative deviations of σˆ pilot from σ .
As σ is fixed and σˆ pilot varies over R+, it is clear that ρ > −1 (that is, ρ > −100%). For
a given set of grouped and ungrouped data, let us denote by µ˜ and µ˜pilot(µ˜ = µˆ, µˆ#) the µ-
estimates obtained with the algorithm of either Section 3 or Section 4 when this is run using
the true scale parameter or its pilot estimate, respectively. From the 300 replications of the
simulated data sets, we can calculate the mean L2-errors of µ˜ and µ˜
pilot (using (14) and its
equivalent for µ˜pilot). It is clear that Eˆ (‖µ˜− µ‖2) is a fixed value, like σ . For its part, the
similar mean error of µ˜pilot, Eˆ
(∥∥∥µ˜pilot − µ∥∥∥
2
)
may be envisaged either as a function of σˆ pilot or
as a function of ρ, for the correspondence ρ ↔ σˆ pilot is one to one. Let us denote these functions
by E
(
σˆ pilot
) = E∗ (ρ) = Eˆ (∥∥∥µ˜pilot − µ∥∥∥
2
)
. Clearly, E (σ ) = E∗ (0) = Eˆ (‖µ˜− µ‖2). In the
first part of Table 3 we have tabulated E∗(ρ) as a function of ρ, for µˆ and µˆ# nested with the
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Table 3
Effects of differences between σ and its pilot estimate
ρ = 1σ/σ (%) Laplace error distribution Standard normal distribution
µˆ µˆ# µˆ µˆ#
Mean L2-errors E
∗(ρ)
−90 3.958 3.237 4.256 4.462
−70 3.271 2.680 2.837 2.628
−50 2.461 2.134 1.879 1.856
−30 2.090 1.738 1.363 1.363
−10 1.756 1.498 1.196 1.148
0 1.726 1.471 1.171 1.121
10 1.757 1.498 1.202 1.148
30 1.918 1.621 1.363 1.272
50 2.211 1.779 1.693 1.626
70 2.642 2.145 2.216 2.264
90 3.247 2.542 3.090 3.140
100 3.554 2.799 3.735 4.096
150 5.804 4.377 8.016 7.166
Discrete elasticities e(ρ)
−90 1.437 1.334 2.927 3.312
−70 1.279 1.174 2.033 1.920
−50 0.852 0.902 1.209 1.311
−30 0.703 0.605 0.547 0.721
−10 0.171 0.184 0.213 0.240
10 0.182 0.183 0.262 0.239
30 0.370 0.341 0.547 0.450
50 0.562 0.419 0.891 0.901
70 0.758 0.655 1.275 1.456
90 0.979 0.809 1.821 2.001
100 1.059 0.903 2.190 2.654
150 1.575 1.317 3.897 3.595
two error distributions considered in this simulation study. As can be seen, in all of the cases
E∗(ρ) − E∗(0) is always positive, which means that the precision of the algorithms’ estimates
is maximum when we run them using the true scale parameter, and decreasing in (−1, 0) and
increasing (0,∞), which indicates that the estimates always worsen as the positive or negative
discrepancies between σˆ pilot and σ increase. Taking this into account, the normalized sensitivity
analysis will be carried out through the function
e(ρ) =
∣∣∣∣∣
(
E(σˆ pilot)− E(σ )) /E(σ )
(σˆ pilot − σ)/σ
∣∣∣∣∣ =
∣∣∣∣1E(σ )/E(σ )1σ/σ
∣∣∣∣ .
This can be interpreted in terms of discrete elasticities of the function E
(
σˆ pilot
)
with respect to
σˆ pilot evaluated at σˆ pilot = σ . As is known, under differentiability conditions, the elasticity of
E
(
σˆ pilot
)
with respect to σˆ pilot, evaluated at σˆ pilot = σ ∗, is defined as
εE(σˆ
pilot),σˆ pilot(σ ∗)
= d
dσˆ pilot
E(σˆ pilot)
∣∣∣∣
σˆ pilot=σ ∗
σ ∗
E(σ ∗)
= dE(σ
∗)/E(σ ∗)
dσ ∗/σ ∗
= E ′(σ ∗) σ
∗
E(σ ∗)
,
1558 C. Anido et al. / Journal of Multivariate Analysis 99 (2008) 1544–1573
Fig. 1. Discrete elasticities e(ρ) for the estimates proposed in the paper.
which is, in fact, a ratio of differential variation rates. This (differential) elasticity at the true
scale parameter is zero since, as was said, E
(
σˆ pilot
)
reaches its minimum at σ . Clearly, for a
fixed value of ρ > −100%, e(ρ) is a discrete version of the absolute elasticity of E (σˆ pilot) with
respect to σˆ pilot, evaluated at σˆ pilot = σ , which, unlike the differential elasticity, may be non-
null. What is important to have in mind is that e(ρ) indicates the extent to which a (positive or
negative) deviation rate between σˆ pilot and σ equal to ρ is proportionally (and always positively)
translated in terms of the variation rates of mean L2-errors of µ˜ and µ˜
pilot.
In Table 3 and Fig. 1 we have tabulated and represented, respectively, the function e(ρ) for
µ˜ = µˆ, µˆ# and the Laplacian and standard normal error distributions simulated in this section.
From them, it becomes clear that the more the true value of σ is under or over mistaken, the
larger is the loss of precision of the estimate in question. It can be seen from Table 3 that, in the
case of Laplacian errors, e(0.1) is equal to 0.182 and 0.183 for µˆ and µˆ#, respectively; similarly,
the equivalent values of e (−0.1) are 0.171 and 0.184. This points to the fact that under moderate
discrepancies between the true scale parameter and its pilot estimate, the precision losses of the
estimates µˆ and µˆ# are less than 5 times smaller that the precision losses of σˆ pilot. This shows
that the algorithms of Sections 3 and 4 are well-protected against ill-estimation of the true scale
parameter. Similar comments can be made with respect to the standard normal model, since
the former pairs of discrete elasticities are, in this case, (0.262, 0.239) and (0.213, 0.240) when
1σ/σ is equal to 10% and −10%, respectively.
Finally, the attention will focus on the limits of the σ -variation rates between which (or outside
which) relative errors in σ produce proportionally smaller (or larger) errors in the precision of
a particular estimate. These limits agree with the negative and positive values of ρ for which
e(ρ) = 1. Although these limits can be approximated from Table 3, their exact values for µˆ are
(−0.61, 0.96) and (−0.44, 0.62) when the error distribution is double exponential and standard
normal, respectively; whereas the equivalent limits for µˆ# are (−0.59, 1.13) and (−0.43, 0.64).
Although we will not insist on this point, depending on the accuracy that we demand from the
estimates, different limits corresponding to other particular values of e(ρ) may be suitable and
easy to approximate from Table 3.
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7. Case studies
Case 1: The real life experiment of Section 2
Our intention is to analyse the complete model with interactions zi jh = η+Di + Pj +DPi j +
νi jh (i = 100, 600, 1000 and j = A, T ), through the auxiliary model zi jh = µi j + νi jh and by
means of the algorithms given in Sections 3 and 4 with the error standard deviation σ = 3.996
calculated from ungrouped historical measures of the previous year (albeit the pilot estimate is
σˆ ols = 4.360, a 9.1% larger). We have considered that the standardized error distribution is either
double exponential (usually assumed with environmental radiological measurements due to their
exponential decay) or standard normal. The six independent variables of the complete model are
η = µ¯.. = 6−1
∑
i j
µi j , D100 = µ¯100. − µ¯.. = 2−1 (µ100A + µ100L)− µ¯..,
D600 = µ¯600. − µ¯..,
PA = µ¯.A − µ¯.., DP100A = µ100A − µ¯100. − µ¯.A + µ¯..,
and DP600L = µ600L − µ¯600. − µ¯.L + µ¯...
Let us write µ = (µ100A, µ600A, µ1000A, µ100T , µ600T , µ1000T )T,D = (D100, D600)T = A1µ,
PA = A2µ and DP = (DP100A,DP600A) = A3µ, where
A1 = 6−1
(
2 −1 −1 2 −1 −1
−1 2 −1 −1 2 −1
)
,
A2 = (1, 1, 1,−1,−1,−1) , and
A3 = 6−1
(
2 −1 −1 −2 1 1
−1 2 −1 1 −2 1
)
.
The following null hypothesis testing (with the alternative hypothesis H1 ≡ not H0, in all cases)
(d) Distance main effects: H0 ≡ D = A1µT = 0,
(e) Power station main effects: H0 ≡ PA = A2µT = 0, and
(f) Interaction between distance and power station: H0 ≡ DP = A3µT = 0
is identical to (a), (b) and (c) of Section 2, respectively. They will be considered in this section.
Since eight observations per cell are available, the experiment sample size is 48. Thus, we have
used the 48th element of the sequences µn and µ
#
n as the estimate of the true vector µ, which
agrees, as is known, with the stochastic limits of the sequences. The inversion ofXTnXn is involved
in the computation of an element of µn or µ
#
n . As this matrix needs to be non-singular, the initial
sample size, m, must be taken once a minimum of one datum has been recorded within each
cell. Then, we have taken m = 6 in the three algorithms, assuming that the values of Table 1
are read one by one from each cell, from left to right and from top to bottom. The computation
of an element of µn does not require previous terms to be known. Thus, the search of µ48 (the
remaining terms alike) was carried out by running the secondary iteration of the basic algorithm
of Section 3, taking µ048 = (0, 0, 0, 0, 0, 0)T as its initial point, although, as was shown, the limit
of this secondary iteration always is µ48, whichever µ048 is chosen. For its part, each term of the
sequence µ#n , which avoids the secondary iteration, is constructed from the difference equations
(11). The same null initial point (0, 0, 0, 0, 0, 0)T was maintained to generate the algorithm sub-
sequence µ#6, . . . , µ
#
48. The values of the consistent estimates
µˆ = µ48 and µˆ# = µ#48
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of the true parameter µ are shown in Table 4. This also includes the independent elements of
their corresponding and equally consistent estimates of both the main effects Di and Pj and
their interactions DPi j , all calculated from the linear transformations mentioned above. The
usual restrictions commented on in Section 5 allow us to determine directly the remaining
dependent elements of the estimates, which have been omitted from the table. For the algorithms
of Sections 3 and 4, we have also included in Table 4 the consistent estimates, Λˆ48, of the
asymptotic covariance matrices Λ given in Theorems 2 and 3, respectively. These two diagonal
matrix estimates, denoted by Λˆ and Λˆ
#
, in accordance with the notation used above, are needed
to compute the χ2-statistics nµˆTAT
(
AΛˆAT
)
Aµˆ and nµˆ#TAT
(
AΛˆ
#
AT
)
Aµˆ#, where the matrix
A stands for A1,A2 or A3, which are involved in the former hypothesis tests (a), (b) and (c).
In this respect, observe that, when the errors distribute normally, the values of the χ2-statistic
of test (a) obtained with the two algorithms are 30 276 and 31 988, respectively, which are very
highly significant at both 5 percent and 1 percent levels (χ22 (0.05) = 5.99 and χ22 (0.01) = 9.21).
Thus, the hypothesis H0 is rejected. The same conclusion follows with the first two algorithms
if we assume a Laplace distribution for the errors. In this case, the values of the χ2-statistic
of test (a) become 63 197 and 63 254. Equally, for test (b), the values of the similar statistics
with the two algorithms were 370.39 and 385.02 with normal errors, and 593.3 and 594.1 with
Laplacian errors. In both cases, these values are also highly significant, as χ21 (0.05) = 3.84 and
χ21 (0.01) = 6.63. This shows that H0 is also rejected with both distributions, the two main factors
having a sizeable effect. On the contrary, the existence of D× P interaction effects, at α-levels of
5 percent and 1 percent, does not follow from the values of the χ2-statistic, which were computed
for test (c). These values are 0.77 and 0.999 (with normal distributions) and 1.105 and 1.33 (in
the Laplacian case), and should be compared with χ22 (0.05) = 5.99 and χ22 (0.01) = 9.21.
Finally, as in the previous section and using a similar notation, in Table 4 we have also
included the ordinary least squares µ-estimate µˆols, computed from the non-grouped data of
Table 2 only, once all the censored values were erased.
Case 2: An experiment included with a comparison purpose.
In Hicks [4], p. 90, an experiment is presented to determine the effects that three different
types (A, B and C) of phosphor (P) and two types (1 and 2) of faceplate glass (G) have on the
light output in a TV tube. This measured variable, zi jh , was recorded in terms of the number of
cathode current microamperes (µA), which are needed to give 30 foot-lamberts of light output,
minus 260 µA and divided by 5. One third of the recorded values, which are shown in Hicks [4],
p. 93, Table 6.4, have been grouped to analyse the capacity of the algorithms described previously
to mitigate the grouping effect, and also to compare their results with those obtained from the
usual ANOVA procedures with exact values. Table 5 shows the input data of the 3 × 2 factorial
experiment considered in this section.
As before, our purpose being to study the complete model with interactions zi jh = η + Pi +
G j +PGi j + νi jh (i = A, B,C and j = 1, 2) through the auxiliary model zi jh = µi j + νi jh , we
have considered the following independent variables:
η = µ¯.. = 6−1
∑
i j
µi j , PA = µ¯A. − µ¯.. = 2−1 (µA1 + µA2)− µ¯..,
PB = µ¯B. − µ¯..,
G1 = µ¯.1 − µ¯.., PGA1 = µA1 − µ¯A. − µ¯.1 + µ¯..,
and PGB2 = µB2 − µ¯B. − µ¯.2 + µ¯...
C. Anido et al. / Journal of Multivariate Analysis 99 (2008) 1544–1573 1561
Ta
bl
e
4
E
st
im
at
es
an
d
χ
2
-s
ta
tis
tic
s
ob
ta
in
ed
fr
om
th
e
al
go
ri
th
m
s
E
st
im
at
es
V
al
ue
s
w
he
n
th
e
er
ro
r
di
st
ri
bu
tio
n
is
L
ap
la
ce
St
an
da
rd
no
rm
al
Fr
om
th
e
ba
si
c
al
go
ri
th
m
of
Se
ct
io
n
3
µˆ
=
( µˆ 10
0
A
,
µˆ
60
0
A
,
..
.,
µˆ
10
00
T
) T
(1
08
.7
4,
91
.6
0,
29
.7
4,
10
1.
63
,
84
.0
8,
23
.0
2)
T
(1
08
.5
6,
91
.4
8,
29
.8
7,
10
1.
62
,
84
.0
8,
23
.2
5)
T
Dˆ
=
A
1
µˆ
T
,
Pˆ
A
=
A
2
µˆ
T
,
D
Pˆ
=
A
3
µˆ
T
(3
2.
05
,
14
.7
0)
T
,
3.
55
,
(−
0.
00
1,
0.
2)
T
(3
1.
94
,
14
.6
3)
T
3.
49
,
(−
0.
00
2,
0.
2)
T
Λˆ
=
Λ
18
di
ag
(4
.5
6,
5.
91
,3
.4
6,
3.
94
,1
1.
31
,7
.6
5)
di
ag
(7
.7
6,
5.
18
,1
0.
93
,8
.5
0,
10
.6
7,
13
.8
4)
nµˆ
T
A
T
( AΛˆ
A
T
) −1
A
µˆ
,
(f
or
A
=
A
1
,
A
2
,
A
3
)
63
19
7,
a
59
3.
3,
b
1.
10
5c
30
27
6,
a
37
0.
39
,b
0.
77
c
H
yp
ot
he
si
s
H
0
≡
A
µ
=
0,
α
=
0.
05
R
ej
ec
te
d
R
ej
ec
te
d
A
cc
ep
te
d
R
ej
ec
te
d
R
ej
ec
te
d
A
cc
ep
te
d
α
=
0.
01
R
ej
ec
te
d
R
ej
ec
te
d
A
cc
ep
te
d
R
ej
ec
te
d
R
ej
ec
te
d
A
cc
ep
te
d
Fr
om
th
e
al
go
ri
th
m
of
Se
ct
io
n
4
µˆ
#
(1
08
.7
4,
91
.6
0,
29
.7
4,
10
1.
62
,
84
.0
2,
23
.0
9)
T
(1
08
.5
6,
91
.4
8,
29
.8
7,
10
1.
61
,
84
.0
5,
23
.3
2)
T
Dˆ
#
=
A
1
µˆ
#T
,
Pˆ
# A
=
A
2
µˆ
#T
,
D
Pˆ
#
=
A
3
µˆ
#T
(3
2.
04
,
14
.6
7)
T
,
3.
56
,
(0
.0
09
,
0.
21
)T
(3
1.
93
,
14
.6
1)
T
3.
48
,
(−
0.
00
1,
0.
23
)T
Λˆ
#
=
Λ
# 18
di
ag
(4
.5
6,
5.
91
,3
.4
6,
3.
93
,1
1.
32
,7
.6
3)
di
ag
(7
.2
6,
5.
18
,9
.8
2,
8.
07
,1
0.
66
,1
3.
56
)
nµˆ
#T
A
T
( AΛˆ
#
A
T
) −1
A
µˆ
#
,
(f
or
A
=
A
1
,
A
2
,
A
3
)
63
25
4,
a
59
4.
1,
b
1.
33
c
31
98
8,
a
38
5.
02
,b
0.
99
9c
H
yp
ot
he
si
s
H
0
≡
A
µ
=
0,
α
=
0.
05
R
ej
ec
te
d
R
ej
ec
te
d
A
cc
ep
te
d
R
ej
ec
te
d
R
ej
ec
te
d
A
cc
ep
te
d
α
=
0.
01
R
ej
ec
te
d
R
ej
ec
te
d
A
cc
ep
te
d
R
ej
ec
te
d
R
ej
ec
te
d
A
cc
ep
te
d
O
L
S
es
tim
at
es
fr
om
no
n-
gr
ou
pe
d
da
ta
on
ly
(e
qu
al
fo
r
bo
th
di
st
ri
bu
tio
ns
)
µˆ
ol
s
(1
04
.6
0,
91
.0
0,
37
.2
5,
97
.2
5,
84
.0
0,
27
.0
0)
T
Dˆ
ol
s ,
Pˆ
ol
s
A
,
D
Pˆ
ol
s
(2
7.
40
,
13
.9
8)
T
,
4.
1,
(−
0.
42
5,
−0
.6
)T
a
χ
2 2
(0
.0
5)
=
5.
99
an
d
χ
2 2
(0
.0
1)
=
9.
21
.
b
χ
2 1
(0
.0
5)
=
3.
84
an
d
χ
2 1
(0
.0
1)
=
6.
63
.
c
χ
2 2
(0
.0
5)
=
5.
99
an
d
χ
2 2
(0
.0
1)
=
9.
21
.
1562 C. Anido et al. / Journal of Multivariate Analysis 99 (2008) 1544–1573
Table 5
Input data of the factorial experiment
Glass type Phosphor type
A B C
1 4 8 2
6 [8, 11] 5
[3, 6] 7 [4, 9]
2 −6 0 −8
[−6, −3] −4 [−9, −5]
−4 [−6, −3] −6
From these let us write P = (PA, PB)T = A1µ,G1 = A2µ and PG = (PGA1,PGB1) = A3µ,
where µ = (µA1, µB1, µC1, µA2, µB2, µC2)T and the matrices A j ( j = 1, 2, 3) agree with
those given in Case 1. Table 6, similar to Table 4, needs no further comment and includes in
its upper part the results obtained with our algorithms, with regard to the hypothesis tests: (1)
H0 ≡ P = A1µT = 0 (phosphor main effects), (2) H0 ≡ G1 = A2µT = 0 (glass main
effects), and (3) H0 ≡ PG = A3µT = 0 (interaction between P andG). With the pilot estimate
σˆ ols = 1.258, we have taken the same initial sample sizes and starting points as in the former
case and have used the 18th element of the sequences µn and µ
#
n as the estimate of the true
vector µ. On seeing the values of these statistics, also included in Table 6, one can verify that
the conclusions which derive from the application of the algorithms given in Sections 3 and 4
are very similar and remain totally in accordance with those shown in Hicks [4]. In this respect,
observe that, when the errors distribute normally, the values of the χ2-statistic of test (1) obtained
with the two algorithms are 47.77 and 49.80, respectively, which are significant at both 1% and
5% levels (χ22 (0.05) = 5.99 and χ22 (0.01) = 9.21). Thus, the hypothesis H0 is rejected. The
same conclusion follows with the two algorithms, if we assumed a Laplace distribution for the
errors. In this case, the values of the χ2-statistic of test (1) become 44.16 and 45.75. Equally,
for test (2), the values of the similar statistics with the two algorithms were 409.57 and 414.91
with normal errors, and 354.05 and 358.10 with Laplacian errors. In both cases, these values
are very highly significant, since χ21 (0.05) = 3.84 and χ21 (0.01) = 6.63. This shows that H0
is also rejected with both distributions, the two main factors having a sizeable effect. On the
contrary, the existence of P × G interaction effects, at α-levels of 5 percent and 1 percent, does
not follow from the values of the χ2-statistic, which were computed for test (3). These values are
0.75 and 1.02 (with normal distributions) and 0.67 and 0.86 (in the Laplacian case), and should
be compared with χ22 (0.05) = 3.84 and χ22 (0.01) = 6.63.
Finally, as in the previous Section 6 and using a similar notation, in Table 6 we have
also included the values of the ordinary least squares µ-estimates µˆOLS and µˆols. These were
computed from the data given in Hicks [4] (p. 93, Table 6.4) with no censored data, and from the
non-grouped data of Table 6 only, once all the censored values were discharged.
Fig. 2 depicts the sequences
∥∥∥µˆn − µˆOLS∥∥∥
1
and
∥∥∥µˆ#n − µˆOLS∥∥∥1 for n = 6, . . . , 18, our
intention being to show the dependency of the algorithms’ results on the sample sizes and the
effects of the censoring process on the OLS estimate. These two graphs show that there is little
difference between the trajectories of µˆn and µˆ
#
n . In spite of this, as soon as the sample size is
sufficiently large, the two algorithms become almost indistinguishable.
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Fig. 2. Norm of the difference between the estimates proposed in the paper and the OLS estimate.
8. Short comments on our computing implementation
Our computing implementation of the algorithms was made in FORTRAN, using standard
external routines taken from the NAG Library to evaluate the integral of the error density
functions upon the censored intervals, the conditional expectations involved in the algorithms
and, also, the estimation of the asymptotic covariance matrix of our proposed estimates. For each
of the algorithms (basic and simplified), our computing program embodies three main modules
plus two optional ones. The first modules, respectively, tackle:
1. The reading of the necessary input data (including the sample values of each combination of
levels within each factor, the binary variable indicating whether or not the value is interval
censored, and the extreme values of the grouping interval, when this is the case),
2. The parameter estimation of the general linear model associated with the ANOVA problem,
which depends on the error distribution since they are essential to compute the conditional
expectations involved in the algorithms, and
3. The estimation of the asymptotic covariance matrix of the linear model estimates, which is
needed to carry out the ANOVA hypothesis testing explained in Section 5.
Finally, the two optional computing modules are only needed for the simulations included in
Section 6. Using the terminology described in this section, they are, respectively, dedicated to the
OLS estimation (in the simulation cases where the real values of the grouped data are available),
and to the ols estimation (once the censored data have been discharged).
A copy of the source code is available on request from the corresponding author.
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Appendix. Proofs
Without loss of generality, we may assume that the errors have mean zero and variance one,
as f is known in Theorems 1–3.
A.1. Proof of Theorem 1
For a given a sample size n, let us write XTnXn = (XTnXn)u + (XTnXn)g , where(
XTnXn
)u = ∑
k∈Nngn
xkxTk , (A.1)
and (XTnXn)
g is defined in a similar way. Clearly
Γk(β) =
∫ β
0
δk (u) du
is a convex function on R. Additionally, the auxiliary function
H(a) = 2−1
∑
k∈Nun
(
zk − xTk a
)2 + ∑
k∈N gn
Γk
(
−xTk a
)
,
is strictly convex and fulfils the cone condition H(a) ≥ η‖a‖ + χ for some η > 0 and χ ∈ R,
since H(a) → ∞ as ‖a‖ → ∞. It follows that H has a unique critical point µn where its
gradient vanishes. The equality
∂H
∂a
(
µn
) = −∑
k∈Nu
xk
(
zk − xTkµn
)
−
∑
k∈N g
xkδk
(
−xTkµn
)
= 0
is equivalent to (7). It is clear that any limit point of µpn , as p → ∞, satisfies (7). We will also
prove that any sequence µpn generated by the algorithm has a limit, as p→∞. Since the sample
size n is fixed, we will not write the index n for simplicity. First, observe that
µp+1 − µp =
(
XTX
)−1
XT
(
y
(
µp
)− y (µp−1)) .
and
y(a) = (zng,Xga)T + (0,D (a) 1g)T ,
where X = (Xu,Xg)T, z = (zu, zg)T,D(a) = diag(dk(a)), dk(a) = δk(−xTk a) = E(ν| − xTk a +
lk < ν ≤ −xTk a+ uk) for each k ∈ N g and, finally, the vector 1g = (1, . . . , 1)T has a dimension
equal to the cardinal of N g . Thus
y
(
µp
)− y (µp−1) = (0,Xg (µp − µp−1))T + (0, (D (µp)− D (µp−1)) 1g)T .
If k ∈ N g , it follows from the basic condition (6) that
dk
(
µp
)− dk (µp−1) = −m(p)k (µp − µp−1)T xk,
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for some 0 ≤ m(p)k ≤ 1. Let us take m(p)k = 1, if k ∈ N u . This yields
µp+1 − µp =
(
XTX
)−1
XT
(
I −M(p)
)
X
(
µp − µp−1
)
, (A.2)
whereM(p) = diag(m(p)k ). Let τp be the spectral radius of the diagonal matrix(
XTX
)−1
XT
(
I −M(p)
)
X
= diag
(
n−11
∑
k∈N (1)∩N g
(
1− m(p)k
)
, . . . , n−1F
∑
k∈N (F)∩N g
(
1− m(p)k
))
,
where N (i) stands for the set of indices k which belong to the i th factor level. Since 0 ≤
τp = maxi≤F (ngi /ni ) → maxi≤F (pi(g|i)) < 1, as n → ∞, there exists a value τ for which
0 ≤ τp ≤ τ < 1, if n is sufficiently large. It follows from (A.2) that∥∥∥µp+1 − µp∥∥∥ ≤ τ ∥∥∥µp − µp−1∥∥∥ .
This concludes the proof and also guarantees that any sequence {µp}, or {µpn }, if we make the
fixed sample size explicit, generated by the algorithm converges to µn at least at a linear rate.
A.2. Proof of Theorem 2
(i) Recalling that each (lk, uk] agree with one of the intervals given by the extremes −∞ =
c0 < c1 < · · · < ch = ∞, then the vector y(n)(µ) can be written in the form
y(n) (µ) = Xnµ+ ε(n),
where the components of ε(n) = (ε1, . . . , εn)T are defined as follows: εk = νk if zk is a
non-grouped data and, otherwise, εk = E(ν|ν ∈ (−xTkµ+ c0,−xTkµ+ c1]) with probability
Prob(−xTkµ + c0 < εk ≤ −xTkµ + c1), εk = E(ν|ν ∈ (−xTkµ + c1,−xTkµ + c2)) with
probability Prob(−xTkµ + c1 < εk ≤ −xTkµ + c2), and so on. Clearly, E(εk) = 0 and
Var(εk) ≤ Var(νk) = 1. As was done during the proof of Theorem 1, let us write
y(n)
(
µn
)− y(n) (µ) = (In −M∗n)Xn(µn − µ),
where the random matrixM∗n is associated with the pair (µn,µ) in a similar form asM(p) is
to (µp,µp−1) in the former proof. All µn fulfil (4), whence
XTn ε
(n) = XTnM∗nXn
(
µn − µ
)
. (A.3)
If n is sufficiently large, the matrix XTnM
∗
nXn = diag(φi ) is non-singular, as
nui ≤ φi =
∑
k∈N (i)n
m∗k ≤ ni ,
where N (i)n ⊂ {1, . . . , n} is the set of indices k within the i th level of the factor. The i th
element of µn − µ agrees with ∑
k∈N (i)n
εk
 ∑
k∈N (i)n
m∗k
−1 .
C. Anido et al. / Journal of Multivariate Analysis 99 (2008) 1544–1573 1567
It follows that the components of µn − µ are independent and
E
∥∥µn − µ∥∥2 ≤∑
i≤F
(
nui
)−2 ∑
k∈N (i)n
E
(
ε2k
)
≤ n−1F max
i≤F
(
nni
(
nui
)−2) →
n→∞ 0,
since nni (nui )
−2→ pi(i)−1pi(u|i)−2, as n→∞.
(ii) By a similar rationale to that used above,
E
∥∥∥n1/2 (µn − µ)∥∥∥2 = O(1).
Finally, for each k ∈ N gn , let us recall that δk(β) = E(ν|ν ∈ (β + lk, β + uk]), and define
also the matrixMn = diag(mk), where
mk = ddβ δk (β)
∣∣∣∣
β=−xTkµ
= d
dβ
E (ν/ lk + β ≤ ν < uk + β)
∣∣∣∣
β=−xTkµ
,
if k ∈ N gn , and mk = 1 otherwise. The following stochastic convergences hold
n−1/2XTn (Mn − E(Mn))Xn
(
µn − µ
) P→
n→∞ 0 (A.4)
and
n−1/2XTn
(
M∗n −Mn
)
Xn
(
µn − µ
) P→
n→∞ 0. (A.5)
To see (A.4), let us denote n−1XTn (Mn − E(Mn))Xn = diag(p1, . . . , pF ) and observe that
E
{(
F∑
i=1
|pi |
)∥∥∥n1/2 (µn − µ)∥∥∥
}
≤
E ( F∑
i=1
|pi |
)2
E
∥∥∥n1/2 (µn − µ)∥∥∥2
1/2 .
Since the second expectation on the right is bounded, it suffices to show that
pi = n−1
∑
k∈N (i)n
(mk − E (mk))
tends to zero in L2. Recalling that the mk’s are independent and that 0 ≤ mk ≤ 1, we
conclude that
E(p2i ) = n−2
∑
k∈N (i)n
E(mk − E (mk))2 ≤ n−2ni →
n→∞ 0,
since (ni/n) → pi(i) as n → ∞. To prove (A.5), let us define n−1XTn (M∗n − Mn)Xn =
diag(qi ) and observe that µn → µ in probability implies that the p-limit mk−m∗k → 0 also
holds. Additionally,∥∥∥n−1/2XTn (M∗n −Mn)Xn(µn − µ)∥∥∥2 ≤
(
F∑
i=1
q2i
)∥∥∥n1/2 (µn − µ)∥∥∥ .
It is sufficient to prove that qi → 0 in probability. Let us write
|qi | ≤ (ni/n) n−1i
∑
k∈N (i)n
∣∣m∗k − mk∣∣ .
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As all m∗k − mk are bounded, the weak law of the large numbers guarantees that
n−1i
∑
k∈N (i)n
∣∣m∗k − mk∣∣ P→ 0,
which, together with (ni/n)→ pi(i), ensures that plimn(qi ) = 0.
From (A.3)–(A.5), we can write (after adding and subtractingMn − E(Mn))
n−1/2XTn ε(n) = n−1/2XTnM∗nXn
(
µn − µ
) = n−1/2XTn E (Mn)Xn (µn − µ)+ ζn,
where ζn → 0 in probability. Let us denote n−1XTn E(Mn)Xn = diag(ϕi ). Since E(mk) = 1
if k ∈ N u , ϕi ≥ nui n−1→ pi(i)pi(u|i) > 0. This implies the non-singularity of the matrices
n−1XTn E(Mn)Xn , if n is sufficiently large, and also of its limit as n → ∞, if such a limit
exists. We can write
n1/2
(
µn − µ
) = n1/2 (XTn E (Mn)Xn)−1 XTn ε(n) + ζ ∗n ,
where ζ ∗n = n(XTn E(Mn)Xn)−1ζn → 0 in probability. Thus, the asymptotic distributions of
n1/2(µn − µ) and n1/2(XTn E(Mn)Xn)−1XTn ε(n) agree. Clearly,
n1/2
(
XTn E (Mn)Xn
)−1
XTn ε
(n)
= n1/2
 ∑
k∈N (1)n
εk∑
h∈N (1)n
E (mh)
, . . . ,
∑
k∈N (F)n
εk∑
h∈N (F)n
E (mh)

T
.
All the components of the last random vector are independent and it is sufficient to show
that these components are normally distributed in the limit. Recalling that
nngi ≤
∑
h∈N (i)n
E (mh) ≤ ni ,
for 1 ≤ i ≤ F, and also that (nui /n) → pi(i)pi(u|i) > 0 and (nui /ni ) → pi(u|i) > 0, as
n→∞, then the following inequalities hold
nn−2i ≤ max
k∈N (i)n
Var
n1/2 εk∑
h∈N (i)n
E(mh)
 ≤ n−1 (nui /n)−2 →n→∞ 0,
nn−1i ≤
∑
k∈N (i)n
Var
n1/2 εk∑
h∈N (i)n
E(mh)
 ≤ (nui /ni )−1 (nui /n)−1 = O(1).
From these relations the conditions of the central limit theorem derive (see [5], p. 289), so
concluding the proof of (ii).
(iii) Until the present point, the vector ε(n) corresponds to ε(n)(µ), where µ is the true value of
the parameter. Let us extend the definition of this vector to a functional form ε(n) (α) and let
Σ (ε(n)(α)) be the covariance matrix of ε(n) (α). Assume also the existence of the following
two limits:
Φ = lim
n
Φn = lim
n
n−1XTnΣ
(
ε(n)
)
Xn,
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W = lim
n
Wn = lim
n
n−1XTn E(Mn)Xn .
It is clear thatΛ = W−1ΦW−1. Let us define the square matrixM(n) = diag(m(n)k ) of order
n, given by
m(n)k =
d
dβ
δk (β)
∣∣∣∣
β=−xTkµn
if k ∈ N g , and m(n)k = 1 otherwise. Since µn → µ in probability, it also holds
that m(n)k − mk → 0 in probability. Finally, let us denote Θn = n−1XTnM(n)Xn and
Π n = n−1XTnT(n)Xn , where T(n) = Σ (εn(µn)). We claim that the matricesΘ−1n Π n Θ−1n
consistently estimate the covariance matrixΛ, since the following limits in probability hold:
‖Θn −Wn‖ P→ 0, (A.6)
and
‖Π n −Φn‖ P→ 0. (A.7)
To see (A.6), observe that bothΘn andWn are diagonal matrices and
Θn −Wn = n−1diag
 ∑
k∈N (i)n ∩N gn
(
m(n)k − E (mk)
) .
In (ii) we have proved that n−1XTn (Mn − E(Mn))Xn → 0 in probability, hence (A.6) holds
if the diagonal matrix n−1XTn (M(n) −Mn)Xn = diag(ti )→ 0 in probability. Note that
|ti | =
(
ngi
)−1 ∑
k∈N (i)n ∩N gn
∣∣∣m(n)k − mk∣∣∣ .
All m(n)k − mk are bounded and their p-limits are zero. Thus the term on the right tends
to zero in probability. To see (A.7), observe first that εnk (µn) → εnk (µ) in probability. For
all k the sequences {εnk (µn)} are uniformly bounded, thus Var(εnk (µn)) → Var(εnk (µ)), as
n→∞. A similar rationale to that used in the proof of (A.6) leads us to
n−1XTn
(
Σ (ε
(
µn
)
)−Σ
(
ε(n)
))
Xn
P→ 0,
so completing the proof of (iii).
A.3. Proof of Theorem 3
(i) As was done during the proof of Theorem 2, let us write
y(n)(µ) = Xnµ+ ε(n)(µ),
where ε(n)k (µ) = νk if k ∈ N un , and ε(n)k (µ) = E(ν|ν ∈ (−xTkµ+lk,−xTkµ+uk]) otherwise.
By analogy, let us denote also
ε(n)
(
µ#n−1
)
= y(n)
(
µ#n−1
)
− Xnµ#n−1.
With this notation (11) can be written as
µ#n = µ#n−1 +
(
XTnXn
)−1
XTn ε
(n)
(
µ#n−1
)
. (A.8)
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Additionally, one can easily verify from the basic condition (6) that there exists a square
matrixM#n of order n for which
y(n)
(
µ#n
)
− y(n) (µ) =
(
I −M#n
)
Xn
(
µ#n − µ
)
, (A.9)
whereM#n = diag(m#k), and m#k = 1 if k ∈ N un and 0 ≤ m#k ≤ 1 otherwise. Hence
ε(n)
(
µ#n
)
− ε(n) (µ) = −M#nXn
(
µ#n − µ
)
. (A.10)
This expression together with (A.8) leads us to write
µ#n − µ =
[
I −
(
XTnXn
)−1
XTnM
#
nXn
] (
µ#n−1 − µ
)
+
(
XTnXn
)−1
XTn ε
(n) (µ)
=
(
XTnXn
)−1
XTn
(
I −M#n
)
Xn
(
µ#n−1 − µ
)
+
(
XTnXn
)−1
XTn ε
(n) (µ) . (A.11)
Hence∥∥∥µ#n − µ∥∥∥ ≤ ρn ∥∥∥µ#n−1 − µ∥∥∥+ ∥∥∥∥(XTnXn)−1 XTn ε(n) (µ)∥∥∥∥ , (A.12)
where ρn is the maximum eigenvalue of the diagonal and definite positive matrix
(XTnXn)
−1XTn (I −M#n)Xn . Clearly
ρn = max
i≤F
n−1i ∑
k∈N (i)n
(
1− m#i
) ≤ max
i≤F
ngi
ni
→
n→∞maxi≤F pi (g/ i) < 1.
Thus, if the initial sample size, m, is sufficiently large, we can write infnρn ≤ τ < 1, for a
certain τ . It follows from (A.12) that∥∥∥µ#n − µ∥∥∥ ≤ τ ∥∥∥µ#n−1 − µ∥∥∥+ ∥∥∥∥(XTnXn)−1 XTn ε(n) (µ)∥∥∥∥ . (A.13)
Let us define the random variable
cn =
∥∥∥∥(XTnXn)−1 XTn ε(n) (µ)∥∥∥∥ ,
whose expectation tends to zero as
E(cn)
2 ≤ E
(
c2n
)
≤
(
min
i≤F ni
)−1 n∑
k=1
Var
(
ε
(n)
k (µ)
)
≤ n−1
(
min
i≤F (ni/n)
)−2
→
n→∞ 0.
Iterating through (A.13), it follows that∥∥∥µ#n − µ∥∥∥ ≤ τ n−m ∥∥∥µ#m − µ∥∥∥+ n∑
k=m+1
τ n−kE (ck) →
n→∞ 0,
since it is obvious that the former sum tends to zero as n→∞.
(ii) As in (A.9), let us write
y(n)
(
µ#(1)n
)
− y(n)
(
µ#(2)n
)
=
(
I −M##n
)
Xn
(
µ#(1)n − µ#(2)n
)
,
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where the matrixM##n is associated with the points (µ
#(1)
n ,µ
#(2)
n ) asM#n was associated with
(µ#n,µ) in (A.9). It holds that (for some τ < 1)∥∥∥µ#(1)n − µ#(2)n ∥∥∥ ≤ τ ∥∥∥µ#(1)n−1 − µ#(2)n−1∥∥∥ ,
and also
nγ
∥∥∥µ#(1)n − µ#(2)n ∥∥∥ ≤ nγ τ n−m ∥∥∥µ#(1)m − µ#(2)m ∥∥∥ →n→∞ 0,
from where the two types of convergence included in (ii) directly derive.
(iii) Let us start from
µ#n − µ#n−1 =
(
XTnXn
)−1
XTn y
(n)
(
µ#n−1
)
−
(
XTn−1Xn−1
)−1
XTn−1y(n−1)
(
µ#n−2
)
=
(
XTnXn
)−1
XTn
(
y(n)
(
µ#n−1
)
− y(n)
(
µ#n−2
))
+
(
XTn−1Xn−1
)−1
xny(n)n
(
µ#n−2
)
+
[(
XTn Xn
)−1 − (XTn−1Xn−1)−1]XTn−1y(n−1) (µ#n−2) .
Then, we can write
y(n)
(
µ#n−1
)
− y(n)
(
µ#n−2
)
= (I −M×n )Xn (µ#n−1 − µ#n−2) ,
where, now, the matrix M×n is associated with the pair (µ#n−1,µ#n−2) and its terms have
similar values and bounds to those already commented on. As in equivalent cases∥∥∥∥(XTnXn)−1 XTn (I −M×n )Xn (µ#n−1 − µ#n−2)∥∥∥∥ ≤ τ ∥∥∥(µ#n−1 − µ#n−2)∥∥∥ ,
(for some τ < 1). Thus,
√
n
∥∥∥µ#n − µ#n−1∥∥∥ ≤ τ√ nn − 1√n − 1 ∥∥∥µ#n−1 − µ#n−2∥∥∥
+√n
∥∥∥∥(XTn−1Xn−1)−1 xny(n)n (µ#n−2)∥∥∥∥
+√n
∥∥∥∥[(XTnXn)−1 − (XTn−1Xn−1)−1]XTn−1y(n−1) (µ#n−2)∥∥∥∥ . (A.14)
It is clear that
√
n
∥∥∥∥(XTn−1Xn−1)−1 xny(n)n (µ#n−2)∥∥∥∥ ≤ 1√n
∣∣∣y(n)n (µ#n−2)∣∣∣→n 0.
This limit holds with probability one, and also in L1, since the sequence of expectations
{E(y(n)n (µ#n−2))} is bounded. Additionally,
√
n
[(
XTnXn
)−1 − (XTn−1Xn−1)−1]→n 0 a.e.,
since n1/2(XTnXn)
−1 = n−1/2[diag(ni/n)]−1 and ni/n → pi(i) > 0 a.e., as n → ∞. This
implies that
√
n
∥∥∥∥[(XTnXn)−1 − (XTn−1Xn−1)−1]XTn−1y(n−1) (µ#n−2)∥∥∥∥ L1→n 0.
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Taking expectations in (A.14) and considering that τ(n/n − 1)1/2 < τ0 < 1 for all n > n0,
one can write
E
(√
n
∥∥µn − µn−1∥∥) ≤ τ0E (√n − 1 ∥∥µn−1 − µn−2∥∥)+ dn,
where dn → 0, as n→∞. It follows that, for n > n0,
E
(√
n
∥∥∥µ#n − µ#n−1∥∥∥) ≤ τ n−n00 E (√n0 ∥∥∥µ#n0 − µ#n0−1∥∥∥)+ n∑
k=n0+1
dkτ
n−k
0 →n→∞ 0,
so concluding the proof of (iii).
(iv) Let us rewrite (A.10) and (A.3) in the form
µ#n − µ = −
(
XTnM
#
nXn
)−1
XTn
(
ε(n)
(
µ#n
)
− ε(n) (µ)
)
,
and
µn − µ = −
(
XTnM
∗
nXn
)−1
XTn ε
(n) (µ) ,
hence
n1/2
(
µn − µ#n
)
= n1/2
[(
XTnM
∗
nXn
)−1 − (XTnM#nXn)−1]XTn ε(n) (µ)
+ n1/2
(
XTnM
#
nXn
)−1
XTn ε
(n)
(
µ#n
)
. (A.15)
We prove that both terms on the right of (A.15) tend to zero in L1. Let us denote
n−1[(XTnM∗nXn)−1 − (XTnM#nXn)−1] = diag(κi ). Clearly
κi = n−1
∑
k∈N (i)n
(
m∗k − m#k
)
P→
n→∞ 0,
since (1) (ni/n)→ pi(i), and (2) plimn(m∗k − m#k) = 0, for all k. This implies that
n
(
XTnM
∗
nXn
)−1 − n (XTnM#nXn)−1→n 0
in probability, and also in L1, since the sequence involved is bounded. In addition,(
E
∥∥∥∥ 1√nXTn ε(n) (µ)
∥∥∥∥)2 ≤ E
(∥∥∥∥ 1√nXTn ε(n) (µ)
∥∥∥∥2
)
≤ n−1
n∑
k
E
(
ε
(n)
k (µ)
2
)
≤ 1,
whence it follows that the first term of (A.15) converges to zero in L1. With regard to the
second term, let us use (A.8) to conclude that
n1/2
(
XTnM
#
nXn
)−1
XTn ε
(n)
(
µ#n
)
=
(
XTnM
#
nXn
)−1 (
XTn+1Xn+1
)
n1/2
(
µ#n+1 − µ#n
)
L1→
n→∞ 0,
where the last limit follows from (iii) after noting that the product of diagonal matrices
n1/2(n + 1)−1/2(XTnM#nXn)−1(XTn+1Xn+1) is bounded, since, as n → ∞, (1) n1/2(n +
1)−1/2(XTn+1Xn+1)(XTnXn)−1 → I, and (2) if (XTnM#nXn)−1(XTnXn) = diag(λi ), 0 ≤ λi ≤
(nui /ni )
−1→ (1− pi(g|i))−1.
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(v) This part directly derives from (iv) and Theorem 2, after writing
√
n
(
µn − µ
) = √n (µ#n − µ)+√n (µn − µ#n) .
(vi) The proof reproduces the same line that was found in the last section of Theorem 2, after
substituting µn by µ
#
n .
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