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R E S U M O 
_Este trabalho estuda os identificadores paralelos 
de Landau para processos lineares observâveis e controlãveis, com
_ 
parâmetros constantes: o identificador a compensação fixa, identi 
. ficador a compensação variável e identificador de estimação esten- 
dida. Para cada um dos identificadwres estudados realizou-se Si- 
mulações digitais com o processo perturbado por um ruído(kmssü¶m.
Q Constatou-se que os tres identificadores apresentam um bom desem 
penho se utilizarmos os algoritmos a ganho decrescente. 
» Este trabalho estuda também o seguidor clássico ba 
, . _ ' r seado na moderna teoria de controle robusto para processo discre- 
tos. Realizaram-se simulações digitais, e verificou-se que este 
\=. seguidor tem um bom desempenho em processos sem perturbação esto- 
`_.._ A ._ _ - -~ \'*" *" ` 7'_ 
___ *___ *_ __cãsti.c.a.z.- --- ---- -~ ¬~ r' "" '-""" '"" 
_ _ 
› tú 
V 
- .Foi estudado o regulador a variância minimav de 
' O 0 O 
. . Astrom. Constatou-se que este regulador apresenta certas limita- 
ições em aplicações de seguidor com perturbação estocästica. É pro
~ posto entao, para resolver o problema do seguidor em ambiente es- ‹ 
_ tocãstico, o seguidor â variância mínima, onde intervém um estima 
~ ~ dor da perturbaçao. Foram realizadas diversas simulaçoes com o 
seguidor proposto.- Verificou-se que o seguidor ã variância míni- 
ma apresenta um õtimo desempenho em ambientes estocâsticos e que 
pode ser sintetizado a partir de um modelo do processo obtido por 
~ - identificaçao. ~ 
_
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1 
' This work studies Landaufs paralled identifiers 
for linear observable and controllable process with constant 
parametersw .the identifier with fixed compensator, the identifier 
with ajustêble compensator and the identifier with extended 
estimation nodel. Digital simulations have been performed for 
each of the studied identifiers with the process disturbed by ` 
Gaussian noise. It has been verified that the three identifiers
› 
perform well when the algorithm with decreasing gain is used. 
` 
\ This work also studies the classical followery 
based on the modern theory of robust control for discrete 
processes. Digital simulations have been performed, and it has 
~.. .o^ 
been shown that this follower has a good performance in processes 
fwithoút"stoõhastiõ“pëftüibãEions. 
a 
V
= 
› 
- .Astrom's minimal variance regulator has also been 
studied. ,It has been verified that this regulator presents 
certain limitations in applications of the follower with 
stochastic perturbation. To solve the problem of the follower in 
a stochastic environment, the minimal variance follower is 
proposed with the intervention of a perturbation predictor. 
Several simulations have been performed with the proposed fifllcwer. 
Ít~has been shown that the minimal variance follower has an ' 
optimal performance in stochastic environments and that it can be 
synthesized from a process model obtained by identification.
n
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INTRODUQÃO
4 
_ 
Este trabalho foi motivado pela necessidade de se 
automatizar processos de soldagem com eletrodo consumível 'revesf 
tido. ' » i 
Os resultados apresentados em trabalhos científi - 
cos referentes a solda com elêtrodo consumível revestido não per- 
mitem repetibilidade em laboratõrio uma vez que, como a operação 
ë manual, os resultados obtidos dependem fortemente do Soldador. 
A solução para resolver este problema consiste em automatizar a
~ operaçao de soldagem eliminando assim a influência do soldador. 
_ 
~ 
_
x 
- ~ _ ' ~ 4 
~ ~ Assim, propoe-se, devido a perturbaçao estocastica, 
que o controlador para resolver este problema fosse do tipo segui› . 
dor no qual o erro de seguimento tivesse variância mínima. 
_
. 
- No entanto, para aplicaçao deste técnica seria ne* 
cessârio se conhecer.os parâmetros do processo, o que não existe
~ atualmente disponível. Surgiu entao a necessidade de se estudar, 
.-.z alêm de seguidores, esquemas de identificaçao para levantamento 
dos parâmetros desconhecidos do processo. _ ` '_ 
. O problema de identificação ê largamente. estudado 
na literatura [l2, 13, 14, 151. Devido a simplicidade de imple- 
mentaçao e precisao de resultados estudou-se e implementou-se os 
métodos de identificação paralela de Landau~|3, 4, ll. 
` 
_ Para se sintetizar um seguidor eficaz estudou+se o 
problema de servomecanismo _robusto proposto na literatura “por
2 
Davison [7, 9, ll, 16, l7]. onde em [9] ê apresentado uma estrutu
~ ra adaptativa. Verificou-se que o servomecanismo robusto nao tem 
bom desempenho em ambiente estocãstico. Baseado no regulador a 
- -. . o .. .¬ . variancia mínima proposto por Astrom [8] e no seguidor de Davison 
pensou-se em construir um seguidor que tem por objetivo minimizar . 
a variância do erro de seguimento. Este seguidor originou o,Cap§ 
tulo 4 deste trabalho. 
A
. 
Este trabalho foi organizado como segue. O Capí- 
~ ^ - tulo l tem o caráter de introduçao. O Capítulo 2 estuda os iden- 
tificadores paralelos de Landau. O Capítulo 3 estuda o seguidor 
clássico de Davison. O Capítulo 4 estuda o seguidor a variância
~ mínima. O capítulo 5 conclusoes e perspectivas para desenvolvi - 
v . 
› 
_ .
› 
mento de novos trabalhos. Finalmente os Apêndices apresentam no- 
ções de positividade e hiperestabilidade,e o método de .síntese 
~ 
._ _ 
- \ 
dos identificadores. ` ' -' e 
› __ _ V __ _ v . ._ z -,z-'-- f- -~ mf- _ *_ '" 7"” ` ~““¬f“'" '“'*”`Cäbe ainda salientar que os programas desenvolvi¬ 
'› › T1 _ 
dos para este trabalho se encontram disponíveis na Biblioteca de 
Informática do Departamento de Engenharia Elétrica desta Universi 
dade.. ' 
V i ' 
. , 0 
` ‹
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c,A P Í T U L o 2 
REVISÃO DE IDENTIFICADORES ADAPTÀTIVOS
1 
2.1 INTRoDUgÃo 
Neste capítulo são apresentados três diferentes ti' 
pos de identificadores desenvolvidos por Landau [l], [3], [4] que 
são denominados: identificador a compensação fixa, 'identificador 
a compensação variável e identificador a modelo de estimação es- 
tendida. ' . 
_ 
'‹' -'
z 
Com os resultados apresentados neste capítulo im- 
plementou-se os citados algoritmos em computador digital- Alguns 
resultados de simulaçao,visando mostrar.a.efiçãcia dasi;_diversas- _ 
~ têcnicas,são apresentados. p- * p `_' ` 
O objetivo do estudo de algoritmos neste trabalho 
ê o levantamento dos modelos de processos em ambiente estocãstico 
ue ermitam sintetišar seguidores de variância mínima. ' q P 
2.2 DESCRIQÃQ Do PRocEsso 
_ 
É considerado um sistema discreto com uma entrada
\ 
. 
` ›
_ 
é uma saída, linear, a parâmetros constantes mas desconhecidos , 
descrito por: »; ' 
ã 
f 
u 
' 
. 
B(q_l) » 
. 
ii-'~. 
Y(k)= **-f"* u(k) + W(k) 
p 
i.(2~2'1) ' 
A(q¬l) 'q Ír;
`4 
onde 
‹ M(q'l) ~,- 
W(k) = --- w(k) (2;2~2) 
N‹q`1› 
p
- 
O\J._ 
M(q-1) 
w(k› = ------ w‹k) (z.2-3) 
N(q"l)A(q'l) 
se a dinâmica do processo ê envolvida pelo ruído. 
- As sequências {y(k)} e {u(k)} são respectivamente 
ø› ~ 
a saída e a entrada do processo, W(k) e a pertubaçao dada por um 
processo autoregressivo com mêdia mõvel excitado por um processo 
estocãstico estacionãrio de variáveis aleatõrias ,independentes 
w(k)demÊdkazero e desvio padrão ow. A entrada do processo ê su- 
› \ 
P°Sta Ser Um_g§Q§ÊS§Q_gstqgãsticguestacionârioi_¬Os.polinômios~Af«-¬ 
~ ' V 
' B, M`e N sao de grau na, nb, nm einn respectivamente. _
~ `Por simplicidade nas notaçoes, será admitido que 
n = n =-n = n e que n = m. Portanto: ' › "~ a» m n . b - 
A(q_l) = l - alq_l - ... - anq_n 
B(qfl) = bo + blq'l + .¡. + bmq`m- 
' _'ƒ 
- r. l ‹,z.2-4› 
.-1 -1 - 
\ M(g ) = 1 + mlq + .z. + mnq
n 
~ Sendo q-1 o operador de atraso (q_ly(k) = yfk-ll); 
, 
_ 
_ 
- u 
¡ 
:›- 
í _
_ 
__`.._....z............ _. ..¬,... ~.~.,«...`...... _..- ........- _¬........¬._›. . _ . . N '.......,.,.. __,,__ ,_ ___, _. ¬ ..,_.¢..,,,........_ ..._.,...,....~ z‹..<»‹-.¬‹‹».-..._-.‹‹\f»¬z»z-‹_ z‹~‹›‹ -_¬=»-‹~~›~‹z¬zz
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Os polinõmios A(qãl) e B(qãl), M(q_l) e N(q_l) são
z 
supostos primos entre si. ` ' ‹
_ 
. Introdušindo as notações seguintes: 
,ø . 
pT = Íalaz ... anbobl ..; bm] 
vguz) = [y‹k-1) y(1<-2) y‹k-nv) u‹1<› u‹k-1) u‹1<-rm] 
A equação (2.2-l) pode ser descrita como segue: 
' 
y(k) = pTvo(1<) + w‹1<) ‹2.2-5)
› 
2.3 IDENTIFICADOR PARA;ELo COM coMPENsAçÃo FIXA 
Serã apresentado em seguida o algoritmo de identi-\
f ficação do tipo paralelo com compensação fixa. Este algoritmofoi 
___.- ,__ ifls1@äny9l1iéi<i-.p0r._Lanfiau. [.1.]...-..[.3]-,-.- [.4.] ¬-. v ._ _- » ¿ 
Í .2.3.1. o"ALGo1RÍTMo 
' O processo a ser identificado segue a equação 
' (2.2.-1). Os tipos de perturbação W(k) para o qual o presente al 
_gorítmo tem bom desempenho serão mostrados na secção 2.3.2 . 
i' ‹No algoritmo de identificação paralelo com compen- 
sação fixa ê definido um modelo ajustável "ã posteriorf'dado por:
X 
»\ 
. _ 
íf‹.k› = f›T‹k› v‹k› 
ç 
(2.3.-1› 
I
. 
I
_ 
onde
âT‹k› = 
8 . 
' vT(k) = 
__ _ _ 
-
6 
[ãl‹k› â2(k) ... ân‹k› BO‹k¡ El‹k› ... 5m‹k›] 
[§‹k-1) §‹k=2› ... §‹k-n) u‹k› u‹k-1) ... u‹k-m)] 
O modelo ajustável "ã priori": 
9O‹k› = êT‹k-1› v‹k› ‹z.â-z› 
O erro de saída "ã posteriori": 
. €(k) = Y(k) - §(k) (2.3-3) 
onde y(k) ê a saída do processo. 
' ~ 
z _ . 
_ onde
E 
dos: 
* O erro de saída "ã priori": 
`§ÕQQ = y(k) 
- §O(k) 
4 (2.3¬4)_ 
O erro generalizado "ã priori" 
› 
i › 
vo‹k› = eo‹k› - CT e‹k-1› ‹2.s-s› 
CT == [cl cz ... cn]
' 
eT‹k-1) = |â‹k-1) e‹k-2).... e‹k-n›| 
_Dois algoritmos de adaptação podem ser determina - 
al Algoritmo a ganho constante ' ,'_' 4 
J
. 
i 
‹ ~ 
- yošk) 
i 
ê‹k› = §‹k-1› + F v‹k› --------- ‹2.s-õ› 
f ~ 
_ 
1 + vT‹k› F v(k›
‹
~ i onde a matriz de ponderaçao.F ê definida positivaf V 
. 
`\ 
_
' 
-~ N .
7 
b) Algoritmo a ganho decrescente, H 
c ×›o‹1‹› ~ 
§‹k› = §‹k-1) + F‹kõ v‹i› azar 
f 74 ' ‹z.3-7) 
1+$m)mmvm› - 
~ 4 ~ onde a matriz de ponderaçao F(k) e gerada pela equaçao matricial 
~ mmvm›$m›mm 
F(k+l) s F(k) - s-a " i fa (2;3-8)
1 «Wm›mmvm› 
com F(0) definida positiva.
_ 
O objetivo~do algoritmo de identificaçao exposto ê 
fazer com que o vetor de parâmetros ajustãveis p(k) convirja para 
o vetor de parâmetros desconhecidos do processo. 
_ 
c T 
A 
. 
.p = [al az ... an bo bl ... bm]
> 
` 
. 
quando o tempo_tende parav9_i @mw@“l"_fwlWrl_mimwi- 
¿ Uma prova deste identificador para o caso do pro*
~ 
_ 
cesso sem perturbaçao ê apresentada no Anexo B. i 
2.3.2 'MODELO O PROCESSO IDENTIFICADO 
-Landau e Dugard mostraram em [1] que se os parâme- 
tros ci do polinõmio 
* UÍ5 
_
‹ 
uu 
-l _2 _ =pl + clq. + czq + ... + cnq n 
- sao calculados de tal forma que o sistema 
_ » 
«.C(q .l) 
A(q_1)
8 
pertence ã classe L(l/2) (ver Anexo A) então ÊT converge para 
pT = [aT,bT1 nos diversos modelosde W(k) mostrados na tabela 2.1 
onde
~ 
T . 'a = [al az ... an¶
e Tí b íbl bz ... bm] 
TIPO DE 
DISTURBIO 
ALGORÍTMO 
coMPENsAçÃo FIXA 
COM 
W(k) = w(k) ~ T pT‹1<› * p 
pertence ã 
c(q'l) 
= [.a.T I b|I¶Í 
- A(q_l) 
classe L(l/2)
l 
W(k) = --'-_-_"Í- l1)(k) 
A(q ) 
idem
1 
M<q`1› _. *_ «_ ¬ -z ¬--- --- ~ 
* W(k) - ---- w(k) 
" A(q'l) 
idem
l 
.W(k) = '--TÍ- w(k) 
N(q ) 
idem 
w‹k› = M‹q`1› ‹››‹1<› idem 
. 
M(q'l) 
.w(k) = --- wçk) 
É N(q_l) 
idem 
'TABELA 2.1
z 
as 
z 
V Note que a convergencia de»p para p _ê indepen 
\ dente da modelagem _ do distúrbio. Esta ê uma propriedade inte-
0 
`
9
~ ressante da configuraçao deste identificador paralelo. Um incovg
› 
niente deste identificador ê a necessidade de se ter uma estima - 
' ção prêvia dos parâmetros aê para se determinar os parâmetros ci 
~do compensador. ` ' 
~ ~ 2.3.3 'rLUxocRAnA DE PROGRAMAÇAQ 
A Figura 2.l apresenta um fluxograma para o iden4 
tificador paralelo com compensador fixo.
~ Os dados de entrada sao a ordem do processo, os pa 
râmetros do processo p,.o vetor c de compensaçao, os polinõmiosde 
~ ‹ ~ f Q modelizaçao_do ruido M e_N, a indicaçao se o ruido envolve a dina 
' mica do processo, a variância do processo estocãstico w(k), o ti- 
4 ^ z ~ .... po de algoritmo, Q numero de iteraçoes desejadas, e as ~condiçoes 
« -iniciais. O sinal w(k) ê suprido pela subrotina_Gauss*Áver_Anef__ 
"xo D). Lido os dados, o programa gera u, w, e, V, Vo e simula o 
sistema. Em seguida ê calculado yo, eo e vo. Dependendo do tipo 
` as ~ de algoritmo o programa calcula convenientemente p. A seguir sao
. 
calculados § e`E. Se o número de iteraçoes corresponde ao valor
~ desejado o programa imprime o valor médio de p, se nao, incre-
~ menta a contagem do número de iteraçoes e gera u, w e etc...
~ 2.3.4"REsULTADos=DE'sIMULAÇAo 
' `\
v 
Nesta secção serão apresentados resultados de simu
~ lação referente ao identificador com compensaçao fixa. ,
r 
O computador utilizado foi o PDP ll/40 (minicompu-
*muro 
DADOS 
DE 
ENTRADA 
§K=1 
(I )-_-í 
_ 
A GERAOOR os 
pm) 
HH GERADOR DE 03' (Ii)
\ ¬SlMUL.ADOR | 
1 
DE W(k) 
coNsvRuçÃo os 
v(|‹),v°(|‹) e e (k-1) 
s|Mux.A¢Ao oo slsremx 
y‹:‹) = PTv°(|‹)+w(r.› 
10 
, r 
MODELO' A.1us'rA'vE1_ As=R1oR| 
§°(×)= r3“`‹a‹-H v‹r<) 
saflo À Pmom 
ERRO GENER/u.|zAoo A PR|oR| '_ Í" ' '
  
\ .
o 
__ ._ _ _eÁk.)_= L(.“_)-Í°(_k) _ _' ___ -_--- ¬~-1 -vl" *'"' ""`" ""` ' 
‹+\/'(›‹)Fv(k) ~ ~ _ f Y ~ ^ Ã 9 M _ __ _ _ ¡==‹×›=P‹›‹-‹›+f=‹×›v‹›‹› ---2à- 
* *;:_WV , . _ ‹+vR×›rm›vw
$fl›=3 u-‹r+Fv‹u-¿&¿fl- fl°<“¡=E°“*+°T@(*'” I_1 
` 
rw . __--V ~ L---_ - eANf~:o DE eA~›‹o , 
ONSTA T _ ALGORITM 
“' CALCULO DE UM NOVO GANHOC N E ._ DECRESCENTE 
F`(I(+1) = F (K) _FwmwnWuww› 
_? _ _ 1+-_7yTí‹›‹›F‹›‹›v(§_¡ 
_F‹k)=F(›‹+1)
_ 
M0055? AJUSTÁVEL ` A POSTERIORI 9uwP‹mvu› 
-` 
ERRO `A Pos'rEmoR| 
e(›<)= ym - `(x) :MPRIMIR P _ _ ___Íz 
_ 
___-__ ` 
A 
.K __ K +1 Mäono 
V _ V 
' -:_- N9 DE ' :fz 
- 'WTERAÇÕ 
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ll 
tador) do Departamento de Engenharia Elétrica da UFSC. O computa 
dor em questão é apropriado como dispositivo de computação em tem 
A 
po real, mas também como componente de sistemas de controle e ins 
trumentação, tais como controle de temporização e sequência lõgi- 
ca de operação, armazenamento, codificação de dados e geração de 
funções. Sua capacidade de memõria é de 20 kB 
Nestas simulações, bem como nas demais apresenta - 
das neste capítulo o número de iterações foi de 4000, o ruíéa w 
foi gerado pela subrotina Gauss desenvolvida em Efl com média zero _ 
(0) e variância 0,01. Como entrada foi consideado um sinal biná- 
rio pseudo-aleatõrio de comprimento l0 [6]. Nos algoritmos a ga- 
nho constante a matriz F foi considerada I x 105 e nos algoritmos 
' a ganho decrescente a matriz F(0) foi também considerada I x 105. 
_Como média dos parâmetros estimados foi considerada a média arit-
~ mética da 200 ultimas iteraçoes. . 
` O processo foi considerado ter a seguinte relaçao 
entrada-saída-perturbação: ` '. 
0,850 q"l + 0,200 q'2 _ 
y‹1<› = ~ z u‹1,<'›<+ w‹1<› ‹z.a-z9› 
_ 
1 + 0,500 q'l - 0,700 q'2 
onde W(k) é modelado diferentemente. 
O compensador definido em (2.3-5) e usado na iden- 
.-_» . ~ tificaçao com compensaçao fixa foi:
z 
CT = [-1,000 0,300] 
, 
Quatro simulações do identificador com compensação 
“ ~fixa são apresentadas a seguir: ` 
x ` -
-
12 
Simulação l: ~ É ' 
_ 
^O algoritmo de adaptação foi o de ganho constante 
ie w(k) foi modelado' por: ~ 
w(k) = w(ky 0 _ (2.3-10) 
O modelo estimado do processo foi: 
0 040 + 0,843 q 1 + 0,221 q 2 
y‹k› = - ~ a a 1 sua ~z u‹k› + w‹k) ‹2.3-11) 
1 + 0,496 q`l - 0,697 q`2 « j 
Simulação 2:
ç 
O algoritmo de adaptação foi o'de ganho decrescen- 
te_e W(k) foi modelado' _como na simulação anterior (2.3-lO). O 
` modelo do processo obtido foi: ` -i 
A 
0.850 q¬l + 0.191 q'2 
_
“ 
0 y‹k› = ¿ 1 u‹k› + w‹k) (2.3-12) Y *flf~'“”“¶wflL%5í*;íññíí%`“ “"*"if 
- Comparando os resultados (2.3-ll) e (2.3-l2) com o 
processo (2.3-9) observa-se que o algoritmo ã ganho decrescente ê 
nitidamente superior ao algoritmo ã ganho constante. COQÍOrme mO§
~ trado em. 3 . Por esta razao os demais resultados somente leva- 
rão em conta o algoritmo a ganho decrescente. 
_Simulação 3: _ 
_ 
`
. 
f- A modelado do ruido ê dada por: 
1 - 1,000 q 1 + 0.200 q 2 
w‹k› =çs a 1 a w‹k› ‹2.3-13›~ 
1 - 0,400 q`1 + 0.030 q`2 
`
_»
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O modelo estimado do processo foi: 
` 
0,002 + 0,851 q'l + 0,191 q`2 0 . 
y(k› = 0 0 
_ 
s 1 0 f u(k› + w‹k› .(2.3-14) 
' 1 + 0,505 q 1 -_0,703 q 2 ' 
Simulação 4: 
u 
A modelaqem`› do ruído ê dada por: 
1 - 1.000 q`l + 0,200 q`2 
w<k) = ~ ~ as w‹k› (2. ¿15› 
1 + 0,500 q`l - 0,700 q”2 _ 
O modelo estimado do processo foi: 
-0,001 + 0,854 q`l + 0,197 q`2-
' 
y(k› = ~ fa ~ s fz -u‹k› + w<k› (2.3-16) 
1 + 0.503 q`l - 0,703 q`2 
u ' 
. Este identificador não modela ~ W(k) estimando ape 
~ 1 V . 
nas_os_par§metros;ai_eUbi_dq_prQ§gsso_(2¢2¬l)._:Este~£atoacensti-'- 
_ tui uma desvantagem deste tipo de identificador, pois, os modelos 
~ ' levantados por este método nao podem ser usados em esquemas - de 
controle que vizam minimizar a variância do erro de seguimento. 
2.4 IDENTIFICADOR PARALELO com COMPENSADQRÍAJUSTÁ 
' 'VEL 
p Serã apresentado agora o algoritmo de identifica`f 
ção do tipo paralelo com compensador ajustável. Este algoritmo 
também foi desenvolvido por Landau [l], [3],[4]. 
`§ 
*-¬- -~*r~_ z f ~ - - ~ --‹‹'~-~- ~¬›§1~'-~‹'-~f-~-»~â-~‹j@-;--›--rr~--- ‹_¬› ,«-. ..... ._ _ ‹. › k ›- .››-- «¬ z-›»«¬¬‹.-,fz »¬,» .«¬¬`W.-¬z_¬.¬,,-.,....,,¬~@@|›mw1.-»»mg¶qm,¢m¢,.,z¡,,¿...¿,.,.;,,
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2.4.1 o ALGORITMO 
¡ 
, .~ No algoritmo de identificaçao paralelo com compen- _ 
sador ajustável ê definido um modelo ajustável "ã posteriori" da- 
do por: 
u cv V
, 
i‹k› = ê§‹k› v§‹k› ‹2.4-1› 
onde “ ~ 
êš(k› = [§T‹k›, -ëT‹i)] 
sendo 
ëT‹k› = [êl‹k› ê2‹k› ... ên‹k›]
e 
v§‹k› = [vT‹3›, eT‹k-1›] .› 
'O erro generalizado "ã priori" 
` \ 
»@o_‹_1›z›f_oêeo_‹ê<›_âêílkúi â‹¿<o-no ii <êo-4-21 o- 
. ›¿.›
_ 
Os algoritmos de adaptação são: 
a)_Algorítmo a ganho constante ' 
vO(k) . 
. p (k) = pE(k-l) + F VE(k) ------- (2.4-3)
TE 1 +VE(k) FVE(k) ' 
ao . onde a matriz de ponderaçao F ê definida positiva; 
ib) Algoritmo a ganho decrescente 
_ 
v (k)_ › 
ÊE(k) = PE(k`l) + F(k) VE(k) Í l É 
` Zi l (2.4¬4) 
' 
, 
1 + vE‹k› F‹k› yE¿k› _ Q _g, _
- .é - , ... 
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onde a matriz de ponderaçao F(k) e gerada pela equaçao matricial 
V 
~ 
A 1z¬.‹1<›- vE‹1<› vêm F‹1<› 
F(k+l) = F`U<) - tc ~n~ ¬ f¬~ (2.4w5) 
1 + v'§‹1<›~ -F‹1<› vE‹k›
_ 
com F(0) definida positiva. 
2.4.2 MODEÊÇ DO PROCESSO IDENTIFICADÇ 
Foi mostrado em [1] que se o sitema 
v 
N(q_ 
) O 
` A(q_l)
o 
~1 
H1(q ) = 
. 
' ~l 
0 Q ___...-....___ 
______-___-.__ 
` n#m+l 
onde _ . 
u 
-N(q_l) = l + nlq_1 + ... nnq-n 
" ""_" 'w"" ¬` '_ ' _" (š-'J-') _.v ' 
l ¬ 
N(q ) 0' n+m+l 
0 I~ n 
II 
pertencer a classe L(l/2 I) (ver Anexo A) e W(k) ê modelado por 
'_ ~ ijl/N(q 1)) w(k) entao Êš converge para ¶pT, 'fnT 1 como mostra 
do na Tabela 2.2 onde 
J nT = [nl nz ... nn] 
Já quando W(k)_for modelado por um ruído branco
w(k) séndo 
-« 
16 
~ a z matriz de transferência
I
O
I 
1% 1/A‹q 1) 0 
_ - 
' 
_ 
“ n+m+l 
H2(q 1) = 0 1/A‹q 1) 
_ 
à 
0_ ' I H 
.. 
¡ n+m+l 11 
ertencente ã classe L(l/2 I), PT converge ara IT, O como na P E P P 
Tabela 2.-2 
TIPO DE 
DISTÚRBIO 
_ ALGORÍTMO com '
_ 
coMPENsAçÃo AJUSTÁVEL 
~ 1 ‹.
x 
~T - T T _am_ :l__W“ É _____ ____V_ ,v.__ .--__ __.__ ~--_›-›_.---- ---« ~--n-- Ú-Sue H q _» 
-1 _pertencer ã classe L(l/2 I) 
l p [ . ( ) 
L 
~ w‹1<›=----w‹1<› ~ E ap i 1 ~ 
a. 
N(q ) 
W(k) = w(k )› 
êš + `[QÊ, 0] _se_H2(q_l) . 
" pertencer.ã classe L(l/2 I) 
v 
.l. 
' ` ~>. [pT, aT] 
'W(k) = 
A(q ) 
w(k) ' ~ -l sem restriçoes
\ TABELA“2.2
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2.4.3 FLUXQGRAMA DE PROGRAMAÇÃQ 
- A Figura 2.2 apresenta um fluxograma para o iden- 
tificador paralelo com compensador ajustável.
~ 'Os dados de entrada sao a ordem do processo, os pa 
râmetros do processo p, os vetores de modelação" do ruido M e N, 
a indicação se o ruido envolve a dinâmica do processo,é1variância 
,- do processo estocãstico w, o tipo de algoritmo, o numero de itera 
ções desejadas, e as condições iniciais. Lido os dados, o progra 
ma gera u, w,.e, V, Vo e simula o sistema. Em seguida ë calcula- 
do §O, eo e vo. Dependendo do tipo de algoritmo o programa calou 
la convenientemente ÊE. A seguir são calculados § e e. Se o nú- 
mero de iterações corresponde ao valor desejado o programa impri-
~ me o valor médio de pE, se nao incrementa a contagem do número de 
'
k iteraçoes e gera u, w e etc.... ~
Ô 
2.4.4 RESULTADOS DE SIMULAÇÃO 
Nesta'seção serão apresentados resultados de simu- 
lação referente ao identificador com compensação ajustável. Todos 
utilizarão o algoritmo de adaptação a ganho decrescente. Três si 
mulações serão apresentadas e em todas.elas o processo utilizado
~ ë o mesmo do identificador anterior (2.3-9) Em cada simulaçao 
W foi modelado diferentemente. i
~ Simulaçao l: 
_ 
.` 
A modelagem do ruido ë dada por;
'V_ 18 “W 
DADOS 
' DE 
ENTRADA 
. . K = 1
à 
: esnnoon os ' 
M (K) 
GERADOR DE HHH
os (K) 
`snwuLAooR os 
W(l<) ¿í__.__í 
coNTuÃo 'V E V
A 
VEM), v.,(x). em-4) z 
y (k)= PT V9 ‹›‹)+ wík) 
¶s|MuLAçÍo *oo siš_TÉ7ÀÍA 
D
, 
MooE|_o AJusTA'vE\. Ã Pmom 
Ç°‹›‹›= PE'‹zz-1› vem ` 
_ zszn-no ¬`A--PmoR1- *"" 
H e°(§‹)= y(×)-v°‹u)` . 
'
- 
V°(") um z e ‹›‹›+c"`‹›‹-n e‹×~1› 5z<'<>= Pe (R-H*F(°<YV(*>1~ aew): se (k`¡H'FV(k) ° 
zzzzzzz z _zz_-_ . 
_ a H'VE(k\FVE( R) 
` "”'"' ' 
_ __ 
W 
Emo <sENERA|.¡zAoo `A Pmom ' ,NM ' O 
:Jo 
' 
'rmo A GANHO 
' GAN"° 
A F (K) vE(|‹)v;u‹)F(×) DE LGORITM u F(k+I) = F(k)- _'-""*_*""_“*"' CONSTANTE 
. 
` 
› OECRESCENTE H, V`|è(k)F(k)VE(k) 
F(k)= F(K+1) 
. 
7!' W *lr mm Í _ 
MODELO AJUSTÁVEL A POSTER\QRI 
(` À ym - f~E‹×› vem 
`zm‹b_" if' |›‹›§}šš|oRÍ 
ê‹›z›= vm~9‹v‹› 
`
' 
Pamm 5 Ú V u ' D' 
memo 
f
_ 
.N 
' 
. 
I-
- 
"' 
_ 
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_ 
"75 ` ` " 
D 
~
. 
- 'nfenâcõc 
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,
w‹1<›= z ,al 5 zz›‹k› ‹2.4-i 
1 - 0,400 q 1 + 0,030 q 2. . 
.O modelo estimado do processo foi:
z 
-0,002 + 0,850 q`l + 0,196 q`2 
y‹k› = ter .aa ~- u‹k) + 
1 7 1 + 0,502 q' ¬ 0,702 q'“ ‹
1 
z + 5 ffza 5 2 W w‹k› . ‹2.4- 
1 - 0,421 q`1 + 0,090 q`2 
Simulação 2: 
V A modelagem do ruído ê dada por: 
W(k) = m(k) (2.4- 
_ 
. x 
O modelo estimado do processo foi: 
-0,001 + 0,851 q`1 + 0,195 q`2 to “ . 
y‹k› = f ~ 5 ~u‹1<›+ w‹k›, 
V 
‹2.4- 
1 + 0,502 q`1 - 0,701 q`? 
L 
»
_ 
onde . ` 
êT = [0,035 ~0,038] 
que ë aproximadamente [0 0] como esperado teoricamente. 
Simulação 3: ' 0 
. A modelagem do ruído ê dada por: 
1
. 
' W(k) = A V 5 w(k) ` (2.4~lO)› 
' 
1 + 0,500 q`l - 0,700 q`2 5
_
_ 
20 
O modelo estimado do processo foi
V 
-z 
' -0,001 + 0,851 q‹l'+ 0,200 q=2 _ 
y(k) É 
' 
f f ~~_ u(k) + 
` 
_ 
1 + 0,500 q`1 - 0,701 q 2 -
1 
+ _ ~ s w‹k› ‹2.4-11) 
1 + 0.508 q`1 - 0.707 q`2 
A
~ 
, 
0 Notar que os modelos obtidos apresentam resultados 
compatíveis com os esperados teoricamente. - ~ 
2 . 5 IDENTIFICADOR PARALELO 'COM MO'DELO 
_ 
DE ESTIMA- 
'§Ão'EsTENDIDo . - 
' 'Serâ apresentado agora o algoritmo de identifica ~ 
_¡ção do tipo paralelo com modelo de_e§timag§omestendi§q,¬MEste_alz___ 
ipgorítmo como os anteriores também foi desenvolvido por Landau Hj, 
_ [311 [4]- « . 
2.5;1 o ALGoRÍTMo~ 
V A estrutura do sistema ajustável ê significativa 
mente diferente da estrutura usada anteriormente. ' 
À” A saída."ã priori" do sistema ajustável ê dadapor: 
'§O(k›:§T(k-1) v(k› - êT‹k-1) e(k-1) ‹2.5-1) 
que pode ser escrito na forma 
_§°(k) z §ä‹k-1› vE‹r› p ‹2.5-1)
A saida "ã posteriori" é dada por:
1 
§‹k› = êT‹k› v‹k› -_êT‹k›'e‹k-1) ‹z.5-3) 
Logo 
. 
'
_ 
íf‹k› = í›§‹1<› vE‹1<› ‹z.5-4› 
O erro de saida "ã priori" que neste caso ê o mes- 
mo que o erro generalizado "ã priori". ê definido por 
€°(k) = vo(k) = y(k) - §o(k) (2.5-$) 
e, o "ä posteriori" 
z‹k› = y‹k› - §(k› ‹2.5-6) 
. 
1 ` ' Os algoritmos de adaptação são: '
A 
a) Algoritmo a ganho constante 
~ 
_ 
. 
t eO(k) ' 
A §E‹k› = §E‹k-1) + F vE‹k› . f W ~ za ‹2.5-7) 
. 
' 1 + vä‹k)'F vE‹k) - 
onde a matriz de ponderação F ê definida positiva; 
b) Algoritmo a ganho decrescente 
' A 
. €o(k)
V 
§E‹k) = §E‹k-1) + F‹k› vE‹k) ~ T 
of A A- 4,_‹2.5-8) À 
A 
.Va 1 +_vE‹k) F(k› vÉ‹k› -
_ 
~ _ ~ onde a matriz de ponderaçao F(k) ê gerada pela equaçao matricial 
F‹k› vE‹k) v§‹k› F‹k›
' 
_ 
F‹k+1› = F‹k) -A A ~~ “ ~ ‹2.5-9) 
á 1 +-vš‹k› F‹k) vÉ‹k› 
' ~^ 
`\ _ ~ 
r _
^
'\
M 22 
com F(0) definida positiva. ' _ 
~ Cumpre salientar que nos três algoritmos apresenta 
dos ê considerado que a ordem do modelo sempre ê conhecida eígual 
a ordem do processo e supondo-se ainda ser o processo observâvel 
e controlãvel.: _f » ' 
2 .5 . 2 MO`DE'L`O` 'DO' PROCESSO `I`~DENT_Ç_[FI'CZ\DO 
Foi mostrado em [l], que se o sistema 
1/A‹q`1› 
pertencer a classe L(l/2) (ver Anexo A) e W(k) ë modelado pelo 
ruído branco w(k) então pg converge para [pT, O1 como mostrado na 
Tabela 2.3 .b se w‹_1<) for maaelaao par ‹,M‹q'l)_/A‹q`l›) «›(1<›_‹-É o 
'
. 
sistema - __ .¿JyvW Ú W _ 
1/M‹qf*›
, 
pertencer a classe L(l/2) então ÊÊ converge para |pT, mT_+ aTl eo 
mo mostrado na Tabela 2.3 onde ` ' 
mT = [ml mz ... mnl.
I» 
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TIPQ DE ÀLGORÍTMO com MQDELO
_ 
DISTÚRBIO - ' DE ESTIMAÇAO ESTENDIDO 
- T 
~ pä_-› [p ,« 0] se l/A(q l) perten- 
W(k) = w(k) 
' cer a classe L(l/2)
1 
W(k) = ---- w(k) . pg -› {pT, aT] sem restrições 
. 
'l ' A(q ) 
W(k) = ÊÁ2_šl w(k) Êš '* [PTz mT + aT} se 1/M(q 1) -l . A A(q ) pertencer a classe L(l/2) 
TABELA 2.3 
2.5.3 FLUxoGRAMA-DE PROGRAMAÇÃO a 
~ A figura 2.3 apresenta um fluxograma para o iden- 
tificador paralelo com compensador_ajustäve1. 
_
* 
_Os dados de entrada são a ordem do processo, os pa.
~ râmetros do processo p, o vetor de modelaçao do ruído M, a indi 
cação se o ruído envolve a dinâmica do processo, a variância 'do 
processo estocâstico w, o tipo de algoritmo, o número de itera- 
ções desejadas, e as condiçoes iniciais. Lido os dados o progra 
ma gera u, w, Vo e Ve e simula o sistema. Em seguida-ê calculado 
§o e eo. Dependendo do tipo de algoritmo o programa calcula con- 
venientemente ` . A se uir ê calculado ` e e. Se o número de PE , y 
iterações corresponde ao valor desejado o programa imprime o va_- 
lor médio de ÊE, se não, incrementa a contagem do número de itera 
ções e gera u, w e etc.... .' É 1' ' ' 
V 
_ 
. \ 
..- .,..............r __ ..,..... ........_ -.. ........,».... -.-....¬..¬..¬. _. ,.....«.....~.. .. zz... -.›-...H _.-›~ .,›~..... -¬ ‹› _. zz ..z.~J..›z..,.¬.f- z›..,._. A ‹.... ~-.-z¬ .-fz,--w -›~«›-›¢1~‹-›‹~‹»‹-›f~‹uu¬-‹v‹-'-› -~---v» - -~:-.-›--«n‹zv‹~n¬».‹.- zwz -_-››¬‹ ~.--›z.fi‹z‹.,...,...,,..
4 
'zu . 
1 lmcno 
DADOS O 
'DE 
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~ _ 
' ENTRADA 
..|(:| 
Desaâoon ps 
¬ ¡.1 uu 
Deeaâooa os 
.
~ 
(#7 (R) 
SIMULADOR 
DE 
.W(k) 
coNsfRuÂo' os
' 
vz (M , vou)
_ 
SIMULACAO DO SISTEMA 
' " yu‹›= P* v,‹|z› + wm 
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~ 2.5.4 RESULTADOS DE SIMULAÇÊQ 
~ ~ Nesta secçao serao apresentados resultados de simu 
lação referente ao identificador com modelo de estimação estendi- 
' 
5 f~ 4. ~ do, Todos eles utilizarao o algoritmo de adaptaçao a ganho decreã 
,` ~ ~ . ~ cente. Tres simulaçoes serao apresentadas e em todas elas sao 
utilizadas o processo (2.3-9) onde W e modelado diferentemente. 
Simulação l: 
_ 
, 
A modelagem' do ruído é dada por: 
p 
w(k) = w(k) (2.5-10) 
O modelo estimado do processo foi: 
-0,001 + 0,851 q'1 + o,197.q`2 - ~ 
, y‹k› = z _ 555555555 + w‹k› ‹2.5»11) 
1 + 0 501 q`l - o 701 q`2 '- 
V 
. 
‹ :‹
_ 
êT`= [o,o27 -0,022] 
que É aproximadamente [0 0] 'como esperado teoricamente. › 
_
ø
×
~ Simulaçao 2: _ 
A modelagemi do ruído ê dada por: 
_ l 
W(k) = 
' 
f 5 w(k) (2.5-12) 
1 + 0,500 q`1 - 0,700 q`2 'V 
O modelo estimado do processo foi:
p 
26 
-1 -2 , -0,001 + 0,851 q + 0,200 q¡ . 
y‹k› = se 
' fz u‹k› + 
_ 
1 + 0.500 q`l - 0.701 q'2
f 
, 1 
4 
_
ç 
+ 2 as 
_ 
~ ff w‹k) ‹2.5-13)_ 
1 + 0.520 q`1 - 0.702 q'2 , 
Simulação 3: . 
_ 
A modelagem do ruído ê dada por: 
1 - 1.000 q`l + 0.200 q`2 
A 
-
j 
w‹k› = se ~ ~. f z w‹k› ‹2.5-14) 
- 1 + 0.500 q'l - 0.700 q`2
› 
O modelo estimado do processo foi: 
z `-0,001 % 0,850 q`1 + 0.197 q`2 
y‹k› = W 2 ea ~ u‹k› + 
« 1 + 0.501 q'l - 0.701 q`2
5 
' 
. \ \ -
^ 
1 1.-_»§e«;M~z»_.;- «1~- 0T955»qÍ¿-+-0715a~q72¬~-- -~“.~‹-~_-~“ f"~" fr “'¬* 
« 
` 
~ + «z ez. w‹k) › - (2.5-15) 
" 
- 1 + 0,501 q`1 - 0.701 q`? - -
ç 
_ ~~2;6 coNcLUsÃo
7
~ 
_ 
i Os três algoritmos de identificaçao estudados apre 
sentam um bom desempenho. z 
Â 
'O identificador a compensação fixa necessita de 
uma prê-estimação dos parâmetros ai para a determinação dos parâ- 
metros do compensador bem como não modela a perturbação W(k).E§ 
te identificador ê conveniente para síntese de regulador ou segui 
_ 
' dor a variância minima somente no caso onde o projetista 'tiver 
_› ` . - ,
` 27 
certeza que a perturbação W(k) ë modelada por w(k) ou 
(1/A‹q 1) _w ‹1<›. s 
* Os dois outros identificadores apresentados evitam
~ o problema da prê¬estimaçao dos parâmetros ai e permitem modelar 
a 
_ a perturbação W(k)¡ sendo portanto úteis em problemas de con 
trole do tipo regulador.ou seguidor a variância mínima, onde a mg 
delização de W(k) intervém nestes controladores. '
\ ` __» 
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C A P I T U L 0 3 , 
o SEGUIDOR cLÃssIco 
3.1 INTRODUQÃO 
Neste capítulo será apresentado um método de sínte- 
se de seguidor onde o sinal de referência deve sair ' .de um 
sistema linear autônomo e invariante. O sinal de referência ê 
desta forma uma composição de sinais constante, rampa, parábola , 
sinusoide, exponencial, etc. A síntese deste seguidor ê basea- 
da na moderna teoria de controle robusto [9],[l0],[ll]para proceã 
sos discretos. .O processo ë suposto linear e invarianteno tempo. 
“ 
f. Este capítulo apresenta uma exposição teõrica que 
äpermite sintetizar o seguidor bem como resultados de simulaçao vi 
sando evidenciar a eficácia do esquema. ' 
'
1 
3.2 o SEGUIDOR cLÃssico 
. Seja um processo discreto com uma entrada e umasnãf 
da completamente controlável e observável, descrito porƒ 
'
- 
2 u B ‹q`1› 
z _ y‹1<› = -- u‹1‹› ‹s.z-1› 
` 
^ A‹q`1› 
onde u(k) ê a entrada no instante k, y(k) a saída no instante k e 
A(q_1), B(q_l) são polinõmios da forma: ' 
z 
' 
`
,
-
29 
A(q"l) = l --alqfll - ... - anq_n 
'f -1 
. 
-1 - B(q ) = bo + blq + ... bmq m
~ 
_ q 
O objetivo do seguidor ê encontrar um sinal de con- 
trole u(k) de tal forma que o erro de seguimento e(k) entre um si 
~ nal de referência yr(k) e y(k) convirja assintoticamente para ze- 
ro, ou seja 
lim e(k) = lim |yr(k) - y(k)] = O (3.2-2) 
k-›oo k-›oo 
O sinal de referência ê saída de um sistema linear 
autônomo e invariante, ou seja, yr(k) satisfaz a seguinte eqfição: 
n‹q"1›yr<k> = 0 ,.‹3.2-3) 
-onde _ - 
*_ f 
I 
l _ f ___D(q:£I..):._]:_._ <_i_]¿q_l._.ÊÍ 'vn-__ "'_dP¶_Ê` _' ¬ _l..._. _._._`___ f_ 
.› -` _ 
- 
Í À 
A estrutura do seguidor ê dada na Figura 3Çl a se- ` 
, 
guir. O sinal de controle u(k) ê o sinal de saída do servocompen 
sador, cuja entrada ë o erro de seguimento (k), subtraído do si- 
-, nal de saída do filtro estabilizante cuja entrada ê o sinal esta , 
- :_- 
bilizante V(k). ` 
Será mostrado a seguir que a estrutura proposta per 
- z 
mite obter um sistema dinâmico para e(k) que ë excitado apenas pg 
. lo sinal estabilizante V(k) e independente do sinal de referência 
yr‹k›. o i 
*
g
~ 
- ~ A equaçao (3.2-1) pode ser reescrita na forma: 
A‹q`1› y‹kí = B‹q`1› u(k), «‹3§2-4›
J 
x o f f 
-.. _. ,, - .i ..............“.... .W ¬~.-1 ,....-\..-.....z- .-.._.,.«,- ....._._.....-,.,-.».~--›« f --‹~‹~.‹-W 1.«,‹<‹¬..-.. ...,... .¬¬,.›«»-‹¬~» zz..,..~-..,»¬-v›..¬›‹z~¶‹zz»z\~z.¬;z.zz-z,z,.,v~¬.z«~¡z-,z¬~«f›wv^›~:«'nPxrz»~›zz-¬‹.Q,.¡zz...,,,.,!,,.:,,§
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Da estrutura do seguidor podemos tirar que 
«fl - 1 
u‹k› = --- @‹k› - --- v‹k› 
~ D‹q`1› .- D‹q'1› . 
ou seja . g - . 
i D‹q`1›u‹k› = q`1 @‹k› - v‹k›. ‹s.z-5) 
onde 
z‹k› = yr‹k› - y‹k›. ‹s.z¬õ› 
Aplicando o operador D(q_l) em ambos os membros de (3.2Ê6) tem- 
Se: 
- D‹q°1› €<k› = D‹q'1› yr‹k› - D‹q'1› y‹k› ‹s.z-1) - 
. . . z 
Considerando-se a equação (3.2-3) conclui-se que: 
a D‹q 1› â<k› = -D‹q 1) y‹k› ; ‹s.2-a›
~
1 
*__ WM” ___ V” _ '_ _' _ ç_ , 1 __í__ v___,_. ___ v__ s _.-_ *_ ..` Aplicando agora o polinõmio D(q ) em (3.2-4), ~ 
A‹á 1› D‹q 1) y‹k› = B‹q 1› D‹q 1› u‹k› 1 ‹3.2-9) 
' e substituindo (3.2-5) e (3.2-8) em (3.2-9) obtem-se a equação 1 
1-A‹q 1) D‹q 1› z‹k› - B‹q 1› q 1 z‹k› - B‹q 1› v‹k› 
. 
que pode ser reescrita na forma V 
* |A‹q`1› D‹q`1› + B‹q`1›q'1| â‹k› = B‹q`1› v‹k› ‹3.2-1o› 
A equação (3.2-10) ê a equação dinâmica do erro pros 
curada. O problema agora resume-se em encontrar uma entrada con- E 
^ veniente V(k) de tal forma que o sistema descrito acima seja as-› _ 
sintoticamente estável. `Serão apresentadas.a seguir duas solu- 
" ¬ ~ ~ ~ '~ -~ ""'¡-¬:»-¬~.---'-~ - -- ~»- - › ¬~-»- -»~¬z- -- .›»-~«›-›zv¢..._.¬-.. ¬z -. ¬, ¬...¬.. .,....-.~›‹ww@»_›.~z=,,¡..,›‹z...‹z.,,›«...»..‹.¬.¡,z¬..z..z.z;,z.' ¬¬@›-¬_› ¬_›l¬(..,,.:..__..
 
ções para este problema. 
Solução 1: . _ z ' e - A 
32 
. 
› Nesta solução [7]_ propõe-se para o regulador 
W M‹q`1› r V(k) = --P- E(k) 
' N(q_1› 
COITI 
. -1 . _ _ _ _' M(q ) = mlq 1 + mzq 2 + ... mnlq nl , 
N(q_l) = l + nlqfi + n2q_2 + ... + nn2q_ 
onde mi e ni deverão ser convenientemente calculados. 
' 
' Substituindo agora (3.2fll) em (3.2~l0), 
|A‹q'l› D‹q'1› + B‹ `l›q`1| ‹ › B‹q'l› 
(3.2-ll) 
n2 
M(q'% 
~ q s k = ---add 
que pode ser reescrita na forma 
~ ~ -1 -1 -1 -1 +1 - - - 
_u1qÍÊld _“lr_ 
q 
{N(q › [A(q ›D(q ) + B(q )q 1 ' B(q l)M(q l)}e(k› = 0 . 
‹' 
_ 
(3.2-12) ' 
O problema agora ê encontrar Mie N tal que os polos
~ da equaçao (3.2-12) estejam dentro do círculo unitário. Chen mos _. 
tra em [7] através dos teorema algêbricos (9-12) e (9-l3) que es-
` 
te problema pode ser facilmente resolvido através da solução _ de 
um sistema de equações lineares;
z
33 
~ . Soluçao 2: ~ T ~ ' _ a 
A apresentação deste segundo.regulador'[9],D8] serã 
feita através de um'exemplo. Supondo que: - 
A‹q`l›D‹q`l›“ t+ B‹q`1›q'1 = 1 - ãlfƒl - ã2q`2
~ 
e ` 
_
V 
B(q'l› = blq'l 
A 
Da equação 13.2-10) obtêm-se a seguinteequaçãodinâ 
mica para o erro de seguimento: ~ . >~ 
€(k) = ã1€(k-l) + ã2€(k-2) + b1V(k-l) (3.2-13) 
` Da equação acima pode-se obter que:
q 
z(k+1) =.ãlz(k› + ã2z(k-1) + biV‹k) (3.2-14) 
subsšituinâo ‹3.2~13) em ‹3.2-14) vem: 
z‹k+1) = ‹ãš + 52) z‹k-1) + ã1ã2 z‹k-2) +» 
_ 
+ b1V(k) + ãlblV(k-1) ' ' q'(3.2-15) ' 
mEncontIando V(k) de tal.Íorma que:
_ 
- (âÍ_+ ä2› z‹k-1) + ãlãzzxk-2) + blv‹k› + ãlblv‹k-1) = o 4 
` ` 
. 
' 
' (3.2-16) 
A equação (3.2-15) fica _ 
€(k+l) = O (3.2.l7) 
o que implica em 
\ . _ 
lim z<k› ê o :‹3.2¬1e› 
.k~›-oo 
I 
`_.× ›
l
34 
O regulador procurado ê obtido da equação (3.2-16),
‹ 
. .-'l ~2 ê» -1 ~ ~ ""2 _ M(q ) (a + a )q + a a q V . 
v(k› = --- â‹k› = 1fe~s? e ea zl 2 â‹k) -(3.2-19) 
`N¢q;1) ' - .. .bl_+_ãlblq'l
~ que ë a soluçao para o problema apresentado. =W 
A estrutura dos dois reguladores ê a mesma conforme 
atestam as equações (3.2-ll) e (3.2-l9),oque implica numa. única 
estrutura de regulador, apresentada na Figura 3.2 (seguidor c as~ 
` 
. _ 
sico mais regulador). . - 
~ ~ Algumas consideraçoes serao feitas a respeito da es ' 
trutura do polinõmio D(q_l) através dos dois exemplos tilustratiÉ 
vos apresentados a seguir: - ` 
a) Para yr(k) F F, onde F ê constante, a estrutura de D(q_l) ê 
D‹q¬l› = 1 - q'l 
u V 
uma vez que 
(1 - q`l)F = F - F = 0; - 
\. ` À ~ ,'›~ ab) Para yr(k) = F +.G]g onde F e G sao constantes, a estrutura de 
v 
D(q~l) ê 
_ 
_ 
" 
.
' 
_ «_ _ _2g D‹q1›=1-2q1+qp 
uma vez que
à 
Ê_ 
(1-2q`L+q'2) ‹F+Gk› = F + ck - 2(F+c‹k-1)) + F + G‹k-2) = o 
}^ ` Notar que tanto_yrXk) = F como yr(k) = F + Gk são 
soluções de ' Í 
_
- 
x _ 
- ». z... » ._ .`..__,.., -b.,.¢.. ...........› `, _- ..... ...›¡¡‹.z¬,-.~.¬.›~.~.,..z -«¬....,..,..¬..._.›.-¬›-.-~-~ -' " -^ ~-~« -~..-¬ ....... ....M,,.,~q----¬-v-‹y-«.,.m¬z«-¬‹-v-»‹›'L¬~-.-.»..-,v-¬v¶¬w-vw-:~¿~\›~«..,M,...¬....`‹›..¬,.,.,¡,.¿.¡.,.¿.,,,;¿.¬,¢....¡...,,,¬,¢,.,,,
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= O 
`3.3 ÊESULTADQS pE_s;MULAçÃo ' 
Serão apresentados dois resultados de simulação on- 
de no primeiro ê usado um processo de 29 ordem e no segundo ê usa 
do um processo de 49 ordem. As simulações foram realizadas no 
computador PDP ll/40 da UFSC. 
u 
^ 
_ 
_-l 
` O sinal a ser rastreado ë dado na Figura d.3. Como 
Va referência ë do tipo rampa e constante o polinõmio D(q_l) ê do 
tipo 
` 
- 
'_' " 
,D‹q'1› = 1 ë 2q + q`2 
O processo d e 29 ordem ê 
_ 
iõ}ä5fš`í 1föÇ2Í§”2 
Y(k) =l ¬ u(k)
p 
\ 
_ 
1 + 0,5 qfl - ø, 7 q`2 
euo esquema de controle ê apresentado na Figura 3.4. Para a “de-. 
-terminação do regulador foi usada a solução l. A Figura 3.5a mos 
tra a saída do processo y(k) e o sinal de referência yr(k). Notar 
.que-apenas no início e nas transições rampa-constante e 
rampa y(k) não segue exatamente y 
tõrio A F
V 
constante- 
r(k) devid 
. igura 3.5b 
o a um natural transi-
u 
mostra o erro de seguimento. -
u 
\ 
' O processo de ' 
\ 
._ 49 ordem e 
_z‹k› =z eeef~Ú~~ 
1 . _ 
f ef s‹e eeee ~ u‹k› 
¡ 
1 - 1,3 q'1 + 0,22 q'2 + 0,832 q*3 + 0,269 q`4
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Sendo o esquema de controle apresentado na Figura 3.6. Para a dg 
terminação do regulador foi usada a solução l. A Figura 3.7a mos 
' tra a saída do processo y(Ê) e o sinal de referência yr(k) e a fi 
gura 3.7b mostrao erro de seguimento. Notar que, como no proces- 
. , , . so de 29 ordem, aparecem erros de seguimento no início e nas tran _
~ siçoes rampa-constante e constante-rampa devido a`um transitõrio 
~ natural. -
_ 
3.4 coNcLUsÃo 
' As simulações apresentadas ilustram que o seguidor 
clássico tem um bom desempenho como atestam as Figuras 3.5 e 3.7; 
Mostrar-se¬ä quando o processo está perturbado por
~ 
um processo estocâstico, que o desempenho deste esquema nao ë\bom 
'»e deve-se usar o seguidor ã variância mínima que serã_apresentado__ 
' '_ __ _._-s~_-v-- ¬"“`7`_`_% 
_4 ` ng prõximo capitulo. ' . z
` 
O seguidor clássico nao leva em conta o modelo da 
~ 4 ` ` ` 
p 
perturbaçao estocastica como o faz o seguidor a variância. mínima 
› 
' 
- _› 
..~ e por esta razao está ültimo tem melhor desempenho em ambiente es 
tocãstico. i
\
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c A P«Í T U L o 4 
` 
SEGUIDOR Ã.vARIÃNcIA MÍNIMA 
4.1 INTRODUQÃQ 
- z O problema do seguidor em meio estocãstico deva le
~ var em conta o modelo da perturbaçao para se ter um bom desempe 
nho do erro de seguimento. Conhecido o processo e o modelo da 
perturbação, que podem ser obtidos com os métodos deidentificação 
apresentados no capítulo 2, pode-se construir seguidores de um si 
Q øâ nal que ê saída de-um sistema linear autonomo, onde a - variancia 
.do erro de seguimento seja mínima. O objetivo deste capítulo ê 
* apresentar esquemas que resolvam este problema, « _ 
' 
` 
iv 
-` Neste capítulo sao apresentados dfis esquemas basea 
dos na estimação da perturbação}1xm1cmm›eäi&¶mfiadas limitações qdo 
. regulador de Âström. É mostrado que os esquemas podem ser sinte- 
tizados a partir do modelo do processo identificado. Uma compara 
- ção entre o seguidor clássico e os seguidores propostos ê feita 
evidenciando-se que o desempenho deäxs últimos ê bem melhor. 
\ 
4.2 o SEGUIDOR VISTO com UM REGULADQR 
Seja um processo discreto completamenteç controlã- 
'vel e observãvel, descrito por: '
: 
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B‹q`l~› 
y(k) = ---'---.u(k) + wçk) _ (›4.2-1) 
A(q_l) A '
. 
onde 
. 
V 
' C(q_l) ' ' 
W(k) = ---- ‹»‹1<› ‹4.2-2) 
A(q_l) 
As sequências {y(k)} 6 {u(k)}são respectivamente a
~ saída e a entrada do processo. W(k) ê a perturbaçao dada pcr um 
processo autoregressivo com mêdia mõvel excitada por um processo 
estocâstico estacionãrio de variáveis aleatõrias ' independentes 
w(k) de média zero e desvio padrão ow. Os polinõmios A, B, e C 
são da forma: ~ . a . 
l 
A(q_l) = l + alq_l + ... + anq_n~ 
-1 "' V ' -f +1 "- B(q' ) = bmq m + bm+lq (â ) +"'f,f ?ng-n 
Q . 
-l _1 _ C(q ) = l + clq. + ... +.cnq n 
onde o polinõmio C(z) tem todos os seus zeros dentro do círculo 
unitário e m=O,1,...,n. 
O objetivo do regulador ë encontrar um sinal de 
controle u(k) de tal forma que o erro de seguimento €(k) entre 
yr(k) e y(k) - ' .i
i 
\ 
A 
` 
€(k) = yr(k) - y(k) (4;2-3) 
tenha~variância mínima.
_ 
1 O sinal de referência ê saída de um sistema linear 
r. 
autônomo e invariante, ou seja, yr satisfaz a seguinte equaçao
45 
e D‹q l› yr(k› = o _‹4.z-4› 
onde 
-l _ -l 
` 
t -p 
D(q 6) - l + dlq + ... + dpq . 
A estrutura do seguidor ê dada na Figura 4.1. 
. 1 O sinal de controle u(k) ê o sinal de saída do ser 
vocompensador que ê excitado pelo erro de seguimento subtraído do 
sinal de saída do filtro estabilizante que ë excitado pelo sinal 
estabilizante V(k).
` 
_ 
Será mostrado a seguir que a estrutura proposta
A permite obter um sistema dinamico para €(k) que ê excitado pelo 
sinal V(k) e pela variável aleatõria w(k), sendo no entanto indg 
pendente do sinal de referência yr(k). ' ,« . '? 
A equação-(4.2-l) pode ser reescrita na forma: 
` 
. 
A‹q`1› y‹k› = B‹q`l› u‹k› + c‹qfl› w‹k› ‹4.ë-5› 
-.f Da estrutura do seguidor, mostrada na.Figura 4.1, 
podemos tirar que 
. _l . 
q 1 `"u(k) á---- e(k) - --- V(k) 
~ep D‹q`l› ~ D‹q'l› 
ou seja . 
' D‹q`1› u‹k› = q'1 ¢‹k› - v‹k› ‹4.2-õ) 
Uma vez que 
õ‹k› = yr‹k› - y‹k›. ‹4.2-7) 
Aplicando D(q_l) em ambos os membros de (4.2-7) temos: 
D‹q'l› ê‹k› =l~ D‹q`Ê› y‹k›‹i ib¶‹4.2-8› 
..... _ Y __ r
0 
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D(q`l) yr(k) = o ‹4.2-4) 
onde 
l l p D‹ = 1 + â + ... + à . q Q) lq pq 
A estrutura do seguidor ê dada na Figura 4.1. 
O sinal de controle u(k) ê o sinal de saída do ser 
vocompensador que ê excitado pelo erro de seguimento subtraído do 
sinal de saída do filtro estabilizante que ê excitado pelo sinal 
estabilizante V(k). V 
Serã mostrado a seguir que a estrutura proposta
Q permite obter um sistema dinamico para €(k) que ê excitado pelo 
sinal V(k) e pela variável aleatõria w(k), sendo no entanto indg 
pendente do sinal de referência yr(k). '_ _ , 
A equação (4.2-l) pode ser reescrita na forma: 
q 
z 
A‹q'1› y‹k› = B‹q`1› u‹k› + c‹q`l› w‹k› ‹4.ä-5› 
__ __ ____ __ _ ..___.._. _ ..._ ..._ ._ ___ __ ___. _ _ ._.. __.~ _ _ _ _ `.. ...._ _ _ _. . _ 
= Da estrutura do seguidor, mostrada na Figura 4.1, 
. podemos tirar que . 
_ 1 ' q 1 `"u(k) É ---- €(k) - --- V(k) 
~ D(q_l) D(q_l) 
ou seja . 
D‹q`1› u‹k› = q'1 ¢‹k› - v‹k› , ‹4.z-ô› 
Uma vez que 
z‹k› = yr‹k› L y‹k›, ‹4.z-7) 
Aplicando D(q 1) em ambos os membros de (4.2-7) temos: 
i D‹q'1› é‹k› =¶~ D‹q`Ê› y‹k› ' 
i ›‹4.2-8) * 
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Aplicando agora o operador D(q_l) em (4.2-5), 
A‹q`1› D‹q71› y‹k› = B‹q`l› D‹q`1› u‹k› + c‹q'l› D‹q`1› w‹k› . 
' ` (4.2-9) 
e substituindo (4.2-6) e (4.2-8) em (4.2-9) obtêm-se a equação 
-A‹q`1› n‹q`l› z‹k› = B‹q'l›‹q'1 z‹k› - v‹k›› + 
+ c‹q`l› D‹q`l› w‹k› ‹4.z-io) 
que pode ser reescrita na forma: 
|A‹q`1› D‹q`l› + B‹q`l›q`l| â‹k› = B‹q`l› v‹k› - 
- c‹q 1) n(q 1) w‹k›~ ‹4.2-11) 
. Ou 
iÃ‹q`l› ê‹k› = B‹q`l› v‹k› - õ‹q`1› w‹k› , ‹4.z-1z› 
onde 
_
` 
_ __ __ .__ __ _ _ .__ --, -_ -- -- -_ -_-_ _ ---_ _ í “_ -- 
A 
~ A‹q 1) z A‹q 1› D‹q 1› + B‹q 1›q 1 a ‹4.2-12a› 
é m 
^ õ‹q`1› = c‹q”l› D(q`1› 14.2-12b›
z `~. ~ 4 ~ A A equaçao (4.2-12) e a equaçao dinamica do erro 
procurada. O problema agora resume-se em encontrar umaá entrada 
conveniente V(k) de tal maneira que a equação (4.2-3) tenha va - 
riância mínima. 
1 
A equação (4.2-12) mostra que o problema de segui- 
mento onde se quer que o erro de seguimento €(k) tenha variância 
mínima foi transformado num problema de regulação para zero com
~ erro de regulaçao de variância mínima. 
S ` O problema de regulação ã variância mínima foi de-
48 
. . . 0 _ ~ senvolvido pela primeira vez por Aström e uma boa exposiçao deste 
método se encontra em [8 ] .
~ . 0 H _ _ Para a aplicaçao de regulador de Astrom e necessa- 
rio que na equação (4.2-l2) o polinômio Õ(z) tenha todos os seus 
zeros dentro do círculo unitário. Isto ocorre somente quando o 
polinômio D(z) tenha por sua vez todos os seus zeros dentro do 
círculo unitário conforme equação (4.2-l2b). Isto implica que,de 
acordo com a equação (4.2-4), 0 sinal yr tem que convergir assin- 
toticamente para zero. Na prática o sinal yr pode ser persisten- 
te, como por exemplo constante, sinusoide, etc., implicando que 
os zeros de D(z) estejam sobre o círculo unitário e portanto para 
este tipo de problema o regulador de Âstrom não pode ser usado. 
4.3 o REGULADOR A VARIÃNCIA MIN1MA DE As'1¬1‹o'M ç 
_ _ .i _... _ _ _ _ _ _ ._ ._ ._ __ _- --_. - _ - - - -- z ' ' ' ' “ ' `
~ Da equaçao dinâmica do erro (4.2-12) obtêm-se: 
ã‹q`l› ë‹q`¡› 
@‹k+m› = --- v‹k› + --- w‹k+m›' ‹4.3-1› 
~ ' Ã‹q"1› Ã‹q"1› 
onde 
~ -1 -.1 - - _ B<q ) = bm + bmlq + ---_ + bnq (n m) (4..3-la) 
Considere agora que 
` 
õ‹q`1› = Ã‹q`l› F‹q'l› + q`m G‹q'1› ‹4.3-z› 
onde F e G são polinômios de grau m*l G n+PTl Õefinidos PQI 
' F(q7l) = 1 + flq'l + ... + fm¿lqã(m'l) 
e ` ' ' ~«
v 
V-l -l '- ' -l G(q ) = go`+ qlq + '°' +~gn+P-lq 
(n+p ) 
-¬ SubstituindoVagora (4.3-2) em (4.3-l), temos 
‹ ~ 
( 
_l ~Vë‹q`1›. G<q`l› 
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â‹1<+m› = F q › `‹»‹k+m› + ---- v‹1<› + -___'-__ Mk) ‹4.3-3) 
u Ã‹q'1› Ã‹q`l› 
De (4.2-12), vem que: 
Ã‹q`1› §‹q`1› V 
‹»(1z› = __- â‹1<) - ---_ q`m v‹1<›« ‹4.3-4) _ 
L ë‹q¬l› ë‹q'l› ' 
Substituindo (4.3-4) em (4.3-3): 
V 
_ _l 
ã‹q`lí 
_ _m 
ë‹q`l› G‹q`l› V
z 
z‹k+m› - F‹q › w‹k+m› + ---- q ------+ v‹k› + 
Ã‹q'l› Ã‹q`l› ë‹q`l›V 
G(q'l) 
W 
I 
_
_ 
A ___ V __ f____ __ ___ ___ _¬+__-_-?¬â..(.1<›«,----« «---- V- ----~ 'VV-_, 
V C(q 1) 
¬ 1 -. '
- 
da identidade (4.3~2)= . 
” 'V;1 G‹q`1› V ã‹q`1› F‹q`1› 
z‹k+m› = F‹q › w‹k+m› + ----õ‹k› + ------- v‹k›. 
~ 
õ‹q`l› ë‹q`1› 
V 
(4.3-5)
~ Agora temos V(k) como uma funçao arbitrária de e(k) ,. e:(k-l) , .. 
V.(k“'l), V(k"2), - Então a variância do erro de seguimento 
`
_ 
guimento será 
_ _ 
z 2 _l 
V 
2 G‹q 1) E [6 (k+m)] = E [F (q ) w(k+m)} + E ----- €(k) + 
, 
_ õ‹q`1› 
Se 
.€`
.f. 
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~ _ _ 2 B‹q 1› F‹q 1) 
+ ------- V(k) 
' 
‹4.3-6) 
' Õ(q_l{
. 
tendo em vista que 
E [w(k)] = O 
E [w‹k› w<k+i›]= o 1 = 1, 2, ...
~ Os termos combinados vao a zero, porque w(k+l), 
w(k+2), ... w(k+m) são independentes de e(k), g(k-l),.. e V(k-1), 
V ¡ O 0 0 ] ' 
_ 
E [e2(k+l)] z íl + fã + fã + ... + fâ_l] (4;3-7) 
onde a igualdade ë assegurada por
4 
Ê‹qf1› F‹q`l› v‹k› + ç‹q'1› z‹k› = 0 a ‹4.3-s› 
o qual proporciona a lei de controle desejada: 
G(q_l) 
H
~ 
V(k) = -----*-- €(k). (4.3.9) 
L 
ë‹q*1› F‹q`l›
, 
~ A Figura 4.2 mostra o regulador a variância mínima 
da Âstrom. '^ 
_ Como podemos observar a solução (4.3-8) sô ê possi 
vel se Õ(z) tiver seus zeros dentro do círculo unitário. Para su 
perar este problema ê proposto uma soluçao usando um estimador da 
perturbação que permite que Õ(k) tenha zeros dentro e sobre o cír 
culo unitário.
~ 
__v 
Í 
B(q-1) 
~- Ã(q_l) 
G_(q“1>
. 
(L) .
~ 
c‹q l› 
Â‹q"l›
v özé. E 
` 
š<q'1›F‹<íl› 
Figura 4.2 - Regulador a variância mínima 
de Âstrëm 
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» 4.4 3EGgLADo3 Ã VARIÃNCIA MÍNImA_psANDo E§g1MApog 
DA PERTURBAQÃO 
›`
4 
4. 'No regulador a variancia mínima usando estimador
J 
da perturbação serão abordados dois casos particulares de proces~ 
so onde m=0 ou m=l. ' 
- No primeiro caso onde m=O, o polinõmio B ê 
B(q_l) = bo + blq'l + ... + bnq_n 
_ e, no segundo caso onde m=l, 
B(q_l) = blqnl + bzqfz + ... + bnqnn
~ 'Quando o polinõmio C(z) tiver raizes sobre o círcu 
lo unitário, o problema do regulador a variância mínima pode ser 
` \ 
resolvido com a ajuda de um sinal suplementar gue ê a estimação 
da perturbaçao w. - 
A T
* 
l ã 
O estimador de w É regido pela seguinte equação: 
c‹q"l›ô‹r› = A<q'l› y‹k› - B‹q`l› u‹k› r‹4.4-;› 
._ Q 
Vamos mostrar que & gerado pelo sistema (444-l) ê 
realmente uma estimação de w. Definido um sinal de erro de estif 
z mação › _ 
1 
~ .' ' _i 
c‹k›'=~w‹k› - õ‹k›, ‹4.4-2) 
mostra-se que õ ê uma estimação de w se 
lim Ç(k) = O ` (4.4-3) 
k~›oo 
~‹ ¬- v‹z ,.. ¬ ._ M...-U. .,.......‹v""' g 1 »›--‹›‹ - --›»- wzz-¬‹ - » -‹- z~-- --»-¿«¬z.›.-- z-‹_›‹ ..~›.-...,...»¬- z...... vv-‹-fmz-¬.‹1-‹›--....a....‹-z..._,.~¬.»---.‹,-v.$z×«‹z«~.‹~-.....,.,,_~,,_,,_.
_ 
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~ Das equaçoes (4.2-1) e (4¿2-2) podemos escrever: 
c‹q`l› u(k) = A‹q`1›- y‹1<› - B‹q`1› u‹1<›. ‹4.4-4› 
' _uSa_nao ‹4.4-1), ‹4.4-2) zz ‹4.4-4), a equação dinâ- 
mica de ç(k) ëz' ,y- D 
~ c‹q 1› ê‹k› = 0. 
Como por hipõtese as raízes do polinõmio C(z)- es- ` 
tão dentro do círculo unitário, a equação (4.4-3) ê então verda - 
deira. ' D 
De (4.4-l) o sinal õ(k) ê equivalentemente obtido 
por: ~ 
. A‹q l› B‹q 1›.» . 
Õ(k) = ---+ y(k) - --- u(k) (4.4-5) 
<:‹<z`l› c‹q'1› Í 
_ _
X 
_ O problema que se pretende resolver agora ê encon- 
_ ___ .___ Ê ..._ _` _ ...__ __ ._ ..... àà' ~----- É -- "*" “_” ' 
trar uma entrada conveniente V(k) para o sistema (4¿2-12) de tal~ 
forma que o erro de seguimento s(k) tenha variância mínima, Se- 
rão então abordados os dois casos já mencionados onde m=O e m=l. 
Caso l: m=0. 
Este ë o caso onde Q processo tem transferência di 
. reta. - _ ' . 
ã 
Da equação (4.2-l2b) podemos escrever que: 
~ «-1 ~ -1 - ~ '~ + C(q ) = 1 + Cl q + ___ + Cn+p q 
(n P) 
Da equação dinâmica do erro (4.2-12) obtém-se: 
e(k) = -ãl e(k-1) - .}. - ãn+p e(k~n-p) + bOÍV(k) + ,.. + :_
-v 
V 
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+ bn v‹k-n) - w(k› - õlw‹k-1) - ... - õn+pw‹k-n-9) = 
= - ãl z‹k-1) - ... - an+p z‹k-n-p) + bo v‹k› + ..; + bnv(k-na 
-wçk› ~ ël ;(k-1) ~ ...'a ãn+p;‹k~n-p) - 51&<k-1) - ... - 
- 5h+p ô‹k-n-p) ‹4.4~õ) 
Definindo a lei de controle por 
bc V(k) + ... + bn V(k-n) - ãl eik-l) - ... - ãn+p e(k-n~pi - 
- al â‹k-1) - ... - ãn+p ô‹k-n-p) = o 
` 
(4.4-7) . 
então' . ~
u 
e(k) = -w(k) - 51 C(k-l) * ... - ën+p C(k-n-p) (4.4-8) 
p» Tendo em vista a equação (4.4-3) 
lim [¢‹k) + w‹k›] = o. ‹4.4¬9› 
_ 
k-›oo ` . 
_ __,__ _`.;. _..__ _---- Í--~ *_ *_ _, . - ~ _ 
i o que implica que o erro de seguimento converge para -w e assim 
obtêm-se a menor variância para e(k). ' l _ 
_ 
Da equação (4.4-7) obtêmëse finalmente que 
,.. -1 ... -n-p V 
61 q + ... + 6. q V ` V(k) = 1 _* nfkpl . g(k) 
_ 
-l -n ' ' 
ø 
bo + bl q + ... + bn q 
... - N '-n- 1 P 
_ 
C + c 0 0 + C q À + 1 e «‹a`ee “+9 f~ e w(k) ‹4.4-10) 
... 1 ._ _ . 
. bo + bla + ... + bnq n 
A Figura 4.3 mostra o seguidor com regulador a va- 
'
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2: m=l. ..._í..í.._.. 
- Este ê o caso onde o processo discreto foi obtido; 
de um processo contínuo sem atrazo através de um sustentador de 
ordem zero [ 21. ' › .
€ 
-I- 
_ r__¡<m,f_rb1_v4gz1g-zh.fff-+-bñ-v‹k~n+»~fãí~â1k;IT“=“i1ÍÍ1'ãš;è`š(E3h4}5ÍÍ
  
'~ 
' entao 
(k) 
_ _ 
Da equação dinâmica do erro (4.2-12) obtêm-se: 
= -ãlzxk-1) - ... - ãn+p e‹y-n-p) + bl v‹k-i) + ... +
* 
bn V(k-n) - w(k) - 51 w(k-l) ~ ... - Én+p w(k-njpl s 
-ãl €(k~l) - ... - ãn+p €(k-n-p) + bl V(k-1) +.,.+ bn V(k-n) 
w‹k› - Él c‹k-1) - -.. -õn+p ççk-n-p) - ël õ(k-1› - ... - 
, . 
. - _ , 
§(k-n~P) ' (4.4-ll) °n+p 
~ Definindo a lei de controle por, \ 
~ ^ ~ - 
cl w‹k-1) - ... - ¢n+p w‹k-n-p) _ o _-‹4.4-12) 
`“' _. o ' . 
e(k) = -w(k) - El Ç(k-1) - n. -En+p.Ç(kfn-p). 
_ 
(4.4~l3)
~ Tendo em vista a equaçao (4.4j3) » .
_ 
lim [z(k) + w‹k)] = o (4.4-14› 
k+w * l 
que implica que o erro de seguimento converge.para-«ne assim ori- 
ginando a menor variância para e(k). 
A
- 
Da equação (4.4-12) obtêm-se finalmente quez. 
_ . .-~..--¬.¬¬--..‹¬-- v 4.- ¬ ¬v‹¬ ¬ ¬ m
V 57 
~ -1 ~ ~n-p a q + ... + a q
A V(k) = l 
_ 
1 
n+p_ . .Eng + 
bl q« + ... + bn g z4 
~ -l- '~ 
_ 
-n-p 
_ 
C-q +...+C. q. '
, 
. + 1 
A 
n*P 
4 õ‹k› ‹4.4-1s› -1 -' 
. bl q + ... + bn qín
V 
A Figura 4.4 mostra o seguidor com regulador a va- 
riância mínima para o caso onde m=l. 
4.5 ;3EsULTADo_s DE SIMULAÇÃO
› 
_ Serão apresentados alguns resultados de simulação 
envolvendo um processo de 29 ordem e outro de 49-ordem. As simu-
~ laçoes foram realizadas no computador PDP ll/40 da UFSC- A Pertur 
- ~ 4 ' .baçao w em todas as simulaçoes foi considerada com media zero e 
_.__._Väišn<;i_‹'=.1_ 0-..0.l.- 
4 
' O sinal a ser rastreado ê o apresentado na Figura 
_ 
3.3 do capítulo 3. Como a referência ê do tipo rampa e constante 
-o polinõmio D(q 1) foi considerado ser ` -3 
- n‹qf1› = 1 - 2q`1 + 
q`2 
‹4.5-1) 
4 A fim de comparar o desempenho dos esquemas apre - 
sentados neste ca ítulo com o es uema de se uidor do ca ítulo an- 9 P _ 
terior realizaram-se simulações usando o seguidor classico Ae _os 
seguidores deste capítulo para os mesmos processos em ambiente e§› 
tocâsticos. 
¿ 
- A Figura 4.5 mostra o seguidor clássico do capítu- 
z lo 3 para o processo › 
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. -1 -2 -' - ‹ o,a5q +o,2oq z 1-q1+o,2q2 
y‹1<›= f u‹1<)+ A ‹»‹1<›.‹4.5-2) 
` 
1 +_ 9,50 
q`l - 0,70- q`2 › 1 + 0,50 q`1 - 0,70 q`2 _ 
A Figura 4;6 mostra o sinal de referência e a saí- 
da y do processo (4.5-2). Observe que devido a perturbação w, a 
- ~ saída do processo nao segue yr. . 
` A Figura 4.7 representa o seguidor a variância mí- 
nima para o processo de 29 ordem (4.5-2). 
_ 
A Figura 4.8-a representa o sinal de referência e 
a saída y do processo para o esquema da Figura 4.7. A Figura . 
4.8-b representa o sinal e+-w. ' 
` Comparando a Figura 4.6 com 4.8~a observa-se que o 
- 
« desempenho do seguidor a variância mínima ê superior ao desempe ~ 
nho do seguidor clássico. Alêm do mais a Figura 4.8-b mostra que 
apõs os transitõrios naturais o sinal a tende para -u›comprovando - 
z-- - ~V-~que~apõsfo'transitÕrioÁõ"šiñäI'ã_fëm4vãrÍância mínima como espera N - -- 
do teoricamente. 
_ 
J . . 
i 
' A diferença essencial entre o esquema clássico -da 
Figura 4.5 com o seguidor a variância mínima reside no fato de 
neste último ser incluído um estimador de w que interfere também 
no regulador. Esta diferença de estrutura de controle ê que foi 
a'responsãvel`pelo melhor desempenho do seguidor da Figura 4.6 . 
Os resultados até agora apresentados'referem-se ao 
caso onde m=l. Será mostrado em seguida resultados referentes ao 
'caso onde m=O para um processo de 49 ordem._ 
- A Figura 4.9 mostra o seguido clássico para o pro-
ø 
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"___¬9“§e§empenho,do_seguidor alvariânciammínima~ê-superior ao"desempÊ“' 
y(k) = - f * . u(k) +
l 
1_;_1,30 q`1 + 0,22 q`2 + 0,83 q`3 + 0,26 q`4 
4 0,30 q`l + 0,10.qÍ2 + 0,40fq¬3 - o,i5_q`4 ' ..|._
l 
a saída y do processo (4.5-3). Observe que devido a perturbação 
' 'f 
- w(k) (4.5- ) 
- 1,30 q'1 + 0,22 q`2 + 0,83 q`3 + 0,26 q`4 
A Figura 4.10-a mostra o sinal de referência yr e 
- ~ w, a saída do processo nao segue yr. 
A Figura 4.ll representa o seguidor a variância mí 
nima para o processo de 49 ordem (4.5-3). 
_ 
'
- 
e a saída y do processo. A Figura 4¿Q-b representa o sinal sfi-w, 
. A Figura 4.12-a representa o sinal de referêmfia.y 
que ê o erro de segmento mais o ruído. F ` -'
1 
nho do seguido clâsssico. Além do mais a Figura 4.8-b mostra que 
Comparando a Figura 4.10 com 4.l2~a observa-se que 
apõs transitõrios naturais o sinal atende para -w , logo apõs 1 
transitório. O sinal e tem entao variância minima como esperado 
teoricamente. 
para um 
1 Y(k)
1 
+‹_ 
A Figura 4.13 mostra o seguidor â variância mínima 
processo de 29 ordem com m=0, ou seja, para o processo 
'0,7o + 0,85 q 1 + 0,20 
..2'
q 
u(k) + 
1 + 0,50 q'1 - 0,70 q`2 
q_l + 0,20 q 2 
: 1 -+ 0,50 q`1'- 0,70 q' 
w(K). _ 
2 
~ (4.5
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-ø A saída deste processo e o sinal de referência sao 
apresentados na Figura 4.14-a. Como podemos observar a curva de 
saída do processo ê semelhante a curva da Figura 4.8~a e da Figu- 
ra 4.12-a, o gue ê de se esperar, uma vez que o ruído gerado pg
~ ra estas simulaçoes ê o mesmo e os sinais tendem a ter variân - 
cia mínima. A diferença entre estas curvas está presente apenas 
nos transitõrios. . _ 
Os resultados até agora apresentados referem-se a 
seguidores que foram calculados a partir dos parâmetros exatos do 
processo. Na prática, entretanto, ê difícil se conhecer exatamen 
te os parâmetros do processo e tem-se então que identifica-los pg 
las técnicas do capítulo 2. 
_
" 
Supondo que os processos (4.5-2) e (4.5-4) tem pa- 
râmetros desconhecidos, identificou~se pelo método do modelo .es- 
tendido usando-se ganho decrescente (apresentado no capítulo 2) . 
z 4 , 
0 Sinal U(k) foi considerado ser binário pseudo+aleatõrio-de~com- 
primento 10. Em 20 iterações obteve-se os seguintes modelos: ` 
i. 0,000 + 0,850 q`1 + 0,202 q'2 
y‹k› =, ,.h4~«¬~«»»@--.@»eew _e_"..u‹k› + 
R _ _ Í 
1 + 0,499 q 1 - 0,700 q 2 
_. 1-0,99 q`1 + 0,175 q`2 
- + › ~-~=~ee ~ee~fff ~~ 0‹k› ‹4.5-5› 
1 + 0,499 q`1 - 0,700 q`2 
para o processo (4.5~2), e
\ 
É 
` 
0,699 + 0,850 q`1 + 0,203 q`2 
y‹k› = 9 fa~ f ~ 1 f ~»~ u‹k› + 
; 1 + 0,499 
q`1 - 0,700 q`2
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1 - 0,993 q 1_+ 0,175 q 2 + F F F as w(k) ' (4.5-6) 
_ 
1 + 0,499 q'l - 0,700 q`2~ ~ i.i.` . Q 
para o processo (4.5-4). -. 
à V 
. A Figura 4.15 representa o seguidor a variância mi 
nima para o processo de 29 ordem (4.5-2) com m=l, porém o contro- 
lador foi calculado a partir do modelo identificado. A Figura 
4.16-a representa a saída do processo y e o sinal de referêmia.yr 
e a Figura 4.16-b representa o sinal E + w.
_ 
- Comparando-se as curvas de saidas do processo nas 
Figuras 4.16-a e 4.8-a observa-se que elas são bastante semelhan- 
tes. Isto comprova que os esquemas da Figura 4.7 obtido com os 
parâmetros verdadeiros do processo e o esquema da Figura 4.15 ob- 
tido com parâmetros identificados tem desempenho semelhante. Este 
fato comprova que pode-se usar sem problemas técnicas de identifi
1 
4» Q 'qn Í *_ *_____ 
W _ _,___iÇaçaQ_para_se¬contruir_um-seguidor a variancia minima;* " ' i 
_ 
` `
›~ 
~i 
`¶ 
As curvas das Figuras 4.16-b e 4.8-b sao di-
~ ferentes devido a imprecisao dos parâmetros identificados. ÍNa 
Figura 4.16-b pode-se dizer que E converge para -w com um erro me 
nor que 0,01 o que ê razoável. « 
A Figura 4.17 representa o seguidor a variância mí 
níma para o processo de 29 ordem (4.5-4) com m=O, porém o contro- 
lador foi calculado a partir do modelo identificado.. A Figura 
4.18 representa a saída do processo, o sinal de referência e e+w. 
x 
_ 
Comparando-se as curvas de saída do processo nas 
Figuras 4.l8"a e 4.14-a comprova-se também que para m=0 pode-se 
usar parâmetros identificados para a construção do seguidor a va- 
riância minima. FA Figura 4.l8'b mostra_tambêm que converge ra- 
zoavelmente para -(0. ` ' ,- Ú 
' '
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~ 4.6 CONCLUSAO
1 
,z ~' . 
_ 
Foi apresentado neste capítulo dois esquemas de rg
A gulador a variancia mínima. Comparando-se os desempenhos destes 
re uladores com os clâssicos do ca ítulo 3 observa-se ue os re u 9 P q 9_
. 
ladores a variância mínima sao nitidamente melhores em ambiente 
estocâstico. . 
_' Quando os parâmetros do processo são desconhecidos 
os reguladores a variância mínima podem ser calculadors-a partir 
de parâmetros identificados pelos algoritmos do capítulo 2 e seus 
. ›~ desempenhos sao semelhantes aos reguladores â variância mínima
A calculados com os parametros verdadeiros do processo.
_78 
CAPITULO 5, 
~ _ CONCLUSOES E PERSPECTIVAS 
_ 
Foi apresentado neste trabalho um estudo de identi 
ficadores paralelos monovariâveis para processos lineares e inva- 
riantes no tempo. Foram estudados os identificadores de compensa 
OU fi~I § l çao fixa, de compensaçao variavel e com o modelo estendido, bem 
como, foi estudado o problema do algoritmo tipo a ganho constante 
e tipo a ganho decrescente. Identificou-se diversos processo em 
ambiente estocãstico, estudando-se diversos modelos de perturba - 
~ - . - . ' çao. Constatou-se que o identificador a ganho decrescente tem um 
desempenho superior ao de ganho constante. Os identificadores com 
,compensação variável e com modelo estendido são melhores que a 
~_ _ _É_ viii--__--7*' - 'compensaçao fixa por dois motivos: com eles consegue-se modelar 
a perturbação, que ë ütil em controle de processos, e evitam a 
necessidade de uma prë estimação. `Estudados os identificadores 
. z 
passou-se a estudar esquemas de seguimento; 
- Foi feito um estudo do seguidor clássico baseado 
na moderna teoria de controle robusto para processosdiscretos. VÊ 
rificou-se que o seguidor clássico tem um bom desempenho em pro ~
~ cessos sem perturbaçao estocãstica. 
` 
' 
A
a 
_'- Para estudar o problema de seguimento em ambiente 
estocãstico foi estudado o seguidor ã variância mínima que ë o 
objetivo_principal deste trabalho. 'O problema de seguidor pode 
ser transformado num problema de regulação e foi visto que a solu 
~ 0 ~ ~ _ .__ - › çao proposta por Astron_nao se aplica a este tipo de problema uma 
‹›- » ‹- ~-z- »~-».~› i›«¬-.,›~~¬-.‹.~¬¿»«~¬‹ze..-¬¿.¬¬z¡‹zz‹›z¬¬¬.,¢_,,....¬.......m..........,..,.¬,....¢¬..,,-.,¬,,,,,.,,..-...¬.¬....,._,.....,.¿¬.,,¢..- -...,X,..,,.,,.,....i.,,.,,,_,1¬,r,;.,.....,~¬,¬W,,¬-"¬,,,,..,, ...-.......,__¶
-cesso-perturbados>simultaneamentemporfsinais_estocâsticos'e"dete§' 
79 
vez que os zeros da parte estocãstica estâo geralmente sobre o 
círculo unitãrio. Para resolver este problema foi proposto um eg 
quema onde intervém um estimador da perturbação. Em diversas si- 
~ ` ` A ' 4 , mulaçoes digitais, verificou-se que o seguidor a variancia mini 
ma tem um desempenho nitidamente melhor que o seguidor clássico 
em um ambiente estocãstico. Verificou-se ainda que podemos utili_ 
zar parâmetros identificados para se construir um seguidor a va- 
riância mínima. ` - 
Como seguimento deste trabalho, deixam-se os 'se- 
guintes problemas a serem abordados: 
l; Resolver o problema do seguidor ã variância mí- 
nima para qualquer m. 
' 
. 
2. Estudar para o caso multivariãvel o seguidor ã 
variância mínima. 
\ 3. Estudar o seguidor a variância mínima para pro- 
- ø . ministicos. . , ~ 
, _ 4. Fazer implementações.prãticas.em um sistema de 
soldagem com elêtrodo consumível revestido por exemplo. O proceâ 
so tem parâmetros desconhecidos que tem que ser identificados e 
está imerso em ambiente fortemente estocãstico. Os estudos des- V 
te trabalho dão.a base teõrica necessária para a solução deste im 
portante problema. `
x
\ 
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A P Ê N D I C E A 
POSITIVIDADE E HIPÉRESTABILIDADE 
z _ 
A classe de sistemas realimentados aqui considera- 
' do ê formada por um bloco de malha direta linear invariante 
_ 
no 
tempo pertencente a classe L(A) e, ur bloco de realimentação não 
linear variante no tempo pertencente a classe N(P)§ As 'defini- 
ções de classe L(A) e N(F) são dadas a seguir: . 
Classe L(A) 
- Considere um sistema invariante linear completamen 
te controlãvel e completamente observãvel, descrito porz' çéi 
. ç. 
' x(k+l) = A x(k) + B u(k) 
y(k) = C x(k) + D u(k)' '* (ALI) 
. 
A K 
. ___ . 
O sistema (A.l) pertence a classe L(A) se existe 
'uma matriz simêtrica A tal que o sistema resultante da operação 
em paralelo de (A.l) com a matriz de ganho(¬l/2)^ (como mostrado 
na Figura A.l) ê estritamente real positivo.
A 
ã Da Figura A.l e definição l, conclui-se que o sis- 
tema resultante ë descrito por: 
><‹1<+1› = A ›<‹1<) + BuR‹1<› 
yR<1<> =`.c. ×‹1â› + ‹D -(1/z›f\›ú‹1<) ‹ J ‹A;2››
81 
que gera uma matriz de transferência U
1 
H‹z) _= gn -u/2›l.;1\›+ c‹z1:- - A)`1 B ‹A.3) 
_ 
Para que H(z) dado pela equação (A.3) seja estri- 
tamente real positivo (para definição, ver [4] ), a condição algš 
brica pode ser estabelecida usando o seguinte Lema [2]: 
Lema l 
O sistema (A.l) pertence a classe L(A) se existem 
matrizes definidas positivas P'e Q, uma matriz simêtrica A e ma ~
o 
trizes k e L, tais que: 
›A'.I'_PA-P.=-L LT-Q ‹A.4) 
-BTPA+1<TLT=c ‹A.5› 
ze; .» -._-.-. .J<Ítk ;_D__+..DÍ_ - ;L.¿Ã_‹../\Í;1\.T›,_-____B? W243» ___‹A.§¿__
ç 
Classe N(p) 
'
l 
ç 
`-Considere o sistema discreto linear variante no 
4 tempo descrito por: ` 
x(k+l) = A(k) x(k) + B(k) u(k) (A.7) 
s_y‹1<› = c‹1<› ><‹1<› + mk) u‹1<›_ 
' 
(A.7) 
Â' i O sistema (A.7) pertence a classe N(F) se existe
« 
uma matriz simêtrica P(k) tal que o sistema resultante da combina 
çao em realimentação de (A.7) com a matriz ganho l/2 F(k) (mostra 
` do na Figura A.2) satisfaça a desigualdade de Popov. ç 
, , 
Para se testar se um sistema pertence a classe N(P)
82 
ê dado o seguinte Lema 2*r 
"' Lema 2 
_ _O sistema (A;7) pertence a classe N(T) se existir 
uma matriz definida positiva ou semi-definida positiva P(k), uma 
matriz simêtrica F(k) e matrizes Q(k), S(k) e R(k) tais que: 
AT P(k+l) A(k) " P(k) = -Q(k) + CT(k) 1¬(k) C(1~2) 
' 
(A;8) 
BT‹1<› P‹1<+1› Auz) + sT‹1<› = c‹1<) + DT‹1<› 1¬‹1<› c‹1<›
` 
- 
" 
A 
1 (A.9) 
R‹1<›- DT(k› 1¬‹1<› noz) = mk) + DT‹1<) - BT‹k› 1>‹1<+1› mk) 
. 
(A.l0) 
A matriz
z 
_ 
Q(k) s('k) ~ mk) = T ‹A.11› :S--‹k¬)“--R (sk)--' '“"' _ '_ 
ê definida positiva ou semi-definida positiva. p » . 
Uma vez que as classes L(A) e N(^) então definidas 
os seguintes teoremas podem ser provados [2]:
' 
Teorema 1 __._í.___-__... 
Um sistema linear invariante no tempo pertencente 
a classe L(A) realimentado por um sistema linear variante no tem- 
po pertencente a classe N(F) (como mostra a figura A.3) ë assintõ 
ticamente estável globalmente se ~ 
' -A - 1¬‹1<›>_ o « _k 2 ko ‹A.12›._
»0 
Teorema 2 - 
`”* Considere o sistema _
~ 
_x(k+.l) = A >'<('k) +.B_u(k) = A x,(k) - B w‹1< 
v(k)~ = C X(k) + d u(k) = C x(k) - d w(k 
pertencendo a classe L(l/2) realimentado_pelo sistema 
G(k+l) = O(k) + F(k) V(k) v(k) 
w(k) = VT(k) lÊ(k) ~ pl 
= VT(k) O(k) + 
+ vT‹k› F‹1<› v‹k› 
'
' 
Se a matriz F(k) ê definida por 
í ^F‹1<› v‹1<.› vT‹k› F‹k›a 
F(k+1)= F(k) - ' t as a
` 
I 
1 + xvT‹k› 1‹¬‹1<› \}‹1<'› 
F(0) > O 
e . 
O s À < 1
~ entao: 
lim v(k) = O 
83 
(A.l3) 
(A.l3) 
(A.l4) 
(A.14) 
‹A.15) 
k-›oo 
V 
'A prova deste teorema ë dada em [2] e ele permité 
a determinação de leis de adaptação paramêtrica. Se À#O a matriz 
F fica constante e se diz que o sistema (A.l4) define o algoritmo 
a ganho constante.- Quando À=l os auto valores de F decrescem com 
o tempo e se diz que o sistema (A.l4) define o algoritmo a ganho 
decrescente. 
b
V“
M 
É 
_WÉ
¶
1
_ 
_ 
_ 
\
Í 
í
A
. 
› 
'_ 
_ 
4
› 
A
I 
¶
_ 
H 
A
¬
_
_ 
A
_
Ó É
_ 
_ 
_? 
¡
_ 
_
<
_
A 
_
_ 
_
_
_
_ 
1
› 
M
_
% 
_ 
_ 
vg 
TS 
H
É 
_
V 
_
u 
_ 
¡Á`__`I`Á‹`‹`: 
" 
,_
*
_ 
_
_ 
_ 
__
_ 
A 
i_
_ 
_V
_ 
_'
_ 
_ 
_ 
_ 
_?_ ____ 
` 
“_
_ 
"} à
W
\ _
A 
{|¡!
Í 
x 
¡
_ 
43"T\
58 
_
_
~ 
N<_¿
Í
_T 
`
_
4 
Àmfiw MÃJW 
_ÇV^š`
% 
"_Q
_
' 
_
›
‹ 
1ll|I|I|'II|I¡I|.¡_IlIll-IlIllIlIIIIll¡|Il* 
* 
I 
I 
` 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I
I 
! 
I 
|l_I'Il|IIAL
¬ 
'Wim
.xx 
fz .
_ 
' 87 
A P É N D I C E B
1 
PROVA Do ALGQRÍTMO DE IDENTIFICAÇÃQ SEM PERTURBAÇÃQ 
Faremos uma explanação suscinta do identificador 
com compensação fixa para o caso de não existência de perturba - 
ção. «Os demais identificadores são solucionados de forma .seme- 
lhante, variando apenas o modelo ajustável. ‹ v5 
. f
~ `Definicao de Processo 
B‹q 1› ~ 
l 
y‹1<›= --_ um Bm 
W A(q-1) 
ónae A‹q`lfté~B1q'lr~âãõ"âefiniaõ§-êm*‹2:I:wrr 
Definição do modelo ajustável 
§‹k) = âl‹k› y<k-1) + ... + âh(k› 9(k-n) + 
+-5O‹k› u‹k› + 5l‹k› u‹k-1) + ... + Bm‹k› u‹k-m) 
' B(2) 
Q . ¡' 
_ 
_ 
Se âl(k) ... bm(k) convergem, qúando o tempo tende 
para infinito, para al ... bm então §(k) converge para yk. O tes 
te de convergência ê efetuado através do erro de saída.
1 
_- 
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Dsfinisšøldfl srrø fislsaíêfi 
€(k) = Y(k) ' §(K) (B.3) 
Quando o erro de saída se anula espera-se que os 
parâmetros do modelo ajustável convirjam para os parâmetros do 
que: 
processo. O seguinte problema pode então ser formulado: 
Encontrar âl(k), ..., ân(k), bO(k), ..., bm(k) tal 
lim €(k) = 0 (B.4) 
k~›<×› 
1Observa§ao 
A condição (B.4) implica em um problema de estabi- 
lidade assintótica. ,Para estudar este problema é ,necessário en-
~ contrar a equaçao dinâmica do erro. › . 
onde
\
8 
~ - ... - Equaçao dinamica do erro 
Usando as equações (B.l), (B.2) e (B.3) obtêm-se: 
[1 
- al' q 1 * -an q nif.-:(k) = -VT(k) [15(k)- Pl 
' 
- 
_ (B.6) 
pT = [al ... an bo bl ... bm] 
. A -T _- - ~ ~ p (k) - [âl‹k› ... an‹k› bO‹k› bl‹k› ... bm‹k›] 
vT(k) = [§‹k~1› ... §‹k-n) u(k› u‹k-i) .;. u‹k-m›]
~ 
› 
.of 
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~ Compensador e leis de adaptegao paramêtrica_ 
Considerando o compensador 
v(k) = C(Ê;1) €(k) = {l É ol 
q_l + .. { Cnq_n]g(k) 
(B.4) 
e a equaçao (B.6) obtêm-se que
A 
onde 
C(q;l) C(q'l) d
. 
v(k) = ---~u(k) = --- (-w(k)) (B-5) 
Afq-1) A(q'l) 
- 
,- 
«›‹1<› = vT-‹k› [ê‹k› - p] 
Se o sistema (B.5) pertence ã classe L(l/2), e 
[p(k) - p] definido por 
*
- 
9(k+l) = G(k) + F(k) V(k) v(k) (B.7) 
§‹k› ¬ p = e‹k›` + F‹1.<› v‹1<› \›‹k› i (BC/› 
~ ` onde F(k) ê definido por (A.l5) entao pelo Teorema 2 do2gêndkm.A 
lim v(k) = 0 (B.8) 
k-+oo _ 
Como C(z) tem seus zeros dentro do círculo unitá- 
rio de (B.4) e (B.8) tira~se que: .
‹ 
lim €(k) = 0 (B.9) 
k-›oo 
De (B.7) pode-se mostrar que 
p(k) = pfik-1) + F(k) V(k) v(k) '(B§l0)
W 90 
Usando (2.3-2), (2.3“4) e (2.3-5) pode-se mostrar 
que * _ f 
VO(k) 
\›(1<) = a 
A 
' 
a 
p 
03.11) 
1 + vT‹1<› Foz) v‹1<› - ›
~ que substituindo em (B.lO) dá as leis de adaptaçao (2.2~6) e 
(2.3-7). 
Os parâmetros ci que aparecem em (B.4) devem ser 
determinados de tal forma que o sistema (B.5) pertença aa classe 
L(l/2). Para isto, este método necessita que os parâmetros de A 
sejam pré-estimados. ' V ` 
Foi mostrado que tende para zero e este fato im- 
plica que p tende para p quando a entrada u(k) ê rica em frequên- 
cias [2]. - 
'
-
z
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