Single and Multi-Person Face Recognition Using the Enhanced Eigenfaces Method by Krešimir Romić et al.
Single and Multi-Person Face Recognition Using 
the Enhanced Eigenfaces Method
23Volume 7, Number 1, 2016
Preliminary Communication 
Krešimir Romić
Josip Juraj Strossmayer University of Osijek,
Faculty of Electrical Engineering, Department of Software Engineering
Cara Hadrijana 10B, Osijek, Croatia
kresimir.romic@etfos.hr
Časlav Livada
Josip Juraj Strossmayer University of Osijek,
Faculty of Electrical Engineering, Department of Software Engineering
Cara Hadrijana 10B, Osijek, Croatia
clivada@etfos.hr
Andrija Glavaš
Josip Juraj Strossmayer University of Osijek,
Faculty of Electrical Engineering, Department of Software Engineering
Cara Hadrijana 10B, Osijek, Croatia
aglavas11@gmail.com
Abstract – This research studies and analyzes the possibility of single-person and multi-person face detection and recognition. 
Face detection is performed by the Viola-Jones face detection method and recognition is performed by the Eigenfaces method. 
Unchanged face detection and recognition methods are explained and tested to their limits. Improvement in face recognition is 
achieved by observing the flaws of the Eigenfaces method and their enhancement.
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1. INTRODUCTION
Face recognition was a field that was extensively 
studied in the past years but it is still an active area of 
research. Face recognition computer-based algorithms 
are being developed constantly.
 There are quite different requirements on face rec-
ognition software itself, e.g., there are face recognition 
systems that do not have very high requirements on 
the accuracy but have a requirement referring to the 
overall speed of the system. On the other hand, there 
are systems where the primary requirement is recog-
nition accuracy. Both of these applications face an ob-
stacle in the fact that subjects do not cooperate with 
the recognition system. Images are not acquired in a 
controlled environment and because of that, illumina-
tion and appearance of subjects can change between 
images, e.g., an image taken outside on a sunny day 
versus an image taken inside with artificial lightning. 
Global research has shown that some face recognition 
algorithms have exceeded humans in face-matching 
tasks with images taken under varying illumination 
conditions [1]. 
There are numerous applications where the recognized 
subjects are still allies of the system, e.g., in automobiles 
or mobile phones, so it is reasonable to expect availability 
of adequate training data. Since we can expect a certain 
level of pose difference in our input data, this proposed 
method is based entirely on frontal face images. 
This paper presents an enhanced Eigenfaces method 
for face recognition which uses the Viola-Jones method 
for face detection, an artificially expanded training set, 
as well as the CLAHE method for contrast enhancement.
This paper is organized as follows: Section 2 explains 
face detection and recognition methods, and Section 
3 shows the application with proposed enhancements. 
Experimental results are presented in Section 4 and the 
conclusion is given in the last section.
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1.1. RELATED WORK
According to the survey [2], the starting point in this 
research field is a face detection method introduced 
by Viola and Jones [3]. Many authors base their work 
on the Viola-Jones approach which is further modified 
and improved [4][5]. Survey [6] provides an overview of 
face detection methods with emphasis placed on de-
tection in varying conditions which include variability 
in size, shape, color and texture.
The field of face recognition research can be roughly 
divided into two categories. The first category encom-
passes methods working in 3D space, and in the second 
category, these are methods working in 2D space. Face 
recognition methods in 3D require a 3D model as an 
input or recreate a 3D model from a 2D image. Signifi-
cant examples of the latter example are given in [7] and 
[8]. With a sufficiently accurate 3D model, the 3D based 
techniques can achieve better results in applications 
than the 2D based techniques. Pertinent examples of 
2D based face recognition methods are examples us-
ing Eigenfaces [9][10], Principal Component Analysis 
[11], or methods using sparse representation [12].
2. FACE DETECTION AND RECOGNITION
The main goal of face recognition software is to de-
tect a single face or multiple faces in the image. There 
has been a plethora of methods for face detection but 
one of the most popular ones is the work of Viola and 
Jones [3][13]. In this article, the Viola-Jones algorithm 
is used in combination of Eigenfaces method for en-
hanced face detection.
2.1. VIOLA-JONES FACE DETECTOR
The Viola-Jones detection method was chosen in our 
research because of its high detection rate. This detec-
tor consists of three essential parts that allow its run-
ning in real time: the integral image, AdaBoost and the 
attentional cascade structure.
The integral image is an algorithm for cost-effective 
generation of the pixel intensities sum in a specified 
rectangle in an image [14]. Haar-like features are cal-
culated by the Viola-Jones Integral image according to 
the following equation:
(1)
where ),( yxi  and )','( yxi  are the integral image 
at pixel location and the original image, respectively. 
Calculation of the sum of a rectangular area inside the 
original image is quite efficient and requires four addi-
tions for any optional rectangle. This sum is calculated 
by using the following equation:
(2)
Five Haar-like patterns can be seen in Figure 1, where 
the size and position can vary with only one constraint, 
i.e., that the black and white rectangles have the same 
dimensions and border each other.
a) b) c) d) f )
Fig. 1. Five Haar-like patterns
For example, a 24 x 24 image has 43200 features of 
category a) and c), 27600 features of category b) and d) 
and 20736 features of category e). 
a) b) c)
Fig. 2. Haar-like features application
Haar-like feature is applied to the original image, Figure 
2a), that looks similar to the eye region which is darker 
than the upper cheeks, Figure 2b), and Haar-like feature 
that is similar to the eyebrow region which is darker at the 
ends because of the eyebrows is applied in Figure 2c).
The AdaBoost algorithm was first introduced by 
Freund and Schapire [15] and it is used for constructing 
strong classifiers as a combination of weak classifiers, 
as shown in the following equation:
(2)
where ( )xht  is a weak classifier, tα is the weight and 
( )xH  is the final classifier made up of weak classifiers. 
Every weak classifier is configured to detect features 
not classified or misclassified in previous iterations [16].
The attentional cascade structure: The main idea of the 
attentional cascade structure is to build smaller boost-
ed classifiers [13]. Every node is a collection of smaller, 
weaker classifiers and these nodes form a degenerated 
decision tree called a cascade. The number of classifiers 
increases with an increase in the level, which means that 
later stages have more classifiers. This happens because 
nodes try to pass all positive sub-windows to further 
stages but still reject some of the negative ones. An in-
put sub-window passes a series of nodes and in every 
node it makes a decision whether to discard it or pass it 
onto the next stage. In this way, only a small amount of 
sub-windows will pass through to the next forthcoming 
stage. In the starting process, most of the negatives are 
rejected thus greatly improving efficiency.
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2.2. EIGENFACES METHOD
The goal of this method is to find relevant informa-
tion in the face image, code them and compare to the 
image database that consists of images coded in the 
same way [10]. A simple way of extracting the informa-
tion contained in the face image is to capture the varia-
tions in the set of face images and use that information 
for coding and individual faces comparison. The main 
goal is to find elementary components of faces distri-
bution, i.e., covariance matrix eigenvectors of the set of 
face images.  Every part of the image contributes, more 
or less, to every eigenvector and in that way eigenvec-
tors can be interpreted as ghost faces called Eigenfaces, 
as shown in Figure 3.
Fig. 3. Eigenfaces
Another crucial image called a mean face is calcu-
lated. This is achieved by calculating the median of all 
pixels in the face training set. This image contains in-
formation about all images in the training set, but only 
the information that is similar to all images. Eigenfaces 
and mean face are used because all faces can be recon-
structed by using a small collection of Eigenfaces. 
The Eigenfaces approach to face recognition involves 
the following steps:
1. The ready-state set of images for training,
2. Computing the Eigenfaces from the training set 
with retention of M images with the largest ei-
genvalues (M images define the face space), and
3. Calculating the distribution in the M dimension-
al Eigenfaces space. 
After initialization, the following steps are used to 
recognize new faces in images:
1. For a new face image that needs to be recog-
nized, a set of weights is calculated that are as-
signed to M Eigenfaces so that the image is pro-
jected on every Eigenface.
2. Determine whether the face is in the image or 
not by checking if the image is close to the face 
space.
3. If there is a face in the image, numerical values 
are assigned to eigenvalues.
4. Update the Eigenfaces and/or the numerical val-
ues (weights) assigned to faces.
5. If the new face is repeated several times, weights 
for this new face must be calculated and inserted 
into familiar faces.
3. FACE DETECTION AND RECOGNITION 
APPLICATION
This application for face detection and recognition 
was written in the MS Visual Studio 2010 framework in 
C++. It also uses the OpenCV library. The graphical in-
terface of the application is shown in Figure 4.
Fig. 4. Graphical interface of the application
For proper use of the face recognition application, 
it is necessary to train the application by known face 
images. Computational complexity of the learning pro-
cess is O(MNT), where M, N and T stand for the num-
bers of filters, examples and thresholds, respectively. 
For each round of training, the following must be per-
formed:
• Evaluate each rectangle filter on each example,
• Select the best threshold for each filter,
• Select the best filter/threshold combination,
• Reweight examples.
3.1. RECOGNITION ACCURACY 
 ENHANCEMENT
The basic way to increase the accuracy would be to in-
crease the number of images used in the training set. In 
addition, it is possible to increase the number of software 
images from the existing images in the following way:
1. An automatic mirror image made by axially-sym-
metric transformation.
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2. Resize, rotate, move a face in order to increase 
the variety of the images for training.
3. Add artificial noise to the image in order to make 
the system more resistant to noise.
Besides manipulation of set images, some prepro-
cessing methods can further enhance face detection 
and recognition. Histogram equalization quite effec-
tively solves the problem of poor contrast thus contrib-
uting to recognition accuracy.
The application incorporates a number of mecha-
nisms so that detection and recognition accuracy could 
reach the optimal level. As can be seen in [17], the algo-
rithm achieves the highest accuracy by combining the 
local brightness filter and contour highlighting. In or-
der to solve the problem of over- and underexposure, 
CLAHE (Contrast Limited Adaptive Histogram Equaliza-
tion) is used as the method for local histogram equal-
ization. The second part is contour highlighting that 
draws contours on the original image for the purpose 
of increasing detection accuracy.
After the preprocessing stage, an elliptic mask is 
placed on the image so that the center of the ellipse 
is actually the center of the previously detected face 
quadrilateral. The ellipse covers unwanted parts of the 
image, such as the hair, ears and the background so af-
ter placing this mask the inner facial features stand out, 
as can be seen in Figure 5.
Fig. 5. Faces after preprocessing stage
4. RESULTS
Application to face detection and recognition was 
tested on the face image database faces94 [18]. The 
database consists of 153 people (133 men and 20 
women), image resolution is 120x200 pixels. As this 
database is predominantly designed for face recogni-
tion, it was expected that in these cases the applica-
tion will yield quite good results. For testing purposes, 
eight people were randomly selected and the applica-
tion was trained with these faces. Every person had 20 
face images with varying facial expressions. The ninth 
person that is unfamiliar to the application is added in 
order to test the application.
As is evident from the results shown in Table 1, the 
application has showed the utmost accuracy in detec-
tion and recognition. Images with one person in the 
image were used in this test, so it is necessary to try out 
the image in which there are several people. The data-
base used has no group images of people but they can 
be digitally created, as can be seen in Figure 6.
Table 1. Face detection and recognition of one 
person in the image












Fig. 6. The second stage testing image
a) b)
Both images shown in Figure 6 are composed of the 
same faces but the main difference is image resolution. 
The resolution of the image in Figure 6a) is 352x400 and 
the resolution of the image in Figure 6b) is 805x558. The 
results of this test are shown in the following two tables.
Table 2. Results of detection and recognition in 
images with multiple faces – Fig. 6a)







Table 3. Face detection and recognition test 
performed in Fig. 6b)
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The results in these tables show that although the im-
ages consist of the same faces, image resolution is the 
prevalent factor in face detection and recognition.
Images from the faces94 database have been an easy 
task for the program, so the photographs of a 2848x2134 
resolution were taken and the persons in the images are 
relatively far from the camera (the facial area covers a 
relatively small portion of the image), Figure 7.
Fig. 7. Photographs for second-stage testing
Second-stage testing (testing the application on 
photographs) was performed on 9 images consisting 
of the faces seen in Figure 7. In all nine cases, the faces 
were detected but the faces were recognized only in 
eight images. One face was not recognized and the 
reason was brightness. Although the CLAHE algorithm 
should solve this problem, in some cases it only makes 
the situation worse. 
The next test performs face detection and recogni-
tion in the image that consists of two faces trained on 
the previously mentioned faces.
Fig. 8. Two-person image
The application successfully detected and recog-
nized two persons in the image given in Figure 8. 
The photo was taken from the same position with 
the same brightness, at the same distance as the im-
ages from the training set. In these circumstances 
the application works flawlessly.
The ultimate experiment includes photos with 
three persons, Figure 9.
Fig. 9. Three-person image
The experiment was performed with seven differ-
ent photographs with three persons from the data-
base and the results are shown in Table 4.
Table 4. Face detection and recognition success 











1 Yes/No Yes/Yes Yes/Yes
2 Yes/No Yes/Yes Yes/Yes
3 Yes/Yes Yes/Yes Yes/Yes
4 Yes/Yes Yes/Yes Yes/Yes
5 Yes/No Yes/Yes Yes/Yes
6 No/No Yes/Yes Yes/Yes
7 Yes/Yes Yes/Yes Yes/Yes
The application accuracy in case of a three-person 
image is slightly lower than in the previous cases but 
it is still quite high. The main reason for decreased ac-
curacy is the difference in the distance from the camera 
between the images used for training and images used 
for detection and recognition.
5. CONCLUSION 
In this paper, we researched face detection and 
recognition of photographed persons. The novel en-
hanced algorithm was tested on the image database 
faces94, on which it performed better than the unmod-
ified Viola-Jones detection method. The method has 
been transferred to real-life photographs and tested to 
see what success it may yield on these images. The en-
hanced algorithm was tested to detect faces on images 
containing one, two and three persons.
The face detection rate referring to a one-person im-
age is 100%, while due to discrepancy in the brightness 
of one image, the face recognition rate is 88.8%. When 
it comes to an image containing two persons, both the 
detection and the recognition rate are 100% for the 
current setup visible in Figure 8. In relation to an image 
containing three persons, detection and recognition 
for Faces 2 and 3 are 100%, whereas for Face 1 the de-
tection rate is 85.7% and the recognition rate is 42.8% 
because of changing facial expressions and varying 
brightness.
The Eigenfaces method provides a practical solution 
that satisfies the basic needs for face detection and 
recognition. The method is quick, relatively simple and 
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can be effective even in restricted environments, as 
used in this paper. 
This enhanced Eigenfaces method proved that it is 
slightly better than the original Eigenfaces method due 
to CLAHE, contour highlighting, elliptic mask and other 
enhancements. 
This application can be improved further by enhanc-
ing the mechanism for image alignment. This can be 
achieved by aligning the image by facial features 
(mouth, nose, eyes). It is also possible to improve de-
tection by generating new images from the known 
images. New images would be generated by adding 
certain effects to older images, like facial rotation, axial 
symmetry, noise, etc. The idea of these processes is to 
increase the diversity of the training set to make it resis-
tant to almost any possible situation.
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