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Abstract
The exponential stability of numerical methods to stochastic differential equations (SDEs) has been
widely studied. In contrast, there are relatively few works on polynomial stability of numerical methods.
In this letter, we address the question of reproducing the polynomial decay of a class of SDEs using the
Euler–Maruyama method and the backward Euler–Maruyama method. The key technical contribution
is based on various estimates involving the gamma function.
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1. Introduction
The stability of stochastic differential equations (SDEs) has been widely studied by many authors,
see for instance [20, 11, 16, 10] and references therein. In particular, different decay rates have been
widely investigated, for example, exponential stability [13, 18], polynomial stability [15, 1] and general
rate [12, 4].5
It is natural to ask whether numerical solutions of SDEs preserve stability properties of the original
SDEs and in recent years, this question has received quite a lot of attention. See for instance [21, 22, 5]
for some of the original ideas in this area. An important feature of these works is that they focus on the
exponential stability of the numerical solutions [6, 19, 23, 24].
As far as we know, there are few papers devoted to the polynomial stability of the numerical solutions.10
In this letter, we try to fill the gap by studying the reproduction of the polynomial stability of a class of
SDEs by using the Euler-Maruyama (EM) method and the backward Euler-Maruyama (BEM) method.
We mention some related works on difference equations [2, 3]. Our approach is different from theirs.
Since we are interested in reproducing polynomial decay rates, we need to use different techniques to
those used to handle the exponential decay rates. Our method hinges on various properties of the gamma15
function and ratios of gamma functions. This is significantly different from say [6], where exponential
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stability is considered.
The structure of the letter is as follows. In Section 2, we give some background information which
include the polynomial stability of the class of SDEs. We then state and prove two lemmas about the
gamma function, both of which will be crucial in the proofs of our main results. In section 3 we first study20
the polynomial stability of the EM method followed by an counterexample which shows the failure of this
method to preserve polynomial stability when an superlinear term appears on the drift coefficient. We
then show that by using a semi-implicit method, namely the BEM, one can indeed preserve polynomial
stability under less stringent conditions. We illustrate our result with some simulations in Section 4 and
conclude the letter with a discussion of future research in Section 5.25
2. Preliminary
Throughout this letter, we let (Ω,F , {Ft}t≥0,P) be a complete probability space with a filtration
{Ft}t≥0 that is increasing and right continuous, with F0 containing all P-null sets. Let | · | denote the
Euclidean norm in Rn. The inner product of x and y in Rn is denoted by 〈x, y〉. For any a ∈ R, [a]
denotes the integer part of a. For the sake of simplicity, we only consider the case of scalar Brownian30
motion denoted by B(t) and defined on the probability space. But it is not hard to see that our results
can be extended to the case of multi-dimensional Brownian motion.
In this letter, we study the SDEs of Itoˆ type,
dx(t) = f(x(t), t)dt + g(x(t), t)dB(t) on t ≥ 0, (2.1)
with initial value x(0) ∈ Rn, and f, g : Rn → Rn. We will need following conditions for later.
Condition 2.1. For every integer r ≥ 1 and any t ≥ 0, there exists a positive constant K¯r,t such that,
for ∀x, y ∈ Rn with max(|x|, |y|) ≤ r,
max(|f(x, t) − f(y, t)|2, |g(x, t)− g(y, t)|2) ≤ K¯r,t|x− y|
2. (2.2)
This condition is needed for the existence and uniqueness of the solution, so we do not need any more
information about how the constant depends on t.35
Condition 2.2. We assume that for ∀x, y ∈ Rn and ∀t > 0, there exists a constant K¯ such that
〈x− y, f(x, t)− f(y, t)〉 ≤ K¯(1 + t)−1|x− y|2. (2.3)
Condition 2.3. Suppose that ∀t > 0 and x ∈ Rd, there exist positive constants K1 and C such that
|f(x, t)| ≤ K1(1 + t)
−1|x|, (2.4)
〈x, f(x, t)〉 ≤ −K1(1 + t)
−1|x|2, (2.5)
2
|g(x, t)| ≤ C(1 + t)−K1 . (2.6)
The following theorem states that under some condition, the solution to (2.1) is mean-square poly-
nomially stable. Our subsequent numerical approximations will seek to preserve the upper bound on the
rate stated in this theorem.
Theorem 2.4. Suppose that (2.5)and (2.6) of Condition 2.3 hold, if K1 > 0.5 then the solution to (2.1)
is mean square polynomially stable. In other words, for any initial value x(0) ∈ Rn40
lim sup
t→∞
logE|x(t)|2
log t
≤ −(2K1 − 1).
This is well known so we refer the readers to [12] for the proof.
The next lemma benefits from the following infinite product definition for the gamma function. Suppose
that x is any real number, except non-positive integers, then
Γ(x) =
1
x
∞∏
j=1
(1 + 1j )
x
1 + xj
. (2.7)
See, for example, Page 894 of [8] for more details.
Lemma 2.5. Given α > 0 and β ≥ 0, if there exists a δ such that 0 < δ < α−1 then
b∏
i=a
(
1−
αδ
1 + (i+ β)δ
)
=
Γ(b + 1 + δ−1 + β − α)
Γ(b+ 1 + δ−1 + β)
×
Γ(a+ δ−1 + β)
Γ(a+ δ−1 + β − α)
,
where 0 ≤ a ≤ b.
Proof. One can rewrite the finite product into the ratio of two infinite products,
b∏
i=a
(
1−
αδ
1 + (i+ β)δ
)
=
∏∞
i=a
(
1− αδ1+(i+β)δ
)
∏∞
i=b+1
(
1− αδ1+(i+β)δ
) . (2.8)
For the numerator of (2.8), one can further rewrite it into that
∞∏
i=a
(
1−
αδ
1 + (i+ β)δ
)
=
1 + (a+ β − α)δ
1 + (a+ β)δ
∞∏
i=1
(
1−
αδ
1 + (i+ a+ β)δ
)
=
1 + (a+ β − α)δ
1 + (a+ β)δ
∞∏
i=1
(
iδ
1 + (i+ a+ β)δ
×
1 + (i+ a+ β − α)δ
iδ
)
=
a+ δ−1 + β − α
a+ δ−1 + β
∞∏
i=1
(
1
1 + a+δ
−1+β
i
×
(
1 +
a+ δ−1 + β − α
i
))
. (2.9)
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Similarly, one can rewrite the denominator of (2.8) into that45
∞∏
i=b+1
(
1−
αδ
1 + (i+ β)δ
)
=
(
b+ 1 + δ−1 + β − α
b+ 1 + δ−1 + β
)
×
∞∏
i=1
(
1
1 + b+1+δ
−1+β
i
×
(
1 +
b+ 1 + δ−1 + β − α
i
))
. (2.10)
Substituting (2.9) and (2.10) into (2.8), and using the identity that
1 =
∞∏
i=1
(
1 +
1
i
)(a+δ−1+β)−(a+δ−1+β−α)+(b+1+δ−1+β−α)−(b+1+δ−1+β)
,
one can see that
b∏
i=a
(
1−
αδ
1 + (i+ β)δ
)
=
(
1
b+ 1 + δ−1 + β − α
∞∏
i=1
(1 + 1i )
b+1+δ−1+β−α
1 + b+1+δ
−1+β−α
i
)
×
(
1
b+ 1 + δ−1 + β
∞∏
i=1
(1 + 1i )
b+1+δ−1+β
1 + b+1+δ
−1+β
i
)−1
×
(
1
a+ δ−1 + β
∞∏
i=1
(1 + 1i )
a+δ−1+β
1 + a+δ
−1+β
i
)
×
(
1
a+ δ−1 + β − α
∞∏
i=1
(1 + 1i )
a+δ−1+β−α
1 + a+δ
−1+β−α
i
)−1
.
Applying (2.7), the proof is complete.
Next, we present two estimates about the ratio of the gamma functions in the following lemma, and refer
the readers for more results about the ratio of the gamma functions to [9]. The technique used in the
proof of the following lemma is similar to that in [9], so we just brief the proof.50
Lemma 2.6. For any x > 0, if 0 < η < 1
Γ(x+ η)
Γ(x)
< xη, (2.11)
and if η > 1
Γ(x+ η)
Γ(x)
> xη. (2.12)
Proof. Define h(x) by
h(x) =
Γ(x+ η)
Γ(x)
x−η,
from page 12 of [14] one has that for any η > 0
lim
x→∞
h(x) = 1.
Now let
H(x) =
h(x)
h(x+ 1)
=
x
x+ η
(
x+ 1
x
)η
.
Then one sees that
H ′(x)
H(x)
=
η(1 − η)
x(x + η)(x + 1)
.
4
If 0 < η < 1 one has H ′(x) > 0, then H(x) is a strict increasing function. Since limx→∞H(x) = 1, one
has that H(x) < 1 for all x > 0, which indicates h(x) < h(x + 1) < h(x + n). Letting n → ∞ yields
h(x) < 1, that is (2.11) holds.
If η > 1, one has H ′(x) < 0 and H(x) is a strict decreasing function. Using the similar argument as
above, one sees that H(x) > 1 and h(x) > 1. Thus (2.12) holds.55
3. Main Results
We are now ready to state and prove the main results of the letter. We begin with the EM method.
3.1. The Euler–Maruyama Method
The EM method for (2.1) is given by
Yk+1 = Yk + f(Yk, k∆t)∆t+ g(Yk, k∆t)∆Bk, Y0 = x(0), (3.1)
where ∆t > 0 is the time step and ∆Bk = B((k + 1)∆t) − B(k∆t) is the Brownian motion increment.
Note that for the result below to remain valid we require (2.4) of Condition 2.3 to hold.60
Theorem 3.1. Assume (2.4), (2.5) and (2.6) of Condition 2.3. If K1 ≥ 1 and ∆t < (2 +K1)
−1 then
the EM solution (3.1) satisfies
lim sup
k→∞
logE|Yk|
2
log k∆t
≤ −(2K1 − 1), (3.2)
for any initial value Y0 ∈ R
n.
Proof. Taking square on both sides of (3.1) yields
|Yk+1|
2 = |Yk + f(Yk, k∆t)∆t|
2 + |g(Yk, k∆t)∆Bk|
2 + 2〈Yk + f(Yk, k∆t)∆t, g(Yk, k∆t)∆Bk〉.
Then taking expectation on both sides and using (2.4), (2.5) and (2.6), one can see that
E|Yk+1|
2 ≤ E|Yk|
2 −
2K1∆tE|Yk|
2
1 + k∆t
+
K21∆t
2
E|Yk|
2
(1 + k∆t)2
+
C2∆t
(1 + k∆t)2K2
≤
(
1−
K1∆t
1 + k∆t
)2
E|Yk|
2 + C2(1 + k∆t)−2K1∆t.
From the iteration above, one can derive the relation between E|Yk|
2 and E|Y0|
2 that65
E|Yk|
2 ≤
(
k−1∏
i=0
(
1−
K1∆t
1 + i∆t
)2)
E|Y0|
2
+
k−1∑
r=0
(
k−1∏
i=r+1
(
1−
K1∆t
1 + i∆t
)2)
(1 + r∆t)−2K1C2∆t, (3.3)
where one assumes
∏k−1
i=k (1−K1∆t(1 + i∆t)
−1)2 = 1 for the convenience of the notation.
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Applying Lemma 2.5 to (3.3), one can simplify (3.3) to get that
E|Yk|
2 ≤
Γ(k + 1∆t −K1)
2Γ( 1∆t )
2
Γ(k + 1∆t)
2Γ( 1∆t −K1)
2
E|Y0|
2
+
k−1∑
r=0
Γ(k + 1∆t −K1)
2Γ(r + 1 + 1∆t )
2
Γ(k + 1∆t)
2Γ(r + 1 + 1∆t −K1)
2
(1 + r∆t)−2K1C2∆t. (3.4)
One considers the first term on the right hand side of the equality in (3.4). Since K1 ≥ 1, by (2.12)
one can see that
Γ(k + 1∆t )
Γ(k + 1∆t −K1)
=
Γ((k + 1∆t −K1) +K1)
Γ(k + 1∆t −K1)
≥
(
k +
1
∆t
−K1
)K1
.
Due to the fact that
Γ
(
1
∆t
)
=
[K1]∏
i=1
(
1
∆t
− i
)
Γ
(
1
∆t
− [K1]
)
,
where the iteration Γ(x+ 1) = xΓ(x) is applied repeatedly, and (2.11), one can see
Γ( 1∆t )
Γ( 1∆t −K1)
=
Γ( 1∆t − [K1])
Γ( 1∆t −K1)
[K1]∏
i=1
(
1
∆t
− i
)
≤
(
1
∆t
−K1
)K1−[K1]( 1
∆t
)[K1]
≤
(
1
∆t
)K1
.
So one can obtain that
Γ(k + 1∆t −K1)
2Γ( 1∆t )
2
Γ(k + 1∆t)
2Γ( 1∆t −K1)
2
≤ (k +
1
∆t
−K1)
−2K1
(
1
∆t
)2K1
≤ ((k −K1)∆t+ 1)
−2K1 . (3.5)
Next, one considers the second term on the right hand side of the equality in (3.4). Due to the fact that
Γ
(
r + 1 +
1
∆t
)
=
[K1]∏
i=1
(
r + 1 +
1
∆t
− i
)
Γ
(
r + 1 +
1
∆t
− [K1]
)
,
and (2.11), one can get that
Γ(r + 1 + 1∆t )
Γ(r + 1 + 1∆t −K1)
≤
(
r + 1+
1
∆t
−K1
)K1−[K1] [K1]∏
i=1
(
r + 1 +
1
∆t
− i
)
≤
(
r + 1+
1
∆t
)K1
≤ ((r + 1)∆t+ 1)K1∆t−K1 .
So one can see that
Γ(k + 1∆t −K1)
2Γ(r + 1 + 1∆t)
2
Γ(k + 1∆t )
2Γ(r + 1 + 1∆t −K1)
2
≤
(
k +
1
∆t
−K1
)−2K1
((r + 1)∆t+ 1)2K1∆t−2K1
≤ ((k −K1)∆t+ 1)
−2K1((r + 1)∆t+ 1)2K1 . (3.6)
Substituting (3.5) and (3.6) into (3.4) yields70
E|Yk|
2 ≤ ((k −K1)∆t+ 1)
−2K1
(
E|Y0|
2 + C2∆t
k−1∑
r=0
((r + 1)∆t+ 1)2K1(1 + r∆t)−2K1
)
≤ ((k −K1)∆t+ 1)
−2K1
(
E|Y0|
2 + C2C2K11 k∆t
)
≤ (k∆t+ 1)−2K1+1(E|Y0|
2 + C2C2K11 ),
where the fact that (1+(r+1)∆t)/(1+r∆t) is bounded by some positive constant C1 is used. Therefore,
the assertion (3.2) holds.
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Remark 3.2. It can be noticed that for the EM method in the theorem above we need K1 ≥ 1 and this
is due to the application of the estimate (2.12), but for the SDE in Theorem 2.4 we only need K1 > 0.5.
That is to say that although the EM method can reproduce the polynomial stability of the SDE, the result75
is not sharp.
3.2. A Counterexample
Let us consider the following scalar SDE,
dx(t) =
−3x(t)− x3(t)
1 + t
dt+
1
(1 + t)3
dB(t). (3.7)
It is not difficult to check that (2.5) and (2.6) hold but not (2.4). By Theorem 2.4, we know that the
underlying solution to (3.7) is mean square polynomial stable. But the following lemma shows that for
any given initial value, the EM solution will blow up as time advances, which contracts to the initial-value80
independent stability of the underlying SDE.
Lemma 3.3. Suppose ∆t ∈ (0, 0.5), the for any Y0 ∈ R,
lim
k→∞
E|Yk| =∞.
Proof. Using the property of conditional expectations, one has that
E|Yk+1| = E(E(|Yk+1|
∣∣Y1)) ≥ E(1{|Y1|≥3(∆t/(1+∆t))−0.5}E(|Yk+1|∣∣Y1)). (3.8)
As there exists a nonzero probability that the first Brownian motion increment will yield |Y1| ≥ 3(∆t/(1+
∆t))−0.5, one only needs to prove that E(|Yk+1|
∣∣Y1) ≥ (∆t/(1+ (k+1)∆t))−0.5(k+3) for all k ≥ 0 given
|Y1| ≥ (∆t/(1+∆t))
−0.5. One shows this by induction. Obviously, E(|Y1|
∣∣Y1) = |Y1| ≥ 3(∆t/(1+∆t))−0.5.
Suppose E(|Yk|
∣∣Y1) ≥ (∆t/(1+ k∆t))−0.5(k+2) for some k ≥ 1, one will show that for any ∆t ∈ (0, 0.5),
E(|Yk+1|
∣∣Y1) ≥ (∆t/(1+(k+1)∆t))−0.5(k+3). Applying the EM method to the SDE (3.7), one has that
|Yk+1| =
∣∣∣∣Yk + −3Yk − Y 3k1 + k∆t ∆t+ 1(1 + k∆t)3∆Bk
∣∣∣∣ .
By the elementary inequality, one can see that
|Yk+1| ≥
∣∣∣∣ ∆t1 + k∆tY 3k
∣∣∣∣−
(
1−
3∆t
1 + k∆t
)
|Yk| −
1
(1 + k∆t)3
|∆Bk|
≥
∣∣∣∣ ∆t1 + k∆tY 3k
∣∣∣∣− |Yk| − |∆Bk|. (3.9)
Thanks to Ho¨lder’s inequality, one has E(|Yk|
3
∣∣Y1) ≥ (E(|Yk|∣∣Y1))3. Since ∆Bk is independent of Y1 for
all k > 0, one has E(|∆Bk|
∣∣Y1) = E(|∆Bk|) < 1. Taking conditional expectation on both sides of (3.9)
7
one has that85
E(|Yk+1|
∣∣Y1) ≥ ∆t
1 + k∆t
(E(|Yk|
∣∣Y1))3 − E(|Yk|∣∣Y1)− 1
≥ E|Yk|
(
∆t
1 + k∆t
(E(|Yk|
∣∣Y1))2 − 1
)
− 1
≥
(
∆t
1 + k∆t
)−0.5
(k + 2)
(
(k + 2)2 − 1
)
− 1
≥
(
∆t
1 + (k + 1)∆t
)−0.5(
1 + k∆t
1 + (k + 1)∆t
)0.5
((k + 2)3 − (k + 2))− 1
≥
(
∆t
1 + (k + 1)∆t
)−0.5
(k + 3).
Then substituting this back to (3.8), one obtains that
E|Yk+1| ≥
(
∆t
1 + (k + 1)∆t
)−0.5
(k + 3)P
(
|Y1| ≥ 3
(
∆t
1 + ∆t
)−0.5)
.
Therefore the assertion holds.
For more information about examples of these type, we refer the readers to [6, 7]. The backward
Euler-Maruyama method which is a semi-implicit method is a good replacement of the EM method in
this situation.
3.3. The Backward Euler–Maruyama Method90
The BEM method for the SDE (2.1) is defined by
Zk+1 = Zk + f(Zk+1, (k + 1)∆t)∆t+ g(Zk, k∆t)∆Bk, Z0 = x(0). (3.10)
Since BEM is a semi-implicit method, we will need the following result for the method to be well
defined. This result basically established the existence of a solution to a certain equation which is needed
for the BEM to makes sense.
Lemma 3.4. Suppose that Condition 2.2 and (2.5) of Conditon 2.3 hold and that ∆t < |K¯|−1. Then
for any t > 0 and b ∈ Rn, there is a unique root x ∈ Rn of the equation
x = f(x, t)∆t+ b.
Proof. Define F (x, t) = x− f(x, t)∆t. By (2.3) one can see that
〈x − y, F (x, t)− F (y, t)〉 ≥ |x− y|2 − K¯(1 + t)−1∆t|x− y|2 ≥ (1− |K¯|∆t)|x− y|2 > 0,
for ∆t < |K¯|−1, i.e. F (x) is monotone. In addition, one can derive from (2.5) that
〈x, F (x, t)〉 ≥ (1 +K1∆t(1 + t)
−1)|x|2,
which indicates
lim
|x|→∞
〈x, F (x, t)〉
|x|
=∞.
We can conclude that here is a unique root x ∈ Rn of the equation. See for instance Lemma 3.1 in [17].
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Theorem 3.5. Suppose that (2.5) and (2.6) of Condition 2.3 hold. IfK1 > 0.5 and ∆t < min(|K¯|
−1,K−11 )
then the BEM solution (3.10) satisfies
lim sup
k→∞
logE|Zk|
2
log k∆t
≤ −(2K1 − 1), (3.11)
for any intial value Z0 ∈ R
n.95
Proof. From (3.10), one has
|Zk+1|
2 = 〈Zk+1, Zk + g(Zk, k∆t)∆Bk〉+ 〈Zk+1, f(Zk+1, (k + 1)∆t)∆t〉.
By the elementary inequality and (2.5) , one can see that
|Zk+1|
2 ≤ 0.5|Zk+1|
2 + 0.5|Zk + g(Zk, k∆t)∆Bk|
2 −K1∆t(1 + (k + 1)∆t)
−1|Zk+1|
2.
Simplifying the inequality above by putting all terms of Zk+1 on left hand side of the inequality, one has
|Zk+1|
2 ≤
(
1−
2K1∆t
1 + (k + 1)∆t+ 2K1∆t
)
|Zk + g(Zk, k∆t)∆Bk|
2.
Taking expectations on both sides and using (2.6) yields
E|Zk+1|
2 ≤
(
1−
2K1∆t
1 + (k + 1)∆t+ 2K1∆t
)(
E|Zk|
2 + C2∆t(1 + k∆t)−2K1
)
.
Now by the iteration, one has that
E|Zk|
2 ≤
k∏
i=1
(
1−
2K1∆t
1 + i∆t+ 2K1∆t
)
E|Z0|
2
+C2∆t
k−1∑
r=0
k∏
i=r+1
(
1−
2K1∆t
1 + i∆t+ 2K1∆t
)
(1 + r∆t)−2K1 .
Applying Lemma 2.5, one can rewrite the inequality above into
E|Zk|
2 ≤
Γ(k + 1 + 1∆t )Γ(1 + 2K1 +
1
∆t)
Γ(k + 1 + 1∆t + 2K1)Γ(1 +
1
∆t)
+C2∆t
k−1∑
r=0
Γ(k + 1 + 1∆t)Γ(r + 1 +
1
∆t + 2K1)
Γ(k + 1 + 1∆t + 2K1)Γ(r + 1 +
1
∆t)
(1 + r∆t)−2K1 . (3.12)
Using the similar argument as the proof of Theorem 3.1 and the estimates in Lemma 2.6, one can obtain
that
Γ(k + 1 + 1∆t)
Γ(k + 1 + 1∆t + 2K1)
Γ(1 + 2K1 +
1
∆t)
Γ(1 + 1∆t )
≤
Γ(k + 1 + 1∆t)
Γ(k + 1 + 1∆t + 2K1)
Γ(1 + 1∆t + 2K1 − [2K1])
Γ(1 + 1∆t)
[2K1]∏
i=1
(
1 +
1
∆t
+ 2K1 − i
)
≤
(
k + 1 +
1
∆t
)−2K1 (
1 +
1
∆t
)2K1−[2K1](
1 +
1
∆t
+ 2K1
)[2K1]
≤ ((k + 1)∆t+ 1)−2K1((1 + 2K1)∆t+ 1)
2K1 ,
9
and100
Γ(k + 1 + 1∆t )
Γ(k + 1 + 1∆t + 2K1)
Γ(r + 1 + 1∆t + 2K1)
Γ(r + 1 + 1∆t )
≤
Γ(k + 1 + 1∆t )
Γ(k + 1 + 1∆t + 2K1)
Γ(r + 1 + 1∆t + 2K1 − [2K1])
Γ(r + 1 + 1∆t)
[2K1]∏
i=1
(
r + 1 +
1
∆t
+ 2K1 − i
)
≤
(
k + 1 +
1
∆t
)−2K1 (
r + 1 +
1
∆t
)2K1−[2K1](
r + 1 +
1
∆t
+ 2K1
)[2K1]
≤ ((k + 1)∆t+ 1)−2K1((r + 1 + 2K1)∆t+ 1)
2K1 .
Substituting these two estimates back to (3.12), one can see that
E|Zk|
2 ≤ ((k + 1)∆t+ 1)−2K1
(
((1 + 2K1)∆t+ 1)
2K1E|Z0|
2
+C2∆t
k−1∑
r=0
((r + 1 + 2K1)∆t+ 1)
2K1(1 + r∆t)−2K1
)
.
Since ((r + 1 + 2K1)∆t+ 1)/(1 + r∆t) can be bounded by some positive constant C2, one has that
E|Zk|
2 ≤ ((k + 1)∆t+ 1)−2K1
(
((1 + 2K1)∆t+ 1)
2K1E|Z0|
2 + C2C2K12 k∆t
)
≤ ((k + 1)∆t+ 1)−2K1+1(E|Z0|
2 + C2C2K12 ).
Then the assertion (3.11) holds.
Remark 3.6. One can notice that when applying Lemma 2.6 to estimate the two terms on the right hand
side of the inequality (3.12) we only need K1 > 0.5 and this is due to the term 2K1. The condition for105
K1 here is in line with the that in Theorem 2.4 for the SDE and better than the condition for the EM
method.
4. Numerical Examples
We first consider the equation that
dx(t) = −
x(t)
1 + t
dt+
1
1 + t
dB(t).
It is easy to check that (2.4), (2.5) and (2.6) are all satisfied with K1 = 1. Applying the EM method to
the equation with step size 0.1, we simulate 1000 paths and plot the mean square of them on the left of110
Figure 1.
Next we consider the following equation
dx(t) =
−3x(t)− x3(t)
(1 + t)2
dt+
5 sin(x(t))
(1 + t)4
dB(t).
It can be seen that (2.4) is no longer satisfied, but (2.5) and (2.6) still hold with K1 = 3. The mean
square of the BEM solution calculated from 100 paths with step size 0.3 is plot on the right of Figure 1.
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Figure 1: Left: mean square of the EM solution; Right: mean square of the BEM solution
5. Conclusions and Future Research
In this letter, the reproduction of the mean square polynomial stability of a class of SDEs is studied.115
Both the EM method and the BEM method are considered here. It is shown BEM method can recover
the polynomial stability properties of a wider range of SDEs. Our techniques are based on properties of
the gamma function and they are well suited for showing polynomial decay rates.
To our best knowledge, the polynomial stability appears more often in stochastic differential delay
equations (SDDEs). But few works have been done on the numerical reproduction of the polynomial120
decay rate for SDDEs, particularly in the moment sense. Therefore, this could be one of the interesting
future research.
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