Introduction
Ocean-atmosphere interaction processes involve momentum and heat transfer across the air-sea interface and turbulent mixing in the planetary boundary layer and in the oceanic surface mixed layer; these processes are not completely understood, and accurately simulating them is often difficult. The most notable change in the upper ocean thermal structure is the seasonal change in stratification resulting from the annual heating and cooling cycle and wind-induced mixing, yet large-scale ocean models often pay little attention to the accurate representation of the surface mixed layer. One category of mixed layer models includes KrausTurner-type depth-integrated bulk models [Kraus and Turner, 1967; Niiler, 1975; Garwood, 1977; Ravindran et al., 1999] , while another category of mixed layer models includes differential turbulence models such as that discussed here [Mellor and Yamada, 1974, 1982 ]; see Martin [1985] for a comparison between the two types of models. Turbulence models based on the Mellor-Yamada (M-Y) second-moment closure scheme [Mellor and Yarnada, 1974, 1982] and one-dimensional models are more computationally efficient than three-dimensional models. Large-scale three-dimensional ocean models, while able to take into account processes that are missing from one-dimensional models, often use simplifications in surface forcing, such as using climatological data, that may affect their ability to simulate accurately the surface oceanic turbulent layer. Moreover, even one-dimensional M-Y models indicate a recurring deficiency in simulating the summertime mixed layers, which are often too shallow [Martin, 1985;  
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Mellor-Yamada
Turbulence Model A detailed description of the M-Y model and the assumptions that led to its development are given by numerous authors [Mellor and Durbin, 1975; Mellor and Yarnaria, 1974, 1982 ; MOO], so it is only briefly reviewed here. The model has been applied to diverse problems and is widely used in numerical models of atmospheres and oceans; however, here the focus is only on the application of the M-Y scheme for simulations of the upper ocean mixing. Melior and Yamada [1974, 1982] describe a hierarchy of model versions, labeled levels 1, 2, 3, and 4, with increasing complexities; here we use the so-called level 2 1/2 version, which is probably the most widely used in numerical models. In this version the vertical diffusivities for momentum and heat, K M and KH, are expressed by 
The terms on the right-hand side of (3a) are the vertical turbulence diffusion, the shear production, the buoyan? production, 3. Run 3 is similar to run 2 except that the MOO correction to the turbulence scheme, (5), is used instead of (4) for the calculations of dissipation in the model. 4. Run 4 is similar to run 3 except that short wave radiation penetration into the upper layers of the ocean is added; that is, the coefficients Cl and C2 in (6) are set to the values corresponding to Jerlov's water type IA, and the total surface heat flux is as in Figure 3b .
All four experiments are evaluated for a 1 year simulation starting from the same initial condition and compared with the monthly GDEM climatology. In particular, analyses of thermal structures and turbulence parameters are focused on properties averaged over two regions, the Gulf of Mexico and the northeast Atlantic; these regions are shown in Figure l a. The model produces periodic loop current shedding of eddies, so a large averaging area is required in the Gulf of Mexico. It should be noted that using the GDEM climatology as "data" and the areaaveraging procedure is useful for evaluating the three-dimensional model performance, but it does not allow direct comparisons with one-dimensional turbulence models; a direct comparison of one-dimensional models, three-dimensional models, and station data at the same point is an important, but difficult, task that was left for future studies. than those in the upper layers (the large diffusivity at depth in run 1 did not cause any numerical or other problems since temperature is already well mixed there). The reason for the significant influence of short wave radiation penetration on the stability below the seasonal thermocline is as follows: When the summertime thermocline is too shallow, the temperature gradients across the thermocline are too large and there is insufficient vertical mixing to transfer heat down from the mixed layer. As a result, the temperature at the bottom of the seasonal thermocline is too cold; for instance, at 50 m depth in September (Figure 9d ) the temperature of run 1 is -3øC colder than the observed temperature at that depth. Therefore the temperature at the bottom of the thermocline is almost as cold as the temperature at 200 m, creating almost a deep mixed layer at depth, with unrealistically large mixing, as discussed before.
Results
Seasonal Changes in Stratification and
Air-Sea Coupling Coefficient and Surface
Heat Flux Errors
The temperature profiles in Figure 9 A series of experiments explore the sensitivity of the seasonal thermocline in the model to turbulence parameterization and forcing. The M-Y level 2 1/2 version, similar to the original scheme, combined with monthly climatological winds and surface heat flux forcing produced a summertime thermocline depth that is shallower than that observed by about a factor of 2. The inclusion of higher-frequency wind variability, using 6 hour wind anomalies from the ECMWF atmospheric model, increased the upper ocean mixing, but the thermocline depth was still underestimated. Mellor [1989] and others suggest that even more frequent wind forcing is needed.
Next, the correction to the M-Y dissipation formulation of MOO has been tested; this also improves the simulations to some degree by increasing the values of the turbulence velocity and length scale (Figures 10a and 10b) calculated in (3) . However, the three-dimensional model seems to be less sensitive to this correction than the one-dimensional model. For example, the simulated surface temperature at ocean station Papa changed by as much as 5øC when the dissipation correction of (5) 
