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Abstract
Chiral antisymmetric tensor fields can have chiral couplings to
quarks and leptons. Their kinetic terms do not mix different represen-
tations of the Lorentz symmetry and a local mass term is forbidden
by symmetry. The chiral couplings to the fermions are asymptoti-
cally free, opening interesting perspectives for a possible solution to
the gauge hierarchy problem. We argue that the interacting theory
for such fields can be consistently quantized, in contrast to the free
theory which is plagued by unstable solutions. We suggest that at
the scale where the chiral couplings grow large the electroweak sym-
metry is spontaneously broken and a mass term for the chiral tensors
is generated non-perturbatively. Massive chiral tensors correspond to
massive spin one particles that do not have problems of stability. We
also propose an equivalent formulation in terms of gauge fields.
1 Introduction
Chiral antisymmetric tensor fields offer an interesting perspective for an un-
derstanding of the scale of weak interactions and a possible solution to the
gauge hierarchy problem [1, 2]. The chiral couplings to the quarks and leptons
are asymptotically free. The scale where they become strong sets a possi-
ble scale for the weak interactions, similar to dimensional transmutation in
QCD. Indeed, a first solution of the Schwinger-Dyson equations suggests [1]
that the strong chiral interactions generate a spontaneous breaking of the
electroweak symmetry by a top-antitop condensate [3]. In the absence of
spontaneous symmetry breaking a local mass term for the chiral tensors is
forbidden by symmetry. Therefore no tuning of parameters is required in
order to obtain massless fields, in contrast to a scalar Higgs field.
However, the free theory for chiral antisymmetric tensor fields shows un-
usual features and the question arises if a unitary quantum theory is pos-
sible. In this note we will argue that the interacting theory can indeed be
consistently quantized. This requires that the solutions of the quantum field
equations, which are derived from the effective action, should be stable and
not grow unbounded with time. The energy density for these solutions has
to be positive. Furthermore, a consistent quantum field theory has to be
covariant under Lorentz transformations.
While such a consistent picture exists for the interacting theory, the free
theory does not admit a bounded Hamiltonian. The free classical solutions
show a secular instability. Canonical quantization remains still possible,
but there is no consistent theory of free particles for all modes of the non-
interacting chiral tensor field. One concludes that the ground state of the
interacting theory must be non-perturbative. The free theory is actually on
the boundary between the region of stability and instability. Therefore the
interactions play a crucial role in the assessment of the stability issue.
At the scale where the asymptotically free chiral couplings between the
antisymmetric tensor fields and the quarks and leptons grow large a non-
perturbative mass term may be generated [2]. This eliminates the unstable
secular solutions. If the mass term is positive all linear classical solutions
of the effective field equations remain bounded. The regular solutions have
positive energy density. Massive chiral antisymmetric tensor fields describe
massive spin one particles - the chirons. They have no problem of consistency
and stability.
In sect. 2 we introduce the chiral tensors and discuss the symmetries.
In lowest order of a derivative expansion and neglecting the interactions the
symmetries admit only a unique kinetic term. We summarize the unstable
classical solutions of the free theory in sect. 3 and proceed to canonical
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quantization in sect. 4. The free Hamiltonian operator does not have a
spectrum that is bounded from below. However, the instabilities are of a
particular type - the unstable secular solutions actually correspond to the
borderline between stability and instability. Therefore only the interactions
will finally decide if the theory is stable and can be consistently quantized
or not. For the interacting theory a quantization by a functional integral is
most convenient. We deal with the possible regularizations of this functional
integral in sect. 5.
In sect. 6 we turn to the key issue of this paper, namely the stabilization
of chiral tensors through interactions. We establish in sect. 7 the general
conditions for the effective (full) propagator which are required for stability.
We show that a non-perturbative mass term can indeed lead to bounded
solutions. In sects. 8-9 we address the issue of a positive energy density. For
this purpose we reformulate the model in terms of vector fields and discuss
the associated abelian gauge symmetry. In sect. 10 we review the issue of
non-perturbative mass generation in a model with chiral couplings to quarks
and leptons in the light of this equivalent gauge theory. In two appendices C
and D we discuss possible models for chiral tenors in the absence of fermions.
We present our conclusions in sect. 11.
2 Action and symmetries
The antisymmetric tensors βµν = −βνµ describe two irreducible representa-
tions (3, 1) and (1, 3) of the Lorentz group
β±µν =
1
2
βµν ± i
4
ǫµν
ρσβρσ. (1)
In a realistic setting with chiral couplings to quarks and leptons the fields
β± are complex, transform both as doublets with respect to the weak in-
teractions and carry the same nonzero hypercharge. A discrete symmetry
β− → −β− forbids a local mass term. (The only mass term allowed by the
Lorentz symmetry would be of the form (β+µν)
†β−µν .) We require our model
to be invariant under this “discrete axial symmetry” GA. Kinetic terms and
interactions are allowed by the symmetries.
Our starting point is a functional integral (with Minkowski signature
(−,+,+,+))
Z =
∫
DβeiSM ,
SM =
∫
d4xL , L = Lkin + Lint. (2)
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The unique invariant kinetic term
Lkin = ∂µ(β+µρ)†∂νβ+ν ρ + ∂µ(β−µρ)†∂νβ−ν ρ (3)
has been discussed previously in [4], [5], [1]. We emphasize that the ki-
netic term does not admit an additional abelian gauge symmetry where βµν
transforms inhomogeneously as a gauge field. In this sense the chiral ten-
sors should be associated to bosonic matter fields. The term Lint accounts
for the possible interactions with fermions and for quartic self-interactions
which will be specified in sect. 6.
The functional integral approach permits an easy control of the Lorentz
invariance - this follows simply from the Lorentz invariance of the action SM
and the (postulated) Lorentz invariance of the functional measure
∫ Dβ. On
the other hand, the unitarity of a quantum theory based on the functional in-
tegral (2) is less obvious. This requires the identification of a Hamiltonian Hˆ
in the operator formalism which is defined in terms of appropriate operators
Qˆα˜, Pˆβ˜ such that the quantum system is equivalent to the functional integral
(2). Hermiticity of Hˆ and the boundedness of Hˆ from below guarantee then a
consistent unitary time evolution. We will propose that a Hamiltonian with
suitable properties exists for the interacting theory. It is absent for the free
theory.
It is convenient to work directly with the unconstrained three component
irreducible representations of the Lorentz group B±k . They are related to β
±
µν
by
β+jk = ǫjklB
+
l , β
+
0k = iB
+
k ,
β−jk = ǫjklB
−
l , β
−
0k = −iB−k .
(4)
In momentum space the kinetic term reads (Ω: four-volume)
− Lchβ,kin = Ω−1
∫
d4q
(2π)4
{(B+k )†(q)Pkl(q)B+l (q) + (B−k )†(q)P ∗kl(q)B−l (q)} (5)
with (k, l, j = 1 . . . 3)
Pkl = −(q20 + qjqj)δkl + 2qkql − 2iǫkljq0qj . (6)
The inverse propagator Pkl obeys the relations (q
2 = qµqµ)
PklP
∗
lj = (qkqk − q20)2δmj = q4δmj ,
P ∗kl(q) = Plk(q) (7)
and
(
qµ = (q0, ~q) , q˜µ = (−q0, ~q)
)
Pkl(−q) = Pkl(q) , Pkl(q˜) = Plk(q). (8)
Clearly P is invertible, P−1 = q−4P ∗ (in a 3× 3 matrix notation).
3
3 Free chiral tensors
Let us first concentrate on the free theory and show where the problems for
quantization arise. We begin with the classical theory and start from the
Lagrange density (5) for the field B+k in coordinate space
L = ∂0B∗k∂0Bk + iǫklj(∂0B∗k∂jBl − ∂0Bk∂jB∗l )
+∂lB
∗
k∂lBk − 2∂kB∗k∂lBl. (9)
(We omit the index “+′′ - the discussion for B−k can be carried out in complete
analogy.) The canonical momenta are
Πk =
∂L
∂(∂0B∗k)
= ∂0Bk + iǫklj∂jBl
Π∗k =
∂L
∂(∂0Bk)
= ∂0B
∗
k − iǫklj∂jB∗l (10)
and the classical Hamiltonian reads
H =
∫
d3x{Π∗k∂0Bk +Πk∂0B∗k − L}
=
∫
d3x{Π∗kΠk + iǫklj(Π∗k∂lBj −Πk∂lB∗j ) + ∂kB∗k∂lBl}. (11)
Here we use L = Π∗kΠk − ∂kB∗k∂lBl (up to a total derivative). We note the
unusual mixed term ∼ Π∗B and the particular form of the space derivatives.
In momentum space the Hamiltonian becomes a sum over independent
momentum modes Bk(~q)
H =
∫
d3q
(2π)3
h~q ,
h~q = Π
∗
k(~q)Πk(~q) + qlǫlkj
(
Π∗k(~q)Bj(~q) +B
∗
j (~q)Πk(~q)
)
+qkqlB
∗
k(~q)Bl(~q) (12)
and we can therefore discuss each momentum mode separately. Without loss
of generality we may use q1 = q2 = 0 , q3 = q¯ ≥ 0 such that
h = Π∗kΠk + q¯(Π
∗
1B2 −Π∗2B1 +B∗2Π1 −B∗1Π2) + q¯2B∗3B3. (13)
The classical field equations
B˙k =
∂h
∂Π∗k
, Π˙k = − ∂h
∂B∗k
(14)
4
read
B˙3 = Π3 , Π˙3 = −q¯2B3 ,
B˙1 = Π1 + q¯B2 , Π˙1 = q¯Π2 ,
B˙2 = Π2 − q¯B1 , Π˙2 = −q¯Π1 (15)
or
B¨3 + q¯
2B3 = 0 ,
B¨1 − 2q¯B˙2 − q¯2B1 = 0
B¨2 + 2q¯B˙1 − q¯2B2 = 0. (16)
For
b±1 = (B1 ± iB2)/
√
2, b±2 = (B1 ∓ iB2)/
√
2 , b3 = B3 (17)
the field equations decouple
b¨1 + 2iq¯b˙1 − q¯2b1 = 0 ,
b¨2 − 2iq¯b˙2 − q¯2b2 = 0. (18)
Only the longitudinal mode b3 = B3 has standard field equations, whereas the
evolution of the transversal modes b1, b2 is of an unusual type [6]. As we will
see the classical solution for these modes has a “secular” instability growing
linearly with time. For this reason the modes b1,2 have been discarded ad hoc
in [6]. In this note we will discuss later how interactions prevent the secular
growth.
Just as for the Hamiltonian, we could decompose the Lagrangian into
a sum of independent modes
(
S =
∫
dt
∫
(dq/2π)3L~q
)
and choose the basis
bi(~q)
L~q = ∂0b∗k∂0bk + q¯2(b∗1b1 + b∗2b2 − b∗3b3)
+iq¯{∂0b∗1b1 − b∗1∂0b1 − ∂0b∗2b2 + b∗2∂0b2}. (19)
The canonical momenta πk conjugate to bk are
π3 = b˙3 , π1 = b˙1 + iq¯b1 , π2 = b˙2 − iq¯b2 (20)
and it is obvious that the system is unconstrained, i.e. we can solve for b˙k in
terms of πk and bk. The Hamiltonian becomes now a sum over independent
modes
h = π∗1π1 − iq¯(π∗1b1 − b∗1π1)
+π∗2π2 + iq¯(π
∗
2b2 − b∗2π2) + π∗3π3 + q¯2b∗3b3. (21)
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The relation between π and Π is the same as between b and B, π1 = (Π1 +
iΠ2)/
√
2, π2 = (Π1 − iΠ2)/
√
2.
Let us restrict the discussion to b1, π1 and use the familiar notations
b1 = Q, π1 = P ,
h1 = P
∗P − iq¯(P ∗Q−Q∗P ). (22)
Of course, the field equation is the same as eq. (18)
Q˙ = P − iq¯Q , P˙ = −iq¯P ,
Q¨+ 2iq¯Q˙− q¯2Q = 0. (23)
It has the general solution
Q = (Q0 + P0t)e
−iq¯t , P = P0e
−iq¯t (24)
where we distinguish a “regular solution” with a unique frequency for P0 = 0
from the “secular solutions” for which the amplitude of Q grows with time
(P0 6= 0). Inserting the solution (24) into h yields the “on shell Hamiltonian”
h¯1 = P
∗
0P0 − iq¯(P ∗0Q0 − P0Q∗0). (25)
It vanishes for the regular solution and may take positive or negative values
for the secular solutions
(
Q0 = (QR0 + iQI0
)
/
√
2, P0 = (PR0 + iPI0)/
√
2)
h¯1 =
1
2
{
(q¯QR0 − PI0)2 − q¯2Q2R0 + (q¯QI0 + PR0)2 − q¯2Q2I0
}
. (26)
We conclude that there are classical solutions of the free theory for chiral
tensor fields that are not bounded. Also the energy is not bounded from
below as can be easily inferred from eq. (26).
4 Canonical quantization for chiral tensors
The Hamiltonian (22) still involves complex degrees of freedom Q,P . It
therefore describes a system with two real degrees of freedom Qα, Pα, α =
R, I = 1, 2
Q = (QR + iQI)/
√
2 , P = (PR + iPI)/
√
2,
h1 =
1
2
(P 2R + P
2
I ) + q¯(PRQI − PIQR)
=
1
2
PαPα + q¯ǫαβPαQβ. (27)
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At this point we may proceed to canonical quantization. We choose first
a normalization adapted to discrete momenta and replace Qα, Pα and h by
operators Qˆα, Pˆα, hˆ. They obey the commutation relations
[Qˆα, Pˆβ] = iδαβ , [Qˆα, Qˆβ] = [Pˆα, Pˆβ] = 0. (28)
In the Heisenberg picture the operators depend on time and the commutation
relation (28) holds for arbitrary (equal) time. The time evolution
∂
∂t
Qˆα = i[hˆ1, Qˆα] ,
∂
∂t
Pˆα = i[hˆ1, Pˆα] (29)
reproduces for
hˆ1 =
1
2
PˆαPˆα + q¯ǫαβPˆαQˆβ (30)
the same form as the classical equation (23). We observe that there are no
constraints acting on the Qα, Pα such that the canonical quantization (28)
is straightforward. The same holds for the modes b2 and b3 (and similar for
B−k ) with the only difference concerning the form of the relevant Hamiltonian
hˆk. (For b2 one replaces → −q and for b3 one has a harmonic oscillator
hˆ3 =
1
2
PˆαPˆα +
1
2
q2QˆαQˆα.) We may also switch to the Schro¨dinger picture
and introduce a Hilbert space with wave functions ψ(Qα) or ψ(Pα). As usual,
one may define annihilation and creation operators (q¯ =
√
~q2) as
aα =
1√
2
(√
q¯Qˆα +
i√
q¯
Pˆα
)
, a†α =
1√
2
(
√
q¯Qˆα − i√
q¯
Pˆα) , [aα, a
†
β] = δαβ ,
(31)
and span the Hilbert space from the eigenstates of the occupation numbers
nˆα = a
†
αaα. However, the Hamiltonian for the modes b1,2 is not a harmonic
oscillator. For b+1 it rather reads
hˆ1 =
q¯
2
{
a†αaα + aαa
†
α −
1
2
(aαaα + a
†
αa
†
α) + 2iǫαβa
†
αaβ}. (32)
Therefore the occupation number eigenstates are not eigenstates of hˆ+1 . This
indicates already that a standard interpretation in terms of free particles will
not be possible.
How do the unbounded secular classical solutions (24) manifest them-
selves in the quantum theory? We first note that the Hamiltonian hˆ1 (30)
can be written as a sum of two commuting pieces
hˆ1 = hˆP + hˆM , hˆP =
1
2
PˆαPˆα , hˆM = q¯ǫαβPˆαQˆβ , [hˆP , hˆM ] = 0. (33)
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Let us consider a wave function that is an eigenstate of hˆP ,
hˆPψ = |P0|2ψ (34)
and investigate the action of hˆM . We may work in a Fourier-type represen-
tation where
Pˆ1 = x , Pˆ2 = y , Qˆ1 = i
∂
∂x
, Qˆ2 = i
∂
∂y
. (35)
Using polar coordinates
r2 = x2 + y2 , ϕ = arctg
x
y
(36)
one obtains hˆM = −iq¯∂/∂ϕ. The stationary wave functions therefore obey
hˆPψ =
1
2
r2ψ = |P0|2ψ , hˆMψ = −iq¯ ∂
∂ϕ
ψ = ǫ2ψ. (37)
With ψ ∼ eimϕ, m integer, we obtain ǫ2 = mq¯ and the spectrum of hˆ1 reads
hˆ1ψ = (|P0|2 +mq¯)ψ. (38)
Comparing with eq. (25) we see that the regular solution corresponds to
|P0|2 = 0 and therefore also m = 0 , hˆ1ψ = 0. For the secular solutions
P0 6= 0 the spectrum of the free Hamiltonian is not bounded since m can be
an arbitrarily large negative integer. Indeed, we may also interprete hˆ1 (30)
in terms of momentum and angular momentum in the two-dimensional space
spanned by Q1, Q2. With Lˆ = Qˆ1Pˆ2 − Qˆ2 ~P1 this yields
hˆ1 =
1
2
~ˆP 2 − q¯Lˆ (39)
and the unboundedness of hˆ1 arises from the unboundedness of Lˆ.
We conclude that the free theory for chiral tensors can be quantized but
does not lead to a Hamiltonian which is bounded from below. Correspond-
ingly it has unstable solutions. Nevertheless, this instability is of a very
particular type. The free theory contains neither ghosts nor tachyons. In
a certain sense it is on the boundary between stability and instability. We
demonstrate this by two comments.
(i) Negative energy occurs for q¯ 6= 0. For q¯ = 0 one finds a bounded
Hamiltonian (39). The corresponding classical solution Q = Q0 + P0t
still shows the secular increase with time but the on-shell Hamiltonian
h¯1 = |P0|2 (25) is positive semi definite. For a massive particle we could
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always go to the rest frame (q¯ = 0) where one finds positive energy.
Positivity of the energy would then be guaranteed in any arbitrary
inertial system. In our case only the massless dispersion relation ω = q¯
invalidates the use of the rest frame. We conclude that the boundedness
properties may be very different in presence of a mass term, even though
the latter may be tiny.
(ii) The boundary property of the secular solution is well known in classical
mechanics. For mx¨+ ǫx = 0 one finds stable solutions x ∼ ei(ωt+ϕ), ω =√
ǫ/m for ǫ < 0 whereas an instability x ∼ x1eγt+x2e−γt, γ =
√−ǫ/m,
occurs for ǫ < 0. The case ǫ < 0 corresponds to the typical exponential
instability in case of ghosts or tachyons. At the boundary between
stability and instability, i.e. for ǫ = 0, one has the secular solution
with linear increase in t, x = x0+ v0t. We conclude that already a very
small perturbation as a tiny positive ǫ can change from the unstable
secular solution to the stable solution.
We will argue below that in presence of the interactions the Hamilto-
nian is well behaved and the system becomes stable. In this case one can
proceed to canonical quantization similar to eq. (28) without further prob-
lems. Of course, the interactions couple the different momentum modes
and we have to consider now the properties of the whole Hamiltonian. The
canonical quantization rule (28) is easily carried over to operators Qˆkα, Pˆkα
representing the real and complex parts of Bk and Πk (10), respectively, i.e.
Bk → 1√2(Qˆk1 + iQˆk2), Πk → 1√2(Pˆk1 + iPˆk2). (In addition, all operators
Qˆ, Pˆ carry a momentum label that we have not written explicitely here.)
The commutation relations
[Qˆkα , Pˆlβ] = iδklδαβ , [Qˆkα, Qˆlβ] = [Pˆkα, Pˆlβ] = 0 (40)
are invariant under space rotations and therefore hold for an arbitrary direc-
tion of ~q. Operators for different momenta ~q 6= ~q ′ commute. We now switch
to the usual continuum normalization and introduce indices s = (+,−) = 1, 2
for B+, B− and u = 1, 2 for the two isospin components. This yields the com-
mutation relation
[Qˆsukα(~q), Pˆ
tv
lβ (~q
′)] = iδstδuvδklδαβ(2π)
3δ(~q − ~q ′) (41)
or, in coordinate space[
Qˆsukα(~x) , Pˆ
tv
lβ (~y)
]
= iδstδuvδklδαβδ(~x− ~y). (42)
As usual one has [Qˆα˜, Qˆβ˜ ] = [Pˆα˜, Pˆβ˜] = 0 with α˜, β˜ collective indices.
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The Hamiltonian becomes (cf. eq. (11))
Hˆ = HˆP + HˆQ + HˆM + Hˆint (43)
with
HˆP =
1
2
∫
d3q
(2π)3
Pˆ sukα(~q)Pˆ
su
kα(~q) ,
HˆQ =
1
2
∫
d3q
(2π)3
qkqlQˆ
su
kα(~q)Qˆ
su
lα(~q) ,
HˆM =
∫
d3q
(2π)3
κǫkljqkPˆ
su
lα (q)Qˆ
su
jα(~q) (44)
where κ = 1 for s = + and κ = −1 for s = −. Again, in the Heisenberg
picture the operators Qˆα˜(t) and Pˆβ˜(t) depend on time and obey at equal time
the commutation relation (42). It is easy to check that the time evolution
equations
∂
∂t
Qˆα˜ = i[Hˆ, Qˆα˜] ,
∂
∂t
Pˆα˜ = i[Hˆ, Pˆα˜] (45)
take the same form as the classical field equations (e.g. eq. (15))for the
corresponding replacements.
If the interactions can cure the instability nothing prevents us to quan-
tize the system according to eq. (41). What remains to be shown is the
consistency of this quantization with the Lorentz symmetry and the corre-
spondence with our definition of the quantum field theory by a functional
integral. Reconstructing the functional integral can be done in a standard
way. We start with the commutation relation (42) and the Hamiltonian
(43). Using the Heisenberg picture for the operators the construction of the
functional integral proceeds in the standard way [7]. We require that the
Hamiltonian involves at most two powers of Pˆ and the quadratic term HˆP
is positive definite. Therefore the Gaussian integration over the p-variables
can be carried out explicitely. The result is indeed a functional integral with
the action (2), (3).
The direct proof of the Lorentz-symmetry of the quantum system given
by the Hamiltonian (43), (44) and the commutation relations (41) or (42)
may get rather involved. Fortunately, we can use our findings for an indirect
argument. We know already that the time evolution equations in the Heisen-
berg picture (45) have a Lorentz-covariant form. This follows from the fact
that they have the same form as the classical field equations which are de-
rived from an extremum condition for a manifestly Lorentz invariant action.
More generally, we have seen that our quantum system can be described
by a functional integral which is Lorentz-invariant provided the functional
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measure preserves the Lorentz symmetry. Indeed, the action is Lorentz-
invariant and a Lorentz-invariant measure (or regularization with a Lorentz-
invariant continuum limit) means that this symmetry has no anomaly. Then
all Greens-functions - propagators and vertices - are Lorentz covariant. This
is all we need. Obviously, it is much easier to establish the Lorentz symmetry
on the functional integral level than in the Hamiltonian formalism.
5 Regularization of the functional integral
This almost concludes our demonstration that a consistent quantization of
interacting chiral antisymmetric tensor fields is possible provided the problem
of the unstable solutions can be cured. The only issue that we have not yet
addressed concerns the regularization of the functional integral. This issue
is similar in some respects to the regularization problem for chiral fermions.
Dimensional regularization needs a prescription how to continue ǫµνρσ to 4−ǫ
dimensions. Pauli-Villars regularization is not possible due to the lack of a
local mass term consistent with the symmetries. Lattice regularization needs
to recover Lorentz symmetry in an appropriate continuum limit. The most
straightforward way seems to regularize the Euclidean functional integral
which obtains by analytic continuation. In the absence of gauge interactions
one may simply employ an ultraviolet cutoff for the momenta, q2 < Λ2.
Also the ERGE-regularization based on exact functional flow equations
[8] seems very appropriate. For this purpose it is sufficient to write down an
effective infrared cutoff which is consistent with all symmetries. As an IR-
cutoff term we may use the structure (3) multiplied with (k2/q2)f(q2/k2) with
f(0) = 1 and f(q2 →∞) decreasing fast, e.g. exponentially f ∼ exp(−q2/k2)
of f = (1− q2/k2)θ(k2− q2). For q2 → 0 the cutoff acts like a nonlocal mass
term, providing an effective mass ∼ k to the chiral tensors. The flow describes
the change of the effective action as k is lowered towards zero. Since the flow
equations are both ultraviolet and infrared finite the regularization has only
to specify the initial value of the flow at some high momentum scale k = Λ.
(Implementing properly the anomalous Ward identities in presence of a cutoff
the ERGE-regularization can also be extended to gauge theories.)
The analytic continuation to a Euclidean functional integral needs some
care. In fact, with respect to the Euclidean rotation group SO(4) the irre-
ducible antisymmetric tensor representations (3, 1) and (1, 3) are real and not
complex conjugate to each other as for the Lorentz group SO(1, 3). (With eu-
clidean signature the complex conjugate of the representation (3, 1) is equiva-
lent to (3, 1). This situation is completely analogous to chiral fermions where
for a Minkowski signature the representations 2L = (2, 1) and 2R = (1, 2) are
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complex conjugate to each other whereas they are pseudoreal for euclidean
signature.) More in detail, the euclidean irreducible antisymmetric tensor
representations are given by
β(E)±µν =
1
2
β(E)±µν ±
1
4
ǫµν
ρσβ(E)±ρσ . (46)
This reflects that the analytic continuation from Minkowski to euclidean sig-
nature also includes a “continuation” of the totally antisymmetric invariant
tensor ǫµνρσ → −iǫµνρσ . The euclidean invariant kinetic term
L(E)kin =
1
4
(∂ρβµν)†∂ρβµν − (∂µβµν)†∂ρβρν (47)
obtains from eq. (3) by multiplying all objects with upper zero-index by i,
the ones with lower zero-index by −i, as well as an overall minus sign. We
note that L(E)kin is not positive definite, in accordance with our discussion of
the unboundedness of the free theory.
We can again write the kinetic term in a form similar to eq. (3)
L(E)kin = −(∂µβ¯+µρ∂νβ+νρ + ∂µβ¯−µρ∂νβ−νρ) (48)
where β¯+ is now related to the complex conjugate of β−
β¯+µν = (β
−
µν)
† , β¯−µν = (β
+
µν)
†. (49)
This definition ensures that β¯+ and β+ belong to inequivalent representations
of SO(4). With the prescription (β+µν)
† → β¯+µν = (β−µν)† (and similar for
(β−µν)
†) all pieces of the action can be taken directly over to the euclidean
signature (with the appropriate overall minus sign). This also holds for the
interactions discussed in the next section. For the coupling to fermions one
has to use the euclidean γ-matrices γ0E = iγ
0
M .
One may notice that local mass terms ∼ (β+)∗β+ are now consistent
with the gauge symmetries and euclidean SO(4) rotations. Such mass terms
being forbidden for Minkowski signature one may wonder if there exist cor-
responding symmetries for euclidean signature that would be violated by a
mass term. In Minkowski space the discrete axial symmetry GA could be
extended to a continuous axial U(1)A symmetry [2]. In this case we can
easily find a corresponding symmetry that forbids local mass terms in eu-
clidean space, namely axial scaling β+µν → αβ+µν , β−µν → β−µν/α with real α.
The kinetic term and the coupling to fermions are invariant under axial scal-
ing. However, the self interactions of the chiral tensors violate the U(1)A
symmetry in a realistic setting. Finding the analogue of the discrete GA-
symmetry for euclidean signature is not easy. Such a symmetry should allow
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an invariant (β†µνβ
µν)2, while β†µνβ
µν should not be invariant. In Minkowski
space the combination β†µνβ
µν has odd GA-parity. With euclidean signature
no linear transformation in the 24-component real vector-space spanned by
βµν can change the sign of β
†
µνβ
µν since this invariant corresponds to the
squared length of a vector and is therefore positive definite for all possible
transformed vectors.
Despite the difficulty of finding the explicit euclidean analogue of the GA-
symmetry no local mass term will appear in the euclidean effective action.
Quite generally, the possibility of analytic continuation forbids all terms in
the effective action for which the continuation to Minkowski signature would
violate the GA-symmetry of the action in Minkowski space. One may easily
check explicitely that no local mass term is generated in one loop order.
These remarks conclude our general discussion of the quantization of chiral
antisymmetric tensor fields.
6 Stabilization through interactions
Let us now turn to the central issue of this paper, namely the investigation
of the stability problem in presence of interactions. We first add to the
Lagrangian a piece describing the chiral interactions of antisymmetric tensors
to quarks and leptons
−Lch = u¯RF¯U β˜+qL − q¯LF¯ †U
h
β+ uR
+d¯RF¯Dβ¯−qL − q¯LF¯ †Dβ−dR
+e¯RF¯Lβ¯−lL − l¯LF¯ †Lβ−eR. (50)
Here we use
β± =
1
2
β±mnσ
mn =
1
2
βmnσ
mn
± = β±
1± γ5
2
,
β¯± =
1
2
(β±mn)
∗σmn = D−1β†±D = β¯±
1∓ γ5
2
,
β˜+ = −iβT+τ2 ,
h
β+= iτ2β¯+, (51)
with σmn± =
1
2
(1 ± γ5)σmn, σmn = i
2
[γm, γn] and ψ¯ = ψ†D, D = γ0, γ5 =
−iγ0γ1γ2γ3, ψL = 12(1 + γ5)ψ. The transposition βT and τ2 act in weak
isospin space, i.e. on the two components of the weak doublet β+mn.
In terms of the fields B±k one has
β+ = −2B+k σk+, β− = −2B−k σk−,
β¯+ = −2B+∗k σk− , β¯− = −2B−∗k σk+, (52)
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with σk± defined in terms of the Pauli matrices
σk+ =
(
τk 0
0 0
)
, σk− =
(
0 0
0 τk
)
. (53)
The interaction (50) is the most general one with dimension four and re-
specting Lorentz and electroweak gauge symmetries. It automatically obeys
the GA-symmetry, and more generally, is invariant under a continuous ax-
ial U(1)A-symmetry. The chiral couplings F¯U,D,L are dimensionless 3 × 3
matrices in generation space.
The other possible interactions with dimension four are self-interactions
for the chiral tensors. The most general quartic interactions consistent with
the discrete GA symmetry can be written as
−Lβ,4 = τ+
4
[
(B+k )
†B+l
][
(B+k )
†B+l
]
+ (+→ −)
+τ1
[
(B+k )
†B−k
][
(B−l )
†B+l
]
+τ2
[
(B+k )
†~τB−k
][
(B−l )
†~τB+l
]
+
τ3
4
[
(B+k )
†B−k
][
(B+l )
†B−l
]
+ c.c.
+
τ4
4
[
(B+k )
†B−l
][
(B+k )
†B−l
]
+ c.c.
+
τ5
4
[
(B+k )
†B−l
][
(B+l )
†B−k
]
+ c.c.. (54)
The couplings τj are dimensionless. We observe that the classical action (2),
with Lint = Lch + Lβ,4, exhibits no coupling with dimension of mass and is
therefore invariant under classical dilatations (scale transformations).
We now argue that the fluctuation effects due to the interactions may
indeed drastically change the issue of stability and could lead to a stable
theory. The fluctuation-stabilization of a theory that would be unstable in
the absence of interactions is a well known effect. The simplest example is
the scalar ϕ4-theory with a classical Lagrange density
−Lφ = 1
2
µ2ϕ2 +
λ
8
ϕ4 +
1
2
∂µϕ∂µϕ. (55)
For µ2 < 0 the free theory (i.e. neglecting λ) is unstable with a tachyonic
inverse propagator ∼ q2 + µ2. In presence of interactions (λ > 0) the renor-
malized mass term in one loop order becomes µ2R = µ
2 + cλΛ2 with Λ a
suitable ultraviolet cutoff (e.g. by a lattice regularization) and c a positive
constant. For any finite λ there is range of negative µ2 where the free theory
is unstable while the interacting theory is stable due to a positive µ2R. No
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condensate (nonzero expectation value 〈ϕ〉) occurs in this case. One could
have a naive expectation that for small λ the interactions play a role only
for large field values and therefore the instability of the free theory suggests
the occurrence of a condensate. This argument is obviously not valid.
For chiral tensors the issue is more involved since the instability of the free
theory is not due to a negative mass term. Unbounded negative eigenvalues
of the free Hamiltonian occur now for large (spacelike) momenta q¯2. This
time a naive expectation could guess a spontaneous breaking of translation
symmetry in case of fluctuation stabilization, due to the dominance of modes
with large q¯2. We will argue that this is not the case and suggest that the
fluctuation-stabilization of our model rather occurs through the generation
of a “nonlocal mass term”.
The secular instability of the classical theory arises from solutions with
q2 = 0. In an Euclidean framework we therefore have to deal with an infrared
problem, despite the observation that the most negative eigenvalues of the
free Hamiltonian occur for large spacelike momenta q¯2 (for fixed L in eq.
(39)). We will have to address the question if the pole in the propagator at
q2 = 0 subsists in the interacting theory. One possible way of stabilization is
a shift of the location of the pole to a negative nonzero value −m2. We will
see that this can cure the instability of the free theory, even though m2 may
be tiny as compared to a typical ultraviolet cutoff scale.
In the presence of interactions the investigation of the possible eigenvalues
of the Hamiltonian becomes very complicated in the operator formalism. For-
tunately, the question of stability can be directly addressed in the functional
integral formulation. For this purpose, one needs to compute the effective
action by integrating out all quantum fluctuations. Then the quantum field
equations obtain from a variation of the effective action. They are exact. An
instability of the theory will now show up in the appearance of solutions of
the quantum field equations where fluctuations around the assumed ground
state grow with time. A first step is the restriction of the effective action
to terms quadratic in the fields. If the time evolution of the corresponding
solutions remains bounded the linear theory is stable.
We emphasize that already on the linear level the solutions of the effective
field equations may behave very differently from the solutions of the classical
field equations. In fact, a bounded Hamiltonian guarantees the stability of
small fluctuations around the ground state. However, this is not a necessary
condition and linear stability could be realized also for unbounded Hamilto-
nians - an example are ghosts in the absence of interactions. Inversely, linear
stability is not sufficient to guarantee the boundedness of the Hamiltonian.
In practice, a full proof of the boundedness of the Hamiltonian in presence
of interactions with fermions is typically quite difficult. As for most investi-
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gations in other models we will be satisfied here with the somewhat weaker
criterion of “nonlinear stability”. We require that all small fluctuations have
a bounded time evolution and positive energy as compared to the assumed
ground state.
As a first step we integrate out the fermions. This yields a mean field
theory (MFT) effective action which only involves the chiral tensors. In
particular, the inverse propagator can be computed explicitely in the MFT-
approximation. It differs from the classical inverse progator Pkl(q) by a wave
function renormalization
P˜+kl (q) = Z+(q
2)Pkl(q) , P˜
−
kl (q) = Z−(q
2)P ∗kl(q). (56)
Keeping only the chiral coupling of the top quark fˆt nonzero one finds
Z+(q
2) = 1 +
fˆ 2t
4π2
ln
Λ2
q2
, (57)
where we have chosen a normalization with Z+(Λ
2) = 1 for some suitably
chosen ultraviolet cutoff scale Λ. Already at this stage we find an important
modification of the infrared behavior. Since Z+(q
2) diverges for q2 = 0 the
chiron propagator has no simple pole at q2 = 0 anymore.
Furthermore, the fermion fluctuations induce nonlocal quartic interac-
tions between the chiral tensors at the MFT-level. Indeed, a typical fermion
loop contribution to a quartic vertex with two external momenta q and two
momenta zero is shown in fig. 1. For q2 → 0 it diverges ∼ ln(Λ2/q2). This
also demonstrates the importance of the interactions for the stability prob-
lem in a drastic way. For any finite amplitude B of a tensor-fluctuation the
interaction-contribution to the MFT-field equations grows to infinity as we
approach the on-shell condition q2 → 0. Higher order interactions typically
grow even with inverse powers of q2.
In principle, one could use the MFT-effective action for the quantization
of the remaining theory containing only the bosonic chiral tensors. In prac-
tice, this is not viable, but a discussion sheds light on the general structure
of the problem. It is obvious that the Hamiltonian of such a model would
be a highly complicated object, with properties quite different from the free
Hamiltonian (39). Due to the infrared divergences of the fermion loops it is
not possible to consider the MFT-Hamiltonian as a small perturbation of the
free Hamiltonian, even though the chiral coupling fˆt may be small. In the
operator language the difference between the Hamiltonians arises since the
ground state energy of the fermionic oscillators depends on the state of the
chiral tensors, thus inducing an effective Hamiltonian for the chiral tensors.
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Figure 1: Effective quartic vertex for chiral tensors in MFT-approximation.
7 Conditions for stability
Taking also the bosonic fluctuations into account it seems likely that the
interactions do not diverge on-shell (in contrast to MFT). The stability of
small fluctuations is then determined by the properties of the effective prop-
agator. The propagator will be further modified by the bosonic fluctuation
effects and a reliable computation is not easy. We discuss in this section
the most general form of the inverse propagator which is consistent with the
symmetries. It is specified here for the electrically charged fields B+ and B−
(± refers here to chirality, not to electric charge)
P˜ (q) =
(
Z+(q
2)Pkl(q) , µ1(q
2)δkl
µ2(q
2)δkl , Z−(q2)P ∗kl(q)
)
. (58)
Our aim will be to derive criteria for Z± and µ2j for the theory to be stable.
We note that nonvanishing µj(q
2) indicate the spontaneous breaking of the
GA-symmetry, since such “mixing terms” would be forbidden otherwise. If we
neglect decays of unstable chiral tensors the wave function renormalizations
Z± are real and µ2 = µ∗1.
We first consider µj = 0 such that the field equation for infinitesimally
small fluctuations reads
Z+(q
2)Pkl(q)Bl(t, ~q) = 0. (59)
Here we work in momentum space for the spacelike momenta ~q, while qµ is
interpreted as a differential operator
qµ = (−i ∂
∂t
, ~q) (60)
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such that eq. (59) is a higher order linear differential equation. We may
again use the linear combinations b1,2 for which Pkl reduces to (q0 ± |~q)2, cf.
eq. (18). For solutions of the type bj ∼ eiq0t we encounter two possibilities,
either q0 = ±|~q| or q2 = −q20+~q2 = −m2 corresponding to a zero of Z+(q2). If
Z+(q
2) has at most simple zeros, the secular solutions beyond the exponential
ansatz can only arise for q2 = 0. In particular, as long as Z+(q
2 → 0) remains
finite we find solutions with q2 = 0 which have the same secular instabilities
as for the free theory. A stable theory therefore requires that Z+(q
2) diverges
for q2 → 0. Furthermore, instabilities occur unless all possible zeros of Z+
at q2 = −m2 have positive real m2.
Let us look for the conditions of existence of secular solutions in more
detail. Defining (q¯ = |~q|)
D± = −i ∂
∂t
± q¯ (61)
the field equation for b1 reads
Z+(−D+D−)D2+b1 = 0. (62)
We consider the ansatz
b1(t) = (c0 + c1t)e
−i(q¯−ǫ)t (63)
and take the limit ǫ → 0 at the end. For c1 = 0 one has f(D+)b1 = f(ǫ)b1,
f(D−)b1 = f(ǫ−2q¯)b1, Z+(−D+D−)D2+b1 → Z+(2q¯ǫ)ǫ2b1. Our ansatz corre-
sponds to a solution provided lim
ǫ→0
Z+(2q¯ǫ)ǫ
2 = 0. This means that solutions
with q2 = 0 exist unless Z+(q
2) diverges ∼ 1/q4 for q2 → 0 or stronger.
Similarly, secular solutions with c1 6= 0 exist if Z+(q2) diverges less fast than
1/q2. In particular, if the interactions could be neglected, the quadratic part
in the MFT-effective action would still generate secular solutions. For the
particular case Z+ ∼ 1/q2 one finds plane wave solutions with q2 = 0 for b1
and b2 whereas no solutions for b3 with q
2 = 0 exists.
The situation remains qualitatively similar in presence of spontaneous
GA-symmetry breaking for µ1 = µ 6= 0. The field equations for B+ and B−
are now coupled
P˜ (q)
(
B+
B−
)
= 0. (64)
We have to determine the momenta for which at least one eigenvalue of P˜ (q)
vanishes. We will choose the momentum frame qµ = (q0, 0, 0, q¯) and the basis
b±j in field space (17). using b˜
−
1 = b
−
2 , b˜
−
2 = b
−
1 , b˜
−
3 = b
−
3 the inverse propagator
is block-diagonal and the field equations read in the subspaces spanned by
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(b+k , b˜
−
k )
P˜k(q)
(
b+k
b˜−k
)
= 0, P˜3 =
(
Z+q
2 , µ
µ∗ , Z−q2
)
,
P˜1 =
( −Z+(q0 + q¯)2 , µ
µ∗ , −Z−(q0 − q¯)2
)
,
P˜2 =
( −Z+(q0 − q¯)2 , µ
µ∗ , −Z−(q0 + q¯)2
)
. (65)
A sufficient condition for a vanishing eigenvalue of P˜k is given by det P˜k(q) =
0, with
det P˜k(q) = Z+(q
2)Z−(q
2)q4 − |µ(q2)|2. (66)
(We assume here µ2 = µ
∗
1.) If we exclude the accidental case lim
q2→0
Z+Z− =
|µ0|2/q4, the r.h.s. does not vanish for q2 → 0. Then det P˜k(q) can have
zeros only for q2 6= 0. We will call the zeros of det P˜k the regular solutions.
If these would be the only possible solutions plane waves with q2 = 0 would
be excluded for all µ 6= 0. Let us denote the location of the regular solutions
by q2 = −m2j . If all m2j are real and positive the solutions for linear fluctua-
tions are stable. This situation corresponds to massive particles with masses
mj . Indeed, det P˜k(q) actually only depends on q
2 and all small fluctuations
obey the standard dispersion relation q20 = ~q
2 + m2j . Since det P˜k(q) does
not depend on k its zeros are also independent of k. Each zero has three
eigenvectors, one for every k. We will see that they describe massive spin
one particles.
A simple example for stable regular solutions is a nonlocal mass term
Z±(q
2) = 1 +
m2±
q2
, (67)
provided m2+m
2
− > |µ|2, µ = const., m2± > 0. On the other hand, whenever
Z+Z−q4 reaches zero for q2 → 0 (e.g. in case of a finite limit Z±(q2 → 0))
one finds an instability. Since for real q2 one has det P˜k(q
2 = 0) = −|µ0|2 < 0
and det P˜k(q
2 → +∞) → q4 > 0, continuity implies that there must be a
zero at q2 > 0, corresponding to a tachyon. Finally, we note that it is also
possible that Z+Z−q4 diverges for q2 → 0 and no zero eigenvalue of det P˜k(q)
exists for any qµ. Then there are no regular solutions describing propagating
particles.
In general, also additional solutions beyond the regular ones can exist.
Indeed, if Z± diverges for q2 → 0 one can have zero eigenvalues of P˜k even
if det P˜k 6= 0. An example is the previously discussed case µ = 0, Z± =
19
1+m2±/q
2. For q2 → 0 one finds det P˜k = m2+m2−, while we have found above
zero eigenvalues of P˜k for q0 = ±q¯, i.e. q2 = 0. For the zero eigenvalue for
b+1 at q0 = −q¯ the second eigenvalue for b−2 diverges, such that the product
of the two eigenvalues remains constant. We will call the zero eigenvalues
of P˜k(q) which occur for det P˜k(q) 6= 0 the special solutions. If Z±(q) (and
µ(q)) are finite functions for all q2 6= 0 the special solutions can only occur
for q2 = 0. For this issue it is therefore sufficient to investigate the behavior
of P˜k in the limit q
2 → 0.
Let us consider the non-local wave function renormalization (67) and
µ(q2 → 0) = µ0. Without loss of generality we take µ0 real and we exclude
the special case m2+m
2
− = µ
2
0. With
P˜3(q
2 → 0) =
(
m2+ , µ0
µ0 , m
2
−
)
(68)
it is obvious that no special solutions exist for b3. The situation is different
for the transversal modes b1,2 where
P˜1(q
2 → 0) =
(
m2+
q0+q¯
q0−q¯ , µ0
µ0 , m
2
−
q0−q¯
q0+q¯
)
,
P˜2(q
2 → 0) =
(
m2+
q0−q¯
q0+q¯
, µ0
µ0 , m
2
−
q0+q¯
q0−q¯
)
. (69)
The eigenvalues of P˜1 are
λ1± =
1
2

m2+ q0 + q¯q0 − q¯ +m2−
q0 − q¯
q0 + q¯
±
[(
m2+
q0 + q¯
q0 − q¯ −m
2
−
q0 − q¯
q0 + q¯
)2
+ 4µ20
]1/2

(70)
whereas for the eigenvalues of P˜2 the role of m
2
+ and m
2
− is exchanged.
Let us take for λ1 the limit q0 → −q¯. The first term in the square root
diverges and we can expand in powers of µ20(q0 + q¯)
λ1+ = m
2
+
q0 + q¯
2q0
(
1− µ
2
0
m2+m
2
−
)
+ 0((q0 + q¯)
2). (71)
We observe indeed a vanishing eigenvalue for q0 = −q¯. The other eigenvalue
λ1− diverges. The eigenvector to λ1+ becomes purely b
+
1 since mixing with b
−
2
vanishes ∼ µ0(q0+ q¯)/(2q0m2−). The role of b+1 and b−2 is exchanged for q0 = q¯:
now b−2 admits a plane wave with q
2 = 0 whereas the inverse propagator for
b+1 diverges. Also the role of m
2
+ and m
2
− are exchanged, according to the
limiting behavior for q0 → q¯
λ1− = m
2
−
q0 − q¯
2q0
(
1− µ
2
0
m2+m
2
−
)
. (72)
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The situation in the sector b+2 , b
−
1 is similar.
In summary, we find plane waves with q0 = −q¯ for b+1 and b−1 , whereas
plane waves with q0 = q¯ exist for b
+
2 and b
−
2 . This is precisely the same
situation as for µ = 0. Similar to the case µ = 0 the special plane wave
solutions are not allowed anymore if Z± diverges for q2 → 0 as strong as
q−4 or stronger. For Z±(q) ∼ (q2)−α plane wave solutions with q2 = 0 exist
for the range 0 < α < 2. No secular solutions exist for this range. (This
differs from µ = 0 where secular solutions exist for α < 1.) The special
plane wave solutions for q2 = 0 are always bounded. If the regular solutions
are bounded the linear stability remains maintained in presence of possible
special solutions.
The condition for linear stability can now be formulated in a simple way:
it is necessary and sufficient that all zeros of det P˜k(q) occur for negative real
values of q2. In particular, this necessitates Z+Z−q4 > |µ|4 for all real values
q2 ≥ 0. Beyond linear stability we will next have to address the question
if the regular solutions of eq. (64) with q2 = −m2j and the possible special
solutions with q2 = 0 have a positive energy density. As a convenient way
to discuss this question we couple our model to gravity in a standard way
and extract the energy momentum tensor by variation with respect to the
metric. This allows us to make use of field transformations in the effective
action and to investigate the energy density for the transformed fields.
Before entering this discussion we should stress, however, that massless
charged particles are inacceptable phenomenologically even if they are stable.
Presumably this implies that no linear solutions with q2 = 0 should exist1.
This typically requires that the infrared singularities should be even stronger
than the one in eq. (67). For example, an increase of Z±(q2) in the extreme
infrared for q2 → 0 of the type Z± ∼ (q2)−3 or Z± ∼ q2/|q2|3 would remove
the solutions with q2 = 0. Regular solutions corresponding to massive spin
one particles remain possible in this case. One could also have a wave function
renormalization of the type Z± = 1 + b/(q2)2 for which no solutions of the
field equations exist at all. In this paper we will not investigate the extreme
infrared limit and simply assume that the field equations admit only regular
solutions. We will mainly use the explicit form (67) but we emphasize that
actually only the behavior of Z± in the vicinity of the poles of the propagator
at q2 = −m2j is actually needed. We also recall that in the presence of decays
the inverse propagator is typically not analytic in the complex q0-plane.
1As a more remote possibility the modes with q2 = 0 may not correspond to particles
for other reasons.
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8 Formulation in terms of gauge fields
In sect. 9 we will establish the positivity of the energy density for the regular
solutions with a nonlocal mass term (67). We will find that massive chiral
tensors correspond to massive spin one fields. It is therefore natural to look
for an equivalent formulation of our model in terms of four-vectors instead of
antisymmetric tensors. This reformulation will be introduced in the present
section.
For this purpose we express the chiral tensors in terms of vector fields V ±µ
β±µν = ∂µV
±
ν − ∂νV ±µ ±
i
2
ǫµν
ρσ(∂ρV
±
σ − ∂σV ±ρ ) (73)
such that (∂2 = ∂µ∂
µ)
∂µβ±µν = ∂
2V ±ν − ∂ν∂µV ±µ = ∂µV ±µν , (74)
with field strength
V ±µν = ∂µV
±
ν − ∂νV ±µ . (75)
We will concentrate in this section on wave function renormalizations of the
form (67). Neglecting a total derivative the quadratic term for the chiral
tensors can then be written in the form
−Lchβ,kin = −
1
2
{
(V +µν)
†(−∂2 +m2+)V +µν + (V −µν)†(−∂2 +m2−)V −µν
+µ
[
(V +µν)
†V −µν + (V −µν)
†V +µν
]}
. (76)
In this formulation the effective action is local in the sense that it contains
only a finite number of derivatives. However, the presence of terms with up
to four derivatives introduces new unusual features that we will discuss in
appendix A.
For any solution of the linear field equations for β±µν the vector fields
obeying eq. (73) are guaranteed to solve the linear field equations for V ±µ , as
derived from eq. (76). Different solutions for V ±µ may correspond, however, to
one and the same solution for β±µν , as can be easily inferred from the relation
(73). Indeed, this relation only involves the field strength V ±µν and β
±
µν is
therefore invariant with respect to the local abelian gauge transformations
V ±µ → V ±µ + ∂µλ±. (77)
One of the four degrees of V +µ is redundant, since β
+
µν or B
+
k describe only
three degrees of freedom. In turn, also the action (76) is gauge invariant, as
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well as the quartic self interactions for β±µν and the interactions with quarks
and leptons. In the latter β±µν gets simply replaced by 2V
±
µν , since the projec-
tions (1±γ5)/2 ensure the correct coupling to V ±µν ± V˜ ±µν automatically (with
the dual field strength V˜ ±µν defined in the standard way). Formulated in terms
of V ±µ the model is invariant under a local U(1)
8-symmetry, corresponding
to eight real (or four complex) parameters λ±. We emphasize that concepts
of locality and gauge symmetry depend on the basis of fields chosen for the
description. The effective action remains local once expressed in terms of
V ±µ , even in presence of the nonlocality (67) in terms of β
±
µν . On the other
hand, no trace of the gauge symmetry is visible in the formulation in terms
of βµν .
Solutions of the field equations for V ±µ are guaranteed to correspond to
solutions of the field equations for β±µν only if the relation (73) is invertible,
i.e. if V ±µ can be expressed in terms of β
±
µν . This first requires a gauge fixing
and we impose
∂µV
±µ = 0. (78)
With this constraint we may write eq. (74) as
V ±ν =
1
∂2
∂µβ±µν (79)
provided ∂2V ±ν 6= 0. For the regular solutions for β±µν , which have q2 6= 0,
this additional constraint is no problem.
The behavior of the modes with q2 = 0 is discussed in detail in appendix
A. This discussion offers interesting prospects of an alternative interpretation
of the chiral tensors, namely as an abelian gauge theory with gauge fields V ±µ .
Since the fermions carry no charge with respect to this gauge symmetry the
coupling of the gauge fields to the fermions only involves the field strength
V ±µν . In contrast to the usual gauge theories the gauge fields V
±
µ have dimen-
sion zero. Therefore V ±µν has dimension of mass and the chiral couplings to
the fermions are dimensionless. The classical kinetic term for V +µ involves
four derivatives, according to eq. (76) with m2± = 0, µ = 0. This accounts for
the canonical dimension of V ±µ . The classical action is invariant under dilata-
tion transformations. The “nonlocal mass” term breaks this scale invariance
and appears here as a local term m2±(V
±
µν)
†V +µν .
9 Positive energy for massive chiral tensors
We next turn to the condition of a positive energy density for the solutions
of the effective field equations. Since no secular solutions exist anymore
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we can restrict the discussion to plane waves. We concentrate first on the
regular solutions with four-momentum qµ obeying q
2 = −m2j . For all Fourier
modes with q2 < 0, as appropriate for the regular solutions of the linear field
equations, we may actually define a rescaled vector field with the canonical
dimension of mass [2]
S±µ =
1√
∂2
∂νβ±νµ =
√
∂2V ±µ , ∂
µS±µ = 0. (80)
The quadratic term remains local in this formulation
−Lkinβ = (S+µ )†(−∂2 +m2+)S+µ + (S−µ )†(−∂2 +m2−)S−µ
+µ[(S+µ )
†S−µ + (S−µ )
†S+µ]. (81)
However, the maximal number of derivatives is now two and the gauge fixing,
which is implicit in the definition of S±µ , has eliminated the gauge symmetry
in eq. (81). After diagonalization eq. (81) describes the standard Lagrangian
for massive vector fields, with squared masses
m2j =
1
2
{m2+ +m2− ±
√
(m2+ −m2−)2 + 4µ2}. (82)
The energy density corresponding to the Lagrangian (80) is indeed posi-
tive for the solutions of the linear field equations for S±µ , provided m
2
j > 0.
This implies positive energy for the regular solutions of the field equations for
β±µν . We conclude that in presence of the nonlocal wave function renormaliza-
tion (67) the fields β±µν describe stable massive spin one particles. Decays into
lighter particles will turn those into resonances, and their status is similar to
the ρ− mesons in QCD.
10 Mass generation for chiral tensors
Possible mechanisms for the generation of “nonlocal mass terms” m2± have
been discussed in [2]. We only add here the perspective of the gauge theory
in terms of V ±µ . In the gauge theory version the mass term appears in a local
form
−Lm2 = −1
2
{
m2+(V
+
µν)
†V +µν +m2−(V
−
µν)
†V −µν
}
. (83)
This resembles the standard kinetic term for gauge theories, but we note
the “wrong” overall sign. (The opposite sign for Lm2 would lead to unsta-
ble solutions.) Also the dimensions are different from a usual gauge theory
due to the different dimension of V ±µ . The classical symmetry which forbids
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Lm2 is dilatation symmetry. This symmetry is broken by quantum anomalies
leading to running couplings. The asymptotically free chiral couplings gen-
erate a non-perturbative mass scale Λch, very similar to the non-perturbative
scale ΛQCD in QCD. It seems plausible that mass terms m
2
± ∼ Λ2ch can be
generated. In particular, this holds in presence of cubic couplings γ˜ for β or
V which are generated by electroweak symmetry breaking [2]. Since these
effective couplings have dimension of mass it seems not so surprising that
they generate effective contributions m2± ∼ γ˜2, as found by an explicit one
loop computation [2]. We finally mention that a non-local mass term for chi-
ral tensors has been proposed in a different context by Chizhov [5] through
the mixing with additional gauge bosons. We show in appendix B that such
a mixing cannot lead to a stable theory since the additional vector mesons
become ghosts.
A crucial ingredient for the mass generation and for our arguments in fa-
vor of the stabilization of chiral tensor theories is the asymptotic freedom of
the chiral couplings to the fermions. One may wonder what happens in theo-
ries for chiral tensors in the absence of fermions, where the only microscopic
interactions are the quartic interactions (54). In a first glance the issue of
the generation of a nonlocal mass term seems more obscure. On the other
hand, one may ask if the presence of the interactions renders the Hamilto-
nian bounded from below, at least in presence of an ultraviolet cutoff for the
momenta. We address this question in the appendix C. Such a boundedness
will require certain positivity criteria for the quartic interactions and we will
discuss in the appendix D if they can be met.
11 Conclusions
In this paper we have presented arguments that theories with chiral tensor
fields are consistent quantum field theories. In this respect a theory with
interactions with fermions differs from a free theory. The free theory for chi-
ral tensors has an unbounded Hamiltonian and therefore shows instabilities.
However, the free theory lies on the boundary between stable and unstable
behavior. The interactions are therefore crucial for an assessment of the sta-
bility of the model. We argue that the interactions with the fermions become
strong at a characteristic scale Λch and induce a non-perturbative mass term
for the chiral tensors ∼ Λ2ch. In presence of this mass term the tensor fields
describe massive spin one particles and the solutions of the field equations
are stable. Since also the Lorentz symmetry is preserved the quantization of
interacting chiral tensors is consistent.
The issue of consistency can also be regarded from a completely different
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viewpoint. Let us neglect the quartic interactions (54) and the gauge bosons
mediating the usual electroweak and strong interactions. The model is then
quadratic in the chiral tensor fields which may be integrated out. We there-
fore can formulate our model as an equivalent purely fermionic model with
a nonlocal quartic interaction
−L4,F = {u¯RFUσνµqL}∂ν∂ρ
∂4
{q¯LF †Uσρ µuR}
+{q¯LF †DσνµdR + l¯LF †LσνµeR}
∂ν∂ρ
∂4
{d¯RFDσρµqL + e¯RFLσρµlL}. (84)
We can start as well with the fermionic model (with classical action S =∫
x
(Lkin,F + L4,F ) and Lkin,F the kinetic term for free fermions). It defines
a relativistic quantum field theory via a functional integral over fermionic
Grassmann fields. This functional integral can be fully regulated - in the
infrared by considering antiperiodic Grassmann fields on a torus, and in the
ultraviolet by a cutoff respecting the Lorentz and chiral symmetries [9], [8].
There is little doubt that such a model describes some type of consistent
quantum field theory - the only question concerns the nature of its ground
state.
Of course, the determination of the ground state for the interaction (84)
is rather intricate. Nevertheless, the enhancement of the attractive inter-
action in the tensor exchange channel for low q2 strongly suggests the use
of partial bosonization via a Hubbard-Stratonovich transformation. This
precisely yields our model for chiral tensors with an equivalent action S =∫
x
(Lkin,F+Lch+Lkin). Since this model for chiral tensors coupled to fermions
is strictly equivalent to the purely fermionic model with interaction (84) it
should be considered as a consistent quantum field theory as well. We do
not think that the addition of the gauge interactions and the quartic tensor
interactions spoils this consistency.
In summary, the absence of a consistent free theory for chiral tensors only
indicates that the ground state is not perturbative. (Actually, this also holds
for the Higgs model of spontaneous symmetry breaking where the free the-
ory with a negative mass term- in the limit of vanishing quartic coupling -
is tachyonic.) Nevertheless, the absence of a consistent free theory has prob-
ably prevented so far the systematic investigation of the phenomenological
consequences of this interesting class of quantum field theories. We hope
that our results open the door for a determination of the properties of the
ground state and its possible interesting consequences for our understanding
of electroweak symmetry breaking.
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Appendix A: Equivalent gauge theory and dual
shifts
For a wave function renormalization (67) the field equations for Vµ have plane
wave solutions with ∂2Vµ = 0. Even though the approximation (67) is not
realistic for q2 → 0 the discussion of this case will shed some light on the
properties of the unusual gauge field kinetic term (76). We first address the
general relation between the solutions of the effective field equations for βµν
and the ones for Vµ. Omitting indices and summations we may write the
field equations for V as
δL
δV
=
δL
δβ
δβ
δV
= 0. (A.1)
In linear order the field equations for V and β read respectively
δL
δV
= AV V = 0 ,
δL
δβ
= Aββ = 0. (A.2)
For a linear relation between β and V one has
AV = AβCβV , CβV =
δβ
δV
. (A.3)
For plane waves these relations hold for every momentum mode sepa-
rately. Nontrivial solutions for V correspond to zero eigenvalues of AV and
therefore detAV = 0. From this we can conclude that Aβ has zero eigen-
values (for the same momentum) only if the relation between β and V is
invertible. Invertibility requires a gauge fixing like eq. (78), but this a suf-
ficient condition only for q2 6= 0, cf. eq. (79). After the gauge fixing only
three independent components of V remain and invertibility corresponds to
detCβV 6= 0. For the modes with q2 = 0 one finds detCβV = 0 even after
gauge fixing. We want to ensure invertibility also for q2 = 0 and impose for
the modes with q2 = 0 an additional condition for V which eliminates the
eigenvectors of the zero eigenvalues of CβV .
Let us concentrate on the Fourier modes Vµ(q) with q
2 = 0 and denote
with V¯ the nontrivial solutions of the relation
CβV V¯ = 0. (A.4)
A new “gauge transformation” V → V +V¯ , with V¯ an arbitrary vector in the
space of solutions of eq. (A.4), will leave β invariant. The gauge fixing (78)
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qµV
µ(q) = 0 is not sufficient to eliminate all V¯ and has to be supplemented
by an additional constraint for q2 = 0. Once this is done, the solutions of
the field equations derived from the effective action for V are fully equivalent
to the solutions of the field equations for β. We can then use the local form
of the effective action (76). In other words, certain solutions of the field
equations derived from eq. (76) with ∂2V ±µ = 0 correspond to generalized
gauge degrees of freedom (if m2+m
2
− 6= µ2). They decouple from the physical
degrees of freedom, e.g. from the quarks and leptons.
Indeed, the formulation in terms of V ±µ exhibits an additional symmetry
beyond the gauge transformations (77). We can add to V +µ an arbitrary
anti-self-dual field δV +µ . If δV
+
µ (x) obeys
∂µδV
+
ν − ∂νδV +µ = −
i
2
ǫµν
ρσ(∂ρδV
+
σ − ∂σδV +ρ ) (A.5)
the antisymmetric tensor β+µν (73) remains unchanged. Similarly, we have the
freedom to add to V −µ an arbitrary self-dual field. One may check explicitely
that the action based on eq. (76) is invariant under these transformations2.
We call the transformations
V ±µ → V ±µ + δV ±µ , ∂µδV ±ν − ∂νδV ±µ = ∓iǫµν ρσ∂ρδV ±σ (A.6)
the “dual shifts” if δV ±µ cannot be represented as ∂µλ
±.
Let us consider the case where the dual shifts are plane waves. In mo-
mentum space the condition (A.6) becomes
qµδV
±
ν − qνδV ±µ = ∓iǫµν ρσqρδV ±σ . (A.7)
We first concentrate on the modes with q2 = 0. For the choice q1 = q2 =
0 , q0 = q3 = q¯ the constraint for δV
±
µ (q) becomes
δV ±1 = ±iδV ±2 , δV ∓3 = δV ∓0 . (A.8)
Both relations pick up an additional minus sign if we choose instead q0 = −q¯.
For δV ±1,2 = 0 one has δV
±
µ ∼ qµ and the variation (A.8) is therefore an abelian
gauge transformation. However, the relation (A.8) allows also variations with
δV ±1,2 6= 0 - the dual shifts. Without loss of generality we can take the dual
shifts as purely transversal, i.e. δV ±3,0 = 0.
2The standard kinetic term for gauge fields ∼ ∫
x
F ∗
µν
Fµν is invariant under transfor-
mations obeying (A.5) or the corresponding one for anti-self dual variations. However,
in QCD this is not a symmetry of the action since the coupling between photons and
electrons is not invariant.
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In contrast, we may consider the modes with q2 6= 0, taking q1 = q2 =
0 , q20 6= q23. The only solution of eq. (A.7) is now δV ±1,2 = 0. Thus for
the modes with q2 6= 0 no independent dual shifts exist. This reflects our
observation that for q2 6= 0 the relation between V ±µ and β∓µν is invertible if
the gauge fixing (78) is imposed. In general, the transformations (A.6) are
local transformations - we may choose independent δV ±µ (q) for the different
momentum modes. However, for plane waves most of these transformations
correspond to local gauge transformations. Independent dual shifts exist only
for the modes with q2 = 0.
The dual shifts constitute an additional symmetry group under which the
action for V ±µ must be invariant. This restricts the most general form of the
gauge invariant action for V ±µ to such terms that can also be expressed in
terms of β±µν . At this point we recall that the dual shifts act differently on V
+
µ
and V −µ . This is actually the only memory that V
+ and V − are connected
to different Lorentz-representations β+ and β−. In particular, the dual shift
invariance forbids a coupling of V − to the fermion bilinear u¯RqL in eq. (50)
- the only allowed couplings involve q¯LdR and l¯LeR. In turn, V
+ can only
couple to u¯RqL. The dual shift symmetry is obviously a crucial ingredient if
our model is formulated in terms of gauge fields V ±µ .
The possibility of gauge fixing for the dual shifts is precisely what is
needed in order to eliminate all spurious solutions V¯ (A.4) and to make the
relation between V and β invertible also for q2 = 0. We can then discuss the
field equations for V ± instead of the ones for β±. For plane waves the field
equation derived from eq. (78) reads
(q2 +m2±)(q
2V ±µ − qµqνV ±ν) = −µ(q2V ∓µ − qµqνV ∓ν). (A.9)
In a frame with qµ = (q0, 0, 0, q¯), q¯ > 0 we can write the general solution as
V ±µ (q) = c
±(q)qµ + Vˆµ(q) , Vˆ3(q) =
q0
q¯
Vˆ0(q) (A.10)
where c±(q) describe gauge modes and Vˆµ obeys
(q2 +m2±)q
2Vˆ ±µ = −µq2Vˆ ∓µ . (A.11)
The solutions with q2 6= 0 correspond to the massive spin one particles with
masses given by eq. (82). Besides that one always finds solutions with q2 = 0.
In the limit m2± = 0 , µ = 0 the solutions with q
2 6= 0 and q2 = 0 merge into
solutions with q2 = 0. All solutions have now q2 = 0 and the double pole in
the propagator ∼ 1/q4 for V ±µ explains the presence of the secular solutions
discussed in sect. 3.
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Let us next consider the case m2± 6= 0 , µ = 0. For q2 = 0 the propagator
has now only a simple pole and no secular solutions remain. For the modes
with q2 = 0 there is a residual gauge symmetry which leaves the gauge
fixing qµV
µ = 0 invariant. Similar to electromagnetism we can employ the
gauge symmetry in order to set Vˆ0 = Vˆ3 = 0. The remaining solution for
Vˆ ±µ (q) is then purely transversal - only Vˆ1,2 differ from zero. The two linearly
independent solutions can be written as Vˆ2 = iVˆ1 and Vˆ2 = −iVˆ1. For q0 > 0
and Vˆ + the second one can be eliminated by a dual shift transformation
(A.8) and therefore describes a generalized gauge degree of freedom. The
“physical mode” obeys Vˆ2 = iVˆ1 and corresponds to the linear combination
Vˆ +1 −iVˆ +2 . Inserting V +0 = V +3 = 0 into eq. (73) one obtains the nonvanishing
components of β+µν
β+01 = iβ
+
23 = i(q0V
+
1 − iq¯V +2 ),
β+02 = iβ
+
31 = i(q0V
+
2 + iq¯V
+
1 ), (A.12)
and, correspondingly
B+1 = q0V
+
1 − iq¯V +2 , B+2 = q0V +2 + iq¯V +1 , B+3 = 0, (A.13)
or
b+1 =
1√
2
(q0 − q¯)(V +1 + iV +2 ),
b+2 =
1√
2
(q0 + q¯)(V
+
1 − iV +2 ). (A.14)
For q0 = q¯ the physical mode obeys V
+
2 = iV
+
1 such that b
+
1 = 0 , b
+
2 =
2
√
2q¯V +1 , whereas for q0 = −q¯ the physical mode reads b+1 = −2
√
2q¯V +1 , b
+
2 =
0. This reflects the properties of the solutions to the field equations for bj :
solutions with q0 = q¯ exist only for b2 and solutions with q0 = −q¯ only for
b1. In the gauge theory formulation this strange behavior is a consequence of
the dual shift symmetry. No solution with q2 = 0 exist for b3 and we recover
all features of the discussion after eq. (63).
Appendix B: Mixing of chiral tensors and gauge
bosons
It has been suggested that a mass term for chiral tensors can be induced by
coupling them to gauge bosons [5]. We show here that this mechanism leads
to tachyons or ghosts in the spin one sector and is therefore not acceptable.
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We will demonstrate the problem with complex chiral tensor fields βµν =
β+µν + β
−
µν and add complex gauge fields Aµ. (The problem is similar for real
fields.) We investigate the effective action in momentum space with
Γ =
∫
q
{
q2
4
Πµνρσ(q)β
µν(q)∗βρσ(q)
+
µ
4
βµν(q)∗βµν(q)
−ǫ˜
[
βµν(q)∗Fµν(q) + β
µν(q)F ∗µν(q)
]
+
1
4
F µν(q)∗Fµν(q) +
1
2
(m2gµν +
1
α
qµqν)A
µ∗(q)Aν(q)
}
(B.1)
with
Πµνρσ(q) =
1
2
(gµρgνσ − gµσgνρ)
− 1
q2
(qµqρgνσ − qµqσgνρ − qνqρgµσ + qνqσgµρ) (B.2)
obeying
ΠµναβΠ
αβ
ρσ =
1
2
(gµρgνσ − gµσgνρ). (B.3)
The coupling ǫ˜ between gauge bosons and tensors involves the field strength
Fµν = ∂µAν − ∂νAµ and is consistent with the U(1)×U(1) gauge symmetry.
We have added a gauge fixing term with parameter α and a mass term m2
for the gauge bosons. The latter can be thought of as being generated by the
usual Higgs mechanism of spontaneous gauge symmetry breaking by complex
scalar fields. The local term ∼ µ
{
(β+µν)∗β−µν + (β
−µν)∗β+µν
}
mixes the β+
and β− components. It violates the chiral U(1)A symmetry or the discrete
symmetry GA which forbid local mass terms. In our context it may also be
induced by spontaneous symmetry breaking through scalar fields.
In order to investigate the spectrum we first solve the field equations for
the gauge fields in presence of βµν(q
2 6= −m2)
Pµν(q)A
ν(q) = −2iǫ˜qνβνµ(q), (B.4)
Fµν(q) =
2ǫ˜
q2 +m2
(qµqρgνσ − qνqρgµσ)βρσ(q). (B.5)
Insertion into the field equation for β yields[
q2
4
(
1 +
4ǫ˜2
q2 +m2
)
Πµνρσ +
(
µ
4
− q
2ǫ˜2
q2 +m2
)
1
2
(gµρgνσ − gνρgµσ)
]
βρσ(q) = 0
(B.6)
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or, in the basis of fields B±k(
1 +
4ǫ˜2
q2 +m2
)
Pkl(q)B
+
l (q) +
(
µ− 4q
2ǫ˜2
q2 +m2
)
B−k (q) = 0(
1 +
4ǫ˜2
q2 +m2
)
P ∗kl(q)B
−
l (q) +
(
µ− 4q
2ǫ˜2
q2 +m2
)
B+k (q) = 0. (B.7)
We concentrate on generic momenta for which
µ(q2 +m2) 6= 4q2ǫ˜2. (B.8)
With
A(q2) =
4q2ǫ˜2
q2 +m2
(B.9)
one finds by inserting one of the equations (B.7) into the other
(q2 + µ)
(
q2 − µ+ 2A(q2)
)
B±k (q) = 0. (B.10)
Stability requires that all nontrivial plane wave solutions occur for neg-
ative or zero q2. One of the modes has q2 = −µ and we therefore require
µ ≥ 0. The other modes obey
q2 = µ− 2A(q2) (B.11)
which results in a quadratic equation
q4 + (m2 − µ+ 8ǫ˜2)q2 − µm2 = 0. (B.12)
The solutions are
q2 = −1
2
{
8ǫ˜2 − µ+m2 ±
√
(8ǫ˜2 − µ+m2)2 + 4µm2
}
. (B.13)
For m2 = 0 there is a solution with q2 = 0 and one with q2 = −(8ǫ˜2 − µ).
The latter corresponds to a stable particle if 8ǫ˜2 > µ - this is the scenario
discussed in [5].
If we turn on a Higgs mechanism the covariant kinetic term for the scalar
will produce a positive m2 = g2|ϕ0|2 where g is the gauge coupling and ϕ0
the vacuum expectation value of the scalar. For any positive m2 we find
a tachyonic mode with positive q2. This may seem strange since the usual
Higgs mechanism produces a positive squared mass for the gauge bosons,
as can be seen in the limit ǫ˜ = 0 where the gauge boson corresponds to
the solution with q2 = −m2 (while the chiral tensor is now tachyonic with
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q2 = µ.) In order to explain our result we observe that for m2 = 0 (ϕ0 = 0)
the gauge symmetry remains unbroken and requires a massless gauge boson,
as found here. However, the gauge symmetry does not guarantee that the
effective kinetic term for the gauge boson is positive. Due to the mixing the
effective kinetic term may turn negative such that the gauge bosons appear
as “ghosts”. Indeed with a negative kinetic term a positive mass term would
result in a zero of the inverse propagator at q2 > 0. This is precisely what
happens due to the mixing with the chiral tensors - the gauge bosons are
turned into ghosts.
In order to see this easily we “integrate out” the chiral tensors, i.e. we
solve the field equation for βµν in presence of the gauge fields
q2
4
Πµνρσ(q)β
ρσ(q) +
µ
4
βµν(q) = ǫ˜Fµν(q) (B.14)
and insert the solution into the effective action. We are interested in the zero
of the inverse propagator at q2 = 0 (for m2 = 0) and may therefore use the
simplified field equation βµν = (4ǫ˜/µ)Fµν . Then the effective action becomes
for low momenta
Γ =
∫
q
(
1
4
− 4ǫ˜
2
µ
)
F µν
∗
(q)Fµν(q). (B.15)
For ǫ˜2 > µ/16 the effective kinetic term turns negative. We recall that
ǫ˜2 > µ/8 was necessary to avoid a tachyon - thus the model contains either
a tachyon or a ghost or both. In presence of interactions a ghost will lead to
instabilities even in the absence of gauge symmetry breaking (m2 = 0). We
conclude that this scenario is unacceptable.
We may cast the mixing between the gauge bosons and the chiral tensors
into the language of the main part of this paper by “integrating out” the
gauge bosons. Insertion of the field equation (B.5) into the effective action
yields
Γ =
∫
q
{
q2
4
(
1 +
4ǫ˜2
q2 +m2
)
Πµνρσ(q)β
µν∗(q)βρσ(q)
+
(
µ
4
− q
2ǫ˜2
q2 +m2
)
βµν
∗
(q)βµν(q)
}
. (B.16)
For m2 = 0 we see that the mixing indeed contributes to the nonlocal mass
term ∆m2+ = ∆m
2
− = 4ǫ˜
2, but also to ∆µ = −4ǫ˜2. For det P˜ (q) in eq. (55)
one finds
det P˜ (q) = (q2 + 4ǫ˜2)2 − (µ− 4ǫ˜2)2 (B.17)
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with zeros at q2 = −µ, q2 = −(8ǫ˜2 − µ).
For m2 > 0 an additional solution with q2 > 0 appears, according to
eq. (B.13). In the limit m2 → 0 this should turn into the ghost at q2 = 0.
However, this mode is no longer visible in eq. (B.16) which has only two
modes with positive squared mass if m2 = 0, 8ǫ˜2 > µ, µ > 0. The reason
for the apparent disappearing of the ghost mode reflects that eq. (B.4) is no
longer invertible if q2 = 0, m2 = 0 and therefore the effective action (B.16) is
not valid for q2 +m2 = 0.
Of course, we can get all these results by investigating directly the zero
eigenvalues of the inverse propagator matrix in the space of chiral tensor
and gauge fields. We also mention that an investigation of the special case
µ(q2 +m2) = 4q2ǫ˜2 does not change the situation.
We conclude that the mixing of chiral tensors and gauge bosons should be
a subleading effect and cannot be responsible for the generation of a nonlocal
mass term for the chiral tensors. A small mixing between the chiral tensors
and the gauge bosons is expected in a realistic model for weak interactions
[2]. A different mechanism has to produce nonlocal mass terms of the type
m2± as discussed in the main text. Then a small mixing is acceptable, as
discussed in [2]. In eq. (B.17) the nonlocal mass term adds an additional
piece ∼ m2±/4 in front of Πµνρσ. Now, stability can be achieved in a region of
small ǫ˜2 where the kinetic term for the gauge fields (B.15) remains positive.
More precisely, this holds for m2+ = m
2
−, whereas for m
2
+ 6= m2− a distinction
between β+µν and β
−
µν has to be made. The phenomenology of this mixing,
which influences the magnetic moment of the muon, has been addressed in
[2].
Appendix C: Stability for interacting chiral
tensors without fermions?
In this appendix we argue that in presence of appropriate positivity proper-
ties of the interactions the Hamiltonian for chiral tensors without fermions
becomes bounded from below, such that the model can be quantized consis-
tently.
In the operator picture the quartic polynomial in the fields Bk (54) di-
rectly translates into a corresponding interaction contribution to the Hamil-
tonianHint which is quartic in Qˆ. On an extremely simplified level the crucial
features of a possible stabilization can already be seen by adding in eq. (39)
to hˆ1 an interaction piece hˆint = λ(QˆαQˆα)
2. Indeed, a term ∼ (B∗kBk)2 in L
will induce an additional term in h, i.e. hint ∼ λ(b∗1b1)2 or, on the operator
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level
hˆint = λ(QˆαQˆα)
2 = λ
(
∂2
∂x2
+
∂2
∂y2
)2
= λ
(
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂ϕ2
)2
. (C.1)
It is obvious that the Hamiltonian hˆP + hˆM + hˆint has a bounded spectrum
for λ > 0. Inserting ∂2/∂ϕ2 = −m2 one may solve the remaining differential
equation for the dependence on r. Alternatively, in coordinate space the
system hˆP + hˆint corresponds to an unharmonic two-component oscillator
and hˆM = −iq∂/∂ϕ′ = mq does not affect the boundedness.
We want to show that Hˆ is bounded from below for suitable positivity
properties of Hˆint. This requires that Hint(B) grows in all directions in
field space for B → ∞. With this positivity restriction on the interaction
the pieces HˆP , HˆQ and Hˆint are all positive definite. The only problem for
boundedness may arise from HˆM . Let us consider
Hˆ ′P =
1
2
∫
d3q
(2π)3
(Pˆ sukα − κǫkljqlQˆsujα)(Pˆ sukα − κǫkl′j′ql′Qˆsuj′α) (C.2)
which obeys
Hˆ ′P = HˆP + HˆM − HˆQ − Hˆ ′Q , Hˆ = Hˆ ′P + 2HˆQ + Hˆ ′Q + Hˆint,
H ′Q = −
1
2
∫
d3q
(2π)3
~q 2QˆsukαQˆ
su
kα. (C.3)
since Hˆ ′P and HˆQ are positive semidefinite operators it is sufficient to show
that Hˆint + Hˆ
′
Q is bounded from below. For definiteness, let us think about
some regularized version, for example on a lattice with large but finite vol-
ume, where ~q2 is bounded and the momentum integration is replaced by a
discrete sum. The boundedness of Hˆint + Hˆ
′
Q is dictated by the interaction
term Hˆint since this contains terms quartic in Qˆ. Omitting for a moment the
various indices one finds in coordinate space a structure of the type
Hˆint + Hˆ
′
Q =
∫
d3x{λQˆ4(x)− 1
2
∂kQˆ(x)∂kQˆ(x)} (C.4)
This may be evaluated for Qˆ-eigenstates Qˆ(x)ψ = B(x)ψ such that Hˆint+Hˆ
′
Q
becomes a functional of B(x). Despite the negative sign of the gradient term
this is bounded from below since lattice-derivatives will be of the order of
the inverse lattice distance. Therefore the quartic term always dominates
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for large enough |B|, demonstrating that Hˆint + Hˆ ′Q is indeed bounded from
below, implying that also the full Hamiltonian Hˆ is bounded from below.
Adding a suitable constant the energy is therefore positive and the quantum
system is well defined if Hint meet the positivity criteria.
One may suspect that problems may arise since our argument has involved
a regularization and the minimum of Hˆint+ Hˆ
′
Q is realized for functions B(x)
with large gradient terms. The problem of finding the state which minimizes
the full Hamiltonian Hˆ is much more complex, however. For Qˆ-eigenfunctions
with large |∂kB|2 one also obtains a large positive contribution from Hˆ ′P
which cancels the negative contribution from Hˆ ′Q. Our simple arguments
involving a regularization should therefore only be used for the formal proof
of the boundedness of Hˆ, not for a search of the state minimizing the energy.
As we have learned before, negative contributions to Hˆ arise only from the
transversal modes. For those modes Hˆ is actually linear in the gradient term
(i.e. HˆM in eq. (44)) and the coefficient of the linear term involves Pˆ . The
problem of finding the ground state (minimum of Hˆ) amounts to solving the
quantum field theory for interacting chiral tensor fields.
Appendix D: Positivity properties of quartic
interactions
In this section we investigate if it is possible to achieve a growing Hint for
growing |B|. We discuss the quartic polynomial (54) and investigate of Hint
can be made positive definite for all Bk 6= 0 by restricting the space of
allowed couplings τi. For example, we may only retain positive couplings
τ+ > 0, τ− > 0 and set all other quartic interactions to zero. However, the
resulting Hamiltonian is not positive definite in all directions in field space.
To show this for a one-component tensor it is sufficient to consider B+k and
use invariance under rotations in order to achieve for the real and imaginary
parts B2R = B3R = 0, B3I = 0. Insertion into eq. (54) yields
Hint =
τ+
4
{
(B21R − B22I)2 +B41I + 2B21I(B21R +B22I)
}
. (D.1)
Thus Hint is positive semidefinite, but it has two flat directions B2I =
±B1R, B1I = 0. We may also add an interaction
− Lβ,4 = τˆ
32
(β†µνβ
µν)2 =
τˆ
2
[
(B+k )
†B−k + (B
−
k )
†B+k
]2
(D.2)
which corresponds to τ1 = τˆ , τ3 = 2τˆ , τj = 0 otherwise. For τˆ > 0 this is
again positive semidefinite, but it does not influence the flat directions of the
invariant ∼ τ+ if we set B−k = 0.
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We will show next that a flat direction is present for arbitrary polyno-
mials in B±k that respect the Lorentz symmetry. Thus a local form of Hint
is at best positive semi-definite. Our argument follows from simple group
theory. We first consider invariants that do not involve B−. They have to be
built from n+ factors B
+ and n− factors B+∗. With respect to the Lorentz
symmetry B+ transforms as (3, 1) such that (B+)n+ is in some reducible
representation (R+, 1). Similarly, (B
+∗)n− belongs to (1, R−), and the total
invariant transforms as (R+, R−). Since this must be the singlet representa-
tion (1, 1) we can conclude that the product of n+ factors B
+ must be itself a
singlet, and similarly for the n− factors of B+∗. Next, a singlet with respect
to the Lorentz symmetry must be a singlet with respect to the subgroup of
rotations. Therefore the n+ factors of B
+ can be written in terms of the
two rotation invariants B+k B
+
k and ǫklmB
+
k B
+
l B
+
m. We next express the first
rotation invariant in terms of the linear combinations b1, b2, b3 as
B+k,aB
+
k,b = b1,ab2,b + b2,ab1,b + b3,ab3,b (D.3)
where a, b are additional indices if we have more than one sort of complex
B+-fields. It is obvious that for b2 = b3 = 0 this invariant vanishes for
arbitrary b1. Also the invariant ǫklmB
+
k,aB
+
l,bB
+
m,c vanishes (even in presence
of arbitrary internal indices a, b, c) since it involves at least one factor of
B3 = b3. We conclude that all possible polynomial invariants constructed
only from B+ and (B+)∗ have flat directions, namely b2 = b3 = 0 with
arbitrary b1, and b1 = b3 = 0 with arbitrary b2. This remains unchanged if
we include invariants involving B−, since the flat directions in B+ persist if
we put B− = 0.
This finding has the far reaching consequence that any effective action
which is local in the fields βµν , i.e. which admits an expansion in powers
of derivatives around constant βµν , will necessarily lead to flat directions in
field space. The corresponding modes are massless, i.e. the inverse propa-
gator vanishes for q2 = 0, and furthermore there is no potential in these di-
rections. This situation changes only once nonlocal terms are generated, like
the nonlocal mass term m2+. Due to the nontrivial Lorentz-transformation
properties of projectors like Pkl(q)/q
2 new Lorentz structures are admitted
and can lift the degeneracy in the flat directions.
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