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Abstract. The sphere packing problem asks for the densest packing of unit balls
in Ed. This problem has its roots in geometry, number theory and information theory
and it is part of Hilbert’s 18th problem. One of the most attractive results on the
sphere packing problem was proved by C. A. Rogers in 1958. It can be phrased as
follows. Take a regular d−dimensional simplex of edge length 2 in Ed and then draw
a d−dimensional unit ball around each vertex of the simplex. Let σd denote the
ratio of the volume of the portion of the simplex covered by balls to the volume of
the simplex. Then the volume of any Voronoi cell in a packing of unit balls in Ed
is at least ωd
σd
, where ωd denotes the volume of a d−dimensional unit ball. This has
the immediate corollary that the density of any unit ball packing in Ed is at most
σd. In 1978 Kabatjanskii and Levensˇtein improved this bound for large d. In fact,
Rogers’ bound is the presently known best bound for 4 ≤ d ≤ 42, and above that
the Kabatjanskii-Levensˇtein bound takes over. In this paper we improve Rogers’
upper bound for the density of unit ball packings in Euclidean d−space for all d ≥ 8
and improve Kabatjanskii-Levensˇtein upper bound in small dimensions. Namely, we
show that the volume of any Voronoi cell in a packing of unit balls in Ed, d ≥ 8 is
at least ωd
σ̂d
and so the density of any unit ball packing in Ed, d ≥ 8 is at most σ̂d,
where σ̂d is a geometrically well-defined quantity satisfying the inequality σ̂d < σd
for all d ≥ 8. We prove this by showing that the surface area of any Voronoi cell in
a packing of unit balls in Ed, d ≥ 8 is at least d·ωd
σ̂d
.
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0. Introduction
A family of non-overlapping d−dimensional balls of radii 1 in the d−dimensional
Euclidean space Ed is called a unit ball packing of Ed. The density of the packing
is the proportion of space covered by these unit balls. The sphere packing prob-
lem asks for the densest packing of unit balls in Ed. Indubitably, of all problems
concerning packing it was the sphere packing problem which attracted the most
attention in the past decade. It has its roots in geometry, number theory and infor-
mation theory and it is part of Hilbert’s 18th problem. The reader is referred to [10]
(especially the third edition, which has about 800 references covering 1988-1998)
for further information, definitions and references. In what follows we report on a
few selected developments and then we state the main results of this paper.
The Voronoi cell of a unit ball in a packing of unit balls in Ed is the set of
points that are not farther away from the center of the given ball than from any
other ball’s center. As it is well-known (see for exapmle [24]) the Voronoi cells of
a unit ball packing in Ed form a tiling of Ed. One of the most attractive results
on the sphere packing problem was proved by C. A. Rogers [23] in 1958. It was
rediscovered by Baranovskii [2] and extended to spherical and hyperbolic spaces by
Bo¨ro¨czky [6]. It can be phrased as follows. Take a regular d−dimensional simplex
of edge length 2 in Ed and then draw a d−dimensional unit ball around each vertex
of the simplex. Let σd denote the ratio of the volume of the portion of the simplex
covered by balls to the volume of the simplex. Then the volume of any Voronoi
cell in a packing of unit balls in Ed is at least ωd
σd
, where ωd denotes the volume
of a d−dimensional unit ball. This has the immediate corollary that the (upper)
density of any unit ball packing in Ed is at most σd. Daniel’s asymptotic formula
[24] yields that
σd =
d
e
2−(0.5+o(1))d (as d→∞).
Then 20 years later, in 1978 Kabatjanskii and Levensˇtein [18] improved this bound
in the exponential order of magnitude as follows. They showed that the density of
any unit ball packing in Ed is at most
2−(0.599+o(1))d (as d→∞).
In fact, Rogers’ bound is the presently known best bound for 4 ≤ d ≤ 42 (see also
Remark 2 below), and above that the Kabatjanskii-Levensˇtein bound takes over
([10], p. 20).
There has been some important recent progress concerning the existence of eco-
nomical packings. On the one hand, improving earlier results, Ball [1] proved
through a very elegant completely new variational argument that for each d, there
is a lattice packing of unit balls in Ed with density at least
d− 1
2d−1
ζ(d),
where ζ(d) =
∑∞
k=1
1
kd
is the Riemann zeta function. On the other hand, for
some small values of d, there are explicit (lattice) packings which give densities
(considerably) higher than the bound just stated. In connection with this we briefly
mention some of the exciting results of lower dimensions. The reader is referred to
[10], [12], [22] and [25] for a comprehensive view of results of this type.
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In E3, the face centered cubic lattice packing of congruent balls with density
pi√
18
= 0.74048 . . . was conjectured by Kepler to be the densest packing among all
packings of unit balls ([10]). It has been proven that the face centered cubic lattice
is a locally optimal arrangement (for completely independent approaches to this
see [3], [11] and [13]) and that the density of any packing of congruent balls in
E3 cannot be larger than 0.773055 . . . , which was established by Muder in [21].
Finally, in 1998 Hales [16] announced that the final step in the proof of Kepler
Conjecture has been completed : the Kepler conjecture is now a theorem (finishing
a several years complex project that started with [14] and [15]). Hales’ proof is long
and difficult and requires extensive computer calculation. As of October, 2001, it
has not yet been published but, it is widely regarded as being likely to be correct.
In Ed, 4 ≤ d ≤ 9, the densest packings of congruent balls known are obtained by
the ”laminating” or ”greedy” construction described in [8]. (In fact, [8] determines
all equivalent laminated lattices for d ≤ 25 and produces many of the densest
lattices known up to 25.) In E10, we encounter for the first time a nonlattice
packing of congruent balls that is denser than all known lattice packings. This
packing is obtained from ”Construction A” (for more details see [20] and [25]).
In Ed, 18 ≤ d ≤ 22, record nonlattice packings of congruent balls have recently
been given such as Vardy’s construction [26] (”Construction B∗”) and Bierbrauer
and Edel record packing in E18 (see [25] and also [9]). The packing of congruent
balls with proper radii around the points of the Leech lattice is a remarkably dense
packing in E24. New packings of congruent balls in Ed, 26 ≤ d ≤ 31 have been
recently discovered by Bacher, Borcherds, Conway, Sloane, Vardy, Venkov - see [10]
for details. Finally, we mention the Kschischang and Pasupathy lattice packing [19]
of balls in E36 and the Mordell-Weil lattice packings of balls in Ed, 80 ≤ d ≤ 4096
discovered by Elkies and Shioda that are the densest lattice packings of balls known
in those dimensions -see [10] and [25] for details. For a complete account on record
packings we refer to [22]. All these explicit constructions raise the well-known
challenging question whether one can find a smaller upper bound than Rogers’
bound for the density of unit ball packings, especially in low dimensions. The
Corollary established in this paper does exactly this by improving Rogers’ upper
bound for the density of unit ball packings in Euclidean d−space for all d ≥ 8.
In what follows we state the major results of this paper. As usual, let lin(. . . ),
aff(. . . ), conv(. . . ), Vold(. . . ), ωd, SVold−1(. . . ), dist(. . . ), ‖ . . . ‖ and o refer to the
linear hull, the affine hull, the convex hull in Ed, the d−dimensional Euclidean
volume measure, the d−dimensional volume of a d−dimensional unit ball, the (d−
1)−dimensional spherical volumemeasure, the distance function inEd, the standard
Euclidean norm and to the origin in Ed.
Let conv{o,w1, . . . ,wd} be a d−dimensional simplex having the property that
the linear hull lin{wj −wi|i < j ≤ d} is orthogonal to the vector wi in Ed, d ≥ 8
for all 1 ≤ i ≤ d− 1 that is let
conv{o,w1, . . . ,wd}
be a d−dimensional orthoscheme in Ed moreover, let
‖wi‖ =
√
2i
i+ 1
for all 1 ≤ i ≤ d.
It is clear that in the right triangle △ wd−2wd−1wd with right angle at the vertex
wd−1 we have the inequality ‖wd−wd−1‖ =
√
2
d(d+1) <
√
2
(d−1)d = ‖wd−1−wd−2‖
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and therefore ∠wd−1wd−2wd < pi4 (see Fig. 0). Now, in the plane aff{wd−2,wd−1,
wd} of the triangle △ wd−2wd−1wd let
⊳ wd−2wdwd+1
denote the circular sector of central angle ∠wdwd−2wd+1 = pi4 − ∠wd−1wd−2wd
and of center wd−2 sitting over the circular arc with endpoints wd,wd+1 and radius
‖wd−wd−2‖ = ‖wd+1−wd−2‖ such that ⊳ wd−2wdwd+1 and △ wd−2wd−1wd are
adjacent along the line segment wd−2wd and are separated by the line of wd−2wd.
Then let
D(wd−2,wd−1,wd,wd+1) =△ wd−2wd−1wd∪ ⊳ wd−2wdwd+1
be the convex domain generated by the triangle △ wd−2wd−1wd with constant
angle ∠wd−1wd−2wd+1 = pi4 .
w
w
w
w
o
E
d+1
d
d-1
d-2
pi
4
d
W
Figure 0
Now, let
W = conv ({o,w1, . . . ,wd−3} ∪D(wd−2,wd−1,wd,wd+1))
be the d−dimensional wedge (or cone) with (d− 1)−dimensional base
QW = conv ({w1, . . . ,wd−3} ∪D(wd−2,wd−1,wd,wd+1)) and apex o.
Finally, if B = {x ∈ Ed| dist(o,x) = ‖x‖ ≤ 1} denotes the d−dimensional unit ball
centered at the origin o of Ed and S = {x ∈ Ed| dist(o,x) = ‖x‖ = 1} denotes the
(d− 1)−dimensional unit sphere centered at o, then let
σ̂d =
SVold−1(W ∩ S)
Vold−1(QW )
=
Vold(W ∩B)
Vold(W )
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be the the surface density (resp., volume density) of the unit sphere S (resp., of
the unit ball B) in the wedge W . For the sake of completeness we remark that as
the regular d−dimensional simplex of edge length 2 can be dissected into (d + 1)!
pieces each being congruent to conv{o,w1, . . . ,wd} therefore
σd =
Vold(conv{o,w1, . . . ,wd} ∩B)
Vold(conv{o,w1, . . . ,wd}) .
Now, we are ready to state the main result of this paper. Recall that the surface
density of any unit sphere in its Voronoi cell in a unit sphere packing of Ed is
defined as the ratio of the surface area of the unit sphere to the surface area of its
Voronoi cell. The following theorem improves Theorem 3 of [4] which claims that
the surface area of any Voronoi cell in a packing of unit balls in Ed, d ≥ 2 is at least
d·ωd
σd
.
Theorem. The surface area of any Voronoi cell in a packing of unit balls in the
d−dimensional Euclidean space Ed, d ≥ 8 is at least d·ωd
σ̂d
, that is the surface density
of any unit sphere in its Voronoi cell in a unit sphere packing of Ed, d ≥ 8 is at
most σ̂d.
As the volume of a Voronoi cell in a unit ball packing of Ed is at least as large
as 1
d
times the surface area of the Voronoi cell the following result follows from the
Theorem.
Corollary. The volume of any Voronoi cell in a packing of unit balls in Ed, d ≥ 8
is at least ωd
σ̂d
. Thus, the (upper) density of any unit ball packing in Ed, d ≥ 8 is at
most σ̂d.
Finally, we show that our upper bound σ̂d for the density of unit ball packings
in Euclidean d−space is indeed better than Rogers’ bound σd.
Proposition. σ̂d < σd for all d ≥ 8.
Remark 1. It is not hard to see that the proof of the Theorem presented in
the sections below can be used to prove the following stronger statement. Take a
Voronoi cell of a unit ball in a packing of unit balls in the d−dimensional Euclidean
space Ed, d ≥ 8 and then take the intersection of the given Voronoi cell with the
closed d−dimensional ball of radius
√
2d
d+1 concentric to the unit ball of the Voronoi
cell. Then the surface area of the truncated Voronoi cell is at least d·ωd
σ̂d
.
Remark 2. Our density bound σ̂d for the density of unit ball packings in
Ed, d ≥ 8 is a geometrically explicit bound for all d ≥ 8. However, in concrete
small dimensions in particular, in dimension 8 our method of proof suggests further
improvements via the 3−dimensional skeleton of Voronoi polytopes. As a result
the best possible numerical value for the density bound generated by our method
in dimension 8 is still in progress. In connection with this we mention that Cohn
and Elkies just recently announced an analogue for sphere packing of the linear
programming bounds for error-correcting codes in [7] and used it to improve Rogers’
upper bound for the density of sphere packings for dimensions 4 through 36. This
work of Cohn and Elkies seems to be in progress as well. Finally, W.-Y. Hsiang [17]
very recently announced a solution of the 8−dimensional sphere packing problem
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but, details are not yet public. Their methods are appearantly quite different from
ours.
The organization of the rest of the paper is as follows. The proof of the Theorem
consists of 6 major steps which are discussed in consecutive separate sections of
the paper. Then a short proof of the Proposition is presented in the last section.
Finally, we have to emphasize that although most of the methods of this paper work
in all dimensions being at least 8 they are designed to act together in an efficient
way mostly in low dimensions.
1. Some metric properties of Voronoi cells
of unit ball packings in Ed
Let P be a bounded Voronoi cell i.e. a d−dimensional Voronoi polytope of a
packing P of d−dimensional unit balls in Ed. Without loss of generality we may
assume that the unit ball B = {x ∈ Ed| dist(o,x) = ‖x‖ ≤ 1} centered at the
origin o of Ed is one of the unit balls of P with P as its Voronoi cell. Then P is the
intersection of finitely many closed halfspaces of Ed each of which is bounded by a
hyperplane which is the perpendicular bisector of a line segment ox with x being
the center of some unit ball of P . Now, let Fd−i be an arbitrary (d−i)−dimensional
face of P , 1 ≤ i ≤ d. Then clearly there are at least i+ 1 Voronoi cells of P which
meet along the face Fd−i that is contain Fd−i (one of which is of course, P ). Also, it
is clear from the construction that the affine hull of centers of the unit balls sitting
in all of these Voronoi cells is orthogonal to affFd−i. Thus, there are unit balls of
these Voronoi cells with centers {o,x1, . . . ,xi} such that X = conv{o,x1, . . . ,xi}
is an i−dimensional simplex and of course, affX is orthogonal to affFd−i. Hence, if
R(Fd−i) denotes the radius of the (i− 1)−dimensional sphere that passes through
the vertices of X , then
R(Fd−i) = dist(o, affFd−i), where 1 ≤ i ≤ d.
Lemma 1. If Fd−i−1 ⊂ Fd−i and R(Fd−i) = R <
√
2 for some i, 1 ≤ i ≤ d − 1,
then
2√
4−R2 ≤ R(Fd−i−1).
Proof. Recall that if C is the convex hull of the centers of the unit balls of P
whose Voronoi cells contain Fd−i, then affC is an i−dimensional affine subspace
being totally orthogonal to affFd−i moreover, affFd−i ∩ C = b is the center of
the (i − 1)−dimensional sphere that passes through the vertices of C. As o is
among the vertices of C there exist vertices of C say, c1, . . . , ci such that Ci =
conv{o, c1, . . . , ci} is an i−dimensional simplex containing b with
‖b− o‖ = ‖b− c1‖ = · · · = ‖b− ci‖ = R(Fd−i) = R.
From now on we deal only with the case
b ∈ relintCi
for the reason that the case b ∈ relbdCi follows from this by standard limit proce-
dure.
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Figure 1
As Fd−i−1 ⊂ Fd−i there must be a unit ball of P with center say, ci+1 whose
Voronoi cell intersects Fd−i precisely in Fd−i−1. Thus,
Ci+1 = conv{o, c1, . . . , ci, ci+1}
is an (i + 1)−dimensional simplex moreover, if the center of the i−dimensional
sphere that passes through the vertices of Ci+1 is a, then
‖a− o‖ = ‖a− c1‖ = · · · = ‖a− ci‖ = ‖a− ci+1‖ = R(Fd−i−1).
Obviously, all the edges of Ci+1 have lengths larger than or equal to 2 (see Fig. 1).
Finally, let c∗i+1 ∈ Ed be a point such that
‖c∗i+1 − o‖ = ‖c∗i+1 − c1‖ = · · · = ‖c∗i+1 − ci‖ = 2.
Then
C∗i+1 = conv{o, c1, . . . , ci, c∗i+1}
is an (i+1)−dimensional simplex moreover, if a∗ is the center of the i−dimensional
sphere that passes through the vertices of C∗i+1, then
a∗ ∈ relintC∗i+1 and
‖a∗ − o‖ = ‖a∗ − c1‖ = · · · = ‖a∗ − ci‖ = ‖a∗ − c∗i+1‖ =
2√
4−R2 .
Notice that the length of each edge of Ci+1 is larger than or equal to the length of
the corresponding edge of C∗i+1.
Now, recall the following statement which is a special case of Lemma 7 in [5].
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Sublemma 1. Let Y ∗ ⊂ En, 1 ≤ n be an n−dimensional simplex with vertices
{y∗0,y∗1 , . . . ,y∗n} ⊂ En and let p∗ ∈ intY ∗ be an arbitrary interior point of Y ∗.
If Y ⊂ En is an n−dimensional simplex with vertices {y0,y1, . . . ,yn} ⊂ En and
p ∈ En is a point with the property that ‖y∗k−y∗l ‖ ≤ ‖yk−yl‖ for all 0 ≤ k < l ≤ n
and ‖p∗ − y∗j ‖ ≥ ‖p − yj‖ for all 0 ≤ j ≤ n, then the simplices Y ∗ and Y are
congruent moreover, ‖p∗ − y∗j ‖ = ‖p− yj‖ for all 0 ≤ j ≤ n.
Thus, if one assumes that R(Fd−i−1) < 2√4−R2 , then Sublemma 1 applied to the
simplices C∗i+1 and Ci+1 immediately leads to a contradiction. This completes the
proof of Lemma 1. 
As an easy corollary of Lemma 1 we get the following well-known inequality
([23]).
Corollary 1.
√
2i
i+1 ≤ R(Fd−i) for all 1 ≤ i ≤ d.
We will need the following metric property of Voronoi polytopes as well. (For a
somewhat weaker version of this see [6, pages 257-258].)
Lemma 2. If R(Fd−i) <
√
2 for some i, 1 ≤ i ≤ d, then the orthogonal projection
of o onto affFd−i belongs to relintFd−i and so R(Fd−i) = dist(o, Fd−i).
Proof. Take the i−dimensional simplex Ci defined in the beginning of the proof
of Lemma 1. The vertices of Ci are o, c1, . . . , ci that are centers of unit balls of P
whose Voronoi cells all contain Fd−i. Thus, affCi is orthogonal to affFd−i moreover,
b = Ci ∩ affFd−i and ‖b− o‖ = ‖b− c1‖ = · · · = ‖b− ci‖ = R(Fd−i).
From this it is clear that
R(Fd−i) = dist(o, affFd−i) = dist(o,b) with b = Ci ∩ affFd−i.
We are left to show that b ∈ relintFd−i.
o
c
c
b
E
F
F
FFd-i d-i-1
di
i+1
d-i-1
d-i
aff
aff
Figure 2
Assume that b /∈ relintFd−i (see Fig. 2). Then there is a (d− i−1)−dimensional
face of Fd−i say, Fd−i−1 with the property that affFd−i−1 separates the point b from
Fd−i in affFd−i. This means that there is a unit ball of P with center say, ci+1
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such that the perpendicular bisector of the line segment oci+1 intersects affFd−i in
affFd−i−1 and therefore it separates Fd−i from the point b in Ed.
As a result we get that
‖b− ci+1‖ ≤ ‖b− o‖ = ‖b− c1‖ = · · · = ‖b− ci‖ = R(Fd−i).
Now, let H+k (resp., H
+
0 ) denote the closed halfspace of E
d that contains the point
ck (resp., o) and is bounded by the hyperplane of E
d that passes through the point
b and is perpendicular to the vector b− ck (resp., b), where 1 ≤ k ≤ i. As b ∈ Ci
it is easy to see that
H+0 ∪H+1 ∪ · · · ∪H+i = Ed.
From this then it is immediate that there exists a k with 0 ≤ k ≤ i such that
ci+1 ∈ H+k . In other words, there is a point c ∈ {o, c1, . . . , ci} such that
∠cbci+1 ≤ pi
2
.
As ‖b − ci+1‖ ≤ ‖b − c‖ = R(Fd−i) <
√
2 this implies in a straightforward way
that ‖c− ci+1‖ < 2, a contradiction. This completes the proof of Lemma 2. 
2. Wedges of type I, II, III,
truncated wedges of type I, II, and
some of their metric properties
Let F0 ⊂ F1 ⊂ · · · ⊂ Fd−1 be an arbitrary flag of the Voronoi polytope P . Then
let ri ∈ Fd−i be the uniquely determined point of the (d− i)−dimensional face Fd−i
of P that is closest to the center point o of P that is let
ri ∈ Fd−i such that ‖ri‖ = min{‖x‖ | x ∈ Fd−i}, where 1 ≤ i ≤ d.
Definition 1. If the vectors r1, . . . , ri are linearly independent in E
d, then we call
conv{o, r1, . . . , ri} the i−dimensional Rogers simplex assigned to the subflag Fd−i ⊂
· · · ⊂ Fd−1 of the Voronoi polytope P , where 1 ≤ i ≤ d. If conv{o, r1, . . . , rd} ⊂ Ed
is the d−dimensional Rogers simplex assigned to the flag F0 ⊂ · · · ⊂ Fd−1 of P ,
then conv{rd−i, . . . , rd} is called the i−dimensional base of the given d-dimensional
Rogers simplex and dist(o, aff{rd−i, . . . , rd}) = dist(o, affFi) = R(Fi) is called the
height assigned to the i−dimensional base, where 1 ≤ i ≤ d.
Definition 2. The i−dimensional simplex Y = conv{o,y1, . . . ,yi} ⊂ Ed with
vertices y0 = o,y1, . . . ,yi is called an i−dimensional orthoscheme if for each j, 0 ≤
j ≤ i− 1 the vector yj is orthogonal to the linear hull lin{yk − yj | j +1 ≤ k ≤ i},
where 1 ≤ i ≤ d.
It is shown in [23] that the union of the d−dimensional Rogers simplices of
the Voronoi polytope P is the polytope P itself and their interiors are pairwise
disjoint. This fact together with Corollary 1 and Lemma 2 imply the following
metric properties of Rogers simplices in a straightforward way.
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Lemma 3.
(1) If conv{o, r1, . . . , ri} is an i−dimensional Rogers simplex assigned to the
subflag Fd−i ⊂ · · · ⊂ Fd−1 of the Voronoi polytope P , then
√
2j
j+1 ≤ ‖rj‖
for all 1 ≤ j ≤ i, where 1 ≤ i ≤ d.
(2) If Fd−i ⊂ · · · ⊂ Fd−1 is a subflag of the Voronoi polytope P with R(Fd−i) <√
2, then conv{o, r1, . . . , ri} is an i−dimensional Rogers simplex which is
in fact, an i−dimensional orthoscheme (in short, an i−dimensional Rogers
orthoscheme) with the property that each rj ∈ relintFd−j , 1 ≤ j ≤ i is the
orthogonal projection of o onto affFd−j, where 1 ≤ i ≤ d.
(3) If F2 ⊂ · · · ⊂ Fd−1 is a subflag of the Voronoi polytope P ⊂ Ed, 3 ≤
d with R(F2) <
√
2, then the union of the 2−dimensional bases of the
d−dimensional Rogers simplices that contain the orthoscheme conv{o, r1,
. . . , rd−2} is the (uniquely determined) 2−dimensional face F2 of the Vo-
ronoi polytope P that is totally orthogonal to conv{o, r1, . . . , rd−2} at the
point rd−2 and so, ‖rd−2‖ = dist(o, affF2) with rd−2 ∈ relintF2.
Now, we are ready for the definitions of wedges and truncated wedges. (As an
illustration see Fig. 3.) Recall that for any 2−dimensional face F2 of the Voronoi
polytope P ⊂ Ed, 3 ≤ d we have that
√
2(d−2)
d−1 ≤ R(F2).
Definition 3.
(1) Let F2 be a 2−dimensional face of the Voronoi polytope P ⊂ Ed, 3 ≤
d with
√
2(d−2)
d−1 ≤ R(F2) <
√
2(d−1)
d
and let conv{o, r1, . . . , rd−2} be
any (d − 2)−dimensional Rogers simplex with rd−2 ∈ relintF2. Then the
union WI of the d−dimensional Rogers simplices of P that contain the or-
thoscheme conv{o, r1, . . . , rd−2} is called a wedge of type I (generated by the
(d−2)−dimensional Rogers orthoscheme conv{o, r1, . . . , rd−2}). F2 is called
the 2−dimensional base of WI and ‖rd−2‖ = dist(o, affF2) is the height of
WI assigned to the base F2.
(2) Let F2 be a 2−dimensional face of the Voronoi polytope P ⊂ Ed, 3 ≤ d
with
√
2(d−1)
d
≤ R(F2) <
√
2d
d+1 and let conv{o, r1, . . . , rd−2} be any (d −
2)−dimensional Rogers simplex with rd−2 ∈ relintF2. Then the union WII
of the d−dimensional Rogers simplices of P that contain the orthoscheme
conv{o, r1, . . . , rd−2} is called a wedge of type II (generated by the (d−2)−di-
mensional Rogers orthoscheme conv{o, r1, . . . , rd−2}). F2 is called the 2−di-
mensional base of WII and ‖rd−2‖ = dist(o, affF2) is the height of WII
assigned to the base F2.
(3) Let conv{o, r1, . . . , rd} be the d−dimensional Rogers simplex assigned to
the flag F0 ⊂ F1 · · · ⊂ Fd−1 of the Voronoi polytope P ⊂ Ed, 3 ≤ d with√
2d
d+1 ≤ R(F2). Then WIII = conv{o, r1, . . . , rd} is called a wedge of type
III.
It useful to recall that for any vertex F0 of the Voronoi polytope P ⊂ Ed we
have that
√
2d
d+1 ≤ R(F0).
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Definition 4. Let B = {x ∈ Ed| dist(o,x) = ‖x‖ ≤
√
2d
d+1}.
(1) IfWI is a wedge of type I with the 2−dimensional base F2 which is generated
by the (d−2)−dimensional Rogers orthoscheme conv{o, r1, . . . , rd−2} of the
Voronoi polytope P ⊂ Ed, 3 ≤ d, then
W I = conv
(
(B ∩ F2) ∪ {o = r0, . . . , rd−3}
)
is called the truncated wedge of type I with the 2-dimensional base B ∩ F2
generated by the (d− 2)−dimensional Rogers orthoscheme
conv{o, r1, . . . , rd−2}.
(2) If WII is a wedge of type II with the 2−dimensional base F2 which is gener-
ated by the (d− 2)−dimensional Rogers orthoscheme conv{o, r1, . . . , rd−2}
of the Voronoi polytope P ⊂ Ed, 3 ≤ d, then
W II = conv
(
(B ∩ F2) ∪ {o = r0, . . . , rd−3}
)
is called the truncated wedge of type II with the 2-dimensional base B ∩ F2
generated by the (d− 2)−dimensional Rogers orthoscheme
conv{o, r1, . . . , rd−2}.
As the following claim can be proved by Lemma 3 in a straightforward way, we
omit its simple proof (see also Fig. 3).
Sublemma 2.
(1) Let WI (resp., WII) denote the wedge of type I (resp., of type II) with the
2−dimensional base F2 which is generated by the (d−2)−dimensional Rogers
orthoscheme conv{o, r1, . . . , rd−2} of the Voronoi polytope P ⊂ Ed, 3 ≤ d.
If the points x,y ∈ affF2 are choosen so that the triangle △rd−2xy has
a right angle at the vertex x, then conv{o, r1, . . . , rd−2,x,y} is a d−di-
mensional orthoscheme. Moreover, if z ∈ affF2 is an arbitrary point, then
conv{o = r0, . . . , rd−3, z} is a (d− 2)−dimensional orthoscheme.
(2) Let WI denote the wedge of type I with the 2−dimensional base F2 which
is generated by the (d − 2)−dimensional Rogers orthoscheme conv{o =
r0, r1, . . . , rd−2} of the Voronoi polytope P ⊂ Ed, 3 ≤ d. Let Q2 ⊂ affF2
and Q∗2 ⊂ affF2 be compact convex sets with relintQ2 ∩ relintQ∗2 = ∅.
If K2 = Q2 (resp., K
∗
2 = Q
∗
2) and Kj = conv(Kj−1 ∪ {rd−j}) (resp.,
K∗j = conv(K
∗
j−1 ∪ {rd−j})) for j = 3, . . . , d, then Kd = conv(Q2 ∪ {o =
r0, . . . , rd−3}) (resp., K∗d = conv(Q∗2 ∪ {o = r0, . . . , rd−3})) moreover,
relintKd ∩ relintK∗d = ∅. A similar statement holds for WII .
(3) Let WI (resp., W I) denote the wedge of type I (resp., truncated wedge of
type I) with the 2−dimensional base F2 (resp., B ∩ F2) which is generated
by the (d− 2)−dimensional Rogers orthoscheme conv{o = r0, r1, . . . , rd−2}
of the Voronoi polytope P ⊂ Ed, 3 ≤ d. If K2 = F2 (resp., K2 = B ∩ F2)
and Kj = conv(Kj−1 ∪ {rd−j}) for j = 3, . . . , d, then Kd = WI (resp.,
Kd =W I). Similar statements hold for WII and W II .
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The core part of this section is Corollary 2 that follows from Lemma 4 in a trivial
way.
Lemma 4. Let F2 be an arbitrary 2−dimensional face of the Voronoi polytope
P ⊂ Ed of dimension d ≥ 8. Then the number of sides F1 of the face F2 with
R(F1) <
√
2d
d+1 is at most 4.
Proof. Assume that there are 5 sides (i.e. boundary line segments) say, E1, E2,
E3, E4 and E5 of the face F2 of the Voronoi polytope P ⊂ Ed, d ≥ 8 with the
property that
R(Em) = dist(o, affEm) <
√
2d
d+ 1
, for all 1 ≤ m ≤ 5.
First, (as we have seen above) we can pick (d − 2) unit balls of P with cen-
ters say, c1, . . . , cd−2 such that each of their Voronoi cells contains F2 (and so
aff{o, c1, . . . , cd−2} = lin{c1, . . . , cd−2} is totally orthogonal to affF2) moreover,
the point b = lin{c1, . . . , cd−2} ∩ affF2 belongs to the (d − 2)−dimensional sim-
plex Cd−2 = conv{o, c1, . . . , cd−2}. (Also, notice that b is the center of the
(d − 3)−dimensional sphere that passes through the vertices of Cd−2.) The ex-
istence of the sides Em, 1 ≤ m ≤ 5 implies that R(F2) <
√
2d
d+1 <
√
2 and so, via
Lemma 2 we get that b ∈ relintF2.
Second, for each side Em, 1 ≤ m ≤ 5 there exists a unit ball of P with center
say, cf(m) such that its Voronoi cell intersects F2 in Em. Let the hyperplane of
Ed spanned by the (d − 2)-dimensional simplex Cd−2 and the center point cf(m)
be denoted by Hf(m). As the hyperplanes Hf(m), 1 ≤ m ≤ 5 all contain the
(d − 2)−dimensional linear subspace lin{c1, . . . , cd−2} there must be i and j such
that the angle between Hi and Hj is
2pi
5 or less. We complete the proof by showing
that this forces dist(ci, cj) < 2, an impossibility.
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Let ai (resp., aj) be the center of the (d − 2)−dimensional sphere that passes
through the points o, c1, . . . , cd−2, ci (resp., o, c1, . . . , cd−2, cj) (see Fig. 4). By
assumption, ‖ai‖ = dist(o, ai) = R(Ef−1(i)) <
√
2d
d+1 (resp., ‖aj‖ = dist(o, aj) =
R(Ef−1(j)) <
√
2d
d+1 ) and so Lemma 2 implies that ai ∈ relintEf−1(i) (resp., aj ∈
relintEf−1(j)). Now, let a
∗
i (resp., a
∗
j ) be the uniquely determined point on the
halfline that emanates from b and passes through ai (resp., aj) with the property
that ‖a∗i ‖ =
√
2d
d+1 (resp., ‖a∗j‖ =
√
2d
d+1). Moreover, if S
d−2
i = {x ∈ Hi | ‖x−a∗i ‖ =√
2d
d+1} (resp., Sd−2j = {x ∈ Hj | ‖x − a∗j‖ =
√
2d
d+1}), then let c∗i (resp., c∗j )
be the intersection of Sd−2i (resp., S
d−2
j ) with the halfline emanating from b and
passing through the point ci (resp., cj). Finally, let bi (resp., bj) be the orthogonal
projection of the point c∗i (resp., c
∗
j ) onto the plane affF2. As lin{c1, . . . , cd−2} is
orthogonal to affF2 and lin{c1, . . . , cd−2} ⊂ Hi (resp., lin{c1, . . . , cd−2} ⊂ Hj) the
points b, ai, a
∗
i ,bi (resp., b, aj , a
∗
j ,bj) lie on a line of affF2.
b a a*
c
c*c
o
d-2
i
i
i i b i
S i
d-2 E d-1 = H i
aff F2ϕ i
1 ,..., c d-2 } c{  lin = E
d-2
Figure 4
Sublemma 3. dist(ci, cj) < dist(c
∗
i , c
∗
j ).
Proof. Let si = ‖ci − b‖, s∗i = ‖c∗i − b‖ (resp., sj = ‖cj − b‖, s∗j = ‖c∗j − b‖). If
ψ = ∠cibcj = ∠c
∗
ibc
∗
j , then
‖ci − cj‖2 = s2i + s2j − 2sisj cosψ and
‖c∗i − c∗j‖2 = (s∗i )2 + (s∗j )2 − 2(s∗i )(s∗j ) cosψ.
As si < s
∗
i and sj < s
∗
j it is sufficient to show that
∂
∂si
‖ci − cj‖2 = 2(si − sj cosψ) > 0 and
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∂
∂sj
‖ci − cj‖2 = 2(sj − si cosψ) > 0.
By symmetry it is sufficient to show that si − sj cosψ > 0. Assume that si ≤
sj cosψ. Then on the one hand,
pi
2 ≤ ∠bcicj and so 4 < s2i + ‖ci − cj‖2 ≤ s2j . On
the other hand, sj ≤ ‖aj−b‖+‖cj−aj‖ =
√‖aj‖2 − ‖b‖2+‖aj‖. By assumption
and Corollary 1 we know that ‖aj‖ <
√
2d
d+1 and
√
2(d−2)
d−1 ≤ ‖b‖ and so
sj <
√
2d
d+ 1
− 2(d− 2)
d− 1 +
√
2d
d+ 1
≤ 2 for all d ≥ 3,
a contradiction. This completes the proof of Sublemma 3. 
Thus, it will suffice to prove that dist(c∗i , c
∗
j ) ≤ 2.
Let ϕi = pi − ∠ba∗i c∗i (resp., ϕj = pi − ∠ba∗jc∗j ). Sublemma 4, which we prove
at the end of this section, shows that 0 ≤ ϕi ≤ pi2 (resp., 0 ≤ ϕj ≤ pi2 ) as indicated
in Fig. 4.
If φ = ∠aibaj and li = ‖bi − b‖ (resp., lj = ‖bj − b‖), then we get that
‖c∗i − c∗j‖2 ≤ ‖bi − bj‖2 + (‖c∗i − bi‖+ ‖c∗j − bj‖)2 =
(l2i + l
2
j − 2lilj cosφ) +
2d
d+ 1
(sinϕi + sinϕj)
2.
By assumption 0 ≤ φ ≤ 2pi5 and so
‖c∗i − c∗j‖2 ≤ (l2i + l2j − 2lilj cos
2pi
5
) +
2d
d+ 1
(sinϕi + sinϕj)
2.
Substituting li =
√
2d
d+1 − ‖b‖2 +
√
2d
d+1 cosϕi (resp., lj =
√
2d
d+1 − ‖b‖2 +√
2d
d+1 cosϕj) yields
‖c∗i − c∗j‖2 ≤
(
2− cos 2pi
5
)
4d
d+ 1
− 2
(
1− cos 2pi
5
)
‖b‖2+
4d
d+ 1
sinϕi sinϕj −
(
4d
d+ 1
cos
2pi
5
)
cosϕi cosϕj+
2
(
1− cos 2pi
5
)√
2d
d+ 1
(cosϕi + cosϕj)
√
2d
d+ 1
− ‖b‖2.
Corollary 1 implies that
√
2(d−2)
d−1 ≤ ‖b‖ and so
‖c∗i − c∗j‖2 ≤
(
2− cos 2pi
5
)
4d
d+ 1
−
(
1− cos 2pi
5
)
4(d− 2)
d− 1 +
4d
d+ 1
sinϕi sinϕj −
(
4d
d+ 1
cos
2pi
5
)
cosϕi cosϕj+
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2
(
1− cos 2pi
5
)√
2d
d+ 1
(cosϕi + cosϕj)
√
2d
d+ 1
− 2(d− 2)
d− 1 = G(ϕi, ϕj).
Then straightforward computation yields
∂
∂ϕi
G(ϕi, ϕj) =
4d
d+ 1
sinϕj cosϕi+
sinϕi
(
4d
d+ 1
cos
2pi
5
cosϕj − 4
(
1− cos 2pi
5
)√
2d
(d+ 1)2(d− 1)
)
and
∂
∂ϕj
G(ϕi, ϕj) =
4d
d+ 1
sinϕi cosϕj+
sinϕj
(
4d
d+ 1
cos
2pi
5
cosϕi − 4
(
1− cos 2pi
5
)√
2d
(d+ 1)2(d− 1)
)
.
Now, we complete the proof of Lemma 4 by Sublemma 4, which we are left to
prove at the end of this section. The details are as follows.
According to Sublemma 4 the angle ϕi (resp., ϕj) is maximized when ‖b‖ =√
2(d−2)
d−1 (i.e. when the norm of b is minimized i.e. when the (d− 2)−dimensional
simplex Cd−2 = conv{o, c1, . . . , cd−2} is a regular simplex of edge length 2) and the
unit ball centered at c∗i (resp., c
∗
j ) is tangent to exactly (d− 2) unit balls centered
at (d − 2) points out of o, c1, . . . , cd−2. In other words, as it is claimed below in
Sublemma 4
√
2
3
2d− 1√
d(d− 1) ≤ cosϕi and
√
2
3
2d− 1√
d(d− 1) ≤ cosϕjfor all d ≥ 2.
From this it follows in a straightforward way that
∂
∂ϕi
G(ϕi, ϕj) ≥ 0 and ∂
∂ϕj
G(ϕi, ϕj) ≥ 0 for all d ≥ 4.
Therefore G(ϕi, ϕj) is maximized when ϕi and ϕj are as large as possible that is
using Sublemma 4 again when cosϕi = cosϕj =
√
2
3
2d−1√
d(d−1) . This yields
‖c∗i − c∗j‖2 ≤(
40− 32 cos 2pi5
)
d2 +
(
56− 64 cos 2pi5
)
d+
(
16− 32 cos 2pi5
)
9 (d2 − 1) ≤ 4 for all d ≥ 8
as desired.
We are left to prove the following statement.
Sublemma 4.
√
2
3
2d− 1√
d(d− 1) ≤ cosϕi and
√
2
3
2d− 1√
d(d− 1) ≤ cosϕjfor all d ≥ 4.
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Proof. The extremal problem whose solution leads to the stated inequalities is
the following one. Let the (d−1)−dimensional simplex X = conv{x0,x1, . . . ,xd−2,
xd−1} of all edge lengths being at least 2 be inscribed in the (d − 2)−dimensional
sphere Sd−2 = {y ∈ Ed−1 | ‖y−a‖ =
√
2d
d+1} centered at the point a in Ed−1, d ≥ 4.
Assume that the center b of the (d − 3)−dimensional sphere that passes through
the vertices x0,x1, . . . ,xd−2 of X belongs to conv{x0,x1, . . . ,xd−2}. Now, if ϕ =
pi − ∠baxd−1, then find the maximum of ϕ for the simplices X . (Notice that the
given metric conditions force the points a and xd−1 lie in the same open halfspace
bounded by the hyperplane aff{x0,x1, . . . ,xd−2} in Ed−1.)
For the sake of simplicity let X itself denote an extremal simplex i.e. a (d −
1)−dimensional simplex of the above type for which ϕ is maximal. Now, it is easy
to show - by contradiction and by moving the vertex xd−1 in the proper direction
on Sd−2 - that there exists a (d− 3)−dimensional face of the (d− 2)−dimensional
simplex conv{x0,x1, . . . ,xd−2} say, conv{x1, . . . ,xd−2} such that all of its vertices
lie at distance 2 from the point xd−1 i.e.
‖x1 − xd−1‖ = ‖x2 − xd−1‖ = · · · = ‖xd−2 − xd−1‖ = 2.
But, then again it is easy to prove - by contradiction and by moving the vertex
x0 in the proper direction on S
d−2 - that the vertices of the (d − 3)−dimensional
simplex conv{x1, . . . ,xd−2} must lie at distance 2 from the vertex x0 as well i.e.
‖x1 − x0‖ = ‖x2 − x0‖ = · · · = ‖xd−2 − x0‖ = 2.
Now, let c be the center of the (d − 4)−dimensional sphere Sd−4 that passes
through the vertices of the (d − 3)−dimensional simplex conv{x1, . . . ,xd−2} in
aff{x1, . . . ,xd−2} (see Fig. 5).
x
x x
x
b
a
c
d-1
d-2
0
1
ϕ
E
E d-2
d-1
Sd-2
E d-3
Figure 5
As the vertices x1, . . . ,xd−2 lie at distance 2 from the vertices x0 and xd−1
it is clear that aff{x0,xd−1, c} is orthogonal to aff{x1, . . . ,xd−2} (and of course,
c = aff{x0,xd−1, c} ∩ aff{x1, . . . ,xd−2}). Moreover, as b ∈ conv{x0,x1, . . . ,xd−2}
and x0 (resp., b) lies equidistant from the vertices x1, . . . ,xd−2 therefore b belongs
to the line segment x0c. Finally, as a−b is orthogonal to aff{x0,x1, . . . ,xd−2} we
get that a ∈ aff{x0,xd−1, c} and so ∠baxd−1 and ϕ are both represented in the
plane aff{x0,xd−1, c}. Now, let u,v be any pair of diametrically opposite points of
Sd−4. Then by construction aff{u,v} is orthogonal to aff{x0,xd−1, c} and
‖u− x0‖ = ‖u− xd−1‖ = ‖v − x0‖ = ‖v − xd−1‖ = 2,
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‖u− a‖ = ‖v − a‖ = ‖x0 − a‖ = ‖xd−1 − a‖ =
√
2d
d+ 1
,
‖u− b‖ = ‖v − b‖ = ‖x0 − b‖,
moreover, Corollary 1 applied to the (d − 3)−dimensional simplex conv{x1, . . . ,
xd−2} yields √
2(d− 3)
d− 2 ≤ ‖u− c‖ = ‖v − c‖ <
√
2d
d+ 1
.
From now on, we work in the 3−dimensional Euclidean space aff{a,b, c,x0,xd−1,
u,v} (see Fig. 6). Let
x = ‖u− c‖ = ‖v − c‖,
l = ‖u− a‖ = ‖v − a‖ = ‖x0 − a‖ = ‖xd−1 − a‖ and
ρ = ∠bac, τ = ∠caxd−1.
v
c
u
b
x
a
x
0
d-1
E 3
ϕτρ
Figure 6
An easy elementary geometry yields
cos ρ =
√
l2(4− x2)− 4
(4− x2)(l2 − x2) and cos τ =
l2 − 2
l
√
l2 − x2 .
Therefore differentiating ρ and τ as functions of x we get that
dρ
dx
=
−x [l2x4 − 8 (l2 − 1)x2 + 12l2 − 16]
(2− x2) (4− x2) (l2 − x2)√4l2 − 4− l2x2 and
dτ
dx
=
(
2− l2)x
(l2 − x2)√4l2 − 4− l2x2 .
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From these using 1 ≤ x < l < √2 we easily obtain that d(ρ+ τ)
dx
> 0 if and only if
x4 +
10− 7l2
l2 − 1 x
2 +
10l2 − 16
l2 − 1 < 0.
Therefore l =
√
2d
d+1 yields that
d(ρ+ τ)
dx
> 0 if and only if
f(x) = x4 − 4d− 10
d− 1 x
2 +
4d− 16
d− 1 < 0.
Notice that f(
√
2(d−4)
d−1 ) = f(
√
2) = 0 and f(z) < 0 for all
√
2(d−4)
d−1 < z <
√
2.
Finally, as 2 ≤ ‖xd−1 − x0‖ an easy computation shows that in fact, x ≤
√
2(d−2)
d−1
and so √
2(d− 4)
d− 1 <
√
2(d− 3)
d− 2 ≤ x ≤
√
2(d− 2)
d− 1 <
√
2d
d+ 1
<
√
2.
Thus, ρ+ τ as a function of x is stricly increasing on the intervall[√
2(d− 3)
d− 2 ,
√
2(d− 2)
d− 1
]
.
Hence, pi − (ρ + τ) as a function of x is streactly decreasing on the same interval.
Consequently, ϕ as the largest possible value of pi − (ρ + τ) is attained at x =√
2(d−3)
d−2 . This yields cosϕ =
√
2
3
2d−1√
d(d−1) finishing the proof of Sublemma 4. 
This completes the proof of Lemma 4. 
As an immediate corollary of Lemma 4 we get the following statement.
Corollary 2. Let B ∩ F2 be the 2−dimensional base of the type I truncated wedge
W I (resp., type II truncated wedge W II) in the Voronoi polytope P ⊂ Ed of dimen-
sion d ≥ 8. Then the number of line segments of positive length in relbd(B ∩ F2)
is at most 4.
3. The lemma of comparison and
the integral representation of the surface density
in (truncated) wedges of type I and II
Recall that B = {x ∈ Ed| dist(o,x) = ‖x‖ ≤ 1} and let
S = {x ∈ Ed| dist(o,x) = ‖x‖ = 1}.
Then let H ⊂ Ed be a hyperplane disjoint from the interior of the unit ball B
and let Q ⊂ H be an arbitrary (d − 1)−dimensional compact convex set. If [o, Q]
denotes the convex cone conv({o}∪Q) with apex o and base Q, then the (volume)
density δ([o, Q], B) of the unit ball B in the cone [o, Q] is defined as
δ([o, Q], B) =
Vold([o, Q] ∩B)
Vold([o, Q])
,
where Vold(. . . ) refers to the corresponding d−dimensional Euclidean volume mea-
sure ([4]). It is natural to introduce the following very similar notion.
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Definition 5. The surface density δ̂([o, Q], S) of the unit sphere S in the convex
cone [o, Q] with apex o and base Q is defined by
δ̂([o, Q], S) =
SVold−1([o, Q] ∩ S)
Vold−1(Q)
,
where SVold−1(. . . ) refers to the corresponding (d− 1)−dimensional spherical vol-
ume measure.
If h = dist(o, H), then clearly h · δ([o, Q], B) = δ̂([o, Q], S). We will need the
following statement the first part of which is due to Rogers ([23]) and the second
part of which has been recently proved in [4, Theorem 1].
Lemma 5 (Lemma of Comparison). Let U = conv{o,u1, . . . ,ud} be a d−di-
mensional orthoscheme in Ed and let V = conv{o,v1, . . . ,vd} be a d−dimensional
simplex of Ed such that ‖vi‖ = dist(o, conv{vi,vi+1, . . . ,vd}) for all 1 ≤ i ≤ d− 1.
If 1 ≤ ‖ui‖ ≤ ‖vi‖ holds for all 1 ≤ i ≤ d, then
δ(U,B) ≥ δ(V,B) and(1)
δ̂(U, S) ≥ δ̂(V, S).(2)
At this point it is useful to introduce the following notations. (Notice that
Sublemma 2 provides the necessary geometry for Definition 7.)
Definition 6. Let x1, . . . ,xn, n ≥ 1 be points in Ed, d ≥ 1 and let X ⊂ Ed be
an arbitrary convex set. If X0 = X and Xm = conv({xn−(m−1)} ∪ Xm−1) for
m = 1, . . . , n, then we denote the final convex set Xn by
[x1, . . . ,xn, X ].
Definition 7. Let WI (resp., W I) denote the wedge (resp., truncated wedge)
of type I with the 2−dimensional base F2 (resp., B ∩ F2) which is generated by
the (d − 2)−dimensional Rogers orthoscheme conv{o, r1, . . . , rd−2} of the Voronoi
polytope P ⊂ Ed, d ≥ 4. Then let
QI = [r1, . . . , rd−3, F2] (resp., QI = [r1, . . . , rd−3, B ∩ F2])
be called the (d − 1)−dimensional base of the type I wedge WI = [o, QI ] (resp.,
type I truncated wedgeW I = [o, QI ]). Similarly, we define the (d−1)−dimensional
bases QII and QII of WII and W II . Finally, let
h1 = ‖r1‖, h2 = ‖r2 − r1‖, . . . , hd−2 = ‖rd−2 − rd−3‖.
Sublemma 5. Let WI (resp., WII) denote the wedge of type I (resp., of type II)
with the 2−dimensional base F2 which is generated by the (d − 2)−dimensional
Rogers orthoscheme conv{o, r1, . . . , rd−2} of the Voronoi polytope P ⊂ Ed, d ≥ 4.
Then we have the following volume formulas.
(1)
Vold−1(QI) =
2
(d− 1)!
(
d−2∏
i=2
hi
)
Vol2(F2) and
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Vold(WI) =
h1
d
Vold−1(QI) =
2
d!
(
d−2∏
i=1
hi
)
Vol2(F2).
Similar formulas hold for the corresponding dimensional volumes of QI ,W I ,
QII , WII , QII and W II .
(2) In general, if K ⊂ affF2 is a convex domain, then
Vold−1([r1, . . . , rd−3,K]) =
2
(d− 1)!
(
d−2∏
i=2
hi
)
Vol2(K) and
Vold([o, r1, . . . , rd−3,K) =
h1
d
Vold−1([r1, . . . , rd−3,K]) =
2
d!
(
d−2∏
i=1
hi
)
Vol2(K).
Proof. The proof follows from Sublemma 2 and Lemma 3 (Part (3)) in a straight-
forward way. 
The central notion of this section is the limiting surface density introduced as
follows (see also Fig. 7).
S
F
T
aff 2
n
( x )
r d-2
o
x
E d
Figure 7
Definition 8. Let WI (resp., WII) denote the wedge of type I (resp., of type II)
with the 2−dimensional base F2 which is generated by the (d − 2)−dimensional
Rogers orthoscheme conv{o, r1, . . . , rd−2} of the Voronoi polytope P ⊂ Ed, d ≥ 4.
Then choose a coordinate system with two perpendicular axes in the plane affF2
meeting at the point rd−2. Now, if x is an arbitrary point of the plane affF2, then
for a positive integer n let Tn(x) ⊂ affF2 denote the square centered at x having
sides of length 1
n
parallel to the fixed coordinate axes. Then the limiting surface
density δ̂lim ([o, r1, . . . , rd−3,x], S) of the unit sphere S in the (d− 2)−dimensional
orthoscheme [o, r1, . . . , rd−3,x] is defined by
δ̂lim ([o, r1, . . . , rd−3,x], S) = lim
n→∞
δ̂ ([o, r1, . . . , rd−3, Tn(x)], S) .
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Based on this we are able to give an integral representation of the surface density
in a (truncated) wedge.
Lemma 6. Let WI (resp., WII) denote the wedge of type I (resp., of type II) with
the 2−dimensional base F2 which is generated by the (d − 2)−dimensional Rogers
orthoscheme conv{o, r1, . . . , rd−2} of the Voronoi polytope P ⊂ Ed, d ≥ 4.
(1) If x ∈ affF2 and y ∈ affF2 are points such that ‖x‖ ≤ ‖y‖, then
δ̂lim ([o, r1, . . . , rd−3,x], S) ≥ δ̂lim ([o, r1, . . . , rd−3,y], S) .
(2) For the surface densities of the unit sphere S in the wedge WI and in the
truncated wedge W I we have the following formulas:
δ̂(WI , S) =
SVold−1([o, QI ] ∩ S)
Vold−1(QI)
=
1
Vol2(F2)
∫
F2
δ̂lim ([o, r1, . . . , rd−3,x], S) dx and
δ̂(W I , S) =
SVold−1([o, QI ] ∩ S)
Vold−1(QI)
=
1
Vol2(B ∩ F2)
∫
B∩F2
δ̂lim ([o, r1, . . . , rd−3,x], S) dx,
where dx stands for the Euclidean area element in the plane affF2. Similar
formulas hold for WII and W II .
(3) In general, if K ⊂ affF2 is a convex domain, then the surface density of the
unit sphere S in the d−dimensional convex cone [o, r1, . . . , rd−3,K] with
apex o and (d − 1)−dimensional base [r1, . . . , rd−3,K] can be computed as
follows:
δ̂([o, r1, . . . , rd−3,K], S) =
1
Vol2(K)
∫
K
δ̂lim ([o, r1, . . . , rd−3,x], S) dx.
Proof.
(1) It is sufficient to look at the case ‖x‖ < ‖y‖. (The case ‖x‖ = ‖y‖ follows
from this by standard limit procedure.) Then recall that
δ̂ ([o, r1, . . . , rd−3, Tn(x)], S) = h1δ ([o, r1, . . . , rd−3, Tn(x)], S) and
δ̂ ([o, r1, . . . , rd−3, Tn(y)], S) = h1δ ([o, r1, . . . , rd−3, Tn(y)], S) .
Thus, it is sufficient to show that if n is sufficiently large, then
δ ([o, r1, . . . , rd−3, Tn(x)], S) ≥ δ ([o, r1, . . . , rd−3, Tn(y)], S) .
This we can get as follows. We can approximate the d−dimensional convex cone
[o, r1, . . . , rd−3, Tn(x)] (resp., [o, r1, . . . , rd−3, Tn(y)]) arbitrarily close with a finite
(but possible large) number of non-overlapping d−dimensional orthoschemes each
containing the (d−3)−dimensional orthoscheme [o, r1, . . . , rd−3] as a face and each
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having all the edge lengths of the 3 edges going out from the vertex o and not lying
on the face [o, r1, . . . , rd−3] close to ‖x‖ (resp., ‖y‖) for n sufficiently large (see
also Sublemma 2). Thus, the claim follows from Part (1) of Lemma 5 (Lemma of
Comparison) rather easily.
(2)-(3) It is sufficient to prove the corresponding formula for K.
A typical term of the Riemann-Lebesgue sum of
1
Vol2(K)
∫
K
δ̂lim ([o, r1, . . . , rd−3,x], S) dx
is equal to
1
Vol2(K)
δ̂ ([o, r1, . . . , rd−3, Tn(xm)], S)Vol2(Tn(xm)),m ∈M.
Using Sublemma 5 this turns out to be equal to
Vold−1([r1, . . . , rd−3, Tn(xm)])
Vold−1([r1, . . . , rd−3,K])
δ̂ ([o, r1, . . . , rd−3, Tn(xm)], S) =
SVold−1([o, r1, . . . , rd−3, Tn(xm)] ∩ S)
Vold−1([r1, . . . , rd−3,K])
.
Finally, as the union of the nonoverlapping squares Tn(xm),m ∈ M is a good
approximation of the convex domain K in the plane affF2 we get that
∑
m∈M
SVold−1([o, r1, . . . , rd−3, Tn(xm)] ∩ S)
Vold−1([r1, . . . , rd−3,K])
=
∑
m∈M SVold−1([o, r1, . . . , rd−3, Tn(xm)] ∩ S)
Vold−1([r1, . . . , rd−3,K])
is a good approximation of
SVold−1 ([o, r1, . . . , rd−3,K] ∩ S)
Vold−1([r1, . . . , rd−3,K])
= δ̂([o, r1, . . . , rd−3,K], S).
This completes the proof of Lemma 6. 
4. Truncation of wedges increases the surface density
Lemma 7. Let WI (resp., WII) denote the wedge of type I (resp., of type II) with
the 2−dimensional base F2 which is generated by the (d − 2)−dimensional Rogers
orthoscheme conv{o, r1, . . . , rd−2} of the Voronoi polytope P ⊂ Ed, d ≥ 4. Then
δ̂(WI , S) ≤ δ̂(W I , S) ( resp., δ̂(WII , S) ≤ δ̂(W II , S) ).
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Proof. Notice that Part (1) of Lemma 6 easily implies that if 0 < Vol2(F2 \ B),
then for any x∗ ∈ F2 with ‖x∗‖ =
√
2d
d+1 we have that
1
Vol2(F2 \B)
∫
F2\B
δ̂lim ([o, r1, . . . , rd−3,x], S) dx ≤
δ̂lim ([o, r1, . . . , rd−3,x∗], S) ≤
1
Vol2(B ∩ F2)
∫
B∩F2
δ̂lim ([o, r1, . . . , rd−3,x], S) dx .
Thus, if 0 < Vol2(F2 \B), then Part (2) of Lemma 6 yields that
δ̂(WI , S) =
1
Vol2(F2)
∫
F2
δ̂lim ([o, r1, . . . , rd−3,x], S) dx =
Vol2(B ∩ F2)
Vol2(F2)
· 1
Vol2(B ∩ F2)
∫
B∩F2
δ̂lim ([o, r1, . . . , rd−3,x], S) dx +
Vol2(F2 \B)
Vol2(F2)
· 1
Vol2(F2 \B)
∫
F2\B
δ̂lim ([o, r1, . . . , rd−3,x], S) dx ≤
Vol2(B ∩ F2)
Vol2(F2)
· 1
Vol2(B ∩ F2)
∫
B∩F2
δ̂lim ([o, r1, . . . , rd−3,x], S) dx +
Vol2(F2 \B)
Vol2(F2)
· 1
Vol2(B ∩ F2)
∫
B∩F2
δ̂lim ([o, r1, . . . , rd−3,x], S) dx =
1
Vol2(B ∩ F2)
∫
B∩F2
δ̂lim ([o, r1, . . . , rd−3,x], S) dx = δ̂(W I , S).
As the same method works for WII and W II this completes the proof of Lemma 7.

5. Maximum surface density in truncated wedges of type I and II
The case of truncated wedges of type I. Let W I denote the truncated wedge
of type I with the 2−dimensional base B ∩ F2 which is generated by the (d −
2)−dimensional Rogers orthoscheme conv{o, r1, . . . , rd−2} of the Voronoi polytope
P ⊂ Ed, d ≥ 8. By assumption F2 is a 2−dimensional face of the Voronoi polytope
P with √
2(d− 2)
d− 1 ≤ h = R(F2) <
√
2(d− 1)
d
.
Let G0 ⊂ affF2 (resp., G ⊂ affF2) denote the closed circular disc of radius g0(h) =√
2d
d+1 − h2 (resp., g(h) = 2−h
2√
4−h2 ) centered at the point rd−2. It is easy to see
that G ⊂ relintG0 for all
√
2(d−2)
d−1 ≤ h <
√
2(d−1)
d
. (Moreover, G = G0 for
h =
√
2(d−1)
d
.) Notice that G0 = B ∩ affF2 thus, Corollary 1 implies that there is
no vertex of the face F2 belonging to the relative interior of G0 (Fig. 8). Moreover,
as h = R(F2) <
√
2 Lemma 1 yields that 2√
4−h2 ≤ R(F1) holds for any side F1 of the
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face F2 hence, G ⊂ F2 and of course, G ⊂ B∩F2 = G0∩F2. Now, letM ⊂ affF2 be a
square circumscribed about G. A straightforward computation yields that g0(h)
g(h) is a
strictly decreasing function on the interval
[√
2(d−2)
d−1 ,
√
2(d−1)
d
)
(i.e.
d
(
g0(h)
g(h)
)
dh
< 0
on the interval
(√
2(d−2)
d−1 ,
√
2(d−1)
d
)
) and
g0
(√
2(d−2)
d−1
)
g
(√
2(d−2)
d−1
) = √ 2d
d+1 <
√
2. Thus, the
vertices of the squareM do not belong to G0. Finally, as d ≥ 8 Corollary 2 implies
that there are at most 4 sides of the face F2 that intersect the relative interior of
G0.
N
F
M
M
F2
2
0
G
r d-2
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The following statement is the core part of this section.
Lemma 8. Let W I denote the truncated wedge of type I with the 2−dimensional
base B ∩ F2 which is generated by the (d − 2)−dimensional Rogers orthoscheme
conv{o, r1, . . . , rd−2} of the Voronoi polytope P ⊂ Ed, d ≥ 8. Then
δ̂(W I , S) ≤ δ̂([o, r1, . . . , rd−3, G0 ∩M ], S).
Proof. Recall that according to Part (2) of Lemma 6
δ̂(W I , S) =
1
Vol2(B ∩ F2)
∫
B∩F2
δ̂lim ([o, r1, . . . , rd−3,x], S) dx .
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Moreover, Corollary 2 guarantees that the number of sides (i.e. of line segments of
positive lengths) of B ∩ F2 = G0 ∩ F2 is at most 4. Thus, all these facts and Part
(1) of Lemma 6 imply that without loss of generality we may assume that there
exists a convex quadrangle N ⊂ affF2 with
G0 ∩ F2 = G0 ∩N.
Now, if G0 ∩N 6= G0 (resp., G0 ∩N = G0), then let M0 ⊂ affF2 be a square (resp.,
a smallest square) centered at rd−2 with the property that
Vol2(G0 ∩N) = Vol2(G0 ∩M0).
Obviously, no vertex of M0 belongs to G0.
Sublemma 6.
δ̂(W I , S) = δ̂([o, r1, . . . , rd−3, G0 ∩N ], S) ≤ δ̂([o, r1, . . . , rd−3, G0 ∩M0], S).
Proof. Take all possible convex quadrilaterals N ′ ⊂ affF2 with the property that
no vertex of N ′ belongs to the relative interior of G0 and G ⊂ N ′ moreover,
Vol2(G0 ∩N ′) = Vol2(G0 ∩N).
r
x yi i
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G
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Obviously, there is convex quadrilateral of this family say, N ′ for which
δ̂([o, r1, . . . , rd−3, G0 ∩N ′], S) =
1
Vol2(G0 ∩N ′)
∫
G0∩N ′
δ̂lim ([o, r1, . . . , rd−3,x], S) dx
26 KA´ROLY BEZDEK
is maximal (see also Part (3) of Sublemma 6). We claim that all sides of N ′ lie at
the same distance from rd−2. We prove this by contradiction. Assume that there
are two sides s′1 and s
′
2 of G0 ∩ N ′ such that the length of s′1 is larger than the
length of s′2 (Fig. 9). Without loss of generality we may assume that the endpoints
of s′1 and s
′
2 are not vertices of N
′. Then we move s′1 (resp., s
′
2) farther away from
rd−2 (resp., closer to rd−2) by a small amount to get the new side s˜1 (resp., s˜2) such
that the parallel strips ∆s1 and ∆s2 in G0 determined by s
′
1, s˜1 and s
′
2, s˜2 have the
same area. Then let N˜ be the new convex quadrilateral obtained from N ′ in the
above manner. Now, it is easy to show that we can partition ∆s1 (resp., ∆s2) into
an arbitrary large number say, n of equal area convex subregions in each picking a
point xi, 1 ≤ i ≤ n (resp., yi, 1 ≤ i ≤ n) such that ‖xi − rd−2‖ < ‖yi − rd−2‖ i.e.
‖xi‖ < ‖yi‖ for all 1 ≤ i ≤ n. As a result the proof of Part (1) of Lemma 6 yields
the following inequality (see also the Lemma of Strict Comparison in Section 7):
δ̂lim ([o, r1, . . . , rd−3,xi], S) > δ̂lim ([o, r1, . . . , rd−3,yi], S) for all 1 ≤ i ≤ n.
Hence, Part (3) of Lemma 6 implies in a straightforward way that
δ̂([o, r1, . . . , rd−3, G0 ∩ N˜ ], S) > δ̂([o, r1, . . . , rd−3, G0 ∩N ′], S) ,
a contradiction. Thus, indeed all sides of N ′ must lie at the same distance from
rd−2 and as a result we get via Lemma 6 that
δ̂([o, r1, . . . , rd−3, G0 ∩N ], S) ≤ δ̂([o, r1, . . . , rd−3, G0 ∩M0], S),
finishing the proof of Sublemma 6. 
Sublemma 7.
δ̂([o, r1, . . . , rd−3, G0 ∩M0], S) ≤ δ̂([o, r1, . . . , rd−3, G0 ∩M ], S).
Proof. Without loss of generality we may assume that M and M0 are homothetic
with respect to rd−2 and M ⊂ relintM0. Let u ∈ G0 ∩ M,v ∈ G0 ∩ M0 be
midpoints of two corresponding and parallel sides of G0 ∩M and G0 ∩M0 (Fig.
10). Then let x ∈ G0 ∩M and y ∈ G0 ∩M0 be the vertices of the above two
corresponding and parallel sides of G0 ∩M and G0 ∩M0 lying on the same side
of the line uv in affF2. Let z ∈ relbd(G0 ∩M) be the point lying on the same
side of the line uv in affF2 as the points x,y such that ∠urd−2z = vrd−2z = pi4 .
Let U = conv{rd−2,u,x}, V = conv{rd−2,v,y}. Moreover, let X (resp., Y ) be
the circular sector of G0 spanned by the center rd−2 and the shorter circular arc of
relbdG0 between the points x, z (resp., y, z). Now, Part (1) of Sublemma 2, Part
(2) of Lemma 5 (Lemma of Comparison) and Lemma 6 easily yield
δ̂([o, r1, . . . , rd−3, rd−2,u,x], S) = δ̂([o, r1, . . . , rd−3, U ], S) ≥
δ̂([o, r1, . . . , rd−3, rd−2,v,y], S) = δ̂([o, r1, . . . , rd−3, V ], S) ≥
δ̂([o, r1, . . . , rd−3, X ], S) = δ̂([o, r1, . . . , rd−3, Y ], S).
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(Of course, in the case when M0 is circumscribed about G0 the points y,v
coincide and so, in the above inequalities one has to replace δ̂([o, r1, . . . , rd−3, V ], S)
by δ̂lim([o, r1, . . . , rd−3, V ], S).) Hence, these inequalities and the following obvious
inequality (partly based on Sublemma 5)
Vold−1([r1, . . . , rd−3, X ])
Vold−1([r1, . . . , rd−3, U ])
=
Vol2(X)
Vol2(U)
≤ Vol2(Y )
Vol2(V )
=
Vold−1([r1, . . . , rd−3, Y ])
Vold−1([r1, . . . , rd−3, V ])
imply (via Part (2) of Sublemma 2) in a straightforward way that
δ̂([o, r1, . . . , rd−3, U ∪X ], S) =
Vold−1([r1, . . . , rd−3, U ])
Vold−1([r1, . . . , rd−3, U ∪X ]) δ̂([o, r1, . . . , rd−3, U ], S)+
Vold−1([r1, . . . , rd−3, X ])
Vold−1([r1, . . . , rd−3, U ∪X ]) δ̂([o, r1, . . . , rd−3, X ], S) ≥
Vold−1([r1, . . . , rd−3, V ])
Vold−1([r1, . . . , rd−3, V ∪ Y ]) δ̂([o, r1, . . . , rd−3, V ], S)+
Vold−1([r1, . . . , rd−3, Y ])
Vold−1([r1, . . . , rd−3, V ∪ Y ]) δ̂([o, r1, . . . , rd−3, Y ], S) =
δ̂([o, r1, . . . , rd−3, V ∪ Y ], S).
Hence, by symmetry the inequality
δ̂([o, r1, . . . , rd−3, G0 ∩M ], S) ≥ δ̂([o, r1, . . . , rd−3, G0 ∩M0], S)
follows, finishing the proof of Sublemma 7. 
Thus, Sublemma 6 and Sublemma 7 imply that
δ̂(W I , S) = δ̂([o, r1, . . . , rd−3, G0 ∩N ], S) ≤ δ̂([o, r1, . . . , rd−3, G0 ∩M0], S) ≤
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δ̂([o, r1, . . . , rd−3, G0 ∩M ], S).
This completes the proof of Lemma 8. 
It is clear from the construction that we can write δ̂([o, r1, . . . , rd−3, G0 ∩M ], S)
as a function of d− 2 variables namely,
∆̂(ξ1, . . . , ξd−3, ξd−2) = δ̂([o, r1, . . . , rd−3, G0 ∩M ], S),
where ξ1 = ‖r1‖, . . . , ξd−3 = ‖rd−3‖, ξd−2 = ‖rd−2‖ = h. Corollary 1 and the
assumption on h imply that
m1 = 1 ≤ ξ1, . . . ,mi =
√
2i
i+ 1
≤ ξi, . . . ,md−3 =
√
2(d− 3)
d− 2 ≤ ξd−3,
md−2 =
√
2(d− 2)
d− 1 ≤ ξd−2 = h <
√
2(d− 1)
d
.
Notice that if ‖ri‖ = mi for all 1 ≤ i ≤ d− 2, then [o, r1, . . . , rd−3, G0 ∩M ] can be
dissected into 4 pieces each being congruent to W and therefore δ̂([o, r1, . . . , rd−3,
G0 ∩M ], S) = σ̂d.
Lemma 9. ∆̂(ξ1, . . . , ξd−3, ξd−2) ≤ ∆̂(m1, . . . ,md−3,md−2) = σ̂d.
Proof. For any fixed ξd−2 = h Part (2) of Lemma 5 (Lemma of Comparison) easily
implies that
∆̂(ξ1, . . . , ξd−3, h) ≤ ∆̂(m1, . . . ,md−3, h).
Finally, following the monotonicity idea of the proof of Sublemma 7 it is easy
to show that the function ∆̂(m1, . . . ,md−3, h) as a function of h is decreasing on
the interval [
√
2(d−2)
d−1 ,
√
2(d−1)
d
). (The proof is essentially based on the fact that
‖u‖, ‖x‖, ‖z‖, Vol2(X)Vol2(U) are all increasing functions of h.) From this it follows that
∆̂(m1, . . . ,md−3, h) ≤ ∆̂(m1, . . . ,md−3,md−2) = σ̂d ,
finishing the proof of Lemma 9. 
We conclude this section with the following immediate corollary of Lemma 8 and
Lemma 9.
Corollary 3. Let W I denote the truncated wedge of type I with the 2−dimensional
base B ∩ F2 which is generated by the (d − 2)−dimensional Rogers orthoscheme
conv{o, r1, . . . , rd−2} of the Voronoi polytope P ⊂ Ed, d ≥ 8. Then
δ̂(W I , S) ≤ σ̂d.
The case of truncated wedges of type II. It is sufficient to prove the following
statement.
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Lemma 10. LetW II denote the truncated wedge of type II with the 2−dimensional
base B ∩ F2 which is generated by the (d − 2)−dimensional Rogers orthoscheme
conv{o, r1, . . . , rd−2} of the Voronoi polytope P ⊂ Ed, d ≥ 4. Then
δ̂(W II , S) ≤ σ̂d.
Proof. By assumption F2 is a 2−dimensional face of the Voronoi polytope P with√
2(d− 1)
d
≤ h = R(F2) <
√
2d
d+ 1
.
LetG0 ⊂ affF2 denote the closed circular disc of radius g0(h) =
√
2d
d+1 − h2 centered
at the point rd−2. As h = R(F2) <
√
2 Lemma 1 yields that√
2d
d+ 1
≤ 2√
4− h2 ≤ R(F1)
hold for any side F1 of the face F2. Thus,
B ∩ F2 = G0 and so
δ̂(W II , S) = δ̂([o, r1, . . . , rd−3, G0], S).
It is clear from the construction that we can write δ̂([o, r1, . . . , rd−3, G0], S) as a
function of d− 2 variables namely,
∆̂∗(ξ1, . . . , ξd−3, ξd−2) = δ̂([o, r1, . . . , rd−3, G0], S),
where ξ1 = ‖r1‖, . . . , ξd−3 = ‖rd−3‖, ξd−2 = ‖rd−2‖ = h. Corollary 1 and the
assumption on h imply that
m1 = 1 ≤ ξ1, . . . ,mi =
√
2i
i+ 1
≤ ξi, . . . ,md−3 =
√
2(d− 3)
d− 2 ≤ ξd−3,
m∗d−2 =
√
2(d− 1)
d
≤ ξd−2 = h <
√
2d
d+ 1
.
For any fixed ξd−2 = h Part (2) of Lemma 5 (Lemma of Comparison) easily implies
that
∆̂∗(ξ1, . . . , ξd−3, h) ≤ ∆̂∗(m1, . . . ,md−3, h).
Finally, applying again Part (2) of Lemma 5 we immediately get that
∆̂∗(m1, . . . ,md−3, h) ≤ ∆̂∗(m1, . . . ,md−3,m∗d−2) ≤ σ̂d .
This completes the proof of Lemma 10. 
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6. Proof of the Theorem
Let P be a d−dimensional Voronoi polytope of a packing P of d−dimensional
unit balls in Ed, d ≥ 8. Without loss of generality we may assume that the unit
ball B = {x ∈ Ed| dist(o,x) = ‖x‖ ≤ 1} centered at the origin o of Ed is one of
the unit balls of P with P as its Voronoi cell. As before, let S denote the boundary
of B.
First, we dissect P into d−dimensional Rogers simplices. Then let conv{o, r1,
. . . , rd} be one of these d−dimensional Rogers simplices assigned to the flag say,
F0 ⊂ · · · ⊂ Fd−1 of P . As ri ∈ Fd−i, 1 ≤ i ≤ d it is clear that aff{rd−2, rd−1, rd} =
affF2 and so
dist(o, aff{rd−2, rd−1, rd}) = dist(o, affF2) = R(F2).
Notice that Corollary 1 implies that
√
2(d−2)
d−1 ≤ R(F2).
Second, we group the d−dimensional Rogers simplices of P as follows.
(1) If
√
2(d−2)
d−1 ≤ R(F2) <
√
2(d−1)
d
, then we assign the Rogers simplex conv{o,
r1, . . . , rd} to the type I wedge WI with the 2−dimensional base F2 gener-
ated by the (d− 2)−dimensional Rogers orthoscheme conv{o, r1, . . . , rd−2}
of the Voronoi polytope P ⊂ Ed, d ≥ 8.
(2) If
√
2(d−1)
d
≤ R(F2) <
√
2d
d+1 , then we assign the Rogers simplex conv{o, r1,
. . . , rd} to the type II wedgeWII with the 2−dimensional base F2 generated
by the (d−2)−dimensional Rogers orthoscheme conv{o, r1, . . . , rd−2} of the
Voronoi polytope P ⊂ Ed, d ≥ 8.
(3) If
√
2d
d+1 ≤ R(F2), then we assign the Rogers simplex conv{o, r1, . . . , rd} to
itself as the type III wedge WIII .
As the wedges of type I, II and III of the given Voronoi polytope P sit over the
2−skeleton of P and form a tiling of P it is clear that each d−dimensional Rogers
simplex of P belongs to exactly one of them. As a result, in order to show that
the surface density δ̂(P, S) =
SVold−1(S)
Vold−1(bdP )
= dωdVold−1(bdP ) of the unit sphere S in
the Voronoi polytope P is bounded from above by σ̂d, it is sufficient to prove the
following inequalities
(1̂) δ̂(WI , S) ≤ σ̂d ;
(2̂) δ̂(WII , S) ≤ σ̂d ;
(3̂) δ̂(WIII , S) ≤ σ̂d .
This final task left is now easy. Namely, Lemma 7, Corollary 3 and Lemma 10
yield (1̂) and (2̂) in a straightforward way. Finally, (3̂) follows with the help of Part
(2) of Lemma 5 rather easily.
This completes the proof of the Theorem.
7. Proof of the Proposition
The proof of Lemma 5 published in [4] (Part(2)) and in [23] (Part(1)) can be
modified in a straightforward way such that it leads to the following somewhat
stronger version of the Lemma of Comparison.
Lemma 11 (Lemma of Strict Comparison). Let U = conv{o,u1, . . . ,ud}
be a d−dimensional orthoscheme in Ed and let V = conv{o,v1, . . . ,vd} be a
IMPROVING ROGERS’ UPPER BOUND 31
d−dimensional simplex of Ed such that ‖vi‖ = dist(o, conv{vi,vi+1, . . . ,vd}) for
all 1 ≤ i ≤ d − 1. If 1 ≤ ‖ui‖ ≤ ‖vi‖ holds for all 1 ≤ i ≤ d and there is an
i0, 1 ≤ i0 ≤ d such that 1 ≤ ‖ui0‖ < ‖vi0‖, then
δ(U,B) > δ(V,B) and(1)
δ̂(U, S) > δ̂(V, S).(2)
First, recall that
σ̂d =
Vold(W ∩B)
Vold(W )
.
Second, an easy application of Part (1) of Lemma 11 implies that
λd =
Vold ([o,w1, . . . ,wd−3,⊳ wd−2wdwd+1] ∩B)
Vold ([o,w1, . . . ,wd−3,⊳ wd−2wdwd+1])
<
Vold([o,w1, . . . ,wd] ∩B)
Vold([o,w1, . . . ,wd])
= σd.
Thus,
σ̂d =
Vold(W ∩B)
Vold(W )
=
λdVold ([o,w1, . . . ,wd−3,⊳ wd−2wdwd+1]) + σdVold([o,w1, . . . ,wd])
Vold(W )
< σd.
This completes the proof of the Proposition.
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