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COMBINATORIAL INTERPRETATIONS OF SOME BOIJ-SO¨DERBERG
DECOMPOSITIONS
UWE NAGEL AND STEPHEN STURGEON
Abstract. Boij-So¨derberg theory shows that the Betti table of a graded module can be
written as a liner combination of pure diagrams with integer coefficients. Using Ferrers
hypergraphs and simplicial polytopes, we provide interpretations of these coefficients
for ideals with a d-linear resolution, their quotient rings, and for Gorenstein rings whose
resolution has essentially at most two linear strands. We also establish a structural result
on the decomposition in the case of quasi-Gorenstein modules.
1. Introduction
Boij-So¨derberg theory classifies all Betti tables of graded modules over a polynomial ring
R up to a rational multiple. This is achieved by writing the Betti table of such a module
as a unique linear combination of pure diagrams whose coefficients are positive integers
(see Section 2 for details). The purpose of this paper is to demonstrate combinatorial
significance of these coefficients in a few cases. Each of these cases is related to ideals that
are derived from some combinatorial objects. Moreover, we show that the self-duality of
the minimal free resolution of a quasi-Gorenstein module is reflected in its Boij-So¨derberg
decomposition. This includes all standard graded Gorenstein algebras.
In Section 3 we first consider the Boij-So¨derberg decompositions of ideals with a d-
linear resolution. The Ferrers ideals associated to d-uniform Ferrers hypergraphs provide
examples of such ideals. Their resolutions are well-understood thanks to results in [7], [8],
and [14]. We show that each Betti table of an ideal with a d-linear resolution corresponds
to the Betti table of a suitable Ferrers hypergraph. This allows us to give a combinatorial
interpretation of the Boij-So¨derberg coefficients. In particular, they must form an O-
sequence. This result (see Theorem 3.5) provides a characterization of the Betti numbers
of ideals with a d-linear resolution that complements the recent characterization obtained
in [12].
Then we consider the Boij-So¨derberg decomposition of certain quotient rings R/I. The
Betti tables of the ideal I and R/I are closely related. However, their Boij-So¨derberg
decompositions are very different in general and the precise relationship is not known.
In the case where I has a d-linear resolution, we obtain an interpretation of the Boij-
So¨derberg coefficients of R/I (see Theorem 3.8). Again it relies on a suitable Ferrers
hypergraph though the coefficients are extracted by counting different subsets in the
hypergraph this time.
Quasi-Gorenstein modules were introduced in [16]. They are important in the liai-
son theory of modules. Gorenstein rings are examples of cyclic such modules. Quasi-
Gorenstein modules have a self-dual minimal free resolution.
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In Section 4 we consider the Boij-So¨derberg decomposition of such modules. We show
that their Betti table can be rewritten as a linear combination of self-dual diagrams, where
each summand is the sum of at most two pure diagrams (see Theorem 4.4). Specific in-
stances of such decompositions are derived in Section 5. We consider the Betti tables
of Gorenstein rings with few linear strands. Such Betti tables arise naturally. In partic-
ular, they can be obtained from the resolutions of Stanley-Reisner rings corresponding
to boundary complexes of simplicial polytopes. The Boij-So¨derberg decomposition are
described in Theorem 5.4. The coefficients admit a very transparent interpretation in the
case of stacked polytopes (see Corollary 5.7).
We review basic facts on Boij-So¨derberg decompositions and Ferrers hypergraphs in
Section 2. Furthermore, given any strongly stable monomial ideal I whose generators
have degree d, an explicit construction of a d-uniform Ferrers hypergraph with the same
graded Betti numbers as I is provided in Remarks 2.5 and 2.6.
2. Boij-So¨derberg decomposition, O-sequences, and Ferrers hypergraphs
We recall some results and concepts that are needed in subsequent sections.
We work over a polynomial ring R = K[x1, . . . , xn] in n variables, where K is any
field. All modules are assumed to be graded finitely generated R-modules. We denote
the graded Betti numbers of M (as an R-module) by
βi,j(M) = dimK [Tor
R
i (M,K)]j .
The numerical information of the minimal free resolution of M is captured in the Betti
table β(M) = (βi,j(M)) of M .
Definition 2.1. Given an increasing sequence of integers σ = (d0, d1, . . . , ds), where
0 ≤ s ≤ n, we denote by πσ the matrix with entries βi,j, where
βi,j =

n∏
j=0,j 6=i
1
|di − dj|
if j = di
0 otherwise.
It is called the pure diagram to the degree sequence σ.
Note that this is the convention used in [6], which differs from the original proposal in
[5]. For example:
π(0,2,3,5) =
βi,j 0 1 2 3
0 1
30
0 0 0
1 0 1
6
1
6
0
2 0 0 0 1
30
Every pure diagram is a rational multiple of the Betti table of a Cohen-Macaulay
module. Due to the seminal results by Eisenbud and Schreyer in [9], much more is
true. Define a partial order on the set of pure diagrams by setting πσ ≤ πτ , where
σ = (d0, d1, . . . , ds) and τ = (d
′
0, d
′
1, . . . , d
′
t) are degree sequences, if s ≥ t and di ≤ d
′
i for
all i = 0, 1, . . . , t. Boij-So¨derberg theory as developed by Boij and So¨derberg in [5], [6]
and Eisenbud and Schreyer in [9] classifies all Betti tables of graded R-modules up to a
rational multiple. More precisely, one has (see [6, Theorem 2]):
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Theorem 2.2. For every graded, finitely generated R-module M , there are unique pure
diagrams πσ1 < πσ2 < · · · < πσt and positive integers a1, . . . , at such that
(2.1) β(M) =
t∑
i=1
aiπσi ,
We call the right-hand side in Equation (2.1) the Boij-So¨derberg decomposition of the
Betti table of M , the pure diagrams πσi its summands and the integers ai the Boij-
So¨derberg coefficients of M .
Next, we recall Macaulay’s characterization of Hilbert functions of graded K-algebras.
Given positive integers b and d, there are unique integers md > md−1 > ms ≥ s ≥ 1 such
that
b =
(
md
d
)
+
(
md−1
d− 1
)
+ . . .+
(
ms
s
)
.
Then define
b〈d〉 :=
(
md + 1
d+ 1
)
+
(
md−1 + 1
d
)
+ . . .+
(
ms + 1
s+ 1
)
and b〈d〉 := 0 if b = 0. A sequence of non-negative integers (hj)j≥0 is called an O-sequence
if h0 = 1 and hj+1 ≤ h
〈j〉
j for all j ≥ 1. Macaulay (see, e.g., [4, Theorem 4.2.10]) showed
that, for a numerical function h : Z→ Z, the following conditions are equivalent:
(a) h is the Hilbert function of a standard gradedK-algebraR/I, that is, dimK [R/I]j =
h(j) for all integers j;
(b) h(j) = 0 if j < 0 and {h(j)}j≥0 is an O-sequence.
Finally, we consider Ferrers hypergraphs. Ferrers graphs are parametrized by partitions
and form an important class of bipartite graphs. Their edge ideals admit an explicit
minimal free resolution (see [7]). They can be specialized to the edge ideals of threshold
graphs (see [8]). These results have been extended to d-partite hypergraphs, d ≥ 2, in
[14].
Definition 2.3. A Ferrers hypergraph is a d-partite d-uniform hypergraph F on a vertex
set X(1) ⊔ ... ⊔ X(d) such that there is a linear ordering on each X(j) and whenever
(i1, ...id) ∈ F and (i
′
1, ..., i
′
d) satisfies i
′
j ≤ ij in X
(j) for all j, one also has (i′1, ..., i
′
d) ∈ F . In
other words, F is an order ideal in the componentwise partial ordering on X(1)× ...×X(d).
The ideal I(F ) generated by all the monomials x
(1)
i1
· · ·x
(d)
id
, where (i1, ...id) ∈ F , is
called a (generalized) Ferrers ideal.
We may assume that the sets X(j) consist of consecutive positive integers 1, 2, . . . , nj .
Example 2.4. Monomial ideals generated by variables correspond to 1-uniform Ferrers
hypergraphs. Ferrers tableaux describe 2-uniform Ferrers graphs, whereas 3-uniform Fer-
rers hypergraphs correspond to cubical stackings. For example, consider the stacking
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z
x
y
Using variables x1, x2, . . ., y1, y2, . . ., and z1, z2, . . . to avoid super scripts, the associated
Ferrers ideal is
I(F ) = (x1y1z1, x1y1z2, x1y1z3, x1y2z1, x1y2z2, x2y1z1).
Recall that a monomial ideal I ⊂ R is said to be strongly stable if, for any monomial
u ∈ S, the conditions u ∈ I and xi divides u imply that xj ·
u
xi
is in I whenever j ≤ i.
A squarefree monomial ideal I ⊂ R is said to be squarefree strongly stable if, for any
squarefree monomial u ∈ R, the conditions u ∈ I, xi divides u, and xj does not divide u
imply that xj ·
u
xi
is in I whenever j ≤ i.
Remark 2.5. It is well-known how to associate to a given strongly stable ideal a square-
free strongly stable ideal in a ring with enough variables that has the same graded Betti
numbers. Indeed, define a map
ϕ : {monomials} −→ {squarefree monomials}
by
xi1xi2 · · ·xij 7→ xi1xi2+1 · · ·xij+j−1, where 1 ≤ i1 ≤ i2 · · · ≤ ij .
If I is a strongly stable ideal with minimal generators u1, ..., ut, then J = (φ(u1), ..., φ(ut))
is a squarefree strongly stable ideals with the same graded Betti numbers as I by Lemmas
1.2 and 2.2 in [1].
According to [14, Propostion 3.7], every Ferrers hypergraph is isomorphic to a skew
squarefree strongly stable hypergraph. However, here we need a different construction.
Remark 2.6. Using new variables x
(j)
i , where i ≥ 1 and 1 ≤ j ≤ d, consider the map ψ
defined by
xi1xi2 · · · xid 7→ x
(1)
i1
x
(2)
i2−i1
· · · x
(d)
id−id−1
if 1 ≤ i1 ≤ i2 · · · ≤ ij .
If J is a squarefree strongly stable ideal whose minimal generators v1, . . . , vt all have
degree d, then one checks that the ideal generated by ψ(v1), . . . , ψ(vt) is the Ferrers ideal
I(F ) of a d-uniform Ferrers graph. Moreover, the ideals J and I(F ) have the same graded
Betti numbers by [14, Theorem 3.13] as their minimal free resolutions can be described
by using isomorphic cell complexes.
We illustrate the passage from a strongly stable ideal to a Ferrers ideal.
Example 2.7. Consider the strongly stable ideal I = (x31, x
2
1x2, x1x
2
2, x1x2x3, x
2
1x3). Ap-
plying the above map ϕ to each of its generators we get:
I = (x31, x
2
1x2, x1x
2
2, x1x2x3, x
2
1x3) 7→ (x1x2x3, x1x2x4, x1x3x4, x1x3x5, x1x2x5)
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Using the above map ψ we get a Ferrers ideal. However, to avoid superscripts we use
variables yi = x
(2)
i and zi = x
(3)
i . We obtain:
(x1x2x3, x1x2x4, x1x3x4, x1x3x5, x1x2x5) 7→ I(F ) = (x1y1z1, x1y1z2, x1y2z1, x1y2z2, x1y1z3).
3. Ideals with d-linear resolutions
In this section, our goal is to describe the Boij-So¨derberg decompositions of the Betti
tables of ideals with a d-linear resolution and of the tables of their quotient rings.
Notation 3.1. We use πd−lin;k to denote the pure diagram representing a d-linear reso-
lution, that is, πd−lin;k = πσ, where σ = (d, d+ 1, . . . , d+ k).
We begin by considering Ferrers ideals. Notice that the graded Betti numbers of an
ideal I over R are the same as the ones of the extension ideal IR[t] over R[t], where t is
a new variable. Thus, we may drop the reference to the polynomial ring R.
Proposition 3.2. Let F be a d-uniform Ferrers hypergraph. Then the Boij-So¨derberg
decomposition of the associated Ferrers ideal I(F ) is
β(I(F )) =
∑
k≥0
αk(F ) k! πd−lin;k,
where:
αk(F ) := #{(i1, .., id) ∈ F :
∑
j
ij = k + d}.
Proof. Observe that the non-zero entry in homological degree i of πd−lin;k is
1
i!(k−i)!
. Hence,
the i-th non-zero entry in the diagram
∑
k≥0 αk(F ) k! πd−lin;k is[∑
k≥0
αk(F ) k! πd−lin;k
]
i
=
∑
k≥0
αk(F )
(
k
i
)
.
Our claim follows because
βi(I(F )) =
∑
k≥0
αk(F )
(
k
i
)
by Corollary 3.14 in [14]. 
Example 3.3. Consider the 3-uniform Ferrers hypergraph
F = {(1, 1, 1), (1, 1, 2), (1, 1, 3), (1, 2, 1, (1, 2, 2), (2, 1, 1)}.
Its Ferrers ideal (see Example 2.4)
I(F ) = (x1y1z1, x1y1z2, x1y1z3, x1y2z1, x1y2z2, x2y1z1).
has Betti table
β(I(F )) =
βi,j 0 1 2
3 6 7 2
.
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Since α2(F ) = 2, α1(F ) = 3, and α0(F ) = 1, by Theorem 3.2, its Boij-So¨derberg decom-
position is
β(I(F )) = α2(F ) · 2! ·
βi,j 0 1 2
3 1
2
1 1
2
+ α1(F ) · 1! ·
βi,j 0 1 2
3 1 1 ·
+ α0(F ) · 0! ·
βi,j 0 1 2
3 1 · ·
= 4 ·
βi,j 0 1 2
3 1
2
1 1
2
+ 3 ·
βi,j 0 1 2
3 1 1 ·
+
βi,j 0 1 2
3 1 · ·
.
The following result characterizes the α-sequences of Ferrers graphs as defined in Propo-
sition 3.2. Recall that an O-sequence h0, h1, . . . is a sequence of non-negative integers such
that h0 = 1 and hi+1 ≤ h
<i>
i for all i ≥ 1 (see Section 2).
Proposition 3.4. Let (h0, ..., hs) be a sequence of non-negative integers. Then the fol-
lowing conditions are equivalent:
(a) The given sequence is the α-sequence of a d-uniform Ferrers hypergraph, that is,
there is such a graph F such that αi(F ) = hi whenever 0 ≤ i ≤ s and αi = 0 if
i > s.
(b) The given sequence is an O-sequence with h1 ≤ d.
Proof. Denote by M the set of monomials in the polynomial ring R = K[x1, ..., xd] and
consider the map
ϕ : M −→ S := K[x
(j)
i |1 ≤ j ≤ d], x
a = xa11 x
a2
2 · · ·x
ad
d 7→ x
(1)
a1+1x
(2)
a2+1 . . . x
(d)
ad+1
First, we show that (b) implies (a). By Macaulay’s theorem, Assumption (b) provides
that there is a lexsegment ideal I of R such that its Hilbert function satisfies
dimK [R/I]j =
{
hj if 0 ≤ j ≤ s
0 if s < j.
Denote by Lj the monomials of degree j inM \I. Let J ⊂ S be the ideal that is generated
by ϕ(L0) ∪ . . . ∪ ϕ(Ls). Note that all minimal generators of J have degree d. We claim
that J is a Ferrers ideal. Indeed, if ϕ(xa) is a minimal generator of J , then xa /∈ I. Thus,
x
a
xi
/∈ I for each variable xi, so ϕ(
x
a
xi
) ∈ J .
Let F be the d-uniform Ferrers graph such that J = I(F ). Then αi(F ) = hi follows
from the construction of F .
Second, we assume (a) and show (b). Let L ⊂ R be the set of monomials consisting
of the preimages under ϕ of the minimal generators of the Ferrers ideal I(F ). It consists
of monomials whose degree is at most s. Let Lj ⊂ L be the subset of monomials having
degree j. Then the cardinality of Lj is αj(F ) by construction. Moreover, observe that L
is an order ideal of M with respect to the partial order given by divisibility because F is
a Ferrers hypergraph.
Let I ⊂ R be the ideal that is generated by all the monomials that are not in L. Then
I is an artinian ideal whose inverse system is the order ideal L. Thus, we get
dimK [R/I]j = #Lj = αj(F ) = hj.
Hence Macaulay’s characterization of Hilbert functions implies that (h0, ..., hs) is an O-
sequence. 
We are ready for the first main result of this section. We use Notation 3.1 in our
characterization of the Betti numbers of ideals with a d-linear resolution.
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Theorem 3.5. Let R = K[x1. . . . , xn] and consider the diagram
β =
v∑
k=0
αk k! πd−lin;k,
where α0, . . . , αv are rational numbers and v ≤ n. Then the following conditions are
equivalent:
(a) β is the Betti table of an ideal of R with a d-linear resolution.
(b) β is the Betti table of a strongly stable ideal I whose minimal generators have
degree d.
(c) β is the Betti table of the ideal to a d-uniform Ferrers hypergraph F with
αi(F ) =
{
αi if 0 ≤ i ≤ v
0 if v < i.
(d) (α0, α1, ..., αv) is an O-sequence with α1 ≤ d.
Proof. (a) ⇒ (b): Let I be an ideal with Betti table β. Then the generic initial ideal of I
with respect to the reverse lexicographic order has the same graded Betti numbers as I (see
[11, Corollary 4.3.18] and [11, Corollary 6.1.5]). Furthermore, if K has characteristic zero,
then gin I is strongly stable, and we are done. If the characteristic of K is positive, then
gin I is at least a stable monomial ideal. This follows, for example, by [15, Theorem 2.5].
Consider now gin I as an ideal in a polynomial ring whose base field, L, has characteristic
zero. Since the minimal free resolution of gin I, as described by Eliahou and Kervaire,
does not depend on the characteristic, the Betti numbers of gin I remain the same when
considered over L. Passing now to the generic initial ideal with respect to the reverse
lexicographic order gives the desired strongly stable ideal.
(b) ⇒ (c): Remarks 2.5 and 2.6 provide to each strongly stable ideal whose generators
have degree d a Ferrers ideal to a d-uniform hypergraph with the same graded Betti
numbers.
(c) ⇒ (a): This is true by Proposition 3.2.
Conditions (c) and (d) are equivalent by Proposition 3.4. 
Remark 3.6. A related, but compared to Theorem 3.5 different characterization of the
Betti tables of ideals with a d-linear resolution has been established by Herzog, Sharifan,
and Varbaro in [12, Theorem 3.2]. It uses combinatorial information on the generators of
a strongly stable monomial ideal.
Since the Betti numbers of the quotient ring R/I are determined by the Betti numbers
of the ideal I, one might expect the decompositions of the Betti tables to be similar or,
at least, related. However, in general the precise relationship is not known. We solve this
problem if the ideal I has a d-linear resolution. By the previous result, we may assume
that I is a Ferrers ideal. In this case we show that the decomposition of the quotient ring
can be found by counting the same set that defined the numbers αk(F ), just in a different
fashion.
In order to state the result, we need some notation.
Notation 3.7. We use π0,d−lin;kS to denote the pure diagram πd, where the degree sequence
is d = (0, d, d+ 1, . . . , d+ kS).
In the following result we exclude the case d = 1 in which the Boij-So¨derberg decom-
position is trivial. It has only one summand.
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Theorem 3.8. Let F be a d-uniform Ferrers hypergraph on the vertex set X(1)⊔. . .⊔X(d),
where d ≥ 2. Then the Boij-So¨derberg decomposition of the quotient ring R/I(F ) is
β(R/I(F )) =
d∑
j=1
∑
S∈Fj
nS · kS! · π0,d−lin;kS ,
where Fj is the Ferrers hypergraph
Fj := {(i1, . . . , îj, . . . , id) : There is some ij ∈ X
(j) such that (i1, . . . , ij , . . . , id) ∈ F},
nS := max{ij ∈ X
(j) : (i1, . . . , ij, . . . , id) ∈ F} if S = (i1, . . . , îj, . . . , id) ∈ Fj , and
kS := nS − d+
d∑
p=1,p 6=j
ip.
Proof. Note that the non-zero entries in π0,d−lin;kS are
(3.1) βi(π0,d−lin;kS) =

(d− 1)!
(d+ kS)!
if i = 0
1
(i− 1)! · (kS − i+ 1)! · (d+ i− 1)
if 1 ≤ i ≤ kS + 1.
Thus, the entry of
∑d
j=1
∑
S∈Fj
nS · kS! · π0,d−lin;kS in homological degree i is
βi
 d∑
j=1
∑
S∈Fj
nS · kS! · π0,d−lin;kS
 = 1
d+ i− 1
d∑
j=1
∑
S∈Fj
nS ·
(
kS
i− 1
)
.
Consider first the Betti numbers with positive index, i.e., assume that i ≥ 1. Then [14,
Corollary 3.14] gives that
βi(R/I(F )) =
∑
(i1,...,id)∈F
(∑
p ip − d
i− 1
)
.
It follows that we have to show the identity
(3.2) (d+ i− 1)
∑
(i1,...,id)∈F
(∑
p ip − d
i− 1
)
=
d∑
j=1
∑
S∈Fj
nS ·
(
kS
i− 1
)
.
To this end denote by N the number of possibilities for choosing pairs (X, y), where
y ∈ X and X is a subset of X(1) ⊔ . . . ⊔ X(d) with cardinality d + i − 1 and, for each p,
maxima mp = max(X ∩X
(p)) in X(p) such that (m1, . . . , md) ∈ F . We establish Identity
(3.2) by determining N in two different ways.
Approach 1.: We classify the possible subsets X according to their maxima in each set
X(p).
Fix (m1, . . . , md) ∈ F . To extend {m1, . . . , md} to a subset X with maximam1, . . . , md,
we can choose i− 1 numbers among any of the first mp − 1 elements in each X
(p). There
are
(∑
p mp−d
i−1
)
such choices. Taking into account the number of choices for y ∈ X , we
conclude that
(3.3) N = (d+ i− 1)
∑
(m1,...,md)∈F
(∑
pmp − d
i− 1
)
.
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Approach 2.: This time we classify the possibilities for choosing (X, y) according to the
number j such that y ∈ X(j) and the maxima of X in all X(p), except X(j).
Fix j ∈ {1, . . . , d} and S = (m1, . . . , m̂j, . . . , md) ∈ Fj . We want to pick y in S
(j) and
extend {m1, . . . , m̂j , . . . , md, y} to a subset X with d+ i− 1 elements and maxima vector
(m1, . . . ,max(X∩X
(j)), . . . , md) in F . In order to ensure the latter condition, all elements
in X ∩X(j) have to be among the first nS elements of X
(j) by definition of nS and using
the defining property of a Ferrers hypergraph. Thus, there are nS choices for y in S
(j).
The other i − 1 numbers in X can be chosen among any of the first mp − 1 elements in
each X(p) if p 6= j and among the first nS elements in X
(j), except y. We conclude that
(3.4) N =
d∑
j=1
∑
S∈Fj
nS ·
(
nS − d+
∑d
p=1,p 6=j ip
i− 1
)
=
d∑
j=1
∑
S∈Fj
nS ·
(
kS
i− 1
)
Comparing Equations (3.3) and (3.4), we obtain the desired Identity (3.2).
It remains to consider the 0-th Betti number. However, the alternating sum of the total
Betti numbers in a minimal free resolution is zero. Hence our claim for i = 0 follows from
our results for i ≥ 1. 
Remark 3.9. Theorem 3.8 extends the conclusions of group 10.2 (E.Celikbas, D. Linsay,
S. Sanyal, S. Sturgeon, K. Yu) at the MSRI summer workshop in commutative algebra
2011. In their report they show the conclusion in the case d = 2.
We illustrate the last result in case d = 3.
Example 3.10. Consider again the ideal I(F ) = (x1y1z1, x1y1z2, x1y1z3, x1y2z1, x1y2z2, x2y1z1),
corresponding to the cubical stacking
z
x
y
The Betti table of R/I(F ) is
β(R/I(F )) =
βi,j 0 1 2 3
0 1 · · ·
1 · · · ·
2 · 6 7 2
.
Abusing notation by, for example, identifying (i, j, k) ∈ F with the monomial xiyjzk,
we get the following data for the Ferrers graphs F1, F2, and F3:
F1 :
S y1z1 y1z2 y1z3 y2z1 y2z2
nS 2 1 1 1 1
kS 1 1 2 1 2
,
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F2 :
S x1z1 x1z2 x1z3 x2z1
nS 2 2 1 1
kS 1 2 2 1
,
and
F3 :
S x1y1 x1y2 x2y1
nS 3 2 1
kS 2 2 1
.
Since 20 = (ny1z3 +ny2z2 +nx1z2 +nx1z3 +nx1y1 +nx1y2) · 2! and 8 = (ny1z1 +ny1z2 +ny2z1 +
nx1z1 + nx2z1 + nx2y1) · 1!, Theorem 3.8 yields the Boij-So¨derberg decomposition
β(R/I(F )) = 20 ·
βi,j 0 1 2 3
0 1
60
· · ·
1 · · · ·
2 · 1
6
1
4
1
10
+ 8 ·
βi,j 0 1 2
0 1
12
· ·
1 · · ·
2 · 1
3
1
4
.
Notice that the Boij-So¨derberg decomposition of the Betti table of I(F ) has three
summands (see Example 3.3), whereas the one of R/I(F ) has only two summands.
Theorem 3.8 provides a curious identity for each Ferrers hypergraph.
Corollary 3.11. Let F be a d-uniform Ferrers hypergraph and adopt the notation of
Theorem 3.8. Then
d =
d∑
j=1
∑
S∈Fj
nS(
d+kS
d
) .
Proof. Considering the 0-th Betti numbers in Theorem 3.8 and using Equation (3.1) we
get the identity
1 =
d∑
j=1
∑
S∈Fj
nS · kS! ·
(d− 1)!
(d+ kS)!
.
Our claim follows. 
Our argument for Corollary 3.11 is rather indirect. There also is a more direct argu-
ment to establish this identity using induction on the number of vertices in the Ferrers
hypergraph.
4. Quasi-Gorenstein modules
Quasi-Gorenstein modules were introduced in [16] as the graded perfect R-modules
that are isomorphic to a degree shift of their canonical module. A cyclic module R/I is
quasi-Gorenstein if and only if I is a Gorenstein ideal. In module liaison theory quasi-
Gorenstein modules assume the role Gorenstein ideals play in Gorenstein liaison theory.
These modules have a self-dual minimal free resolution. The goal of this section is to
show that this self-duality is reflected in the Boij-So¨derberg decomposition of the Betti
table.
Let M be a finitely generated graded module over R = K[x1, . . . , xn]. We denote its
R-dual HomR(M,R) by M
∗. It also is a graded module. We call c = dimR − dimM =
n−dimM the codimension ofM . The canonical module ofM is KM = Ext
c
R(M,R)(−n).
If M is Cohen-Macaulay and there is an integer t such that M ∼= KM(t), then M is said
to be a quasi-Gorenstein module.
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Let now M be a Cohen-Macaulay R-module of codimension c with minimal free reso-
lution
0 −→ Fc
ϕc
−→ Fc−1 −→ · · ·
ϕ1
−→ F0 −→M −→ 0.
Dualizing with respect to R we get the minimal free resolution
(4.1) 0 −→ F ∗1
ϕ∗
1−→ F ∗2 −→ · · ·
ϕ∗c−→ F ∗c −→ Ext
c
R(M,R) −→ 0
because ExtiR(M,R) = 0 whenever i 6= c asM is Cohen-Macaulay. Hence, ifM is a quasi-
Gorenstein module, then the two free resolutions are isomorphic as exact sequences, up to
a degree shift. It follows that the free modules Fi and F
∗
c−i are isomorphic, up to a degree
shift that is independent of i. The resulting self-duality of the free resolution means in
particular that, for all integers i and j,
(4.2) βi,j(M) = βc−i,m−j(Ext
c
R(M,R)),
where m = regM + c+a(M). Here a(M) denotes the least degree of a minimal generator
of M and regM = −c + max{j : βc,j(M) 6= 0} its Castelnuovo-Mumford regularity.
In order to capture this self-duality of the free resolution of M in the Boij-So¨derberg
decomposition, we introduce.
Definition 4.1. Consider the pure diagram πσ to the degree sequence σ = (d0, d1, . . . , dc).
Then its dual pure diagram is the pure diagram πσ∗ , where σ
∗ := (−dc, . . . ,−d1,−d0).
Moreover, for any integerm, we denote by πm+σ the pure diagram to the degree sequence
m+ σ := (m+ d0, m+ d1, . . . , m+ dc).
We note that the new pure Betti diagrams have the following properties.
Lemma 4.2. (a) For each i, βi(πσ) = βc−i(πσ∗).
(b) For each integer m and each i, βi(πσ) = βi(πm+σ).
Proof. Both claims follow directly from the definition of the pure Betti diagrams. 
We will refer to any Betti diagram of the form πσ+πm+σ∗ as a self-dual Betti diagram.
This is justified by comparing Equation (4.2) with the following observation.
Corollary 4.3. For each integers i and j, the entries of the diagram πσ + πm+σ∗ satisfy
βi,i+j = βc−i,m−j
Proof. This is a consequence of Lemma 4.2. 
We are ready for the main result if this section.
Theorem 4.4. Let M be a quasi-Gorenstein module of codimension c. Set m = regM +
c+a(M). Then the Boij-So¨derberg decomposition ofM is an integer linear combination of
self-dual Betti diagrams of the form πσ+πm+σ∗ and, in case the number of Boij-So¨derberg
summands of M is odd, a pure diagram πσ such that πσ = πm+σ∗ .
Proof. Consider the Boij-So¨derberg decomposition of the Betti table of M
β(M) =
t∑
i=1
aiπσi ,
where πσ1 < πσ2 < · · · < πσt .
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Observe that, for any pure diagrams πσ and πτ , the relation πσ < πτ implies πτ∗ < πσ∗ .
It follows (see Sequence (4.1)) that the Betti table of ExtcR(M,R) has the Boij-So¨derberg
decomposition
β(ExtcR(M,R)) =
t∑
i=1
aiπσ∗i ,
where πσ∗
1
> πσ∗
2
> · · · > πσ∗t .
By assumption, M is quasi-Gorenstein, and thus ExtcR(M,R)(−m)
∼= M as graded
R-modules. Hence, comparing the above decompositions and using the uniqueness of the
Boij-So¨derberg decomposition, we conclude that, for all i,
πσi = πm+σ∗t+1−i .
Our claim follows. 
If M is a Cohen-Macaulay module, then M ⊕KM(j) is a quasi-Gorenstein module for
each integer j (see [16, Remark 2.5(iii)]). Its Boij-So¨derberg decomposition is determined
by the one ofM . Notice that the number of summands in the decomposition ofM⊕KM (j)
is always even. This is not true for arbitrary quasi-Gorenstein modules. In the next
section, we will exhibit explicit examples in the case of cyclic quasi-Gorenstein modules.
Such a cyclic module is isomorphic to a Gorenstein ring, up to a degree shift. Here we
give an example arising in the birational geometry of surfaces.
Example 4.5. Let S be a regular surface of general type such that the canonical map
is a birational morphisms onto its image Y ⊂ P4. If the geometric genus of S is five
and K2S = 11, then the canonical ring M = ⊕m≥0H
0(S,OS(mKS)) is a quasi-Gorenstein
module over the coordinate ring R of P4 with minimal free resolution of the form (see [3,
Theorem 1.5])
0→ R(−6)⊕ R2(−4)→ R6(−3)→ R⊕ R2(−2)→M → 0.
The Boij-So¨derberg decomposition of its Betti table is
β(M) =
βi,j 0 1 2
0 1 · ·
1 · · ·
2 2 6 2
3 · · ·
4 · · 1
= 8 ·
βi,j 0 1 2
0 1
12
· ·
1 · · ·
2 · 1
3
1
4
3 · · ·
4 · · ·
+ 6 ·
βi,j 0 1 2
0 1
18
· ·
1 · · ·
2 · 1
9
·
3 · · ·
4 · · 1
18
+ 8 ·
βi,j 0 1 2
0 · · ·
1 · · ·
2 1
4
1
3
·
3 · · ·
4 · · 1
12
.
Observe that the third summand is π(2,3,6) = π6+(0,3,4)∗ , where π(0,3,4) is the first sum-
mand, and that the second summand satisfies π(0,3,6) = π6+(0,3,6)∗ , as predicted by Theo-
rem 4.4.
5. Gorenstein rings
In this section we consider Gorenstein rings whose minimal free resolutions has at most
two linear strands when one ignores the first and the last homological degree. Gorenstein
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rings with such a resolution occur naturally. In fact, any such resolution is the minimal free
resolution of the Stanley-Reisner ring associated to the boundary complex of a simplicial
polytope according to [13].
The following result describes the Betti tables whose Boij-So¨derberg decomposition we
derive in this section.
Lemma 5.1. Let s, t, c be positive integers such that s ≥ 2t and c ≤ n. Then there is
a homogeneous Gorenstein ideal I ⊂ R of codimension c such that the graded minimal
resolution of R/I has the shape
0 −→ R(−s− c) −→
Rac−1(−t− c+ 1)
⊕
Ra1(−s + t− c+ 1)
−→ · · ·
−→
Ra2(−t− 2)
⊕
Rac−2(−s+ t− 2)
−→
Ra1(−t− 1)
⊕
Rac−1(−s+ t− 1)
−→ R −→ R/I −→ 0,
where, for i = 1, . . . , c− 1,
ai =
(
c+ t− 1
i+ t
)(
t− 1 + i
t
)
.
Proof. This follows by [13, Theorem 8.13]. 
Ideals with this minimal free resolution arise in various ways. Recall that the Hilbert
series of any graded K-algebra R/I can be uniquely written as
HR/I(t) :=
∑
j≥0
dimK [R/I]j =
h(t)
(1− t)d
,
where h(1) 6= 0, h(t) = h0+ h1t+ · · ·hrt
r ∈ Z[t], and d = dimR/I. The coefficient vector
(h0, h1, . . . , hr) is called the h-vector of R/I.
Remark 5.2. Assume R/I is a Gorenstein ring with a free resolution as in Lemma 5.1.
Then its h-vector h = (h0, ..., hs) is given by
hi =

(
c−1+i
c−1
)
if 0 ≤ i ≤ t;(
c−1+t
c−1
)
if t ≤ i ≤ s− t;(
s−i+c−1
c−1
)
if s− t ≤ i ≤ s.
Conversely, Gorenstein rings with this h-vector are often forced to have a free resolution
as described in Lemma 5.1. To this recall that a graded Gorenstein algebra R/I of
dimension d has the weak Lefschetz property if there are linear forms ℓ, ℓ1, . . . , ℓd such that
A = R/(I, ℓ1, . . . , ℓd) has dimension zero and, for each j, the multiplication map
×ℓ : [A]j−1 −→ [A]j , a 7→ ℓa,
has maximal rank, that is, it is injective or surjective.
Theorem 5.3 ([13, Corollary 8.14]). Let c, s, t be positive integers, where either s = 2t
or s ≥ 2t + 2. Let R/I be a Gorenstein algebra of dimension d = n− c with an h-vector
as in Remark 5.2. If R/I has the weak Lefschetz property, then R/I has a minimal free
resolution as in Lemma 5.1.
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Furthermore, it follows by [13, Theorem 9.6] that each of the resolutions described in
Lemma 5.1 occurs as the minimal free resolution of the Stanley-Reisner ring associated to
the boundary complex of a simplicial polytope. Our main result in this section describes
the Boij-So¨derberg decomposition of the corresponding Betti table.
Theorem 5.4. Let R/I be a Gorenstein ring with a free resolution as in Lemma 5.1.
Then the Boij-So¨derberg decomposition of R/I is
(5.1) β(R/I) = a · [πσ1 + πσc ] + b ·
c−1∑
j=2
πσj ,
where
a =(s+ 1− t)
(t+ c− 1)!
t!
,
b =(s+ 1− 2t)
(t+ c− 1)!
t!
,
and
σj = (0, dj,1, . . . , dj,c−1, s+ c)
with
dj,k =
{
t+ k if 1 ≤ k ≤ c− j
s− t+ k if c− j + 1 ≤ k ≤ c− 1
.
As preparation for its proof, we derive the following identity.
Lemma 5.5. If a, b,m are positive integers such that m ≤ a, then
m∑
j=1
(
a
j
)(
a+b
j
) = −(a + b+ 1−m)( am+1)
(b+ 1)
(
a+b
m+1
) + a
b+ 1
.
Proof. Define
µ(j) = −
(a + b− j + 1)
(
a
j
)
(b+ 1)
(
a+b
j
) .
Then one checks that (
a
j
)(
a+b
j
) = µ(j + 1)− µ(j).
Hence, we get the telescope sum
m∑
j=1
(
a
j
)(
a+b
j
) = m∑
j=1
µ(j + 1)− µ(j)
= µ(m+ 1)− µ(1)
= −
(a + b+ 1−m)
(
a
m+1
)
(b+ 1)
(
a+b
m+1
) + a
b+ 1
,
as claimed. 
Proof of Theorem 5.4. Let 1 ≤ i ≤ c−1, and consider the graded Betti number βi,t+i = ai.
According to Formula (5.1), we claim that precisely the pure Betti tables πσ1 , . . . , πσc−i
contribute to this Betti number. For j = 1, . . . , c− i, the degree sequence σj is
σj = (0, t+ 1, . . . , t+ i, . . . , t+ c− j, s− t+ c− j, . . . , s− t+ c− 1, c+ s).
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Hence, we get for the non-zero entry in homological degree i of πσj
βi(πσj ) =
(s− 2t + c− i− j)!
(t+ i)(s+ c− t− i)(i− 1)!(c− j − i)!(s− 2t+ c− 1− i)!
.
Using that a = s+1−t
s+1−2t
· b, our claim for βi,t+i is equivalent to
ai
b
=
s+ 1− t
s + 1− 2t
· βi(πσ1) +
c−i∑
j=2
βi(πσj ).
Simplifying ai
b
, this means that we have to show
1
(t+ i)(s+ 1− 2t)(i− 1)!(c− j − i)!
=
s+ 1− t
s+ 1− 2t
·
1
(t+ i)(s+ c− t− i)(i− 1)!(c− 1− i)!
+
c−i∑
j=2
(s− 2t+ c− i− j)!
(t + i)(s+ c− t− i)(i− 1)!(c− j − i)!(s− 2t+ c− 1− i)!
.
The latter is equivalent to
s+ c− i− t
s+ 1− 2t
=
s+ 1− t
s+ 1− 2t
+
c−i∑
j=2
(s− 2t+ c− i− j)!(c− 1− i)!
(s− 2t+ c− 1− i)!(c− j − i)!
=
s+ 1− t
s+ 1− 2t
+
c−i∑
j=2
(
c−1−i
j−1
)(
s−2t+c−1−i
j−1
)
=
s+ 1− t
s+ 1− 2t
+
c− 1− i
s + 1− 2t
,
which is certainly true and where we used Lemma 5.5 with a = c− 1 − i and b = s− 2t
to establish the last equality.
Using the symmetry on both sides of Identity (5.1), it only remains to check the claim
for the Betti number β0(R/I) = 1. To this end note that, for each j = 1, . . . , c,
β0(πσj ) =
t! (s− t + c− j)!
(s+ c) (t+ c− j)! (s− t + c− 1)!
.
Thus, we have to show the identity
1 =
(t+ c− 1)!
t!
[
(s+ 1− t)
(
t!
(s+ c) (t+ c− 1)!
+
(s− t)!
(s+ c) (s− t+ c− 1)!
)
+ (s+ 1− 2t)
c−1∑
j=2
t! (s− t+ c− j)!
(s+ c) (t+ c− j)! (s− t+ c− 1)!
]
.
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It is equivalent to
s+ c
s+ 1− 2t
=
s+ 1− t
s + 1− 2t
[
1 +
(s− t)! (t+ c− 1)!
(s− t+ c− 1)! t!
]
+
c−1∑
j=2
(t+ c− 1)! (s− t+ c− j)!
(t+ c− j)! (s− t+ c− 1)!
=
s+ 1− t
s + 1− 2t
[
1 +
(
t+c−1
c−1
)(
s−t+c−1
c−1
)]+ c−1∑
j=2
(
t+c−1
j−1
)(
s−t+c−1
j−1
)
=
s+ 1− t
s + 1− 2t
[
1 +
(
t+c−1
c−1
)(
s−t+c−1
c−1
)]− (s+ 1− t) (t+c−1c−1 )
(s+ 1− 2t)
(
s−t+c−1
c−1
) + t+ c− 1
s+ 1− 2t
,
which is certainly true and where we used Lemma 5.5 with a = t+c−1 and b = s+1−2t
to establish the last equality. This completes the argument. 
Remark 5.6. Notice that the summands appearing in the Boij-So¨derberg decomposition
in Theorem 5.4 satisfy
πσi = πs+c+σ∗c+1−i.
This is in accordance with Theorem 4.4.
We illustrate the last result in the case of stacked polytopes. Recall that a d-dimensional
simplicial polytope is stacked if it admits a triangulation Γ which is a (d − 1)-tree, that
is, Γ is a shellable (d − 1)-dimensional simplicial complex with h-vector (1, c − 1). For
example, such a polytope is obtained by pairwise gluing of d-simplices along a facet. The
following result shows how the decomposition of the Betti table of its boundary complex
reflects the data that determine the polytope.
Corollary 5.7. Let ∆ be the boundary complex of a stacked polytope with n = c + d
vertices that is obtained by stacking c simplices of dimension d. Then the Betti table of
its Stanley-Reisner ring K[∆] has the Boij-So¨derberg decomposition
β(K[∆]) = d · c! · [πσ1 + πσc ] + (d− 1) · c! ·
c−1∑
j=2
πσj ,
where
σj = (0, 2, .., c− j + 1, n− 1− j, .., n− 2, n).
Proof. The graded Betti numbers of K[∆] are given by Lemma 5.1 with s = d = n − c
and t = 1. Hence Theorem 5.4 yields the claim. 
Remark 5.8. In the special case of 3-dimensional stacked polytopes (d = 3), Corollary
5.7 establishes a conjecture made in the report of group 10.1 (V. Kalyankar, V. Lorman,
S. Seo, M. Stamps, Z. Yang) at the MSRI summer workshop in commutative algebra
2011.
We conclude by considering a specific instance of the last result.
Example 5.9. Consider a 3-dimensional polytope on the seven vertices a, . . . , f, v, ob-
tained by stacking four 3-simplices with common vertex v.
a b
c d
e f
v
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Denote by ∆ its boundary complex. Its Stanley-Reisner ideal is
I∆ = (ad, ae, af, be, bf, cf, bcv, cdv, dev).
The Betti table of the Stanley-Reisner ring K[∆] is
β(K[∆]) =
βi,j 0 1 2 3 4
0 1 · · · ·
1 · 6 8 3 ·
2 · 3 8 6 ·
3 · · · · 1
It has the following Boij-So¨derberg decomposition:
β(K[∆]) = 3 · 4!
βi,j 0 1 2 3 4
0 1
168
· · · ·
1 · 1
20
1
12
1
24
·
2 · · · · ·
3 · · · · 1
420
+ 2 · 4!
βi,j 0 1 2 3 4
0 1
210
· · · ·
1 · 1
30
1
24
· ·
2 · · · 1
60
·
3 · · · · 1
280
+ 2 · 4!
βi,j 0 1 2 3 4
0 1
280
· · · ·
1 · 1
60
· · ·
2 · · 1
24
1
30
·
3 · · · · 1
210
+ 3 · 4!
βi,j 0 1 2 3 4
0 1
420
· · · ·
1 · · · · ·
2 · 1
24
1
12
1
20
·
3 · · · · 1
168
Notice how one can read off the dimension and number of stacked simplices in the polytope
from the coefficients in the decomposition.
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