Abstract-This paper presents an approach to analyse the application of tactics in architectural patterns. We define and illustrate the approach using ARCHERY, a language for specifying, analysing and verifying architectural patterns. The approach consists of characterising the design principles of an architectural pattern as constraints, expressed in the language, and then, establishing a refinement relation based on their satisfaction. The application of tactics preserving refinement ensures that the original design principles, expressed themselves as constraints, still hold in the resulting architectural pattern. The paper focuses on fault-tolerance tactics, and identifies a set of requirements for a semantic framework characterising them. The application of tactics represented as model transformations is then discussed and illustrated using two case studies.
I. INTRODUCTION
Architectural patterns and tactics play a fundamental role during the design of a software system. An architectural pattern packs a set of design decisions which are applicable to a recurring problem [1] , and its application is expected to result in a known balance among a collection of quality attributes. A tactic identifies a single design decision that aims at achieving a specific quality attribute [2] . Both of them shape the structure and behaviour of the software system and facilitate understanding and documenting its design.
Catalogs for architectural patterns and for tactics aim at underpinning the architectural design process. In the former case, see, for example, [3] , they usually include a description of the problem-solution pair, the consequences and the rationale behind them. In the latter case, like in [2, 4] , only descriptions of the problem-solution are typically provided. Architectural patterns and tactics can be selected from these catalogs according to the quality attributes required by the business case of the system. However, predicting whether quality attributes are preserved by the emergent structure and behaviour of a combination of these design decisions is not straightforward. The relationship among them needs to be carefully considered in each case, since a tactic may work along, or against, the design principles that a pattern embodies [5] . Reference [6] , investigates this relationship for fault-tolerance tactics and provides a classification of the impact that a tactic has on a pattern according to five values: good fit, minor changes, neutral, significant changes, and poor fit. This classification helps as a guidance, but is not enough for ensuring that a specific quality attribute is satisfied up to a given level. In order to achieve this, an approach relying on more precise grounds is required.
We aim at contributing towards such an end by providing precise models relying on ARCHERY [7, 8] , an experimental language for the specification, analysis and verification of architectural patterns. Then, we characterise tactics by indicating what structural and behavioural modifications are entailed by their application to a given ARCHERY specification.
The language is structured as a core -ARCHERY-CORE -and extensions -ARCHERY-SCRIPT and ARCHERY-CON-STRAINT -built on top of it. ARCHERY-CORE allows to specify the behaviour and structure of a software system in terms of architectural patterns. A pattern specification comprises a set of architectural elements (connectors and components) and their associated behaviours and interfaces (set of ports). An architecture describes a particular configuration of instances of a pattern's elements as a set of attachments among their ports and a description of the externally visible ports. An architecture can itself be regarded as an instance of the corresponding pattern, exhibiting an emergent behaviour. Then, patterns and elements act as types of expected behaviour and structure. Instances are kept and referenced through variables that have a type. The language supports hierarchical composition of architectural patterns, allowing the definition of configurations by attaching ports of pattern or element instances. ARCHERY-SCRIPT is used to specify scripts for (re)configuring software architectures. Finally, the purpose of ARCHERY-CONSTRAINT is to characterise patterns' design principles through logic constrains on their behaviour or structure.
ARCHERY semantics is given by a translation to MCRL2 [9] and by an encoding into bigraphical reactive systems [10] for the behavioural and structural parts, respectively. MCRL2 is a specification language for reactive systems which combines a process algebra [11] for describing system's behaviours, with higher-order abstract equational data types, for handling structured data domains. Behavioural constraints can also be described in the modal μ-calculus. Translating the behavioural component of ARCHERY descriptions into MCRL2, provides access to the associated toolset for simulation, visualisation, behavioural reduction and verification. Bigraphical reactive systems (BRS) and their theory, on the other hand, were developed to study systems in which locality and linking of computational agents varies independently. They provide a general unifying theory in which different calculi for concurrency and mobility can be represented.
We characterise tactics by indicating which modifications they entail to the structure and behaviour of an ARCHERY specification. Reference [5] provides a textual description of this sort of modifications in an architectural pattern. We follow a different approach characterising these modifications in terms of ARCHERY. Once a modification is executed, it is possible to verify which constraints no longer hold and which still do. It is also possible to visualise and animate the behaviour of the new configuration (resorting to a translator to MCRL2), which helps to assess and understand the consequences of the modification.
We illustrate our approach by developing a case study in which the applied tactics are neutral (see [6] ) to the target pattern and another in which the relationship is of poor fit. This paper is organised as follows: section II briefly describes the ARCHERY language; section III recalls faulttolerance tactics and the modifications enforced in an architectural pattern adopting them. The characterisation of a number of these fault-tolerance tactics is presented in section IV. Finally, section V develops the case studies and section VI draws the key conclusions of the work presented.
II. THE ARCHERY LANGUAGE ARCHERY is structured as a core language and two extensions, referred to as ARCHERY-CORE, ARCHERY-SCRIPT, and ARCHERY-CONSTRAINT, respectively. The basic language, ARCHERY-CORE, was originally introduced in [7] and its extensions in [8] . ARCHERY-SCRIPT adds operations to build configurations, whereas ARCHERY-CONSTRAINT offers primitives for defining constraints.
A. ARCHERY-CORE
An ARCHERY-CORE model comprises global data specifications, one or more patterns and a main architecture. We first describe how patterns and their elements are specified and then how an architecture is formed.
1) Patterns and elements:
A pattern (see Figure 1 for its syntactic structure) has a unique identifier and includes an optional list of formal parameters, and one or more architectural elements. Listing 1 shows the specification of two well-known architectural patterns: Client-Server and Pipes and Filters.
Each architectural element in a pattern is described by an identifier, an optional list of formal parameters, a description of its behaviour, and an interface. The third consists of a list of actions and a list of process expressions. The head of the latter constitutes the element's initial behaviour which must have all parameters bound to an actual value. Processes are specified in a slightly modified subset of mCRL2 that yields a sequential process, equivalent to a Labelled Transition System (LTS). An example of a declaration of a list of action definitions and of a process expression are shown, respectively, in lines 3 and 4 of Listing 1. They represent the behaviour of instances of element Server, which receive a request (rreq), compute a response (cres), send a respose (sres), and iterate. The corresponding LTS is shown in Figure 2 . An extension currently under development allows for the specification of time constraints on actions. For instance, the requirement that the action that follows the reception of a request occurs no later than five units of time, would be expressed as rreq c t.cres c (u <= t + 5). The interface, on the other hand, contains one or more ports. Each port is defined by a polarity, either in or out, and a token that must match an action name in the list of action definitions. For instance, the interface of Client defines two ports in line 5. ARCHERY adopts a water flow metaphor for ports: an in port receives input from any port connected to it, and an out port sends output to all ports connected to it. Ports are synchronous: actually a suitable process algebra expression can be used to emulate any other kind of port behaviour.
2) Pattern and element instances: A variable has an identifier and a type that must match an element or pattern name. Allowed values are instances of a type (element or pattern), that not necessarily needs to match, but to be a valid refinement, as defined in section II-C, of the variable's own type. Note that the variable that follows pattern definitions must contain an architecture (the main one). An architecture defines a set of variables and describes the configuration adopted by their instances. It contains a token that must match a pattern name, an optional list of actual arguments, a set of variables, an optional set of attachments, and an optional interface. The actual arguments must match in type and order those of the pattern acting as its type. Each variable in the set must have as type an element defined in the pattern the architecture is an instance of. As an example, a nested architecture is defined in Listing 2 (lines 3 -12). Each attachment includes port references to an output and an input port. A port reference is an ordered pair of identifiers: the first one matching a variable identifier, and the second a port of the variable's instance. Then, an attachment indicates which output port communicates with which input port -see e.g. f1.send with p1.accept in line 8.
The architecture interface is a set of one or more port renamings. Each port renaming contains a port reference and a token with the external name of the port. An example interface is shown in line 11. Ports not included in this set are not visible from the outside. Including the same port in an attachment and the interface is incorrect.
B. ARCHERY-SCRIPT
ARCHERY-SCRIPT is used to specify scripts for creating architectures or for reconfiguring existing ones. It assumes the existence of a process that triggers a script under some conditions. Its combinators are informally described in Table I and the use of some of them is illustrated through the example in Listing 3. An essential feature is that their definition is independent of any pattern. The design principles for patterns are enforced through constraints, as shown in Section II-C. This independence, and the fact that a variable may contain an instance whose type may not necessarily be identical to the variable's type, allows the reuse of a script in an open family of patterns related by a refinement relation. The example in Listing 3 is divided in three parts and assumes the existence of an initial configuration denoted by cs initial . The configuration is similar to the one in Listing 2, but for the fact that the nested architecture (between lines 3 and 12) is now replaced by a Server instance (in a single line s1:Server=Server();). The first part of the example reconfigures cs initial by adding and connecting a second server. It starts with an import operation that leaves the The second part of the example starts in line 10 and shows how the interface of an architecture is modified and a server is replaced. It assumes the existence of a configuration pf , similar to the one described between lines 3 and 12 in Listing 2, stored in a variable pf of type PipeFilter. The script imports such a configuration, creates a new instance of Filter in variable f3 and includes it in pf. Line 14 removes renaming sres from pf. This has a similar effect to deleting line 11 from Listing 2. Then, a new renaming is included in the interface, but now for port send in variable pf.f3. Subsequently, the instance in pf is moved to variable cs.s2. The instance referred to by variable cs.s2 is now the architecture of type PipeFilter, but attachments and renamings, set for the previous instance, remain.
The third part begins in line 17. It creates a new client and connects it in an incorrect way. A new variable c3 is created and a new instance of the type Client is assigned to it. Next, the fresh variable is included in the architecture in cs. Subsequently, the attachments between the instances in variables cs.c2 and cs.s2 are removed. Then, the script creates two attachments between instances in variables cs.c3 and cs.c2. The resulting configuration, referred to as cs wrong in the sequel, violates the design principle underlying a ClientServer architecture by connecting two clients.
C. ARCHERY-CONSTRAINT
This extension allows for the definition of constraints to characterise design principles of architectural patterns. Constraints can be associated to an element E or to the whole pattern P . We refer to the former sets as Γ E and to the latter as Γ P . Establishing if a specific architecture follows the design principles of a pattern entails verifying that it satisfies constraints Γ P and Γ E for each inner variable of type E.
Specifying and verifying constraints over patterns and elements requires more than one logic. We need one to express and interpret constraints over the structural dimension of types and another over the behavioural one. A constraint is satisfied if all instances of the type satisfy it. Then, we need to translate the constraint to a (either structural or behavioural) logic specified and interpreted over instances.
Our approach is to define a single syntax for a logic and interpret it over different models. We refer to an instance of the resulting logic as first order hybrid μ-calculus, since it is inspired on first order hybrid logic, as introduced in [12] , and in a fragment of the μ-calculus [13] . It is interpreted over a Kripke model denoted by M, which includes a non-empty set W whose elements are called worlds or points and a set of binary relations {R m } on W . Given an ARCHERY specification of an architecture a we can derive models over which a constraint is interpreted. Semantics for a is given by an encoding a S in BRS for the structural dimension and a translation a B to MCRL2 for the behavioural one. From them, we derive respectively models M S a and M B a over which the corresponding logics are interpreted. Then, given a constraint associated to a type, i.e., ϕ M ∈ Γ T (with M = S, B denoting whether it is structural or behavioural and T = P, E identifying whether it is associated to a pattern or an element) a satisfies it if M M a |= ϕ M , where ϕ M is constraint formulated at the instances level. A well formed formula ϕ is defined as follows:
where B is a Boolean expression that may include arithmetic terms a 1 , . . . , a n of types D 1 , . . . , D n ; t, u, t 1 , . . . , t n are predicate terms; f, g, h and i, j, k and x, y, z respectively range over constant symbols, nominal symbols and predicate variables; X, Y, Z range over fixed point variables, which must occur positively in fixed point expressions ϕ and may have parameters of type D 1 , . . . , D n ; α and β are a modality (action) formula and a regular formula [14] , respectively; and m, n are modality symbols. Other connectives such as ⊥, ∨, →, ↔, ∃ and β are defined by abbreviation in the usual way. Predicates P and the meaning of modality (m,n) symbols depend on whether the model of interpretation is structural or behavioural.
For structural constraints model M S a is built taking the relationship diagram for ARCHERY specifications (see Figure  4 ) tuned to architecture a, as the underlying Kripke structure. The set of participants in structural relationships (instances, ports, variables, port references, and attachments) constitute the elements of W ; the relationships themselves, and their inverses conform the set {R m } m∈MOD . Modality symbols in MOD coincide with the role names for participants in relations. For instance, consider the relation R value , indicated with label holds in Figure 4 , with modality symbol value, and R container as inverse. There are predicates with one and zero arguments (propositions). There is an unary predicate isV ariable(X) that tests if a world is a variable and has identifier X. Propositions test whether a specific structural condition is present at a world w and are classified into four groups. The first group evaluates whether a point w belongs to a participant set, e.g., isP atternInstance. The second group tests if a state w has a specific role in a relationship. For example, hasW holeRole holds when w is the first component in an isBuiltOf relationship. The third group contains only isEmpty, that holds when the point is a variable with no associated instance. The fourth group depends on the pattern definition: they test if w is an instance of a specified type. For example, the Client-Server pattern generates three proposition symbols: isClient, isServer and isClientServer.
Behavioural constraints, on the other hand, are interpreted over the LTS generated by a B giving rise to M B a . The different modalities m are: action symbols; full synchronisations synch(st, s, tt, t) where st is the source type, s the source port, tt the target type, and t the target port; type synchronisations synch(st, tt); port synchronisations synch(s, t); and port(p) with p a port participating in a synchronisation. For constraints defined over specific configurations, synch modalities can refer to variable identifiers instead of types, and port to variable identifiers and port names.
The satisfaction relations, M S a |= ϕ S and M B |= ϕ B , are defined as usual for a hybrid first order logic with fixpoints. The interested reader is refered to [15] for details.
We illustrate the approach by specifying a structural constraint associated to the ClientServer pattern to rule out configurations such as cs wrong . Constraint ψ 1 expresses that clients can only connect to servers and vice versa. 
By constraining patterns in this way, one can prevent reconfiguration scripts to generate invalid configurations. Clearly, cs wrong does not satisfy the constraint above. In contrast, configuration cs first does.
To illustrate behavioural constraints assume now that we want to prevent the situation in which a client issues a second request before receiving a response back. This can be achieved by associating ψ 2 to element Client.
sreq).(port(rres)) * .port(sreq)] false
The expression states that for any instance of element Client in an architecture of type ClientServer, it is not possible to issue a request (sreq), and then other actions different from sending a request (sreq) or receiving a response (rres), and then send a second request (sreq).
A refinement relation among types and among instances and types is defined as follows. Instance i is a refinement ( ) of element E if and only if,
An instance a is a refinement of a pattern P if and only if, M M a satisfies Γ P , and for all inner variables of type E, referencing an instance i, we have that
Similarly, we define an element E to be a refinement of E, if and only if, E satisfies all constraints E does,
Finally a pattern P is a refinement ( ) of another pattern P , if each element E in P is a refinement of a an element E in P , and P satisfies Γ P . The corresponding expression is shown in (5).
III. FAULT-TOLERANCE TACTICS
The objective of fault-tolerance tactics is to prevent that a fault in a system becomes a service failure [16] . They were first described as tactics in [2] and subsequently refined in [4] . Designing a system for fault-tolerance requires detecting, recovering from, and preventing faults. Typical measures for achieving such capabilities are:
• Fault detection.
-Ping-echo. A process learns whether another is reachable and what is the roundtrip delay by exchanging asynchronous request/response messages. -Watchdog. Monitored processes periodically send messages to reset a timer in the monitor. If the timer expires, the monitor assumes that the monitored process is suffering a fault. to the monitored processes and expects a response within a time frame. -Exception detection. A condition that will alter the normal execution of a process can be detected. -Voting. A cluster of redundant processes receives the same input and send their output to a voting process that can detect inconsistencies.
• Fault recovery -preparation and repair.
-Active redundancy. A set of redundant processes, one active and the other spare, receive and process in parallel the same input and, in consequence, are ready to be exchanged. -Passive redundancy. An active process among a set of redundant ones, receives and processes all inputs. It also sends periodic state updates to the other (spare) processes. -Spare. An active process receives and processes all inputs while it periodically persists its state at checkpoints. Upon a fail in the active process, another process is initialised with the last persisted state, and processing is resumed from that checkpoint. -Exception handling. Upon the detection of an exception, an alternative course of execution is started. -Software upgrade. A mechanism that allows to upgrade the behaviour of a service during runtime without affecting its delivery.
• Fault recovery -reintroduction. Processes are corrected upon a failure and reintroduced.
-Shadow. An process that failed runs for a period of time as a spare before it acquires an active role. -State resynchronisation, rollback. It is a mechanism that allows a process to acquire a state that is equivalent to the one of the active process. A rollback is the case in which the state corresponds to a checkpoint and is acquired from a persistent repository. -Escalating restart. It allows to restart different sets of processes according to a level of granularity with the aim of minimising the impact on the service delivery. -Non-stop forwarding. The management of a service is separated from its delivery in a way that allows the service delivery to continue despite the management part failed.
• Fault prevention.
-Removal from service. It is a mechanism to prevent that a process with a fault receives a request to fulfil any service in the system. -Transactions. Allows the atomic, consistent, isolated and durable (ACID) exchange of asynchronous messages among distributed processes. -Process monitor. A process that monitors the health of a process in order to ensure that it is operating within its nominal parameters. -Exception prevention. It refers to mechanisms that prevent exceptions from occurring.
IV. ENCODING FAULT-TOLERANCE TACTICS
Characterising the application of fault-tolerance tactics requires a semantic framework for the source and target specifications, and a representation of the transformation. The former must allow modelling the intended structure and behaviour of the tactics in Section III. We discuss requirements for such a framework and identify which of them can be expressed in the ARCHERY language. Subsequently, we provide an informal description of the transformations needed to apply tactics on such models, and a criteria to evaluate whether new constraints are needed.
A. Semantic Framework Requirements
The description of any of the tactics requires a minimal set of behavioural operators (B), data types and variables (D), and structure (S). Operators in B include sequential composition, alternative choice, and parallel composition, supported by standard process algebras [11] .
From the textual description of tactics in [2, 4] , summarised in Section III, we recognise the need for modelling three more specific behavioural concerns. The need for modelling time (T) emerges from tactics such as watchdog or heartbeat. In cases like escalating restart, software upgrade or shadow, there is a need for creating new processes (P) which requires a proper semantic foundation [17] . The third issue we consider emerges from tactics such as exception detection and exception handling, that require modelling the interruption or alteration of the normal execution of a process, and compensation procedures (C) [18] . In Table II we show what are the requirements for each tactic. The ARCHERY language supports B, D, S and support for T is under development. The process algebra operators (B) are either embedded or implicit in the language, data types and state (D) is inherited from MCRL2, and structural operators (S) rely on semantics given by a translation to Bigraphical Reactive Systems. Time (T) will be supported by extending the core of the language and the corresponding translation to a process algebra. In Section V we provide illustrative examples for some of the tactics that can be represented, i.e., the ones that do not have an X in a column greater than the fourth.
B. Transformations
We consider three different cases as follows:
• Reconfiguration. The configuration changes but the pattern is not modified. This transformation can be specified in ARCHERY-SCRIPT.
• Add/Remove pattern. A pattern in the specification is either added or removed. This transformation contemplates the case in which instances in a configuration are hierarchically composed. A reconfiguration script must also indicate configuration changes.
• Modify pattern. The pattern is modified in any of the ways described below. A reconfiguration script may or may not be necessary, depending on the specific configuration under evaluation.
-Modify constraints. A constraint (local or global) is either added, modified, or removed. -Add/remove element. An element in the pattern is either added or removed. -Modify element. When an element is modified check whether the modification only affects its internal behaviour or also its external (visible) one.
C. Evaluation
In order to evaluate whether a new constraint is needed, we use the refinement relation among patterns. Such a relation relates specifications in a way that allows to distinguish when the changes in the target specification go either along or against the design principles of the patterns in the source one.
V. CASE STUDIES
This section discusses fragments of two case studies: one in which fault-tolerance tactics are applied to an architectural pattern without violating its design principles, and another in which the modifications work against such principles.
A. Fault-Tolerance Tactics in a Client-Server Configuration
Assume that the selected architectural pattern for a software system is Client-Server. The main design principle is, as described in Section II-C by expression (1), clients can only connect to servers and vice-versa.
Each server offers a service built on top of a legacy system that may fail non-deterministically. We represent this by modifying the original pattern into the one shown in Listing 4. Note that in line 4, there is a non-deterministic choice that may interrupt the service loop. In the sequel, we will refer to the configuration between lines 8 and 14 as conf 1 . An important property of the Client-Server architectural pattern is that once a request is issued, a response must follow. We can formulate constraint ϕ 1 , which states that once a client issues a request, a response sent by a server is inevitable.
μX.([synch(Server, sres, Client, rres)]X ∧ true true)
This property is not satisfied, i.e., conf 1 |= ϕ 1 , because the non-deterministic choice may interrupt the service. In order to address this problem fault tolerance tactics can be enforced.
We start by applying active redundancy. We do this by defining a server to be hierarchically composed by an instance of a Master-Slave pattern [19] refinement (shown in Listing 5). Note that the transformation incorporates a new pattern to the specification, but does not modify pattern ClientServerF. The server is refined as a MasterSlave with a Master, and in turn, Server instances acting as Slave ones. The behaviour of the former begins with a request reception (req), that is forwarded to all slaves (s), and with the first response from any of them (f), a response is sent back (res) to the requester. Subsequently, the rest of the responses, (from the other slaves) are collected. The configuration is shown in Listing 6 and in the sequel we will refer to it as conf 2 . An ARCHERY-SCRIPT can be defined to reconfigure conf 1 into conf 2 . The new configuration, however, also fails to satisfy ϕ 1 , i.e., conf 2 |= ϕ 1 . In order to ensure that a response is sent back, we need to apply two more tactics: heartbeat to detect a failure in the servers, and escalating restart to repair a failed one, besides having redundant servers. We achieve this by modifying the MasterSlave pattern. The Master element assumes the role of controller and the Slave the one of the controlled. We also modify the latter to have the behaviour of a Server and in this way we avoid modifying pattern ClientServerF, and having two levels of hierarchical composition. The design principles of the Master-Slave pattern are preserved by this pattern modification, since the structural arrangement is limited to a star configuration with a central Master instance.
We first study the application of the heartbeat tactic by discussing how the respective LTSs for the controlled and the controller processes are modified. Assume that the LTS in Figure 5 (a) corresponds to a fragment of the behaviour that needs to be monitored, because it may fail, as in the case of a Server instance. In order to represent the behaviour of a controlled process, for each state we consider that requires monitoring and is part of the normal flow of control (s 0 and s 1 ), we add an outbound transition (up) to a new state (s 3 and s 4 , respectively), that represents receiving a message from the controller, and an inbound transition (dw) from such new state that represents responding back before n units of time has passed. If the process fails, it will not respond to such message, as it is shown in Figure 5 The modification to the controller is a little more involved, as it is shown in Figure 6 . The controller expects a response (f) from each controlled process, as it is shown in Figure 6 (a). We add states and transitions, as shown in Figure 6 (b), to represent the periodical message sent to all controlled processes, the timeout period, and the reception of the expected message f. Note that state s 1 represents the situation in which one answer was received, and all processes responded to monitoring messages. Also note that states s 3 and s 4 respectively represent the situations in which none of the processes has answered, and at least one of them has not answered. Both states are candidates for starting recovery procedures. Figure 7 details a specific approach for encoding and applying the escalating restart recovery tactic. Note that, as indicated in Table II , a general treatment requires modelling the interruption and creation of processes. The controller, when a situation requiring a restart is detected, issues an off, followed by an on signal (LTS fragment shown in Figure 7(a) ). The controlled needs to consider receiving these messages at all states. This is illustrated by the modified LTS for a fragment of the Server behaviour in Figure 7 The resulting configuration still does not satisfy ϕ 1 . The problem lies in that a loop in which servers always fail is possible. A property considering fairness, that such loop cannot go forever, would be satisfied by conf 3 .
B. Fault-tolerance Tactics in a Pipes and Filters Configuration
In this case study we assume that latency is important for the software system under development. The architecture can be organised according to a refinement of the Pipes and Filters pattern, as in the case of the nested example architecture presented between lines 3 and 12 in Listing 2.
The design principles of the selected pattern facilitate the analysis of the system's response times. It imposes that filters can only connect to pipes, and that there are no cycles in this connections, as the expression below shows.
[ Under this design principles, the system can be regarded as the functional composition of the filters. If the worst response time for each filter is known, then, the worst response time for the whole system can be estimated.
The application of some fault-tolerance tactics results in a pattern in which estimating such value by exploiting a restricted configuration is no longer possible. Assume some of the filters may fail in a non-deterministic way. We can model this by modifying the pattern in Listing 1 to a pattern such as the one in Listing 7, with an extra element for a failing filter. The level of fault-tolerance of the system could be improved by applying active redundancy, heartbeat and escalating restart tactics on failing filters. However, it is no possible to use an approach based on hierarchical composition, as in the case study in Section V-A, and a controller component needs to be included in the pattern as well. The introduction of this controller breaks the design principles of the pattern, and in consequence prevents analysing the response time by exploiting a linear configuration. The introduction of tactics not aligned with the design principles of the pattern can be detected by resorting to the refinement relation as described in Section IV-C. Assuming that it is possible to characterise the introduced controller component as a filter, an instance of such component requires a constant feedback from the filters, which creates a circular path, and invalidates the constraint characterising the Pipes and Filter pattern. Then the transformed pattern is not a refinement of the original and in consequence, verifying if a specific level of a quality attribute is satisfied requires further analysis.
We resort to an ARCHERY specification with time constraints for such analysis. The constraint language is extended by adding to modality formulae quantifiers for data variables ∀d : D.α and the time constraints α c t. Then, upon adding time constraints for the actions in filters and in the controller, we need to make one assumption. We are interested in the worst time with no failures, so we need to remove the nondeterministic choice in line 6 for our analysis. Once this is done, the constraint in which the filter receiving the input is in variable p1, and the one sending the output is in pn, and rec and send are actions in the respective instance interfaces referenced by these variables, states that it is not possible that a send (send) action occurs ten units of time later than the receive (rec) one. If it is verified for a configuration, we ensure that the worst response time is less than 10 units, provided no failure occurs.
VI. CONCLUSIONS
In this work we discussed an approach for analysing the application of tactics in architectural patterns in a precise way. We resorted to ARCHERY, a language for specifying, analysing and verifying architectural patterns, as a semantic foundation to define and illustrate it.
The paper identified a set of requirements for precisely modelling fault-tolerance tactics [2] and discussed the possible transformations a model may undergo when a tactic is applied to an architectural pattern. The set of requirements provides a guide for establishing which tactics can be expressed in a language (ARCHERY in our case) and which cannot. It turns out that ARCHERY covers an interesting range of them. We subsequently discussed a set of model transformations that serve to represent the application of tactics. What we presented differs from reference [5] because we systematically cover all possibilities (since we aim at a tool-supported approach), rather than just observing tactic applications in software system documentation.
The approach also provides a criteria to establish whether a tactic application goes against, or along, the design principles of an architectural pattern. We precisely characterise such design principles as constraints and we provide a refinement relation based on the satisfaction of such constraints. A derived pattern that does not satisfy the constraints of the original one requires further attention since design principles may not being preserved by the tactic application. Once identified the violated constraints, it is possible to define new ones to assess to what extent, a quality attribute is fulfilled.
Finally, we illustrated our approach with two examples.
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