Abstract. Let {X k ; k ∈ N d } be centered and identically distributed random field which is asymptotically negative dependent in a certain case. In this note we prove that for pα > 1 and α > 1 2
Introduction and main result
A field {X k ; k ∈ N d } is said to be linear negative quadrant dependent(LNQD) if for any disjoint finite subsets A, B ⊂ N d and any positive real numbers r i , i∈A r i X i and j∈B r j X j are NQD. A field {X k ; k ∈ N d } is said to be negatively associated(NA) if for any increasing function f, g and any disjoint finite subsets A, B ⊂ N d , Cov{f (X i ; i ∈ A), g(X j ; j ∈ B} ≤ 0. The definition of NQD is given by Lehmann(1966) , the concept of NA is given by Joag-Dev and Prochan (1983) , and the concept of LNQD is given by Newman(1984) , respectively. Because of their wide applications in multivariate statistical analysis and reliability theory, the notions of negative dependence have received more and more attention recently. For two nonempty disjoint sets S, T ⊂ R d we define dist(S, T ) to be inf{||s − t||; s ∈ S, t ∈ T }. Let σ(S) be the σ-field generated by {X k ; k ∈ S} and define σ(T ) similary. Recall that a field
as r → 0, where
and that two random variables X, Y are NQD if and only if for any increasing functions f, g, Cov{f (X), g(Y )} ≤ 0. We define a measure of dependence of X and Y by
where the sup is taken over all increasing functions f, g such that
where F (S) = { k∈S a k X k ; a k ≥ 0 and a k = 0 f or f initely many k s}, and F (T ) is defined similarly. A field is said to be asymptotically linear negative quadrant dependent(ALNQD) if
The concept of ALNQD is introduced by Zhang(2000) . It is obvious that either a LNQD field or a ρ * -mixing fields is an ALNQD field. The following are two examples of an ALNQD field which is possibly neither LNQD nor ρ * -mixing.
Example 1 (Zhang(2000) ) Let {X k ; k ∈ N d } be a field of Gaussian random variables with the property that for some positive number N ,
Example 2(Zhang (2000)) Let {ξ n , n ≥ 1}, {η n , n ≥ 1} and {ζ n , n ≥ 1} be three independent sequences of i.i.d standard normal random variables. Let
Then {X n ; n ≥ 1} and {Y n ; n ≥ 1} are two independent sequences of NA identically normal variables. Also, {X n ; n ≥ 1} is a 2-dependent sequence. So {X 2 n ; n ≥ 1} is an ALNQD sequence with ρ − (2) = 0. It follows that {Z n ; n ≥ 1} is an ALNQD with ρ − (2) = 0. But {Z n ; n ≥ 1} is neither LNQD nor ρ * -mixing, since
To state the almost sure convergence we need some notations. The notation m ≤ n, where
are random variables and {S n ; n ∈ N d } their partal sums, i.e., S n = k≤n X n for k ∈ N d , then S n is simply a sum of |n| random variables. For any real number x, x + and x − denote its positive and negative part respectively(except for the definition of ρ − (·)).
Zhang(2000) proved the functional central limit theorem for ALNQD random field. But there was little literature on the strong limit theorems for ALNQD random fields. Gut(1978) investigated the following convergence rate for a field of identically distributed and independent random variables: 
Peligrad and Gut(1999) extended Theorem A to the ρ * -mixing random field and Ko(2009) considered Theorem A under negative association assumption.
In this paper we establish a complete convergence for an ALNQD random field, that is, inspired by Peligrad and Gut(1999) we obtain the following result:
Prelimaries
Lemma 2.1(Zhang(2000)) Let {X k ; k ∈ N d }be a centered ALNQD random field. Then, for any q ≥ 2 there exists a positive constantD = D q such that E|S n | q ≤ D|n| q 2 max k≤n E|X k | q .
Lemma 2.2(Zhang(2000))
Let {X k ; k ∈ N d } be a centered ALNQD random field. Then, for any q > 2 there exists a positive constant
The following quanlities and their asymptotic behavior turn out to be of importance(see e.g. Gut(1978) for details and further references):
Lemma 2.3(Gut(1978)
Let {X k ; k ∈ N d } be a centered field of identically distributed random variables. Then,
Proof of Theorem 1.1
In order to prove that (i) ⇒ (ii) we truncate at the level |n| α , and set
In view of the fact EX 1 = 0 we obtain (3.1)
First we obtain
By Lemma 2.3 we obtain I 1 < ∞. It remains to show that I 2 < ∞. Since pα > 1 we also have
Next we need to show that
It follows from (3.1) and (3.2) that
Hence, from (3.3) for |n| large enough
follows. By Lemma 2.2 and Markov's inequality for suitable large q > 2 which will be determinated later, we observe that
For I 2 we distinguish two cases (1) p ≥ 2, in which case
which, in view of (2.3), is converged if k is selected such that k > (pα − 1)/(α − (2) 1 ≤ p < 2, in which case
which is converged for k > 2, provided pα ≥ 1. Hence, we obtain that I 2 < ∞, which yields (i) ⇒ (ii). Now we prove that (ii) ⇒ (i).
Obviously (ii) implies that
Then {A j } are disjoint subsets. Hence, it follows from the equidistribution that
By centering the second term we obtain
By applying the Cauchy-Schwarz inequality and relation (2.1) with q = 2 we estimate I 3 as follows :
From (3.6), (3.7) and (3. 
