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Abstract
We study a two-user state-dependent generalized multiple-access channel (GMAC) with correlated
states. It is assumed that each encoder has noncausal access to channel state information (CSI). We
develop an achievable rate region by employing rate-splitting, block Markov encoding, Gelfand–Pinsker
multicoding, superposition coding and joint typicality decoding. In the proposed scheme, the encoders
use a partial decoding strategy to collaborate in the next block, and the receiver uses a backward decoding
strategy with joint unique decoding at each stage. Our achievable rate region includes several previously
known regions proposed in the literature for different scenarios of multiple-access and relay channels.
Then, we consider two Gaussian GMACs with additive interference. In the first model, we assume that
the interference is known noncausally at both of the encoders and construct a multi-layer Costa precoding
scheme that removes completely the effect of the interference. In the second model, we consider a doubly
dirty Gaussian GMAC in which each of interferences is known noncausally only at one encoder. We
derive an inner bound and analyze the achievable rate region for the latter model and interestingly prove
that if one of the encoders knows the full CSI, there exists an achievable rate region which is independent
of the power of interference.
I. INTRODUCTION
Achieving higher throughput, reliability and robustness against channel variations is an important
requirement for next generation wireless networks. Toward this end, spatial diversity, which is possible
This work was supported in part by the Iranian National Science Foundation (INSF) under Contract No. 88114.46-2010 and
by the Iran Telecom Research Center (ITRC) under Contract No. 500.18495.
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2by use of multiple transmit antennas, is an attractive solution. However, due to restricted size of a mobile
end-devices, this technique can be impractical for uplink communication scenarios. Thus, cooperation
between nodes is introduced to achieve the diversity gain. In wireless communication networks there is
freedom to establish cooperation between users, since while one user transmits its signal, other users
in its neighborhood can overhear a noisy version of the transmission (which can be modelled as a type
of feedback signal). Hence, the neighbors can play the role of relay nodes to help the original user to
convey its message to the receiver. Imagine an uplink channel with two users and one receiver such that
in addition to the receiver, each user can overhear each others’ transmissions. We refer to this channel
as a GMAC which is also known as the MAC with generalized feedback. Carleial in [1] derived an
achievable rate region for the discrete memoryless (DM) GMAC. Willems in [2] studied the DM GMAC
and proposed an achievable rate region based on the backward decoding technique. In general, it is
difficult to compare these two achievable rate regions. In [3], it is proved that for some special cases,
Willems’ achievable rate region includes Carleial’s. Willems in [4] has also established the capacity
region of DM MAC with cribbing encoders as an special case of DM GMAC wherein each user ideally
receives the transmitted signal of the other user with one channel use delay. We highlight that the DM
GMAC also includes the classical relay channel [5] as a special case.
On the other hand, one important class of channels is formed by those where the statistics of the
channel are controlled by random parameters. These channels are referred to as state-dependent channels
which have a wide variety of applications in wireless communications, writing on memories with defects,
information embedding (IE), steganography and authentication check. In particular, fading parameters and
interference signals can be interpreted as CSI in a wireless communication system. Depending on the
network configuration, the CSI may be available at some nodes in the network. Shannon in [6] established
the capacity of a point-to-point DM state-dependent channel in which the CSI is causally available at the
encoder. Later the capacity of the channel with noncausal CSI at the transmitter (CSIT) was established
by Gelfand–Pinsker coding (GPC) technique in [7]. Costa in [8] considered the Gaussian point-to-point
channel with additive interference wherein the interference (i.e. the channel state) was known noncausally
at the encoder. Remarkably, Costa proved that the capacity of the Gaussian channel with noncausal
knowledge of the interference at the encoder is equal to that with no interference. Interestingly, IE can
be modeled as a problem of state-dependent channel with noncausal CSIT, where the host signal plays
the role of side information. Moreover, problem of distributed IE (i.e., multiuser IE) is studied in the
literature [9], [10]. For a literature survey on state-dependent channels and its applications see [11].
Besides, problems of imperfect CSI at the transmitter(s) and/or receiver(s) are investigated in [12].
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3The state-dependent MAC subject to different conditions has been considered in the literature and
achievable rate regions have been established. For instance based on the availability of noncausal CSI
at some encoders, an achievable rate region is derived in [13]–[16]. Since there is a connection between
receiving feedback signals at the transmitters and causal knowledge about the CSI, state-dependent MAC
channel models with causal CSIT are studied in [17]–[19]. In particular, the state-dependent DM MAC
with correlated states and ideal cribbing encoders is investigated in [20] and bounds on the capacity
region are derived, which reduced to the capacity region of the asymmetric state-dependent DM MAC
with noncausal CSI available at an ideal cribbing encoder [21].
State-dependent relay channels are also studied based on knowledge of CSI at the source and/or at
the relay. In [15] an achievable rate is derived for a case that the source knows the full CSI noncausally
and the relay knows the CSI partially. In [22]–[25] lower and upper bounds are derived for the cases of
availability of CSI at the source or at the relay.
In this paper we study a two-user state-dependent DM GMAC with correlated states such that each
encoder has access noncausally to partial CSI. Also motivated by the broadcast nature of the wireless
transmission medium, it is assumed that both of encoders receive feedback signals from the channel
output and then try to cooperate with each other by use of the feedback signals. A motivating scenario
to investigate such a model is the uplink in a wireless cellular system, where some of the users may
be capable of sensing the transmissions of other users over the network. These users are sometimes
referred to as cognitive users. The unwanted transmitted signals can be modeled as known interference
signals (state information) to the cognitive users. Hence, the cognitive users can cooperatively send
their information to a destination in order to cope with interfering signals. This model is also useful in
implementing user cooperation to realize virtual multiple-input multiple-output (MIMO) systems where
the conventional collocated MIMO transmission is not feasible. As another example, it is well known that
the performance of Long-Term Evolution (LTE) systems can be improved by use of CSI at the transmitters.
Moreover by use of the cooperative strategy at the uplink of the LTE, throughput and reliability will be
improved thanks to the diversity gain offered by user cooperation. The state-dependent DM GMAC with
correlated states has application also in modeling ad-hoc networks. In the ad-hoc network, the nodes
form a network based on the CSIT. Then, two nodes with good intermediate link cooperate to send their
information to a receiver.
Considering the state-dependent GMAC, we present an achievable rate region using rate-splitting, block-
Markov encoding (BME), GPC, superposition encoding, partial decode-and-forward at the encoders and
backward decoding at the receiver. Our proposed achievable rate region includes several known results
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Fig. 1: The two-user state-dependent GMAC. The encoders receive a feedback from the channel with one channel
use delay, i.e., strictly causal feedback, and know the partial channel state noncausally.
as special cases reported in [2], [4], [5], [15], [20]–[23], [26], [27]. In particular, for a Gaussian model,
we prove that if full CSI is available at both of the encoders, the effect of the interference is completely
removed by using multi-layer Costa precoding. Moreover, we prove that if at least one of the users
knows the full CSI, there exists an achievable rate region which is independent of the interference power.
Our results shed further light on fundamental limits of cooperative strategies between users in a state-
dependent wireless channels, which can be used as guidelines in implementation of future cooperative
communication systems.
Organization: The remaining part of the paper is organized as follows. The state-dependent DM GMAC
is introduced in Section II. The proposed achievable rate region along with special cases, encoding and
decoding strategies are discussed in Section III. The Gaussian GMAC with additive interferences that are
partially known at the encoders is studied in Section IV. The paper is concluded in Section V.
Notations: We use uppercase and lowercase letters to denote random variables and their realizations,
respectively. The probability of an event A is denoted by P(A) and the conditional probability of A
given B is denoted by P(A|B), and pY |X(y|x) denotes a collection of conditional probability mass
functions (pmfs) on Y , one for every x. We use boldface letters to denote a vector of length n; e.g.,
x = (x1, x2, ..., xn) and xji = (xi, xi+1, ..., xj) for i ≤ j.
II. CHANNEL MODEL
The state-dependent GMAC which is depicted in Fig. 1, is denoted by the triple
(X1 × X2 × S0 × S1 × S2, pY1Y2Y3|X1X2S0S1S2(y1, y2, y3|x1, x2, s0, s1, s2),Y1 × Y2 × Y3)
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5where xk ∈ Xk and yk ∈ Yk, for k ∈ {1, 2}, denote the transmitted and received symbols at the kth
encoder, respectively; s0 ∈ S0 and sk ∈ Sk denote the partial CSI at the kth encoder; and y3 ∈ Y3
denotes the received symbol at the decoder. We assume that the statistics of the channel are controlled by
random parameters s0, s1 and s2, whose partial knowledge is noncausally available at the encoders. That
is, encoder k knows noncausally the state-sequence pair (s0, sk). The interaction among the channel’s
inputs and outputs of the channel, over n channel uses, is governed by the conditional pmf
p(y1,y2,y3|x1,x2, s0, s1, s2) =
n∏
t=1
pY1Y2Y3|X1X2S0S1S2(y1,t, y2,t, y3,t|x1,t, x2,t, s0,t, s1,t, s2,t).
The n-extension of pmf of the channel state is as follows
p(s0, s1, s2) =
n∏
t=1
pS0(s0,t)pS1|S0(s1,t|s0,t)pS2|S0(s2,t|s0,t).
A length-n code Cn(R1, R2) for the state-dependent DM GMAC (where R1 and R2 are reliable
transmission rate of user 1 and 2, respectively) consists of
• two independent message sets Mk = [1 : 2nRk ], for k ∈ {1, 2};
• encoding functions ϕk,t(.) for t ∈ [1 : n] and k ∈ {1, 2} which are defined as
ϕk,t : Mk × Sn0 × Snk × Yt−1k −→ Xk,
xk,t=ϕk,t(mk, s0, s1,y
t−1
k,1 ) : y
t−1
k,1 = (yk,1, yk,2, ..., yk,t−1);
• a decoding function ψ at the receiver to estimate the transmitted messages as follows
ψ : Yn3 −→M1 ×M2 : (mˆ1, mˆ2) = ψ(y3).
The average error probability of a given code Cn(R1, R2) is defined as
P(n)e =
1
2n(R1+R2)
×
∑
(m1,m2)∈M1×M2
P
{
ψ(y3) 6= (m1,m2)
∣∣m1 and m2 are sent}.
A rate pair (R1, R2) is said to be achievable for the DM state-dependent GMAC if there exists a code
sequence Cn(R1, R2) such that P(n)e → 0 as n→∞.
III. ACHIEVABLE RATE REGION
We next present the achievable rate region corresponding to our proposed scheme. Our protocol is
constructed using rate splitting (i.e. multi-layer encoding), block Markov encoding and Gelfand–Pinsker
multicoding. Each user via the feedback link partially decodes the transmitted message of the other user
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6and collaborates in the next block via a block Markov strategy and superposition coding. The users
employ Gelfand–Pinsker coding to utilize their partial channel state information.
Theorem 1. For the two-user state-dependent DM GMAC with correlated states, where (S0, Sk) is
noncausally known at encoder k for k ∈ {1, 2}, the closure of the convex hull of the set
R :=
{(
R1, R2
)
:R1 = R12 +R13, R2 = R21 +R23,
0 ≤ R12 < I(V1;Y2|S0S2UX2)− I(V1;S1|S0U),
0 ≤ R21 < I(V2;Y1|S0S1UX1)− I(V2;S2|S0U),
0 ≤ R13 < I(V13;Y3|UV1V2V23)− I(V13;S0S1|UV1V2V23) + δ−1 ,
0 ≤ R23 < I(V23;Y3|UV1V2V13)− I(V23;S0S2|UV1V2V13) + δ−2 ,
R13 +R23 < I(V13V23;Y3|UV1V2)− I(V13V23;S0S1S2|UV1V2) + ∆−,
R12 +R13 +R21 +R23 < I(UV1V2V13V23;Y3)− I(UV1V2V13V23;S0S1S2)
}
(1)
is achievable for a pmf of the form given in (2). Since the rate-splitting technique is used, for k ∈ {1, 2},
Rk,3−k and Rk3 denote the splitted rates of kth user’s message. The auxiliary random variables U, Vk,
and Vk3, are with finite alphabets U ,Vk, and Vk3, respectively, with the following bounded cardinalities;
|U| ≤ |S0||S1||S2||X1||X2|+ 8,
|Vk| ≤ |U||S0||S1||S2||X1||X2|+ 8,
|Vk,3| ≤ |U||Vk||S0||S1||S2||X1||X2|+ 4.
Also, parameters ∆−, δ−k for k ∈ {1, 2} and the pmf are given as follows
∆− := min
{
0,∆1,∆2,∆3
}
,
∆k := I(Vk;Y3|UV3−k)− I(Vk;S0Sk|UV3−k), ∆3 := I(V1V2;Y3|U)− I(V1V2;S0S1S2|U),
δ−k := min
{
0, I(Vk;Y3|UV3−kV3−k,3)− I(Vk;S0Sk|UV3−kV3−k,3)
}
,
pS0S1S2UV1V2V13V23X1X2Y1Y2Y3 =
pS0pS1|S0pS2|S0pU |S0pV1|S0S1UpV2|S0S2UpV13X1|UV1S0S1pV23X2|UV2S0S2pY1Y2Y3|X1X2S0S1S2 . (2)
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7Remark 1. The proposed rate region in Theorem 1 includes several previously known special cases as
summarized in Table I. For each case, the pmf is specialized and auxiliary random variables with respect
to the channel model in Fig. 1 and Theorem 1 are given.
TABLE I: Special cases of the proposed achievable rate region in Theorem 1.
Channel model pmf Auxiliary random variables
GMAC [2, Theorem 7.1] pY1Y2Y3|X1X2 V13 = X1, V23 = X2
DM channels
without states:
S0 = S1 = S2 = ∅
MAC with ideal strictly
causal cribbing encoders
[4, Theorem 5]
pY3|X1X2 ,
Y1=X2,Y2=X1
V13 = V23 = ∅,
V1 = X1, V2 = X2
Relaying via partial
decode-and-forward [5], [26]
pY2Y3|X1X2 ,
Y1=∅
M2 = V2 = V23 = ∅
U = X2, V13 = X1
Partial CSIT at
encoders [27, Equation (30)]
pY3|X1X2S0S1S2 ,
Y1=Y2=∅
U = V1 = V2 = ∅
DM state–dependent
MAC channels
One ideal cribbing
and informed encoder [21]
pY3|X1X2S2 ,
S0=S1=Y1=∅,Y2=X1
V2 = V13 = ∅
V1 = X1
Ideal cribbing encoders
and partial CSIT [20, Theorem 2]
pY3|X1X2S0S1S2 ,
Y1=X2,Y2=X1
V13 = V23 = ∅
CSIT at the
source [22, Theorem 1]
pY2Y3|X1X2S1 ,
S0=S2=∅
V2 = V23 = ∅
U = X2
DM state-dependent
relay channel:
CSIT at the
relay [23, Theorem 1]
pY2Y3|X1X2S2 ,
S0=S1=∅
V13 = V2 = ∅
V1 = X1
encoder 2 is a relay,
i.e., M2 = Y1 = ∅
degraded CSITs at the
source and relay [15, Theorem 7]
pY2Y3|X1X2S0S1 ,
S2=∅
V2 = V13 = V23 = ∅
Full CSIT at the
source and relay [15, Proposition 4]
pY2Y3|X1X2S0 ,
S1=S2=∅
V2 = V23 = ∅
Proof of Theorem 1: Since the two users have the opportunity to overhear a noisy version of
each other’s signal, they set up a cooperation protocol in transmitting their messages to the receiver. To
furnish the cooperation, we let each user partially decodes the other user’s transmitted message, facilitating
coherent transmission of part of their messages. The other parts of the messages are transmitted directly
to the receiver. Hence, the kth encoder splits its message into two parts as mk = (mk,3−k,mk3), drawn
uniformly from the sets [1 : 2nRk,3−k ] × [1 : 2nRk3 ], where Rk = Rk,3−k + Rk3, for k ∈ {1, 2}. Thus,
mk,3−k is transmitted to the receiver with the help of user (3−k) by use of BME combined with the GPC
technique and mk3 denotes the message that is transmitted directly to the receiver by use of superposition
coding and the GPC technique.
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Fig. 2: Illustration of the three-layer codebook generation at encoder 1. It is shown that for each layer how
codebooks are generated and how codewords are chosen based on the respective message and given CSIT by the
GPC technique. For each layer, a row indicates a bin which is determined by the message, and then for a selected
bin, a codeword is chosen which is jointly typical with the given CSIT.
Each user transmits B blocks of length n with large enough block length to ensure reliable decoding at
the other user and the receiver. User k transmits a sequence of B−1 messages over B blocks. Therefore,
for a fixed n, the effective transmitted rate is
(
(Rk,3−k +Rk3)(B − 1)/B
)
, that approaches to Rk as B
tends to infinity. Moreover, the receiver uses backward decoding technique [2] to decode the transmitted
messages. Although one drawback of backward decoding is that the receiver needs to wait B blocks, the
rate region is larger than that corresponding to low-delay sliding window decoding [1]. In the following
for k ∈ {1, 2} and for each block b ∈ [1 : B], we explain our proposed three-layer code construction at
the kth encoder.
Codebook generation: For a fixed pmf of the form given in (2) and a given ǫ > 0, for k ∈ {1, 2} let
J0 = 2
n[I(U ;S0)+ǫ], Jk = 2
n[I(Vk;S0Sk|U)+ǫ], Jk3 = 2
n[I(Vk3;S0Sk|UVk)+ǫ].
• Transmit old information coherently: Generate 2n(R12+R21)×J0 codewords u, each with probability
p(u) =
∏n
t=1 pU (ut). Label them as u(mc, j0) for mc ∈ [1 : 2n(R12+R21)] and j0 ∈ [1 : J0].
• Superimpose fresh information: For each pair u(mc, j0), kth user generates 2nRk,3−k×Jk codewords
vk, each with probability p(vk|u) =
∏n
t=1 pVk|U0(vk,t|u0,t). Label them as vk(mc, j0,mk,3−k, jk)
where mk,3−k ∈ [1 : 2nRk,(3−k) ] and jk ∈ [1 : Jk].
• Direct transmission to the receiver: User k, for each pair of codewords
(
u(mc, j0),vk(mc, j0,mk,3−k, jk)
)
generates 2nRk,3×Jk3 codewords vk3 each with probability p(vk3|u,vk) =
∏n
t=1 pVk3|UVk(vk3,t|u0,t, vk,t).
Label them as vk3(mc, j0,mk,3−k, jk,mk,3, jk3) where mk,3 ∈ [1 : 2nRk3 ] and jk3 ∈ [1 : Jk3].
Encoders 1 and 2, by use of the generated codebooks, the noncausal CSIT and the messages, choose
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9TABLE II: Illustration of encoding–decoding flow at encoder 1 and the backward decoding at the receiver. The
superscript indices indicate the block number.
Block 1 2 · · · B
U0 u
1
(
(1, 1), j10
)
u
2
(
(m112, mˆ
1
21), j
2
0
)
· · · uB
(
(mB−1
12
, mˆB−1
21
), jB0
)
V1 v
1
1
(
(1, 1), j10 ,m
1
12, j
1
1
)
v
2
1
(
(m112, mˆ
1
21), j
2
0 ,m
2
12, j
2
1
)
· · · vB1
(
(mB−1
12
, mˆB−1
21
), jB0 , 1, j
B
1
)
V13 v13
(
(1, 1), j10 ,m
1
12, j
1
1 , 1, j
1
13
)
v
2
13
(
(m112, mˆ
1
21), j
2
0 ,m
2
12, j
2
1 ,m
2
13, j
2
13
)
· · · vB13
(
(mB−1
12
, mˆB−1
21
), jB0 , 1, j
B
1 , m
B
13, j
B
13
)
Y1 mˆ
1
21 −→ mˆ
2
21 −→ · · · ∅
Y3 ∅ ←−
(
mˆ112, mˆ
1
21, mˆ
2
13, mˆ
2
23
)
· · · ←−
(
mˆB−1
12
, mˆB−1
21
, mˆB13, mˆ
B
23
)
appropriate codewords and generate transmitted signals. In the following, we explain how the encoders
generate codewords for block b and then the receiver performs decoding procedure.
Generating xb1 at encoder 1: Assume that encoder 1, from decoding of the previous block, has already
estimated correctly the first part of the transmitted message of encoder 2 as mˆb−121 . Therefore, encoder 1
transmits the cooperation message mˆbc := (mb−112 , mˆ
b−1
21 ) over bth block.
• Common codeword: By use of mˆbc and known common CSIT sb0, encoder 1 searches for smallest
j0 such that
(
u(mˆbc, j0), s
b
0
) ∈ Anǫ (pUS0). Name this j0 as j∗0 which is a function of (mˆbc, sb0).
• Superimpose fresh information: To transmit mb12, for a given u(mˆbc, j∗0 ) and known CSIT (sb0, sb1), en-
coder 1 searches for smallest j1 such that v1(mˆbc, j∗0 ,mb12, j1) is jointly typical with (sb0, sb1,u(mˆbc, j∗0 )).
Name this j1 as j∗1 which is a function of (mˆbc,mb12, sb0, sb1).
• Direct transmission: To transmit mb13 directly to the receiver, encoder 1 searches for smallest j13 such
that v13(mˆbc, j∗0 ,mb12, j∗1 ,mb13, j13) is jointly typical with (sb0, sb1,
(
u(mˆbc, j
∗
0),v1(mˆ
b
c, j
∗
0 ,m
b
12, j
∗
1 )
)
.
Name this j13 as j∗13 which is a function of (mˆbc,mb12,mb13, sb0, sb1).
• Transmitted signal: Finally, for given codewords
(
u(mˆbc, j
∗
0),v1(mˆ
b
c, j
∗
0 ,m
b
12, j
∗
1),v13(mˆ
b
c, j
∗
0 ,m
b
12,
j∗1 ,m
b
13, j
∗
13)
)
and known CSIT (sb0, sb1), encoder 1 generates xb1 with independent and identically
distributed (i.i.d.) component according to the conditional pmf pX1|S0S1UV1V13 . The codebook gen-
eration flow of encoder 1 is depicted in Fig. 2.
Generating xb2 at encoder 2: xb2 is generated similar to xb1 by swapping the indices 1 and 2.
Note that in the codebook generation we set m012 = m021 = m113 = m123 = mB12 = mB21 = 1.
Decoding: In addition to the decoding process at the receiver, each encoder also decodes partially the
transmitted message of the other encoder. All the decoding is based on joint typicality of sequences
which are discussed in the following.
• Decoding at encoder 1: Assume that encoder 1 has received yb1 for b ∈ [1 : B − 1] and mˆb−121 is
already known from the decoding process of the previous block. In other words, mˆbc := (mb−112 , mˆ
b−1
21 )
August 21, 2018 DRAFT
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is available. Given (u(mˆbc, j∗0 ), sb0, sb1,xb1), which are known codewords at encoder 1, encoder 1 tries
to estimate the first part of the transmitted message of encoder 2 over bth block as mˆb21. So, encoder
1 checks the following joint typicality of sequences to decode the message.
(
u(mˆbc, j
∗
0),v2(mˆ
b
c, j
∗
0 ,m
b
21, j2), s
b
0,y
b
1, s
b
1,x
b
1
)
∈ Anǫ (UV2S0Y1X1S1). (3)
• Decoding at encoder 2: Decoding is similar to the decoding at encoder 1 by swapping indices.
• Decoding at the receiver: The receiver uses backward decoding [2] to decode the transmitted
messages, i.e., the receiver waits to receive all B blocks, and then starts decoding the transmitted
messages from the last to the first block. In the following, we explain the decoding at block b. From
the decoding of block b+1, the receiver already knows Mˆ b12 := mˆb12 and Mˆ b21 := mˆb21. Therefore, the
receiver estimates mbc = (mb−112 ,m
b−1
21 ), m
b
13 and mb23 using the following joint typicality criterion
for b = B,B − 1, ..., 2;
EbD ∈ Anǫ (D), (4)
where
EbD :=
(
u(mbc, j0),v1(m
b
c, j0, Mˆ
b
12, j1),v2(m
b
c, j0, Mˆ
b
21, j2),v13(m
b
c, j0, Mˆ
b
12, j1,m
b
13, j13),
v23(m
b
c, j0, Mˆ
b
21, j2,m
b
23, j23),y
b
3
)
,
D := (U, V1, V2, V13, V23, Y3).
The encoding-decoding flow of encoder 1 and the backward decoding flow at the receiver are summarized
in Table II. Analysis of probability of decoding errors are given in Appendix I.
IV. STATE-DEPENDENT GAUSSIAN GMAC
In this section, a dirty GMAC is studied for two scenarios. First, it is assumed that both of encoders
know the full CSI, and then it is assumed that each of the them only knows part of the CSI. Assume a
dirty GMAC as depicted in Fig. 3 which is defined by a linear Gaussian channel model as
Yj = X1 +X2 + S0 + S1 + S2 + Zj, (5)
where Yj is the received signal at the node j for j ∈ {1, 2, 3}, which is corrupted by the AWGN noise
Zj ∼ N (0, Nj) and the additive interferences. The common interference signal S0 is noncausally known
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Fig. 3: The two-user Gaussian GMAC with additive interference.
at both of the encoders, and Sk is only available at the kth encoder, for k ∈ 1, 2. We assume that the
additive interference S0 has a zero mean Gaussian distribution with a finite variance ES20 = Q0, i.e.
S0 ∼ N (0, Q0), and the private additive interference is Sk ∼ N (0, Qk). The additive AWGN noises and
interferences are mutually independent. The transmitted signal from the kth encoder is denoted by Xk
subject to an average power constraint EX2k ≤ Pk for k ∈ {1, 2}.
A. State-Dependent Gaussian GMAC with fully informed encoders
In this subsection, we consider a dirty Gaussian GMAC in which both of encoders knows the full CSI.
That is, S1 = S2 = ∅ and the linear Gaussian channel model is defined by
Yj = X1 +X2 + S0 + Zj . (6)
Proposition 1. For the Gaussian GMAC with full CSI at the encoders defined in (6), the rate region
RG :=
⋃{
(R1, R2) : R1 ≤ C
(
ρ¯1P
′
1
ρ¯1P ′′1 +N2
)
+ C
(
ρ¯1P
′′
1
N3
)
,
R2 ≤ C
(
ρ¯2P
′
2
ρ¯2P ′′2 +N1
)
+ C
(
ρ¯2P
′′
2
N3
)
,
R1 +R2 ≤ C
(
ρ¯1P
′
1
ρ¯1P ′′1 +N2
)
+ C
(
ρ¯2P
′
2
ρ¯2P ′′2 +N1
)
+ C
(
ρ¯1P
′′
1 + ρ¯2P
′′
2
N3
)
R1 +R2 ≤ C
(
P1 + P2 + 2
√
ρ1ρ2P1P2
N3
)}
, (7)
is achievable, where the union is taken over ρk ∈ [0, 1] and P ′k, P ′′k ≥ 0 such that P ′k + P ′′k ≤ Pk for
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k ∈ {1, 2} and C(x) := 12 log2(1 + x), x¯ := 1− x.
Remark 2. The achievable rate region of the state-dependent Gaussian GMAC with full CSIT is inde-
pendent of the additive interference. That is, the effect of the additive interference is completely removed
as if there is no interference over the channel (clean channel). Hence, the region is equal to that of
the counterpart channel without interference [28, Chapter 11]. Moreover, the achievable rate region (7)
includes that of the partial decode-and-forward Gaussian relay channel with no interference [29].
Proof of Proposition 1: To prove the result we use the rate region developed in Theorem 1. Note
that we can extend the result in Theorem 1 for the discrete case to the Gaussian model in a similar
approach given in [30, Chapter 23]. For k ∈ {1, 2}, let
U = Xu + α0S0, (8a)
Vk =
√
ρkPkXu +X
′
k + αkS0, (8b)
Vk3 = X
′′
k + αk3S0, (8c)
where Xu ∼ N (0, 1) carries the cooperation message to the receiver, the fresh information and the private
message are transmitted via X ′k ∼ N (0, ρ¯kP ′k) and X ′′k ∼ N (0, ρ¯kP ′′k ) by the kth encoder, respectively.
The random variables Xu,X ′k and X ′′k are mutually independent for k ∈ {1, 2} and are independent from
S0. Finally, let the transmitted symbols at the encoders be
Xk =
√
ρkPkXu +X
′
k +X
′′
k . (9)
To ensure the average power constraint at each encoder, we have P ′k + P ′′k ≤ Pk. In (8), α0, αk and αk3
for k ∈ {1, 2}, are design parameters to be optimized. In Appendix II, we prove that the optimal choices
of the precoding (i.e., dirty paper coding (DPC)) coefficients in (8) are given by
α0 =
√
ρ1P1 +
√
ρ2P2
P1 + P2 + 2
√
ρ1ρ2P1P2 +N3
, (10a)
αk =
√
ρkPk
(√
ρ1P1 +
√
ρ2P2
)
+ ρ¯kP
′
k
P1 + P2 + 2
√
ρ1ρ2P1P2 +N3
, (10b)
αk3 =
ρ¯kP
′′
k
P1 + P2 + 2
√
ρ1ρ2P1P2 +N3
. (10c)
Now by substituting the auxiliary random variables given in (8), (9), the above optimal precoding
coefficients in the achievable rate region of Theorem 1, noting that ∆− = δ−1 = δ
−
2 = 0, and utilizing
Fourier–Motzkin elimination algorithm [30], the achievable rate region in Proposition 1 is derived.
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Fig. 4: Achievable rate regions for the state-dependent GMAC with full CSI at the encoders for given channel
parameters P1 = P2 = 10 [dB], N1 = N2 = 0 [dB], N3 = 7 [dB] and Q ∈ {2, 5, 8} [dB].
To investigate the role of cooperation between the encoders, a Gaussian dirty GMAC with full CSIT
is considered wherein P1 = P2 = 10 [dB], N1 = N1 = 0 [dB] and N3 = 7 [dB] for Q0 ∈ {2, 5, 8} [dB].
The achievable rate regions are depicted in Fig. 4 for the following four scenarios:
• Dirty GMAC with full CSIT: The encoders cooperate with each other and the effect of additive
interference is completely removed;
• Dirty MAC with full CSIT: A conventional Gaussian MAC and the effect of additive interference is
completely removed. By substituting ρk = P ′k = 0 for k ∈ {1, 2} in (7), the associated rate region
is established.
• Dirty GMAC without CSIT: A Gaussian GMAC where the interference is treated as an additive
noise; and
• Dirty MAC without CSIT: A conventional Gaussian MAC where the interference is treated as an
additive noise.
From Fig. 4, we observe that the achievable rate region of the channel model with cooperating encoders
and CSIT is the largest one and that of the case without cooperating encoders (i.e., conventional MAC)
in which the CSI is not available at the encoders is the worst case. As it is shown in Figs. 4(a)–4(c),
when the power of the interference decreases, the achievable rate region for the case with cooperating
encoders without CSIT becomes larger than that of the conventional MAC with CSIT.
B. State-Dependent Gaussian GMAC with partially informed encoders
In this subsection, we evaluate the achievable rate region of the general dirty Gaussian GMAC defined
in (5) and one special case. It is assumed that (S0, Sk) are available noncausally at the kth encoder.
With a similar discussion as that in the previous subsection, by an optimal choice of Costa precoding
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Fig. 5: Signal generation for the doubly dirty GMAC at encoder 1.
coefficients the effect of S0 can be completely removed. Without loss of generality, a doubly dirty GMAC
defined in (5) subject to S0 = ∅ is studied in the following. Before presenting the achievable rate region,
the procedure of generating signals at encoder k is discussed in the following. An illustration of the
signal generation at encoder 1 is depicted in Fig. 5.
The transmitted signal from each encoder has four components:
• Partial cleaning of the private state: Since Sk is only available at encoder k, the encoder dedicates
η¯kPk of its total power to clean the state, where 1 − min(1, Qk/Pk) ≤ ηk ≤ 1. Therefore, the
effective additive interference over the channel becomes βkSk where βk := 1−
√
η¯kPk
Qk
.
• Message cooperation: Gaussian codeword U ∼ N (0, 1) carries the cooperation message mbc.
• Fresh information: Gaussian codeword X ′k ∼ N (0, P ′ke) which is generated by use of generalized
DPC (GDPC), carries the fresh message mbk,3−k, where P ′ke = ηkρ¯kP ′k. By use of GDPC, we mean
that, the state is partially cleaned and then DPC is used to combat βkSk.
• Direct transmission: Gaussian codeword X ′′k ∼ N (0, P ′′ke) which is generated by use of GDPC,
carries the private message mbk3, where P ′′ke = ηkρ¯kP ′′k .
The auxiliary random variables and the transmitted signal are more specifically given by
Vk :=
√
ηkρkPkU +X
′
k + αkβkSk, (11a)
Vk3 := X
′′
k + αk3βkSk, (11b)
Xk :=
√
ηkρkPkU +X
′
k +X
′′
k + (βk − 1)Sk. (11c)
To ensure the average power constraint at each encoder, we have P ′k + P ′′k ≤ Pk. All auxiliary random
variables U, X ′k, X ′′k , and Sk are mutually independent from each other and the channel noises.
Proposition 2. For the general dirty Gaussian GMAC defined in (5) with partially informed encoders,
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the rate region RdG is achievable;
RdG :=
⋃{
(R1, R2) :R1 = R12 +R13, R2 = R21 +R23,
R12 ≤C
(
P ′1e +Q1e − Qˆ1e
P ′′1e + Qˆ1e +N2
)
− C12,
R21 ≤C
(
P ′2e +Q2e − Qˆ2e
P ′′2e + Qˆ2e +N1
)
− C21,
R13 ≤C
(
P ′′1e + Qˆ1e − Qˆ1e
Qˆ1e + Qˆ2e +N3
)
− C13 + δ−1 ,
R23 ≤C
(
P ′′2e + Qˆ2e − Qˆ2e
Qˆ1e + Qˆ2e +N3
)
− C23 + δ−2 ,
R13 +R23 ≤C
(
P ′′1e + P
′′
2e + Qˆ1e − Qˆ1e + Qˆ2e − Qˆ2e
Qˆ1e + Qˆ2e +N3
)
− C13 − C23 +∆−,
R1 +R2 ≤C
(
η1P1 + η2P2 + 2
√
η1η2ρ1ρ2P1P2 +Q1e − Qˆ1e +Q2e − Qˆ2e
Qˆ1e + Qˆ2e +N3
)
− C12 − C21 − C13 − C23
}
,
(12)
where the union is taken over αk, αk3 ∈ R+, ηk ∈ [1 −min(1, Qk/Pk), 1], ρk ∈ [0, 1] and P ′k, P ′′k ≥ 0 such that
P ′k + P
′′
k ≤ Pk. For k ∈ {1, 2}, we have
Qke :=
(√
Qk −
√
η¯kPk
)
2, Qˆke :=
(1−αk)
2P ′keQke
P ′
ke
+α2
k
Qke
, Qˆke :=
(1−αk−αk3)
2P ′keP
′′
keQke
P ′
ke
P ′′
ke
+(α2
k
P ′′
ke
+α2
k3
P ′
ke
)Qke
,
Ck,3−k := C
(
α2kQke
P ′
ke
)
, Ck3 := C
(
α2k3Qˆke
(1−αk)2P ′′ke
)
, δk := C
(
P ′ke+Qke−Qˆke
P ′′
ke
+Qˆke+
ˆˆ
Q3−k,e+N3
)
− Ck,3−k,
∆k := C
(
P ′ke+Qke−Qˆke
P ′′1e+P
′′
2e+Qˆ1e+Qˆ2e+N3
)
− Ck,3−k, ∆3 := C
(
P ′1e+P
′
2e+Q1e−Qˆ1e+Q2e−Qˆ2e
P ′′1e+P
′′
2e+Qˆ1e+Qˆ2e+N3
)
− C12 − C21.
Proof of Proposition 2: See Appendix III.
Remark 3. Although the achievable rate region RdG seems to be complex, we have observed in most
cases that the rate region is a convex combination of the following four cases;
• Case 1 (R13 = R23 = 0): Both of encoders transmit their messages to the receiver by fully
cooperating with each other. For this case, we have
P ′′1 = P
′′
2 = 0, α13 = α23 = 0, δ
−
1 = δ
−
2 = ∆
− = 0.
• Case 2 (R12 = R21 = 0): Both of encoders ignore their feedback signals, and directly transmit their
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messages to the receiver without cooperation. For this case, we have
P ′1 = P
′
2 = 0, α1 = α2 = 0, ρ1 = ρ2 = 0, δ
−
1 = δ
−
2 = ∆
− = 0.
• Case 3 (R13 = R21 = 0): Encoder 1 ignores the feedback signal, but encoder 2 relays the message
of encoder 1 along with his private message to the receiver. For this case, we have
P ′′1 = P
′
2 = 0, α13 = α2 = 0, δ
−
1 = δ
−
2 = ∆
− = 0.
• Case 4 (R12 = R23 = 0): Encoder 2 ignores the feedback signal, but encoder 1 relays the message
of encoder 2 along with his private message to the receiver. For this case, we have
P ′1 = P
′′
2 = 0, α1 = α23 = 0, δ
−
1 = δ
−
2 = ∆
− = 0.
In the following two special channel models are discussed.
1) Doubly dirty Gaussian GMAC with informed receiver: Assume that the receiver also knows the
states (S0, S1, S2). Replacing Y3 with (Y3, S0, S1, S2) in Theorem 1, an achievable rate region is
derived. Moreover for the Gaussian channel model, the rate region of the clean Gaussian GMAC
given in Proposition 1, equation (7), is achieved.
2) Dirty Gaussian GMAC with availability of full CSI at one encoder: Let S0 = S2 = ∅. That is the
channel is controlled by S1 which is noncausally available only at encoder 1.
Proposition 3. For the dirty Gaussian GMAC wherein Q0 = Q2 = 0 and Q1 −→ ∞, the achievable
rate region is
RG :=
⋃{
(R1, R2) : R2 ≤ C
( ρ¯2P ′2
ρ¯2P ′′2 +N1
)
+ C
( ρ¯2P ′′2(
1−α13
α13
)2
ρ¯1P1 +N3
)
,
R1 +R2 ≤ C
(
− 1 + ρ¯1P1
(1− α13)2ρ¯1P1 + α213N3
)}
, (13)
where the union is taken over ρk ∈ [0, 1], α13 ∈ R+, and P ′2 + P ′′2 ≤ P1.
Proof: It is sufficient to substitute the following parameters in Proposition 2;
Q2 = 0, α2 = α23 = 0, η2 = 1, δ
−
2 = 0,
P ′1 = 0, α1 = 0, η1 = 1, δ
−
1 = ∆
− = 0.
Remark 4. Maximum values of R1 +R2 and R2 in Proposition 3 are;
August 21, 2018 DRAFT
17
• The maximum sum-rate is
max(R1 +R2) = C
(P1
N3
)
.
• The maximum single rate of R2 is
– For N1 ≤ N3,
maxR2 = min
{
C
(
P2
N1
)
, C
(
P1
N3
)}
.
– For N1 ≥ N3,
maxR2 =


C
(
P2
N3
)
, if P1 ≥ P2 +N3
C
(
P2(1−α∗13
α∗13
)2
P1+N3
)
, if P1 < P2 +N3 : α∗13 = 2P1P1+P2+N3 .
By numerical examples, Proposition 2 and 3 are discussed in the following.
Assume a doubly dirty Gaussian GMAC in which S1 is noncausally available at encoder 1 and S2 is
noncausally available at encoder 2, where the channel parameters are set to P1 = P2 = 10 [dB], N1 =
N2 = 0 [dB], N3 = 10 [dB] and Q1 = Q2 ∈ {7, 13} [dB]. For the given parameters, achievable rate
regions are plotted for different scenarios in Fig. 6. It is shown that when each user partially cleans the
interference and utilizes GDPC, how much the achievable rate region is enlarged compared to utilizing
pure DPC (without partially cleaning the interferences). Moreover, achievable rate regions of the clean
MAC and clean GMAC are plotted for comparison. As it is shown in Fig. 6a, for moderate values of
interferences’ powers, cooperation between users is very beneficial. As the interferences become stronger,
encoders cannot combat the interferences perfectly, as illustrated in Fig. 6b.
In Fig. 7, sum-rate is plotted as a function of signal-to-interference ratio (SIR) for P1 = P2 = P [dB],
Q1 = Q2 = Q [dB]. Hence, SIR=P −Q [dB]. An interesting observation is that whenever N1, N2 ≤ N3,
independent of the interferences’ powers, the encoders always prefer to fully cooperate with each other.
For this case, the cooperative transmission outperforms the non-cooperative one (i.e. standard MAC).
In Fig. 8, achievable rate regions are plotted for the dirty Gaussian GMAC and channel parameters
S2 = ∅, Q1 −→ ∞, P2 = 10 [dB], N1 = N2 = 0 [dB], N3 = 10 [dB] and two values of P1 ∈ {10, 15}
[dB]. As it is derived in Proposition 3, when at least one of the users has access to the full CSI noncausally,
we can propose an achievable rate region which is independent of the interference signal. In Fig. 8, in
addition to the regions of the clean MAC and GMAC, an outer bound on the capacity region of the
dirty MAC (without cooperating encoders) is depicted, which is proposed in [14]. In Fig. 8a, it is shown
that the achievable rate region of dirty GMAC is equal to the outer region of dirty MAC, but maximum
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Fig. 6: Achievable rate regions for the state-dependent GMAC with partial CSI at the encoders for given channel
parameters P1 = P2 = 10 [dB], N1 = N2 = 0 [dB], N3 = 10 [dB].
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Fig. 7: Sum-rate versus SIR for P1 = P2 = 10 [dB], N1 = N2 = −10 [dB] and N3 = 0 [dB].
achievable R2 for the dirty MAC is less than C(P1/N3). In Fig. 8b for P2 = 15 [dB], the achievable
rate region of dirty GMAC increases dramatically. For this case, R1 and R2 approach C(P1/N3) and the
achievable rate region of dirty MAC becomes close to the outer region.
V. CONCLUSIONS
We investigated the state-dependent GMAC in which each encoder had access to partial and noncausal
CSIT. Since the encoders receive feedback from the channel, they can cooperate to transmit coherently
a part of their messages to the receiver. We constructed a coding scheme based on rate-splitting, block-
Markov encoding, Gelfand–Pinsker multicoding and superposition coding techniques. To enable the
cooperation in our proposed strategy, each encoder partially decodes the message of the other encoder
and the receiver employs backward decoding with joint unique decoding at each stage. Afterwards, we
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Fig. 8: Achievable rate regions for the state-dependent GMAC with full CSI at the encoder 1 for given channel
parameters S2 = ∅, Q1 −→∞, P2 = 10 [dB], N1 = N2 = 0 [dB], N3 = 10 [dB].
tailored the proposed achievable rate region to a Gaussian GMAC with an additive interference that is
available noncausally at both of the encoders. By an appropriate choice of auxiliary random variables
and dirty paper coding coefficients, the effect of the interference is completely removed. Then, a doubly
dirty GMAC is considered and an achievable rate region is derived. Although the proposed rate region
is complex, we observed that that this region can be obtained as a convex combination of four simple
cases. By numerical examples, it is shown that whenever the feedback links are less noisy than the direct
links to the receiver, independent of the interferences’ powers, the encoders benefit from cooperating
with each other. Moreover, we proved that if at least one of the users knows the CSI completely, then an
achievable rate region is established that is independent of the interference signal. Finally by presenting
some numerical examples for this channel model, we showed a noticeable enlargement of the achievable
rate region due to cooperation between the encoders.
APPENDIX I
To bound probability of error and derive the achievable rate region in Theorem 1, we use the union
bound, packing lemma, AEP and Markov lemma [30]. In the following, by bounding probability of error
events at the encoders and the receiver, the rate constraints given in Theorem 1 are established.
Analysis of probability of error: The average error probability for each block b ∈ [1 : B] is given by
Pe ≤
∑
(s0,s1,s2)/∈Anǫ (S0,S1,S2)
p(s0, s1, s2) +
∑
(s0,s1,s2)∈Anǫ (S0,S1,S2)
p(s0, s1, s2)× P(Error|s0, s1, s2)
(a)
≤ ε+
∑
(s0,s1,s2)∈Anǫ (S0,S1,S2)
p(s0, s1, s2)× P(Error|s0, s1, s2), (14)
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where (a) follows by AEP as n → ∞ [30]. To bound the second term, we need to analyze all error
events that may occur at the encoders and the receiver for b ∈ [1 : B]. First, we analyze error events at
the encoders and then error events at the receiver are considered.
• Error events due to the decoding at encoder 1:
Suppose that encoder 2 has transmitted M b21 over block b. Encoder 1 receives yb1, and tries to decode
M b21 given (u(mˆbc, j∗0), sb1,xb1) by joint typicality decoding given in (3). Thus, the following error
events are defined.
Eb1,1 :=
{(
u(mˆbc, j
∗
0),v2(mˆ
b
c, j
∗
u0 ,M
b
21, j2),y
b
1, s
b
0, s
b
1,x
b
1
)
/∈ Anǫ (U, V2, Y1, S0, S1,X1)
}
Eb1,2 :=
{
∃mb21 6= M b21 :
(
u(mˆbc, j
∗
0),v2(mˆ
b
c, j
∗
u0 ,m
b
21, j2),y
b
1, s
b
0, s
b
1,x
b
1
) ∈ Anǫ (U, V2, Y1, S0, S1,X1)}.
By Markov lemma [30], P (Eb1,1) tends to zero as n→∞. Next, utilizing the union bound and joint
typicality lemma, the error event is bounded as
P
(
Eb1,2|Eb1,1
) ≤ 2nR21J2 × 2−n[I(V2;S0|U)+I(V2;Y1|S0S1UX1)−ǫ], (15)
where Eb1,1 denotes the complement of Eb1,1. Substituting J2 in (15), the probability of error in (15)
tends to zero for sufficiently large n, if
R21 < I(V2;Y1|S0S1UX1)− I(V2;S2|S0U). (16)
• Error events due to the decoding at encoder 2:
With a similar discussion to encoder 1, error events at encoder 2 can be defined. The probability of
error tends to zero for sufficiently large n, if
R12 < I(V1;Y2|S0S2UX2)− I(V1;S1|S0U). (17)
• Error events due to the decoding at the receiver:
We analyze the decoding error events for block b. It is assumed that the encoders have transmitted
(M bc ,M
b
12,M
b
21, M
b
13,M
b
23) over block b. Since the receiver uses the backward decoding, it is also
assumed that the receiver already knows Mˆ b+1c = (Mˆ b12, Mˆ b21) from decoding of yb+13 . Therefore,
using yb3, the receiver tries to estimate (M bc ,M b13,M b23) form the joint typicality of sequences given
in (4). Thus, we have 11 error events to consider as summarized in Table III.
Remark 5. Since multi-layer GPC technique is used for the codeword generations, to decode mk3
correctly, we need to decode j0 and jk for k ∈ {1, 2}. Thus, these error events are also considered
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TABLE III: Illustration of error events at the receiver. Checkmark denotes correctness of the message or index,
and cross denotes error.
mc j0 j1 j2 m13 m23
Eb3,1 X X X X X X
Eb3,2 × × × × × ×
Eb3,3 X × × × × ×
Eb3,4 X X × × × ×
Eb3,5 X X X × × ×
Eb3,6 X X × X × ×
Eb3,7 X X X X × ×
Eb3,8 X X X X X ×
Eb3,9 X X X X × X
Eb3,10 X X X × X ×
Eb3,11 X X × X × X
in the analysis of error events at the receiver.
Various error events which needs to be bounded are summarized in Table III. First, let
Eb3,1 := {EbD|Mbc ,Mb13,Mb23 /∈ Anǫ (D)}
Eb3,2 := {∃mbc 6= M bc : EbD ∈ Anǫ (D)}
Eb3,3 := {∃j0 6= j∗0 : EbD|Mbc ∈ Anǫ (D)}.
By use of Markov lemma [30], P (Eb3,1) tends to zero as n→∞. By utilizing joint typicality lemma
and union bound, we have
P
(
Eb3,2|Eb3,1
) ≤ 2n(R12+R21+R13+R23)J0J1J2J13J23 × 2−n[I(UV1V2V13V23;Y3)+I(V1V13;V2V23|U)−ǫ]
(18a)
P
(
Eb3,3|Eb3,1
) ≤ 2n(R13+R23)J0J1J2J13J23 × 2−n[I(UV1V2V13V23;Y3)+I(V1V13;V2V23|U0)−ǫ]. (18b)
Since 0 ≤ R12+R21, the rate constraint obtained via (18b) becomes redundant as compared to that
found via (18a). Substituting J0, Jk, Jk3 for k ∈ {1, 2} in (18a), we find the following sum-rate
R12 +R21 +R13 +R23 < I(UV1V2V13V23;Y3)− I(UV1V2V13V23;S0)−
I(V1V13;S1|S0U)− I(V2V23;S2|S0U). (19)
Now define the following error events
Eb3,4 := {∃j1 6= j∗1 and j2 6= j∗2 : EbD|Mbc ,j∗0 ∈ Anǫ (D)}
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Eb3,5 := {∃j2 6= j∗2 and mb13 6=M b13 : EbD|Mbc ,j∗0 ,j∗1 ∈ Anǫ (D)}
Eb3,6 := {∃j1 6= j∗1 and mb23 6=M b23 : EbD|Mbc ,j∗0 ,j∗2 ∈ Anǫ (D)}
Again by applying union bound technique and joint typicality lemma, the following probability of
errors are bounded as
P
(
Eb3,4|
3⋂
m=1
Eb3,m
) ≤ 2n(R13+R23)J1J2J13J23 × 2−n[I(V1,V2,V13,V23;Y3|U)+I(V2V23;V1V13|U)−ǫ] (20a)
P
(
Eb3,5|
3⋂
m=1
Eb3,m
) ≤ 2n(R13+R23)J2J13J23 × 2−n[I(V2,V13,V23;Y3|UV1)+I(V2V23;V1V13|U)−ǫ] (20b)
P
(
Eb3,6|
3⋂
m=1
Eb3,m
) ≤ 2n(R13+R23)J1J13J23 × 2−n[I(V1,V13,V23;Y3|UV2)+I(V1V13;V2V23|U)−ǫ]. (20c)
Plugging in Jk and Jk3 for k ∈ {1, 2} in (20), subject to the following rate constraints, the probability
of errors in (20) tend to zero for sufficiently large n.
R13 +R23 < I(V1V2V13V23;Y3|U)− I(V1V2V13V23;S0|U)−
I(V1V13;S1|S0U)− I(V2V23;S2|S0U) (21a)
R13 +R23 < I(V2V13V23;Y3|UV1)− I(V2V13V23;S0|UV1)−
I(V13;S1|S0UV1)− I(V2V23;S2|S0U) (21b)
R13 +R23 < I(V1V13V23;Y3|UV2)− I(V1V13V23;S0|UV2)−
I(V1V13;S1|S0U)− I(V23;S2|S0UV2). (21c)
Following a same steps, other error events are bounded. Finally by use of the following remarks, the
derived rate constraints are simplified and Theorem 1 is proved.
Remark 6. From the given pmf in (2), the following Markov chains are valid.
S1S2 ←→ S0 ←→ U, V1V13 ←→ S0U ←→ V2V23. (22a)
APPENDIX II
In the following, we derive the optimal precoding coefficients. Note that, if we could completely
remove the interference over the channel using the proposed multi-layer Costa precoding in (8) and (9),
then the knowledge of the interference at the destination would not increase the achievable rate region.
Thus the rate region with optimal precoding should equal that when S0 is also known at the destination.
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That is the following equalities should be satisfied for k ∈ {1, 2}.
I(Vk3;Y3|UV1V2V3−k,3) = I(Vk3;Y3S0|UV1V2V3−k,3), (23a)
I(V13V23;Y3|UV1V2) = I(V13V23;Y3S0|UV1V2), (23b)
I(UV1V2V13V23;Y3) = I(UV1V2V13V23;Y3S0). (23c)
We next show that there exist precoding coefficients such that (23d) holds. Thus, it is sufficient to prove;
h(UV1V2V13V23|Y3) = h(UV1V2V13V23|Y3S0). (24)
Next consider the left hand side of (24)
h
(
UV1V2V13V23|Y3
)
= h
(
Xu + α0S0,
√
ρ1P1Xu +X
′
1 + α1S0,
√
ρ2P2Xu +X
′
2 + α2S0,X
′′
1 + α13S0,
X ′′2 + α23S0
∣∣X1 +X2 + Z3 + S0)
= h
(EU , EV1 , EV2 , EV13 , EV23 |X1 +X2 + Z3 + S0), (25)
where, for k ∈ {1, 2}
EU := Xu − α0
(
X1 +X2 + Z3
)
, (26a)
EVk :=
√
ρkPkXu +X
′
k − αk(X1 +X2 + Z3
)
, (26b)
EVk3 := X ′′k − αk3(X1 +X2 + Z3
)
, (26c)
and Xk =
√
ρkPkXu + X
′
k + X
′′
k for k ∈ {1, 2}. Now choose the precoding coefficients such that the
second norm of the random variables defined in (26) is minimized. This yields (10a)–(10c). Note that
with these optimal coefficients we have
E{EU × (X1 +X2 + Z3)} = 0, E{EVk × (X1 +X2 + Z3)} = 0, E{EVk3 × (X1 +X2 + Z3)} = 0.
(27a)
Finally observe that the random variables in (26) are independent of S0. Therefore, (25) is equal to
h(UV1V2V13V23|Y3) = h(EU , EV1 , EV2 , EV13 , EV23) = h(EU , EV1 , EV2 , EV13 , EV23 |Y3, S0). (28)
This completes the proof of (24) or equivalently (23d). With a similar discussions (23a)–(23c) hold.
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APPENDIX III
Proof of Proposition 2: To prove the proposition, it is sufficient to substitute the auxiliary random
variables defined in (11) into the achievable rate region given in Theorem 1. For instance, we evaluate
the term h(Y3|UV1V2V23) which is used in R13, see Theorem 1.
• Plug in Xk form (11c) into (5), we have
Y3 = (
√
η1ρ1P1 +
√
η2ρ2P2)
2U +X ′1 +X
′′
1 +X
′
2 +X
′′
2 + β1S1 + β2S2 + Z3 (29)
• Since U is known, Y3|U, V1, V2, V23 is equivalent to
X ′1 +X
′′
1 +X
′
2 +X
′′
2 + β1S1 + β2S2 + Z3|U,X ′1 + α1β1S1,X ′2 + α2β2S2,X ′′2 + α23β2S2
≡X ′′1 + β1(1− α1)S1 + β2(1− α2 − α23)S2 + Z3|X ′1 + α1β1S1,X ′2 + α2β2S2,X ′′2 + α23β2S2
(30)
As U is independent form other random variables, it is dropped from (30).
• By use of minimum mean square error (MMSE) estimator, S1 is estimated from X ′1 +α1β1S1, and
S2 is estimated from (X ′2 + α2β2S2,X ′′2 + α23β2S2). Therefore, Y3|U, V1, V2, V23 is equivalent to
X ′′1 + β1(1− α1)(S1 − Sˆ1) + β2(1− α2 − α23)(S2 − Sˆ2) + Z3, (31)
where
E{β21(1− α1)2(S1 − Sˆ1)2} = Qˆ1e, E{β22(1− α2 − α23)2(S2 − Sˆ2)2} = Qˆ2e.
Therefore,
h(Y3|U, V1, V2, V23) = 12 log2
(
2πe
(
P ′′1e + Qˆ1e + Qˆ2e +N3)
)
. (32)
With a similar discussions, Proposition 2 is derived.
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