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Gewidmet meiner Familie.
ii
Nur eine dicke Zeitung konnte nicht mitkommen; sie blieb auf dem Pflaster liegen und klappte
haßerfüllt auf und zu, als sei ihr der Atem ausgegangen.
Ein dunkler Verdacht stieg damals in mir auf; was, wenn am Ende wir Lebewesen auch so etwas
Ähnliches wären wie solche Papierfetzen? - Ob nicht vielleicht ein unsichtbarer, unbegreiflicher
„Wind“ auch uns hin- und hertreibt und unsere Handlungen bestimmt, während wir in unserer
Einfalt glauben, unter eigenem, freien Willen zu stehen?
Aus Der Golem von Gustav Meyrink.
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Einleitung
Eine zu den komplexen Zahlen ähnliche Struktur auf dem R3 zu finden, sodaß man einen Körper erhält,
war lange Zeit ein Punkt intensiver Forschung in der Mathematik. Einer der Mathematiker, der sich
sehr mit diesem Problem auseinandersetzte, war William R. Hamilton (1805-1865). Er fand zwar nicht
die von ihm erhoffte Struktur auf dem R3 (die, wie sich herausstellte, nicht existieren kann), aber eine
Schiefkörperstruktur auf dem R4, die heute als Menge der Quaternionen bekannt ist 1.
Die Quaternionen, wie auch die komplexen Zahlen, sind wiederum Spezialfälle innerhalb mehrerer
Klassen von Algebren. Eine davon ist die Menge der nach William K. Clifford benannten Cliffordalge-
bren. Zunächst über Quaternionen, dann über allgemeinen Cliffordalgebren begann man eine Verallge-
meinerung der Funktionentheorie zu entwickeln, die heute hyperkomplexe Funktionentheorie genannt
wird, und als Teil von dieser ist wiederum diese Arbeit hier zu sehen.
Mittelpunkt dieser Arbeit sind die reproduzierenden Kernfunktionen zweier Hilbertscher Funktionen-
räume, nämlich der Bergman- und der Szegökern. Ziel wird es dabei nicht nur sein, diese Kerne für neue
Klassen von Gebieten zu berechnen, sondern vor allem die Verwendungsmöglichkeit dieser Funktionen
in den unterschiedlichsten Bereichen der Mathematik zu verdeutlichen.
In Kapitel 1 werden zunachst einige Grundlagen der Cliffordanalysis und von Cliffordalgebren wieder-
gegeben, sowie wichtige und grundlegende Definitionen, die im Verlauf der Arbeit benötigt werden,
eingeführt.
Kapitel 2 gibt eine Einführung in die Konformität im Kontext der Cliffordanalysis, außerdem werden
grundlegende Definitionen zu Matrixgruppen und Möbiustransformationen gegeben, die vor allem in
den späteren Kapiteln stark zum Tragen kommen,
Mit Kapitel 3 werden schließlich die angesprochenen Kernfunktionen und die zugehörigen Funktionen-
räume eingeführt, nebst einiger wichtiger Sätze und Eigenschaften.
Kapitel 4 rekapituliert einige wichtige Ergebnisse der bisherigen Forschung. Konkret werden Beispiele
bereits gefundener Darstellungen für Bergman- und Szegökerne bestimmter Gebietsklassen angegeben,
sowie eine Transformationsformel für den Szegökern und deren Zusammenhang im Komplexen mit
dem Riemannschen Abbildungssatz.
In den Kapiteln 5 und 6 beschäftigen wir uns zum Einstieg mit der Konstruktion dieser Kernfunktio-
nen für neue Klassen von Gebieten und bzgl. abweichender Definitionen der Funktionenräume über
alternative Operatoren. Im Gegensatz zur klassischen Theorie einer komplexen Veränderlichen ist die
Berechnung bzw. Findung expliziter Darstellungen der Kernfunktionen sehr schwer, weil nur sehr ein-
geschränkt Hilfsmittel wie eine Transformationsformel zur Verfügung stehen, und so im Allgemeinen
für jede neue Gebietsklasse die Darstellung der Funktionen neu gefunden und bewiesen werden muß.
Um wieder eine Motivation zu geben, warum wir uns mit der Konstruktion dieser Funktionen über-
haupt beschäftigen, werden in den darauffolgenden Kapiteln Anwendungen der Kernfunktionen ange-
ben, konkret Anwendungen für die Lösungen bestimmter Systeme von partiellen Differentialgleichun-
gen, die Einführung einer Metrik und deren Verwendung für differentialgeometrische Fragestellungen,
sowie Angaben für die Konstruktion hyperkomplexer Modulformen.
1Hamilton war nicht der erste, der die Struktur fand, sie taucht u.a. schon in Werken von Euler und Gauß auf. Jedoch war
Hamilton der erste, der sie in einer Theorie systhematisch entwickelte (vgl. [68], S. 15f.).
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Kapitel 1
Grundlagen der Cliffordanalysis
Die Theorie der Funktionen über Cliffordalgebren stellt eine der möglichen Verallgemeinerung der klas-
sischen Funktionentheorie über den komplexen Zahlen dar. Dabei wird statt über dem R2 eine multipli-
kative Struktur auf dem Raum Rm für ein natürliches m definiert, sodaß wir für m > 2 mehrere imagi-
näre Einheiten erhalten. Eine Motivation zur Betrachtung von Cliffordalgebren ist dabei die Behandlung
geometrischer Probleme im Rm mit analytischen Mitteln, nach Vorbild der klassischen Funktionentheo-
rie.
In diesem Kapitel werden zum Einstieg die grundlegenden Definitionen und Sätze eingeführt, sowie
zur klassischen Funktionentheorie analoge Aussage präsentiert.
Definition 1.1. Sei m ∈ N und {e0, . . . , em} die kanonische Basis des Rm+1 bezüglich des Skalarproduktes.
Für eine gegebenes p ∈ {0, . . . ,m} und q := m − p konstruiert man nun eine R-Algebra vermöge folgender
Rechenregeln:
e0ei = eie0 , i ∈ {1, . . . ,m}
e2i = 1 , i ∈ {1, . . . , p}
e2i = −1 , i ∈ {p+ 1, . . . , p+ q}
eiej = −ejei , i, j ∈ {1, . . . ,m}.
Die Addition und die Multiplikation mit reellen Zahlen werde jeweils komponentenweise definiert, e0 fungiert
als das neutrale Element der Multiplikation. Die so konstruierte Algebra wird die (universelle) Clifford-Algebra
genannt und mit Clp,m bezeichnet.
Da sich Produkte aus paarweise verschiedenen ei nicht weiter vereinfachen lassen, führen wir zunächst
einige abkürzende Schreibweisen ein.
Bemerkungen 1.2. (i) Die in Definition (1.1) konstruierte Algebra hat die Dimension 2m:
Ist A ⊆ {1, . . .m}, so sei
e∅ := e0
eA := ei1 . . . eik ,
wobei k = |A|, A = {i1, . . . ik, } und i1 < . . . < ik. Dann bildet die Menge
{eA;A ⊆ {1, . . . ,m}}
eine Basis von Clp,m, und ein allgemeines Element v ∈ Clp,m hat die Darstellung
v =
∑
A⊆{1,...,m}
vAeA
mit eindeutig bestimmten Koeffizienten v1, . . . , vm ∈ R.
1
2 KAPITEL 1. GRUNDLAGEN DER CLIFFORDANALYSIS
(ii) In dieser Arbeit betrachten wir nur Clifford-Algebren mit p = 0. Diese Algebren lassen sich auch wie folgt
definieren:
Sei m ∈ N und {e1, . . . , em} die kanonische Basis des Rm. Die Algebra Clm ist die vom Rm erzeugte freie
Algebra modulo der Relation
z2 = −|z|2e0,
wobei z ∈ Rm sei, e0 das Einselement der Algebra und | · | die euklidische Norm auf dem Rmbezeichne.
Da wir von nun an p = 0 betrachten, lassen wir den Index weg und schreiben der Übersichtlichkeit
halber nur Clm.
In der folgenden Definition wird eine wichtige Teilmenge eingeführt, die Menge der Paravektoren. Sie
ist das reelle lineare Erzeugnis der ei, und der Rm+1 wird oft mit der Menge der Paravektoren identi-
fiziert. Es gibt auch viele Aussagen und Definitionen, wo nur die Menge der Paravektoren anstelle der
kompletten Clifford-Algebra betrachtet wird.
Definition 1.3. Sei m ∈ N. Die Menge
Am+1 := spanR{e0, . . . , em} = R⊕ Rm ⊆ Clm
wird die Menge der Paravektoren genannt, ein Paravektor z =
∑
A⊆{1,...m} zAeA ist dementsprechend ein Ele-
ment aus Clm mit
zA = 0 fu¨r |A| ≥ 2.
Gilt zusätzlich noch
z0 = 0,
so nennt man z einen reinen Vektor.
In Anlehnung an die komplexen Zahlen führen wir einige weitere grundlegende Bezeichnungen ein:
Definition 1.4. Seien z = z0e0 + z1e1 + . . .+ zmem, w = w0e0 + w1e1 + . . .+ wmem ∈ Rm+1.
(i) Sc(z):= z0 wird Skalarteil von z genannt.
(ii) Vec(z) := z1e1 + . . .+ zmem wird Vektorteil von z genannt.
(iii) z¯ := z0e0 − z1e1 − . . .− zmem ist die zu z konjugierte Cliffordzahl.
(iv) |z| := √∑mi=0 z2i ist der Betrag von z.
(v) Das Skalarprodukt 〈., .〉 von z und w ist definiert als
〈z, w〉 := 1
2
(zw¯ + wz¯)
Für die Konjugtion ergeben sich auf dem Rm+1 noch einige Analoga zur komplexen Funktionentheorie.
Bemerkungen 1.5. (i) Die vom Skalarprodukt induzierte Norm auf Rm+1
‖z‖ :=
√
〈z, z〉 = √zz¯
ist identisch mit dem Betrag, respektive dem Euklidischen Skalarprodukt im R4.
(ii) Das Inverse von z ist nach der vorherigen Definition z−1 = z¯|z| .
(iii) Man kann Norm und Skalarprodukt auch anders definieren:
〈z, w〉0 := 2m
m∑
i=0
ziwi, |z|0 :=
√
〈z, z〉0 = 2m−1
√√√√ m∑
i=0
z2i
Natürlich kann man die Konjugation auch auf alle Elemente ausweiten.
3Bemerkung 1.6. (i) Die Konjugation ist auch für beliebige Elemente der Cliffordalgebra Clm definiert:
Für m ∈ N und z = ∑A⊆{1,...m} zAeA ∈ Clm sei
z¯ :=
∑
A⊆{1,...,m}
zAe¯A,
wobei
e¯i := −ei, i ∈ {1, . . . ,m}
ei1 . . . eik := eik . . . ei1 , i1, . . . , ik ∈ {1, . . . ,m}
(ii) Das Skalarprodukt 〈·, ·〉 und der Betrag | · | werden völlig analog zu Definition (1.4) eingeführt, für 〈·, ·〉0
und | · |0 ist die verallgemeinerte Definition
〈z, w〉0 := 2m
∑
A⊆{1,...,m}
, |z|0 :=
√
〈z, z〉0 = 2m
√ ∑
A⊆{1,...,m}
z2A
für z =
∑
A⊆{1,...,m} zAeA, w =
∑
A⊆{1,...,m} wAeA ∈ Clm.
Ein häufig auftretender Spezialfall einer Cliffordalgebra sind die sogenannten Quaternionen:
Definition 1.7. Die Algebra Cl2 wird auch Menge der Quaternionen genannt und wird im Folgenden mit H
bezeichnet.
Bemerkung 1.8. Wenn die Quaternionen isoliert betrachtet werden, wird das Element e1e2 auch häufig mit e3
bezeichnet. Im Sinne der Definition von Cliffordalgebren weiter oben wird H jedoch nur von zwei unabhängigen
imaginären Einheiten erzeugt. Wenn nichts anderes gesagt wird, werden in dieser Arbeit die imaginären Einheiten
im Sinne der allgemeinen Definition bezeichnet.
Wie man leicht nachrechnen kann, bildet die Menge der Quaternionen einen Schiefkörper bzgl. der
gegebenen Addition und Multiplikation. Höherdimensionale Cliffordalgebren sind jedoch keine Schief-
körper mehr. So hat man fürm ≥ 3 mit (1−e1e2e3)(1+e1e2e3) = 0 Nullteiler in der Algebra. Die Menge
der Schiefkörper über R läßt sich noch weiter eingrenzen:
Satz 1.9 (Frobenius). Bis auf Isomorphie sind R, C und H die einzigen assoziativen Divisionsalgebren über den
reellen Zahlen.
Bemerkung 1.10. Sowohl der R4 als auch der R3 lassen sich in H einbetten. Letzteres ist insbesondere wichtig,
da in dieser Arbeit Gebiete im R3 untersucht werden.
Um Funktionentheorie über den Quaternionen und Cliffordalgebren betreiben zu können, benötigt man
eine sinnvolle Verallgemeinerung des Holomorphiebegriffes. Der naheliegende Ansatz, Holomorphie
analog über den Diffentialquotienten einzuführen, liefert allerdings eine viel zu kleine (und damit unin-
teressante) Klasse von Funktion, die holomorph auf einem Gebiet sind. Im Falle der Quaternionen zeigt
dies der folgende
Satz 1.11 (Krylov,Mejlikhzhon ; vgl. [68], Seite 99). Sei G ⊆ H ein Gebiet und f : G −→ H eine reell stetig
differentierbare Funktion. Existiert für alle x ∈ G der Grenzwert
lim
h−→0
h−1[f(x+ h)− f(x)],
so hat f in G die Form
f(x) = a+ xb mit a, b ∈ H.
Dementsprechend ist natürlich auch nicht an eine Verallgemeinerung der Holomorphie auf beliebige
Cliffordalgebren über den Differentialquotienten zu denken.
Bemerkung 1.12. Wir können den Rm+1 mit der Menge der Paravektoren identifizieren. Alle folgenden Aussa-
gen, die für Elemente aus dem Rm+1 formuliert werden, beziehen sich eigentlich auf Am+1 ⊆ Clm, einfachheits-
halber schreiben wir aber Rm+1.
4 KAPITEL 1. GRUNDLAGEN DER CLIFFORDANALYSIS
Um nun eine bessere Verallgemeinerung zu finden, betrachtet man die Charakterisierung der komple-
xen Diffenzierbarkeit durch die Cauchy-Riemann-Diffenrentialgleichungen:
Eine reell diffenzierbare Funktion f ist komplex diffenrentierbar auf einem Gebiet G genau dann, wenn
in jedem Punkt z = x+ iy ∈ G gilt:
ux − vy = 0, uy + vx = 0
wo u := Re(f), v := Im(f). Anders gesagt, f : G −→ C im Kern des folgenden Operators
D :=
∂
∂x
+ i
∂
∂x
. (1.1)
Zu diesem Operator definiert man nun ein höherdimensionales Analogon:
Definition 1.13. Sei z = (z0, ..., zm) ∈ Rm+1. Dann heißt
Dz :=
∂
∂z0
+
m∑
i=1
ei
∂
∂zi
der verallgemeinerte Cauchy-Riemann-Operator.
Dz :=
∂
∂z0
−
m∑
i=1
ei
∂
∂zi
wird der konjugierte Cauchy-Riemann-Operator genannt.
Betrachtet man statt der Menge der Paravektoren nur die Menge der Vektoren, also z0 = 0, so nennt man
Dz :=
m∑
i=1
ei
∂
∂zi
stattdessen den verallgemeinerten Dirac-Operator, mit analoger Definition des konjugierten Operators.
Bemerkung 1.14. (i) Wenn klar ist, was die Variable ist, nach der differentiert wird, lassen wir den Index
auch weg, und schreiben nur D.
(ii) Vektor- und Paravektorformalismus lassen sich ineinander überführen. Je nachdem, was man untersucht,
hat jedoch jede Schreibweise ihre Vorteile. Im Paravektorformalismus hat man in der Regel die stärkere
Analogie zu Vorlagen aus der komplexen Analysis, weshalb wir diesen standardmäßig verwenden. Der
Vektorformalismus hat jedoch den Vorteil, daß dort
D2 = −4
gilt, D also einfach zum negativen Laplaceoperator quadriert. Dies macht z.B. die Behandlung von Dirich-
letproblemen, wie wir es in dieser Arbeit durchführen, einfacher, weshalb im betreffenden Teil der Arbeit
auch in den Vektorformalismus gewechselt wird.
Sofern nicht explizit darauf hingewiesen wird, verwenden wir in dieser Arbeit immer den Paravektorforma-
lismus.
So wie holomorphe Funktionen Nullstellen von (1.1) sind, definiert man jetzt holomorphe Funktionen
als Nullstellen des verallgemeinerten Cauchy-Riemann-Operators:
Definition 1.15. Sei Ω ⊆ Rm+1 ein Gebiet. Eine Funktion f : Ω −→ Clm , f ∈ C1(Ω), heißt linksmonogen,
wenn für sie gilt:
Df = 0.
Analog heißt f rechtsmonogen, falls gilt:
fD = 0.
Bemerkung 1.16. Für die Grundlagen der Cliffordanalysis siehe auch die Standardwerke [17, 48, 68].
5Da Cliffordalgebren i.A. nicht kommutativ sind, können wir beim Multiplizieren von Skalaren an mono-
gene Funktionen nur von einer Seite aus stets von einer Erhaltung der Monogenität ausgehen. Insofern
erhalten wir für die Menge der links- bzw. rechtsmonogenen Funktionen keine beidseitige, sondern
jeweils nur eine einseitige Modulstruktur.
Definition 1.17. Die Menge aller linksmonogenen Funktionen auf einem Gebiet Ω wird mit
M(l)(Ω, Clm) := {f : Ω −→ Clm;Dzf(z) = 0}
bezeichnet, die Menge aller rechtsmonogenenen Funktion auf Ω analog mit
M(r)(Ω, Clm) := {f : Ω −→ Clm; f(z)Dz = 0}
Die erste Menge bildet dabei einen Clm-Rechts-Modul und letztere einen Clm-Links-Modul. Für m > 1 sind
jedoch beide Mengen weder unter Multiplikation noch unter Verknüpfung abgeschlossen.
Wir führen nun den Cauchykern ein, der alleine schon durch die Cauchy-Integralformel eine zentrale
Rolle in der hyperkomplexen Funktionentheorie spielt.
Definition 1.18 (vgl. [17] , Seite 50f., [40]). Der Cauchykern K ist definiert als
K : Rm+1\{0} −→ Rm+1 , z 7−→ 1
ωm+1
z¯
|z|m+1 .
Hierbei bezeichnet
ωm+1 =
2pi(m+1)/2
Γ(m+12 )
die Oberfläche der Einheitskugel im Rm+1.
Durch einfaches Nachrechnen verifiziert man folgendes
Lemma 1.19. Der Cauchykern ist sowohl links - als auch rechtsmonogen.
Im Verlaufe der Arbeit tauchen häufig Kugeln und Kugelränder auf, daher führen wir folgende Schreib-
weise ein:
Definition 1.20. Für R ∈ [0,∞] und a ∈ Rm+1 bezeichne
Bm+1R (a) := {z ∈ Rm+1; |z − a| < R}
die offene und
Bm+1R (a) := {z ∈ Rm+1; |z − a| ≤ R}
die abgeschlossene Kugel mit Radius R um a. Hierbei wird der Index m + 1 auch weggelassen, wenn klar ist,
welche Dimension gemeint ist.
In der klassischen Funktionentheorie spielen die Monome, also die Potenzen der Unbestimmten z eine
große Rolle, insbesondere natürlich bei der Potenzreihenentwicklung. Betrachtet man die Definition von
Monogenität, stellt sich leider heraus, daß keine einzige der Funktionen z 7→ zn, n ∈ N, monogen ist.
Insofern braucht man eine andere Klasse von Funktionen, um ein höherdimensionales Analogon u.a.
zur Taylorwicklung zu finden.
Definition 1.21 (vgl. [17], Seite 68; [68], Seite 113f.). Sei z ∈ Rm+1 und
wi := zi − z0ei, l = 1, ...,m
und (l1, ..., lk) ∈ {1, ...,m}k mit k ∈ N. Dann sind die Fueter-Polynome definiert als
p0 := e0
pl1...lk :=
1
k!
·
∑
pi∈Sk
wpi(l1) . . . wpi(lk),
wobei Sk die symmetrische Gruppe auf k Elementen bezeichnet. Die Zahl k wird der Grad des Polynoms genannt.
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Wie der folgende Satz zeigt, haben die Fueter-Polynome die gewünschte Eigenschaft der Monogenität.
Weiter ergibt sich, daß partielle Ableitungen von Fueter-Polynomen wieder Linearkombinationen von
Fueter-Polynomen sind.
Satz 1.22 (vgl. [68], Seite 113ff. ; [62], Seite 87ff.). (i) Bei den Multiindizes kommt es nicht auf die Reihen-
folge der Einträge an, sondern darauf, wie oft eine Zahl vorkommt. Folglich kann man sich auf Indizes der
Form (n1, ..., nm) ∈ (N ∪ {0})m beschränken. Der Grad ist dann gegeben durch n =
∑m
i=1 ni.
(ii) Unter Verwendung der Schreibweise aus (i) ergeben sich folgende Rekursionsformeln:
m∑
i=1
nip(n1,...,nm)(z) = p(n1−1,...,nm)(z)w1 + ...+ p(n1,...,nm−1)(z)wm (1.2)
m∑
i=1
nip(n1,...,nm)(z) = w1p(n1−1,...,nm)(z) + ...+ wmp(n1,...,nm−1)(z). (1.3)
(iii) Für die Ableitungen mit j=1,...,m gilt
∂
∂zj
p(n1,...,nm) = p(n1,...,nj−1,...,nm).
(iv) Schließlich ist
∂
∂z0
p(n1,...,nm) = −
m∑
j=1
njejp(n1,...,nj−1,...,nm) = −
m∑
j=1
ej
∂
∂zj
p(n1,...,nm)
und
p(n1,...,nm)
∂
∂z0
= −
m∑
j=1
njp(n1,...,nj−1,...,nm)ej = −
m∑
j=1
∂
∂zj
p(n1,...,nm)ej .
(v) Die Fueter-Polynome sind sowohl links - als auch rechtsmonogen.
Beweis. (i) Da man in der Definition über alle Permutationen des Index’ (l1...lk) summiert, spielt die
Reihenfolge der li keine Rolle.
(ii) Als Ansatz schreibe man
np(n1,...,nm)(z) =
1
(n− 1)!
m∑
j=1
Ajwj .
Per Definition enden die Summanden von p(n1,...,nm) alle auf einen Faktor der Form wi. Klammert
man nun dieses wi jeweils aus, so bleibt ein Polynom vom Grad n − 1 übrig, das den Faktor wi
jeweils nur (ni − 1) mal enthält und dessen Summanden gerade alle Permutationen der übrigen
(n− 1) wj sind. Also gilt
Aj = (n− 1)!p(n1,...,nj−1,...,nm),
woraus sich genau die obige Aussage ergibt.
Der Beweis für die zweite Rekursionsformel folgt analog.
(iii) Mit der Rekursionsformel aus (ii) ergibt sich
∂
∂zj
np(n1,...,nm)(z) =
∂
∂zj
(p(n1−1,...,nm)w1)(z) + . . .+
∂
∂zj
(p(n1,...,nm−1)wm)(z)
= (
∂
∂zj
p(n1−1,...,nm))w1)(z) + . . .+ (
∂
∂zj
p(n1,...,nm−1))wm)(z)
+p(n1,...,nj−1,...,nm)(z).
7Eine Induktion über den Grad von p liefert
(p(n1−1,...,nj−1,...,nm)w1)(z) + . . .+ (p(n1,...,nj−1,...,nm−1)wm)(z) + p(n1,...,nj−1,...,nm)(z)
(ii)
= (n− 1)p(n1,...,nj−1,...,nm)(z) + p(n1,...,nj−1,...,nm)(z)
= np(n1,...,nj−1,...,nm)(z).
(iv) Wir beweisen zunächst eine Hilfsaussage.
Setzt man beide Darstellungen von p(n1,...,nm)(z) aus (ii) gleich, so ergibt sich
0 =
m∑
j=1
(wjp(n1,...,nj ,...,nm))(z)− (p(n1,...,nj ,...,nm)wj)(z)
=
m∑
j=1
(zj − z0ej)p(n1,...,nj ,...,nm)(z)− p(n1,...,nj ,··· ,nm)(z)(zj − z0ej)
=
m∑
j=1
−z0ejp(n1,...,nj ,...,nm)(z)− p(n1,...,nj ,...,nm)(z)(−z0ej).
Also
m∑
j=1
ejp(n1,...,nj ,...,nm)(z) =
m∑
j=1
p(n1,...,nj ,...,nm)(z)ej . (1.4)
Mit der Rekursionsformel aus (ii) ergibt sich
∂
∂z0
np(n1,...,nm)(z) =
∂
∂z0
(p(n1−1,...,nm)w1)(z) + . . .+
∂
∂z0
(p(n1,...,nm−1)wm)(z)
= (
∂
∂z0
p(n1−1,...,nm))w1)(z) + . . .+ (
∂
∂z0
p(n1,...,nm−1))wm)(z)
+
m∑
j=1
p(n1,...,nj ,...,nm)(z)(−ej).
Führt man erneut Induktion über den Grad von p durch, so erhält man
−
m∑
j=1
ej(p(n1−1,...,nj−1,...,nm)w1)(z)− . . .−
m∑
j=1
ej(p(n1,··· ,nj−1,··· ,nm−1)w1)(z)
−
m∑
j=1
p(n1,...,nj ,...,nm)(z)ej
(1.4)= −
m∑
j=1
ej
m∑
k=1
(p(n1,...,nj−1,...,nk−1,...,nm)wk)(z)−
m∑
j=1
ejp(n1,...,nj ,...,nm)(z)
(ii)
= −(n− 1)
 m∑
j=1
ejp(n1,...,nj ,...,nm)(z)
− m∑
j=1
ejp(n1,...,nj ,...,nm)(z)
= −n
 m∑
j=1
ejp(n1,...,nj ,...,nm)(z)
 .
Die zweite Identität folgt inmittelbar aus (iii).
Der Beweis für die Darstellung von p(n1,...,nm)(z)
∂
∂z0
folgt analog.
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(v) Mit (iv) folgt sofort
Dzp(n1,...,nm)(z) = p(n1,...,nm)(z)Dz = 0.
Bezeichnet man mit dV (z) = dz0 ∧ dz1 ∧ . . . ∧ dzm das Volumendifferential, so nennt man
dσ :=
m∑
i=0
(−1)ieidzˆi, dzˆi := dz0 ∧ ... ∧ dzi−1 ∧ dzi+1 ∧ ... ∧ dzm
eine Oberflächen-m-Form.
Im Bereich der hyperkomplexen Funktionentheorie ist es von besonderem Interesse herauszufinden,
welche Aussagen der „klassischen Funktionentheorie“ auf H verallgemeinerbar sind. Ein gutes Bei-
spiel für die Verallgemeinerbarkeit eines zentralen Satzes der Funktionentheorie ist die Cauchy’sche
Integralformel. Um diese beweisen zu können, benötigen wir zunächst folgende Hilfsaussage über die
Darstellung von Oberflächenintegralen stetig reell differentierbarer Funktionen.
Satz 1.23 (vgl. [17], Seite 52). SeiM eine (m+1)-dimensionale differentierbare und orientierte Mannigfaltigkeit,
die in einer offenen Menge Ω ⊆ Rm+1 enthalten ist, und C ⊆ M eine Kette auf M . Dann gilt für f, g ∈
C1(Ω; Clm) ∫
∂C
fdσg =
∫
C
(fD)g + f(Dg)dV (z). (1.5)
Beweis. Spaltet man das Integral in die verschiedenen reellen Komponenten auf, kann man den Satz
von Stokes für reelle Funktionen (vgl. [80], Seite 212 ff.) anwenden:
∫
∂C
fdσg =
∫
∂C
∑
A,i,B
(−1)ieAeieBfAgBdzˆi
=
∑
A,i,B
(−1)ieAeieB
∫
C
(−1)i ∂
∂zi
(fAgB)dV (z)
=
∫
C
∑
A,i,B
eAeieB
(
∂
∂zi
fAgB + fA
∂
∂zi
gB
)
=
∫
C
(fD)g + f(Dg)dV (z).
Mit dieser Aussage leiten wir nun folgenden Satz von Borel und Pompeiu her, indem wir für eine der
Funktionen in Satz (1.23) den Cauchy-Kern einsetzen. Mit seiner Hilfe können wir dann die Cauchy’sche
Integralformel beweisen.
Satz 1.24 (Borel-Pompeiu, [68], Seite 134). Sei Ω ⊆ Rm+1 und S ⊆ Ω eine (m+1)-dimensionale, differentier-
bare und orientierte Mannigfaltigkeit mit Rand und f ∈ C1(Ω¯, Clm). Dann gilt∫
∂S
K(ζ − z) dσ(ζ) f(ζ)−
∫
S
K(ζ − z) (Df(ζ))dV (ζ) =
{
f(z) : falls z ∈ ◦S
0 : falls z ∈ Ω\S
Beweis. Sei zunächst x ∈ Ω \ S. Mit Satz (1.23) folgt dann:∫
∂S
K(y − x)dσ(y)f(y) =
∫
S
(K(y − x)Dy)f(y)dy +
∫
S
K(y − x)(Dyf(y))dV (y)
Lemma(1.19)=
∫
S
K(y − x)(Dyf(y))dV (y)
9Nun sei x ∈ ◦S fest und R > 0 so, daß B¯m+1R (x) ⊆
◦
S .
Nach Lemma (1.19) ist K(· − y) rechtsmonogen in y ∈ S \BR(x).
Zusammen mit Satz (1.23) erhält man dadurch∫
∂(S\BR(x))
K(y − x)dσ(y)f(y) =
∫
(S\BR(x))
K(y − x)(Df(y))dV (y). (1.6)
Hierbei ist K(· − x) integrierbar auf S, weil Df stetig auf S ist und∫
S
|K(y − x)|0dV (y) ≤ 2m/2R˜
für R˜ > 0 so, daß S ⊆ ◦B
m+1
R˜ (x).
Für R ↓ 0 konvergiert die recht Seite von (1.6) gegen∫
S
K(y − x)(Df(y))dV (y).
Die linke Seite von (1.6) läßt sich auch schreiben als∫
∂(S\B)
K(y − x)dσ(y)f(y) =
∫
∂S
K(y − x)dσ(y)f(y)−
∫
∂(Bm+1R (x))
K(y − x)dσ(y)f(y).
Der zweite Term läßt sich nun wie folgt umformen:
∫
∂Bm+1R (x)
K(y − x)dσ(y)f(y)
=
1
ωm+1
1
Rm+1
m∑
i,j=0;A⊆{1...m}
e¯jeieA
∫
∂Bm+1R (x)
(yj − xj)fA(y)dyˆi
=
1
ωm+1
1
Rm+1
m∑
i,j=0;A⊆{1...m}
e¯jeieA
∫
Bm+1R (x)
δijfA + (yj − xj)∂yifA(y)dV (y)
=
1
ωm+1
1
Rm+1
(m+ 1)
∫
Bm+1R (x)
f(y) +
1
ωm+1
1
Rm+1
∫
Bm+1R (x)
(y¯ − x¯)Df(y)dV (y).
Da f ∈ C1(Ω, Clm), gilt
sup
y∈ B¯R(x)
|Df(y)|0 ≤ C
für ein C > 0 und
f(y) = f(x) + θ(R) mit lim
R↓0
θ(R) = 0.
Damit gilt
lim
R↓0
∫
∂Bm+1R (x)
K(y − x)dσ(y)f(y) = lim
R↓0
1
ωm+1
1
Rm+1
(m+ 1)
∫
Bm+1R (x)
f(y)dV (y)
=
1
ωm+1
(m+ 1)Vm+1f(x)
= f(x),
wo Vm+1 =
ωm+1
m+1 das Maß der Einheitskugel im R
m+1 ist.
Bildet man nun in (1.6) nun auf beiden Seiten den Limes R ↓ 0, so erhält man∫
∂S
K(y − x)dσ(y)f(y) =
∫
S
K(y − x)(Df(y))dV (y).
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Mit diesem Satz folgt nun sofort die Verallgemeinerung des Cauchy’schen Integralsatzes.
Satz 1.25 (Cauchy’scher Integralsatz, vgl. [17], Seite 54, [68] Seite 135). Sei Ω ⊆ Rm+1 und S ⊆ Ω eine
(m+1)-dimensionale, differentierbare und orientierte Mannigfaltigkeit mit Rand und f auf Ω linksmonogen. Dann
gilt ∫
∂S
K(ζ − z) dσ(ζ) f(ζ) =
{
f(z) : falls z ∈ ◦S
0 : falls z ∈ Ω\S
Beweis. Da f linksmonogen ist, gilt Df = 0. Folglich verschwindet das zweite Integral in der Formel
aus Satz (1.24), wodurch man sofort die zu beweisende Gleichung erhält.
Bemerkung 1.26. Mit analogem Vorgehen folgt dementsprechend für eine rechtsmonogene Funktion g∫
∂S
g(ζ)K(ζ − z) dσ(ζ) =
{
g(z) : falls z ∈ ◦S
0 : falls z ∈ Ω\S ,
mit obigen Voraussetzungen.
Ähnlich wie über C lassen sich monogene Funktionen darüber charakterisieren, daß das Oberflächen-
integral über die Funktionen über jedes Element einer bestimmten Klasse von Teilmengen des zugehö-
rigen Gebietes verschwindet:
Satz 1.27 (Satz von Morera, vgl. [17], Seite 66 ff.). Sei Ω ⊆ Rm+1 offen und I(Ω) die Menge aller abgeschlos-
senen Intervalle in Ω. Eine Funktion f ist linksmonogen in Ω genau dann, wenn f stetig ist und für alle I ∈ I(Ω)
gilt: ∫
∂I
dσ f = 0
Weiter ergeben sich aus dem Satz von Borel-Pompeiu noch folgende interessanten Spezialfälle:
Korollar 1.28. Unter den Voraussetzungen von Satz (1.23) gilt:
(i) Ist f linksmonogen und g rechtsmonogen, so folgt∫
∂C
fdσg = 0.
(ii) Ist f ≡ 1, so reduziert sich (1.5) auf ∫
∂C
dσg =
∫
C
gDdV (z).
Ein vielfach verwendeter Satz bei der Integralrechnung im Rm ist der Satz von Stokes. Da das Integrie-
ren hyperkomplexer Funktionen auf das Integrieren ihrer reellen Komponentenfunktionen hinausläuft,
folgt aus der reelen Version des Satzes unmittelbar ein hyperkomplexes Analogon.
Satz 1.29 (Satz von Stokes, vgl. [68], Seite 365). Sei Mp+1 ∈ C1 eine orientierbare, beschränkte und glatte
Mannigfaltigkeit der Dimension p + 1 mit hinreichend glattem Rand ∂Mp+1, der mit der Normalen nach außen
orientiert sei. Es sei ωp+1 eine (p + 1)-te Diffenrentialform, die stetig diffenrenzierbar in einer Umgebung von
Mp+1 ist. Dann gilt: ∫
∂Mp+1
ωp =
∫
Mp
dωp+1
Durch die Gültigkeit der Cauchy’schen Integralformel kann man eine Taylorentwicklung für monogene
Funktionen herleiten. Genau wie im Komplexen geht man dabei von einer Entwicklung des Cauchy-
kerns aus. Hierbar erhält man statt einer Entwicklung in Potenzfunktionen eine Entwicklung in den
Fueter-Polynomen.
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Satz 1.30 (Taylorentwicklung, vgl. [68], Seite 183 f., sowie [17], Seite 73 bzw. Seite 81 f.). Sei R > 0 und f
eine auf Bm+1R (0) linksmonogene Funktion. Dann kann f in eine Taylorreihe entwickelt werden:
f(z) =
∞∑
k=0
∑
(l1,...,lk)
p(l1,...,lk)(z)
∂(l1+...+lk)
∂zl1 ...∂zlk
f(0).
Die Reihe konvergiert dabei normal auf
◦
B
m+1
r (0) für alle 0 < r < R.
Mit Hilfe der Taylorentwicklung läßt sich nun ein Identitätssatz im Hyperkomplexen herleiten. Hier
gibt es allerdings schon größere Abweichungen zur vergleichbaren Aussage über C, weil die Menge
der Nullstellen einer monogenen Funktion über Rm+1 nicht notwendig diskret ist. Ein einfaches Bei-
spiel ist das Fueter-Polynom w1. Dessen Nullstellenmenge ist die (m − 1)-dimensionale Hyperfläche
{z ∈ Rm+1; z0 = z1 = 0} . Der aufgeführte Satz benutzt folglich eine deutlich stärkere Bedingung, die
Funktion muß auf einer Mannigfaltigkeit von hinreichend großer Dimension verschwinden.
Satz 1.31 (Identitätssatz; vgl. [68], Seite 186f). Sei f eine auf einem Gebiet G ⊆ Rm+1 linksmonogene Funk-
tion. Ist f gleich Null auf einer m-dimensionalen glatten Mannigfaltigkeit M ⊆ G, so ist f = 0.
So, wie es eine Taylorentwicklung monogener Funktion gibt, existiert auch eine Laurententwicklung für
Funktionen, die auf einem Kreisring monogen sind.
Satz 1.32 (Laurententwicklung, vgl. [68], Seite 188 ff.). Sei f eine auf dem Kreisring G = {x ∈ Rm+1; r <
|x| < R}, 0 ≤ r < R ≤ ∞, linksmonogene Funktion. Dann läßt sich f in eine Laurentreihe entwickeln:
f(z) =
∞∑
k=0
∑
(l1,..,lk)
p(l1,...,lk)(x) a(l1,...,lk) +
∞∑
k=0
∑
(l1,..,lk)
q(l1,...,lk)(x) b(l1,...,lk)
mit
a(l1,...,lk) =
∫
|y|=ρ
q(l1,...,lk)(y)dσ(y)f(y),
b(l1,...,lk) =
∫
|y|=ρ
p(l1,...,lk)(y)dσ(y)f(y).
Hierbei ist
q(l1,...,lk)(z) :=
(−1)l1+...+lk
(l1, ..., lk)!
∂(l1+...+lk)
∂zl1 ...∂zlk
ωm+1K(z)
und ρ ∈ (r,R). Die Reihen konvergieren ferner in jedem abgeschlossen Teilkreisring gleichmäßig.
Aus der Cauchy’schen Integralformel über C läßt sich eine Darstellung für alle Ableitungen einer mo-
nogenen Funktion herleiten. Analog folgt im hyperkomplexen Fall eine Formel für alle partiellen Ablei-
tungen einer monogenen Funktion.
Korollar 1.33 (Cauchy’scher Integralsatz für Ableitungen, vgl. [68], Seite 148). Sei z0 ∈ H, R > 0 und f
eine auf BR(z0) monogene Funktion. Dann ist f dort unendlich oft reell stetig differentierbar und für jedes ρ mit
|z − z0| < ρ < R, z ∈ H, gilt:
∂k0+...+kn
∂k0z0 ...∂
kn
zn
f(z) =
(k0 + ...+ kn)!
ωn
∫
|y−z0|=ρ
q(k0,...,kn)(y − z)dσyf(y).
Ist ferner |f(z)| ≤M für |y − z0| = ρ, so gilt
|∂
k0+...+kn
∂k0z0 ...∂
kn
zn
f(z)| ≤ MCn,(k0,...,kn)(k0 + ...+ kn)!
ρ(k0+...+kn)!
.
Wir weisen nun für monogene Funktionen eine Mittelwerteigenschaft nach, mit deren Hilfe sich weiter
das Maximumprinzip auf monogene Funktionen übertragen läßt.
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Satz 1.34 (Mittelwertsatz, vgl. [17] Seite 54f., [68] Seite 149). Eine auf einem Gebiet Ω ⊆ Rm+1 linksmo-
nogene Funtion f besitzt die Mittelwerteigenschaft, d. h. für jedes a ∈ Ω und jedes R > 0 mit B¯m+1R (a) ⊆ Ω
gilt:
f(a) =
m+ 1
Rm+1ωm+1
∫
Bm+1R (a)
f(u)du.
Beweis. Sei a ∈ Ω und R > 0 so daß BR(a) ⊆ Ω.
Nach der Cauchy’schen Integralformel gilt dann
f(a) =
1
ωm+1
∫
∂BR(a)
y¯ − a¯
|y − a|m+1 dσ(y)f(y)
=
1
Rm+1ωm+1
∫
∂BR(a)
(y¯ − a¯) dσ(y) f(y).
Durch einfaches Ausrechnen verifiziert man (y¯ − a¯)Dy = m+ 1. Damit gilt zusammen mit Satz (1.23)
f(a) =
1
Rm+1ωm+1
∫
∂BR(a)
(y¯ − a¯) dσ(y) f(y)
=
1
Rm+1wm+1
∫
BR(a)
((y¯ − a¯)Dy)f(y) + ((y¯ − a¯)(Dyf(y)) dy
Df=0=
m+ 1
Rm+1wm+1
∫
BR(a)
f(y)dy.
Das Maximumprinzip läßt sich zum Glück ebenfalls auf Cliffordalgebren verallgemeinern.
Satz 1.35 (Maximumprinzip, vgl. [17] Seite 56f., [68] Seite 149). Sei f eine linksmonogene Funktion auf einem
Gebiet Ω ⊂ Rm+1. Falls ein Punkt a ∈ Ω existiert, so daß
|f(x)|0 ≤ |f(a)|0 fu¨r alle x ∈ Ω,
dann ist f konstant.
Beweis. Sei λ := |f(a)|0 und Ωλ ⊆ Ω definiert durch
Ωλ = {x ∈ Ω; |f(x)|0 = λ}.
Da a ∈ Ωλ, ist Ωλ 6= ∅.
Sei nun y ∈ Ω \ Ωλ. Nach Voraussetzung gilt dann
|f(y)|0 < λ.
Die Funktion |f(·)|0 ist stetig auf Ω, also existiert ein R˜ > 0 so daß
|f(u)|0 < λ fu¨r alle u ∈ Bm+1R˜ (y) ,
und Bm+1
R˜
(y) ⊆ Ω \ Ωλ. Also ist Ωλ relativ abgeschlossen in Ω.
Sei nun z ∈ Ωλ und R > 0 so, daß B¯m+1R (z) ⊂ Ω.
Nach dem Mittelwertsatz gilt dann
f(z) =
1
Rm+1Vm+1
∫
Bm+1R (z)
f(u)du
und damit
λ2 = |f(z)|20 =
2m
R2m+2V 2m+1
∑
A⊆{1...m}
(∫
BR(z)
fA(u)du
)2
.
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Nach der Hölder’schen Ungleichung gilt somit
λ2 ≤ 2
m
R2m+2V 2m+1
∑
A⊆{1...m}
(∫
BR(z)
du
)(∫
BR(z)
f2A(u)du
)
≤ 1
Rm+1Vm+1
∫
BR(z)
|f(u)|20du.
Folglich gilt
0 ≤ 1
Rm+1Vm+1
∫
BR(z)
(|f(u)|20 − λ2) du ≤ 0.
Also ist
|f(z)|0 = λ fu¨r alle u ∈
◦
BR (z).
Folglich muß
◦
BR (z) ⊆ Ωλ
gelten, womit Ωλ relativ offen in Ω ist.
Nach Annahme ist Ω zusammenhängend, also folgt, daß
Ω = Ωλ sowie |f(x)|0 = λ fu¨r alle x ∈ Ω.
Falls nun λ = 0 ist, ist klarerweise f(x) = 0 für alle x ∈ Ω.
Angenommen λ > 0; dann gilt
2m ·
∑
A⊆{1...m}
f2A(x) = λ
2
für alle x ∈ Ω.
Leitet man man obige Gleichung zweimal reell nach jeder Komponente ab, erhält man
∑
A⊆{1...m}
(
∂
∂xi
fA(x)
)2
+
∑
A⊆{1...m}
fA(x)
(
∂2
∂x2i
fA(x)
)
= 0 , i ∈ {1 . . .m}.
Summiert man diese Gleichungen auf, so folgt
m∑
i=1
 ∑
A⊆{1...m}
(
∂
∂xi
fA(x)
)2
+
∑
A⊆{1...m}
fA(x)
(
∂2
∂x2i
fA(x)
)
=
m∑
i=1
 ∑
A⊆{1...m}
(
∂
∂xi
fA(x)
)2+ ∑
A⊆{1...m}
fA(x) (∆m+1fA(x))
= 0.
Da ∆m+1fA(x) = 0 für alle x ∈ Ω und A ⊆ {1 . . .m}, folgt
m∑
i=1
∑
A⊆{1...m}
(
∂
∂xi
fA(x))2 = 0 fu¨r alle x ∈ Ω
für alle i ∈ {1 . . .m}, A ⊆ {1 . . .m}.
Somit ist f konstant auf Ω.
Für viele Betrachtungen von Reihenentwicklung unerläßlich ist der Satz von Weierstraß, der auch bei
der Konstruktion der später besprochenen Kernfunktionen oft in der Beweisführung mitspielt.
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Satz 1.36 (Satz von Weierstraß, vgl. [17] Seite 58f.). Sei (fj)j ∈N eine Folge linksmonogener Funktionen. Wenn
für jede kompakte Menge K ⊆ Ω eines Gebiets Ω ⊆ Rm+1 und für jedes ε > 0 eine natürliche Zahl N(ε,K)
existiert, so daß
sup
x∈K
|fi(z)− fj(z)|0 < ε fu¨r alle i, j ≥ N(ε,K).
Dann existiert eine Funktion f auf Ω mit den Eigenschaften
(i) f ist linksmonogen auf Ω.
(ii) Die Folge
(
∂β0+...+βm
∂
β0
x0 +...+∂
βm
xm
fj
)
j ∈N
konvergiert in jeder kompakten Teilmenge von Ω gleichmäßig gegen
∂β0+...+βm
∂
β0
x0 +...+∂
βm
xm
f . Dabei ist β0 + . . .+ βm > 0.
Bemerkung 1.37. (i) Obiger Satz besagt, daß der Modul M(r)(Ω, Clm) bezüglich der gleichmäßigen Konver-
genz auf Kompakta folgenkompakt ist.
(ii) Der Satz gilt insbesondere, wenn die Folge der linksmonogenen Funktionen gleichmäßig auf den kompakten
Teilmengen von Ω gegen f konvergiert.
(iii) Sei gn =
∑n
i=1 fi linksmonogen für alle n und auf den kompakten Teilmengen von Ω gleichmäßig kon-
vergent gegen g. Dann ist g linksmonogen und jede Folge von Ableitungen von gn konvergiert gegen die
entsprechende Ableitung von g, d.h. unter diesen Voraussetzungen dürfen Differentiation und Summation
vertauscht werden.
Da sich sich die Cauchy’sche Integralformel auf Cliffordalgebren übertragen läßt, gilt auch eine Verall-
gemeinerung des Satzes von Liouville, wonach ganze Funktionen, deren Wachstum durch ein Polynom
abschätzbar ist, nur Polynome kleineren oder gleichen Grades sein können.
Folgerung 1.38 (Satz von Liouville, vgl. [68], Seite 151).
(i) Eine auf ganz Rm+1 linksmonogene und beschränkte Funktion ist konstant.
(ii) Ist f in Rm+1 linksmonogen und gilt für alle z ∈ Rm+1
f(z) ≤M |x|k
mit M > 0, k ∈ N, dann ist f ein Polynom vom Grad höchstens k.
Beweis. (i) Sei M > 0 so daß |f(x)| ≤M für alle x ∈ Rm+1. Sei weiter z0 ∈ Rm+1 und
εi := (δ0i, . . . , δmi)
für i ∈ {1 . . .m}.
Setzt man für jedes i ∈ {1 . . .m} jeweils kj = δji, j = 1 . . .m in Korollar (1.33) ein, so erhält man
| ∂
∂zi
f(z0)| ≤ MCm+1,εi
ρ
. (1.7)
Da f monogen auf ganz Rm+1 ist, kann man ρ beliebig groß wählen.
Für ρ → ∞ geht die rechte Seite von 1.7 gegen 0. Also ist | ∂∂zi f(z0)| = 0 und somit | ∂∂zi f | = 0.
Folglich ist f konstant.
(ii) Seien die Bezeichnungen wie in (i). Für x ∈ Rm+1 mit |x− x0| = ρ ist |f(x)| ≤Mρk. Nach Korollar
(1.33) gilt dann
|∂
k0+...+kn
∂k0z0 ...∂
kn
zn
f(z)| ≤ Mρ
kCn,(k0,...,kn)(k0 + ...+ kn)!
ρ(k0+...+kn)!
. (1.8)
Da f monogen auf ganz Rm+1 ist, kann man ρ wieder beliebig groß wählen.
Für ρ→∞ geht die rechte Seite von (1.8) gegen 0, falls k > (k0+...+kn). Folglich ist, da z0 beliebig
war, ∂
k0+...+kn
∂
k0
z0 ...∂
kn
zn
f(z) = 0. Also sind bis auf endlich viele alle Koeffizienten der Taylorentwicklung
von f gleich 0, womit f ein Polynom ist.
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Bemerkung 1.39. Für die Abschätzung in (1.8) läßt sich ein minimaler Wert für die Konstante Cn,(k0,...,kn)
angeben. Die Abschätzung ist scharf für
Cm+1,(k0,...,km) = m(m+ 1) . . . (m+ (k0 + . . . km)− 1).
Zum Beweis siehe hierzu [31], Seite 1667f., sowie [44], Seite 583-585, [94], Seite 1015f., [90] und [93].
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Kapitel 2
Konformität
In diesem Abschnitt geht es um den Begriff der Konformität im Hyperkomplexen (die gewöhnliche
Definition von Konformität steht dabei in Definition (2.10)). Ein sehr wichtiges Ergebnis ist dabei, daß
Konformität und Monogenität nicht kompatibel sind. Es gilt sogar, daß es keine einzige Funktion gibt,
die sowohl monogen als auch konform ist.
Wir wollen zunächst eine auf Clifford-Algebren verallgemeinerte Definition von Möbiustransformatio-
nen angeben. Wenn man noch ähnliche Eigenschaften wie über den komplexen Zahlen erhalten will,
muß man einige Einschränkungen hinnehmen. So sind die Einträge einer Möbiustransformation nicht
mehr beliebig, man schränkt sich auf eine bestimmte Menge ein, die sogenannte Cliffordgruppe, die wir
in folgender Definition einführen.
Definition 2.1 (vgl. [68], Seite 68; [142], Seite 18). Sei m ∈ N. Die Menge
Γm+1 :=
{
Πki=1zi; k ∈ N, zi ∈ Am+1, i ∈ {1, . . . ,m}
}
aller endlichen Produkte von Null verschiedener Paravektoren wird Cliffordgruppe genannt.
Die Beschränkung der Einträge auf Elemente der Cliffordgruppe ist wichtig, weil in einer allgemeinen
Clifford-Algebra die Multiplikation nicht mehr mit der Norm verträglich ist, auf der Cliffordgruppe
bleibt die Verträglichkeit jedoch erhalten.
Als letztes brauchen wir noch zwei Involutionen. Auf einer allgemeinen Clifford-Algebra gibt es drei
Hauptinvolutionen. Eine, die Konjugation oder dritte Hauptinvolution, wurde bereits in Kapitel 1 ein-
geführt. In der Theorie der Möbiustransformationen in Cliffordalgebren werden jedoch alle drei Invo-
lutionen verwendet.
Definition 2.2 (vgl. [68], Seite 57ff.). Sei m ∈ N.
(i) Die Abbildung
′
: Clm → Clm
sei der durch die Bedingung
e
′
i := −ei, i ∈ {1, ...,m}
definierte Clm-Isomorphismus. Sie wird erste Hauptinvolution genannt.
(ii) Die Abbildung ˜ : Clm → Clm
sei der durch die Bedingung
˜ei1 . . . eik := eik . . . ei1 , i1, . . . , ik, k ∈ {1, ...,m},
definierte Clm-Antiisomorphismus. Sie wird zweite Hauptinvolution oder Reversion genannt.
Bemerkungen 2.3. (i) Die dritte Hauptinvolution ergibt sich auch durch Verknüpfung der ersten und zwei-
ten Hauptinvolution in beliebiger Reihenfolge.
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(ii) Über C und H fallen alle drei Involutionen zusammen.
Mit Hilfe aller dieser Begriffe können wir nun Möbiustransformationen auf den Rm+1 (aus den bereits
genannten Gründen schränkt man den Definitionsbereich auf die Menge der Paravektoren ein) verall-
gemeinern.
Definition 2.4 (vgl. [142], Seite 18 ff.; [68], Seite 124). Seien a, b, c, d ∈ Γm+1 ∪ {0}. Die Abbildung
f(z) = (az + b)(cz + d)−1
(
f(z) = (xc+ d)−1(xa+ b)
)
für z ∈ Am+1 mit
(i) H˜ := ad˜− bc˜ ∈ R \ {0}
(H˜ := d˜a− c˜b ∈ R \ {0})
(ii) ac−1, c−1d ∈ Rm+1 für c 6= 0 und bd−1 ∈ Rm+1 für c = 0
(c−1a, dc−1 ∈ Rm+1 für c 6= 0 und d−1b ∈ Rm+1 für c = 0)
heißt Möbiustransformation in Linksdarstellung (Möbiustransformation in Rechtsdarstellung). Die zugehörige
Matrix (
a b
c d
)
heißt Vahlen-Matrix.
Bemerkung 2.5. In den Bedingungen an die Koeffizienten einer Möbiustransformation werden die Inversen der
Einträge betrachtet. Wie schon in Bemerkung (1.9) erwähnt wurde, sind R, C und H die einzigen Divisionsal-
gebren über R, folglich kann in höherdimensionalen Clifford-Algebren nicht mehr jedes von Null verschiedene
Element invertierbar sein. Da für alle Elemente der Cliffordgruppe die Betragsbildung mit der Multiplikation
vertauschbar ist, läßt sich für jedes Element der Cliffordgruppe ein Inverses finden, das sich völlig analog zum
komplexen/quaternionischen Fall konstruieren läßt. Daher ist es möglich, diese Bedingung aufzustellen.
Wie auch bei der Konstruktion des Zahlbereichs geben wir auch hier wieder den Spezialfall der Quater-
nionen noch einmal an, der sich etwas einfacher formulieren läßt.
Definition 2.6 (vgl. [142], Seite 17 ff.; [68], Seite 122). Seien a, b, c, d ∈ H. Die Abbildung
f(z) = (az + b)(cz + d)−1
(
f(z) = (xc+ d)−1(xa+ b)
)
mit
cac−1d− cb 6= 0 für c 6= 0 und ad 6= 0 für c = 0
dc−1ac− bc 6= 0 für c 6= 0 und da 6= 0 für c = 0
heißt Möbiustransformation in Linksdarstellung (Möbiustransformation in Rechtsdarstellung). Die zugehörige
Matrix (
a b
c d
)
heißt Vahlen-Matrix.
Bemerkung 2.7. Keine Möbiustransformation (insbesondere also die identische Abbildung) liegt im Kern von
Dz .
Eine grundlegende Eigenschaft der Möbiustransformationen ist, daß sie eine Gruppe bilden.
Korollar 2.8 (vgl. [68], Seite 123). Die Möbiustransformationen bilden eine Gruppe.
Der folgende Satz zeigt nun, daß linksmonogene Funktionen unter „Vorschaltung“ von Möbiustrans-
formationen linksmonogen bleiben, wenn man einen weiteren Faktor hinzufügt.
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Satz 2.9 (vgl. [29] bzw. [142], Seite 45f.). Sei Ω ⊆ Rm+1 offen und T (z) = (az + b)(cz + d)−1 eine Möbi-
ustransformation. Falls c 6= 0 ist, sei zusätzlich c−1d /∈ T−1(U). Ist f : Ω −→ linksmonogen, so ist auch
F : T−1(U) −→, z 7−→ cz + d|cz + f |m+1 (f ◦ T )(z)
linksmonogen.
Nachdem wir uns bisher die ganze Zeit mit Möbiustransformation in diesem Kapitel beschäftigt haben,
kommen wir nun zum namensgebenden Begriff:
Definition 2.10 (vgl. [13], Seite 100f.). Sei Ω ⊆ Rm+1 ein Gebiet und f : Ω −→ Clm eine C1(Ω)-Funktion.
Dann heißt f eine konforme Abbildung im Sinne von Gauß, wenn es eine positiv-reellwertige, stetige Funktion
λ : Ω −→ (0,∞), z 7→ λ(z)
gibt, so daß
|df |2 = λ(z)|z|2
gilt. Hierbei ist
df =
m∑
i=0
∂f
∂zi
dzi, dz =
m∑
i=0
ei dzi.
über C fallen gerade die Bergriffe der Konförmittat und der Holomorphie zusammen. Sobald wir in der
Dimension jedoch höher gehen, verlieren wir leider sofort diese starke Aussage: Die einzigen konformen
Abbildungen im Rm+1 für m ≥ 2 sind Möbiustransformationen.
Satz 2.11 (Liouville, vgl. [28], Seite 103-108 bzw. [13], Seite 102). Sei Ω ⊂ Rm+1 ein Gebiet. Ist m ≥ 2, so ist
eine stetig differentierbare Funktion f : G → Rm+1 genau dann konform, wenn sie eine Möbiustransformation
ist.
Hält man sich noch einmal die Bermerkung 2.7 vor, so stellt man fest, daß Holomorphie und Konfor-
mität in höheren Dimensionen völlig unabhängig voneinander sind und keine einzige Funktion beide
Eigenschaft besitzt.
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Kapitel 3
Hyperkomplexe Funktionenräume
In diesem Kapitel geben wir nun die grundlegenden Begriffe, Definitionen und Eigenschaften an, die für
die zentralen Strukturen in dieser Arbeit, die reproduzierenden Kernfunktionen und deren zugehörige
Funktionenräume, benötigt werden.
Wir beginnen zunächst mit der Definition eines inneren Produktes, welche wir für die Einführung von
Hilberträumen und -moduln brauchen.
Definition 3.1 (vgl. [16], Seite 550). Sei H ein Clm-Rechts-Modul. Eine Funktion 〈., .〉 : H ×H −→ Clm wird
inneres Produkt auf H genannt, wenn für alle f, g, h ∈ H,λ ∈ Clm gilt:
(i) 〈f, g + h〉 = 〈f, g〉+ 〈f, h〉
(ii) 〈f, gλ〉 = 〈f, g〉λ
(iii) 〈f, g〉 = 〈g, f〉
(iv) Sc(〈f, f〉) ≥ 0 und Sc(〈f, f〉) = 0⇔ f = 0
(v) Sc(〈fλ, fλ〉) ≤ |λ|2Sc(〈f, f〉)
Mit dem inneren Produkt definieren wir nun hilbertsche Moduln von Funktionen. Da Cliffordalgebren
i.A. keine (Schief)körper sind, können wir leider nicht von Vektorräumen sprechen, auch nicht von
einseitigen.
Definition 3.2 (vgl. [16], Seite 551). Sei H ein Rechts-Modul und 〈., .〉 ein inneres Produkt auf H . Ist H
bezüglich der induzierten Norm ‖f‖ := √〈f, f〉 vollständig, so nennt manH einen rechten Hilbertmodul.
Es folgt der Begriff einer reproduzierenden Kernfunktion. Zwei Spezialfälle dieser Funktion werden in
dieser Arbeit ausführlich betrachtet.
Definition 3.3 (vgl. [17], Seite 185; [16], Seite 554). Sei H ein rechter Clm-Hilbertmodul von Funktionen, die
auf einer MengeE definiert sind. Eine FunktionK : E×E −→ Clm wird reproduzierender Kern vonH genannt,
wenn für jedes w ∈ E gilt:
(i) K(z, w) ∈ H
(ii) f(w) = 〈K(z, w), f(z)〉z
In diesem Fall nennt man H einen (rechten) Clm-Hilbertmodul mit reproduzierendem Kern K.
Nicht jeder Modul von Funktionen hat einen reproduzierenden Kern. Ein wichtiges hinreichendes Kri-
terium, ob ein Funktionenmodul einen reproduzierenden Kern hat, ist die Bergman-Bedingung.
Definition 3.4 (vgl. [92], Seite 53). Ein HilbertscherFunktionenraumH genügt der Bergmanbedingung,
wenn zu jeder kompakten Menge M ⊆ X eine Konstante CM existiert, sodaß
sup
x∈M
|f(x)| ≤ CM ‖ f ‖ ∀f ∈ H.
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Unter stärkeren Voraussetzungen an die Menge der Funktionen und deren Definitionsmenge sprechen
wir einem Hilbert’schen Funktionenmodul:
Definition 3.5 (vgl. [92], Seite 53). SeiX ein lokal kompakter topologischer Raum undH ein Clm-Hilbertmodul.
Ein abgeschlossener Unterraum U < H, der aus stetigen Funktionen f : X → Clm besteht und mit dem
Skalarprodukt vonH versehen ist, wird Hilbert’scher Funktionenmodul genannt.
Der folgende zentrale Satz aus der Funktionalanalysis ist eine wichtige Grundlage für die Theorie der
reproduzierenden Kerne.
Satz 3.6 (Darstellungssatz von Fréchet-Riesz, vgl. [78], Seite 183; [139], Seite 142). Ein Clm-rechtslineares
Funktional T auf einem rechten Clm-Hilbertmodul H ist beschränkt genau dann, wenn ein eindeutig bestimmtes
Element g ∈ H existiert, sodaß
T (f) = 〈g, f〉 fu¨r alle f ∈ H.
Der folgende Satz von Aronszajn und Bergman gibt nun eine Charakterisierung für die Existenz eines
reproduzierenden Kernes in einem Hilbertmodul an.
Satz 3.7 (Aronszajn-Bergman, vgl. [16], Seite 554). Sei H ein rechter Clm-Hilbertmodul von Funktionen, die
auf einer Menge E definiert sind. Dann ist H ein Hilbertmodul mit reproduzierendem Kern genau dann, wenn
für alle w ∈ E ein konstantes C(t) ≥ 0 existiert, so daß
|f(t)|0 ≤ C(w)‖f‖ fu¨r alle f ∈ H.
Hier bezeichnet ‖ · ‖ die vom Skalarprodukt induzierte Norm.
Bemerkung 3.8. Eine einfache Folgerung aus dem Satz von Aronszajn-Bergman ist nun, daß jeder Hilbertmodul,
der der Bergmanbedingung genügt, einen reproduzierenden Kern besitzt.
Folgerung 3.9 (vgl. [16], Seite 555). Sei H ein rechter Clm-Hilbertmodul von Funktionen, die auf einer Menge
E definiert sind. BesitztH einen reproduzierenden Kern, so ist dieser eindeutig bestimmt.
Beweis. Seien K, K˜ zwei reproduzierende Kerne vonH.
Für ein x ∈ H und eine Funktion f aufH gilt damit
f(x) = 〈K(·, x), f〉 = 〈K˜(·, x), f〉. (3.1)
Unter Verwendung der obigen Eigenschaft erhalten wir nun für x, y ∈ H
〈(K − K˜)(·, x), (K − K˜)(·, y)〉 = 〈K(·, x), (K − K˜)(·, y)〉 − 〈K˜(·, x), (K − K˜)(·, y)〉
3.1= (K − K˜)(x, y)− (K − K˜)(x, y)
= 0
Da x und y beliebig waren, ist die Differenz der Kerne folglich identisch 0, womit die Eindeutigkeit
gezeigt ist.
Definition 3.10 (vgl. [92], Seite 57 bis 61). Sei Ω ⊂ Clm ein Gebiet. Bezeichne
L2(Ω) := {f : Ω→ Clm ;
∫
Ω
|f |2dz <∞}
den Raum der auf Ω zweifach integrierbaren Funktionen, und
L2(∂Ω) := {f : ∂Ω→ Clm ;
∫
∂Ω
|f |2|dσ| <∞}
den Raum der auf ∂Ω zweifach integrierbaren Funktionen, dann nennt man den Abschluß der Menge
A2(∂Ω, Clm) := {f ∈ C1(Ω¯) ∩ L2(∂Ω) ; Dzf = 0}
den Hardyraum monogener Funktionen, der mit H2(∂Ω, Clm) bezeichnet wird.
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Ziel ist es, für den eben definierten Hardyraum die Existenz eines reproduzierenden Kerns nachzuwei-
sen. Dazu benötigen wir zunächst ein Skalarprodukt.
Definition 3.11 (vgl. [92], Seite 60). Für zwei Funktionen f, g ∈ H2(∂Ω, Clm) aus dem Hardyraum über einem
Gebiet Ω wird durch
〈f, g〉 :=
∫
∂Ω
f(x)g(x) dS (3.2)
ein inneres Produkt definiert.
Nachdem wir schon einen Prä-Hilbertraum vorliegen haben, gilt es nun noch die Hilbertraumeigen-
schaft nachzuweisen.
Satz 3.12 (vgl. [92], Seite 62f). Der Raum H2(∂Ω, Clm) ist ein rechter Clm-Hilbertmodul.
Mit Hilfe von Bemerkung (3.8) läßt sich nun die Existenz eines reproduzierenden Kerns im Hardyraum
H2(∂Ω, Clm) beweisen.
Lemma 3.13 (vgl. [92], Seite 64ff.). Der Raum H2(∂Ω, Clm), versehen mit dem inneren Produkt (3.2) ist ein
Hilbertscher Funktionenraum , der der Bergmanbedingung genügt.
Beweis. Nach Voraussetzung existiert eine stetige Funktion h auf ∂Ω (äußeres Normaleneinheitsfeld) so
daß
dσ(ζ) = h(ζ)|dσ(ζ)|.
Wir betrachten nun folgende Abschätzung der Norm des Cauchykerns:
|K(ζ − t)|2 = 1|Γ|
∫
∂Ω
K(ζ − t)h(ζ)K(ζ − t)h(ζ) |dσ(ζ)|
=
1
|Γ|
∫
∂Ω
h(ζ) K(ζ − t)K(ζ − t)h(ζ) |dσ(ζ)|
=
1
|Γ|
∫
∂Ω
h(ζ) |K(ζ − t)|2 h(ζ) |dσ(ζ)|
=
1
|Γ|
∫
∂Ω
|K(ζ − t) |2 h(ζ)h(ζ) |dσ(ζ)|
=
1
|Γ|
∫
∂Ω
|K(ζ − t)|2 |h(ζ) |2 |dσ(ζ)|
≤ MK ,
für ein MK > 0, wobei K ⊆ Ω kompakt, t ∈ K und ζ ∈ ∂Ω sind. Die Abschätzung gilt, weil für t ∈ K
und ζ ∈ ∂Ω
|K(ζ − t)| <∞,
erfüllt ist, und das äußere Einheitsfeld beschränkt ist.
MK ist hierbei nur abhängig vom Abstand des Kompaktums K zum Rand von Omega.
Sei nun f ∈ H2(∂Ω,H) und z ∈ K ⊂ Ω, K kompakt. Aus der Cauchy’schen Integralformel ergibt sich
f(t) =
∫
∂Ω
K(ζ − t)dσ(ζ)f(ζ)
=
1
|Γ|
∫
∂Ω
|Γ|K(ζ − t)h(ζ)f(ζ)|dσ(ζ)|
=
1
|Γ|
∫
∂Ω
|Γ|h(ζ)K(ζ − t)f(ζ)|dσ(ζ)|
= 〈|Γ|h(ζ) K(ζ − t), f(ζ)〉
= |Γ| 〈K(ζ − t)h(ζ), f(ζ)〉.
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Weiter läßt sich aus der Cauchy-Schwartz-Ungleichung folgern, daß
|f(t)| = |Γ|〈K(ζ − t)h(ζ), f(ζ)〉.
≤ |Γ||K(· − t)h||f |
= |Γ||K(· − t)h||f |
≤ |Γ|MK |f |
= M˜K(K, ∂Ω)|f |.
Eine wichtige Eigenschaft des Hardyraums, auch in Bezug auf Approximation von Kernfunktionen und
damit der Darstellung der Elemente des Raums über die Kernfunktion, ist dessen Separabilität.
Korollar 3.14. Der Hardyraum H2(∂Ω, Clm) über einem Gebiet Ω ⊆ Clm ist separabel.
Beweis. Wir zeigen zunächst, daß H2(∂Ω, Clm) stets eine abzählbare Orthonormalbasis besitzt.
Clm ist als endlichdimensionaler Vektorraum separabel, also existiert eine abzählbare Menge (zi)i∈N ⊆
Ω, die dicht in Ω ist.
Betrachte nun die Menge
A := {SΩ(zi, ·); i ∈ N}
Es gibt kein Element in H2(∂Ω, Clm) \ {0}, das orthogonal zu A ist:
Sei f ∈ H2(∂Ω, Clm) sodaß
〈f, g〉 = 0 fu¨r alle g ∈ A
Damit gilt
0 = 〈f, SΩ(zi, ·)〉 = f(zi) fu¨r alle i ∈ N
Jetzt ist f aber stetig und (zi)i∈N dicht in Ω, also muß f = 0 gelten.
Wir wählen nun eine maximal linear unabhängige Teilmenge B ⊆ A.
WeilA\B im Erzeugnis vonB liegt und es kein zuA orthogonales Element gibt, istB auch inH2(∂Ω,H)
maximal linear unabhängig und somit eine Basis von H2(∂Ω,H).
A ist abzählbar, somit auch B, sodaß sich mit dem Gram-Schmidt-Algorithmus eine abzählbare Ortho-
normalbasis von H2(∂Ω, Clm) konstruieren läßt.
Sei jetzt (ψi)i∈N eine Orthonormalbasis von H2(∂Ω, Clm).
Sei weiter
Qm := {z = z0e0 + z1e1 + . . .+ zmem; z0, z1, . . . , zm ∈ Q}
die Menge aller Quaternionen mit rationalen Koeffizienten und
M :=
{
n∑
i=1
a˜iψi;n ∈ N, a˜i ∈ Qm fu¨r alle i ∈ N
}
.
Wir zeigen nun: M ist dicht in H2(∂Ω, Clm).
Sei dazu f ∈ H2(∂Ω, Clm).
Dann existieren Elemente ai ∈ Clm, i ∈ N sodaß
f =
∞∑
i=1
aiψi
Da diese Reihe nach Voraussetzung konvergiert, gilt
lim
n→0
‖f −
n∑
i=1
aiψi‖ = 0.
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Sei daher ε > 0. Dann existiert ein n1 ∈ N sodaß
‖f −
n∑
i=1
aiψi‖ < ε2 fu¨r alle n ≥ n1.
Weiterhin ist Qm dicht in Clm, weil Q dicht in R ist. Also existieren Elemente a˜j ∈ Qm für alle j ∈ Nmit
|ai − a˜i| < ε2n fu¨r alle i ∈ N.
Damit erhalten wir
‖
n∑
i=1
aiψi −
n∑
i=1
a˜iψi‖ = ‖
n∑
i=1
(ai − a˜i)ψi‖
≤
n∑
i=1
|ai − a˜i|‖ψi‖
<
n∑
i=1
ε
2n
‖ψi‖
(ψi)i∈NONB= n · ε
2n
=
ε
2
Aus dieser Aussage folgt schließlich mit Hilfe der Dreiecksungleichung
‖f −
n∑
i=1
a˜iψi‖ ≤ ‖f −
n∑
i=1
aiψi‖︸ ︷︷ ︸
< ε2
+ ‖
n∑
i=1
aiψi −
n∑
i=1
a˜iψi‖︸ ︷︷ ︸
< ε2
= ε
für alle n1 ≥ n Also ist M dicht in H2(∂Ω, Clm).
Der kommende Satz enthält einige wichtige elementare Eigenschaft der Kernfunktionen, die im Laufe
dieser Arbeit immer wieder gerbraucht werden.
Satz 3.15 (Eigenschaften der reproduzierenden Kernfunktion, vg. [59], Seite 256f, [92], Seite 54f ). Sei (H,
〈., .〉 ) ein Hilbert-Funktionenmodul über einer Menge F mit reproduzierender Kernfunktion K. Dann gilt:
(i) Kx : y 7−→ K(y, x) gehört zu H.
(ii) 〈Kx, f〉 = f(x) ∀ f ∈ H .
(iii) K(x, y) = K(y, x) und K ist getrennt stetig in beiden Variablen.
(iv) Für jede Orthonormalbasis (hj)j∈N von H gilt:
K(x, y) =
∑
j
hj(x)hj(y)
Diese Reihe konvergiert für jedes x auf jeder kompakten Teilmenge lokal gleichmäßig, des Weiteren sind die
Partialsummen gleichmäßig beschränkt auf F × F .
(v) Ist H < L ein abgeschlossener Untermodul eines Hilbertmoduls L, dann ist die orthogonale Projektion
P : L −→ H gegeben durch:
P [f(x)] = 〈Kx, f〉
Beweis.
(i), (ii) Die Aussagen folgen unmittelbar aus dem Satz von Aroszajn-Bergman.
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(iii) Per Definition ist
Kx(y) = K(y, x) und Ky(x) = K(x, y).
Nach (i), (ii) gilt Kx,Ky ∈ H , und somit
〈Kx,Ky〉 = Ky(x) = K(x, y)
Das innere Produkt ist unitär, also folgt
K(x, y) = 〈Kx,Ky〉 = 〈Ky,Kx〉 = 〈Ky,Kx〉 = Kx(y) = K(y, x).
Hieraus folgt wiederum die Stetigkeit.
(iv) Da H ein Schiefkörper ist, existiert für jeden Hilbertmodul eine Basis. Wir nehmen an, daß jeder
von uns betrachtete Hilbertmodul separabel ist (wie das bei H2(∂Ω,H) der Fall ist, siehe Korollar
(3.14) ) , wodurch (wegen des Gram-Schmidt-Algorithmus’) die Existenz einer Orthogonalbasis
gesichert ist.
Sei nun (hi)i∈N eine Orthonormalbasis von H .
Nach (i) ist Ky ∈ H, womit wir folgende Darstellung von Ky durch die kanonische Linearkombi-
nation erhalten:
Ky =
∞∑
j=1
hj〈hj ,Ky〉 =
∞∑
j=1
hj〈Ky, hj〉 (ii)=
∞∑
j=1
hjhj(y).
Diese Reihe konvergiert in der Norm und ist damit auch lokal gleichmäßig beschränkt. Also gilt
K(x, y) =
∞∑
j=1
hj(x)hj(y).
Es bleibt zu zeigen, daß die Partialsummen lokal gleichmäßig beschränkt sind auf F × F . Durch
Anwendung der Cauchy-Schwarz-Ungleichung erhalten wir∣∣∣∣∣∣
n∑
j=1
hj(x)hj(y)
∣∣∣∣∣∣ ≤
√√√√ n∑
j=1
|hj(x)|2
n∑
j=1
|hj(y)|2
=
√√√√ n∑
j=1
(hj(x)hj(x))
n∑
j=1
(hj(y)hj(y))
≤
√√√√ ∞∑
j=1
(hj(x)hj(y))
∞∑
j=1
(hj(x)hj(y))
=
√
K(x, x)K(y, y)
für alle n ∈ N. Demnach genügt es zu zeigen, daß K(x, x) lokal gleichmäßig beschränkt ist.
Sei M ⊆ X kompakt. Das Quadrat der Norm einer Funktion f ∈ H ist gegeben durch
|f |2 = 〈f, f〉.
Da nach (ii) Kx ∈ H ist, folgt somit
K(x, x) = 〈Kx,Kx〉 = |Kx|2 ≤ CM |Kx| fu¨r alle x ∈ M,
für ein CM > 0.
Also ist
|Kx| ≤ CM ,
womit wir
K(x, x) ≤ C2M
erhalten.
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(v) Sei H < L ein abgeschlossener Untermodul von L. Dann existiert eine Funktion P : L → H , für
die gilt:
〈g, f − P (f)〉 = 0 fu¨r alle f ∈ L, g ∈ H.
Die Funktion P ist die orthogonale Projektion von L auf H . Da 〈·, ·〉 eine Bilinearform ist, folgt aus
obiger Gleichung
〈g, f〉 = 〈g, P (f)〉 fu¨r alle f ∈ L, g ∈ H.
Nun ist Kx ∈ H , also folgt
[P (f)](x) = 〈Kx, P (f)〉 = 〈Kx, f〉 fu¨r alle f ∈ L.
Bemerkungen 3.16. (i) Ist das Gebiet beschränkt und enthält es die Null, so bilden auf Grund der Taylor-
entwicklung (Satz (1.30)) die Fueter-Polynome eine Basis des Hardyraums. Folglich können sie für alle
beschränkten Gebiete als Ausgangsbasis für den Gram-Schmidt-Algorithmus verwendet werden, und man
braucht bei der Implementierung nur noch das Skalarprodukt zu ändern.
(ii) Da H nicht kommutativ und das innere Produkt nur rechts-linear ist, können die Koeffizienten beim Gram-
Schmidt-Algorithmus nicht beliebig stehen, sondern müssen zwingend rechts stehen: Sei
P = [p1, p2, . . .]
die Liste der nach Grad geordneten Fueter-Polynome. Um daraus eine Orthonormalbasis
P = [p∗1, p∗2, . . .]
zu machen, setzt man
p∗1 :=
1
〈p1, p1〉p1
p˜n := pn −
n−1∑
i=1
p∗i 〈p∗i , pn〉, p∗n := 1〈p˜n,p˜n〉 p˜n
für n > 1.
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Kapitel 4
Ergebnisse zur Berechnung
reproduzierender Kernfunktionen
4.1 Beispiele expliziter Formeln
Eine Angabe des konkreten Szegökerns ist sehr schwierig, der Existenzbeweis ist nicht konstruktiv und
gibt daher auch keine allgemeine Methode zur Bestimmung des Kerns an. In manchen Fällen lassen
sich die komplexen Formeln auf Quaternionen bzw. beliebige Clifford-Algebren verallgemeinern. Ein
einfaches Beispiel ist der Szegökern des Einheitskreises, der wie im komplexen Fall mit dem Cauchykern
zusammenfällt.
Satz 4.1 (vgl. [29], Seite 14). Der Szegökern der Einheitskugel D in H ist gegeben durch
SD(z, w) =
1− z¯w
|1− z¯w|4
für alle z, w ∈ D.
Beweis. Nach dem Cauchy’schen Integralsatz (1.25) ist der Wert von f in einem Punkt z ∈ D gegeben
durch:
f(z) =
1
ω4
∫
D
w¯ − z¯
|w − z|4 dσwf(w)
Für alle w ∈ ∂D gilt nun dσw = wdSw. Setzen wir das in die obige Gleichung ein, so erhalten wir
f(z) =
1
ω4
∫
D
w¯ − z¯
|w − z|4wdSwf(w)
w¯w=1=
1
ω4
∫
D
1− z¯w
|w − z|4 dSwf(w).
Für w ∈ ∂D gilt |w| = 1, daraus folgt
|w − z| = |w − z| = |w¯ − z¯||w| = |w¯w − z¯w| = |1− z¯w| = |1− w¯z| .
Somit gilt
f(z) =
1
ω4
∫
D
1− z¯w
|1− z¯w|4 dSwf(w)
=
1
ω4
∫
D
1− w¯z
|1− z¯w|4 dSwf(w)
Also hat
S(z, w) :=
1− w¯z
|1− z¯w|4
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die reproduzierende Eigenschaft.
Sei t0 ∈ D fest. Dann ist
S(·, t0)
eine linksmonogene Funktion.
Weiter gilt für ein festes z0 ∈ D
S(z0, ·) = S(·, z0) ,
womit S(z0, ·) folglich linksmonogen ist.
Da D beschränkt ist und auch S auf Grund der obigen Monogenitätseigenschaften in beiden Kompo-
nenten beschränkt ist, gilt ∫
∂D
|S(z, w)| dSw <∞.
Damit erfüllt S alle Kriterien einer H2(∂D,H)-Kernfunktion.
Die Behauptung folgt nun aus der Eindeutigkeit der reproduzierenden Kernfunktion (siehe 3.9).
Satz 4.2 (vgl. [17], Seite 234, [41], Seite 4). Der Bergmankern B der Einheitskugel im Rm+1 hat die Form
B(z, w) =
(
K(z, w−1)
1
‖w‖m+1
)
Dw =
1
(m+ 1)ωm+1
Dz
(
1
‖1− zw‖m−1
)
Dw
Die zweite Darstellung ist gerade in Hinblick auf eine später verwendete Beweistechnik interessant. Das
Gleiche gilt für den folgenden
Satz 4.3 (vgl. [41]). Der Bergmankern B des oberen Halbraums H+0 mit Sc(z) > 0 für z ∈ H+0 hat die Form
B(z, w) = K(z,−w)Dw = 1(m+ 1)ωm+1Dz
(
1
‖z + w‖m−1
)
Dw
Mit einem anderen Ansatz läßt sich der Szegökern für Streifengebiete finden. Die unterschiedlichen Zu-
sammenhänge der beiden Kernfunktion schon auf diesen wenigen Beispielgebieten lassen befürchten,
daß ein universeller Zusammenhang wie über den komplexen Zahlen, wo der Bergman bis auf eine
Konstante das Quadrat des Szegökerns ist, über beliebigen Cliffordalgebren nicht existiert.
Satz 4.4 (vgl. [40], Seite 353). Sei d > 0 und
S := {x = (x0, ..., xm)t ∈ Rm+1, 0 < x0 < d}
ein Streifengebiet der Breite d. Dann ist der Szegökern von S gegeben durch
Ss(z, w) =
∞∑
n=−∞
(−1)n+1K(z + 2dn,−w¯) = 1
ωm+1
COSEC(1)(z + w¯, 2dZ) .
für alle z, w ∈ S, wobei
COSEC(1)(z, 2dZ) :=
∑
n∈Z
(−1)n+1 z + 2dn|z + 2dn|m+1
für z ∈ Rm+1 \ 2dZ.
Bemerkung 4.5. Die im vorherigen Satz verwendete Funktion COSEC(1) ist eine Funktion, die ein hyperkom-
plexes Analogon zur komplexen Cosecansfunktion darstellt. Eine vollständige Definition, eine Herleitung und der
Konvergenzbeweis findet sich in [90], Kapitel 2.
Für die nächste Darstellung führen eine Notation ein.
Definition 4.6. Die Menge
Hl := {z ∈ H;Re(z) < 0}
wird der linke Halbraum von H genannt. Analog bezeichnet
Hr := {z ∈ H;Re(z) > 0}
den rechten Halbraum von H.
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Der Szegökern des linken Halbraums konnte erfolgreich bestimmt werden.
Satz 4.7 (vgl. [92], Seite 79 bis 92). Der Szegökern des Halbraums Hl ist gegeben durch
SHl(z, w) =
1
2pi2
−z + 12
| − z + 12 |4
1− (z + 12 )(−z + 12 )−1(w + 12 )(−w + 12 )−1
|1− (z + 12 )(−z + 12 )−1(w + 12 )(−w + 12 )−1|4
−w + 12
| − w + 12 |4
für alle z, w ∈ Hl.
4.2 Die Transformationsformel und der Zusammenhang mit dem
Riemannschen Abbildungssatz
Sowohl für den Bergman- als auch für den Szehökern gibt in der klassischen Funktionentheorie eine
Transformationsformel für konform äquivalente Gebiete. Im Falle höherdimensionaler Cliffordalgebren
konnte bislang eine Transformationsformel für den Szegökern gefunden werden, die die klassische For-
mel als Spezialfall enthält. Wir werden in diesem Abschnitt die Transformationsformel herleiten.
Für den Beweis der Transformationsformel benötigen wir das folgende Lemma, was das Verhalten des
nichtorietierten Oberflächendifferentials unter Möbiustransformation (und damit allen konformen Ab-
bildungen für m > 1) beschreibt.
Lemma 4.8 (vgl. [92], Seite 72f. bzw. [142]). Sei T : H\{−c−1d} → H, z 7→ (az+b)(cz+d)−1 eine normierte
Möbiustransformation in Linksdarstellung mit Koeffizienten a, b, c, d ∈ Clm. Dann gilt für alle z ∈ Clm:
|dσ(z∗)| = |cz + d|−2m|dσ(z)|,
wo z∗ := T (z).
Mit diesem Hilfsmittel können wir nun die eigentliche Formel beweisen.
Satz 4.9 (Transformationsformel für den hyperkomplexen Szegökern, vgl. [28], Seite 165ff.). Seien
Ω,Ω∗ ⊆ Rm+1 zwei Gebiete mit C2-glatten Rändern. Sei T : Ω −→ Ω∗ eine Möbiustransformation mit Ko-
effizienten a, b, c, d, die Ω konform auf Ω∗ abbildet. Mit KΩ und KΩ∗ bezeichnen wir die Szegökerne, die zu
H2(∂Ω, Clm) bzw. H2(∂Ω∗, Clm) gehören. Weiter schreiben wir z∗ := T (z) für z ∈ G. Dann gilt die folgende
Transformationsformel:
KΩ(z, ζ) =
cz + d
|cz + d|m+1KΩ∗(z
∗, ζ∗)
cζ + d
|cζ + d|m+1 .
Beweis. Für f, g ∈ H2(∂Ω, Clm) gilt:
〈f , g〉L2(∂Ω∗) =
∫
∂Ω∗
f¯(z∗)g(z∗) |dσ(z∗)|
=
∫
∂Ω∗
f¯(z∗)g(z∗) |dσ(z∗)|
La.(4.8)
=
∫
∂Ω
f(T (z))g(T (z))|cz + d|−2m |dσ(z)|
=
∫
∂Ω
f(T (z))
cz + d
|cz + d|m+1
cz + d
|cz + d|m+1
( |Γ|
|Γ∗|
) 1
2
g(T (z)) |dσ(z)|
=
∫
∂Ω
cz + d
|cz + d|m+1 f(T (z))
cz + d
|cz + d|m+1 g(T (z)) |dσ(z)|
= 〈ψ(f), ψ(g)〉L2(∂Ω)
wobei
ψ : L2(∂Ω∗, Clm)→ L2(∂Ω, Clm), f 7→
(
z 7→ cz + d|cz + d|m+1 (f ◦ g(z))
)
.
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Nach Korollar (2.8) ist T und somit auch ψ bijektiv. Also ist ψ eine Isometrie.
Ist f ∈ L2(∂Ω∗, Clm) monogen, so ist auch ψ(f) monogen nach Lemma (2.9). Also bildet Ψ auch von
H2(∂Ω∗, Clm) nach H2(∂Ω, Clm) ab.
Sei jetzt (hj)j ∈N eine Orthonormalbasis von H2(∂Ω∗, Clm).
Da ψ eine Isometrie ist, ist
(ψ(hj))j ∈N
eine Orthonormalbasis von H2(∂Ω, Clm).
Nach Satz (3.15) (iv) gilt nun
SΩ(z, ζ) =
∑
j ∈N
ψ(hj(z))ψ(hj(ζ)).
und damit
SΩ(z, ζ) =
∑
j ∈N
ψ(hj)ψ(hj)
=
∑
j ∈N
cz + d
|cz + d|m+1hj(T (z))
cζ + d
|cζ + d|m+1hj(T (z))
=
cz + d
|cz + d|m+1
∑
j ∈N
hj(T (z))hj(T (z))
cζ + d
|cζ + d|m+1
=
cz + d
|cz + d|m+1SΩ∗(z
∗, ζ∗)
cζ + d
|cζ + d|m+1 .
Bemerkung 4.10. Eine Transformationsformel für den Bergmankern über beliebigen Cliffordalgebren konnte
bisher leider nicht gefunden werden. Versuche, eine Formel analog zu obigem Beweis für den Bergmankern herzu-
leitern, scheiterten daran, daß die Potenzen des Gewichtsfaktors |cz + d| sich im Fall m > 1 gerade nicht mehr so
aufteilen ließen, daß sich genau zweimal der für 2.9 benötigte Monogenitätsfaktor ergab.
Diese Beobachtung läßt leider stark daran zweifeln, daß die benötigte Isometrie der Bergmanräume von konform
äquivalenten Gebieten existiert, auch wenn bislang keine Beweis für die Nichtexistenz der Isometrie bzw. einer
Transformationsformel erbracht wurde.
Im klassischen komplexen Fal sieht die Transformationsformel wie folgt aus:
Satz 4.11 (vgl. [59], Seite 300). Seien Ω,Ω∗ ⊂ C einfach zusammenhängende Gebiete und L bzw. L∗ das
Oberflächenmaß von ∂Ω bzw. ∂Ω∗. Sei weiter φ : G → G∗ konform. Dann gilt für die Szegökerne SΩ bzw. SΩ∗
der Gebiete
L∗SΩ(z, ζ) = L · φ′(z)
1
2 · SΩ∗(φ(z), φ(ζ)) · φ′(z) 12 .
Bemerkung 4.12. Die Oberflächenmäße im vorherigen Satz treten nur auf, wenn man das Skalarprodukt damit
normiert und das Gebiet endlich ist, ansonsten fallen sie weg.
Mit diesem Satz erhält man nun eine Darstellung der normierten Riemmanschen Abbildungsfunktion
durch den Szëgökern:
Satz 4.13 (vgl. [59], Seite 298ff). Sei G ein einfach zusammenhängendes Gebiet und φ : G → B1(0) die durch
φ(z0) = 0 und φ′(z0) > 0 für ein z0 ∈ G normierte Riemannsche Abbildungsfunktion. Sei weiter S der Szegökern
des Gebiets und L das Oberflächenmaß von ∂G. Dann gilt
φ′(z) =
2pi
L
1
S(z0, z0)
S2(z0, z)
bzw.
φ(z) =
2pi
L
1
S(z0, z0)
∫
γ
S2(z0, z)dz (4.1)
für jeden Weg γ von z0 nach z und alle z ∈ G.
4.2. TRANSFORMATIONSFORMEL UND DER RIEMANNSCHE ABBILDUNGSSATZ 33
Da Translationen an dieser Stelle keine wesentliche Beeinträchtigung bringen, wurde bei den weiter
unten erwähnten Experimenten am Rechner vorausgesetzt, daß 0 im Innern des Gebietes liegt und man
0 als Normierungspunkt nimmt. Das ergibt dann folgende Darstellung:
Korollar 4.14. Mit obigen Bezeichnungen ergibt sich für 0 ∈ G und z0 = 0
φ(z) =
2pi
L
1
S(0, 0)
∫ z
0
S2(0, z)dz,
wenn man für γ den Streckenzug von 0 nach z wählt.
Neben dem Szegökern gibt es auch eine Darstellung der Riemannschen abbildungsfunktion über den
Bergmankern:
Korollar 4.15 (vg. [59], seite 270). Mit obigen Bezeichnungen ergibt sich für 0 ∈ G und
φ(z) =
√
pi
B(0, 0)
∫ z
0
B(0, z)dz, (4.2)
wenn man für γ den Streckenzug von 0 nach z wählt. Hierbei bezeichne B den Bergmankern des Gebietes G.
Bemerkung 4.16. Mit Hilfe der Fueter-Polynome läßt sich Dank der Fourierdarstellung 3.15 (iv) ein einfacher
Algorithmus zur Approximation der Kernfunktionen auf endlichen Gebieten aufstellen. Man orthonormalisiert
die Fueter-Polynome (wenn man symbolisches Rechnen mit Programmen wie MAPLE oder MATHEMATICA
durchführt, kann man den klassischen Gram-Schmidt-Algorithmus verwenden) bis zu einem festgelegten Grad
N ∈ N und summiert sie gemäß 3.15 (iv) auf.
Mit dieser Approximation läßt sich im komplexen Fall eine Annäherung der Riemannschen Abbildungsfunktion
berechnen, indem man den approximierten Kern in die Formel 4.1 bzw. 4.2 einsetzt. In [124] und [32] wurde diese
Methode genommen und für eine der beiden Kernfunktionen auf verschiedenen dreidimensionalen Gebieten in H
durchgeführt, um zu prüfen, ob eine schwächere Version des Riemannsche Abbildungssatzes auch im Falle der
Quaternionen gelten könnte.
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Kapitel 5
Explizite Formeln für Bergman- und
Szegökerne
Der lineare Operator Dz faktorisiert den euklidischen Laplaceoperator, d.h. DzDz = ∆z . Jede reelle
Komponente einer monogenen Funktion ist somit euklidisch harmonisch. Dies erlaubt es uns, Metho-
den der harmonischen Analysis bei der Untersuchung monogener Funktionen anzuwenden, und um-
gekehrt. Man beachte zudem, daß der Diracoperator auch im Rahmen anderer riemannscher Mannig-
faltigkeiten die Eigeschaft besitzt, den Laplaceoperator zu linearisieren. Folglich ist er ein mächtiges
Hilfsmittel, um harmonische Analysis in einem sehr globalen Ausmaß durchzuführen.
Insbesonderes führt die Studie zugehöriger Hilberträume zu wichtigen Anwendungen auf Randwert-
probleme aus der harmonischen Analysis, die in vielen Bereichen der Physik und der Ingenieurswis-
senschaften auftreten. Ein Beispiel ist die Behandlung von Navier-Stokes-Systemen mit Wärmeleitung,
siehe z.B. [69] und [43].
Einige der ersten Beiträge zur Untersuchung hyperkomplexer Funktionenräume kamen von R. Delang-
he und F. Brackx 1976 und 1978, siehe [16, 47], und später dann in [11, 27, 29, 30, 127, 132, 131], neben
vielen anderen Beteiligten.
Ein zentrales Thema ist die Bestimmung expliziter und geschlossener Formeln für die Kernfunktionen.
Dies ist im Allgemeinen sehr schwierig; im Gegensatz zum Cauchykern sind sowohl der Bergman-
als auch der Szegökern abhängig vom zugrundeliegende Gebiet Ω, und nicht über ein standardisiertes
Verfahren zu konstruieren.
Zum Beispiel findet man, in [16, 27], explizite Formeln für den monogenen Bergmankern für die Ein-
heitskugel und den Halbraum.
Explizite Formeln für den monogenen Bergmankern für rechteckige und Streifengebiete wurden jüngst
in [39] bestimmt. Der Bergmankern tritt auf als unendliche Summe, die zusammengesetzt ist aus Trans-
lationsspiegelbildern der Cauchy-Riemann-Ableitung des monogenen Cauchykerns.
In [41] wurden explizite Formeln für die Bergmankerne keilförmiger Gebiete entwickelt.
In [21] hat D. Calderbank eine Darstellungsformel für den Szegökern des vollständigen Kreisrings der
Einheitskugel angegeben. Das Ziel dieses ersten Abschnitts ist es, daß Resultat von D. Calderbank aus
[21] zu erweitern und eine explizite Formel für den reproduzierenden Bergmankern für beliebige ortho-
gonale Sektoren des Kreisrings der (m + 1)-dimensionalen Einheitskugel im Kontext des verallgemei-
nerten Cauchy-Riemann-Operators zu entwickeln.
Die Methode wird dabei darauf basieren, daß man zunächst eine explizite Formel für die harmonische
Greensfunktion dieser Gebietsklasse bestimmt (im Sinne einer unendlichen Reihe über den herkömmli-
chen Greenschen Kern vonRm+1, summiert über eine diskrete Dilatationsgruppe). Dies leitet sich durch
sukzessives Aufaddieren von Korrekturtermen, entsprechend der betrachteten Reflektionen bzw. Inver-
sionen, über die verschiedenen Randstücke des Gebiets. Mit Kenntnis der Greenschen Funktion können
wir dann den Bergmankern bestimmen, indem wir von rechts den Cauchy-Riemann-Operator und von
links sein Konjugiertes bzgl. der anderen Variable anwenden.
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Die Kreisringe der Halbkugel und der vollständigen Einheitskugel werden zunächst als Spezialfälle
behandelt. Wir beginnen dabei mit dem Beweis zur Darstellung der Greenschen Funktion des vollstän-
digen Kreisrings. Danach zeigen wir, wie die die in [41] für keilförmige Gebiete entwickelte Technik
auf verwendet werden kann, die Ergebnisse für die Einheitskugel auf den Kreisring der Halbkugel und
anschließend beliebiger orthogonaler Kugelsektoren zu erweitern.
Zum Schluß diskutieren wir als konkrete Anwendung eine explizite, analytische Darstellungs formel
der Lösungen des Dirichletproblems in Kugelschalengebieten, welches z.B. im Kontext der Wärme-
leitung auftritt. Weiterhin liefert es eine Anwendung des in [69] entwickelten cliffordalgebrawertigen
Operatorcalculus in Bezug auf Explizitheit.
5.1 Bergmankerne orthogonaler Kugelsektoren
5.1.1 Der vollständige Kreisring der Einheitskugel
Von nun an sei bis auf Weiteres λ eine feste reelle Zahl aus dem offenen Intervall ]0, 1[. Hier und im
Folgenden bezeichnen wir mit
B(0, λ, 1) := {z ∈ Rm+1 | λ < |z| < 1}
den vollständige Kreisring mit Radien λ und 1.
D. Calderbank gab in [21] eine explizite Formel für den Szegökern des Kreisrings B(0, λ, 1), jedoch
ohne einen ausführlichen Beweis. Wir beginnen in diesem Abschnitt zunächst mit Einführung und Be-
rechnung der Green’schen Funktion, wobei auf den im Beweis verwendeten Techniken dann später
aufgebaut wird. Denn wie wir sehen werden, läßt sich aus der Darstellung der Greensfunktion der
Bergmankern ableiten.
Satz 5.1 (vergleiche [131], [42]). Eine Funktion G : Ω × Ω → Clm zu einem hinreichend glatten Gebiet Ω ⊂
Rm+1 wird (harmonische) Greensfunktionen genannt, falls gilt
4zG(z, w) = 0 für alle z ∈ Ω (5.1)
G(z, w) = 1
(1−m)ωm+1
1
‖z − w‖m−1 für alle z ∈ ∂Ω (5.2)
Nach dieser Definition berechnen wir das erste Mal eine Darstellung.
Satz 5.2 (vergleiche [21]). Die Funktion
G(z, w) := − 1
(m− 1)ωm+1
{
1
|1− z¯w|m−1 +
∑
kZ
′
[
λk(m−1)
|1− λ2kz¯w|m−1 −
λk(m−1)
|w − λ2kz|m−1
]}
= − 1
(m− 1)An+1
{
1
|w − z|m−1 +
∑
kZ
[
λk(m−1)
|1− λ2kz¯w|m−1 −
λk(m−1)
|w − λ2kz|m−1
]}
ist die harmonische Greensfunktion des Kreisrings B(0, λ, 1). Hier und im Folgenden soll der Strich hinter dem
Summenzeichen bedeuten, daß der Term zum Index k = 0 weggelassen wird in der Summe.
Bemerkung. Man beachte, daß beide Ausdrücke offensichtlich äquivalent sind; der erste hat den Vorteil
zu zeigen, daß die Funktion keine Singularitäten im Innern des Kreisrings hat, der zweite hingegen
führt zu einem kürzeren Beweis mit Hilfe von Teleskopsummen.
Beweis. Im Wesentlichen ist zu zeigen, daß die Reihe in der Darstellung von G(z, w) für jeden Punkt w
auf dem Rand gegen den Ausdruck 1|w−z|m−1 konvergiert. Man beachte, daß der Rand des Kreisrings zur
vollen Einheitskugel aus zwei Teilen besteht; einer Sphäre mit Radius λ und einer weiteren mit Radius
1.
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1. Fall: Sei w ein Randpunkt des Kreisrings mit |w| = 1.
Jeder Punkt auf diesem Teil des Randes erfüllt
λk(m−1)
|1− λ2kz¯w|m−1
|w|=1=
λk(m−1)
|1− λ2kz¯w|m−1|w|m−1 =
λk(m−1)
|w − λ2kz|m−1 =
λk(m−1)
|w − λ2kz|m−1
und die Reihe ist demnach gleich 0.Weiter haben wir
1
|1− z¯w|m−1 =
1
|1− z¯w|m−1|w¯|m−1 =
1
|z − w|m−1 .
2. Fall: Nun sei w ein Randpunkt vom dem Teil des Randes, der der Bedingung |w| = λ genügt. Jeder
Punkt von diesem Teil des Randes erfüllt
λk(m−1)
|1− λ2kz¯w|m−1
|w|=λ=
λk(m−1)λm−1
|1− λ2kz¯w|m−1|w|m−1 =
λ(k+1)(m−1)
|w − λ2(k+1)z|m−1 ,
sosaß die Reihe teleskopiert. Um dies zu sehen sei m0 ∈ N eine beliebige, positive ganze Zahl. Dann
haben wir
=
∑
|k|≤m0
[
λk(m−1)
|1− λ2kz¯w|m−1 −
λk(m−1)
|w − λ2kz|m−1
]
=
∑
|k|≤m0
[
λ(k+1)(m−1)
|w − λ2(k+1)z|m−1 −
λk(m−1)
|w − λ2kz|m−1
]
=
λ(m0+1)(m−1)
|w − λ2(m0+1)z|m−1 −
λ−m0(m−1)
|w − λ−2m0z|m−1 .
Der erste Term geht offensichtlich gegen 0 für m0 → +∞, weil der Zähler gegen 0 konvergiert wegen
0 < λ < 1, während w − λ2(m0+1)z im Nenner gegen w geht, dessen Norm positiv ist.
Um exakt zu sein: Da die Folge (λ(m0+1)(m−1))m0∈N gegen Null konvergiert, bleibt der Ausdruck
|w − λ2(m0+1)z|m−1
beschränkt für alle m0 ∈ N. Daher kann man eine reelle Konstante C finden, so daß
λ(m0+1)(m−1)
|w − λ2(m0+1)z|m−1 ≤ Cλ
(m0+1)(m−1),
dessen rechte Seite gegen Null geht, wenn m0 gegen +∞ geht.
Multipliziert man Zähler und Nenner mit λ2m0(m−1), kann der zweite Term umgeschrieben werden zu
λ−m0(m−1)
|w − λ−2m0z|m−1 =
λm0(m−1)
|z − λ2m0w|m−1 ,
was zum ersten Term sehr ähnlich ist (ersetze m0 durch m0 + 1, vertausche z und w) und gegen 0 für
m0 →∞ aus denselben Gründen konvergiert. Wir haben folglich die normale Konvergenz der gesamten
Reihe, die nach oben durch eine geometrische Reihe in λ abgeschätzt wird, nachgewiesen.
Insbesondere können wir nun folgern, daß G(z, w) für jeden Punkt w auf einem der Randstücke gegen
− 1
(n− 1)ωm+1
1
|w − z|m−1
konvergiert.
Weil jeder Term der Reihe harmonisch in den beiden Variablen z undw ist, folgt anbetracht der normalen
Konvergenz aus dem (Konvergenz)satz von Weierstraß, daß der komplette Ausruck G(z, w) harmonisch
in beiden Varibalen im Innern des Kreisrings ist.
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Aus der Greensfunktion können wir den hyperkomplexen Bergmankern für monogene Funktionen her-
leiten, indem wir von links bzw. von rechts den hyperkomplexen Differentialoperator Dz bzw. Dw an-
wenden, und den Calculus für Cliffordalgebren benutzen. Präziser heißt das:
Satz 5.3. Sei 0 < λ < 1. Dann ist der Bergmankern des vollständigen Kreisrings mit Radien λ und 1 gegeben
durch
B(z, w) := − 1
(m− 1)ωm+1
∑
kZ
Dz
λk(m−1)
|1− λ2kz¯w|m−1Dw.
Beweis. In Satz 5.2 wurde die Green’sche Funktion des vollständigen Kreisrings bestimmt. Wie z.B. in
[131, 132] gezeigt wurde, kann man den zugehörigen Bergmankern durch
B(z, w) = DzG(z, w)Dw
ausdrücken. Die Reihe (5.3) konvergiert absolut lokal gleichmäßig, was bereits detailliert im Beweis
von Satz 5.2 gezeigt wurde. Wendet man Weierstraß’ Konvergenzsatz, vgl. z.B. [48], an, können wir die
Differentialoperatoren in die Summe ziehen. Da der zweite Summand in der Summe in der Darstellung
des Green’schen Kerns, d.h.
λk(m−1)
|w − λ2kz|m−1
eine harmonische Funktion einer Linearkombination von w und z ist, ist Dw proportional zu Dz , und
daher ist DzDw proportional zu DzDz = ∆z ,
Dz[
λk(m−1)
|w − λ2kz|m−1 ]Dw = 0.
Folglich bleibt nur die Summe in der Formel aus (5.3) übrig.
Bemerkung 5.4. Im Grenzfall λ → 0+ erhällt man die gewöhnliche Darstellungsformel für den Bergmankern
der vollen Einheitskugel. In diesem Fall reduziert sich die Reihe auf den einzelnen TermDz 1|1−z¯w|m−1Dw, welcher
der wohlbekannte Ausdruck des Bergmankerns der vollen Einheitskugel ist, vgl. z.B. [17].
5.1.2 Der Kreisring der Halbkugel
Das einfachste nicht-triviale Beispiel eines orthogonalen Kugelabschnitts ist die Halbkugel. In [41] haben
wir den Bergmankern der vollständigen Einheitshalbkugel
HB(0, 1) := {z ∈ Rm+1 | 0 < |z| < 1, z0 > 0}
bestimmt. Nun wollen wir eine Formel für eine explizite Darstellung des Bergmankerns des Kreisrings
der Halbkugel - erneut mit den Radien r = λ ∈ (0, 1) und R = 1. aufstellen. Das entspricht der Menge
HB(0, λ, 1) := {z ∈ Rm+1 | λ < |z| < 1, z0 > 0}.
Indem wir die Methode aus dem Beweis von Satz 5.2 verwenden, können wir folgenden Satz aufstellen:
Satz 5.5. Die Funktion
G(z, w) := − 1
(m− 1)ωm+1
[
1
|w − z|m−1 +
∑
kZ
[
λk(m−1)
|w¯ + λ2kz|m−1 +
λk(m−1)
|1− λ2kzw¯|m−1
− λ
k(m−1)
|w − λ2kz|m−1 −
λk(m−1)
|1 + λ2kzw|m−1
]]
ist die Green’sche Funktion des oben beschriebenen Halbkugelkreisrings HB(0, λ, 1).
Bemerkung 5.6. Man beachte, daß der singuläre Term vor der Reihe sich mit dem Identischen im Term für k = 0
weghebt, sodaß der Gesamtausdruck keine Singularitäten im Innern des Kreisring besitzt.
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Beweis. Das Hauptziel ist erneut zu zeigen, daß der Ausdruck G(z, w) gegen 1|w−z|m−1 für jeden Rand-
punkt des oben beschriebenen HalbkugelkreisringsHB(0, λ, 1) konvergiert. Man beachte, daß der Rand
von HB(0, λ, 1) aus vier Teilen besteht: Zwei Halbsphären mit Radien λ und 1 und zwei rechteckigen
Flächen, die in der Hyperebene w0 = 0 liegen. Die beiden Randstücke, die zur Hyperebene w0 = 0
gehören, können allerdings zusammen in einem Fall abgehandelt werden.
1.Fall: Sei w ein Element vom Rand von HB(0, λ, 1), das |w| = 1 genügt. So ein Randpunkt erfüllt
|1− λ2kzw¯|m−1 = |1− λ2kzw¯|m−1|w|m−1 |w|=1= |w − λ2kz|m−1
und analog
|1 + λ2kzw|m−1 |w|=1= |w−1 + λ2kzww−1|m−1|w|m−1 w
−1=w= |w + λ2kz|m−1.
Folglich erhalten wir
λk(m−1)
|w + λ2kz|m−1 +
λk(m−1)
|1− λ2kzw|m−1 −
λk(m−1)
|w − λ2kz|m−1 −
λk(m−1)
|1 + λ2kzw|m−1
=
λk(m−1)
|w + λ2kz|m−1 +
λk(m−1)
|w − λ2kz|m−1 −
λk(m−1)
|w − λ2kz|m−1 −
λk(m−1)
|w + λ2kz|m−1
= 0,
somit heben sich alle diese Terme gegenseitig weg. Demnach reduziert sich die Reihe auf Null für alle
Elmente des Randstücks mit |w| = 1, sodäs wir am Ende
G(z, w) = 1−(m− 1)ωm+1
1
|w − z|m−1 .
erhalten.
2.Fall: Sei w ein Randpunkt von HB(0, λ, 1), der der Bedingung w0 = 0 genügt.
Da in diesem Fall Sc(w) = 0 ist, erfüllen all diese Randpunkte
w¯ = −w. (5.3)
Wendet man diese Gleichung auf den Ausdruck in der Summe an, erhält man
λk(m−1)
|w + λ2kz|m−1 +
λk(m−1)
|1− λ2kzw|m−1 −
λk(m−1)
|w − λ2kz|m−1 −
λk(m−1)
|1 + λ2kzw|m−1
=
λk(m−1)
|w − λ2kz|m−1 +
λk(m−1)
|1 + λ2kzw|m−1 −
λk(m−1)
|w − λ2kz|m−1 −
λk(m−1)
|1 + λ2kzw|m−1
= 0.
Somit erhalten wir für alle Elemente w von diesem Teil des Randes wieder, daß G(z, w) sich auf den
Ausdruck − 1(n−1)ωm+1 1|z−w|m−1 reduziert.
3. Fall: Nun sei schließlich w ein Randpunkt von HB(0, λ, 1), der |w| = λ erfüllt.
In diesem Fall ist die Reihe erneut eine Teleskopsumme. Analog zum vorherigen Abschnitt können wir
zeigen, daß
λk(m−1)
|1− λ2kzw|m−1 =
λk(m−1)
|w − λ2k+2z|n−1 |w|
m−1 =
λ(k+1)(m−1)
|w − λ2k+2z|m−1 .
Indem wir z durch−z und w durch w in dieser Formul ersetzen, erhalten wir außerdem folgende Regel:
λk(m−1)
|1 + λ2kzw|m−1 =
λ(k+1)(m−1)
|w + λ2k+2z|m−1 .
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Sei nun m0 ∈ N eine feste Zahl. Für die endliche Teilsumme haben wir dann∑
|k|≤m0
[ λk(m−1)
|w¯ + λ2kz|m−1 +
λk(m−1)
|1− λ2kzw¯|m−1 −
λk(m−1)
|w − λ2kz|m−1 −
λk(m−1)
|1 + λ2kzw|m−1
]
=
∑
|k|≤m0
[ λk(m−1)
|w¯ + λ2kz|m−1 +
λ(k+1)(m−1)
|w − λ2k+2z|m−1 −
λk(m−1)
|w − λ2kz|m−1 −
λ(k+1)(m−1)
|w + λ2k+2z|m−1
]
=
λ−m0(m−1)
|w + λ−2m0z|m−1 +
λ(m0+1)(m−1)
|w − λ2(m0+1)z|m−1 −
λ−m0(m−1)
|w − λ−2m0z|m−1 −
λ(m0+1)(m−1)
|w + λ2(m0+1)z|m−1
Der zweite und vierte Term gehe gegen Null für m0 gegen +∞, weil der Zähler in Anbetracht von
λ ∈]0, 1[ gegen Null geht und die Ausdrücke w−λ2(m0+1)z und w+λ2(m0+1)z im Nenner gegen w bzw.
w gehen, deren Norm nicht null ist. Mulipliziert man den Zähler und den Nenner des ersten und dritten
Terms mit λ2m0(m−1), dann können die jeweiligen Ausdrücke geschrieben werden als
λ−m0(m−1)
|w + λ−2m0z|m−1 =
λm0(m−1)
|z + λ2m0w|m−1
bzw.
λ−m0(m−1)
|w − λ−2m0z|m−1 =
λm0(m−1)
|z − λ2m0w|m−1 .
Diese Terme konvergieren erneut gegen Null für m0 gegen +∞. Mit den gleichen Argumenten wie im
Beweis von Satz 5.2 können wir nun schließen, daß die Reihe normal konvergent ist, wobei wieder die
geometrische Reihe in λ als konvergente Majorante benutzt wird.
Mit ähnlichen Argumenten, wie sie auf Satz 5.3 angewendet wurden, können wir nun folgenden Satz
nachweisen:
Satz 5.7. Sei 0 < λ < 1. Dan ist der Bergmankern des Kreisrings der Halbkugel gegeben durch
B(z, w) := − 1
(m− 1)ωm+1
[∑
kZ
Dz
[
λk(m−1)
|w¯ + λ2kz|m−1 +
λk(m−1)
|1− λ2kzw¯|m−1
− λ
k(m−1)
|1 + λ2kzw|m−1
]
Dw
]
.
Beweis. Wir erhalten wieder den Bergmankern durch Anwendung der Formel
B(z, w) = DzG(z, w)Dw
auf die Reihendarstellung aus Satz 5.5. Da die Reihe normal konvergent ist, können wir die Operatoren
Dz und Dw in die Summe ziehen.
Erneut verschwinden alle Terme der Form
Dz
1
|w − λ2kz|m−1Dw
für alle k ∈ Z aus den in Satz 5.3 angegebenen Gründen. Alle anderen Terme bleiben jedoch.
Im Fall λ→ 0+ reduziert sich der Ausdrück offensichtlich auf
Dz
(
1
|z + w¯|m−1 +
1
|1− zw¯|m−1 −
1
|1 + zw|m−1
)
Dw
Dies ist die Darstellung der Einheitshalbkugel, die zuvor in [41] ausgearbeitet wurde.
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5.1.3 Kreisringe orthogonaler Kugelsektoren
In diesem Abschnitt folgt nun das Hauptresultat zu Kreisringen, welches die Formeln der vorherigen
zwei Fälle als Spezialfall enthält.
Die Halbkugel, die Viertelkugel und die Achtelkugel sind die einfachsten Beispiele für orthogonale
Kugelsektoren. Ein orthogonaler Kugelsektor der Einheitskugel im Rm+1, hier mit S0,1 bezeichnet, ist
durch die folgenden Ungleichungen definiert:
S0,1;k1 := {z ∈ Rm+1 | z0 > 0, . . . , zk1−1 > 0, |z| < 1},
wobei k1 die Anzahl der Hyperflächen auf dem Rand ist, 1 ≤ k1 ≤ m+ 1.
Betrachten wir Kreisringe dieser orthogonalen Kugelsektoren mit Radien λ und 1, erneut mit 0 < λ < 1.
Um genau zu sein, haben diese die Form
S0,λ,1;k1 := {z ∈ Rm+1 | z0 > 0, . . . , zk1−1 > 0, λ < |z| < 1},
wo k1 wieder die Zahl der geraden Flächen des Randes ist, 1 ≤ k1 ≤ m+ 1.
Wir schreiben K1 = {0, 1, 2, . . . , k1 − 1}. Ferner bezeichnen wir für jeden Paravektor w und jede Teil-
menge A ⊆ {0, . . . ,m} mit wA den Paravektor, den wir erhalten, indem wir das Vorzeichen aller Kom-
ponenten umdrehen, deren Index ein Element von A ist, d.h.,
wA =
∑
j /∈A
wjej −
∑
j∈A
wjej .
Mit dieser Notation können wir nun den zentralen Satz formulieren
Satz 5.8. Die Funktion
− 1
(n− 1)ωm+1
 1|w − z|m−1 +∑
k∈Z
∑
A⊆K1
(−1)|A|
[
λk(m−1)
|1− λ2kzw¯A|m−1 −
λk(m−1)
|wA − λ2kz|m−1
]
ist die harmonische Greensfunktion des Kreisrings des orthogonalen Kugelsektors S0,λ,1,k1 .
Beweis. Zunächst stellen wir fest, daß für alle Teilmenge A ⊆ K1 gilt:
|wA| = |w|.
Dies erlaubt uns nun, völlig analog zum Fall des Kreisrings der vollen Einheitskugel zu zeigen, daß die
Reihe ∑
k∈Z
(−1)|A|
[
λk(m−1)
|1− λ2kzw¯A|m−1 −
λk(m−1)
|wA − λ2kz|m−1
]
lokal absolut und gleichmäßig konvergiert für jedes feste A ⊆ K1 . Da K1 eine endliche Menge ist, ist
auch die innere Summe endlich. Folglich konvergiert die komplette Reihe lokal gleichmäßig absolut.
Betrachten wir nun ihr Verhalten auf dem Rand.
1.Fall: |w| = 1.
In diesem Fall können wir, wegen |wA| = |w|, die gleiche Methode wie in Satz 5.5 verwenden, und so
schließen, daß
In diesem Fall können wir, angesichts von |wA| = |w|, die gleiche Methode anwenden wie im ersten
Fall von Satz 5.5, und daraus schließ, daß für jeden Randpunkt w jedes Paar Terme, das in der Summe
vorkommt, sich weghebt für jedes einzelne k ∈ Z und jedes A ⊆ K1, sodaß nur der Term
1
(1−m)ωm+1
1
|z − w|m−1
übrigbleibt.
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2.Fall: |w| = λ.
Sei m0 ∈ N eine feste, ganze Zahl.
Wieder unter Verwendung von |wA| = |w| erhalten wir für alle diese Randpunkte, daß
∑
|k|≤m0
∑
A⊆K1
(−1)|A|
[ λ(k+1)(m−1)
|wA − λ2(k+1)z|m−1 −
λk(m−1)
|wA − λ2kz|m−1
]
=
∑
A⊆K1
(−1)|A|
[ λ(m0+1)(m−1)
|wA − λ2(m0+1)z|m−1 −
λ−m0(m−1)
|wA − λ−2m0 |m−1
]
,
indem wir die gleichen Argumente wie im Fall der Halbkugel anwenden.
Analog zum Beweis von Satz 5.3 können wir dann schlußfolgern, daß jeder Term dieser endlichen Sum-
me gegen 0 konvergiert, wennm0 gegen +∞ geht, sodaß die komplette Reihe vollständig verschwindet.
3.Fall: Sei w ein Randpunkt, der wj = 0 genügt für ein beliebiges, aber festes j ∈ K1.
Da die j-te Komponente all dieser Punktew verschwindet, können wir stattwA äquivalent auchwA4{j},
A ⊆ K1 schreiben. Dies erlaubt uns, wie folgt umzuformen:
(−1)|A|+1λk(n−1)
|wA − λ2kz|n−1 =
(−1)|A|+1λk(n−1)
|wA4{j} − λ2kz|n−1 =
−(−1)|A|+2λk(n−1)
|wA4{j} − λ2kz|n−1 =
−(−1)|A4{j}|+1λk(n−1)
|wA4{j} − λ2kz|n−1
Für A4{j} erhalten wir so denselben Ausdruck wie für A, nur mit umgekehrtem Vorzeichen. Da sich
nun die Summe über alle Teilmengen A ⊆ K1 erstreckt, ist für jedes A ⊆ K1 der entsprechende Term
für A4{j}mit umgekehrtem Vorzeichen stets in der Summe enthalten.
Analog können wir zeigen, daß
(−1)|A|+1λk(n−1)
|1− λ2kzw¯A|n−1 =
−(−1)|A4{j}|+1λk(n−1)
|1− λ2kzw¯A4{j}|n−1 .
Folglich verschwindet die innere Summe für jedes k ∈ Z. Weil die Reihe absolut konvergiert, reduziert
sich der geamte Ausdruck G(z, w) auf den einzelnen Term
1
(1− n)An+1
1
|z − w|n−1
für alle diese Randpunkte. Jeder Ausdruck in der Summe ist dabei offensichtlich harmonisch in z und
w. Angesichts der normale Konvergenz der Summe können wir schlußfolgern, daß G(z, w) die harmo-
nische Greensche Funktion des Kreisrings des orthogonalen Kugelsektors ist.
Nun kommen wir zum Hauptresultat dieses Abschnitts
Satz 5.9. Die Funktion
B(z, w) = − 1
(n− 1)An+1
{∑
k∈Z
[
Dz
λk(n−1)
|1− λ2kzw¯|n−1Dw
]}
− 1
(n− 1)An+1
{∑
k∈Z
∑
∅6=A⊆K1
(−1)|A|
[
Dz
λk(n−1)
|1− λ2kzw¯A|n−1Dw
−Dz λ
k(n−1)
|wA − λ2kz|n−1Dw
]}
ist der monogene Bergmankern des Kreisring des orthogonalen Kugelsektors S0,λ,1;k1 .
Beweis. Wir leiten den Bergmankern erneut über die Darstellung durch die Greensche Funktion her,
indem wir die Formel
B(z, w) = DzG(z, w)Dw
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anwenden.
Ebenfalls ist die Darstellung aus Satz 5.8 erneut normal konvergent, was es uns erlaubt, die Differen-
tialoperatoren ins Innere der Summe zu ziehen. Man beachte, daß nur die Terme der Form 1|w−λ2kz|n−1
harmonsiche Funktionen einer Linearkombination von w und z sind. Nur diese Terme heben sich weg,
wenn der Operator Dz von links und der Operator Dw von rechts angewendet werden. Man beachte
weiter, daß diese spezielle Situation nur in den Fällen, wo A = ∅ ist, auftritt. Folglich bleiben diese
meisten Terme übrig.
Bemerkungen:
• Betrachtet man λ → 0+, so erhält man die Darstellung des vollständigen orthogonalen Kugelsek-
tors, die in [41] behandelt wurde.
• Im Spezialfall von drei Dimensionen, also im R2+1, sind die einzigen orthogonalen Kugelsektoren
Halbkugel, Viertelkugeln und Achtelkugeln. Man erinnere sich, daß die Zahl der Hyperflächen
k1 die Bedingung k1 ≤ n + 1 erfüllen muß, folglich ist k1 ≤ 3 im dreidimensionalen Fall. Im
einfachsten Fall K1 = {0}, welcher k1 = 1 entsprichte, haben wir es mit der zuvor behandelten
Halbkugel zu tun.
• Es ist leicht, die Formeln auf den Fall von Kreisringen orthogonaler Kugelsektoren mit beliegen
Radien 0 < r < R < +∞ zu verallgemeinern. Durch ein einfaches Reskalierungsargument erhal-
ten wir sofort, daß die Greensche Funktion des Kreisrings mit Radien r und R die Form
G(z, w) = − 1
(n− 1)An+1
{ 1
|w − z|n−1
+
∑
kZ
[ ( r
R
)k(n−1)
|R−
(
r
R
)2k
z¯w
R |n−1
−
(
r
R
)k(n−1)
|w −
(
r
R
)2k
z|n−1
]}
besitzt, und der Bergmankern kann erneut bestimmt werden durch Anwendung des OperatorsDz
von links und des Operators Dw von rechts auf jeden Term dieses Ausdrucks. Dementsprechend
lassen sich die Formeln für die orthogonalen Kugelsektoren für den Fall beliebiger Radien r und
R anpassen.
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Kapitel 6
Bergman- und Szegökerne bzgl.
gestörter Diracoperatoren
Um größere Klassen partieller Differentialgleichungen, insbesondere von höherer Ordnung, behandeln
zu können, hat man außerdem begonnen, Analoga dieser Funktionenräume im allgemeineren Rahmen
von polynomialen Diracgleichungen der Form
[
n∑
i=0
αiDiz]f = 0
zu betrachten, wobei die αi beliebige, aber feste, komplexe Koeffizienten sind. In diesem Zusammen-
hang nehmen die Funktionen Werte in der komplexen Cliffordalgebra Cl0m(C) an. Der zugehörige Berg-
manraum ist mit dem Clifford-wertigen innerem Produkt der Form
〈f, g〉 =
∫
Ω
f(z)
]
g(z)dx1 · · · dxn
versehen, und die induzierte Norm hat die Form
‖f‖L2 =
√
Sc〈f, f〉
Ähnlich ist dann der zugehörige Hardyraum mit dem inneren Produkt der Form
〈f, g〉 =
∫
∂Ω
f(z)
]
g(z)dSz
ausgestattet, wo dSz das nichtorientiert Oberflächenmaß ist.
Fundamentale Eigenschaften der zugehörigen Funktionenräume in diesem Zusammenhang wurden
zum Beispiel von Xu Zhenyuan [140], von F. Brackx, F. Sommen, N. Van Acker [18] und von J. Ryan in
[126] untersucht. Siehe auch [69, 98] und anderswo.
Von zentraler Bedeutung ist die Bestimmung expliziter Formeln für die reproduzierenden Kernfunktio-
nen. Dies ist jedoch im Allgemeinen sehr schwierig, weil sowohl der Bergmanken als auch der Szegö-
kern gebietsabhängig sind. In [18] wurde eine explizite Darstellungsformel für den Bergmankern der
Einheitskugel für Lösungen des speziellen Systems
(Dz − λ)f = 0
, für beliebiges λ ∈ C entwickelt. J. Ryan hat in [126] gezeigt, daß der Raum der Lösungen von
(Dz − λ)f = 0, die quadratintegrierbar über einem Gebiet mit stückweise C1-Rand oder Lipschitz-
rand sind, im Allgemeinen eine eindeutig bestimmte Bergmankernfunktion besitzt. In [42] haben der
erste und dritte Autor eine explizite Formel für den Bergmankern der Einheitskugel, zugehörig dem
allgemeineren System
(Dz − λ1)(Dz − λ2) · · · (Dz − λp)f(z) = 0, (6.1)
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angeben, wobei λ1, . . . , λp paarweise verschiedene, beliebige komplexe Zahlen ungleich Null sind. Es
wurde außerdem bewiesen, daß der Bergmankern für jedes p ∈ N und für jedes beliebige Gebiet Ω ⊂ Rm
existiert. Außerdem wurde eine explizite Formel für den Szegökern der Einheitskugel für die Systeme
(Dz − λ1)f = 0
und
(Dz − λ1)(Dz − λ2)f = 0
aufgestellt, wo λ1, λ2 erneut beliebige, paarweise verschiedene komplexe Zahlen ungleich Null sind. .
Weiter wird in [42] gezeigt, daß es keinen reproduzierenden Szegökern für Lösungen zu Systemen vom
Typ (6.1) in der Einheitskugel gibt, wenn p > 2.
In diesem Abschnitt erweitern wir die zuvor durchgeführten Untersuchungen durch Beweisen einer ex-
pliziten Formel für den Bergmankern des Raums der quadratintegriebaren Funktionen, die dem System
(6.1) in einem beliebigem Kreisring mit Radien r = µ ∈]0, 1[ and R = 1 genügen. Diese Untersuchung
umfaßt auch die Fälle, in denen die Elemente λi nicht paarweise verschieden sind, und wo einige dieser
Werte gleich Null sind.
Für die Fälle p ≤ 2 werden zudem explizite Formeln für den Szegökern solcher Kugelschalengebiete
angegeben. Dies umfaßt die Helmholtz- und die Klein-Gordon-Gleichung und die Lösungen der zeit-
harmonischen Maxwellgleichungen, die für den Cliffordcalculus z.B. in [96, 98, 119, 137] als Spezialfälle
behandelt wurden.
Wir erweitern ferner auch D. Calderbanks Ergebnis aus [21], worin der Autor eine explizite Formel für
den Szegökern des Kreisrings der Einheitskugel im Rahmen des Systems Dzf = 0 konstruierte. Die
explizite Kenntnis des Bergmankerns B(z,w) und des Szegökerns S(z,w) erlaubt es uns erneut, die
Bergmanprojektion
[Pf ](z) =
∫
Ω
B(z,w)f(w)dVw
explizit zu bestimmen und auszuwerten, ebenso wie auch die Szegöprojektion
[Sf ](z) =
∫
∂Ω
S(z,w)f(w)dSw
wo die f Funktionen sind, die z.B. zu bestimmten Sobolewräumen gehören. Wir zeigen auch, daß kein
reproduzierender Kern für Hardyräume zu Lösungen zu Systemen der Form (6.1) in Kugelschalenge-
bieten existiert, wenn p > 2.
Zu guter Letzt wird gezeigt,
wie die expliziten Darstellungen des Bergmankerns dazu dienen können, explizite Darstellungen von
Lösungen von verallgemeinerten Gleichungen vom Helmholtztyp mit vorgegebenen Randdaten aufzu-
stellen.
6.1 Vorbereitung
Wir führen an dieser Stelle die komplexifizierten Cliffordalgebren ein, die auch in späteren Kapiteln
noch auftauchen werden.
Durch Bildung des Tensorprodukts Clm ⊗R C erhalten wir die komplexifizierte Cliffordalgebra Clm(C).
Ihre Elemente haben eine Darstellung in der Form
∑
A aAeA, wobei die aA komplexe Zahlen der Form
aA = aA1 + iaA2 sind. Die komplexe imaginäre Einheit i kommutiert mit allen Element ej , d.h. iej = eji
für alle j = 1, . . . ,m. Wir bezeichnen die komplexe Konjugation einer komplexen Zahl λ ∈ Cmit λ]. Für
jedes a ∈ Clm(C) haben wir (a)] = (a]). Auf Clm(C) betrachtet man eine Standard-(Pseudo)norm, die
durch ‖a‖ = (∑A |aA|2)1/2 definiert ist. Hierbei | · | ist der gewöhnliche Betrag der komplexen Zahl aA.
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6.2 Der lokale Darstellungssatz für Eigenlösungen der Dirac-
Gleichung
Grundlegende Hilfsmittel für alles weitere sind folgende lokale Darstellungssätze für Eigenfunktionen
des Dirac-Operators bezüglich komplexer Eigenwerte ungleich Null, vgl. [140]:
Lemma 6.1. (Taylorreihenentwicklung). Sei f eine Clm(C)-wertige Funktion, die in derm-dimensionalen offenen
EinheitskugelB(0, 1) der Differentialgleichung (Dz−λ)f(z) = 0 mit komplexem Parameter λ ∈ C\{0} genügt.
Dann existiert eine Folge von sphärischen Monogenen vom Totalgrad q = 0, 1, 2, . . ., bezeichnet mit Pq(z), sodaß
in jeder offenen Kugel B(0, r) mit 0 < r < 1
f(z) =
+∞∑
q=0
‖z‖1−q−m/2
(
Jq+m/2−1(λ‖z‖)− z‖z‖Jq+m/2(λ‖z‖)
)
Pq(z). (6.2)
Hierbei bezeichnen Jq+m/2 und Jq+m/2−1 die gewöhnlichen Besselfunktionen erster Art mit komplexem
Argument λ‖z‖ und Parameter ν = q +m/2− 1 respektive ν = q +m/2, siehe [65] für mehr Details.
Die sphärischen Monogene Pq , die in dieser Darstellung auftauchen, sind homogene monogene Poly-
nome vom Totalgrad q. Sie haben die Form
Pq(x) =
∑
q2+···+qm=q
pq2,...,qm(x)aq2,...,qm
wo aq2,...,qm Cliffordzahlen sind und die pq2,...,qm für die Fueterpolynome stehen. Letztere haben im
Vektorformalismus die Darstellung
pq2,...,qm(x) :=
1
|q|!
∑
(xσ(1) + x1e1eσ(1)) . . . (xσ(|q|) + x1e1eσ(|q|))
wobei |q| := q2 + · · · + qm und σ(i) ∈ {2, . . . ,m}. Die Summe erstreckt sich über alle unterscheidbaren
Permutationen der Ausdrücke (xσ(i) + x1e1eσ(i)) ohne Wiederholungen.
Betrachte wir nun Funktionen, die Eigenlösungen in einem Kugelschalengebiet zur Diracgleichung von
der Form
B(0, µ, 1) := {z ∈ Rm | µ < ‖z‖ < 1}
sind, wobei µ eine beliebige reelle Zahl ist, die 0 < µ < 1 genügt. In solchen Kreisringgebieten ist das
Analogon zur lokalen Darstellung aus Lemma 6.1 die folgende Laurentreihendarstellung, vgl. [140]:
Lemma 6.2. (Laurentreihenentwicklung). Sei 0 < µ < 1. Sei f eine Clm(C)-wertige Funktion, die im m-
dimensionalen Kreisring B(0, µ, 1) der Differentialgleichung (Dz − λ)f(z) = 0 für einen komplexen Parameter
λ ∈ C\{0} genügt. Dann existieren zwei Folgen sphärischer Monogene vom Totalgrad q = 0, 1, 2, . . ., bezeichnet
mit Pq(z) und P ′q(z), so daß in jedem Kreisring B(0, r1, r2) mit 0 < µ < r1 < r2 < 1 gilt
f(z) =
+∞∑
q=0
‖z‖1−q−m/2
(
Jq+m/2−1(λ‖z‖)− z‖z‖Jq+m/2(λ‖z‖)
)
Pq(z) (6.3)
+
+∞∑
q′=0
‖z‖1−q′−m/2
(
Yq′+m/2−1(λ‖z‖)− z‖z‖Yq′+m/2(λ‖z‖)
)
P ′q′(z). (6.4)
Hierbei bezeichnen Yq′+m/2 und Yq′+m/2−1 die gewöhnlichen Besselfunktionen zweiter Art mit kom-
plexem Argument λ‖z‖ und jeweils Parameter ν = q′ +m/2− 1 oder ν = q′ +m/2.
Für den Beweis von Lemma 6.1 und Lemma 6.2 sei u.a. auf [140] verwiesen.
Für bessere Lesbarkeit führen wir die Notation Sq(z,w) für den Szegökern fürDz-monogene homogene
Polynome vom totalen Grad q in der m-dimensionalen Einheitskugel B(0, 1) ein, der
Sq(z,w) =
(−1)q
ωm
q∑
n=0
(
m/2− 2 + n
n
)(
m/2− 1 + (q − n)
q − n
)
(zw)n(wz)q−n
entspricht, wobei ωm = 2pim/2/Γ(m/2) das ‘Oberflächenvolumen’ der Einheitskugel im Rm bezeichnet.
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6.3 Der Bergman- und Szegökern des Kreisrings für polynomiale
Dirac-Gleichungen
Satz 6.3. Sei λ ∈ C\{0} und µ ∈]0, 1[. Definiere f und g durch
fq,λ(z) := ‖z‖1−q−m2
(
Jq+m2 −1(λ‖z‖)−
z
‖z‖Jq+m2 (λ‖z‖)
)
,
und
gq,λ(z) := ‖z‖1−q−m2
(
Yq+m2 −1(λ‖z‖)−
z
‖z‖Yq+m2 (λ‖z‖)
)
,
wobei J die gewöhnliche Besselfunktion erster Art und Y die Besselfunktion zweiter Art bezeichne. Der Bergman-
kern des Kreisrings B(0, µ, 1), der zu der Gleichung (Dz − λ)f = 0 gehört, ist dann gegeben durch
Bµ,λ(z,w) =
∞∑
q=0
(
(fq,λ(z), gq,λ(z))Sq(z,w)
(
a b
c d
)−1(
fq,λ](w)
gq,λ](w)
))
.
Die Matrixeinträge haben hierbei die Form
a =
∫ 1
µ
r2q+n−1Sc{fq,λ](rω)fq,λ(rω)}dr
b =
∫ 1
µ
r2q+n−1Sc{fq,λ](rω)gq,λ(rω)}dr
c =
∫ 1
µ
r2q+n−1Sc{gq,λ](rω)fq,λ(rω)}dr
d =
∫ 1
µ
r2q+n−1Sc{gq,λ](rω)gq,λ(rω)}dr.
wobei wir r := ‖w‖ und ω := wr definieren.
Bemerkung 6.4. Die Elemente a, b, c, d sind tatsächlich Konstanten. Sie sind nicht von ω abhängig, was daher
rührt, daß wir nur den Skalarteil betrachten (siehe auch Berechnungen weiter unten).
Beweis von Satz 6.3. Definiere θ := det
(
a b
c d
)
= ad− bc. Wir haben
〈Bµ,λ(z,w), fq′,λ(w)Sq′(w,v)〉
=
1
θ
∫
w∈B(0,µ,1)
(
Sq,(z,w)
(
fq,λ(z)dfq,λ](w)fq′,λ(w) + gq,λ(z)(−c)fq,λ](w)fq′,λ(w)
+fq,λ(z)(−b)gq,λ](w)fq′,λ(w) + gq,λ(z)agq,λ](w)fq′,λ(w)
)
Sq′(w,v)
)
dVw.
Wir betrachten zunächst den Ausdruck∫
w∈B(0,µ,1)
Sq,(z,w)fq,λ(z)dfq,λ](w)fq′,λ(w)Sq′(w,v)dVw,
und stellen ihn in Polarkoordinaten dar:∫ 1
µ
∫
ω∈S
Sq,(z, rω)fq,λ(z)dfq,λ](rω)fq′,λ(rω)Sq′(rω,v)dSωr
m−1dr,
wobei S := {z ∈ Rm | ‖z‖ = 1} die die Einheitssphäre im Rm ist. Dann zerlegen wir den mittleren Teil
des Integranden in einen Skalar- und Vektorteil:
fq,λ](rω)fq′,λ(rω) = Sc{fq,λ](rω)fq′,λ(rω)}+ h(r)ω.
6.3. KERNFUNKTIONEN DES KREISRINGS 49
Der Term ωSq′(rω,v) ist ein außersphärisches Monogen auf ω ∈ S. Es ist folglich orthogonal zum Aus-
druck Sq(rω,v). Als Konsequenz verschwindet der Beitrag von h(r)ω zum Integral. Nur der Ausdruck∫ 1
µ
∫
ω∈S
Sq,(z, rω)fq,λ(z) dSc{fq,λ](rω)fq′,λ(rω)}Sq′(rw,v)dSωrm−1dr, (6.5)
bleibt über. Wir beobachten, daß
Sc{fq,λ](rω)fq′,λ(rω)} = r2−q−q
′−m (Jq+m2 −1(rλ])Jq′+m2 −1(rλ) + Jq+m2 (rλ])Jq′+m2 (rλ)) .
Dieser Ausdruck ist offensichtlich unabhängig von ω ∈ S, wie in der Bemerkung direkt vor dem Beweis
erwähnt wurde. Somit kann das vorherige Integral geschrieben werden als∫ 1
µ
Sc{fq,λ](rω)fq′,λ(rω)}fq,λ(z)d
(∫
ω∈S
Sq(z, rω)Sq′(rω,v)dSω
)
rm−1dr.
Als Konsequenz der Reproduktionseigenschaft von Sq(z,w) und der Homogenitätseigenschaft
Sq(z, rω) = rqSq(z, ω), die für alle reellen r gültig ist, können wir (6.5) auch schreiben in der Form
δq,q′dfq,λ(z)Sq(z,v)
∫ 1
µ
Sc{fq,λ](rω)fq′,λ(rω)}rq+q
′+m−1dr,
sodaß wir
∞∑
q=0
δq,q′fq,λ(z)dSq′(z,v)
∫ 1
µ
Sc{fq,λ](rω)fq′,λ(rω)}rq+q
′+m−1dr
= fq,λ(z)dSq′(z,v)Sc{fq′,λ](rω)fq′,λ(rω)}r2q
′+m−1dr
erhalten, was wiederum gleich
fq,λ(z)aSq′(z,v)
∫ 1
µ
(
Jq′+m2 −1(rλ
])Jq′+m2 −1(rλ) + Jq′+m2 (rλ
])Jq′+m2 (rλ)
)
rdr
= adfq,λ(z)Sq′(z,v).
ist. Wendet man die gleichen Berechnungen auf die verbleibenden drei Summanden an und summiert
wieder über q, so erhält man dann
1
θ
(ad− ac− bc+ ac)fq,λ(z)Sq′(z,v) = 1
θ
det(M)fq,λ(z)Sq′(z,v) = fq,λ(z)Sq′(z,v).
Die Reproduktionseigenschaft folgt nun aus der Tatsache, daß die Funktionen fq,λSq′ und gq,λSq′ ein
Erzeugendensystem für den Bergmanraum bilden.
Es bleibt die Invertierbarkeit von
(
a b
c d
)
zu zeigen.
Sei (α1, α2)t ∈ C2 so, daß (
a b
c d
)(
α1
α2
)
= 0.
Betrachte die Funktion
h := fq,λα1Sq(z,w) + gq,λα2Sq(z,w).
Wir haben
〈fq,λSq(z,w), h〉 =
〈
fq,λSq(z,w), fq,λjα1Sq(z,w) + gq,λα2Sq(z,w)
〉
= α1 〈fq,λSq(z,w), fq,λSq(z,w)〉+ α2 〈fq,λSq(z,w), gq,λSq(z,w)〉
= aα1Sq(z,w) + bα2Sq(z,w)
= (aα1 + bα2︸ ︷︷ ︸
=0
)Sq(z,w) = 0.
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Analog erhalten wir
〈gq,λSq(z,w), h〉 = cαjSq(z,w) + dαjSq(z,w) = 0, for j = 1, 2.
Somit haben wir
h ⊥ fq,λ, gq,λ, (6.6)
wobei die Orthogonalitätsrelation im Sinne des L2-Produkts bzgl. des Volumenintegrals über den Kreis-
ring der Einheitskugel verstanden werden muß. Andererseits erhalten wir aus (6.6), daß
h ⊥ (fq,λα1Sq(z,w) + gq,λα2Sq(z,w)) ,
somit ist h ⊥ h und folglich h = 0. Da Sq 6= 0, muß gelten, daß
fq,λα1 + gq,λα2 = 0.
Weil die Menge der Funktionen {fq,λ , gq,λ} linear unabhängig ist, folgt notwendigerweise, daß α1 =
α2 = 0. Somit ist die Matrix
(
a b
c d
)
invertierbar. 
Allgemeiner können wir zeigen
Satz 6.5. Seien 0 < µ < 1, p ∈ N und λ1, . . . , λp ∈ C\{0} paarweise verschiedene Werte. Dann ist der reprodu-
zierende Bergmankern des Kreisrings mit Radien r = µ und R = 1 bzgl. des Operators (Dz − λ1) · · · (Dz − λp)
gegeben durch
Bµ,λ1,...,λp(z,w) =
∞∑
q=0

fq,λ1
...
fq,λp
gq,λ1
...
gq,λp

t
(z)Sq(z,w)
[Mλ1,...,λp]−1

fq,λ1
...
fq,λp
gq,λ1
...
gq,λp

(w).
Hier sind die Einträge der MatrixMλ1,...,λp := (mij)2pi,j=1 gegeben durch
mij =

∫ 1
µ
r2q+m−1Sc{fq,λ]i (rω)fq,λj (rω)}dr, i, j ∈ {1, . . . , p}∫ 1
µ
r2q+m−1Sc{gq,λ]i−p(rω)fq,λj (rω)}dr, i ∈ {p+ 1, . . . , 2p}, j ∈ {1, . . . , p}∫ 1
µ
r2q+m−1Sc{fq,λ]i (rω)gq,λj−p(rω)}dr, i ∈ {1, . . . , p}, j ∈ {p+ 1, . . . , 2p}∫ 1
µ
r2q+m−1Sc{gq,λ]i−p(rω)gq,λj−p(rω)}dr, i ∈ {p+ 1, . . . , 2p}, j ∈ {p+ 1, . . . , 2p}
wobei wir erneut r := ‖w‖ und ω := wr setzen.
Beweis. Sei
[Mλ1,...,λp]−1 := (m˜ij)2pi,j=1.
Wir zeigen zunächst die Reproduktionseigenschaft der Ausdrücke fq,λ1(w)Sq(w,v). Dazu schreiben wir
den Ausdruck ∫
w∈B(0,µ,1)
Sq(z,w)fq,λ]t (w)fq′,λt′ (w)Sq′(w,v)dVw
in Polarkoordinaten, d.h.,∫ 1
µ
∫
ω∈S
Sq(z, rω)fq,λ]t (rω)fq′,λt′ (rω)Sq′(rω,v)dSωr
m−1dr.
Nun zerlegen wir den Integranden in seinen Skalar- und Vektorteil:
fq,λ]t
(rω)fq′,λt′ (rω) = Sc{fq,λ]t (rω)fq′,λt′ (rω)}+ h(r)ω.
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Da der Term ωSq′(rω,v) ein außersphärisches Monogen auf ω ∈ S ist, ist er orthogonal zum Ausdruck
Sq(rω,v). Dementsprechend verschwindet der Beitrag von h(r)ω zum Integral. Folglich bleibt nur noch
der Ausdruck ∫ 1
µ
∫
ω∈S
Sc{fq,λ]t (rω)fq′,λt′ (rω)}Sq(z, rω)Sq′(rω,v)dSωr
m−1dr (6.7)
zurück. Wir stellen fest, daß
Sc{fq,λ]t (rω)fq′,λt′ (rω)} = r
2−q−q′−m
(
Jq+m2 −1(rλ
]
t)Jq′+m2 −1(rλt′) + Jq+m2 (rλ
]
t)Jq′+m2 (rλt′)
)
.
Dieser Ausdruck ist offensichtlich unabhängig von ω ∈ S, sodaß sich das vorherige Integral vereinfacht
zu ∫ 1
µ
Sc{fq,λ]t (rω)fq′,λt′ (rω)}
(∫
ω∈S
Sq(z, rω)Sq′(rω,v)dSω
)
rm−1dr.
Als Konsequenz der Reproduktionseigenschaft des Ausdrucks Sq(z, ω) und angesichts der Homogenität
von Sq(z, rω) = rqSq(z, ω) für reelle r kann das Integral (6.7) dann auch geschrieben werden als
δq,q′Sq(z,v)
∫ 1
µ
Sc{fq,λ]t (rω)fq′,λt′ (rω)}r
q+q′+m−1dr.
Somit erhalten wir
∞∑
q=0
δq,q′Sq(z,v)
∫ 1
µ
Sc{fq,λ]t (rω)fq′,λt′ (rω)}r
q+q′+m−1dr
= Sq′(z,v)
1∫
µ
Sc{fq′,λ]t (rω)fq′,λt′ (rω)}r
2q′+m−1dr,
was wiederum
Sq′(z,v)
∫ 1
µ
(
Jq′+m2 −1r(λ
]
t)Jq′+m2 −1(rλt′) + Jq′+m2 (rλ
]
t)Jq′+m2 (rλt′)
)
rdr.
entspricht.
Analog erhalten wir, daß
∞∑
q=0
∫
w∈B(0,µ,1)
Sq(z,w)gq,λ]t (w)fq′,λt′ (w)Sq′(w,v)dVw
=
∫ 1
µ
(
Yq′+m2 −1(λ
]
t)Jq′+m2 −1(λt′r) + Yq′+m2 (λ
]
t)Jq′+m2 (λt′r)
)
rdr,
und
∞∑
q=0
∫
w∈B(0,µ,1)
Sq(z,w)fq,λ]t (w)gq′,λt′ (w)Sq′(w,v)dVw
=
∫ 1
µ
(
Jq′+m2 −1(λ
]
t)Yq′+m2 −1(λt′r) + Jq′+m2 (λ
]
t)Yq′+m2 (λt′r)
)
rdr,
sowie
∞∑
q=0
∫
w∈B(0,µ,1)
Sq(z,w)gq,λ]t (w)gq′,λt′ (w)Sq′(w,v)dVw
=
∫ 1
µ
(
Yq′+m2 −1(λ
]
t)Yq′+m2 −1(λt′r) + Yq′+m2 (λ
]
t)Yq′+m2 (λt′r)
)
rdr.
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∫
w∈B(0,µ,1)
∞∑
q=0
(fq,λ1 , . . . , fq,λp , gq,λ1 , . . . , gq,λp)(z)

m˜11 . . . m˜1,2p
m˜21 . . . m˜2,2p
...
...
m˜2p,1 . . . m˜2p,2p

×Sq(z,w)

fq,λ]1
...
fq,λ]p
gq,λ]1
...
gq,λ]p

(w)fq′,λi(w)Sq′(w,v)dSw
=
∞∑
q=0
∫
w∈B(0,µ,1)

∑p
s=1 fq,λsm˜s,1 +
∑2p
s=p+1 gq,λs−pm˜s,1
...∑p
s=1 fq,λsm˜s,2p +
∑2p
s=p+1 gq,λs−pm˜s,2p

t
(z)
×

Sq(z,w)(fq,λ]1fq′,λi)(w)Sq′(w,v)
...
Sq(z,w)(fq,λ]pfq′,λi)(w)Sq′(w,v)
Sq(z,w)(gq,λ]1fq′,λi)(w)Sq′(w,v)
...
Sq(z,w)(gq,λ]pfq′,λi)(w)Sq′(w,v)

dSw
=
∞∑
q=0
[
p∑
s=1
fq,λs(m˜s,1, . . . , m˜s,2p) +
2p∑
s=p+1
gq,λs−p(m˜s,1, . . . , m˜s,2p)
]
(z)
×
∫
w∈B(0,µ,1)

Sq(z,w)(fq,λ]1fq′,λi)(w)Sq′(w,v)
...
Sq(z,w)(fq,λ]pfq′,λi)(w)Sq′(w,v)
Sq(z,w)(gq,λ]1fq′,λi)(w)Sq′(w,v)
...
Sq(z,w)(gq,λ]pfq′,λi)(w)Sq′(w,v)

dSw
=
[
p∑
s=1
fq′,λs(m˜s,1, . . . , m˜s,2p) +
2p∑
s=p+1
gq′,λs−p(m˜s,1, . . . , m˜s,2p)
]
(z)
 m1,i...
m2p,i
Sq′(z,v)
= fq′,λi(z)Sq′(z,v).
Bei der Rechnung im letzten Schritt hat man zu berücksichtigen, daß die i-te Spalte vonM sukzessive
mit den Zeilen vonM−1 multipliziert wird, sodaß alle Summanden außer dem i-ten verschwinden.Im
Fall, wo wir gq,λi statt fq,λi betrachten, erhalten wir die (i + p)-te Spalte vonM, sodaß genau der Term
mit gq,λi der einzige ist, der nicht verschwindet. Alle Berechnungen, die die Funktionen gq,λiSq bein-
halten können vollständig analog durchgeführt werden. Da die Menge der Funktionen fq,λiSq und die
Menge der Funktionen gq,λiSq vereinigt ein Erzeugendensystem des Bergmanraums bilden, folgt daraus
die Reproduktionseigenschaft. Es bleibt allerdings immer noch zu zeigen, daß die Matrix M wirklich
invertierbar ist.
Wähle (α1, . . . , α2p)t ∈ C2p so daß
2p∑
j=1
mijαj = 0
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für alle i ∈ {1, . . . , 2p}. Wir betrachten die Funktion
h :=
p∑
j=1
fq,λjαjSq(z,w) +
2p∑
j=p+1
gq,λj−pαjSq(z,w).
Für beliebiges i ∈ {1, . . . , p} haben wir
〈fq,λiSq(z,w), h〉 =
〈
fq,λiSq(z,w),
p∑
j=1
fq,λjαjSq(z,w) +
2p∑
j=p+1
gq,λj−pαjSq(z,w)
〉
=
p∑
j=1
αj
〈
fq,λiSq(z,w), fq,λjSq(z,w)
〉
+
2p∑
j=p+1
αj
〈
fq,λiSq(z,w), gq,λj−pSq(z,w)
〉
=
p∑
j=1
mijαjSq(z,w) +
2p∑
j=p+1
mijαjSq(z,w)
=

2p∑
j=1
mijαj︸ ︷︷ ︸
=0
Sq(z,w) = 0.
Analog erhält man, daß
〈gq,λiSq(z,w), h〉 =
p∑
j=1
mi+p,jαjSq(z,w) +
2p∑
j=p+1
mi+p,jαjSq(z,w) = 0.
Folglich gilt
h ⊥ fq,λi , gq,λi (6.8)
für alle i ∈ {1, . . . , p}. Hier ist erneut die Orthogonalität im Sinne des inneren L2-Produktes bezüglich
des Volumenintegrals über die Einheitskugel zu verstehen. Umgekehrt folgt aus (6.8), daß
h ⊥
 p∑
i=1
fq,λiαiSq(z,w) +
2p∑
i=p+1
gq,λi−pαiSq(z,w)
 ,
folglich h ⊥ h und damit h = 0. Angesichts von Sq 6= 0 haben wir notwendigerweise
p∑
i=1
fq,λiαi +
2p∑
i=p+1
gq,λi−pαi = 0.
Da die Elemente λi paarweise verschieden sind, ist die Menge der Funktionen {fq,λi , gq,λi−p ; i ∈
{1, . . . , p}} linear unabhängig. Folglich ist α1 = . . . = α2p = 0. Demnach ist die Matrix Mλ1,...,λp tat-
sächlich invertierbar.
Bemerkungen: Wie hinlänglich bekannt ist, kann ein komplexes Polynom P (D) = anDn+· · ·+a1D+a0
im Allgemeinen mehrfache Nullstellen haben, und einige von ihnen können natürlich auch Null sein.
Daher besprechen wir nun, wie die Formel aus Satz 6.5 auf den allgemeinsten Fall angepaßt werden
kann.
54 KAPITEL 6. BERGMAN- UND SZEGÖKERNE BZGL. GESTÖRTER DIRACOPERATOREN
• Betrachten wir zunächst den Fall, bei dem alle Nullstellen des Polynoms P (D), bezeichnet mit
λ1, . . . , λn, komplexe Zahlen ungleich Null sind. Es sei zunächst angenommen, daß z.B. λ1 und
λ2 verschieden sind. Dann sind die zugehörigen Funktionen fq,λ1 , fq,λ2 , gq,λ1 , gq,λ2 offensichtlich
linear unabhängig. In diesem Fall ist der Ausdruck fq,λ2−fq,λ1λ2−λ1 ebenfalls linear unabhängig zu
fq,λ1 . Und das Gleiche gilt auch für die Funktionen gq,λ1 und
gq,λ2−gq,λ1
λ2−λ1 . Nehmen wir nun an,
daß λ2 = λ1 ist, was aus der Berachtung des Grenzwertes λ2 → λ1 resultiert. In diesem Fall geht
fq,λ2−fq,λ1
λ2−λ1 gegen
∂fq,λ1
∂λ1
. Dann fungieren fq,λ1 und
∂fq,λ1
∂λ1
als linear unabhängiges Paar von Funk-
tionen. Ähnlich fungieren weiterhin gq,λ1 und
∂gq,λ1
∂λ1
als linear unabhängiges Funktionenpaar.
Nehmen wir an, daß z.B. λ1 mit der Vielfachheit k auftritt, d.h. λ1 = λ2 = · · · = λk. Dann
müssen die Funktionen fq,λ1 , . . . , fq,λk und gq,λ1 , . . . , gq,λk ersetzt werden durch die Ausdrücke
fq,λ1 ,
∂fq,λ1
∂λ1
, . . . ,
∂k−1fq,λ1
∂λk1
und gq,λ1 ,
∂gq,λ1
∂λ1
, . . . ,
∂k−1gq,λi
∂λk1
in Satz 6.5. Satz 6.5 wird ähnlich angepaßt,
wenn andere Werte λi mit Vielfachheit ki auftreten. Beachte, daß die λi a priori feste Werte sind.
Die Ableitung ist so zu verstehen, daß sie symbolisch gebildet wird (als wäre λi eine Variable).
• Zuletzt nehmen wir nun an, daß wenigstens eine der Nullstellen des Polynoms P (D) gleich 0 ist.
O.B.d.A. sei λ1 = 0. Betrachtet man das Grenzverhalten λ1 → 0 in Lemma 6.2, dann vereinfacht
sich die Laurentreihe zur gewöhnlichen Fassung für monogene Funktionen [48] von der Form
f(z) =
+∞∑
q=0
Pq(z) +
+∞∑
q′=0
z
‖z‖m+2q P
′
q′(z).
In diesem Fall ersetzt man in Satz 6.3 bzw. in Satz 6.5 im Fall, daß ein einziger Wert λi gleich Null
ist, die Ausdrücke fq,0 durch 1 und gq,0 durch z‖z‖m+2q .
Nehmen wir nun weiter an , daß λ1 = λ2 = . . . = λk = 0. In diesem Fall können in Satz 6.5 die Aus-
drücke fq,λi (i = 1, . . . , k) ersetzt werden durch die Ausdrücke 1, z, z2, . . . , zk−1, was direkt aus
der Anwendung der bekannten Almansi-Fischer-Zerlegung für cliffordalgebrawertige Funktionen
aus dem Kern von Dk resultiert, siehe z.B. [48, 115]. Letzteres besagt auch, daß jede Funktion f im
Kern vonDk eine lokale Darstellung von der Form f1 +zf2 + · · ·+zk−1fk hat, wo f1, . . . fk Lösun-
gen zu Ker D sind. Im Fall, daß m ungerade ist, können die Ausdrücke gq,λi (i = 1, . . . , k) ersetzt
werden durch z‖z‖m+2q ,
z2
‖z‖m+2q , . . . ,
zk
‖z‖m+2q . Im Fallm gerade muß man jedoch zwischen zwei ver-
schiedenen Fällen unterscheiden bzgl. der Ersetzung der Funktionen gq,λi . Wenn k ≤ m+ 2q − 1,
können die Ausdrücke gq,λi (i = 1, . . . , k) auch ersetzt werden durch
z
‖z‖m+2q ,
z2
‖z‖m+2q , . . . ,
zk
‖z‖m+2q .
Falls dagegen k = m + 2q − 1, haben wir es mit dem Ausdruck z−1 zu tun. Gemäß [133] S. 104
können wir im Fall k = m + 2q gq,λk(z) = ln(‖z‖) setzen, was bis auf eine Konstante der Fun-
damentallösung von ∆(m/2) entspricht. In der Tat erhält man durch direktes Nachrechnen, daß
D ln(‖z‖) = cz−1, wobei c eine reelle Konstante ist.
Geht man weiter gemäß [133], S. 104 Formel (II.2.11), vor, kann man in den Fällen k = m+ 2q+ 2n
(n ∈ N, m gerade) für qq,λk den Ausdruck ‖z‖2n ln(‖z‖) nehmen. Anwendung des Diracoperators
liefert D[‖z‖2n ln(‖z‖)] = Cz2n−1 ln(‖z‖), mit C als reeller Konstanten. Zusammenfassend können
wir für alle k ≥ m+ 2q die Funktionen gq,λk durch zk−(m+2q) ln(‖z‖) ersetzen.
Als nächstes leiten wir die analogen Resultate für den Szegökern her:
Satz 6.6. Sei 0 < µ < 1, λ ∈ C \ {0} und nehme an, daß λ1, λ2 ∈ C \ {0} paarweise verschieden sind. Dann ist
Szegökern des Kreisrings mit den Radien r = µ und R = 1 bzgl. des Operators (Dz − λ) gegeben durch
Sλ(z,w) =
∞∑
q=0
(fq,λ, gq,λ) (z)Sq(z,w)
[T −1λ ]( fq,λ]gq,λ]
)
(w),
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wo Tλ = (tij)i,j=1,2 die Matrix mit den Einträgen
t11 = Sc{fq,λ](w)fq,λ(w)}
∣∣
‖w‖=1 − µn−1Sc{fq,λ](w)fq,λ(w)}
∣∣
‖w‖=µ
t21 = Sc{gq,λ](w)fq,λ(w)}
∣∣
‖w‖=1 − µn−1 Sc{gq,λ](w)fq,λ(w)}
∣∣
‖w‖=µ
t12 = Sc{fq,λ](w)gq,λ(w)}
∣∣
‖w‖=1 − µn−1 Sc{fq,λ](w)gq,λ(w)}
∣∣
‖w‖=µ
t22 = Sc{gq,λ](w)gq,λ(w)}
∣∣
‖w‖=1 − µn−1 Sc{gq,λ](w)gq,λ(w)}
∣∣
‖w‖=µ
ist.
Der Szegökern dieses Kreisrings für den Operator (Dz − λ1)(Dz − λ2) hat die Form
Sλ1,λ2(z,w) =
∞∑
q=0
(fq,λ1 , fq,λ2 , gq,λ1 , gq,λ2) (z)Sq(z,w)
[
T −1λ1,λ2
]
fq,λ]1
fq,λ]2
gq,λ]1
gq,λ]2
 (w),
wo Tλ1,λ2 = (tij)i,j=1,...,4 die Matrix mit Einträgen
tij =

Sc{fq,λ]i (w)fq,λj (w)}
∣∣∣
‖w‖=1
− µn−1Sc{fq,λ]i (w)fq,λj (w)}
∣∣∣
‖w‖=µ
, i, j ∈ {1, 2}
Sc{gq,λ]i−2(w)fq,λj (w)}
∣∣∣
‖w‖=1
− µn−1 Sc{gq,λ]i−2(w)fq,λj (w)}
∣∣∣
‖w‖=µ
, i ∈ {3, 4}, j ∈ {1, 2}
Sc{fq,λ]i (w)gq,λj−2(w)}
∣∣∣
‖w‖=1
− µn−1 Sc{fq,λ]i (w)gq,λj−2(w)}
∣∣∣
‖w‖=µ
, i ∈ {1, 2}, j ∈ {3, 4}
Sc{gq,λ]i−2(w)gq,λj−2(w)}
∣∣∣
‖w‖=1
− µn−1 Sc{gq,λ]i−2(w)gq,λj−2(w)}
∣∣∣
‖w‖=µ
, i, j ∈ {3, 4}
=

Jq+m2 −1(λ
]
i)Jq+m2 −1(λj) + Jq+m2 (λ
]
i)Jq+m2 (λj)
−µm−1
(
Jq+m2 −1(µλ
]
i)Jq+m2 −1(µλj) + Jq+m2 (µλ
]
i)Jq+m2 (µλj)
)
Yq+m2 −1(λ
]
i)Jq+m2 −1(λj) + Yq+m2 (λ
]
i)Jq+m2 (λj)
−µm−1
(
Yq+m2 −1(µλ
]
i)Jq+m2 −1(µλj) + Yq+m2 (µλ
]
i)Jq+m2 (µλj)
)
Jq+m2 −1(λ
]
i)Yq+m2 −1(λj) + Jq+m2 (λ
]
i)Yq+m2 (λj)
−µm−1
(
Jq+m2 −1(µλ
]
i)Yq+m2 −1(µλj) + Jq+m2 (µλ
]
i)Yq+m2 (µλj)
)
Yq+m2 −1(λ
]
i)Yq+m2 −1(λj) + Yq+m2 (λ
]
i)Yq+m2 (λj)
−µm−1
(
Yq+m2 −1(µλ
]
i)Yq+m2 −1(µλj) + Yq+m2 (µλ
]
i)Yq+m2 (µλj)
)
ist.
Beweis. Es genügt, den Fall p = 2 im Detail zu behandeln, da der Beweis für die Formel im Fall p = 2
direkt für den Fall p = 1 formuliert werden kann. Der gesamte Beweis kann in Analogie zum Fall des
Bergmankerns durchgeführt werden. Statt der Volumenintegrale müssen wir nun Oberflächenintegrale
über die Ausdrücke
Sq(z,w)fq,λ]i (w)fq
′,λj (w)Sq′(w,v)
Sq(z,w)gq,λ]i (w)fq
′,λj (w)Sq′(w,v)
Sq(z,w)fq,λ]i (w)gq
′,λj (w)Sq′(w,v)
Sq(z,w)gq,λ]i (w)gq
′,λj (w)Sq′(w,v),
die sich über die beiden Sphären vom Rand des Kreisrings erstrecken, betrachten. Ähnlich zum Beweis
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von Satz 6.5 erhalten wir, daß∫
w∈∂B(0,µ,1)
Sq(z,w)fq,λ]i (w)fq
′,λj (w)Sq′(w,v)dSw = δqq′‖w‖n−1Sq(z,v)Sc{fq,λ]i (w)fq′,λj (w)}
∣∣∣1
‖w‖=µ∫
w∈∂B(0,µ,1)
Sq(z,w)gq,λ]i (w)fq
′,λj (w)Sq′(w,v)dSw = δqq′‖w‖n−1Sq(z,v)Sc{gq,λ]i (w)fq′,λj (w)}
∣∣∣1
‖w‖=µ∫
w∈∂B(0,µ,1)
Sq(z,w)fq,λ]i (w)gq
′,λj (w)Sq′(w,v)dSw = δqq′‖w‖n−1Sq(z,v)Sc{fq,λ]i (w)gq′,λj (w)}
∣∣∣1
‖w‖=µ∫
w∈∂B(0,µ,1)
Sq(z,w)gq,λ]i (w)gq
′,λj (w)Sq′(w,v)dSw = δqq′‖w‖n−1Sq(z,v)Sc{gq,λ]i (w)gq′,λj (w)}
∣∣∣1
‖w‖=µ
und Aufsummieren über q = 0, 1, 2, 3, . . . führt zu
∑∞
q=0 δqq′ ‖w‖m−1Sq(z,v)Sc{fq,λ]i (w)fq′,λj (w)}
∣∣∣1
‖w‖=µ
= ‖w‖m−1Sq(z,v)Sc{fq,λ]i (w)fq,λj (w)}
∣∣∣1
‖w‖=µ
= Sq(z,v)tij .
und weiter
∞∑
q=0
δqq′‖w‖m−1Sq(z,v)Sc{gq,λ]i (w)fq′,λj (w)}
∣∣∣1
‖w‖=µ
= Sq(z,v)ti+2,j
∞∑
q=0
δqq′‖w‖m−1Sq(z,v)Sc{fq,λ]i (w)gq′,λj (w)}
∣∣∣1
‖w‖=µ
= Sq(z,v)ti,j+2
∞∑
q=0
δqq′‖w‖m−1Sq(z,v)Sc{gq,λ]i (w)gq′,λj (w)}
∣∣∣1
‖w‖=µ
= Sq(z,v)ti+2,j+2.
Die Invertierbarkeit der Matrix Tλ1,λ2 kann gezeigt werden, indem man die gleichen Argumente wie im
Beweis von Satz 6.5 anwendet und lediglich die Volumenintegrale durch die entsprechenden Oberflä-
chenintegrale ersetzt.
Bemerkung 6.7. Im Fall λ2 = λ1 ersetzt man erneut fq,λ2 und gq,λ2 jeweils durch
∂fq,λ1
∂λ1
bzw. ∂gq,λ1∂λ1 , in
Satz 6.6. In ähnlicher Weise verfährt man, wenn einer oder beide Werte λi = 0 der Funktionen fq,λi und gq,λi
ersetzt werden wie angegeben im zweiten Teil der Bemerkung nach Satz 6.5.
Satz 6.8. Der Hardyraum der Funktionen, die innerhalb des Kreisrings mit Radien r = µ ∈ (0, 1) und R = 1
der Gleichung
[
Πpj=1(Dz − λj)
]
f = 0 genügen und Randwerte in L2 haben, hat keine reproduzierende Szegö-
kernfunktion für alle p > 2.
Beweis. Sei p > 2. Um die Nichtexistenz des Szegökerns zu zeigen, betrachten wir die folgende Menge
von 2p Funktionen:
f0,λj (w) = Jm2 −1(λjr) +
w
‖w‖Jn2 (λjr), j ∈ {1, . . . , p}
g0,λj (w) = Ym2 −1(λjr) +
w
‖w‖Yn2 (λjr), j ∈ {1, . . . , p},
wobei wir r := ‖w‖ setzen. Die Menge der Funktionen f0,λj , g0,λj ist linear unabhängig auf dem Kreis-
ring. Schränken wir dagegen die Funktionen auf die Sphäre R = 1 und die Sphäre r = µ ein, stellen sie
sich als nichttriviale Linearkombinationen der Funktionen 1 und w heraus. Der Vektorraum, der von
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den Funktionen 1 und w auf der Sphäre R = 1 und 1 und w auf der Sphäre r = µ erzeugt wird, ist vier-
dimensional. Im Fall p ≥ 3 besteht die Menge der Funktionen f0,λj , g0,λj jedoch wenigstens aus sechs
Elementenund ist daher linear abhängig. Folglich existiert ein α = (α1, . . . , α2p)t ∈ C2p \ {0}, so daß p∑
j=1
αjf0,λj (w) +
2p∑
j=p+1
αjg0,λj−p(w)
∣∣∣∣∣∣
‖w‖=1,µ
= 0.
Die Funktion h :=
∑p
j=1 αjf0,λj +
∑2p
j=p+1 αjg0,λj−p erfüllt
[
Πpj=1(Dz − λj)
]
h = 0, da die Funktionen
f0,λj , g0,λj per Konstruktion im Kern von Π
p
j=1(Dz − λj) liegen.
Nehme nun an, daß ein reproduzierender Szegökern S für den zugehörigen Hardyraum des Kreisrings
existiert. Da die Funktion h ein Element dieses Hardyraums ist, folgt somit
h(z) =
∫
w∈∂B(0,µ,1)
S(z,w)h(w)dSw.
Es gilt jedoch h|‖w‖∈{1,µ} ≡ 0. In Konsequenz h ≡ 0 auf dem vollständigen Kreisring. Dies ist ein
Widerspruch, weil die Menge der Funktionen f0,λj , g0,λj für paarweise verschiedene Werte λj linear
unabhängig im Innern des Kreisrings ist, was h 6≡ 0 impliziert.
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Kapitel 7
Anwendungen auf partielle
Differentialgleichungen
7.1 Anwendungen der neuerrechneten Kerne auf PDGs
In den letzten 25 Jahren hat sich der Cliffordoperatorcalculus als sehr effizientes Hilfsmittel herausge-
stellt, um sowohl Darstellungen analytischer Lösungen zu konstruieren, als auch numerische Algorith-
men für große Klassen elliptischer und parabolischer Randwertprobleme in höheren Dimensionen zu
entwickeln. Das Spektrum ihrer Anwendungsmöglichkeiten umfaßt lineare genauso wie hochgradig
nichtlineare Randwertprobleme aus allen Bereichen der Physik und der Ingenieurswissenschaft, so z.B.
Elektromagnetismus, Optik, Elastizität, Strömungslehre bis hin zur modernen Quantenfeldtheorie. Die
grundlegende Theorie kann zusammengefaßt z.B. in den Büchern [69, 70, 98] gefunden werden. Beson-
dere Anwendungen auf konkrete Probleme im Bereich des Elektromagnetismus sind im Detail z.B. von
A. McIntosh und M. Mitrea in [117, 119], von V. V. Kravchenko und M. Shapiro und ihren Mitarbeitern,
vgl. z.B. [97, 100, 116], von W. Sprößig in [137] und in vielen weiteren Arbeiten behandelt worden.
7.1.1 Randwertprobleme der harmonischen Analysis
In diesem Unterabschnitt geben wir ein erstes Beispiel, wie die entwickelten Formeln benutzt werden
können, um Randwertprobleme aus der harmonischen Analysis vollständig analytisch zu behandeln.
Das schließt auch konkrete Probleme aus der mathematischen Physik mit ein.
Wie zuvor in der Arbeit, erwähnt ist neben dem Paravektorformalismus noch der Vektorformalismus
in der Funktionentheorie über Cliffordalgebren gebräuchlich. Für Dirichletprobleme bietet es sich auf
Grund der einfacheren Faktorisierung des Laplaceoperators an, in den Vektorformalismus zu wechseln,
was wir dann auch bis zum Ende dieses Kapitels tun werden.
Das einfachste Beispiel sind Probleme vom Dirichlettyp über diesen Gebieten. Sei S0,λ,1,k1 ein orthogo-
naler Kugelsektor wie zuvor eingeführt. Der Einfachheit halber wird die Abkürzung S verwendet.
Gemäß [69, 70] führen wir für diese bestimmten Gebiete die hyperkomplexen Theodorescu- und
Cauchytransformation wie folgt ein:
(TS)f(z) := − 1
ωm+1
∫
S
z − w
|z − w|m+1 f(w)dV (w)
und
(F∂Su)(z) :=
1
ωm+1
∫
∂S
z − w
|z − w|m+1n(w)u(w)dS(w)
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wobei n(w) das äußere Normaleneinheitsfeld in w ∈ ∂S und z ein innerer Punkt des Kreisrings ist. Wie
in [69] bezeichnen wir die mit dem Kugelschalengebiet S zugehörige Bergmanprojektion mit
(PSf)(z) :=
∫
S
B(z, w)f(w)dV (w)
wo B(z, w) die Bergmankernfunktion ist, die wir für diese Gebietsklasse in den vorherigen Abschnitten
bestimmt haben.
Nehmen wir nun an, daß f ∈ W k2 (S, Clm) und daß g ∈ W k+3/22 (S, Clm) beliebige vorgegebene Funktio-
nen seien, wobei Wh2 für den Raum der schwach differentierbaren Funktionen, deren h-te Ableitungen
(im Sinne von Sobolew)L2-integrierbar über S sind. Dann hat, durch direkte Adaption und Anwendung
von [69], das verallgemeinerte Dirichletproblem der Form
−∆u(z) = f(z) in S
u(z) = g(z) at ∂S
eine eindeutige Lösung, die explizit in der geschlossenen Form
u = F∂Sg + TSPSDG+ TSTSf − TSPSTSf ∈W k+2,loc2 (S, Cl0n) (7.1)
dargestellt werden kann, wobei G eine eindeutig bestimmte W k+22 (S, Clm)-Fortsetzung von g ist. Ein
Vorteil dieser Darstellung ist die Trennung der Einflüsse auf der rechten Seite und den Randwerten von
der Lösung. Mit den expliziten Darstellungsformeln, die wir im vorherigen Abschnitt entwickelt haben,
ist es nun möglich, die Darstellungsformel (7.1) für diese Gebiete explizit auszuwerten .
Im Spezialfall von drei Dimensionen und wenn f skalarwertig ist, modeliert dieses Randwertproblem
gerade das klassische Wärmeleitungsproblem im Kreisring einer Halbkugel (k1 = 1), einer Viertelku-
gel (k1 = 2), einer Achtelkugel (k1 = 3) oder der vollständigen Kugel (K1 = ∅, k1 := 0). f entspricht,
physikalisch interpretiert, bis auf Vielfache (die Wärmeleitfähigkeit) der internen Hitzeproduktion. u
repräsentiert die interne Temperatur und g die Temperatur, die auf dem Rand gemessen wird. Mit der
expliziten Kenntnis des Bergmankerns können wir die Lösung u vollständig analytisch über die expli-
ziten Integrale aus der Formel (7.1) ausdrücken.
Im R3 hat der Bergmankern die Form
B(x, y) =
1
4pi
{∑
k∈Z
[
Dx
λk
|1 + λ2kxy|Dy
]}
+
1
4pi
{∑
k∈Z
∑
∅6=A⊆K1
(−1)|A|
[
Dx
λk
|1 + λ2kxyA|Dy
−Dx λ
k
|yA − λ2kx|Dy
]}
,
wo x = x1e1 + x2e2 + x3e3 und y = y1e1 + y2e2 + y3e3. Man beachte, daß y = −y für alle Vektoren aus
R3 gilt, da sie keinen Skalarteil haben.
Bemerkung: Dies ist nur das einfachste Beispiel unter vielen für partielle Differentialgleichungen aus
der harmonischen Analysis, das mit diesen Techniken gelöst werden kann. Es ist auch das einfachste
Beispiel, dessen Lösungen durch die Teodorescutransformation, deren Kern universell für alle Gebiete
ist, und die Bergmanprojektion, deren Kern von der Geometrie des Gebietes abhängt, ausgedrückt wer-
den kann. Für all diese PDGs (siehe insbesondere [69]) kann man explizite Darstellungsformeln geben,
wenn man eine explizite Formel für den Bergmankern hat. Sogar die Lösungen nicht-linearer Probleme
wie das stationäre Navier-Stokes-Problem mit Wärmetransfer kann mit diesen Integraloperatoren aus-
gedrückt werden , vergleiche dazu auch [43]. Dies ist nur einer der Gründe, warum die Kenntnis einer
expliziten Darstellung des Bergmankerns wichtig ist.
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7.1.2 Eine konkrete Anwendung auf Gleichungen vom Helmholtztyp
In diesem Abschnitt wird ein Beispiel für eine Anwendung der Kernfunktionen gestörter Diracoperato-
ren aus der zweiten Hälfte des vorherigen Kapitels angegeben.
Betrachten wir den Fall p = 2 und λ1 = −λ2. Nach Anwendung des Cliffordalgebracalculus kann die
Gleichung
(D+ λ1)(D− λ1)u(z) = −f(z).
umgeschrieben werden auf die Form (∆ + λ21)u(z) = f(z).
Wenn λ1 reell ist, haben wir es mit der Helmholtzgleichung zu tun, die explizit für den dreidimensio-
nalen Fall in [69] auf S. 81 behandelt wird. Der positive Zweig der Quadratwurzel von λ1 hat dann die
physikalische Interpretation als Wellenzahl k. Die Lösungen der Helmholtzgleichung umfassen die Lö-
sungen der zeitharmonischen Maxwellgleichungen, siehe z.B. [96, 98, 119]. Wenn λ1 rein imaginär ist,
schreibe dabei λ1 = iΛ1, dann haben wir es mit der Klein-Gordon-Gleichung im zeitunabhängigen Fall
zu tun (mit Λ1 = mc~ ), wobei m für die Masse steht, c für die (gerichtete) Lichtgeschwindigkeit und ~ das
plancksche Wirkungsquantum, siehe z.B. [99].
Man betrachte nun das folgende konkrete Randwertproblem bzgl. allgemeiner komplexer Werte für
λ1. Nehme konkret an, Ω sei ein Kreisring mit Radien r = µ ∈]0, 1[ und R = 1 in Rm. Sei f eine
gegebene Funktion aus dem Sobolewraum W 2,k(Ω), d.h. ihre k-te Ableitung im Sinne von Sobolew
ist quadratintegrierbar über dem Kreisring. Sei weiter g eine gegebene Funktion auf dem Rand des
Kreisrings, die zu W 2,k+3/2(∂Ω) gehöre. Wie in [69] S. 81 konkret für den dreidimensionalen Fall für
reelles λ1 gezeigt, kann auch für allgemeines m ∈ N und beliebige komplexe Zahlen λ die eindeutige
Lösung des Randwertproblems
(∆ + λ21)u(z) = f(z) on Ω
u(z) = g(z) at ∂Ω
durch hyperkomplexe Integraloperatoren ausgedrückt werden. Verallgemeinert man die Rechnungen
aus [69] S.81–83 für den etwas allgemeineren Rahmen komplexer Werte für λ1 und allgemeiner m ∈ N,
kann die Lösung des gestellten Randwertproblems immer noch geschrieben werden als
u = Fλ1g + T−λ1Pλ1(D− λ1)h− T−λ1(I −Pλ1)Tλ1f ∈W 2,k+2(Ω), (7.2)
wo h eineW 2,k+2(Ω)-Erweiterung von g ist. Hierbei ist ferner I der Identitätsoperator, Tλ1 die Teodores-
cutransformation, Fλ1 die Cauchytransformation und Pλ1 die Bergmanprojektion bzgl. des Operators
D − λ1 zugehörig zum Gebiet Ω. Die Teodorescutransformation und die Cauchytransformation haben
unabhängig vom Gebiet Ω im allgemeinen m-dimensionalen Fall die folgende universelle Darstellung:
(Tλu)(z) = −
∫
Ω
eλ(z−w)u(w)dVw z ∈ Rm
bzw.
(Fλu)(z) =
∫
∂Ω
eλ(z−w)n(w)u(w)dSw z ∈ Rm\∂Ω,
wo
eλ(z) =

pii
AmΓ(n/2)
(
λ
2
)m/2
‖z‖1−m/2
[
H
(1)
m/2−1(λ‖z‖)− z‖z‖H(1)m/2(λ‖z‖)
]
, =(λ) > 0
−pii
AmΓ(m/2)
(
λ
2
)m/2
‖z‖1−m/2
[
H
(2)
m/2−1(λ‖z‖)− z‖z‖H(2)m/2(λ‖z‖)
]
, =(λ) < 0
pi
AmΓ(n/2)
(
λ
2
)m/2
‖z‖1−m/2
[
Ym/2−1(λ‖z‖)− z‖z‖Ym/2(λ‖z‖)
]
, =(λ) = 0
die Fundamentallösung zu (D− λ)u = 0 in Rm ist, vgl. [140]. Die Funktionen H(1) und H(2) stehen für
die Hankelfunktionen, definiert durch
H(1)ν (z) = Jν(z) + iYν(z), ν ∈ N, z ∈ C
H(2)ν (z) = Jν(z)− iYν(z),
62 KAPITEL 7. ANWENDUNGEN AUF PARTIELLE DIFFERENTIALGLEICHUNGEN
siehe [65] für weitere Details. Im Spezialfall n = 3 und =(λ) = 0, der in [69] behandelt wird, vereinfacht
sich die Fundamentallösung tatsächlich zu dem Ausdruck
eλ(z) =
z
4pi‖z‖3
[
cos(λ‖z‖) + ‖z‖λ sin(λ‖z‖)
]
+
λ cos(λ‖z‖)
4pi‖z‖ e0,
der in [69] angegeben wird. Im Fall λ = 0 reduziert sich der Ausdruck eλ(z) zur gewöhnlichen Cauchy-
kernfunktion, d.h. − z‖z‖m (m = 3 im dreidimensionalen Fall).
Die Bergmanprojektion P ist jedoch stark abhängig vom jeweiligen Gebiet. Im Fall wo Ω der Kreisring
mit Radien r = µ ∈]0, 1[ und R = 1 ist, hat sie die konkrete Form
[Pλih](z) =
∫
Ω
Bλi(z,w)h(w)dVw, i = 1, . . . , p.
woBλi(z,w) (i = 1, . . . , p) genau die Bergmankernfunktion des Kreisrings für den Operator (D−λi) ist,
die wir in Kapitel 6 berechnet haben. Im Spezialfall λi = 0 kann der Bergmankern hergeleitet werden,
indem man fq,0 =: 1 und gq,0 := z‖z‖m+2q in Satz 6.3 ersetzt. Alternativ können wir für den Bergmankern
Des Kreisrings zugehörig zu Ker D die Reihendarstellungsformel
B(z,w)0 :=
1
(m− 2)ωm
∑
kZ
Dz
µk(m−2)
‖1 + µ2kzw‖m−2Dw
benutzen, die wir in Kapitel 6 bestimmt haben. Die Kenntnis der expliziten Darstellung des Bergman-
kerns vom Kreisring für Elemente in Ker (D−λ) ermöglicht es uns folglich, die Darstellungsformel (7.2)
explizit-vollständig auszuwerten und erlaubt uns, die Lösungen des gestellten Randwertproblems ana-
lytisch zu bestimmen.
7.2 Dirichletprobleme bzgl. polynomialer Diracoperatoren
7.2.1 Einführung
In diesem Kapitelabschnitt konzentrieren wir uns speziell auf die Behandlung höherdimensionaler po-
lynomialer Diracgleichungen von beliebigem polynomialen Grad mit bestimmten reellen Koeffizien-
ten. Dies umfaßt homogene und inhomogene zeitharmonische Maxwellgleichungen, Gleichungen vom
Helmholtztyp mit reellen und komplexen Parametern und die Klein-Gordon-Gleichung als besonders
interessante Spezialfälle.
Zu Beginn erinnern wir kurz an die wohlbekannte Aussage, daß im monochromatischen Fall die Kom-
ponenten des elektrischen und magnetischen Feldes in einem isotropen Medium D ⊂ R3 ohne Ladun-
gen und Stömungen im Innern von der folgenden Menge an Maxwellgleichungen bestimmt werden
rot H = σE rot E = iωµH
div H = 0 div E = 0.
Hierbei ist σ := σ∗ − iωε die komplexe elektrische Leitfähigkeit. ε ist die Dielektrizitätskonstante; µ
ist die magnetische Durchlässigkeit und σ∗ ist die elektrische Leitfähigkeit des Mediums, welches der
reziproke Wert des elektrischen Widerstands ρ = 1σ∗ ist. Der Wert σ ist der Kehrwert der elektrischen
Impedanz. Ihr Imaginärteil ist genau gleich Null, genau dann, wenn Strömung und Spannung in Phase
sind. Dann ist der Stromkreis rein resistiv. In den anderen Fällen ist er entweder induktiv (=(σ) > 0)
oder kapazitiv (=(σ) < 0).
Wie ebenfalls wohlbekannt ist, genügen im zeitharmonischen Fall die elektrischen und magnetischen
Felder E und H den homogenen Helmholtzgleichungen
∆E− ΛE = 0
∆H− ΛH = 0,
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wobei Λ := −iωµσ∗ − ω2µε = −iωµσ ∈ C. Beachte, daß sobald der monochromatische Fall gelöst ist,
es möglich ist, den allgemeinen zeitabhängigen Fall zu lösen, z.B. mit der Standard-Fourier-Methode,
auch als Zeitdiskretisierung in der Ingenieurswissenschaft bezeichnet.
Es sollte beachtet werden, daß vom quantenmechanischen Standpunkt aus gesehen dieses System ei-
ne weitere Bedeutung hat für den Fall, wo Λ eine positive reelle Zahl ist. Durch die Identifizierung
Λ = m
2c2
~2 , mit m als Masse eines Teilchens, c als Lichtgeschwindigkeit und ~ als plancksches Wirkungs-
quantum , können die Lösungen der vorherigen Gleichung als Lösungen der Klein-Gordon-Gleichung
aufgefaßt werden, siehe auch [99]. Diese sind genau die stationären Lösungen der Schrödingerglei-
chung.
Die Verwendung von Cliffordanalysis ermöglicht es, beide Systeme partieller Differentialgleichungen
zweiter Ordnung auf elegante Art durch elliptische partielle Differentialoperatoren erster Ordnung aus-
zudrücken, d.h. durch die Faktorisierung
(D−
√
Λ)(D+
√
Λ)E = 0
(D−
√
Λ)(D+
√
Λ)H = 0,
wo wir den Zweig der Wurzel λ :=
√
Λ so wählen, daß <(λ) > 0. In diesem speziellen Rahmen des
Elektromagnetismus wird die Zahl λ physikalisch interpretiert als eine Mediumswellenzahl. Hiebei ist
D :=
3∑
i=1
ei
∂
∂xi
der dreidimensionale Diracoperator, der den euklididsche Laplaceoperator faktorisiert
durch D2 = −∆, wenn die Multiplikation im Sinne der Cliffordmultiplikationen in der komplexen
Cliffordalgebra Cl3(C) verstanden wird.
All diese speziellen Probleme tauchen folglich als sehr spezielle Beispiele allgemeiner polynomialer Di-
racgleichungen mit reellen Koeffizienten der Form P (Dx)u(x) = f(x) auf, wobei P (X) = anXn + . . .+
a1X+a0 ein Polynom mit reellen Koeffizienten a0, . . . , an ist. Da jedes komplexe Polynom in lineare Fak-
toren zerlegbar ist, wird das allgemeine Probleme auf die Betrachtung polynomialer Diracgleichungen
von der Form (Dx − λ1) · · · (Dx − λn)u(x) = f(x) reduziert, mit komplexen Werten λ1, . . . , λm, welche
mehrfach vorkommen oder gleich Null sein können. Aus technischen Gründen beschränken wir uns in
dieser Arbeit nur auf die Fälle, wo die Wurzeln λ1, . . . , λm alle reell sind.
Im besonderen Fall n = 1 und f ≡ 0 hat man es mit Lösungen der homogenen, zeitharmonischen Max-
wellgleichungen zu tun. Der Fall, der mit einer Funktion f ungleich Null auf der rechten Seite zu tun
hat, ist der Fall, wo wir Nettoladungen und Stromfluß innerhalb des Gebietes, in dem wir das zeithar-
monische elektromagnetische Problem betrachten, haben. Im Fall n = 2 und λ2 = λ1 haben wir es mit
der verallgemeinerten Gleichungen vom Helmholtztyp zu tun, mit komplexem Parameter λ = µωσ,
wobei σ die komplexe elektrische Leitfähigkeit ist.
Das Ziel dieses Abschnitts ist es, explizite Darstellungsformeln für allgemeine Probleme vom Dirich-
lettyp bzgl. allgemeinerer polynomieller Diracgleichung aufzustellen (mit der einzigen Einschränkung,
daß die Polynome alle Nullstellen in R haben) in Gebieten von Rm mit bestimmten Randbedingungenm
unter denen wir Lösungen ohne Aufblähungen innerhalb des betrachteten Gebietes erhalten. Diese um-
fassen einige der erwähnten speziellen Gleichungen aus der Physik als wichtige Unterfälle innerhalb
eines einheitlichen Gerüsts. In Adaption der vorhergegangenen Resultate von K. Gürlebeck, W. Sprö-
ßig [70], U. Kähler [82], F. Sommen, Xu Zhenyuan [134, 140, 141], J. Ryan [126] und anderen, benutzen
wir angepaßte Versionen der Teodorescutransformation, der Cauchytransformation, Plemeljprojektoren
und der Bergmanprojektion, um die Lösungen polynomialer Diracgleichungen bzgl. reeller Polynome,
deren Nullstellen alle inR liegen, darzustellen. Das strukturelle, von W. Sprößig in [136] aufgestellte, Re-
sultat für polynomiale Diracgleichungen von geradem Grad zugehörig zu einer besonderen Auswahl
von Koeffizienten wird auf den Kontext polynomialer Diracgleichungen unter den erwähnten Bedin-
gungen an die Koeffizienten erweitert.
Im Fall polynomialer Diracgleichungen mit ungeradem Grad hat man besondere, zusätzliche Randbe-
dingungen zu betrachten, um eine Lösung zu erhalten. Um dies zu bewerkstelligen, beziehen wir die
Plemeljprojektion der Funktion auf dem Rand mit ein. Durch Erhebung einer Randbedingung, die die
Plemeljprojektion miteinschließt, bestimmen wir in natürlicher Weise die Wahl des singularitätsfreien
Teils der Lösung, ob sie entweder regulär im Inneren oder im Äußeren des Gebietes ist. Durch Erhebung
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der regulären Plemeljprojektion P als Randbedingung vermeiden wir Aufbläheffekte der Lösungen im
Innern des betrachteten Gebietes.
Es wurde bereits gezeigt (siehe [5]), daß diese Ergebnisse auf unbeschränkte Gebiete erweitert wer-
den können, in allen Fällen, wo die Werte λi keine Elemente von iR\{0} sind. Zur Veranschaulichung
werden diese Ergebnisse noch einmal präsentiert. Im Fall der sphärischen und konzentrischen Kreis-
ringgebiete in Rm geben wir vollständig explizite Formeln für alle Kerne an. Diese erlauben es uns, die
Lösungen zu all diesen Randwertprobleme vollständig explizit auszudrücken über Reihen von Bessel-
funktionen und homogenen monogenen Polynomen.
7.2.2 Vorbereitung
Wir bewegen uns erneut im Bereich der komplexen Cliffordalgebren, die in 6.1 eingeführt wurden.
Sei Ω ⊆ Rm eine offene Menge und x := x1e1 + · · ·xmem eine Vektorvariable. Sei Dx =
∑m
j=1
∂
∂xj
ej der
Euklidische Diracoperator. Sei λ ∈ K fürK ∈ {R,C}. Eine Funktion u : Ω→ Clm(K), die (Dx−λ)u(x) =
0 erfüllt, wird λ-holomorph oder λ-monogen genannt. Für Details siehe z.B. [69, 98, 126, 134, 140] und
anderswo.
7.2.3 Hyperkomplexe Integraloperatoren
Sei λ ∈ C eine beliebige komplexe Zahl. In diesem Abschnitt führen wir einige wohlbekannte Integral-
operatoren ein, die z.B. in [69, 70] und anderswo gebraucht werden. In Anbetracht von beispielsweise
[140], kann die Fundamentallösung zu (Dx − λ)u(x) = 0 im Rm ausgedrückt werden durch
eλ(x) =

pii
AmΓ(m/2)
(
λ
2
)m/2
‖x‖1−m/2
[
H
(1)
m/2−1(λ‖x‖)− x‖x‖H(1)m/2(λ‖x‖)
]
, =(λ) > 0
−pii
AmΓ(m/2)
(
λ
2
)m/2
‖x‖1−m/2
[
H
(2)
m/2−1(λ‖x‖)− x‖x‖H(2)m/2(λ‖x‖)
]
, =(λ) < 0
pi
AnΓ(m/2)
(
λ
2
)m/2
‖x‖1−m/2
[
Ym/2−1(λ‖x‖)− x‖x‖Ym/2(λ‖x‖)
]
, =(λ) = 0.
Hierbei bezeichnet
ωm = 2pim/2/Γ(m/2)
das Oberflächenmaß der Einheitskugel im Rm.
Die Funktionen H(1) und H(2) sind die Hankelfunktion, definiert durch
H(1)ν (z) = Jν(z) + iYν(z), ν ∈
1
2
N, z ∈ C
H(2)ν (z) = Jν(z)− iYν(z),
siehe [65] für Details. Im dreidimensionalen Fall m = 3 vereinfacht sich die Fundamentallösung im Fall
=(λ) = 0 zu folgendem Ausdruck, siehe [69]:
eλ(x) = − x4pi‖x‖3
[
cos(λ‖x‖)− ‖x‖λ sin(λ‖x‖)
]
− λ cos(λ‖x‖)
4pi‖x‖ e0.
Im Fall λ = 0 vereinfacht sich der Ausdruck eλ(x) zur gewöhnlichen Cauchykernfunktion, d.h. − x‖x‖m
(m = 3 im dreidimensionalen Fall). Angenommen, Ω ⊂ Rm ist ein beschränktes Gebiet mit stückweise
glattem Liapunovrand. Nehmen wir ab jetzt weiterhin an, daß λ ∈ R. Dann ist, z.B. nach [5, 70], die
zugehörige Teodorescutransformation gegeben durch
[Tλu](x) = −
∫
Ω
eλ(x− y)u(y)dV (y), x ∈ Rm
für u ∈ C(Ω).
Die Cauchytransformation entspricht
[Fλu](x) =
∫
∂Ω
eλ(x− y)n(y)u(y)dS(y), x ∈ Rm\∂Ω
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für u ∈ C1(Ω) ∩ C(Ω).
Ferner führt man die Plemelj-Projektionsoperatoren ein durch
[Pλu](x) := lim
y→x,y∈Ω
[Fλu](y) =
1
2
u(x) +
1
Am
P.V.
∫
Γ
eλ(x−w)n(w)u(w)dS(w)
und
[Qλu](x) := − lim
y→x,y 6∈Ω
[Fλu](y) = −12u(x) +
1
Am
P.V.
∫
Γ
eλ(x−w)n(w)u(w)dS(w),
wobei m das gewöhnliche äußere Normalenfeld für das orientierte Oberflächenintegral ist, P.V. für
den Hauptwert (principal value) im Sinne von Cauchy steht und der Grenzwert nicht-tangential zu
verstehen ist, und u hölderstetig auf Γ mit einer Hölderkonstanten β ∈ (0, 1] ist.
Allgemeiner wollen wir polynomiale Diracgleichungen der Form
P (Dx)u(x) = f(x)
betrachten, wobei P (Dx) = anDnx + · · · + a1Dx + a0 ein polynomialer Ausdruck von beliebigem Grad
n ∈ N ist, und a0, . . . , an beliebige reelle Koeffizienten sind, sodaß P (Dx) nur reelle Nullstellen hat. Der
Einfachheit halber schreiben wir abkürzend P (D), wenn klar ist, welche Variable betrachtet wird. Für
die grundlegende Theorie polynomialer Diracgleichungen verweisen wir den Leser auf, beispielsweise,
[134, 126].
Eine wichtige Eigenschaft der Nullösungen solch einer allgemeinen polynomialen Diracgleichung ist,
daß die Menge der Funktionen in L2(Ω, Clm(R)), die in Ker P (D) enthalten sind, einen eindeutigen
reproduzierenden Bergmankern, bezeichnet mit BP (D)(x,y), besitzt. J. Ryan hat in [126] nachgewiesen,
daß dieser Kern existiert für jedes Gebiet mit einen stückweise glatten Liapunovrand. In [42] wurde
gezeigt, daß er sogar für jede Art beschränktes oder unbeschränktes Gebiet existiert.
Der Bergmankern erfüllt
f(x) =
∫
Ω
BP (D)(x,y)f(y)dV (y).
Die zugehörige Bergmanprojektion
P : L2(Ω, Clm(R))→ L2(Ω, Clm(R)) ∩Ker P (D), [Pf ](x) :=
∫
Ω
BP (D)(x,y)f(y)dV (y)
bewirkt die orthogonale Projektion vom Raum L2(Ω, Clm(R)) auf den Bergmanraum
L2(Ω, Clm(R)) ∩Ker P (D),
welcher mit dem inneren Produkt
< f, g >:=
(∫
Ω
f (y)g(y)dV (y)
)
versehen ist.
In der Schreibweise des inneren Produktes hat die Reproduktionseigenschaft die Form
f(z) =< B(·, z), f > .
die Orthoprojektion auf den komplementären Unterraum von L2(Ω, Clm(R)) wird fortan mitQ := I−P
bezeichnet, wobei I der Identitätsoperator ist.
Im Gegensatz zum Cauchykern, der in der Cauchy- und Teodorescutransformation auftritt, ist der
Bergmankern abhängig vom zugrundeliegenden Gebiet. Die Bestimmung expliziter Formeln für den
Bergmankern ist im Rahmen der höherdimensionalen Funktionentheorie sehr schwierig. Jedoch ist ihre
Kenntnis sehr wichtig, wenn wir Probleme vom Dirichlettyp für polynomiale Diracgleichungen analy-
tisch lösen wollen, wie wir im Folgenden sehen werden.
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Für die besondere Klasse von Unterfällen, die das System 1. Ordnung (Dx − λ)f(x) = 0 mit λ ∈ C\{0})
behandeln, ist eine Formel für den Bergmankern für die Einheitskugel in [18] bestimmt worden. Im
Grenzfall λ→ 0 erhält man die Formel für den monogenen Bergmankern der Einheitskugel, angegeben
in [16, 17, 47].
In Kapitel 6 und [34, 42] war es möglich, explizite Formeln für den Bergmankern für polynomiale Dirac-
gleichungen anzugeben, im Fall wo Ω der konzentrische Kreisring mit Radien r = µ ∈ [0, 1[ und R = 1
als Rand ∂Ω ist. Der Grenzfall µ = 0 behandelt die Einheitskugel.
7.2.4 Randwertprobleme polynomialer Diracgleichungen
In diesem Abschnitt geben wir eine Anwendung an für die expliziten Formeln für die Bergmankerne,
die in in Kapitel 6 und [34, 42] berechnet wurden. Es wird gezeigt, inwiefern diese nützlich und notwen-
dig ist, explizite Darstellungsformeln für allgemeine Randwertprobleme vom Dirichlettyp P (D)u = f
im Innern des Kreisrings und mit vorgegeben Werten auf den Randstücken des Kreisrings aufzustellen.
Hierbei kann P jeder beliebige polynomiale Ausdruck in D mit komplexen Koeffizienten sein. Ohne
Beschränkung der Allgemeinheit sei angenommen, daß der Leitkoeffizient 1 ist, P (D) also die Form
Dn + an−1Dm−1 + · · · a1D+ a0 hat. Wohlbekannt ist, daß jedes derartige komplexe Polynom vom Grad
n zerlegt werden kann in n lineare Faktoren (D − λ1) · · · (D − λn). Diese Werte λ1, λ2, · · · , λn sind re-
elle Zahlen und müssen nicht notwendig paarweise verschieden sein. Einige können auch Null sein.
Betrachte zunächst den allgemeineren Fall wo Ω ⊂ Rm ein beliebiges, beschränktes Gebiet ist, das einen
stückweise glatten Liapunovrand hat, der mit ∂Ω oder abkürzend mit Γ bezeichnet wird.
Die Funktion f auf der rechten Seite soll hierbei ein Element des Lebesgueraums L2(Ω, Clm(C)) sein.
Eine wichtige Frage ist, welche Randwertbedingungen für die Gleichung P (D)u = f gefordert werden,
sodaß dieses System eine Lösung hat, insbesondere eine eindeutige Lösung. Ein weiterer Punkt ist, eine
explizite Darstellungsformel für diese Lösungen angeben zu können. Wir werden sehen, daß wir die
Lösungen über die oben beschriebenen Integraloperatoren ausdrücken können. In den Fällen kreisring-
förmiger Gebiete und der Kugel können wir explizite Formeln für den Bergmankern aufstellen, indem
wir die zuvor in dieser Arbeit bzw. in [34, 42] bestimmten Formeln verwenden.
Bevor wir anfangen, rekapitulieren wir noch die Abbildungseigenschaften diverser Operatoren, die im
Folgenden benutzt werden. Seien λ und µ beliebige reelle Zahlen. Nehme zunächst an, daß Ω ⊂ Rm ein
beliebiges, beschränktes Gebiet mit einem stückweise glatten Liapunovrand ist. Dann haben wir, gemäß
z.B. [9, 70], daß
Tλ : W kp (Ω, Cln(R)) −→W k+1p (Ω, Clm(R)) (7.3)
Fλ : W
k− 1p
p (Γ, Clm(R)) −→W kp (Ω, Clm(R)) ∩Ker (D− λ) (7.4)
Pλ : L2(Ω, Clm(R)) −→ Ker (D− λ) ∩ L2(Ω, Clm(R)) (7.5)
Qλ : L2(Ω, Clm(R)) −→ (D− λ])
◦
W 12 (Ω, Clm(R)) ∩ L2(Ω, Clm(R)) (7.6)
(trΓTµFλ) : imPλ ∩W k+
1
2
2 (Γ, Clm(R)) −→ imQµ ∩W k+
3
2
2 (Γ, Clm(R)). (7.7)
Hierbei bezeichnet trΓ den Spuroperator, welcher einfach die Einschränkung seines Arguments auf den
Rand Γ als Wert hat.
Bemerkung 7.1. Den obigen Abbildungseingenschaften liegt die Eigenschaft des L2-Raums zugrunde, auf fol-
gende Art orthogonal zerlegt werden zu können:
L2(Ω, Clm(R)) = kerDλ ∩ L2(Ω, Clm(R))⊕Dλ]
◦
W 12 (Ω, Clm(R)).
Dieses Zerlegung ist nach aktuellem Forschungsstand nur für λ ∈ R∪ iR gesichert, weshalb wir uns im Rahmen
dieser Arbeit nur auf solche Werte beschränken. Eine Erweiterung der orthogonalen Zerlegung auf komplexe
Zahlen außerhalb der Hauptachsen ist Teil der kommenden Dissertation von Hoai Thu Le ([108]).
Wir fangen mit einem wichtigen Satz an, den wir im Laufe des Kapitels noch wiederholt verwenden
werden, nämlich der Version der Borel-Pompeiu-Formel für gestörte Diracoperatoren gemäß unserer
Definition:
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Korollar 7.2 (Borel-Pompeiu-Formel). Sei Ω ⊆ Rm ein Gebiet welches durch eine stückweise glatte Liapuno-
voberfläche Γ beschränkt ist. Dann gilt für jedes u ∈ C1(Ω, Clm(R)) ∩ C(Ω, Clm(R)) und λ ∈ R, daß
(Fλu)(z) + (TλDλu)(z) =
{
(DλTλu)(z) = u(z), z ∈ Ω
0, z ∈ Rm \ Ω
Ein Beweis kann in [70] gefunden werden.
Als erstes schauen wir uns das einfachste System einer polynomialen Diracgleichung an. Dieses hat den
Grad 1.
Satz 7.3. Sei λ ∈ R. Sei Ω ⊂ Rm ein beliebiges, beschränktes Gebiet mit einem stückweise glatten Liapunovrand.
Seien f ∈ W k+12 (Ω, Clm(R)) und g ∈ W k+3/22 (Γ, Clm(R)) und g ∈ imPλ. Dann haben die Lösungen des
Systems
(Dx − λ)u(x) = f(x) in Ω
Pλu(x) = g(x) on ∂Ω
die Form h+ Tλf ∈W k+22 (Ω, Clm(R)) , wobei h eine W k+22 (Ω, Clm(R))-Erweiterung von g ist.
Beweis. Angenommen, h sei eine W k+22 (Ω, Clm(R))-Ausdehnung von g auf Ω. Dann folgt aus der Borel-
Pompeiu-Formel:
[Fλu](x) + [Tλ(Dx − λ)]u(x) = u(x) in Ω.
Folglich ist
h(x) = [Fλu](x) = u(x)− [Tλ(Dx − λ)]u(x) = u(x)− [Tλf ](x).
Daher u = h+ [Tλf ].
Angesichts der Abbildungseigenschaften von Tλ (siehe (7.3)), haben wir [Tλf ] ∈ W k+22 (Ω, Clm(R)) und
folglich u ∈W k+22 (Ω, Clm(R)).
Es ist gemeinhin bekannt, siehe zum Beispiel [69, 70] und in vielen anderen Lehrbüchern über klassische
harmonische Analysis, daß das analoge Randwertproblem zweiter Ordnung
(D− λ)(D− λ])u(x) = f(x) in Ω
u(x) = g(x) on ∂Ω
immer eine Lösung hat für g ∈ imPλ. Folgens z.B. [69] kann eine Lösung zu diesem System dargestellt
werden in der Form
u = Fλ]g + Tλ]Pλ(D− λ])h+ Tλ](I−Pλ)Tλf.
Hierbei ist Pλ die Bergmanprojektion zugehörig zum Operator erster Ordnung P (D) = D− λ. Im Fall,
daß λ reell ist, ist dies die klassische Helmholtzgleichung und wenn λ rein imaginär ist, haben wir es
mit der Klein-Gordon-Gleichung zu tun. Nun betrachten wir zwei in [136] aufgestellte Sätze und prä-
sentieren einen vollständigen, detaillierten Beweis dazu, da dies nicht in [136, 70] durchgeführt wurde,
auch, weil wir die Technik und Schritte dieser Beweise benötigen, um das Hauptresultat (Satz 7.7) dies
Abschnitts zu beweisen.
Für den folgenden Satz führen wir folgende Operatoren ein:
Pλµ := Fλ (trΓTµFλ)
−1
trΓTµ
Qλµ := I−Pλµ
für jedes λ, µ ∈ R.
Bemerke, daß (trΓTµFλ)
−1
trΓ und somit Pλµ nur existiert, wenn das Randwertproblem
DλDµu = 0 inΩ (7.8)
u = g onΓ, (7.9)
lösbar ist.
Von jetzt an wird davon ausgegangen, daß dieses Problem eindeutig lösbar ist.
Aus [70] (siehe Seite 147) haben wir das folgende
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Lemma 7.4. Für n ≥ 1 ist die Projektion Pλµ ein stetiger Operator innerhalb des Sobolewraums
Wn2 (Ω, Clm(R)).
Somit haben wir auch
Qλµ : Wn2 (Ω, Cln(R)) −→Wn2 (Ω, Clm(R)). (7.10)
Satz 7.5. Sei f ∈ Wn2 (Ω, Clm(R)), g ∈ Wn+
3
2
2 (Γ, Clm(R)) ∩ imPλ und das Problem (7.8) lösbar. Im Fall, daß
λ2 und µ2 keine Eigenwerte des negativen Laplaceoperators −∆ sind, hat das Randwertproblem
(Dx − λ)(Dx − µ)u(x) = f(x) in Ω
u(x) = g(x) auf Γ,
eine Lösung u ∈Wn+22 (Ω, Clm(R)), die dargestellt werden kann durch die Formel
u = Fµg + TµFλ (trΓTµFλ)
−1
Qµg + TµQλµTλf.
Beweis. Zuerst haben wir
(D− µ)u = (D− µ)Fµ︸ ︷︷ ︸
=0
g + (D− µ)Tµ︸ ︷︷ ︸
=I
Fλ (trΓTµFλ)
−1
Qµg + (D− µ)Tµ︸ ︷︷ ︸
=I
QλµTλf
= Fλ (trΓTµFλ)
−1
Qµg +QλµTλf,
und
(D− λ)(D− µ)u = (D− λ)Fλ (trΓTµFλ)−1Qµg +DλQλµTλf
= (D− λ) (I−Pλµ)Tλf
= (D− λ)Tλf −Pλµ(D− λ)︸ ︷︷ ︸
=0
Tλf
= f,
da
imPλµ ⊆ {f : Ω→ Clm(R); (D− λ)(D− µ)f = 0}
.
Für die Randbedingung berechnet man
trΓTµQλµTλf = 0,
und
trΓFµg + trΓTµFλ (trΓTµFλ)
−1
Qµg = Pµg +Qµg = g.
Die erste Gleichung wird dabei wie folgt gezeigt:
Aus der Definition von Pλµ und Qλµ haben wir
trΓTµQλµTλf = trΓTµTλf − trΓTµPλµTλf
= trΓTµTλf − trΓTµFλ (trΓTµFλ)−1︸ ︷︷ ︸
=I
trΓTµTλf
= 0.
Weil g ∈ Wn+ 32 (Γ, Clm(R)), folgt durch Anwendung der Eigeschaft (7.4), daß Fµg ∈ Wn+22 (Ω, Clm(R)),
nach Einsetzen von k = n+ 2 und p = 2 in (7.4) ist.
Die Eigenschaft (7.7) wiederum führt zu
(trΓTµFλ)
−1
Qµg ∈Wn+
1
2
2 (Ω, Clm(R))
und (7.3) und (7.4) zu
TµFλ (trΓTµFλ)
−1
Qµg ∈Wn+ 12+ 12+1(Ω, Clm(R)) = Wn+22 (Ω, Clm(R)).
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Als Letztes haben wir mit (7.3) und (7.10), daß
TµQλµTλf ∈Wn+1+12 (Ω, Clm(R)) = Wn+22 (Ω, Clm(R)).
Somit ist u ∈Wn+22 (Ω, Clm(R)). Dies vervollständigt den Beweis.
Weitergehend war es W. Sprößig möglich, ein noch allgemeineres Ergebnis zu beweisen für Randwert-
probleme grader Ordnung m = 2n. Wir können das Resultat aus [136] (siehe auch [70] S. 161) direkt für
den Fall verallgemeinern, wo die Paare (λi, µi) i = 1, . . . , n komplexe Zahlen wie folgt sind:
Satz 7.6. Sei Ω ⊂ Rm ein beschränktes Gebiet mit stückweise glattem Liapunovrand Γ. Seien f ∈
L2(Ω, Clm(R)), gi ∈ W 2n−
4i+1
2
2 (Γ, Clm(R)) für i = 0, · · · , n − 1 und λj , µj ∈ R, (j = 1, · · · , n), 2n Zahlen,
deren Quadrate keine Eigenwerte des negativen Laplaceoperators −∆ sind. Dann hat die Lösung des Dirichlet-
problems
n∏
i=1
(Dx − λi)(Dx − µi)u(x) = f(x) in Ω
mit Randbedingungen
u(x) = g0(x), (Dx − λ1)(Dx − µ1)u(x) = g1(x), . . . ,
n−1∏
i=1
(Dx − λi)(Dx − µi)u(x) = gn−1(x)
auf Γ die Form
u = Fµ1g0 + Tµ1Fλ1(trΓTµ1Fλ1)
−1Qµ1g0
+ Tµ1Qλ1µ1Tλ1(Fµ2g1 + Tµ2Fλ2(trΓTµ2Fλ2))
−1Qµ2g1) +
...
...
+
n−1∏
j=1
TµjQλjµjTλj (Fµngn−1 + TµnFλn(trΓTµnFλn)
−1Qµngn−1) +
+
n∏
j=1
TµjQλjµjTλjf.
Hierbei setzen wir Qλjµj := I − Pλjµj wo Pλjµj die Bergmanprojektion von L2(Ω, Clm(R)) auf
L2(Ω, Clm(R))∩Ker (Dx − λj)(Dx − µj) ist.
Beweis. Wir beweisen die Darstellung von u durch Induktion über n. Der Fall n = 1 wird gerade in
Satz 7.5 behandelt. Man betachte somit jetzt n ≥ 2. Setze
u˜(x) :=
n−1∏
i=1
(Dx − λi)(Dx − µi)u(x),
dann erhalten wir das System
(Dx − λn)(Dx − µn)u˜(x) = f(x) in Ω
u˜(x) = gn−1(x) at Γ.
Satz 7.5 führt dann zu
u˜ = Fµngn−1 + TµnFλn(trΓTµnFλn)
−1Qµngn−1 + TµnQλnµnTλnf ∈W 22 (Ω, Clm(R)).
Nach Definition kann u˜ ersetzt werden durch
n−1∏
i=1
(Dx − λi)(Dx − µi)u. Somit können wir ein neues
System aufstellen, nämlich
n−1∏
i=1
(Dx − λi)(Dx − µi)u = f˜ := Fµngn−1 + TµnFλn(trΓTµnFλn)−1Qµngn−1 + TµnQλnµnTλnf
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mit den Randbedingungen
u = g0, (Dx − λ1)(Dx − µ1)u = g1, . . . ,
n−2∏
i=1
(Dx − λi)(Dx − µi)u = gn−2
auf Γ. Nun können wir die Induktionsvorraussetzung anweden und erhalten
u = Fµ1g0 + Tµ1Fλ1(trΓTµ1Fλ1)
−1Qµ1g0
+ Tµ1Qλ1µ1Tλ1(Fµ2g1 + Tµ2Fλ2(trΓTµ2Fλ2))
−1Qµ2g1) +
...
...
+
n−2∏
j=1
TµjQλjµjTλj (Fµn−1gn−2 + Tµn−1Fλn−1(trΓTµn−1Fλn−1)
−1Qµn−1gn−2) +
+
n−1∏
j=1
TµjQλjµjTλj f˜ .
Ausschreiben von f˜ als f˜ = Fµngn−1 + TµnFλn(trΓTµnFλn)−1Qµngn−1 + TµnQλnµnTλnf führt zu
n−1∏
j=1
TµjQλjµjTλj
(
(Fµngn−1 + TµnFλn(trΓTµnFλn)
−1Qµngn−1) + TµnQλnµnTλnf
)
,
das entspricht
n−1∏
j=1
TµjQλjµjTλj
(
(Fµngn−1 + TµnFλn(trΓTµnFλn)
−1Qµngn−1)
)
+
n∏
j=1
TµjQλjµjTλjf.
Dies sind die letzten fehlenden Terme für die postulierte Darstellung von u.
Bezüglich der Glattheit: Per Induktion sind alle Summanden, bis auf die letzten zwei, bereits Elemente
von W 2n−22 (Ω, Clm(R)). Da wir jedoch angenommen haben, daß gi ∈ W 2n−
4i+1
2 (Γ, Clm(R)) und nicht
gi ∈W 2(n−1)− 4i+12 (Γ, Clm(R)), sind die Summanden also Elemente aus W 2n2 (Ω, Clm(R)).
Wie im Beweis zu Satz 7.5 beschrieben ist, impliziert die Anwendung des Operators TµjQλjµjTλj die
schwache Differentierbarkeit seines Arguments. Somit ist
n∏
j=1
TµjQλjµjTλjf ∈W 2n(Ω, Clm(R)).
Die Anwendung von Satz 7.5 führt zu
(Fµngn−1 + TµnFλn(trΓTµnFλn)
−1Qµngn−1) ∈W 22 (Ω, Clm(R)),
und somit haben wir
n∏
j=1
TµjQλjµjTλj (Fµngn−1 + TµnFλn(trΓTµnFλn)
−1Qµngn−1) ∈W 2n2 (Ω, Clm(R)).
Somit sind alle Summanden Elemente des Raumes W 2n2 (Ω, Clm(R)) und daher auch u.
Unser Ziel ist es nun, ein ähnliches Resultat für den Fall, wo die Anzahl der Werte λi ungerade ist, zu
beweisen. Man beachte, daß wir nicht erwarten können, daß ein System der Form
(Dx − η)[
n∏
i=1
(Dx − λi)(Dx − µi)]u(x) = f(x) in Ω
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mit den Randbedingungen
u(x) = g0(x), (Dx − λ1)(Dx − µ1)u(x) = g1(x), . . . ,
n−1∏
i=1
(Dx − λi)(Dx − µi)u(x) = gn−1(x)
und
n∏
i=1
(Dx − λi)(Dx − µi)u(x) = gn(x) (7.11)
auf Γ eine Lösung haben wird. Im Fall n = 0, welcher dem Randwertproblem erster Ordnung
(D− η)u(x) = f(x) in Ω
u(x) = g0(x) at ∂Ω
entspricht, stellt das konkrete Beispiel, das oben nach Satz 7.3 aufgeführt wird, ein Gegenbeispiel dar.
Ein Weg, die Existenz zu sichern, ist, die letzte Bedingung (7.11) dadurch zu ersetzen, daß man stattdes-
sen die Plemljprojektion, angewendet auf diesen Ausdruck, betrachtet.
Nun känn das Hauptresultat dieses Abschnitts bewiesen werden:
Satz 7.7. Sei Ω ⊂ Rm ein beschränktes Gebiet mit stückweise glattem Liapunovrand Γ. Sei n eine nichtnegative,
ganze Zahl. Seien f ∈ L2(Ω, Clm(R)) und so, daß gi ∈ W 2n+2−
4i+1
2
2 (Γ, Clm(R)), g ∈ imPη . Angenommen, η
und λi, µi seien für i ≤ n in R und es sei kein Quadrat von ihnen ein Eigenwert von −∆. Dann ist das System
(2n+ 1)-ter Ordnung
(Dx − η)[
n∏
i=1
(Dx − λi)(Dx − µi)]u(x) = f(x) in Ω
mit den Randbedingungen
u(x) = g0(x), (Dx − λ1)(Dx − µ1)u(x) = g1(x), . . . ,
n−1∏
i=1
(Dx − λi)(Dx − µi)u(x) = gn−1(x)
und
Pη
[ n∏
i=1
(Dx − λi)(Dx − µi)
]
u(x) = gn(x) (7.12)
auf Γ lösbar und seine Lösung kann dargestellt werden in der Form
u = Fµ1g0 + Tµ1Fλ1 (trΓTµ1Fλ1)
−1
Qµ1g0
+Tµ1Qλ1µ1Tλ1
(
Tµ2Fλ2 (trΓTµ2Fλ2)
−1
Qµ2g1
)
+
. . .
Πn−1j=1 TµjQλjµjTλj
(
TµnFλn (trΓTµnFλn)
−1
Qµngn−1
)
+
Πnj=1TµjQλjµjTλj (h+ Tηf) .
wobei h eine W
3
2
2 (Ω, Clm(R))-Erweiterung von gn von Γ auf Ω ist.
Beweis. Wir beweisen den Satz per Induktion über n. Der Fall n = 0 entspricht dem Resultat von
Satz 7.3 und stellt das inhomogene zeitharmonische Maxwellsystem ohne „Aufblähungen“ im In-
nern des Gebietes dar. Nun sei n ≥ 0 eine beliebige ganze Zahl. Wir definieren die Funktion u˜(x) =
[
n∏
i=1
(Dx − λi)(Dx − µi)]u(x), welche die entsprechenden Randbedingungen respektiert. Aus Satz 7.3
wissen wir, daß die Lösungen des Systems
(D− η)u˜(x) = f(x) in Ω
Pηu˜(x) = g(x) on Γ,
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wo wir u˜(x) = [
n∏
i=1
(Dx − λi)(Dx − µi)]u(x) setzen, von der Form h(x) + [Tηf ](x) sind, wobei h eine
W
3
2
2 (Ω, Cln(R))-Erweiterung von g von Γ auf Ω ist. Dies führt zu dem System 2n-ter Ordnung der Form
u˜(x) = [
n∏
i=1
(Dx − λi)(Dx − µi)]u(x) = h(x) + [Tηf ](x)
mit den entsprechenden Randbedingungen. Aus Satz 7.6 können wir nun direkt ableiten, daß die Lö-
sungen zu diesem System die Form
u = Fµ1g0 + Tµ1Fλ1 (trΓTµ1Fλ1)
−1
Qµ1g0
+Tµ1Qλ1µ1Tλ1
(
Tµ2Fλ2 (trΓTµ2Fλ2)
−1
Qµ2g1
)
+
. . .
Πn−1j=1 TµjQλjµjTλj
(
TµnFλn (trΓTµnFλn)
−1
Qµngn−1
)
+
Πnj=1TµjQλjµjTλj (h+ Tηf)
haben unter den gegebenen Randbedingungen. Die Glattheit der Lösung u ist die gleiche wie in
Satz 7.6, d.h. W 2n+22 (Ω, Clm(R)), wenn wir den höheren Glattheitsgrad miteinbeziehen. Anstelle von
f ∈ L2(Ω, Clm(R)) in Satz 7.6 haben wir (h+ Tηf) ∈W 12 (Ω, Clm(R)), somit ist der Term
Πnj=1TµjQλjµjTλj (h+ Tηf)
eigentlich ein Element aus W 2n+12 (Ω, Clm(R)). Die anderen Summanden aber verändern sich nicht im
Vergleich zu Satz 7.6 und bleiben folglich in W 2n+12 (Ω, Clm(R)), und somit auch u.
Bemerkung: Falls man einheitliche Regularität aller Summanden in der Darstellung der Lösung benö-
tigt (z.B. für Controlling), muß die Glattheit von f abgeändert werden zu f ∈W 12 .
7.2.5 Erweiterung auf unbeschränkte Gebiete
Diskutieren wir nun mögliche Erweiterungen der bisherigen Resultate auf den Fall, wo Ω unbeschränkt
ist. In all den Fällen wo =(λ) 6= 0 ist, bleiben alle zuvor eingeführten Integraloperatoren L2(Ω)-
beschränkt. Der Fall λ = iα mit α ∈ R für unbeschränkte Gebiete ist in [5] behandelt worden ist.Die
L2-Beschränktheit des Operators auch für unbeschränkte Gebiete ist eine Konsequenz aus dem expo-
nentiellen Abfallen des Ausdrucks ‖eλ(x)‖wenn=(λ) 6= 0. Nach [5] haben wir für allgemeine komplexe
Werte λ ∈ iR\{0} die folgenden asymptotischen Abschätzungen für kleine bzw. große Werte von ‖z‖:
Für 0 < ‖z‖ < ρ < 1 gibt es eine positive reelle Zahll c1 so, daß
‖eλ(z)‖ ≤ c1‖z‖m−1 . (7.13)
Es gibt eine positive Zahl L ∈ R so, daß wir eine positive reelle Konstante c2 finden können, daß für alle
‖z‖ ≥ L gilt:
‖eλ(z)‖ ≤ c2‖z‖1/2−m/2e−|=(λ)|‖z‖. (7.14)
Sei nun angenommen, daß Ω ⊂ Rm ein beliebiges unbeschränktes Gebiet ist und daß z,y ∈ Ω und
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f ∈ L2(Ω). Seien 0 < ρ < L positive reelle Zahlen wie oben. Dann∥∥∥[Tλu](z)∥∥∥ = ∥∥∥ ∫
Ω
eλ(z− y)f(y)dV (y)
∥∥∥
≤
∥∥∥ ∫
B(z,ρ)
eλ(z− y)f(y)dV (y)
∥∥∥
+
∥∥∥ ∫
Ω∩B(z,L)\B(z,ρ)
eλ(z− y)f(y)dV (y)
∥∥∥
+
∥∥∥ ∫
Ω∩Rn\B(z,L)
eλ(z− y)f(y)dV (y)
∥∥∥.
Das zweite Integral ist beschränkt durch eine positive reelle Konstante, bezeichnet mit L˜, weil der Inte-
grand stetig auf dem Kompaktum Ω ∩B(z, L)\B(z, ρ) ist. Somit haben wir
‖[Tλu](z)‖ ≤ L˜+
∫
B(x,ρ)
‖eλ(z− y)‖‖f(y)‖dV (y)
+
∫
Ω∩Rm\B(z,L)
‖eλ(z− y)‖‖f(y)‖dV (y)
≤ ‖f‖L2(Ω)
[ ∫
B(0,ρ)
c1
‖z‖m−1 dV (z)
+
∫
Ω∩Rm\B(0,L)
c2
‖z‖m/2−1/2 e
−|=(λ)|‖z‖dV (x)
]
+ L˜ < +∞.
Analog bleibt das Cauchyintegral beschränkt für jede L2(Ω, Clm(C))-Funktion.
Als Konsequenz daraus bleiben in allen Fällen, wo =(λ) 6= 0, alle Abbildungseigenschaften (1)-(5) und
Satz 7.3, Satz 7.5 und Satz 7.6 inklusive aller Formeln und im Beweis verwendeter Argumente auch für
ungeschränkte Gebiete vollkommen gültig in der angegeben Form. Da wir nur den Spezialfall λ ∈ iR
betrachten, gibt es auch keine Schwirigkeit mit der orthogonalen Zerlegung.
Im Fall wo =(λ) = 0 ist, haben wir nur eine asymptotische Abschätzung für große Werte von ‖z‖ der
Form
‖eλ(z)‖ ≤ c 1‖z‖m/2−1/22
,
da Yν(‖z‖) ∼ 1√‖z‖ . In diesem sind die gewöhnliche Teodorescutransformation und das Cauchyinte-
gral nicht mehr L2(Ω, Clm(C))-beschränkte Operatoren. Sogar im monogenen Fall, wo die Kernfunktion
das asymptotische Verhalten der Form c‖z‖m−1 besitzt, sind die gewöhnliche Teodorescu- und Cauchy-
transformation im Allgemeinen nicht L2-beschränkt, wie zum Beispiel in [9] S. 76–77 gezeigt wurde. Im
Allgemeinen sind die Abbildungseigenschaften (1)-(5) nicht mehr gültig.
Um dieses Problem im monogenen Fall (λ = 0) zu überwinden, hat S. Bernstein stattdessen alternativ
gewichtete Räume betrachtet, siehe [9, 10]. Alternativ hat man es in [22, 67, 82] geschafft, eine modi-
fizierte Teodorescu- und Cauchytransformation für den monogenen Fall auf unbeschränkten Gebieten
einzuführen, indem man einen zusätzlichen Term zum gewöhnlichen Cauchykern in den Integralfor-
meln addierte.
Präziser: Man nimmt einen beliebigen Punkt o¨ aus Rm\Ω und z ∈ Ω. Dann sind die Integraloperatoren
[T0u](z) = −
∫
Ω
[e0(x− y)− e0(o¨− y)]u(y)dV (y), z ∈ Rm.
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und
[F0u](z) =
∫
∂Ω
[e0(z− y)− e0(o¨− y)]n(y)u(y)dS(y), z ∈ Rm\∂Ω
wohldefinierte L2(Ω, Clm(C))-beschränkte Operatoren und erfüllen, wie im beschränkten Fall, eine
Borel-Pompeiu-Formel, von der Form
[T0Dz]u(z) = u(z)− [F0u](z) auf Ω,
wenn man stattdessen die modifizierten Versionen der Operatoren nimmt. Dies eine Folge von Cauchys
Integralsatz, und der zweite Term sorgt dafür, daß der Integralwert hinreichend schnell abfällt, sodaß
man Konvergenz erhält. Beachte, daß
‖e0(z)‖ ∼ 1‖z‖m−1
und somit die Faltung dieses Kerns mit einer beliebigen Funktion aus L2(Ω) kein konvergentes Integral
ist. Der Grund für die L2-Beschränktheit der modifizierten Teodorescutransformation ist, daß die ersten
Terme in den asymptotischen Entwicklungen beider Kerne e0(z − y) und e0(o¨ − y) sich gegenseitig
wegheben, sodaß
‖e0(z− y)− e0(o¨− y)‖ ∼ 1‖y‖m
für große Werte von ‖y‖. Unter Benutzung dieses modifizierten Kerns führt man die verallgemeinerten
Plemeljprojektionsoperatoren Pλ und Qλ ein, wobei dies modifizierte Cauchyprojektion in ihrer Defini-
tion ersatzweise verwendet wird.
In den verbleibenden Fällen, wo Im(λ) = 0 mit λ 6= 0, führt ein einziger aufaddierter Term leider nicht
zur Konvergenz des Teodorescu- und Cauchyintegrals. In diesen Fällen haben wir nur eine asymptoti-
sches Abfallen der Kernfunktion in der Form c‖z‖m/2−1/2 . Es ist nicht klar, ob eine L
2-Beschränkheit der
Teodorescutransformation auf ähnliche Weise erreicht werden kann, daß man mehrere Terme mit kon-
stanten Koeffizienten hinzu addiert , da wir es im Fall λ ∈ iR\{0} nicht mehr mit rationalen Funktionen
zu tun haben. Im Ausblick auf weitere Forschung wäre eine Möglichkeit, die bisherigen Resulate auch
in diesen Fällen auf unbeschränkte Gebiete zu erweitern, in verschiedenen Arten von gewichteten Räu-
men zu arbeiten, wie es von S. Bernstein in ihrer Doktorabeit [9] vorgeschlagen wurde. Dieses Thema
müßte in einer zukünftigen Arbeit behandelt werden, weil es andere Techniken benötigt.
7.2.6 Explizite Formeln für die Lösungen in Kugeln und Kreisringen
Wie Anfangs erwähnt, ist die Darstellung des Cauchykerns universell für alle Gebiete. Um die gegeben
Darstellungsformeln auswerten zu können, müssen wir jedoch ebenfalls die Ortho-Projektoren Qλjµj
auswerten. Diese haben die Form I−Pλjµj , wobei Pλjµj die orthogonale Bergmanprojektion ist, gege-
ben durch
Pλjµj : L
2(Ω, Clm(R))→ L2(Ω, Clm(R)) ∩Ker (D− λj)(D− µj)
[PλjµjF ](x) :=
∫
Ω
Bλj ,µj (x,y)F (y)dV (y),
wobei wir die Abkürzung Bλj ,µj := B(D−λj)(D−µj) benutzen. In den Spezialfällen, wo Ω ein Kreisring
mit Radien 0 ≤ r < R +∞ ist (wobei der Fall r = 0 dem Fall der Behandlung einer Kugel entspricht),
können wir wir unsere bisher bestimmten Formeln verallgemeinern für den Bergmankern des Kreis-
rings der Einheitskugel für beliebige polynomiale Diracgleichungen in [34] auf den besonderen Fall,
den wir in den Darstellungsformeln aus den bisherigen Abschnitten benötigen. Sei j ∈ {1, . . . , n}. Um
in diser Richtung fortzufahren, führen wir zunächst folgende Funktionen ein:
fq,λj (x) = ‖x‖1−q−m/2
(
Jq+m/2−1(λj‖x‖)− x‖x‖Jq+m/2(λj‖x‖)
)
gq,λj (x) = ‖x‖1−q−m/2
(
Yq+m/2−1(λj‖x‖)− x‖x‖Yq+m/2(λj‖x‖)
)
q = 0, 1, 2, . . .
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In Polarkoordinaten haben diese die Form
fq,λj (tω) = t
1−q−m/2
(
Jq+m/2−1(λjt)− ωJq+m/2(λjt)
)
gq,λj (tω) = t
1−q−m/2
(
Yq+m/2−1(λjt)− ωYq+m/2(λjt)
)
q = 0, 1, 2, . . .
wobei ω ∈ Sm = {x ∈ Rm | ‖x‖ = 1} und t > 0. Weiterhin benutzen wir die Notation Sq(x,y)
für den Szegökern für Dx-monogene homogene Polynome vom Totalgrad q in der m-dimensionalen
Einheitskugel B(0, 1), welcher
Sq(x,y) =
(−1)q
ωm
q∑
n=0
(
m/2− 2 + n
n
)(
m/2− 1 + (q − n)
q − n
)
(xy)n(yx)q−n
entspricht.
Durch Anpassung der allgemeinen Formeln auf die spezielle, hier betrachtete Situation, können wir die
folgenden Ergebnisse festhalten:
• Erster Fall: Die Werte λj , µj sind beide nicht Null und paarweise verschieden. Dann hat der repro-
duzierende Bergmankern des Kreisrings mit Radien 0 < r < R die Form
Bλj ,µj (x,y) =
+∞∑
q=0

fq,λj
fq,µj
gq,λj
gq,µj

t
(x)Sq(x,y)
[Mλj ,µj ]−1

fq,λj
fq,µj
gq,λj
gq,µj
 (y).
Hierbei haben die Einträge der MatrixMλj ,µj die Form
[Mλj ,µj ]kl =
∫ R
r
t2q+m−1Mkl(t)dt 1 ≤ k, l ≤ 4,
wobei
M =

Sc(fq,λjfq,λj )(t) Sc(fq,λjfq,µj )(t) Sc(fq,λjgq,λj )(t) Sc(fq,λjgq,µj )(t)
Sc(fq,µjfq,λj )(t) Sc(fq,µjfq,µj )(t) Sc(fq,µjgq,λj )(t) Sc(fq,µjgq,µj )(t)
Sc(gq,λjfq,λj )(t) Sc(gq,λjfq,µj )(t) Sc(gq,λjgq,λj )(t) Sc(gq,λjgq,µj )(t)
Sc(gq,µjfq,λj )(t) Sc(gq,µjfq,µj )(t) Sc(gq,µjgq,λj )(t) Sc(gq,µjgq,µj )(t)

und wobei Mkl(t) das entsprechende Matrixelement von M bezeichnet, welches in der k-ten Zeile
und der l-ten Spalte zu finden ist. Da wir nur den Skalarteil betrachten, sind alle Einträge von
M und dementsprechend auch das komplette Integral unabhängig von ω. Die Matrixeinträge
[Mλj ,µj ]kl sind daher tatsächlich Konstanten.
Im Grenzwertfall r → 0, wo wir es mit der Kugel B(0, R) zu tun haben, gibt es keine außersphä-
rischen Teile gq in der Formel für den Bergmankern. In diesem Fall vereinfacht sich die Darstel-
lungsformel für den Bergmankern zu
Bλj ,µj (x,y) =
+∞∑
q=0
(
fq,λj
fq,µj
)t
(x)Sq(x,y)
[Mλj ,µj ]−1
(
fq,λj
fq,µj
)
(y).
undMλj ,µj ist nur eine 2x2-Mmatrix der Form
Mλj ,µj =

R∫
0
t2q+m−1 Sc(fq,λjfq,λj )dt
R∫
0
t2q+m−1 Sc(fq,λjfq,µj )dt
R∫
0
t2q+m−1 Sc(fq,µjfq,λj )dt
R∫
0
t2q+m−1 Sc(fq,µjfq,µj )dt
 .
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• Zweiter Fall: λj = µj 6= 0:
Im ersten Fall, wo die Werte λj und µj verschieden waren, sind die zugehörigen Funktionen
fq,λj , fq,µj , gq,λj , gq,µj klar linear unabhängig. In diesem Fall ist der Ausdruck
fq,µj−fq,λj
µj−λj eben-
falls linear unabhängig von fq,λj . Dasselbe gilt für die Funktionen gq,λj und
gq,µj−gq,λj
µj−λj . Sei jetzt
angenommen, daß λj = µj . Dieser Fall folgt offensichtlich aus der Betrachtung des Grenzwertes
µj → λj . Dann geht fq,µj−fq,λjµj−λj gegen
∂fq,λj
∂λj
. Dann dienen fq,λj und
∂fq,λj
∂λj
als linear unabhängiges
Paar von Funktionen. Ähnlich dienen gq,λj und
∂gq,λj
∂λj
als linear unabhängiges Paar von Funktio-
nen. Im Fall des Kreisrings erhalten wir somit für den Fall λj = µj 6= 0 die folgende Darstellungs-
formel für den reproduzierenden Bergmankern:
Bλj ,µj (x,y) =
+∞∑
q=0

fq,λj
∂fq,λj
∂λj
gq,λj
∂gq,λj
∂λj

t
(x)Sq(x,y)
[Mλj ,µj ]−1

fq,λj(∂fq,λ
j
∂λj
)
gq,λj(∂gq,λ
j
∂λj
)
 (y).
Hier hat die MatrixMλj ,µj erneut die Form
[Mλj ,µj ]kl =
∫ R
r
t2q+m−1Mkl(t)dt 1 ≤ k, l ≤ 4
wobei Mkl gegeben ist wie im vorherigen Fall, aber die Ausdrücke fq,µj , fq,µj , gq,µj , gq,µj jeweils
ersetzt werden durch
∂fq,λj
∂λj
,
∂gq,λj
∂λj
,
∂fq,λ
j
∂λj
,
∂gq,λ
j
∂λj
. Im Fall, der die Kugel B(0, R) behandelt,erhalten
wir erneut die einfachere Formel
Bλj ,λj (x,y) =
+∞∑
q=0
(
fq,λj
∂fq,λj
∂λj
)t
(x)Sq(x,y)
[Mλj ,λj ]−1
 fq,λj(∂fq,λ
j
∂λj
)  (y).
undMλj ,λj ist nur eine 2x2-Matrix der Form
Mλj ,λj =

R∫
0
t2q+m−1 Sc
(
fq,λjfq,λj
)
dt
R∫
0
t2q+m−1 Sc
(
fq,λj
∂fq,λj
∂λj
)
dt
R∫
0
t2q+m−1 Sc
(∂fq,λ
j
∂λj
fq,λj
)
dt
R∫
0
t2q+m−1 Sc
(∂fq,λ
j
∂λj
∂fq,λj
∂λj
)
dt
 .
• Dritter Fall: λj = 0, µj 6= 0. Angesichts der vereinfachten Laurentreihendarstellung, die wir u.a.
gemäß [48] haben, haben wir für monogene Funktionen in Kugelschalengebieten
f(x) =
+∞∑
q=0
Pq(x) +
+∞∑
q′=0
x
‖x‖m+2q′ P
′
q′(x).
Hierbei stehen die Ausdrücke Pq für die gewöhnlichen homogenen monogenen Polynome vom
Totalgrad q. Somit können wir in diesem Fall die Funktionen fq,λj durch 1 und gq,λj durch
x
‖x‖m+2q
ersetzen in den entsprechen Formeln für den Bergmankern.
• Vierter Fall λj = µj = 0. Angesichts der Almansi-Fischer-Zerlegung können wir in diesem Fall die
Funktionen fq,λj und fq,µj durch x und gq,λj durch
x
‖x‖m+2q und gq,µj durch
1
‖x‖m+2q−2 ersetzen.
In diesem Fall vereinfacht sich die Darstellungsformel für den Bergmankern der Kugel und des
Kreisrings zu den bekannten Formeln für den harmonischen Bergmankern für Kugel und Kreis-
ring. Im Fall der Kugel bekommen wir schlicht
B0,0(x,y) =
+∞∑
q=0
(
1
x
)t
Sq(x,y) [M0,0]−1
(
1
y
)
.
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wo
[M0,0] =

R∫
0
t2q+m−1dt 0
0
R∫
0
t2q+m+1dt
 ,
was sich vereinfacht zu
[M0,0] =
( 1
2q+mR
2q+m 0
0 12q+m+2R
2q+m+2
)
.
Folglich erhalten wir folgende einfache Formel für den harmonsichen Bergmankern der Kugel,
B0,0(x,y) =
+∞∑
q=0
(
1
x
)t
Sq(x,y)
(
2q+m
R2q+m 0
0 2q+m+2R2q+m+2
)(
1
−y
)
,
welche direkt als unendliche Summe der wohlbekannten Legendrepolynome geschrieben werden,
wie sie z.B. in [42] verwendet werden.
Finale Schlußfolgerung: Das Einsetzen all dieser Formeln in das Integral
[QλjµjF ](x) = F (x)−
∫
Ω
Bλj ,µj (x,y)F (y)dV (y)
erlaubt es uns, die Lösungen zu der gesamten Klasse von Dirichletproblemen, wie sie in Abschnitt 7.2.4
aufgestellt wurden, explizit zu berechnen.
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Kapitel 8
Geometrische Anwendungen:
Definition einer Metrik und ihre
Eigenschaften
8.1 Einführung und grundlegende Notationen
Wie bereits gesagt wurde, ist die Theorie der Funktionen mit Werten in einer Cliffordalgebra, die im
Kern des Diracoperators liegen, eine mögliche Verallgemeinerung der klassischen Funktionentheorie
auf höhere Dimensionen, und kann als Gegenstück zur Funktionentheorie mehrerer komplexer Ver-
änderlicher angesehen werden. Sowohl in der klassichen Theorie von Funktionen in einer komplexen
Variable, als auch in der Theorie mehrerer komplexer Veränderlicher war das Studium der Eigenschaft
der Bergman- und der verwandten Szegömetrik von großem Interesse in den vergangenen Jahrzehnten.
Die Metriken stellten sich auch als nützliches Hilfsmittel innerhalb der Differentialgeometrie heraus.
Konkreter war es durch Ausnutzung der speziellen Eigenschaften der Bergmanmetrik möglich, einen
engen Zusammenhang zwischen der Vollständigkeit der Bergmanmetrik und der Glattheit des Ran-
des nachzuweisen.Siehe z.B. Arbeiten von Diederich, Fornæss, Herbort, Kobayashi, Krantz, Pflug, und
anderen ([49, 85, 86, 81, 14, 77, 50, 88]) auf dem Feld der Funktionentheorie in mehreren komplexen
Variablen.
Es ist von großem Interesse zu untersuchen, auf welchen Gebieten die Bergman - und Szegömetrik voll-
ständig sind. Publikationen aus den letzten Jahren wie [77, 81, 83] zeigen, daß nach wie vor Interesse und
Notwendigkeit an der Erforschung innerhalb der Theorie mehrerer komplexer Veränderlicher besteht,
genauso wie an den grundlegenden Eigenschaften dieser Metriken ([60]).
Veröffentlichungen von z.B. Chen [24, 25, 26], Nikolov [120] und Herbort [77, 76] untersuchten die Berg-
manvollständigkeit auf verschiedenen Arten von Mannigfaltigkeiten und Gebieten mit variierender
Glattheit des Randes, während Blumberg, Nikolov, Pflug und andere Abschätzungen und Verhalten
von sowohl dem Bergmankern als auch der Bergmanmetrik auf verschiedenen Arten von Gebieten stu-
diert haben, siehe zum Beispiel [15, 121, 122].
Die starken Resultate im Kontext der Theorie von einer oder mehreren komplexen Veränderlichen geben
hier auch die Motivation zu untersuchen, ob ähnliche Ergebnisse im Rahmen cliffordalgebrawertiger
Funktionen erhalten werden können.
Die Funktion KΩ(z, z) stellt eine nichtnegative reellwertige Funktion dar (siehe z.B. [17, 68] oder weiter
in diesem Kapitel). Diese kann wiederum benutzt werden, um eine hermitesche Metrik auf dem Gebiet
Ω zu definieren. Diese Metrik wird die Szegömetrik genannt.
Ein Grund, warum wir uns in dieser Arbeit auf das Studium der Szegömetrik und nicht einer Verall-
gemeinerung der Bergmanmetrik konzentrieren, ist, weil man an Metriken interessiert ist, die invariant
unter konformen Transformationen sind. Obwohl man keine vollständige Invarianz bekommt, stellt sich
heraus, daß die Szegömetrik invariant bis auf einen einfachen Skalierungsfaktor ist. Dies ist eine Folge
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aus der wohlbekannten Transformationsformel zwischen zwei Hardyräumen monogener Funktionen,
siehe beispielsweise [28, 27] bzw. 4.9. Diese Transformationsformel drückt eine Isometrie zwischen zwei
Hardyräumen monogener Funktionen aus, falls beide zugehörigen Gebiete ineinander durch eine kon-
forme Abbildung überführt werden können. Als Folgerung aus dem Satz von Liouville ist das genau
dann der Fall, wenn beide Gebiet durch eine Möbiustransformation aufeinander abgebildet werden
können. Eine Möbiustransformation wird durch Spiegelungen an Sphären und Hyperebenen erzeugt.
Vor kurzem wurden Versuche unternommen, eine Bergmanmetrik im Rahmen der hyperkomplexen
Funktionentheorie einzuführen, siehe z.B. [23]. In der interessanten Arbeit [23] studiert der Autor Ver-
allgemeinerungen der berühmten Bergman-Transformationsformel. Allerdings stellt die in [23] präsen-
tierte Transformationsformel keine Isometrie zwischen zwei Bergmanräumen dar. Wir haben keine Iso-
metrie durch das Auftreten des zusätzlichen Faktors 1|z|2 . Dieser Faktor ist lediglich auf dem Rand der
Einheitskugel gleich 1, und nicht im Innern. Durch das anhaltende Scheitern des Nachweises der Exi-
stenz einer Isometrie zweier Bergmanräume von zwei konform-äquivalenten Gebieten (für die es bis-
lang leider auch kein Indiz gibt) ist es wohl eher sehr unwahrscheinlich, daß man ein vollständiges
Analogon zur klassischen Transformationsformel für den Bergmankern wird finden können, sofern es
um Cliffordalgebren ungleich C geht. Dies ist einer Gründe, warum stattdessen die hyperkomplexe
Szegömetrik berachtet wird.
Die Existenz einer isometrischen Transformationsformel für den hyperkomplexen Szegökern ist gegen-
über der Bergmanmetrik ein fundamentaler Vorteil. In Abschnitt 8.2 dieses Kapitels gehen wir von
dieser Transformationsformel aus und leiten eine Invarianz der hyperkomplexen Szegömetrik (bis auf
einen Skalierungsfaktor) unter konformen Transformationen her. Diese Invarianz kommt wiederum zu
einer wichtigen Anwendung in Abschnitt 8.3, um zeigen zu können, daß die Krümmung dieser Metrik
auf beschränkten Gebieten stets negativ ist. In Abschnitt 8.4 wird schließlich diese Eigenschaft erneut
gebraucht, um die Vollständigkeit der Metrik auf beschränkten Gebieten nachweisen zu können. Diese
Ergebnisse können als starke Analogie zu den Resultaten aus den Theorien von einer bzw. mehreren
komplexen Variablen angesehen werden.
8.2 Einfache Folgerungen aus der Transformationsformel
Der Anlaufpunkt für unsere Betrachtungen ist die folgende Transformationsformel des Szegökerns, vgl.
zum Beispiel [27, 92, 28]:
Bemerkung 8.1. Im Folgenden, wenn nicht anders gesagt, beschränken wir uns in diesem Kapitel auf Möbi-
ustransformationen mit Matrix
(
a b
c d
)
gemäß 2.4, für die H˜ = ad˜− bc˜ = 1 ist.
Zunächst wiederholen wir Satz 4.9:
Satz 8.2. Seien Ω,Ω∗ ⊆ Rm+1 zwei Gebiete mit C2-glatten Rändern. Sei T : Ω −→ Ω∗ eine Möbiustransforma-
tion mit Koeffizienten a, b, c, d, die Ω konform auf Ω∗ abbildet. Mit KΩ und KΩ∗ bezeichnen wir die Szegökerne,
die zu H2(∂Ω, Cl0m) bzw. H2(∂Ω∗, Cl0m) gehören. Weiter schreiben wir z∗ := T (z) für z ∈ Ω. Dann gilt die
folgende Transformationsformel:
KΩ(z, ζ) =
cz + d
|cz + d|m+1KΩ∗(z
∗, ζ∗)
cζ + d
|cζ + d|m+1 .
Während wir im Allgemeinen keine Annahmen für den Rand des Gebietes bei der Definition des
Hardyraums machen müssen, werden wir uns im Folgenden bis zum Ende des Kapitels darauf
beschränken, daß das betrachtete Gebiet Ω beschränkt ist und einen C2-Rand besitzt.
Im Weiteren lehnen wir uns an die Theorie aus [87] an und führen in diesem Sinne ein:
Definition 8.3. 1. Eine hermitesche Metrik auf einem Gebiet Ω ist eine stetige Funktion λ auf Ω, welche
positiv bis auf isolierte Nullstellen ist.
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2. Die Länge eines stückweise stetig differentierbaren Weges C in Ω mit Paramerisiserung γ : [a, b] → Ω
bezüglich einer hermiteschen Metrik λ ist definiert durch
Lλ(C) =
∫
C
λ(z)|dz|.
Von nun an bezeichnen wir hermitesche Metriken mit
ds = λ(z)|dz|
und nennen ds das Linienelement der Metrik.
Mit Hilfe der Metrik wird nun eine Abstandsfunktion definiert.
Definition 8.4. Die Abstandsfunktion d : Ω × Ω → R zugehörig zu einer hermiteschen Metrik ds ist definiert
durch
d(z1, z2) = inf {Lds(C) : C Pfad in Ω von z1 nach z2} .
Der Beweis, daß d eine Abstandsfunktion ist, geht analog zum komplexen Fall, der in [59] beschrieben
wird.
Bemerkung 8.5. Normalerweise ist eine hermitesche Metrik h(·, ·) ein Skalarprodukt, definiert auf einer komple-
xen Struktur, wie z.B. ein komplexes Vektorbündel über einer komplexen Mannigfaltigkeit. Für solch eine Metrik
h(·, ·) wird eine Abstandsfunktion auf die gleiche Art wie oben definiert,indem man die Länge einer Geodäse bzgl.
h(z, z)dz nimmt. Unsere Definition folgt der Notation aus [59] und ist ein Spezialfall; die von uns betrachtete
Mannigfaltigkeit ist der gewöhnliche euklidische Raum.
Definition 8.6. Eine hermitesche Metrik ds = λ(z)|dz|wird regulär genannt, wenn λwenigstens zweimal stetig
differentierbar ist und keine Nullstellen hat.
Schließlich führen wir die gaußsche Krümmung auf die übliche Art,siehe zum Beispiel [59], ein durch
Definition 8.7. Sei ds = λ(z)|dz| eine reguläre Metrik. Dann wird die Funktion
Gds(z) := − 1
λ(z)2
∆ log λ(z)
die (gaußsche) Krümmung der Metrik ds genannt.
Dies führt auf natürliche Weise zur folgenden Definition der Szegömetrik im Kontext von Hardyräumen
monogener Funktionen
Definition 8.8. Sei Ω ⊂ Rm+1 ein Gebiet und KΩ der Szegökern dieses Gebiets. Die hermitesche Metrik, die
durch
dsΩ := KΩ(z, z)|dz|
definiert ist, wird die Szegömetrik genannt.
Bemerkung 8.9. Im Falle, daß Ω die Einheitskugel B1(0) ist, ist die Szegömetrik eine Verallgemeinerung der
Poincarémetrik auf dem Einheitskreis, da die zwei Metriken im komplexen Fall identisch sind.
Um zu zeigen, daß dsΩ tatsächlich eine Metrik ist, müssen wir lediglich verifizieren, daß KΩ(z, z) ein
positiver, reellwertiger Ausdruck ist. DaKΩ der reproduzierende Kern des Hardyraums ist, können wir
schlußfolgern, daß
KΩ(z, z) = (KΩ(z, ·),KΩ(z, ·)) = ‖KΩ(z, ·)‖,
wobei ‖ · ‖ die herkömmliche L2-Norm ist, die vom inneren Produkt auf L2(Ω) induziert wird. KΩ(z, ·)
kann nicht die Nullfunktionen sein, weil der Hardyraum ansonsten degeneriert wäre. Folglich ist
KΩ(z, z) reellwertig und positiv für jedes z. Folglich ist dsΩ in der Tat eine wohldefinierte Metrik.
Unsere Startaussage ist nun zu beweisen.
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Satz 8.10. Die Szegömetrik ist invariant unter Möbiustransformationen bsi auf den Automorphiefaktor
|cz + d|2m−2.
Beweis. Sei T eine Möbiustransformation, dargestellt durch
(
a b
c d
)
mit Cliffordzahlen a, b, c, d, die
den üblichen, oben genannten Bedingungen genügen.
Dann gilt
dsT (Ω)(T (z)) = KT (Ω)(T (z), T (z))|dT (z)|
= KT (Ω)(T (z), T (z))
1
|cz + d|2 |dz|
= |cz + d|2m−2KT (Ω)(T (z), T (z))︸ ︷︷ ︸
∈R
cz + d
|cz + d|m+1
cz + d
|cz + d|m+1 |dz|
= |cz + d|2m−2 cz + d|cz + d|m+1KT (Ω)(T (z), T (z))
cz + d
|cz + d|m+1 |dz|
= |cz + d|2m−2KΩ(z, z)|dz|,
wobei wir in der letzten Zeile die Transformationsformel für den Szegökern anwenden.
Bemerkung 8.11. Im komplexen Fall, d.h. m = 1, vereinfacht sich der Automorphiefaktor zu 1 und die Metrik
somit vollständig invariant unter Möbiustransformationen.
Zur besseren Lesbarkeit und bessen Vergleichbarkeit zum komplexen Fall führen wir folgende Notation
ein:
Für eine stetig differentierbare Funktion f definieren wir
f ′ := D¯f.
Hier und im Folgenden steht D für Dz := ∂∂z0 +
m∑
i=1
ei
∂
∂zi
. Wir werden den Index weglassen, wenn die
Variable, nach der differentiert wird, unzweideutig ist.
Als nächstes brauchen wir folgende Verallgemeinerung der Produktregel:
Satz 8.12. Seien f und g ∈ C1(Ω, Cl0,m) mit f =
∑
A⊆{0,...,m} fAeA, g =
∑
A⊆{0,...,m} gAeA (|A| bezeichnet
hierbei die Mächtigkeit von A, welche in diesem Zusammenhang auch die Länge des reduzierten Produktes eA
genannt wird). Dann gilt
D(fg) = (Df)g + f¯(Dg) + 2R(f)(∂0g) + 2
m∑
i=1
∑
A⊆{1,...,m},
i/∈A:|A|≡40,1
i∈A:|A|≡42,3
fA(∂ig)
und
(fg)D = (fD)g¯ + f(gD) + 2(f∂0)R(g) + 2
m∑
i=1
∑
A⊆{1,...,m},
i/∈A:|A|≡40,1
i∈A:|A|≡42,3
gA(∂if),
sowie
D(fg) = (Df)g + f¯(Dg) + 2R(f)(∂0g)− 2
m∑
i=1
∑
A⊆{1,...,m},
i/∈A:|A|≡40,1
i∈A:|A|≡42,3
fA(∂ig)
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und
(fg)D = (fD)g¯ + f(gD) + 2(f∂0)R(g)− 2
m∑
i=1
∑
A⊆{1,...,m},
i/∈A:|A|≡40,1
i∈A:|A|≡42,3
gA(∂if),
wobei R(z) := z − Sc(z) für eine Cliffordzahl z.
Beweis. Der Beweis geht fast genauso wie der Beweis im Fall quaternionischer Vektoren, der in [69]
gefunden werden kann. Somit werden hier nur die zusätzlich benötigten Argumente für den Beweis
der ersten Gleichung angegeben (die anderen drei Fälle können dann analog behandelt werden).
Durch einfaches Nachrechnen erhalten wir
∂
∂0
(fg) = (
∂
∂0
f)g + f(
∂
∂0
g)
= (
∂
∂0
f)g + f(
∂
∂0
g) + 2V ec(f)(∂0g).
Bemerke weiterhin, daß
eieA =
{
(−1)|A|eAei für i /∈ A
(−1)|A|−1eAei für i ∈ A
für jedes i ∈ {1, . . . ,m} und jedes A ⊆ {1, . . . ,m} gilt.
Angesichts
eA =
{
eA for |A| ≡4 0, 3
−eA for |A| ≡4 1, 2 ,
erhalten wir eieA = eAei für jede Wahl von A, außer für i /∈ A, |A| ≡4 0, 1 und i ∈ A, |A| ≡4 2, 3. Für
Details bezüglich des Rechnens mit imaginären Einheiten in Cliffordalgebren siehe auch [17].
Von nun an bezeichnen wir mit
∂zi , i ∈ {0, . . . ,m}
die reelle partielle Ableitung bzegüglich der i-ten Komponente und der Variable z.
8.3 Die Krümmung der Szegömetrik
Das Hauptziel dieses Abschnitts besteht darin zu zeigen, daß die Szegömetrik auf beschränkten Gebie-
ten negativ ist. Dies gibt uns dann eine Verallgemeinerung der hinlänglich bekannten analogen Aussage
aus der klassischen komplexen Analysis, wie es z.B. in [59] präsentiert wird. Dieses Ergebnis wird dann
weiterhin angewendet im darauffolgenden Abschnitt, wo wir beweisen, daß die Szegömetrik vollstän-
dig ist.
Um in dieser Richtung fortzufahren, müssen wir zunächst das folgende Lemma beweisen:
Lemma 8.13. Sei Ω ein Gebiet und (φk(z))k∈N eine Orthonormalbasis des Hardyraums monogener Funktionen
über Ω. Dann gilt
∞∑
k=1
|φ′k(z)|2 <∞.
Beweis. Sei K = KΩ der Szegökern von Ω. Auf Grund der Monogenität bzw. Anti-Monogenität in den
Komponenten und der kompakten Konvergenz der Reihenentwicklung können wir schließen, daß
DzK(z, w) =
∞∑
k=1
φ′k(z)φk(w) <∞, (8.1)
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und die Reihe erneut normal konvergent ist, als Konsequenz aus dem Satz von Weierstraß.
Für beliebiges k ∈ N haben wir
(Dz +Dw)φk(z)φk(w)(Dz +Dw) = φ′k(z)φk(w)Dz +Dwφk(z)φk(w)Dz (8.2)
+Dwφk(z)φ′k(w) + φ
′
k(z)φ
′
k(w), (8.3)
sowie (in Anbetracht von Satz 8.12)
φ′k(z)φk(w)Dz = (φ
′
k(z)Dz)φk(w) + φ
′
k(z)(φk(w)Dz︸ ︷︷ ︸
=0
)
+2(∂z0φ
′
k(z)φk(w)) + 2
m∑
i=1
∑
A⊆{1,...,m},
i/∈A:|A|≡40,1
i∈A:|A|≡42,3
((φ′k(z))∂
z
i )(φk(w))A
D¯wφk(z)φ′k(w) = (D¯wφk(z))︸ ︷︷ ︸
=0
+φk(z) (D¯w)φ′k(z)︸ ︷︷ ︸
=φ′k(w)Dw=0
+2V ec(φk(z))(∂w0 φ′k(w)) + 2
m∑
i=1
∑
A
(φk(z))A∂wi φ′k(w)
D¯wφk(z)φk(w)Dz =
[
(D¯wφk(z))φk(w) + φk(z)φk(w)Dw
+2V ec(φk(z))(∂w0 φk(w)) + 2
m∑
i=1
∑
A
(φk(z))A∂wi φk(w)
]
Dz
=
[
+2V ec(φk(z))(∂w0 φk(w)) + 2
m∑
i=1
∑
A
(φk(z))A∂wi φk(w)
]
Dz,
wobei sich jede Summe über die gleiche Indexmenge von As erstreckt.
Wegen
lim
w→z
∞∑
k=1
(Dz +Dw)φk(z)φk(w)(Dz +Dw) = DzK(z, z)Dz < 0
und unter Berücksichtigung von (8.2) reicht es nachzuweisen, daß die Summen in den ausmultiplizier-
ten Termen von
(φ′k(z)Dz)φk(w),
φ′k(z)φk(w)Dz,
Dwφ
′
k(w)φ′k(w),
Dwφk(z)φk(w)Dz,
in jedem Fall konvergieren. Sowohl die Reihenentwicklung von K und von (8.1) sind konvergent und
wohldefiniert. Da K der Szegökern ist, ist K undendlich oft stetig reell differentierbar, genau wie (8.1).
Folglich sind wir in der Lage, partiell bezüglich jeder Komponente in jeder beliebigen Reihenfolge und
sooft wir wollen auszuleiten, oder können den Cauchy-Riemann-Operator auf K und (8.1) anwenden.
Da beide Reihe kompakt konvergieren, können wir diese Operationen mit der Summation vertauschen
dank des Satzes von Weierstraß. Somit liefert die Summation der obigen Terme eine konvergente Reihe
in jedem Fall.
Von nun an wird in diesem Kapitel der Index weggelassen und lediglich K für den Szegökern geschrie-
ben, wenn es eindeutig ist, was das zugehörige Gebiet ist.
Wir führen weitere Notationen ein:
Kz := DzK(z, ·)
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Kz¯ := K(z, ·)Dz
Lemma 8.14. Sei Ω ein beschränktes Gebiet und K der Szegökern monogener Funktionen von Ω. Dann
K(z, z)(K(z, z)Kz¯z(z, z)−Kz(z, z)Kz¯(z, z)) > 0.
Beweis. Zuerst weisen wir nach, daß Kz(z, ·) erneut ein Element des Hardyraums ist.
Dazu:
Da K monogen in z ist, ist dies auch Kz . Weiter haben wir unter Berücksichtigung von (8.1):
∫
Ω
|Kz(z, w)|2dVw =
∫
Ω
|
∞∑
k=1
φ′k(z)φk(w)|2dVw
≤
∫
Ω
∞∑
k=1
|φ′k(z)φk(w)|2dVw
≤
∫
Ω
( ∞∑
k=1
|φ′k(z)|2
)
·
( ∞∑
k=1
|φk(w)|2
)
︸ ︷︷ ︸
=K(w,w)
dVw
=
∞∑
k=1
|φ′k(z)|2 ·
∫
Ω
K(w,w)dVw.
Hierbei haben wir die Hölderungleichung angewendet und in der letzten Zeile haben wir Lemma 8.13
benutzt, das besagt, daß
∑∞
k=1 |φ′k(z)|2 = Kz¯z <∞.
Da K(z, z) L2-integrierbar in beiden Komponenten ist (weil Kz(z, ·) ein Element des Hardyraums für
jedes z ist), entspricht diese Aussage der Wahrheit.
Wir betrachten die Reproduktionseigenschaft:
f(z) =
∫
∂Ω
K(z, w)f(w)dSw.
Da Kz(z, w) erneut ein Element des Hardyraums ist, können wir die Reihenfolge des konjugierten D-
Operators mit dem Integral vertauschen, und erhalten
Dzf(z) =
∫
∂Ω
DzK(z, w)f(w)dSw
=
∫
∂Ω
K(z, w)Dzf(w)dSw
=
∫
∂Ω
Kz¯(z, w)f(w)dSw
= (Kz¯(z, w), f(w)) .
Nun sei
M˜ := Kz(z, z)K(z, w)−K(z, z)Kz¯(z, w).
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Dann (
M˜, M˜
)
w
=
∫
∂Ω
|Kz(z, z)K(z, w)|2 + |K(z, z)Kz¯(z, w)|2
−Kz(z, z)K(z, z)〈K(z, w),Kz¯(z, w)〉
−K(z, z)〈Kz¯(z, w),K(z, w)〉Kz(z, z)dSw
= Kz(z, z)2 K(z, z)︸ ︷︷ ︸
〈K(z,w),K(z,w)〉
+K(z, z)2〈Kz¯(z, w)Kz¯(z, w)〉
−Kz(z, z)K(z, z)〈K(z, w),Kz¯(z, w)〉
−K(z, z)〈Kz¯(z, w),K(z, w)〉Kz(z, z)
= Kz(z, z)2K(z, z) +K(z, z)2Kzz¯(z, z)
−Kz(z, z)K(z, z)Kz¯(z, z)−K(z, z)Kz(z, z)Kz(z, z)︸ ︷︷ ︸
∈R
= K(z, z)2Kzz¯(z, z)−K(z, z)Kz(z, z)Kz¯(z, z)
= K(z, z) (K(z, z)Kzz¯(z, z)−Kz(z, z)Kz¯(z, z))
Nehmen wir M˜ ≡ 0 an. Dann erhalten wir, daß
0 = (M˜, w − z)w = (Kz(z, z)K(z, w)−K(z, z)Kz¯(z, w), w − z)w
= Kz(z, z)(K(z, w), w − z)−K(z, z)(Kz¯(z, w), w − z)
= Kz(z, z)(z − z)−K(z, z)
[
Dw(w − z)
∣∣
w=z
]
= (n+ 1)K(z, z) > 0.
Dies ist ein Widerspruch.
Mit diesen Vorabresultaten sind wir nun in der Lage, die Hauptaussage dieses Unerabschnitts zu be-
weisen:
Satz 8.15. Sei Ω ein beschränktes Gebiet. Dann ist die Krümmung der Szegömetrik negativ auf Ω.
Beweis. Gemäß der Definition der gaußschen Krümmung genügt es zu zeigen, daß
∆ logK2(z, z) > 0.
Da K(z, z) reell ist,vereinfacht sich die Produktformel für den D-Operator, und wir stellen fest, daß
∆ logK(z, z) = D¯D logK(z, z)
= D¯
1
K(z, z)
Kz(z, z)
=
Kz¯z(z, z)K(z, z)−Kz(z, z)K(z, z)D¯
K(z, z)2
+
Kz¯z(z, z)K(z, z)−Kz(z, z)Kz¯(z, z)
K(z, z)2
Hier haben wir in der letzten Zeile angewandt, daß K(z, z) ∈ R ist. Nach Lemma 8.14 ist der letzte
Ausdruck positiv, wodurch der Satz bewiesen ist.
8.4 Das Vollständigkeitsresultat
Um zu zeigen, daß die Szegömetrik auf beschränkten Gebieten vollständig ist, werden wir zuerst eine
andere Metrik einführen, die die Szegö-Carathéodory-Metrik genannt wird, und zunächst nachweisen,
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daß letztere vollständig ist. Die folgenden zwei Propositionen werden benötigt für den Beweis der Voll-
ständigkeit der Szegö-Carathéodory-Metrik. Beweise analoger Aussagen für den Fall von Funktionen
in mehreren komplexen Variablen können z.B. in [87], Kapitel 3 gefunden werden. Obwohl dieses Buch
sich mit der Funktionentheorie mehrerer komplexer Veränderlicher befaßt, benutzen die Beweise le-
diglich Argumente aus der der rellen Analysis in mehreren Dimensionen, und können daher direkt
transferiert werden aufgrund der isometrischen Isomorphie zwischen R2m und Clm als normierten Vek-
torräumen.
Zunächst stellen wir etwas fest bzgl. des Abstands von Punkten aus einer Umgebung des Randes zum
Rand.
Satz 8.16. Falls U ein Gebiet mit C2-Rand ist, gibt es eine offene UmgebungW von ∂U so daß wenn z ∈ U ∩W ,
dann einen eindeutigen Punkt P = P (z) ∈ ∂U gibt, welcher den kürzesten euklidischen Abstand zu z hat.
Wir können auf beiden Seiten des Randes jeweils tangentiale Kugeln finden:
Satz 8.17. Sei U ⊆ C ein beschränktes Gebiet mit C2-Rand. Dann gibt es ein r0 > 0, so daß für jedes P ∈ ∂U
eine Kugel D(C(P ), r0) mit Radius r0 existiert, welche außerhalb tangential zu ∂U in P ist. Weiter gibt es
eines Kreisscheibe D(C ′(P ), r0), welche innerhalb tangential zu ∂U in P ist. Diese Scheibe hat weiterhin die
Eigenschaft, daß D(C(P ), r0) ∩ ∂U = {P} und D(C ′(P ), r0) ∩ ∂U = {P}.
Wir führen ein
Definition 8.18. Sei Ω ein Gebiet. Die zugehörige hermitesche Metrik, die durch
dC(z) := sup{|Df(z)|; f ∈ H2(Ω), f(z) = 0, ‖f‖ = 1}
definiert ist, wird die Szegö-Carathéodory-Metrik genannt. Hier und im Folgenden bezeichne ‖ · ‖ die Norm auf
dem Hardyraum H2, die durch das zuvor definierte Skalarprodukt induziert wird.
Bemerkung 8.19. Die Funktion dC ist wohldefiniert und positiv. Für ein endliches Gebiet Ω und z0 =∑m
i=0 z
0
i ei ∈ Ω betrachten wir die Funktion
Z1(z) := z1 − z0e1 − z01 + z00e1.
Es ist einfach nachzuweisen, daß Z1 ein Element des Hardyraums über Ω ist und z0 als Nullstelle hat. Weiterhin
haben wir
DZ1 = −2e1 6= 0.
Da nun Z1‖Z1‖ unter die Definition der Menge aus der Definition von dC fällt, haben wir dC(z) > 0. Dann
wiederum gilt für jede Funktion f des Hardyraums
(Df)(z) = Dz
∫
∂Ω
K(z, w)f(w)dSw
=
∫
∂Ω
DzK(z, w)f(w)dSw
= (DzK(z, ·), f)
≤ ‖DzK(z, ·)‖︸ ︷︷ ︸
<∞
‖f‖︸︷︷︸
=1
= ‖DzK(z, ·)‖ <∞,
also ist insbesondere das Supremum wirklich endlich. Erneut mußte hierbei die Hölderungleichung in der Ab-
schätzung benutzt werden.
Als nächstes müßs folgende Verknüpfungseigenschaft des Operators D bewiesen werden:
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Satz 8.20. Sei G ⊆ Rm ein Gebiet und f ∈ C1(Ω). Dann gilt, daß für jede Möbiustransformation, dargestellt
durch M =
(
a b
c d
)
, gilt
∣∣∣∣D( cz + d|cz + d|m f)(M(z))
∣∣∣∣ = ∣∣∣∣ cz + d|cz + d|m+2 (Df) (M(z))
∣∣∣∣ ,
falls f(M(z)) = 0.
Beweis. Wir wenden die Produktregel (8.12) an. Weil wir uns in der Annahme auf Funktionen f mit
f(M(z)) = 0 beschränken, können wir den Term
(
D cz+d|cz+d|m
)
f(M(z)) vernachlässigen. Dadurch blei-
ben nur die Terme, die von partiellen Ableitungen von f abhängen, übrig. Vergleichen wir nun die
Produktenregeln für den D- und den D-Operator, sehen wir, daß die Terme, in denen ∂0f vorkommt,
identisch sind, während die Terme mit ∂if , i > 0, identisch bis auf Multiplication mit (−1) sind. Da die
Proposition bereits von Ryan in [128] bewiesen wurde mit dem D-Operator anstelle von D, können wir
die Gleichung für die ∂0f -Terme verifizieren, indem wir die Identität
Dg +Dg = 2∂0g, g ∈ C1(Ω)
benutzen. Anschließend können wir zeigen, daß die Identität auch für die Terme gilt, die ∂if , i > 0
einbeziehen, mit Hilfe von
Dg −Dg =
m∑
i=1
∂ig, g ∈ C1(Ω).
Der folgende Satz verallgemeinert die Abstandsverringerungseigenschaft der klassischen Carathéodo-
rymetrik, vergleiche hierzu beispielsweise [87, 89].
Satz 8.21. Für jede Möbiustransformation, dargestellt duch M =
(
a b
c d
)
, und jedes Gebiet Ω haben wir
∣∣∣∣ cz + d|cz + d|m
∣∣∣∣ dGC(M(z)) ≤ dM(G)C (z).
Beweis.
| cz + d|cz + d|m |dC(M(z))
= | cz + d|cz + d|m | sup{|D(f(M(z)))|; f ∈ H
2, f(M(z)) = 0}
= sup{| cz + d|cz + d|m (Df)(M(z)))|; f ∈ H
2, f(M(z)) = 0}
= sup{|D( cz + d|cz + d|m f(M(z)))|; f ∈ H
2, f(M(z)) = 0}
≤ sup{|Df(w))|; f ∈ H2(M(Ω)), f(w) = 0}
Mit diesem Hilfsmittel sind wir nun in der Lage, folgendes Resultat zu beweisen.
Satz 8.22. Die Szegö-Carathéodory-Metrik ist vollständig auf jedem endlichen Gebiet Ω mit C2-glattem Rand.
Beweis. Sei z ∈ Ω und P der Punkt in ∂Ω mit minimalem euklidischem Abstand zu z. Sei weiterhin δ der
euklische Abstand von z zum Rand. Gemäß (8.16), (8.17) existieren ein r0 > 0 und ein C(P ) ∈ Rm+1 \Ω,
sodaß D(C(P ), r0) ∩ ∂Ω = {P}.
Definiere nun die Karten
iP : z 7→ r0z − C(P )|z − C(P )|2 + C(P )
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und
jP : z 7→ 1
r0
(z − C(P )) .
Sowohl iP als auch jP sind offensichtlich Möbiustranformationen.
Für ihre Verknüpfung gilt
(jP ◦ iP )(z) = 1
r0
(
r20
z − C(P )
|z − C(P )|2 + C(P )− C(P )
)
= r0
z − C(P )
|z − C(P )|2
= r0 (z − C(P ))−1
Nach Wahl von z und C(P ) erhalten wir für den Betrag
|(jP ◦ iP )(z)| = r0 1
δ + r0
= 1− δ
δ + r0
.
Wir betrachten nun den Automorphiefaktor, der zur Möbiustranformation jP ◦ iP gehört, unter Berück-
sichtigung von (8.20): ∣∣∣∣∣r0 z − C(P )|z − C(P )|m+1
∣∣∣∣∣ = r0 1(δ + r0)m
Die Anwendung von Satz 8.21 führt zu
dΩC(z) ≥
∣∣∣∣∣r0 z − C(P )|z − C(P )|m+1
∣∣∣∣∣ dDC((jP ◦ iP )(z)) =
∣∣∣∣∣r0 z − C(P )|z − C(P )|m+1
∣∣∣∣∣ dDC( r0z − C(P ) ). (8.4)
Wir bezeichnen dabei die Einheitskugel in Rm+1 mit D.
Um die Szegö-Carathéodorymetrik auf der Einheitskugel abzuschätzen, definieren wir eine Testfunkti-
on.
Sei K der Cauchykern und w0 ∈ Rm+1 \ Ω so, daß |z − w0| = 2δ. Dann gilt, daß
DK(· − w0) = 0
auf Ω und K ist wohldefiniert auf Ω.
Nun setzen wir
K2(z) := Dz (K(· − w0))−Dz
(
K(
r0
δ + r0
− w0)
)
.
Per Konstruktion haben wir K2 ∈ H2(Ω, Cm) und K2( r0δ+r0 − w0) = 0.
Die Anwendung dieser Eigenschaft liefert
dDC(
r0
δ + r0
) ≥
∣∣∣∣(DK2) ( r0δ + r0 )
∣∣∣∣ .
Wir erhalten
D
2
= (∂0 +
−→
D)2 (8.5)
= ∂20 − ∂0
−→
D −−→D∂0 −
m−1∑
i=1
∂2i , (8.6)
somit
∆K2 = 0,
und daher
−
m∑
i=1
∂2i K2 = ∂
2
0K2
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Da K2 ∈ C∞(Ω), erhalten wir
∂0
−→
DK2 =
−→
D∂0K2.
Wegen DK2 = 0, haben wir, daß −→
DK2 = −∂0K2.
Aus dieser Eigenschaft können wir folgern, daß
D
2
K2(z) = 4∂20K2(z)
= 4∂0
|z − w0|2 − (m+ 1)(z − w0)(z0 − w00)
|z − w0|m+3
= 4
[
−(m+ 1)(z0 − w00)
|z − w0|m+3
−(m+ 1) −
−−−−→
z − w0
|z − w0|m+3 + (m+ 3)
z − w0(z0 − w00)2
|z − w0|m+5
]
= 4
[
−(m+ 1) z − w0|z − w0|m+3
]
.
Da in unserem Fall nur kleine Werte von δ relevant sind, können wir ohne Beschränkung der Allge-
meinheit δ < 1 annehmen. Unter dieser Annahme können wir
|D2K2(z)|
von unten durch
C1
1
|z − w0|m+2 = C1
1
(2δ)m+2
abschätzen, mit einer Konstanten C1 > 0.
Weiterhin können wir ‖DK2(z)‖ von unten abschätzen durch C˜1 1(2δ)m+1 .
Zusammen mit (8.4) haben wir dann
dΩC(z) ≥ r0
1
(δ + r0)m
C1
1
(2δ)m+2
1
C˜1
1
(2δ)m+1
≥ C2(r0)1
δ
(8.7)
mit einer Zahl C2 > 0, die nur von r0 abhängt.
Sein nun E eine Menge, die in der Szegö-Carathéodory-Metrik beschränkt ist. Dann gilt
dΩC(z) < M
für alle z ∈ E für ein M > 0. Gemäß (8.7) führt dies zu
δ ≥ C3(r0)M.
Somit existiert eine postive Minimaldistanz von E zu ∂Ω. Aufgrund der Beschränktheit von Ω ist E
dann relativ kompakt. Folglich ist die Szegö-Carathéodory-Metrik vollständig auf Ω.
Bemerkung 8.23. Für die Beweise benutzen wir eine Charakterisierung von Vollständigkeit für metrische Räu-
me. Da die Menge der Elemente einer Cauchyfolge beschränkt ist, impliziert die relative Kompaktheit, daß der
Abschluß der Menge kompakt in dem Raum ist. Folglich liegt der Grenzwert der Folge im Abschluß und somit
in dem metrischen Raum. Somit ist jede Cauchyfolge konvergent in der Metrik, womit diese vollständig ist. Für
Details siehe z.B. [79].
Um die Vollständigkeit der Szegömetrik zu zeigen, beweisen wir zunächst eine Ungleichung zwischen
dieser und der Szegö-Carathéodory-Metrik auf einem beschränkten Gebiet, welche essentiell für den
finalen Beweis sein wird. Der Beweis der Vollständigkeit der Bergmanmetrik innerhalb der Theorie
mehrerer komplexer Variablen macht Gebrauch von einer ähnlichen Ungleichung, welche in [86, 72, 73,
74] und [88] gefunden werden kann.
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Satz 8.24. Sei CΩ die Szegö-Carathéodory-Metrik eines Gebietes Ω. Dann gilt
a) dsΩ ≥ Γ∂Ω,n · CΩ
b) Die Metrik ds∗Ω, die durch
√
∆ logK(z, z)|dz| gegeben ist, genügt der Ungleichung
‖K‖ ·
√
2 · ds∗Ω ≥ CΩ,
wobei Γ∂Ω,n das Oberflächenmaß von ∂Ω bezeichnet, und ‖K‖ eine Funktion in z ist mit Wert ‖K(z, ·)‖.
Beweis. Sei weiterhin f ′(z) := Df .
Sei z ∈ G f ∈ H2 mit f(z) = 0 und ‖f‖ ≤ 1. Weiter definieren wir
M := K(z, z)Kz¯(z, ·)−Kz(z, z)K(z, ·).
Es gilt, daß
0 = f(z) = 〈f,K(z, ·)〉.
Aus dieser Eigenschaft können wir herleiten:
|f ′(z)| = 1
K(z, z)
(f,K(z, z)Kz¯(z, ·)−Kz(z, z)K(z, ·))
≤ ‖f‖︸︷︷︸
≤1
1
K(z, z)
‖M‖
(8.4)
≤
√
K(z, z)(K(z, z)Kzz¯(z, z)−Kz(z, z)Kz¯(z, z))
K(z, z)
=
√
(K(z, z)Kzz¯(z, z))−Kz(z, z)Kz¯(z, z)√
K(z, z)
=
√
M ′(z)√
K(z, z)
=
√
K(z, z)
√
∆ logK2(z, z)
= ‖K‖
√
∆ logK2(z, z),
wobei ‖ · ‖ die vom Skalarprodukt induzierte Norm bezeichne.
In der zweiten Zeile haben wir die höldersche Ungleichung angewendet. In der letzten Zeile ist zu
beachten, daß das Argument der Quadratwurzel wirklich positiv ist. Dies ist eine Konsequenz von
Satz 8.15.
Als nächstes: Jede Funktion f ∈ H2(Ω, Clm) mit ‖f‖ ≤ 1 erfüllt
|f(z)| = |(f,K(z, ·))|
≤ ‖f‖‖K(z, ·)‖
≤
√
(K(z, ·),K(z, ·))
=
√
K(z, z).
Erneut haben wir in der zweiten Zeile die Hölderungleichung angewendet. Man beachte, daß wir das
Ergebnis von Lemma 8.14 brauchen, damit die Wurzel wohldefiniert ist.
Dann erfüllt jede Funktion f ∈ H2(Ω, Clm) mit ‖f‖ ≤ 1
|f(z)| = |(f,K(z, ·))|
≤ ‖f‖‖K(z, ·)‖
≤
√
(K(z, ·),K(z, ·))
=
√
K(z, z).
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Weiterhin haben wir mit g(w) := M(w)‖M‖ , daß ‖g‖ ≤ 1 und
|g′(z)|
= |M
′(z)
‖M‖ |
=
‖M‖2
‖M‖K(z, z)
=
‖M‖
K(z, z)
Eine einfache Rechnung zeigt ‖M‖ = ‖M ′‖.
Aus dieser Ungleichung folgt als zusammen mit DM ′ = 0, daß
M ′(z)
‖M‖ ≤
√
K(z, z), (8.8)
und folglich
‖M‖ 1
K(z, z)
≤
√
K(z, z), (8.9)
genau wie auch
‖M‖
M ′(z)
≥ 1√
K(z, z)
.
In Betracht der ersten Ungleichung dieses Beweises haben wir
dC ≤
√
M ′(z)√
K(z, z)
,
was zu
dC ≤ ‖M‖√
M ′(z)
,
führt, und mit (8.4) zu
dC ≤
√
M ′(z)
√
K(z, z)√
M ′(z)
=
√
K(z, z),
Wir beobachten
‖K(z, ·)‖ =
√
(K(z, ·),K(z, ·)) =
√
K(z, z)
Sei h ≡ 1 auf Ω. Dann liefern die Reproduktionseigenschaft und die Hölderungleichung:
1 = |(h,K(z, ·))|
≤ ‖h‖‖K(z, ·)‖
= Γ∂Ω,n
√
K(z, z),
Somit ist √
K(z, z) ≤ Γ∂Ω,nK(z, z).
Also können Potenzen beider Metriken von unten durch die Szegö-Carathéodory-Metrik abgeschätzt
werden. Aus dieser Eigenschaft können wir aber die Schlußfolgerung ziehen, daß jede Menge E, die
in diesen Metriken beschränkt ist, auch in der Szegö-Carathéodory-Metrik beschränkt ist. Da diese Me-
trik wiederum vollständig ist, muß E relativ kompakt in Ω sein. Folglich sind also auch diese beiden
Metriken vollständig und die Proposition bewiesen.
Aus der Vollständigkeit der Szegö-Carathéodory-Metrik können wir nun endlich unser Hauptresultat
in diesem Kapitel zeigen:
Satz 8.25. Die Szegömetrik ist vollständig.
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Beweis. In Anbetracht von Satz 8.24 haben wir für alle z, w ∈ Ω
Z · dC(z, w) ≤ dS(z, w),
mit einer gewissen Konstanten Z > 0 und wo dC und dS die Abstandsfunktion der Szegö-
Carathéodory-Metrik bzw. der Szegömetrik bezeichnet.
Somit ist jede dS-beschränkte Menge H ⊂ Ω gleichzeitig auch dC-beschränkt. Da die Szegö-
Carathéodory-Metrik vollständig ist, muß H relativ kompakt in Ω sein. Damit ist jede dS-beschränkte
Menge also relativ kompakt in Ω und dS folglich vollständig.
Perspektiven: Wie bereits erwähnt, gibt es in der Theorie von mehreren komplexen Veränderlichen einen
starken Zusammenhang zwischen der Vollständigkeit der Metrik und der Glattheit des Gebietsrandes.
Insofern ist es ein naheliegender Forschungspunkt für zukünftige Arbeiten, ob und wie bestehende
Aussagen aus dieser Theorie auf die Cliffordtheorie übertragen werden können, weil die momentan
gegebenen Resulte eine starke Glattheit voraussetzen (C2-Rand).
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Kapitel 9
Zahlentheorie: Konstruktion von
Modulformen und Spurformel
9.1 Einführung
Die Theorie höherdimensionaler Maaß-Wellenformen stellt ein wichtiges Forschungsgebiet innerhalb
der analytischen Zahlentheorie dar. Maaß-Wellenformen sind automorphe Formen, die komplexwertige
Eigenlösungen zum Laplace-Beltrami-Operator sind. Letzterer ist definiert als
∆LB = z2n(
m∑
i=0
∂2
∂z2m
)− (m− 1)zm ∂
∂zm
. (9.1)
Der klassische Definitionsbereich ist derm+1-dimensionale obere Halbraum im Rahmen der Operation
diskreter arithmetischer Untergruppen der orthogonalen Gruppe. Sein Studium wurde 1949 von H.
Maaß in [112] eingeleitet. Ende der 1980er Jahre haben die Untersuchungen einen starken Anschub
durch wegweisende Arbeiten von J. Elstrodt, F. Grunewald und J. Mennicke, [52, 54, 55], A. Krieg [102,
103], V. Gritsenko [66], neben vielen anderen, bekommen.
In dem Buch [91] wurde einen weitere Klasse automorpher Formen zu diesen arithmetischen Gruppen
betrachtet. Der Kontext ist erneut der m + 1-dimensionale obere Halbraum. Die Klassen automorpher
Formen, die in [91] betrachtet werden, haben jedoch andere analytische und Abbildungseigenschaften.
Sie sind Nullösungen zum euklidschen Diracoperator D :=
∑m
i=0
∂
∂zi
ei (oder allgemeiner zu Iteratio-
nen höherer Ordnung des Diracoperators) und nehmen im Allgemeinen Werte in reellen Cliffordalge-
bren an. Diese werden monogene (beziehungsweise polymonogene) automorphe Formen genannt. Die
monogenen automorphen Formen auf dem oberen Halbraum können wiederum in den allgemeinen
Rahmen der k-hypermonogenen automorphen Formen eingebettet werden. Dies wurde in dem Artikel
[38] gemacht. Die Klasse der k-hypermonogenen Funktionen, z.B. besprochen in [110, 75, 56, 58], enthält
die Menge der monogenen Funktionen (k = 0). Die k-hypermonogenen Funktionen sind Lösungen zu
einer modifizierten Version des Diracoperators, zugehörig zur hyperbolischen Metrik auf dem oberen
Halbraum.
Wie in [38] erklärt wird, erlaubt uns der allgemeinere Kontext der k-hypermonogenen automorphen
Formen, die Maaß-Wellenformen mit der Klasse der monogenen automorphen Formen zu verbinden.
Insbesondere stellte sich heraus, daß man Maaß-Wellenformen aus monogenen automorphen Formen
konstruieren kann.
Für k 6= 0 war es jedoch bislang nur möglich, k-hypermonogene Eisensteinreihen zu konstruieren. Zu
k 6= 0 konnte die Existenz von nicht-trivialen k-hypermonogenen Spitzenformen nicht nachgewiesen
werden. Die Idee, die klassische Konstruktion
P (z, w) =
∑
M∈SL(2,Z)
(cz + d)−k
(
w +
az + b
cz + d
)−k
, Im(z) > 0, Im(w) > 0
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zu erweitern (wobei M =
(
a b
c d
)
), schlägt in diesem Zusammenhang fehl. Der Grund dafür ist, daß
eine von w induzierte Translationen auf den oberen Halbraum in zm-Richtung die k-Hypermonogenität
leider nicht erhält.
Dies motiviert dazu, eine größere Klasse von Funktionen zu betrachten, die die Klasse der k-
hypermonogenen Funktionen als spezielle Teilmenge enthält, aber immer noch hinreichend speziali-
siert ist, um viele funktionentheoretische Hilfsmittel noch zur Verfügung zu haben. In den Fällen, wo
k ∈ Z und k gerade ist, ist eine natürliche Erweiterung der k-hypermonogen Funktionen in diesem
Sinne gegeben durch Funktionen, welche durch die Anwendung des Operators D∆k/2 verschwinden.
Jede k-hypermonogene Funktion ist ein Element von Ker D∆k/2. Die Umkehrung stimmt jedoch nicht.
Für negative k wird der Laplaceoperator formal ersetzt durch das Produkt des Teodorescuoperators mit
seinem Konjugierten. Der Teodorescuoperator ist das Rechtsinverse des Diracoperators D. Jedoch ist
es möglich, den Operator D∆−k/2 in Beziehung zu dem Differentialoperator D∆(k+2)/2 zu setzen. In-
dem wir ein Element aus Ker D∆−k/2 mit dem einfachen Skalierungsfaktor 1
zkm
multiplizieren, erhalten
wir erneut ein Element des Kerns von D∆(k+2)/2. Daher genügt es, entweder nur nicht-positive oder
nur nicht-negative gerade Werte für k zu betrachten. Im Spezialfall, wo k = m − 1 und m ungerade
ist, behandeln wir die holomorph-cliffordschen Funktionen, die zuvor in [105, 106, 107, 123] und an-
derswo betrachtet wurden. Wie z.B. in [105] gezeigt wurde, ist die Menge der holomorph-cliffordschen
Funktionen mit vielen funktionenentheoretischen Mitteln ausgestattet, die auch für komplex holomor-
phe Funktionen vorliegen. Dies umfaßt zum Beispiel eine Cauchy-Integralformel, ein Residuenkalkül,
Taylor- und Laurententwicklungen und vieles mehr. Für ein allgemeines k nennen wir die Funktionen
aus Ker D∆k/2 k-holomorph-cliffordsche Funktionen. Diese funktionentheoretischen Hilfsmittel stell-
ten sich in der Tat als sehr nützlich heraus beim Lösen von Randwertproblemen aus der harmonischen
Analysis auf der Quotientenmannigfaltigkeit oder Orbit-Mannigfaltigkeit, die durch Faktorisierung des
oberen Halbraums modulo arithmetischer Untergruppen der orthogonalen Gruppe entsteht. Siehe zum
Beispiel [20], worin monogene automorphe Formen benutzt werden, um Randwertprobleme zu lösen,
welche mit dem Laplaceoperator auf den diesen Quotientenstrukturen zusammenhängen..
Die reellen Komponenten einer k-holomorph-cliffordschen Funktion erfüllen wiederum die homogene
Weinsteingleichung oder entsprechend die inhomogene Weinsteingleichung mit Parameter−k. Dies gilt
nicht nur für positive k, sondern auch für negative. Die Weinsteingleichung ist eine partieller Differen-
tialgleichung zweiter Ordnung.
In Abschnitt 9.2 führen wir lediglich einige grundlegende Notationen ein und erinnern an zugehörige
arithmetische Untergruppen. In Abschnitt 9.3 führen wir Differentialoperatoren ein, die den Cauchy-
Riemann-Operator auf hyperbolische Räume verallgemeinern. Dann erklären wir, wie k-holomorph-
cliffordsche Funktionen im Zusammenhang stehen mit der Weinsteingleichung, und wie die Lösungen
der Weinsteingleichung charakterisiert werden können durch Nullösungen der mehrfach harmonischen
Gleichung ∆(k+2)/2f = 0.
In Abschnitt 9.4 führen wir k-holomorph-cliffordsche automorphe Formen ein, und besprechen eini-
ge ihrer grundlegenden Eigenschaften. Es wird gezeigt, wie man k-holomorph-cliffordsche Eisenstein-
reihen konstruieren kann aus k-hypermonogenen Eisensteinreihen. Anschließend besprechen wie den
Zusammenhang zwischen k-holomorph-cliffordschen automorphen Formen und Maaß-Wellenformen.
Wir erklären, wie die Eisenstein- und Poincaréreihen aus [54, 55, 102, 103] mit der Klasse der k-
holomorph-cliffordschen automorphen Formen zusammenhängen.
In Abschnitt 9.5, welcher der Hauptabschnitt des ersten Teils dieses Kapitels ist, geben wir eine expli-
zite Konstruktion von k-holomorph-cliffordschen Poincaréreihen an. Diese geben uns ein nichttriviales
Beispiele für Spitzenformen für unendlich viele k. Diese Poincaréreihen sind nicht k-hypermonogen.
Dann berechnen wir die Fourierentwicklung k-holomorph-cliffordscher automorpher Formen. Mit die-
sem Werkzeug in der Hand können wir schließlich eine wichtige Zerlegung des Raums der cliffordal-
gebrawertigen k-holomorph-cliffordschen automorphen Formen aufstellen. Diese Zerlegung wird über
eine direkte orthogonale Summe des Raums der k-hypermonogenen Eisensteinreihen und des Raums
der k-holomorph-cliffordschen Spitzenformen ausgedrückt .
Die Orthogonalität wird bzgl. des gleichen inneren Produktes im Sinne von Petersson nachgewiesen,
welches im Kontext der Maaß-Wellenformen in m+ 1 reellen Dimensionen betrachtet wird, und ist eine
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schöne Analogie des Orthogonalitätsresultats, das in [55] für Maaß-Wellenformen bewiesen wurde.
Diese Ergebnisse liefern auch Analoga zur klassischen Theorie der komplexen analytischen automor-
phen Formen. Siehe zum Beispiel [61, 130]. Weiterhin geben sie uns eine erste Einsicht in die grund-
legende Struktur des Raums der k-holomorph-cliffordschen automorphen Formen. Es ist eine bemer-
kenswerte Tatsache, daß der Raum der k-holomorph-cliffordschen Spitzenformen (von denen keine k-
hypermonogen ist) uns genau mit dem orthogonalen Komplement des Raums der k-hypermonogenen
Eisensteinreihen versorgt.
9.2 Grundlegendes
9.2.1 Notationen
Wir brauchen im diesem Abschnitt einen weiteren Automorphismus, ∗ : Cln → Clm, definiert durch die
Relationen: e∗n = −en, e∗i = ei for i = 0, 1, . . . , n − 1 und (ab)∗ = a∗b∗. Jedes Element a ∈ Clm kann
eindeutig zerlegt werden in der Form a = b + cem, wobei b und c zu Clm−1 gehören. Auf Basis dieser
Definitionen definiert man die Abbildungen P : Clm → Clm−1 und Q : Clm → Clm−1 durch Pa = b und
Qa = c.
9.2.2 Diskrete arithmetische Untergruppen von GAV (R⊕ Rn)
In diesem Kapitel arbeiten wir mit cliffordalgebrawertigen Funktionen, welche quasi-invariant unter
arithmetischen Untergruppen der allgemeinen Ahlfors-Vahlen-Gruppe sind, die total diskontinuierlich
auf dem oberen Halbraum H+(R⊕ Rm) = {z ∈ R⊕ Rm : zm > 0} operieren. Sie können als Verallge-
meinerungen der klassischen holomorphen Modulformen im Kontext monogener, k-hypermonogener
und k-holomorph-cliffordscher Funktionen angesehen werden. Diese besonderen Funktionenklassen
werden im folgenden Abschnitt beschrieben, nachdem die algebraischen Grundlagen umrissen worden
sind.
Arithmetische Untergruppen der speziellen Ahlfors-Vahlen-Gruppe, die total diskontinuierlich auf dem
oberen Halbraum operieren, wurden zum Beispiel in [112, 53, 55] betrachtet.
Die Menge, die aus cliffordwertigen Matrizen
(
a b
c d
)
, deren Einträge die Bedingungen weiter unter
erfüllen, bildet eine Gruppe unter der Matrixmultiplikation. Die wird die allgemeine Ahlfors-Vahlen-
Gruppe genannt , GAV (R ⊕ Rm). Die Operation der allgemeinen Ahlfors-Vahlen-Gruppe auf R ⊕ Rm
wird durch die zugehörige Möbiustransformation beschrieben.
Der Literatur, beispielsweise [2, 53], oder 2.4 folgend, können Möbiustransformationen in R ⊕ Rm dar-
gestellt werden als
T : R⊕ Rn ∪ {∞} → R⊕ Rm ∪ {∞}, T (z) = (az + b)(cz + d)−1
mit Einträgen a, b, c, d aus Clm, die folgendes erfüllen:
(i) a, b, c, d Elemente der Cliffordgruppe
(ii) ad˜− bc˜ ∈ R \ {0}
(iii) ac−1, c−1d ∈ Rm+1 für c 6= 0 und bd−1 ∈ Rm+1 für c = 0 .
Wir beschreiben die Gruppenoperation auch durch GAV (R ⊕ Rm) × H+(R ⊕ Rm) → H+(R ⊕ Rm) ,
(M, z) 7→M < z >= (az + b)(cz + d)−1.
Die Untergruppe, die aus den Matrizen besteht aus GAV (R ⊕ Rm) besteht, die ad∗ − bc∗ = 1 genü-
gen, wird die spezielle Ahlfors-Vahlen-Gruppe genannt. Sie wird mit SAV (R ⊕ Rm) bezeichnet. Die
Automorphismengruppe des oberen Halbraums H+(R⊕ Rm) ist die Gruppe SAV (R⊕ Rm−1).
Als nächstes erinnern wir an die Definition der rationalen Ahlfors-Vahlen-Gruppe, die auf H+(R⊕Rm)
operiert.
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Definition 9.1. Die rationale Ahlfors-Vahlen-Gruppe SAV (R ⊕ Rm−1,Q) ist die Menge der Matrizen(
a b
c d
)
aus SAV (R⊕ Rm−1), die
(i) aa, bb, cc, dd ∈ Q,
(ii) ac, bd ∈ Q⊕Qm,
(iii) azb+ bz a, czd+ dz c ∈ Q (∀z ∈ Q⊕Qm)
(iv) azd+ bz c ∈ Q⊕Qm (∀z ∈ Q⊕Qm).
erfüllen.
Als nächstes benötigen wir
Definition 9.2. Eine Z-Ordnung in einer rationalen Cliffordalgebra ist ein Unterring R derart, daß die additive
Gruppe von R endlich erzeugt ist und eine Q-Basis der Cliffordalgebra enthält.
Die folgende Definition, vgl. [55], liefert uns eine ganze Klasse arithmetischer Untergruppen der
Ahlfors-Vahlen -Gruppe, welche total diskontinuierlich auf dem oberen Halbraum operieren.
Definition 9.3. Sei I eine Z-Ordnung in Clm, welche stabil unter der Reversion und der Hauptinvolution ′ von
Clm ist. Dann ist
Γm−1(I) := SAV (R⊕ Rm−1,Q) ∩Mat(2, I).
Für ein N ∈ N ist die Hauptkongruenzgruppe von SAV (R⊕ Rm−1, I) vom Stufe N definiert durch
Γm−1(I)[N ] :=
{(
a b
c d
)
∈ Γm−1(I)
∣∣∣ a− 1, b, c, d− 1 ∈ NI}.
Beachte, daß alle Gruppen Γm−1(I)[N ] endlichen Index in Γm−1(I) haben. Folglich sind alle diskrete
Gruppen und operieren total diskontinuierlich auf dem oberen Halbraum H+(R⊕Rm). Der Beweis der
total diskontinuierlichen Operation kann genauso durchgeführt werden wie in [61].
Spezielle Notation. In der Folge schreiben wir für den Fundamentalbereich von Γm−1(I)[N ] Fm−1[N ].
Weiterhin bezeichnen wir die Untergruppe der Translationsmatrizen, die in Γm−1(I)[N ] enthalten sind,
mit Tm−1(I)[N ]. Das zugehörige m-dimensionale Gitter in R⊕ Rm−1 wird mit Λm−1(I)[N ] bezeichnet,
und das zugehörige duale Gitter mit Λ∗m−1(I)[N ]. Das duale Gitter ist in dem Unterraum R ⊕ Rm−1
ebenfalls enthalten. die standardmäßige (Perioden)grundmasche von Λm−1(I)[N ] ⊂ R ⊕ Rm−1 wird
mit Lm−1[N ] bezeichnet.
Die einfachsten konkreten Beispiele für Γm−1(I) erhält man, indem man für I die Standard-Z-Ordnung
in den Cliffordalgebren Clp, d.h.,
Op :=
∑
A⊆P (1,...,p)
ZeA
nimmt, wobei p ≤ m − 1. In diesem Fall fällt die Gruppe Γm−1(I) mit der speziellen hyperkomplexen
Modulgruppe vom Parameterm−1, die in[91] betrachtet wird, zusammen. Die spezielle hyperkomplexe
Modulgruppe vom Parameter p mit p ∈ {0, ...m− 1}wird erzeugt durch die Matrizen
J :=
(
0 −1
1 0
)
, T1 :=
(
1 1
0 1
)
, Te1 :=
(
1 e1
0 1
)
, . . . , Tep :=
(
1 ep
0 1
)
.
In diesem besonderen Fall haben wir Tp(I) =< T1, Te1 , . . . , Tep >. Das assozierte Periodengitter ist das
orthonormale p+1-dimensionale Gitter Z+Ze1 +· · ·+Zep, welches selbstdual ist. Seine standardmäßige
fundamentale Periodenmasche ist [0, 1]p+1.
Im Fall n = 3 kann der obere Halbraum R ⊕ R3 mit dem oberen quaternionischen Halbraum identi-
fiziert werden. Weitere wichtige Beispiele für I in diesem Zusammenhang sind die quaternionischen
Ordnungen, insbesondere die Hurwitzordnung, die z.B. in [102, 103, 113] betrachtet wird.
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9.3 Differentialoperatoren
9.3.1 Dirac-artige Operatoren in m + 1-dimensionalen euklidischen und hyperbo-
lischen Räumen
Zur Gegenüberstellung wiederholen wir an dieser Stelle noch mal die Definition von Monogenität.
Monogene Funktionen. Sei U ⊆ R ⊕ Rm eine offene Menge. Dann wird eine reell differentierbare
Funktion f : U → Clm, die Df = 0, bzw. fD = 0, wo
D :=
∂
∂z0
+
∂
∂z1
e1 + · · ·+ ∂
∂zm
em
der euklidische Diracoperator ist, links-monogen (bzw. rechts-monogen) genannt, vgl. z.B. [48]. We-
gen der Nicht-Kommutativität von Clm für m > 1, fallen beide Klassen nicht zusammen. Jedoch ist f
links-monogen genau dann, wenn f˜ rechts-monogen ist. Der Diracoperator faktorisiert den euklidischen
Laplaceoperator ∆ =
∑m
j=0
∂2
∂z2j
, nämlich durch DD = ∆. Jede reelle Komponente einer monogenen
Funktion ist demnach harmonisch.
Eine wichtige Eigenschaft des D-Operators ist seine Quasi-Invarianz unter Möbiustransformation, die
auf dem kompletten euklidischen Raum R⊕ Rm operieren.
Sei M ∈ GAV (R ⊕ Rm) und f eine links-monogene Funktion in der Variable y = M < z >= (az +
b)(cz + d)−1. Dann, folgend z.B. [125], ist die Funktion
g(z) :=
cz + d
‖cz + d‖m+1 f(M < z >)
erneut links-monogen in der Variable z für jedes M ∈ GAV (R⊕ Rm).
k-hypermonogene Funktionen. Die Klasse der monogenen Funktionen gehört zu der allgemeineren
Klasse sogenannter k-hypermonogener Funktionen. Diese sind definiert als Nullösungen des Systems
Df + k
(Qf)
′
zm
= 0
wobei k ∈ R. Für die grundlegenden Eigenschaften von k-hypermonogenen Funktionen siehe zum
Beispiel [56, 57, 12].
Im Fall k = 0 haben wir es mit der Menge der links-monogenen Funktionen, die vorher definiert wurde,
zu tun. Die besonderen Lösungen, die zum Fall k = m − 1 gehören, fallen mit den Nullösungen zum
hyperbolischen Hodge-Dirac-Operator bezüglich der hyperbolischen Metrik auf dem oberen Halbraum
zusammen. Diese werden oft hyperbolisch monogene Funktion oder einfach hypermonogene Funktio-
nen geannt, siehe [110].
Jede Möbiustransformation T (z) = M < z >, die von den Matrizen M aus SAV (R ⊕ Rm−1) (und
ebenfalls jeder ihrer Untergruppen) induziert wird, läst den oberen Halbraum invariant. Sei y = M <
z >= (az + b)(cz + d)−1 das Bild eines Punktes z unter solch einer Möbiustransformation M .
Wenn f k-hypermonogen in der Variablen y = M < z >= (az + b)(cz + d)−1 ist, dann wird solch eine
Lösung f(y) in die k-hypermonogene Funktion
F (z) :=
cz + d
‖cz + d‖m+1−k f(M < z >). (9.2)
transformiert. Die neue Funftion F (z) erfüllt die k-hypermonogene Gleichung in der Variablen z. Siehe
z.B. [58].
Wenn somit, angesichts (9.2), f eine Funktion, die links-k-hypermonogen auf dem gesamten Halbraum
ist, dann auch cz+d‖cz+d‖m+1−k f(M < z >).
Diese Invarianz gilt jedoch nur für Matrizen aus SAV (R ⊕ Rm−1), und nicht für alle Matrizen aus
SAV (R⊕Rm). Eine Translation in em-Richtung im Argument einer k-hypermonogenen Funktion führt
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im Allgemeinen nicht wieder zu einer k-hypermonogenen Funktion. Betrachten wir als nächstes nur
gerade, ganzzahlige Werte von k. Dann ist die Funktionenklasse der k-holomorph-cliffordschen Funk-
tionen, die wir im kommenden Abschnitt besprechen werden, eine Erweiterung der k-hypermonogenen
Funktionen. Die k-holomorph-cliffordschen Funktionen haben die Zusatzeigenschaft, daß sie invariant
unter der ganzen Gruppe SAV (R⊕Rm) sind. Ein weiteres Problem, das im Kontext k-hypermonogener
Funktionen auftritt, ist, daß die Multiplikation von en von rechts an eine k-hypermonogene Funktion
i.A. keine erneut k-hypermonogene Funktion liefert. Die größere Funktionenklasse, die wir einführen
werden, hat jedoch die Eigenschaft, daß die Rechtsmultiplikation von jeder beliebigen Zahl aus Clm an
eine k-holomorph-cliffordsche Funktion wieder eine k-holomorph-cliffordsche Funktion ergibt, siehe
z.B. [123]. Diese Extraeigenschaft hat entscheidende Vorteile.
9.3.2 k-holomorph-cliffordsche Funktionen und die Weinsteingleichung
Um in dieser Richtung weiterzugehen, führen wir ein:
Definition 9.4. Seim ∈ N und nehme an, daß k eine gerade, positive ganze Zahl ist. Sei U ⊂ R⊕Rm eine offene
Teilmenge. Dann nennen wir eine Funktion f : U → Clm k-holomorph-cliffordsch, wenn
D4 k2 f = 0.
Im besonderen Fall k = m − 1 (m ungerade) haben wir es mit der Klasse der holomorph-cliffordschen
Funktionen zu tun, die z.B. in [105, 106, 107] besprochen wird. Wie in [105] erklärt wird, sind einfache
Beispiele der holomorph-cliffordschen Funktionen die postiven und negativen Potenzen der hyperkom-
plexen Variable z = z0+e1z1+· · ·+emzm. Man hat Taylor- und Laurentreihenentwicklungen in der Form
von permutativen Produkten von Potenzen der standardmäßigen hyperkomplexen Variablen. Weiterhin
hat man enge Analoga der Cauchy-Integralformel und einen Residuenkalkül für diese Funktionenklas-
se. Tatsächlich lassen sich viele dieser Hilfsmittel, so wie die Cauchy-Integralformel, auf den sogar noch
allgemeineren Rahmen der k-holomorph-cliffordschen Funktionen übertragen. Der Grund dafür ist, daß
diese Funktionenklasse eine sehr natürliche Erweiterung der Klasse der k-hypermonogenen Funktionen
ist. Für letztere hat man eine wohlausgearbeitete Funktionentheorie. Bevor wir diesen Zusammenhang
näher beleuchten, müssen wir jedoch auch k-holomorph-cliffordsche Funktionen für negative, gerade
ganze Zahlen einführen. Um negative Potenzen des Laplaceoperators auf dem oberen Halbraum ein-
führen zu können, benutzen wir den bekannten Teodorescuoperator, der beispielsweise in [69] und
anderswo benutzt wird. In Anpassung von [67] ist letzterer für den Halbraum definiert durch
[Tf ](x) := − 1
ωm+1
∫
H+(R⊕Rm)
(
y − x
‖y − x‖m+1 −
y − z
‖y − z‖m+1
)
f(y)dV (y),
wo x ein Element der oberen Halbraums und z ein beliebiges, aber festes Element des unteren Halb-
raums (Komplement von H+, siehe [82] für Details) ist. Hierbei steht Am+1 für die Oberfläche der
Einheitssphäre im m + 1-dimensionalen Raum. Wie in [69, 67] und anderswo gezeigt wurde, ist die-
ser Operator das Rechts-Inverse des D-Operators, d.h. DTf = f . In Anbetracht der Identität DD = ∆
können wir formal ∆−1 ausdrücken als TT auf dem oberen Halbraum.
Diese Interpretation erlaubt es uns, k-holomorph-cliffordsche Funktionen auch für negative gerade gan-
ze Zahlen k einzuführen. Wie wir jedoch später sehen werden, gibt es einen einfacheren Weg, Elemente
aus Ker D∆k/2 für negative k zu beschreiben. Wir werden in der Lage sein zu beweisen, daß wenn f
eine k-holomorph-cliffordsche Funktion ist, die Funktion g := f
zkm
dann −k + 2-holomorph-cliffordsch
sein wird. Da sich f und g nur durch den Skalierungsfaktor 1
zkm
unterscheiden, können wir eine −k-
holomorph-cliffordsche Funktion vollständig durch ihre zugehörige k+2-holomorph-cliffordsche Funk-
tion behandeln, die nur durch diesen skalaren Faktor abweicht. Somit brauchen wir ohne Beschränkung
der Allgemeinheit nur nichtnegative Werte für k zu betrachten.
Zu allererst beginnen wir mit dem Beweis der Aussage, daß für jedes gerade k ∈ Z jede k-
hypermonogene Funktion auch k-holomorph-cliffordsch ist. Im Fall k = m− 1, wenn m eine ungerade,
positive ganze Zahl ist, wird ein Beweis dieser Aussage in [110] skizziert, siehe dort Satz 2.5. Wir können
sogar noch mehr sagen:
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Satz 9.5. (i) Sei k ∈ Z gerade und f eine k-hypermonogene Funktion. Dann gilt
D4 k2 f = 0.
(ii) Weiterhin erfüllt eine Funktion g
4 k+22 g = 0
genau dann, wenn Pg die homogene Weinsteingleichung(
∆− k
zm
∂
∂zm
)
(Pg) = 0
erfüllt, und Qg die inhomogene Weinsteingleichung mit Parameter −k, d.h.(
∆− k
zm
∂
∂zm
)
(Qg) = − k
zm
(Qg).
erfüllt.
Bemerkung: Beachte, daß Ker D∆k/2 ⊂ Ker ∆(k+2)/2.
Beweis. (i) Sei f eine Lösung von
zm 4 f + c ∂f
∂zm
= c
f
zm
, (9.3)
die wir als äquivalenten Ersatz für
4f + c
zm
∂f
∂zm
= c
f
z2m
. (9.4)
nehmen.
Wir können (9.3) anstelle von (9.4) betrachten, weil wir nur den oberen Halbraum mit zm > 0 betrachten.
Wir definieren eine Funktion v durch
v = zm 4 f.
Dann erhalten wir
4v = 4
(
−c ∂f
∂zm
+ c
f
zm
)
= −c∂ 4 f
∂zm
+ (4 c
zm
)f + 2
m∑
i=0
∂
∂zi
c
zm
∂
∂zi
f + c
4f
zm
= −c∂ 4 f
∂zm
+ (2
c
z3m
)f + 2
−c
z2m
∂
∂zm
f + c
4f
zm
= −c∂ 4 f
∂zm
+ 2
1
zm
4 f + c4f
zm
= −c∂ 4 f
∂zm
+ (c+ 2)
4f
zm
.
Weiterhin bekommen wir
4v = 4(zm 4 f)
= 2
∂ 4 f
∂zm
+42f.
Aus dieser Ungleichung können wir folgern, daß
2
∂ 4 f
∂zm
+42f = −c∂ 4 f
∂zm
+ (c+ 2)
f
zm
,
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und folglich
42f = −(c+ 2)∂ 4 f
∂zm
+ (c+ 2)
f
zm
,
somit gilt für jede Lösung f von (9.3), daß
w := 4f
eine Lösung von (9.3) ist, wenn wir c durch c+ 2 ersetzen. Da (9.3) und (9.4) äquivalent sind für zm 6= 0,
bleibt die Proposition für (9.4) gültig aufgrund des Identitätssatzes für hypermonogene Funktionen.
Die Kombination dieses Resultats mit dem Lemma 2.6 des Artikels [110] führt zu folgender Feststellung.
Wenn f k-hypermonogenic für positives k ist, dann ist 4f (k − 2)-hypermonogen. Wenn f somit k-
hypermonogen ist, dann ist4 k2 f monogen, und folglich D4 k2 f = 0.
Nun sei T der Teodorescuoperator, und setze v := TTf . Angenommen, f sei eine Lösung von (9.4).
Benutzen wir die Berechnung weiter oben, erhalten wir
4
(
−c ∂
∂zm
v + c
v
zm
)
= −c ∂
∂zm
4 v + (c+ 2)4v
zm
= −c ∂
∂zm
f + (c+ 2)
f
zm
.
Folglich haben wir
zm 4 f = −c ∂f
∂zm
+ c
f
zm
= 4
(
−(c− 2) ∂
∂zm
v + (c− 2) v
zm
)
+ 2
∂f
∂zm
Mit obigen Berechnungen erhalten wir, daß
zm 4 f = TT (4 (zm 4 f))
= TT
(
2
∂
∂zm
4 f +42f
)
= 2
∂
∂zm
f +4f
Die Kombinierung beider Gleichungen führt zu
2
∂
∂zm
f +4f = 4
(
−(c− 2) ∂
∂zm
v + (c− 2) v
zm
)
+ 2
∂f
∂zm
Damit haben wir wiederum
42v = 4f = 4
(
−(c− 2) ∂
∂zm
v + (c− 2) v
zm
)
,
und daher
4v = −(c− 2) ∂
∂zm
v + (c− 2) v
zm
.
Falls also f (−k)-hypermonogen ist, dann ist TTf (−k + 2)-hypermonogen und TT k2 f = 4− k2 f ist
monogen für k ganzzahlig, gerade und positiv. Wir haben daher D4− k2 f = 0.
(ii) Beweisen wir nun die Äquivalenz:
Angenommen, eine Funktion f erfülle die homogene Weinsteingleichung in ihrem P -Teil und die inho-
mogene Weinsteingleichung in ihremQ-Teil für eine gerade ganze Zahl k. Dann können wir die gleichen
Berechnungen wie zuvor durchführen, um zu zeigen, daß die Anwendung von 4 oder 4−1 den Para-
meter k entsprechend entweder erhöht oder verringert. Somit kommen wir wieder bei der Aussage an,
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daß4 k2 f harmonisch ist und4 k+22 f = 0
Wir haben bewiesen, daß wenn f eine Lösung einer Weinsteingleichung mit der Konstanten c ist, dann
ist4f eine Lösung für den Fall c+ 2 und4−1f für den Fall c− 2 (dies gilt sowohl für die homogene als
auch die inhomogene Weinsteingleichung).
Wenn f nun eine Nullösung von 4 k+22 ist, dann ist 4 k2 f harmonisch und somit ist 4 k2 f eine Lösung
der Weinsteingleichung mit c = 0. Wenn k positiv ist, dann ist 4− k2 4 k2 f eine Lösung für den Fall
c = 2 · −k2 = −k. Der Fall, in dem k negativ ist, kann analog durch Anwendung von 4 behandelt
werden. Dies schließt den Beweis dieses Satzes ab.
Als Folge davon sind die k-hypermonogenen Kernfunktionen Gk(z) := z‖z‖n+1−k für alle k ∈ 2Z auch
k-holomorph-cliffordsch.
Man beachte, daß nicht jede k-holomorph-cliffordsche Funktion k-hypermonogen ist. Man nehme zum
Beispiel k = m − 1 und nehme an, daß m ungerade sei. Dann sind die Funktionen zem und z + em
(mit z = z0 + e1z1 + · · · + emzm) beide m − 1-holomorph-cliffordsch. Allerdings sind sie nicht m − 1-
hypermonogen, wie man durch einfaches Nachrechnen verifizieren kann.
Nichtsdestoweniger drücken sich viele gute Eigenschaften k-hypermonogener Funktionen auf die grö-
ßere Klasse der k-holomorph-cliffordschen Funktionen durch.
Eine sehr wichtige Eigenschaft ist, daß die Transformation f 7→ fem
zkm
, welche eine k-hypermonogene
Funktion in eine−k-hypermonogene Funktion überführt, auch eine k-holomorph-cliffordsche Funktion
in eine−k+2-holomorph-cliffordsche Funktion transformiert. Man kann sogar möglicherweise ein noch
stärkeres Resultat nachweisen, nämlich daß f 7→ fem
zkm
sogar −k-holomorph-cliffordsch ist. Für unsere
Zwecke brauchen und werden wir jedoch nur die schwächere dieser Aussagen beweisen.
Wenn wir es mit k-holomorph-cliffordschen Funktionen zu tun haben, kann der Faktor em auf der rech-
ten Seite eigentlich auch weggelassen werden, weil Rechtsmultiplikation mit em die k-Holomorphie
erhält (jedoch nicht die k-Hypermonogenität).
Wir beweisen als erstes den
Satz 9.6. Sei k eine gerade, ganze Zahl. Angenommen, f sei eine hinreichend oft reell differentierbare Funktion
mit
4 k2 +1f = 0.
Dann erfüllt die Funktion g := f
zkm
die Gleichung
4−k2 +1g = 0.
Beweis. Da f eine Nullösung von D 4 k2 f = 0 ist, haben wir mit Satz 9.5(ii), daß Pf die homogene
Weinsteingleichung erfüllt,während Qf die inhomogene Weinsteingleichung mit Parameter −k erfüllt.
Die Anwendung des Laplaceoperators auf h := fem
zkm
führt nun zu
4
(
fem
zkm
)
= k(k + 1)
fem
xk+2m
+ 2(−k) 1
zk+1m
(
∂
∂zm
f)em +
4fem
zkm
= k(k + 1)
fem
zk+2m
+ 2(−k) 1
zk+1m
(
∂
∂zm
f)em
+
k
zk+1m
(
∂
∂zm
f)em − k (Qf)em
zk+2m
em
= k(k + 1)
fem
zk+2m
− k 1
k+1
m
(
∂
∂zm
f)em − k (Qf)em
zk+2m
em
= k
fem
zk+2m
− k 1
xm
∂
∂zm
(
fem
zkm
)− k (Qf)em
zk+2m
em
= k
(Pf)em
zk+2m
− k 1
zm
∂
∂zm
(
fem
zkm
)
= kQ(
fem
zkm
)em − k 1
zm
∂
∂zm
(
fem
zkm
)
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Somit erfüllt h die Weinsteingleichungen für −k und folglich ist 4−k+22 h = 0 mit Satz 9.5. Da der Kern
jeder beliebigen Potenz von4 invariant unter Multiplikation mit em von rechts ist, erhalten wir außer-
dem4−k+22 g = 0.
Nun können sofort dieses Korollar ableiten:
Korollar 9.7. Sei k eine gerade ganze Zahl. Angenommen, f sei eine hinreichend oft reell differentierbare Funk-
tion mit
D4 k2 f = 0.
Dann erfüllt die Funktion g := f
zkm
D4−k+22 g = 0.
Beweis. Angenommen, k ∈ 2Z. Sei f ∈ KerD∆k/2. Dann ergibt sich automatisch, daß f ∈ Ker ∆(k+2)/2.
Satz 9.6 benutzend erhalten wir, daß g := f/zkm ein Element aus Ker ∆(−k+2)/2 ist. Aber dann gilt
natürlich ebenfalls, daß g ∈ Ker D∆(−k+2)/2. Somit ist g (−k + 2)-holomorph-cliffordsch.
Folglich ist es ausreichend, sich im Folgenden auf entweder nichtnegative oder nichtpositive Werte von
k zu beschränken. Beachte, daß wir nur gerade Werte für k betrachten. Letztlich ist noch zu sehen, daß
die Menge der k-holomorph-cliffordschen Funktionen invariant unter der Operation von SAV (R⊕Rn)
ist. Angesichts der Invarianz der Weinsteingleichung unter Möbiustransformationen, vgl. [4], kann man
den Beweis für den k-hypermonogenen Fall, der in [58] aufgeführt wird, direkt verallgemeinern, um
nachzuweisen:
Satz 9.8. Sei k ∈ 2Z. Angenommen M ∈ SAV (R⊕ Rm). Sei
y = M < x >= (az + b)(cz + d)−1
das Bild eines Punktes z unter solch einer Möbiustransformation. Dann wird eine Funktion f(y), welche k-
holomorph-cliffordsch in der Variablen y ist, transformiert zu einer Funktion
F (z) :=
cz + d
‖cz + d‖m+1−k f(M < z >) (9.5)
welche sich als erneut k-holomorph-cliffordsch in der Variablen z herausstellt.
Wegen der in Satz 9.5(ii) beschriebenen Äquivalenz zwischen den Lösungen der Weinsteingleichung
und den Nullösungen zu ∆(k+2)/2 wird die Invarianzeigenschaft der Weinsteingleichung unter Mö-
biustransformationen automatisch vererbt auf die gesamte Klasse der Funktionen, die ∆(k+2)/2f = 0
erfüllen. Für die Unterklasse der k-holomorph-cliffordschen Funktionen ist der kanonische Automor-
phiefaktor der k-holomorph-cliffordsche Kern Gk(z) = z‖z‖m+1−k . Dies ist der gleiche Ausdruck wie für
den Kern der Teilmenge der k-hypermonogenen Funktionen, welche in der Menge der k-holomorph-
cliffordschen Funktionen enthalten ist.
Diese Invarianzeigenschaft erlaubt es uns, k-holomorph-cliffordsche automorphe Formen einzuführen.
9.4 k-holomorph-cliffordsche automorphe Formen
9.4.1 Grundlegende Eigenschaften und Beispiele
Nun haben wir alle Hilfsmittel in der Hand zur Einführung von
Definition 9.9. Sei p ≤ m − 1 und nehme an, daß k ∈ 2Z. Eine links-k-holomorph-cliffordsche Fuktion f :
H+(R ⊕ Rm) → Clm wird eine links-k-holomorph-cliffordsche automorphe Form auf Γp(I)[N ] genannt, wenn
für alle z ∈ H+(R⊕ Rm)
f(z) =
cz + d
‖cz + d‖m+1−k f(M < z >) (9.6)
gilt für alle M ∈ Γp(I)[N ].
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Im Fall k = 0 erhalten wir wieder die Klasse der links-monogenen automorphen Formen, die in [91]
besprochen wurde. Alle k-hypermonogenen automorphen Formen, die in [38] besprochen werden, sind
in der Menge aller k-holomorph-cliffordschen automorphen Formen enthalten. Wie die folgende Pro-
position zeigt, gibt es einen unmittelbaren Zusammenhang zwischen k-holomorph-cliffordschen auto-
morphen Formen und −k + 2-holomorph-cliffordschen automorphen Formen.
Proposition 9.10. Angenommen k ∈ 2Z und p sei eine positive ganze Zahl mit p < m. Wenn f : H+(R ⊕
Rm) → Clm eine k-holomorph-cliffordsche automorphe Form auf Γp(I)[N ] ist, die (9.6) genügt, dann ist die
Funktion g : H+(R⊕ Rm)→ Clm definiert durch g(z) := f(z)zkm eine (−k + 2)-holomorph-cliffordsche Funktion
und erfüllt
g(z) =
cz + d
‖cz + d‖m+1+k g(M < z >) (9.7)
für alle M ∈ Γp(I)[N ].
Beweis. Angenommen f ist eine k-holomorph-cliffordsche automorphe Form, die (9.6) erfüllt. Dann ist
g(z) := f(z)
zkm
eine (−k + 2)-holomorph-cliffordsche Funktion und erfüllt das Transformationsregel
g(M < z >) =
1
(M < z >)km
f(M < z >)
=
‖cz + d‖2k
zkm
(‖cz + d‖n+1−k)(cz + d)−1f(z)
= ‖cz + d‖m+1+k(cz + d)−1g(z).
Als nächstes wollen wir nichttriviale Beispiele für k-holomorph-clifforsche automorphe Formen kon-
struieren. Bevor wir uns weiter in dieser Richtung bewegen, erinnern wir uns an einige wichtige al-
gebraische Fakten. Für jedes I existiert eine minimale positive, ganze Zahl N0(I), so daß weder die
negative Einheitsmatrix −I , noch die anderen Diagonalmatrizen der Form(
e∗A 0
0 e−1A
)
wo A ⊆ P (1, . . . , p) weiter in allen prinzipiellen Kongruenzgruppen Γp(I)[N ] mit N ≥ N0(I) enthal-
ten sind. Im Fall, daß I die Standard- Z-Ordnung Op ist, haben wir N0(Op) = 3, siehe [91]. Für alle
N < N0(I), erfüllt nur die Nullfunktion (9.6). Jedoch kann man für alle N ≥ N0(I) nichttriviale k-
hypermonogene automorphe Formen konstruieren, die das Transformationsverhalten (9.6) besitzen.
Für nichtpositive, gerade ganze Zahlen k sind die einfachsten Beispiele k-holomorph-cliffordscher auto-
morpher Formen auf den Gruppen Γp(I)[N ] mit N ≥ N0(I) die k-hypermonogenen verallgemeinerten
Eisensteinreihen, die in [38] eingeführt werden.
Definition 9.11. Sei N ≥ N0(I). Für p < m und gerades, ganzes k mit k < m − p − 1 sind die k-
hypermonogenen Eisensteinreihen über der Gruppe Γm−1(I)[N ], die auf H+(R⊕ Rm) operiert, definiert durch
εk,p,N (z) :=
∑
M :Tp(I)[N ]\Γp(I)[N ]
cz + d
‖cz + d‖m+1−k . (9.8)
Diese Reihen konvergieren für k < m− p− 1 absolut und gleichmäßig auf jeder kompakten Teilmenge
von H+(R⊕ Rm). Eine Majorante ist ∑
M :Tp(I)[N ]\Γp(I)[N ]
1
‖cem + d‖α ,
deren absolute Konvergenzabzisse α > p + 1 ist, vgl. zum Beispiel [91, 55]. Für p = m − 1 konvergiert
diese Majorante absolut für alle k < −1.
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Das nichtverschwindende Verhalten für N ≥ N0(I) kann leicht nachgewiesen werden, daß man den
Grenzwert limzm→+∞ εk,p,M (zmem) betrachtet, welcher gleich +1 in diesen Fällen ist, vgl. [93].
Bemerkungen.
Im Fall k = 0 und I = Op fallen die Reihen (9.8) mit den monogenen Eisensteinreihen betrachtet in
[91, 93] im Fall p < m− 2 zusammen.
Durch Übertragung des Hecketricks aus [61] kann man auch Eisensteinreihen von niedrigerem Gewicht
einführen. Dies wird in Abschnitt 4 von [20] gezeigt. Für N ≥ N0(I) definiert insbesondere die Reihe
ε0,N−1,M (z) := lim
s→0+
∑
M :Tn−1(I)[N ]\Γm−1(I)[N ]
(
zm
‖cz + d‖2
)s
cz + d
‖cz + d‖m+1 . (9.9)
eine wohldefinierte, nichtverschwindende, links-monogene Eisensteinreihe auf den Gruppen
Γm−1(I)[N ] in der Variablen z des oberen Halbraums, vgl. [20] Abschnitt 4. In [20] Abschnitt 4 wird
dies für den speziellen Fall I = Op durchgeführt. Die Übertragung auf den Kontext allgemeinerer Ord-
nungen I folgt identisch nach gleichem Vorgehen.
In Anbetracht von Proposition 9.10 können wir direkt nichtverschwindende j + 2-holomorph-
cliffordsche Eisensteinreihen für positive j aus den k-hypermonogenen Eisensteinreihen für negative
k konstruieren, indem wir einfach
E−k,p,N (z) :=
εk,p,N (z)em
zkm
=
∑
M :Tp(I)[N ]\Γp(I)[N ]
(cz + d)em
‖cz + d‖m+1−kzkm
.
formen. Diese Reihen erfüllen dann die Transformationsvorschrift
E−k,p,N (x) :=
cx+ d
‖cx+ d‖m+1+kE−k,p,N (M < x >)
für alle M ∈ Γp(I)[N ]. Die Funktionen E−k,p,N (x) sind in Ker D∆(j+2)/2 wo j = −k > 0. Weil sie sogar
j-hypermonogen sind, haben wir sogar, daß sie j-holomorph-cliffordsch sind. Dies ist eine stärkere
Aussage als j + 2-holomorph-cliffordsch zu sein.
Es ist klar, daß die j-holomorph-cliffordschen Eisensteinreihen
Ej,p,N (z) :=
∑
M :Tp(I)[N ]\Γp(I)[N ]
zjm(cz + d)em
‖cz + d‖m+1+j
für jedes j > 1 konvergieren. Sie stellen die einfachsten Beispiele j-holomorph-cliffordscher automor-
pher Formen vom Gewicht (m− j) auf der vollen Gruppe Γm−1(I)[N ] mit N ≥ 3 für positive j > 1 dar.
In einem k-holomorph-cliffordschen Szenario können wir den Faktor em auf der rechten Seite weglas-
sen.
Bemerkung: Für den Fall k = m− 1 mit m ungerade haben G. Laville und I. Ramadanoff k-holomorph-
cliffordsche Verallgemeinerungen der Cotangensfunktion, der weierstraßschen ζ-Funktion und der wei-
erstraßschen ℘-Funktion untersucht. Dies sind die einfachsten Beispiele für k-holomorph-cliffordsche
automorphe Formen für diskrete Translationsgruppen, siehe [106, 107]. Analoge Konstruktionen für po-
lymonogene Funktionen (d.h. Funktion im Kern von beliebigen Iterationen des Diracoperators werden
in [91] dargelegt.
9.4.2 Zusammenhang mit Maaßformen
Wie man direkt sieht, fügt sich die Theorie der monogenen automorphen Formen als Spezialfall in den
allgemeineren Rahmen der k-holomoph-cliffordschen automorphen Formen ein. Wir können noch mehr
sagen:
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Angenommen, f = Pf + Qfem sei eine k-holomorph-cliffordsche Funktion, wobei k eine beliebige
fixe ganze Zahl sei. Dann sind, wie in Satz 9.5 (ii) formuliert, die reellen Komponenten von Pf k-
hyperbolische harmonische Funktionen, d.h. Lösungen zu
zm∆u− k ∂u
∂zm
= 0. (9.10)
Man erinnere sich, daß dies auch speziell für die Teilmenge der k-hypermonogenen Funktionen wahr ist.
Den Ergebnissen von [57] und anderen folgend sind die Lösungen zu (9.10) außerdem quasi-invariant
unter Möbiustransformationen, die auf dem oberen Halbraum operieren: Wenn f eine Lösung zu (9.10)
ist, dann ist
F (z) =
1
‖cz + d‖m−k−1 f(M < z >) (9.11)
ebenfalls k-hyperbolisch harmonisch. Beachte, daß im besonderen Fall k = m − 1 der Korrekturfaktur
verschwindet. Diese Eigenschaft gibt der Funktionenklasse der (m− 1)-holomorph-cliffordschen Funk-
tionen eine besondere Rolle, da wir in der in [105] betrachteten Funktionenklasse sind (angenommen,
wir sind in einem Raum von gerader Dimension).
Wie zuvor in [38] erwähnt, stehen die Lösungen von (9.10) wiederum in direktem Zusammenhang zur
Maaß-Wellengleichung. Folgt man z.B. [109], ist für u Lösung von (9.10) dann g(z) = z−(1−m+k)/2m u(z)
eine Lösung von
∆g − m− 1
zm
∂g
∂zm
+ λ
g
z2m
= 0, (9.12)
wo λ = 14 (m
2 − (k + 1)2). Die Lösungen zu (9.12) haben die Eigenschaft, daß sie total invariant sind
unter allen Möbiustransformationen, die auf dem oberen Halbraum operieren. Jede Lösung g ist eine
Eigenlösung zum Laplace-Beltrami-Operator (9.1), zugehörig zum festen Eigenwert − 14 (m2 − (k+ 1)2).
Sei p < m. Nun nehme an, daß f : H+(R⊕Rm)→ Clm eine k-holomorph-cliffordsche automorphe Form
auf Γp(I)[N ] vom Gewicht (m− k) ist, die die Transformationsregel f(z) = cz+d‖cz+d‖m+1−k f(M < z >) für
alle M ∈ Γp(I)[N ] erfüllt.
Da (M < z >)m = zm‖cz+d‖2 , erfüllt die Funktion g(z) = z
−(1−m+k)/2
m f(z) folglich für alle M ∈ Γp(I)[N ]:
g(M < z >) = (M < z >)m
− 1−m+k2 f(M < z >)
=
(
zm
‖cz + d‖2
)− 1−m+k2
‖cz + d‖m+1−k(cz + d)−1f(x)
= z−
1−m+k
2
m
1
‖cz + d‖m−k+1 ‖cz + d‖
m+1−k(cz + d)−1z
1−m+k
2
m g(x).
Somit
g(z) =
cz + d
‖cz + d‖2 g(M < z >).
Leider haben wir, wenn f = Pf+Qfem eine k-holomorph-cliffordsche automorphe Form bzgl. Γp(I)[N ]
ist, daß Pf i.A. keine automorphe Form bzgl. der vollen Gruppe Γp[N ] ist. Jedoch erfüllen nur die
Komponenten des P -Teils von f die homogene Weinsteingleichung (9.10). Die zugehörige Funktion
g(z) = z−(1−m+k)/2m f(z) ist genau dann eine Γp(I)[N ]-invariante Eigenfunktion des Laplace-Beltrami-
Operators für den Eigenwert − 14 (m2 − (k + 1)2), wenn Qf = 0 oder wenn k = 0 ist. Wenn k = 0
ist, dann erfüllt auch der Q-Teil von f die homogene Weinsteingleichung wegen der Ausmerzung des
rechtsseitigen Terms. Letzter Fall entspricht genau dem monogenen Fall. Wir zitieren aus [38]:
Satz 9.12. Angenommen f ist eine links-monogene automorphe Form auf Γp(I)[N ] vom Gewicht m, die f(z) =
cz+d
‖cz+d‖m+1 f(M < x >) für alle M ∈ Γp(I)[N ] erfüllt. Dann ist g(z) = z−(1−m)/2m f(z) eine quasi-Γp(I)[N ]-
invariante Maaß-Wellenform zugehörig zum festen Eigenwert − 14 (m2 − (k + 1)2), und hat den −1-gewichtigen
Automorphiefaktor cz+d‖cz+d‖2 .
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Bemerkungen: Wenn F eine k-hyperbolisch harmonische automorphe Form ist, die
F (z) = ‖cz + d‖−(m−k−1)F (M < z >)
erfüllt, dann stellt sich
G(z) = z−(1−m+k)/2m f(z)
als Eigenfunktion des Laplace-Beltrami-Operators, zugehörig zum Eigenwert− 14 (m2−(k+1)2), heraus.
Die Funktion G ist dann vollständig invariant unter der Gruppenoperation von Γp(I)[N ], d.h. G(z) =
G(M < z >) für alle M ∈ Γp(I)[N ].
Satz 9.12 zeigt eine direkte Verbindung zwischen der Klasse der k-holomorph-cliffordschen automor-
phen Formen (unter denen die monogenen automorphen Formen eine besondere Rolle spielen) und
der besonderen Familie nichtanalytischer automorpher Formen auf der Ahlfors-Vahlen-Gruppe , die
z.B. von A. Krieg, J. Elstrodt et al. (siehe zum Beispiel [103, 55, 104]) betrachtet wurde. Die nichtanalyti-
schen automorphen Formen betrachtet in [103, 55, 104] sind skalarwertige Eigenfunktionen des Laplace-
Beltrami-Operators, zugehörig zu einem speziellen kontinuierlichen Spektrum von Eigenwerten, das in
[55] beschrieben wird. Sie sind alle total invariant unter der Gruppenoperation.
Beachte, daß die Eisenstein- und Poincaréreihen, die in diesem Kapitel betrachtet werden, im Allgemei-
nen cliffordalgebrawertig sind. Sie gehören zu einem festen Eigenwert. Im Fall, daß sie nicht skalar-
wertig sind und wo k 6= 0 isi, erfüllt ihr Q-Teil die inhomogene Weinsteingleichung mit Parameter −k
anstelle der hyperbolisch harmonischen Gleichung. In diesen Fall sind nur ihre P -Teile k-hyperbolisch
harmonisch.
9.5 Spitzenformen und Orthogonalitätsrelationen
Alle klassischen komplex-analytischen Eisenstein- und Poincareéreihen auf Kongruenzuntergruppen
von endlichem Index in der Modulgruppe SL(2,Z) haben die Eigenschaft, daß sie orthogonal zuein-
ander bzgl. des Petersson-Produktes sind. Der zugehörige Raum der komplex-analytischen Eisenstein-
reihen ist genau das orthogonale Komplement des Raums der komplex-analytischen Spitzenformen
auf diesen Gruppen. Spitzenformen sind jene automorphen Formen, die an jeder Spitze der Gruppe
verschwinden. Umgekehrt sind sie exakt jene automorphen Formen, welche einen verschwindenden
ersten Fourierkoeffizienten haben.
Die komplex-analytischen Poincaréreihen sind spezielle Beispiele für Spitzenformen. Für Details sei
zum Beispiel auf [61] verwiesen. Ein analoges Resultat wurde für die skalarwertigen nichtanalytischen
Maaßformen auf arithmetischen Untergruppen der Ahlfors-Vahlen-Gruppe in [55] nachgewiesen.
In diesem Abschnitt wollen wir ein ähnliches Ergebnis im Kontext der k-holomorph-cliffordschen Funk-
tionen erreichen. Beachte, daß eine Verallgemeinerung des klassischen Reihenansatzes
P (z, w) =
∑
M∈SL(2,Z)
(cz + d)−k(w +M < z >)−k
nicht zu einer vernünftigen Konstruktion k-hypermonogener Spitzenformen führt, weil die Translation
mit w (mit em-Komponente ungleich Null) die k-Hypermonogenität zerstört. Dies war ein wichtiger
Grund, im Rahmen dieser Arbeit die größere Klasse der k-holomorph-cliffordschen Funktionen zu be-
trachten.
In allem was folgt beschränken wir uns auf die Betrachtung spezieller Ordnungen I, welche die Eigen-
schaft besitzen, daß +∞ die einzige Spitze von I ist, und daß der Quotient
H+(R⊕ Rm) ∪ {Spitzen von Γm−1(I)[N ]}/Γm−1(I)[N ]
kompakt ist. In den Fällen m < 4 liefern die Ordnungen I = Om−1 einige einfache Beispiele, die diese
Eigenschaft besitzen.
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9.5.1 Spitzenformen
Zu Beginn führen wir ein:
Definition 9.13. (k-holomorph-cliffordsche Spitzenform)
Für gerade ganze Zahlen k ≤ 0 ist eine links-k-holomorph-cliffordsche Spitzenform auf Γm−1(I)[N ] eine links
k-holomorph-cliffordsche automorphe Form auf Γm−1(I)[N ], die zusätzlich
lim
zm→+∞
z−km
czmem + d
‖czmem + d‖m+1−k f(M < zmem >) = 0 ∀M ∈ Γm−1(I)[N ] (9.13)
erfüllt. Für positive, gerade ganze Zahlen k wird der Faktor z−km weggelassen.
Bemerkung: In Anbetracht der Quasi-Invarianz von f unter Γm−1(I)[N ], haben wir es mit einer Spit-
zenform zun tun, wenn (9.13) für alle Matrizen R ∈ R erfüllt ist, wobei R ein beliebiges Repräsentan-
tensystem der Rechtsnebenklassen in Γm−1(I) modulo Γn−1(I)[N ] ist. Präziser: Diese Relation muß für
jedes beliebige Repräsentantensystem gelten. Da Γm−1(I)[N ] eine Untergruppe von endlichem Index in
Γm−1(I) ist, hat jedes derartige SystemR endlich viele Elemente.
Der Einfachheit halber beschränken wir uns auf den Fall k < 0. Konkrete Beispiele für links-k-
holomorph-cliffordsche Spitzenformen auf Γm−1(I)[N ], N ≥ N0(I) kommen durch die folgende Fa-
milie von Poincaréreihen, definiert durch
Pk,m−1,N (z, w) :=
∑
M∈Γm−1(I)[N ]
cz + d
‖cz + d‖m+1−k
w +M < z >
‖w +M < z > ‖m+1−k , (9.14)
wann immer der Quotient H+(R⊕ Rm) ∪ {Spitzen von Γm−1(I)[N ]}/Γm−1I[N ] kompakt ist.
Diese Reihe wird majorisiert durch die Reihe∑
M∈Γm−1(I)[N ]
C
‖cz + d‖m−k‖w +M < z > ‖m−k , (9.15)
für ein entsprechend gewähltes reelles C > 0. Die absolute Konvergenzabszisse von (9.15) auf
H+(R ⊕ Rm) × H+(R ⊕ Rm) ist k < −1. Dies kann gezeigt werden, indem man die gebräuchlichen
Kompaktifizierungsargumente anwendet, siehe Lemma 1 von [37] für Details.
Angesichts von Korollar 9.7, können wir für gerade positive k > 1 k + 2-holomorph-cliffordsche Poin-
caréreihen einführen durch
Pk,m−1,N (z, w) := xkm
∑
M∈Γm−1(I)[N ]
cz + d
‖cz + d‖m+1+k
w +M < z >
‖w +M < z > ‖m+1+k . (9.16)
Durch direktes Nachrechnen kann man zeigen, daß diese Reihen wirklich an jeder Spitze der Gruppe
verschwinden. Beachte, daß diese Reihe eigentlich nicht k-hypermonogen ist. Dies liegt an der An-
wendung der Verschiebung von w im Ausdruck w + M < x >. Da w eine nichtverschwindende
em-Komponente besitzt, wird die k-Hypermonogenität nicht erhalten. Die Funktion bleibt jedoch k-
holomorph-cliffordsch.
Ein wichtiger Schritt ist die Etablierung von
Satz 9.14. (Argument des Nichtverschwindens)
Sei k < −1 eine gerade, ganze Zahl und N ≥ N0(I). Dann verschwindet die Reihe (9.14) nicht identisch für alle
k.
Beweis. Zunächst wählen wir feste w und z aus H+(R ⊕ Rm). Durch Anwendung des üblichen Kom-
paktifizierungsarguments, das im Konvergenzbereich gebraucht wird, können wir schließen, daß
µ := min
M∈Γm−1(I)[N ]
{‖cz + d‖‖w +M < z > ‖} > 0.
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Das Miminum kann von mehreren Matrizen angenommen werden, sagen wir von M1, . . . ,Mk. Da M
eine diskrete Gruppe ist, ist die Anzahl dieser Matrizen endlich. Andernfalls hätten wir einen Häu-
fungspunkt. Alle anderen Matrizen M ′ erfüllen
TM ′(z) := ‖cz + d‖‖w +M ′ < z > ‖ > µ.
Folglich haben wir
|TMi| < |TM ′ | − ε (9.17)
für alle M1, . . . ,Mk und M ′ ∈ Γm−1(I)[N ]. Angesichts der Stetigkeit der Ausdrücke TM (x), bleibt die
Abschätzung gültig in einer hinreichend kleinen Umgebung vonw, bezeichnet mitW . Wir zerlegen nun
die Poincaréreihe (9.14) wie folgt:
Pk,m−1,N (z, w) =
∑
i=1,...,k
cz + d
‖cz + d‖m+1−k
w +Mi < z >
‖w +Mi < z > ‖m+1−k
+
∑
M∈Γm−1(I)[N ]\{M1,...,Mk}
cz + d
‖cz + d‖m+1−k
w +M < z >
‖w +M < z > ‖m+1−k .
Bezeichnen wir den ersten Teil dieser Summe mit P1 und den zweiten Teil mit P2. die erste Summe ist ei-
ne endliche Summe. Folglich besitzt sie eine analytische Fortsetzung in w bis auf isolierte Singularitäten
auf den unteren Halbraum.
Unter der Bedingung N ≥ N0(I) ist die endliche Reihe P1 nicht identisch Null, weil der Ausdruck
1
‖w+M<z>‖ eine isolierte Singularität bei w = −M < z > hat. Die Bedingung N ≥ N0(I) ist ist ent-
scheidend für diese Schlußfolgerung. Für alle N ≥ N0(I) wird der Ausdruck M < z > nur für M
erreicht.
Als nächstes beobachten wir, daß P1 asymptotisch wächst wie Ω( 1µm−k ) in W . Bezüglich. P2 können wir
durch Verwendung von (9.17) abschätzen, daß
max
M∈Γn−1(I)[N ]\{M1,...,Mk}
∣∣∣∣ cz + d‖cz + d‖m+1−k w +M < z >‖w +M < z > ‖m+1−k
∣∣∣∣
= max
M∈Γm−1(I)[N ]\{M1,...,Mk}
1
‖TM‖m−k
<
1
|µ+ ε|m−k ,
Dies zeigt, daß P2 wie O( 1(µ+ε)m−k ) wächst.
Nehme nun an, daß die vollständige Poincaréreihe Pk,m−1,N (x,w) identisch verschwindet für alle w
und für alle k < −1. Da P1 und P2 unterschiedliches asymptotisches Wachstumsverhalten in W haben,
folgt, daß beide Teilreihen P1 und P2 identisch verschwinden müssen. Dies ist ein Widerspruch.
Bemerkung. Die Anwendung von Korollar 9.7 auf die vorhergegangene Aussage erlaubt es uns, die Exi-
stenz von k-holomorph-cliffordschen Spitzenformen für unendlich viele positive gerade, ganze Zahlen
k > 3 zu belegen.
9.5.2 Die Fourierentwicklung von k-holomorph-cliffordschen automorphen For-
men
In diesem Abschnitt zeigen wir, daß k-holomorph-cliffordsche Spitzenformen genau die k-holomorph-
cliffordschen automorphen Formen sind, deren nullter Fourierkoeffizient identisch verschwindet. Dies
ist ein schönes Analogon zum klassischen Fall.
Um in dieser Richtung fortzufahren, bestimmen wir zunächst die Fourierreihenentwicklung einer allge-
meinen k-holomorph-cliffordschen Funktion auf dem oberen Halbraum. Um dies zu bewerkstelligen,
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erinnern wir daran, daß der P -Teil einer k-holomorph-cliffordschen Funktion die homogene Weinstein-
gleichung erfüllt, und der Q-Teil die Inhomogene zugehörig zum Parameter−k. Dies ist eine Folgerung
aus der Tatsache, daß Ker D∆k/2 ⊂ Ker ∆(k+2)/2. Wir schreiben f in der Form f = Pf + Qfen. Wir
erhalten (
∆− k
zm
∂
∂zm
)
f =
(
∆− k
zm
∂
∂zm
)
(Pf +Qfem)
=
(
∆− k
zm
∂
∂zm
)
Pf +
(
∆− k
zm
∂
∂zm
)
(Qf)em
= 0− k
zm
Qfem.
Zusammengefaßt haben wir erhalten, daß jede k-holomorph-cliffordsche Funktion die Gleichung(
∆− k
zm
∂
∂zm
)
f = − k
zm
Qfem
erfüllt.
Wen wir die Fouriertransformation in den ersten m Variablen x0, x1, · · · , xm−1 anwenden, erhalten wir
(unter Verwendung der Zerlegung von f in P - und Q-Teil):
m−1∑
r=0
(iωr)2α+
∂2
∂z2m
α− k
zm
∂
∂zm
α− emk (Qα)
′
z2m
= 0.
Hierbei ist ω = ω0 +ω1e1 + · · ·+ωm−1em−1 der Frequenzvektor im Gebiet des Fourierbildes. Die letztere
Gleichung entspricht
−‖ω‖2α+ ∂
2
∂z2m
α− k
zm
∂
∂zm
α− emk (Qα)
′
z2m
= 0.
Nun setzen wir
α = Pα− em(Qα)′
und erhalten das System
−‖ω‖2α = −‖ω‖2Pα+ em‖ω‖2(Qα)′
∂2
∂z2m
α =
∂2
∂z2m
Pα− em ∂
2
∂z2m
(Qα)′
− k
zm
∂
∂zm
α = − k
zm
∂
∂zm
Pα+ em
k
zm
∂
∂zm
(Qα)′
−emk (Qα)
′
z2m
= −em k
z2m
(Qα)′ .
Dies führt zu
−‖ω‖2Pα+ ∂
2
∂z2m
Pα− k
zm
∂
∂zm
Pα = 0 (9.18)
‖ω‖2(Qα)′ − ∂
2
∂z2m
(Qα)′ +
k
zm
∂
∂zm
(Qα)′ − k
z2m
(Qα)′ = 0 (9.19)
Dieses System ist äquivalent zu
∂2
∂z2m
Pα = ‖ω‖2Pα+ k
zm
∂
∂zm
Pα
∂2
∂z2m
(Qα)′ = ‖ω‖2(Qα)′ + k
zm
∂
∂zm
(Qα)′ − k
z2m
(Qα)′ .
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Die Bedingung, daß der Grenzwert für zm → ∞ verschwinden muß führt dazu, daß Pα proportional
sein muß zu z(k+1)/2m K(k+1)/2(‖ω‖zm) und (Qα)′ zum Ausdruck z(k+1)/2m K(k−1)/2(‖ω‖zm). Diese beiden
Proportionalitätskoeffizienten sind ferner unabhängig von einander. Die Nullfrequenzlösungen sind
klar 1 und zkm für P und zm und zk+1m für Q, alle mit unabhängigen Koeffizienten. Wir können nun
Folgendes aufstellen:
Satz 9.15. Sei f : H+(R ⊕ Rm) → Clm eine k-holomorph-cliffordsche automorphe Form auf Γm−1(I)[N ]. Sei
weiterhinR eine Repräsentantensystem Γm−1(I) modulo Γm−1(I)[N ].
Dann hat für jedes R ∈ R die Funktion F (z;R) := (cRz+dR)‖cRz+dR‖m+1−k f(R < z >) eine konkrete Fourierreihendar-
stellung der Form
F (z;R) = a(0;R) + α(0;R)xkn + b(0;R)emzm + β(0;R)emz
k+1
m (9.20)
+
X
ω∈Λ∗m−1[N ]\{0}
x
k+1
2
m
"
K k+1
2
(2pi‖ω‖zm)α(ω;R) +K k−1
2
(2pi‖ω‖zm)β(ω;R)em
#
×e2pii<ω,z>.
Hiebei sind a(0, R), b(0;R) und alle α(ω;R) und β(ω;R) wohldefinierte Cliffordzahlen aus der Cliffordunteral-
gebra Clm−1.
Vergleichen wir nun dieses Ergebnis mit dem speziellen k-hypermonogenen Fall. Wir erinnern an [38],
wonach man im k-hypermonogenen Fall die folgende konkrete Form für die Fourierentwicklung hat:
Satz 9.16. Sei f : H+(R ⊕ Rm) → Clm eine k-hypermonogene automorphe Form auf Γm−1(I)[N ], und sei R
ein Repräsentantensystem in Γm−1(I) modulo Γm−1(I)[N ].
Dann hat für jedes R ∈ R die Funktion F (z;R) := (cRz+dR)‖cRz+dR‖m+1−k f(R < z >) eine konkrete Fourierreihendar-
stellung der Form
F (z;R) = a(0;R) + α(0;R)zkm (9.21)
+
X
ω∈Λ∗m−1[N ]\{0}
z
k+1
2
m
"
K k+1
2
(2pi‖ω‖zm)− iem ω‖ω‖K k−12 (2pi‖ω‖zm)
#
α(ω;R)
×e2pii<ω,x>.
Hierbei sind a(0, R) und alle α(ω;R) wohldefinierte Cliffordzahlen aus der Cliffordunteralgebra Clm−1.
Bemerkung. Im monogenen Fall (k = 0) haben wir
K− 12 (‖ω‖zm) = K 12 (pi‖ω‖zm) =
√
pi√
2
√‖ω‖zm e−‖ω‖zm .
In diesem Spezialfall vereinfacht sich der Faktor zu
z
1
2
m
[
K 1
2
(‖ω‖zm)− iem ω‖ω‖K− 12 (‖ω‖zm)
]
=
√
pi
2
1√‖ω‖e−pi‖ω‖zm(1− iem ω‖ω‖ ).
Dies ist ein skalares Vielfaches eines Idempotenten in der Cliffordalgebra. Im monogenen Fall erhält
man die wohlbekannte spezielle Fourierreihendarstellung, was auch die monogenen planaren Wellen-
exponentialfunktionen miteinbezieht (siehe [48, 90]):
F (z;R) = α(0;R) +
∑
ω∈Λ∗m−1(I)[N ]\{0}
(1− iem ω‖ω‖ )α(ω;R)e
2pii<ω,z>−2pi‖ω‖zm . (9.22)
Insbesondere hat man die Identität:
lim
zm→+∞
F (zmem;R) = α(0;R),
aus der man herleiten kann, daß monogene Spitzenformen genau die monogenen automorphen Formen
sind, deren nullter Fourierkoeffizient in der Darstellung (9.22) verschwindet.
Im allgemeineren k-holomorph-cliffordschen Fall haben wir folgenden
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Satz 9.17. (Fourierentwicklung k-holomorph-cliffordscher Spitzenformen)
Angenommen, f : H+(R ⊕ Rm) → Clm ist eine k-holomorph-cliffordsche automorphe Form auf Γm−1(I)[N ].
Weiter sei angenommen, für jedes Repräsentantenssystem R der Rechtsnebenklassen in Γm−1(I) modulo
Γm−1(I)[N ] habe jede zugehörige Funktion
F (z;R) :=
(cz + d)
‖cz + d‖m+1−k f(R < z >)
eine Darstellung der Fourierreihhenentwicklung in der spezillen Form (9.20), wobei zusätzlich alle Fourierbilder,
die zur Nullfrequenz gehören, identisch verschwinden. Dann ist f eine k-holomorph-cliffordsche Spitzenform vom
Gewicht (m− k) auf Γm−1(I)[N ].
Bemerkung: Die zur Nullfrequenz von F (z;R) zugehörigen Fourierbilder, wobei F (z;R) explizit
a(0;R) + α(0;R)zkm + b(0;R)emzm + β(0;R)emz
k+1
m entspricht, verschwinden identisch genau dann,
wenn die Konstanten a(0;R), α(0;R), b(0;R) and β(0;R) gleich Null sind.
9.5.3 Das Petersson-Produkt und Orthogonalität
Im Kontext der Gruppen Γm−1(I)[N ] hat das vernünftige Analogon des peterssonschen inneren Pro-
duktes auf dem zugehörigen Raum der automorphen Formen vom Gewicht α die Form (siehe auch
[55])
〈f, g〉 :=
∫
Fm−1[N ]
f(z)g(z)zαmdν(x) (9.23)
wobei erneut dν(z) = z−m−1m dz0dz1 · · · dzm für das zur hyperbolischen Metrik zugehörige, invariante
Volumenelement des oberen Halbraums steht. Das Integral ist wohldefiniert, sofern wenigstens eine
der beiden Funktionen f und g eine Spitzenform ist. Es ist unabhängig von der Wahl des Fundamental-
bereichs, weil dν(z) ein Γm−1(I)[N ]-invariantes Maß ist und
f(M < x >)g(M < z >)(M < z >m)α = zαmf(z)g(z)
gilt für alle M ∈ Γm−1(I)[N ].
Im monogenen Fall ist der kanonische zuzügliche Gewichtsfaktor α = m. In diesem Spezialfall verein-
facht sich das innere Produkt zu
〈f, g〉 =
∫
Fm−1[N ]
f(x)g(z)z−1m dz0dz1 · · · dzm. (9.24)
Im k-holomorph-cliffordschen Fall hat das innere Produkt die Form
〈f, g〉 =
∫
Fm−1[N ]
f(z)g(z)z−k−1m dz0dz1 · · · dzm, (9.25)
aus dem wir den monogenen Fall erhalten, wenn wir k = 0 setzen.
Satz 9.15 erlaubt uns nachzuweisen:
Satz 9.18. Angenommen, k < −1 sei eine gerade, ganze Zahl und N ≥ N0(I). SeiMk,m−1,N der Modul der
k-holomorph-cliffordschen automorphen Formen vom Gewicht (m−k) bezüglich Γm−1(I)[N ]. Sei Sk,m−1,N der
Untermodul der k-holomorph-cliffordschen Spitzenformen vom Gewicht (m− k) bezüglich Γm−1(I)[N ].
Sei ferner Ek,m−1,N der Raum der k-hypermonogenen Eisensteinreihen εk,m−1,N (z), welche wir in (9.8) definiert
haben. Dann haben wir
Mk,m−1,N = Ek,m−1,N ⊕⊥ Sk,m−1,N ,
wobei die Orthogonalität im Sinne des Petersson-Produktes, wie es oben definiert wurde, zu verstehen ist.
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Beweis. Sei V ein beliebiges, aber fest gewähltes Repräsentantensystem der Rechtsnebenklassen von
Γm−1(I)[N ] modulo Tm−1(I)[N ]. Weiterhin sei R ein beliebiges Repräsentantensystem der Rechtsne-
benklassen von Γm−1(I) modulo Γm−1(I)[N ]. Im Folgenden bezeichnen wir den Abschluß des Fun-
mentalbereichs Γm−1(I)[N ] mit Fm−1. Wir berechnen:
〈E, f〉 =
Z
Fm−1[N ]
X
M∈V
(cz + d)
‖cz + d‖m+1−k f(z)z
m−k
m dν(z)
=
X
M∈V
Z
M<Fm−1[N ]>
(cz + d)
‖cz + d‖m+1−k f(z)z
m−k
m dν(z)
=
zm=+∞Z
zm=0
X
R∈R
" Z
Lm−1[N ]
(cRz + dR)
‖cRz + dR‖m+1−k f(R < z >)z
−k−1
m dz0dz1 · · · dzm−1
#
dzm,
=
+∞Z
zm=0
X
R∈R
h Z
Lm−1[N ]
F (z;R)z−k−1m dz0dz1 · · · dzm−1
i
dzm,
wobei wir F (x;R) := (cRz+dR)‖cRz+dR‖m+1−k f(R < z >) setzen. Da f k-holomorph-cliffordsch auf dem oberen
Halbraum und m-fach periodisch bezüglich Λm−1(I)[N ] ist, hat es eine Fourierreihenentwicklung der
Form (9.21). Insbesondere haben wir für die ersten beiden Koeffizienten die Identität∫
Lm−1
F (z + zmem;R)dz0dz1 · · · dzm−1
= a(0;R) + α(0;R)zkm + b(0;R)em + β(0;R)emz
k+1
m .
Folglich ist
〈E, f〉 =
+∞∫
zm=0
∑
R∈R
(
a(0;R) + b(0;R)emzm + α(0;R)zkm + β(0;R)emz
k+1
m
)
z−k−1m dzm.
Weil jedoch f eine k-holomorph-cliffordsche Spitzenform ist, haben wir a(0;R) = 0, b(0;R) =
0, α(0;R) = 0 und β(0;R) = 0 für alle R ∈ R. Dies beweist das postulierte Orthogonalitätsresultat.
Bemerkung 9.19. Diese Zerlegung bleibt im monogenen Fall k = 0 gültig. Wir zuvor erwähnt, können in diesem
Fall monogene Eisensteinreihen durch (9.9) eingeführt werden, indem man den Hecketrick benutzt. Jedoch war
es bislang noch nicht möglich, die Existenz nichtverschwindender monogener Spitzenformen auf Γm−1(I)[N ] zu
beweisen. Erneut durch die Anwendung von Satz 9.8 und Korollar 9.7 kann man ein vollständiges Analogon dieser
Zerlegungsaussage für den Fall, wo k eine gerade ganze Zahl ist, im Kontext der k + 2-holomorph-cliffordschen
Funktionen formulieren.
9.6 Motivation der Spurformel
Ein entscheidender Durchbruch für die Forschung bestand darin, zu verstehen, wie genau die monoge-
nen automorphen Formen auf dem oberen Halbraum mit Maaßformen zusammenhängen.
Um diese Beziehung zu verstehen, war es, wie sich herausstellte, notwendig, die monogenen auto-
morphen Formen in den wesentlich allgemeineren Rahmen der k-holomorph-cliffordschen Funktionen
einzubetten, wie es im ersten Teil dies Kapitels geschehen ist..
Ein weiterer wichtiger Durchbruch in der Theorie der k-holomorph-cliffordschen automorphen Formen
ist die jetzt gezeigte Existenz k-holomorph-cliffordscher Spitzenformen für unendlich viele ganzzahlige
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Parameter k. Dies war bislang mit der kleineren Menge der k-hypermonogenen Modulformen nicht
möglich, was uns einen wichtigen Grund liefert, k-holomorphen-cliffordschen Funktionen betrachtet
zu haben und weiterhin zu betrachten.
Während wir nun endlich wissen, daß es nicht-triviale k-holomorph-cliffordsche Spitzenformen gibt,
also daß dim Sk > 0 für unendlich viele k, wo Sk für den Raum der k-holomorph-cliffordschen Spitzen-
formen steht, blieb es ein wichtiger Punkt zu klären, ob man andererseits auch dim Sk < ∞ gegeben
hat. Wie man von der klassischen Theorie sehr gut weiß, impliziert die Endlichkeit der Dimension in-
teressante zahlentheoretische Identitäten zwischen den Fourierkoeffizienten der Modulformen, welche
wiederum im klassichen Fall z.B. mit den Darstellungszahlen von Summen von Divisoren oder von
quadratischen Formen zusammenhängen. Natürlich hängt die Endlichkeit der Dimension auch von der
Wahl der arithmetischen Untergruppen ab, die wir betrachten. Jedoch spielen auch die analytischen
Eigenschaften eine ähnlich entscheidende Rolle in diesem Kontext. In diesem Teil des Kapitels verall-
gemeinern wir eine Reihe klassischer Argumente aus der Theorie mehrerer komplexer Variablen von
[61] und zeigen erfolgreich die Endlichkeit der Dimension des Raums für die Fälle, wo die betrachteten
arithmetischen Untergruppen eine endliche Anzahl von Spitzen haben und gewissen Rationalitätsbe-
dingungen genügen.
Als weiteres Hauptresultat wird eine Selbergsche Spurformel für k-holomorphe Spitzenformen ent-
wickelt, erneut unter diesen konkreten Bedingungen.
Um das zu bewerkstelligen, benutzen wir eine Formel für den Bergmankern der k-holomorphen Funk-
tionen, die quadratintegrierbar bzgl. der Petersson-Produktes über dem Fundamentalbereich der invol-
vierten arithemtischen Gruppe sind. Die Kernfunktion hat wiederum die Struktur einer typischen k-
holomorph-cliffordschen Reihe vom Poincaré-Typ, und bezieht den k-holomorphen Bergmankern des
oberen Halbraums mit ein. Letzterer reproduziert wiederum jede k-holomorphe Spitzenform bzgl. des
Petersson-Produktes. Umgekehrt kann jede k-holomorphe Spitzenform geschrieben werden als end-
liche Linearkombination solcher Basis-Poincaréreihen, was erneut die Endlichkeit der Dimension des
Raums der Spitzenformen widerspiegelt.
Im letzten Unterabschnitt betrachten wir den Unterraum der k-holomorph-cliffordschen Modulformen.
Wir verallgemeinern dabei erfolgreich die Standardargumente aus der Theorie mehrerer komplexer Va-
riablen aus [61], um die Endlichkeit der Dimension des Raums der k-holomorph-cliffordschen Eisen-
steinreihen zu zeigen. Dabei benutzen wir die Beschreibung der Spitzenklassen. Durch den Nachweis,
daß der Raum der k-holomorph-cliffordschen Modulformen in die direkte Summe des Raums der k-
holomorph-cliffordschen Spitzenformen und des Raums der k-holomorph-cliffordschen Eisensteinrei-
hen zerlegt werden kann, kann eine Dimensionsformel für den vollständigen Raum der k-holomorph-
cliffordschen Modulformen aufgestellt werden.
Perspektive. Das Endlichkeitsresultat könnte der Durchbruch für die Entwicklung neuer zahlentheo-
retischer Identitäten sein, welche von einem Vergleich der Fourierkoeffizienten der k-holomorph-
cliffordschen Modulformen, die zum gleichen endlichdimensonalen Vektorraum (bzw. Modul) gehö-
ren, herrühren. Man beachte, daß die klassische Jacobiformel, welche die Summe von acht Quadrierten
mit Divisorsummen in Beziehung setzt, im klassichen komplex-analytischen Kontext von solchen Ver-
gleichen herrührt. Analoga dazu im Kontext der Z-Ordnungen in rationalen Cliffordalgebren zu ent-
wickeln, ist eine Fragestellung für weitere Forschung, die Cliffordanalysis mit Zahlentheorie verbindet.
Die Konstruktion nichttrivialer Spitzenformen stellt einen großen Durchbruch für die Zahlentheorie
über Cliffordalgebren dar. Wir wollen jetzt jedoch weiter gehen und eine Dimensionsformel für den
Raum der Spitzenformen herleiten, was wiederum zunächst die Endlichkeit der Dimension des Raumes
voraussetzt.
Es seien einige weitere für die Zahlentheorie interessante Fälle erwähnt:
Im Fall m = 3 kann der obere Halbraum R ⊕ R3 mit dem oberen Quaternionenhalbraum identi-
fiziert werden. In diesem Rahmen sind weitere wichtige Beispiele für I die quaternionischen Ord-
nungen, insbesondere die Hurwitzordnung, welche z.B. in [102, 103, 113] betrachtet wird. Die Hur-
witzordnung besteht aus Quaternionen, welche zum Gitter Z + Ze1 + Ze2 + Zρ gehören, wobei ρ :=
1
2 (1 + e1 + e2 + e3) ist (man beachte hier, daß hier mit e3 nach Quaternionenschreibweise e1e2 gemeint
ist). Ein weiteres interessantes Beispiel einer maximalen Quaternionenordnung ist die Eisensteinord-
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nung Z + Z 1+e1
√
3
2 + Ze2 + Z
1+e1
√
3
2 e2, welcher in letzter Zeit wachsendes Interesse entgegen gebracht
wird, siehe z.B. [84, 64]; hier wird erneut e1e2 mit e3 identifiziert.
Im Fall m = 7 kann der obere Halbraum R⊕R7 mit dem oberen oktonionischen Halbraum identifiziert
werden. In diesem Rahmen bilden die ganzen Cayley-Zahlen ein berühmtes Beispiel für I. Sie erzeu-
gen das E8-Gitter, siehe [46]. Hierbei müssen die Einheiten e1, . . . , e7 mit den oktonionischen Einheiten
identifiziert werden.
Wir führen zunächst die Spitzen zu den in 9.3 definierten Gruppen ein:
Zu Beginn erinnern wir daran, daß eine diskrete Untergruppe Γ der rationalen Ahlfors-Vahlen-Gruppe
SAV (R ⊕ Rn−1,Q) per Definition eine Spitze bei ∞ (oder auch die Spitze ∞) hat, wenn sie eine
nicht-triviale ( 6= ±I) Translation enthält. Indem man ähnliche Argumente wie im klassischen Fall der
SL(2,R), der in [61] S. 12 präsentiert wird, kombiniert mit den spezifischen Argumenten für Untergrup-
pen der Ahlfors-Vahlen-Gruppe aus [54], anwendet, kann man zeigen, daß jedes Element des Stabilisa-
tors
Γ∞ := {M ∈ Γ |M <∞ >=∞} = {M =
(
a b
c d
)
∈ Γ | c = 0}
eine Translation ist, wenn die diskrete Gruppe Γ ⊂ SAV (R⊕ Rm−1,Q) eine Spitze bei∞ hat.
Spezialfälle.
In den Fällen, wo die diskrete Gruppe Γ die Form Γm(I) hat, mit einer geeigneten Z-Ordnung I, wel-
che stabil unter der Reversion und der Hauptinvolution ist, haben die Matrizen aus Γm(I)∞ die Form(
ε−1 b
0 ε
)
, wobei der Parameter b durch das gesamte Gitter läuft, das durch I ∩ R ⊕ Rm−1 defi-
niert wird, und ε durch die Menge aller multiplikativen Einheiten, die in I liegen, läuft. Wenn I eine
solche beliebige Z-Ordnungwelche stabil unter Reversion und Hauptinvolution ist, in der rationalen
Ahlfors-Vahlen-Gruppe ist, dann existiert stets ein Grad N0 ∈ N, so daß die negative Identitätsmatrix
−I =
( −1 0
0 −1
)
nicht mehr in Γm(I)[N ] für alle N ≥ N0 enthalten ist. Siehe [45] für Details.
Im Fall, daß I = ∑A ZeA das Standard-Orthonormalgitter in der Cliffordalgebra Clm−1 ist, ist die vor-
herige Aussage wahr für N ≥ 3. Folglich haben wir für N ≥ 3
Γm[N ]∞ = {
(
1 b
0 1
)
| b ∈ Z⊕ Zm−1}.
Wenn I die quaternionische Hurwitzordnung ist, gilt diese Aussage für N ≥ 6.
9.7 Endlichkeitsaussagen und die Selbergsche Spurformel
Ein wesentlicher Teil des Beweises der Selbergschen Spurformel ist die Endlichkeit der Dimension vom
Raum der betrachteten Spitzenformen. Folglich haben wir zunächst diese Eigenschaft für die behandelte
Menge von Funktionen nachzuweisen. Wir halten uns dabei eng an die Argumente und die Beweisfüh-
rung, die von E.Freitag für den Fall Hilbertscher Modulformen in mehreren komplexen Variablen in [61]
verwendet worden sind.
9.7.1 Einige algebraische Eigenschaften
Für unsere Zwecke müssen wir eine spezielle Version von Lemma I.1.11.1 [61] S. 14 bzw. Lemma I.2.9.1
[61] S. 26. auf den gesonderten Fall der diskreten Gruppen, die wir in diesem Kapitel betrachten, anwen-
den. Der Einfachheit halber nehmen wir an, daß wir es mit arithmetischen Untergruppen der Ahlfors-
Vahlen-Gruppe Γm(I) zu tun haben, bei denen die Ordnung I rationale Koeffizienten hat. Dies ist z.B.
der Fall bei allen Standardordnungen Op, bei der quaternionischen Hurwitzordnung, wie auch für die
ganzen Cayleyzahlen. Die quaternionische Eisensteinordnung erfüllt diese Voraussetzung nicht, jedoch
ist unsere Theorie auch in diesem Fall anwendbar, wie wir noch zeigen werden.
Im Rahmen der Untersuchung von Ordnungen mit rationalen Koeffizienten können wir direkt feststel-
len:
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Lemma 9.20 (vergleiche [61], S.14). Angenommen, ∆ ⊆ Γm(I) ⊂ SAV (R ⊕ Rm−1,Q) sei eine diskrete
Gruppe der rationalen Ahlfors-Vahlen-Gruppe, für die wir annehmen, daß die Ordnung I rationale Koeffizienten
hat.
Dann existiert eine positive reelle Zahl δ > 0, so daß( ∗ ∗
c ∗
)
∈ ∆, andc 6= 0
impliziert, daß
|c| ≥ δ.
Bemerkungen.
• Im Fall, wo man für ∆ die spezielle Modulgruppe Γm = Γm(Om) = 〈J, T1, Te1 , . . . , Tem−1〉 nimmt,
wo die Translationsmatrizen zum orthonormalen Gitter Lm = Z+Ze1 + · · ·+Zem−1 gehören, folgt
die Existenz eines solchen positiven δs trivial. Hier hat die zugehörige Ordnung I = Z ⊕ Zm−1
nur ganzzahlige Koeffizienten.
Damit es funktioniert, ist es wichtig, daß wir eine Karte φ : Z ⊕ Zm−1\{(0, 0)} → R, g 7→ gTSg
konstruieren können, wo S is eine positiv-definite Matrix ist, so daß < g, g >S := gTSg ein wohl-
definiertes Skalarprodukt ist.
In dem besonderen Fall, daß man die spezielle Modulgruppe Γm(Om) behandelt, kann man für
S einfach die Identitätsmatrix S = (〈ei, ej〉)0≤i,j≤m−1 nehmen. Da g ein Paravektor mit reellen
Komponenten ist, ist die zugehörige Karte φ(g) :=< g, g >S wirklich eine positiv-definite Biline-
arform. Ein einfaches Argument führt dann zu min φ = δ2, wobei min φ das Minimum des Gitters
bezeichne. Somit ist δ =
√
minφ.
• Man beachte, daß wir die Existenz eines solchen positiven δ nicht für jede diskrete Untergrup-
pe von SAV (R ⊕ Rm−1,Q} haben. Der Nachweis der Existenz scheitert genau dann, wenn S
nicht positiv definit ist. Dies ist z.B. der Fall für Γp mit p < m. Denn dann sind die letzten
m − p Zeilen der Matrix S Nullzeilen, sodaß min φ = 0. Andere Gegenbeispiele können aus
Gruppen folgen, wo die Komponenten des zugehörigen Periodengitters aus reell-quadratischen
Zahlkörpern stammen. Dann kommt es dazu, daß min φ < 0. Man betrachte zum Beispiel
Q[
√
D] := {g := a + b√D | a, b ∈ Q, wobei D > 0 quadratfrei ist. Um ein Skalarprodukt zu
definieren, muß man < g, g >= gg definieren, wobei g als g := a − b√D definiert werden muß.
Dies erfordert eine Matrix S, die nicht positiv definit ist.
• Die Rationalität der Koeffizienten der Ordnung I ist hinreichend für die Nicht-Negativität des
zugehörigen min φ.
• Im Fall der Hurwitzordnung hat die Matrix S die besondere Form S = (〈bi, bj〉)0≤i,j≤3, wobei
b0 = 1, b1 = e1, b2 = e2 und b3 = 12 (1 + e1 + e2 + e3). Also ist
S =

1 0 0 12
0 1 0 1
0 0 1 1
1
2 1 1 1

Hierbei ist das Minimum des zugehörigen Periodengitters einfach gleich min φ = 12 , woraus wir
wiederum schließen können, daß δ = 1√
2
.
• Im Fall der Eisensteinordnung kann man S = (〈bi, bj〉)0≤i,j≤3 nehmen, wobei b0 = 1, b1 =
1+e1
√
3
2 , b2 = e2 und b3 =
1
2 (1 + e1
√
3)e2, vgl. [64] S.26. Wie dort gezeigt wird, ist die zugehö-
rige Karte < g, g >S := gTSg dann eine positiv-definite Bilinearform, sodäs ein wohldefiniertes
positives Minimum existiert. Die Matrix hat die Form
S =

1 12 0 0
1
2 1 0 0
0 0 1 12
0 0 12 1

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Wie wir in Folge sehen werden, ist die Existenz eines solchen positiven δ der entscheidende alge-
braische Baustein für die Endlichkeit der Dimension der Spitzenformen zur betrachteten diskreten
Gruppe. Zusätzlich zu dieser algebraischen Eigenschaft werden auch analytische Hilfsmitteln be-
nötigt, wie im nächsten Unterabschnitt erklärt werden wird.
Lemma 9.20 ist unabdingbar für den Beweis der Endlichkeit der Dimension des Raums der k-
holomorph-cliffordschen Spitzenformen.
9.7.2 Das Endlichkeitsresultat
In diesem Unterabschnitt erhalten wir eines der wichtigen Resultate auf dem Weg zur Spurformel. Der
Einfachheit halber führen wir die folgende abkürzende Notation für eine diskrete Gruppe Γ := Γm(I) ⊂
SAV (R⊕ Rm−1,Q) ein:
H∗ := H+(R⊕ Rm−1) ∪ {Spitzen von Γ}.
Für den verbleibenden Teil dieses Kapitels nehmen wir stets an, daß I rationale Koeffizienten hat, sodaß
Lemma 9.20 anwendbar ist.
Satz 9.21. Sei Γ = Γm(I) ⊂ SAV (R ⊕ Rm−1,Q) eine diskrete Untergruppe derart, daß der Quotient H∗upslopeΓ
kompakt ist. Dann ist die Dimension des Raums der k-holomorphen automorphen Formen bezüglich Γ endlich.
Um das zu beweisen, gehen wir in mehreren Schritten vor. Wir betrachten dabei ausschließlich den Fall,
in dem der Quotient H+(R ⊕ Rm−1)upslopeΓ nicht kompakt ist, also Spitzen existieren. Dies wird in den
folgenden Aussagen stets als gegeben angenommen. Da wir auch fordern, daß H∗upslopeΓ immer kompakt
ist, muß die Untergruppe der Translationen innerhalb von Γ ein m-dimensionales Gitter in R ⊕ Rm−1
erzeugen. Dieses bezeichnen wir mit Λm.
Wir zeigen:
Proposition 9.22. Sei k ∈ 2Z. Sei Γ eine diskrete Untergruppe von SAV (R ⊕ Rm−1,Q), die die weiter oben
gestellten Bedingungen erfülle. Nehme an, daß f : H+(R ⊕ Rm−1) → Clm eine k-holomorph-cliffordsche Spit-
zenform über Γ ist, welche
f(z) =
cz + d
‖cz + d‖m−k+1 f(M < z >)
für alle M ∈ Γ erfüllt.
Dann ist die Funktion
g : H+(R⊕ Rm−1)→ R, g(z) := |f(z)|z
m−k
2
m
vollständig Γ-invariant und nimmt ihr Maximum im Innern von H := H+(R⊕ Rm−1) an.
Beweis. Der Beweis der Invarianzeigenschaft ist einfach. Als Folge aus dem Transformationsverhalten
von f können wir direkt durch explizites Nachrechnen schließen, daß
g(M < z >) = |f(M < z >)|(M < z >)
m−k
2
m
= |cz + d|m−k|f(z)|
(
zm
|cz + d|2
)m−k
2
= |f(z)|z
m−k
2
m .
Um die Maximumseigenschaft zu zeigen, betrachten wir die Fourierreihenentwicklung von f bzgl. des
m-dimensionalen Periodengitters Λm ⊂ R⊕Rm−1, welches von den Translationsmatrizen aus Γ erzeugt
wird. Da die Funktion f k-holomorph-cliffordsch ist, ist sie insbesondere zweifach stetig reell differen-
tierbar in jeder Komponente, sodaß f auf dem oberen Halbraum H dargestellt werden kann durch eine
normal konvergente Fourierreihe in Standardform, d.h.
f(z) =
∑
a¨∈Λ†m\{0}
a(a¨, zm) ∈ o(e−zm),
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wobei wir die Zerlegung z = z + zmem mit z ∈ R ⊕ Rm−1 benutzen. Wie wir aus Satz 9.20 wissen, ha-
ben die Fourierkoeffizienten einer k-holomorph-cliffordschen automorphen Form a(ω, zm) die konkrete
Form
a(a¨, zm) =
{
β(0) + β(0)zkm + γ(0)emzm + γ(0)emz
k+1
m , a¨ = 0[
K(k+1)/2(2pi‖a¨‖zm)β(a¨) +K(k−1)/2(2pi‖a¨‖zm)γ(a¨)em
]
z
(k+1)/2
m , a¨ 6= 0.
wobei alle β(a¨) und γ(a¨) im Allgemeinen Clm−1-wertige Konstanten sind für a¨ ∈ Λ†m. Da jedoch f nach
Annahme eine Spitzenform ist, hat man β(0)γ(a¨) = 0 gemäß Satz 9.17.
Weiterhin gilt
lim
zm→∞
‖f(z)‖
= ‖
∑
a¨∈Λ†m\{0}
lim
xn→∞
a(a¨, zm)e2pii<a¨,z>‖
≤
∑
a¨∈Λ†n\{0}
lim
zm→∞
‖a(a¨, zm)‖
=
∑
a¨∈Λ†m\{0}
lim
zm→∞
[
β(a¨)K k+1
2
(2pi‖a¨‖zm) + γ(a¨)emK k−1
2
(2pi‖a¨‖zm)
]
z
k+1
2
m
= 0,
da
Kα(2pi‖a¨‖zm) ≤ Cαe−2pi‖a¨‖zm .
Als Folge daraus fällt |f | exponentiell gegen Null wenn zm gegen Unendlich geht. Weiterhin folgt daraus
g(z) = |f(z)|z
m−k
2
m → 0 wenn zm → ∞. Da g auch gegen Null geht, wenn man gegen den Rand von H
geht, muß die Funktion ihr Maximum im Innern von H annehmen: Sei (o¨k)k∈N eine Folge in H mit
(o¨m)k → 0 für k → ∞. Dann existiert ein δ > 0 und eine Folge (Mk)k∈N ⊂ Γ, so daß (Mk < o¨k >)m ≥ δ
für alle k. Weil g invariant unter Transformation mit jedemMk und beschränkt in {z ∈ H; zm ≥ δ} ist, ist
es auch {g(o¨k); k ∈ N}. Da H∗/Γ kompakt ist, können wir eine Folge (Mk)k∈N mit (Mk < o¨ >k)m →∞
finden, daher g(o¨k)→ 0.
Nun sind wir in der Lage, die nun folgende Norm einzuführen, die aufgrund von Proposition 9.22
wohldefiniert ist:
‖f‖∞ := max
z∈H
g(z).
Als nächstes wählen wir ein Repräsentantensystem der Spitzenklassen,
κ1, . . . , κh
und bilden sie auf∞ ab:
Aj〈κj〉 =∞, 1 ≤ j ≤ h, Aj ∈ SAV (R⊕ Rm−1,Q).
Wir betrachten für jedes j ∈ {1, . . . , k} das Gitter
tj ⊂ R⊕ Rm−1
der Translationen der Konjugiertengruppen
AjΓA−1j
und bezeichnen mit
Pj ⊂ R⊕ Rm−1
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die Grundmasche des Gitters tj welches zum Repräsentanten κj gehört.
Sei δ eine reelle positive Zahl.
Wir definieren
Vj(δ) =
{
A−1j (z)|z − emzm ∈ Pj , zm ≥ δ
}
und beweisen
Proposition 9.23. Sei erneut Γ eine diskrete Untergruppe mit rationalen Koeffizienten, die die allgemeinen Be-
dingungen erfüllt, die weiter oben zu Beginn des Abschnitt formuliert wurden. Wählt man δ > 0 hinreichend
klein, dann ist die Menge
V (δ) =
⋃
1≤j≤k
Vj(δ)
eine Fundamentalmenge vom Γ.
Beweis. Sei z ∈ H+(R⊕Rm−1). DaH∗/Γ kompakt ist, existiert einM1 ∈ Γ mit (M < z >)mδ für δ > 0 fest
und hinreichend klein. Sei weiter k˜ ∈ {1, ..., h}. Dann gibt es ein a ∈ Rm, so daß M2 :=
(
1 a
0 1
)
∈ Γ
und M2M1 < z > − (M2M1 < z >)mem ∈ Pk, wobei Pk die Grundmasche des Translationsgitters von
Ak˜ΓA
−1
k˜
ist. Wenn man nun alle Elemente von Γ auf die Vereinigung aller Vk˜ anwendet, erhält man die
komplette Halbebene.
Als nächstes brauchen wir
Proposition 9.24. Die Mengen Vj(δ) seien so definiert wie in Proposition 9.23. Dann ist das Integral∫
Vj(δ)
dV
zm+1m
konvergent für jedes j ∈ {1, . . . , k}.
Beweis. Aus der Invarianz des Differentials unter Transformationen aus Γ, folgt, daß das Volumeninte-
gral bzgl. des ersten m Variablen z0, z1, . . . , zm−1 endlich ist, da z − emzm ∈ Pj , wobei erneut Pj für
die Grundmasche des Periodengitters stehe, welches von den Translationen erzeugt wird, die von den
Konjugiertengruppen AjΓA−1j induziert werden; Γ bezeichne dabei die betrachtete diskrete Gruppe.
Hält man sich den Satz von Fubini vor, bleibt lediglich nachzuprüfen, daß∫ ∞
δ
dzm
zn+1m
<∞.
Dies ist klar, weil wir für m nur postive ganze Zahlen als Werte zulassen.
Als nächstes machen wir folgende Feststellung.
Angenommen, f, g seien zwei k-holomorph-cliffordsche Spitzenformen mit gleichem Gewichtsfaktor.
Dann ist die Funktion
ϕ(z) = f(z)g(z)xm−km
vollständig Γ-invariant und stellt sich als beschränkt heraus. Dies kann durch Anwendung genau der
gleichen Argumente wie oben nachgewiesen werden.
Dies ermöglichet es uns, für jedes positive δ das folgende hermite’sche innere Produkt zu definieren:
〈f, g〉δ :=
(∫
Vj(δ)
f(z)g(z)x−k−1m dV
)
.
Dieses innere Produkt induziert eine Familie induzierter Normen, die mit
‖f‖2,δ :=
√
Sc(〈f, f〉)
bezeichnet seien.
Beachte, daß die Werte unter der Quadratwurzel in der Tat nichtnegative reelle Zahlen sind, weil wir
nur den Skalarteil betrachten.
Diese Beobachtung erlaubt es uns nun, folgende Aussage zu zeigen:
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Proposition 9.25. Sei f eine k-holomorph-cliffordsche Spitzenform. Wenn δ hinreichend klein ist, existiert eine
reelle positive Konstante A = A(δ,Γ), so daß
‖f‖∞ ≤ A‖f‖2,δ
für alle f .
Beweis. Wähle δ > 0 hinreichend klein, so daß V (2δ) noch eine Fundamentalmenge ist. Die Funktion
h(z) := |f(z)|z
m−k
2
m
ist vollständig Γ-invariant. Es genügt daher zu zeigen, daß
h(z) ≤ A(δ) ·
√∫
V (δ)
h(w)2
dV
wm+1m
gilt für alle z ∈ V (2δ). Tatsächlich werden wir sogar zeigen, daß
h(z) ≤ A(δ) ·
√∫
Vj(δ)
h(w)2
dV
wm+1m
für alle z ∈ Vj(2δ) und alle j ∈ {1, . . . , h} erfüllt ist.
Es ist offensichtlich hinreichend, unsere Betrachtung auf die Spitze ∞ zu beschränken. Daher können
wir Vj(δ) durch
V∞(δ) = {z ∈ H+(R⊕ Rm−1) | z − emzm ∈ P, zm ≥ δ}
ersetzen. Hiebei steht P für die Grundmasche des durch Γ∞ induzierten Translationsgitters.
Nun untersuchen wir die Fourierreihenenwicklung der Spitzenform f :
f(z) =
∑
a¨∈Λ†m
a(a¨, zm)e2pii<a¨,z>
Wir machen folgende Abschätzung∫
V∞(δ)
h2(w)
dV
wm+1m
=
∫
V∞(δ)
∑
a¨∈Λ†m
|a(a¨, zm)|2wm−km
dV
wm+1m
(9.26)
≥ Y1
∫
V∞(δ)
∑
a¨∈Λ†n
e−η1zmw−1−km dV (9.27)
(9.28)
mit geeigneten Konstanten Y1, η1. Wir können die Abschätzung nach unten durch die Exponentialfunk-
tion so machen, weil a(a¨, zm) durch exponentiell fallende Bessel-K-Funktionen gegeben ist: Wir erinnern
uns an die Darstellung der K-Funktion für m > − 12 ([1]),
Km(z) =
√
pi
(m− 12 )!
(
1
2
z)m
∫ ∞
1
e−zx(x2 − 1)m− 12 dx,
welche es uns erlaubt, bzgl. (9.7.2), die Koeffizienten nach unten abzuschätzen durch
Y1 · e−2pi|a¨|zm .
Wir können weiter den letzten Term nach unten abschätzen durch∑
a¨∈Λ†m
vol(P )e−η1−4pi|a¨|δ(η1 + 4pi|a¨|δ)1+k
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unter Anwendung von ∫ ∞
δ
e−ayyk−1dy ≥ a1−ke−aδ
für a > 0, was durch partielle Integration gezeigt werden kann.
Andererseits haben wir
h(z) ≤
∑
a¨∈Λ†m
|a(a¨, zm)||e−2ipi<a¨,z>|z
m−k
2
m ≤
∑
a¨∈Λ†m
|a(a¨, zm)|z
m−k
2
m
Der Term e−2pii<a¨,z> verschwindet wegen |e−2pii<a¨,z>| = 1. Betrachte nun z ∈ V (2δ) (statt ∈ V (δ)). Aus
der vorgegangenen Ungleichung können wir nun schließen, daß
h(z) ≤ Y2 · e−4piη2zm (9.29)
mit zwei geeigneten reellen Konstanten Y2, η2 > 0, da mit einem ähnlichen Argument wie oben α(a¨)
nach oben abgeschätzt werden kann durch
e−2pi|a¨|zm+
1
2 zm .
Bevor wir fortfahren, wählen wir η1 und η2 so, daß |η1 − η2| ≤ η12 Wenden wir nun Lemma 9.20 auf{
M =
(
a b
c d
)
, M ∈ Γ
}
,
an, führt das zu der Schlußfolgerung, daß die zm eine positive untere Schranke haben. Daher gilt
Y2e
−η2zm ≤
√
De−η1zm
mit einer weiteren geignet gewählten Konstante D > 0, was durch |η1 − η2| ≤ η12 sichergestellt ist.
Eine Kombination von (9.26) und (9.29) führt zu der gewünschten Ungleichung.
Mit diesen Hilfsmitteln sind wir nun endlich in der Lage, den Beweis von Satz 9.21 zu vervollständigen.
Beweis von Satz 9.21. Sei I eine Indexmenge für ein maximales Orthonormalsystem (fi)i∈I bezüglich des
inneren Produktes < ·, · >δ .
Nehme nun weiter eine beliebige k-holomorph-cliffordsche Spitzenform f mit der Darstellung
f =
∑
i∈I
fiCi, Ci ∈ Clm,
dargestellt als Linearkombination der Elemente der Basis fi des gewählten Orthonormalsystems.
Aus Proposition 9.25 folgern wir, daß
|
∑
i∈I
fi(z)Ciz
m−k
2
m | ≤ A
√∑
i∈I
|Ci|2.
Wir wählen nun die Ci entsprechend gemäß eines beliebigen z ∈ V (δ)
Ci = fi(z),
und erhalten für jedes z
|
∑
i∈I
|fi(z)|2z
m−k
2
m | ≤ A
√∑
i∈I
|fi(z)|2.
Dies führt zu √
|
∑
i∈I
|fi(z)|2z
m−k
2
m | ≤ A
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und daher ist
|
∑
i∈I
|fi(z)|2zm−km | ≤ A2.
Wenn wir jetzt über das Gebiet V (δ) integrieren bezüglich des hyperbolischen Volumenelements dV
zm+1m
,
dann erhalen wir, daß
|I| ≤ A2 ·
∫
V (δ)
dV
zm+1m
<∞,
womit das Endlichkeitsresultat bewiesen wäre.
9.8 Die Spurformel
Bevor wir zur Spurformel kommen können, müssen wir uns einen strukturellen Unterschied zwischen
unserer Theorie und der Theorie mehrerer komplexer Variablen vor Augen halten. In unserem Fall sind
nämlich die betrachteten Mengen von Funktionen keine Vektorräume, sondern Rechtsmoduln über der
Cliffordalgebra Clm, weil letztere kein Körper ist für m > 1. Demnach müssen wir erst zeigen, daß wir
tatsächlich von einer “Dimension“ sprechen können. Das heißt, mir müssen nachweisen, daß unsere
Moduln eine invariante Basisnummer (engl. invariant basis number, IBN) haben.
Zum Glück erlaubt uns die zugrunde liegende Struktur von Cliffordalgebren als endlich-dimensionalen
reellen Vektorräumen, das folgende Lemma zu beweisen.
Lemma 9.26. Die Cliffordalgebra Clm ist ein Noetherscher Ring.
Beweis. Sei I1 ( I2 ( I3 ( . . . eine Kette von Idealen in Clm. Da R ⊂ Clm, folgt aus den definierten
Eigenschaften eines Ideals, daß jedes Ideal in Clm ein reeller Vektorraum ist, und jedes Ij ein Unterraum
von sowohl Clm als auch jedem Il ist für l > j. Somit haben wir für l > j, daß dimR Ij < dimR Il ist. Da
die Dimension von Clm über R endlich ist, muß die Kette demnach endlich sein, und jede allgemeine
Kette, die nicht streng echte Inklusion gegeben hat, muß ein maximales Element haben. Und letzteres
ist die definierende Eigenschaft eines Noetherschen Ringes.
Für einen freien Modul über einem Ring R ist es hinreichend zu zeigen, daß R noethersch ist, um zu
beweisen, daß der Modul eine invariante Basisnummer hat. Folglich können wir beim kommenden
Resultat wirklich von Dimension sprechen.
Nun können wir eine Selbergsche Spurformel für k-holomorphe Spitzenformen herleiten.
Um in dieser Richtung fortzufahren, greifen wir wieder auf den Bergmanraum und den Bergmankern
zuück. Wir betrachten dabei den Bergmanraum für k-holomorphe Funktionen. Aufgrund der zuvor
aufgeführten Argumente können wir uns ohne Beschränkung der Allgemeinheit auf den Fall k ≥ 0
beschränken, weil wir alle −k-holomorph-cliffordschen Funktionen aus k-holomorphen einfach durch
Multiplikation mit xkm erhalten.
Definition 9.27. Angenommen, Ω ⊂ R ⊕ Rm sei ein beliebiges Gebiet. Sei k eine gerade, nichtnegative ganze
Zahl. Dann nennen wir
B∗(Ω, D∆k/2) := {f : G→ Clm | f ∈ L2(Ω) ∩Ker D∆k/2}
den Bergmanraum der k-holomorph-cliffordschen Funktionen.
Für nichtnegative k können k-holomorph-cliffordsche Funktionen Nullösungen von Spezialfällen poly-
nomialer Diracgleichungen interpretiert werden. Wie in [42] Proposition 2.1 bewiesen wurde, hat der
Raum der quadratintegrierbaren Funktionen, die im Innern eines Gebietes Ω einer polynomialen Di-
racgleichung genügen, eine stetige Punktauswertung. In dem Beweis wird ausgenutzt, daß wir es mit
einem elliptischen Operator zu tun haben, für den eine Integralformel vom Cauchytyp gilt. Als Folge
davon hat
B∗(Ω, D∆k/2)
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einen reproduzierenden Kern K(z, w). Letzterer erfüllt
f(z) =
∫
Ω
K(z, w)f(w)dVw
für jedes f ∈ B∗(Ω, D∆k/2).
Statt die Integration über das Volumenelement dV zu betrachten, kann man stattdessen die Integration
über das hyperbolische Volumen dV
xk+1m
nehmen und folgenden modifizierten Funktionenraum betrach-
ten:
B(Ω, D∆k/2) := {f ∈ Ker D∆k/2 |
∫
Ω
‖f(z)‖2 dV
zk+1m
<∞}
wobei ‖ · ‖ einfach die in normale Cliffordpseudonorm bezeichne. Durch Anwendung der gleichen
Argumente wie in [42] Proposition 2.1, indem man einfach das Differential dV durch dV
zk+1m
im Beweis von
Proposition 2.1 ersetzt, können wir die Existenz eines eindeutigen reproduzierenden Kerns im Raum
B(Ω, D∆k/2) verifizieren. Letztere wird der Bergmankern der k-holomorph-cliffordschen Funktionen
bezüglich der hyperbolischen Volumenintegration genannt, ansonsten auch einfach kurz Bergmankern
im Folgenden. Genau wie in der klassischen Theorie hängt der Bergmankern vom Gebiet Ω ab.
Nennen wir nunBkH+,m = B
k
H+(R⊕Rm−1) den k-holomorph-cliffordschen Bergmankern der oberen Halb-
ebene H+(R⊕ Rm−1) für zm > 0 bzgl. des Differentials dVzzk+1m .
Sei erneut Γ ⊆ Γm(I) eine diskrete Untergruppe der rationalen Ahlfors-Vahlen-Gruppe, wobei I ra-
tionale Koeffizienten habe. Es sei wieder angenommen, daß H+(R ⊕ Rm−1)upslopeΓ nicht kompakt ist, d.h.
Spitzen existiern, aber daß H∗upslopeΓ kompakt ist.
Satz 9.28. (Selbergsche Spurformel). Unter obigen Bedingungen haben wir, daß die Dimension des Raums der
k-holomorphen Spitzenformen durch die Formel
dimSk =
∫
H+upslopeΓ
B(w,w)
dw
wk+1m
gegeben ist, wobei
B(z, w) =
∑
M∈Γ
BH+,m(z,M < w >)
cw + d
|cw + d|m−k+1 .
Beweis. Wir erinnern uns an die Transformationsregel
(M < z >)m =
zm
|cz + d|2 (9.30)
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für alle M =
(
a b
c d
)
∈ Γ, siehe [53] und anderswo. Diese Formel erlaubt es uns zu folgern, daß
∫
H+upslopeΓ
∑
M∈Γ
BH+,m(z,M < w >)
cw + d
|cw + d|m−k+1 f(w)w
m−k
m
dVw
wm+1m
=
∫
H+upslopeΓ
∑
M∈Γ
BH+,m(z,M < w >)
cw + d
|cw + d|m−k+1
cw + d
|cw + d|m−k+1 f(M < w >)
·|cw + d|2m+2 dVM<w>
wk+1m
(9.30)
=
∫
H+upslopeΓ
∑
M∈Γ
BH+,m(z,M < w >)
cw + d
|cw + d|m−k+1
cw + d
|cw + d|m−k+1 f(M < w >)
·|cw + d|2m+2 dVM<w>|cw + d|2(k+1)(M < w >)k+1m
=
∑
M∈Γ
∫
H+upslopeΓ
BH+,m(z,M < w >)f(M < w >)
dVM<w>
(M < w >)k+1m
=
∫
H+
BH+,m(z, w)f(w)
dVw
wk+1m
= f(z)
Wir haben somit die Reproduktionseigenschaft
f(z) = 〈B(z, ·), f〉 (9.31)
für jede k-holomorphe Spitzenform f auf Γ nachgewiesen, wobei
B(z, w) =
∑
M∈Γ
BH+,m(z,M < w >)
cw + d
|cw + d|m−k+1
und wobei 〈g1, g2〉 das Petersson-Produkt ist, welches durch
〈g1, g2〉 :=
∫
H+/Γ
g1(w)g2(w)
dV (w)
wk+1m
,
gegeben ist, wie zuvor definiert. Wegen der Eindeutigkeit des reproduzierenden Kerns, muß der Aus-
druck B(z, w) zwingend der Bergmankern des Raums der k-holomorphen Spitzenformen bzgl. des
Petersson-Produktes sein. Obwohl wir keine explizite Formel für ihn haben, erlaubt uns die Tatsache,
daß es sich um den reproduzierenden Kern eines L2-Hilbertraums handelt, verschiedene Schlüsse auf
Basis der allgemeinen Funktionalanalysis zu ziehen. Durch Satz 9.21 wissen wir, daß die Dimension des
Raums der k-holomorphen Spitzenformen - er sei mit Sk bezeichnet - endlich ist. Wir bezeichnen die
Dimension mit q := dimSk. Wir können nun eine Orthonormalbasis B = {f1, f2, . . . , fq} für den Raum
der k-holomorphen Spitzenformen wählen, die die endliche Länge q hat. Da B(z, ·) auch ein Element
des Raums Sk ist Für jedes z, können wir die Funktion Sk als Linearkombination der Basisfunktionen
f1, f2, . . . , fq ausdrücken:
B(z, w) =
q∑
j=1
aj(z)fj(w)
Mit (9.31) erhalten wir, daß
fi(z) = 〈B(z, ·), fi〉 = ai(z)
und somit
B(z, w) =
q∑
j=1
fi(z)fj(w)
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Nun setzen wir z = w, multiplizieren mit 1
wk+1m
und integrieren auf beiden Seiten der Gleichung:
∫
H+upslopeΓ
B(w,w)
dw
wk+1m
=
∫
H+upslopeΓ
q∑
j=1
fi(w)fj(w)
dw
wk+1m
Da die Dimension q wegen Satz 9.21 endlich ist, ist auch die Summe endlich, und wir können daher die
Reihenfolge von Addition und Integration vertauschen:∫
H+upslopeΓ
q∑
j=1
fi(w)fj(w)
dw
wk+1m
=
q∑
j=1
(∫
H+upslopeΓ
fi(z)fj(w)
dw
wk+1m
)
Die Orthonormalität von f1, f2, . . . , fq bzgl. des Petersson-Produktes impliziert weiterhin, daß∫
H+upslopeΓ
fi(w)fj(w)
dw
wk+1m
= δij
ist, sodaß wir schließlich bei ∫
H+upslopeΓ
B(w,w)
dw
wk+1m
= q = dimSk
ankommen, womit der Beweis abgeschlossen ist.
Bemerkung 9.29. Die Term B(w,w) ist reell, da die Funktion die Symmetrieeigenschaft
B(z, w) = B(w, z)
erfüllt.
9.8.1 Anregungen zur computergestützten Berechnung der Dimension
In diesem Anschnitt skizzieren wir, wie man die Dimension in der Praxis berechnen kann, sobald eine
Basis (φl)l∈N0 des Bergmanraums bekannt ist.
Burch Anwendung des Gram-Schmidt-Verfahrens auf die Basiselemente φl bzgl. des gewichteten inne-
ren Produktes, d.h.
< φl(z), φp(z) >=
∫
H+
φk(z)φp(z)
dV (z)
dzmm
,
erhält man eine Orthonormalbasis für den Rechtsmodul L2(H+) ∩ Ker D∆(k−1)/2, bezeichnet durch
{hl}l, wieder mit l = 0, . . . ,∞. Aus der Theorie der Bergmankerne wissen wir, daß der Bergmankern
der k-holomorphen Funktionen die Fourrierreihendarstellung
BkH+,m(z, w) = lim
N→∞
N∑
l=0
hl(z)hl(w)
besitzt. In der Praxis stoppt man die Berechnung am Computer ab einem bestimmten Index N , wenn
der Approximationsfehler so klein wie gewünscht ist. Dies führt zu einer Näherung an den Bergman-
kern BkH+,m(z, w), bezeichnet mit B
k
NH+,m(z, w). Summiert man den Ausdruck B
k
NH+,m(M < z >,w)
über eine hinreichend große Menge von Matrizen M ∈ Γ, wobei die Summe sich über alle Matrizen
auf Γ erstrecke, deren gewöhnliche Matrixnorm ‖M‖2 wiederum einen bestimmten Parameter L nicht
überschreitet, erhalten wir eine Approximation für den Kern B(z, w), die mit
BLN (z, w) =
∑
M∈Γ,‖M‖2≤L
BkNH+,m(z,M < w >)
cw + d
|cw + d|m−k+1
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bezeichnet sei.
Wenn die Paramter N,L hinreichend groß gewählt sind, dann wird der Wert des approximierten Inte-
grals ∫
H+upslopeΓ
BLN (z, w)
dw
wk+1m
nahe bei einem ganzzahligen Wert sein. Beachte, daß im Grenzwertfall, dieser Wert des Integrals über
den exakten Kern die Dimension liefern muß, als Folge unserer Selbergschen Spurformel. Sobald die
numerischen Resultate nahe einer bestimmten ganzen Zahl bleiben, wissen wir, daß gewählten Werte
für N und L hinreichend groß sind
Bemerkung 9.30. Leider kann man wegen der Unbeschränktheit des Halbraums und des gewichteten Skalarpro-
duktes keine der gemeinhin verwendeten Funktionenmengen, wie z.B. die Fueterpolynome, nehmen, weil diese in
diesem Fall nicht Elemente des Bergraums sind. Ein naheliegender Forschungspunkt wäre daher die Bestimmugn
einer Basis des Bergmanraums. Ein Kandidat wäre die Menge der reellen partiellen Ableitungen der Fundamen-
tallösung des Operators D, sobald wiederum diese bestimmt wurde.
9.8.2 Der vollständige Raum der Modulformen
In diesem Abschnitt bezeichne Γ eine Untergruppe von Γm(I), wobei I rationale Koeffizienten hat und
die negative Identitätsmatrix −I nicht in Γ enthalten ist.
Man erinnere sich, daß das zum Beispiel für alle Γm[N ] mit N ≥ 3 der Fall ist, oder für die Hauptkon-
gruenzuntergruppen der Hurwitzordnung vom Grad N ≥ 6 aufwärts.
Als nächstes nehme zusätzlich an, daß ∞ eine Spitze von Γ sei. Dann, vgl. [38, 36], konvergieren die
k-hypermonogenen Eisensteinreihen
Ek(z) =
em
zkm
∑
Γ∞\Γ
cz + d
‖cz + d‖m+k+1
für k > 1 und stellen nichttriviale k-holomorphe Funktionen auf H+(R⊕Rm) dar mit dem Transforma-
tionsverhalten
Ek(z) =
cz + d
‖cz + d‖m−k+1Ek(M < z >) ∀M ∈ Γ.
Ihre Werte bei der Spitze∞ entsprechen
Ek(∞) = lim
xm→∞
Ek(x0 + x1e1 + · · ·+ xmem) =∞
wegen
lim
xn→∞
∑
M :Γ∞\Γ
cMz + dM
‖cMz + dM‖n+k+1 = 1
Dies wurde in [38] bewiesen. Dabei wird auch die Annahme erforderlich, daß die negative Identitäts-
matrix nicht in Γ enthalten ist Nun zeigen wir analog zu [61] S. 62:
Proposition 9.31. Die Eisensteinreihe Ek verschwindet an allen Spitzen, welche nicht Γ-äquivalent zu∞ sind.
Beweis. Sei k = A−1 <∞ > eine Spitze, welche nicht Γ-äquivalent zu∞ ist. Definiere
(EK |A−1)(z) := cz + d‖cz + d‖m−k+1Ek(A
−1 < z >),
wobei
A−1 :=
( ∗ ∗
c d
)
.
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Per Definition haben wir
(EK |A−1)(z) := em(A−1 < z >)km
∑
M=
0@ ∗ ∗
cM dM
1A∈Γ∞\Γ
cMA−1 < z > +dM
‖cMA−1 < z > +dM‖m+k+1
=
em
zkm
∑
N∈(AΓA−1)∞\ΓA−1
cNz + dN
‖cNz + dN‖m+k+1 .
Nun haben wir zu zeigen, daß
lim
xm→∞
cz + d
‖cz + d‖m+k+1 = 0
in einem Spitzensektor oder äquivalent c 6= 0 für M ∈ ΓA−1.
Angenommen, es gäbe einige M = NA−1 ∈ ΓA−1 mit c = 0, dann würde folgen, daß
M <∞ >=∞
was impliziert, daß
(NA−1) <∞ >= N < A−1 <∞ >>= N < k >=∞,
was wiederum hieße, daß k ≡ ∞mod Γ.
Wie in [61] S. 63 können wir k-holomorph-cliffordsche Eisensteinreihen bzgl beliebige Spitzen k von Γ
einführen, d.h. k-holomorphe Eisensteinreihen, die bei allen Spitzen verschwinden, die nicht äquivalent
zu k sind, und nicht bei k selbst verschwinden.
Dies kann bewerkstelligt werden, indem man zuerst k auf ∞ transformiert durch Anwendung einer
Matrix A ∈ Γ, also A < k >= ∞. Dann müssen wir die Eisensteinreihe bzgl. der Spitze ∞ der Konju-
giertengruppe AΓA−1 betrachten und dann zurück transformieren mit der Matrix A. Dies führt zu:
EAk (z) =
em
(A < z >)km
∑
M∈(AΓA−1)∞\AΓA−1
cM ·Az + dM ·A
‖cM ·A + dM ·A‖m+k+1
=
em
zkm
∑
M∈(AΓA−1)∞\AΓ
cMz + dM
‖cM + dM‖m+k+1
Nun können wir zeigen – erneut in starker Anlehnung an [61] S. 84:
Proposition 9.32. Angenommen, es gäbe nur endlich viele Spitzenklassen (dies ist richtig, wenn H∗/Γ kompakt
ist), und bezeichne mit kj := A−1j < ∞ >, 1 ≤ j ≤ k eine Repräsentantenmenge. Dann ist die Menge
der k-holomorph-cliffordschen Eisensteinreihen EAjk (z) für 1 ≤ j ≤ k linear unabhängig. Sie erzeugen einen
Rechtsmodul
Ek = Ek(Γ) =
k∑
j=1
E
Aj
k (z)Clm,
welcher nur von Γ abhängt.
Beweis. Zuerst beobachten wir, daß EAk (z) = Ek(z), wenn A ∈ Γ, weil wir in dieser speziellen Situation
haben, daß
AΓ = AΓA−1 = Γ.
Als nächstes nehme an, daß ∞ eine Spitze von Γ sei, und daß A < ∞ >= ∞. Dann ist (AΓA−1)∞ =
AΓ∞A−1. Folglich haben wir
EAk (z) = z
k
m
∑
M∈AΓ∞A−1\AΓ
cMz + d
‖cMz + d‖n+k+1 em
= Ek(z) · (−C),
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mit einer Konstanten C, da
cAz + d
‖cAz + dA‖m+k+1 = C ⇐⇒ A <∞ >=∞.
Mit diesen Hilfsmitteln zur Verfügung können wir nun das Hauptresultat dieses Abschnitts herleiten,
was uns eine direkte Analogie zu Proposition 5.10 aus [61] S. 65 liefert.
Satz 9.33. Sei Γ ⊆ Γm(I) eine diskrete Untergruppe von SV (Q,R ⊕ Rm−1), wobei I rationale Koeffizienten
habe und −I 6∈ Γ sei. Nehme weiterhin an, daß H∗/Γ kompakt sei.
Dann existiert für jede k-holomorphe automorphe Form mit dem Transformationsverhalten
f(z) =
cz + d
‖cz + d‖m−k+1 f(M < z >) ∀M ∈ Γ
eine eindeutiges Element E im Raum der k-holomorphen Eisensteinreihen, so daß f − E eine Spitzenform ist.
Beweis. Dies folgt direkt aus der vorherigen Proposition.
Als Folge dieses Satzes erhalten wir folgende Zerlegung von Räumen
Mk = Sk ⊕ Ek.
Angesichts von Satz 9.18 ist diese direkte Summe eine orthogonale Summe bezüglich des Petersson-
Produktes. Die vorhergegangene Proposition kann auch in folgender Form umgeschrieben werden:
Satz 9.34. Wir haben
dimMk = dimSk + h,
wobei h die Zahl der Spitzenklassen ist.
Perspektiven: Ein weitere Forschungspunkt wäre es, ein ähnliches Resultat für den Fall, daß H+/Γ
kompakt ist, nachzuweisen. Wenn wir jedoch den Beweis aus [61], Seite 81, verallgemeinern wollen,
müssen wir die explizite Formel für den Bergmankern kennen, um eine Transformationsregel ähnlich
der in [61], Lemma 2.1 auf S. 82, zu verifizieren.
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Schlußfolgerungen
Wie im Verlauf der Arbeit zu sehen war, haben die Kernfunktionen in sehr unterschiedlichen Bereichen
der Mathematik Verwendung gefunden. Wir waren in der Lage, mit Hilfe der induzierten Projektion
Differentialgleichungssysteme zu lösen und zum Abschluß auch eine Selberg’sche Spurformel für die
konstruierte Klasse von Modulformen aufzustellen. Gerade letztere stellt einen Durchbruch für die Clif-
fordanalysis dar, da sie es zusammen mit der nun belegten Existenz nichttrivialer Modulformen möglich
macht, die Zahlentheorie sinnvoll auf die Cliffordanalysis auszuweiten.
Durch die Eigenschaften der Szegömetrik wurde so zudem ein wichtiger Grundstein für die Differen-
tialgeometrie über Cliffordalgebren gelegt. Die bisherigen Ergebnisse machen Mut, daß sich über die
Szegömetrik, wie bei der Bergmanmetrik für die Theorie mehrerer komplexer Variablen, eine fruchtba-
re Theorie aufbauen läßt. Auf jeden Fall gibt es reichlich Anlaß zu weiteren Untersuchungen: Einerseits
stellt sich die Frage, ob und wie weit man die Voraussetzungen an die Glattheit des Randes abschwächen
kann, andererseits sind weitere Übertragungen aus der Theorie mehrerer komplexer Variablen bzgl. des
Zusammenhangs zwischen Vollständigkeit der Metrik und Glattheit des Randes zu testen.
Diese reichhaltigen Verwendungsmöglichkeiten geben somit der Bestimmung expliziter Darstellungen
der Kernfunktionen auf den verschiedenen Gebietsklassen zusätzliche Bedeutung, gerade natürlich
auch für die Ausarbeitung von Algorithmen auf Basis der theoretischen Ergebnisse. Zudem ist (leider)
eine Bestimmung der Kernfunktion, die in der Spurformel verwendet wurde, bislang nicht gelungen.
Neben der Spurformel an sich wäre eine Darstellung auch wichtig für die Fortsetzung der Untersu-
chung für den cokompakten Fall.
Abgesehen von diesem Wermutstropfen kann man aber festhalten, daß die vorgenommenen Untersu-
chungen und Fragestellungen in dieser Arbeit alle erfolgreich bearbeitet werden konnten, und nirgend-
wo so starke Einschränkungen gemacht werden mußten, um sofort von einer Sackgasse sprechen zu
müssen. Insofern wird sich diese Arbeit hoffentlich als ein Schub für das Forschungsgebiet der Cliffor-
danalysis erweisen.
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