In this paper we compare recursively enumerable subsets of R" in two computing models over real numbers: the Blum-Shub-Smale machine and the oracle Turing machine. We prove that
Introduction
In this paper we compare recursively enumerable subsets of Rq, or RE subsets for abbreviation, defined in two computing models over real numbers. One model is the classical oracle Turing machine, the other is the model introduced by Blum et al. reflects the classical computation theory over Z (e.g. in the case where R is the ring of integers Z, the computable functions are ordinary recursive functions, RE sets are ordinary RE sets of Z). By contrast with oracle Turing machines, a real number in this model is viewed as a mathematical entity, not as its decimal or binary expansion. Thus, for example, rather than feed rational approximations of a real number into a machine, one can input real numbers directly into the machine.
Both the Blum-ShubSmale model (BSS model) and the Turing model bring the theory of computation into the domain of topology and make it possible to investigate the effectiveness of const~~tions in topology. To begin the study, it is natural to ask: Do these two computational models give the same objects? The answer to this question is No, for while the Cantor middle-third set is a 'Turing RE closed set (Proposition 3.1 below), it is not a BSS RE set as shown in [2] . Furthermore, it is shown in [Z] that most Julia sets are not BSS RE over the reals and therefore are not decidable in the BSS computing model. In contrast, we will show that this is not the case in the Turing computing model. More precisely, we show in Section 4 that the Julia set of any computable hyperbolic polynomial is decidable in the Turing model.
The Julia set example demonstrates how different BSS and Turing RE closed sets can be. On the other hand, there are certain connections between the two models since both of them reflect the classical theory of computation over integers. It is shown that, for example, every Turing RE open set is a BSS RE set (Theorem 3.1 below). Several other connections between BSS RE sets and Turing RE sets are also given in the paper.
The paper is organized as follows. Section 2 contains the definitions for Turing RE open sets, Turing RE closed sets, and BSS RE sets. Al1 sets here are subsets of Rq.
In Section 3, we compare BSS RE sets with Turing RE sets. Proposition 3.1, coupled with an example in [2] , shows that a Turing RE! closed set may not be a BSS RE closed set, while Exactly one input node, characterized as having no incoming edge, and one outgoing edge. Associated with this input node is a linear injective map I : f--a 3
(which just takes the input and puts it into the machine), and p( 1) the next node.
Output nodes, characterized by having no outgoing edges. To each such node, n, _ _ is associated a linear map 0, : S --+ 0.
Computing nodes. Each such node has a single outgoing edge, so that a next node p(n) is defined. To n is associated a polynomial map gn : 3 + 3.
A branch node n has two outgoing edges, giving us next nodes p-(n) and B'(n).
To n is associated a polynomial
h,, : 3 -+ R with P-(n) associated to the condition 1.
input y E I IOI IY (node 1)
3.
(node n) According to the definition, every interval is a BSS RE set. It has been proved in [2] that computable functions over Z in the BSS model are the classical Turing computable functions over Z. This implies that the BSS machine is equivalent to the Turing machine over Z. Therefore, both models define the same RE sets over Z. At this point it is natural to ask whether these two computing models over R give rise the same objects in Rq'? We study this problem in the following sections.
BSS RE sets and Turing RE sets in R'J
We concentrate on working with subsets of R for simplicity. All results in this section can be easily generalized to subsets of Rq.
Let c[ be a noncomputable real. Then the singleton set {x} is not a Turing RE closed set. It is however a RE closed set in the BSS model, as we have mentioned in the last section. On the other hand, it has been proved in [2] that any BSS RE set over R is a countable union of basic semialgebraic sets. Here a basic semialgebraic set is a subset of R" defined by a set of polynomial inequalities of the form
Since a basic semialgebraic set only has a finite number of connected components, it follows that the Cantor middle-third set is not a BSS RE closed set as shown in [2] . But the Cantor middle-third set is a Turing RE closed set.
Proposition 3.1. The Cuntor middle-third set C is u Turing RE closed set.
Proof. Let 
S,=AsoU{32-a::aE~}, s,l=ls,l_, U(3"f' --a:aES,_I},
and for 12 = 2,3,. , we arrange S,, = {a;, . . . , c$,,} with j(n) = 2"+'. Define e : N --f N as
Thus, e is a recursive function on N. For each i = 1,. . ,j(n), let x,(,,_l)+i = 4/3"+'.
Then {xn} is a computable sequence of rationals because this procedure is effective.
Since {x,,} is the set of end points of removed middle third intervals, it is dense in C. We therefore conclude that C is a Turing RE closed set. 0
The above example demonstrates that Turing RE closed sets and BSS RE closed sets behave quite differently. One reason for such difference is that a Turing RE closed set is defined as the closure of a computable sequence. The closure operator often involves "too much" limit process which is difficult to deal with effectively.
A Turing RE open set U = U,"=, {x : /x -x,/ <rn} behaves more "machine-like".
Here, roughly, one might imagine a real number x fed to the machine which computes Without loss of generality, x, (resp. a,) can be assumed to be rational vector (resp. rational). We state and prove this fact in the Lemma 3.1 below. Let f and g be two recursive functions defined on N such that f(n) = y, and g(n) = r,.
In [2] it is proved that the classical recursive functions are BSS computable. Thus both f and g are BSS computable functions. The following machine halts on an input x if and only if x E U, which proves that U is a BSS RE set. The computation proceeds as follows. 
gk2(gk,(~)))) >O or h~(gli,,,(...ga(gx-,(x)))) ~0, then QM is (I Turing RE open set.
Proof. We prove the case where M can be described by the following flow chart. The other cases can be proved similarly: The halting set of A4 is
QM = ~CO(hog")~'(O,~l.
By the hypothesis both g and h are Turing computable polynomials. Therefore, the sequence {h o g"} is a Turing computable sequence of polynomials. Is QM a Turing RE open set?
Decidable Julia sets
First we give a brief review on the definition of the Julia set of a polynomial in the complex plane. The reader is referred to [5] for more details. For a polynomial g, we say a point zs E C is periodic (of period n) if g"(z0) =ZO for some positive integer n. It is attracting (respectively repelling) if in addition, /(g")'(zo)J < I (respectively
Ks"Y(z~)l > 1 h where W)'(ZO)
is the derivative of the nth iterate of g at ZO. If -70 is attracting of period n, then there is a neighborhood U of zo that is attracted into itself under 9, that is, gn(U) c U; and so if the orbit z, g(z), g'(z), . . of a point z eventually enters U, it will asymptotically approach ZO. Such points are said to be in the basin (of attraction) of ZO. The basin of y is the union of all such basins. For a polynomial y with degree g > 2, the Julia set of g is the closure of the repelling periodic points of (4. If a Julia set J is disconnected, then it has uncountably many components. Thus it cannot be a BSS RE closed set, for a BSS RE set can only have countably many components. Moreover it has been shown in [2] that a BSS RE Julia set of a rational map g : C, -+ C, is either (a) empty; and g is a rotation, or a constant; or (b) a point; and g is fractional linear but not a rotation; or (c) a real analytic arc; or (d) a real analytic Jordan curve; or (e) the whole sphere C,.
Thus, most Julia sets are not BSS RE over R and therefore not decidable in the BSS model. In contrast, we prove in this section that the Julia set of any computable hyperbolic polynomial is decidable in the Turing model. A polynomial is hyperbolic if all of its periodic points are hyperbolic, where a periodic point p of period n is hyper- be a computable complex polynomial (i.e. all coefficients of P are computable numbers) of degree at least two with ad # 0. Let Pk be the kth iteration of P, then Pk is a polynomial of degree dk. Since P is computable, the sequence {Pk} is computable. As a consequence the sequence {(Pk)'} of derivatives of Pk's is computable as well. Since the algorithm proposed in [S] applies only to polynomials with coefficients satisfying ad = 1 and lajJ < 1 for 0 <j <d -1, the following lemma is needed in our later work. It is obvious that {c(k) and {/ic} are two computable sequences of complex numbers, and {pk(z)} is a computable sequence of polynomials. The proof is complete. 0
We turn now to the main theorem of this section.
Theorem 4.1. The Julia set of a computable hyperbolic polynomial g is a Turing RE closed set.
Proof. If the degree of g is at most 1, the Julia set of g is either empty or a round circle with computable center and radius, and is therefore a Turing RE closed set. Thus we can assume that the degree, d, of g is at least two. In this case, the Julia set of g is the same as the closure of the repelling periodic points of g. Recall that a subset of c, is Turing RE closed if it is the closure of a computable sequence of complex numbers. Therefore, it suffices to prove that the sequence of the repelling periodic points of y is computable. Accordingly, our plan for the proof goes as follows. We first show that the sequence of the periodic points of g is computable. This is Lemma A below. Then we prove that the set of the repelling periodic points is computable. We remark that Lemma A holds not only for computable hyperbolic polynomials, but for all computable polynomials.
Lemma A. Ij'g is a computable polynomial, then the sequence of the periodic points of' y is computable.
Proof. For k E N, let
P&z) = gk(z) -z.
Then the sequence {Pk} is a computable sequence of polynomials, and the degree of Pk is dk. It is obvious that the set of the periodic points of g is the same as the set of the roots of {Pk}. Let Then begin with t = 1, 16 t < dk, we compute . Otherwise return to the computations (4) (5) and (6) for t + 1. It is proved in [8] that there is at least one t with 1 <t<dk such that I&(z) - with Ix:,I-[y'l < l/2". The construction of { xh} is thus completed. It is obvious from the construction that the sequence { xk,,} has the properties we asked for. The proof of the lemma is complete. q
In Lemma B below, we prove that the set of the repelling periodic points of g is a computable sequence. Thus, as the closure of it, the Julia set of g is a Turing RE closed set. is the set of the periodic points of g.
Lemma B. Let g be a computable hyperbolic polynomial and let

Proof.
Since the sequence {gk} of the iterates of g is computable, the sequence {(Sk)'} of the derivative of gk is computable. Thus, there exists a recursive function e:N xN+N such that for all k,nEN,
Since {&} is a computable sequence, a is a recursive function from N x N to N, and Izi -zzl < Bk/2a(k'n) would imply ]zi -zz] < 1/2e(k3"). In Lemma A, we have shown that the computable double sequence {/&irk" : n EN, 1 <k <n} converges uniformly and effectively to {Pk<k}, and for all neN,l<k<n, and l<j<dk, Combining (**) and (* * *), we have For a polynomial g, the set of its attracting periodic points is finite. In [2] , it is proved that the basin of attraction of g is a BSS RE set over R (Proposition 3), which is the halting set QM of the following machine M (see Fig. 5 ) where h is a real polynomial (of two real variables) with the property that h(z) < 0 if and only if z belongs to a finite union of discs around the attracting periodic points which is contracted into itself by g.
If g is a computable polynomial, then attracting points of g are computable, and the polynomial h can be constructed as a computable real polynomial. This implies, by 
