Abstract. In this paper, we establish a strong duality theorem for MondWeir type multiobjective higher order nondifferentiable symmetric dual programs. Our works correct some deficiencies in recent papers [higher-order symmetric duality in nondifferentiable multiobjective programming problems, J. Math. Anal. Appl. 290(2004) 
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Dual problem (MD).
maximize(f 1 (u, v) − s(v|D 1 ) + u T ω 1 + g 1 (u, v, r 1 ) − r
subject to :
ω i ∈ C i , i = 1, 2, · · · , k, λ > 0, λ T e = 1 (6) where C i and D i are compact convex sets in R n and R m , respectively; and for each i = 1, 2, · · · , k, f i : R n × R m −→ R, h i : R n × R m × R m −→ R and g i :
R n × R m × R n −→ R are differentiable functions. After having established a weak duality theorem under higher-order F -convexity assumptions, Chen [3] obtained the following strong duality theorem:
Furthermore, suppose that the following conditions are satisfied.
is a proper efficient solution to (MD), and the two objective values are equal.
Agarwal et al. [1] point out that Theorem 1.1 is erroneous and should be revised as follows.
Furthermore, suppose that the following conditions are satisfied. 
However, result (i) of Theorem 1.2 is
Clearly, the set of vectors
is a properly efficient solution of (MD)" should be replaced by "then (x,ȳ,λ,ω 1 ,ω 2 , · · · ,ω k ,r 1 =r 2 = · · · =r k = 0) is a properly efficient solution of (MD)" in both Theorems 1.1 and 1.2.
2. Strong duality. In this section, we present a strong duality theorem for the dual pair (MP) and (MD), correcting Theorems 1.1 and 1.2. 
properly efficient solution for (MP). Assume that for each
is linearly independent. (IV) There exist two functionsh andh such that
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Then, it holds that (i)p i = 0, i = 1, 2, · · · , k; and Proof.
is a properly efficient solution for (MP), by the Fritz John optimality conditions [4] , there exist α ∈ R k , β ∈ R n , µ ∈ R, ξ ∈ R k , ω ∈ R andv i ∈ C i such that the following conditions hold (for simplicity, we write
(β − µy)
ω(λ
Sinceλ > 0, it follows from (15) that ξ = 0. Now, by condition (II), we note that ∇ pipi h i is positive definite or negative definite for i = 1, 2, · · · .k Thus, it follows from (9) that
We claim that α i = 0, i = 1, 2, · · · , k. On the contrary, we assume that this statement is false. Then, for some k 0 , α k0 = 0, it follows from the facts that λ k0 > 0 and (19), we have
Hence, using (19) and (20) in (8), we obtain
Thus, by condition (IV), (19) and (20), we obtain
From (21) and the equation above, it follows that
By condition (III), we obtain
Asλ i > 0, i = 1, 2, · · · , k, and α k0 = 0, for some k 0 , it follows that µ = 0. Now from (20), (22) and µ = 0, it is clear that β = 0, α i = 0, i = 1, 2, · · · , k. Furthermore, we note that ξ = 0. Thus, using (20) in (10), we obtain ω = 0. Therefore, (α, β, µ, ξ, ω) = 0. This contradicts (18). Thus,
From (10), (11), (12) and ξ = 0, it follows that ω = 0. Premultiplying byλ i in (10), and then by using (19) and noting α i > 0, i = 1, 2, · · · , k, we obtain By condition (V), we obtainp i = 0, i = 1, 2, · · · , k. The rest of the proof is similar to that given for Theorem 2 in Chen [3] . Then, the models (MP) and (MD) reduce to the programs studied in [9] and Theorem 2.1 reduces to Theorem 2 in [9] when weak minimum instead of properly efficient solution is used.
Remark 2. Theorem 2.1 also represents a corrected version of the strong duality theorem (Theorem 3.2 in [2] using the weak duality theorem (Theorem 3.1 in [2] ).
