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Let J be a real-valued functional on the space of continuous functions with the 
supremum norm. Suppose J has a continuous linear Gateaux variation SJl y; h]. 
Then 6J( y; h] has an integral representation 6J[y; hl =I h dpy, where gy is a 
regular Bore1 measure depending on y. This article establishes conditions under 
which &, is absolutely continuous and its Radon-Nikodym derivative is a 
continuous function. Under these conditions, the (local) Volterra variational 
derivative is shown to exist everywhere and to be equal to the (globally defined) 
Radon-Nikodym derivative. The conditions are imposed directly on the Glteaux 
variation. In addition, the article clears up some ambiguities in the literature on 
variational derivatives and provides a strong linkage between the global and local 
approaches to the variational derivative. Several of the lemmas developed for the 
proofs of the main results also establish what seem to be new measure-theoretic 
results for functions. 
1. INTRODUCTION AND PRELIMINARIES 
Historically, the beginnings of the theory of differentiation of functionals 
on infinite dimensional function spaces go back to Volterra [24], who in 
1887 introduced the concept of the variational derivative. The exposition 
given by Voherra [26, pp. 22-301 contains conditions which are either 
redundant or unduly restrictive. The more natural definition that has 
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emerged from the work of Volterra, which is now known as the Volterra 
variational derivative, can be stated as follows. Let C[a, b] denote the space 
of continuous functions on the interval [a, 61 and let J be a real-valued 
functional on C[a, b]. Let y E C[a, b] and x, E (a, b) be fixed. Suppose there 
exists a number L such that for any given E > 0, there exists a 6 > 0 such 
that 
J[Yfhl-4Yl -L <8 
J-i h(x) dx 
for all h satisfying the following properties: 
(i) h E C[a, b], h(x,) # 0, and h does not change sign; 
(ii) sup ] h ] < 6; and 
(iii) supp h, the support of h, is contained in (x,, - 6, x0 + 6). 
Then we say that the variational derivative of J with respect to y at x0 exists 
(is equal to L) and denote it by 6J/6y(x,). With an obvious modification, 
this definition also applies on the space of continuous functions on (-co, co) 
with compact support. 
From now on we use the symbol 
to mean the following: Given E > 0, there exists a 6 > 0 such that 
1 G[h] -L 1 < E for all h satisfying the conditions (i), (ii), and (iii) above. 
Further, we will abbreviate x0-lim to lim when x0 is fixed throughout (note: 
italicization of lim will be used to distinguish this notion from other limits). 
Thus the variational derivative is defined by 
6J 
Gyo= !&l 
J[y+hl -J[YI 
I h(x)dx * (1.2) 
Clearly, the variational derivative is an analogue in function spaces to the 
partial derivative of a function of several variables. 
A markedly different approach to differential calculus in infinite dimen- 
sional spaces was taken by the French school, notably by Gateaux, Frtchet, 
Hadamard, and Levy (see, e.g., [ 10, 151). Their approach is to generalize the 
notion of the directional derivative or the total differential of a function of 
several variables. This latter approach has gained more prominence than 
Volterra’s approach partly because it is couched in the language of 
functional analysis and is not restricted to function spaces. For historical 
and technical perspectives on the various kinds of differentials, see Flett [9] 
and Nashed [18, 191. 
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These differentials are technically easier to define and study than the 
variational derivative. On the other hand, because the variational derivative 
hinges on the richer structure of function spaces, it provides more detailed 
information which is not directly obtained from the Gateaux or Frechet 
differential, such as invariance properties of Euler-Lagrange equations. 
Variational derivatives also have connections with inverse problems and 
variational principles in function spaces, certain boundary value problems 
arising in partial differential equations, and function space integrals 
(stochastic process expectaions, Markovian processes, etc.); see, e.g., 14-7, 
14, 16, 211 for some connections between variational derivatives and some of 
these areas. 
Perhaps the most striking difference between the approaches of Volterra 
and the French school is that the former is intrinsically local while the latter 
is necessarily global in nature. That is, while it is natural to talk about the 
variational derivative of a functional on C[a, b] at a point x,, E [a, b], it is 
impossible to define a Gateaux differential at x,. 
It is of interest to relate the Gateaux differential and the variational 
derivative. The first connection between these was established by Volterra, 
who started locally by assuming that the functional has a variational 
derivative at each x0 E [a, bJ and proved a global representation formula for 
the GCteaux differential in terms of variational derivatives. More recently, it 
has been possible to give a global definition of the variational derivative by 
using measure theory or distribution theory (see, e.g., [ 1, 7, 91). Volterra’s 
representation formula is a consequence of the global definition. 
However, these approaches have not been fully connected. These are gaps 
and errors in the literature on these aspects. Moreover, ad hoc assumptions 
are often made which do not relate to the functional directly. For example, in 
the case of a linear continuous Gateaux differential one immediately obtains 
an indirectly defined (nonconstructive) variational derivative via the Riesz 
Representation Theorem if the measure obtained from that theorem is 
absolutely continuous with respect to the Lebesgue measure. However, it is 
not known when this measure is absolutely continuous; if it is absolutely 
continuous, it is not known when the Radon-Nikodym derivative is itself a 
continuous function. Some authors simply postulate these properties without 
giving any conditions on the functional which will insure that they will hold. 
Also, direct conditions on the Ga^teaux differential that guarantee the 
existence of the variational derivative do not seem to have been investigated 
in the literature. Some conditions on the existence of the variational 
derivative via the global approach are known, but they are rather unnatural, 
as they are not given directly in terms of the functional. In addition, no 
discussion of the necessity of these conditions has been made. 
These are errors in the statements and proofs of existence of the 
variational derivative (for the “simplest problem” in the Calculus of 
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Variations) that occur in Volterra [25] and Gelfand and Fomin [ 111, as 
pointed out by Bliss [3] and Hamilton [ 131, respectively. We point out 
another error on the connection between the Gkeaux differential and the 
variational derivative. If the functional J has a linear Gateaux variation at y, 
then 
where Q + 0 as ]( h I] -t 0 and 6J[ y; h] is the Gateaux variation, defined by 
6J[y;h]=l(y{J[y+th] -J[y]} 
which we are assuming to be linear in h. Thus in a certain sense, 6J is an 
approximation to AJ. On the other hand, if J has a variational derivative at 
x0, then 
AJ[ Y, h] = 
6J 
-Aa+~du, 
MY 
where do = j h dx and E --) 0 as h q 0. Thus in a different sense 
(6J/6y(x,)) Au is also an approximation to AJ. It is not true, however, that 
6J = (6J/dy(x,)) A cr, even when J is Frechet differentiable, contrary to what 
is claimed in [ 11, p. 291. 
The main purpose of this paper is to establish precise connections between 
the local and global approaches to the Volterra variational derivative in 
terms of conditions on the Gateaux variation that can be readily verified, 
rather than in terms of ad hoc conditions. As a byproduct, some of the 
results of this paper rectify the error mentioned above and fill in some gaps 
in the linkage between the local and global approaches. The aspects of the 
existing theory of the variational derivatives that have been criticized or 
pointed out in this introduction are also brought to sharper focus and settled 
under mild assumptions. 
The main results are stated in Section 2. Proofs are give in Sections 3 and 
4 based on two sequences of lemmas which may also be of interest in their 
own right. Section 5 contains some remarks on generalizations and related 
approaches to the variational derivative. 
2. NOTATION AND STATEMENT OF THE MAIN RESULTS 
In this article, m denotes the Lebesgue measure, C,(R) denotes the space 
of all continuous functions on R = (-co, co) with compact support. For 
h E C,(R), supp h denotes the support of h. x.4 denotes the characteristic 
580/49/l-10 
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function of the set A. We also call the reader’s attention to the symbol q 
introduced in Section 1 [see (l.l)] to denote a certain limit that occurs 
frequently in this paper. Other notation used is either standard or is defined 
when first used. For results from measure theory and integration we refer to 
Bartle [2] and Rudin [22]. 
The principal result in this paper is the following theorem. 
THEOREM 1. Let J: C,(R) -+ IR have a linear GBteaux variation 6J[ y; h] 
which satisJies the following properties: 
1. SJ[ y; . ] is continuous in the Y’-norm. 
2. For each y E C,(R) and E > 0, there exists a 6 > 0 such that if 
11 h II1 < 1 and 1s - t 1 < 6, then I6J[ y; h,] - 6J[ y; hl]l < E, where h,(x) = 
h(x - s). 
3. For each y E C,(lR) and E > 0, there exists a 6 > 0 such that if 
llz - ylloo < 6 and IIhlJ, < 1, then ISJ[z; h] - 6J[y; h]l ( E. 
Then under these conditions, there exists a continuous function f such that 
dJ[y; h] = jj71 dm P-1) 
and for each x,, 
x0- lim 
hm0 
Jly+hl-JLYI =fcx,j 
lhdm (2.2) 
Remark 2.1. Note that (2.1) and (2.2) imply that for every x0 
6J 
- exists (= f (x0)) and 
dY(Xo) 
~Jb;hl= j& h(x) dx. 
DEFINITION 2.1. Let A be a functional on a space Z of functions on I?. 
For a fixed x0 in IR and suppose that L is a number with the property that 
for any given E > 0 there exists a 6 > 0 such that (A(h) - L ] < E whenever 
h E 3, h(x,) # 0 and supp h c (x0 - 6, x0 + 8); then we write 
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THEOREM 2. Let f be a function which is bounded below on [a, b] and 
suppose that for each x0 E [a, b], 
J-fhdm 
SUP%%,I l h dm =f (x0)* 
heC[a.bJ 
Then ,f is continuous. 
The significance of this theorem is that it augments the principal result by 
underscoring the mildness of one of the hypotheses (assumption 2) of 
Theorem 1. The remaining assumptions in Theorem 1 are either necessary or 
mild in view of the lemmas in Section 3. 
3. LEMMAS AND THE PROOF OF THE MAIN THEOREM 
We recall that for every continuous linear functional A on C,(ll?) with the 
supremum norm, there exists a unique regular Bore1 measure ,D such that 
A(h) = j h du; see [22]. 
LEMMA 3.1. Let A be a continuous linear functional on C,(lR) equipped 
with the supremum norm. Let p be the unique regular Bore1 measure such 
that A(h) = l h dp. A necessary and suflcient condition for ,u 4 m is that for 
every E > 0 there exists a 6 > 0 such that if ]] h ]loo < 1 and h = 0 except 
possibly on a set of Lebesgue measure 6, then IA(h)] < E. 
Proof: The necessity is almost trivial. To establish the suffkiency 
suppose ,u is not absolutely continuous with respect to Lebesgue measure m. 
Let ,U =,u+ -,K, where ,D+ and ,K are the positive and negative parts of ,u. 
Then at least one of these, say, ,u+, is not absolutely continuous with respect 
to m. There exists a set A, such that m(A ,) = 0 and ,D + (A,) > 0. Let A, and 
A, denote the supports of the measures p+ and ,K. Clearly A, nA, = 0 
since j4+ -Lp”-. Let A=A,nA,; then m(A)=,u-(A)=0 and p’(A)= 
,u’(A,) > 0. Let E= $‘(A), V=P+ +,K + m, and suppose 6 > 0. By 
Lusin’s theorem there exists a continuous function g such that 0 < g < 1 and 
g = xa except on a set of v-measure not exceeding min(b, 3 v(A)). Then g = 0 
off a set of Lebesgue measure at most 6, g = 0 off a set of p--measure at 
most 4,~’ (A), and g = 1 on a set of ,u’-measure at least f,u + (A). Hence, 
A(g)=( g&+ -1 gdp- >$+(A)-f/t+(A)=&. 
That is, 11 gllm < 1, g= 0 except possibly on a set of measure 6 and 
1 A( g)i > E. This establishes the sufficiency of the condition. 1 
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LEMMA 3.2. Let f E 9’(m) and define A(h) = j hf dm. Zf f is 
continuous, then for each x0 
lim -4z.L f(x,). 
SUPP~-IX,) J” h dm 
h>O 
(3.1) 
Proof By the mean value theorem A(h) = f(Z) j h dm, where X E supp h. 
Now as supp h + {x0}, X-, x0 and f(2) + f(x,). Hence, A(h)/j h dm 
approaches f(x,) as supp h + {x0}. 1 
LEMMA 3.3. Let A: C&R) + IR be defined by A(h) = i h dp, and suppose 
p is absolutely continuous with respect to Lebesgue measure (see 
Lemma 3.1). Let f = dp/dm, the Radon-Nikodjm derivative of p with 
respect to m. Then a suflcient condition for the existence of a continuous 
function g such that f = g almost everywhere with respect o the Lebesgue 
measure is that for every E > 0 there is a 6 > 0 such that IA - A( < E 
whenever 1s - tI < 6, h E C&F?) and 11 h II1 < 1, where h, denotes the translate 
of h by t, i.e., h,(x) = h(x - t). 
Proof: Since the space C, is dense in 9’ and A is continuous in the 4”‘. 
norm, A may be uniquely extended to a continuous mapping on all of 9’. 
The extended mapping has also the property that for E > 0 there exists 6 > 0 
such that if I] hII1 < 1 and Is - tl < 6, then 1 A(h,) - A( < E. Let x E R and 
let I,,, = [x - (l/n), x + (l/n)]. Since f E 5Fp’, for almost all x we have (see, 
e.g., 122, p. 1681) 
t% ni(Zx, ,) 
SIX .f dm = f(x) (3.2) 
Let S be the set on which (3.2) holds. We now show that f is uniformly 
continuous on S. Let E > 0 be given. Choose 6 > 0 such that if Is - t ] < 6 
and I] h II < 1, then IA - A( < s/3. Now let x, y E 5’ with Ix - y] ( 6. 
Choose N such that 
for u = x and for u = y. Let 9&= (N/~)x~~-~,,~,,~+(,,~,,. Thenl19U,N]l, = 1 
and 
h,,f dm 
m(LN> 
= A(%,,> for u=x and u=y. 
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Since ]x - y ( < 6, it follows that I/i(Y&,) - A(YY,N)I ( c/3, and thus 
If(Y) -f(x)1 G If(x) -4?o)I + I4T,N) -4~ydv)l 
+ I4q.N) -f(Y)l < E* 
Thus f restricted to S is uniformly continuous. Since S is dense, f has a 
unique continuous extension, g, to F?. Since f and g agree on S, f = g almost 
everywhere. i 
Remark 3.1. The condition in the above lemma is not necessary for the 
existence of a continuous function. Consider the functional A(h) = jfh dm, 
where f(n) = n, f = 0 outside the intervals -(n - n-3, n + n-“) for every 
integer n > 2, and f is linear on the intervals (n - ne3, n) and (n, n + n-“). 
Then f and A satisfy the condition of the lemma. Suppose 6 > 0 and fix an 
integer N > max(b-‘, 2). Define h(N) = N3 and h = 0 outside (N-N-“, 
N + Ne3), and take h to be linear on (N- Nm3, N) and (N, N+ N-3). 
Then A(&,) = A(h) = l fh dm > (N/2) . (N3/2) . (2/N’) = N/2 > 1, while 
A(hllN) = 0, since the supports of f and hllN are disjoint. Thus 
I/i(&) -A(h,)I cannot be made arbitrarily small for all h in C&R) with 
]I h I] i < 1 merely by requiring ] s - t ] to be small. I 
We are now ready to prove the main theorem of this paper. 
Proof of Theorem 1. The existence and continuity of the function f that 
satisfies (2.1) follow from Lemmas 1 and 3. (See also Remark 3.2 below.) 
Now by the mean value theorem (see, e.g., [9] or [ 18]), 
for some 0, 0 < 0 < 1. Thus, 
dJ[y,h]=6J[y+eh;h]-SJ[y;h]+6J[y;h] 
Jhdm lhdm jhdm * 
By Lemma 3.2, 
lim ~J[Y; ‘I
hmo lhdm = f (x0>- 
Thus it remains to show that 
lim ~Jb+Bh;h]-6J[y;h]=0 
hM0 lhdm * 
By Lemmas 1 and 3 there exists a continuous function fh such that 
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SJ[ y + 6%; g] = ] f,, g dm for all g E 5/r. In particular, setting h =g, we 
obtain 
W~~+~khl-W~;hl= j(fh-f)hdm ,<,,f -f,, 
I‘hdm Jhdm h a)* (3.3) 
For a fixed y and for any E > 0, there exists 6 > 0 such that if /] h ]Jm < 6 and 
Ilk11 < 1, then 
)6J[y+Oh;k]-6J(y;k]l <e/3. 
Let h be a fixed function such that ]] h lloo < 6. For x E iR let 9X,, be as in the 
proof of Lemma 3. Choose N such that for n > N, ]fh(x) - (fh,c,, dm] < 
43 and If(x) - l JYX n dml < a/3. (This is possible by the continuity of fh 
andf, for example, by’ invoking the mean value theorem for integrals.) Then 
ifh(x> -.!+>I < k,(x> - dJ[ Y + Oh; ,?“,,,,]I + IaJ[ .Y + Oh; .c”,.,] - 
WY; ~~“,,,II + 1w.K E:,,l -.&)I < E. s ince this holds for all x, we obtain 
llfh -./-II, < &. Hence by (3.31, 
lirn 6J[v+‘h;h]-6J[v;h]=o , 
hmo shdm . 
Remark 3.2. Since J is defined on C&T?) it would appear more natural 
to assume that SJ[ y; .] is continuous in the supremum norm rather than in 
the PI-norm. Under this assumption, there exists for each y a measure pY 
such that 6J[ y; h] = j h dpy . In order to insure the existence of a function f 
such that 6J[ y; h] = Ifh d m one would need ,D, to be absolutely continuous 
with respect to Lebesgue measure. Lemma 3.1 gives necessary and sufftcient 
conditions for absolute continuity of the measure puy. Then it follows under 
the assumptions of Lemma 3.3 that f, the Radon-Nikodym derivative of ,uY, 
is continuous. Alternatively, since we have actually assumed in Theorem 1, 
that SJ[ y; .] is continuous in the .P’-norm (a stronger condition than 
continuity in the supremum norm), we obtain immediately that there exists 
for each y E C,(W) an fE 5? such that SJ[ y; h] = (fh dm (as Ypm is the 
dual space of .P’). Thus, in this case, we do not need Lemma 3.1. 
Nonetheless, it is of interest that Lemmas 3.1 and 3.3 establish conditions 
for the measure in the Riesz representation theorem to be absolutely 
continuous and for its Radon-Nikodym derivative to be a continuous 
function. 
4. LEMMAS CONSTITUTING THE PROOF OF THEOREM 2 
The following lemmas will provide a proof of Theorem 2. In addition they 
establish what seem to be new function-theoretic properties which may also 
be of interest, independently of the theorem. 
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LEMMA 4.1. Let f be a function which is bounded below on [a, b] and 
satis$es for each x0 E [a, b] the property 
lim jfhdm =f(x,) 
supph-tlx~l jhdm * 
heC[a,bl 
(4.1) 
Then f is bounded above except possibly on a set of measure zero. 
Proof: Suppose, to the contrary, that for every positive number r, there 
exists a subset T, of [a, b] such that m(T,) > 0 and f > r on T,. Then for 
each positive integer k, there exists an xk such-that 
m((xk - (l/k), xk + (l/k)) n T,>  0. 
By the Bolzano-Weierstrass theorem, the sequence (xk} has a limit point 
x0 E [a, b]. We claim that for every 6 > 0, m((xO - S, x0 + S) n T,.) > 0. For 
example, consider the interval (x0 - (a/2), x0 + (a/2)). This contains 
infinitely many xk’s; hence it contains an xk with k > 216. Then since 
(xk - (6/2), xk + (6/2)) = (x,, - & x0 + 6), m(xo - 6, x,, + S) n T,) > 0. 
Now since f is bounded below, there exists a positive number L such that 
f(x) > -L for all x. Without loss of generality, suppose f(x,) = 0 and for 
fixed 6 > 0, set T= (x0 - (J/2), x,, + (d/2)) n TL . By Lusin’s theorem, 
choose a continuous function h on [x,, - (J/2), x0 + (d/2)] n [a, b] such that 
0 < h < 1 and the measure of the set on which h differs from xT is less than 
$m(T). Let r7 = min(( l/12) m(T), 6/2) and extend h to [a, b] by defining it to 
be zero outside (x0 - (d/2) - q, x,, + (a/2) + 9) and linear on the intervals 
(x0 - (d/2) - q, x,, - (a/2)) and (x, + (d/2), x, + (a/2) + q). Then 
sfhdm > 
ihdm ’ 
$mtT)L-$m(T)L-:m(T)L >:m(T)L=L. 
lhdm )m(T) 8 
But this contradicts the fact that 
lim jfhdm 
jhdm 
= 0 (= f (x0)). I 
supph+lx,l 
hcC[n,bl 
LEMMA 4.2. If f is bounded except possibly on a set of measure zero and 
J-fhdm 
sup~h%,~ J” h dm =f(xJ 
heCta,bl 
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for every x,,, then for each x,,, there exists a set .SXO such that m(S.J = 0 and 
lim f(x) = f(x,). 
x+xD 
x@Sq 
Proof: Suppose the conclusion is false. Without loss of generality, 
suppose that f(x,) = 0 and that 
lim supf(x) > 0 
x+x0 
x@SXo 
for every SXO with m(SXO) = 0. Then for some E > 0, there exists for every 
6 > 0 a subset T, of [a,b]n (x,, -6, x,, +6) such that m(T,) > 0 and 
IS(x)1 > E on T, . Without loss of generality, we can suppose that f(x) > E on 
T,. Since f is bounded almost everywhere, there exists a positive number M 
such that If/ < M almost everywhere. By Lusin’s theorem, choose a 
continuous function h on (x0 - (a/2), x,, + (d/2)) such that 0 < h < 1 and the 
measure of the set on which h differs from xr, is less than min(+m(T,), 
(e/3&I) m(T,)). Let q = min(6/2, cm( T,)/ 12M). As in Lemma 4.1, extend h 
to [a, b] so that h = 0 outside of (x, - (a/2) - q, x,, + (612) + q). Then 
This contradicts the fact that 
jfhdm +. 
Jhdm 
as supp h -+ {x,, }. I 
LEMMA 4.3. Suppose f is a function on [a, b] such that for every 
p E [a, b] there exists a subset S, of [a, b] with the properties that m(S,) = 0 
and f I Si, the restriction off to the complement of the set S,, is continuous 
at p. Then f is a bounded function on [a, b]. 
Proof: For every p E [a, b] there exists a neighborhood NP of p such that 
1 f(x) - f(p)1 < 1 for all x E NP\SP. Choose a finite subcover of [a, b], siy, 
VP, ,...v NP,}, and suppose the pi)s are arranged so that f (pl) < f (pJ < ... < 
f(p,). Let S be the union of the sets Spi, i = l,..., m. On SC, f(p,) - 1 < 
f(x) < f(p,) + 1. We claim that f(p,)- 2 <f(p) <f(p,) + 2 for all 
p E la, b]. Suppose not. Suppose for definiteness that there exists a p such 
that f(p) > f(p,) + 2. Then there exists a neighborhood S, of p such that 
f 1 Sz is continuous at p and m(S,) = 0. Now let x E N,\S,. Then 
1 f(x) - f(p)1 < 1 and so f(x) > f(p) - 1 > f(p,) + 1 which means that 
x 62 SC. This implies that NP\Sp c S. But this is impossible since 
m(N,\S,) > 0 and m(S) = 0. I 
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LEMMA 4.4. Suppose f is a function on [a, b] such that for every a < 
p < b there exists Sp c [a, b] such that m(S,) = 0 and f 1 Si is continuous at 
p. Then f is continuous on [a, b]. 
Remark 4.1. Since the proof of Lemma 4.4 is rather technical, some 
motivation and heuristic arguments would be helpful before we proceed to 
the formal proof. The proof is by contradiction. Assume the existence of a 
function f with the limit property stated in Lemma 4.4 which is not 
continuous. By Lemma 4.3 such a function is bounded. We then proceed to 
construct from this function another function f”, which has the limit 
property and is unbounded. The idea is as follows. Without loss of 
generality, suppose that f (0) = 0 and lim supXIO f (x) = 1. We construct a 
certain homeomorphism g with domain R *\L, where L = { (0, y): y > 1 } and 
whose range is all of R*. We take the graph off” to be the image of the 
graph off under g. The homeomorphism g is constructed in such a way that 
lim g(x,, y,) = co as (x,, y,) + (0, l), a property that will be crucial to 
arrive at the unboundedness off#. More specifically, g is constructed so that 
vertical lines are mapped onto themselves. Also, on the half strip {(x, y) ] 0 < 
x < 1, y > O}, g maps the trapezoid with vertices (0, 1 - (l/n)), 
(0, 1 - (l/(n + l>>>, (0, n), and (0, n + 1) onto the square with vertices 
(0, n), (0, n + l), (1, n) and (1, n + 1). 
Proqf of Lemma 4.4. Suppose f is a function on [a, b] such that 
1. For each p E [a, b] there exists S, c [a, b] such that m(S,) = 0 and 
f 1 Si is continuous at p. 
2. There is some point in [a, b] at which f is not continuous. 
Then by Lemma 4.3, f is bounded. Without loss of generality, we can 
arrange matters so that f(0) = 0 and lim supXlo f (x) = 1. We will now use 
this function to construct an unbounded function f” which satisfies property 
1. This would contradict Lemma 4.3. Let L = { (0, y) E IR* 1 y > 1 }, Q- = 
{(x, YE R*lxE [-LO], y>O}, Q’ = {(x, y)E R2 IxE [0, 11, y>O), and 
Q = Q-- U Q+. Construct a homeomorphism g from R *\L onto R* as 
follows: On R*\Q, g is the identity function. On Q’\L, g is characterized by 
the following properties: 
(a) g preserves vertical lines; 
(b) the restriction of g to each vertical line is piecewise linear; 
(c) g maps the line segment connecting the points (0, 1 - (l/n)) and 
(1, n - 1) onto the line segment joining (0, n - 1) and (1, n - 1). Define 
g(-x, y) = (-u, v), where g(x, y) = (u, v). Then g is a homeomorphism. Now 
define the function f # by f #(x) = g(x, f (x)). For each p, one obtains 
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b$ f”(x) = $$ g(x,f(x)) = a-4 @ f(x)> 
xes, xes, xes, 
= dP> f(P)) = P(P). 
Thus f” has property 1. Now since lim sup, jof(~) = 1, there exists a 
sequence {x, } of nonnegative numbers such that x, + 0 and 
lim n+a,f(~,J = 1. We claim that lim,,,f#(x,) = co. Let M be a positive 
integer. Choose a neighborhood D of the point (0, 1) sufficiently small so 
that it does not intersect the line segment from (0, 1 - (l/M)) to (1, A4 - 1). 
Since x, + 0 and f(x,) + 1, there exists an integer N such that for n 2 N, 
(x,, f(x,)) E D. Then since (x,, f(x,)) is above the line segment from 
(0, 1 - (l/W) to (LM- 11, we have g(x,, f(x,)) > A4 - 1. Thus 
lim n+,oo f#(x,,) = lim,,, g(x,,f(x,)) = co, so f” is unbounded, in 
contradiction to Lemma 4.3. Therefore, f must in fact be a continuous 
function. I 
Lemmas 4.1, 4.2, and 4.4 taken together establish the validity of 
Theorem 2 of Section 2. 
5. REMARKS 
1. The significance of the formula 6J[ y; h] = ( (SJ/&) h dm is that it is 
a continuum analogue to the classical formula df = ,?Jaflaxi) dxi relating the 
differential of a function of several variables to its partial derivatives. 
2. In the case of a function of several variables, the existence of the 
Gateaux differential (the directional derivative for every direction h) implies 
the existence of the partial derivatives. In infinite dimensions, even the 
existence of the Frechet differential does not imply the existence of the 
variational derivative unless extra conditions (such as the ones in this paper) 
are imposed. Consider, for example, the functional J: C[ - 1, 1 ] --+ R defined 
by J[ ~1 = y(O). Then the Frechet differential of J exists and 6J[ y; h] = h(O). 
The variational derivative 6J/@(x,) exists (and is equal to zero) everywhere 
except at x,, = 0; 6J/&(O) does not exist. 
3. Existence of the variational derivative at each point does not imply 
existence of the Gkeaux differential unless extra conditions, such as those in 
[26], are imposed. For example, let x,, and x, be distinct points in (a, b) and 
let J: C[a, b] -+ R be defined by 
for Mx,)12 + [J&)1* f 0 
=o for y(xO) = y(x,) = 0. 
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Then U/&(x) exists at each point in (a, b), but SJ[ y; h] does not exist at 
y=O and h= 1. 
4. A more abstract definition of the variational derivative can be given 
with respect to which both the Volterra variational derivative and the 
ordinary partial derivative are special cases. Let X be a compact Hausdorff 
space and let v be a positive Bore1 measure on X. Let J: C(X) + IR. Then we 
say that the variational derivative of J relative to the measure v exists with 
respect to the function y E C(X) at the point x,, E X if and only if there exists 
a real number L such that for every E > 0, there exists 6 > 0 and a 
neighborhood N of x0 in X such that 
Jb+hl-Jbl -L <E 
sx h dv 
whenever h satisfies 
1. h E C(X), h(x,) # 0, h does not change sign; 
2. llhllco < 6; and 
3. h = 0 on x\N. 
L is called the variational derivative of J relative to the measure v. 
If x- { l,..., n) with the discrete topology and the counting measure this 
variational derivative reduces to the partial derivative of a function of n 
variables. If X= [a, b] with the usual topology and Lebesgue measure, the 
variational derivative reduces to the Volterra variational derivative. As a 
further example, let us reconsider the functional J[ y] = y(O) defined in 
Remark 2 above. This functional fails to have a variational derivative 
relative to the Lebesgue measure. However, letting 6, be the Dirac delta 
measure at 0, i.e., 
6,(E) = 1 if OEE 
=o if O&E 
and letting v = m + 6,, we note that with respect to v, J has a variational 
derivative at every point, namely, 
SJ 
WTl) = O 
if x0 f 0 
= 1 if x0 = 0. 
5. The global definition of the variational derivative may also be 
generalized. Let X be a compact Hausdorff space and let J: C(X) -+ IR have a 
linear Gateaux differential 6J[y; h] which is a continuous functional of h 
relative to the supremum norm. Then by the Riesz Representation Theorem, 
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there exists a Bore1 measure ,ffuu such that 651~; h] = J‘ h &,,. Call ,u,, the 
variational derivative of J, the variational derivative is now a measure rather 
than a function. In Volterra’s definition, the Radon-Nikodym derivative of 
this measure with respect to Lebesgue measure is called the variational 
derivative. This definition is useful, for example, in extending the global 
definition of the variational derivative to the functional 
on the space of continuously differentiable functions. If F and y are twice 
continuously differentiable, then 
dJ[ Y; A] = j-b by - $ Fy,) h dx + FJb, y(b), y’(b)) h(b) 
-0 
-FYI@, y(a), y’(a)) h(a). 
Let 6, and 6, denote the Dirac delta measures at a and b, respectively, and 
let 
v(E) = j. @ - &FYI) dx + FJb, y(b), y’(b)) 6, 
- F,&, v(a), y’(a)> 6,. 
Then v is the variational derivative of J. In contrast, appropriate restrictions 
(similar to those in [3, 131, for example) have to be imposed on the 
derivatives of y in order to arrive at the formula for the variational derivative 
in this case via the local approach (as a limiting process). 
6. Another global way of generalizing variational derivatives is to view 
them as distributions (see, e.g., [ 1, 7, lo]). Let J be a continuous real-valued 
functional on a(R), the space of infinitely differentiable functions with 
compact support equipped with the topology of Schwartz (see 1231). If 
&( y; . ] is a continuous linear functional on g(IR), then by definition it is a 
distribution, denoted by 6J/&(x), on IR with values in R. If J is replaced by 
a continuous mapping on g(lR) with values in a Banach space Y, then 
similarly 6J/6y(x) is delined as a distribution on R with values in Y. Because 
of its generality, this approach does not give any information on 6J/&(x), 
other than being a distribution. Connections between this distribution and the 
variational derivative (defined locally as a limit) entail conditions similar to 
those used in this paper and known results from the theory of distributions 
guaranteeing that 6J/&(x) is a function (see [ 12, 231). 
7. In this paper, we have only been concerned with the Gateaux 
variation; the Frichet and Hadamard differentials can of course be 
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represented in terms of variational derivatives under suitable hypotheses. 
Since the connections among these differentials and sufficient conditions 
under which a GPteaux variation is a Frechet (or Hadamard) differential are 
well known (see [9, 18]), theorems analogous to Theorem 1 can be easily 
formulated. In Theorem 1 we have needed to assume the continuity and 
linearity of the Gateaux variation. There are many known conditions that 
guarantee these properties (see [ 18 1). 
8. Usually the study of an operator equation F(u) = g in the setting of 
functional analysis involves viewing the unknown u and the “data” g as 
vectors in abstract spaces. For numerical analysis and other considerations 
for operator equations in function spaces, it is useful (and sometimes 
imperative) to consider the function u, for example, not just as a point in an 
abstract space, but also as a vector with an infinity (continuum) of 
components, where the component of u at t is u(t), as is done in the work of 
Volterra in the early development of functional analysis (see [ 171 for related 
historical accounts). This point of view arises naturally in the context of 
operator equations on reproducing kernel Hilbert spaces (i.e., function spaces 
where all the evaluation functionals are continuous), and has been exploited 
to extend certain iterative methods in finite dimensional spaces to function 
spaces (see [20]). In such contexts, the variational derivative is more 
relevant than other differentials. 
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