Abstract. We construct an exotic one-parameter semigroup of endomorphims of a symmetric cone C, whose generator is not the sum of a Lie group generator and an endomorphism of C. The question is motivated by the theory of affine processes on symmetric cones, which plays an important role in mathematical finance. On the other hand, theoretical question that we solve in this paper seems to have been implicitly open even much longer then this motivation suggests.
Introduction
Let us start by our main motivation and postpone the firm theoretical background of our investigation until a later point in this introduction. Affine processes play a major role in mathematical finance, since they are quite flexible from a modeling point of view on the one hand, and very tractable from the point of view of numerics and calibration on the other hand. Both aspects are equally important, when it comes to applications in financial industry. Multi-variate extensions of well-known classical models have received a lot of attention recently, for instance affine processes on the so called canonical state space R m ≥0 × R n , or affine processes on positive semidefinite matrices. Both cases are related to affine processes on symmetric cones, where a general theory has been developed in [7] .
In [7] a conjecture on drifts of affine processes has been stated: let C ⊆ V denote a symmetric cone and let B : V → V be a linear map such that B(u), v ≥ 0 for all u, v ∈ C satisfying u, v = 0. Such operators are just the generators of oneparameter semigroups of linear endomorphims of C. These generators are also referred to as inward-pointing maps. Particular examples of such maps are Lie algebra elements, i.e. generators of one-parameter groups of linear automorphisms of C, or simply endomorphisms of C. The conjecture states that any inward-pointing drift B can be written as a sum of a Lie algebra element and an endomorphism of C.
There is in fact a second, somehow easier but related question: whether an inwardpointing drift can be written as a sum of a Lie algebra element and a completely positive drift. Notice, however, that many classical counterexamples of positive and not completely positive maps, such as Choi's map [5] , can in fact be written as sum of Lie algebra elements and completely positive maps, hence the question cannot be answered immediately. One interpretation of this second conjecture is the following: assume
where L is a generator of one-parameter group of linear automorphisms of C, and assume B to be the drift of an affine process with self-exciting jumps described by µ. The second term on the right hand side is just another way to write a completely positive map. Then we can find an equivalent measure change such that the drift B minus the compensator of linear jumps disappears.
In the present paper we construct counterexamples to the above conjecture on all irreducible symmetric cones of rank greater than 2. We refer to those drifts as exotic drifts, we also call the generated semigroup exotic semigroup. Exotic drifts cannot be removed by equivalent measure changes. A surprising and related statement can also be formulated: there is no single non-vanishing jump structure with non-scalar compensator for an affine process such that the exotic drift B constructed in our paper satisfies the admissibility condition B(u), v − C x, u v, µ(dx) ≥ 0 for all u, v ∈ C satisfying u, v = 0. In other words these exotic drifts do never appear as drifts of affine self-exciting jump diffusions with compensated excited jump structure as long as the compensator is non-scalar. In the language of linear algebra this means that there exists no non-scalar (completely) positive map B ′ such that B − B ′ is a generator of one-parameter semigroup of positive maps. We have a proof of this result if C is the cone of all real positive semidefinite 3 × 3 matrices and we conjecture that it holds in any symmetric cone.
We are now ready to give the correct linear algebra background of this paper. Let V be a finite dimensional real vector space equipped with a scalar product ·, · , and let C ⊆ V be some pointed convex cone (i.e. it contains 0). We will assume that the cone C is proper, i.e. C ∩ (−C) = {0}, and generating, i.e. C − C = V . The cone C induces a partial order on V , which will be denoted by ≤, i.e. v ≤ u if and only if u − v ∈ C.
The cone C * = {v ∈ V ; u, v ≥ 0 for all u ∈ C} is called the closed dual cone of C. Similarly, if the cone C is open, then the cone {v ∈ V ; u, v > 0 for all u ∈ C\{0}}
is called the open dual cone of C. The open dual cone of an open cone C is the interior of the closed dual cone of C (see [11, Chapter I]), therefore we will denote it by int(C * ). An open (respectively closed) cone C is called self-dual if C = int(C * ) (respectively C = C * ).
Endomorphism of the cone C is a linear map A : V → V satisfying A(C) ⊆ C. As usual, the set of all endomorphisms of C will be denoted by End(C). Clearly this is a convex cone in End(V ). Note that endomorphisms of the cone C are often called also C-positive maps or positive maps. If an element A ∈ End(C) is bijective and it satisfies A(C) = C, then it is called an automorphism of C. The set of all automorphisms of the cone C is a group for multiplication which is called the automorphism group of C and denoted by G(C). The cone C is called homogeneous if G(C) acts transitively on C, i.e. if for all u, v ∈ C there exists g ∈ G(C) such that gu = v. Clearly, only open cones can be homogeneous. An open cone is called symmetric if it is homogeneous and self-dual. By abuse of notation we will call a closed cone symmetric if it is self-dual and its interior is homogeneous. A symmetric cone C is reducible if there exist proper vector subspaces V 1 , V 2 ⊆ V containing symmetric cones C 1 ⊆ V 1 and C 2 ⊆ V 2 such that V is a direct sum of V 1 and V 2 and
It is well-known that a closed convex cone C in the Euclidean space V is symmetric if and only if V admits a Jordan product such that V is unital Euclidean Jordan algebra and C = {x 2 ; x ∈ V }, see [11, Chapter III] . Moreover, the cone C is irreducible if and only if the Jordan algebra V is simple. Furthermore, simple Euclidean Jordan algebras are classified, see [11, Chapter V] . They are of the following 2 types:
(1) V is equal to the real vector space H n (D) of all hermitian n × n matrices over real numbers, complex numbers, quaternions or octonions (i.e. D ∈ {R, C, H, O}).
+ is the cone of all positive semidefinite n × n matrices over D, the Jordan product is the usual Jordan product
where ·, · is the usual scalar product on R n and the Jordan product is defined by (λ, u) • (µ, v) = (λµ + u, v , λv + µv). In this case C is the Lorentz cone
The rank of a Euclidean Jordan algebra V is the largest possible degree of minimal polynomial of an element of V . For the symmetric cone C = {x 2 ; x ∈ V } we define rank C = rank V . The classification of Euclidean Jordan algebras in Chapter V of [11] shows that the rank of each Lorentz cone is 2, while rank H n (D) + = n for each n, where D ∈ {R, C, H, O} (and D = O only if n ≤ 3). Moreover, by Corollary IV.1.5 of [11] each irreducible symmetric cone of rank 2 is isomorphic to some Lorentz cone. In particular,
+ are isomorphic to some Lorentz cones. In what follows we will assume throughout that the cone C is closed. The Lie algebra g(C) of the automorphism group G(C) of C consists of all generators of 1-parameter groups of automorphisms of C. i.e. g(C) = {A ∈ End(V ); e tA ∈ G(C) for all t ∈ R} where e tA = ∞ n=0
is the usual exponential function of an operator. By Lemma 5.1 of [12] the Lie algebra g(C) can be equivalently described as the space of all maps A ∈ End(V )
such that e tA maps the boundary of C to itself for each t ≥ 0. Similarly we define s(C) = {A ∈ End(V ); e tA ∈ End(C) for all t ≥ 0}, i.e. s(C) consists of all generators of 1-parameter semigroups of C-positive maps. The notations g(C) and s(C) indicate that the elements of these sets generate 1-parameter groups respectively semigroups of C-positive maps. In the literature the elements of s(C) are usually called cross-positive maps or exponentially positive maps. Clearly g(C) = s(C) ∩ (−s(C)). For the properties of s(C) see [9] , [1] and Chapter 4 of [10] . For our purpose the following characterization, which was proved by Schneider and Vidyasagar [17, Theorem 3] , will be very useful.
Theorem 1 (Schneider, Vidyasagar). Let A : V → V be a linear map. Then A ∈ s(C) if and only if Au, v ≥ 0 for all u ∈ C and v ∈ C * that satisfy u, v = 0.
Apply this theorem to both A and −A in order to see:
if and only if Au, v = 0 for all u ∈ C and v ∈ C * that satisfy u, v = 0.
Theorem 1 implies that s(C) is a closed convex cone in End(V ) which contains the cone End(C) + g(C). However, it is not clear whether s(C) = End(C) + g(C). Lemma 6 and Theorem 2 of [17] imply that End(C) + R · id V is dense in s(C), and since id V ∈ g(C), we obtain s(C) = End(C) + g(C). Therefore the equality s(C) = End(C) + g(C) holds if and only if the cone End(C) + g(C) is closed. However, this depends on the geometry of the cone C, and usually it is not true. In particular, Gritzmann, Klee and Tam [12] proved that End(C) + g(C) = s(C) if dim V ≥ 3, g(C) = R · id V and the cone C is strictly convex or smooth. On the other hand, Schneider and Vidyasagar [17] showed that the equality End(C) + R · id V = s(C) holds if C is a polyhedral cone.
The aim of this paper is to characterize symmetric cones C for which the equality End(C) + g(C) = s(C) holds. From our overview given here it will have become clear to the reader that this question emerges from the work in the above mentioned area. Note that Gritzmann's, Klee's and Tam's result does not apply to symmetric cones, because they have big automorphism groups. As we pointed out above, our interest in 1-parameter semigroups of positive maps on symmetric cones comes from the study of afine processes. In [7] the affine processes on symmetric cones were characterized (see also [6] for the characterization in the case of real positive semidefinite matrices) and the drift part of an affine process corresponds to 1-parameter semigroup of positive maps on V (see [7, Theorem 2.4] ). In particular, in Section 2.1.2 of [6] it was conjectured that s(H n (R)
The same conjecture was stated in Section 4 of [8] . The analogous result for completely positive maps was proved in [15] . A linear map φ : A → B between (real or complex) C * -algebras A and B is called n-positive if the linear map φ n :
* -algebras is called completely positive if it is n-positive for each positive integer n. In our motivation at the beginning of this introduction a slightly different definition of complete positivity was actually discussed, a definition that is used on symmetric cones: a map φ : C → C is called completely positive, if there exists a V -valued finite measure µ on the Borel sets of V , such that v, µ is a positive measure supported on C for all v ∈ C, and if
holds for all u ∈ C. This is equivalent to saying that a map is completely positive if it lies in the closed cone hull of maps of the type u → x 1 , u x 2 for some x 1 , x 2 ∈ C. Notice that a completely positive map can be written as a finite sum of such maps by Tchakaloff's theorem [2] . Therefore the definition of completely positive maps on symmetric cones coincides with the previous definition on C * -algebras by [4] . It follows that from the point of view of C*-algebras, the question that we are solving in this paper seems to be implicitly open for an even longer period then from the point of view of mathematical finance.
The (real) finite-dimensional version of Theorem 3 of [15] implies that each linear map on H n (R) that is a generator of 1-parameter semigroup of completely positive maps can be written as a sum of a completely positive map and an element of the Lie algebra g(H n (R) + ). However, no results are known about the structure of generators of 1-parameter semigroups of positive, but not completely positive maps on H n (R). Much more is known for the Lorentz cones Λ n . In this case positive maps were completely characterized in [16] , and cross-positive maps were completely characterized in [19] . Using these results Stern and Wolkowicz [20, Theorem 4.2] proved the following theorem.
Since R + is the only symmetric cone of rank 1 and each irreducible symmetric cone of rank 2 is isomorphic to some Lorentz cone, Theorem 3 yields: Corollary 4. Let V be a simple Euclidean Jordan algebra of rank at most 2 and C = {x 2 ; x ∈ V }. Then s(C) = End(C) + g(C).
The aim of this paper is to prove the converse of this corollary, i.e. we will show:
Theorem 5. Let V be a simple Euclidean Jordan algebra and C = {x 2 ; x ∈ V } the symmetric cone of all squares of V . Then s(C) = End(C) + g(C) if and only if rank V ≤ 2.
More precisely, we will prove: Theorem 6. Let n ≥ 3 and D ∈ {R, C, H, O} with D = O only for n = 3, and let
where p = (n−2)(n 2 −n−1) 2 and q = (n − 1)(n 2 − n − 1). Then B is generator of 1-parameter semigroup of positive maps on H n (D), but it does not belong to the sum End(H n (D)
The paper is organized as follows. In Section 2 we prove some basic results on Hurwitz algebras and Euclidean Jordan algebras, that will be needed in the sequel. We show that Theorem 1 and Corollary 2 need to be verified only if u and v are primitive idempotents in the Jordan algebra. Then we characterize the primitive idempotents in H n (D) where D is a Hurwitz algebra and n is a positive integer (with n ≤ 3 if D = O). We also characterize the elements of the Lie algebra g(H n (D) + ). In the rest of the paper we prove Theorem 6. In Section 3 we show that the map B from that theorem is generator of 1-parameter semigroup of positive maps on H n (D), and in Section 4 we show that it cannot be written as a sum of a positive map and an element of the Lie algebra g(H n (D) + ).
Hurwitz algebras and Euclidean Jordan algebras
In this section we prove some results on Hurwitz algebras and Euclidean Jordan algebras that will be needed in the proof of Theorem 6. The references for this section are [11] and [18] .
A Hurwitz algebra or decomposition algebra D over R is a not necessarily associative algebra over R with identity such that there exists a nondegenerate quadratic form Q on D satisfying Q(xy) = Q(x)Q(y) for all x, y ∈ D. A Hurwitz algebra is called Euclidean if the quadratic form Q is positive definite. If D is a Euclidean Hurwitz algebra, then the square of the quadratic form Q is called a norm or an absolute value and we write |x| = Q(x) for x ∈ D. The absolute value defines a scalar product (1) xx = xx = |x| 2 . In particular, D is a division algebra with the inverse defined by
By Theorem V.1.5 of [11] the only Euclidean Hurwitz algebras are R, C, H and O. Let
, and let {f 1 , . . . , f d } be the standard basis of D. Then
The previous lemma now implies the following.
Corollary 8. Let D be a Euclidean Hurwitz algebra and x, y, z ∈ D arbitrary elements. Then Re(xy) = Re(yx) and Re(x(yz)) = Re((xy)z).
Proof. The first identity is clear, and the second one follows from the following chain of identities:
Remark 9. Since Re(x(yz)) = Re((xy)z) for all x, y, z ∈ D, we write Re(xyz) instead of Re(x(yz)) and Re((xy)z).
Remark 10. Note that although Re((xy)z) = Re(x(yz)) for all x, y, z ∈ D, the equality Re (x(yz))w = Re ((xy)z)w does not hold for all x, y, z, w ∈ D, since this would imply
x(yz) = (xy)z for all x, y, z ∈ D (see the proof of Lemma 25 below) which is not true in the case of octonions. However, we do have the following.
Corollary 11. If D is a Euclidean Hurwitz algebra and x, y, z ∈ D arbitrary elements, then Re x((xy)z) = |x| 2 Re(yz).
Proof. By Corollary 8 and Lemma 7 we have
Re x((xy)z) = Re (x(xy))z = Re(|x| 2 yz).
By the classification of Euclidean Jordan algebras [11, Chapter V] each simple Euclidean Jordan algebra of rank at least 3 is isomorphic to some Jordan algebra H n (D) of all hermitian n × n matrices (with respect to the usual involution X * = X T = (X) T ) over a Hurwitz algebra D (where D = O only if n = 3), the Jordan product is defined by
(XY + Y X), and the scalar product by X, Y = Re Tr(X • Y ). However, since
Now we will characterize the elements of g(H n (D) + ). This characterization will be useful in Section 4, where we will prove that the linear map B from Theorem 6 does not belong to End(H n (D)
Note that the elements of g(H n (R) + ) and g(H n (C) + ) were characterized already in [8] , but our proof is shorter and it characterizes the elements of g(H n (D) + ) also for D = H and D = O. We will need the following definition.
Definition 12. Let V be a Euclidean Jordan algebra and x ∈ V arbitrary element. The
(XY + Y X) and
In particular, if D is associative, then P (X)Y = XY X.
Proposition 13. Let V be a simple Euclidean Jordan algebra with C = {x 2 ; x ∈ V }, and let A : V → V be a linear map. Then A ∈ g(C) if and only if there exist elements 
the above condition is equivalent to
Proof. We will use the notation from [11] . As explained on the page 6 of [11] , the Lie algebra g = g(C) can be decomposed as a vector space direct sum g = k+p where k = {A ∈ g; A * = −A} and p = {A ∈ g; A * = A}. Here k is a subalgebra of g, [p, p] ⊆ k and [k, p] ⊆ p. Moreover, as explained before Theorem III.3.1 of [11] , the map L is bijection between V and p, i.e. p = {L(w); w ∈ V }. On the other hand, by [11, Theorem III.5.1] k = Der(V ) is the derivation algebra of V . However, since V is simple, by Theorem 2 of [14] 
This proves the first part of the proposition, and all the rest is just computation, in the last part using associativity of H n (D) if D ∈ {R, C, H}.
Proof. We already know that g(H n (D) + ) = Der(H n (D)) + p where p consists of all linear maps of the form X → XW + W X where W ∈ H n (D). Therefore it suffices to show that Der(H n (D)) consists of all linear maps of the form
all these maps are indeed derivations. On the other hand, there are no other derivations, since we already know that Der(V ) consists of all linear maps of the form
The characterization of the elements of g(H 3 (O)
+ ) is slightly different. The following result is probably well-known.
Lemma 15. For any derivation D on the octonion algebra O the linear map
Proof. First we note that D(1) = 0, therefore linearity of D implies that D annihilates all real numbers, and then
If x is an element of the standard basis of O which is different from 1, then x = −x, and the equality xD(x) = −D(x)x implies Re(D(x))x = −Re(D(x))x, so Re(D(x)) = 0. By linearity we get Re(D(x)) = 0 for each x ∈ O, and therefore D(x) = −D(x) for each x ∈ O. In particular, this shows that the map A D indeed maps hermitian matrices to hermitian matrices.
For each l = 1, 2, 3 denote by e l the vector with 1 on the l-th component and 0 elsewhere. For each X, Y ∈ H 3 (O) and each l, l ′ = 1, 2, 3 we compute
Remark 16. Note that the previous lemma trivially holds if O were replaced by D ∈ {R, C, H} (and the sizes of the matrices were arbitrary), since in that case all derivations on D are inner, i.e. of the form x → ax−xa for some a ∈ D, and then A D (X) = aI ·X −X ·aI. O) ) is isomorphic to the exceptional Lie algebra f 4 (see also [3] and [18, Section 7.2]), therefore dim Der(H 3 (O)) = 52. Hence the map ϕ is bijective and corollary follows.
Since we know (see the proof of Proposition 13) that g(H 3 (O) + ) = Der(H 3 (O))+p where p = {L(w) : w ∈ H 3 (O)}, we obtain:
Let V be an arbitrary Euclidean Jordan algebra and C = {v
Clearly all idempotents of V belong to the cone C. A nonzero idempotent is called primitive if it cannot be written as a sum of two nonzero idempotents.
We will now show that in the case of symmetric cones the condition Au, v ≥ 0 from Theorem 1 needs to be verified only for primitive idempotents u, v ∈ C that satisfy u, v = 0. If C is a symmetric cone, then similarly to Theorem 1 self-duality of C implies that a linear map A belongs to End(C) if and only if Au, v ≥ 0 for all u, v ∈ C. We will show that this condition also needs to be verified only for primitive idempotents u and v. This will be helpful in the proof of Theorem 6.
Lemma 19. Let
V be a Euclidean Jordan algebra, C = {v 2 ; v ∈ V }, and let A : V → V be a linear map. Then: (a) A ∈ End(C) if and only if Ax, y ≥ 0 for all primitive idempotents x, y ∈ C. (b) A ∈ s(C) if and only if Ax, y ≥ 0 for all primitive idempotents x, y ∈ C that satisfy x, y = 0. (c) A ∈ g(C) if and only if Ax, y = 0 for all primitive idempotents x, y ∈ C that satisfy x, y = 0.
Proof.
(a) If A ∈ End(C), then clearly Ax ∈ C for each primitive idempotent x ∈ C, and the self-duality of C implies that Ax, y ≥ 0 for all primitive idempotents x, y ∈ C. Conversely, suppose that Ax, y ≥ 0 holds for all primitive idempotents x, y ∈ C, and let u, v ∈ C be arbitrary. By the spectral theorem [11, Theorem III.1.2] there exist a Jordan frame (i.e. a complete system of orthogonal primitive idempotents) x 1 , . . . , x n and real numbers λ 1 , . . . , λ n such that u = n l=1 λ l x l . Since u ∈ C and x l ∈ C for each l, the self-duality of C implies that λ l = λ l Tr(x l ) = λ l x l , x l = u, x l ≥ 0 for each l. Similarly, there exist a Jordan frame y 1 , . . . , y n and nonnegative numbers µ 1 , . . . , µ n such that v = n l=1 µ l y l . Then
and self-duality of C implies that Au ∈ C. Since u ∈ C was arbitrary, it follows that A ∈ End(C). (b) If A ∈ s(C), then for all primitive idempotents x, y ∈ C that satisfy x, y = 0 the inequality Ax, y ≥ 0 follows directly from Theorem 1 and self-duality of C. Conversely, suppose that Ax, y ≥ 0 for all primitive idempotents x, y ∈ C with x, y = 0. Let u, v ∈ C be arbitrary with u, v = 0. By the spectral decomposition there exist λ 1 , . . . , λ n , µ 1 , . . . , µ n ≥ 0 and Jordan frames x 1 , . . . , x n and y 1 , . . . , y n such that u = Proof. For l = 1, . . . , n let e l denote the vector with 1 on the l-th component and 0 elsewhere. The matrices e l e Remark 21. If D = O, then the associativity implies ux(ux) * = uxxu * = uu * for each u ∈ D n and each x ∈ D with |x| = 1, so in this case e . This polynomial has a negative root, therefore the spectral theorem implies that uu * is not even an element of H 3 (O)
+ .
To apply the previous lemma to Lemma 19 it remains to prove the following technical result, which is clear in the real and complex case.
Lemma 22. Let n be a positive integer and D ∈ {R, C, H, O}, where
, and using Lemma 7
we obtain
If D = O, then the matrix algebras are associative and the above equality proves the second part of the lemma. Moreover, for each D ∈ {R, C, H, O} the above equality proves the first part of the lemma for matrices X of the form vv * with v ∈ D n . However, by the spectral theorem and Lemma 20 each element of H n (D) is a real linear combination of such matrices, which completes the proof of the lemma.
Lemma 19 now implies the following two corollaries. (a) The following are equivalent:
• We finish this section with results describing behavior of a positive linear map A that satisfies A(uu * ), vv * = 0 for some u, v ∈ D n . These results will be very useful in Section 4, since there exist many vectors u, v ∈ D n that satisfy B(uu * ), vv * = 0 and uu * , vv * = 0, where B is the map defined in Theorem 6. such that uu * and vv * are idempotents and A(uu * ), vv
* is a multiple of an idempotent for each a ∈ R and A(uu * ), vv * = 0, Lemmas 19 and 22 imply that
for all a ∈ R. However, this is clearly possible only if Re(v ′ * A(uu * )v) = 0, which proves the first part of the lemma.
For the second part let {f 1 , . . . , f d } be the standard basis of D and write v ′ * (A(uu
From the first part of the lemma and Corollary 8 we know that Re (xv ′ * )(A(uu
Remark 26. Note that vv * is idempotent for each normalized v ∈ D n if D ∈ {R, C, H}, so the additional conditions on the matrices of such forms in the previous lemma are needed only if D = O.
Then uu * , vv * = 0 if and only if any of the following relations hold:
Proof. First we compute
Using Lemma 7 a short computation shows that if u and v satisfy one of the first two conditions above, then (uu * )v = 0, and uu * , vv * = 0 by Lemma 22. In the third case we get
by Corollary 8 and Lemmas 7 and 22. Conversely, suppose that u and v satisfy uu * , vv
If u 2 = 0 and u 3 = 0, then (uu
is a multiple of a primitive idempotent for each x ∈ O by Lemma 20, and since the identity is an endomorphism of the cone H 3 (O) + , Lemma 25 implies that e * 3 (uu * )v = 0. Therefore u 1 v 1 u 3 + |u 3 | 2 v 3 = 0 and we get the condition 2 of the corollary. It remains to consider the case u 2 = 0. However, in this case similarly as above we get e * 2 (uu * )v = 0, which immediately gives us the condition 3.
Corollary 28. Let n be a positive integer, D ∈ {R, C, H, O} (with D = O only if n = 3), and let A :
Assume that there exist nonzero vectors u, v ∈ D n such that uu * and vv * are idempotents, uu * , vv
, and there exist nonzero vectors u, v ∈ D n such that v * u = 0 and v * A(uu * )v = 0, then
Proof. Note that the second part of the corollary is just a special case of the first part, and the first part follows immediately from Lemma 25 applied to the map A 2 = A − A 1 , because A 1 (uu * ), vv * = 0 by Lemma 19(c), and therefore A 2 (uu * ), vv * = 0.
Cross-positivity of B
In this section we will show that the map B defined in Theorem 6 is a generator of 1-parameter semigroup of positive maps on H n (D). To show this we will need the following two technical lemmas. The first one was proved in [13, Lemma 2.2].
Lemma 29. Let n ≥ 2 and let a, c 1 , . . . , c n be positive real numbers. Then the inequality
holds for all positive real numbers α 1 , α 2 , . . . , α n that satisfy α 1 · · · α n = 1 if and only if
Lemma 30. Let n ≥ 2 and let a 1 , a 2 , . . . , a n , b be arbitrary real numbers. Then
Proof. We will prove the lemma by induction on n. Denote the above determinant by D n . For n = 2 the equality
clearly holds. Assume now that n ≥ 3 and that the lemma holds for n − 1. Subtracting the first column of the above matrix from the others we obtain
, and now by induction we get
Now we can prove cross-positivity of the map B defined in Theorem 6. We will prove it separately for D ∈ {R, C, H} and for D = O. v l u l = 0. In the sequel it will be convenient to have cyclic indices, therefore we define
Since
where we used the identity
If u 1 = 0, then it is clear that v * B(uu * )v ≥ 0, therefore we will assume that u 1 = 0.
where we denoted r = n(n − 1)(n − 3), s = n(n − 1) and t = (n − 1) 2 . Using self-duality of the cone H n−1 (D)
+ we see that in order to prove v * B(uu * )v ≥ 0 for all u, v ∈ D n with v * u = 0 and u 1 = 0 it suffices to prove that the matrix X u is positive semidefinite for all u ∈ D n with u 1 = 0. Moreover, the set {X u ; u m = 0 for all m = 1, . . . , n} is clearly dense in the set {X u ; u 1 = 0}, and since the cone H n−1 (D)
+ is closed, it suffices to prove that X u ∈ H n−1 (D)
+ for all u ∈ D n with all components nonzero. However, in this case
However, Y u is a real matrix, therefore to prove the proposition it suffices to prove that Y u ∈ H n−1 (R)
+ for all u ∈ D n with all components nonzero. In particular, it suffices to show that all main subdeterminants of Y u are nonnegative.
For l = 1, . . . , n − 1 let Y u,l be the submatrix of Y u obtained by deleting the l-th row and column. It is clear that
for each l = 1, . . . , n − 1. The first matrix in the above decomposition in clearly positive semidefinite, and the second one equals to (n − 2)I − ee * , where e ∈ R n−2 is the vector with all components equal to 1. The eigenvalues of (n − 2)I − ee * are n − 2 (with eigenvectors orthogonal to e) and n−2 −e * e = 0 (with eigenvector e), therefore (n−2)I −ee * is positive semidefinite matrix. Hence, Y u,l is positive semidefinite matrix, and in particular each its main subdeterminant is nonnegative. Therefore each main subdeterminant of Y u of size at most n − 2 is nonnegative.
To finish the proof it remains to show that det Y u ≥ 0 for each u ∈ D n with all components nonzero. By Lemma 30 we get
therefore det Y u ≥ 0 if and only if
and the inequality (1) is equivalent to
if n(n − 1) = z n−1 . However, it is clear, that (1) holds if n(n − 1) ≤ z n−1 , therefore we can assume that n(n − 1) > z n−1 . To prove (2) we will use Lemma 29. Clearly n(n−1)(n−2) n(n−1)−z n−1 > n − 2. To apply Lemma 29 we have to show that (n − 1)
or equivalently n − 1 ≥ nz − z n . However, this inequality is equivalent to (z − 1)(z n−1 + · · · + z + 1 − n) ≥ 0, which holds, since for z > 1 both factors are positive and for z < 1 both factors are negative. Therefore the inequality (2) holds by Lemma 29, so det Y u ≥ 0 for all u ∈ D n with nonzero components, which completes the proof of the proposition.
Proposition 32. The linear map B : 
  be such vectors. By a short computation we get
. Now we consider all possible cases for u and v, which were described in Corollary 27. Case 1: If u 2 = u 3 = v 1 = 0, then B(uu * ) is a real matrix and v * B(uu
Case 2: If u 3 = 0, u 2 = 0 and Proof. We prove the proposition by contradiction. Assume that B ∈ End(H n (D)
Then by Corollaries 14 and 18 and Remark 16 there exist
is the derivation defined in Lemma 15 (and in Remark 16). First we will use Corollary 28 to determine the form of H. . . .
When necessary we will use cyclic indices, i.e. we will identify h n,n+1 = h n1 = h 01 . For an arbitrary set S ⊆ {2, . . . , n} and an arbitrary x ∈ D with |x| = 1 let u =   u 1 . . .
Then uu * and vv * are multiples of idempotents by Lemma 20 , and an easy computation shows that uu * , vv * = 0. Clearly the values of v * (B(uu * )v) and u * (B(uu * )v) are independent of S and of x, and it is easy to compute that v * (B(uu * )v) = 0 and u * (B(uu * )v) = − n(n−1)(n−2)(n 2 −n−1) 2
. Now let y ∈ D be arbitrary and observe that u = w + zx for some vectors w, z ∈ D n whose components are equal to either 0 or 1, and w * z = 0, e * 1 w = 1 and e * 1 z = 0. Using |x| = 1 and Lemma 7 we get (e 1 + uy)(e 1 + uy) * = (e 1 + yw + xyz)(e * 1 + yw * + y · xz * )
= e 1 e * 1 + e 1 (yw * + y · xz * ) + (wy + zxy)e * 1 + |y| 2 ww * + |y| 2 (xwz * + xzw * ) + |y| 2 zz * and after some computation, using w * z = 0, e * 1 w = 1, e * 1 z = 0, ||u|| 2 = w * w + z * z = n, |x| = 1, Lemma 7 and Re((xy)x) = Re(y), which follows from Corollary 8, we get (e 1 + uy)(e 1 + uy) * 2 = 1 + 2 Re(y) + n|y| is positive semidefinite matrix. Since H is a complex matrix, the matrix B ′ (uu * ) is also complex. Since it is positive semidefinite, each its main subdeterminant is nonnegative.
For l = 2, . . . , n let X u,l be the submatrix of B ′ (uu * ) obtained by deleting the l-th row and column. Since the matrix B ′ (uu * ) is positive semidefinite for each u ∈ R n , the determinant det X u,l is nonnegative for each u ∈ R n and each l = 2, . . . , n. The determinant det X u,l is a homogeneous polynomial of total degree 2(n − 1), and it is of degree at most 4 in each of the variables u 1 , . . . , u n and at most quadratic in u l+1 . Moreover, there exists no index m 0 ∈ {1, . . . , n} such that some monomial of det X u,l is divisible by Since det Y l ≥ 0, it follows that h l = h 1 − (n−2)(n 2 −n+1) 2 for each l = 2, . . . , n. However, (6) then implies 0 = 2 − n, which is a contradiction. Therefore B ∈ End(H n (D) + ) + g(H n (D) + ).
