Biological data suffers from the problem of high dimensionality which makes the process of multi-class classification difficult and also these data have elements that are incomplete and redundant. Breast Cancer is currently one of the most pre-dominant causes of death in women around the globe. The current methods for classifying a tumour as malignant or benign involve physical procedures. This often leads to mental stress. Research has now sought to implement soft computing techniques in order to classify tumours based on the data available. In this paper, a novel classifier model is implemented using Artificial Neural Networks. Optimization is done in this neural network by using a meta-heuristic algorithm called the Whale Swarm Algorithm in order to make the classifier model accurate. Experimental results show that new technique outperforms other existing models.
Introduction
Cancer is the term given to the family of disease that are characterised by abnormal cell growth [1] [2] [3] [4] [5] . It has been estimated and reported in the cancer facts and figures for 2018 by the American cancer society that 1,735,350 new cases of cancer will be reported and 609,640 deaths because of cancer will be reported in the United States. By the year 2030, the number of people suffering from cancer will be nearly 22 million [6] [7] [8] [9] [10] . Lung, Prostate and Breast related cancers are one of the most common cancers. Amongst these, breast cancer is one of the leading causes of death among middle-aged women [11] [12] [13] [14] [15] . The American Cancer Society has reported that nearly 252,000 new cases of cancer have been reported in the year 2017. This breast cancer can be detected by regular tests or testing after a lump has been developed. Not all lumps or tumours are cancers. Tumours are of two types, Benign and Malignant [16] [17] [18] [19] [20] . Malignant tumours are the ones that are categorised as cancers. The current process of finding out whether a tumour is benign or malignant involves Mammogram Imaging, screening exams or biopsy of the cancer tissue [21] [22] [23] . All of these tests are invasive and require strain the patient physically and mentally. They may also lead to unwanted diagnosis. To overcome all of these, an expert system is required it is capable of classifying the tumour from records of relevant data [24] [25] [26] [27] [28] . This is the main reason for applying machine learning and soft computing techniques in the research of medical data [29] [30] [31] [32] [33] [34] . Many soft computing techniques have been implemented on the research of classifying breast cancer data. One of the most recent research works has been in the field of neural networks. Artificial Neural Network (ANN) is a computer system that mimics the working of the nervous systems and the way the biological brain processes data [35] [36] . These networks are arranged as layers consisting of artificial neurons which are interconnected with each other. Neural networks are used because of their ability of adaptive learning, where they learn to detect patterns from a set of training data. These networks also self-organise the data according to themselves. The network thus built will then be applied on a set of testing data to carry of binary classification [37] [38] [39] [40] . Hence build an ANN for the classification breast cancer data into two classes: Malignant and Benign. But one disadvantage of the network is that it tends to get stuck at the local minima and not reach the global minima. It also has low convergence. To overcome these disadvantages, a meta-heuristic algorithm is used to optimise certain key parameters of the network. In this paper, Whale Swarm Algorithm was incorporatedit's a novel meta-heuristic algorithm proven to have higher convergence and avoidance of the local optimum. Build an artificial neural network and then optimize it with whale swarm algorithm to improve the accuracy of the classifier.
Related works
Machine learning has been one of the biggest fields of research from the turn of the century. Many notable methods have been developed to build classifier models and classify datasets to obtain notable insights. Over the last two decades many researchers have built expert systems using various models. In the year 1996, Sentino [14] developed neural networks for classifying breast cancer data. Since then many research works have been carried out in the field of neural networks. Nauck et al. built a neuro-fuzzy model in the year 1999. In 2003, Abonyi developed a classifier system using the fuzzy clustering method employing supervised learning. He was able to achieve 97% accuracy with the classifier. Ubeyli [14] carried forward the research on neural nets when he submitted four different variations of neural networks in the year 2007. Polat and Gunes built a novel classifier using Least Square Support Vector Machine and achieved a classifier accuracy of nearly 98%. In the very same year, Akay also proposed a classifier model that was based on Support Vector Machine but combined it with feature selection technique to increase the performance. Polat and Gunes also built a fuzzy artificial immune system that employed the nearest neighbour classifier model in 2007. In 2011, Paulin created an expert system using a feed forward mechanism based artificial neural network. In the very same year, Chen et al. proposed a method using support vector machines where they employed the rough set feature selection technique. In the year 2014, Dheeba et al. suggested a image classifier that worked on wavelet neural network that was optimised using the particle swarm optimization technique. This research was carried out on Mammogram Image Database. In 2014, Senapathi proposed two variants of a classifier that was based on Radial Basis Functional Neural Networks. One variant used the K-Particle swarm optimization technique and the other variant used the Recursive Least Square filter for optimization. In the year 2015, Mert et al. proposed a classifier model with Radial Basis Functional Neural Networks but now used independent component analysis along with it. Nahato proposed a classifier model with Back Propagation neural network in 2015 and the very next year Zaher optimised it using RIW. Zaher also proposed a Deep Belief Network as a classifier. Table 1 shows authors and their methodologies they used for developing classifiers. It also highlights the dataset that was used and the year the research was conducted. 
Proposed methodology

Building an ANN
The neural network is built as a series of layers where some are hidden and some are visible. The input layer and output layer is visible whereas the rest are hidden layers. The data is compiled and changed into a '.csv' file, in order to load it into the system. Once the data is ready, we build the model of our network. This neural network follows a sequential model where we define the input layer followed by four layers that are hidden and ending with the output layer. The number of hidden layers is not defined as a fixed constant; it can vary according to the problem in hand. We will build a fully interconnected network of neurons. We define the neurons in each of the layers individually with respect to the weight and activation functions. The output layer will have only a single neuron in order to enable binary classification. All the neurons have uniform weight distribution. These layers have individual activation functions which determine the behaviour of neuron in a given layer. The input layer will have 9 neurons because the dataset has 9 features. This is hence the input layer. The four hidden layers will have 12, 9, 6 and 3 neurons respectively. We also define the output layer. The model is shown in Figure 1 . The model is then compiled. During the compilation the loss function is defined. The goal is to ultimately minimise the value returned by the loss function. An optimizer is defined which handles the working of the neural network taking care of the gradient descent and the rate of convergence. We provide the metric that will be used to access this classifier model. Once the model in complied, we fit the data [16] in the neural network. We divide the data into training and testing data. The network uses both of these datasets to learn and adapt. The metric is evaluated for both the datasets. This evaluation phase returns the accuracy of the classifier and the predictions of the network on the testing data. 
Optimization using whale swarm method
Whale swarm algorithm is a meta-heuristic algorithm proposed by Mirajili and Lewis and mimics the hunting pattern of humpback whales. Humpback whales hunt their prey by either swimming around them in the shape of a shrinking circle or by selecting a random prey. The algorithm is thus implemented in two phases namely the exploitation phase and the exploration phase which mimics each of the hunting patterns. The exploitation phase mimics the pattern of encircling and the spiral bubble net attacking method and is modeled mathematically as Qw(t + 1) = X. e bn . cos(2πn) + Hp, where X = |Hp(t) − Hw(t)| is the distance between the whale Hw(t) and its prey Hp(t) in the iteration t, b is a constant defining the shape of the spiral and n is a random number in [-1,1]. The Encircling method updates the position as Qw(t + 1) = Hp(t) − A. X X = |C. Hp(t) − Hw(t)| , where D is the distance between the whale and prey. A and C are computed as
Where one is a random vector and a value is decreased from 2 to 0 in the subsequent iterations. The whole process is shown as Qw(t + 1) = { Hp(t) − A. X, < 0.5 X. e bn . cos(2πn) + Hp , ≥ 0.5
Wherepr is the probability that it can choose either to encircle the prey or spiral around it. In the exploration phase, a random whale is selected to guide the search. It is mathematically represented as Hw(t + 1) = Hrand(t) − A. X X = |C. Hrand(t) − Hw(t)|
Where Hrand(t) specifies the random whale chosen from the population and A is a random vector with value greater than 1 or less than -1. Hp(t)is continuously updated using the best solution.
The algorithm is shown in figure 2. 
Experimental setup
In this paper we will work with Keras, an API that can be used to create and work with neural networks. Keras is based on python programming. It also uses the Tensorflow, another API to carry out the backend processing. The system is first installed with the latest version of the python and all the necessary modules in python namely numpy, scipy, matplotlib and pandas are added to the system. Then the Tensorflow API is installed upon which the Keras system is installed. Once the system is completely functional, the neural network is created and tested. The algorithm is shown in figure 3 . 
BEGIN
Experimental results
The program was successfully executed according to the proposed algorithm. The accuracy of the model before the optimization was applied stood at 96.44%. This is shown in figure 4 . Once the optimization has been added, the accuracy becomes 98% which is shown in figure 5 . The classifier model which uses artificial neural network and is optimised using whale swarm optimization has an accuracy of 98.22% with a validation accuracy of 97%. The classifier model built using artificial neutral network and optimised using Whale swarm optimisation has shown paramount results. This classifier model has better performance than many other similar classifier models as shown in table 2. 
Conclusion
As seen from the table, the final classifier ANN-WSA as prescribed in this paper performs better than already existing classifier models. This work can be extended by coupling the ANN with other meta-heuristic algorithms. In this paper, we have optimized a single parameter: epochs, in order to make the network more accurate. Extension to this can be done by optimizing more than one parameter in the algorithm.
