Ensemble Kalman filter techniques are widely used to assimilate observations into dynamical models. The dimension of phase is typically much larger than the number of ensemble members which leads to inaccurate results in the computed covariance matrices. These inaccuracies lead, among others, to spurious long range correlations which can be eliminated by Schur-product-based localization techniques. In this paper, we propose computationally robust and efficient techniques for implementing such localization techniques within the class of ensemble transform/square root Kalman filters. Our approach relies on a continuous embedding of the Kalman analysis update of the ensemble deviation matrix.
Introduction
We consider ordinary differential equationṡ
with state variable x ∈ R n . Initial conditions at time t 0 are not precisely known and we assume instead that
where N(x 0 , B) denotes an n-dimensional Gaussian distribution with mean x 0 ∈ R n and covariance matrix B ∈ R n×n . We also assume that we obtain measurements y(t i ) ∈ R k at discrete times t i ≥ t 0 , i = 0, 1, . . . , M , subject to measurement errors, which are also Gaussian distributed with zero mean and covariance matrix R ∈ R k×k , i.e.
y(t i ) − Hx(t i ) ∼ N(0, R).
Here H ∈ R k×n is the (linear) measurement operator. Data assimilation is the task to combine the model (1) (here assumed to be perfect), the knowledge about the initial conditions (2) and available measurements (3) to an optimal prediction of the most likely solution value at any time t > t 0 . We refer to Lewis et al. (2006) for a detailed introduction and available approaches to data assimilation. In this paper, we focus on the ensemble Kalman filter (EnKF) method, originally proposed by Evensen (see Evensen (2006) for a recent account) and, in particular, on ensemble transform and ensemble square root filters (Anderson, 2001; Bishop et al., 2001; Tippett et al., 2003) .
The EnKF relies on the simultaneous propagation of m independent solutions x i (t), i = 1, . . . , m, from which we can extract an empirical mean
and an empirical covariance matrix
(x i (t) − x(t)) (x i (t) − x(t))
T .
In typical applications from meteorology, the ensemble size m is much smaller than the dimension n of the model phase space. Hence P(t) is rank deficient which can lead to unreliable predictions. Ensemble localization has been introduced by Houtekamer and Mitchell (2001) and Hamill et al. (2001) to overcome this problem. However, only two techniques are currently available to implement Schur-product-based localization within the framework of ensemble transform Kalman filters. The first option is provided by a sequential processing of observations (Whitaker and Hamill, 2002) , while the deterministic ensemble Kalman filter (DEnKF) of Sakov and Oke (2008) is a second, more recent, option. The DEnKF results in an approximate implementation of ensemble transform Kalman filters. We also mention box/local analysis methods (Evensen, 2003; Anderson, 2003; Ott et al., 2004; Hunt et al., 2007) , which assimilate data locally in physical space and which therefore possess a "built in" localization. In this paper, we demonstrate that techniques proposed by Bergemann et al. (2009) can be used to derive two further classes of localized ensemble Kalman filters which fit into the framework of ensemble transform/square root Kalman filters (Anderson, 2001; Bishop et al., 2001; Tippett et al., 2003) .
Background material
We summarize a number of key results and techniques regarding ensemble Kalman filters. We refer to Evensen (2006) for an introduction and in-depth discussion of ensemble Kalman filters.
Kalman analysis step
Let n denote the dimension of the phase space of the problem. We consider an ensemble of m members x i (t) ∈ R n which we collect in a matrix X(t) ∈ R n×m . In terms of X, the ensemble mean is given by
and we introduce the ensemble deviation matrix
where e = (1, . . . , 1) T ∈ R m . We now describe the basic Kalman analysis step. Let x f and X f denote the forecast mean and deviation matrix, respectively. The ensemble mean is updated according to
where H ∈ R k×n is the linear observation operator, y ∈ R k are observations,
is the Kalman gain matrix with empirical covariance matrix
and R ∈ R k×k is the measurement error covariance matrix. While the update of the mean is common to most ensemble Kalman filters, the update of the ensemble deviation matrix X f can be implemented in several ways. In this paper, we focus on ensemble transform techniques that employ either a transformation of the form
with an appropriate matrix A ∈ R n×n (Anderson, 2001) or a transformation
with an appropriate T ∈ R m×m (Bishop et al., 2001; Whitaker and Hamill, 2002; Tippett et al., 2003; Evensen, 2004) . The matrices A and T are chosen such that the resulting ensemble deviation matrix X a satisfies
It has been shown by Tippett et al. (2003) that both formulations (11) and (12) can be made equivalent not only in terms of (13) but also in terms of the resulting ensemble deviation matrix X a . Since n m in most applications, formulation (12) is generally preferred. Note that the transformation matrix T should also satisfy Te = e to guarantee X a e = 0 (Wang et al., 2004; Livings et al., 2008) . Otherwise, the update of the ensemble deviation matrix would affect the update of the ensemble mean.
Several methods have been proposed recently (including Sakov and Oke (2008) and Bergemann et al. (2009) ) that satisfy (13) only approximately. More specifically, Sakov and Oke (2008) suggest to use (11) with
while Bergemann et al. (2009) 
See, for example, Simon (2006) for a derivation of (15). The initial condition is Y(0) = X f and the updated ensemble deviation matrix, which satisfies (13) exactly, is provided by the solution at time s = 1, i.e. X a = Y(1).
A typical numerical implementation of (15) uses two or four time-steps with the forward Euler method (Bergemann et al., 2009) . The resulting transformation of the forecast into the analyzed ensemble deviation matrix is of the form (11) with A defined through the time-stepping method. Note that the Kalman gain matrix (9) is equivalent to
which is advantageous in connection with (15) since only the inversion of the measurement error covariance matrix R ∈ R k×k is now required to implement a complete Kalman analysis step. Algorithmically, one would first update the ensemble deviation matrix using (15), then form the analysed ensemble covariance matrix
T /(m − 1) as well as the Kalman gain matrix (17), and finally update the ensemble mean using (8).
All methods discussed so far have in common that the Kalman update increments for the ensemble mean and ensemble deviation matrix lie in a m − 1 dimensional subspace, denoted by S f ⊂ R n . This space is defined by the range/image of the forecast ensemble deviation matrix X f . Bergemann et al. (2009) introduced a continuous matrix factorization algorithm for the ensemble X(t), which automatically produces orthogonal vectors that span S f . Alternatively, one can compute a QR decomposition
of X f with orthogonal matrix Q f ∈ R n×m and upper triangular matrix R f ∈ R m×m . One of the diagonal elements of R f is zero and we assume without loss of generality that (R f ) m,m = 0. Then the first m − 1 column vectors in Q f form a basis for S f .
It is common practice to apply variance inflation (Anderson and Anderson, 1999) to X a before the updated ensemble is used for the next propagation cycle under the nonlinear ODE (1), i.e.
where δ ≥ 1 is an inflation factor.
Localization
The idea of localization (Houtekamer and Mitchell, 2001; Hamill et al., 2001 ) is to replace the matrices HP f and HP f H T in the Kalman gain matrix (9) by
respectively, where C loc,1 ∈ R n×k and C loc,2 ∈ R k×k are appropriate localization matrices (Gaspari and Cohn, 1999) and C • Y denotes the Schur product of two matrices C and Y of identical dimension, i.e.
for all indices i, j. We denote the resulting modified Kalman gain matrix by K f , i.e.,
Alternatively, one can localize the Kalman gain matrix formulation (17) and use
Note that (22) and (23) are not equivalent in general and that formulation (23) is easier to implement. Based on these modified Kalman gain matrices, a Schur-product-based localization is easy to apply to the update (8) of the ensemble mean and to ensemble deviation updates that use perturbed observations (Burgers et al., 1998) , which is essentially the localization approach of Houtekamer and Mitchell (2001) and Hamill et al. (2001) . However, the popular class of ensemble square root filters, based on (12), have not yet been amenable to Schur-productbased localizations except when observations are treated sequentially, i.e., when k = 1 in each transformation step (Whitaker and Hamill, 2002) .
It is feasible that localizations can be implemented for ensemble deviation updates of the form (11) through an appropriate modification of the ensemble transform technique of Anderson (2001) . However, such a modification would lead to a computationally expensive implementation of Schur-product-based localizations. The recently proposed DEnKF filter of Sakov and Oke (2008) , on the other hand, leads to a computationally feasible implementation with the localization directly applied to (14), i.e., one uses
in (11). We note that localization implies in general that the update increments for the ensemble mean and the ensemble deviation matrix do no longer lie in the subspace S f defined by the range/image of X f . While this is a desirable property on the one hand, it can lead to unbalanced fields in the analyzed ensemble X a on the other hand. This has been investigated, for example, by Houtekamer and Mitchell (2005) ; Kepert (2009) .
We finally mention an alternative approach to localization. The box/local EnKF filters of Evensen (2003); Anderson (2003) ; Ott et al. (2004) ; Hunt et al. (2007) assimilate data locally in physical space and possess a "built in" localization based on the spatial structure of the underlying partial differential equation model.
Localization based on modified continuous ensemble deviation updates
We now describe two alternatives for introducing localization into the update of the ensemble deviation matrix X f , which are based on the ODE formulation (15). The update of the mean is performed by replacing K in (8) by the localized Kalman gain matrices (22) or (23), respectively.
Variant I
We may apply localization directly to the differential equation (15) to obtain
with covariance matrix
and
The modified update of the ensemble deviation matrix is easy to implement. As for the DEnKF, the proposed algorithm leads to an update of the form (11) with modified matrix A, which is implicitly defined by the time-stepping method applied to (25). Furthermore, the resulting update X a lies outside the space S f in general and, hence, may introduce imbalance into the analyzed ensemble deviation matrix X a .
Variant II
The second localization approach maintains the property that the update of the ensemble deviation matrix remains in the sub-space S f .
The starting point is the QR factorization (18) of the forecast ensemble deviation matrix X f , which implies
As pointed out before, one of the diagonal elements of R f is zero and we assume without loss of generality that (R f ) m,m = 0. Hence, let us denote the sub-matrix formed by the first m − 1 column vectors of Q f by Q Y ∈ R n×(m−1) . We now replace (15) by the equivalent formulation
Next we apply localization to the matrix
i.e., we introduce
Finally, we replace (29) by
Note that an analytic solution to (32) can be found along the lines of ensemble square root filters (Tippett et al., 2003) and that the resulting update of the ensemble deviation matrix is of the form (12) with modified matrix T. To obtain the analytic solution, we simply replace the eigenvalue decomposition
where Q T ∈ R m×m is an orthogonal matrix and Γ T is a diagonal matrix containing the eigenvalues, by the eigenvalue decomposition
The solution to (32) is then characterized by Wang et al., 2004; Livings et al., 2008) . We found numerically that the eigenvalues of
This observation implies that (32) leads effectively to an increase in the singular values of X a = Y(1) compared to the singular values of the corresponding solution to (15) with identical initial conditions. Hence one may consider this localization as an "adaptive" form of ensemble inflation (Anderson and Anderson, 1999) .
We mention that the localized update equation (25) could be replaced by its projection onto the subspace S f to yield an update in S f , e.g.
However, numerical tests gave better results for the formulation (32) and we did not pursue formulation (35) further. Table 5 : Mean RMS error for localized DEnKF over the last 3000 time steps as a functions of the localization radius r 0 and the inflation factor δ. For clarity, the value Inf (color white) is assigned if the RMS error exceeds the value 2.0 (no filter skill).
Numerical implementation
The various ODE formulations for Y need to be solved over a unit time interval with initial condition Y(0) = X f . We apply the forward Euler method with step-size ∆s = 1/4 (four time-steps) for our experiments. We found that ∆s = 1 (single time-step) and ∆t = 1/3 (three time-steps) lead to unstable simulations, while ∆t = 1/2 (two time-steps) leads to occasional instabilities for larger values of the ensemble inflation factor δ in (19). On the other hand, increasing the number of time-steps beyond four did not change the results significantly. We test both (25) (referred to as localization Variant I) and (32) (referred to as localization Variant II) for the update of the ensemble deviation matrix X f . We also implement both localized Kalman gain matrices (22) and (23) for the update of the ensemble mean x f .
The computational cost of localization can be reduced further by using the following approximations. For example, the matrix HP in (25) varies along solutions and an approximative formulation is obtained by replacing HP(s) by its value at s = 0 for all s > 0. This leads to a linear ODE in Y with constant coefficient matrix, i.e.,
Similarly, we may approximate (32) by either
In both cases, we again obtain a linear ODE with constant coefficient matrix. Bergemann et al. (2009) proposed a re-orthogonalization technique for the ensemble deviation matrix X . It should also be noted that the re-orthogonalization is not uniquely defined. We implemented several variants of re-orthogonalization for localization Variants I and II but did not find any improvements in the results. Table 6 : Mean difference between the ensemble spread and the RMS error for localization Variant I over the last 3000 time steps as a functions of the localization radius r 0 and the inflation factor δ. For clarity, the value Inf (color white) is assigned if the RMS error exceeds the value 2.0 (no filter skill).
Numerical experiment
We use the QG model of Sakov and Oke (2008) . The QG model is a numerical approximation of the following 1.5-layer reduced gravity quasi-geostrophic model with double-gyre wind forcing and biharmonic friction:
where q = ∆ψ − F ψ, J(ψ, q) = ψ x q y − ψ y q x , ∆ = ∂ 2 /∂x 2 + ∂ 2 /∂y 2 . The coefficients are given by F = 1600, ε = 10 −5 , A = 2×10 −12 . The model domain is (x, y) = [0, 1] × [0, 1] with zero Dirichlet boundary conditions. The model is discretized over this domain using a 129 × 129 grid. For more details see Sakov and Oke (2008) .
We implement the deterministic ensemble Kalman filter (DEnKF) and our ensemble transform Kalman filters based on (32) and (25), respectively. In a first set of tests, we use the Kalman gain matrix (22) for the update of the ensemble mean.
In line with Sakov and Oke (2008) , localization is performed by multiplying each element of the matrices HP and HPH T , respectively, by a factor ρ = exp(−0.5r Table 7 : Mean difference between the ensemble spread and the RMS error for localization Variant II over the last 3000 time steps as a functions of the localization radius r 0 and the inflation factor δ.
use the distance r ij,i j = |i − i | 2 + |j − j | 2 , where (i, j) and (i , j ) denote the indices of the associated observation/grid points x ij and x i j , respectively, and r 0 is a fixed localization radius.
We test the performance of the filters for different values of the ensemble inflation factor δ in (19) and the localization radius r 0 . For each pair (δ, r 0 ) of simulation parameters, we perform a single simulation over 4000 time steps with step-size ∆t = 1.25 and perform a total of 1000 assimilation cycles as described in Sakov and Oke (2008) .
The mean RMS errors from localization Variant I, localization Variant II, and the DEnKF filter of Sakov and Oke (2008) can be found in Tables 1, 3 , and 5, respectively. We also provide results for the linearized variants (36) and (37) in Tables 2 and 4 , respectively. The mean RMS error is defined as in Sakov and Oke (2008) .
We conclude from Tables 1 and 5 that the localization Variant I and the localized DEnKF perform similarly in terms of the mean RMS error. We also find that the linearized implementation (36) of the localized Variant I yields results in close agreement to those from the fully nonlinear analysis step (see Table 2 ).
Localization Variant II leads to a less robust behavior in terms of the mean RMS error as can be seen from Table 3 . The same applies to the linearized localization Variant II (37). See Table  4 . In particular, it can be seen that both implementations of Variant II lead more frequently to no skill simulations. On the other hand, Variant II got the advantage that the update of the ensemble deviation matrix is performed in the standard subspace S f and performs better than ensemble inflation without localization.
In Tables 6, 7, Table 8 : Mean difference between the ensemble spread and the RMS error for localized DEnKF over the last 3000 time steps as a functions of the localization radius r 0 and the inflation factor δ.
band of optimal values close to zero, which explains its relatively poor performance compared to Variant I and DEnKF. While all experiments described so far use the Kalman gain matrix (22) for the update of the ensemble mean, we now implement localization Variant I with the Kalman gain matrix (23) for the ensemble mean update. The results for the RMS errors and the differences between ensemble spread and RMS error can be found in Tables 9 and 10 , respectively. Again, we find good agreement with the previous results for localization Variant I and the DEnKF filter except for a localization radius of r 0 = 35. Note that (23) is generally much less expensive to compute than (22) since R is often assumed to be diagonal.
Conclusion
Schur-product-based localization of covariance matrices has become a popular and powerful tool to make ensemble Kalman filters perform well even under small ensemble sizes. In this note, we have proposed two new approaches to implement Schur-product-based localization seamlessly within the framework of ensemble transform/square root Kalman filters. Our approach is based on the formulation of the ensemble deviations update in terms of a differential equation. We demonstrated that Variant I performs as well as the DEnKF of (Sakov and Oke, 2008) . Localization Variant II got the advantage of staying in the space S f spanned by the current ensemble members which might be advantageous for multi-scale problems where localization might disrupt balanced dynamics. However, localization Variant II is not as robust as Variant I and the DEnKF. We have also studied a number of further modifications such as alternative updates for the mean and linearized updates of the ensemble deviations. Localization Variant I (possibly with linearization) combined with the Kalman gain matrix (23) (23) for the ensemble mean update over the last 3000 time steps as a functions of the localization radius r 0 and the inflation factor δ.
the ensemble mean provides a particularly appealing implementation since it only requires the inversion of the measurement error covariance matrix R.
