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Abstract We propose a new spectral method, based on two
classes of hat functions, for solving systems of fractional
differential equations. The fractional derivative is consid-
ered in the Caputo sense. Properties of the basis functions,
Caputo derivatives, and Riemann–Liouville fractional inte-
grals, are used to reduce the main problem to a system of
nonlinear algebraic equations. By analyzing in detail the re-
sulting system, we show that the method needs few com-
putational efforts. Two test problems are considered to illus-
trate the efficiency and accuracy of the proposedmethod. Fi-
nally, an application to a recent mathematical model in epi-
demiology is given, precisely to a system of fractional dif-
ferential equations modeling the respiratory syncytial virus
infection.
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1 Introduction
In the last few decades, it has been shown that fractional
calculus appears in modeling of many real-world phenom-
ena, in different branches of science where nonlocality plays
an essential role, such as physics, chemistry, biology, eco-
nomics, engineering, signal and image processing, and con-
trol theory [Agarwal et al. (2015),Baleanu et al. (2012)],
[Malinowska et al. (2015),Morales-Delgado et al. (2019)],
[Rekhviashvili et al. (2019),Tariboon et al. (2015)]. This is
mainly due to the fact that fractional operators consider the
evolution of a system, by taking the global correlation, and
not only local characteristics [Almeida et al. (2019)]. As a
result, fractional systems have attracted the attention of many
researchers in different areas. Nevertheless, obtaining an-
alytic solutions for such problems is very difficult. So, in
most cases, the exact solution is not known, and it is neces-
sary to find a numerical approximation. Therefore, many re-
searchers have worked on numericalmethods to obtain some
numerical solutions of fractional dynamic systems (see, e.g.,
[Ali et al. (2019),Jafarian et al. (2018),Jafarian et al. (2017),
El-Sayed and Agarwal (2019),Nigmatullin and Agarwal (2019)]).
Hat basis functions consist of a set of piecewise con-
tinuous functions with shape of hats, when plotted in two
dimensional planes. These functions are usually defined on
the interval [0,1] and a generalization of them is obtained
by extending the interval into [0,τ] with any arbitrary posi-
tive number τ . Hat basis functions have shown to be a pow-
erful mathematical tool in solving many different kinds of
equations. For example, in [Babolian and Mordad (2011)],
hat functions have been used to solve linear and nonlin-
ear integral equations of second kind. These functions have
been also efficiently employed to solve fractional differen-
tial equations (FDEs) [Tripathi et al. (2013)], while in [Heydari et al. (2014)]
generalized hat functions are used for solving stochastic Itoˆ–
Volterra integral equations. Recently, a modification of hat
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functions has been introduced and used in order to solve a
variety of problems. To mention some of these problems,
we refer to two-dimensional linear Fredholm integral equa-
tions [Mirzaee and Hadadiyan (2015)], integral equations of
Stratonovich–Volterra [Mirzaee and Hadadiyan (2016a)] and
Volterra–Fredholm type [Mirzaee and Hadadiyan (2016b)],
and fractional integro-differential [Nemati and Lima (2018)],
fractional pantograph nonlinear differential equations
[Nemati et al. (2018)] and fractional optimal control prob-
lems [Nemati et al. (2019)]. The aim of our work is to have
a comparison between these two classes of hat basis func-
tions in solving systems of FDEs.
The paper is organized as follows. Section 2 is devoted to
the required preliminaries for presenting our numerical tech-
nique. In Section 3, we present the new numerical method,
which is based on two classes of hat functions for solving
systems of FDEs. Section 4 is concerned with an application
of the method for solving a problem in epidemiology related
to human respiratory syncytial virus. Finally, concluding re-
marks are given in Section 5.
2 Preliminaries
In this section, some necessary definitions and properties of
fractional calculus are presented. Moreover, two classes of
hat functions and some of their properties are recalled.
2.1 Preliminaries of fractional calculus
In this work, we employ fractional differentiation in the sense
of Caputo, which is defined via the Riemann–Liouville frac-
tional integral.
Definition 1 [Podlubny (1999)] The (left) Riemann–Liouville
fractional integral operator with orderα ≥ 0 of a given func-
tion y is defined as
0I
α
t y(t) =
1
Γ (α)
∫ t
0
(t− s)α−1y(s)ds,
0I
0
t y(t) = y(t),
where Γ (·) is the Euler gamma function.
Definition 2 [Podlubny (1999)] The (left) Caputo fractional
derivative of order α > 0 of a function y is defined as
C
0D
α
t y(t) =
1
Γ (m−α)
∫ t
0
(t− s)m−α−1y(m)(s)ds,
where m− 1< α ≤ m.
For m− 1 < α ≤ m, m ∈ N, we recall two important
properties of the Caputo derivative and Riemann–Liouville
integral:
C
0D
α
t (0I
αy(t)) = y(t),
0I
α
t (
C
0D
α
t y(t)) = y(t)−
m−1
∑
i=0
y(i)(0)
t i
i!
, t > 0. (1)
2.2 Hat functions
We consider both generalized and modified hat functions.
Generalized hat functions. The interval [0,τ] is divided into
n subintervals [ih,(i+ 1)h], i = 0,1,2, . . . ,n− 1, of equal
length h, where h = τ
n
. Then, the generalized hat functions
(GHFs) are defined as follows [Tripathi et al. (2013)]:
ψG0 (t) =


h−t
h
, 0≤ t ≤ h,
0, otherwise,
ψGi (t) =


t−(i−1)h
h
, (i− 1)h≤ t ≤ ih,
(i+1)h−t
h
, ih≤ t ≤ (i+ 1)h,
0, otherwise,
ψGn (t) =


t−(τ−h)
h
, τ− h≤ t ≤ τ,
0, otherwise.
These functions form a set of (n+ 1) linearly independent
continuous functions in L2[0,τ], satisfying the property
ψGi ( jh) =


1, i= j,
0, i 6= j.
(2)
An arbitrary function y∈ L2[0,τ] can be approximated using
the GHFs as follows:
y(t)≃ yn(t) =
n
∑
i=0
y(ih)ψGi (t) = A
TΨG(t), (3)
where
ΨG(t) = [ψ
G
0 (t),ψ
G
1 (t), . . . ,ψ
G
n (t)]
T (4)
and
A= [a0,a1, . . . ,an]
T
with ai = y(ih).
Theorem 1 [Tripathi et al. (2013)] If y ∈ C2([0,τ]) is ap-
proximated by the family of first (n+ 1) GHFs as (3), then
|y(t)− yn(t)|= O(h2).
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LetΨG be the GHFs basis vector given by (4) and α > 0.
Then,
Iαt ΨG(t)≃ PαGΨG(t), (5)
where PαG is a matrix of dimension (n+ 1)× (n+ 1) called
the operational matrix of fractional integration of order α of
the GHFs. This matrix is given as [Tripathi et al. (2013)]
PαG =
hα
Γ (α + 2)


0 ζ1 ζ2 ζ3 . . . ζn
0 1 ρ1 ρ2 . . . ρn−1
0 0 1 ρ1 . . . ρn−2
0 0 0 1 . . . ρn−3
. . . . . . . . . . . . . . . . . .
0 0 0 0 . . . 1


, (6)
where
ζi = i
α(α− i+ 1)+ (i− 1)α+1, i= 1,2, . . . ,n,
and
ρi = (i+ 1)
α+1− 2iα+1+(i− 1)α+1, i= 1,2, . . . ,n− 1.
Modified hat functions.By considering an even integer num-
ber n, the interval [0,τ] is divided into n subintervals [ih,(i+
1)h], i= 0,1,2, . . . ,n−1, with equal length h= τ
n
. The mod-
ified hat functions (MHFs) form a set of (n+ 1) linearly in-
dependent functions in L2[0,τ]. These functions are defined
as follows [Nemati and Lima (2018),Nemati et al. (2018)]:
ψM0 (t) =


1
2h2
(t− h)(t− 2h), 0≤ t ≤ 2h,
0, otherwise;
if i is odd and 1≤ i≤ n− 1, then
ψMi (t)=


−(t−(i−1)h)
h2
(t− (i+ 1)h), (i− 1)h≤ t ≤ (i+ 1)h,
0, otherwise;
if i is even and 2≤ i≤ n− 2, then
ψMi (t)=


1
2h2
(t− (i− 1)h)(t− (i− 2)h), (i− 2)h≤ t ≤ ih,
1
2h2
(t− (i+ 1)h)(t− (i+ 2)h), ih≤ t ≤ (i+ 2)h,
0, otherwise,
and
ψMn (t) =


1
2h2
(t− (τ− h))(t− (τ− 2h)), τ− 2h≤ t ≤ τ,
0, otherwise.
The following property is satisfied for the set of MHFs:
ψMi ( jh) =


1, i= j,
0, i 6= j.
(7)
Any function y ∈ L2[0,τ] may be approximated using the
MHFs as
y(t)≃ yn(t) =
n
∑
i=0
y(ih)ψMi (t) = A
TΨM(t), (8)
where
ΨM(t) = [ψ
M
0 (t),ψ
M
1 (t), . . . ,ψ
M
n (t)]
T (9)
and
A= [a0,a1, . . . ,an]
T
with ai = y(ih).
Theorem 2 [Nemati and Lima (2018)] If y ∈ C3([0,τ]) is
approximated by the family of first (n+ 1) MHFs as (8),
then
|y(t)− yn(t)|= O(h3).
LetΨM be theMHFs basis vector given by (9) andα > 0.
Then,
Iαt ΨM(t)≃ PαMΨM(t), (10)
where PαM is a matrix of dimension (n+ 1)× (n+ 1) called
the operational matrix of fractional integration of order α of
theMHFs. This matrix is given (see [Nemati and Lima (2018),
Nemati et al. (2018)]) as
PαM =
hα
2Γ (α + 3)


0 β1 β2 β3 β4 . . . βn−1 βn
0 η0 η1 η2 η3 . . . ηn−2 ηn−1
0 ξ−1 ξ0 ξ1 ξ2 . . . ξn−3 ξn−2
0 0 0 η0 η1 . . . ηn−4 ηn−3
0 0 0 ξ−1 ξ0 . . . ξn−5 ξn−4
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . η0 η1
0 0 0 0 0 . . . ξ−1 ξ0


(11)
with
β1 = α(3+ 2α),
βi = i
α+1(2i− 6− 3α)+ 2iα(1+α)(2+α)
− (i− 2)α+1(2i− 2+α), i= 2,3, . . . ,n,
η0 = 4(1+α),
ηi = 4[(i− 1)α+1(i+ 1+α)− (i+ 1)α+1(i− 1−α)],
i= 1,2, . . . ,n− 1,
ξ−1 =−α,
ξ0 = 2
α+1(2−α),
ξ1 = 3
α+1(4−α)− 6(2+α),
ξi = (i+ 2)
α+1(2i+ 2−α)− 6iα+1(2+α)
− (i− 2)α+1(2i− 2+α), i= 2,3, . . . ,n− 2.
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3 Main results
We consider the following general initial value problem, de-
scribed by a system of m FDEs of order 0< α ≤ 1:

C
0D
α
t y1(t) = f1(t,y1(t), . . . ,ym(t)), y1(0) = y1,0
...
C
0D
α
t ym(t) = fm(t,y1(t), . . . ,ym(t)), ym(0) = ym,0.
(12)
The aim is to seek functions y1, . . . , ym solution of (12) on
the interval 0≤ t ≤ τ .
3.1 Numerical method
In order to find a numerical solution of (12), we consider
approximations of the fractional derivative of the unknown
functions as follows:
C
0D
α
t y1(t) = A
T
1Ψ (t), . . . ,
C
0D
α
t ym(t) = A
T
mΨ(t), (13)
where Ai are the coefficients vectors with the unknown ele-
ments ai, j, j = 0,1, . . . ,n,
Ai = [ai,0,ai,1, . . . ,ai,n]
T
, i= 1, . . . ,m, (14)
andΨ(t) equals to eitherΨG(t), corresponding to the GHFs
as the basis functions, orΨM(t), corresponding to the MHFs
basis functions. Then, using (1) and the initial conditions
given in (12), we can write
yi(t) = A
T
i I
α
t Ψ(t)+ yi,0.
Using (5) or (10), according to the chosen basis functions,
we get
yi(t) = A
T
i P
αΨ(t)+ yi,0 = (A
T
i P
α + dTi )Ψ (t) = Y
T
i Ψ(t),
(15)
where
di = [yi,0,yi,0, . . . ,yi,0]
T
, Yi =(A
T
i P
α +dTi )
T = [Yi,0, . . . ,Yi,n]
T
(16)
and Pα is given by (6) for the GHFs, or (11) for the MHFs.
Therefore, by setting t = jh in (15) and employing (2) or (7),
we obtain yi( jh) = Yi, j. Now, we can obtain approximations
of the functions fi :R
m+1→R, by using the considered basis
functions, as follows:
fi(t,y1(t), . . . ,ym(t)) =
n
∑
j=0
fi( jh,y1( jh), . . . ,ym( jh))ψ j(t)
=
n
∑
j=0
fi( jh,Y1, j, . . . ,Ym, j)ψ j(t) = Fi(Θ ,Y1, . . . ,Ym)Ψ (t),
(17)
where ψ j(t) = ψ
G
j (t) or ψ
M
j (t), and
Fi(Θ ,Y1, . . . ,Ym) = [ fi(0,Y1,0, . . . ,Ym,0),
fi(h,Y1,1, . . . ,Ym,1), . . . , fi(τ,Y1,n, . . . ,Ym,n)].
By substitution (13) and (17) into (12), we have
AT1Ψ(t) = F1(Θ ,Y1, . . . ,Ym)Ψ (t),
...
ATmΨ(t) = Fm(Θ ,Y1, . . . ,Ym)Ψ (t),
which gives the following system:
AT1 −F1(Θ ,Y1, . . . ,Ym) = 0,
...
ATm−Fm(Θ ,Y1, . . . ,Ym) = 0,
or
ai, j = fi( jh,Y1, j , . . . ,Ym, j), i= 1, . . . ,m, j= 0, . . . ,n. (18)
This system includesm(n+1) nonlinear algebraic equations
with m(n+ 1) unknown parameters, which are the elements
of Ai, i = 1, . . . ,m. By solving this system, approximations
of the functions yi are given by (15).
3.2 Complexity of the resulting systems
The speed of the numerical method given above depends
on the speed of solving system (18). Therefore, the form of
this system is an important aspect of our method. Here, we
display the form of the system given in (18) in detail, for
each of the basis functions.
Case 1: GHFs.
According to the form of the operational matrix of fractional
integration of the GHFs, given by (6), we can rewrite this
matrix as follows:
PαG =
[
pGi, j
]
, i, j = 0,1, . . . ,n,
with
pGi,0 = 0, for i= 0,1,2, . . . ,n,
pGi, j = 0, for 1≤ j < i≤ n.
Therefore, the elements of the vectorsYi, i= 1, . . . ,m, in (15)
are given, using (16), by
Yi,0 = yi,0,
Yi, j =
j
∑
k=0
ai,kp
G
k, j + yi,0, j = 1, . . . ,n.
(19)
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Taking (19) into account, we rewrite system (18) as follows:
ai,0 = fi(0,y1,0, . . . ,ym,0), (20a)
ai,1 = fi(h,
1
∑
k=0
a1,kp
G
k,1+ y1,0, . . . ,
1
∑
k=0
am,kp
G
k,1+ ym,0),
(20b)
...
ai,n = fi(τ,
n
∑
k=0
a1,kp
G
k,n+ y1,0, . . . ,
n
∑
k=0
am,kp
G
k,n+ ym,0),
(20c)
i = 1, . . . ,m. As it can be seen in (20a), the values of the
unknown parameters ai,0, i = 1, . . . ,m, are obtained easily
by using the initial conditions. By substituting the given ai,0
into (20b), we have a system of m nonlinear algebraic equa-
tions in unknown parameters ai,1, i = 1, . . . ,m. After solv-
ing this system, and substituting the obtained results for ai,1
into the m next equations, a system of m equations in ai,2,
i = 1, . . . ,m, is obtained. This process continues until ai,n,
i= 1, . . . ,m, are found by solving (20c), in which the results
for ai,0, ai,1, . . . , ai,n−1 have been substituted. Therefore, our
method, based on GHFs, reduces the main problem to the
solution of n systems of m nonlinear algebraic equations.
Case 2:MHFs.
In a similar way as for GHFs, we rewrite the operational
matrix of fractional integration of MHFs as follows:
PαM =
[
pMi, j
]
, i, j = 0,1, . . . ,n,
with
pMi,0 = 0, for i= 0,1,2, . . . ,n,
pMi, j = 0, for j = 1,3, . . . ,n− 1, i= j+ 2, . . . ,n,
pMi, j = 0, for j = 2,4, . . . ,n, i= j+ 1, . . . ,n.
(21)
By considering (21) for writing the elements of the vectors
Yi, i= 1, . . . ,m, in (15), we get
Yi,0 = yi,0,
Yi, j =
j+1
∑
k=0
ai,kp
M
k, j+ yi,0, j = 1,3, . . . ,n− 1
Yi, j =
j
∑
k=0
ai,kp
M
k, j+ yi,0, j = 2,4, . . . ,n.
(22)
By substituting the values of Yi, j given in (22) into system
(18), this system can be rewritten in detail as follows:
ai,0 = fi (0,y1,0, . . . ,ym,0) , (23a)
ai,1 = fi
(
h,
2
∑
k=0
a1,kp
M
k,1+ y1,0, . . . ,
2
∑
k=0
am,kp
M
k,1+ ym,0
)
,
(23b)
ai,2 = fi
(
2h,
2
∑
k=0
a1,kp
M
k,2+ y1,0, . . . ,
2
∑
k=0
am,kp
M
k,2+ ym,0
)
,
(23c)
...
ai,n−1 = fi
(
τ− h,
n
∑
k=0
a1,kp
M
k,n−1+ y1,0, . . . ,
n
∑
k=0
am,kp
M
k,n−1+ ym,0
)
,
(23d)
ai,n = fi
(
τ,
n
∑
k=0
a1,kp
M
k,n+ y1,0, . . . ,
n
∑
k=0
am,kp
M
k,n+ ym,0
)
,
(23e)
i = 1, . . . ,m. It is seen that the values of the unknown pa-
rameters ai,0, i = 1, . . . ,m, are given easily by substituting
the initial conditions into (23a). By substituting the given
results of ai,0 into (23b) and (23c), a system of 2m nonlin-
ear algebraic equations in the unknown parameters ai,1 and
ai,2, i= 1, . . . ,m, is obtained. After solving this system, and
substituting the obtained results for ai,1 and ai,2 into the 2m
next equations, a system of 2m algebraic equations in ai,3
and ai,4, i = 1, . . . ,m, is given. By continuation of this pro-
cess, we find ai,n−1 and ai,n, i = 1, . . . ,m, by solving (23d)
and (23e), in which the results for ai,0, ai,1, . . . , ai,n−2 have
been substituted. Our method based on MHFs reduces the
system of m nonlinear FDEs to solving n
2
systems of 2m
nonlinear algebraic equations.
3.3 Test problems
In order to illustrate the efficiency and accuracy of the pro-
posed method, we apply it to two test problems whose exact
solutions are known.
Example 1 Consider the following system of FDEs:{
C
0D
0.5
t y1(t) =
√
ty1(t)− y2(t)+ 15
√
pi
16
t2, y1(0) = 0,
C
0D
0.5
t y2(t) =
16
5
√
pi
y1(t)+ y
2
2(t)− t6, y2(0) = 0,
(24)
on the interval 0≤ t ≤ 1, which has the exact solution
y1(t) = t
2.5
, y2(t) = t
3
. (25)
We have solved this problemby the suggestedmethod, based
on GHFs and MHFs, with different values of n, and display
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Table 1 Numerical results for problem (24) with different values of n.
GHFs MHFs
y1(t) y2(t) y1(t) y2(t)
n eG1,n ρ
G
1,n e
G
2,n ρ
G
2,n CPU Time e
M
1,n ρ
M
1,n e
M
2,n ρ
M
2,n CPU Time
2 1.68e−1 2.32 2.24e−1 1.91 0.000 2.08e−2 4.48 4.57e−2 3.99 0.000
4 3.37e−2 2.13 5.97e−2 2.00 0.000 9.33e−4 3.45 2.87e−3 3.69 0.016
8 7.68e−3 2.02 1.49e−2 1.99 0.016 8.51e−5 3.47 2.23e−4 2.86 0.016
16 1.89e−3 1.98 3.74e−3 1.99 0.031 7.69e−6 3.48 3.08e−5 2.93 0.047
32 4.79e−4 1.98 9.43e−4 1.99 0.172 6.88e−7 3.49 4.03e−6 2.96 0.156
64 1.21e−4 1.98 2.37e−4 1.99 0.516 6.12e−8 3.50 5.16e−7 2.98 0.859
128 3.06e−5 1.99 5.97e−5 2.00 4.453 5.42e−9 3.50 6.53e−8 2.99 4.609
256 7.70e−6 2.00 1.49e−5 1.99 23.812 4.80e−10 3.50 8.21e−9 3.01 23.641
512 1.93e−6 — 3.75e−6 — 183.688 4.25e−11 — 1.02e−9 — 196.406
the numerical results in Figure 1, Table 1, and Figure 2. In
Figure 1, the approximate solutions of y1(t) and y2(t), ob-
tained by employing our method with n = 2, are shown. In
this figure, the numerical results of y1(t) and y2(t), obtained
by GHFs, are, respectively, displayed by yG1 (t) and y
G
2 (t).
Also, the numerical results of the unknown functions given
by MHFs are represented by yM1 (t) and y
M
2 (t). In Table 1, we
see the numerical results for the functions y1(t) and y2(t),
with different values of n, together with the CPU time (in
seconds), which have been obtained on a 2.5 GHz Core i7
personal computer with 16 GB of RAM usingMathematica
11.3. For solving the resulting systems of algebraic equa-
tions, theMathematica function FindRoot was used. In this
table, the following notations are used for introducing the
error and the convergence order of the method:
eG1,n = max
0≤i≤n
|y1(ih)− yG1,n(ih)|, ρG1,n = log2
(
eG1,n
eG1,2n
)
,
eM1,n = max
0≤i≤n
|y1(ih)− yM1,n(ih)|, ρM1,n = log2
(
eM1,n
eM1,2n
)
,
eG2,n = max
0≤i≤n
|y2(ih)− yG2,n(ih)|, ρG2,n = log2
(
eG2,n
eG2,2n
)
,
eM2,n = max
0≤i≤n
|y2(ih)− yM2,n(ih)|, ρM2,n = log2
(
eM2,n
eM2,2n
)
,
where y1(t) and y2(t) are the exact solutions, y
G
1,n(t) and
yG2,n(t) are the approximate solutions obtained with GHFs,
and yM1,n(t) and y
M
2,n(t) are the approximate solutions obtained
with MHFs. These results confirm the O(h2) accuracy order
of the numerical method with GHFs and the O(h3) accuracy
order of the numerical method with MHFs. Finally, in Fig-
ure 2 (left), the results for the errors obtained by employing
our method, for some selected values of n, are plotted in a
logarithmic scale. Moreover, the CPU times of the method
are plotted in Figure 2 (right). It can be seen that the com-
putational complexity of the resulting systems of GHFs and
MHFs are similar.
Example 2 Consider the following system of linear FDEs:
{
C
0D
α
t y1(t) = y1(t)− 2y2(t)+ 4cos(t)− 2sin(t), y1(0) = 1,
C
0D
α
t y2(t) = 3y1(t)− 4y2(t)+ 5cos(t)− 5sin(t), y2(0) = 2,
(26)
on the interval 0 ≤ t ≤ 10. The exact solution of this prob-
lem, when α = 1, is [Atkinson et al. (2009)]
y1(t) = cos(t)+ sin(t), y2(t) = 2cos(t).
We set α = 1 and solve the problem. By considering the
same notations as introduced in Example 1, we report the
numerical results in Table 2. Furthermore, in Figures 3 and
4, the numerical solutions based on GHFs and MHFs, ob-
tained by different values of α and n= 32, together with the
exact solution with α = 1, are plotted. As it could be ex-
pected, the numerical solution is close to the exact solution
of the corresponding first order problem when α is close to
1.
4 Application to the SEIRS-α epidemic model
We now apply the numerical method introduced in Section 3
to a nonlocal fractional order SEIRS mathematical model,
which was recently proposed in [Rosa and Torres (2018)].
4.1 Description of the model
Human respiratory syncytial virus (HRSV) is a virus that
causes respiratory tract infections. We refer a reader inter-
ested in this virus to [Rosa and Torres (2018)] and references
therein. Here we just mention that HRSV is a principal cause
of lower respiratory tract infections and hospital visits dur-
ing infancy and childhood. There is an annual epidemic in
temperate climates during the winter season, while in trop-
ical climates this infection is most common throughout the
rainy season. Since protective immunity is induced by natu-
ral infection with HRSV more than many other respiratory
viral infections, people can be infected multiple times even
within a single HRSV season.
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Fig. 1 Numerical results for problem (24) with n= 2: results for the function y1(t) (left); results for the function y2(t) (right).
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Fig. 2 Errors of the numerical method for solving problem (24) (left); CPU time in seconds (right).
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Fig. 3 Numerical results for problem (26) based on GHFs with different values of α and n= 32: results for the function y1(t) (left); results for the
function y2(t) (right).
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Fig. 4 Numerical results for problem (26) based on MHFs with different values of α and n = 32: results for the function y1(t) (left); results for
the function y2(t) (right).
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Table 2 Numerical results for problem (26) with different values of n
and α = 1.
GHFs MHFs
y1(t) y2(t) y1(t) y2(t)
n eG1,n ρ
G
1,n e
G
2,n ρ
G
2,n CPU Time e
M
1,n ρ
M
1,n e
M
2,n ρ
M
2,n CPU Time
2 2.33e+0 2.22 2.15e+0 3.01 0.000 2.03e+0 1.26 1.87e+0 1.53 0.000
4 5.01e−1 1.93 2.67e−1 2.31 0.031 8.47e−1 3.23 6.49e−1 2.48 0.000
8 1.31e−1 2.04 5.38e−2 1.86 0.031 9.00e−2 3.67 1.16e−1 3.94 0.016
16 3.18e−2 1.94 1.48e−2 1.95 0.031 7.05e−3 4.07 7.56e−3 3.87 0.016
32 8.29e−3 2.00 3.82e−3 1.99 0.031 4.20e−4 4.04 9.63e−4 3.72 0.031
64 2.07e−3 2.00 9.63e−4 2.00 0.078 2.55e−5 4.00 3.91e−5 3.83 0.109
128 5.17e−4 2.00 2.41e−4 2.00 0.344 1.59e−6 4.00 2.74e−6 3.91 0.344
256 1.29e−4 2.00 6.03e−5 2.01 1.094 9.93e−8 4.00 1.82e−7 3.96 1.172
512 3.23e−5 — 1.50e−5 — 3.266 6.20e−9 — 1.17e−8 — 3.656
A mathematical model can show how the infectious dis-
ease with HRSV progresses and what are the outcomes of
an epidemic of this virus. Recently, a compartmental model
was proposed in [Rosa and Torres (2018)], based on stratify-
ing the population into four health states: susceptible to the
infection, denoted by S; a group of individuals E who have
been infected but are not infectious yet, which become infec-
tious at a rate ε; infected and infectious, denoted by I; and
recovered individuals R. A particular property of HRSV is
that immunity after infection is temporary, i.e., the recovered
individuals become susceptible again [Weber et al. (2001)],
hence, the model is called a SEIRS model. The authors of
[Rosa and Torres (2018)] considered that the annual recruit-
ment rate is seasonal due to schools opening/closing periods
and proposed the following system of FDEs:


C
0D
α
t S(t) = λ (t)− µS(t)−β (t)S(t)I(t)+ γR(t),
C
0D
α
t E(t) = β (t)S(t)I(t)− µE(t)− εE(t),
C
0D
α
t I(t) = εE(t)− µI(t)−νI(t)
C
0D
α
t R(t) = νI(t)− µR(t)− γR(t),
(27)
with given initial conditions
S(0),E(0), I(0),R(0)≥ 0,
where µ denotes the birth rate, which was assumed equal
to the mortality rate, γ is the rate of loss of immunity, ν is
the rate of loss of infectiousness, β denotes the transmis-
sion parameter, which is modeled by the cosine function as
β (t) = b0(1+ b1 cos(2pit + Φ)), in which b0 is the mean
of β and b1 is the amplitude of the seasonal fluctuation,
λ (t) = µ(1+c1 cos(2pit+Φ)) is the recruitment rate, which
includes newborns and immigrants, with c1 as the amplitude
of the seasonal fluctuation, and where C0D
α
t denotes the left
Caputo derivative of order α ∈ (0,1]. In the parameters β
and λ , the parameter Φ is an angle that is chosen in agree-
ment with real data. Note that by introducing the group E ,
a latency period is included in the model, which is assumed
equal to the time between infection and the first symptoms.
4.2 Numerical results
Based on data obtained from the Florida Department of Health,
authors in [Rosa and Torres (2018)] searched the fractional
order of differentiation, α , that best fits the data on the re-
ported number of positive tests of HRSV disease, per month,
during 35 months, precisely between September 2011 and
July 2014 in the state of Florida (excluding North region).
They found that with α = 0.993 the model fits quite well
the data of HRSV disease. Using the values of the parame-
ters µ , ν , γ , ε , b0, b1, c1, and Φ as given in Table 3, bor-
rowed from [Rosa and Torres (2018)], and the initial condi-
tions given in Table 4, we applied our numerical scheme to
solve the SEIRS-α model given by (27) with α = 0.993 and
different values of n. SinceWorld Health Organization goals
are usually fixed for five years periods for most diseases, it
was assumed that τ = 5. By considering n = 20,40,60,80,
the numerical results of the state variables S(t), E(t), I(t)
and R(t), obtained by the proposed method based on GHFs
and MHFs, are reported in Figures 5–8. From these figures,
we see that by increasing the value of n, the results are in full
agreement with those of [Rosa and Torres (2018)], which in
contrast with our approach are obtained by indirect methods.
Table 3 Parameters of the SEIRS-α model borrowed from
[Rosa and Torres (2018)].
µ ν γ ε b0 b1 c1 Φ
0.0113 36 1.8 91 88.25 0.17 0.17 pi
2
Table 4 Initial conditions in terms of percentage of total population.
S(0) E(0) I(0) R(0)
0.4081 0.0110 0.0278 0.5531
5 Concluding remarks
We introduced a new numerical approach for solving sys-
tems of fractional differential equations (FDEs). In our method,
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Fig. 5 Numerical results of the state variables of the SEIRS-α model given by (27) based on GHFs and MHFs with n= 20, considering α = 0.993.
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Fig. 6 Numerical results of the state variables of the SEIRS-α model given by (27) based on GHFs and MHFs with n= 40, considering α = 0.993.
10 S. Nemati, D. F. M. Torres
GHFsMHFs
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
10000
11000
12000
13000
14000
15000
16000
17000
18000
19000
20000
./12
3
(t
)
GHFsMHFs
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
100
200
300
400
500
600
700
800
900
4567
8
(t
)
GHFsMHFs
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
200
400
600
800
1000
1200
1400
1600
1800
2000
2200
9:;<
=
(t
)
GHFsMHFs
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
14000
15000
16000
17000
18000
19000
20000
21000
22000
23000
24000
>?@A
B
(t
)
Fig. 7 Numerical results of the state variables of the SEIRS-α model given by (27) based on GHFs and MHFs with n= 60, considering α = 0.993.
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Fig. 8 Numerical results of the state variables of the SEIRS-α model given by (27) based on GHFs and MHFs with n= 80, considering α = 0.993.
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two classes of hat functions, namely generalized hat func-
tions (GHFs) and modified hat functions (MHFs), have been
used as the basis functions. In this new scheme, the consid-
ered system of FDEs is easily reduced to a system of nonlin-
ear algebraic equations that, according to the computational
complexity, needs few computational efforts in both cases
of basis functions. By applying the method to two test prob-
lems, we see that the numerical results confirm the O(h2)
accuracy order of the GHFs and the O(h3) accuracy order of
the the MHFs. Finally, the method is successfully applied to
a mathematical model in epidemiology given by a system of
FDEs with application to human respiratory syncytial virus
infection.
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