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摘要
近些年,量化投资问题受到广泛关注.本文主要探讨机器学习在量化投资领域方
面的应用.本文主要利用决策树算法对中证500成分股进行研究,找出其中具有超额收
益的股票, 构建出投资组合. 我们应用了SMOTE、CART、randomforests等机器学习
算法进行模型构建.同时还对比了其他机器学习算法在该数据集上的表现.发现我们
的算法具有较好的表现.
关键词：量化投资; CART; SMOTE; randomForests;机器学习.
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Abstract
In recent years, the issue of quantitative investment has been widely concerned In this
paper, we mainly discuss the theory of machine learning in the field of quantitative invest-
ment In this paper, we use the decision tree algorithm to identify constituent stock of the
CSI 500 index . The split of research, find out which has the excess return of stock, build
a portfolio. We applied The machine learning algorithms such as SMOTE, CART and ran-
domforests are used to build the model The performance of his machine learning algorithm
on this dataset shows that our algorithm performs well.
KeyWords: Quantitative investment; CART; SMOTE; randomForests; Machine Learning.
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第一章 绪论
1.1 研究背景
在金融和投资领域当中选取构建投资组合是一项艰难和具有挑战性的工作.如
今,很多投资机构都在应用量化策略进行股票、期货、期权等方面的投资交易.传统
的量化策略包括: 多因子策略、CTA趋势策略、统计套利、事件驱动等策略.也有一
些人使用机器学习模型如SVM、ANN、decision tree等在股票指数预测、股票收益预
测、股票交易的择时上.
本文探索机器学习算法在股票市场中的应用,传统的多因子线性模型平时表现不
尽人意,本文利用决策树算法在股票投资领域,相比较其他“黑盒”机器学习算法,决
策树算法更加直观,投资逻辑更加清晰;同传统的多因子线性模型相比,决策树模型复
杂度更加高一些,对于很多情况能够有效识别.我们利用决策树算法在中证500指数
成分股里面选取具有较高超额收益的股票,进行投资组合的构建,利用Alpha中性策
略,构建优于指数的投资组合,再使用股指期货作为对冲,以期获得超额收益,这样无
论是震荡市还是牛市,都能够获得较为稳定的收益.
再对比其他几种常用的机器学习方法如SVM、decision tree、knn等,该算法对比
其他几种机器学习方法收益都比较高.
1.2 前人的研究成果
下面我们列举一下前人通过机器学习算法在量化领域的探究工作.近年，有许
多机器学习的方法如支持向量机（SVM）、神经网络（neural network）、决策树
（decision tree）等,都被应用到股票选取、股价预测、股票指数的预测当中.
1.2.1 决策树模型在量化领域的工作
决策树模型在量化领域应用较为广泛,在交易择时、趋势预测、股票选取都有应
用.
Wu等人[2] 探讨了决策树C4:5算法与filter rules相结合的投资方式,利用模型对
于交易时点进行选择, 并在台湾和纳斯达克股票市场上进行实践. Nair等人[3] 探
讨了应用决策树算法C4:5 进行特征提取, 然后再应用模糊集对于股票趋势进行预
测，预测效果比neural network 、naive bayes 要好. Sorensen等人[4] 运用两种改进
的CART决策树算法构建投资组合. Zhu等人[5]将非参数模型CART决策树算法与参
数模型Logistic回归相结合，应用在北美的股票市场上. Zhu等人[6] 比较了非参数
的CART决策树股票选取模型与传统的线性多因子模型在北美股票市场上,结果显
– 1 –
厦
门
大
学
博
硕
士
论
文
摘
要
库
第一章绪论
示,决策树模型具有更好的抗风险能力.
1.2.2 其他机器学习模型在量化领域的工作
除了前文中提到的决策树算法,其他经典的机器学习算法中,诸如: SVM、神经
网络、knn在量化领域均有应用先例.
KIM [7]探讨SVM在股票指数上的预测,并对比SVM与BP神经网络预测股指涨
跌; Yu L等人[8]应用混合核的lssvm与GA算法相结合对于标普、道琼斯、纳斯达克等
指数做预测. Yu L等人[9]运用SVM，通过GA算法进行特征选择,预测S&P 500成分
股涨跌. Tay等人[10]对比SVM与多层bp神经网络在商品期货上的表现; Cao等人[11]
对比了SVM与BP神经网络和RBF神经网络在芝加哥商品市场上的表现; Teixeira [12]
运用knn的方法和技术分析预测股票走势; Yu H等人[13]运用pca方法对于股票信息进
行过滤,然后应用SVM方法对股票进行分类.
而本文主要使用CART决策树算法进行量化方面的探究,通过对比SVM、knn等
模型,可以发现决策树模型投资逻辑相对清晰,算法复杂度适中,可以应用在相关领域
中.
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第二章 预备知识
下面,我们将要解释几个后文中需要的定义、算法.
2.1 Alpha策略
定义 2.1 Alpha策略:证券投资收益分为两部分,第一部分是来自于市场的平均收益
即Beta收益,另一部分是独立于市场上的超额收益即Alpha收益.
而Alpha策略是投资人利于选股、择时上的优势寻找具有超额收益的投资组合,
其从消除市场的系统性风险(Beta)的角度出发,利用衍生品,在市场上构建多头或者
空头对冲市场风险,获取同市场相关性较低较为稳定的Alpha收益.
2.2 CART 算法
决策树算法包括ID3、C4.5、C5.0、CART, CART算法是决策树算法的一
种,由Breiman [14] 在1984年提出的，是机器学习模型中的一种，它是由特征选
择、生成树和剪枝组成，既可以用于分类问题，也可以用于回归问题。
CART算法由以下两步组成[15]:
(1)决策树生成: 基于训练数据集生成决策树,生成的决策树要尽量大;
(2)决策树剪枝: 用验证数据集对决策树进行剪枝并选择最优子树,这时用损失函
数最小作为剪枝的标准.
生成决策树就是递归地构建二叉树的过程. 对回归树用平方误差最小化准则,
在分类问题当中CART算法使用基尼指数进行最优特征选择，在选择最优特征的同
时，选择最优二分点[15]。
2.2.1 基尼指数[15]
定义 2.2 基尼指数:在分类问题中,假设有K类,样本点属于第k类的概率为Pk,则概率
分布的基尼指数定义为
Gini(p) =
KX
k=1
pk(1  pk) = 1 
KX
k=1
p2k; (2.1)
对于一个二分类问题,若样本点属于第一类的概率是p,则概率分布的基尼指数为
Gini(p) = 2p(1  p) (2.2)
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对于给定的样本集合D ,其基尼指数为
Gini(p) = 1 
KX
k=1

CK
D
2
(2.3)
其中, CK 是D的属于第k类的样本子集,K 是类的个数.
如果样本集合D根据某一个特征A是否取值是a ,被分割成两个部分D1和D2,
D1 = (x; y) 2 DjA(x) = a; D2 = D  D1
然后将每个部分的基尼指数相加,那么可以定义在特征A的条件下，集合D 的基尼
指数为
Gini(D;A) =
D1
D
Gini(D1) +
D2
D
Gini(D2) (2.4)
其中, Gini(D) 表示集合D的基尼指数, Gini(D;A)指经过A = a的划分之后，集
合D的基尼指数.
基尼指数代表了样本集合的不确定性，基尼指数越大代表了样本集合的不确定
性越大。
2.2.2 CART算法详情[15]
算法详情:根据训练的数据集,从根结点开始,递归地对每个特征A,对于每一个
可能的取值a,首先根据这个取值点a对数据集进行划分,计算其通过这个分割之后得
到的基尼指数,即式(2.4),
然后在所有的可能的特征以及每个特征可能的取值点当中,选取基尼指数最小即
样本集合混乱程度最低的分割特征及其切分点,从而由根结点生成两个子结点,然后
根据该特征以及切分点将数据集分到两个子结点当中.
最后再应用上面的算法对于子结点空间进行分割,直至满足算法停止条件.
2.2.3 剪枝[16]
在上述算法实践中,由于算法不断地递归运行,造成对于空间分割过于细致,其可
能存在着过拟合的问题;在实践问题当中,由于观测误差测量误差等,可能造成训练集
当中存在一些噪声以及孤立点,如果算法对于这类异常点也进行划分,有可能产生过
拟合的现象,从而造成分类在测试集上准确率不高.因此要去检测和剪除这样的分支
结构,该过程被称作剪枝.常用的决策树剪枝方法有：预剪枝和后剪枝.
预剪枝是防止算法生成一个“完全”的树.通过设定算法的停止条件,使得算法
早点结束,停止树的生长,比如说树的深度、每个结点中样本的个数、基尼指数的下
降幅度和树的叶结点个数等等参数.各个阈值的选择决定了树的生长,如果设定得过
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严,将导致树生长得缓慢甚至无法识别各个类别,设定得过松,将导致无法达到剪枝的
目的.
后剪枝是最经常使用的树的简化方法,输入一个未剪枝的树,输出一个经过修剪
的树.从完全生长的一些树的底端剪去一些分枝，使得决策树变小，防止过拟合，
能够对于测试集有更好的预测。可以使用的后剪枝方法有多种，比如代价复杂度剪
枝、最小误差剪枝、悲观误差剪枝等等。后剪枝操作是边修剪边检验的过程，其标
准是运用交叉验证的方法在独立的验证数据集上对于子树序列进行测试，检验决策
树对于验证数据的精度，计算出相应的分类错误率，如果减掉某个子树之后，对于
验证数据的预测精度不降低，则减掉该分枝。
2.3 SMOTE算法
SMOTE算法全称Synthetic Minority Oversampling Technique, 是由Chawla N
V等人于2002年提出的算法[17],其作用是针对非平衡数据,即数据集样本分布很不均
衡,以二分类问题为例,多数类比少数类为10:1、5:1、3:1等，都会造成算法在学习过
程中不平衡,对于少数类没办法有效识别,而SMOTE算法则是对于多数集进行欠采
样,对于少数集合进行过采样,从而使得样本达到相对平衡,以便于算法应用.
2.3.1 算法详情[17]
算法详情:输入少数类的数据X ,确定SMOTE比例N% ,确定最近邻的样本数k;
首先,对于每一个少数类数据样本,计算其以欧式距离为标准的与所有少数类样
本的距离,然后选取其中最近的k个作为近邻;
其次,根据欠采样比率,对于每个少数类样本,将某个样本记为S,从其k近邻中随
机选取若干个样本,将选取的近邻记为Sample;然后,对于每个选取的近邻,通过公式
Snew = S + rand(0; 1)  (Sample  S) (2.5)
构建出新的样本集;
最后,返回输出的新的样本集.
2.3.2 下采样与SMOTE算法结合[17]
对于多数类的下采样是按照一定比例随机移除多数类的样本,直到少数类与多数
类的分布并不是那么的不平衡.这就需要人们在训练集上对于多数类进行下采样对于
少数类进行上采样,通过上采样与下采样相结合的方式,使得数据分布较为平衡,使得
算法得以应用在数据当中,而不过分影响算法的效果.
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2.4 通过随机森林进行变量选择[1]
随机森林算法是Breiman[18]于2001年提出的,属于集成学习算法的一种,既可以
应用与分类问题,还可以应用到回归问题,它是由很多棵不相关的决策树组成,然后去
取平均.
2.4.1 Random Forests算法[19]
假设需要训练B棵树,训练每一棵树需要m个变量,
Algorithm 1分类和回归问题的随机森林算法
1. 对于b从1到B:
(a) 在大小为N的训练数据中,使用bootstrap的方式抽取Z个样本.
(b) 在抽取的样本集中,生成一棵随机森林树Tb,在每棵树的末端节点上递归地
使用下面的方式进行划分,直至最小节点数nmin
i.从p个变量中随机抽取m个变量.
ii. 寻找在m中最优变量及其对应的切分点.
iii. 从找到的节点处,切分两个子节点.
2. 输出森林fTbgB1
每一个需要预测的新点x:
对于回归问题: f^Brf (x) = 1B
PB
b=1 Tb(x):
对于分类问题: C^Brf (x) = majority votefC^b(x)gBx . 其中, C^b(x)是第b棵随机树对于
点x的预测.
2.4.2 变量的重要性[19]
对于每棵树 每次通过变量选择对于数据空间划分之后,数据分布的不确定性会
降低,根据决策树的种类不同,各个不确定性的衡量标准也不同,比如信息熵、基尼指
数,而对于不同划分标准对于不确定性的改进,就是这个划分变量的重要性,将随机森
林里面每棵树的每个变量的重要性,即改进的不确定性,累加起来就是每个变量的重
要性.
2.4.3 OOB error [19]
随机森林算法有一个重要特点是其可以应用其out   of   bag（OOB）抽样,随
机森林在每次抽样生成树的时候, 都有一些数据点没有被应用到, 将生成好的树应
用到这些没有在模型构建中用到的数据点上,计算每棵树在这些数据点上的错误就
是OOB error.
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2.4.4 随机森林变量选择算法[1]
本文使用了Genuer R等人在2010年提出的利用随机森林进行变量选择算法,该算
法主要是应用随机森林变量的重要性以及OOB error进行变量选择,详情如下:
Algorithm 2随机森林变量选择算法
1. 初步淘汰以及排序
(a) 计算随机森林的变量重要性,排除掉一些重要性很低的变量;
(b) 将余下的m个变量按照重要性进行降序排列;
2. 变量选择
(a) 解释集: 将余下的m个变量,每次分别选取前k个, k从1到m,
分别投入训练集当中训练模型,找出使得OOB error最小的变量集;
(b) 预测集：从上一步保留的变量中,通过逐步调用和检验变量,
构建一个升序的随机森林模型,逐步检验每个变量的对于错误消减的贡献,
若其对于错误率的消减超过某一阈值,就将其确立为引入变量集.
确立最终的预测集.
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