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vRÉSUMÉ
Ce projet a pour objectifs l’amélioration, la vérification et la validation d’un code numérique
utilisant la méthode des éléments spectraux ainsi que l’implémentation de la méthode des ré-
actions afin de réaliser le calcul des efforts induits sur des corps immergés par des écoulements
incompressibles.
L’originalité de ce projet réside dans l’utilisation des éléments spectraux et d’une méthode
innovante de calcul des moments basée sur la méthode des réactions. Par ailleurs, il n’existe
que peu de données sur les moments dans la littérature, on déterminera donc les courbes de
moment moyen en fonction de l’angle d’attaque pour différentes géométries en deux dimen-
sions.
La méthode des éléments spectraux est basée sur une répartition des noeuds de calcul élé-
mentaires non-uniforme, contrairement aux éléments finis. Nous utiliserons dans ce projet
des bases nodales régies par la quadrature de Gauss-Legendre-Lobatto. Ce choix de noeuds
de calcul permet d’utiliser efficacement la convergence en ordre (p-convergence), on obtient
alors de meilleur taux de convergence que pour la méthode des éléments finis. C’est là tout
l’intérêt de la méthode, pour un même nombre de degrés de liberté, on pourra obtenir une
solution plus précise en utilisant les éléments spectraux qu’en utilisant les éléments finis.
Afin de calculer les efforts, le code initial sera tout d’abord vérifié et validé pour s’assurer du
bon fonctionnement de la méthode des éléments spectraux. Pour la vérification, les taux de
convergence de la méthode ont été calculés par la méthode des solutions manufacturées sur des
exemples de diffusion thermique ainsi que sur des exemples en Navier-Stokes incompressible.
Pour la validation, l’écoulement autour d’un cylindre circulaire a été étudié, notamment le
phénomène de relâcher tourbillonnaire connu sous le nom d’allée de Von Karman. La même
démarche de validation et de vérification a également été appliquée au calcul des efforts
après l’implémentation de la méthode des réactions. Enfin, la méthode a été appliquée à
différentes géométries en deux dimensions afin d’établir des courbes de référence pour les
valeurs moyennes de moment, de force de portance et de force de traînée pour des écoulements
instationnaires à bas nombre de Reynolds (Re ≤ 500).
Les résultats produits permettent, outre l’obtention des valeurs moyennes permettant le di-
mensionnement de structures, de réaliser différentes analyses. Nous avons notamment appli-
qué les critères de Den Hartog et de Blevins, deux approches quasi-statiques permettant de
prédire respectivement l’apparition d’instabilité de galop en translation et en rotation.
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ABSTRACT
The aims of this project are to improve, verify and validate a spectral element method and
to implement the reaction method in order to compute the forces and moments that apply
on bluff bodies in incompressible flow.
The use of the spectral element method and a new approach for computing the moment by
using the reaction method define the originality of this project. Furthermore, since there are
few data available for the moment in the present literature, the time average values of the
forces and moments as a function of the incidence angle will be given for several bluff bodies
in two dimensions.
The spectral element method relies on non-equidistributed degrees of freedom on the ele-
ment. In this project we use the Gauss-Legendre-Lobatto point sets in order to achieve p-
convergence, thus obtaining better convergence rate than the standard finite element method.
Before computing the force and moment, the code will be verified and validated to ensure the
spectral element method accuracy. Verification will be based on the method of manufactured
solutions and the convergence rate of the spectral and finite element method will be studied.
The flow around a circular cylinder and the vortex shedding phenomenon known as the Von
Karman street will be studied for validation phase. Verification and validation process will
also be applied to the reaction method. Finally, the method has been applied to several
bodies in two-dimensions in order to compute the forces and moments, thus we provide data
for the mean drag, lift and moment for unsteady flows at low Reynolds numbers (Re ≤ 500).
We show that the results obtained can be used for different analyses. In particular, we
have applied the Den Hartog and Blevins criteria for predicting transverse and rotational
galloping, respectivly.
vii
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1CHAPITRE 1 INTRODUCTION
Du fait de ses nombreuses applications aussi bien en sciences que dans l’industrie, la mé-
canique des fluides numérique est un domaine de recherche en perpétuelle évolution. C’est
pourquoi ce projet traite de la théorie et de l’utilisation d’une méthode récente de calcul
numérique en mécanique des fluides, la méthode des éléments spectraux.
Les objectifs de ce projet sont d’améliorer, vérifier et valider un code numérique utilisant
la méthode des éléments spectraux et d’implanter la méthode des réactions au sein de ce
même code afin de calculer efficacement les efforts fluides en écoulement de Navier-Stokes
incompressible, et finalement d’appliquer ces différentes méthodes à des cas concrets en deux
dimensions pour de faibles nombres de Reynolds Re < 500.
Ce mémoire est divisé en 5 chapitres distincts. Tout d’abord, on effectuera une brève revue
de littérature portant sur l’histoire et les applications de la méthode des éléments spectraux
ainsi que sur le calcul d’efforts en écoulement incompressible.
Le chapitre 2 consiste en une explication théorique de la méthode des éléments spectraux et
de l’approche Galerkin-continu en éléments finis, on y expliquera également les principales
différences entre la méthode des éléments spectraux et la méthode des éléments finis.
Le chapitre 3 sera consacré à la vérification et validation du code de calcul utilisé pour ce
projet. Phases essentielles dans le développement de tout code de calcul, elles permettent de
s’assurer de la véracité des résultats. La vérification sera effectuée par la méthode des solu-
tions manufacturées et la validation se fera sur l’écoulement laminaire autour d’un cylindre
circulaire.
Le chapitre 4 traitera de la théorie de la méthode des réactions et de son implantation dans
le code, cette dernière permettra le calcul d’efforts sur des objets immergés, on proposera
notamment une méthode innovante de calcul des moments basée sur la méthode des réactions.
Enfin, au chapitre 5, la méthode des éléments spectraux et la méthode des réactions, ayant
été vérifiées et validées, seront appliquées au calcul d’efforts sur différentes géométries 2D
au sein d’écoulements laminaires à bas nombres de Reynolds (Re < 500). Le but de ces
simulations étant d’obtenir les courbes d’efforts moyens en fonction de l’angle d’attaque. On
présentera alors les démarches de calcul, les résultats et les différentes analyses réalisables à
partir de ces simulations.
2CHAPITRE 2 REVUE DE LITTÉRATURE
2.1 Méthode des éléments spectraux
2.1.1 Historique
La méthode des éléments spectraux est une adaptation de la célèbre méthode des éléments
finis. Cette dernière permet la résolution d’équations aux dérivées partielles sur des domaines
finis en discrétisant l’espace en sous domaines de calcul et est donc utilisée dans de nombreuses
branches de la physique et de l’ingénierie.
La méthode des éléments finis a été développée dans les années 1950 dans le cadre des pro-
blèmes d’analyse de contraintes en élasticité linéaire (Turner et al., 1956). La méthode a
rapidement évolué vers l’utilisation de formulations variationnelles basées sur des considéra-
tions énergétiques, permettant son utilisation dans de nombreux domaines. Elle a également
été théorisée mathématiquement vers la fin des années 1960, début des années 1970 (Greene
et al., 1969; Babuska et Aziz, 1972; Whiteman, 1973). Les premières applications de la mé-
thode à la mécanique des fluides sont apparues au début des années 1970 (Finlayson, 1974;
Martin, 1968; Oden, 1970) et ont conduit à l’émergence de différents types d’éléments dont
les célèbres Taylor-Hood (Taylor et Hood, 1973) et Crouzeix-Raviart (Crouzeix et Raviart,
1973).
Les méthodes spectrales ont été décrites pour la première fois en 1977 par Gottlieb et al.
(1977), elles étaient alors considérées comme alternatives à la méthode des éléments finis. Les
différentes bases polynomiales utilisées par les méthodes et la théorie liée à ces dernières sont
décrites par Canuto et al. (2012); Boyd (2001), les méthodes étant à cette époque restreintes
à des géométries simples en une dimension (Pena, 2009). La phase de développement suivante
(Patera, 1984; Bernardi et al., 1990) a donné naissance à la méthode des éléments spectraux
en combinant l’application des méthodes spectrales à la théorie des éléments finis.
De nombreux ouvrages sont maintenant disponibles décrivant la théorie et les différentes
alternatives de programmation des méthodes utilisant les éléments finis (Reddy, 1993; Dhatt
et Touzot, 1981) et les éléments spectraux (Karniadakis et Sherwin, 2005; Pozrikidis, 2005).
Cependant, ce domaine est constamment en évolution comme en atteste les récents travaux
de Pacciarini et al. (2016) visant à réduire les coût de calculs, de Abdi (2015) qui cherche
à minimiser les problèmes de portabilité du code liés à l’utilisation en parallèle de plusieurs
CPU (multi-threading) ou encore de Sébastien (2015) qui démontre la nécessité d’adapter les
codes de calcul à des problèmes physiques spécifiques, dans ce cas à un couplage fort entre
3ondes sismiques et hydro-acoustiques.
2.1.2 Applications récentes
L’efficacité de la méthode spectrale a conduit à son utilisation intensive dans de nombreux
domaines scientifiques et ne se limite pas seulement à la mécanique des fluides. Les applica-
tions les plus récentes de la méthode des éléments spectraux sont éclectiques, on se propose de
donner un bref aperçu de ces dernières pour illustrer la diversité des domaines d’application
concernés.
En mécanique des solides Hong et Lee (2015) proposent l’étude du comportement dynamique
et de la propagation des ondes aux sein de barres axiales aux propriétés mécaniques non-
uniformes, Park et al. (2015) l’étude des vibrations transverses au sein des plaques minces
et Zhao et al. (2015) la réponse viscoélastique de l’asphalte à un chargement. La méthode
spectrale est également très utilisée en sismologie pour l’étude de la propagation des ondes
sismiques (Peter et al., 2015). En électromagnétique Mahariq et al. (2015b) comparent la
précision de la méthode avec celles des éléments finis et des différences finies et l’emploient
afin de calculer le champ électrique généré par un cylindre conducteur parfait (Mahariq et al.,
2015a).
La méthode des éléments spectraux est donc également largement utilisée en mécanique des
fluides afin de simuler divers comportements rencontrés dans de nombreuses branches de
l’industrie, on se propose de donner quelques exemples des travaux les plus récents dans le
domaine utilisant la méthode spectrale. Thompson et al. (2014) étudient le comportement des
sillages de cylindres elliptiques à bas nombre de Reynolds Re < 400 en deux et trois dimen-
sions, Peppa et Triantafyllou (2016) et Peppa et al. (2016) simulent l’écoulement autour d’un
cylindre forcé d’osciller dans la direction de l’écoulement et transversalement, Appelquist
et al. (2016) réalisent l’étude numérique d’un disque en rotation au sein d’un fluide et fina-
lement Ng et al. (2016) proposent une étude en DNS d’un écoulement turbulent pleinement
développé dans un canal, en s’intéressant à l’influence de la forme des nervures présentes sur
ce dernier.
2.2 Calcul d’efforts
2.2.1 Cylindre circulaire et allée de Von Karman
Le cylindre circulaire est de loin la forme la plus étudiée lorsque l’on s’intéresse au calcul
d’efforts sur des objets immergés, cela s’explique par les nombreuses applications directes
4dans les différents domaines de l’industrie, le cylindre circulaire étant extrêmement répandu
(cheminée, risers pétroliers, mât de bateau), et par sa géométrie simple donc facile à étudier
numériquement, comme expérimentalement. Du fait de la grande quantité de données dis-
ponibles, nous avons choisi d’effectuer la phase de validation du code sur cet exemple pour
de bas nombres de Reynolds (Re < 400). Il existe énormément d’études pour cette gamme
de nombres de Reynolds, Zdravkovich (1997) a recensé tous les travaux publiés avant 1938,
on pourra citer également en expérimental Coutanceau et Bouard (1977); Taneda (1956);
Norberg (1994); Wen et Lin (2001); Cimbala et al. (1988) et en numérique Rajani et al.
(2009); Kalro et Tezduyar (1997); Thompson et al. (2014); Behara et Mittal (2010); Johnson
et al. (2001); Karniadakis et Sherwin (2005), en gardant en tête que ce ne sont que quelques
exemples parmi tant d’autres, regrouper toute la littérature sur ce sujet représenterait un
travail titanesque.
Les différents types d’écoulements en régime laminaire sont représentés à la figure 2.1. On
a, pour un nombre de Reynolds supérieur à environ 40, apparition d’une instabilité, c’est la
fameuse allée tourbillonnaire de Von Karman, étudiée depuis plus d’un siècle à partir des
travaux précurseurs des célèbres Strouhal (1878); Von Karman (1911); Bénard (1908). Le
caractère instationnaire de l’écoulement nécessite de moyenner les valeurs des efforts sur un
certain nombre de périodes lorsque l’écoulement a atteint sont état périodique, à l’inverse
des deux premiers régimes stationnaires, (voir figure 2.1), pour lesquels les valeurs sont fixes.
On note que la valeur du nombre de Reynolds de transition pour l’apparition du relâcher
tourbillonnaire est encore aujourd’hui étudiée (Rajani et al., 2009; Thompson et al., 2014;
Johnson et al., 2001; Henderson, 1995). De plus, en numérique comme en expérimental,
de nombreux paramètres peuvent influer sur les valeurs des efforts et le déclenchement de
l’instabilité, comme le ratio de blocage (Kumar et Mittal, 2006a) ou le choix des conditions
initiales (Laroussi et al., 2014). Enfin, on fera remarquer qu’à partir d’un certain nombre de
Reynolds, (voir figure 2.1), on a émergence de modes 3D, ces derniers ne seront pas étudiés
dans ce document, on donne néanmoins quelques exemples d’études sur ce sujet (Karniadakis
et Sherwin, 2005; Thompson et al., 2014; Kalro et Tezduyar, 1997; Rajani et al., 2009). Ces
études montrent que le fait de ne pas considérer les modes 3D a tendance à surévaluer les
efforts sur le cylindre du fait de la décorellation axiale de l’écoulement.
2.2.2 Géométries 2D et calcul d’efforts
Un des principaux objectifs de ce projet est d’obtenir les courbes d’efforts moyens, portance,
traînée et moment, en fonction de l’angle d’attaque pour différentes géométries. Le cylindre
circulaire étant symétrique, ces courbes n’ont pas de sens puisqu’on ne peut pas définir d’angle
5Figure 2.1 Différents régimes d’écoulement autour d’un cylindre circulaire (Lienhard, 1966).
d’attaque. Les deux premiers cas que nous traiterons sont des géométries assez courantes pour
que l’on trouve des valeurs déjà existantes dans la littérature, à savoir une ellipse de ratio
2 :1 et une plaque plane.
Ainsi pour l’ellipse Alonso et al. (2010) donnent les valeurs des coefficients de portance et de
traînée pour des angles d’attaque variant de 0 à 90 degrés mais pour une plage de nombres
de Reynolds bien supérieure à celle que nous étudions (Re > 2.105), les valeurs provenant
d’essais en souﬄerie. Thompson et al. (2014) et Johnson et al. (2001) donnent des valeurs pour
la portance et la traînée dans la gamme de nombres de Reynolds étudiée, mais uniquement
lorsque le grand axe de l’ellipse est perpendiculaire au sens de l’écoulement. Des valeurs
de moment sont données par Ota et al. (1987), mais encore une fois pour des nombres de
Reynolds trop élevés pour notre étude.
Pour la plaque plane, on fait la même constatation que sur l’ellipse pour les résultats de
Thompson et al. (2014) et Johnson et al. (2001). On en conclue qu’il est difficile d’obtenir
des valeurs d’efforts moyens en fonction de l’angle d’attaque dans notre gamme de nombres
de Reynolds même pour des géométries relativement simples et que les valeurs de moment
sont beaucoup moins répandues que celles de portance et de traînée.
On notera également que si les forces de portance et de traînée peuvent bien souvent être
obtenues par la méthode des réactions dans les codes commerciaux, les moments appliqués
aux objets immergés sont eux obtenus par intégration du cisaillement et de la pression sur
les parois, entraînant une erreur supplémentaire lors de l’évaluation du gradient du champ
6de vitesse. La méthode de calcul proposée dans ce mémoire permet de pallier ce problème et
donc d’obtenir, à nombre de degrés de liberté égal, une meilleure précision sur le calcul des
moments.
2.2.3 Applications
La détermination des efforts moyens permet, entre autres, d’obtenir des valeurs cruciales pour
le dimensionnement de structures, et, surtout, il est possible à partir des courbes de réaliser
des analyses quasi-statiques afin de déterminer les zones d’instabilité de galop en translation,
pour les courbes de traînée et de portance, et de galop en rotation pour la courbe de moment.
∂FD
∂θ
+ FL < 0
∂M
∂θ
< 0
Den Hartog Blevins
Figure 2.2 Critères nécessaires d’instabilité quasi-statique pour le galop transverse et le galop
en rotation.
La détermination du critère d’instabilité quasi-statique pour le galop transverse,(voir figure
2.2), a été réalisée par Den Hartog (1985). Depuis, de nombreuses études ont été menées sur
diverses géométries vérifiant ainsi la validité du critère (Robertson et al., 2003a; Barrero-Gil
et al., 2009; Joly et al., 2012; Ibarra et al., 2014; Alonso et al., 2010).
Le critère d’instabilité pour le galop en rotation,(voir figure 2.2), a été developpé par Blevins
(1990) et découle directement des travaux de Den Hartog (1985). Cette instabilité a été
beaucoup moins étudiée que la précédente. Les études trouvées se limitent à quelques formes,
la géométrie la plus traitée étant le cylindre carré. On cite certaines études récentes validant
ce critère (Robertson et al., 2003a,b; Shiraz, 2014).
Ces instabilités doivent être prises en compte dans de nombreux domaines de l’ingénierie,
car les oscillations engendrées peuvent avoir des effets désastreux. En effet, le phénomène de
galop est une des causes majeures de l’effondrement du célèbre pont de Tacoma, le "Tacoma
Narrows Bridge" (Scanlan, 1979) surnommé ironiquement après l’incident le "Galloping Ger-
tie". On voit clairement sur l’image de gauche de la figure 2.3 l’amplitude impressionnante du
mouvement en torsion du pont, lié aux instabilités en rotation, qui va mener à la destruction
de la structure à droite.
Les domaines d’application du phénomène de galop sont variés, allant de la dynamique des
câbles soumis à la pluie et au vent (Burton et al., 2005), aux mouvements des panneaux de
7Figure 2.3 Effondrement du pont de Tacoma.
signalisation (Pulipaka et al., 1998). Une application originale est proposée par Barrero-Gil
et al. (2010) qui décrivent un dispositif permettant d’extraire de l’énergie du mouvement
de galop transverse, dans la continuité des travaux de Bernitsas et al. (2008) qui proposent
d’extraire l’énergie des vibrations induites par vortex (VIV).
On notera tout de même que les théories utilisées sont quasi-statiques et ne peuvent donc
pas capturer tous les effets dynamiques du fluide. Pour le mouvement d’une ellipse au sein
d’un fluide Weymouth (2014) a montré que pour des nombres de Reynolds aussi faibles que
Re = 200, la dynamique peut être chaotique, même en présence d’amortissement structurel.
Pour conclure, on dira que le calcul d’effort en écoulement peut donner lieu à d’innombrables
applications dans de nombreux domaines de l’ingénierie comme, l’aéronautique (Wang, 2014),
l’éolien (Mao et Hogg, 2014), l’off-shore pétrolier (Serson et al., 2015) et bien d’autres.
8CHAPITRE 3 MÉTHODE DES ÉLÉMENTS SPECTRAUX
Nous allons dans ce chapitre détailler les équations liées aux différentes physiques des pro-
blèmes traités ainsi que la théorie de la méthode des éléments spectraux et a fortiori celui de
la méthode des éléments finis. On parlera également du code de calcul utilisé pour ce projet.
3.1 Physique - forme forte
3.1.1 Diffusion thermique
Différents tests de vérification présentés dans la suite de ce document ont été réalisés sur des
exemples de diffusion thermique stationnaire et ce en une, deux et trois dimensions. De plus,
pour plus de clarté, certains points théoriques sur la méthode des éléments spectraux et sur
la méthode des réactions seront expliqués grâce aux équations de diffusion.
On se propose donc de rappeler ici la forme générale de l’équation de diffusion thermique
stationnaire :
−∇ · (k∇T ) = f (3.1)
Où k est la conductivité thermique en (W.m−1.K−1) et f est un éventuel terme de production
de chaleur en (W.m−3).
3.1.2 Navier-Stokes incompressible
Les résultats que l’on cherche à obtenir concernent les efforts appliqués à des corps immer-
gés, les écoulements considérés sont définis physiquement par les équations de Navier-Stokes
avec l’hypothèse de fluide newtonien visqueux incompressible. On a, en l’absence de forces
volumiques :
∇ · u = 0 (Continuité) (3.2)
ρ
∂u
∂t
+ (u · ∇) u
 = ∇ · σ (Quantité de mouvement) (3.3)
Avec σ = −pI + µ(∇u +∇Tu) le tenseur des contraintes en (Pa), ρ la masse volumique en
9(kg.m−3) et µ la viscosité dynamique en (Pa.s−1).
3.1.3 Adimensionnalisation
Le processus d’adimensionnalisation d’une équation permet de classer facilement les différents
problèmes traités en fonction de paramètres adimensionnels, dans notre cas le nombre de
Reynolds. On fera également remarquer que l’adimensionnalisation joue un rôle direct sur le
conditionnement du système matriciel à résoudre. C’est pourquoi dans la suite de ce mémoire
nous n’utiliserons que la forme adimensionelle des équations données ci-dessous :
∇∗ · u∗ = 0 (Continuité)
(3.4)
∂u∗
∂t∗
+ (u∗ · ∇∗) u∗ = −∇∗p∗ +∇ ·
 1
Re
(∇∗u∗ +∇∗Tu∗)
 (Quantité de mouvement)
(3.5)
Cette forme adimensionelle est basée sur une vitesse de référence U0 et une longueur de
référence L0, on a alors :
u = u∗U0, t = t∗
L0
U0
, p = p∗p0, ∇ =
1
L0
∇∗ (3.6)
On peut alors définir des variables adimensionnelles, le nombre de Reynolds (Re) et le nombre
de Strouhal (St) :
Re =
ρU0L0
µ
, St =
fL0
U0
(3.7)
où f est la fréquence des relâchers tourbillonnaires.
On se propose également de définir les efforts adimensionnels et leurs coefficients respectifs
pour des simulations en 2D. On donne, dans l’ordre, les forces de traînée, de portance et le
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moment :
F ∗D =
FD
ρL0U20
, F ∗L =
FL
ρL0U20
, M∗ =
M
ρL20U
2
0
(3.8)
CD = 2F ∗D CL = 2F ∗L CM = 2M∗ (3.9)
On remarquera, en comparant les formes des équations (3.3) et (3.5), que pour travailler en
forme adimensionnelle avec un algorithme utilisant la forme dimensionnelle des équations de
Navier-Stokes comme le code utilisé pour ce projet, il suffit de poser ρ = 1 et µ = 1/Re.
Pour conclure, le reste de ce mémoire n’utilisant que la forme adimensionnelle, on se passera
de la notation en ·∗ et on supposera, sauf indication contraire, que tous les résultats présentés
sont adimensionnels.
3.2 Formulation faible
La méthode des éléments finis est basée sur la formulation variationnelle des équations à
résoudre. Cette forme faible des équations est obtenues en multipliant les équations par des
fonctions test et en les intégrant sur l’ensemble de leurs domaines de définition. Elles sont à
la base de différentes méthodes de résolution numérique d’équations aux dérivées partielles.
Nous détaillerons dans cette section les formulations variationnelles des équations vues pré-
cédemment, on rappellera également la définition des espaces solutions de nos équations ainsi
que le calcul de norme dans ces derniers.
3.2.1 Espace solution - Normes
On va définir ici certains espaces utiles à notre étude, on donne ainsi la définition de deux
espaces de Sobolev :
L2(Ω) =
{
u(x, y, z) : Ω→ R|
∫
Ω
u2 dV <∞
}
(3.10)
H1(Ω) =
{
u(x, y, z) ∈ L2(Ω)|
∫
Ω
(∇u)2 dV <∞
}
(3.11)
On peut alors définir le calcul d’erreur dans les deux normes, où uv est la solution exacte :
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0,Ω = ||u− uv||0,Ω =
(∫
Ω
(u− uv)2 dV
) 1
2
(3.12)
1,Ω = ||u− uv||0,Ω =
(∫
Ω
(u− uv)2 dV +
∫
Ω
(∇u−∇uv)2 dV
) 1
2
(3.13)
3.2.2 Forme faible - Diffusion thermique
Considérons l’équation (3.1) sur un espace Ω avec la frontière Γ, cette dernière est multipliée
par une fonction test φ ∈ W et intégrée sur Ω :
−
∫
Ω
φ∇ · (k∇T ) dV =
∫
Ω
φf dV (3.14)
En utilisant le théorème de la divergence, on obtient la formulation faible pour la diffusion
thermique :
∫
Ω
∇φ · k∇T dV =
∫
Ω
φf dV +
∫
Γ
φk∇T · n dS (3.15)
L’inconnue du problème T est la variable primaire et les termes apparaissant au bord du
domaine les variables secondaires, dans ce cas le flux thermique (−k∇T · n).
De plus on a (φ, T ) ∈ W = H1(Ω).
3.2.3 Forme faible - Navier-Stokes
Comme pour la diffusion thermique, on considère les équations (3.2) et (3.5), l’équation de
continuité est multipliée par une fonction test q ∈ Q et les équations de conservation du
mouvement par φ ∈ V , en intégrant sur Ω on a :
∫
Ω
q(∇u) dΩ = 0 (3.16)
∫
Ω
φ · ρ
∂u
∂t
+ (u · ∇) u
 dΩ = ∫
Ω
φ · ∇ · σ dΩ (3.17)
En utisant le théorème de la divergence, on obtient la formulation faible des équations de
Navier-Stokes :
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∫
Ω
q (∇ · u) dΩ = 0 (3.18)
∫
Ω
φ · ρ
∂u
∂t
+ (u · ∇) u
 dΩ + ∫
Ω
σ : ∇φ dΩ =
∫
Γ
φ · (σ · n) dS (3.19)
avec σ : ∇φ = −p∇ · φ+ µ(∇u +∇Tu) : ∇φ.
Les variables primaires correspondent aux vitesses u et les variables secondaires correspondent
aux tractions t = σ ·n où n est la normale extérieure à la frontière considérée et σ correspond
aux contraintes globales incluant la pression et les efforts visqueux.
De plus, on notera que (p, q) ∈ Q = L2(Ω) et (u,φ) ∈ V = [H1(Ω)]n où n varie de un à trois
suivant la dimension du problème.
3.3 Méthode de Ritz-Galerkin
On se propose dans cette section de détailler la méthode de Ritz (1908), méthode précurseur
des éléments finis. En effet, la méthode de Ritz utilise des fonctions d’interpolation globales,
définies sur tout le domaine de calcul, là où la méthode des éléments finis va utiliser des
fonctions d’interpolation définies localement, sur une version discrétisée de l’espace de calcul.
La description de la méthode de Ritz sera réalisée sur l’exemple de diffusion pour plus de
clarté. Elle consiste à approximer la solution par des fonctions d’interpolation ψ :
T ≈ TN(x) =
N∑
j=1
Tjψj (3.20)
Ces fonctions doivent respecter les conditions aux limites homogènes sur les variables pri-
maires (les conditions de Dirichlet). On notera que si les conditions sont non-homogènes, il
est nécessaire d’imposer un relèvement. On suppose des conditions de Dirichlet nulles impo-
sées sur la frontière ΓD et des conditions de Neumann sur la frontière ΓN (ΓN ∪ΓD = Γ). On
peut alors en utilisant (3.15) écrire :
N∑
j=1
Tj
∫
Ω
∇φ · k∇ψj dV =
∫
Ω
φf dV +
∫
ΓN
φk∇T · n dS +
∫
ΓD
φk∇T · n dS (3.21)
L’approche de Galerkin consiste à prendre les fonctions test égales aux fonctions d’interpo-
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lation φ = ψi avec i = 1...N . Cela a pour effet de faire disparaitre l’intégrale de bord là ou
les conditions de Dirichlet sont imposées, on respecte ainsi le principe physique selon lequel
on ne peut imposer simultanément une variable primaire et une variable secondaire en un
même endroit. On a alors pour i allant de 1 à n :
N∑
j=1
Tj
∫
Ω
∇ψi · k∇ψj dV =
∫
Ω
ψif dV +
∫
ΓN
φk∇T dS (3.22)
N∑
j=1
a(ψi, ψj)Tj = l(ψi) 1 ≤ i ≤ N (3.23)
Les fonctions ψj sont définies sur l’espace Ω, elles doivent respecter les conditions limites et
être linéairement indépendantes.
On a donc à résoudre le système matriciel :

a(ψ1, ψ1) · · · a(ψ1, ψN)
... ...
a(ψN , ψ1) · · · a(ψN , ψN)


T1
...
TN
 =

l(ψ1)
...
l(ψN)
 (3.24)
Cette méthode trouve ses limites pour des domaines de géométrie complexe, du fait de la
définition globale des fonctions d’interpolation et de la construction de la fonction de relè-
vement devant respecter les conditions limites. La méthode des éléments finis permet, en
discrétisant l’espace, de pallier cette difficulté.
On notera également qu’on préfère bien souvent travailler en correction, notamment pour la
résolution de problèmes non linéaires, on a alors pour une inconnue quelconque u, u(x) =
u0(x) + δu(x) où u0 est une solution initiale. Le système devient pour la diffusion :
AδT = B−AT0 (3.25)
3.4 Méthode des éléments finis
La méthode des éléments finis consiste à subdiviser l’espace en un nombre nel de sous-
intervalles appelés éléments, cette démarche permet de traiter relativement facilement des
problèmes sur des géométries complexes et ce en une, deux ou trois dimensions.
Les éléments sont constitués d’un certain nombre de noeuds géométriques permettant de
définir la géométrie de ces derniers, ils seront utilisés pour réaliser la transformation vers
l’élément de référence. Ces noeuds géométriques permettent également de définir la géométrie
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du domaine global de calcul.
Sur chaque élément K sont également définis des noeuds d’interpolation, à chacun de ces
noeuds on associe une (ou plusieurs, si le problème comporte plusieurs variables primaires)
inconnue appelée degré de liberté du système. Ces inconnues ont une signification physique
puisqu’elles correspondent à la valeur des variables primaires aux noeuds de calcul considérés.
On doit alors résoudre un problème discret avec nDDL inconnues. En réalité, certains degrés
de liberté sont imposés par les conditions de Dirichlet, on a alors pour un problème ayant
une variable primaire u :
u =

u1
...
unDDL
 =
 uINC
uDIR
 et δu =

δu1
...
δunDDL
 =
 δuINC
0
 (3.26)
où la partie inférieure des vecteurs inconnus correspond aux DDL concernés par les condi-
tions de Dirichlet dont les valeurs sont connues et la partie supérieure correspond aux DDL
inconnus.
3.4.1 Formulation variationnelle élémentaire
On considère alors la formulation variationnelle des équations sur chaque élément K, pour
la diffusion thermique en travaillant en correction, on obtient :
∫
K
∇φ · k∇δT dV =
∫
K
φf dV +
∫
∂K
φk∇T · n dS −
∫
K
∇φ · k∇T0 dV (3.27)
ou ∂K représente le bord de l’élément.
Le traitement des conditions limites sera détaillé plus tard, ce dernier ne concernant que les
éléments situés au bord du domaine.
On peut alors appliquer la méthode de Ritz sur l’élément, on associe à chaque noeud de calcul
une fonction d’interpolation ψj(x). Le nombre de noeuds de calculs nKd dépend du choix fait
sur les éléments (linéaire, quadratique, etc). On a alors sur chaque élément :
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T (x) ' TK0 (x) + δTK(x) (3.28)
δTK(x) =
nKd∑
j=1
δTKj ψ
K
j (x) et TK0 (x) =
nKd∑
j=1
TK0j ψ
K
j (x) (3.29)
Les inconnues du système sont donc les δTKj , dont les valeurs ne sont pas connues s’il n’y a
pas de conditions de Dirichlet imposées sur ces noeuds. Les fonctions d’interpolation ne sont
plus définies globalement mais localement sur chaque élément. On prend alors φ(x) = ψKi (x)
(Ritz-Galerkin), pour i variant de 1 à nKd et on obtient un système élémentaire de taille nKd
par nKd
nKd∑
j=1
[∫
K
(
∇ψKi · k∇ψKj
)
dV
]
︸ ︷︷ ︸
aKij
δTKj =
∫
K
ψKi f dV −
∫
K
∇ψKi · k
nKd∑
j=1
(
TK0 ∇ψKj
)
dV

︸ ︷︷ ︸
fKi
(3.30)
+
[∫
∂K
ψik∇T · n dS
]
︸ ︷︷ ︸
sKi
La formulation donnée ci-dessus requiert la construction des fonctions d’interpolation ψKj
sur chaque élément, une procédure coûteuse et non-triviale. Afin d’effectuer un minimum
d’opérations, tous les éléments du maillage sont rapportés à un élément de référence.
3.4.2 Passage à l’élément de référence
Le passage à l’élément de référence permet d’effectuer un choix unique de fonction d’interpo-
lation pour tous les éléments du maillage. On réalise ainsi une transformation géométrique
pour chaque élément, on cherche à faire correspondre chaque noeud géométrique xKi de l’élé-
ment K dans l’espace réel à un noeud ξKi de l’élément Kˆ de l’espace de référence :
Élément physique Élément de référence
(TK)−1
x = [x, y, z] 
 ξ = [ξ, η, ζ]
(TK)
La transformation géométrique TK doit être inversible, on cherche à construire une base
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polynomiale de dimension égale au nombre de noeuds géométriques des éléments considérés
nKg . La transformation géométrique est la suivante :
x =
nKg∑
i=1
xKi Li(ξ) (3.31)
Li(ξj) = δij (3.32)
L’interpolation lagrangienne permet de respecter la propriété (3.32), les fonctions Li(ξ) sont
donc les fonctions d’interpolation de Lagrange. La construction de ces dernières ne sera pas
détaillée ici, pour plus de détails on invite le lecteur à consulter Fortin et Garon (2009). On
donne néanmoins la forme des fonctions en une dimension pour m points :
Li(ξ) =
m∏
j=0,j 6=i
ξ − ξj
ξi − ξj (3.33)
Dans la suite de ce mémoire, les éléments utilisés approximeront toujours la géométrie de ma-
nière quadratique, en deux dimensions on utilisera des quadrangles Q9, l’élément de référence
est donné à la figure 3.1.
•
•••
•
• • •
•
(0,0)
(1,1)(0,1)(-1,1)
(-1,0)
(-1,-1) (0,-1) (1,-1)
(1,0) ξ
η
Élément de référence Kˆ
•
•
•
•
•
•
•
•
•
(xK9 , yK9 )
(xK1 , yK1 )
(xK5 , yK5 )
(xK2 , yK2 )
(xK6 , yK6 )
(xK3 , yK3 ) (xK7 , yK7 )
(xK4 , yK4 )
(xK8 , yK8 )
Élément physique K
(TK)−1
TK
Figure 3.1 Passage à l’élément de référence pour les quadrangles Q9.
Muni de la transformation géométrique, il reste désormais à transformer la forme faible
élémentaire sur l’élément de référence, les fonctions d’interpolation deviennent alors ψKi (x) =
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ψˆi(ξ) pour tous les noeuds d’interpolation de coordonnées x = TK(ξ). On notera l’abandon
de l’indice K sur l’élément de référence. En effet, puisque tous les éléments sont rapportés à
ce dernier, les fonctions d’interpolation sont maintenant définies pour tous les éléments.
Pour réaliser la transformation de la forme élémentaire, il est nécessaire de définir certaines
matrices afin de transformer les dérivées partielles. On introduit la matrice jacobienne de la
transformation DK :
DK =

∂x
∂ξ
∂x
∂η
∂x
∂ζ
∂y
∂ξ
∂y
∂η
∂y
∂ζ
∂z
∂ξ
∂z
∂η
∂z
∂ζ

(3.34)
Les coefficients de cette matrice sont calculés à partir de l’interpolation géométrique 3.31.
Le déterminant de la matrice s’appelle le jacobien JK , il doit être non-nul pour que la
transformation TK soit inversible. On peut alors obtenir les dérivées grâce à la règle de
dérivation des fonctions composées, on obtient les relations utiles à la transformation :
ψK(x, y, z) = ψˆ(ξ, η, ζ) (3.35)[
∇xψK(x, y, z)
]
= (WK)
[
∇ξψˆ(ξ, η, ζ)
]
(3.36)
dV = JKdVˆ (3.37)
où WK = (DK)−T .
On se propose de réécrire à titre d’exemple le terme aKij après passage à l’élément de référence :
aKij =
∫ 1
−1
(
k
[
∇ξψˆi(ξ)
]T
(WK)T (WK)
[
∇ξψˆj(ξ)
])
JK dVˆ (3.38)
Les fonctions d’interpolation ψˆ(ξ) étant les mêmes pour tous les éléments, le calcul des termes
élémentaires diffère uniquement par les coordonnées des noeuds géométriques de chaque élé-
ment. En effet, il faut pour chaque élément calculer la matriceWK et le jacobien JK . Cepen-
dant, les fonctions ψˆ(ξ) et leurs dérivées sont toujours les mêmes et ne sont calculées qu’une
seule fois. Cette démarche est beaucoup plus efficace numériquement que de devoir définir
des fonctions d’interpolation sur chaque élément, les coordonnées des noeuds géométriques
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étant toujours accessibles via le maillage du domaine. On notera que les fonctions ψ(x) ne
sont jamais calculées explicitement.
On rappelle que, pour notre exemple, nous avons le système élémentaire :

a11 · · · a1nK
d... ...
anK
d
1 · · · anK
d
nK
d

︸ ︷︷ ︸
AK

δTK1
...
δTK
nK
d

︸ ︷︷ ︸
δTK
=

fK1
...
fKnD

︸ ︷︷ ︸
fK
+

sK1
...
sKnD

︸ ︷︷ ︸
sK
(3.39)
Pour calculer les coefficients du système élémentaire il reste alors à choisir les fonctions d’in-
terpolation ψˆ(ξ) et à définir la position des noeuds d’interpolation sur l’élément de référence
(ξ1, ..., ξnd) ainsi que la règle d’intégration numérique. C’est sur ces deux derniers points que
la méthode spectrale diffère de la méthode des éléments finis.
3.4.3 Fonctions d’interpolation
Le choix des fonctions d’interpolation ψˆi(ξ) dépend de l’espace solution des équations à
résoudre, dans notre cas H1. Il est alors nécessaire de s’assurer de la continuité de l’approxi-
mation aux frontières des éléments. On cherche également à donner un sens physique aux
degrés de liberté, en obtenant une approximation de la variation de la variable primaire, dans
notre cas δT , à chaque noeud d’interpolation. La relation suivante doit alors être vérifiée :
δTK(xi) =
nKd∑
j=1
δTKj ψ
K
j (xi) =
nKd∑
j=1
δTKj ψ
K
j (ξi) = δTKi (3.40)
ce qui impose la condition suivante sur les fonctions ψˆi(ξ) :
ψˆj(ξi) = δij (3.41)
On retrouve la même condition qu’en (3.32), il est donc logique d’utiliser une fois de plus les
polynômes de Lagrange comme fonctions d’interpolation. La base polynomiale lagrangienne
est définie par le nombre de points d’interpolation choisi sur les éléments ce qui déterminera
la dimension nKd du système élémentaire. Le choix du degré des polynômes a une influence di-
recte sur la précision de la solution. On donne, à titre d’exemple, les fonctions d’interpolation
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et leur représentation sur des éléments en une dimension pour les approximations linéaire et
quadratique à la figure 3.2.
On notera également que pour n’importe quel choix de degré de polynôme, on a toujours :
nKd∑
i=1
ψi(x) =
nKd∑
i=1
ψˆi(ξ) = 1 (3.42)
Cette relation est importante pour la méthode des réactions détaillée au chapitre 5.
On remarque que, bien que nous ayons choisi la base lagrangienne pour notre interpolation,
cette dernière n’est pas la seule option possible. Les bases hiérarchiques sont, par exemple,
une des alternatives possibles.
3.4.4 Intégration numérique
Les différentes contributions élémentaires sont maintenant tous explicités, il ne reste plus
qu’à réaliser le calcul des intégrales. Le calcul analytique de ces dernières n’est pas toujours
possible, c’est pourquoi on utilise des méthodes d’intégration numérique. Ces dernières per-
mettent d’approximer ou de calculer exactement des intégrales en utilisant diverses règles de
quadrature. Les méthodes d’intégration numérique consistent à discrétiser les intégrales en
calculant les valeurs de leurs intégrandes en un nombre Q de points d’intégration, pondérés
par des poids w calculés en ces mêmes points. En notant EQ l’erreur d’intégration, on a alors :
∫ 1
−1
f(ξ)dξ =
Q∑
i=1
wif(ξi) + EQ(f) (3.43)
La position des points d’intégration ξi, ainsi que les valeurs des poids wi, dépendent de la
quadrature utilisée, on introduit la notation ξPQi comme les Q racines d’un polynôme P de
degré Q et on définit les polynômes de Legendre :
GQ(ξ) =
1
2QQ!
dQ
dξQ
[(ξ2 − 1)Q)] (3.44)
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-1 1 ξ
-1
ψˆ1(ξ) ψˆ2(ξ)
Linéaire
ψˆ1 =
(1− ξ)
2
ψˆ2 =
(1 + ξ)
2
-1 1 ξ
-1
ψˆ1(ξ) ψˆ2(ξ)
ψˆ3(ξ)
Quadratique
ψˆ1 =
ξ(ξ − 1)
2
ψˆ2 =
ξ(ξ + 1)
2
ψˆ3 = 1− ξ2
Figure 3.2 Interpolation linéaire et quadratique sur l’élément de référence Kˆ en 1D.
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Quadrature de Gauss-Legendre
Cette quadrature utilise des points d’intégration compris dans l’intervalle ξi ∈ [−1, 1] avec
i = 0, ..., Q, c’est la quadrature la plus couramment utilisée. Elle est définie pour une règle à
Q points d’intégration par :
ξi = ξ
PQ
i , i = 1, · · · , Q (3.45)
wi =
2
(1− x2)[G′Q(ξi)]
i = 1, · · · , Q (3.46)
EQ(f) = 0 si f(ξ) ∈ P2Q−1([−1, 1]) (3.47)
Cette quadrature permet donc d’intégrer exactement un polynôme de degré 2Q−1 ou inférieur
avec Q points d’intégration.
Quadrature de Gauss-Lobatto-Legendre
Cette quadrature utilise les points limites de l’intervalle comme points d’intégration, pour
une quadrature à Q points, il faut donc fixer les Q− 2 points restants, on a alors :
ξi =

−1, i = 1
ξ
P ′Q−1
i−1 i = 2, · · · , Q− 1
1, i = Q
(3.48)
wi =

2
Q(Q− 1), i = 1, Q
2
Q(Q− 1)[GQ−1(ξi)]2 i = 2, · · · , Q
(3.49)
EQ(f) = 0 si f(ξ) ∈ P2Q−3([−1, 1]) (3.50)
Cette quadrature est moins efficace que celle de Gauss-Legendre puisque pour Q points
d’intégration, elle intègre exactement un polynôme de degré 2Q − 3 ou moins, mais elle
possède de nombreux avantages pour la méthode spectrale, on va notamment utiliser la
même base nodale pour définir les points d’interpolation.
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3.4.5 Éléments spectraux
Tous les concepts nécessaires à la détermination du système élémentaire ont été explicités,
on se propose alors de décrire maintenant les principales différences entre éléments finis et
éléments spectraux.
La méthode des éléments spectraux est basée sur la convergence hp, en élément finis, on
utilise des interpolants d’ordre faible, on améliore alors la précision de la solution numérique
en raffinant le maillage. On augmente le nombre d’éléments afin d’obtenir la convergence des
résultats, c’est la h-convergence, (où h représente la taille des éléments). La p-convergence,
qui est à la base des méthodes spectrales, consiste à garder un maillage fixe et à augmenter le
degré des interpolants. La méthode des éléments spectraux est une combinaison de ces deux
moyens de raffinement de la solution et elle est donc également appelée méthode des éléments
"hp". On notera que lorsque l’on raffine le maillage, le taux de convergence de la solution se
comporte comme une puissance de h alors que lorsque l’on augmente l’ordre on obtient une
convergence spectrale, c’est à dire que l’erreur sur la solution décroit plus rapidement que
toute puissance de 1/p où p est l’ordre des interpolants (Pozrikidis, 2005).
La différence fondamentale au niveau théorique entre les éléments finis et les éléments spec-
traux réside dans le choix de la base nodale d’interpolation. En éléments finis les points
d’interpolation sont équidistants sur l’élément de référence, ce choix de base nodale produit
rapidement un problème lorsque l’on augmente le degré des interpolants. C’est le phénomène
de Runge. On a apparition d’oscillations parasites aux bords des éléments qui ne permettent
pas de capter précisément la solution, la p-convergence est alors limitée. La méthode des élé-
ments spectraux consiste alors à changer de base nodale pour contrer ce phénomène. Il existe
différentes bases nodales acceptables, on a fait le choix d’utiliser les points de Gauss-Lobatto-
Legendre (GLL) définis à l’équation (3.50). Ces derniers présentent de bonnes propriétés de
convergence et sont souvent utilisés (Pozrikidis, 2005; Pena, 2009; Karniadakis et Sherwin,
2005). Le fait de changer de base nodale remédie au phénomène de Runge comme le montre
la figure 3.3. On voit clairement le problème engendré par le choix de base nodale équiré-
partie aux extrémités du domaine et comment le passage à la base GLL permet de réduire
les amplitudes des oscillations pour un même nombre de points. L’utilisation des points de
Gauss-Lobatto-Legendre permet également de diminuer drastiquement l’augmentation du
conditionnement de la matrice globale avec l’augmentation du nombre de DDL lorsque l’on
augmente l’ordre des interpolants (voir Chapitre 4) et l’on peut ainsi utiliser efficacement la
p-convergence.
Il est courant dans la méthode des éléments spectraux de choisir les points d’intégration
comme étant les mêmes que les noeuds d’interpolation afin de réduire le nombre de coefficients
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Figure 3.3 Fonction d’interpolation à 9 points pour la base nodale équirépartie (a) et GLL
(b) - Interpolation de la fonction de Runge (en noir) en base nodale équirépartie (c) et GLL
(d).
non-nuls dans les matrices élémentaires. Supposons un élément à N noeuds d’interpolation
en base nodale GLL, les fonctions d’interpolation seront alors de degré N−1, on choisit donc
une quadrature GLL à N points. Comme les points d’intégration et les noeuds de calcul sont
aux mêmes positions, on a orthogonalité discrète des polynômes de Lagrange et pour toutes
formes dépendant des fonctions d’interpolation Mij(ψi, ψj) :
Mij '
N∑
k=1
wiψi(ξk)ψj(ξk) =
N∑
k=1
wiδikδjk = wiδij (3.51)
On notera que ce choix entraîne une intégration numérique suboptimale puisque les poly-
nômes intégrés sont de degré 2N −2 et qu’une quadrature GLL à N points permet d’intégrer
exactement un polynôme d’ordre 2N − 3. Cette méthode est tout de même largement uti-
lisée, l’erreur étant négligeable, elle permet notamment de diagonaliser la matrice masse en
Navier-Stokes incompressible. On précise que ce choix de points d’intégration n’est nullement
obligatoire.
Pour résumer, la méthode des éléments spectraux, bien que plus difficile à mettre en oeuvre
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que la méthode des éléments finis, permet d’utiliser, en changeant de base nodale, des inter-
polants de haut degré sans phénomène de Runge. On utilise ainsi une méthode basée sur la
convergence hp donnant un meilleur conditionnement de matrice et des solutions plus pré-
cises, à même nombre de DDL, que la méthode des éléments finis. Elle permet également de
réduire les temps de calcul et de minimiser l’espace mémoire utilisé.
3.4.6 Assemblage matriciel et conditions limites
Les différents termes élémentaires sont maintenant évaluables, il ne reste qu’à former le sys-
tème global en prenant en compte les contributions de tous les éléments. On ne s’attardera
pas sur les détails des algorithmes d’assemblage, ces derniers étant relativement aisés à com-
prendre. En bref, tous les degrés de liberté du système sont numérotés de 1 à nDDL et on
créé un vecteur d’adressage de longueur nel permettant d’associer la numérotation locale de
chaque noeud de calcul élémentaire avec la numérotation globale du système. En bouclant
sur les éléments et en utilisant le vecteur d’adressage, on construit le système global à partir
de contributions élémentaires.
AδT = f + s (3.52)
Supposons maintenant que les noeuds de calcul associés à des conditions de Dirichlet soient
numérotés en dernier, on obtient alors en reprenant l’exemple de diffusion thermique le sys-
tème global suivant :
 A11 A12
A21 A22
 δT I
0
 =
 f1
f2
+
 s1
sI2
 (3.53)
La partie basse du système correspond aux lignes concernées par les conditions de Dirichlet, on
ne connaît alors pas le vecteur sI2 puisqu’on ne peut imposer à la fois les variables primaires
et secondaires. On rappelle que le vecteur s correspond aux variables secondaires sur le
bord des éléments (voir équation (3.30)), après assemblage du système global, on a donc
logiquement les termes provenant des éléments au bord du domaine, ce sont les conditions
de Neumann mais on peut également imposer des termes correspondant à des sauts des
variables secondaires à la frontière d’éléments adjacents. Dans notre exemple, une production
thermique ponctuelle ou surfacique peut ainsi être imposée à l’intérieur du domaine, sinon
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ces termes sont nuls et le vecteur s est uniquement constitué des conditions de Neumann sur
le bord du domaine.
Le système global se réduit au final à :
A11δT
I = f1 + s1 (3.54)
Les autres coefficients de la matrice ne sont pas nécessaires et par conséquent ne sont pas
calculés, on notera néanmoins que la matrice A21 est utilisée pour la méthode des réactions
(voir chapitre 4).
La résolution du système global est très simple pour la diffusion thermique, l’équation étant
linéaire, une simple décomposition LU permet d’obtenir la solution. Pour Navier-Stokes, on
va avoir besoin d’algorithmes de résolution pour traiter la partie non linéaire des équations
et pour la discrétisation temporelle.
Pour finir, on notera qu’en réalité, la numérotation des degrés de liberté est générée par le
mailleur utilisé et elle ne suit pas de règles particulières. Cette numérotation joue un rôle
majeur sur la structure de la matrice. Les éléments n’ayant que peu de voisins, la plupart des
coefficients matriciels du système global seront nuls ; on obtient alors des matrices creuses
constituées principalement de zéros. Or, il est intéressant d’un point de vue numérique de
regrouper les termes non-nuls de la matrice près de la diagonale, la position des termes
étant determinée par la numérotation des degrés de liberté, on fait souvent appel à des
algorithmes d’optimisation et de renumérotation. Ces derniers vont alors tenter de réduire la
largeur de bande maximale de la matrice ou la somme des largeurs de bande de la matrice
en rénumérotant les dégrés de liberté. On obtient ainsi des matrices bandes permettant des
économies d’espaces mémoire et des gains de performances.
3.4.7 Navier-Stokes
On se propose maintenant de reprendre les équations de Navier-Stokes sous forme faible :
∫
Ω
φ · ρ
∂u
∂t
+ (u · ∇) u
 dΩ + ∫
Ω
µ(∇u +∇Tu) : ∇φ dΩ−
∫
Ω
p∇ · φ dΩ =
∫
Γ
φ · (σ · n) dS
(3.55)∫
Ω
q(∇ · u) dΩ = 0 (3.56)
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On peut les réécrire sous forme discrète grâce aux approximations de (u, p) , (uh, ph) ∈ Vh×Qh
où Vh et Qh sont des sous-espaces de V et Q :
a(uh,φh) + b(φh, ph) = (φh,σ) (3.57)
b(qh,φh) = 0 (3.58)
Le choix des interpolants en vitesse et pression pour les équations de Navier-Stokes est soumis
à la règle de stabilité de Brezzi-Babuska, également appelée condition "inf-sup" (Brezzi, 1974;
Babuska et Aziz, 1972), cette dernière stipule :
inf
q∈Qh
sup
φh∈Vh
b(φh, qh)
‖qh‖0,Ω‖φh‖1,Ω ≥ β (3.59)
ou β est une constante strictement positive.
Il existe bon nombre d’éléments qui respectent cette condition, dans notre cas nous utiliserons
des quadrangles à pression continue de type Taylor-Hood (Taylor et Hood, 1973), pour des
interpolants de degré N en vitesse, on aura des interpolants de degré N − 1 en pression. On
donne à titre d’exemple la répartition des points d’interpolation sur l’élément de référence
pour un Q6Q5 en base GLL à la figure 3.4.
ξ
η
Figure 3.4 Élément de référence Q6Q5 en base GLL, noeuds de vitesse en rouge et noeuds
de pression en noir.
La discrétisation temporelle sera explicitée plus tard, on notera ici qu’on utilise des schémas
implicites BDF (Backward Differentiation Formula), le terme temporel dépend alors des
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valeurs de u aux itérations précédentes, ce qu’on traduit pour un BDF d’ordre 2 par :
∂u
∂t
= αnu + αn−1un−1 + αn−2un−2 (3.60)
L’intérêt de travailler en correction est ici démontré puisqu’il va permettre de linéariser le
terme de convection, non-linéaire, de l’équation de conservation de la quantité de mouvement.
On pose alors :
u = u0 + δu (3.61)
p = p0 + δp (3.62)
On peut alors écrire :
∂u
∂t
= αnδu+
∂u0
∂t
(3.63)
(u · ∇)u = (u0 · ∇)u0 + (δu · ∇)u0 + (u0 · ∇)δu+ (δu · ∇)δu
Pour linéariser, on néglige les termes d’ordre (δu)2 et on a donc :
(u · ∇)u = (u0 · ∇)u0 + (δu · ∇)u0 + (u0 · ∇)δu (3.64)
Les équations de Navier-Stokes incompressibles se réécrivent alors pour la forme en correc-
tion :
∫
Ω
φ · ρ [αnδu+ (u0 · ∇) δu+ (δu · ∇)u0] dΩ
+
∫
Ω
µ
(
∇δu+∇δuT
)
: ∇φ dΩ−
∫
Ω
δp∇ · φ dΩ = Rm(u0, p0) (3.65)∫
Ω
q(∇δu) dΩ = Rc(u0) (3.66)
avec :
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Rm(u0, p0) =
∫
Γ
φ · σ · n dS −
∫
Ω
φ · ρ
∂u0
∂t
+ (u0 · ∇) u0
 dΩ (3.67)
−
∫
Ω
µ
(
∇u0 +∇u0T
)
: ∇φ dΩ +
∫
Ω
p0∇ · φ dΩ
Rc(u0) = −
∫
Ω
q (∇ · u0) dΩ (3.68)
3.4.8 Traitement de la non-linéarité
Le terme de convection étant linéarisé, on peut maintenant calculer les différents termes
élémentaires, considérons le système (3.66) sous forme matricielle :
A(U0)δU = R(U0) (3.69)
La résolution du système est basée sur la méthode de Newton, on fixe plusieurs critères
d’arrêt, δu, la tolérance sur la correction, R, la tolérance sur le résidu, Nit, le nombre
maximal d’itérations et une tolérance de factorisation tol. L’algorithme de résolution basé
sur la méthode de Newton est détaillé à la figure 3.5.
• Choix de δu, R, tol et Nit
• Choix de U0
while ((||δU || > δX or ||R|| > R) and N < Nit)
• Calcul de R(U0)
• Calcul de A(U0)
• Résolution de A(U0)δU = R(U0)
• Mise à jour de la solution U0 = U0 + δU
end
if N < Nit
• Ecriture solution finale Uf = U0
• Calcul du résidu final (méthode des réactions) Rf = R(U0)
else
• Divergence de la solution
end
Figure 3.5 Algorithme de résolution pour la méthode de Newton.
La résolution du système A(U0)δU = R(U0) est effectuée par décomposition LU, c’est
l’étape la plus coûteuse de l’algorithme, il existe donc des méthodes permettant de ne pas
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effectuer cette factorisation à chaque itération. La tolérance de factorisation est utilisée par
un heuristique au sein du code, cet heuristique permet de décider en fonction de la norme
du résidu et du résidu de l’itération précédente s’il est nécessaire de refactoriser la matrice
A(U0). Si le rapport des normes des résidus est supérieur à la tolérance de factorisation, on
n’actualise pas la matrice, ce qui permet de gagner en efficacité numérique.
3.4.9 Traitement de la partie temporelle
Il ne nous reste plus qu’à couvrir de quelle façon la dépendance temporelle des équations de
Navier-Stokes est traitée. Il existe de nombreux schémas d’intégration temporelle, aussi bien
explicites, qu’implicites, chacun possédant leurs avantages et inconvénients. Dans notre cas,
ce sont les méthodes BDF (Backward Differentiation Formula) qui sont utilisées. Ce sont des
schémas implicites, ce qui veut dire que la dérivée de la vitesse u′ à un instant tn va dépendre
de la valeur de la vitesse à cet instant, un, et des valeurs de u aux instants précédents. Pour
une méthode d’ordre P à l’instant tn+1 :
∂u
∂t
=
p∑
i=0
αiun+1−i (3.70)
Si l’on considère les équations (3.55) et (3.56) sous forme matricielle :
 M 0
0 0
 u˙
p
+
 K B
BT 0
  u
p
 = f (3.71)
Le terme temporel va contribuer à rajouter des coefficients dans la matrice globale, α0M ,
et dans le membre de droite, ft, du fait de l’utilisation d’une méthode implicite. Le terme
ajouté ft dépendant des champs de vitesse aux instants précédents.
 K + α0M B
BT 0
 u
p
 = f +
 ft
0
 (3.72)
La mise en oeuvre de ces méthodes est peu coûteuse numériquement et facile à implanter. Le
code utilisé est basé sur les méthodes BDF d’ordres 1 à 4 et utilise une méthode d’adaptation
en ordre et en temps, appelée "adaptation hp". Les méthodes BDF d’ordres 1 et 2 sont
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inconditionnellement stables et correspondent respectivement au schéma d’Euler implicite et
au schéma de Gear, tandis que les méthodes d’ordres 3 à 6 sont conditionnellement stables.
L’algorithme utilisé permet une adaptation à la fois du pas de temps entre chaque itération
et de l’ordre de la méthode utilisée. On s’assure ainsi de la stabilité de la méthode mais
également que l’erreur numérique sur la solution reste inférieure à une tolérance fixée par
l’utilisateur. Pour plus d’informations, on invite le lecteur à consulter Hay et al. (2015) qui
détaille l’ensemble de la méthode utilisée et les différentes procédures de contrôle de l’erreur
et de la stabilité.
3.5 Code EF6
Le code utilisé pour notre étude a été développé par l’équipe du LADYF de l’École Po-
lytechnique de Montréal sous la direction du professeur André Garon. Il est basé sur les
fondements théoriques que nous avons décrits précédemment et permet de réaliser des si-
mulations en thermique et en Navier-Stokes incompressible, stationnaire et instationnaire en
multi-dimensionnel. On notera qu’il est possible de traiter d’autres problèmes, en codant les
formes faibles relatives à ces derniers. En plus des vecteurs solutions, le code permet, via
différentes méthodes de post-traitement, d’obtenir diverses informations comme par exemple
les normes d’erreur sur la solution numérique, si la solution analytique est connue. Une partie
du travail effectué a été consacrée au développement et à l’amélioration du code de calcul, on
citera notamment l’ajout de la forme faible pour Navier-Stokes en trois dimensions, l’ajout de
méthodes de post-traitement et la parallélisation et optimisation du code réalisée par Adrien
Moulin, voir (Moulin, 2016) pour plus de détails.
Les maillages utilisés ont été générés par le logiciel open-source GMSH, l’utilisation de ces
derniers a nécessité le développement d’un utilitaire en C++ permettant de transcrire les
fichiers contenant les informations relatives au maillage dans un format lisible par le code EF6.
Cet utilitaire permet notamment la renumérotation des noeuds géométriques par élément, la
numérotation des éléments quadratiques, quadrangles en 2D et hexaèdres en 3D, n’étant pas
la même entre GMSH et EF6.
Les résolutions matricielles au sein de la méthode de Newton sont réalisées via le solveur
direct PARDISO d’INTEL, ce dernier permet l’organisation de la structure matricielle du
problème traité et réalise les décompositions LU de la matrice globale. Différents paramètres
au sein du code permettent de contrôler le comportement du solveur, nous ne discuterons
pas ici les détails de ces méthodes de contrôle.
On notera également qu’une partie du code est consacrée au post-traitement de la solution
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afin que celle-ci soit visualisable à l’aide du logiciel Tecplot, ce travail a été réalisé par Philippe
Miron lors de son doctorat au sein du LADYF. La mise en forme des données nécessite les
informations sur le maillage, les fichiers de configuration et le vecteur solution.
Les fichiers de configuration relatifs à l’utilisation d’EF6 doivent comprendre, dans la dernière
version du code, différentes informations, on cite les plus importantes :
— Forme faible utilisée et conditions limites
— Degré des interpolants utilisés
— Maillage utilisé
— Solution initiale
— Tolérance sur le résidu et la solution et tolérance de factorisation
— Nombre d’itérations maximal pour la méthode de Newton
— Méthodes de post-traitement utilisées
Si la forme faible est instationnaire, il est nécessaire d’ajouter :
— Temps initial et temps final de simulation
— Tolérance d’intégration temporelle
— Temps auxquels on désire obtenir le vecteur solution
— Pas de temps minimal et maximal
Pour finir, on propose un bref résumé du fonctionnement du programme EF6 et de la procé-
dure de calcul à la figure 3.6.
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GMSH
• Génération de maillage
Traducteur C++
MaillageFichier de configuration
Initialisation structure de données
• Interpolants géométriques
• Interpolants DDL
• Vecteur d’adressage
PARDISO
• Organisation système matriciel
• Allocation mémoire
• Factorisation symbolique
Calcul du résidu
Construction système matriciel
PARDISO - Factorisation numérique
• Tolérance de factorisation
PARDISO - Résolution numérique
Méthode Post-Traitement
• Calcul des normes
• Méthode des réactions
• Sondes
Solution
Post-traitement via EF6
Visualisation via Tecplot
• Tolérance résidu
• Tolérance correction
Intégration temporelle
• Tolérance BDF
• Adaptation hp
ENTRÉES
EF6
SORTIES
Figure 3.6 Procédure de calcul et fonctionnement d’EF6.
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CHAPITRE 4 VÉRIFICATION ET VALIDATION
Une partie importante des travaux réalisés a été consacrée à la vérification et à la validation
du code EF6. Ces deux étapes sont cruciales afin de confirmer le bon fonctionnement de
n’importe quel code de calcul, elles sont donc appliquées aussi bien aux codes commerciaux
qu’aux codes scientifiques. On a donc besoin de s’assurer du bon fonctionnement d’EF6 et de
la méthode des éléments spectraux avant de pouvoir utiliser le code sur des exemples concrets.
La vérification est toujours réalisée avant la validation, elle concerne l’aspect mathématique
du code, tandis que la validation porte sur la science, la physique, derrière les équations.
Ces deux méthodes sont largement décrites dans Roache (1998), ce dernier distingue intel-
ligemment les deux concepts en expliquant que la vérification consiste à "bien résoudre les
équations" et la validation à "résoudre les bonnes équations".
Ce chapitre abordera en premier lieu la phase de vérification sur des exemples de diffusion et
d’écoulement stationnaire puis en second la validation du code sur un exemple d’écoulement
laminaire autour d’un cylindre circulaire.
4.1 Vérification
La vérification porte sur l’aspect mathématique des méthodes numériques, on s’intéresse ici
à l’évolution des erreurs engendrées par ces dernières en fonction des paramètres d’entrée.
La phase de vérification du code est basée sur la méthode des solutions manufacturées, dé-
crites dans Roache (1998). Elle consiste à choisir soi-même une solution à un problème donné.
On peut alors introduire cette solution dans la, ou les, équations considérées et obtenir les
termes sources correspondant à cette solution. Il reste alors à résoudre numériquement le
problème muni de ce terme source et à calculer l’erreur commise sur la solution, ce qui est
possible puisqu’on connaît la solution exacte. Il est ainsi possible de s’assurer de la conver-
gence des méthodes numériques et de calculer les taux de convergence correspondants.
4.1.1 Diffusion thermique
La première phase de vérification est réalisée sur des exemples de diffusion thermique en 1D,
2D et 3D, le coefficient de conduction est fixé à 1, on résout alors l’équation de Poisson :
−∆(T ) = f (4.1)
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Comparaison Élément finis - Éléments spectraux
La phase de vérification va permettre de comparer le comportement de l’erreur lors de l’uti-
lisation de la méthode des éléments finis et des éléments spectraux. On utilisera pour les
problèmes en 1D, 2D et 3D, un seul élément quadratique soit respectivement, une ligne, un
quadrilatère et un hexaèdre. Les solutions manufacturées choisies, les termes sources résul-
tants et les domaines de résolution sont indiqués au tableau 4.1.
Tableau 4.1 Définition des problèmes de diffusion thermique pour la vérification.
Dimension 1D 2D 3D
Domaine [-1 :1] [(-1 :1) (-1 :1)] [(-1 :1) (-1 :1) (-1 :1)]
Solution exp(x) exp(x+ y) exp(x+ y + z)
Terme source − exp(x) −2 exp(x+ y) −3 exp(x+ y + z)
On résout alors les différents problèmes plusieurs fois en utilisant un degré d’élément croissant,
pour des points équidistants et pour une répartition GLL, on calcule alors le conditionnement
de la matrice et l’erreur de la solution en norme H1. Les résultats sont présentés à la figure
4.1.
On constate que le même comportement est obtenu pour les trois problèmes. Les taux de
p-convergence sont les mêmes pour les deux répartitions de points jusqu’à un certain degré.
En effet, il est clair que l’utilisation des éléments finis pour des éléments de haut degré
entraîne des conditionnements de matrice extrêmement élevés, ce qui va fatalement conduire
à l’accumulation des erreurs numériques et à la diminution des performances de l’algorithme.
Pour les éléments spectraux, l’augmentation du conditionnement est largement réduite ce qui
prouve que cette méthode permet d’utiliser efficacement la p-convergence. Ces résultats sont
en accord avec ceux détaillés dans Pena (2009).
On notera également que le phénomène de stagnation de l’erreur pour la méthode des éléments
spectraux, démarrant aux alentours du degré 13, correspond à l’atteinte du zéro machine.
On ne peut pas, avec notre programme et matériel, obtenir de solution plus précise.
On fera remarquer que les taux de h-convergence, bien que non détaillés ici, sont les mêmes
pour les éléments finis et spectraux en utilisant le même maillage, ces derniers dépendants
uniquement du degré des éléments utilisés.
Solution manufacturée - 2D
On se propose maintenant de résoudre un cas de diffusion thermique 2D plus compliqué,
la solution manufacturée est représentée sur le domaine de résolution à la figure 4.2. Les
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Figure 4.1 Conditionnement et erreur sur la solution en norme H1 en fonction du degré des
interpolants pour des points équidistants (FEM) et GLL (SEM). De haut en bas, pour le
problème 1D, 2D et 3D.
oscillations sinusoïdales de la solution en font un exemple plus difficile à capturer que les
solutions exponentielles précédentes.
On traite alors le problème en partant d’un maillage d’un élément puis en le raffinant plusieurs
fois, en séparant en quatre les éléments, jusqu’à un maillage comportant 5122 éléments. On
réalise ainsi la h-convergence pour des éléments linéaires et quadratiques typiquement utilisés
en éléments finis. On réalise également l’étude en augmentant l’ordre des interpolants (p-
convergence) pour des maillages de 4 et 16 éléments (4E et 16E), les erreurs en norme H1 et
L2 sont alors calculées, les résultats sont présentés à la figure 4.3
On constate aisément la puissance de la méthode des éléments spectraux et de la p-convergence,
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Figure 4.2 Solution manufacturée 2D - T = (x2 + y2) + 0.5 cos(15x).
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Figure 4.3 Taux de convergence pour la solution manufacturée 2D.
cette dernière permet d’obtenir, pour un même nombre de degrés de liberté, des solutions
beaucoup plus précises qu’en utilisant la h-convergence, l’erreur décroît de façon exponen-
tielle. Les taux de h-convergence ont été calculés pour le Q1 et le Q2 et sont en accord avec
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la théorie ci dessous, où p est l’ordre des éléments et h est la taille des éléments :
H
1 ' hp (4.2)
L
2 ' hp+1 (4.3)
On a, en théorie, les pentes suivantes pour l’erreur dans les deux normes, en notant que la
taille des éléments h est inversement proportionelle à la racine du nombre de DDL (en 2D) :
log(H1) ' −p log(
√
(NDDL)) (4.4)
log(L2) ' −(p+ 1) log(
√
(NDDL)) (4.5)
Nos résultats sont donc en parfaite adéquation avec la théorie puisque l’on obtient des taux
des convergence de 1 pour le Q1 et 2 pour le Q2 en norme H1 et de 2 pour le Q1 et 3 pour
le Q2 en norme L2.
4.1.2 Poiseuille
On se propose maintenant de réaliser le calcul 2D d’un écoulement de Poiseuille entre deux
plaques en Navier-Stokes incompressible stationnaire sur un domaine de longueur 20 et de
hauteur 1. La solution analytique de cet écoulement est connue, le profil de vitesse en U ne
dépend que de la position transversale à l’écoulement, on a donc le même profil de vitesse
sur toute la longueur. De plus, le gradient de pression est une constante dans la direction de
l’écoulement et il est nul dans la direction transverse.
On utilise un maillage de 20 éléments et un nombre de Reynolds de 100, on impose des
conditions de non-glissement sur les parois, un profil de vitesse en U parabolique en entrée
(voir 4.6) ainsi qu’une vitesse V nulle en entrée et en sortie.
uentree = 6y(1− y) (4.6)
On obtient bien un profil de vitesse uniforme selon l’axe de l’écoulement sur tout le domaine ;
les lignes de courants sont parallèles et on obtient bien un gradient de pression cohérent avec
la théorie. On notera également que la vitesse en V, non-représentée, est de l’ordre de 10−15,
soit le zéro-machine, ce qui est conforme à la théorie.
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Figure 4.4 Vitesse (a) et pression (b) pour l’écoulement de Poiseuille.
Le code est alors vérifié, on obtient bien la convergence hp voulue, l’erreur sur la solution
décroît lorsque l’on augmente le nombre d’éléments et lorsque l’on augmente le degré des
interpolants pour la méthode spectrale, de plus les taux de h-convergence sont conformes à
la théorie. Il reste maintenant à réaliser une étape de validation du code, pour s’assurer que
les calculs convergent vers des solutions physiquement cohérentes.
4.2 Validation
La phase de validation porte sur les aspects physiques du code, on vérifie si l’on résout les
bonnes équations en se basant sur des résultats expérimentaux et numériques déjà présents
dans la littérature.
Dans notre cas, on base la validation des équations de Navier-Stokes sur le comportement
d’un écoulement autour d’un cylindre circulaire pour de faibles nombres de Reynolds. Ce
sujet a été largement traité, aussi bien en expérimental qu’en numérique (voir Chapitre 2). Il
existe ainsi une myriade de données disponibles sur divers paramètres. Nous avons choisi de
travailler majoritairement par rapport aux données de Thompson et al. (2014) et de Rajani
et al. (2009), ces études utilisant les travaux de Zdravkovich (1997) qui recense les différentes
données disponibles avant 1938.
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4.2.1 Écoulement laminaire autour d’un cylindre
Domaine de calcul et conditions limites
On donne à la figure 4.5, le domaine de calcul et les conditions limites utilisées pour la
validation, ce dernier est basé sur les dimensions utilisées par Kalro et Tezduyar (1997). Le
maillage utilisé est constitué de 850 quadrangles et est non-structuré. Différentes formules
permettent de régir la taille du maillage dans la couche limite et le sillage (voir chapitre
6). On utilise la méthode spectrale avec des interpolants Q5Q4. Enfin, pour les conditions
initiales, on travaille en départ impulsif (Laroussi et al., 2014) en partant d’un champ de
vitesse nul et en imposant un front de vitesse U = 1 en entrée .
L
~ey
~ex~ez
U = 1
V = 0
V = 0
V = 0
40L
30L
10L
Figure 4.5 Domaine de calcul et conditions limites pour le cylindre circulaire.
Transition L1-L2
On s’intéresse en premier lieu à la transition du régime laminaire (L1) pour lequel l’écoulement
ne décolle pas du cylindre au régime (L2) pour lequel on a apparition de deux cellules de
recirculation, tournant en sens contraires, en aval de ce dernier. Les lignes de courant pour
différents nombres de Reynolds sont représentées à la figure 4.6. On constate l’apparition des
zones de recirculation pour un nombre de Reynolds de 7, la transition du régime L1 à L2
s’effectue donc entre Re = 6 et Re = 7, ce qui est en accord avec les résultats obtenus par
Rajani et al. (2009) qui situent la transition à Re = 6.1. Ce dernier note aussi que la zone
40
de transition peut varier, en fonction du ratio de blocage λ, entre Re = 5 et Re = 7, ce qui
reste conforme avec nos résultats, obtenus pour λ = 0.07.
a) b)
c) d)
Figure 4.6 Transition L1-L2 - Lignes de courant à Reynolds 1 (a), 6 (b), 7 (c) et 40 (d).
Régime L2
Comme on le voit à la figure 4.6, lorsque le régime L2 est atteint la zone de recirculation
va grandir avec le nombre de Reynolds, la longueur de la zone de recirculation ainsi que
la vitesse minimale au sein de cette dernière ont été mesurées pour plusieurs nombres de
Reynolds, les résultats sont présentés à la figure 4.7. Nos résultats semblent en accord avec
ceux de Rajani et al. (2009) et Coutanceau et Bouard (1977), on notera que la longueur de
la zone de recirculation semble varier linéairement en fonction du nombre de Reynolds.
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Figure 4.7 Longueur de la zone de recirculation (à gauche) et valeur absolue de la vitesse
minimale au sein de la zone de recirculation (à droite).
Transition L2-L3
En augmentant encore le nombre de Reynolds, le mode laminaire L2 va se déstabiliser et va
finir par déclencher un relâcher tourbillonaire périodique, c’est le mode laminaire L3, plus
connu sous le nom d’allée tourbillonnaire de Von Karman (Von Kármán, 1931). On cherche
à déterminer pour quel nombre de Reynolds s’effectue la transition entre les deux modes,
des simulations ont été effectuées pour des nombres de Reynolds compris entre 45 et 50 sur
1000 unités de temps adimensionnel, les résultats sont indiqués à la figure 4.8. On constate
que le sillage semble se déstabiliser vers Re = 47, à Re = 48 le relâcher tourbillonaire est
complètement déclenché. On peut donc situer la transition entre des nombres de Reynolds de
46 et 47. Rajani et al. (2009) situent la transition près de Re = 48, Kumar et Mittal (2006b)
vers Re = 47, il existe de nombreuses valeurs pour le nombre de Reynolds de transition,
ce dernier pouvant dépendre de nombreux facteurs, notamment du ratio de blocage. On
notera également que la discrétisation géométrique du cylindre peut jouer un rôle sur le
déclenchement de l’instabilité. On peut donc conclure que le nombre de Reynolds de transition
déterminé par nos simulations est en accord avec ceux trouvés dans la littérature. On notera
que la détermination de ce nombre de Reynolds sera approfondie dans la phase de validation
de la méthode des réactions par l’étude de la variation de la force de portance.
Régime L3 - Allée de Von Karman
On se propose maintenant d’étudier l’évolution de l’allée de Von Karman lorsque l’on aug-
mente le nombre de Reynolds. Les sillages des différents cas traités sont représentés à la
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a) b)
c) d)
e) f)
g) h)
Figure 4.8 Transition L2-L3 - Lignes de courant et vorticité ωz entre -0.5 et 0.5 à Reynolds
45 (a et b), 46 (c et d), 47 (e et f) et 48 (g et h).
figure 4.9. On constate qu’avec l’augmentation du nombre de Reynolds, les tourbillons ont
tendance à être relâchés de plus en plus rapidement, on compte 5 vortex à Re = 50 contre
12 à Re = 300. On se propose alors d’étudier la variation de la fréquence de relâcher tour-
billonaire qui correspond dans notre cas adimensionnel au nombre de Strouhal (St = fD/U).
Pour obtenir ce nombre, on mesure l’évolution de la vitesse U dans le temps pour deux points
situés en aval du cylindre (à 1 diamètre et 20 diamètres), puis on réalise une transformation
de Fourier rapide (FFT) sur la partie périodique des signaux. La position du pic dans le
domaine fréquentiel est alors égale à deux fois la valeur du Strouhal, les résultats sont les
mêmes pour les deux points, confirmant ainsi le calcul. On note que l’on vérifiera également
le calcul du Strouhal en se basant sur l’évolution temporelle du moment et des forces de
traînée et de portance dans la partie validation de la méthode des réactions (voir chapitre 5).
On constate tout d’abord que l’évolution du Strouhal présentée à la figure 4.10 correspond
bien à la tendance observée sur les sillages présentés à la figure 4.9. On a bien une augmenta-
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c) d)
e) f)
Figure 4.9 Sillage en régime L3 - Vorticité entre -0.5 et 0.5 à Reynolds 50, 100, 150, 200, 250
et 300 pour respectivement a, b, c, d, e et f.
tion de la fréquence de relâcher avec l’augmentation du nombre de Reynolds. Deuxièmement,
on peut voir que nos données sont en très bon accord avec celles de Thompson et al. (2014)
et Rajani et al. (2009).
Les vortex représentés à la figure 4.9 semblent s’étirer dans le sillage, ce phénomène s’ac-
centuant avec l’augmentation du nombre de Reynolds. Des simulations sur un domaine plus
grand (200 diamètres en aval) ont alors été réalisées afin d’observer l’évolution du sillage loin
du cylindre, les résultats sont présentés à la figure 4.11.
On peut distinguer l’apparition de plusieurs zones dans le sillage du cylindre, la zone de
relâcher tourbillonnaire primaire, puis les vortex se regroupent formant deux lignes de vor-
ticité, positive et négative. Lorsque le nombre de Reynolds augmente, on a apparition d’un
second relâcher tourbillonaire puis enfin d’une zone non-périodique, les tourbillons se réar-
rangeant aléatoirement. Ces comportements sont en accord avec Trebotich (2014), Johnson
et al. (2001) et Thompson et al. (2014) qui observent également le phénomène de second
relâcher tourbillonaire. Le nombre de Reynolds pour lequel on a apparition de ce second
relâcher est sujet à débat, nos résultats indiquent qu’il est présent à Re = 200, ce qui est
en contradiction avec Thompson et al. (2014) et Johnson et al. (2001). Cependant Kumar et
Mittal (2012) obtiennent cette instabilité pour Re = 150. Beaucoup de paramètres peuvent
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Figure 4.10 Évolution du nombre de Strouhal en fonction du nombre de Reynolds.
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Figure 4.11 Sillage en régime L3 pour un grand domaine- Vorticité entre -0.1 et 0.1 à Reynolds
100, 200 et 300 pour respectivement a, b et c.
jouer sur l’apparition de cette transition comme la précision des méthodes de calcul ou le
ratio de blocage. On peut tout de même conclure que l’on obtient qualitativement les mêmes
comportements de sillage que ceux trouvés dans la littérature.
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Pour terminer la validation, l’étude de l’évolution du point de décollement avec l’augmenta-
tion du nombre de Reynolds a été réalisée. Les résultats sont présentés à la figure 4.12. On
constate que nos résultats sont en très bon accord avec ceux de Coutanceau et Bouard (1977)
pour le régime laminaire L2. Les résultats pour le régime L3 sont dans notre cas mal évalués,
ils correspondent à l’angle médian de décollement entre sa valeur maximale et minimale sur
un cycle, pour obtenir des valeurs plus précises, il serait nécessaire de réaliser la moyenne
temporelle de l’angle de décollement sur plusieurs périodes.
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Figure 4.12 Évolution de l’angle de décollement θD en fonction du nombre de Reynolds.
On finira par indiquer que l’on ne s’est pas intéressé à l’influence des modes 3D. L’apparition
de ces derniers survient vers environ Re = 180 (Rajani et al., 2009), des structures tour-
billonnaires normales aux tourbillons principaux apparaissent, modifiant ainsi l’écoulement
en aval du cylindre et les valeurs le caractérisant, comme le Strouhal ou les coefficients de
forces. Pour plus de détails sur l’émergence des modes 3D et leurs effets, on invite le lecteur
à consulter Rajani et al. (2009) et Kalro et Tezduyar (1997).
On a alors validé le code pour les équations de Navier-Stokes incompressibles en comparant
un bon nombre de paramètres et d’aspects de l’écoulement avec la littérature. On notera que
l’exemple vu dans cette partie sera réutilisé pour la validation de la méthode des réactions
permettant le calcul des forces et moments sur le cylindre.
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CHAPITRE 5 MÉTHODE DES RÉACTIONS
Ce chapitre est consacré à l’explication de la méthode des réactions et à son application
à différents cas, notamment au calcul des forces et moments exercés sur des corps au sein
d’écoulements fluides. La démarche de programmation de la méthode au sein du code EF6
sera également abordée. On décrira aussi la méthode de calcul des efforts par imposition
faible des conditions de Dirichlet grâce à l’utilisation des multiplicateurs de Lagrange.
La méthode des réactions permet de récupérer la valeur des variables secondaires (que l’on
nomme alors réactions) là où l’on impose des conditions de Dirichlet. Elle permet ainsi
d’obtenir le flux thermique où l’on impose une température pour un problème de conduction
thermique ou encore d’obtenir les forces sur une courbe où une surface, sur lesquelles les
vitesses sont imposées, lors de la résolution des équations de Navier-Stokes incompressibles.
Cette méthode est déjà largement utilisée dans les codes d’éléments finis disponibles dans le
commerce, on se propose donc de l’adapter à la méthode des éléments spectraux et d’ajouter
une méthode inédite de calcul des moments.
5.1 Théorie
Afin de décrire la méthode des réactions, on se propose, pour plus de lisibilité, de faire un
parallèle entre les fonctions d’interpolation de Lagrange ψ locales définies sur les éléments
et les fonctions de Ritz φ globales définies sur tout le domaine de calcul. Pour un problème
comportant nDDL inconnues discrètes, on aura alors nDDL fonctions de Ritz, on donne un
exemple en une dimension à la figure 5.1 pour des interpolants linéraires et 3 éléments. Cette
considération est purement théorique et va nous permettre de simplifier les explications sur
la méthode des réactions, on gardera en tête que la méthode de calcul utilisée est toujours
celle décrite au chapitre 3.
5.1.1 Diffusion 1D
Le problème de diffusion à une dimension permet d’illustrer la méthode des réactions de
manière simple, le domaine Ω = [A,B] considéré est représenté à la figure 5.2, une condition
de Dirichlet est imposée en B soit au nœud nk et une condition de Neumann est imposée en
A.
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Figure 5.1 Équivalence entre fonctions d’interpolation de Lagrange et fonctions de Ritz.
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Figure 5.2 Domaine Ω pour l’exemple de diffusion 1D.
Le problème est défini par l’équation et les conditions limites suivantes :
−∇ · (k∇T ) = 0 (5.1)
TB = TDir (5.2)
k
∂T
∂n
∣∣∣∣∣
A
= 0 (5.3)
(5.4)
En passant à la formulation faible et avec l’hypothèse de Ritz-Galerkin, les équations pour
i = 1 à nk sont :
nk∑
j=1
(∫
Ω
∇φi · k∇ψj dΩ
)
Tj =
(
φi · k∂T
∂n
) ∣∣∣∣∣
B
(5.5)
(5.6)
soit sous forme matricielle et en remarquant que seule φnk est non-nulle en B :
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
a1 1 · · · a1n−1 a1n
... ... ...
an−1 1 · · · an−1n−1 an−1n
an 1 · · · ann−1 ann


T1
...
Tnk−1
Tnk
 =

0
...
0
φnk(B) · k
∂T
∂n
∣∣∣∣∣
B

(5.7)
 A11 A12
A21 A22
 Tinc
TDir
 =
 0
Ξnk
 (5.8)
Puisque Tnk est connu, le système peut se réécrire de la façon suivante :
A11 · Tinc = −A12 · TDir (5.9)
Ξnk = A21 · Tinc + A22 · TDir (5.10)
Après résolution du système (5.9), le vecteur Tinc est connu et l’accès à la réaction Ξnk est
immédiat. De plus, φn(B) = 1 par construction des fonctions d’interpolation, la réaction est
donc égale au flux de chaleur en B, là où la condition de Dirichlet est imposée.
On se propose maintenant de détailler le calcul des réactions lorsqu’on travaille en correction
T = T0 + δT puisque c’est la méthode utilisée par EF6.
A · T0 + A · δT =

0
...
0
φnk(B) · k
∂T
∂n
∣∣∣∣∣
B

(5.11)
 A11 A12
A21 A22
  δT
0
 =

0
...
0
Ξnk
−

A1 1T
0
1 + · · ·A1nT 0n
...
An−1 1T 01 + · · ·An−1nT 0n
An 1T
0
1 + · · ·AnnT 0n
 (5.12)
Le système résolu numériquement est le même que précédemment :
A11δT = R (5.13)
Les contribution de A21 et A22 sont utilisées pour calculer les réactions, lorsque les critères
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de convergence sont atteints, la norme de δT est inférieure à la tolérance fixée et on a donc :
Ξ = (A21Tf + A22TDir) (5.14)
avec Tf les valeurs finales des inconnues en température et TDir les températures imposées
par les conditions de Dirichlet.
Les réactions sont comprises dans le vecteur résidu mais elles ne sont pas prises en compte lors
de la résolution matricielle au sein de la méthode de Newton, elles sont par contre actualisées
après chaque itération.
5.1.2 Diffusion 2D
On se propose maintenant d’illustrer le calcul des réactions sur une surface pour un exemple
en deux dimensions.
Le problème considéré est défini par l’équation et les conditions limites suivantes, le domaine
de calcul est représenté à la figure 5.3 :
−∇ · (k∇T ) = 0 sur Ω (5.15)
T (x, y) = 0 sur ΓD (5.16)
k∇T · n = 0 sur ΓN (5.17)
Ω
ΓN
ΓD
Figure 5.3 Domaine Ω pour l’exemple de diffusion 2D.
En travaillant en correction T = T0 + δT , avec T0 une solution initiale, l’équation (5.15)
devient sous forme faible, avec ψi les fonctions tests correspondant aux n nœuds du domaine
discrétisé :
50
∫
Ω
∇φi · k∇δT dΩ = −
∫
Ω
∇φi · k∇T0 dΩ +
∫
ΓN
φi · k∇T · n dΓ +
∫
ΓD
φi · k∇T · n dΓ
(5.18)
Soit l’approximation nodale utilisant les fonctions de Ritz φ suivantes :
T (x, y) =
n∑
j=1
φj(x, y)T0j +
n∑
j=1
φj(x, y)δTj (5.19)
Le système matriciel suivant est alors obtenu en considérant que sa partie inférieure (de m
à n) correspond aux nœuds de la frontière ΓD sur lesquels des conditions de Dirichlet sont
imposées :
 A11 A12
A21 A22

︸ ︷︷ ︸
A
 δT
0
 =

0∫
ΓD φm · k∇T · n dΓ...∫
ΓD φn · k∇T · n dΓ
−A · T0 (5.20)
 A11 A12
A21 A22
 δT
0
 =

0
Ξm
...
Ξn
−A · T0 (5.21)
(5.22)
On a, pour le membre de droite du système après convergence :
−
 A11 A12
A21 A22
  Tf
TDir
 =
 R
−Ξ
 (5.23)
Les termes du bas sont les réactions élémentaires sur la frontière ΓD dues à l’imposition des
conditions de Dirichlet.
Comme en 1D on résout alors numériquement le système :
A11δT = R (5.24)
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et on actualise les réactions après chaque itération de la méthode de Newton :
Ξ = (A21Tf + A22TDir) (5.25)
Après détermination des températures nodales Tj, les réactions nodales sont donc obtenues
pour les lignes correspondant à l’endroit de l’imposition des conditions de Dirichlet :
Ξi =
n∑
j=1
A˜ijTj =
∫
ΓD
φi · k∇T · n dΓ (5.26)
En supposant, pour plus de clarté, que les degrés de liberté où sont imposées les conditions
de Dirichlet sont indexés de i = m à n, la réaction totale sur la frontière ΓD est :
n∑
i=m
Ξi =
∫
ΓD
(
n∑
i=m
ψi
)
· k∇T · n dΓ (5.27)
Or, sur une frontière fermée, la somme des fonctions de Ritz est égale à 1 et ce, quelque
soit le degré des fonctions d’interpolation utilisées. Cela n’est pas valable pour un domaine
ouvert, la contribution des éléments voisins s’ajoutant au résultat, voir figure 5.4. On donnera
également un exemple de fonction d’interpolation linéaire en deux dimensions ψ(x, y) sur un
élément triangulaire à la figure 5.5. On peut voir que la somme des fonctions d’interpolation
vaut 1 sur l’élément et 1 sur toute la frontière. Ce constat se généralise lorsque l’on considère
des fonctions de Ritz globales sur tout le domaine constitué de plusieurs éléments.
De ce fait, la méthode des réactions permet de fournir le flux thermique total à travers une
courbe fermée, pour une courbe ouverte, une erreur est commise sur le calcul du flux du fait
de la contribution des éléments voisins, on verra plus loin que cette erreur est généralement
négligeable. Le flux thermique à travers la surface fermée ΓD peut donc être obtenu en
sommant les réactions nodales :
∫
ΓD
k∇T · n dΓ =
n∑
i=m
Ξi (5.28)
À ce point, il est bon de noter que ces résultats s’étendent à des problèmes à trois dimensions,
la méthode des réactions permet de calculer directement le flux thermique total passant au
travers d’une surface fermée. De plus, on rappelle que l’ensemble des calculs réalisés utilisent
des fonctions de Ritz globales sur l’ensemble du domaine pour alléger les démonstrations,
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Figure 5.4 Réaction sur une frontière fermée et sur une frontière ouverte.
1
2
3
ψ2
ψ1
ψ3
3∑
i=1
ψi = 1
Figure 5.5 Fonction d’interpolation sur un élément triangulaire.
mais restent, bien entendu, valides après discrétisation élémentaire. On fera aussi remarquer
que dans l’exemple présenté, les conditions de Dirichlet ne concernent qu’une frontière et que
les degrés de liberté correspondant sont indexés de i = m à n par choix. Ce ne sera pas le
cas lors de vraies simulations et une des difficultés de l’implémentation de la méthode sera
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de déterminer l’index des degrés de liberté concernés par le calcul des réactions.
5.1.3 Navier-Stokes incompressible
L’application de la méthode des réactions aux équations de Navier-Stokes pour un fluide
incompressible à pour but le calcul des forces et des moments engendrés par le fluide sur des
structures au sein d’écoulements fluides. En se basant sur les explications données pour le
problème de diffusion à la section précédente, nous allons voir comment utiliser la méthode
des réactions afin d’obtenir les efforts exercés par le fluide sur une frontière fermée (courbe
ou surface).
Forces
On rappelle les équations de Navier-Stokes pour un fluide incompressible :
ρ
∂u
∂t
+ (u · ∇) · u
 = ∇ · σ (5.29)
∇ · u = 0 (5.30)
où σ est le tenseur des contraintes :
σ = −p · I + µ
(
∇u +∇uT
)
(5.31)
La formulation faible de l’équation de conservation de la quantité de mouvement est la
suivante :
∫
Ω
φ · ρ
∂u
∂t
+ (u · ∇) · u
 .dΩ + ∫
Ω
σ : ∇φ.dΩ =
∫
∂Ω
φ · (σ · n) .dΓ (5.32)
En considérant la théorie expliquée au chapitre 3 et en effectuant le même raisonnement que
pour les exemples de diffusion, on voit que la méthode des réactions nous permet d’écrire
pour une courbe (ou une surface) fermée ∂Ω et en supposant que les noeuds concernés par
les conditions de Dirichlet sur cette frontière sont indexés de n à m dans le système global :
54
m∑
i=n
Ξi =
∫
∂Ω
(σ · n) dΓ (5.33)
On a donc, en sommant les réactions élémentaires, l’intégrale des tractions t = σ · n sur la
frontière, ce qui correspond bien à la force exercée par le fluide sur cette dernière. La méthode
des réactions permet donc d’obtenir la traction totale sur la frontière fermée dans la direction
de l’imposition de la condition de Dirichlet. Si la composante u de la vitesse est imposée sur
le bord correspondant aux DDL indexés de n à m, la force Fx agissant sur l’ensemble de la
frontière pourra être obtenue directement :
m∑
i=n
Ξi =
∫
∂Ω
(tx) dΓ = −Fx (5.34)
Il est bon de noter que la force obtenue est la force agissant sur le fluide et non sur l’objet, du
fait de la définition du signe du vecteur résidu. Il est donc nécessaire de prendre l’opposé de
la somme des réactions élémentaires pour obtenir la force exercée par le fluide sur la frontière.
La méthode des réactions permet donc d’obtenir les trois composantes de la force exercée
par le fluide pour une surface fermée avec condition de non-glissement u = 0. On peut alors
obtenir les forces de trainée et de portance sur un objet immergé au sein d’un écoulement.
Moment
On va maintenant détailler la méthode de calcul du moment sur une courbe fermée par
l’utilisation de la méthode des réactions. Considérons le moment par rapport au point de
coordonnées (0, 0) engendré par le fluide sur un objet de frontière Γ :
M =
∫
Γ
(x · ty) dΓ−
∫
Γ
(y · tx) dΓ (5.35)
Or, on peut approximer les coordonnées x et y à l’aide des fonctions d’interpolation utilisées
sur les composantes de la vitesse, on a donc en considérant les DDL concernés par les
conditions de Dirichlet indexés de n à m :
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x =
m∑
i=n
φui xi (5.36)
y =
m∑
i=n
φvi yi (5.37)
où les xi et yi sont les coordonnées nodales aux DDL. Les fonctions d’interpolation utilisées
pour les composantes u et v de la vitesse étant les mêmes, on a φui = φvi = φi et on peut alors
réécrire l’équation (5.35) :
M =
m∑
i=n
xi
∫
Γ
(φi · ty) dΓ−
m∑
i=n
yi
∫
Γ
(φi · tx) dΓ (5.38)
On peut donc faire apparaître les réactions élémentaires dans le calcul du moment :
M = −
m∑
i=n
(xi · Ξvi − yi · Ξui ) (5.39)
On peut donc calculer le moment en utilisant les réactions correspondant à l’imposition des
conditions de Dirichlet en u et v et en récupérant les coordonnées nodales des degrés de
liberté concernés. Ce résultat s’étend en trois dimensions, on notera qu’en deux dimensions
le moment est orienté selon l’axe ~ez, le passage en trois dimensions donne trois composantes
de moment définies par M = −(xi ∧Ξi).
On peut donc, à l’instar des forces, calculer le moment sur une courbe (ou une surface) sur
laquelle on impose une condition de non-glissement par la méthode des réactions.
On note qu’en réalité l’indexation des DDL en u et v n’est pas la même, mais on a bien
le même nombre de DDL concernés par le calcul, on fait alors correspondre les index des
deux variables pour pouvoir sommer les réactions, plus de détails sont donnés dans la section
consacrée à l’implémentation des méthodes.
5.1.4 Imposition faible des conditions de Dirichlet
Cette section a pour but d’expliquer une méthode alternative de calcul des efforts, cette der-
nière repose sur l’imposition faible des conditions de Dirichlet par multiplicateur de Lagrange
et sur la minimisation de fonctionelle.
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Considérons l’exemple de diffusion 2D utilisé pour la méthode des réactions avec un terme
source f , le problème peut s’écrire sous forme de fonctionelle :
L(T, λ) =
1
2
∫
Ω
k∇T · ∇T dΩ−
∫
ΓD
λ(T − f) dΓ (5.40)
On cherche alors à minimiser la fonctionelle :
δL(T, λ) =
∫
Ω
k∇T · ∇δT dΩ−
∫
ΓD
λδT dΓ−
∫
ΓD
δλ(T − f) dΓ = 0 (5.41)
On a alors les équations suivantes à résoudre :
∫
Ω
k∇T · ∇δT dΩ−
∫
ΓD
λδT dΓ = 0 (5.42)∫
ΓD
δλ(T − f) dΓ = 0 (5.43)
Comparons l’équation 5.42 et la forme faible de l’équation de diffusion :
∫
Ω
k∇T · ∇δT dΩ−
∫
ΓD
λ δT dΓ = 0 (5.44)
∫
Ω
k∇T · ∇φ dΩ =
∫
ΓD
φ · k∂T
∂n dΓ (5.45)
Les variations correspondent aux fonctions test de Ritz et le multiplicateur de Lagrange
utilisé pour imposer les conditions de Dirichlet correspond au flux thermique. Pour calculer
le flux thermique engendré par la condition de Dirichlet, on a donc besoin de récupérer la
valeur du multiplicateur de Lagrange. Ce dernier est alors également discrétisé et on doit
résoudre un système de la forme suivante :
 A B
BT 0
  T
λ
 =
 0
g
 (5.46)
Ce système est également résolu par la méthode de Newton, en correction-résidu, l’imposition
des conditions de Dirichlet est réalisée via le système matriciel et n’est donc pas exacte d’où
l’appellation d’imposition faible. Cette méthode permet de calculer les réactions directement
au sein du vecteur solution ce qui est utile, notamment, pour réaliser des études en interactions
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fluide-structure où l’on a besoin des valeurs des efforts à chaque itération pour les méthodes
couplées (Moulin, 2016). Le principal désavantage de cette méthode est l’augmentation de la
taille du système matriciel.
5.2 Programmation
Cette section a pour but de détailler la programmation de la méthode des réactions et du
calcul de moment en deux dimensions dans le programme EF6.
5.2.1 Méthode des réactions
On se propose tout d’abord de résumer les différentes variables utilisées pour l’explication de
l’algorithme :
— Nbelm : nombre d’éléments de bord sur la frontière
— Dimgeo : dimension géométrique du problème
— Nbnoeuds : nombre de noeuds sur les éléments de bord
— NbDDL : nombre de DDL dans le problème
— Intvar : pointeur sur les variables du problème permettant d’accéder aux différentes
méthodes
— MasqueDDL : tableau de dimension NbDDL x 1 contenant des booléens, vrai corres-
pondant à un DDL de la frontière.
— ListeDDL : tableau dont la dimension dépend du nombre de DDL sur la frontière,
contient l’index de ces derniers.
— Vadressage : tableau de dimension Nbnoeuds x 1, contient les index des noeuds de
l’élément considéré.
— Résidu : Vecteur résidu, de dimension NbDDL x 1, il contient les réactions nodales
aux index des noeuds de la frontière
On notera qu’on connaît les éléments constituant la frontière sur laquelle on applique la
méthode. On dispose également de méthodes permettant d’obtenir le vecteur d’adressage des
éléments (GETADDR) et d’obtenir les coordonnées des noeuds d’un élément (GETCoord).
Ces méthodes sont accessibles grâce à des pointeurs liés à la, ou les, variables concernées par
le calcul des réactions ou du moment.
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Algorithm 1 Réaction - première phase.
for i=1 to NbDDL do
MasqueDDL(i)=FAUX
end for
for i=1 to Nbelm do
Vadressage=GETADDR
for k=1 to Nbnoeuds do
MasqueDDL(Vadress(k))=VRAI
end for
end for
La première phase, décrite à l’algorithme 1, consiste à initialiser MasqueDDL, puis on boucle
sur les éléments constituant la frontière concernée par le calcul des réactions. On récupère le
vecteur d’adressage des éléments et pour chaque index des noeuds de l’élément, le booléen de
MasqueDDL à cet index passe à VRAI. Après cette phase tous les degrés de liberté concernés
par le calcul des réactions sont donc identifiés.
Algorithm 2 Réaction - seconde phase.
compteur=0
for i=1 to NbDDL do
if MasqueDDL(i)=VRAI then
compteur++
end if
end for
Allocation mémoire de ListeDDL de dimension compteur x 1
compteur=1
for i=1 to NbDDL do
if MasqueDDL then
for k=1 to Nbnoeuds do
ListeDDL(compteur)=i
MasqueDDL(i)=compteur
compteur++
end for
end if
end for
La seconde phase, décrite par l’algorithme 2, permet de compter le nombre de noeuds sur
la frontière, de créer le vecteur ListeDDL et d’y regrouper tous les index des noeuds sur
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lesquels les réactions nodales doivent être sommées. La modification du vecteur MasqueDDL
sera utile pour le calcul des moments. Comme nous le verrons plus tard, elle permet de garder
les index de remplissage du vecteur ListeDDL dans le vecteur MasqueDDL, ce qui sera utile
pour récupérer les coordonnées des noeuds.
Algorithm 3 Réaction - Phase finale.
À chaque instant t
Reaction=0
for i=1 to compteur do
Reaction+=Residu[ListeDDL(i)]
end for
return Reaction
Pour finir, la dernière phase, voir algorithme 3, permet de sommer les réactions nodales
contenues dans le vecteur résidu grâce aux index des noeuds concernés, contenus dans le
vecteur ListeDDL. On obtient ainsi la réaction totale sur la frontière.
5.2.2 Calcul du moment 2D
Le calcul du moment fonctionne en grande partie avec l’algorithme du calcul des réactions.
La principale différence provient de la nécessité de récupérer les coordonnées des DDL. En
deux dimensions, on aura besoin pour le calcul du moment de récupérer les réactions nodales
concernant les conditions de Dirichlet en u et en v, ainsi que les coordonnées x et y.
On utilise alors la méthode vue précedemment sur u et v, on a donc deux pointeurs Intvar,
deux vecteurs MasqueDDL et deux ListeDDL et pour récuperer les coordonnées, on utilise
deux matrices : CoordLocal de dimension Nbnoeuds par Dimgeo et CoordGlobal de dimension
compteur par Dimgeo (où compteur est le nombre de DDL concernés par le calcul). On ajoute
alors une phase de calcul, décrite à l’algorithme 4, entre la phase 2 et la phase finale.
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Algorithm 4 Réaction - Troisième phase.
for i=1 to Nbelm do
Vadressage=GETADDR
CoorLocal=GETCoord
for k=1 to Nbnoeuds do
j=MASQUEDDL(Vadressage(k))
for c=1 to Dimgeo do
oordGlobal(j,c)=CoordLocal(k,c)
end for
end for
end for
return Reaction
Cet algorithme permet de récupérer, dans CoordLocal, les coordonnées de chaque noeud des
éléments de bord, on passe ensuite ces coordonnées d’une indexation locale sur l’élément à
l’indexation globale de LISTEDDL grâce au vecteur MASQUEDDL, d’où la modification de
ce dernier dans l’algorithme 2. On obtient ainsi deux vecteurs contenant les indices des DDL
concernés par le calcul du moment ainsi que les coordonnées des noeuds associés aux DDL
avec une indexation cohérente entre les trois structures. La i-ème ligne de chaque structure
correspond au même noeud.
On modifie alors finalement la phase finale de calcul pour correspondre au calcul de moment,
voir algorithme 5.
Algorithm 5 Réaction - Phase finale pour le moment 2D.
À chaque instant t
M=0
for i=1 to compteur do
M+=CoordGlobal(i,1)*Residu[ListeDDLy(i)]-CoordGlobal(i,2)*Residu[ListeDDLx(i)]
end for
return M
Les méthodes de calcul ayant été expliquées et intégrées au programme, il reste maintenant
à réaliser une phase de vérification et de validation de ces dernières.
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5.3 Vérification
La phase de vérification pour la méthode des réactions se déroule de la même manière que
précédemment, par l’utilisation des solutions manufacturées.
5.3.1 Diffusion
Le domaine de calcul est compris entre −1 < x < 1 et < −1y < 1, on utilise la solution
manufacturée T = cos(3x+ 1) + sin(5y−1) représentée à la figure 5.6. On impose en premier
lieu des conditions de Dirichlet sur tous les bords du domaine. Les calculs sont menés sur des
maillages allant de 4 par 4 éléments à 32 par 32 éléments pour des interpolants spectraux
allant de l’ordre 1 à 4.
Figure 5.6 Solution manufacturée T = cos(3x+ 1) + sin(5y − 1).
La réaction, soit le flux thermique total, est calculée sur toute la frontière du domaine, la
valeur analytique du flux thermique est obtenue en intégrant le terme −
(
k ∂T
∂n
)
sur les bords.
On a l’erreur sur le calcul du flux thermique.
Ξ = |qth − qΞ| (5.47)
Où q = −
(
k ∂T
∂n
)
, qth est le flux théorique et qΞ le flux calculé.
Les résultats sont présentés à la figure 5.7 et les taux de convergence à la table 5.1.
On constate que les taux de convergence pour les normes de la solution sont bien conformes
à la théorie, ce qui a déjà été montré au chapitre 4. Les taux de convergence sur le calcul de
la réaction sont supérieurs aux taux théoriques, pour s’assurer que ce phénomène de "super-
62
H1 L2
Ξ
√
NDDL
√
NDDL
√
NDDL
Figure 5.7 Erreur sur la solution en norme H1 et L2 et erreur sur la réaction.
Tableau 5.1 Taux de convergence pour la solution en norme H1 et L2 et erreur sur la réaction.
Q1 Q2 Q3 Q4
Taux de convergence H1 1.006 2.002 2.997 3.998
Taux de convergence L2 2.028 3.021 4.003 4.999
Taux de convergence Ξ 2.007 4.012 6.014 8.048
convergence" n’est pas dû au choix de maillage, les calculs ont été relancés sur un maillage
non-structuré. Les taux de convergence obtenu lors de cet essai sont sensiblement les mêmes
que ceux présentés au tableau 5.1.
Courbe ouverte
On s’est également intéressé au calcul de la réaction pour une courbe ouverte, en effet comme
nous l’avons vu précédemment, sur une courbe ouverte la réaction n’est pas exactement
égale au flux thermique sur la courbe. On se propose donc de réaliser la même étude que
précédemment mais en ne récupérant la réaction que sur la frontière basse du domaine (y =
−1 et −1 < x < 1). Des conditions de Dirichlet sont toujours imposées sur tous les bords du
domaine. On se propose également de réaliser la même étude en calculant la réaction sur la
frontière basse mais cette fois des conditions de Neumann sont imposées à gauche et à droite.
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Les résultats des deux études sont présentés à la figure 5.8 et au tableau 5.2.
Tableau 5.2 Taux de h-convergence pour le calcul de la réaction sur une courbe ouverte.
Q1 Q2 Q3 Q4
Taux de h-convergence - Dirichlet 1.100 1.001 1.000 1.000
Taux de h-convergence - Neumann 2.011 4.016 6.017 8.037
On constate que pour une courbe ouverte avec des conditions de Neumann à ses extrémités,
les taux de h-convergence sont sensiblement les mêmes que pour une courbe fermée et la
p-convergence spectrale est bien respectée. Cependant pour une courbe ouverte entourée de
conditions de Dirichlet, on ne semble pas pouvoir obtenir de taux de h-convergence supérieurs
à 1 et ce pour n’importe quel degré d’éléments, de plus la p-convergence offre un comporte-
ment différent des courbes de convergence spectrale, on obtient comme pour la h-convergence
des droites, le taux de convergence est cependant doublé.
Les différents calculs ont également été menés avec la méthode des multiplicateurs de La-
grange avec imposition faible des conditions de Dirichlet, les taux de convergence et compor-
tements observés n’ont pas différé de ceux obtenus par la méthode des réactions.
La méthode est ainsi vérifiée, il reste à valider le calcul d’efforts pour les équations de Navier-
Stokes incompressibles.
5.3.2 Écoulement de Couette
On se propose de vérifier la méthode de calcul des moments sur un exemple utilisant les
équations de Navier-Stokes. On se base sur un écoulement de Couette en deux dimensions
(White, 2011). On considère deux cylindres concentriques, le cylindre externe de rayon 1
tourne à une vitesse de rotation égale à 1, le cylindre interne de rayon 0.5 est lui, fixe. La
solution analytique de ce problème est connue, le champs de vitesse étant vθ = 4r/3− 1/3r
avec r le rayon. On peut donc obtenir la valeur analytique des moments sur les deux cylindres
en intégrant le cisaillement multiplié par le bras de levier sur la paroi des cylindres. On réalise
alors des simulations pour différents degrés d’interpolants et différents maillages, les résultats
pour le calcul du moment sur le cylindre interne sont présentés à la figure 5.9.
On constate l’apparition de paliers sur les courbes de p-convergence, ces derniers sont dus à
l’erreur de discrétisation géométrique liée aux maillages utilisés. Pour chaque cas, on atteint
la précision maximale permise par le maillage à partir des éléments Q3Q2, on ne peut donc
pas vraiment étudier la p-convergence, cette dernière étant trop rapide. Ce phénomène donne
des courbes de h-convergence parallèles, la diminution de l’erreur étant uniquement due au
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Figure 5.8 p-convergence et h-convergence pour la réaction sur une courbe ouverte avec,
conditions de Dirichlet (en haut) et conditions de Neumann (en bas).
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Figure 5.9 p-convergence et h-convergence sur le moment pour l’écoulement de Couette.
raffinement géométrique, les taux de h-convergence pour cet exemple ne varie pas en fonction
du degré des interpolants. On considérera néanmoins que la méthode de calcul des moments
est vérifiée, cette dernière convergeant vers les meilleures solutions atteignables.
Pour finir, on se propose de comparer la méthode de calcul des moments grâce aux réactions
avec celle employée par le logiciel COMSOL. On notera que les valeurs absolues des moments
sur les cylindres interne et externe sont théoriquement égales, le moment interne étant positif
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et le moment externe négatif. Les résultats sur l’erreur de calcul pour les deux moments sont
présentés à la figure 5.10.
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Figure 5.10 Comparaison entre COMSOL et la méthode de calcul par réaction.
On voit clairement que notre méthode de calcul offre deux avantages par rapport au logi-
ciel Comsol. Tout d’abord, pour un même nombre de degrés de liberté, nous obtenons des
résultats beaucoup plus précis (diminution de l’erreur d’environ trois ordres de grandeur) et
deuxièmement, à l’inverse de Comsol, les moments interne et externe sont calculés avec la
même précision, respectant ainsi la théorie qui stipule que ces deux derniers sont égaux en
valeurs absolues.
5.4 Validation
La phase de validation pour la méthode des réactions est basée sur le même exemple que
précédemment (voir Chapitre 4), on s’intéresse aux forces et moments exercés sur un cylindre
circulaire dans un écoulement laminaire.
5.4.1 Écoulement laminaire autour d’un cylindre circulaire
On s’intéresse en premier lieu à la transition des régimes L2 à L3, on avait préalablement
déterminé que cette dernière s’effectue entre Re = 46 et Re = 47, en se basant sur la vorticité
et les lignes de courant de l’écoulement. On se propose maintenant d’étudier la variation de la
force de portance au cours du temps, ce type d’étude ayant déjà été réalisée par Rajani et al.
66
(2009) et Kumar et Mittal (2006b). Les résultats sont présentés à la figure 5.11. On constate
qu’à Re = 45, la force de portance oscille avec une faible amplitude et semble se stabiliser,
à Re = 46, la force semble grandir assez rapidement, pour un même temps de simulation,
l’amplitude est environ 10 fois plus grande. On peut conclure que, pour notre étude, la zone
de transition se situerait entre Re = 45 et Re = 46. La valeur la plus proche trouvée pour le
nombre de Reynolds de transition dans la littérature est celle de Jackson (1987) qui trouve
Re = 45.4 avec la méthode des éléments finis.
On se propose maintenant de calculer le coefficient de trainée moyen qui est, en 2D et en
adimensionnel, le double de la force de portance, en régime L2 et L3. Les données sont
présentées à la figure 5.12, elles sont en très bon accord avec celles de la littérature, notamment
avec les études les plus récentes de Rajani et al. (2009) et Thompson et al. (2014). On notera
que pour le régime L3, le coefficient de portance est moyenné dans le temps sur un grand
nombre de périodes, lorsque le régime périodique est atteint.
Le calcul du coefficient de portance moyen n’est pas très intéressant puisque ce dernier est
théoriquement nul (ce que l’on retrouve numériquement pour tout les nombres de Reynolds
traités avec une précision de 10−4). On préfère alors calculer la valeur RMS de ce dernier,
les résultats à Re = 300 sont comparés à la table 5.3. On constate une fois de plus que nous
sommes en accord avec la littérature, on notera également que les amplitudes de la force
de portance obtenue (entre ±0.948) sont en accord avec les résultats obtenus par Kalro et
Tezduyar (1997).
Tableau 5.3 Valeur RMS du coefficient de portance à Re = 300.
Source Clrms
Résultats 0.670
Rajani et al. (2009) 0.602
Mittal et Balachandar (1997) 0.650
Enfin, on se propose de valider le calcul du nombre de Strouhal, ce dernier a précédemment
été calculé à l’aide des champs de vitesse en deux points, les valeurs obtenues étaient en
accord avec la littérature. On va alors calculer le Strouhal en réalisant les FFT des signaux
en régime périodique pour le moment et les forces de portance et de traînée. Les résultats
sont présentés à la table 5.4, on constate qu’ils sont similaires peu importe la variable utilisée
pour le calcul.
La validation pour le calcul des moments est compliquée sur cet exemple puisqu’il existe peu
de littérature sur ce dernier, on notera juste que pour chaque nombre de Reynolds traité le
moment moyen est nul (avec une précision de 10−4) ce qui est conforme à la théorie.
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Figure 5.11 Coefficient de portance et FFT pour Re = 45 (a et b), 46 (c et d) et 47 (e et f).
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Figure 5.12 Coefficient de traînée en fonction du nombre de Reynolds.
Tableau 5.4 Nombres de Strouhal calculés à partir des FFT des différentes variables.
Variable U1D U20D M Fx Fy
St 0.2139510 0.2139510 0.2139495 0.2139510 0.2139495
Le calcul des forces et moments est alors validé, aussi bien en termes d’amplitudes que de
fréquences. On répète, une fois de plus, que l’influence des modes 3D n’est pas étudiée. On
peut désormais appliquer la méthode à des cas concrets.
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CHAPITRE 6 APPLICATION AU CALCUL DES EFFORTS SUR DES
CORPS IMMERGÉS
Ce chapitre est consacrée à l’application de la méthode des réactions au calcul des forces
de traînée et de portance ainsi que les moments engendrés par des écoulements incompres-
sibles sur des géométries en deux dimensions pour différents angles d’attaque. Les différents
exemples seront traités pour de faibles nombres de Reynolds (Re ≤ 500) donc pour des
écoulements non turbulents. On supposera également que l’influence des modes 3D est né-
gligeable. Les valeurs ainsi obtenues permettront d’établir des courbes de référence pour les
coefficients de traînée, de portance et, surtout, de moment moyen pour les différentes géomé-
tries à différents nombres de Reynolds. Ces courbes sont utiles dans de nombreux domaines
de l’ingénierie, notamment pour l’industrie pétrolière off-shore, les efforts calculés pouvant
servir au dimensionnement de risers et autres structures. Les résultats permettent également
de prévenir différents types d’instabilités liées aux phénomènes d’interaction fluide-structure.
Notamment le galop transverse lié aux courbes de portance et de traînée par le critère de
Den Hartog (1985) et le galop en rotation lié à la courbe de moment par le critère de Blevins
(1990). Les résultats permettent donc de développer des analyses quasi-statiques permettant
de prédire certains comportements dynamiques des structures.
6.1 Ellipse
La première géométrie considérée est une ellipse de ratio 2 : 1. Étant le premier cas traité, la
démarche utilisée sera détaillée ainsi que la méthode et les paramètres de calculs. Ces derniers
points seront, sauf indication contraire, valables pour toutes les autres géométries.
6.1.1 Géométrie et conditions limites
L’ellipse étant symétrique par rapport à ses deux axes, l’étude sera limitée à des angles
d’attaque compris entre 0 et 90 degrés et les valeurs entre 90 et 360 degrés seront déduites
des valeurs calculées.
La figure 6.1 définit les dimensions du problème, l’angle θ ainsi que le repère relatif à l’ellipse
( ~eX , ~eY , ~eZ) et le repère absolu (~ex, ~ey, ~ez). On notera que le centre de l’ellipse est situé en
(0,0). Les force de traînée FD et de portance FL ainsi que le moment M seront obtenus pour
des angles θ variant par pas de 15˚ entre 0˚ à 90˚ pour les nombres de Reynolds suivants :
Re = [100; 200; 300; 500]. La longueur de référence L sur laquelle est basé le nombre de
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Figure 6.1 Géométrie et conditions limites du problème - Ellipse.
Reynolds est la longueur du grand axe de l’ellipse.
Les dimensions du domaine de calcul ont été choisies arbitrairement, une rapide étude a été
menée pour s’assurer que ces dernières étaient suffisamment grandes pour ne pas engendrer
de phénomène de blocage et ainsi altérer la solution. Les résultats ont montré qu’un ajout
de 5L sur les bords du domaine entraîne des variations inférieures à 0.5% sur les valeurs de
FD, FL et M , validant ainsi les dimensions présentées à la figure 6.1.
Les conditions limites du problème sont indiquées sur la figure 6.1, une vitesse d’entrée
uniforme, une vitesse transversale nulle sur les bords, une condition de non-glissement sur
l’ellipse et une condition de traction nulle à la sortie (~t = σ · ~n = ~0), ces conditions limites
ont déjà été largement utilisées, voir Laroussi et al. (2014) et Kalro et Tezduyar (1997).
Pour l’évolution temporelle, la solution initiale est un champ de vitesse et une pression nuls.
L’écoulement est impulsif, (Etienne, 1999). Ces conditions limites et initales seront appliquées
pour toutes les géométries et ne seront, par conséquent, pas répétées.
6.1.2 Génération de maillage
Différents maillages ont été réalisés à l’aide du logiciel GMSH, ces derniers sont constitués de
quadrilatères quadratiques à 9 noeuds, l’interpolation géométrique est réalisée grâce aux fonc-
tions d’interpolation de Lagrange propres à chacun des noeuds, (Reddy, 1993). Le maillage
retenu est présenté à la figure 6.2, le choix de ce maillage a été basé sur des critères de rapi-
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Figure 6.2 Maillage utilisé pour l’ellipse à θ = 0˚ .
dité de calcul et de précision. La convergence des résultats pour ce maillage sera présentée à
la section 6.1.4. Il est constitué d’environ 1000 quadrangles, le nombre d’éléments fluctuant
légèrement en fonction de l’angle d’attaque θ. Pour la partie non-structurée du maillage,
la taille des éléments est régie par deux fonctions, une répartition exponentielle autour de
l’ellipse pour obtenir la taille d’élément voulue sur la frontière hlim, et une distribution en
tangente hyperbolique pour le sillage. Entre ces deux répartitions, c’est la taille minimale
d’élément prescrite qui est utilisée.
La forme générale de la répartition exponentielle est la suivante :
h = a exp (b(x2 + y2)) + c (6.1)
où h est la taille des éléments et a, b et c sont des constantes à déterminer.
On définit alors rlim et rsill, respectivement, les distances pour lesquelles les tailles de maillage
hlim et hsill sont atteintes. La constante b est arbitraire, elle sera déterminée par l’utilisateur
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pour obtenir l’évolution souhaitée entre les valeurs hlim et hsill.
Pour déterminer les constantes a et c, les conditions suivantes sont utilisées :
h(rlim) = a exp (b(r2lim)) + c = hlim (6.2)
h(rsill) = a exp (b(r2sill)) + c = hsill (6.3)
ce qui donne :
a =
hsill − hlim
exp(br2sill)− exp(br2lim)
(6.4)
c = hlim − a exp(br2lim) (6.5)
Les distances rlim, rsill, les tailles d’éléments hlim et hsill ainsi que la constante b sont à définir
par l’utilisateur, cette méthode offre une grande flexibilité et permet de créer aisément des
maillages pour capturer la couche limite.
Le sillage est lui régi par l’équation suivante :
h = (−10 tanh(10− (d x+ e)) ∗ |y|) + 10 + hsill) ∗ exp(−(x+ 1) + 1) + fx (6.6)
d =
ld − lf
xd − xf (6.7)
e =
ld + lf − d ∗ (xd + xf )
2 (6.8)
f =
hplus
xf
(6.9)
Cette répartition est composée d’une tangente hyperbolique, inspirée des profils de vitesse
de jet plan, permettant de prescrire la taille hsill des éléments dans le sillage, l’exponentielle
permet de limiter l’usage de la tangente pour des abscisses positives en prescrivant une taille
importante d’élément en amont de l’ellipse, enfin une fonction affine permet d’augmenter
linéairement la taille des éléments dans le sillage. Les paramètres xd et xf correspondent aux
abscisses de début et de fin du sillage. ld et lf permettent de faire varier la largeur du sillage
respectivement en amont et en aval, leur influence est illustrée à la figure 6.3. Enfin, la valeur
hplus correspond à la taille que l’on veut ajouter aux éléments à la fin du sillage, la taille des
éléments varie ainsi linéairement dans le sillage entre hsill et hsill + hplus ce qu’on peut voir à
droite sur la figure 6.3.
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Figure 6.3 Exemple d’utilisation du modèle de sillage de l’équation (6.6). xd = 0 et xf = 30,
à gauche ld = 4 et lf = 2, à droite ld = 3 et lf = 1 .
6.1.3 Traitement de données
Les résultats pour chaque calcul sont constitués des champs de vitesse et de pression à la
dernière étape temporelle et des valeurs des forces de portance, de traînée, du moment et du
temps pour chaque étape temporelle. Après le traitement de ces données sous Matlab, nous
obtenons les courbes de la figure 6.4.
L’algorithme de traitement de données permet de récupérer une partie du signal, sur un
certain nombre de périodes, en spécifiant un temps de départ. Le temps de départ est choisi
lorsque le régime périodique est atteint, ce qui est laissé à l’appréciation de l’utilisateur. On
s’assurera tout de même que ce régime est bien atteint grâce aux courbes présentées à la
figure 6.5. Une transformation de Fourier rapide (FFT) est alors effectuée pour obtenir le
contenu fréquentiel des signaux ainsi que leurs valeurs moyennes, voir figure 6.6.
Cette approche permet un traitement rapide des données pour chaque angle étudié tant que
le régime périodique, s’il existe, est atteint. Cette méthode sera utilisée pour traiter toutes
les géométries. La convergence sur les valeurs moyennes peut maintenant être étudiée.
Les champs de vitesse et de pression sont également obtenus pour la dernière étape temporelle,
la visualisation de ces derniers est effectuée à l’aide du logiciel "Tecplot2014". Ce dernier
permettra également de visualiser les contours de vorticité.
6.1.4 Convergence
L’étude de convergence va permettre de faire un choix sur le degré des interpolants utilisés. Le
tableau 6.1 recense les résultats obtenus sur les valeurs moyennes pour différents interpolants
en vitesse et pression. L’étude est réalisée pour la configuration où le nombre de Reynolds
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Figure 6.5 Courbes de stabilités pour θ = 30˚ et t variant de 200 à 500.
efficace est maximal, soit pour θ = 90˚ . L’écart absolu moyen moyen est calculé par rapport
aux valeurs obtenues pour les interpolants les plus élevés soit Q6Q5. Les tolérances pour
l’étude sont fixées à 10−6 pour la tolérance temporelle, la tolérance sur le résidu et sur la
correction. La tolérance pour la refactorisation de la matrice est elle fixée à 10−1 (voir chapitre
3).
Les interpolants Q4Q3 sont retenus puisqu’ils présentent une erreur sur les valeurs moyennes
inférieure à 0,01 pourcent de la solution obtenue avec les Q6Q5 et que le calcul diverge pour
Q3Q2.
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Figure 6.6 Transformation de Fourier rapide des signaux (à gauche), signaux et moyennes
temporelles en pointillé rouge (à droite) pour θ = 30˚ .
Tableau 6.1 Convergence en ordre sur le maillage de la figure 6.2 à θ = 90˚ .
Degré des interpolants < M > < FD > < FL > moyen
Q4Q3 -0,000014 0,991963 0,000122 0,000097
Q5Q4 -0,000007 0,992453 -0,000102 0,000150
Q6Q5 0,000064 0,992116 0,000237 -
La convergence pour les interpolants Q4Q3 est alors étudiée en raffinant le maillage, toujours
pour θ = 90˚ . La taille d’élément h correspond au maillage présenté à la figure 6.2, les
éléments sont alors divisés en 4 pour obtenir le maillage "h/2". Les résultats de cette étude
sont présentés au tableau 6.2. Cette étude confirme que le maillage initial peut-être utilisé
pour notre étude, ce dernier présentant une erreur sur les valeurs moyennes inférieure à 0,1
pourcent par rapport aux valeurs données par le maillage deux fois raffiné.
Tableau 6.2 Convergence pour l’ellipse pour les interpolants Q4Q3.
Taille des éléments < M > < FD > < FL > moyen
Q4Q3− h -0,000014 0,991963 0,000122 0,000270
Q4Q3− h/2 0,000018 0,992798 0,000193 0,000126
Q4Q3− h/4 -0,000004 0,992631 -0,000132 -
Enfin l’influence de la tolérance sur l’intégration temporelle de la méthode BDF a été étudiée,
les résultats sont présentés au tableau 6.3.
Les résultats indiquent qu’une tolérance temporelle trop élevée a pour effet de dégrader la
solution, l’évolution du pas de temps au cours du temps a été tracée pour chacun des exemples,
ainsi que la vorticité pour les tolérances de 10−1 et 10−6, (voir figure 6.7). Le fait d’augmenter
la tolérance d’intégration temporelle agit comme un filtre passe-haut. Les pas de temps pour
les simulations réalisées avec de grandes tolérances BDF se stabilisent à des valeurs trop
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Tableau 6.3 Etude de l’influence de la tolérance BDF sur les valeurs moyennes.
Tolérance BDF < M > < FD > < FL > moyen
10−01 0,000008 0,773920 0,000107 0,073219
10−02 0,000022 1,123495 -0,000172 0,044394
10−04 -0,000013 0,991622 0,000270 0,000094
10−06 -0,000014 0,991963 0,000122 -
hautes ne permettant pas de capturer l’intégralité des phénomènes instationnaires comme le
confirme les contours de vorticité. Par conséquent la tolérance BDF sera fixée à 10−6 pour
cette géométrie et toutes les suivantes.
La validité des résultats étant maintenant assurée, l’étude de l’évolution des valeurs moyennes
des forces de portance, de trainée et du moment en fonction de l’angle d’attaque peut être
réalisée.
Figure 6.7 Vorticité pour la tolérance BDF à 10−01 (en haut à gauche) et 10−06 (en bas à
gauche). Évolution temporelle du pas de temps pour différentes tolérance BDF (à droite).
6.1.5 Résultats
Valeurs moyennes
Le nombre de Reynolds a peu d’influence sur les valeurs moyennes de moment et de portance,
comme le montre la figure 6.8. La force de traînée montre cependant un comportement
intéressant. En effet, lorsque le nombre de Reynolds augmente la force de traînée, due aux
effets visqueux diminue, alors que celle due aux forces de pression augmente, on constate
donc que les efforts visqueux dominent pour de faibles angles (θ < 35˚ ), puis les forces de
pression prennent le pas lorsque l’angle augmente (θ ∈ [35˚ ; 90˚ ]). On notera que les résultats
obtenus pour Re = 500 ont été réalisés avec un maillage plus dense et que des données
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Figure 6.8 Valeurs moyennes du moment, des forces de traînée et de portance en fonction de
l’angle θ pour Re = [100, 200, 300, 500] pour l’ellipse.
supplémentaires sont présentées en Annexe B.
On se propose de valider les résultats obtenus en les confrontant avec ceux trouvés dans la
littérature. Les contours de vorticité présentés à la figure 6.9 montrent trois comportements
différents dans le sillage de l’ellipse ; à Re = 100, on observe un relâcher tourbillonnaire
qui se réorganise en un sillage symétrique ; à Re = 200, un second relâcher tourbillonnaire
périodique est observé dans le sillage ; enfin à Re = 300, le second relâcher tourbillonnaire est
toujours présent mais n’est plus périodique, les tourbillons étant lâchés aléatoirement. Ces
observations sont en accord avec les résultats obtenus par (Johnson et al., 2001) et (Thompson
et al., 2014).
Les valeurs des coefficients de traînée (on rappelle qu’en 2D, CD = 2FD) et de Strouhal (voir
Annexe B) présentés au tableau 6.4 sont également en accord avec les résultats de Johnson
et al. (2001).
Plusieurs analyses peuvent êtres menées à partir des courbes présentées à la figure 6.8, ces
dernières seront détaillées dans cette partie, mais ne seront pas répétées dans les suivantes.
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Figure 6.9 Vorticité entre -0.5 et 0.5 à t = 500, positive en rouge, négative en bleu, pour des
nombres de Reynolds de 100 (en haut), 200 (au milieu) et 300 (en bas).
Tableau 6.4 Valeurs du coefficient de traînée et du Strouhal pour θ = 90˚ .
Re CD St
100 0.182 0.185
200 0.188 0.193
Galop transversal
Les courbes de portance et de traînée peuvent être utilisées afin de prédire l’apparition
d’instabilité de galop en translation. En effet, le critère de Den Hartog (1985) a été largement
utilisé pour prédire ce type d’instabilité sur diverses géométries. Le carré est probablement
le cas le plus étudié (Barrero-Gil et al., 2009). Des études ont également été menées sur des
formes plus originales, comme des sections triangulaires (Alonso et al., 2005) ou encore des
rhomboïdes (Ibarra et al., 2014). On se propose de démontrer succinctement le critère de Den
Hartog.
Considérons l’ellipse ayant un degré de liberté en translation dans la direction ~ey. On définit
l’angle α comme l’angle relatif de l’écoulement par rapport au mouvement de l’ellipse, voir
figure 6.10.
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Figure 6.10 Ellipse avec un degré de liberté - Galop transversal.
On a alors les relations suivantes :
α = tan
 y˙
U
 (6.10)
Fy = FL cosα− FD sinα (6.11)
Considérons l’équation du mouvement de l’ellipse sans amortissement structurel :
my¨ + ky = Fy (6.12)
ou m est la masse de l’ellipse et k la raideur transverse.
On effectue un développement en série de Taylor de Fy, pour des petits angles α, donc de
faibles vitesses y˙ :
Fy ' Fy
∣∣∣
0
+
∂Fy
∂α
∣∣∣
0
α (6.13)
En utilisant l’équation (6.10) et l’approximation pour de petits angles, et en injectant (6.13)
dans (6.12) (la force transversale en α = 0 étant négligée) :
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my¨ +
1
U
−∂Fy
∂α
 y˙ + ky = 0 (6.14)
On a donc une instabilité en galop (causée par l’amortissement négatif) si :
∂Fy
∂α
> 0 (6.15)
En utilisant l’équation 6.11 et l’approximation des petits angles, on obtient le critère de Den
Hartog. Il y a instabilité si :
−∂FL
∂α
+ FD
 < 0 (6.16)
On notera que la différence de signe devant la dérivée par rapport à la forme classique du
critère de Den Hartog est uniquement due au choix de la position et de l’orientation de θ.
Ce critère se comprend physiquement. En effet, si la vitesse y˙ augmente (donc si l’angle α
augmente),et si la force transversale diminue (∂Fy/ ∂α<0), alors le système sera stable. La
diminution de la force lorsque la vitesse augmente va tendre à réduire les oscillations. Par
contre, si la force transversale augmente (∂Fy/ ∂α>0), alors le système sera instable.
On se propose alors de tracer la fonction H =
−∂FL
∂θ
+ FD
 pour l’ellipse, les résultats sont
présentés à la figure 6.11.
On constate que l’ellipse est stable pour tout angle d’attaque à Re = 100, la fonction H
n’étant jamais inférieure à zéro. Il en est de même pour les autres nombres de Reynolds
étudiés, les valeurs des forces de portance variant peu entre Re = 100 et Re = 500. On fera
remarquer que pour des nombres de Reynolds plus importants (Re ≈ 105), on a apparition
de l’instabilité en galop transversal pour certains angles (Alonso et al., 2010).
Pour plus d’informations sur ce critère, notamment les plages de validité du modèle, le lec-
teur est invité à consulter les ouvrages suivants : Shiraz (2014),Den Hartog (1985) et Blevins
(1990). On fera seulement remarquer que ces instabilités se produisent pour de grandes vi-
tesses réduites et que le cadre de cette théorie est limité. En effet, l’approche quasi-statique
utilisée ne permet pas d’appréhender les phénomènes non linéaires dus aux relâchers tour-
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Figure 6.11 Critère de Den Hartog H, portance FL et traînée FD pour l’ellipse à Re = 100.
billonnaires.
Galop en rotation
Le galop en rotation peut également être prédit à l’aide, cette fois, des courbes de moment
moyen. Ce phénomène peut engendrer des oscillations de grandes amplitudes en rotation
autour de l’axe des structures. Ces oscillations peuvent conduire à des accidents catastro-
phiques, ce phénomène étant, par exemple, une des causes majeures du tristement célèbre
effondrement du pont de Tacoma en 1940 (Jung et Lee, 2011).
Le critère d’instabilité nécessaire pour le galop en rotation est basé sur la dérivée du moment
par rapport à l’angle d’attaque, il est donné à la formule (6.17). Pour plus de détails sur la
théorie, on invite le lecteur à consulter Blevins (1990) et Robertson et al. (2003a).
∂M
∂θ
∣∣∣
θ=α
< 0 Critère nécessaire d’instabilité (6.17)
Ce critère est valable pour de petites variations autour de l’angle d’attaque étudié. Dans le
cas de l’ellipse, on constate qu’on a une zone potentielle d’instabilité pour des angles compris
environ entre 60 et 120 degrés.
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On notera que les critères de Den Hartog et Blevins reposent sur des approches quasi-statiques
et négligent ainsi les effets dynamiques liés à la viscosité et aux lâchers tourbillonnaires. De
plus, nous avons mené les différentes analyses sur des cas fictifs. Pour de vraies structures, les
zones d’instabilité vont dépendre de l’amortissement structurel en translation et en rotation
des cas considérés. On précise également qu’une autre instabilité en rotation peut apparaître,
appelée la divergence (Blevins, 1990), liée à la raideur des structures. Enfin, l’influence des
modes 3D, présents sur la gamme de nombres de Reynolds étudiée, n’est pas prise en compte,
en effet, en 3 dimensions, la décorrélation de l’écoulement le long de l’axe des structures à
tendance à faire chuter la valeur des efforts moyens, en plus de changer la structure de
l’écoulement en aval des objets.
Pour toutes ces raisons, les critères d’instabilité ne sont que des indicateurs et n’entraînent pas
obligatoirement les phénomènes de galop, il est alors nécessaire d’effectuer des simulations en
interaction fluide-structure afin de déterminer plus précisément le comportement dynamique
des structures, on référera par exemple pour l’ellipse à Weymouth (2014).
Les autres géométries traitées utilisent la même méthodologie que celle appliquée à l’ellipse.
Elles seront donc détaillées sous forme de fiches techniques en Annexe A, les différences
majeures entre les différents cas traités y seront également détaillées, de plus des données
supplémentaires sont données pour l’ellipse et les différentes géométries en Annexe B ; no-
tamment, l’évolution du nombre de Strouhal en fonction de l’angle d’attaque.
Pour conclure cette partie, la méthode des éléments spectraux, couplée à l’utilisation de
la méthode des réactions, permet d’effectuer avec précision des simulations d’écoulement
autour de diverses sections de corps. Les valeurs obtenues lors de ces simulations permettent
d’effectuer des analyses quasi-statiques. Les résultats de ces analyses et les valeurs moyennes
des efforts sont utiles pour le dimensionnement de structures, elles sont notamment utiles pour
l’industrie off-shore, certaines des géométries étudiées ayant été choisies par des industriels
voulant connaître les efforts et les zones d’instabilité de différents objets.
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CHAPITRE 7 CONCLUSION
7.1 Synthèse
La phase de vérification du code a démontré l’efficacité de la méthode des éléments spectraux
et de la p-convergence par rapport à la méthode classique des éléments finis et de la h-
convergence. Nous avons obtenu des solutions plus précises à même nombre de degrés de
liberté. Le code EF6 a également été validé avec succès sur l’écoulement laminaire autour
d’un cylindre circulaire, l’utilisation de la méthode hp ayant fourni des résultats en accord
avec ceux trouvés dans la littérature.
L’efficacité de la méthode des réactions a été démontrée, notamment sur le calcul des mo-
ments. La méthode proposée donnant des erreurs sur le calcul des moments 103 fois plus
faibles que celles obtenues avec le logiciel Comsol.
Les simulations réalisées ont permis de développer différentes techniques de création de
maillages non-structurés, via l’utilisation de fonctions mathématiques régissant la taille des
éléments. Tous les résultats produits sont accompagnés d’une étude de convergence permet-
tant de s’assurer de leur validité. Des courbes de références pour les valeurs des efforts moyens,
à savoir la portance, la traînée et le moment, ont été déterminées pour six géométries diffé-
rentes, dont trois commanditées par des industriels, pour des nombres de Reynolds variant
de Re = 100 à Re = 500. L’évolution du nombre de Strouhal en fonction de l’angle d’attaque
a également été déterminée à partir de FFT, lorsque cela était possible. Enfin, nous avons
explicité les différents types d’analyses quasi-statiques que l’on peut mener à partir des ré-
sultats produits, permettant d’obtenir les zones d’instabilités potentielles des géométries en
galop transverse et en galop en rotation.
7.2 Recommandation
Il serait intéressant d’étudier l’influence des modes 3D sur chaque géométrie, ces derniers
ayant normalement un impact non-négligeable sur les valeurs moyennes des efforts pour les
nombres de Reynolds considérés.
Le développement d’un algorithme permettant de moyenner les différents fichiers de données
dans le temps, donnant ainsi des champs de vitesse et de vorticité moyens, permettrait le
calcul du point de décollement moyen lorsque l’on est en régime périodique (allée de Von
Karman). Un utilitaire de post-traitement intégré dans EF6 serait probablement une bonne
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idée.
Il serait également judicieux d’effectuer des simulations en interaction fluide structure sous
Fluent dans les zones d’instabilité potentielle déterminées par les critères quasi-statiques, afin
de confirmer ou d’infirmer ces derniers.
Pour finir, l’étude plus précise du comportement tourbillonnaire sur la dernière géométrie
présentée permettrait peut être d’expliquer plus en détails le comportement particulier des
courbes de portance et de moment entre -30 et 30 degrés.
Une méthode de détection automatique de la périodicité lors des relâchers tourbillonnaires
serait également un outil intéressant à développer.
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ANNEXE A GÉOMÉTRIES TRAITÉES
Cette annexe regroupe les fiches techniques sur les différentes géométries traitées, on donne les
domaines et maillages utilisés lors des simulations, les études de convergence sur les maillages
et les interpolants choisis, ainsi que les résultats pour les valeurs des efforts moyens. Les
analyses de stabilité ne seront pas détaillées, on réfère au Chapitre 6 pour plus de détails sur
la démarche de calcul et pour l’analyse des données.
A.1 Plaque plane
A.1.1 Géométrie et maillage
FX
FY
L
0.1L
FD
FL
M
θ
~ey
~ex
θ
~ez, ~eZ
~eX~eY
U = 1
V = 0
V = 0
V = 0
60L
40L
20L
Figure A.1 Géométrie et conditions limites du problème - Plaque plane.
La deuxième géométrie traitée est une plaque plane d’épaisseur égale à 0.1 fois sa longueur,
la longueur de référence L correspond à la longueur de la plaque. Les extrémités de la plaque
sont constituées de demi-cercles, l’influence de ce choix au lieu de bords à angle droit ne sera
pas étudiée, mais il est possible que les résultats différent entre les deux cas, voir Robertson
et al. (2003b). La géométrie du problème est présentée à la figure A.1, les conditions limites
sont les mêmes que celles utilisées précédemment.
Le maillage utilisé est présenté à la figure A.2, les fonctions utilisées sont les mêmes que celles
93
X
Y
Z
X
Y
Z
Figure A.2 Maillage utilisé pour la plaque plane à θ = 0˚ .
présentées pour l’ellipse. Ce maillage est constitué d’environ 1700 quadrangles.
A.1.2 Convergence
Les différentes études de convergence sont réalisées au nombre de Reynolds maximum étudié
pour la plaque plane soit Re = 200 .
Tableau A.1 Convergence en ordre sur le maillage de la figure A.2 à θ = 90˚ .
Degré des interpolants < M > < FD > < FL > moyen
Q3Q2 0,000052 1,344330 0,000094 0,001244
Q4Q3 -0,000013 1,346030 -0,000015 0,000784
Q5Q4 -0,000009 1,349167 0,000006 -
La convergence en ordre des interpolants est étudiée et présentée au tableau A.1. Les Q4Q3
seront utilisés pour la suite des calculs, ces derniers présentant une erreur moyenne inférieure
à 0.1 pourcent avec la solution la plus précise.
La convergence pour ces interpolants est alors étudiée en raffinant le maillage, les résultats
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sont présentés au tableau A.2.
Tableau A.2 Convergence pour la plaque plane pour les interpolants Q4Q3.
Taille des éléments < M > < FD > < FL > moyen
Q4Q3− h -0,000013 1,346030 -0,000015 0,000198
Q4Q3− h/2 0,000043 1,346207 0,000010 0,000162
Q4Q3− h/4 0,000013 1,346792 0,000012 -
Le maillage initial présente une erreur moyenne inférieure à 0.05 pourcent par rapport au
maillage raffiné deux fois, il sera donc utilisé pour le reste de l’étude.
A.1.3 Résultats
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Figure A.3 Valeurs moyennes des efforts en fonction de l’angle θ pour Re = [100, 200] -
Plaque plane.
L’évolution des efforts en fonction de l’angle semble suivre la même tendance que celle de
l’ellipse, ce qui semble logique du fait de la similarité entre les deux géométries .
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A.2 Cinq cylindres
Cette géométrie représente une section d’un faisceau de cinq cylindres, souvent utilisé comme
riser dans l’off-shore pétrolier. La géométrie du problème ainsi que les conditions limites sont
présentées à la figure A.4. Le maillage utilise cinq répartitions exponentielles pour capturer
les couches limites des cylindres (voir chapitre 6), il est présenté à la figure A.5.
A.2.1 Géométrie et maillage
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Figure A.4 Géométrie et conditions limites du problème - Cinq cylindres.
A.2.2 Convergence
Tableau A.3 Convergence en ordre sur le maillage de la figure A.5 à θ = 90˚ .
Degré des interpolants < M > < FD > < FL > moyen
Q2Q1 0,000070 0,633338 0,000109 0,000403
Q3Q2 0,000012 0,632788 0,000013 0,000061
Q4Q3 -0,000001 0,632687 -0,000001 -
La convergence en ordre des interpolants est étudiée et présentée au tableau A.3. Les Q3Q2
seront utilisés pour la suite des calculs, ces derniers présentant une erreur moyenne inférieure
à 0.1 pourcent avec la solution la plus précise.
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Figure A.5 Maillage utilisé pour les cinq cylindres à θ = 0˚ .
La convergence pour ces interpolants est alors étudiée en raffinant le maillage. Les résultats
sont présentés au tableau A.4.
Tableau A.4 Convergence pour les cinq cylindres pour les interpolants Q3Q2.
Taille des éléments < M > < FD > < FL > moyen
Q3Q2− h 0,000012 0,632788 0,000013 0,000054
Q3Q2− h/2 0,000002 0,632703 0,000002 0,000002
Q3Q2− h/4 0,000000 0,632701 0,000000 -
Le maillage initial est retenu, ce dernier présentant une erreur moyenne sur les valeurs
moyennes des efforts inférieure à 0.01 pourcent avec la solution obtenue pour un maillage
deux fois raffiné.
A.2.3 Résultats
Valeurs moyennes
On constate une influence importante du nombre de Reynolds sur les valeurs moyennes des
efforts pour cette géométrie. En effet, l’augmentation du nombre de Reynolds semble faire
décroître les valeurs moyennes absolues des efforts, les écarts les plus importants se situant
aux alentours des 90 degrés pour la traînée, et de 45 degrés pour la portance et le moment.
On remarque également que l’augmentation du Reynolds a tendance à faire chuter le moment
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Figure A.6 Valeurs moyennes du moment, des forces de traînée et de portance en fonction de
l’angle θ pour Re = [100, 300, 500] - Cinq cylindres.
moyen entre 0 et 30 degrés, allant jusqu’à créer une pente négative à Re = 500 (synonyme
de possibilité de galop en rotation).
A.3 Caisson de flottaison
Cette géométrie représente une section de caisson de flottaison permettant la mise en tension
des risers, elle a été commanditée par un industriel. Ce dernier a proposé de travailler sur
une géométrie simplifiée de la section ; nous avons effectué les simulations sur les deux cas, la
géométrie réelle et la géométrie simplifiée, afin d’étudier l’influence de l’approximation. Les
deux géométries sont représentées à la figure A.7 et les maillages aux figures A.8 et A.9.
A.3.1 Géométrie et maillage
A.3.2 Convergence
La convergence en ordre des interpolants est étudiée et présentée au tableau A.5. Les Q3Q2
seront utilisés pour la suite des calculs, ces derniers présentant une erreur moyenne inférieure
à 0.6 pourcent avec la solution la plus précise.
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Figure A.7 Géométrie et conditions limites du problème (en haut), comparaison entre la
géométrie approximée et la géométrie réelle (en bas) - Caisson de flottaison.
Tableau A.5 Convergence en ordre sur le maillage de la figure A.8 à θ = 90˚ .
Degré des interpolants < M > < FD > < FL > moyen
Q2Q1 -0,039793 0,894649 -0,145796 0,005788
Q3Q2 -0,040131 0,899650 -0,144533 0,001781
Q4Q3 -0,040068 0,899144 -0,145011 0,000307
Q5Q4 -0,040059 0,898978 -0,144939 -
La convergence pour ces interpolants est alors étudiée en raffinant le maillage, les résultats
sont présentés au tableau A.6. On commet une erreur inférieure à 0.2 pourcent avec le maillage
initial.
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Figure A.8 Maillage utilisé pour la géométrie approximée à θ = 0˚
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Figure A.9 Maillage utilisé pour la géométrie réelle à θ = 0˚ .
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Tableau A.6 Convergence pour le caisson de flottaison (géométrie approximée) pour les in-
terpolants Q3Q2.
Taille des éléments < M > < FD > < FL > moyen
Q3Q2− h -0,040131 0,899650 -0,144533 0,001786
Q3Q2− h/2 -0,040064 0,898997 -0,145133 0,000447
Q3Q2− h/4 -0,040061 0,898978 -0,144950 -
A.3.3 Résultats
Pour cette géométrie, on s’intéresse aux écarts de valeurs entre les géométries réelle et ap-
proximée à Reynolds 200 tel que requis par l’industriel.
Valeurs moyennes
On constate que l’approximation de la géométrie engendre un écart non négligeable sur
les valeurs des efforts avec la géométrie réelle, surtout entre 60 et 155 degrés, là où la zone
approximée est le plus exposée à l’écoulement. L’erreur relative commise peut monter jusqu’à
50 pourcent pour la portance. On donne également les courbes des efforts dans le repère relatif
à la géométrie, ces dernières ayant été demandées par l’industriel.
A.4 Flatpack
A.4.1 Géométrie et maillage
Cette géométrie a elle aussi été commanditée par un industriel. Elle est représentée à la figure
A.11, le maillage utilisé est représenté à la figure A.12.
A.4.2 Convergence
Tableau A.7 Convergence en ordre sur le maillage de la figure A.12 à θ = 90˚ .
Degré des interpolants < M > < FD > < FL > moyen
Q3Q2 0,000275 0,986787 0,000866 0,001466
Q4Q3 -0,000083 0,989065 0,000100 0,000379
Q5Q4 -0,000025 0,990011 -0,000453 -
La convergence en ordre des interpolants est présentée au tableau A.7. Les Q4Q3 seront
utilisés pour la suite des calculs, ces derniers présentant une erreur moyenne inférieure à 0.2
pourcent avec la solution la plus précise.
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Figure A.10 Valeurs moyennes des efforts en fonction de l’angle θ à Re = 200 pour les
géométries réelle et approximée - Caisson de flottaison.
La convergence pour ces interpolants est alors étudiée en raffinant le maillage, les résul-
tats sont présentés au tableau A.8, le maillage initial présentant une erreur inférieure à 0.2
pourcent sur les efforts moyens.
Tableau A.8 Convergence pour le flatpack pour les interpolants Q4Q3.
Taille des éléments < M > < FD > < FL > moyen
Q4Q3− h 0,000275 0,986787 0,000866 0,001356
Q4Q3− h/2 -0,000194 0,988521 0,000038 0,000469
Q4Q3− h/4 0,000234 0,989683 -0,000092 -
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Figure A.11 Géométrie et conditions limites du problème - Flatpack.
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Figure A.12 Maillage utilisé pour le flatpack à θ = 0˚ .
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A.4.3 Résultats
On a ici aussi réalisé l’étude à Re = 200, à la demande de l’industriel. Les efforts moyens
sont présentés à la figure A.13. On obtient un comportement assez similaire à celui de la
plaque plane, ce qui semble logique. On notera néanmoins qu’à nombre de Reynolds égaux,
les valeurs maximales et minimales de portance et de moment sont moins élévés pour le
flatpack. Une courbe supplémentaire est également fournie, donnant l’évolution du moment
en fonction de la position du point de pivot. La distance entre le point de pivot et le centre
de la géométrie (point de pivot en amont) est notée r. On constate qu’en décalant le point
de pivot, la pente du moment devient entièrement négative de -120 à 120 degrés. On peut
donc avoir apparition de galop en rotation sur toute cette plage d’angle. On note également
que l’amplitude du moment augmente lorsque le point de pivot s’éloigne du centre, ce qui est
logique puisque le bras de levier augmente. Enfin, on fera remarquer que le moment maximal
se situe environ à 115 degrés à r = 0.5, ce qui est intéressant puisque le point de pivot étant
au bord de la géométrie on pourrait imaginer que le moment maximal serait obtenu lorsque
la section apparente est la plus importante, soit à 90 degrés.
A.5 Section de riser
A.5.1 Géométrie et maillage
La dernière géométrie traitée représente une section de riser utilisée dans l’industrie off-shore,
elle est représentée à la figure A.14. La géométrie étant très élancée, le maillage utilisé permet
d’adapter la largeur du sillage en fonction de l’angle étudié. On donne les deux cas extrêmes
à 0 et 90 degrés aux figures A.15 et A.16.
A.5.2 Convergence
Tableau A.9 Convergence en ordre sur le maillage de la figure A.15 à θ = 90˚ .
Degré des interpolants < M > < FD > < FL > moyen
Q3Q2 0,152626 1,409910 -0,001488 0,002033
Q4Q3 0,152745 1,404355 -0,001715 0,000707
Q5Q4 0,152767 1,404723 0,002251 -
La convergence en ordre des interpolants est présentée au tableau A.9. Les Q3Q2 seront
utilisés pour la suite des calculs, ces derniers présentants une erreur moyenne inférieure à 0.3
pourcent avec la solution la plus précise.
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Figure A.13 Valeurs moyennes des efforts en fonction de l’angle θ à Re = 200 - Flatpack.
La convergence pour ces interpolants est alors étudiée en raffinant le maillage, les résultats
sont présentés au tableau A.10. On obtient une erreur sur les efforts moyens inférieure à 0.2
pourcent avec le maillage inital.
Tableau A.10 Convergence pour la section de riser pour les interpolants Q3Q2
Taille des éléments < M > < FD > < FL > moyen
Q3Q2− h 0,152626 1,409910 -0,001488 0,001882
Q3Q2− h/2 0,152705 1,404579 0,000820 0,000324
Q3Q2− h/4 0,152689 1,404651 0,000833 -
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Figure A.14 Géométrie et conditions limites du problème - Section de riser.
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Figure A.15 Maillage utilisé pour l’ellipse à θ = 0˚ .
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Figure A.16 Maillage utilisé pour l’ellipse à θ = 90˚ .
A.5.3 Résultats
Les efforts moyens à Re = 200 sont présentés à la figure A.17. Cette géométrie a été étudiée
pour de nombreuses valeurs d’angle du fait du comportement singulier de la solution aux
alentours de 0 degré. En effet, on constate que la portance et le moment présentent des
oscillations importantes aux alentours de cette zone, ce phénomène est probablement dû aux
interactions entre les différents lâchers tourbillonnaires et les cylindres, puisqu’il disparaît
lorsque l’angle est assez important pour que les cylindres n’interagissent plus entre eux (vers
30 degrés). Il apparaît clairement qu’il serait ici nécessaire d’effectuer des simulations en
interaction fluide-structure, pour avoir une idée plus précise du comportement dynamique de
la section de riser.
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Figure A.17 Valeurs moyennes des efforts en fonction de l’angle θ à Re = 200 - Section de
riser.
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ANNEXE B NOMBRES DE STROUHAL
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Figure B.1 Évolution du nombre de Strouhal en fonction de l’angle d’attaque - Ellipse (en
haut, à gauche), Plaque plane (en haut, à droite), Cinq cylindres (au milieu, à gauche),
Caisson de flottaison et cylindre circulaire à Re = 200 (au milieu, à droite) et Comparaison
entre le flatpack, la plaque plane et l’ellipse à Re = 200 (en bas).
