ON THE NEW APPROXIMATION TO NON-CENTRAL T-DISTRIBUTIONS by Akahira Masafumi et al.
ON THE NEW APPROXIMATION TO NON-CENTRAL
T-DISTRIBUTIONS
著者 Akahira Masafumi, Sato Michikazu, Torigoe
Norio
journal or
publication title
Journal of the Japan Statistical Society
volume 25
number 1
page range 1-18
year 1995
権利 日本統計学会
URL http://hdl.handle.net/2241/118436
J. Japan Statist. Soc. 
Vol. 25 No.1 1995 1-18 
ON THE NEW APPROXIMATION TO 
NON-CENTRAL i-DISTRIBUTIONS 
Dedicated to Professor Nariaki Sugiura on his 60th birthday 
Masafumi Akahira*, Michikazu Sato* and Norio Torigoe* 
Recently a new approximation to a percentage point of non-central 
t-distributions was proposed by Akahira [1]. In this paper the approximation 
formula is presented and the existence and uniqueness of a solution of the 
equation on the formula is proved. Numerical results are also given. 
1. Introduction 
Suppose that Xl, ... , Xn 1 and Yl, ... , Yn 2 are random samples from normal 
distributions with means Jll and #2, respectively, and a common variance (J"2. 
Letting 
we define the statistic T by 
T: 
X-y 
Then it is well known that T has a non-central t-distribution t (v, 0) with v 
degrees of freedom and a non-centrality parameter 0, where v: =nl+n2-2, 
0: =~nln2/(nl+n2)D and D: = (#1-#2)/(J" and that T plays an important part 
in the testing problem on difference between #1 and #2, which also derives a 
confidence interval for it. In order to consider such an inference we need a 
percentage point of the non-central t-distribution. It is quite difficult to 
obtain the value analytically, however, since the density has the following 
form: 
• ._ 00 -0 2/2 (.J20)k r[(v+k+1)/2J(_t_)k( ~)-CIJ+k+I)/2 f T (t, v, 0) . - 2J e k , / r( /2) /- 1 + 
Ic=O • 'V' TTV V 'V' V V 
for - 00 <t< 00. (For tables on percentage points of non-central t-distribu-
tions, see, e.g. Bagui [2J, IMS [4J and Yamauti et al. [15J.) 
Hence, we will consider approximation formulae for a percentage point of 
non-central t-distributions (Owen [llJ and Johnson and Kotz [6J). In this 
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paper, we discuss the approximation formulae of Jennett and \Velch [5J, 
Johnson and Welch [7J, and van Eeden [13J, which are well known among 
others. We also present a new higher order approximation formula developed 
by Akahira [IJ, which is derived from the Cornish-Fisher expansion for the 
statistic based on a linear combination of a normal random variable and a chi-
random variable. Akahira [1 J illustrated that this new approximation formula 
is numerically better than the others. In addition, we discuss the existence 
and uniqueness of a solution of the equation on the new approximation f0f111Ula 
since it has an implicit form. More detailed numerical comparison of the 
formulae above are made and tables on values of percentage points computed 
from the new approximation formula are given. 
2. Approximations to a percentage point of non-central t-distribution 
Suppose that X is a normal random variable with mean 0 and variance 1, 
vS2 is a random variable according to a chi-square distribution with v degrees 
of freedom, and X and vS2 are independent. Denoting Tv.;;: =X/..JS2, we 
see that Tv,Q has a non-central t-distribution t(v, 0). Letting 5: =..J 52, we 
have Tv,Q =X/S. Among approximation formulae for a percentage point of 
the non-central t-distribution, we present some well-known formulae. Since 
P{Tv.Q~t}=P{X -tS~O}, 
we see that 5 is asymptotically normally distributed with mean bv : = E[SJ = 
..J2/vr[(v+l)/2J/r(v/2) , and variance V[SJ=I-b~. When v is large, X-tS 
is asymptotically normally distributed with mean o-tb ll and variance 1+ 
t2(I-b~). For any a with O<a<l, we have 
a=P{T",>t"}=Cl-<PCl:~;~~b;)) , 
hence 
(2.1) t == obv+ua..Jb~+(I-b~)(02-u;) (Jennett and Welch [5J) 
a . b~-u;(I-b~) 
where C/J(x) is the standard nornlal distribution function and U a is the upper 
100a percentile of the standard normal distribution. Letting bv ~ 1 and 1- b~ ~ 
1/2v in (2.1), we get 
(2.2) t == 0 +ua..Ji + (02-u;)/(2v) (Johnson and Welch [7J). 
a . 1-u;/(2v) 
(Masuyama [10J obtained values of this approximation using an improved 
binomial probability paper.) Now we will note the approximation formula 
(2.3) 1 1 ta~0+Ua+-Bl(Ua)+-2 B2(Ua) (van Eeden [13J) 
v v 
where 
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B2(Ua)= 9~ {5u;+16u!+3ua+30(4u;+12u;+I) 
+602(u!+4ua) -403(u;-I) -304ua} . 
I t is stated in Shibata [12J that the approxin1ation formula (2.3) coincides with 
that derived from the Taylor expansion of the characteristic function of 
Tv,a -0 with a chi-square statistic. 
From the viewpoint of the numerical precision of the approximation 
formulae (2.1) , (2.2) and (2.3), they are not poor when the absolute value of 
17: = 0IJ2~+02 is close to 0, but they are poor when 1171 is close to 1, that is, 
the non-centrality 0 is large (see Table 2). 
Recently, Akahira [IJ proposed a new higher order approximation formula 
for a percentage point of the non-central t-distribution and showed that the 
formula were numerically better than (2.1), (2.2) and (2.3) and also worked well 
when 1171 is close to 1. Now, by following Akahira [lJ, we present a derivation 
of the new formula. Letting ta be the upper 100a percentage point of the non-
central t-distribution and Z: = X -0, we have 
l-a=P{Tv,o<ta}=P{X/S <ta} 
=P{(Z +o)/S <ta}=P{Z +0 <taS} 
=P{Z-taS<-o} . 
Since E[Z-taSJ=tab" and V[Z-taSJ=I+t!(l-b~), we obtain 
( 4) - pi Z-ta(S-bv) tabv-o I 2. l-a- Jl+t;(I~"b~) <,ji"+t;(I~b~rJ ' 
and letting 
(2.5) 
we easily see that 
E[WJ=O, V[WJ=I. 
Note that the statistic TV is based on the chi-statistic S. Then we have the 
following theorem. 
THEOREM 2.1 ([IJ). The upper 100a percentile ta of the non-central t-dis-
tribution with v degrees of freedom and a non-centrality 0 can be derived fro'ln the 
formula 
( tabv-o t!(u;-I) 11 1 (" 1)) 2.6) ,.jl+t;(I-b~)" Ua--24{I+t;(I-b~)}3/2- -v2-+ "4-;?+O --;;4" J . 
OUTLINE OF THE PROOF. The third and fourth cumulants of T¥ are given 
by 
and 
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respectively. Hence, we have by (2.4), (2.5) and the Cornish-Fisher expan'sion 
tab)) - 0 1 W ( 2 1 3 ( 1 ) ,J1+t!(1-b~) Ua + 6 K3,V[ J ua -1)+T4K4,v[WJ(ua-3ua)+O 7 
=Ua o 
If we ignore the second term of the right-hand side of (2.6), i.e. 
tabv-o . 
,J1+t!(1-bn .Ua 
then we have (2.1). Letting bv=::l and 1-b~=::1/(2v), we get (2.2). As pre-
viously stated, the van Eeden formula (2.3) is considered to be based on the 
chi-square statistic. The approximation formula (2.6) is obtained up to the 
order O(v-4 ) and derived from the statistic W based on a linear combination of 
a normal random variable and a chi-statistic S. On the other hand, from 
Kendall et al. [8J (p. 545) it is well known that a chi-statistic tends to normality 
with considerably greater rapidity than a chi-square statistic. Hence the 
approximation formula (2.6) is better on theoretical grounds than that 
obtained on the basis of the chi-square random variable like (2.3). Fron1 
Theorem 2.1 we can obtain the lower confidence limit and the confidence 
interval for the non-centrality o. 
COROLLARY 2.1 ([1]). Let T be a statistic according to the non-central t-
distribution with v degrees of freed01n and a non-centrality parameter o. Then 
the lower confidence limit 8 of level I-a and the confidence interval [Q, ~J of the 
non-centrality parameter 0 of level I-a are given by 
d=bJ-u • .Jl+(l-b;jT'+ 24{i~~~~3)p} (~, + 4~3 )+Op( ~.), 
,J 2 ( U!/2 -1) T3 (1 1) ( 1 ) Q=b"T -Ua/2 1+ (1-b v )T2 + 24{1+ (1-b~)T2} 7+ 4v3 +Op 7 ' 
~ _ ,J 2 2 ( U!/2 -1) T3 (1 1) ( 1 ) 
o-bvT +Ua/2 l+(l-bv )T - 24{1+(1-bnT2} 7+ 4v3 +Op 7 . 
The proof is straightforward from Theorem 2.1. 
3. Existence and uniqueness of the solution of the new approximation formula 
A problem in (2.6) is whether ta exists and is unique or not. So, denoting 
tbv-o t3 (u!-1) ( 1 1) 
f(t)=fv,a,ii(t):=Ua ,J1+t2(1-b~) 24{1+t2(1-b~)}3/2 7+ 4v3 ' 
we want to solve the equation f(t) =0 by Newton's method. But if the solu-
tions of the equation f(t) = 0 are not unique, there is no guarantee that a solu-
tion which is a good approximation to the true value of ta is found by Newton's 
method. First, we make sure by the graph of f(t). Fig. 1 is the graph of f(t) 
for a = 0.05, v = 10 and 7J are from 0.9 to 0.1 at intervals of 0.1. Then the solu-
tion of the equation f(t) =0 exists uniquely (by Theorem 3.1 this is true). In 
Fig. 2, for a=0.05, V= 10 and 7J are from -0.9 to -0.1, the solution also exists 
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uniquely. However, this is not generally so. For example, when V= 10 and 
ua =6 (see Fig. 3 and Fig. 4), from Theorem 3.3, if o~O then the solution does 
not exist, and if 17:::;; -0.7 then the solutions are not unique. Hence it cannot 
be said that the solution of (2.6) exists or is unique. In Theorem 3.1, Corollary 
3.1, Theorem 3.2 and Corollary 3.2, below show that the solution of the equa-
tion f(t) = 0 exists uniquely for practical cases. 
frt) 
t 
40 
Fig.1. Graph of j(t) (v=10, u a =1.64485(a=0.05), "1=0.9--0.1) 
f(t) 
40 t 
Fig. 2. Graph of j(t) (v=10, u a =1.64485(a=0.05). "1= -0.1-- -0.9) 
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f(t) 
-30 -20 -10 10 . 20 30 
Fig. 3. Graph of f(t) (v=lO, u a =6.0, "7=0.9,....,0.1) 
f(t) 
Fig. 4. Graph of f(t) (v=10, u a =6.0, "7=-0.1,....,-0.9) 
Letting b=b", U=Ua , a=a~:=l-b~ and 
bt-o 
g(t)=g",a,a(t) :=u-",j(+-caz-' 
t6 y(t)=y~(t) :=-(i-+at2)3 (an even function), 
40 't 
1-£2 -1 ( 1 1) ;---h(t)=h",(t(t): - -+---- sgn(t)vy(t) 
24 v2 4v3 / 
(an odd function), 
€=€~,a: = sup Ih(t) I , 
-oo<t<= 
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we havef(t) =g(t)-h(t). 
LEMMA 3.1. The following assertions hold. 
O<b,<b,<···, b;=l- ;v +O(+') , 
a,>a,>· . 'a,>O, a,= 2
1
v +O( :' ) . 
PROOF. It is obvious that b,,>O. Generally, for s>O 
r(s) =J27Tss- C1I2 ) exp l-s+-l--~l (0<8(s) <1) 12s 360s2 
holds. (This is obtainable by letting n = 1 in Whittaker and vVatson [14J 
(pp. 251-252).) Hence we have 
2_1( 1)" [ 1 218(V/2) 8((V+l)/2))J 
b,,--; 1+-; exp - 3v(v+1) + 45 v3 (v+1)3 ' 
and for v:2:2, we get 
b~ {I + (l/v))" 
b~-l [1+{1/(v-1)}],,-1 
[ 
2 2 1 28(v/2) 
. exp 3(v+ 1)v(v-1) + 45 v3 
:2cexp 13(v+l~V(V-l) 45(V~1)') 
2(13v2 -32v+ 15) 
=exp 45(v+ 1)v(v-1)3 
2 
y' (t) 
8( (v-1 )/2) 
(v-l )3 
IU;-ll ( 1 1) 1 
e : = sup Ih(t) 1= 24 -2 +-4 3 --a;;2, 
-co<t<co V V a" 
-aOt-b 
g'(t) (1+at 2)3/2' 
g(± co):= lim g(t)=u+ : , 
t-->±co V a 
(0*0). 
The proof is straightforward. 
8((v+1)/2) 1 J 
(v+1)3 
THEOREM 3.1. If l::;;lu a l<b"/Ja,, , then the solution of f(t)=O exists 
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uniquely. Furthennore, if one of the following 
(i) 0>0 and {( -b,,/J a" <ua:;' -1 or l:;'ua<bv/J av+ev,a" 
(ii) 0=0 and l:;'luai<b,,/Ja,,+ev,a 
(iii) 0<0 and {( -blJ/J a"-€,,,a<Ua:;' -1 or l:;'ua<b"/Ja,," 
is satisfied, then the solution of f(t) = 0 exists uniquely. 
PROOF. 'Vle will prove it assuming (i) and U a *' ± 1. In other cases, we 
can show it in a similar way. From Lemma 3.2, when 0>0 and lual > 1, the 
increase and decrease of g, -h and f are given by Table 1. 
Table l. Increase and decrease of g, -h and f 
b 
t -00 ... - - ... 00 
ao 
b b2+ao2 b 
g(t) u+ ,J a / u+ '\. u- .; a 
.; a ,J ao 2 +b 2 
-h(t) c '\. >0' '\. -c 
b b b f(t) u+ .; a +c >u+ .; a '\. u- .; a -c 
Hence, if u-b/J{i -€<O<u+b/Ja, i.e. -bv/J av <ua<blJ/J av +€lJ,a, then 
the solution of f(t) =0 exists uniquely. D 
COROLLARY 3.1. We fix a such that luai ~1. For a sufficiently large v 
which is independent of 0, the solution of f(t) =0 exists uniquely. 
The proof is straightforward from Theorem 3.1 and Lemlna 3.1. 
Numerically, we have 
bl /-2-. 
/-= Y--2 :::;:1.323608097 , 
Val 7T-
bz ~-7T-. 
/-= -4-:::;:1.91305838, 
va2 -7T 
bs / 8 . 
/-= Y 3 8 =;:2.369580129 , 
'" as 7T-
b4 / 97T . J a4 = Y 32-97T :::;:2.754826328 , 
and by Lemma 3.1, Theorem 3.1 and a table of the normal distribution, if 
0.1:;'a:;'0.15 for v=l, 
0.03:;'a:;'0.15 for jJ=2, 
0.01:;'a:;,0.15 
0.003:;'a:::;:0.15 
for jJ=3, 
for jJ~4, 
then the solution of f(t) = 0 exists uniquely. Also in the case that the inequality 
above is satisfied for I-a instead of a, the solution exists uniquely. Hence, 
there is no practical problem when using it for tests. \iVhen we find the 
-403-
NEW APPROXIMATION TO NON-CENTRAL i-DISTRIBUTIONS 9 
median, however, it is impossible to use Theorem 3.1. It is possible to use 
the following Theorem 3.2, but it is not easy to find out how large of a v we 
should take. 
THEOREM 3.2. If the following conditions (C1) to (C4) are satisfied for S01ne 
y>O, then the solution of f(t) =0 exists uniquely. 
(C1) Cv,a< ~" -Iual, 
va" 
(C2) -g(y) ( = - u.+ );:~"~2) >e" .• 
( b"y+o ) and g(-y) =Ua + Jl+a"y2>cv,a, 
(C3) 
PROOF. Considering an increase and decrease of 9 from Lemma 3.1, 9 
has the unique real zero of order 1 under the condition (C1). We obtain by 
(C2) that 9 has a real zero on (-y, y), and we have 
t-::;, -y implies g(t) >€ , 
t';::.y implies g(t) < -€ . 
Moreover, sincef=g-h and Ih(t)l-::;'c (t E R), we have 
t-::;,-y implies f(t) >0 , 
t';::.y implies f(t) <0 . 
Hence, f(t) = 0 has at least one solution on (-y, y), and it has no solution out-
side (-y, y). 
Next, we extend f, 9 and h to complex functions. We define JZ- so as 
to be analytic outside {z-::;'O}. Then Jl+az2 is analytic outside {g(z=O, 
l~zl';::.l/Ja}. We get from (Ca) that 9 and h are analytic in an open set con-
taining {lzl-::;'y}. Further, on Izl =y, we have 
Ig(z)l;?, ~~I:;I lui, 
11 + az21 ';::.1- ay2 ( > 0) , 
y6 
ly(z)l-::;' (1-ay2)a ' 
I u 2 - 11 ( 1 1) y3 
Ih(z)l-::;' 24 \7+ 4v3 (l_ay2)3/2 
Since Ih(z)I<lg(z)l on Izi =y from (C4), we get by Rouche's theorem (see 
e.g. Fisher [3J p. 177) that the number of zeros of f on {izi <y} coincides with 
that of g. 
Since the equation g(t) = 0 is essentially quadratic with real moduli and 
has a real solution on (-y, y), it does not have an imaginary solution and the 
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number of solutions of f(t) =0 on {Izl <1'} is one. Since there exists at least 
one solution on (-1',1'), the solution exists uniquely on (-1', 1'). .Moreover, 
since the real solution does not exist outside (-1', 1'), the real solution of f(t) = 0 
exists uniquely. D 
COROLLARY 3.2. If a and 0 are fixed, then for a sufficiently large v, the 
solution off(t) = 0 exists uniquely. 
PROOF. We fix a, 0 and a sufficiently large 1'>0. The assertion follows 
because (Cl) to (C4) in Theorem 3.2 are satisfied for a large v. D 
Theorem 3.3 and Corollary 3.3 below show that the solutions of f(t) = 0 
may not be unique, and that it may not have a solution. 
THEOREM 3.3. Let 
c=c":= ;4 ( :' + 4~8 ) a~/2 ' 
D=D":=1-4C"U~" -c,) , 
then the following assertions hold. 
(1) If the following conditions (Bl) to (B4) are satisfied, then the equation 
f(t) =0 has at least two solutions. 
(Bl) Dv>O, 
-1-../75:< < -1+.JR 
2 Ua 2 ' Cv c~ 
(Bs) 
(E,) 8>0 and g( - ::8) (=Ua+ ~a"b~:~8~:b~ ) 20. 
(2) If (Bl) to (Bs) in (1) and 0~0 are satisfied, then f(t) =0 does not have a 
solution. 
(3) We may replace (a, 0) by (I-a, -0) in the assumptions of (1) and (2), 
respectively. 
PROOF. (1) From (Bl) to (Bs), we have u<-l. From this and the de-
finition of c, we can see that €= (u 2 -1)c. Hence we have 
f(-oo)=u+ )a +(U'-1)C=CU2+u+()a -C). 
Considering that f( - 00) is a quadratic form of u, we have f( - 00) <0 from (Bl) 
and (B2). From (B4) and u< -1, we have 
f( -~) >g(-~ ) ~O , \ ao ao / 
and from u<-I, we have 
b f(oo)<u- ../ a -€<u< -1<0. 
Hence, the equation f(t) = 0 has at least two solutions. 
-405-
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(2) Considering an increase and decrease ofjby 0~0, we seej(t) <j(-oo), 
and from (Bl) to (B3), we havej(-oo)<O. Hence we can seej(t) <0. 
(3) This is obtained by j",l-a,-a(-t) = -j",a,a(t). 0 
COROLLARY 3.3. Ij a sufficiently large v is fixed, then there exists (a, 0) 
such that the solutions oj the equation j(t) = 0 are not unique, and there also exists 
(ex, 0) such that it does not have a solution. 
PROOF. In Theorem 3.3, (Bl) and (B3) are conditions with respect to v. 
From Lemma 3.1, we have 
1· -1+.JD: lID =-00 
lJ-+CO 2c" ' 
hence (Bl) and (B3) are satisfied for a sufficiently large v. For such v, we fix 
ex satisfying (Bz). Since limhoo g",a,a(-bjao) = 00, (B4) is satisfied for a suffi-
ciently large O. Then the solutions of j(t) = 0 are not unique. For v above, ex 
above, and 0~0, j(t) =0 has no solution. 0 
REMARK 3.1. The reader might think that there is a contradiction 
because Corollary 3.1 and Corollary 3.2 assert that the solution exists uniquely 
when v is sufficiently large while Corollary 3.3 asserts that it fails when v is 
sufficiently large. Because the orders of fixing a, 0 and v are different, how-
ever, there is no contradiction. In Corollary 3.1, we fix IX first and fix v later. 
In Corollary 3.2, we fix a and 0, and fix v later, but in Corollary 3.3, first we 
fix v, and fix ex and 0 later. In Corollary 3.1, we cannot take v which is inde-
pendent of not only 0 but also a, because lual > 1 in Theorem 3.3. 
REMARK 3.2. An algebraic approach to an examination on a solution of 
the equation j(t) =0 suggested by the referee is as follows. The equation 
(3.1) 
implies 
(3.2) 
bt-o 
j(t) =u .J1 +atZ 
If we obtain all the real solutions of the algebraic equation (3.2), this is suffi-
cient in order to ascertain whether or not any of them can serve as a solution 
of (3.1). In this case, it is possible to obtain numerical solutions of (3.2) by 
using various methods, e.g. a construction of a Sturm sequence of (3.2). 
4. Evaluation of the new approximation formula in comparison with others by 
numerical calculation 
In order to compare (2.6) with (2.1), (2.2) and (2.3), we have their 
numerical calculation when ex is 0.10, 0.05 and 0.01, v is 4, 9, 16, 36. (A similar 
table on (2.1), (2.2) and (2.3) for a=0.05 is given by Shibata [12].) The 
errors of the approximation formulae are given as Table 2, where the true 
values are referred from Yamauti [15J and the values of (2.6) are calculated by 
Newton's method in Mathematica for Macintosh. As is seen in Table 2, the 
approximation formula (2.6) dominates the others where the absolute value of 
-406-
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Table 2. Errors of the approximation formulae of ta for 17=oj.j2v+o2 • (0:.=0.10) 
v 17 I true value I value (2.6) I error (2.6) I error (2.1) I error (2.2) I error (2.3) 
4 0.9 11.636 11. 603 -0.033 0.290 -0.661 -1.894 
0.7 5.966 5.962 -0.004 0.130 -0.341 -0.102 
0.5 4.002 4.003 0.001 0.069 -0.234 -0.039 
0.3 2.814 2.815 0.001 0.033 -0.170 -0.020 
0.1 1.924 1.924 0.000 0.013 -0.120 -0.009 
-0.1 1.162 1.062 0.000 0.003 -0.073 -0.002 
-0.3 0.432 0.432 0.000 -0.000 -0.027 -0.000 
-0.5 -0.363 
-0.363 0.000 -0.000 0.021 -0.000 
-0.7 -1. 428 -1.428 0.000 -0.004 0.076 -0.008 
-0.9 -3.900 -3.902 -0.002 -0.032 0.178 -1.217 
9 0.9 13.178 13.169 -0.009 0.099 -0.331 -1. 860 
0.7 6.677 6.676 -0.001 0.040 -0.173 -0.050 
0.5 4.384 4.384 0.000 0.019 -0.117 -0.006 
0.3 2.965 2.965 0.000 0.008 -0.081 -0.002 
0.1 1.873 1.873 0.000 0.003 -0.052 -0.001 
-0.1 0.908 0.908 0.000 0.000 -0.025 -0.000 
-0.3 -0.054 -0.054 0.000 -0.000 0.001 -0.000 
-0.5 -1.154 -1.154 0.000 -0.000 0.030 -0.000 
-0.7 -2.713 -2.713 0.000 -0.004 0.065 -0.020 
-0.9 -6.570 -6.572 -0.002 -0.026 0.138 -1.486 
16 0.9 15.613 15.609 -0.004 0.057 -0.217 -1.875 
0.7 7.825 7.824 -0.001 0.021 -0.114 -0.047 
0.5 5.048 5.048 0.000 0.009 -0.076 -0.003 
0.3 3.309 3.309 0.000 0.003 -0.051 -0.001 
0.1 1.953 1.953 0.000 0.000 -0.031 -0.001 
-0.1 0.735 0.735 0.000 0.000 -0.012 -0.000 
-0.3 -0.500 -0.500 0.000 -0.000 0.007 -0.000 
-0.5 -1.942 -1.942 0.000 -0.000 0.029 -0.000 
-0.7 -4.033 -4.033 0.000 -0.004 0.055 -0.028 
-0.9 -9.340 
-9.342 -0.002 -0.022 0.112 -1.602 
36 0.9 21.058 21.057 -0.001 0.031 -0.127 -1.882 
0.7 10.403 10.403 0.000 O.Oll -0.066 -0.046 
0.5 6.558 6.558 0.000 0.004 -0.043 -0.002 
0.3 4.119 4.119 0.000 0.002 -0.028 0.000 
0.1 2.191 2.191 0.000 0.000 -0.015 0.000 
-0.1 0.433 0.433 0.000 0.000 -0.003 0.000 
-0.3 -1.380 
-1.380 0.000 0.000 0.010 0.000 
-0.5 -3.535 
-3.535 0.000 -0.001 0.023 -0.001 
-0.7 -6.727 
-6.727 0.000 -0.003 0.041 -0.035 
-0.9 -15.009 
-15.010 -0.001 -0.016 0.082 -1. 702 
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Table 2. (Continued.) (x=0.05) 
lJ I true value I value (2.6) I error (2.6) I error (2.1) I error (2.2) I error (2.3) 
4 0.9 14.301 14.380 0.079 1. 517 0.039 -2.937 
0.7 7.417 7.435 0.018 0.666 -0.062 -0.243 
0.5 5.053 5.070 0.017 0.359 -0.106 -0.104 
0.3 3.636 3.642 0.006 0.186 -0.124 -0.056 
0.1 2.587 2.588 0.001 0.082 -0.120 -0.028 
-0.1 1.703 1.703 0.000 0.026 -0.095 -0.010 
-0.3 0.877 0.877 0.000 0.004 -0.053 -0.001 
-0.5 0.013 0.013 0.000 -0.000 -0.001 -0.000 
-0.7 -1.079 -1.079 0.000 -0.005 0.056 -0.003 
-0.9 -3.433 -3.432 0.001 -0.058 0.124 -1.225 
9 0.9 14.829 14.839 0.010 0.388 -0.142 -2.633 
0.7 7.606 7.611 0.005 0.155 -0.107 -0.090 
0.5 5.082 5.084 0.002 0.075 -0.094 -0.016 
0.3 3.535 3.535 0.000 0.033 -0.079 -0.007 
0.1 2.357 2.357 0.000 0.011 -0.060 -0.003 
-0.1 1.329 1.329 0.000 0.003 -0.036 -0.000 
-0.3 0.324 0.324 0.000 0.000 -0.009 0.000 
-0.5 -0.798 -0.798 0.000 -0.000 0.021 -0.000 
-0.7 -2.341 -2.341 0.000 -0.008 0.051 -0.017 
-0.9 -6.028 -6.028 0.000 -0.052 0.096 -1.660 
16 0.9 16.962 16.965 0.003 0.200 -0.115 -2.583 
0.7 8.598 8.599 0.001 0.075 -0.080 -0.074 
0.5 5.641 5.641 0.000 0.033 -0.066 -0.007 
0.3 3.804 3.804 0.000 0.014 -0.051 -0.001 
0.1 2.385 2.385 0.000 0.004 -0.035 -0.000 
-0.1 1.125 1.125 0.000 0.000 -0.017 -0.000 
-0.3 -0.136 -0.136 0.000 0.000 0.002 0.000 
-0.5 -1.582 -1.582 0.000 -0.001 0.022 -0.001 
-0.7 -3.640 -3.640 0.000 -0.009 0.044 -0.027 
-0.9 -8.748 -8.747 0.001 -0.045 0.078 -1.867 
36 0.9 22.186 22.186 0.000 0.096 -0.075 -2.534 
0.7 11.062 11.063 0.001 0.034 -0.050 -0.068 
0.5 7.075 7.075 0.000 0.013 -0.039 -0.005 
0.3 4.562 4.562 0.000 0.005 -0.029 -0.000 
0.1 2.589 2.589 0.000 0.001 -0.017 -0.000 
-0.1 0.805 0.805 0.000 -0.000 -0.006 -0.000 
-0.3 -1. 019 -1.019 0.000 -0.001 0.020 -0.001 
-0.5 -3.165 -3.165 0.000 -0.001 0.020 -0.001 
-0.7 -6.305 -6.305 0.000 -0.008 0.033 -0.038 
-0.9 -14.353 -14.353 0.000 -0.037 0.056 -2.058 
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Table 2. (Continued.) (a=O.OI) 
lJ I true value I value (2.6) I error (2.6) I error (2.1) I error (2.2) ) error (2.3) 
4 0.9 22.240 23.974 1.734 18.278 11. 212 -6.077 
0.7 11.683 12.398 0.715 8.432 5.036 -0.993 
0.5 8.095 8.446 0.351 4.852 2.781 -0.522 
0.3 5.967 6.123 0.156 2.727 1.456 -0.314 
0.1 4.412 4.464 0.052 1.348 0.620 -0.182 
-0.1 3.128 3.135 0.007 0.523 0.147 -0.089 
-0.3 1.968 1.966 -0.002 0.129 -0.044 -0.029 
-0.5 0.828 0.828 -0.000 0.008 -0.048 -0.002 
-0.7 -0.445 -0.445 0.000 -0.001 0.025 -0.000 
-0.9 -2.711 -2.706 0.005 -0.083 0.060 -1.038 
9 0.9 18.849 19.047 0.198 1.961 1.087 -4.337 
0.7 9.837 9.904 0.067 0.826 0.396 -0.229 
0.5 6.728 6.754 0.026 0.430 0.155 -0.066 
0.3 4.848 4.856 0.008 0.216 0.032 -0.033 
0.1 3.439 3.440 0.001 0.093 -0.027 -0.017 
-0.1 2.235 2.235 0.000 0.029 -0.043 -0.005 
-0.3 1.093 1.093 0.000 0.003 -0.029 -0.001 
-0.5 -0.126 -0.126 0.000 0;000 0.004 0.000 
-0.7 -1. 695 -1.695 0.000 -0.008 0.035 -0.007 
-0.9 -5.150 -5.145 0.005 -0.089 0.034 -1. 799 
16 0.9 19.993 20.056 0.063 0.807 0.384 -4.054 
0.7 10.313 10.331 0.018 0.318 0.108 -0.147 
0.5 6.934 6.939 0.005 0.152 0.018 -0.022 
0.3 4.862 4.863 0.001 0.069 -0.021 -0.008 
0.1 3.284 3.285 0.001 0.026 -0.032 -0.003 
-0.1 1. 910 1. 910 -0.000 0.005 -0.027 -0.001 
-0.3 0.568 0.568 0.000 -0.000 -0.009 -0.001 
-0.5 -0.923 -0.923 -0.000 -0.001 0.013 -0.000 
-0.7 -2.956 -2.956 0.000 -0.012 0.030 -0.019 
-0.9 -7.758 -7.754 0.004 -0.087 0.020 -2.212 
36 0.9 24.549 24.566 0.017 0.326 0.124 -3.844 
0.7 12.429 12.432 0.003 0.118 0.018 -0.117 
0.5 8.131 8.132 0.001 0.051 -0.012 -0.010 
0.3 5.452 5.452 0.000 0.020 -0.022 -0.001 
0.1 3.374 3.374 -0.000 0.005 -0.020 -0.001 
-0.1 1.520 1.520 0.000 0.001 -0.010 0.000 
-0.3 -0.343 -0.343 0.000 0.000 0.003 0.000 
-0.5 -2.490 -2.490 -0.000 -0.002 0.014 -0.001 
-0.7 -5.560 -5.560 0.000 -0.015 0.021 -0.039 
-0.9 -13.222 -13.219 0.003 -0.076 0.008 -2.619 
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Table 3. Values of to.OZ5 for v=nl +nz-2 and o=vnln2/(nl +nz)D. (D=2.0) 
6 7 8 9 10 11 12 13 
5 7.1309 
6 7.1013 7.1445 
7 7.0693 7.1682 7.2366 
8 7.0379 7.1803 7.2853 7.3648 
9 7.0081 7.1854 7.3205 7.4262 7.5335 
10 6.9804 7.1859 7.3464 7.4745 7.5999 7.6645 
11 6.9548 7.1837 7.3655 7.5130 7.6544 7.7362 7.8222 
12 6.9311 7.1796 7.3798 7.5441 7.6995 7.7968 7.8957 7.9810 
13 6.9093 7.1744 7.3903 7.5694 7.7373 7.8485 7.9591 8.0551 8.1392 
14 6.8893 7.1685 7.3981 7.5902 7.7691 7.8930 8.0141 8.1201 8.2133 
15 6.8707 7.1622 7.4038 7.6074 7.7963 7.9314 8.0623 8.1773 8.2791 
16 6.8536 7.1557 7.4079 7.6218 7.8196 7.9650 8.1048 8.2281 8.3378 
17 6.8377 7.1492 7.4107 7.6338 7.8396 7.9945 8.1423 8.2734 8.3904 
18 6.8229 7.1426 7.4125 7.6439 7.8570 8.0204 8.1758 8.3140 8.4377 
19 6.8092 7.1361 7.4135 7.6524 7.8722 8.0434 8.2057 8.3505 8.4806 
20 6.7963 7.1298 7.4140 7.6596 7.8854 8.0639 8.2325 8.3835 8.5194 
21 6.7843 7.1236 7.4139 7.6657 7.8971 8.0822 8.2567 8.4134 8.5549 
22 6.7731 7.1176 7.4134 7.6709 7.9074 8.0987 8.2786 8.4406 8.5873 
23 6.7625 7.1118 7.4126 7.6753 7.9165 8.1135 8.2985 8.4655 8.6170 
24 6.7526 7.1062 7.4116 7.6790 7.9246 8.1268 8.3166 8.4882 8.6443 
25 6.7433 7.1008 7.4104 7.6822 7.9318 8.1389 8.3332 8.5091 8.6694 
26 6.7345 7.0955 7.4091 7.6849 7.9383 8.1499 8.3483 8.5284 8.6927 
27 6.7261 7.0905 7.4076 7.6872 7.9440 8.1600 8.3622 8.5462 8.7142 
28 6.7182 7.0856 7.4060 7.6891 7.9492 8·.1691 8.3750 8.5626 8.7343 
29 6.7108 7.0809 7.4044 7.6907 7.9538 8.1775 8.3868 8.5778 8.7529 
30 6.7037 7.0764 7.4027 7.6921 7.9580 8.1852 8.3978 8.5920 8.7702 
n1\n2 14 15 16 17 18 19 20 21 22 
14 8.2960 
15 8.3697 8.4509 
16 8.4358 8.5239 8.6035 
17 8.4953 8.5900 8.6758 8.7643 
18 8.5491 8.6499 8.7415 8.8352 8.9114 
19 8.5980 8.7046 8.8016 8.9002 8.9814 9.0562 
20 8.6425 8.7545 8.8568 8.9600 9.0459 9.1253 9.1986 
21 8.6833 8.8003 8.9075 9.0151 9.1056 9.1892 9.2667 9.3387 
22 8.7207 8.8425 8.9543 9.0660 9.1608 9.2485 9.3300 9.4058 9.4765 
23 8.7550 8.8814 8.9975 9.1132 9.2121 9.3037 9.3890 9.4684 9.5426 
24 8.7867 8.9174 9.0377 9.1571 9.2598 9.3552 9.4441 9.5270 9.6046 
25 8.8161 8.9508 9.0750 9.1980 9.3044 9.4034 9.4957 9.5819 9.6627 
26 8.8433 8.9818 9.1097 9.2361 9.3460 9.4484 9.5440 9.6335 9.7174 
27 8.8685 9.0107 9.1422 9.2717 9.3850 9.4907 9.5895 9.6820 9.7689 
28 8.8921 9.0377 9.1725 9.3051 9.4217 '9.5304 9.6322 9.7277 9.8174 
29 8.9140 9.0629 9.2009 9.3365 9.4561 9.5678 9.6726 9.7708 9.8633 
30 8.9345 9.0865 9.2276 9.3659 9.4885 9.6031 9.7106 9.8116 9.9067 
n1\n2 23 24 25 26 27 28 29 30 
23 9.6121 
24 9.6773 9.7456 
25 9.7385 9.8098 9.8769 
26 9.7962 9.8703 9.9403 10.006 
27 9.8505 9.9275 10.000 10.069 10.134 
28 9.9019 9.9815 10.057 10.128 10.195 10.259 
29 9.9504 10.033 10.110 10.184 10.254 10.320 10.383 
30 9.9964 10.081 10.161 10.237 10.309 10.378 10.443 10.505 
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Table 3. (Continued.) (D=l.O) 
6 7 8 9 10 11 12 13 
5 4.5993 
6 4.5656 4.5711 
7 4.5362 4.5715 4.5953 
8 4.5108 4.5691 4.6119 4.6444 
9 4.4887 4.5652 4.6237 4.6696 4.7063 
10 4.4694 4.5607 4.6322 4.6894 4.7362 4.7750 
11 4.4524 4.5559 4.6383 4.7054 4.7610 4.8076 4.8474 
12 4.4374 4.5510 4.6428 4.7184 4.7817 4.8354 4.8815 4.9214 
13 4.4240 4.5462 4.6460 4.7290 4.7992 4.8592 4.9111 4.9564 4.9962 
14 4.4120 4.5416 4.6483 4.7379 4.8142 4.8799 4.9370 4.9871 5.0315 
15 4.4012 4.5371 4.6500 4.7454 4.8271 4.8979 4.9598 5.0144 5.0629 
16 4.3914 4.5328 4.6511 4.7517 4.8383 4.9137 4.9800 5.0388 5.0911 
17 4.3825 4.5288 4.6518 4.7570 4.8481 4.9278 4.9981 5.0606 5.1165 
18 4.3744 4.5249 4.6522 4.7616 4.8567 4.9403 5.0142 5.0803 5.1395 
19 4.3669 4.5213 4.6524 4.7656 4.8644 4.9514 5.0288 5.0981 5.1604 
20 4.3600 4.5178 4.6524 4.7690 4.871) 4.9615 5.0420 5.1143 5.1795 
21 4.3537 4.5145 4.6523 4.7720 4.8772 4.9705 5.0540 5.1290 5.1970 
22 4.3479 4.5114 4.6520 4.7746 4.8826 4.9787 5.0649 5.1426 5.2131 
23 4.3424 4.5085 4.6517 4.7769 4.8875 4.9862 5.0749 5.1550 5.2279 
24 4.3373 4.5057 4.6513 4.7789 4.8920 4.9930 5.0840 5.1665 5.2415 
25 4.3326 4.5031 4.6508 4.7807 4.8960 4.9993 5.0925 5.1771 5.2542 
26 4.3282 4.5006 4.6504 4.7823 4.8997 5.0050 5.1003 5.1869 5.2660 
27 4.3241 4.4982 4.6498 4.7837 4.9030 5.0103· 5.1075 5.1960 5.2770 
28 4.3202 4.4959 4.6493 4.7849 4.9061 5.0152 5.1142 5.2045 5.2872 
29 4.3165 4.4938 4.6487 4.7860 4.9089 5.0197 5.1204 5.2124 5.2968 
30 4.3131 4.4917 4.6482 4.7870 4.9115 5.0239 5.1262 5.2198 5.3058 
nl\n2 14 15 16 17 18 19 20 21 22 
14 5.0710 
15 5.1063 5.1453 
16 5.1381 5.1805 5.2189 
17 5.1669 5.2125 5.2539 5.2917 
18 5.1931 5.2416 5.2859 5.3264 5.3636 
19 5.2169 5.2683 5.3152 5.3582 5.3978 5.4344 
20 5.2387 5.2927 5.3422 5.3876 5.4295 5.4683 5.5042 
21 5.2588 5.3153 5.3671 5.4148 5.4589 5.4997 5.5377 5.5730 
22 5.2773 5.3361 5.3902 5.4401 5.4862 5.5290 5.5689 5.6061 5.6408 
23 5.2944 5.3554 5.4116 5.4635 5.5116 5.5564 5.5980 5.6370 5.6734 
24 5.3102 5.3733 5.4316 5.4854 5.5354 5.5819 5.6253 5.6659 5.7040 
25 5.3250 5.3900 5.4502 5.5059 5.5576 5.6059 5.6510 5.6932 5.7328 
26 5.3387 5.4056 5.4675 5.5250 5.5785 5.6284 5.6750 5.7188 5.7599 
27 5.3515 5.4202 5.4838 5.5430 5.5981 5.6495 5.6977 5.7430 5.7855 
28 5.3634 5.4338 5.4991 5.5599 5.6165 5.6695 5.7192 5.7658 5.8097 
29 5.3746 5.4467 5.5135 5.5758 5.6339 5.6883 5.7394 5.7874 5.8326 
30 5.3852 5.4587 5.5271 5.5908 5.6503 5.7061 5.7585 5.8079 5.8544 
nl\nZ 23 24 25 26 27 28 29 30 
23 5.7076 
24 5.7397 5.7734 
25 5.7700 5.8051 5.8382 
26 5.7986 5.8351 5.8695 5.9021 
27 5.8256 5.8634 5.8991 5.9330 5.9651 
28 5.8511 5.8902 5.9272 5.9623 5.9956 6.0272 
29 5.8753 5.9157 5.9539 5.9902 6.0246 6.0573 6.0885 
30 5.8983 5.9399 5.9793 6.0166 6.0522 6.0860 6.1182 6.1489 
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Table 3. (Continued.) (D=0.5) 
6 7 8 9 10 11 12 13 
5 3.4076 I I I I I 6 3.3715 3.3587 I I I I 7 3.3423 3.3469 3.3486 I I I I 
3.3775 I 
I 
8 3.3183 3.3362 3.3488 3.3578 I 9 3.2983 3.3267 3.3480 3.3645 
10 3.2813 3.3181 3.3467 3.3695 3.3880 3.4032 
11 3.2667 3.3104 3.3451 3.3733 3.3965 3.4160 3.4326 
12 3.2540 3.3036 3.3434 3.3762 3.4036 3.4269 3.4469 3.4642 
13 3.2430 3.2974 3.3417 3.3785 3.4096 3.4362 3.4592 3.4793 3.4970 
14 3.2332 3.2917 3.3399 3.3803 3.4146 3.4442 3.4700 3.4927 3.5127 
15 3.2245 3.2866 3.3382 3.3817 3.4189 3.4513 3.4795 3.5045 3.5267 
16 3.2168 3.2820 3.3365 3.3828 3.4227 3.4574 3.4880 3.5151 3.5393 
17 3.2098 3.2777 3.3348 3.3836 3.4259 3.4629 3.4955 3.5246 3.5506 
18 3.2035 3.2738 3.3333 3.3843 3.4287 3.4677 3.5023 3.5332 3.5609 
19 3.1978 3.2702 3.3318 3.3848 3.4312 3.4721 3.5084 3.5410 3.5703 
20 3.1925 3.2669 3.3303 3.3853 3.4334 3.4760 3.5139 3.5480 3.5789 
21 3.1877 3.2638 3.3290 3.3856 3.4353 3.4795 3.5190 3.5545 3.5867 
22 3.1833 3.2610 3.3277 3.3858 3.4371 3.4827 3.5236 3.5605 3.5940 
23 3.1792 3.2583 3.3264 3.3860 3.4386 3.4856 3.5278 3.5659 3.6007 
24 3.1755 3.2558 3.3253 3.3861 3.4400 3.4882 3.5316 3.5710 3.6069 
25 3.1720 3.2535 3.3241 3.3862 3.4413 3.4907 3.5352 3.5757 3.6126 
26 3.1687 3.2513 3.3231 3.3862 3.4424 3.4929 3.5385 3.5800 3.6180 
27 3.1657 3.2493 3.3221 3.3862 3.4435 3.4950 3.5416 3.5841 3.6230 
28 3.1628 3.2474 3.3211 3.3862 3.4444 3.4969 3.5444 3.5878 3.6276 
29 3.1602 3.2456 3.3201 3.3862 3.4453 3.4986 3.5471 3.5914 3.6320 
30 3.1577 3.2438 3.3193 3.3862 3.4461 3.5003 3.5496 3.5947 3.6361 
nl\n2 14 15 16 17 18 19 20 21 22 
14 3.5306 
15 3.5466 3.5645 
16 3.5610 3.5807 3.5985 
17 3.5741 3.5954 3.6147 3.6324 
18 3.5860 3.6088 3.6296 3.6487 3.6662 
19 3.5969 3.6211 3.6433 3.6637 3.6824 3.6998 
20 3.6069 3.6325 3.6559 3.6775 3.6974 3.7158 3.7330 
21 3.6161 3.6429 3.6676 3.6903 3.7113 3.7308 3.7489 3.7659 
22 3.6246 3.6526 3.6784 3.7022 3.7242 3.7447 3.7638 3.7817 3.7984 
23 3.6324 3.6616 3.6884 3.7133 3.7363 3.7578 3.7778 3.7965 3.8140 
24 3.6397 3.6699 3.6978 3.7236 3.7476 3.7700 3.7909 3.8104 3.8288 
25 3.6465 3.6777 3.7066 3.7333 3.7582 3.7814 3.8032 3.8235 3.8426 
26 3.6528 3.6850 3.7148 3.7424 3.7682 3.7922 3.8147 3.8359 3.8557 
27 3.6588 3.6918 3.7225 3.7510 3.7775 3.8024 3.8257 3.8475 3.8681 
28 3.6643 3.6982 3.7297 3.7590 3.7864 3.8120 3.8360 3.8585 3.8798 
29 3.6695 3.7043 3.7365 3.7666 3.7947 3.8210 3.8457 3.8690 3.8909 
30 3.6744 3.7099 3.7430 3.7738 3.8026 3.8296 3.8550 3.8789 3.9015 
nl \n2 23 24 25 26 27 28 29 30 
23 3.8305 
24 3.8460 3.8623 
25 3.8606 3.8776 3.8937 
26 3.8745 3.8921 3.9088 3.9247 ; 
27 3.8875 3.9059 3.9232 3.9397 3.9553 
28 3.8999 3.9189 3.9369 3.9539 3.9701 3.9855 
29 3.9116 3.9312 3.9498 3.9675 3.9842 4.0002 4.0154 
30 3.9228 3.9430 3.9622 3.9804 3.9977 4.0142 4.0299 4.0449 
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n is close to 1 and gives precise values on the whole. For example, if a = 0.05, 
v is more than 9, and Inl is less than 0.70, then the absolute values of errors 
are less than 0.005. The values of the upper percentiles of a non-central t-dis-
tribution for the t-statistic are given using the approximation formula (2.6) 
in Table 3. In cases where a=0.025, D is 2.0, l.0 and 0.5, and nl, n2 are from 
5 to 30 at unit interval. If D is 2.0, then Inl is less than 0.621, hence the values 
in Table 3 are reliable. Table 3 may be useful for the argument between 
statistical significant difference and clinical significant difference (see Kubo 
et al. [9J). 
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