T his paper presents a binary search heuristic algorithm for the rectangular strip-packing problem. The problem is to pack a number of rectangles into a sheet of given width and infinite height so as to minimize the required height. We first transform this optimization problem into a decision problem. A least-waste-first strategy and a minimal-inflexion-first strategy are proposed to solve the related decision problem. Lastly, we develop a binary search heuristic algorithm based on randomized local search to solve the original optimization problem. The computational results on six classes of benchmark problems have shown that the presented algorithm can find better solutions within a reasonable time than the published best heuristic algorithms for most zero-waste instances. In particular, the presented algorithm is proved to be the dominant algorithm for large zero-waste instances.
Introduction
The packing problem is faced in many industries, with different applications incorporating different constraints and objectives. For example, in shipping encasement, objects of different sizes have to be packed as many as possible into a large container. In newspapers, advertisements and articles have to be arranged in individual pages in the most efficient manner. Lodi et al. (2002) , Dowsland and Dowsland (1992) , and Pisinger (2002) gave more extensive and detailed descriptions of the packing problem. In this paper, we consider the rectangular strip-packing problem. Various heuristic algorithms based on different methodologies have been presented for solving this problem. The bottom-left (BL) and bottom-left fill (BLF) methods (Baker et al. 1980 and Chazelle 1983) are the most famous heuristic approaches. A genetic algorithm based on BL is presented in Liu and Teng (1999) which uses an improved BL heuristic. Burke et al. (2004) suggested a different construction method (BF). Later, Burke et al. (2009) improved their heuristic by adding a metaheuristic phase that first uses the best-fit heuristic to pack some rectangles and then applies BLF + metaheuristic for the remaining rectangles. Martello et al. (2003) gave an exact approach to the strip-packing problem, and a new relaxation, that produces good lower bounds and provides information to obtain effective heuristic algorithms, was used in a branch-and-bound algorithm. The less flexibility first principle was introduced by Wu et al. (2002) to determine the packing rules. Zhang et al. (2005 Zhang et al. ( , 2006 proposed a new heuristic recursive algorithm and a metaheuristic algorithm based on the recursive strategy and the simulated annealing algorithm. Huang et al. (2007) presented a very effective heuristic algorithm, in which two important concepts, namely, the corner-occupying action and caving degree, were introduced to guide the packing. Cui et al. (2008) presented a new heuristic recursive algorithm based on a recursive structure combined with branch-and-bound techniques. Hopper and Turton (2001) empirically investigated metaheuristic and heuristic algorithms for 2D packing problems that have been developed for different variants of the strip-packing problems. Artificial neural networks were introduced by Dagli and Poshyanonda (1997) to 333 solve the packing problem. Kröger (1995) presented a genetic approach for guillotinable bin packing problems. Bortfeldt (2006) presented a genetic algorithm that works directly on the layout solutions and does not have any encoding of the solutions (SPGAL). Alvarez-Valdes et al. (2008) presented a greedy randomized adaptive search procedure (GRASP) for the strip-packing problem. SPGAL, BLF + metaheuristic, and GRASP are three of the current best algorithms to solve the strip-packing problem. Hifi (1999) and Hifi and M'Hallah (2003) proposed a hybrid algorithm for the two-dimensional layout problem. Most algorithms mentioned above have similar processes: a construction heuristic algorithm is first used to obtain an initial solution, and then it is combined with a local search or metaheuristic to obtain a desirable solution. The idea of using local search to alter the order of the rectangles, for example, using a swap neighborhood by Oliveira and Ferreira (1993) and Zhang et al. (2006) , is often used to improve the solution. Generally these algorithms perform reasonably well, though intuitively most algorithms have some drawbacks. For example, some algorithms cannot make full use of information for controlling wasted space. Some algorithms are more complicated because they have to first set some parameters by learning some instances to obtain a desirable solution.
The idea of transforming the problem into a decision problem and then searching the space with the appropriate height and the fixed width is useful (Oliviera and Ferreira 1993 and Dowsland 1993) , and it can be used to efficiently solve the rectangular strippacking problem. In this paper, we first transform this optimization problem into a decision problem and then present a least-waste-first strategy and a minimal-inflexion-first strategy, which evaluates the positions of the rectangles to solve the decision problem. Lastly we introduce a binary search heuristic algorithm (BSHA) based on randomized local search to solve the original strip-packing problem. The computational results on six classes of benchmark problems show that BSHA can find better solutions within a reasonable time than the published best heuristic algorithms. In particular, the presented algorithm was proved to be the dominant algorithm for large packing problems.
Problem Description
This paper is concerned with the rectangular strippacking problem which belongs to the subtype RF (the rectangles may be rotated by 90 (R) and no guillotine cutting is required (F)) as described by Lodi et al. (1999) and Bortfeldt (2006) . According to an improved typology of cutting and packing problems, this problem belongs to an open dimension problem (Wäscher et al. 2007) . In this section, we first describe a rectangular packing problem (RPP), the aim of which is to maximize the area of rectangles packed into a sheet with fixed dimensions, and then use the rectangular packing problem to describe the rectangular strip-packing problem (RSPP).
Rectangular Packing Problem
Given a rectangular sheet B with width W and height H , and a set R of n rectangles with each rectangle R i of width w i and height h i 1 ≤ i ≤ n , the aim of the RPP is to find a packing that maximizes the total area of the rectangles packed into the sheet. The packing must satisfy the following constraints: each edge of the packed rectangles should be parallel to an edge of the sheet, which is also called orthogonal packing; and any two packed rectangles should not overlap each other. It is to be noted that we have assumed that the rectangles can be rotated by 90 . To state this problem more formally, place the bottom left of the sheet at origin (0 0) of the two-dimensional Cartesian coordinate system and let its four sides be parallel to either the x-or y-axis (Figure 1 ), thereby allowing the rectangle to rotate 90 , which means that an edge of the packed rectangle can be parallel to either the x-axis or the y-axis. For example, in Figure 1 , two arrangements of rectangle R i are feasible.
Let f i 1 ≤ i ≤ n denote whether rectangle R i has been packed into the sheet or not, if yes then f i = 1, otherwise f i = 0. For every rectangle R i packed into the sheet, let (x li y li ) denote the coordinates of its bottom-left corner, and (x ri y ri ) denote the coordinates of its top-right corner. The mathematical formulation of the problem can be described as follows:
The Coordinate System 
where Equation (1) implies that each rectangle is placed within the confines of the sheet; (2) implies that the rectangles to be packed are rotatable; (3) implies that any two packed rectangles cannot overlap each other; and (4) states whether each rectangle can be packed into the sheet or not.
Rectangular Strip-Packing Problem
Given a rectangular sheet B with width W and infinite height, a set R of n rectangles with each rectangle R i of width w i and height h i 1 ≤ i ≤ n , the aim of the RSPP is to pack all the rectangles into the sheet so as to minimize the used height of the sheet. The packing must satisfy the constraints of the RPP, except that the height of the sheet is not fixed. We use the RPP to describe the RSPP formally: find the minimum height of the sheet such that the corresponding RPP can find a packing that packs all the rectangles into the sheet.
Random Local Search Algorithm for the RPP
In this section, we first present a least-waste-first strategy based on the way of finding positions to pack rectangles, and then we develop a random local search algorithm based on the least-waste strategy for the RPP. Let I denote the set of the rectangles packed into the sheet, the unpacked rectangles may be packed only at position p such that these rectangles must be packed above or to the right of p, and cannot overstep the border of the sheet. More formally, the unpacked rectangles can be packed only at the positions contained in the set:
and x ≤ W and y ≤ H Figure 2 shows the feasible area that is enclosed by the dotted line, where the area is called an envelope. The envelope contains the positions belonging to S I , and the unpacked rectangles can be packed at any position within the envelope. Obviously, the envelope contains too many infeasible positions, so we can develop the idea of finding a position (Martello et al. 2000 ) that first finds extreme items and Inflexions then determines corner points to reduce the number of positions. We only consider the inflexions where the edge of the envelope changes from vertical to horizontal (black points in Figure 2 ). An inflexion is similar to the concept of a corner point defined in references (Martello et al. 2000 (Martello et al. , 2003 . We call these inflexions (except one inflexion at the top-right corner of the sheet) feasible positions. The unpacked rectangles are considered for packing at these feasible positions. In Figure 2 , inflexions (except inflexion 5) 1, 2, 3, and 4 are feasible positions. To avoid invalid search, we can further reduce the number of feasible positions in the following way: If the gap between a feasible position and the border of the sheet is less than the smallest edge of the unpacked rectangles, we think this position is a bad position because none of the unpacked rectangles can be packed at this position. In any configuration, if there exist some bad positions, we can discard them and make some changes to the envelope. The changed envelope is shown in Figure 3 (the grey area is discarded). For example, in Figure 3 , if both gap l 1 and gap l 2 are smaller than the smallest The Changed Envelope 335 edge of the unpacked rectangles, we discard bad positions 1 and 4, so the current feasible positions only have 2 and 3. It is noted that to determine whether an unpacked rectangle can be packed at a feasible position or not, we just need to check if the rectangle oversteps the border of the sheet. If some rectangles can be packed into current feasible positions 2 and 3 (see Figure 4) , the problem is to decide which rectangle will be packed at what position. When a rectangle is packed at one of the current feasible positions, the envelope will be reduced. Furthermore, the area cut down from the envelope can be larger than that of the corresponding packed rectangle. In this case, some area is wasted and cannot be reused. For example, in Figure 4 , when rectangle R i is packed at position 3, it results in the bias area being wasted. This shows that packing R i at position 3 is not a good choice. To obtain a better choice, we can construct the following least-wastefirst strategy: Let the set of the current feasible positions be P and the set of the unpacked rectangles be U , given a combination R i p b , where R i ∈ U , p ∈ P , b ∈ 0 1 , b = 0 means the longest edge of rectangle R i is parallel to the x-axis, and b = 1 means the longest edge of the rectangle is parallel to the y-axis. Then we can calculate the wasted area A R i p b by packing R i at current feasible positions p according to the value of b. Obviously, we hope to minimize the wasted area to maximize the total area available to pack the rectangles into the sheet. In addition, the rectangles with smaller areas should be packed later so that space is available for large rectangles. So we should consider both the size of the rectangle and the wasted area to select a good combination. In detail, we should select the unpacked rectangle r that will be packed at the current feasible position q such that the corresponding ratio A r q c /s r is minimal. Namely, A r q c /s r = min R i ∈U p∈P b∈ 0 1 A R i p b /s i , where s i denotes the area of rectangle i. It must be noted The Wasted Area that the wasted area is calculated after we discard the bad positions because discarding the bad positions can reduce the number of feasible positions and simplify the calculation of the wasted area. The idea of using information based on the wasted areas that cannot be used by other rectangles has also been applied by Dowsland et al. (2006) . However, the definition of the wasted area is different and is applied in a different way. Dowsland et al. (2006) think that any gaps left "behind" the current packing can be identified as waste. The waste is used to define the bound applicable to tree search. In this paper, the wasted area is calculated by A r q c and is used to select a rectangle to be packed.
In addition, given a combination R i p b , where R i ∈ U p ∈ P b ∈ 0 1 , we can calculate the corresponding ratio. It is possible that several combinations have the same minimal ratio in the current configuration. So we must consider which combination should be selected when the number of such combinations is more than one. We know that an envelope with a minimal inflexion will contain less wasted area. Inspired by the experience in daily life, we should make the envelope with minimal inflexion. So we should develop a way to measure the change of the inflexion for an envelope. We can observe that each feasible position is formed by a horizontal and a vertical segment. Given a combination R i p 1 , when rectangle R i is packed at position p, if the width of the rectangle is equal to the horizontal segment and the height of the rectangle is equal to the vertical segment, we think this combination is a good combination because the resulting envelope has less inflexion. We use a variable inflexion (IN) to evaluate such combinations. For a combination R i p 1 , if the width of the rectangle is equal to the horizontal segment and the height of the rectangle is equal to the vertical segment, IN of this combination will be 2; if the width of the rectangle is equal to the horizontal segment or the height of the rectangle is equal to the vertical segment, IN of this combination will be 1; otherwise IN will be 0. Obviously, IN = 2 means the combination can decrease one inflexion, and it is a better combination. IN = 1 means the combination does not increase the number of inflexions, and it may also be a good combination. IN = 0 means the combination may increase one inflexion, and that makes it become a bad combination. So we can construct a minimal-inflexion-first strategy as follows: select a combination with a larger IN value when the corresponding ratio of several combinations is the same. For example, in Figure 5 Using the strategy of selecting a combination as described above, we can get the following heuristic algorithm:
rpp-packing(R, n, W, H) I ← ; U ← R while U = do calculate the set P of all the feasible positions; use the method described above to select a combination r q c from U and P ; if the combination r q c does not exist, then U = ; else pack r at the position q according to the way of c I ← I ∪ r U ← U − r ; return the total area of rectangles in I.
Where R is the ordered set of rectangles, n is the number of rectangles in R, W is the width of the sheet, and H is the height. I is the set of the current packed rectangles, P denotes the set of all the feasible positions, and U denotes the set of the unpacked rectangles. In the procedure rpp-packing(R, n, W, H), we first let I be empty, and then execute the packing process until none of the unpacked rectangles can be packed into the sheet. The total area of the packed rectangles is returned at the end.
Since the result of the procedure rpp-packing(R, n, W, H) depends on the sequence of the rectangles in R, we import a randomized local search to improve the result. The randomized local search algorithm developed is described as follows: rls-rpp-packing(R, n, W, H, kmax, samemax, imax) sort the rectangles in descending order of their area in R; sortR ← R; best ← rpp-packing(R, n, W, H); same ← 0; for k = 1 to kmax do R ← sortR; for i = 1 to imax do select rectangle r and s from R randomly, swap the order of r and s in R; area ← rpp-packing(R, n, W, H); if area > best, then same ← 0, best ← area; if best = totarea, then return best; else swap the order of r and s in R, same ← same + 1; if same > samemax, then break; return best.
Where the variable best is used to record the best result found so far, same is used to take count of the number of calls in which the result is not improved. The kmax is an upper bound on the number of times a local minimum is reached, sortR is used to save the sorted R, and totarea is the total area of rectangles in R. In the procedure rls-rpp-packing(R, n, W , H, kmax, samemax, imax), we first sort the rectangles by their area because the rectangles with maximum area should be packed first. To improve the result, we select two rectangles randomly (the size of the selected rectangles should be unequal), and swap their orders in R. Then call the procedure rpp-packing(R, n, W, H) to check whether the result is improved or not; if it is, we will accept the swap, otherwise undo it. If an optimal solution is found, we return it. If the result cannot be improved in the samemax calls, we believe a local minimum is reached and reset R to sortR. We stop the process when the number of times a local minimum has been reached is more than kmax.
Binary Search Heuristic Algorithm (BSHA) for the RSPP
We now use the algorithm developed for the RPP to solve the RSPP. Clearly, the lower bound (LB) for the RSPP is the height where the area of the sheet is equal to the total area of the rectangles, namely, LB = n i=1 w i h i /W . To calculate an upper bound (UB), we increase UB from LB until the procedure rpppacking(R, n, W, H) returns a value that is equal to the total area of rectangles in R. Lastly, we use binary search that repeatedly calls the procedure rlsrpp-packing(R, n, W, H, kmax, samemax, imax) to find a desirable height. The binary search heuristic algorithm developed is given as follows:
bsh-rspp-packing(R n W H sort the rectangles in descending order of their area in R; totarea ← 0; for i = 1 to R do if w i < h i , then swap(w i h i ; totarea ← totarea + w i × h i ; UB ← LB; while (rpp-packing(R, n, W, UB) = totarea) do UB ← UB + 1; k ← min 1 + n − 1 /100 10 ; kmax ← 20/k, samemax ← 2 000/k, imax ← 20 000/k; head ← LB, tail ← UB; while (head < tail) do mid ← (head + tail)/2; if (rls-rpp-packing(R, n, W, mid, kmax, samemax, imax) = totarea), then tail ← mid; else head ← mid + 1; if (kmax > 10), then kmax ← kmax − 1; if (samemax > 1 000), then samemax ← samemax − 100; if (imax > 10 000), then imax ← imax − 1 000; return head, where the variable totarea is the total area of rectangles in R; head, tail, and mid are variables used in the binary search; imax, kmax, samemax are the parameters used in the procedure rls-rpp-packing(R, n, W, H). In the procedure bsh-rspp-packing(R, n, W, H), we first sort the rectangles in R. For each rectangle R i , if its width is less than its height, we swap its width with its height so that the width is not shorter than the height. We then calculate the lower bound LB and an upper bound UB, where LB and UB are integers. In the binary search, we first set head = LB and tail = UB, then repeat the following process until head is not less than tail: set mid = (head + tail)/2, check whether rls-rpp-packing(R, n, W, mid, kmax, imax, samemax) can find a packing that packs all the rectangles. If so, set tail = mid; otherwise set head = mid + 1. The variable head returned by bsh-rspp-packing(R, n, W, H) is the minimal height. It must be noted that the larger n is, the more call times are needed to call the procedure rls-rpp-packing(R, n, W, H). So we set kmax, samemax, and imax to the values that decrease with an increase of n, and we decrease the values of kmax, samemax, imax after each iteration of binary search. When the values of kmax, samemax, and imax are large, we note that the results are better, but a longer run time is needed. To find a good result within an acceptable time, we set the values of kmax, samemax, and imax as above by experimentation.
From the description of BSHA, we know the performance of BSHA depends on the filling rate of rls-rpp-packing(R, n, W , H . The higher the filling rate of BSHA is, the better the performance of BSHA is. In particular, if the filling rate is 100% and all the rectangles are packed, then BSHA is successfully stopped.
Experimental Results
We implement the algorithm BSHA using C++ programming language. To compare the relative performance of BSHA with other published heuristic algorithms, we used six classes of test problems from the literature. Perhaps the most well-known problem class is the 21-rectangle packing instances proposed by Hopper and Turton (2001) . Ramesh Babu and Ramesh Babu (1999) used a test instance to compare their GA with other GAs. Burke et al. (2004) randomly generated 13 problem instances. To extensively test the performance of BSHA for large instances, the extra-large instances proposed by Pinto and Oliviera (2005) are included. The size of the problem in these instances ranges from 50 to 15,000 rectangles. In most of the real-world problems, the optimal solutions involve some wasted areas, so it is very interesting and useful to test BSHA on these types of instances for verifying the performance of algorithms. Therefore, the non-zero-waste instances which make some parts of the sheet unused for the optimal packing are selected. Valenzuela and Wang (2001) provided floating-point data sets of both similarly dimensional rectangles (named "nice" data) and vastly differing dimensions (named "path" data). Each category has data with problem size ranging from 25 to 1,000 rectangles, where we transform these data into integer data by multiplying the original data by 10 and rounding to the nearest integer, so these data belong to non-zero-waste instances because of rounding. In addition, nine large non-zerowaste instances are generated by combining zerowaste instances with non-zero-waste instances (see the appendix). The optimal solutions of the former five instances are known, while the optimal solutions of the later four instances are unknown. All data sets and software are publicly available and can be downloaded from http://59.77.16.8/Download.aspx#p4 or http://dx.doi.org/10.1287/ijoc.1120.0505. Table 1 gives an overview of all the test data sets used in this paper. Where zero-waste = yes denotes that the corresponding data set belongs to zero-waste instances, zero-waste = no denotes the corresponding data set belongs to non-zero-waste instances. The variable class denotes the type of the data set, and T P stands for the test problem instances. The number of rectangles is denoted by n; H * is the optimal height, and H * = someknown denotes the optimal solutions of some instances in the corresponding data set which are known. In the following tables, h denotes the height found by different algorithms during one run, meanh and besth denote the average height and the best height, respectively, found by different algorithms during 10 runs, and meant denotes the average running time during 10 runs. The time unit is in seconds. The variable relategap denotes 100×((h or meanh or besth) − LB)/LB, where LB denotes the lower bound, and LB = H * when the optimal solution is known. The variable meangap denotes the average relativegap for the considered instances. In the next section, the computational results of BSHA for problem types RF (see previous definition) and OF (the orientation of the rectangles is fixed) are reported. For all instances, the best meanh is shown in bold and the best besth is shown in bold italic.
Results for Problem Type RF
We compare our algorithm with BF, BF + SA, BF + TS, BF + GA, and SPGAL. BF (Burke et al. 2004 ) is a new placement heuristic algorithm based on the bestfit strategy; BF + TS, BF + SA, and BF + GA (Burke et al. 2009 ) are the metaheuristic enhancements of BF heuristic; HRP (Huang et al. 2007 ) is an effective heuristic algorithm; HRBB (Cui et al. 2008 ) is a recursive branch-and-bound algorithm; and SPGAL is a genetic algorithm (Bortfeldt 2006) . BF was performed on a PC with an 850 MHz CPU and 128 MB RAM; BF + TS, BF + SA, and BF + GA were conducted on a 2 GHz Pentium 4 computer with 256 MB RAM; HRP was run on an IBM notebook PC with 2.0 GHz processor and 256 MB memory; SPGAL was carried out on a Pentium PC with a core frequency of 2 GHz; and HRBB was run on a Pentium 4 CPU 2.80 GHz and main memory 512 MB. Our experiments were run on a Dell GX270 with 2.60 GHz CPU and 512 MB memory.
The computational results of class C are shown in Tables 2-4. Table 2 shows the solutions and running time of the 21 instances. BF + metaheuristic is allowed 60 seconds duration per run and the best solution (besth) is shown during 10 runs. We can observe that BSHA finds better meanh for 18 instances while BF + SA (the best BF + metaheuristic) fails to find a better besth. In particular, BSHA finds the optimal besth for all the instances. Tables 3 and 4 show the comparisons among HRBB, SPGAL, HRP and BSHA, where the best results of SPGAL during 10 runs are reported (Bortfeldt 2006) . The computational results of HRBB and HRP are taken from Huang et al. (2007) and Cui et al. (2008) . Table 3 shows the comparisons on relativegap. Table 4 shows the relative comparison of the running time of different algorithms. The meant of BSHA is less than 17.47 seconds, so BSHA is faster than most algorithms. In addition, the meangap obtained by BSHA is smaller than that obtained by all other algorithms mentioned. Table 5 shows the computational results of class Babu and N. BSHA is able to find the optimal solution to the instance Babu in a very short time. For the 13 instances of class N, BSHA finds better meanh for 11 instances and optimal besth for 12 instances in a short time, while BF + SA finds the optimal solutions of only two instances. Table 6 reports the computational results of BSHA on class CX. BSHA can find the optimal solutions of most instances except 50cx and 100cx, and it outperforms BL and GBMLA. It can be shown that BSHA is very effective for large zero-waste problems. Table 7 shows the computational results of class Nice and Path. Nice and Path belong to the non-zero-waste instance because they are transformed into integer data by multiplying by 10, and their optimal solutions are hard to obtain, so the running time of BSHA is long for most instances. However, we can observe that BSHA finds better solutions than BF and BF + metaheurisitc except Path3. For class Nice, we can also see that the solutions of BSHA are closer to the optimal solutions as the number of rectangles increases. Table 8 shows the computational results of BSHA on class C. From Table 8 , we can observe that BSHA can find better meanh than GRASP for eight instances and better besth than GRASP for five instances while GRASP fails to find the better solution. Table 9 shows the computational results of BSHA on instances Babu and N. From Table 9 , we can observe that BSHA can find better meanh for eight instances while GRASP is superior for one instance. BSHA can find better besth for eight instances, while GRASP cannot find the better besth. It is noted that besth of BSHA for class N is better than that of GRASP. Table 10 reports the computational results of BSHA for extra-large instances. From Table 10 , we can observe that BSHA outperforms GRASP for most instances (except 100cx). It is shown that BSHA is very efficient and effective for extra-large zerowaste instances. Table 11 shows the computational results of BSHA on non-zero-waste instances Nice and Path. From Table 11 , we can observe that BSHA can find better meanh and besth for eight instances while GRASP is superior for three instances. Table 12 tabulates the computational results of BSHA for nine large non-zero-waste instances. From Table 12 , we can observe that BSHA can find the better meanh for eight instances while GRASP is superior for only one instance. BSHA can find the optimal besth for five instances within a short time while GRASP cannot
Nice6, H * = 100, h = 100.2
N13, H * = 960, h = 960 10,000cx, H * = 600, h = 600 find any optimal solution. It is shown that BSHA is very effective for large non-zero-waste instances. Figure 7 shows the packing results of instances C72, Nice6, N13, and 10,000cx for problem type OF.
The experimental test can be summarized as follows:
(1) The benchmark data for the experimental test include different types of data from the literaturefor example, integer data and floating-point data, zero-waste data and non-zero-waste data, and small instances and large instances. Most instances mentioned above can be downloaded from Beasley (1990) .
(2) For RF-type problems, the running time of BSHA is longer than BF + metaheurisitc for several instances, but BSHA is faster than BF + metaheurisitc for most instances. Moreover, BSHA outperforms the current best algorithms in terms of the quality of the solutions.
(3) For OF-type problems, BSHA performs better than GRASP for zero-waste instances. For considered non-zero-waste instances, BSHA consumes a longer time than GRASP, but BSHA can a find better solution than GRASP. BSHA is not specially designed to solve OF-type problems, but it still performs better in an acceptable time than GRASP for most instances (class C, N, CX, zdf1∼zdf8), in particular, for large instances.
(4) Please note that BSHA is different from other iterative improvement algorithms insofar as it may 
Conclusions
Inspired by the experience of daily life, we have presented a least-waste-first strategy and a minimuminflexion-first strategy to find feasible positions for unpacked rectangles for a rectangular strip-packing problem. Based on the two strategies, a randomized local search heuristic algorithm is presented to efficiently solve the RPP. By using the idea of transforming the RSPP into the RPP, we can efficiently solve the RSPP. Then we developed a binary search heuristic algorithm based on randomized local search for the RSPP. From the computational results on a number of instances, we can see that BSHA is very effective and outperforms the current published best algorithms when BSHA is used to solve zero-waste problems. The preliminary computational experiments have shown that BSHA is not so effective for some non-zero-waste instances of small scale, so future work will focus on trying to improve its performance on these instances, as well as generally speeding up the algorithm for all non-zero-waste instances. In addition, we plan to perform a sensitivity analysis on solution quality versus computation time. 25   beng1  beng1  beng1  beng1  beng2  beng2  beng2  beng2  beng3  beng3  beng3  beng3  beng4  beng4  beng4  beng4  beng5  beng5  beng5  beng5   25  25  25  25   N12  N12  N12  N12  N12  300  300  300  300  300   100   30 N5   100  N5  N5  N5  N5  N8  N8  N8  N8  500cx  500cx  500cx  500cx  500cx 1,000cx 1,000cx 1,000cx 1,000cx 1,000cx gcut13 gcut13 gcut13 gcut13 30 N8 5 500cx 5 1,000cx 100 100 100 100 600 600 100 3,000 3,000 3,000 100 3,000 … … Figure 8 ZDF Instances
