We propose a new method of color-pattern recognition by optical correlation that uses a linear description of spectral reflectance functions and the spectral power distribution of illuminants that contains few parameters. We report on a method of preprocessing color input scenes in which the spectral functions are derived from linear models based on principal-component analysis. This multichannel algorithm transforms the red-green-blue ͑RGB͒ components into a new set of components that permit a generalization of the matched filter operations that are usually applied in optical pattern recognition with more-stable results under changes in illumination in the source images. The correlation is made in the subspace spanned by the coefficients that describe all reflectances according to a suitable basis for linear representation. First we illustrate the method in a control experiment in which the scenes are captured under known conditions of illumination. The discrimination capability of the algorithm improves upon the conventional RGB multichannel decomposition used in optical correlators when scenes are captured under different illuminant conditions and is slightly better than color recognition based on uniform color spaces ͑e.g., the CIELab system͒. Then we test the coefficient method in situations in which the target is captured under a reference illuminant and the scene that contains the target under an unknown spectrally different illuminant. We show that the method prevents false alarms caused by changes in the illuminant and that only two coefficients suffice to discriminate polychromatic objects.
Introduction
In addition to shape and size, color is one of the most important characteristics in the discrimination and recognition of objects. The introduction of color information in pattern recognition by optical correlation is usually made by means of a multichannel correlation technique that decomposes the source and the target color images in three ͓red-green-blue ͑RGB͔͒ channels. [1] [2] [3] [4] The correlation is made separately for each channel, and arithmetic or logical point-wise operations can be used to derive the final output. A common way in which objects are optically recognized is by use of a multichannel jointtransform correlator in which a filter matched to the target is used in each channel. 5 Different methods to enhance the differences between the images of the channels to achieve better recognition have been proposed. 6 -8 Some of these transformations benefit color-vision models and transform the color channels into three color signals that correspond to one achromatic channel-the luminance channel-and two opponent channels-the red-green and the blue-yellow channels. 7 This method increases discriminability when it is compared with the RGB transformation and even reduces the number of effective channels that contribute to color correlation, with the two opponent channels being sufficient for good color correlation. The use of color transformations that are not based on human visual models has also been effective in increasing the discrimination of color objects and preventing false alarms for objects that are equal in shape but different in color. 8 An alternative way to include color information in optical pattern recognition is by the use of the three-dimensional ͑3D͒ color correlation. 9, 10 The colors of images are introduced as a third dimension in addition to spatial variables, and thus a 3D Fourier transform can be defined. The technique encodes 3D functions onto twodimensional functions and leads to new encoding proposals in optical correlators. 11 Although satisfactory results can be obtained with the techniques described above, changes in the illuminant may cause difficulties in recognizing color objects. Only a few studies that address the problem of finding optical pattern-recognition architectures that are not susceptible to changes in the illuminant have been published. 12, 13 In one of these publications 12 the use of uniform color spaces, which are more stable in the face of these changes, is considered. For common illuminants the transformation from RGB to the coordinates of the CIELAB system allows us to overcome some of the recognition difficulties that occur when there is a change in the illuminant that we have mentioned. The correlation made among luminance, chroma, and hue channels provides better discrimination than conventional RGB techniques. The drawback of the method is that the matrices that transform the RGB values to the XYZ tristimulus values depend on the particular choice of illumination ͑i.e., the spectral power distribution of the light source͒. But the use of only two channels ͑the luminance and the hue channels͒ simplifies recognition and leads to pattern recognition results that are stable when the illuminant changes.
Color objects can be also recognized based on computational algorithms that are color constant. Color indexing involves matching color-space histograms and departs from other recognition techniques based on the geometrical properties of objects. 14 One identifies objects by comparing their color components with the color components of each object in a previously defined database; the intersection of histograms is usually used to recognize the color object. Before histogramming, illuminant-invariant descriptors can be defined to derive pattern recognition independently of changes of illuminant. 15 Whereas optical pattern recognition seeks correlation peaks that correspond to the spatial position of the target in the image, computational color-constancy algorithms usually recover an illuminant-independent representation of the color images or the retrieval of images from large collections of image databases. [15] [16] [17] The study presented here describes what is to our knowledge a new method of optical color-pattern recognition that leads to discrimination results that are independent of the spectral changes of the illuminant under which an image is captured. It is a multichannel algorithm that uses a linear model based on principal-component analysis ͑PCA͒, which represents the spectral reflectance function of each image pixel on a suitable basis for linear representation. A correlation is then made throughout the spatial distribution of the coefficients derived from the linear representation of each reflectance function. When the illuminant is unknown, or when it is difficult to obtain a spectroradiometric measurement of it, we used an illuminant-estimation hypothesis before making the correlation. The method is tested with various test illuminants and compared with the multichannel RGB and CIELab techniques; an improvement in the discrimination capability of optical colorpattern recognition is shown when the target is captured under one illuminant and the source under a spectrally different and a priori unknown illuminant.
Linear Description of Surfaces and Illuminants in Color Images
Let us assume a scene viewed under a given illumination and captured by a color camera. According to basic concepts of image acquisition, the intensity of each image pixel can be expressed as
where N represents each of the channels that capture the color image ͓e.g., N ϭ 3 for conventional CCD color cameras with three channels ͑R, G, and B͔, q N ͑͒ is the spectral sensitivity of each channel, S͑x, y, ͒ is the spectral reflectance function of the pixel ͑x, y͒, and E͑ x, y, ͒ is the spectral power distribution ͑SPD͒ of the illuminant under which the image is captured at pixel ͑x, y͒. We assume that the image is uniformly illuminated, and thus in Eq. ͑1͒ we substitute E͑͒, which does not depend upon pixel coordinates, for E͑x, y, ͒.
It is possible to find 18 square-integrable functions S j ͑͒ ͑ j ϭ 1, 2, . . .͒ such that for any surface reflectance S͑x, y, ͒ there is a single set of real numbers j ͑x, y͒, and thus
The S j ͑͒ functions form a basis of linear function space L 2 and allow the function S͑ x, y, ͒ to be represented by the vector of coefficients xy ϭ ͓ 1 xy , . . . , n xy ͔. We can act in a similar way and find squareintegrable functions E i ͑͒ ͑i ϭ 1, 2, . . .͒ such that for any SPD of illuminant E͑͒ there is a single set of real numbers, ε i , and thus
where we have assumed that the illumination is spatially uniform. The E i ͑͒ functions allow SPD E͑͒ to be represented by the vector of coefficients ε ϭ ͓ε 1 , . . . , ε m ͔. It should be noted that, whereas the spectral reflectance function and the SPD of the illuminant depend on the wavelength, coefficients j xy and ε i do not; coefficients j xy vary only in relation to spatial coordinates ͑x, y͒. By incorporating Eq. ͑2͒ into Eq. ͑1͒ we can express the intensity of the multichannel image as
where the factor ␥ ijN ϭ ¥ q N ͑͒S j ͑͒ E i ͑͒⌬ contains only fixed elements that are independent of the image captured once the bases of linear representation have been selected. Most of the spectral reflectance functions and SPDs of illuminants can be described by small-dimensional linear models; earlier studies have shown that five to seven eigenvectors suffice for adequate reconstructions of surfaces, 18 -21 and only three to five are required for illuminants. [22] [23] [24] The algorithm that we have developed here will use only three eigenvectors for surfaces and illuminants. This economy is of particular interest when we capture the input images with a CCD color camera. The selection of 3D linear models is imposed by the fact that if we had three RGB values we thus needed three eigenvalues to ensure correspondence between the camera responses and the number of eigenvectors. Better representations could have been obtained with a greater number of eigenvectors, but our election was a compromise between more-accurate spectral representations and lower computational costs ͑remember that the purpose of the recognition algorithm is to obtain a correlation peak and not to recover an illuminant-independent image similar to the original image͒.
Outline of the Color-Correlation Method
The originality of the study presented here lies in the use of linear models in optical color-pattern recognition. The linear models are derived from PCA, which represents the spectral reflectance function of each image pixel and the SPD of the illuminant on suitable bases. The linear description of surfaces and illuminants is well documented in the literature, but until now, and to our knowledge, this linear description of spectral functions has not been applied in multichannel optical correlation for color-pattern recognition. We propose to implement the correlation throughout the spatial distribution of coefficients j xy derived from the linear representations of the reflectance functions because these coefficients vary only in relation to the spatial coordinates. Previously we needed to express the intensity of each image pixel according to Eq. ͑4͒, which would imply the election of the basis functions S j ͑͒ and E i ͑͒ for an adequate representation of the spectral reflectance functions and the SPD of the illuminant. Let us consider first, to illustrate the algorithm's performance, the trivial case in which the illuminant is known. In this case we can always get the coefficient j xy that determines each surface reflectance simply by solving the linear equation set of Eq. ͑4͒. This process can be reduced to a matrix inversion when the number of channels that specifies the image is N ϭ n; i.e., xy ϭ ␥ Ϫ1 I xy ,
where the quantities on the right-hand side of Eq. ͑5͒ are all known. We propose to transform the source and the target color images according to Eq. ͑5͒. Based on this transformation, recognition can be achieved from the finite subspace of the xy coefficients, and the matched filter operations that are usually applied in optical pattern recognition can be generalized. Let s ͑x, y͒ and t ͑x, y͒ represent the input coefficients associated with the transformed source image and the impulse response of a Fourier filter associated with the target to be discriminated, respectively. The correlation between the transformed color image and the filter impulse response is defined as
where dx and dy are the dimensions of the image and j is the number of channels ͑dimension of the surface reflectance basis͒, which are processed independently.
It is difficult to handle this trivial case with real images for which the SPD of illumination can be known only from spectroradiometric measurements, but it illustrates quite well how the multichannel transformation allows us to preserve the spatial information of the image ͑shape, size, etc.͒ and avoid any dependence on the spectral characteristics of the illumination. Nevertheless, in other situations it is clear from Eq. ͑4͒ that we need an estimation algorithm of the illumination-what it is usually called an illuminant estimation hypothesis-in the scene to solve for coefficients j xy . The use of the optical correlation method proposed here could potentially be a color-pattern-recognition technique that is invariant to changes in the illuminant, either a priori known or unknown.
Illuminant-Estimation Hypothesis
There are several ways to get information about the illumination and to reduce the uncertainty of Eq. ͑4͒. The illuminant-estimation approaches that have been used in various color-constancy algorithms make use of scene averages, highlights, shadows, mutual illumination, or subspace constraints. 18, [25] [26] [27] [28] The purpose of our study is not to develop a colorconstant image but to benefit from these colorconstancy algorithms to obtain correlation peaks that do not vary when the illuminant changes. So we consider one of the simplest illuminant-estimation hypotheses found in the literature to test the correlation results derived from the multichannel transformation associated with Eq. ͑5͒ because it suffices to produce good discrimination results by optical correlation. This hypothesis makes use of a reference white, which will be a diffuse white surface and must be placed within the scene to be captured. Following the linear description of surfaces and illuminants derived from Eqs. ͑1͒-͑4͒, the intensity of the multichannel image of the white surface can be expressed as
where S W ͑x, y, ͒ is the a priori known reflectance of the white surface placed at coordinates ͑x, y͒. The factor in brackets contains only fixed elements, which are independent of the image once a suitable basis for linear representation of illuminants has been selected. The quantities I N,W ͑x, y͒ are all known from the location of the white surface in the captured image.
Thus, if the number of channels that specifies the image is N ϭ m, the linear system of Eq. ͑7͒ can be solved for each ε i . By substituting the obtained coefficients ε i into Eq. ͑4͒ we can recover the coefficient j xy for each image pixel as
where
This equation is analogous to Eq. ͑5͒ and allows us to derive a multichannel representation of the image that does not depend on the spectral changes in the illumination under which the image is captured.
Results
To demonstrate the possibilities of using the linear models in optical color-pattern recognition, first we show in Subsection 5.A the results derived from a control experiment in which the spectral power distribution of the illuminant is known a priori. The discrimination capability of the method is compared with that derived from RGB and CIELab multichannel decompositions. Next, in Subsection 5.B we apply the illuminant-estimation hypothesis to obtain color correlation under conditions of unknown illuminant. Last, in Subsection 5.C we show an example of the discrimination results derived from an outdoor color scene that was captured under daylight illumination.
A. Control Experiment when the Illuminant was Known
Let us take the scene in Fig. 1 in which object O1 is the target when the scene is captured under illuminant D65, which is chosen here as the reference illuminant. The colored areas of the target ͑and of the scene also͒ reproduce different objects from the GretagMacbeth ColorChecker chart. Inasmuch as optical correlation depends strongly on the spatial characteristics of the objects to be discriminated, objects O1-O4 were all of the same shape but different in color ͑see Table 1͒ . In addition, the colored areas of object O4 were selected in such a way that the differences in RGB values compared with those of O1 were small under each of the test illuminants. The RGB components of each color area that composes each object and the RGB color differences are listed in Table 2 . The color areas of objects O1 and O4 were chosen such that it was difficult to discriminate these two color objects under the different illuminant conditions. The RGB color difference was calculated from the formula
where we obtained R , G , and B by averaging the RGB color components of the six color areas that compose objects O1-O4. We made a simulation in which the scene in Fig. 1 was captured with a CCD color camera ͑JVC TK-1270E͒, and thus N ϭ 3 in the following calculations ͓Fig. 2͑a͔͒. The scene was captured under four test illuminants: D65, A, 10,000 K, and a simulated orange illuminant that corresponds to equienergy light filtered by an orange plastic filter ͓Fig. 2͑b͔͒. The S j ͑͒ basis functions were obtained first through a PCA of the 24 surface reflectance functions of the ColorChecker. The dimension of the basis was fixed at n ϭ 3, which corresponds to the number of RGB channels. Then we used Eq. ͑4͒ to transform both the target under the reference illuminant and the source image under each of the test illuminants. We performed three numerical correlations: First, we used the conventional RGB multichannel decomposition, which transformed the color images into the three color channels R, G, and B. 3 Second, we used the CIELab multichannel decomposition 13 ; for each of the illuminants a linear transformation from the RGB values to CIELab coordinates was derived, 29 and then the source and the target were transformed to three color components, L*, a*, and b*. Third, we performed our multichannel decomposition expressed in terms of three coefficients, 1 xy , 2 xy , and 3 xy . In all cases the correlation was made separately for each channel and the AND logic operator was applied with the usual threshold of 50% of the maximum as the positive discrimination threshold.
The results of the three approaches are summarized in Tables 3-5 . With the RGB multichannel correlation, both O1 and O4 are identified as targets for all test illuminants. Even under the reference illuminant the RGB decomposition experienced problems with the discrimination of object O1. There were also false alarms between objects O1 and O3 under the orange illuminant. The correlation based on the CIELab system improved the RGB results and prevented all the false alarms except that for O4 under the A illuminant. The method of coefficient correlation, however, provided enough discrimination for recognition of O1 under each test illuminant without errors. An example of the results derived from correlation coefficients 1 xy , 2 xy , and 3 xy is set out in Fig. 3 , which shows the correlation peaks obtained when the scene was captured under illuminant A.
The results also suggest that the greater the number of basis vectors selected to represent each reflectance, the better the method's discrimination capability. When PCA is used to describe the data, the first basis vector S 1 ͑͒ is related to the mean of S͑͒. This could explain why correlation coefficient 1 xy fails to identify any difference between the source and the target objects. Thus an application of the AND logic operator to only two parameters alone, the 2 xy and 3 xy coefficients, permits discrimination of the target. This result also coincides with the CIELab results because it is enough to use only the a* and b* coordinates to recognize the target under all illuminant conditions. In this way it is possible to reduce the computation time in color recognition when the targets or the sources are chromatically complex. Because there is considerable evidence that PCA provides a reasonable description of many surfaces with a small number of basis vectors ͑n ϭ 3 . . . 7͒, 18 -21 we could expand this analysis to higher-order coefficients such as 4 xy and 5 xy . Therefore the correlation expressed by Eq. ͑6͒ could be extended to more than three coefficients to derive a set of correlation planes c ͑x, y, j͒ of the desirable dimension j ϭ n. This ability gives our technique a great advantage compared with other multichannel techniques because we are not limited to only three color components ͑i.e., the RGB values or the L*a*b* coordinates͒ for performing optical recognition. In Fig. 2 . ͑a͒ Normalized spectral sensitivity of the three sensors, R, G, and B, of the JVC TK-1270E camera. ͑b͒ Spectral power distributions of test illuminants D65, A, 10,000 K, and orange. O1  64  96  29  70  137  97  126  42  37  104  125  78  130  22  74  53  56  78  O2  28  30  29  78  137  97  68  73  37  29  125  78  41  107  74  35  56  78  O3  70  57  112  60  80  97  104  14  73  68  37  78  53  16  34  102  65  78  O4  64  96  64  70  137  28  126  42  126  104  125  68  130  22  130  53  56  41 a From left to right for each R, G, and B component, the column values correspond to each of the six color areas that compose objects O1-O4. this case it is clear that additional RGB components are required in Eq. ͑7͒ for solution of the coefficients ͓e.g., use of six digital counts I N ͑x, y͒ per pixel allows for the use of six eigenvectors for spectral reconstruction͔. 30 It is a matter for further studies to consider multifilter trichromatic image devices that allow the use of more than three eigenvectors to reconstruct spectra and the application of these devices to optical pattern recognition.
B. Correlation Results When the Illuminant was Unknown
When the illuminant conditions were unknown we applied the reference surface algorithm explained in Section 4. The reference surface was placed in the lower left corner of the scene, as shown in Fig. 4 , and intensity I N,W of the corresponding image pixels was captured. The white reference surface was chip number 19 of the GretagMacbeth ColorChecker. As in the previous case, object O1 was the target when the scene was captured under illuminant D65, and the scene was captured under four unknown test illuminants, which are were assumed to be characterized by a broadband and smoothed spectrum. The first step in solving Eq. ͑4͒ was selection of appropriate basis functions E i ͑͒ for any SPD of the illuminants. A set of 83 SPDs of illuminants that were measured by different authors 24, 31 was selected. The illuminant set included daylight spectra, incandescent lights, and lights with different color temperatures; we discarded the fluorescent illuminants to ensure that there would be a minimum number of three basis vectors in the following calculations. 23 E i ͑͒ were obtained through a PCA of these illuminants, and the dimension of the basis was fixed at m ϭ 3; the first three eigenvectors are shown in Fig.  5͑a͒ . Then we used these basis functions in Eq. ͑7͒ to recover coefficient ε i of each unknown illuminant condition under which the scene was captured. But how good is the illuminant estimation? Figure 5͑b͒ shows an example of the linear recovery of test illuminant 4; in this figure we compare the theoretical and the estimated SPDs of the illuminants. The original SPD of the illuminant was not known a priori in the correlation method and is shown here only to test the illuminant estimation hypothesis. To quantify the quality of the reconstructions we calculated the values of the goodness-of-fit coefficient ͑GFC͒, which measures the spectral similarities between the original and the estimated spectral functions, for these results. The GFC is based on Schwartz's inequality and is defined as where f ͑͒ and f r ͑͒ are the original and the estimated spectral functions, respectively. The GFC values runs from 0 to 1, so the mathematical reconstruction of the function would be better as the GFC values approach unity. 23, 32 We present in Table 6 the GFC values for the test illuminants used here. All the GFC values are close to 0.99, with the exception of that for illuminant 1, and an average GFC value of 0.9887 was obtained. Because the GFC is the multiple correlation coefficient R and the square root of the variance-accounted-for coefficient, this means that we have missed only approximately 2% of the energy in the reconstructions. Even though the spectral similarities between the original and the recovered spectral functions are not mathematically perfect, the recognition rates will not be severely affected by this fact, as we show below. Next we used Eq. ͑8͒ to transform the color images under each of the unknown illuminants and to recover coefficients j xy . The correlation was performed between these coefficients and the corresponding coefficients of the target. The results are summarized in Tables 7-9 for the three multichannel techniques. On one hand, the results show the poor discrimination of the RGB multichannel correlation inasmuch as it identifies O1 and O4 as the targets for all the test illuminants. When we use the CIELab system the results are satisfactory and present false alarms for objects O1, O3, and O4 under test illuminant 4 only. On the other hand, the illuminant estimation hypothesis and the method of coefficients provide enough discrimination to permit O1 to be recognized under all the test illuminants, even though the color appearance of the target under reference illuminant D65 ͑O1 in the upper left corner of Fig. 1͒ was completely different from its corresponding image under each of the unknown illuminations ͑e.g., O1 in Fig. 4 under test illuminant 4͒. This result confirms the good discrimination capability of the proposed algorithm, independently of the spectral changes in the illumination. Figure 6 shows examples of the correlation results derived from the CIELab system and from coefficients 1 xy , 2 xy , and 3 xy when the source image was captured under one of the test illuminants. 
C. Color Object Discrimination under Outdoor Illumination
We show here an example of the correlation and discrimination results derived from an outdoor color scene. The source was the GretagMacbeth ColorChecker chart, and we captured it under daylight illumination. As shown in Fig. 7͑a͒ , the target was the color area O1, which corresponds to yellow chip number 16 of the ColorChecker chart, and the reference white was placed at the lower left corner of the scene, which coincides with chip number 19 of the color chart. The scene was captured under daylight illumination on a clear day by a geometry that avoided the highlights in the image; the time exposure was adjusted before image capture to discard any saturated digital counts. The target and the source images were transformed independently according to Eq. ͑7͒, and the correlation described by multichannel Eq. ͑6͒ was obtained. Figure 7͑b͒ resumes the discrimination results from each of coefficients 1 xy , 2 xy and 3 xy . The numbers in parentheses are the corresponding threshold values of 50% of the maximum correlation peaks. After the AND operator was applied to the three planes, the The target is object O1 under illuminant D65. coefficient correlation method led to a positive discrimination of color object O1. Nevertheless, the correlation peaks are wider than those obtained in the examples above, and additional peaks appear around the target, although they do not lead to false alarms. This is so because the color areas are not so nearly spatially uniform as the simulated areas used in the scenes of Fig. 4 . Two main reasons can explain these results: First, capturing color with a CCD is a noisy process, even when the camera is carefully calibrated and the dark noise is appropriately subtracted from the RGB values of each pixel; second, the results suggest that the linear models of reduced dimension used here probably do not suffice for an adequate description of surface reflectances. It will be important in future studies to analyze the use of multispectral object recognition with more than three coefficients, as we commented above, and its influence on the design of the matched filters used in the optical correlation architecture.
Conclusions
We have introduced what to our knowledge is a new method of multichannel decomposition of color images based on a linear description of spectral surfaces and illuminants that permits the introduction of color information in optical pattern recognition. The method uses linear models based on principalcomponent analysis to represent the spectral reflectance function of each image pixel and the spectral power distribution of the light sources in suitable basis for linear representation. We first demonstrated the discrimination capability of the method under controlled illuminant conditions. The coefficient method can discriminate polychromatic objects, and the results are independent of any changes in the illuminant under which the scene is captured. The correlation results are satisfactory even for the lowdimensional basis used to represent the surface reflectance function of the image pixels. The discrimination capability of this method is clearly an improvement on that obtained with RGB multichannel decomposition and is slightly better than those of other approaches used in optical correlation, such as the CIELab system, that are based on uniform color spaces. Also, we have demonstrated that optical colorpattern recognition can be achieved under conditions of unknown illuminants. In this case the use of a reference surface that is captured within the input color scene allows an illuminant-estimation algorithm to be used, which will lead to positive discrimination in situations when the target is captured under a reference illuminant and the scene containing the target is captured under an unknown, spectrally different illuminant. Although the recovered SPD of the illuminant was not mathematically perfect, the coefficient method provides reasonably good invariant color recognition. It is clear that the spectral recovery of surfaces and illuminants is limited by the dimensionality of the linear bases. More complicated and efficient algorithms can be used to esti- mate the illumination. The small number of basis vectors used here, only three, is a compromise selection but allows us to illustrate the potential use of the method.
The results also suggest that the computation of only two of the coefficients ͑ 2 xy and 3 xy ͒ alone gives no false alarms between the source and the target images. But we believe that a potential use of the coefficient correlation method is precisely suited for the possibility of using more than three color components in optical pattern recognition, which can lead to better spectral surface description and accurate color object recognition. The linear description of both the source and the target color images leads to a multichannel correlation of a range as high as the dimension of the bases chosen to describe the surfaces and illuminants. The additional advantage of the coefficient correlation is that once the linear basis has been selected it allows the user to transform the input image into a subspace where the spatial information is preserved and the dependence on the spectral content of the illumination is discarded.
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