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Abstract
This paper describes a hierarchical system that
predicts one label at a time for automated stu-
dent response analysis. For the task, we build
a classification binary tree that delays more
easily confused labels to later stages using hi-
erarchical processes. In particular, the paper
describes how the hierarchical classifier has
been built and how the classification task has
been broken down into binary subtasks. It fi-
nally discusses the motivations and fundamen-
tals of such an approach.
1 Introduction
One of the aims of educational natural language pro-
cessing is to provide useful feedback to students
in Learning Management Systems. In this sense,
Dzikovska et al. (2013) proposed the Semeval-2013
Student Response Analysis (SRA) task to automat-
ically grade open question answers. The SRA task
introduced different levels of granularity, and the re-
sults of different systems showed that the higher the
number of categories, the worst the overall results
were. For example, regarding the best results, the
macro-average F1 value dropped from 0.72 in the 2-
way task (2 categories) to 0.42 in the 5-way task (5
categories).
Our hypothesis states that the set of categories de-
fined for the task in Dzikovska et al. (2012) presents
complex and gradual relationships. As a conse-
quence, these relations may be indicative of poten-
tial weakness to score the answers automatically.
Given a set of labels (correct, partially correct, ir-
relevant, non domain, contradictory) intuition dic-
tates that we can expect major problems differen-
tiating correct and partially correct an-
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Figure 1: Confusion matrix of a 5-way supervised classi-
fier on the Semeval-2013 training data.
swers, than correct and non domain1 answers.
Within this context, the confusion matrix of a tuned
5-way classifier (see figure 1) gives us an appro-
priate way to automatically identify the problem-
atic label-relationship in order to set fruitful steps
towards a better solution. Actually, the confusion
matrix shows higher error rate when discarding be-
tween correct and partially correct an-
swers, than between correct and non domain
answers.
Previous work has shown that binarizing mul-
ticlass problems can be beneficial for improving
the overall performance of some systems (Lei and
Govindaraju, 2005) (Allwein et al., 2001; Lei and
Govindaraju, 2005; Marszałek and Schmid, 2008).
In this work, we present a method which walks
through distinct nodes by making binary decisions
at each step. Thus, decomposing the main task
in several subtasks. SRA systems participating on
1non domain answers do not include question’s domain
content.
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Figure 2: Agglomerative hierarchical clustering among
the Semeval-2013 data.
Semeval-2013 faced the problem as a 5-way classi-
fication task. They assumed no hierarchy among the
labels and ignored the difficulties which rely on the
structured nature of the category set.
On the contrary, we construct label-partitions and
sort labels according to the confusion-relatedness
(see figure 2). To the best of our knowledge, this
is the first SRA system that tries to take advantage
from the analysis of the label interdependencies. In
sum, our work tries to induce structured informa-
tion so that 1) we can prioritize over the label rela-
tionships and 2) we can decompose the main task in
simpler binary subtasks.
2 Problem formulation and data
description
The Semeval-2013 SRA task addresses the problem
of grading student responses from different science
domains. The corpora for this task has been cre-
ated out of two established sources: the BEETLE
corpus, a data set collected and annotated during
the evaluation of the BEETLE II tutorial dialogue
system (Dzikovska et al., 2010); and the SCIENTS-
BANK corpus, a set of student answers to questions
from sixteen science modules in the Assessing Sci-
ence Knowledge Assessment Inventory (Nielsen et
al., 2008). The objective of the task is to determine
the label of the answer given an open question and a
reference answer. Student answers can be classified
at different levels of granularity: 5-way task, 3-way
task and 2-way task. In the 5-way task, the one we
follow in this work, the aim is to classify the correct-
ness of the answers as correct, partially correct or
incomplete, contradictory, irrelevant, and not in the
domain. The whole task is completely documented
in Dzikovska et al. (2013).
To build, train and test our hierarchical system we
use the same training and test sets as the EHUALM
system does. EHUALM is an ensemble of distinct
supervised classifiers that took part in the Semeval-
2013 5-way task. It ranked considerably well above
mean and median in different scenarios of the task.
The full system is described in Aldabe et al. (2013).
As regards the dataset, which is included in the sup-
porting material, it comprises a total of 30 syntac-
tic and semantic similarity features computed be-
tween the question and the reference answer(s); but
also, between the question and the student answer.
The syntactic and semantic similarity features can
be grouped into the following sets: text overlap
features, WordNet-based features, graph-based fea-
tures, corpus-based features and predicate-argument
features.
3 Hierarchy based system
In section 1 we stated that the inner relation between
labels is meaningful to model similarities among
SRA. Such a relation can be used to build a hier-
archical approach in order to consider the label rela-
tionships inside the classifying model. We consider
two labels to be similar if the output of a tuned 5-way
classifier confuses them frequently. In other words,
we expect higher difficulties among labels that are
semantically close.
In order to obtain relatedness values among the la-
bels of the Semeval task we need to construct a dis-
tance matrix. The distance matrix will then be used
to construct a dendrogram that connects distinct la-
bels according to their relatedness (see figure 2). As
a first step we have calculated the similarity between
two labels as follows: given two labels (i and j) we
count how many times one label (i) is assigned when
the other is the correct one (j), and viceversa. The
average of the two normalized counts defines the
similarity between both labels. Similarity is trans-
formed into distance as dist(i, j) = 1 − sim(i, j).
Note that the matrix is square and symmetric, and
each element at position (i, j) determines the dis-
tance between labels i and j. Once obtained the dis-
tance matrix, we apply agglomerative hierarchical
clustering to obtain the partitioning. The code and
data to produce the hierarchical structure is supplied
in the supporting material.
Once the hierarchical structure is defined, a bi-
nary multi-class Support Vector Machine hierar-
chy (Chang and Lin, 2011) hierarchy is built (2-
way SVM tree) by recursively dividing the train-
ing dataset of K classes into two subsets of classes.
Thus, each node decides if a sample belongs to a
specific label or to one of the sub-hierarchy labels.
For the experiments we define two different hi-
erarchical configurations: H1 and H2. H1 starts
discarding the most disimilar labels (i.e. non
domain vs rest) and finishes with the most
similar ones (i.e. correct vs partially
correct). In contrast, H2 starts from the most
similar labels and walks into the most disimilar ones.
Each node of the tree is trained independently by
mapping the whole training set to the classes it needs
to handle. The leaf label is the positive class (e.g.
non domain on the top of figure 2) and the re-
maining labels under the sub-hierarchy make up the
negative class. This approach is similar to the all-
pairs approach mentioned in Allwein et al. (2001) as
some instances are ignored when training the non-
top binary classifiers. That is, when training the
non-top binary classifiers we do not consider the in-
stances of the classes handled in higher levels of the
hierarchy. For testing we apply the whole hierarchy
to each incoming instance. We evaluate the archi-
tecture in two ways: 1) measuring the local perfor-
mance of each level, and 2) measuring the overall
performance of the tree.
4 Experiments and results
To train and evaluate the two hierarchical configura-
tions we have used the SRA train and test data de-
scribed in section 2. Each binary SVM classifier of
the hierarchy has been tuned using 5-fold cross val-
idation, maximizing the micro accuracy as the ob-
jective function. We have calculated level-wise and
overall results in order to analyze both: the contribu-
tion of each binary classifier, and the overall results.
Table 1 summarizes the results obtained for both hi-
erarchical configurations.
System Description F-Score
H1 overall Whole tree 0.56
H1 L1 Non domain vs Rest 0.988
H1 L2 Irrelevant vs Rest 0.856
H1 L3 Contradictory vs Rest 0.795
H1 L4 Partially vs Correct 0.745
System Description F-Score
H2 overall Whole tree 0.568
H2 L1 Correct vs Rest 0.762
H2 L2 Partially vs Rest 0.699
H2 L3 Contradictory vs Rest 0.78
H2 L4 Irrelevant vs Non domain 0.96
Table 1: Micro F-Scores on 5 fold cross-validation for
each level (’L’) of the two hierarchical configurations
(’H’).
Concerning the level evaluation, the highest F-
score value (0.988) is obtained when dealing with
instances of the most distanced class (top level of
the H1 configuration). Accuracy decreases as de-
scending on the hierarchy. Just the opposite effect is
shown in the other hierarchy, as it deals first with the
most similar classes. Actually, H2 obtains the high-
est F-score value (0.96) in the lowest level. This re-
sult has much to do with the confusion matrix shown
in figure 1 as it is the class with lowest false posi-
tive rate (non domain predicted row). As regards
overall results, accuracy drops considerably in com-
parison to the values obtained in the level results. In
our opinion, this result is related to the error prop-
agation in the tree. We define the error propagation
as the instances that really belonging to one class are
incorrectly classified and continue down the tree to
the next level, degrading the performance in subse-
quent levels.
Comparing performance among the hierarchical
approaches and a 5-way flat SVM model (also tuned
on the training set) results turn to be similar. The
micro F-score results for H1 and H2 are 0.56 and
0.568 respectively (0.571 for the flat SVM), and the
macro F-score results for H1 and H2 are 0.553 and
0.566 respectively (0.566 for the flat SVM).
Finally, we evaluated the H2 system2 using the
test data provided for the SRA task. The micro F-
score obtained for H2 in the test set was 0.426 (0.415
for the flat SVM) and the macro F-score was 0.408
(0.39 for the flat SVM). Contrary to what happened
in the cross-validation setting, the hierarchy based
approach outperformed the SVM model. This in-
2We present the results of H2 which outperformed H1.
dicates that the hierarchy based approach prevents
from overfitting as the hierarchy structure imposes
coherent biases that correlates the problem formula-
tion and label relationship.
5 Discussion
The present paper describes ongoing work on build-
ing hierarchy based models to automatically grade
student answers as an alternative to typical N-way
models. We show that the elucidation of the rela-
tionship between classes in the Semeval-2013 task is
more difficult than it could be expected using basic
hierarchical structures. Even promising results are
obtained at level-wise training, the overall accuracy
is deteriorated when the whole system is combined.
Nevertheless, results show that the hierarchical ap-
proach outperforms the flat 5-way SVM at test.
In order to address this issue, we consider that a
deeper label interdependency analysis is necessary
to effectively discriminate among classes with high
confusion rates. That is why as a first step we con-
ducted an error analysis and found crucial for fu-
ture work to specialize the feature set being used
for training. Actually, we think that specific features
may considerably contribute to certain levels of the
hierarchy. For instance, features that explicitly han-
dle negation are critical when classifying contradic-
tory instances, but useless in other stages.
As regards the error analysis we have taken the
confusion matrix of the whole tree performance
and analyzed the incorrectly classified major
groups. Out of the total error rate of H2 (42% of
instances incorrectly classified) the most problem-
atic misclassifications are distributed across the
following categories, which we briefly describe: a)
partially correct instances being classified
as correct: 18% error rate; b) correct in-
stances being classified as partially correct:
14% error rate; c) contradictory instances
being classified as correct: 11% error rate;
d) contradictory instances being classi-
fied as partially correct: 9% error rate;
e) irrelevant instances being classified as
correct: 8% error rate.
The mentioned five cases account for the 60% of
the total error rate, while all of the other error cases
account each for less than 6% error. Our analysis
concluded that, as expected, most of the errors re-
quire not only general lexical features but also more
fine grained ones so that to be correctly classified.
For instance, we think that the approach taken in the
interpretable pilot described in Agirre et al. (2015)
can be effective for cases a), b) and e) so that to ob-
tain a more fine grained linkage between the con-
cepts of the student answer and the concepts of the
reference answer. The usefulness of this approach
resides in making alignments between concepts in
the reference-student pair.
On the contrary, for contradictory related
misclassifications, such as: c) and d) we think that
specific features able to handle negation are cru-
cial to improve performance. In fact, we perform a
deeper analysis of the c) case by randomly samplig
20 instances and found that even for humans the
annotated gold values are ambiguous certain times.
Out of the 20 student answers analyzed we found
5 ambiguous cases, some of them related to the us-
age of negative polarity particles. For example, for
the question ”Why was bulb C off when switch Z
was open?” and reference answer ”There was no
longer a closed path containing Bulb C and the bat-
tery” the following student answer is annotated as
contradictory: ”switch Z created a gap in the
closed circuit required for bulb C”. Though, our
hierarchical system scores it as correct, which
we think is the most suitable grade. Just the same
happens with the following reference-student pair:
”(Reference) The more blocks the truck carries, the
less distance the truck travels in 10 seconds.” and ”
(Student) It went farther with less blocks and it went
no farther with more blocks.”
In all, to grade student answers is a challenging
task that requires to analyze and identify errors and
misconceptions based on reference responses. As
regards student answer clustering, even some work
has been done, such as the work described in Basu
et al. (2013) and Zesch et al. (2015) it is still an open
research line to prove whether clustering structures
can meaningfully improve performance.
6 Future work
Even if the hierarchical decomposition explained
has showed negative results, we plan to continue
analyzing distinct configurations to specialize the
concrete feature list for each level of the hierarchy.
Actually, we think that the system requires new at-
tributes in order to improve. Distinct attributes may
contribute differently as regards each level, for in-
stance, features that explicitly handle negation seem
to be critical in the modules responsible for classi-
fying contradictory instances, but useless in other
modules. Moreover, we also plan to explore new
similarity features of top performing systems of the
SemEval task that could contribute to our system.
In all, we plan to continue analyzing strategies and
developing techniques in order to improve the pro-
vided automatic scores.
7 Acknowledgments
This project was partially funded by the national
program for university professor and philosophy
doctor training (FPU13/00501).
References
[Agirre et al.2015] Eneko Agirre, Carmen Banea, Claire
Cardie, Daniel Cer, Mona Diab, Aitor Gonzalez-
Agirre, Weiwei Guo, Iigo Lopez-Gazpio, Montse Mar-
itxalar, Rada Mihalcea, German Rigau, Larraitz Uria,
and Janyce Wiebe. 2015. SemEval-2015 Task 2: Se-
mantic Textual Similarity, English, Spanish and Pilot
on Interpretability. In Proceedings of the 9th Inter-
national Workshop on Semantic Evaluation (SemEval
2015), Denver, CO, June. Association for Computa-
tional Linguistics.
[Aldabe et al.2013] Itziar Aldabe, Montse Maritxalar, and
Oier Lopez de Lacalle. 2013. Ehu-alm: Similarity-
feature based approach for student response analysis.
[Allwein et al.2001] Erin L. Allwein, Robert E. Schapire,
and Yoram Singer. 2001. Reducing multiclass to bi-
nary: A unifying approach for margin classifiers. J.
Mach. Learn. Res., 1:113–141, September.
[Basu et al.2013] Sumit Basu, Chuck Jacobs, and Lucy
Vanderwende. 2013. Powergrading: a clustering ap-
proach to amplify human effort for short answer grad-
ing. Transactions of the Association for Computa-
tional Linguistics, 1:391–402.
[Chang and Lin2011] Chih-Chung Chang and Chih-Jen
Lin. 2011. Libsvm: A library for support vector ma-
chines. ACM Trans. Intell. Syst. Technol., 2(3):27:1–
27:27, May.
[Dzikovska et al.2010] Myroslava O Dzikovska, Jo-
hanna D Moore, Natalie Steinhauser, Gwendolyn
Campbell, Elaine Farrow, and Charles B Callaway.
2010. Beetle ii: a system for tutoring and computa-
tional linguistics experimentation. In Proceedings of
the ACL 2010 System Demonstrations, pages 13–18.
Association for Computational Linguistics.
[Dzikovska et al.2012] Myroslava O Dzikovska, Rod-
ney D Nielsen, and Chris Brew. 2012. Towards ef-
fective tutorial feedback for explanation questions: A
dataset and baselines. In Proceedings of the 2012 Con-
ference of the North American Chapter of the Associa-
tion for Computational Linguistics: Human Language
Technologies, pages 200–210. Association for Compu-
tational Linguistics.
[Dzikovska et al.2013] Myroslava Dzikovska, Rodney
Nielsen, Chris Brew, Claudia Leacock, Danilo Gi-
ampiccolo, Luisa Bentivogli, Peter Clark, Ido Dagan,
and Hoa Trang Dang. 2013. Semeval-2013 task 7:
The joint student response analysis and 8th recog-
nizing textual entailment challenge. In Second Joint
Conference on Lexical and Computational Semantics
(*SEM), Volume 2: Proceedings of the Seventh Inter-
national Workshop on Semantic Evaluation (SemEval
2013), pages 263–274, Atlanta, Georgia, USA, June.
Association for Computational Linguistics.
[Lei and Govindaraju2005] Hansheng Lei and Venu
Govindaraju. 2005. Half-against-half multi-class
support vector machines. In Multiple Classifier
Systems, pages 156–164. Springer.
[Marszałek and Schmid2008] Marcin Marszałek and
Cordelia Schmid. 2008. Constructing category
hierarchies for visual recognition. In Computer
Vision–ECCV 2008, pages 479–491. Springer.
[Nielsen et al.2008] Rodney D Nielsen, Wayne Ward,
James H Martin, and Martha Palmer. 2008. Anno-
tating students’ understanding of science concepts. In
LREC.
[Zesch et al.2015] Torsten Zesch, Michael Heilman, and
Aoife Cahill. 2015. Reducing annotation efforts in
supervised short answer scoring. In Proceedings of the
Tenth Workshop on Innovative Use of NLP for Building
Educational Applications, pages 124–132.
