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We prove that the LakshmibaiSeshadri paths fixed by a diagram automorphism
 of a KacMoody algebra can be identified with the LakshmibaiSeshadri paths
for the orbit Lie algebra, by introducing -root operators. We also give certain
formulas for the twining characters of integrable highest weight modules over a
symmetrizable KacMoody algebra and of Demazure modules for a finite-dimen-
sional semi-simple Lie algebra.  2001 Academic Press
INTRODUCTION
Ž .Let   A be the KacMoody algebra over  associated to a
Ž . Ž .generalized Cartan matrix GCM for short A a of finite size,i j i, j I
and  its Cartan subalgebra. We denote by W the Weyl group of .
 Assume that  is a dominant integral weight. In Li1 , Littelmann
Ž .introduced the notion of LakshmibaiSeshadri paths L-S paths for short
 of class , which are piecewise linear, continuous maps  : 0, 1  *
Ž .parametrized by pairs  ; a of a sequence  :        of1 2 s
elements of W, where  is the ‘‘relative Bruhat order’’ on W, and a
sequence a: 0 a  a    a  1 of rational numbers with a cer-0 1 s
tain condition, called the chain condition. If the GCM A is symmetrizable,
Ž .the set   of all L-S paths of class  is called the path model for the
395
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Ž .integrable highest weight module L  of highest weight  over  since a
Ž . Ž .basis of L  admits a natural parametrization by   . It is also shown in
  Ž .Kas2 that   has a canonical crystal structure isomorphic to the crystal
Ž .associated to the q-deformation of L  .
Ž .Now let  : I I be a Dynkin diagram automorphism, that is, a
bijection  : I I satisfying a  a for all i, j I. It is known thatŽ i.,  Ž j. i j
Ž .a diagram automorphism induces a Lie algebra automorphism Aut 
Ž .and a linear automorphism *GL * of the same order as the
Ž .0  Ž . 4bijection : I I. We set *   *  *    and call its
˜  4element a symmetric weight. We also set W wW  w* *w . In
ˆaddition, one can define the ‘‘folded’’ matrix A associated to , which is
again a GCM if  satisfies a certain condition, called the linking condi-
ˆ ˆŽ .tion. Then the KacMoody algebra   A associated to A is called theˆ
ˆ ˆorbit Lie algebra. We denote by  the Cartan subalgebra of  and by Wˆ
 ˆthe Weyl group of . Then there exist a linear isomorphism P : *ˆ 
0 ˆ ˜Ž . Ž .* and a group isomorphism : W W such that  w ˆ
  1 ˆŽ .P w P for all wW.ˆ ˆ 
In this paper, we study the L-S paths fixed by * and show that such L-S
paths can be described in terms of the L-S paths for the orbit Lie algebra
 and the linear isomorphism P. Our main motive for this work cameˆ 
 from several studies FSS, FRS, KK, KN, N1N3 on twining characters,
 which are character-like quantities introduced in FSS, FRS corresponding
to a diagram automorphism. They showed that the twining characters of
certain modules they treated can be described in terms of the ordinary
characters of the corresponding modules for the orbit Lie algebra  andˆ
the linear isomorphism P. Our main result is, so to speak, the path model
  Žversion of this fact. We note that Kas2, Theorem 5.1 with m  1 in thei
.notation therein in the theory of crystal bases is closely related to our
main theorem.
Here we explain our main result. Let  be a symmetric dominant
0Ž .integral weight. Denote by   the set of all L-S paths of class  that are
0 Ž . Ž . 0Ž . Ž .4fixed by *, and set     , . . . ,  ; a     	 w  forw 1 s 1
˜wW. Our main theorem in this paper is the following:
˜THEOREM. Let  be a symmetric dominant integral weight, and wW.
ˆ  1 1Ž . Ž . Ž .Set  P  and w w . Then we haeˆ
0  ˆ ˆ 0  ˆ ˆ   P   ,    P   ,Ž . Ž .Ž . Ž .Ž . Ž . w  wˆ
ˆ ˆ ˆŽ .where we denote by   the set of all L-S paths of class  for the orbit Lie
ˆ ˆ ˆ ˆ ˆŽ . Ž . Ž . Ž .4algebra  , and set     , . . . ,  ; a     
 w  with 
ˆ ˆ ˆ ˆ ˆw 1 s 1  ˆ
ˆˆthe relatie Bruhat order on W.
As corollaries of the main theorem, we obtain formulas for the twining
Ž .character of the integrable highest weight -module L  of symmetric
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highest weight  and for the twining character of the Demazure module
˜Ž . Ž . Ž .L  of symmetric lowest weight w  W in L  .w
Let us explain our formulas more precisely. If  is a symmetric domi-
Ž .nant integral weight, then it is known that there exists a unique linear
Ž . Ž . Ž . 1Ž . Ž .automorphism 	 : L   L  such that 	 x   x 	  for all  
Ž . Ž . Ž .x  ,   L  and 	   , where  is a nonzero highest weight   
Ž . Ž Ž .. Ž .vector of L  . The twining character ch L  of L  is defined by
 ch L   tr 	 e 




One of our formulas is the following:
Ž .COROLLARY 1. Assume that A a is symmetrizable. Then, for ai j i, j I
symmetric dominant integral weight , we hae
e  1  ch L  .Ž . Ž .Ž . Ž .Ý
0Ž . 
Next let    , where  is the sum of all positive root spaces, 
˜ Ž .and for a symmetric dominant integral weight  and wW, set L  w
Ž . Ž .  u , where   is the universal enveloping algebra of  andwŽ.
Ž .  4 Ž .u  L   0 . Since the Demazure module L  is 	 -stable, wewŽ. wŽ. w 
Ž Ž .. Ž .can define the twining character ch L  of L  byw w
 ch L   tr 	 e 




Then the other of our formulas is the following:
Ž .COROLLARY 2. Assume that A a is of finite type; i.e.,  is ai j i, j I
finite-dimensional semi-simple Lie algebra. Then, for a symmetric dominant
˜integral weight  and wW, we hae
e  1  ch L  .Ž . Ž .Ž . Ž .Ý w
0 Ž . w
This paper is organized as follows. In Section 1 we recall definitions and
properties of diagram automorphisms and orbit Lie algebras that are
needed in later sections. In Section 2 we review the notion of path models.
In Section 3, after introducing the -root operators, we prove our main




AND ORBIT LIE ALGEBRAS
In this section, we review the notion of diagram automorphisms and
  Ž  .orbit Lie algebras. For details, see FRS, FSS see also N1N3 .
1.1. Diagram Automorphisms
Ž . Ž .Let A a be a generalized Cartan matrix GCM for shorti j i, j I
 4 Ž .indexed by a finite set I 1, 2, . . . , n and   A      the 
KacMoody algebra associated to the GCM A, where  is the Cartan
subalgebra,  the sum of positive root spaces, and  the sum of 
 4   4negative root spaces. Denote by   and    the set ofi i I i i I
 4  4simple roots and simple coroots, respectively, and by x , y thei i I i i I
Ž .Chevalley generators, where x resp. y spans the root space of i i
Ž .corresponding to  resp.  .i i
Let : I I be a bijection of order N satisfying a  a for allŽ i.,  Ž j. i j
Ž .i, j I. Such a bijection is called a Dynkin diagram automorphism. By
 the same argument as in FSS, Sect. 3.2 , a diagram automorphism 
Ž .induces a Lie algebra automorphism Aut  of order N and a linear
Ž .automorphism *GL * of order N such that
 x  x ,  y  y ,     for i I ,Ž . Ž . Ž .i  Ž i. i  Ž i.
  1    , *    for i I ,Ž .Ž .i  Ž i. i  Ž i. *  h    h for  *, h  .Ž . Ž . Ž .Ž . Ž .
1.1.1Ž .
Since the linear automorphisms  :   and *: * * are of order
N, the vector spaces  and * are the direct sums of eigenspaces of  and
*, respectively. We are particularly interested in the eigenspaces corre-
sponding to the eigenvalue 1
0 0*   *  *    ,   h    h  h . 1.1.2 4  4Ž . Ž . Ž . Ž .
Ž .0An element of * is called a symmetric weight.
Remark 1.1.1. Let  be a Weyl vector, that is, an element of *
Ž  .satisfying    1 for all i  I. Then, replacing  byi
Ž . N1Ž .kŽ . Ž .1N Ý *  if necessary, we may and henceforth assume that k0
is a symmetric weight.
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1.2. Orbit Lie Algebras
We set
N1j
kc  a for i , j I , c  c for i I , 1.2.1Ž .Ýi j i ,  Ž j. i i i
k0
where N is the number of elements of the -orbit of i I in I. From nowi
on, we always assume that a diagram automorphism  satisfies
c  1 or 2 for each i I. 1.2.2Ž .i
This condition is called the linking condition.
Ž  . N 2Remark 1.2.1 see FSS, Sect. 2.2 . If c  1, then a 1 andii i,  Ž i.
a k  0 for any other 1	 k	N  1, kN2, with N even. Hencei,  Ž i. i i i
the Dynkin diagram corresponding to the -orbit of the i is of type
Ž . kA   A N2 times . On the other hand, if c  2, then a  02 2 i i i,  Ž i.
for all 1	 k	N  1. Hence the Dynkin diagram corresponding to thei
Ž .-orbit of the i is of type A   A N times .1 1 i
ˆNow we choose a complete set I of representatives of the -orbits in I
ˆ Ž .and define a matrix A a byˆ ˆi j i, j I
Aˆ a  2c c . 1.2.3Ž .ˆ Ž .Ž . ˆ ˆi j i j ji , jI i , jI
ˆNote that this matrix does not depend on the choice of I.
ˆŽ  . Ž .PROPOSITION 1.2.2 see FSS, Sect. 2.2 . The matrix A a is aˆ ˆi j i, j I
Ž .GCM. Moreoer, if the GCM A a is symmetrizable, then so isi j i, j I
ˆ Ž .A a .ˆ ˆi j i, j I
ˆ ˆŽ .The KacMoody algebra   A associated to the matrix A is calledˆ
Ž .the orbit Lie algebra associated to the diagram automorphism  . We
ˆ ˆindicate by objects for the orbit Lie algebra . For example,  denotesˆ
ˆ ˆ   4  4the Cartan subalgebra,   the set of simple roots,   ˆ ˆˆ ˆi i I i i I
the set of simple coroots, and so on.
For each i I, we set
N1 N1i i1 2 0  0
k k     ,     * . 1.2.4Ž . Ž .˜ ˜Ý Ýi  Ž i. i  Ž i.N ci ik0 k0
0 ˆ  As in FRS, Sect. 2 , we have linear isomorphisms P :    and P : 
ˆ 0Ž .* * satisfying
    ˆP    , P    for each i I ,Ž .˜ ˆ ˆ ˜Ž . i i  i i 1.2.5Ž .
 0 ˆ ˆ ˆ ˆP  h   P h for  * and h  .Ž . Ž .Ž . Ž .Ž . 
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1.3. Weyl Groups
ˆ ˆ² : Ž ² :.Denote by W r  i I resp. W r  i I the Weyl group of ˆi i
Ž . Ž .resp.  , where r resp. r is the simple reflection with respect to theˆ ˆi i
˜Ž .simple root  resp.  . We define the following subgroup W of Wˆi i
˜  4W wW  *w w* . 1.3.1Ž .
For each i I, we set
N2i
k kN 2 kr r r if c  1,Ž .iŁ  Ž i.  Ž i.  Ž i. i
k1w  1.3.2Ž .i Ni
kr if c  2.Ł  Ž i. i
k1
˜One can easily check that w W and w  w for each i I.i  Ž i. i
Remark 1.3.1. It is obvious from Remark 1.2.1 that the right-hand side
Ž .of 1.3.2 is a reduced expression of w . Indeed, if c  2, then it is obvious.i i
If c  1, then it immediately follows from the fact that r r r  r r r is ai 1 2 1 2 1 2
reduced expression for the longest element of the Weyl group of type A .2
 By FRS, Proposition 3.3 , we have the following.
ˆ ˜PROPOSITION 1.3.2. There exists a group isomorphism : WW such
ˆ   1 ˆŽ . Ž . Ž .that  r  w for i I and  w  P w P for wW. Inˆ ˆ ˆ ˆi i  
˜ ˆ 4particular, W is a Coxeter group with the canonical generator system w  i I .i
Denote by l: W  the length function of the Coxeter system 0
Ž  4 .W, r . In addition, in view of the proposition above, we denote byi i I
ˆ ˆ ˜ ˜Ž  4 .l: WW  the length function of the Coxeter system W, w ˆ 0 i i I
ˆŽ  4 . W, r .ˆ ˆi i I
2. PATH MODELS
2.1. Relatie Bruhat Orders
 Ž . 4Let  P   *      for all i I , i.e., a dominant i  0
integral weight. For , W, we write   if there exist a sequence
  ,  , . . . ,    of elements in W and a sequence  , . . . ,  of0 1 s 1 s
Ž . Ž .positive real roots such that   r  and    0 for kk  k1 k1 kk
1, 2, . . . , s. Here we denote by   the dual root of a real root . Then we
Ž .define dist ,  to be the maximal length s among all possible such
sequences. Note that   for all W with  .
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 LEMMA 2.1.1 Li2, Lemma 4.2 . Let  be a dominant integral weight and
Ž . Ž . Ž . Ž ., W with   . If    0 and    0, then r   r  .i i i i
Ž  .It is known see MP, Proposition 5.2.10 that, for W, there exists
Ž . Ž .a unique element in W, denoted by w , such that w    and l w   
Ž . Ž .l w for all wW, w w with w   . Notice that for wW with
Ž .  Ž . 4w   , there exists some wW  wW  w    such that
w w w.
 LEMMA 2.1.2 MP, Corollary 5.4.2 . Let w r r  r be an expressioni i i1 2 k
of wW. Then there exists a reduced expression w r r  r of w fori i ij j j1 2 m
some 1	 j  j    j 	 k.1 2 m
Let w r r  r be a reduced expression of wW. Then we sayi i i1 2 k
that w has a subword expression of the reduced expression w r r  ri i i1 2 k
if there exists a reduced expression w r r  r of w for somei i ij j j1 2 m
1	 j  j    j 	 k.1 2 m
Ž .LEMMA 2.1.3 Subword Condition . Let , W, and w  r r  i i1 2
r a reduced expression of w . Then   if and only if there exists a reducedi k
expression w  r r  r of w for some 1	 j  j    j 	 k. i i i  1 2 mj j j1 2 m
Proof. Our proof is exactly analogous to the one for the ordinary
Ž  .Bruhat order see MP, Proposition 5.4.2 . Suppose that   . We show
Ž .that w has a reduced expression r r  r by induction on dist ,  . i i ij j j1 2 mŽ . Ž .If dist ,   1, then r    for some positive real root . Since
Ž . 1Ž .   0, w  is a negative root. Therefore, by the exchange condi-
tion and Lemma 2.1.2, we see that w  r w is a subword of the reduced1  
Ž .expression of w . Since w    , there exists w W such that w  1 2  
  Ž . Ž  .w w . It follows from Lemma 2.1.2 that w  w w with l w  l w 1 2  1 2  1
Ž  .  l w , where w and w have subword expressions of the reduced expres-2 1 2
sions of w and w , respectively. However, w  1 by the minimality of1 2 2
Ž . l w . Therefore w  w has a subword expression of the reduced expres-  1
sion of w . By repeating this argument, we can prove the general case.
Conversely, suppose that w  r r  r . We show that   by i i ij j j1 2 mŽ . Ž . Ž .induction on l w . If l w  0, then   . Suppose that l w  1.  
Ž .Since it is obvious if w  1, we assume w  1. Then notice that    i1
Ž . Ž . Ž . 0 and    0 by the minimalities of l w and l w , respectively. Ifi  j1
j  1, then by the inductive assumption,1
 r r  r  	 r r  r   r   .Ž . Ž . Ž .i i i i i i ij j j 2 3 k 121 m
On the other hand, if j  1, then by the inductive assumption,1
r   r  r  	 r r  r   r  .Ž . Ž . Ž . Ž .i i i i i i i1 j j 2 3 k 12 m
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Ž Ž ..Ž . Ž Ž ..Ž .Since r    0 and r    0, we obtain   by Lemmai i i i1 1 1 1
2.1.1.
2.2. LakshmibaiSeshadri Paths
First we recall the chain condition. Let  P , , W with   ,
Ž .and 0 a 1 a rational number. An a-chain for ,  is, by definition, a
sequence           of elements in W such that0 1 r
Ž . Ž .dist  ,   1 and   r  for some positive real root  , andi i1 i  i1 ii
Ž .such that a    for all i 1, 2, . . . , r.i1 i
Ž .Here let us consider a pair   ; a of a sequence  :     1 2
  of elements in W and a sequence a: 0 a  a    a  1 ofs 0 1 s
rational numbers such that for each i 1, 2, . . . , s 1, there exists an
Ž . Ž .a -chain for  ,  . Then we associate to   ; a the following pathi i i1
   Ž . 4 : 0, 1  P, where P  *      for all i I , i
j1
 t  a  a   t a  for a 	 t	 a . 2.2.1Ž . Ž . Ž .Ž .Ý i i1 i j1 j j1 j
i1
Ž .Such a path is called a LakshmibaiSeshadri path L-S path for short of
Ž .class . Denote by   the set of all L-S paths of class , and set for
wW,
    , . . . ,  ; a     	 w  . 2.2.2 4Ž . Ž . Ž . Ž . Ž .w 1 s 1
2.3. Root Operators
We begin this subsection with some terminology. We say that a piece-
Ž .  wise linear, continuous function h t on 0, 1 attains a relative minimum at
Ž . Ž .  t t if there exists an  0 such that h t  h t for all t t   ,0 0 0
Ž . Ž .and h t  h t for either t  t t   or t   t t . In addition,0 0 0 0 0
Ž .   Ž .if h t is constant on 0, 1 , we say that h t attains a relative local
  Ž  . Ž .minimum at each point of 0, 1 see Li2, p. 511 . A function h t is said to
Ž . Ž .be integral if h 1 and all relative minimums of h t are integers.
  Ž .LEMMA 2.3.1 Li2, Lemma 4.5 . For each   and i I, the
 Ž . Ž Ž ..Ž .function h t   t  is integral.i i
Ž .  Let h t be a piecewise linear, continuous integral function on 0, 1 with
Ž .  Ž .  4h 0  0, and set mmin h t  t 0, 1 . If m	1, then we can take
the following points
 t min t 0, 1  h t m , 4Ž .1
2.3.1Ž .
   t max t 0, t  h t m 1 for all t 0, t . 4Ž .0 1
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Ž . Ž .Then we call the pair t , t of the points above the raising pair for h t .0 1
Ž . Ž .  Note that h t m 1 and that h t is strictly decreasing on t , t since0 0 1
Ž . Ž .h t is integral. Similarly, if h 1 m 1, then we can take the following
points
 t max t 0, 1  h t m , 4Ž .0
2.3.2Ž .
   t min t t , 1  h t m 1 for all t t, 1 . 4Ž .1 0
Ž . Ž .Then we call the pair t , t of the points above the lowering pair for h t .0 1
Ž . Ž .  Note that h t m 1 and that h t is strictly increasing on t , t since1 0 1
Ž .h t is integral.
For convenience, we introduce an extra element  that is not a path.
Ž .For   and i I, we set
     h t   t  , m min h t  t 0, 1 . 2.3.3 4Ž . Ž . Ž . Ž .Ž . Ž .i i i i
Let us define the raising root operator e with respect to the simple rooti
Ž .  . We define e   , and e   for   with m 1. Ifi i i i
 Ž .  Ž .m 	1, then the raising pair t , t for h t exists. We now seti 0 1 i
 t if 0	 t	 t ,Ž . 0
  t  h t m  1  if t 	 t	 t ,Ž . Ž .e  t  2.3.4Ž .Ž . Ž . Ž .i i i 0 1i  t   if t 	 t	 1.Ž . i 1
The lowering root operator f is defined in a similar fashion. We definei
Ž .  Ž .   Ž . f   , and f   for   with h 1 m  1. If h 1 mi i i i i i
Ž .  Ž . 1, then the lowering pair t , t for h t exists. We now set0 1 i
 t if 0	 t	 t ,Ž . 0
  t  h t m  if t 	 t	 t ,Ž . Ž .f  t  2.3.5Ž .Ž . Ž . Ž .i i i 0 1i  t   if t 	 t	 1.Ž . i 1
  Ž . Ž . Ž .THEOREM 2.3.2 Li2 . 1 For   , if e   resp. f   , theni i
Ž . Ž Ž .. Ž .  4e   resp. f   . Hence the set     is stable under thei i
action of the root operators.
Ž . Ž . Ž . Ž2 For   , if e   resp. f   , then f e   resp.i i i i
.e f   .i i
Ž . Ž .3 Eery element   is of the form  f f  f  for somei i i 1 2 k
Ž . Ž . Ž .i , i , . . . , i  I, where  t  ; 0, 1  t is the only element of  1 2 k 
such that e    for all i I.i 
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2.4. Character Formulas
We know the following.
 THEOREM 2.4.1 Li2, Theorem 9.1 . Let  P . Then we hae
Ž . Ž .l w l w1 e w  e  1  1 e w   .Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ý Ý Ý
wW Ž . wW 
2.4.1Ž .
Ž .In particular, if the GCM A  a is symmetrizable, theni j i, j I
Ž Ž .. Ž . Ž .Ý e  1  ch L  , where L  is the irreducible highest weightŽ.
-module of highest weight .
Next let    be the Borel subalgebra of . For wW, we set
Ž . Ž . Ž .  4 Ž .L    u , where u  L   0 and   denotes thew wŽ. wŽ. wŽ.
Ž .universal enveloping algebra of a Lie algebra . We call L  thew
Ž . Ž .Demazure module of lowest weight w  in L  . In addition, we define
the Demazure operator with respect to  byi
e    e r  Ž . Ž .Ž .i
D e   e  . 2.4.2Ž . Ž . Ž .Ž .i 1 e Ž .i
 Moreover, by Li1, Theorem 5.2; Ku; M; Kas1 , we have the following.
THEOREM 2.4.2. Let  P and wW. Assume that w r r  r i i i1 2 k
is a reduced expression of w. Then
e  1 D D  D e  . 2.4.3Ž . Ž . Ž .Ž . Ž .Ý i i i1 2 k
Ž . w
Ž Ž .. Ž .In particular, if A is symmetrizable, then Ý e  1  ch L  . Ž. ww
Remark 2.4.3. The Demazure operators D , i I, satisfy the braidi
Ž  .relations see D .
3. MAIN RESULT
3.1. -Root Operators
˜In this subsection, we introduce new operators e and f , called thei˜ i
-root operators, which are main tools in our proof. Let  be a diagram
automorphism. Then we define
*  t  *  t for   , *    . 3.1.1Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
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Ž .0 Ž .LEMMA 3.1.1. Let  P  * . Then   is *-stable; that is, if
Ž . Ž . Ž .   , then *     . Moreoer, for each i I, * e i
e 1 * and * f  f 1 *. Ž i. i  Ž i.
  Ž .1Proof. It follows from N1, Lemma 3.13 that * r * r fori  Ž i.
Ž . re re reeach i I. Hence we know that *    for each   , where 
Ž Ž ..is the set of real roots of . Furthermore it is easily seen that *  
1Ž . re Ž . Ž .  for each   . Therefore, if   , then *   *  and
Ž Ž . Ž .. Ž .dist *  , *   dist ,  . Now the first assertion can be shown
Ž .directly by using the definition of L-S paths and 1.1.1 . The second
assertion follows from the definition of the root operators.
˜For i I, we define the -root operators e and f byi˜ i
N2i
2
k kN 2 kX X X if c  1,iŽ .Ł  Ž i.  Ž i.  Ž i. i
k1X˜  3.1.2Ž .i Ni
kX if c  2,Ł  Ž i. i
k1
where X denotes either e or f. Then we have the following theorem.
Ž .0 0Ž .  Ž .THEOREM 3.1.2. Let  P  * , and      
Ž . 4*    .
Ž .  1 If m 1, then e   . If m 	1, then˜i i i
 t if 0	 t	 t ,Ž . 0
  t  h t m  1  if t 	 t	 t ,Ž . Ž .e  t  3.1.3Ž . ˜Ž . Ž .Ž .˜ i i i 0 1i  t   if t 	 t	 1,Ž . ˜i 1
Ž .  Ž .where t , t is the raising pair for h t .0 1 i
  ˜  Ž . Ž . Ž .2 If h 1 m  1, then f   . If h 1 m  1, theni i i i i
 t if 0	 t	 t ,Ž . 0
 ˜  t  h t m  if t 	 t	 t ,Ž . Ž .f  t  3.1.4Ž . ˜Ž . Ž .Ž . i i i 0 1i  t   if t 	 t	 1,Ž . ˜i 1
Ž .  Ž .where t , t is the lowering pair for h t .0 1 i
Ž . Ž .Proof. We show only part 1 , since the proof of part 2 is similar.
 Ž .  Ž .  k kBecause h t  h t and m m for all k 0, 1, . . . , N  1, thei  Ž i. i  Ž i. i
assertion for the case c  2 is obvious by Remark 1.2.1 and the definitioni
of the root operators.
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Let us consider the case c  1. Since the assertion is obvious ifi
m1, we may assume that m	1. Then, by Remark 1.2.1, we needi i
only show the following claim.
Ž .Claim. Let i, j I be such that a  a 1. Suppose that  i j ji
Ž .  Ž .  Ž .  satisfies h t  h t  h t and mm m 	1. Then we havei j i j
 t if 0	 t	 t ,Ž . 0
2  t  2 h t m 1    if t 	 t	 t ,Ž . Ž . Ž .Ž .e e e  t Ž . i j 0 1Ž .i j i  t  2    if t 	 t	 1,Ž . Ž .i j 1
3.1.5Ž .
Ž . Ž .where t , t is the raising pair for h t .0 1
Let us prove this claim. By the definition of the root operator e , wei
have
 t if 0	 t	 t ,Ž . 0 t  h t m 1  if t 	 t	 t ,Ž . Ž .Ž . t  e  t Ž . Ž . Ž . i 0 11 i  t   if t 	 t	 1.Ž . i 1
Next we calculate   e  . By definition,2 j 1
h t if 0	 t	 t ,Ž . 0
 1 2h t m 1 if t 	 t	 t ,Ž .h t  h t Ž . Ž . 0 11 j h t  1 if t 	 t	 1.Ž . 1
Ž . Ž .It follows from the definition of t that h t  h t m 1 for all0 1
Ž . Ž .0	 t	 t and that h t m 1. Since h t is strictly decreasing on0 1 0
 t , t , we see that for all t 	 t	 t ,0 1 0 1
h t  2h t m 1 2h t m 1m 1Ž . Ž . Ž .1 1
Ž .   Ž .and that h t is strictly decreasing on t , t . It is obvious that h t m1 0 1
1 Ž . 1 for all t 	 t	 1. Hence m m 1	1. In addition, if u , u1 j 0 1
Ž . 1Ž .is the raising pair for h t  h t , then u  t and t  u  t . There-1 j 1 1 0 0 1
fore we get
 t  e e  tŽ . Ž . Ž .2 j i
 t if 0	 t	 t ,Ž . 0
 t  h t m 1  if t 	 t	 u ,Ž . Ž .Ž . i 0 0
 t  h t m 1   2   if u 	 t	 u  t ,Ž . Ž .Ž . Ž .i j j 0 1 1 t     if u  t 	 t	 1.Ž . Ž .i j 1 1
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Ž . Ž . Ž .Note that 2h u m 1m, hence h u m 12 , and that0 0
h t if 0	 t	 t ,Ž . 0
2h t m 1 if t 	 t	 u ,Ž . 0 0 2h t Ž .j 2h t  3m 1 if u 	 t	 u  t ,Ž . 0 1 1h t  1 if u  t 	 t	 1.Ž . 1 1
Then we see by a calculation similar to the one above that m2 m	1j
Ž   . 2Ž .  and that if u , u is the raising pair for h t , then u  t and u  u .0 1 j 0 0 1 0
Thus we obtain
 t  e2e  tŽ . Ž .Ž .3 j i
 t if 0	 t	 t ,Ž . 0
 t  h t m 1   2 if t 	 t	 t ,Ž . Ž .Ž . Ž . i j 0 1 t    2 if t 	 t	 1.Ž . Ž .i j 1
3Ž . Ž .Since h t  h t , we finally arrive at the conclusion thati
 t if 0	 t	 t ,Ž . 0
2  t  2 h t m 1    if t 	 t	 t ,Ž . Ž . Ž .Ž .e e e  t Ž . i j 0 1Ž .i j i  t  2    if t 	 t	 1,Ž . Ž .i j 1
as desired.
Remark 3.1.3. It follows from Lemma 3.1.1 and the theorem above that
˜ ˜ 0 ˜Ž .e  e and f  f on   . Therefore the -root operators e and f˜ ˜ ˜Ž i. i  Ž i. i i i
0Ž .on   for i I are independent of the choice of the representative
from the -orbit of i I.
Here let us introduce the notation for path models over the orbit Lie
ˆ ˆ ˆ ˆŽ .algebra . For a dominant integral weight  *, we denote by   theˆ
ˆset of all L-S paths of class  over  , where the relative Bruhat order onˆ
ˆˆW is denoted by  . We set
ˆ ˆ ˆ ˆ ˆ ˆ    , . . . ,  ; a     
 w  for wW . 3.1.6Ž .Ž . Ž . Ž .ˆ ˆ ˆ ˆ ˆŽ .½ 5w 1 s 1 ˆ
The raising and lowering root operators with respect to the simple root ˆ i
ˆare denoted by e and f , respectively. Furthermore we setiˆ i
  ˆ ˆ P  t  P  t for   , P    . 3.1.7Ž . Ž . Ž . Ž . Ž .Ž .Ž .Ž .ˆ ˆ ˆ  
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3.2. Main Result
First we show some lemmas needed to prove our main theorem. Recall
Ž .that the right-hand side of 1.3.2 is a reduced expression of w in thei
Ž  4 . Ž .Coxeter system W, r see Remark 1.3.1 .i i I
˜ Ž . Ž . Ž .LEMMA 3.2.1. Let w w w  w W. Then l w  l w  l wi i i i i1 2 k 1 2ˆŽ . Ž . l w if and only if l w  k; i.e., w w w  w is a reducedi i i ik 1 2 k˜Ž  4 .expression in the Coxeter system W, w .ˆi i I
Proof. We need only show the ‘‘only if’’ part, since the ‘‘if’’ part has
 already been proved KN, Lemma 1.3.1 . Suppose that w w w  w isi i i1 2 k˜Ž  4 .not reduced in the Coxeter system W, w . Then it follows fromˆi i I
Lemma 2.1.2 that w has a reduced expression w w w  w withi i ij j j1 2 m
1	 j  j    j 	 k. Hence, from the ‘‘if’’ part of this lemma, we1 2 m
obtain
l w  l w  l w  l wŽ . Ž . Ž . Ž .i i ij j j1 2 m
 l w  l w  l w  l w .Ž . Ž . Ž . Ž .i i i1 2 k
This is a contradiction.
˜LEMMA 3.2.2. Let w w w  w be a reduced expression of wW ini i i1 2 k˜ ˜Ž  4 .the Coxeter system W, w . Suppose that wW has an expressionˆi i I
   Ž . Ž  . Ž  . Ž  . w w w  w with l w  l w  l w  l w , where w hasi i i i i i i1 2 k 1 2 k j
a subword expression of the reduced expression of w gien by the right-handi j
Ž . Ž  4 .side of 1.3.2 in the Coxeter system W, r . Then w has a subwordi i I
expression of the reduced expression w w w  w in the Coxeter systemi i i1 2 k˜Ž  4 .W, w .ˆi i I
ˆ ˆŽ . Ž .Proof. We show the lemma by induction on l w . If l w  0, then the
ˆ Ž .assertion is obvious. Suppose that l w  1. If w  1, then by thei k
inductive assumption, w has a subword expression of the reduced expres-
˜Ž  4 .sion ww  w w  w in the Coxeter system W, w , and henceˆi i i i i i Ik 1 2 k1
of w w w  w . Therefore we may assume that w  1. Then iti i i i1 2 k k
follows from the exchange condition that there exists some j such that
Ž . Ž .j jw  is a negative root, and hence that w  is a negative root Ž i .  Ž i .k k˜for all 0	 j	N  1 by the assumption wW. In view of Remarki k 	 	 	 Ž .1.2.1, we obtain an expression ww  w w  w with l ww i i i i ik 1 2 k1 k
Ž 	 . Ž 	 . Ž 	 .l w  l w  l w by using the exchange condition repeatedly,i i i1 2 k1
where w	 has a subword expression of the reduced expression of w ,i ij j
hence of w . Therefore, by the inductive assumption, ww has a subwordi ij k
expression of the reduced expression ww  w w  w in the Coxeteri i i ik 1 2 k1˜Ž  4 .system W, w . Thus w has a subword expression of the reducedˆi i I
˜Ž  4 .expression w w w  w in the Coxeter system W, w .ˆi i i i i I1 2 k
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LEMMA 3.2.3. Let  be a symmetric dominant integral weight, and
˜ ˆ  1  1  1Ž . Ž . Ž . Ž . Ž . Ž ., W. Set  P  ,  P  and  P  .ˆ ˆ  
ˆˆThen   in W if and only if   in W.ˆ ˆ
Proof. Suppose that   . Our proof of   consists of three steps.ˆ ˆ
˜Step 1. w , w W. 
 Ž .1 Ž .1 We put w  * w *. Since * r * r by N1, Lemma  i  Ž i.
 Ž . Ž  .3.1.3 , we have l w  l w . Therefore, by the uniqueness of w , we  
obtain w  w , and hence *w  w *.   
1Ž . 1Ž .Step 2.  w  w and  w  w , where w and w are theˆ ˆ ˆ ˆ     ˆ ˆ ˆ ˆ
ˆ ˆ ˆŽ . Ž .shortest elements of W such that w    and w    , respectively.ˆ ˆ ˆ ˆ ˆ ˆ
 1  ˆ ˆŽ . Set w  w . If w  w , then there exists 1 wW  wWˆ ˆ ˆ ˆ ˆˆ    ˆ ˆ ˆ
ˆ ˆ Ž . 4 w    such that w  w w. Hence, by Lemma 2.1.2 and the minimal-ˆ ˆ ˆ ˆ ˆ ˆ
Žˆ .ity of l w , we see that w has a ‘‘proper’’ subword expression of aˆ ˆ ˆ ˆ
  Ž .reduced expression of w . Therefore, setting w  w , we obtainˆ ˆ  ˆ ˆ
 Ž . Ž  . Ž .w    and l w  l w by Lemma 3.2.1, which contradicts the mini-  
Ž .mality of l w .
Step 3.   .ˆ ˆ
˜Since w W as shown in Step 1, we have a reduced expression
˜Ž  4 .w  w w  w of w in the Coxeter system W, w . Remark thatˆ i i i  i i I1 2 k
Ž . Ž . Ž . Ž .l w  l w  l w  l w by Lemma 3.2.1; that is, the expres- i i i1 2 k
Ž .sion of w obtained by replacing each w with the right-hand side of 1.3.2 i j
Ž  4 .is reduced in the Coxeter system W, r . Because   , it followsi i I
from Lemma 2.1.3 that w has a subword expression of w in the Coxeter 
Ž  4 .   system W, r , so that w has an expression w  w w  w withi i I   i i i1 2 k
Ž . Ž  . Ž  . Ž  . l w  l w  l w  l w , where w has a subword expression ofi i i i1 2 k j
Ž .the reduced expression of w given by 1.3.2 . Then we see by Lemma 3.2.2i j
that w has a subword expression of the reduced expression w  w w   i i1 2˜Ž  4 .w of w in the Coxeter system W, w . Hence, by Step 2, we see thatˆi  i i Ik
w has a subword expression of the reduced expression w  r r  r .ˆ ˆ ˆ ˆ ˆ  i i iˆ ˆ 1 2 k
Therefore, by Lemma 2.1.3 again, we obtain   , as desired.ˆ ˆ
Conversely, suppose that   . Then it follows from Lemma 2.1.3 thatˆ ˆ
w has a subword expression of a reduced expression of w . By Step 2ˆ ˆ ˆ ˆ
Ž . Ž .above, we know that w  w and w  w . Therefore, by Lemmasˆ ˆ   ˆ ˆ
2.1.3 and 3.2.1, we obtain   . This completes the proof.
Our main theorem is the following.
0 ˜ ˆ  1Ž . Ž . Ž .THEOREM 3.2.4. Let  P  * and wW. Set  P  
1Ž .and w w . Then we haeˆ
0  ˆ ˆ 0  ˆ ˆ   P   ,    P   3.2.1Ž . Ž . Ž .Ž . Ž .Ž . Ž . w  wˆ
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ˆ ˆŽ .Proof. It follows from Theorem 2.3.2 that   is of the formˆ
ˆ ˆ ˆ ˆ f f  f  for some i , i , . . . , i  I. Then, using Theorem 3.1.2,ˆ ˆi i i  1 2 k1 2 k  ˜ ˜ ˜ 0Ž . Ž .we can easily check by induction on k that P   f f  f    .ˆ i i i 1 2 k0  ˆ ˆŽ . Ž Ž ..Hence we have    P   .
For the converse inclusion, we need only show that every element
0 ˜ ˜ ˜ ˆŽ .  is of the form  f f  f  for some i , i , . . . , i  I,i i i  1 2 k1 2 k 1 ˆ ˆ ˆ ˆŽ . Ž . Ž .since P   f f  f    . We show this claim by inductionˆ i i i 1 2 k
Ž . Ž . Ž . Ž .on depth  , where for   , depth  Ý k  0 if  1  i I i
Ž . Ž .Ý k  . If depth   0, then the claim is obvious since   . Leti I i i 
0 ˆŽ . Ž .  be such that depth   1. Then there exists i I such that
m	1. Indeed, if not, then e   for all i I. This implies  i i 
Ž . 0Ž .by Theorem 2.3.2, which contradicts depth   1. Since e   andi˜
Ž . Ž .depth e   depth  , it follows from the inductive assumption thati˜
ˆ ˜ ˜ ˜ ˜there exist i , i , . . . , i  I such that e  f f  f  . Applying f to˜1 2 k i i i i  i1 2 k˜ ˜ ˜ ˜both sides of this equality, we obtain  f f f  f  . This completesi i i i 1 2 k0  ˆ ˆŽ . Ž Ž ..the proof of    P   .
0 ˆ ˆŽ . Ž Ž ..Now the equality    P   is obvious by Lemma 3.2.3.w  wˆ
4. COROLLARIES
Ž .4.1. Twining Character Formula for L 
Ž .In this subsection we assume that a GCM A a is symmetriz-i j i, j I
able. Let  be a diagram automorphism satisfying the linking condition,
Ž .and  a symmetric dominant integral weight. Then, extending Aut 
Ž .uniquely to an algebra automorphism of   , we consider the linear
1 Ž . Ž . Ž .automorphism   id of the Verma module M      Ž .
Ž .of highest weight , where   is the one-dimensional -module on
Ž .which h  acts by the scalar  h and  acts trivially. Moreover, since
this linear automorphism stabilizes the unique maximal proper submodule
Ž . Ž . Ž .N  of M  , we obtain the induced linear automorphism 	 : L  
Ž . Ž . Ž . Ž .L  , where L  M  N  . It is easily seen that 	 has the proper-
ties
	 x  1 x 	  for x  ,   L  4.1.1Ž . Ž . Ž . Ž . Ž . 
Ž . Ž . Ž .and 	   , where  is a nonzero highest weight vector of L  .   
Ž Ž ..Then the twining character ch L  of the irreducible highest weight
Ž .-module L  of highest weight  is defined to be the formal sum
 ch L   tr 	 e 





0 ˆ  Ž .THEOREM 4.1.1 FRS, Theorem 3.1 . Let  P  * and set 
Ž  .1Ž .P  . Then we hae
  ˆ ˆch L   P ch L  , 4.1.3Ž . Ž .Ž .Ž . Ž .
ˆ ˆ ˆŽ .where L  denotes the irreducible highest weight module of highest weight 
oer the orbit Lie algebra .ˆ
By combining Theorems 2.4.1, 3.2.4, and 4.1.1, we obtain the following.
Ž .0COROLLARY 4.1.2. Let  P  * . Then we hae
e  1  ch L  . 4.1.4Ž . Ž . Ž .Ž . Ž .Ý
0Ž . 
Ž .4.2. Twining Character Formula for L w
In this subsection we assume that  is of finite type; i.e.,  is a
finite-dimensional semi-simple Lie algebra. Let  be a symmetric domi-
˜nant integral weight and wW. It is easily seen that the Demazure
Ž . Ž . Ž .module L  of lowest weight w  in L  is stabilized by the linearw
automorphism 	 above. Then we can define the twining character
Ž Ž .. Ž .ch L  of L  byw w
 ch L   tr 	 e 




0 ˜  Ž .THEOREM 4.2.1 KN, Corollary 4.2.4 . Let  P  * and wW.
ˆ  1 1Ž . Ž . Ž .Set  P  and w w . Then we haeˆ
  ˆ ˆch L   P ch L  , 4.2.2Ž . Ž .Ž .Ž . Ž .w  wˆ
ˆ ˆ ˆ ˆ ˆŽ . Ž . Ž .where L  is the Demazure module of lowest weight w  in L  for theˆwˆ
orbit Lie algebra .ˆ
Ž .Remark 4.2.2. The Demazure module L  in this paper is, in fact,w
Ž . Ž .  the ‘‘dual’’ or opposite-sign version of the Joseph module J  in KN .w
By combining Theorems 2.4.2, 3.2.4, and 4.2.1, we obtain the following.
0 ˜Ž .COROLLARY 4.2.3. Let  P  * and wW. Then we hae
e  1  ch L  . 4.2.3Ž . Ž . Ž .Ž . Ž .Ý w
0 Ž . w
It is very likely that this formula holds also in the general case where 
is a symmetrizable KacMoody algebra.
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