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ABSTRACT 64 
Australia has relatively diverse sources and low concentrations of ambient fine particulate matter 65 
(<2.5 µm, PM2.5). Few comparable regions are available to evaluate the utility of continental-66 
scale land-use regression (LUR) models including global geophysical estimates of PM2.5, derived 67 
by relating satellite-observed aerosol optical depth to ground-level PM2.5 (‘SAT-PM2.5’). We 68 
aimed to determine the validity of such satellite-based LUR models for PM2.5 in Australia. 69 
 70 
We used global SAT-PM2.5 estimates (~10 km grid) and local land-use predictors to develop four 71 
LUR models for year-2015 (two satellite-based, two non-satellite-based). We evaluated model 72 
performance at 51 independent monitoring sites not used for model development. An LUR model 73 
that included the SAT-PM2.5 predictor variable (and six others) explained the most spatial 74 
variability in PM2.5 (adjusted R
2 = 0.63, RMSE (µg/m3 [%]): 0.96 [14%]). Performance decreased 75 
modestly when evaluated (evaluation R2 = 0.52, RMSE: 1.15 [16%]). The evaluation R2 of the 76 
SAT-PM2.5 estimate alone was 0.26 (RMSE: 3.97 [56%]). SAT-PM2.5 estimates improved LUR 77 
model performance, while local land-use predictors increased the utility of global SAT-PM2.5 78 
estimates, including enhanced characterization of within-city gradients. 79 
 80 
Our findings support the validity of continental-scale satellite-based LUR modeling for PM2.5 81 
exposure assessment in Australia. 82 
 83 
 84 
 85 
 86 
 87 
 88 
 89 
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INTRODUCTION 90 
Long-term exposure (>1 year) to ambient particulate matter with an aerodynamic diameter <2.5 91 
µm (PM2.5) was the sixth-leading risk factor for global mortality in 2016.
1 Over the last decade, 92 
improvements in the spatio-temporal resolution of satellite-derived data have increased their 93 
utility for air pollution exposure assessment in epidemiological studies.2-7 Satellites have enabled 94 
exposure assessment to be extended to regions with few or no ground-based air quality 95 
monitors.8-10 Even in regions with relatively dense monitoring, satellites have, for example, 96 
enabled exposure assessment in urban-rural fringe and rural areas, allowing the study of more 97 
representative population-based cohorts than those selected based on their proximity to urban 98 
monitoring sites.11-13  99 
 100 
However, despite these recent advances, the spatial resolution of most satellite instruments and 101 
processing algorithms may not fully capture local-scale, small-area (~1 km or less) exposure 102 
contrasts within cities, which may be of interest in epidemiological studies.4 For example, 103 
although some global retrievals with higher resolution capability are emerging, such as the 1 × 1 104 
km Multi-Angle Implementation of Atmospheric Correction (MAIAC),14 most satellite retrievals 105 
of aerosol optical depth (AOD) are at around 10 × 10 km resolution. In turn, relating AOD to 106 
surface PM2.5 employs information at coarser resolution than AOD. Among 3,646 global cities 107 
with a population >100,000 people, the median city was ~5 km wide (population-weighted value: 108 
~13 km). Among megacities (population >10 million, representing ~15% of the total city-109 
dwelling population), the median width was 48 km.15 Those findings suggest that satellite data 110 
may only capture within-city PM2.5 gradients in very large cities. 111 
 112 
One method for potentially improving the spatial resolution of PM2.5 estimates is to use 113 
geophysically-derived estimates, obtained by relating satellite AOD to surface PM2.5 114 
concentrations using chemical transport model (CTM) simulations, in land-use regression (LUR) 115 
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models (e.g.,16-18). LUR, an empirical method, is often used to estimate within-city variability in 116 
pollutant concentrations using saturation sampling and spatial predictor variables.5 Geophysical 117 
or other satellite-derived PM2.5 estimates can be used as an independent (predictor) variable in an 118 
LUR model (‘satellite-based LUR’), alongside other satellite and non-satellite-derived land-use 119 
predictors. This approach attempts to combine the information advantages of satellite-derived 120 
estimates (i.e., large spatial coverage, facilitating continental-scale models over long temporal 121 
scales) with those of traditional LUR (i.e., predictors that aim to capture local-scale sources of 122 
variability).  123 
 124 
Satellite-based LUR, and related spatial modeling methods, have been used to estimate annual or 125 
daily PM2.5 at national or continental scale in the Northern Hemisphere: Canada,
17 Western 126 
Europe,18 China,19-21 and the USA.16,22,23 The models in those studies were developed using 177, 127 
549, 835, 1185, 1479, 1464, 1462, and 1928 regulatory PM2.5 monitoring sites, respectively, an 128 
approximate monitor density (monitors per million people) of: ~5.2 (Canada), ~1.3 (Western 129 
Europe), ~1.1 (China), and ~6.3 (USA). For comparison, Australia (year-2015: ~23.7 million 130 
people, 49 PM2.5 monitors) has a monitor density of ~2.1; more dense than China and Western 131 
Europe, but substantially less dense than the USA and Canada.   132 
 133 
Moreover, PM2.5 in major Australian cities, which are all located on the coastline, has a different 134 
source profile compared with countries where previous modeling studies were performed. For 135 
example, the contribution of chloride-depleted, pollutant-aged sea salt to PM2.5 mass is generally 136 
larger, while that of mixed or unspecified anthropogenic sources of secondary sulfates and 137 
nitrates is generally smaller.24,25 Australia also has some of the lowest ambient PM2.5 138 
concentrations in the world, providing an opportunity to assess the utility of satellite-based LUR 139 
at low levels.8 140 
 141 
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Australia legislated an ambient PM2.5 standard in 2016 (8 µg/m
3 annual average, 25 µg/m3 daily 142 
average).26 As such, limited historical PM2.5 observations can make long-term exposure 143 
assessment challenging. In this study, we aimed to: (1) determine if satellite-based LUR for PM2.5 144 
could be applied to Australia, a Southern Hemisphere setting with a diverse mixture of natural 145 
and anthropogenic sources and low PM concentrations, and; (2) evaluate the extent to which 146 
inclusion of land-use predictor variables improved upon geophysical satellite-derived estimates, 147 
and vice-versa. 148 
 149 
MATERIALS AND METHODS 150 
PM2.5 measurements 151 
We obtained daily PM2.5 measurements from ambient air monitoring agencies in Australia for the 152 
period 1 Jan 2000 through 31 Dec 2015, where: (a) measurements were collected for at least one 153 
year; (b) the latitude and longitude of the monitoring site (including any relocations) was known 154 
to five decimal places; (c) the data had undergone quality assurance (QA) procedures, and; (d) an 155 
offline or continuous gravimetric method for PM2.5 mass concentration was used.
27 We obtained 156 
measurements collected at 70 sites that met these inclusion criteria (Figure S1). We classified 157 
each site’s location based on census data, proximity to roads, and industrial PM2.5 sources 158 
(supporting information [SI], page S4).  159 
 160 
PM2.5 measurements were performed using different methods, including offline gravimetric (low-161 
volume samplers, including Partisol instruments) and continuous gravimetric techniques (tapered 162 
element oscillating microbalance [TEOM] and beta-attenuation monitor). We did not exclude 163 
sites on the basis of measurement method a priori, and assumed that sites using different methods 164 
could contribute useful information about the spatio-temporal variability of PM2.5. TEOMs, 165 
which were used at the large majority of sites (~85%), can underestimate PM2.5 because losses of 166 
semi-volatile and volatile compounds occur when the sample is heated to remove particle-bound 167 
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water.28 We first investigated the relationship between PM2.5 measured using different methods 168 
(SI, pages S3-S5). We then calculated mean PM2.5 in each year for sites with ≥70% non-missing 169 
daily measurements (for continuous measurements only) as a balance between maximizing sites 170 
and capturing potential seasonal variability. We used offline measurements (collected one-day-in-171 
three) for subsequent model evaluation (‘Independent evaluation’ section). 172 
 173 
Satellite-based PM2.5 predictor variables  174 
We used satellite-based estimates of surface PM2.5 as an LUR predictor. Estimates for Australia 175 
(years-2000–2015) were subset from a global set of annual mean PM2.5 estimates (years-1998–176 
2015), described in detail by van Donkelaar et al.29 Their approach used five daily AOD products, 177 
calibrated against ground-based sun photometer observations from the aerosol robotic network 178 
(AERONET), to determine the relative uncertainty of each AOD product. A CTM (GEOS-Chem) 179 
was used to simulate the relationship between AOD and ground-level PM2.5, and provide an 180 
additional source of AOD data. The CTM simulations of AOD to near-surface extinction were 181 
adjusted using space-borne observations of aerosol light extinction from the Cloud-Aerosol Lidar 182 
with Orthogonal Polarization (CALIOP). The adjusted AOD to PM2.5 relationship was then 183 
applied to each of the five AOD sources to estimate near-surface PM2.5 on a 0.1° (~10 km) 184 
grid. Finally, each data source was combined, weighted according to its uncertainty, to produce 185 
global geophysical satellite-based estimates of annual mean PM2.5 at 0.1° (SAT-PM2.5; 186 
V4.GL.02.NoGWR).29,30  187 
 188 
van Donkelaar et al.29 describe the subsequent step of applying geographically-weighted 189 
regression (GWR) to adjust for residual bias between the SAT-PM2.5 estimates and a global 190 
network of ground-based PM monitors (2008–2013), including regulatory monitors in Australia 191 
(n=32 for PM2.5, n=20 for PM10, total=52 sites), based on a spatially-varying relationship between 192 
the bias and simulated aerosol composition, urban land surfaces, and local topography.29 The 193 
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application of GWR primarily accounted for large-scale bias in the global PM2.5 estimates, 194 
introduced by the CTM used to relate AOD to surface PM2.5, since the GWR training was 195 
restricted to monitors >100 km away.29 196 
 197 
We used the geophysical 0.1° annual SAT-PM2.5 estimates (global cross-validation [CV] R
2 = 198 
0.65) as an LUR predictor. Two global GWR-adjusted estimates were also available, gridded at 199 
0.01° and 0.1°, respectively. We did not use these GWR-adjusted estimates as an LUR predictor 200 
because they already included information on measured PM2.5 (i.e., because PM2.5 monitors used 201 
to derive the GWR adjustment in Australia were the dependent variable in this study) and land-202 
use variables. We performed sensitivity analyses to assess the effect of the decision to exclude the 203 
GWR estimates from the analysis. 204 
 205 
Other LUR predictor variables 206 
We built on methods used in our previous national satellite-based LUR for NO2,
31 and expanded 207 
them to include predictors more relevant to PM2.5, informed by Australia-specific PM2.5 source 208 
apportionment studies.24,32-36 We sought satellite- and non-satellite spatial predictor variables that 209 
could potentially capture natural and anthropogenic sources of variability in PM2.5.
16-18,37,38 210 
 211 
The predictor variables we selected, their spatio-temporal resolution, source, and pre-processing 212 
are summarized in Table S1. Some variables were calculated at each monitoring site (e.g., point 213 
estimates of elevation). Other variables were calculated around each site in 22 circular buffers 214 
with radii of 100 m to 10 km as either an average (e.g., population density) or sum (e.g., length of 215 
major roads) within each buffer. Larger buffers were included for predictor variables that could 216 
potentially influence PM2.5 over greater distances. For example, annual burned area and active 217 
fire (‘hotspot’) density were calculated in 10, 25, 50, 100, 250, and 500 km buffers only.39-41 218 
 219 
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LUR models assessed 220 
We explored two LUR models: (1) offered no satellite-based PM2.5 estimates (‘NOSAT’), and; 221 
(2) offered geophysical ~10 km SAT-PM2.5 estimates (‘SAT’). All other variables offered to each 222 
model were identical, including the non-PM2.5 satellite-derived variables described in Table S1 223 
(i.e., the NOSAT model referred to no satellite-based PM2.5 only, not the absence of all satellite 224 
predictors).  225 
 226 
Using the NOSAT model, we sought to establish a non-satellite baseline to compare with the 227 
model offered the SAT-PM2.5 predictor variable to assess their relative utility for predicting 228 
PM2.5. We did not force SAT-PM2.5 into the LUR model, as has been done in other studies to test 229 
its contribution.18,38 We assumed that if SAT-PM2.5 was an important predictor of PM2.5, it would 230 
be selected during LUR model development (i.e., it was only added if it met the same inclusion 231 
criteria as other LUR predictors, described in the following section).  232 
 233 
LUR model development  234 
Of the 70 sites that measured for at least one year during 2000–2015, the greatest number of 235 
simultaneous measurements occurred in 2015 (n=49). We developed LUR models for year-2015, 236 
and used the remaining 21 sites as part of an independent evaluation of model predictions in 237 
earlier years (see ‘Independent evaluation’). We explored using our previous method for NO2 by 238 
fitting a longitudinal model to all years of data,31 but the limitations that method imposed on 239 
variable selection, coupled with the small number of sites in earlier years, led us to use a different 240 
approach here.  241 
 242 
We used a supervised forward addition linear regression method for LUR development, guided 243 
by the well-documented European Study of Cohorts for Air Pollution Effects (ESCAPE) 244 
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protocol,42 which has been widely implemented and validated for PM2.5 at city- through to 245 
national- and continental-scale, including for satellite-based LUR models.18,38,43,44  246 
 247 
Forward addition is a standard approach in LUR model development, the protocols for which 248 
generally emphasize the empirical plausibility of predictor variables and model 249 
parsimony.5 However, variable selection using forward addition can be unstable.48 We performed 250 
sensitivity analyses to assess the variables selected using resampling-based methods (random 251 
forest with 500-2000 trees; ‘randomForest’ package in R v3.4.4), compared with those selected 252 
using forward addition.  253 
 254 
There were 313 potential predictor variables for year-2015 (291 buffer and 22 point variables, 255 
Table S1). We excluded variables, both time-varying and non-time-varying, with >75% zero or 256 
missing values (e.g., variables using buffers smaller than the resolution of satellite-derived data), 257 
leaving 274 variables. The expected effect direction of each variable was defined prior to model 258 
development, following standard LUR methods.5 Variables that reflected known or potential 259 
PM2.5 sources in Australia (e.g., landscape fires, vehicle emissions, coal-fired power generation) 260 
were expected to be positively associated with PM2.5, while those that reduce PM2.5 261 
concentrations, or indicate an absence of anthropogenic sources, were expected to be negatively 262 
associated (e.g., rainfall, wind speed, tree cover).  263 
 264 
Informed by the ESCAPE protocol,42 we started the model with the variable that explained the 265 
most variability in measured PM2.5 (based on adjusted R
2), provided its coefficient followed the 266 
pre-specified direction. Of the remaining variables, the one explaining the most variability in 267 
PM2.5 was added if it: (1) was statistically significant at the 5% level, and (2) increased the 268 
adjusted R2 of the model by >1%, and; (3) had a coefficient in the specified direction, and; (4) did 269 
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not change the coefficient direction of a variable already in the model. The process was repeated 270 
until no variables remained that fulfilled these criteria. 271 
 272 
LUR model diagnostics  273 
Following the ESCAPE method, predictor variables that were initially included were checked for 274 
ongoing statistical significance at p ≤ 0.20; any variables not meeting this criterion were 275 
removed.42 The variance inflation factor (VIF) of all variables was assessed for evidence of 276 
collinearity (VIF >3), and potentially influential observations were evaluated using df-beta values 277 
(>2/√n) and Cook’s distance (>4/n). Model residuals were checked for normality and constant 278 
variance, and residual spatial autocorrelation was tested with Moran’s I in ArcGIS v.10.4. 279 
 280 
Due to the relatively small number of sites, we investigated the sensitivity of the final LUR 281 
models to site selection. Following Hystad et al.,17 we used a bootstrap method (‘boot’ package in 282 
R45) based on a random sample of year-2015 sites (n=49, with replacement) to obtain predictor 283 
coefficients and R2 of LUR models; the process was repeated 10,000 times to determine 95% 284 
bootstrap confidence intervals. As we sought to apply LUR models to other years, the same 285 
method was used to indicate the temporal sensitivity of a year-2015 model to site selection in four 286 
randomly drawn years, one each from the 4 four-year periods in our study (excluding 2015): 287 
2003, 2007, 2010, and 2014.  288 
 289 
Independent evaluation 290 
The model development R2 can overestimate LUR performance at sites not used for development, 291 
and this has also been demonstrated for leave-one-out-cross validation when applied to LUR 292 
models.46-50 We therefore sought additional, independent PM2.5 measurements, which were not 293 
used for model development, in order to assess potential overfitting and evaluate the LUR 294 
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models’ robustness (i.e., the extent to which model fit and error changed when tested with new 295 
data). 296 
 297 
The PM2.5 sites not used for LUR model development in year-2015 (n=21) were used to calculate 298 
annual PM2.5 for each year they had valid observations during 2000–2014. We then performed 299 
web searches and contacted investigators to locate additional PM2.5 measurements (2000–2015), 300 
with an emphasis on publicly-available non-regulatory monitoring campaigns done by 301 
government agencies and non-regulatory sites operated privately (i.e., by companies, universities 302 
or research institutes). We applied similar inclusion criteria to these measurements as those for 303 
LUR model development (precise site co-ordinates, gravimetric measurements, ≥1 year 304 
monitoring), but were less stringent for some criteria (SI, pages S11-S12).  305 
 306 
We identified 30 additional sites, for a total of 51 independent evaluation sites (=165 site-years of 307 
PM2.5 observations, table S2, figure S2). None of the LUR model development sites were used for 308 
evaluation. LUR models predicted annual average PM2.5 at each site for the years that it had valid 309 
data by matching any annual time-varying predictor variables, which were available for the entire 310 
period, to the same period and applying the year-2015 coefficients.   311 
 312 
We used standard metrics to compare LUR model predictions against evaluation data; measured 313 
PM2.5 regressed on predicted PM2.5 (R
2, including bootstrap estimates), coefficients, root mean 314 
square error (RMSE, absolute and percentage), and bias (mean and fractional). In addition to R2, 315 
which is the squared correlation of measurements and predictions, we calculated the mean square 316 
error R2 (MSE-R2) as an indicator of absolute agreement on a 1:1 line; MSE-R2 can be negative if 317 
the MSE of model predictions is greater than the variance of evaluation measurements.46,50-318 
52 We compared overall results to those for year-2015 (47% of sites) and pre-2015 only (53% of 319 
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sites) to assess the sensitivity of the evaluation to site selection in both periods. The same 320 
regression diagnostics used for LUR development were applied to evaluation. 321 
 322 
Comparison of LUR models and satellite PM2.5 323 
We used the evaluation measurements to compare the performance of national LUR models, one 324 
of which was offered the SAT-PM2.5 estimate, with the global SAT-PM2.5 estimates used 325 
alone. We included the GWR-adjusted global estimates in the evaluation as a sensitivity analysis.  326 
 327 
LUR model application and representativeness  328 
We used the final LUR models to estimate annual mean PM2.5 at the ~347,000 census mesh block 329 
centroids that cover Australia. Mesh blocks are the smallest spatial unit in the national census and 330 
have an average (± SD) population of 62 people (±59), while 25% have a population of zero. 331 
Mesh blocks have a large size range (0.0001 to 165,000 km2; 25th percentile: 0.02 km2, 50th: 0.04 332 
km2, 75th: 0.09 km2).53 We calculated the population-weighted mean PM2.5 concentrations using 333 
both LUR models; if a model included a time-varying predictor variable, we estimated PM2.5 for 334 
each year during 2000–2015. We interpolated between predicted PM2.5 concentrations at each 335 
mesh block using ordinary kriging in ArcGIS to produce national maps at 1 × 1 km resolution for 336 
display purposes. 337 
 338 
The correlation between mesh block-level predictions of different LUR models was calculated 339 
using Pearson’s r, and Spearman’s ρ to compare if predictions were relatively high or low in the 340 
same area.54 Using mesh block predictions from our previous national NO2 LUR model (2006–341 
2011),31 we assessed the correlation between annual mean PM2.5 and NO2 to compare the 342 
spatial variability of the two pollutants.  343 
 344 
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The percentiles of LUR predictor variables at model development and evaluation sites were 345 
compared to those at mesh blocks. We used this as a general indicator of the sites’ validity for 346 
developing and evaluating, respectively, PM2.5 exposure models for the Australian population.   347 
 348 
RESULTS 349 
The mean (± SD) PM2.5 concentration at model development sites in year-2015 was 6.9 (± 1.6) 350 
µg/m3. Additional descriptive statistics are in Table S3.   351 
 352 
LUR models 353 
The final LUR models are in Table 1. The LUR model offered the SAT-PM2.5 predictor variable 354 
(SAT) included it and six other variables (adjusted R2: 0.63, RMSE [%]: 0.96 µg/m3 [14%]). The 355 
SAT-PM2.5 variable contributed 0.10 to the adjusted R
2 of this model. The model not offered the 356 
satellite-PM2.5 variable (NOSAT) had four predictors and an adjusted R
2 of 0.59 (RMSE: 1.01 357 
µg/m3 [16%]). Residential area (5 km) was in both models, contributing 0.17 to the adjusted R2 358 
value of each.  359 
 360 
The proportion of households using wood heaters was in both models, contributing 0.03 and 0.22 361 
to the adjusted R2 of SAT and NOSAT, respectively. This wood heater variable, derived from a 362 
national energy-use survey,55 had only two values for each of the six states in Australia; one for 363 
each state’s capital city and one for the remainder of each state. Because of its coarse resolution, 364 
we explored the robustness of the LUR models to the exclusion of that predictor 365 
variable. Applying that approach, the final models (SAT minus wood [‘SAT-W’] and NOSAT 366 
minus wood [‘NOSAT-W’]) had adjusted R2 values of 0.51 (RMSE: 1.10 µg/m3 [15%]) and 0.56 367 
(RMSE: 1.05 µg/m3 [15%]), respectively.  368 
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Table 1. LUR model summary. Predictor variables are listed in the order they were added to model. *time-varying (annual) predictor. ˄cumulative 369 
total adjusted R2 with the addition of each variable. SAT: LUR model offered the SAT-PM2.5 variable; SAT-W: same as SAT, but wood heater 370 
predictor not offered; NOSAT: LUR model not offered SAT-PM2.5 variable; NOSAT-W: same as NOSAT, but wood heater predictor not offered. 371 
VIF: variance inflation factor; RMSE: root mean square error (expressed in µg/m3 and as a percentage of mean PM2.5 at all measured sites). 372 
LUR model Predictor variable (units) β (SE) P Adj. R
2˄
 VIF 
SAT Intercept 5.62 (0.74) <0.001   
Adj. R2 (R2): 0.63 (0.68) Residential area, 5 km (%) 0.03 (0.01) 0.001 0.17 1.3 
RMSE (µg/m3): 0.96 (14%) Sat-PM2.5 (µg/m
3)* 0.91 (0.14) <0.001 0.26 1.3 
 Annual average rainfall (mm) -0.002 (0.001) 0.004 0.43 1.5 
 Commercial area, 1.5 km (%) 0.04 (0.02) 0.116 0.51 1.4 
 Households using wood heaters (%) 0.07 (0.02) 0.001 0.54 2.0 
 Tree cover, 5 km (%) -0.07 (0.03) 0.016 0.59 1.6 
 Annual average wind speed (km/h) -0.17 (0.07) 0.027 0.63 1.2 
      
SAT-W Intercept 5.64 (0.66) <0.001   
Adj. R2 (R2): 0.51 (0.55) Residential area, 5 km (%) 0.03 (0.01) 0.009 0.17 1.1 
RMSE (µg/m3): 1.10 (16%) Sat-PM2.5 (µg/m
3)* 0.83 (0.16) <0.001 0.26 1.2 
 Annual average rainfall (mm) -0.003 (0.001) <0.001 0.43 1.2 
 Commercial area, 1.5 km (%) 0.08 (0.03) 0.005 0.51 1.2 
      
NOSAT Intercept 14.8 (2.1) <0.001   
Adj. R2 (R2): 0.59 (0.63) Residential area, 5 km (%) 0.02 (0.01) 0.052 0.17 2.0 
RMSE (µg/ m3): 1.01 (15%) Annual average relative humidity (%) -0.21 (0.04) <0.001 0.24 1.5 
 Households using wood heaters (%) 0.13 (0.02) <0.001 0.46 1.8 
 Major roads, 10 km (km) 0.005 (0.001) <0.001 0.56 2.6 
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 Burned area, 25 km (%)* 0.11 (0.05) 0.04 0.59 1.3 
      
NOSAT-W Intercept 19.4 (2.5) <0.001   
Adj. R2 (R2): 0.56 (0.60) Residential area, 5 km (%) 0.02 (0.01) 0.011 0.17 1.1 
RMSE (µg/m3): 1.05 (15%) Annual average relative humidity (%) -0.27 (0.05) <0.001 0.24 1.8 
 Annual 18°C heating degree days (count) 0.002 (0.0003) <0.001 0.32 1.6 
 Elevation (m) -0.007 (0.002) <0.001 0.49 1.8 
 Commercial area, 1 km (%) 0.05 (0.02) 0.007 0.56 1.1 
 373 
 374 
 375 
 376 
 377 
 378 
 379 
 380 
 381 
 382 
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Diagnostics and sensitivity analyses 383 
The variables in the LUR models were mostly consistent with variables selected via resampling 384 
(Figure S3). LUR model residuals exhibited some spatial clustering, but did not show 385 
statistically significant evidence of autocorrelation (Table S4) and other assumptions of linear 386 
regression were met (e.g., linearity, homoscedasticity, normality of errors). There was no 387 
evidence of individual monitoring sites overtly influencing the models. The bootstrap analysis 388 
suggested sensitivity of the final LUR model coefficients and R2 to site selection (Table S5). 389 
Coefficients and performance of the year-2015 models appeared particularly sensitive to site 390 
selection in four randomly selected prior years, although the small number of sites made this 391 
difficult to assess (Table S6). The percentiles of LUR predictor variables at model development 392 
and evaluation sites were similar to those at mesh block centroids (Table S7). 393 
 394 
The two GWR-adjusted satellite PM2.5 estimates were not included in the two final LUR models 395 
they were offered to, which resulted in both final models being identical to the NOSAT model.  396 
 397 
Independent evaluation 398 
LUR model evaluation results are in Table 2 and descriptive statistics for PM2.5 at the 51 399 
evaluation sites are in Table S3. The SAT model had an independent evaluation R2 (RMSE) of 400 
0.52 (1.15 µg/m3 [16%]), a decrease of 0.11 from model development. The SAT-W model had an 401 
evaluation R2 (RMSE) of 0.49 (1.24 µg/m3 [17%]; 0.02 lower than development. The NOSAT 402 
model (R2: 0.21; RMSE: 1.67 µg/m3 [24%]) exhibited the greatest decrease from development to 403 
evaluation (by 0.38), while the decrease of the NOSAT-W model (R2: 0.43; RMSE: 1.26 µg/m3 404 
[18%]) was more modest by comparison (by 0.13). Model evaluation plots are in the SI (Figures 405 
S4-S7). MSE-R2 values for all models reflected the same trends observed for evaluation R2 406 
values, but were lower. On average, most models under-predicted PM2.5.  407 
 408 
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Table 2. Independent evaluation of four LUR models and the global geophysical satellite PM2.5 estimates (SAT-PM2.5) at 51 measurement sites 409 
(n=165 site-years of measurements), measured PM2.5 regressed on predicted PM2.5, 
*change from model build adjusted R2 to independent evaluation 410 
R2, MSE-R2: mean square error R2 (˄negative MSE-R2 values mean MSE of model predictions was greater than the variance of the evaluation 411 
measurements, and values less than -1 represent prediction MSE more than double the variance of the evaluation measurements), FB: fractional bias 412 
(#dimensionless), MB: mean bias, RMSE: root mean square error (expressed in µg/m3 and as a percentage of mean PM2.5 at all evaluation sites). 413 
SAT: LUR model offered the SAT-PM2.5 variable; SAT-W: same as SAT, but wood heater predictor not offered; NOSAT: LUR model not offered 414 
SAT-PM2.5 variable; NOSAT-W: same as NOSAT, but wood heater predictor not offered. 415 
 416 
Model R
2
 MSE-R
2˄
 R
2
 change
*
 β (SE) Int. RMSE 
(µg/m
3
) 
RMSE 
(%) 
MB 
(µg/m
3
) 
FB
#
 
SAT 0.52 0.45 -0.11 0.73 (0.10) 1.93 1.15 16.3 -0.03 -0.004 
SAT-W 0.49 0.37 -0.02 0.67 (0.10) 2.34 1.24 17.4 -0.001 -0.002 
NOSAT 0.21 -0.15 -0.38 0.44 (0.12) 4.05 1.67 23.5 -0.09 -0.011 
NOSAT-W 0.43 0.34 -0.13 0.80 (0.13) 1.09 1.26 17.8 0.38 0.06 
SAT-PM2.5 0.26 < -1 n/a 0.66 (0.16) 4.88 3.97 56.0 -3.72 -0.72 
 417 
 418 
 419 
 420 
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Bootstrap analyses indicated some sensitivity of evaluation R2 values to site selection (Table 421 
S8). Evaluation R2 values remained stable or decreased slightly when comparing year-2015 sites 422 
with pre-2015 sites for the three models with a time-varying predictor variable (Table S8).   423 
 424 
The performance of the SAT-PM2.5 estimates when applied to 51 evaluation sites is in Table 425 
2. Results for the two GWR-adjusted PM2.5 estimates are in the SI (Table S9); of the three PM2.5 426 
estimates, the highest R2 observed was for SAT-PM2.5 (R
2: 0.26; RMSE: 3.97 µg/m3 [56%]). The 427 
SAT and SAT-W LUR models, which both included the SAT-PM2.5 product, increased the 428 
evaluation R2 by 0.26 and 0.23, respectively, and decreased prediction error compared with the 429 
SAT-PM2.5 product alone.  430 
 431 
Predicted PM2.5 432 
We estimated a national population-weighted average (± SD) PM2.5 concentration of 6.6 (±1.7) 433 
µg/m3 in 2015, using SAT LUR model predictions at ~347,000 census mesh block centroids 434 
(Tables S10-S11). Predictions for earlier years ranged from 5.9 (± 1.7) µg/m3 in 2010 to 7.6 (± 435 
2.2) µg/m3 in 2003 and were mostly stable over 2000–2015. Measured PM2.5 decreased slightly 436 
in some locations and increased slightly in others (Figure S8). Population-weighted average 437 
PM2.5 predictions from the other models were similar to SAT (Table S10). SAT-PM2.5 estimates 438 
(year-2015) had a population-weighted average of 3.3 (±0.8) µg/m3.    439 
 440 
Figure 1 shows the distribution of mesh block PM2.5 estimates from the SAT model for the year it 441 
was developed (2015); results for other LUR models are in the SI and were mostly similar 442 
(Figures S9-S11). The spatial distribution of estimated PM2.5 was more variable. Figure 2 shows 443 
the SAT model prediction map (other models in Figures S12-S14). In general, models predicted 444 
relatively high PM2.5 concentrations in the sparsely populated central and north-western regions, 445 
consistent with the geophysical SAT-PM2.5 estimates, and also in urban areas.  446 
Page 21 of 40
ACS Paragon Plus Environment
Environmental Science & Technology
 447 
We estimated that Australian Bureau of Statistics (ABS)-defined significant urban areas (i.e., 448 
population >10,000)53 accounted for 86.4% of national population-weighted PM2.5 exposure in 449 
2015. Figure 2 shows PM2.5 gradients across the two most-populous capital cities, Sydney (~4.8 450 
million) and Melbourne (~4.5 million), as well as the least-populous capital city, Darwin 451 
(~135,000). This figure highlights the enhanced within-city variability in SAT LUR-estimated 452 
PM2.5, compared with SAT-PM2.5 estimates used alone, in a sample of Australian urban 453 
areas. The enhanced concentration gradients were due to the LUR predictions and not an artefact 454 
of kriging (Figures S15-S16). Predictions from the SAT and SAT-W models had very good 455 
correlation over 2000–2015 (r = 0.84, ρ = 0.84), while the SAT model had moderately good 456 
correlation with the NOSAT model (r = 0.68, ρ = 0.67, Table S12). PM2.5 estimates from all 457 
models had poor to fair correlation with NO2 estimates at mesh block level (r from 0.09 to 0.50, ρ 458 
from 0.13 to 0.47). 459 
 460 
 461 
 462 
 463 
 464 
 465 
 466 
 467 
 468 
 469 
 470 
 471 
 472 
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 473 
Figure 1. The distribution of annual mean PM2.5 (year-2015) predicted by the SAT model at ~347,000 census mesh block centroids that cover 474 
Australia. Mesh blocks have an average (± SD) population of 62 people. Mesh block boundaries are selected to yield about 30 to 60 dwellings or no 475 
dwellings at all (25% of mesh blocks have a population of zero).53476 
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 478 
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Figure 2. Annual mean PM2.5 (year-2015) predicted by the SAT LUR model (displayed on a 1 × 479 
1 km grid). Insets A (Darwin; pop. ~135,000), B (Sydney; ~4.8 million) and C (Melbourne; ~4.5 480 
million) show a selection of Australian capital cities. Inset graphs show SAT LUR model 481 
predictions (black line) and geophysical ~10 km SAT-PM2.5 estimates (red line) across transects 482 
within each city. Note: Darwin (tropical monsoon climate) has few sources of traffic or industrial 483 
emissions but is frequently affected by landscape fires during the ‘dry’ season (April through 484 
October). 485 
 486 
DISCUSSION 487 
Overview 488 
We used publicly available data to develop continental-scale Australian LUR models for annual 489 
average PM2.5 concentrations (year-2015), including two models with a satellite-based PM2.5 490 
predictor variable. The LUR model development R2 values ranged from 0.51 to 0.63. We 491 
evaluated these models with independent data (51 sites, years-2000–2015) and used them to 492 
estimate the spatial distribution of PM2.5 at ~347,000 census mesh blocks. Based on the 493 
independent evaluation, we concluded that the two models including the satellite-based PM2.5 494 
predictor had the greatest robustness; R2 of 0.52 (RMSE: 1.15 µg/m3 [16%]) and 0.49 (RMSE: 495 
1.24 µg/m3 [17%]), respectively.  496 
 497 
To our knowledge, these are the first national PM2.5 models for Australia. Our findings add to the 498 
growing international literature showing national- and continental-scale PM2.5 exposure models, 499 
both with and without satellite data.16-23, 56-58  500 
 501 
Comparison to other studies 502 
Our study used a relatively small number of ground monitors for LUR development (n=49) 503 
compared with other satellite-based PM2.5 modelling studies using regulatory data performed at 504 
Page 25 of 40
ACS Paragon Plus Environment
Environmental Science & Technology
national- or continental-scale (from 177 to 1,928 monitors). 16-23 The independent evaluation R2 505 
of our best model (0.52) was consistent with results from the two studies most methodologically 506 
comparable to ours: de Hoogh et al.18 in Western Europe (evaluation R2: 0.51 to 0.58), and 507 
Hystad et al.17 in Canada (development R2: 0.46). 508 
 509 
One explanation for these findings is that a relatively small number of sites can yield valid LUR 510 
models, at least in Australia, provided they capture a range of PM2.5 and predictor variable values 511 
that represent the locations to which the models are applied.5,50,59,60 The consistency between 512 
PM2.5 predictors at model development sites and mesh blocks centroids (Table S7) suggests that 513 
the sites were appropriate for estimating population exposures to PM2.5, although predictions at 514 
the extremes (<5th and >95th PM2.5 percentiles) are less reliable due to out-of-sample values.
50 We 515 
did observe sensitivity of LUR coefficients and R2 to site selection in the bootstrap analysis, in 516 
keeping with the Canadian study.17 We will use this information to estimate uncertainty when 517 
assigning PM2.5 exposures, and encourage other users to consider this uncertainty in their 518 
analyses.  519 
 520 
The role of satellite PM2.5 estimates in LUR models 521 
Our results indicate that SAT-PM2.5 estimates improve continental LUR models for Australia, but 522 
also that the LUR method can enhance the national utility of a global SAT-PM2.5 523 
product. Incorporating SAT-PM2.5 in an LUR model yielded a doubling, compared with SAT-524 
PM2.5 used alone, in the evaluation R
2 (0.52 vs. 0.26, respectively) and population-weighted 525 
average PM2.5 (6.6 [±1.7] vs. 3.3 [±0.8] µg/m
3, respectively). We also observed markedly 526 
enhanced within-city spatial variability in LUR-predicted PM2.5 compared with SAT-PM2.5 used 527 
alone (Figure 2), which highlights the potential of the LUR predictor variables to capture 528 
additional spatial variability in urban PM2.5 concentrations.
18,38 Our results demonstrate additional 529 
empirical evidence to support the incorporation of satellite observations of PM2.5 in large-scale 530 
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LUR models. One possible implication of these collective results for epidemiological studies was 531 
highlighted by Jerrett et al.,4 who assessed seven exposure models and showed that those using 532 
both satellite- and ground-based PM2.5 information generally had larger relative risks for 533 
mortality than satellite estimates alone.  534 
 535 
The inclusion of geophysical satellite-derived estimates of PM2.5 from a global 0.1° resolution 536 
product (SAT-PM2.5)
29 contributed 0.10 to the adjusted R2 of LUR models. Unlike most previous 537 
studies, the SAT-PM2.5 estimate was not the largest contributor to LUR model R
2 in this study.16-538 
18,38
 However, the SAT and SAT-W models had a smaller decrease from model R2 to evaluation 539 
R2 than the corresponding models without SAT-PM2.5; a difference of 0.31 and 0.06, 540 
respectively. This finding suggests less overfitting and greater robustness of models that included 541 
geophysical SAT-PM2.5 estimates.  The roles of other key LUR predictor variables, and their 542 
relationships with PM2.5 sources, are described in the SI (page S43). 543 
 544 
An attractive feature of the SAT-PM2.5 product is its ability to capture time-varying regional 545 
events that affect annual PM2.5 across Australia (e.g., landscape fires). This is a potential 546 
explanation for the greater robustness observed in the two models that included SAT-PM2.5. SAT-547 
W is parsimonious (four predictors), showed the smallest decrease in R2 from development to 548 
evaluation, and has relatively low prediction error. The SAT model performed best at model 549 
development, had comparable evaluation statistics to SAT-W and required seven predictors, one 550 
of which was a coarsely-resolved wood heater variable. Wood heater emissions can contribute up 551 
to 60-80% of ambient PM2.5 mass during winter in urban and rural areas in southern 552 
Australia.24,32-35 However, despite this empirical basis for its inclusion, it is possible that the 553 
wood heater variable is a proxy for capital cities vs. other locations in each state, or some 554 
other source of variability in PM2.5. Moreover, error associated with estimating LUR predictors 555 
for exposure assessment can attenuate effects in epidemiological studies.46,47,52 Models with 556 
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fewer predictors that offer comparable performance may be preferable, provided they can be 557 
accurately estimated for the target population. We plan to use both the SAT and SAT-W models 558 
in epidemiological studies.  559 
 560 
Utility of PM2.5 models in epidemiological studies 561 
The measured (± SD) annual mean PM2.5 in 2015 was 6.9 (± 1.6) µg/m
3; our population-weighted 562 
estimates were also relatively low (6.6 ± 1.7 µg/m3). However, similar levels in a recent Canadian 563 
cohort study (6.3 ± 2.5 µg/m3) were associated with comparable or larger effects on non-564 
accidental mortality per 10 µg/m3 increase than those reported from countries with higher PM2.5 565 
concentrations, and no lower threshold was observed.61 That finding highlights the utility of 566 
national PM2.5 exposure models for cohorts in countries like Australia, which are relatively 567 
unique in their suitability for assessing long-term exposure to low concentrations, a topic for 568 
which empirical evidence is limited.62,63  569 
 570 
Predicted PM2.5 and NO2 generally had low levels of correlation at mesh block centroids. The two 571 
pollutants share some common sources, but have different spatio-temporal patterns; no single 572 
widely-monitored air pollutant is an ideal surrogate for assessing exposure to traffic and other 573 
anthropogenic emissions.64-66 These findings suggest the utility of pollutant-specific exposure 574 
assessment models.  575 
 576 
Developing more finely resolved exposure models requires consideration of how they will be 577 
applied and the spatial variability of the pollutant being estimated. For example, PM2.5 estimates 578 
on a 100 m or 1 km grid may, in some cases, be better suited to studies where both the home and 579 
work (or school) addresses are known and population mobility can be accounted for. By 580 
comparison, a coarser grid (e.g., 5 or 10 km) could include home and work in one grid cell for 581 
some individuals, regardless of whether the work address is known.67-68   582 
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 583 
Other applications of PM2.5 models 584 
Measured annual PM2.5 has decreased modestly in some Australian cities since 2000, while levels 585 
in other cities have remained stable or increased slightly (Figure S8).27,69 Because legislation and 586 
monitoring for PM2.5 in Australia is largely focused on urban background locations,
26 regulatory 587 
monitoring may not capture potentially important spatial patterns in PM2.5. For example, we 588 
estimated that ~17% (~3.73 million people) of the Australian population live in a mesh block 589 
with PM2.5 above the annual standard of 8 µg/m
3 (SAT model, year-2015). They accounted for 590 
~23% of national population-weighted exposure, of which ~4.2% was incurred by people living 591 
outside an ABS-defined significant urban areas (i.e., living in an area with a 592 
population <10,000).53 Notwithstanding model prediction error, this simple example illustrates 593 
how a national exposure model, linked to routine census data, can identify communities that may 594 
require specific air quality investigations. 595 
 596 
Limitations 597 
A limitation of this study is the use of a single year. Because models include the time-varying 598 
SAT-PM2.5 predictor, we sought to predict earlier years by assuming that year-2015 coefficients 599 
are applicable. Our bootstrap analysis, while limited by small site numbers, did not support this 600 
assumption. However, our sensitivity analysis using year-2015 and pre-2015 evaluation sites 601 
showed only minor differences in evaluation performance (Table S8). These mixed findings 602 
mean it is possible that model robustness pre-2015 may be reduced in some locations. Other 603 
methods could be explored, such as year-specific LUR models, back-extrapolation of year-2015 604 
predictions using historical monitoring data, and/or inclusion of CTM simulations for Australian 605 
cities as an additional source of area-specific PM2.5 information.
18,54,70,71 
606 
 607 
Page 29 of 40
ACS Paragon Plus Environment
Environmental Science & Technology
The data used for independent evaluation were selected carefully, with criteria emphasizing 608 
quality and consistency with measurement methods used at model development sites. However, 609 
the identification of sites was driven by availability and accessibility of data; this approach could 610 
potentially bias our model evaluation results in either direction.48 Because evaluation sites were 611 
located in urban areas (>10,000 people), results here might not inform model validity outside that 612 
context. The sites were comparable to model development sites and mesh block centroids in 613 
terms of LUR predictor distribution and PM2.5 concentration (Table S7), supporting their use for 614 
evaluation. We plan to undertake ongoing evaluation as new data becomes available. 615 
 616 
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