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ABSTRACT 
The question of whether social interventions are effective has become an ever 
more important concern as programs are asked to justify their funding and their theories 
of action. Although the randomized control trial (RCT) is a rigorous choice of design 
with regards to establishing causality between intervention and outcome, there are many 
reasons that a researcher might want to consider an alternative design. This is particularly 
relevant in social programs where political and ethical realities may not permit a RCT. 
An alternative design which has been shown to provide unbiased estimates of the 
program effect is the regression discontinuity (RD). However, one of the major problems 
encountered when using the RD is that participants must be assigned to groups strictly 
based on a cutoff score – a situation which is likely to be problematic in applied settings. 
To date, the literature has not included quantifications of the bias caused when the 
assignment to groups is fuzzy (i.e., the cutoff is not strictly adhered to), which makes is 
difficult for researchers to judge whether the fuzziness in their data is ‘too much’ to 
warrant the use of the RD.  
This study assessed the extent to which different degrees of fuzziness in the RD 
design created bias in the parameter estimate for the program effect. Previous literature 
had suggested that if the amount of fuzzy data in the RD were small, or the region in 
which it occurred was limited, then the fuzziness may not create enough bias to be of 
concern to researchers. This study used a simulation methodology to explore the effects
 xi 
 of fuzziness. Of key interest was documenting the extent to which fuzziness affected bias 
with respect to three parameters: 1) the region in which the fuzzy data occurred, 2) the 
percent of fuzzy data, and 3) the extent to which the variable driving misassignment was 
correlated with the outcome variable.  
The results showed that if the amount of fuzzy data was very small (2.5% or 5%) 
or if the region in which fuzziness occurred was very narrow (0.05 or 0.11 standard 
deviations wide) then the estimate of the program effect was highly unlikely to be biased. 
The same was true when the percent of fuzzy data represented 2.5% or 5% of the total 
number of cases in the program group. This suggests that under these limited conditions 
the magnitude of bias introduced by fuzziness may be very minimal and of little practical 
concern to researchers. Equally important is that these findings held under conditions 
where selection bias was equivalent to an effect size of about 0.20. Therefore, when the 
percent of fuzziness is small or the fuzziness is highly concentrated researchers can be 
relatively confident that estimates from the RD are still good approximations of the true 
program effect.  
Outside of these restricted conditions, estimates were likely to be biased to 
differing degrees, with many of the estimates exceeding an absolute effect size of 0.10. 
Since applied researchers are often expecting to see small effects, it is quite possible that 
fairly minor amounts of fuzziness may lead to erroneous conclusions about the efficacy 
of the program. However, researchers need to balance with possibility of bias given the 
percent of fuzzy data present with considerations of what may be more problematic, a 
false positive (Type I error) or a false negative (Type II error). 
  xii 
Overall, this study showed that although fuzzy data can create substantial bias in 
program estimates, it is not necessarily the case that the presence of fuzziness would 
negate the use of a RD analysis strategy. In many cases, even with a moderate degree of 
fuzzy data, estimates from the RD were fairly unbiased and may provide better estimates 
than other research designs such as non-equivalent groups designs. Utilization of analytic 
strategies designed to remove selection bias may further improve estimates in cases 
where fuzzy data is present. Researchers should be especially careful about modeling 
functional form in the RD, and would be well-advised to test the robustness of their 
findings against violations of linearity and influence of outliers.   
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CHAPTER I. INTRODUCTION 
Modern day society is replete with social interventions which attempt to address 
virtually every social issue from domestic violence to education. As early as the 1960’s, 
researchers pointed out that gaining an understanding of the effectiveness of different 
social interventions was critical because “increasingly, the nation is attempting to solve 
its domestic problems through planned programs of social intervention” (Reicken & 
Boruch, 1963, p. 2).  The question of whether these social interventions are effective has 
become an ever more important concern as programs are asked to justify their funding 
and their theories of action.  
For many years the so-called gold standard for determining the effectiveness of 
social interventions has been the randomized control trial (RCT). By creating groups 
which are equivalent on all variables (both measured and unmeasured) before the 
administration of the program, this design provides researchers with the ability to make 
strong causal claims about a program’s effectiveness. However, over time it has become 
clear to researchers that there are many situations where it may be either implausible or 
undesirable to conduct a randomized study. Such situations arise for a number of reasons. 
It may be that the programs of interest are enacted in such a way that a control group is 
not possible, such as when a policy is created which affects all members of a population 
(e.g., drunk driving laws, summer school attendance rules). In other situations a RCT  
2 
 
may not be plausible given the nature of the question, though there is still considerable 
interest and value in having the question answered (e.g., whether the winning party has 
an advantage in the next election). Alternatively, the RCT may cause serious ethical 
problems in some circumstances (e.g., denying AIDS patients a promising treatment, 
keeping some high poverty students out of remedial classes when resources exist). Given 
that a RCT will not always be possible or desirable it is vital that researchers have 
alternative methodologies which will provide unbiased estimates of program effects and 
allow researchers to make strong claims about program impact. 
Quasi-experimental designs have enjoyed popular appeal among applied 
researchers because they do not impose the same strict requirements that the RCT does 
and therefore are often easier to implement. However, these types of designs also suffer 
potentially significant issues of selection bias which make it difficult to construct strong 
causal links between the intervention and impact. One unique type of quasi-experimental 
design which was first introduced in the late sixties and which has only recently enjoyed 
a reemergence is the regression discontinuity (RD) design. In the simplest form of the RD 
participants are selected into treatment based on a strict cutoff score. All those scoring on 
one side of the cutoff receive the treatment, while all those scoring on the other side of 
the cutoff do not receive the treatment. Although at first glance the RD design appears to 
suffer from severe selection bias, numerous studies have shown that if certain basic 
assumptions are met the RD will provide unbiased estimates of treatment effects which 
are equivalent to those which would be provided by a RCT. In addition, because the RD 
allows assignment of participants to programs based on need or merit, it is particularly 
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applicable in applied settings where political and ethical concerns may not permit random 
assignment. The RD therefore provides an excellent opportunity for researchers to use a 
rigorous design when they cannot use a RCT.      
However, the RD relies on strict assignment based on a cutoff score, and in 
applied settings participants are seldom assigned as strictly as called for with the RD 
procedure. Situations in which assignment to groups is not strictly based on the 
assignment variable have been dubbed ‘fuzzy’ RDs. This fuzziness poses a potentially 
serious problem for the RD as it may introduce uncontrolled selection factors which will 
bias estimates of the program effect, but the extent to which fuzziness biases estimates in 
the RD is largely unknown. Some researchers have suggested that if there are only small 
amounts of fuzziness then this will not unduly bias parameter estimates. But there is an 
extremely limited understanding of how fuzziness actually impacts estimates from RD 
designs. Given the many potential uses of the RD it is critical for researchers to 
understand how fuzziness affects the RD in order to make informed decisions about its 
use. The major purpose of this dissertation is to assess the extent to which different 
degrees of fuzziness bias estimates in a RD analysis. 
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CHAPTER II. LITERATURE REVIEW 
Gold standard of randomized control trials 
For many years the randomized control trial (RCT) has been the gold standard for 
assessing whether or not a program is effective. The key element in a RCT design is 
random assignment, which gives the study several desirable qualities. To begin with, 
randomization ensures that the method of how participants are selected into groups is 
completely controlled by the researcher so that every participant has a known probability 
of ending up in either the treatment or control group.1 The process of random assignment 
also ensures that on all variables, both observable and unobservable, the groups are 
equated prior to the administration of treatment. This is a critical feature of randomization 
because it allows the control group to serve as a counterfactual to the treatment group, 
providing information about what would have happened in the absence of the treatment. 
These design features enable researchers to attribute post-program differences between 
the two groups to the intervention they received.    
The usefulness of the RCT becomes abundantly clear when compared to the other 
major class of research designs which are known as quasi-experimental. These types of 
designs are often pre-post and include a comparison of the outcomes of two groups after 
                                                 
1 Note that throughout this paper the terms “program”, “intervention”, and “treatment” are used 
interchangeably.   
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one has received the intervention. The defining difference between a RCT and a quasi-
experiment is that in a quasi-experimental study the mechanism responsible for selection 
into groups is not controlled by the researcher, and the mechanism of selection is not 
known – participants self-select into the groups based on an unknown set of factors (e.g., 
motivation, interest, level of education), and therefore the two groups cannot be assumed 
to be equivalent with regards to either observed or unobserved characteristics. In order to 
address the issue of non-equated groups, in most quasi-experimental studies the 
researchers attempt to measure variables which may be related to both the outcome and 
the probability of group membership so that the effects of these variables can be 
partialled out and the groups statistically equated. Such a procedure could potentially 
remove the effects of selection bias if the variables which were related to group 
membership were adequately measured and accounted for in the analysis. However, 
because the mechanisms of selection are unknown and it is impossible to be sure that 
they are fully measured, "quasi-experimental designs...do not give adequate confidence 
that the two groups are equal to begin with, nor do they have available a rigorous basis 
for estimating the extent of departures that might exist" (Mohr, 1995, p. 135). The 
implication is that even after statistical equating the researcher cannot assume that the 
groups are equivalent, and therefore differences in outcomes cannot necessarily be 
attributed to an effect of the program. For research which focuses on identifying the 
effects of a given intervention, the difficulty of making a strong causal link between 
differences in treatment and differences in outcome in a quasi-experimental design is 
obviously highly problematic.    
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Selection bias in quasi-experimental designs makes them subject to a host of 
validity threats as famously outlined by Cook and Campbell (1979) including: history, 
regression to the mean, maturation, etc. In theory RCTs are not subject to these same 
threats to validity because randomization makes the groups functionally equivalent with 
relation to selection effects. In terms of internal validity and the ability to draw causal 
conclusions, RCTs have a clear advantage over quasi-experimental designs.  
Research designs in applied contexts 
Quasi-experimental designs are commonly used in applied research settings 
instead of a RCT for many reasons including: they tend to be less expensive, they may be 
less complex to design or administer, and it is often difficult to convince administrators to 
deny some individuals the intervention for the purposes of randomization. However, for 
the reasons outlined previously it is clear that relying on quasi-experimental studies may 
be problematic given the difficulty in accounting for self-selection and interpreting the 
results with regards to the causal effects of the program. Berk and Rauma (1983) point 
out that there have been many evaluation studies using RCTs which have shown that this 
design is both “feasible and instructive” (p. 21) in applied situations. Nonetheless, there 
has been a growing criticism in recent years with regards to the increasing focus on RCT 
as the only valid method of drawing causal conclusions.   
Some of the main objections to the overt focus on RCTs have been that they are 
not suitable in all circumstances, either because they are not appropriate for the question 
or the context, or because they lack external validity and information about why the 
program works or not. One group of practitioners which has been vocal in recent years 
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about the need for alternatives to the RCT is program evaluators. The European 
Evaluation Society (EES) (2007) crafted a statement regarding development aid and 
intervention in which they took strong issue with what they perceived to be an overt 
focus on RCTs as the only scientific way of establishing impact. Similarly, the American 
Evaluation Association (AEA) (2008) stated some of its views on RCT in its response to 
the federal government’s Program Assessment Rating Tool (PART) which had been 
proposed as a tool for systematically evaluating federal programs. As the AEA notes, 
“the real danger exists that RCTs will be undertaken in circumstances where they are 
neither appropriate nor feasible” (p. 11). Both the AEA and EES note that there are a 
number of limitations and weaknesses of RCTs, and state that it is important to match the 
research methods chosen to the questions being asked rather than relying solely on a 
single design like the RCT which may not be appropriate for addressing many research or 
evaluation questions. Some of the issues brought up by both groups are that the RCT 
generally relies on a small-scale, strictly controlled trial and that this formulation leads to 
limited external validity; the RCT has problems dealing with complex, developing, or 
emergent programs; and that RCT does not generally contribute much information about 
how or why context influences program effectiveness.  
Design considerations – ethics and politics 
Another issue which has been raised with regards to the RCT is the need for 
randomization. It is ironic that randomization – which makes RCT in some ways the most 
powerful of research methodologies – is also the characteristic which presents “the key 
ethical problem in RCTs” (Cappelleri, 1991, p. 2). The problem arises because 
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randomization is predicated on the assumption that all potential study participants are 
equal and it is therefore appropriate to randomly assign them to receive the treatment or 
control. In many instances, however, need is not dichotomous (e.g., needy or not) but 
rather is arrayed along a continuum which represents the level of need; some people are 
needier than others. Given a pool of potential participants for an intervention there will 
always be some persons whose need is not as great and who therefore could probably be 
excluded from treatment without suffering unduly negative consequences. There will also 
be persons whose need is great, and who may potentially suffer if they are excluded from 
treatment. But in a RCT each study participant has a specific probability of being 
assigned to the treatment group; their level of need is not generally taken into 
consideration, the result being that by design some high need participants will end up in 
the control group and be denied the intervention while some lower need participants will 
end up in the treatment group and receive the intervention. 
The need for randomization presents an ethical dilemma – is it appropriate to 
exclude very high need persons while using program resources to provide the treatment 
to persons with lesser need simply for the purposes of conducting an experiment? 
Depending on the type of problem a given intervention addresses this ethical dilemma 
may be more severe. One of the major criticisms of RCTs has been that the 
randomization necessary to conduct RCTs may be unethical or inappropriate in certain 
circumstances. There are some social issues for which it would be ethically problematic 
to mount a RCT. For example, it is difficult to imagine a study on the effects of receiving 
welfare where certain people in poverty are denied welfare payments simply so that they 
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can be used as part of a control group in a RCT. The clinical community has been 
particularly vocal regarding the need to explore alternatives to the RCT, stemming in 
large part from cancer and AIDS trials (for examples see Cappelleri, 1991). As 
Finkelstein, Levin, and Robbins (1996a) point out regarding AIDS research, "these 
established methods of conducting trials do not satisfy desperately sick people" (p. 692).   
There are also situations in which it would be a politically untenable situation for 
administrators to deny some persons the intervention. Braden and Bryant (1990) argue 
that administrators of gifted programs would be highly unlikely to agree to randomly 
assign students to receive a gifted intervention because of the myriad of ethical, legal, and 
political considerations. As Buddlemeyer and Skoufias (2003) point out, “…there are 
considerable political difficulties in justifying and practical difficulties in maintaining a 
group of  “untreated” or comparison [participants] simply for the purposes of an 
evaluation of the program’s impact” (p. 1). 
An additional ethical issue involves that of resource allocation. Given that 
resources for addressing social issues are generally scarce, can we justify targeting them 
at people whose need is not as great? This is particularly relevant because many social 
policies are specifically designed to target resources at individuals who are perceived to 
be especially needy, and whom administrators would not be willing to deny the 
intervention. In circumstances where the number of eligible participants significantly 
outnumbers the quantity of people who can be served, it may be possible to use a lottery 
to determine participation and construct a RCT. However, in contexts where it is possible 
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to provide a service to all eligible participants then it may be considerably more 
problematic to insist on a control group.  
There are also some questions which simply cannot be addressed by a RCT. For 
example, most social policies are enacted on a large scale and are not tested via a small 
pilot test first. Nevertheless, politicians and the public are interested in knowing the 
impact of the policy on the issue it was designed to address (e.g., effect of a drunk driving 
law, change in sentencing guidelines, or cigarette ban). In addition to policy questions, 
there are some questions of interest which cannot be answered using randomization. 
Consider for example the issue of whether ability grouping affects students’ outcomes. In 
this situation it would not be plausible that students were randomly assigned to ability 
groups - "selection is inherent in the very notion of grouping, which entails differential 
treatment of students with different abilities, so that it is impossible to separate the 
treatment from the students" (Cahan, Linchevski, Ygra, & Danzinger, 1996, p. 30). 
Another example was provided by Campbell (1969) who discussed an award program 
where students who demonstrated merit above a particular level were given the award. 
He argued that full randomization of the award was impossible since the objective was 
not only to reward those who demonstrated appropriate levels of merit, but to reward all 
those who achieved these levels.  
So, although the RCT is considered to be the most scientifically rigorous design 
available to researchers in terms of establishing causal linkages between treatment and 
outcome, there are many situations where for various reasons (e.g., ethical, political, 
fiscal) this type of design cannot be feasibly employed. Given some of the concerns 
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around RCT and the many interesting questions which cannot be addressed in such a 
framework, researchers have called for alternative rigorous methodologies which can be 
used in situations where it is either not desirable or possible to conduct a RCT.  
One methodology which has emerged in recent years as an alternative 
methodology is the regression discontinuity (RD) design. With the RD design, allocation 
to treatment is done on the basis of a cutoff score; those who score below the cutoff are 
allocated to one group and those above the cutoff are allocated to the other. The RD has 
been shown numerous times to provide unbiased estimates of the program effect which 
are equivalent to those which would have been obtained by using a RCT. The next 
section provides an overview of the RD design as well as specifics of its implementation, 
and considers some applied examples of how the design has been used in previous 
research. The section concludes with a discussion of the two main issues around validity 
in the RD.      
Alternative to the RCT: Regression discontinuity 
The term regression discontinuity refers to set of designs in which participants are 
assigned to either an intervention or control group based on their score on a measure 
taken before the intervention. All participants below a certain cutoff score are assigned to 
one group while all those above the cutoff are assigned to another. The intervention is 
then administered and the outcome of the two groups compared using a post-test 
measure. At its core the RD design is a simple pre-post quasi-experimental design, yet it 
has been shown that the RD will produce unbiased estimates of the program effect. The 
following discussion of the RD provides an overview of the major components of, and 
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considerations with, the design. The three major pieces which will be discussed are: 1) 
the assignment variable, 2) the outcome variable, and 3) the cutoff score.    
The key characteristic of the RD is that placement into the treatment or control 
group is done entirely on the basis of the assignment variable score - those scoring above 
the cutoff receive one treatment and those scoring below the cutoff receive another.2  A 
major difference between the RD and RCT is that in a true experiment eligible 
participants are randomly divided between the control and treatment groups. In contrast, 
with a RD design all participants who are deemed eligible for the intervention (i.e., 
exceed the cutoff) receive the program. In essence, the “RD design is distinguished from 
randomized experiments…by its unique method of assignment” (Trochim, 1990, p. 119).  
The assignment variable which is used to place participants into groups can be 
any measure which is taken prior to the administration of treatment, though it is often a 
pre-test measure associated in some way with the outcome variable. There is, however, 
no requirement that the assignment variable be in any way related to the outcome. In fact, 
“the assignment variable can even be totally unrelated to outcome and have no particular 
substantive meaning” (Shadish, Cook, & Campbell, 2002, p. 216). The assignment 
variable is often a measure of need or merit, but some other interesting examples of 
potential assignment variables include birthdate (see for example Cahan & Davis, 1987) 
and order of application to the program (see for example Deluse, 1999). If the assignment 
variable is totally unrelated to the outcome variable then this essentially creates a RCT 
because assignment to treatment group is initially unrelated to outcome. 
                                                 
2 For the sake of clarity this discussion will assume that participants scoring above the cutoff receive the 
intervention while those scoring below the cutoff do not.   
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Because the RD is based on a regression analysis, the assignment variable would 
ideally have a continuous scale because this “maximize[s] the chance of correctly 
modeling the regression line for each group” (Shadish et al., 2002, p. 217). In practice 
however, the assignment variable must have at least ordinal measurement characteristics 
(Cappelleri & Trochim, 1995) and enough variability to model a regression line (which 
precludes the use of categorical or dichotomous variables). The assignment variable can 
also be a composite of multiple variables. For example, Havassey, Wesson, Tschann, 
Hall, and Hencke’s (1989) study of cocaine treatment used an assignment variable which 
was a combination of four weighted subscales which represented very different 
constructs. These subscales were combined to create a measure of drug addiction which 
was used to assign patients to treatment. Creating a composite assignment variable may 
be useful for two main reasons. Firstly, in circumstances where individual variables have 
poor distributions which would cause problems for regression analysis the composite 
measure may have better distributional properties (Shadish et al., 2002). Secondly, 
averaged measures may increase power in the RD by reducing the correlation between 
the assignment and treatment variables (see Cappelleri & Trochim, 1995; Judd & Kenny, 
1981).   
Once an assignment variable is determined, the next step is to determine the value 
which will serve as the cutoff for assignment into the program or control group. The 
cutoff point used to divide participants into groups can be chosen based on many factors. 
In some instances it may make sense to choose the cutoff on substantive grounds related 
to the program. For example, it may be that medical need or professional opinion would 
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dictate the choice of cutoff (e.g., depression scores of more than twenty require treatment; 
students scoring below the 30th percentile require remedial classes). However, it is not 
necessary that the cutoff be based on any type of substantive criteria – it could simply 
relate to the resources which are available to provide services to program participants. In 
a situation where a school system has enough money to serve 1,000 students then the 
cutoff can be set at the score which would make 1,000 students eligible for the program. 
The only technical consideration with the location of the cutoff is that if it is placed at an 
extreme value then this will leave only a small percentage of cases in one group which 
may lead to problems modeling the regression line into that range, especially if the range 
of the variable was already limited (Shadish et al., 2002). The placement of the cutoff 
may be a particular issue for programs which are targeting individuals based on 
significant merit (e.g., students above the 98th percentile) or significant need (e.g., the 
bottom 5% of wage-earners). RD may have more limited utility in these situations, 
though Shadish et al. (2002) note that it is actually only necessary to have one point on 
the other side of the cutoff, though this type of situation may make for less robust 
conclusion validity. 
The post-test variable can be at any level of measurement: continuous, interval, 
ordinal, or even nominal.3 In a RD design, the effect of treatment is determined by 
comparing the regression lines above and below the cutoff. An underlying assumption of 
the design is that in the absence of treatment the same regression line will describe the 
relationship between the pre and post-test scores for both the treatment and control 
                                                 
3 A number of studies have used logistic regression in a RD framework. See for example Berk and Rauma 
(1983), Berk and De Leeuw (1999), Carter, Winkler and Biddle (1987), and Lesik (2006). 
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groups. The regression line in Figure 1 below shows a situation where there is no 
treatment effect; the cutoff value which determines assignment into the two groups is 
indicated by the dashed line.   
Figure 1. Regression discontinuity with no treatment effect 
 
If there is a treatment effect then there should be a vertical shift in the regression 
lines at exactly the point of the cutoff. A hypothetical treatment effect can be seen in 
Figure 2  below, where the regression line for participants above the cutoff is clearly 
higher than for participants below the cutoff.  
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Figure 2. Regression discontinuity experiment with a treatment main effect 
 
Because the RD assumes that in the absence of treatment a single regression line 
can describe the relationship between the assignment variable and the post-test scores 
across both groups, the regression line for the control group can be extrapolated into the 
treatment group region in order to provide an estimate of what the treatment group’s 
outcomes would have been in the absence of the intervention (as indicated by the dashed 
line in Figure 2 above). Deviations of the regression line from this extrapolation allow us 
to draw conclusions about the efficacy of the intervention and estimate the size of any 
effect. The regression line itself estimates the effect of initial differences whereas the 
discontinuity of the regression lines at the cutoff estimates the effect of receiving the 
intervention (i.e., the difference between the groups) (Cahan et al., 1996). 
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A critical assumption of RD is that “in the immediate vicinity of the cutoff-
untreated [participants] are a good counterfactual for their treated counterparts” (McEwan 
& Urquiola, 2005, p. 1). Since some participants near the cutoff will have the same scores 
on the post-test and nearly identical scores on the pre-test, comparing these two groups in 
the immediate vicinity of the cutoff amounts to a ‘tie-breaking experiment’.4 The concept 
of the tie-breaking experiment is that within a very small interval around the cutoff 
measurement error is such that participants are essentially randomly ordered into the 
program and control group and therefore are equivalent with regards to all observed and 
unobserved variables. This allows those just above the cutoff to serve as the 
counterfactual to those just below the cutoff. Thistlewaite and Campbell (1960) argue 
that because the concept of a tie-breaking experiment only occurs in a small interval 
around the cutoff, that estimates of the effect of the intervention “become more and more 
suspect the further [the regression line] has to be extrapolated” (p. 311). This is why in 
order for a RD to show an effect there must be a “point-specific displacement” at the 
cutoff (Shadish et al., 2002, p. 212); that is, the regression line must change at exactly the 
point of the cutoff. This shows that the relationship between the pre and post-test is not 
the same for the treatment and control groups (i.e., the regression line is different for the 
two groups), and indicates a treatment effect.   
 Internal validity 
Shadish et al. (2002) state that the RD “can be stronger for causal inference than 
any design except the randomized experiment” (p. 221). The RD is strong against threats 
                                                 
4 For discussions of the tie-breaking experiment see Thistlewaite and Campbell (1960) and Campbell 
(1969). 
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to internal validity because in order for a validity threat to be confused with a program 
effect the threat would have to manifest itself at exactly the cutoff, since this is where the 
discontinuity between regression lines is assessed. Trochim (1990) notes that this idea of 
pattern matching is what gives the RD design its strength against threats to internal 
validity. Pattern matching involves comparing the theoretical pattern posited by the 
researcher and the observed pattern in the data; when these patterns match it is plausible 
that the effect is a result of the cause theorized by the researcher. The more unique and 
idiosyncratic the predicted pattern, the more unlikely it is that such a pattern would 
naturally occur, lending credence to the conclusion that the observed pattern is actually 
revealing a true program effect. Since the RD design posits a break in the regression line 
at exactly the point of the cutoff, it would be very unlikely that a discontinuity would 
occur at exactly that point through some process other than an effect of the program. 
Given that it is so unlikely that threats to validity would express themselves exactly at the 
cutoff, the presence of a discontinuity lends itself to few plausible alternative 
explanations. Trochim concludes that “in principle, the RD design is as strong in internal 
validity as its experimental alternatives” (1990, p. 125).  
Flexibility of the design 
RD is an extremely flexible design. Although only the basic model with a single 
cutoff and a continuous outcome has been used as the basis of discussion here, many 
other RD models are possible (for an overview see Shadish et al., 2002 or Judd and 
Kenny, 1981). The RD can be modified at a number of different levels. As noted earlier, 
the assignment variable can be any variable or combination of variables (whether it has 
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substantive meaning or not), so long as it provides enough variation to model a regression 
line. The RD can also contain multiple cutoff points; these may involve multiple 
programs delivered to individuals at different levels of the assignment variable, or only 
one intervention delivered to those within a particular interval. The RD can also be 
combined with other types of designs such as RCT and quasi-experiments in order to 
create a hybrid methodology which utilizes different designs within different cutoff 
intervals (for examples see Judd & Kenny, 1981). Cappelleri (1991) argues for the use of 
RD in combination with RCT because this combination capitalizes on the RD’s ability to 
provide the intervention to those people most in need, while simultaneously capitalizing 
on both the statistical properties and efficiency of the RCT design. With regards to the 
outcome variable, the RD does not have to be limited to a single outcome variable; 
multiple outcome variables can be assessed.5 RD also has the flexibility to accommodate 
multiple methods of analysis within a regression framework including traditional linear 
regression, logistic regression (e.g., Berk & de Leeuw, 1999), multi-level modeling (e.g., 
Luyten, 2006), instrumental variables analysis (e.g., Jacob & Lefgren, 2004), and to 
address curvilinear relationships in the data (e.g., Trochim, Cappelleri, & Reichardt, 
1991).  
Power  
One issue with RD is that in order to have the same power as a comparable RCT, 
the RD design necessitates far more participants (Shadish et al., 2002). Cappelleri et al.’s 
(1991) simulations showed that the average standard error in the RD was about 1.7 times 
                                                 
5 For a technical discussion of how this is done see Judd and Kenny (1981). 
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larger than that of a comparable RCT. In another study, Cappelleri and Trochim (1995) 
showed that in hybrid models using a combination of RD with RCT in a middle interval, 
the standard error increased along with the percent of the participants in the RD design. 
They also showed that a basic RCT had the lowest standard error of the treatment effect 
while the basic RD had the highest standard error, and noted that in order for a RD design 
to have the same power as a conventional RCT it required 2.75 times more participants.    
There are several issues to consider with regards to power in the RD. Firstly, 
power is influenced by the correlation between the assignment and treatment variables; 
the lower this is the more efficient the design. Secondly, Marsh (1998) noted that sample 
sizes will often be smaller in a RCT than in a comparable RD because in the RCT  
ineligible participants are excluded from all analyses, while the RD retains all individuals 
as part of the regression analysis. This may be a particularly useful characteristic of the 
RD in cases where the cutoff is set at an extreme value, such as the gifted programs in 
which Marsh was interested. Cook and Shadish (1994) also note that the RD has the same 
power as a RCT in which no covariates are included in the analysis. It is therefore not 
universally true that RDs will necessitate substantially larger samples or that this will be 
difficult to accomplish, but researchers should be aware of this consideration in using the 
design.    
Ethics in RD 
The RD design has several advantages over the RCT with regards to the ethical 
issues highlighted earlier. The RD design provides a framework which allows program 
administrators to assign individuals to the intervention group based on merit or need so 
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that needy or meritorious individuals do not have to be denied the program. Since many 
interventions already use such measures to assign individuals to control or treatment 
groups, the use of a RD rather than a RCT may be “more consistent with program and 
public policy objectives” which already exist (Cappelleri & Trochim, 1995, p. 388). It 
also provides researchers the opportunity to capitalize on pre-existing cutoffs used by 
many programs (Hahn, Todd, & Van der Klaauw, 2001). As McEwan and Urquiola 
(2005) note, “the assignment rules in many existing programs, often developed with little 
regard for their usefulness for evaluators, nonetheless lend themselves to [RD] 
evaluations” (p. 1).  
From an ethical point of view, the RD can also provide an “objective and ethical 
way of allocating limited resources” (Luft, 1990, p. 141). Trochim (1984) points out that 
the RD framework "is conceptually compatible with the political and social goal of 
allocating scarce resources to those persons or entities that need or deserve them most" 
(p. 47). 
Empirical evidence of unbiased estimates in RD   
In order to test whether RD provides unbiased estimates, a number of studies have 
compared estimates from the RD to the results of RCTs. In one such study, Finkelstein, 
Levin, and Robbins (1996b) used the results of three previous RCT clinical trials to test 
the performance of the RD design by deleting cases in order to create a RD design post 
hoc.6  They tested the RD design in three different types of studies: a measurement study, 
a rate-of-event study, and a survival time study. In all three cases they found that the RD 
                                                 
6 Unbiased RD designs can only be created by post hoc elimination on a dataset in which participants were 
randomly assigned to groups in the first place; in situations where participants self-selected into groups this 
procedure may result in biased estimates.    
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provided “results that are virtually indistinguishable from those of the randomized 
clinical trial” (Finkelstein et al., 1996b, p. 700).  
In a similar study, Cappelleri, Trochim, Stanley, and Reichardt (1991) conducted 
a series of simulations comparing RD, RCT, and non-equivalent group designs (NEGD). 
Their study showed that both RD and RCT provided unbiased estimates of the treatment 
effect, while the NEGD provided biased estimates. This study is a good example of the 
advantages that RD has over traditional quasi-experimental designs. 
Cappelleri and Trochim (1994) also conducted a reanalysis of RCT data from a 
study of the efficacy of Xanax on anxiety using a RD framework, again selectively 
discarding cases from the original RCT dataset in order to approximate a RD design. 
They considered four different RD designs, one basic RD and three hybrids between a 
RD and a RCT (with differing percentages of participants assigned to each type of 
design). The results of the RD analysis were evaluated against the results from the 
original RCT study and found to yield unbiased estimates of the treatment effect in all 
cases.    
In a comparison of RD with traditional quasi-experimental approaches, Marsh 
(1998) conducted a simulation study of RD in order to assess its usefulness as a strategy 
for evaluating the impact of gifted and talented programs. A simulated dataset was used 
to examine estimates from the RD and to compare these to estimates derived from the 
NEGD in which traditional matching approaches were used to construct a comparison 
group. Marsh found that while the RD provided unbiased estimates of program effects, 
matching techniques produced estimates which showed a spurious treatment effect which 
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was consistently biased towards the gifted and talented students over the control group. 
This study was an excellent demonstration of not only how RD produces unbiased 
treatment effects, but also how the design is unaffected by regression towards the mean 
issues which can plague quasi-experimental analyses even after statistical balancing 
techniques such as matching are employed. 
In an interesting applied comparison of RCT and RD, Buddlemeyer and Skoufias 
(2003) used the RD design to reanalyze data from a poverty reduction program in Mexico 
called PROGRESA, a comprehensive government program focused on a variety of 
economic factors, health, and education. PROGRESA benefits were given to families 
who fell above a cutoff on a measure of poverty, while those below the cutoff did not 
receive benefits. The original study utilized a RCT design in which the control group was 
made up of households which would have been eligible for PROGRESA but which were 
in localities that did not receive the program. The estimates provided by the RD were 
found to agree with the estimates derived from the RCT in 10 out of 12 possible cases. 
The two cases in which they methods did not agree appeared to be due to problems with 
the comparison group (e.g., spillover effects) which had a stronger impact on the RD 
estimates compared to the RCT. The researchers concluded that the RD is “a valuable 
approach to evaluating program impacts as it has shown to generate estimates that are 
remarkably close to conventional experimental methods that require much richer data” 
(Buddlemeyer & Skoufias, 2003, p. 28). 
Given that RD designs have been shown through numerous studies to produce the 
same unbiased estimates which would have been obtained in a RCT, there has been some 
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discussion in the literature as to whether the RD design should be classified as an 
experiment or a quasi-experiment. Cook and Campbell (1979) define the RD design as 
quasi-experimental because they state than an experimental design is based on 
randomization. In contrast, Mosteller (1990) argues that an experiment is defined by 
whether the investigator fully controls who gets the treatment; by this definition the RD 
would be classified as an experiment because assignment to treatment is determined 
solely on the basis of the known assignment variable score. Cappelleri (1991) notes that 
the issue is not just one of semantics:  
categorizing [RD] designs is important because when they are classified as 
quasi-experiments the implication is that they are subject to the same types 
of weaknesses common to quasi-experiments. In fact, RD designs are 
probably best classified as experiments…because, when implemented 
correctly, they yield unbiased estimates of treatment effect – they are not 
prone to selection bias and other validity threats common to quasi-
experiments. (p. 23)  
In another article, Cappelleri et al. (1991) argue that RD should be classified as a 
true experiment because it operates in the same way as an RCT “at least with respect to 
measurement error” (p. 403).   
There is some evidence that the RD is gaining acceptance in the research 
community as a rigorous alternative to the RCT. The What Works Clearinghouse (WWC) 
was established by the US Department of Education in 2002 in order to assess and 
disseminate high quality educational research on effective education strategies. The only 
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two research designs which are accepted by the WWC as “Meeting Evidence Standards” 
for research are RCT and RD (What Works Clearinghouse, 2008).7  
Most discussions of RD note that it is not a replacement for RCT because the RD 
has stricter assumptions and is more sensitive to violations of these assumptions than the 
RCT. However, there are enough concerns about the use of the RCT that it is important to 
explore alternative methodologies which may be appropriate in certain contexts. Overall, 
the RD allows researchers to rigorously assess the effect of interventions without the 
same ethical and practical concerns presented by randomization, but while maintaining 
robust internal validity which is not found in other quasi-experimental designs. As Marsh 
(1998) so appropriately points out, “there are many advantages of the true randomized 
experiment over the regression-discontinuity design, but these advantages are not 
particularly relevant if randomized experiments cannot be conducted” (p. 188). Given 
this, the RD provides a valuable alternative design whose utility should be explored, 
particularly in applied settings. 
Applications of RD in applied settings 
The first published discussion of the RD design was by Thistlewaite and 
Campbell (1960), and the original applied uses of the RD design appear to be in the mid-
1970’s as part of the analyses of compensatory education programs under Title I (see 
Tallmadge & Wood, 1978). Since then the RD has not been widely used in the social 
sciences; Cook and Shadish (1994) note that a major reason for this is that “despite the 
design’s flexibility and impeccable logic, many practicing researchers are still skeptical” 
                                                 
7 It should be noted that there is wide controversy in the research community over the standards used by the 
WWC, particularly the focus on the RCT as the main benchmark for valid research.  
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(p. 565). There has been a recent burst of interest in the RD design in the field of 
economics as evidenced by a 2008 issue of the Journal of Econometrics devoted to the 
RD. However, despite the comparatively infrequent use of RD in the social sciences there 
are a number of studies which have utilized this design. These studies provide a glimpse 
into the flexibility of the design and the breadth of programs which it may be useful for 
evaluating. 
Berk and Rauma (1983) used the RD to explore the effects of legislation designed 
to reduce recidivism. Their data came from a naturally occurring discontinuity in a crime 
control program which provided unemployment benefits upon release to prisoners who 
would not normally be eligible for such benefits because of their prison history. In order 
to qualify for the program prisoners were required to work a minimum of 652 hours 
while in prison. This study used a RD design with logistic regression to look at whether 
prisoners succeeded (by staying out of prison) or failed (parole violation or new offense 
leading to re-incarceration) during a span of 12 months following their release. The 
outcomes of prisoners who received the payments (above the cutoff) were compared to 
the outcomes of former inmates who applied for payments and did not receive them 
(below the cutoff). Results showed a 13% reduction in recidivism among parolees who 
had received benefits under the legislation. 
In another study, Berk and de Leeuw (1999) assessed the effects of the system 
used by California to classify prison inmates into different levels of detention in order to 
determine how effective the prisoner classification system was in terms of controlling 
future prison misconduct. Upon sentencing, each inmate was assessed on a number of 
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metrics which the corrections officials felt were relevant to misconduct (e.g., marital 
status, age, work history), so that inmates with higher ratings were usually worse 
offenders who may be more likely to engage in misconduct while in prison. This data was 
combined to create a classification score which determined which of five security levels 
they would be placed into. Berk and de Leeuw capitalized on this method of assignment 
to assess the impact of security level on misconduct and compared inmates in the highest 
security level to offenders who were housed at the other three security levels. They used a 
logistic regression framework where the outcome was a dichotomous measure of 
misconduct or no misconduct. Their findings showed that inmates housed at the highest 
level of security had a risk of misconduct which was only half that of inmates in lower 
security level facilities (the odds multiplier was 0.47), which suggested that higher 
security decreased rates of misconduct among inmates.   
 Deluse (1999) conducted an interesting RD study which looked at whether 
divorce education improved the amount of contact between children and the non-
residential parent. This study was unusual in that it used an assignment variable which 
was not known to be related to outcome as the mechanism for assignment to treatment – 
the date of a couple’s divorce petition. Within a 6 week window all couples who applied 
for a divorce were mandated to attend the education program. The control group was 
formed from a random sample8 of couples who applied for divorce within 6 week 
intervals on either side of the program window. The findings indicated that treatment 
couples had a slightly higher percentage of visitation awarded (27.5% vs. 22.2% for the 
                                                 
8 For the RD it is not necessary to measure the entire population. Random samples of either the treatment or 
control group should return the same parameter estimates. 
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control group), and that fathers’ attendance at the sessions was related to a larger effect. 
Deluse concluded that the divorce education program may help encourage non-residential 
parents to maintain contact with their children. 
A unique application of the RD design was used in a study conducted by Lee 
(2008) who assessed the advantage of the incumbent politician in the next election. He 
used data on election results from the U.S. House of Representatives between 1946 and 
1998 and compared pairs of consecutive elections. The incumbency advantage was 
estimated by comparing the probability of the party winning the seat they already held 
based on the proportion of the vote they had received in the previous election. The cutoff 
value represented the point at which the political party received the ‘treatment’ of 
winning versus losing (i.e., receiving more than 50% of the vote) in the previous election. 
Lee found that there was a strong effect of party incumbency such that the probability of 
the party’s winning the seat again in the next election increased by a probability of 0.40 
to 0.45 over what would have been expected had they just lost the seat in the last election. 
There was also a substantial ‘deterrence effect’ for individual candidates, as evidenced by 
a large decrease in the probability that a losing candidate would run again in the next 
election. Lee’s study is an excellent example of how the RD design can be leveraged in 
the case of naturally occurring discontinuity and with regards to a question which could 
not be addressed using a RCT.    
The RD was used in an educational context by Cahan et al. (1996) who 
capitalized on the design to assess the effect of ability grouping in Israeli schools. Ability 
grouping involved dividing middle school students into ‘tracks’ at the beginning of 7th 
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grade based on a pre-test, so that different groups of students effectively received 
different types of educational experiences. Two post-tests were examined, one from the 
end of 7th grade and one from the end of 9th grade. The effect of ability grouping was 
examined separately within the 9 sample schools using an outcome measure consisting of 
test questions which were common across all groups. The results showed that after one 
year of ability grouping (i.e., the end of 7th grade) the effect of grouping on achievement 
ranged from 0.1 to 1.3 standard deviations with a median effect of 0.9. The effects of 
individual differences tended to be larger than the effects of ability grouping after only 
one year. However, by the end of 9th grade, the effect of ability grouping had increased to 
between 0.7 and 2.1 standard deviations with a median effect of 1.4, and the effect of 
individual differences on achievement had decreased. In 8 of the 9 study schools, the 
effects of ability grouping were larger than those of individual differences by the end of 
9th grade. 
Jacob and Lefgren (2004) capitalized on an accountability policy instituted by the 
Chicago Public Schools in 1996-1997 to look at the effects of summer school and grade 
retention on student achievement. The policy was designed to end social promotion, a 
practice where students were promoted to the next grade regardless of their level of 
academic mastery. The new accountability policy required students in 3rd, 6th, and 8th 
grade to meet a certain cutoff on the Iowa Test of Basic Skills (ITBS) before they were 
allowed to move on to the next grade. Students who did not meet the cutoff were sent to 
summer school and retested with the ITBS at the end of the summer. Those who achieved 
a certain level of proficiency on the second test were allowed to move on to the next 
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grade whereas those who did not were retained in their previous grade. The RD design 
was used to assess the effects of both summer school and grade retention on third and 
sixth grade students. The results showed that together, summer school and grade retention 
accounted for an increase of about 20% of a year’s learning for 3rd grade students, but 
there was no evidence that sixth graders derived any benefits from the policy. This study 
is a good example of how a RD design can be used to assess a policy which was 
implemented on the population, and which therefore did not make it feasible to use a 
RCT.       
Statistical Model of RD 
In order to understand the logic of the RD it helps to understand its statistical 
model. In its most basic form where the underlying regression line is linear, a RD design 
can be modeled using an analysis of covariance (ANCOVA) which would be specified as 
follows:9 
 
where: 
Y is the outcome 
 is the intercept  
 is the effect of the treatment  
 is a dichotomous variable (1,0) that represents the treatment 
condition (treatment vs. control) 
                                                 
9 This notation follows that used by Shadish et al. (2002). 
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 is the regression coefficient predicting outcome from the 
assignment variable 
Xi is the assignment variable score  
 is a random error term 
The main parameter of interest is  because this represents an estimate of the 
impact of program participation. To test whether there is a significant main effect of the 
treatment  is compared with zero; the null hypothesis (H0) holds that 0ˆ1 =β , while the 
alterative hypothesis (H1) is that 0ˆ1 ≠β . The RD model is traditionally set up to estimate 
the program effect at the cutoff point (Trochim, 1984) which necessitates the assignment 
variable being centered around the cutoff before analysis. The variable X is usually 
centered around the cutoff, in which case the intercept term estimates the value for the 
control group at the cutoff value. 
The basic ANCOVA model presented here assumes that the treatment effect is a 
constant additive term across the range of the post-test variable. However, additional 
terms can easily be added to this basic model such as covariates, and interactions between 
covariates and the treatment term (Cappelleri, 1991). As with any regression analysis, the 
addition of covariates will help increase the sensitivity of the model. The model can also 
be extended to address possible curvilinear relationships by including the appropriate 
higher-order terms. Since they are simply a form of regression, RD designs are subject to 
all statistical assumptions underlying the type of analysis used (e.g., OLS regression, 
logistic regression).  
2βˆ
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Theoretical basis of RD 
Despite the fact that a number of studies have shown that the RD design provides 
unbiased estimates of program effects, the design has not enjoyed much use in the social 
sciences. One possible reason for this is that, as Trochim points out, “at first glance the 
design doesn’t seem to make sense” (1990, p. 119). This section explains how the RD 
and the RCT are similar, how they are different, and how it is that the RD can produce 
unbiased estimates of the treatment effect. 
As discussed earlier, the power of a RCT lies in the fact that the process of 
randomization makes the treatment and control groups functionally equivalent on all 
measured and unmeasured variables. The result of this is there is no systematic 
relationship between group membership and other variables before the start of the 
intervention, so any differences between groups on the post-test can be ascribed to an 
effect of the program. But in RD the treatment and control groups are clearly not 
equivalent to start with since participants are divided into groups based on their scores on 
the assignment variable; in fact, since there is no overlap of scores between the treatment 
and control participants the two groups are maximally different. Given this, it seems 
reasonable that the RD design must suffer from massive problems of selection since the 
groups clearly have different characteristics before the intervention is administered. So 
how is it that the RD can yield unbiased estimates of the program effect when the control 
and treatment groups differ so much on the pre-test to begin with?   
Selection bias is known to create serious problems for quasi-experiments because 
it makes them prone to various threats of internal validity (for a comprehensive overview 
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see Cook & Campbell, 1979) . But consider for a moment what truly differentiates 
between quasi-experiments and RCT – the method of selection is known for RCT but not 
in a quasi-experiment. In quasi-experiments the variables which produced selection into 
either the treatment or control group may be only partially known, or completely 
unknown. It is this lack of knowledge about the processes of selection which makes it 
difficult for researchers to validly estimate treatment effects in quasi-experiments – 
selection bias which is not accounted for in the outcome model biases estimates of the 
treatment effect. However, as Shadish et al. (2002) point out, “if the selection process 
could be completely known and perfectly measured, then one could adjust for differences 
in selection to obtain an unbiased estimate of treatment effect” (p. 224). The problem in 
quasi-experiments is not that of selection bias itself, but that the method of selection is 
unknown and therefore cannot be adequately measured and included in the outcome 
model.  
In contrast to this, with both the RCT and the RD the method of selection into 
groups can be fully modeled. In the RCT selection into groups is based solely on chance, 
while in the RD selection is based solely on the participant’s score on the pre-test. In both 
designs there is a known mechanism and probability for ending up in the treatment or 
control group, the implication of which is that in both designs selection can be fully 
accounted for in the outcome model. But in the RD it initially seems plausible that since 
only the assignment variable is included as a covariate, other variables associated with 
the selection variable will introduce bias into estimates of the treatment effect. In order to 
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understand why this is not in fact the case, consider for a moment the equation introduced 
earlier for assessing the treatment effect in RD:   
 
Biased estimates of treatment occur when variables which have a systematic 
relationship with group membership are omitted from the model of treatment effects.  In 
the RD there are two types of variables which may be related to group membership but 
which are not included in the model. The first of these are variables which are correlated 
with Y (outcome) but which are not correlated with X (the assignment variable). 
However, if a variable is not correlated with X then it is also not correlated with group 
membership and therefore does not present a problem because it has “no mechanism 
through which to influence the relevant regression coefficients” (Shadish et al., 2002, p. 
244). The second type of variable which could plausibly lead to bias is that which is 
correlated with both the outcome (Y) and the assignment variable (X). Such an omitted 
variable has two parts – that which is correlated with X and that which is not correlated 
with X. The part of the omitted variable which is not correlated with X cannot influence 
the effect of treatment (Mohr, 1995; Shadish et al., 2002) for the reasons mentioned 
above; this leaves only the part of the omitted variable which is correlated with the 
outcome (Y). However, the omitted variable can only influence Y through its influence 
on X. But in RD the coefficient for X has been included as a covariate in the regression 
equation, meaning that the treatment estimate represents the residual variance after the 
effects of assignment have already been removed. Removing the effect of X also removes 
the effect of any omitted variables which are correlated with X. As Berk and Rauma so 
iiii e+Χ+Ζ+=Υ 210 ˆˆˆ βββ
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succinctly put it, including the assignment variable as a covariate creates “a treatment 
dummy variable orthogonal to all potentially confounding exogenous influences” (1983, 
p. 22). In RD, the residual variation between outcome and group membership is 
essentially null once the assignment variable has been partialled out because the 
relationship between the assignment variable and group membership is perfectly known – 
the result being that the influence of omitted variables is partialled out of the equation 
and therefore estimates of the treatment effect are unbiased.  
It should be noted that the RD design is not a panacea that deals with all selection 
bias effects. For example, Shadish et al. (2002) point out that “all participants must 
belong to one population prior to being assigned to conditions” (p. 218). In essence, it 
must in theory have been possible for all participants to receive either the treatment or 
control conditions. Thus, the RD could not be set up by assigning people from one 
location to the control group using the cutoff and people from another location to the 
treatment group using the cutoff because location is completely confounded with the 
treatment they received. Since the mechanism for selection into a given site is unknown, 
this is a source of bias that is not controlled within the RD analysis. This is also the 
reason that the post-hoc elimination of cases cannot be used to create an RD design. It is 
essential that the method of selection into groups be known at the time that the groups are 
formed or selection bias is not fully controlled. Because the mechanisms which may be 
responsible for the initial assignment of participants are unknown, removal of these 
individuals may introduce uncontrolled bias into the estimates.   
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Two major issues with RD 
The discussion thus far has focused on the benefits and usefulness of the RD. 
However, because the RD relies heavily on extrapolation of the regression lines in order 
to estimate the counterfactual, there are two significant issues which must be considered 
in its application. These two issues – the functional form of the relationship between 
assignment and outcome, and misassignment of cases relative to the cutoff – are 
discussed in turn below.   
Functional Form 
A major issue in RD is that of appropriately modeling the functional form of the 
relationship between the assignment and outcome variables.10 Although appropriately 
modeling the functional form of the relationship between pre-test and post-test is always 
important, it is particularly critical in RD, since a misspecification of functional form can 
create a spurious discontinuity at the cutoff point and lead to the inference that there is an 
effect of the program when in reality there is not. Shadish et al. (2002) note that “if the 
functional form is misspecified in the analysis, treatment effects will be estimated with 
bias” (p. 218). 
The question of functional form is particularly relevant in RD studies because this 
design relies on extrapolation of the regression lines. In the RD design the regression 
lines for both the treatment and control groups are only estimated on one side of the 
cutoff and are then extrapolated into the other region to represent the counterfactual. In a 
RCT study the participants in both the control and treatment groups are spread across the 
                                                 
10 See for example Marsh (1998) and Shadish et al. (2002). 
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entire continuum of the pretreatment variable. Because this allows regression lines for 
both groups to be estimated across this complete range without requiring any 
extrapolation, functional form considerations are not as acute in RCT studies as they are 
in RD. Campbell (1984) argues that this is one of the major limitations of RD, noting that 
"since regression-discontinuity analysis, more than other uses of curve fitting, depends 
upon extrapolation, this is at least a significant conceptual weakness" (p. 25). Consider, 
for example, if the true functional form is curvilinear and a linear regression model is 
used. This can create a spurious discontinuity at the cutoff point because the extrapolation 
was incorrect (see Figure 3 below).  
Figure 3. Spurious discontinuity caused by misspecification of functional form 
 
Judd and Kenny (1981) provide a powerful demonstration of this issue through a 
simple simulation of a perfect quadratic relationship which, when fit with a linear 
regression line, results in a spurious discontinuity at the cutoff point. 
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Nonlinearity in functional form generally stems from two main sources, 1) the 
true relationship between the pre- and post-tests, or 2) the presence of an interaction 
(Shadish et al., 2002). With regards to the first point, when a linear relationship is 
assumed between the pre- and post-tests and the regression only includes a linear term, 
then parameter estimates will be biased to the extent that the linear relationship does not 
capture the true relationship between the variables. In terms of the second point, a 
nonlinear relationship may be the result of a failure to model interactions between the 
assignment and treatment variables. In this case, estimates of the treatment effect will be 
biased if the interaction is not accounted for by adding the appropriate term to the 
regression equation.   
Several authors suggest ways of dealing with modeling functional form in RD. 
Trochim’s (1984) rule of thumb is to include two terms higher than any suspected 
curvilinearity in the relationship (based on previous data or visual inspection). So, for 
example, in cases where a linear relationship was expected both cubic and quadratic 
terms (along with their interactions) should be included in the regression model. The 
model can then be refined by examining the highest order term and its interaction and 
eliminating those which are not significant. Shadish et al. (2002) agree that it is advisable 
to overfit the model in order to account for the presence of interactions or nonlinearity, 
though the major drawback to this approach is that it decreases power by using up 
degrees of freedom (see Cappelleri & Trochim, 1992).  
Despite the legitimate concerns over correctly modeling functional form in RD, 
Trochim (1984) points out that “higher-order models will ultimately fit the data well, but 
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will often yield functions that are clearly absurd in any substantive sense. Typically, 
models higher than second or third-order will not be theoretically justifiable in most 
social science arenas” (p. 132). He goes on to suggest that evidence of higher order 
models may actually point to problems with the data, such as outliers, which are causing 
distortions. Mohr (1995) also notes that in many cases the form which would be 
necessary for an underlying curve to create a spurious treatment effect in RD would be so 
“convoluted and causally far-fetched” (p. 153) given the nature of the variables included 
in the study, that it would not be seriously considered in most situations and could 
therefore usually be ruled out as a threat to internal validity.  
Assignment to groups  
The RD’s ability to completely control for selection bias is predicated on the fact 
that it can account for the selection mechanism because the method of assignment is 
perfectly “known and measured” (Berk & Rauma, 1983, p. 22). Because this feature of 
RD is what allows it to produce unbiased estimates it is critical that assignment into 
groups is based solely on the assignment variable and that all eligible persons who score 
on one side of the cutoff are placed into the treatment group and all those scoring on the 
other side of the cutoff are placed into the control group.11 A RD in which placement into 
groups occurs strictly in accordance with the cutoff is referred to as a ‘sharp’ RD. 
Given the necessity of strict adherence to the cutoff, the RD can be degraded 
when participants are misassigned to their groups – that is – when they end up in a group 
that does not correspond to their assignment score. RD designs in which there is 
                                                 
11 Battistin and Rettore (2008) discuss how to deal with a situation where only some eligibles elect to 
receive treatment. 
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misassignment of participants are referred to as ‘fuzzy’ regression discontinuities. 
Fuzziness refers to the fact that the mechanism for selection in these circumstances is no 
longer fully known because the assignment variable does not perfectly predict group 
membership. The difference between a fuzzy and sharp discontinuity can be clearly 
illustrated by considering the probability of assignment to groups in each of these cases. 
One of the essential characteristics of the RD design is that “the probability of receiving 
treatment changes discontinuously as a function of one or more underlying variables” 
(Hahn et al., 2001, p. 201). In a sharp RD the probability of assignment changes sharply 
at the cutoff so that the probability of being in the treatment group is 1 if the assignment 
score is below the cutoff and 0 if it is above. In contrast, fuzzy discontinuities can be 
represented by a function around the cutoff which represents the probability of being 
assigned to the treatment or comparison group where the change in probability is much 
more gradual than that of the sharp RD (see Figure 4 below). The fuzzy RD may take on 
many probability functions depending on how participants are distributed between groups 
– only one possible function is represented here.  
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Figure 4. Probability of assignment in fuzzy vs. sharp RD 
 
 
Fuzziness resulting from misclassification may occur for a number of reasons. In 
some cases, program administrators may make decisions to override placement based on 
the assignment variable. For example, Jacob and Lefgren (2004) found that although 
students were supposed to attend summer school based on their 8th grade standardized 
test scores, 3% of students received waivers and did not have to attend summer school 
and an additional 14% received waivers from being retained even though they scored 
below the cutoff in August. This proved particularly problematic in this study because 
students who received waivers were found to be different from students who did not 
receive waivers along observable dimensions, raising the possibility that they were also 
different on unobservable characteristics. Similarly, in Berk and de Leeuw’s (1999) study 
on the effect of security level on inmate misconduct they found that classification was 
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sometimes overridden by administrators based on factors such as type of crime (e.g., sex 
offender) and the availability of beds in various institutions. 
There are also cases in which RD is potentially subject to the problem of 
participants self-selecting around the cutoff if they have both the ability and the incentive 
to modify their score on the assignment variable. In a study of the effect of class size on 
student achievement, McEwan and Urquiola (2005) provide an example of what they 
refer to as “economic behavior” in that schools appeared to be exercising deliberate 
control over their enrollment numbers in order to influence class sizes. This type of 
fuzziness may not always be a plausible concern, particularly in situations where 
participants are not aware of the cutoff value or are not able to easily manipulate their 
scores on the assignment variable. 
Fuzzy regression discontinuities 
Although the RD can provide unbiased estimates of the treatment effect, it is 
necessary that the cutoff be strictly adhered to. This goes back to the idea of a ‘tie-
breaking experiment’. Lee (2008) notes that "the credibility of [RD] impact estimates 
depends on whether or not the mean outcome for individuals marginally below the 
threshold identifies the true counterfactual for those marginally above the threshold" (p. 
677). Fuzziness creates a potential threat to the credibility of the counterfactual because 
cases are in the ‘wrong’ place relative to where they should have been given their score 
on the assignment variable. Although degradation of the program and control groups 
because of attribution, misassignment, crossovers, etc. can also occur in RCT designs, in 
the RD design the problem is potentially more serious because the RD’s ability to 
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produce unbiased estimates is predicated on perfect compliance with the assignment rule. 
Misassignment results in a method of selection which is no longer perfectly known and 
which therefore cannot be adequately accounted for by the inclusion of the assignment 
variable in analysis, leading to biased results. To the extent that the mechanism for 
assignment is not perfectly known, estimates from the RD will be biased and the RD 
design will begin to degrade towards a non-equivalent groups design (NEGD). The key 
factor here is that when a third variable (X2) causes misallocation of cases, treatment is 
no longer perfectly predicted by the assignment variable; there is now part of the omitted 
variable (X2) which is correlated with treatment and which is not captured by the 
assignment variable.  
Beyond the conceptual understanding of how a lack of perfect compliance can 
result in biased estimation, consider an example where participants right around the 
cutoff are more likely to score high on the outcome variable if they are highly motivated. 
Now consider if these highly motivated individuals are also the ones most likely to be 
misassigned into the intervention group because they seek out the administrators and 
advocate for their inclusion into the program. Because individuals misassigned into the 
treatment group are also those who score high on the outcome variable, the regression 
line for the treatment group will be biased towards these scores. This may cause a 
spurious discontinuity when there is in fact no program effect.   
Checking for fuzziness 
There are several ways to assess whether fuzziness may be a problem. First, there 
is the simple measure of the proportion of cases which were not placed into groups based 
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on the assignment variable. This is essentially an analysis of the intent-to-treat (based on 
the assignment variable) compared to the actual treatment received. If there is very little 
misallocation of data then some authors suggest that it may be reasonable to conclude 
that fuzziness will not unduly bias estimates (e.g., Shadish et al., 2002; Judd and Kenny, 
1981). Second, there are a number of methods available to explore whether any deliberate 
sorting has gone on around the cutoff point. The “fundamental assumption behind 
regression discontinuity techniques is that unobserved characteristics vary continuously 
(around the point of the cutoff) with the observable characteristic used to determine 
treatment” (Jacob & Lefgren, 2004, pp. 230-231), and is related to the idea that around 
the cutoff exists a localized experiment between participants just below the cutoff and 
those just above. Lee (2008) suggests that since covariates in RD should have a smooth 
function and should not have observable breaks at the cutoff point then by assessing the 
distribution of the covariates researchers can assess whether it is reasonable to assume 
that there is no deliberate sorting around the cutoff and that individuals are similar on 
both sides of the cutoff.    
Such a technique was used by McEwan and Urquiola (2005) in their study of the 
effects of class size on student achievement in which they assessed the continuity of 
covariates around the cutoff point and found evidence that schools were exerting 
deliberate control over their enrollment numbers. There were significant spikes in the 
number of schools with enrollments just below the cutoff point at which another teacher 
would have to be added, suggesting that schools were deliberately limiting their 
enrollment numbers so as not to have to hire an additional teacher. Even more troubling, 
45 
 
the results showed that reductions in class size which occurred just after a cutoff point 
were associated with declines in SES status among students in public schools, and 
increases in SES status among students in private schools. The differences between 
public and private schools suggested that it was plausible that different selection 
mechanisms were at work at these two types of schools. The authors note that such 
precise sorting will invalidate the estimates from an RD; their study provides cautionary 
information about how such behavior by participants can undermine the validity of the 
RD design and the importance of engaging in these kinds of “specification checks…to 
bolster the credibility of the [RD]” (McEwan & Urquiola, 2005, p. 20).  
Dealing with fuzziness 
There is very little empirical evidence about the effects of fuzziness on RD 
estimates. In an early discussion of RD, Judd and Kenny (1981) suggested that if there 
was 5% or less misclassified data then it may be possible to delete the misassigned cases 
and obtain very similar results in the analysis. Later authors cite Judd and Kenny’s 5% 
rule for assessing when there is ‘too much’ fuzziness (e.g., Shadish et al., 2002). But Judd 
and Kenny’s 5% rule appears to be simply an arbitrary rule of thumb rather than a 
substantive choice of parameter as evidenced by their original text:  
"if the percentage of misclassifications is small (say, less than 
5%), one might exclude the misclassified cases and proceed as if 
the design were a regression discontinuity design" (Judd & 
Kenny, 1981, p. 94). 
There does not appear to be any empirical data which shows whether 5% fuzzy 
data causes substantial bias or not. In a similar vein, Shadish et al. (2002) have suggested 
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that fuzzy data may not be too much of a problem if it is confined to a small region of the 
assignment variable range, in particular because the misassigned data could then 
potentially be deleted and the rest of the data used to model the regression lines without 
adversely impacting program estimates. However, Mohr (1995) notes that deleting 
misallocated data may actually cause additional problems - “it is quite possible…that 
leaving a gap of this nature would also leave some ambiguity about the slopes of the 
regression curves above and below the true cutpoint and thereby undermine confidence in 
the analysis” (p. 146). 
Shadish et al. (2002) note that “a fuzzy cutoff RD design may produce better 
estimates than many other quasi-experiments if the fuzziness is not too great” (p. 229). 
However, there is a lack of empirical data about how estimates may be impacted by the 
amount of fuzzy data or the region in which the fuzzy data occurs. The question then 
remains, how much fuzziness is too much? Most studies which have been conducted 
using the RD design have not had much fuzziness and therefore it is difficult to know 
how fuzzy data may impact estimates (see Table 1 below).  
Table 1. Amount of fuzziness in published articles 
Study Content area Amount of fuzziness 
Berk and Rauma (1983) Crime/Justice system 0% 
Berk and deLeeuw (1999) Crime/Justice system 8%-10% 
Braden and Bryan (1990) Education <1% 
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Study Content area Amount of fuzziness 
Buddlemeyer and Skoufias 
(2003) 
Government assistance 
program 
In 6 of the 7 regions fuzziness 
<1%; one region was 25% 
Cahan, Linchevski, Ygra, & 
Danzinger, (1996) Education 0-23%, median of 18% 
Chen and Shapiro (2005) Crime/Justice system Some but unclear 
Deluse (1999) Divorce education 0% 
Jacob and Lefgren (2004) Education 
3% of students below the cutoff 
in June received waivers 
14% of students below cutoff in 
August received waivers 
Additional small percentage 
passed August exams but 
retained because of attendance or 
course failure 
It is not particularly surprising that the amount of fuzziness in published RD 
studies tends to be relatively low. Given the many warnings in the RD literature about the 
importance of strict assignment to groups it is quite possible that researchers who have 
large amounts of misassignment do not use a RD strategy and therefore such examples 
are missing from the literature.  
Despite the major concern in the RD literature about the potential effects of 
fuzziness on RD estimates, very little research has focused on quantifying or 
understanding the effects of fuzziness. A recent renewed interest in fuzzy RD has been 
concentrated in the field of economics with a focus on how to model selection bias using 
approaches such as instrumental variables analysis (see for example Angrist & Lavy, 
1999). However, the goal of this work is to determine how best to model selection bias in 
RD designs and remove it from RD estimates. The more fundamental issue of quantifying 
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the extent to which fuzziness biases estimates in RD does not appear to have been 
addressed.    
Explorations of the effects of fuzziness 
One study which has directly assessed the bias caused by fuzziness was conducted 
by Trochim (1984) who compared several methods of modeling fuzziness on simulated 
data. He assessed five different types of assignment models and five different methods of 
analysis. In this study, Trochim constructed assignment rules which were a combination 
of true score, pre-test error, and assignment error; the error terms were constructed to 
have either a high or low error variance while the true score always had the same 
variance. There were five models of assignment based on: pre-test plus random 
misassignment, true score only, true score plus random misassignment, combination of 
true score and pre-test, assignment by intervals within the true score distribution. Five 
models of analysis were tested to determine the extent to which bias was manifest in each 
of the assignment models. The first analysis included a simple estimate based only on 
treatment as received. The other four analyses added covariates representing the 
probability of assignment which were designed to correct bias resulting from fuzziness. 
The covariates included a moving average, the probability of assignment calculated 
within a given interval, and weighted versions of these two variables. The design of the 
simulation included fully crossed analyses of the five assignment rules and the five types 
of analyses, with both low and high levels of error variance. 
This set of simulations led Trochim to draw several conclusions about fuzzy RD. 
First, he found that when misassignment is random the analyses based on treatment 
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received are not biased. This is perfectly reasonable given that random misassignment 
approximates a RCT because assignment to groups is unrelated to outcome, which should 
not bias estimates. This study also showed that an analysis using a weighted moving 
average approach provided the least biased estimates of the methods tested (though 
estimates were still biased), and that estimates were less biased when error variances of 
the misassignment variable were low. Though this relates to how non-random 
misassignment can be removed from estimates, Trochim did not actually report how 
much fuzziness was introduced into these models so it was unclear how effective this 
method was relative to the amount of fuzziness present.  
In order to further test his findings, Trochim created two fuzzy datasets based on 
real reading data from a Title I compensatory reading program. In the first dataset a 
subscale of the pre-test composite score was used as the assignment variable because it 
was imperfectly correlated with the assignment variable and therefore created a fuzzy 
relationship assignment and program variables. In the second set of fuzzy data additional 
participants were added from a group of schools which were ineligible to receive Title I 
services but whose students had pre-test scores overlapping with those in the sharp RD 
dataset. In both cases of this fuzzy data the weighted moving average approach for 
fuzziness provided similar estimates to the sharp regression discontinuity. Although this 
study was a significant contribution to understanding the biasing effects of fuzziness on 
estimates of impact there were a number of questions which this study left unanswered. 
Of major importance was that Trochim did not quantify the extent of fuzziness in his 
study so it was not clear how many cases were actually misassigned, making it difficult to 
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judge how substantial the level of fuzziness actually was. In addition, there was no 
quantification of the model of fuzziness – that is, the relationship between which cases 
were misassigned and the outcome variable – which meant that the degree of bias 
introduced by the misassignment was unknown, making it difficult to determine how the 
bias in estimates was related to bias in misassignment. These omissions mean that this 
study did not address crucial issues of how the nature of the amount of fuzzy data and the 
amount of bias introduced might have impacted findings, and in particular did not deal 
with whether changes to these parameters would impact findings in a different way.  
In a second study which was related to fuzziness, Berk and de Leeuw (1999) 
conducted simulations of the impact of misclassifications in their study of the effect of 
the security level at which inmates were classified. Their goal was not directly to assess 
fuzziness, but rather to conduct sensitivity analyses to understand what impact 
misclassification could have on their estimates. Using their actual data as the basis of the 
simulation, Berk and de Leeuw created data where the probability of reassignment to 
either the control or the experimental group was less than one (i.e., 0.90, 0.85, 0.80). 
They specifically note that they did not use a conditional probability of assignment (i.e., 
so that those closer to the cutoff were more likely to be misassigned). The program effect 
was found to disappear for the level of classification when about 20% of each group was 
misclassified into the other. In contrast, on the outcome metric assessing the relationship 
between classification score and misconduct, the effect remained large even with this 
high level of misassignment. Berk and de Leeuw concluded that this relationship was 
robust to errors of assignment. Although this study was helpful for thinking about the 
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robustness of the obtained estimates, it is difficult to assess the extent to which bias might 
be present under different levels of misassignment because the true program effect is not 
known in this case.  
Fuzziness: Major parameters of interest 
Given that fuzziness may pose a substantial threat to the integrity of the RD, it is 
important that researchers understand the ways in which fuzziness impacts estimates of 
the program effect. There are three parameters of fuzziness which are potentially of 
significant substantive interest with regards to how they influence parameter estimates. 
These parameters are: a) the region in which fuzziness occurs, b) the percent of data 
misassigned, and c) the model which accounts for the fuzziness. These three parameters 
are briefly recapped below. 
Region of fuzziness. The size of the region in which fuzziness occurs may impact 
the extent to which RD estimates will be biased. If fuzziness occurs within a narrow 
interval this may not adversely affect estimates because the rest of the data may 
compensate and allow accurate estimation of the regression line, regardless of what 
percent of data is fuzzy within the region. However, when fuzziness extends across a 
larger region estimates may be biased to a greater extent because the bias has the 
potential to affect regression lines across a larger range.  
Percent of fuzzy data. Assuming that misassignment is not random, as the amount 
of fuzziness increases the RD should degrade towards a non-equivalent groups design. Of 
particular interest is the extent to which RD estimates become biased as the amount of 
fuzzy data increases; in theory, greater amount of fuzzy data would lead to greater bias. 
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However, there are also interesting questions about how the distribution of the fuzzy data 
will impact bias. For example, if the region is small but a large percentage of the cases 
within it are fuzzy how will the regression line be impacted? In a similar vein, there is the 
question of whether a fixed number of cases will cause more bias if they are concentrated 
in a small area or spread across a larger area.   
Model of selection. The way in which fuzziness is related to the outcome variable 
is also an important consideration. If fuzziness is totally random with respect to group 
membership then it is also random with respect to the outcome variable, meaning that the 
design actually becomes more similar to a RCT and no bias should result (Trochim, 
1984). However, if misassignment is systematically related to a variable which is also 
related to the outcome then this will introduce uncontrolled selection factors which will 
not be fully accounted for by the assignment variable and which should lead to biased 
estimates. When the variable driving misassignment has a lower correlation with the 
outcome variable, the amount of selection bias will decrease which should also decrease 
the amount of bias in estimates of the program effect.   
Rationale – Identifying Contribution 
Although the RCT is a rigorous choice of design with regards to establishing 
causality between intervention and outcome, there are many reasons that a researcher 
might want to consider an alternative design. This is particularly relevant in social 
programs where political and ethical realities may not permit a RCT. But there are many 
instances where the receipt of programs is based on some quantifiable criteria, and the 
RD provides researchers with the opportunity to obtain unbiased estimates of the program 
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effect in these situations. However, one of the major problems encountered when using 
the RD is the importance of participants being assigned to groups solely on the basis of a 
cutoff score. Although it has been widely argued that misassignment relative to the cutoff 
score will result in biased estimates, to date the literature has not included quantifications 
of the extent of bias, making it difficult for researchers to judge whether the fuzziness in 
their data is ‘too much’ to warrant the use of the RD.  
The goal of this study is to examine the extent to which fuzziness creates bias in 
program estimates, with a particular focus on the effects of the three parameters 
previously discussed: the region of fuzziness, the percent of fuzzy data, and the model of 
fuzziness. Given the increasing importance of having methodologies other than the RCT 
as reasonable alternatives for rigorous research, it is important to understand the extent to 
which the RD degrades in the presence of fuzziness so that researchers can make 
informed decisions about the use of this potentially valuable design. By improving our 
understanding of the ways in which misassigned data biases parameter estimates, 
researchers are in a better position to understand how analyses can be structured in order 
to minimize bias. 
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CHAPTER III. METHODS 
Considerations for choice of research design 
This study used a hybrid simulation study to explore the effects of fuzziness on 
parameter estimates in RD, incorporating elements of a traditional simulation study with 
a real-world educational dataset from a large urban school district. The real dataset served 
as the foundation of the simulation, but since no actual program was enacted on the 
students this data represented the ‘null case’ (i.e., the program effect is zero). The 
parameters of fuzziness which were of interest were then simulated over the top of the 
real data.    
The choice of using a hybrid method involving both real and simulated data was 
made for several reasons. To begin with, a fully simulated dataset lacks much of the 
variability, nuance of relationships, and error which would be found in a real-world 
dataset. Although studies incorporating a fully simulated data set are very good for 
exploring statistical and methodological techniques, it is not always clear how robust the 
same techniques would be on a real-world dataset. Because one of the goals of this study 
was to be able to generalize results to an applied setting it was an important consideration 
for the study data to be as close as possible as that which could potentially be used in real 
applications of RD.  
A second important consideration was that the researcher be able to specify the 
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size of the program effect. The advantage of simulating the program effect over assessing 
an actual intervention is that the researcher perfectly knows and controls the size of the 
effect. This permits a comparison of the known value of the program effect with the 
parameter estimates from the simulation, thus allowing for a precise assessment of the 
extent to which parameter estimates may be biased. In an actual intervention the size of 
the program effect is unknown, and therefore bias in the estimates cannot be readily 
determined. Previous studies have used the results from a RCT as a measure of the ‘true’ 
effect and then compared this to the results which would have been obtained from a RD 
using the same data (e.g., Trochim and Cappelleri, 1995), but the current study takes the 
approach of using a real dataset where the program effect is known to be zero. Overall, 
the method of combining real data with a simulated program effect was utilized because 
it leverages the best of both situations – a nuanced real-world dataset with a perfectly 
known program effect. 
Multi-level modeling as an analytic approach  
The analytic approach taken in this study is multi-level modeling (MLM). This 
approach was adopted because one of the key potential applications for RD is in the area 
of education where students are often assigned to treatment based on the results of some 
type of pre-measure (e.g., standardized test scores, GPA, unexcused absences, etc.). Such 
naturally occurring instances of discontinuities provide ideal situations for the use of RD. 
MLM was chosen because it is the most appropriate strategy for analyzing educational 
data which has a hierarchical structure. The nature of hierarchical data and the reasons for 
using MLM under such conditions are discussed briefly below.  
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 In educational research students are often clustered within classrooms, which are 
clustered within schools, which are clustered within districts, etc. There are variables 
which describe each level of the hierarchy. For example, students nested within schools 
can be described using two sets of variables. Student-level variables describe the 
characteristics of individual students and include factors such as grade point average, 
standardized test score, number of school days missed, eligibility for free/reduced lunch, 
and demographic variables (e.g., ethnicity, sex). In addition, there are also a set of 
variables which describe the school a given student attends, including mean grade point 
average, average standardized test score, truancy rate, mobility rate, and demographic 
variables for the student body (e.g., percent of minority students, percent of low income 
students). Any student-level outcome can potentially be explained by a set of variables 
that represent the effects of both levels – those which relate to the student and those 
which relate to the school they attend. In the past, the analysis of hierarchical data and 
questions addressing relationships between variables at different levels were difficult to 
analyze. In order to explore questions of how variables at one level impact variables at 
another level it is necessary to include information from both levels (e.g., school and 
student-level data) in the same analysis, but traditional statistical methods have not been 
capable of adequately capturing hierarchical data structures. Major advances in the last 
20 years have made such analyses possible through MLM.     
MLM offers several important advantages over traditional statistical analyses. 
One of the most important aspects of MLM is that it allows researchers to explore the 
effects that a variable has on the relationships between variables at another level. Without 
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using MLM researchers are unable to adequately assess relationships which occur across 
levels, a problem which Raudenbush and Bryk (2002) argue leads to an “impoverished 
conceptualization” (p. 5) of these relationships. As Lee and Bryk (1989) point out, 
"simply adding school variables to a student or school-level linear model implies that the 
school variables influence mean differences across schools, not that they differentiate 
effects within the schools" (p. 190). Traditional statistical analyses also assume 
homogeneity of regression, that is, that the relationship between two variables is the same 
across all levels of another variable. However, there are many circumstances where this is 
not the case, and where in fact the heterogeneity of variance is of substantive interest 
rather than merely being a nuisance (Snijders & Bosker, 1999). MLM allows researchers 
to model heterogeneity of variance across levels and treat it as an interesting source of 
variance to be explained by other predictors.  
In addition to the conceptual complexity which can be addressed using MLM, the 
technique also addresses several statistical issues of how to appropriately analyze data 
which is clustered within units, a property which makes MLM particularly applicable to 
the current study. Previously, the two main methods of analysis used with hierarchical 
data were aggregation and disaggregation. Aggregation involves taking all the individual-
level data and aggregating it to provide values of group-level variables; this data is then 
analyzed at this higher level. The major problems with this approach are that not only 
does it result in reduced power because of the smaller number of high-level units, but it 
also leads to a considerable loss of information contained in the individual-level data. 
Importantly, although this method is appropriate for looking at relationships between the 
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higher-level units, the relationships identified between variables at the higher-level 
cannot be assumed to behave similarly at the individual-level, a phenomenon referred to 
as the ecological fallacy (Snijders & Bosker, 1999). The other technique which has 
traditionally been used in the analysis of hierarchical data is disaggregation, which 
involves assigning group-level characteristics to each of the individual-level data points 
within that group. However, this has the effect of artificially increasing sample size 
because the higher-level effects are in essence ‘exploded’ across the lower-level units 
(Hox, 1995), thus increasing the possibility of a Type I error.  
Of key importance in this study is the issue of misestimated standard errors. 
Traditional regression analyses assume that errors of prediction are not correlated, but in 
hierarchical situations individuals nested within units tend to be subject to some of the 
same contextual factors and therefore will often have correlated error terms. This results 
in an intraclass correlation which is greater than zero and which will lead to an 
underestimation of standard error terms in traditional regression analyses. MLM takes 
into account this dependence between observations and therefore is not bound by the 
assumption of independence like traditional regression strategies. Because intraclass 
correlation is a common issue in educational research this study uses MLM models to 
ensure that standard errors are appropriately estimated.  
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Data 
This study used data from the Illinois Standards Achievement Test (ISAT) which 
is a standardized test administered to all CPS students in grades 3-8 on a yearly basis.12 It 
is aligned to Illinois educational standards and provides a measure of student 
achievement with reference to these standards. The data used in this project were 
obtained from the Chicago Public Schools (CPS) where student-level data is available to 
researchers through the Office of Research, Evaluation, and Accountability. The data 
used for this study came from a pre-existing database of student test scores which are 
maintained as part of students’ normal educational records. The two timepoints used were 
students’ 6th grade scores in the spring of 2007 and the 7th grade scores for those same 
students in the spring of 2008.  
This particular dataset was chosen for several reasons. First, the ISAT is used in 
CPS to place students into particular programs and to choose them for specific 
interventions (e.g., summer school, grade level promotion, tiered reading programs). It 
therefore represents a pre-test which is actually used in practice to determine student 
placement into programs, making it particularly appropriate for use in this study. Second, 
the ISAT represents an assessment which is used by CPS for evaluating the effectiveness 
of its programs and therefore is exactly the type of outcome which would be used as part 
of a RD analysis. Third, in a RD study the pre-test should occur at a time that makes 
sense theoretically for that variable to be used as an assignment variable to place students 
into the program or not in the following school year. Because the ISAT is administered at 
                                                 
12 Yearly administration in these grades began in the 2005-2006 school year as part of No Child Left 
Behind (NCLB) legislation. 
60 
 
the end of the school year it can be used to assign students to programs in the following 
school year, which makes it particularly appropriate as an assignment variable for a RD 
study. Fourth, from a technical standpoint, almost all 6th and 7th grade students take the 
ISAT and approximately 26,000 students have ISAT scores in both these grades, which 
provided a considerable amount of power for this study. Although this is a very large 
dataset and most educational studies will not have nearly this many participants, it was 
felt that for the purposes of this simulation it would make sense to maximize the power of 
the design. Lastly, an elementary school test was chosen because CPS has over 470 
elementary schools, which provided considerable power at level-2 for a multi-level 
analysis. Taken as a whole, the ISAT provided an excellent replica of a real-world 
scenario because it met all the requirements of the RD, and represented a measure which 
is commonly used in an educational context both to assign students to programs and to 
assess their outcomes.      
 Procedures 
Original dataset overview 
The original dataset represented students who were in 6th grade in 2007 and 7th 
grade in 2008, who had data on both the math and reading portions of the ISAT in both 
years. This resulted in a total of 26,430 students. These students represented 474 unique 
schools as identified by their CPS unit number. From this initial dataset some schools 
were excluded if the unit number indicated that they were not actually physical schools 
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but rather programs,13 or if they had less than 10 students (since this made it difficult to 
reliably estimate a regression line within that school). This resulted in the exclusion of 10 
unit numbers for a remaining total of 464 schools and 26,365 students; the number of 
students per school ranged between 10 and 355. 
Assignment and outcome variables 
The assignment variable (MATHSS_1) was constructed by adding together a 
student’s 6th grade scores on the math and reading portions of the 2007 ISAT to create a 
composite score. The outcome variable (MATHSS_2) was constructed in the same way 
using students’ 7th grade scores on the 2008 ISAT. The math and reading variables were 
combined into composites in order to improve their distributional properties for the 
purposes of a simulation. Descriptive statistics for the assignment (MATHSS_1) and 
outcome (MATHSS_2) variables can be seen in Table 2.   
Table 2. Descriptives of assignment and outcome variables  
 N M SD Min Max 
MATHSS_1 26,365 467.13 48.13 297 723 
MATHSS_2 26,365 487.61 51.50 341 761 
 
Regression discontinuity parameters 
Selection of the cutoff 
The cutoff value was set at the mean of the assignment variable (MATHSS_1) 
because this provides the greatest amount of power (Shadish et al., 2002). No actual 
                                                 
13 Schools with unit numbers less than 1000 represent special programs, not actual school facilities, and 
were thus excluded from analysis. 
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program was associated with this cutoff value. All cases below the cutoff point were 
assigned to the program group (Z=1) and all cases above the cutoff were assigned to the 
control group (Z=0). This method of assignment represented a sharp RD design where all 
cases were classified into program groups using only their score on MATHSS_1. The 
descriptives for the two program groups are shown in Table 3.  
Table 3. Descriptives for program and control group 
 N Variable M SD Min Max 
Control 12,283 
MATHSS_1
MATHSS_2 
508.19 
526.72 
32.88
39.51 
468 
398 
723 
761 
Program 14,082 
MATHSS_1
MATHSS_2 
431.31 
453.50 
25.32
33.26 
297 
341 
467 
597 
  
Construction of experimental parameters 
Three parameters had been identified as those which were of most substantive 
interest with regards to their effects on fuzziness. These parameters were: a) the size of 
the region in which fuzzy data occurs, b), the percentage of fuzzy data, and c) the model 
which accounts for the fuzziness. How each parameter was constructed for this 
simulation is discussed below.  
Region of fuzziness. The region of fuzziness defines the range of scores on the 
assignment variable within which fuzzy data occurs. For this study the region of 
fuzziness was defined as beginning at the cutoff value and extending down into the 
program group. For most social programs it seems plausible that misclassification is 
likely to be highest near the cutoff with a lower probability of misclassification for scores 
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farther away from the cutoff. It is difficult to think of a circumstance in which individuals 
at the tails of the assignment score distribution would be the most likely to be 
misassigned, or a case where specific chunks of the assignment distribution away from 
the cutoff would have an increased likelihood of misassignment. The rate at which 
misclassification declines for individuals scoring further from the cutoff point or the 
range of the assignment variable across which misclassification generally occurs are 
empirical questions, but ones which have not been systematically reported in the RD 
literature and which are therefore difficult to assess with respect to their value or 
variability across contexts.  
Though there are many possible distributions of fuzziness this study took the 
approach of defining fuzziness as occurring solely between the cutoff and the lower 
boundary of the region of fuzziness. The region of fuzziness was measured in standard 
deviation units from the cutoff. For the sake of simplicity this study only modeled a 
region of fuzziness on one side of the cutoff, which meant that all misassigned data came 
from the program group and was reassigned into the control group. Fuzziness could have 
been modeled as occurring in both the program and control groups, but if fuzziness were 
modeled symmetrically on both sides of the cutoff then any measured bias would be 
expected to double.  
The width of the various regions of fuzziness were set so that the difference in the 
number of cases between each successive region was approximately the same (~1,000), 
because this avoided a confound between an increase in the size of the region and the 
increase in the number of cases. The exception to this was the region 0.05 standard 
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deviations from the cutoff, which was included because fuzziness which was restricted to 
a small region around the cutoff was of particular interest. Preliminary analyses showed 
that because some scores on MATHSS_2 were more likely for students to achieve than 
others there were small gaps in the distribution which made it impossible for the regions 
to be perfectly equal, but in general they adhered closely to the rule of approximately 
1,000 cases between regions. Descriptives for the fourteen regions of fuzziness used in 
this study are shown in Table 4.  
Table 4. Descriptives for the regions of fuzziness 
 MATHSS_1  MATHSS_2   
Region  M Max Min SD  M Max Min SD  N 
0.05 466.01 467 465 0.77  487.46 564 401 20.41  658
0.11 464.54 467 462 1.69  485.19 564 401 20.69  1,292
0.21 462.46 467 458 2.88  483.30 564 384 20.92  2,205
0.29 460.50 467 454 3.98  481.54 564 384 20.88  3,082
0.38 457.96 467 449 5.42  479.13 597 384 21.50  4,233
0.48 455.88 467 445 6.61  477.21 597 384 21.98  5,172
0.56 453.92 467 441 7.73  475.44 597 384 22.23  6,067
0.67 451.05 467 435 9.43  472.89 597 384 22.70  7,340
0.77 449.33 467 431 10.47  471.24 597 369 23.32  8,092
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 MATHSS_1  MATHSS_2   
Region  M Max Min SD  M Max Min SD  N 
0.88 446.82 467 425 12.06  468.76 597 369 24.17  9,157
1.02 444.39 467 419 13.69  466.57 597 365 25.00  10,123
1.18 441.74 467 411 15.60  464.04 597 365 26.04  11,108
1.37 438.93 467 402 17.77  461.19 597 365 27.61  12,070
1.64 435.72 467 389 20.55  457.90 597 347 29.86  13,033
 
Amount of fuzzy data. For this study, the percentage of misclassified data began 
at 2.5%, then 5%, 10%, then increased in intervals of 10% up to 50% misclassification. 
The percentage of misclassified data is calculated as a function of the total number of 
cases within a region of fuzziness. Therefore, for any given simulation the total number 
of cases which are misassigned is a function of the number of cases within a given region 
of fuzziness. As the size of the region increases, so will the number of cases selected for 
misassignment. For example, 50% fuzzy data in a very small region will represent a 
smaller number of misassigned cases than 50% fuzzy data in a larger region. This method 
of fuzziness addresses the question of how the ratio of fuzzy to non-fuzzy cases in a 
region affects the amount of bias in parameter estimates. However, this study was also 
interested in assessing how bias was affected by a certain number of cases as their 
distribution across the assignment variable changed (i.e., they became more concentrated 
or more spread out). This analysis conceptualized the fuzzy data as a percent of the total 
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cases rather than as a function of the region. When this type of fuzzy data was used it is 
clearly specified in the text. Given that the cases selected for misassignment always come 
from the program group the number of cases in the program and control groups will 
differ to a magnitude that represents any initial differences plus the number of fuzzy 
cases.      
Misassignment variables. In addition to the outcome variable, two other variables 
were created to serve as the bases of the selection model for misassignment. These 
variables are referred to throughout this study as the ‘misassignment variables’. The 
variables were designed to correlate to different extents with the outcome variable; they 
represent a scenario in which the variable which determines misassignment is only 
partially correlated with the outcome. In effect, as the correlation between the outcome 
variable and the variable used to determine fuzziness decreases the selection bias 
decreases as well. The variable SBVAR50 was designed to correlate with the outcome 
variable at R=0.50, and the variable SBVAR75 was designed to correlate with the 
outcome variable at R=0.75. In order to create these variables the outcome variable 
(MATHSS_2) was standardized to have a mean of 0 and a standard deviation of 1, and 
the following equations were used to generate the misassignment variables. The error 
term was randomly generated based on a normal distribution. 
SBVAR50 = zMATHSS_2*.59 + error 
SBVAR75 = zMATHSS_2*1.14 + error 
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Once they were generated the misassignment variables were scaled so that they 
had a mean of 260 and a standard deviation of 25. Checks on the correlations between the 
misassignment variables showed that they had the expected correlations with the outcome 
variable (see Table 5).  
Table 5. Correlations between misassignment, assignment, and outcome variables. 
 SBVAR50 SBVAR75 MATHSS_2 MATHSS_1 
SBVAR50 1.00 0.95 0.51 0.45 
SBVAR75  1.00 0.75 0.67 
 
Summary of simulation parameters  
This study included a fully crossed design of the three parameters described 
above. A summary of the values used are provided in Table 6 below – there were a total 
of fourteen values for the regions of fuzziness, seven values for the percent of fuzzy data, 
and three misassignment variables.  
Table 6. Summary of values used for three simulation parameters 
Region of 
fuzziness 
Percent of 
fuzzy data 
Misassignment 
variable 
0.05 2.5% MATHSS_2 
0.11 5.0% SBVAR75 
0.21 10% SBVAR50 
0.29 20%  
0.38 30%  
0.48 40%  
0.56 50%  
0.67   
0.77   
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Region of 
fuzziness 
Percent of 
fuzzy data 
Misassignment 
variable 
0.88   
1.02   
1.18   
1.37   
1.64   
 
Model of selection: Random misassignment 
To create baseline estimates a set of simulations was run which used the specified 
combinations of the three main parameters but which used a random sampling procedure 
to create fuzzy data. For these baseline simulations a simple random sample was taken 
from within the region of fuzziness. The probability of selection was set equal to the 
percent of fuzzy data so that each case within the region of fuzziness had an equal 
probability of being selected.   
Model of selection: Biased misassignment 
For most simulations biased sampling was desired. For these simulations a biased 
sampling procedure was created so that within a given region of fuzziness cases were 
more likely to be selected for misassignment if they had a higher value on the outcome 
variable (MATHSS_2). This mimicked a non-random model of selection because it 
increased the value on the outcome for the selected cases relative to the region from 
which they were drawn. The specifics of the sampling procedure used are detailed below.  
For all simulations the cases within a region of fuzziness were stratified into three 
relatively equal groups based on the studentized residuals of a regression of MATHSS_1 
69 
 
onto MATHSS_2.14 Using the residuals as the basis of selection helped ensure that all 
regions of fuzziness had an equal magnitude of selection bias.15 Based on the required 
number of fuzzy cases a sampling probability was determined for each of the three strata. 
The probability of selection was designed to decrease in a linear fashion across the three 
groups as the value on the outcome variable declined, resulting in a step-like probability 
function of selection. Within any of the strata the probability of selection could be 
determined by:16 
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Where: 
j = 1, …, k   the index for the k strata 
p1  sampling probability for the first stratum (j = 1) 
pk  sampling probability for the last stratum (k = 1) 
nj the number of observations in the jth stratum 
N   total number of observations in the strata 
Ns  number of observations to be sampled  
To use this equation to determine the probability of selection it is necessary to 
first define the value of p1, which was defined as the result of:   
p1 = .20 * % of fuzzy data 
                                                 
14 Slightly unequal numbers of cases within the groups resulted from the distribution of cases relative to the 
misassignment variable.  
15 Sampling based on MATHSS_2 leads to an increase in selection bias as the region of fuzziness gets 
larger. 
16 Thanks to Dr. Peter Steiner, a visiting scholar with the Institute for Policy Research at Northwestern 
University, for providing this equation. 
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The region p1 represented the lowest probability of selection. Given that the total 
number of cases sampled was a known quantity (based on the number of cases in the 
region of fuzziness and the percent of fuzzy data required), the values of pk and the 
change in probability between each region could be determined once the value of p1 had 
been set. Once the sampling percentages were determined a stratified random sample was 
drawn from the three groups.17  
The method used here to introduce unequal probabilities of selection based on the 
outcome variable is obviously only one potential method which could have been used, 
and the choice of 0.20 to determine differences in the sampling probabilities between 
strata was relatively arbitrary.18 For simulations in which one of the misassignment 
variables was the determinant of fuzzy data the same biased sampling procedure was 
employed but the misassignment variable (i.e., SBVAR75 or SBVAR50) was used in 
place of MATHSS_2.  
Sampling took place independently for each replication of the simulation, so that 
a different sample was drawn for each of the 100 replications for each set of parameters. 
The average difference between the sample and the region on the outcome variable is 
shown in Table 7. Even though the method of selection was based on the residuals in 
order to minimize differences in bias between the regions, there is a slight increase in the 
magnitude of the bias as the size of the region increases. The reason for this is that for 
lower values of the assignment variable there is a tendency for there to be fewer cases 
                                                 
17 Comparison of models with 3 and 5 stratifying groups showed that results were very similar, suggesting 
that the model was relatively robust to changes in the number of groups used in the selection model.   
18 Note however that because of the nature of the equation used to determine the probability of selection, p1 
could not take on every value between 0 and 1 and still result in linear sampling probabilities for the three 
groups. 
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above the regression line. The result of this is that as the region widens it begins to 
capture more assignment variable scores where the mean of MATHSS_2 is slightly lower 
than would be predicted, so oversampling cases with the highest scores on the outcome 
variable leads to a slight increase in the bias. However, the difference in the bias between 
the smallest and largest region is only about 2 points and represents an effect size of 0.04, 
which is relatively negligible on the outcome variable scale which has a range of 420 
units.19 Such a small difference in the amount of bias being introduced should not create 
any serious problems of confounding between the size of the region and the amount of 
bias introduced by through the selection model.      
Table 7. Average difference on outcome measure between mean of selected cases and 
mean of region of fuzziness for the three misassignment variables 
 Misassignment Variable 
Region MATHSS_2 SBVAR75 SBVAR50 
0.05 10.29 3.74 2.00 
0.11 10.80 4.35 2.55 
0.21 10.95 4.69 2.87 
0.29 10.90 4.50 2.54 
0.38 11.01 4.63 2.58 
0.48 11.19 4.85 2.70 
0.56 11.09 4.87 2.76 
                                                 
19 A very similar degree of increase in bias across the regions occurred when the outcome variable was used 
as the basis for determining fuzziness.   
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 Misassignment Variable 
Region MATHSS_2 SBVAR75 SBVAR50 
0.67 11.09 4.57 2.53 
0.77 11.20 4.69 2.57 
0.88 11.31 4.78 2.65 
1.02 11.37 4.79 2.72 
1.18 11.49 4.96 2.81 
1.37 11.80 5.04 2.87 
1.64 12.33 5.35 2.95 
 
All fuzziness was simulated at the student level. School level variables were not 
used to introduce fuzziness in these simulations, though in applied situations there is 
probably a combination of student and school factors which could potentially lead to 
misassignment. However, for the purposes of this simulation what is important is the 
magnitude of the selection bias, not what variables would go into the explanation of the 
bias.  
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Data analysis 
The use of MLM becomes more important for the accurate estimation of standard 
errors as the intraclass correlation coefficient increases. The value of the intraclass 
correlation coefficient for this dataset was calculated using the following formula:20  
߬଴଴
߬଴଴ ൅ ߪଶ
ൌ ߩ 
The covariance components showed that ߬଴଴ had a value of 746.17 and ߪଶ had a value of 
1972.75, leading to an estimated intraclass correlation of 0.27, which shows that 27% of 
the variance in MATHSS_2 scores is within schools. This is a relatively large intraclass 
correlation and the use of a MLM model is appropriate under these circumstances in 
order to accurately estimate the standard errors. 
Model Specifications 
All models were specified as two-level models using a random coefficient 
(ANCOVA) framework, with students at level-1 and schools at level-2. The model 
contained two predictors at level-1: program group and the assignment variable. No 
predictors were specified at level-2. The assignment variable was centered around the 
cutoff value so that the coefficient of the program term (Z) estimates the difference 
between the treatment and control groups at the cutoff. The effect of the assignment 
variable was allowed to vary across schools, but the treatment variable was modeled as a 
fixed effect because it was known to be zero for all schools. The specific model used 
was:21  
                                                 
20 This equation is from Bryk and Raudenbush (2002). 
21 The notation used here follows that used by Bryk and Raudenbush (2002).   
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Level-1 ijijjjjij rXXZY +−++= )()( ..210 βββ  
Where: 
௜ܻ௝ is the student’s 2008 ISAT composite score (MATHSS_2) 
ߚ଴௝ is the expected outcome for a student in the control group at the cutoff 
(i.e., with the average 2008 ISAT composite score)  
ߚଵ௝ is the estimate of the effect of receiving the treatment (Z = 1 or 0) 
ߚଵ௝ is the estimate of the assignment variable (MATHSS_1) slope  
ݎ௜௝ is the student’s random error term  
Level-2 
ߚ଴௝ ൌ ߛ଴଴ ൅ ݑ଴௝ 
ߚଵ௝ ൌ ߛଵ଴ 
ߚଶ௝ ൌ ߛଶ଴ ൅ ݑଶ௝ 
Where: 
ߛ଴଴ is the grand mean ISAT 2008 math score  
ߛଵ଴ is the estimate of the average program effect  
ߛଶ଴ is the estimate of the average effect of the assignment variable 
ݑ଴௝ is the random error term for the intercept for school j  
ݑଶ௝ is the random error term for the slope of the assignment variable 
Combined model 
ijijjjjijjjij rXXuuuXXZY +−+++−++= )()()( ..210..2100 γγγ    
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All models were null models in the sense that the cutoff was arbitrarily chosen 
and there was no actual intervention performed on the students. This means that estimates 
of the program effect would not be expected to differ significantly from zero. No main 
effect was added to the data since interpretation of the results was facilitated by 
comparisons to a reference point of zero. For all models the assignment variable was 
centered around the cutoff value in order to estimate the program effect at that point. 
Although in practice it does not matter where a main-effect only model is estimated, 
estimation at the cutoff is common practice for RD (Shadish et al., 2002) because it is at 
this point that a discontinuity is expected to occur. This model was used to estimate the 
program parameters independently for each of the 100 simulations conducted for each set 
of model parameters.    
The first set of simulations included all cases in the data and was an “as-treated” 
analysis, so that cases were included in the analysis as part of the group to which they had 
been assigned after fuzziness was simulated. This meant that cases which had been 
selected for misassignment were included in the model as part of the control group 
(because the simulation is structured so that all misassigned data is removed from the 
program group and assigned to the control group). 
Tie-breaking experiment  
In addition to the simulations including the full set of data, a second set of 
analyses were conducted which only included cases which were within 0.05 standard 
deviations of the cutoff (on both sides). This second strategy of analysis was essentially a 
‘tie-breaking’ experiment and designed to assess whether the effect of fuzziness is less of 
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a problem if the range of data included in the analysis is restricted to those cases in the 
immediate vicinity of the cutoff where cases are more similar to a randomized 
experiment. The region 0.05 standard deviations above and below the cutoff was chosen 
as the range of the tie-breaking experiment because this was the largest region in which 
the means of groups on the two sides were equal. The descriptives for the tie-breaking 
regions are shown in Table 8. 
Table 8. Descriptives for region of the tie-breaking experiment 
 MATHSS_2  MATHSS_1  
 M SD  M SD N 
0.05 above 488.64 20.48  468.36 0.48 417 
0.05 below 487.46 20.41  466.01 0.78 658 
 
A t-test showed that these two regions were not significantly different on the 
outcome measure (t(1,073)=0.92, p=n.s.), confirming that within this region it was 
appropriate to consider cases on one side of the cutoff as equivalent on the outcome 
measure to cases on the other side of the cutoff. The cases in this region represented 373 
schools and 1,075 students, with an average of 2.9 students per school. The small number 
of students within each school did not allow the reliable estimation of a regression line 
for individual schools, so the analysis of the tie-breaking experiment used a one-level 
regression instead of a multi-level model. Therefore a traditional OLS regression was 
used based on the following equation:       
ijijjjjij rXXZY +−++= )()( ..210 βββ  
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This equation is identical to level-1 of the MLM model used in the simulations involving 
the full set of data, but because there is no level-2 in this model neither the intercept nor 
the slope of MATHSS_1 is modeled as a random effect. 
Assessing bias 
Previous authors have used different ways of assessing whether there is bias in the 
parameter estimates. Trochim (1984) considered RD results to be biased when the 
estimated parameter fell more than three standard errors away from the true parameter. 
Cappelleri et al. (1991) judged bias against the rule that “if the average estimate…lies 
within 1.96 standard errors of the true population value it is attempting to estimate” (p. 
411) then it was not considered it to be biased.  
This study assessed bias using both significance tests and measures of effect size 
based on a Cohen’s d type of measure (Lipsey, 1989). Because of the extremely large 
sample size used in this simulation it was probable that very small deviations would 
result in highly significant differences between parameters, so effect sizes were used to 
provide more standardized estimates of the differences between parameter estimates and 
to provide a sense of the magnitude of the bias which may be introduced by fuzziness. 
The value of Cohen’s d represented in these simulations was calculated based on the 
average value of the program estimate using the following formula:22 
s
d γ=  
 
                                                 
22 Because the program parameter estimates the difference between the two groups at the cutoff, the effect 
size can be calculated as though it were a difference in means. A similar method is used for calculating 
Hedge’s g in a multi-level model by the What Works Clearinghouse (What Works Clearinghouse, 2008). 
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Where: 
d is the value of the fixed effect for the program parameter (Z) 
s is the value of the standard deviation for the outcome variable 
The effect size equations provided for most effect size measures assume a RCT, 
in which the standard deviation of either group represents a point estimate of the standard 
deviation of the population. However, in the case of the RD where groups are divided at 
the mean, the standard deviation of each group calculated separately only represents 
about half of the actual standard deviation of the outcome measure. Therefore, the total 
standard deviation of the outcome measure was used in calculating effect sizes. 
For the purposes of this study no specific standards were set for what would 
constitute a biased estimate, either in terms of significance or effect size. The aim of this 
study is to document the magnitude of any bias rather than to draw conclusions about 
whether a given estimate should be considered biased or not. Whether the chance of 
significant bias or bias of a given magnitude would be acceptable in any given study is 
likely to be highly dependent on the context and the question being studied.    
Alternative Dataset: SIMDATA 
An additional dataset was constructed to provide an extra check on the patterns of 
data found in the simulations using the real student data. This dataset was built off of the 
real student level data but more control was introduced over the distributions of the 
variables. The misassignment variable SBVAR50 was constructed to have a set mean and 
standard deviation and  was used in SIMDATA as the basis for constructing another 
variable, SBVAROTHER, which was set to have a mean of 487 and a standard deviation 
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of 52. The correlation between SBVAR50 and SBVAROTHER was designed to be the 
same as that between MATHSS_1 and MATHSS_2 with R=0.89 in both cases. All 
students were retained in their original schools. Analysis of a fully fitted model indicated 
that there were no spurious discontinuities or curvilinear terms in this dataset.  
Table 9. Fully fitted model on SIMDATA 
Solution for Fixed Effects 
Effect Coefficient SE DF t Value p Value 
INTERCEPT 487.41 0.74 463 656.33 <.0001 
MATHSS_1 1.07 0.04 26,357 29.47 <.0001 
Z (program effect) 0.19 0.74 26,357 0.26 0.7939 
MATHSS_1*Z -0.09 0.05 26,357 -1.72 0.0854 
MATHSS_1QUAD <.0001 <.0001 26,357 -0.89 0.3740 
MATHSS_1CUBE <.0001 <.0001 26,357 0.25 0.7989 
MATHSS_1QUAD*Z <.0001 <.0001 26,357 0.03 0.9756 
MATHSS_1CUBE*Z <.0001 <.0001 26,357 -0.43 0.6662 
   
The SIMDATA dataset serves as a dataset which has many of the same properties 
as the real dataset but has fewer of the irregularities because additional controls were 
introduced over the distributions of the variables. This property allows SIMDATA to be 
used to check the patterns of data found through simulations on the real dataset to ensure 
that results are not largely dependent on the peculiarities of the real data used for the 
simulations. 
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CHAPTER IV. RESULTS 
Checks on normality 
Visual inspection of histograms for the assignment and outcome variables showed 
that both variables were relatively normally distributed and did not have any substantial 
skewness or kurtosis (see graphs in APPENDIX A). Tabachnick and Fidell (2001) 
recommend assessing the distributions visually because with very large samples such as 
the one used here even small deviations from normality will lead to significant inference 
tests on deviations in normality, skewness, and kurtosis. Both distributions had slightly 
elongated positive tails, but these represented a very small number of cases. There was a 
minor tendency for MATHSS_1 to be slightly heavier on the right side of the distribution 
and for MATHSS_2 to be slightly heavier on the left side of the distribution, but overall 
the two distributions appeared to be quite normal. No deviations appeared large enough 
to merit concern.    
Checks on linearity 
A critical part of the analysis of RD involves appropriately modeling the 
functional form of the relationship between the assignment and outcome variables, 
because a misspecification of functional form can lead to spurious discontinuities. For the 
purposes of this simulation it was important to determine that the form of the relationship 
was indeed linear to ensure that no spurious discontinuities were inadvertently 
introduced. 
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In order to assess this, a scatterplot of the relationship between the assignment and 
outcome variables was examined. Based on visual inspection the relationship appeared to 
be linear with no obvious flexion points which would indicate an underlying curvilinear 
relationship, though there is a slight fanning of scores at the upper end of the distribution. 
This relationship can be seen in Figure 5 below.  
Figure 5. Scatterplot of relationship between outcome and assignment variables 
 
 
Linearity was further assessed by using a graph of the studentized residuals from 
a regression using MATHSS_1 to predict MATHSS_2. Inspection of the residuals 
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indicated that they were well distributed around zero and did not suggest any 
curvilinearity in the relationship between these two variables (for a graph of the residuals 
see APPENDIX A).  
Estimates from the null model: The sharp RD 
The null model forms the basis of comparison for the other models. The null 
model is a random coefficient model where all cases were assigned to groups solely on 
the basis of the assignment variable. This model contains no fuzziness – it is equivalent to 
a perfect sharp RD with no misassignment. Because there is no actual effect of group 
(program vs. control) in the base data, estimates from the null model should not be 
statistically different from zero. As can be seen in Table 10 the average estimate for the 
effect of group does not differ significantly from zero (Z=0.22, p=0.63) and has a 
negligible effect size (d = 0.004).  
Table 10. Results from the sharp RD 
 Coefficient SE t Value p Value d 
INTERCEPT 487.60 0.47 1,046.52 <0.001 -- 
MATHSS_1 0.93 0.01 147.05 <0.001 -- 
Z (Program) 0.22 0.46 0.48 0.63 0.004 
 
Effects of random misassignment 
Before assessing the effects of biased misassignment a set of simulations were run 
to confirm the parameter estimates from models in which misassignment of cases was 
completely random. Random misassignment should not introduce any bias because it is 
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random with respect to the assignment variable and therefore is random with respect to 
group membership as well. Estimates from the simulations with random misassignment 
are represented graphically below; a full table of results can be found in APPENDIX B. 
The results of the random misassignment were not as expected. There was a clear 
curvilinear pattern to the results and several of the estimates showed significant bias (see 
Figure 6).  
Within the region 0.67 to 1.37 standard deviations from the mean fuzziness of 
60% or greater tended to introduce significant amounts of bias. This relationship is not 
found at the upper or lower bounds of the region of fuzziness or for lower percentages of 
fuzziness, where the amount of bias is not significantly different from zero. The absolute 
value of the largest deviation from zero was relatively small, reaching a maximum of 
2.14 points with an effect size of 0.04. Nevertheless, given that there was a clear 
curvilinear pattern and significant bias which theoretically should not have existed, 
additional analyses were undertaken to explore this phenomenon.   
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Figure 6. Random model: effects of fuzziness on program estimates (by distance from 
mean) 
 
 
The reason for the significantly biased parameter estimates is not immediately 
clear. The program effect in this dataset is known to be zero – the cutoff was arbitrarily 
set and no program was associated with the cutoff. The random coefficient model based 
on the sharp RD did not show significant bias in the estimate of the program effect (Z = 
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0.22, p = 0.63), it was only when fuzziness was introduced that significant bias began to 
occur. Given these findings, a number of possible reasons for the biased parameter 
estimates were assessed.  
The most obvious problem is that there could have been an issue with the 
sampling method used which created bias on the outcome variable between the cases 
sampled and the region they were sampled from, thus deviating from randomness and 
leading to biased parameter estimates. This possibility was tested by comparing the 
average mean of the samples to the mean of the region of fuzziness from which they were 
drawn. The sample means were found to be very close approximations of both the 
assignment and outcome variables in the region from which they were drawn; there was 
no substantial evidence of departures from randomness in the samples themselves. 
Given that the sampling method was confirmed to be random this suggests that 
the bias is an artifact of the dataset. In order to test this, the same random misassignment 
model was run on SIMDATA. The results clearly showed that no bias resulted from 
random misassignment on this dataset – neither the region of fuzziness nor the percent of 
fuzzy data were associated with any significant bias to the parameter estimates (see 
Figure 7).   
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Figure 7. Results of random misassignment on SIMDATA 
 
This strongly suggested that there was something particular about the 
characteristics of the real student data which was causing the biased estimates. Given that 
the real student data appears to be the problem, one possible issue is that the model was 
improperly specified. The literature on RD clearly notes that a model which does not 
appropriately capture the functional form of the relationship between the assignment and 
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outcome variables can result in spurious discontinuities. Preliminary analyses on the 
dataset had indicated no substantial departures from linearity and an examination of the 
scatterplot and residuals had not suggested the presence of curvilinearity. However, 
additional analyses were conducted in order to determine whether there was a more 
subtle effect occurring which had not been apparent during the screening process. 
The model used in the simulations only included a main effect of MATHSS_1 
and program group; no interaction term was included because it was known that no 
program had been implemented on these students and it was therefore theoretically 
impossible for the program term (Z) to interact with MATHSS_1. However, for the 
purposes of exploring the bias cased by random fuzziness a model was fit to the ‘sharp’ 
RD data which included the linear, quadratic, and cubic terms, and their interactions. 
Shadish et al. (2002) suggest including terms at least two orders higher than any 
suspected curvilinearity in the data and note that overfitting the model should not bias 
estimates though it does lower power; with the large sample sized used here power was 
not a concern. The results of the overfitted model are presented in Table 11.  
Although the program effect term (Z) is considerably larger than in the previous 
model it is still only marginally significant in this model (Z = -1.32, p = 0.08) and by the 
common standard of p = 0.05 it would not be considered significantly biased. However, it 
is much larger and closer to significance than the Z term from the model which contained 
only the main effect terms (where Z = 0.22, p = 0.63). 
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Table 11. Fully fitted model with curvilinear terms 
Solution for Fixed Effects 
Effect Coefficient SE DF t Value p Value 
INTERCEPT 487.77 0.62 463 783.50 <0.001 
MATHSS_1 0.90 0.03 26,357 30.18 <0.001 
Z -1.32 0.75 26,357 -1.77 0.076 
MATHSS_1*Z -0.26 0.06 26,357 -4.61 <0.001 
QUADRATIC 0.0011 <0.01 26,357 2.54 0.011 
CUBIC <-0.0001 <0.01 26,357 -5.93 <0.001 
QUADRATIC*Z -0.0094 <0.01 26,357 -8.08 <0.001 
CUBIC*Z <-0.0001 <0.01 26,357 -6.16 <0.001 
Although all of the curvilinear terms and their interactions are significant the 
coefficient terms are very small, with none exceeding an absolute value of 0.009.23 The 
linear interaction term had a more substantial coefficient than the curvilinear terms and 
was significant (MATHSS_1*Z = -0.25, p<0.001), indicating that the slope of the 
assignment variable differed on the two sides of the cutoff. Analysis of model fit 
indicated that including the curvilinear and interaction terms only explained 
approximately an additional 1% of the variance at level-1 compared to a model which 
                                                 
23 Analysis of a separate model showed that the exclusion of the linear interaction term did not 
substantively change the estimates of the curvilinear terms.  
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included only MATHSS_1 and Z. So given that a model using only the linear main effect 
term produces biased estimates, and the curvilinear terms are significant but small in 
absolute terms, how do we determine whether it is important to include these in the 
model?    
One way to do this is to compare the outcomes of a model including the 
curvilinear terms with a model that does not, and to capitalize on Trochim’s (1990) 
concept of pattern-matching. When misassignment is totally random the predicted pattern 
of program estimates is that they do not different significantly from zero regardless of the 
percent of fuzzy data or region of fuzziness. Therefore, when a given model produces 
unbiased parameter estimates with the expected pattern after random misassignment is 
applied we can conclude that the model has produced the ‘appropriate’ pattern of results. 
Using these results as our baseline we can compare the results of using a model with only 
the main effect terms and a model which includes curvilinear terms to determine which 
model produces the most ‘appropriate’ pattern. Comparison of results from the main 
effect versus curvilinear model clearly shows that the curvilinear model does not provide 
better estimates of the program effect parameter than the model with only MATHSS_1 
and Z. When curvilinear terms are included the pattern deviates from that which would 
be expected and shows an upward slope for all percent of fuzzy data values across the 
regions of fuzziness. Both the estimates of absolute program effect and effect size are 
nearly as large as those from the models which include only main effect terms (see Figure 
8).   
90 
 
 
Figure 8. Random model: effects of fuzziness on program estimates with curvilinear 
terms 
 
Taken together, these results suggest several conclusions. First, the main effect 
model appears to capture essentially all of the variance captured by a model with 
curvilinear terms while considerably improving parsimony. Second, even though the 
interaction term between group and assignment variable is significant and adding it 
91 
 
 
improves model fit very slightly, it makes no theoretical sense to add this term because 
there was no actual program. The significance of the term suggests some underlying 
oddities of the dataset, and adding the interaction term would therefore essentially be 
modeling the specific characteristics of the data (thereby potentially reducing the 
generalizability and validity of the findings), rather than adopting a theory-driven 
approach to modeling. Third, modeling the curvilinear terms results in a fairly negligible 
increase in model fit and results in a pattern of parameter estimates which does not match 
what would have been predicted a priori given a theoretical understanding of the effects 
of random misassignment. The results of the model with curvilinear terms, though 
different from those obtained using the main effect model, do not appear to be 
substantively better than those from the more parsimonious model. The biased parameter 
effects resulting from random misassignment point to abnormalities in the base data 
which are not well explained by the curvilinear terms. Overall, these findings suggest that 
the main effect model is actually the most appropriate model to be used and it was 
therefore retained for simulations assessing the effects of biased misassignment.     
Effects of biased misassignment 
This section will focus on the effects of biased misassignment which are based on 
the outcome variable (MATHSS_2). The next section will discuss how different 
misassignment variables affect these results. Because they are so extensive, the full tables 
with the results for the program effect estimates can be found in APPENDIX C. 
This analysis begins by considering the results at an aggregate level in order to 
inspect trends. The first section assesses how the percent of fuzzy data affects bias, which 
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relates to how bias is impacted by the ratio of fuzzy to non-fuzzy cases within a region. 
The next section then considers the effects of the region of fuzziness when the ratios of 
fuzzy to non-fuzzy cases are the same. The third section explores in greater detail the 
cumulative effect of the parameters, and the specific levels of bias which result from 
different combinations of the parameters. A fourth section explores the question of how 
changes in the size of the region affect bias when the absolute number of fuzzy cases is 
held constant (as opposed to the ratio of fuzzy cases). The fifth section explores the 
effects on bias when the variable which determines misassignment is less highly 
correlated with the outcome (so that there is a smaller degree of selection bias). The final 
section explores whether a tie-breaking experiment yields better results in the presence of 
fuzzy data than an analysis using all available cases. In looking at the results presented 
here it is useful to remember that program estimates which exceed a value of about -0.91 
or an effect size of about -0.02 are usually statistically significant due to the large sample 
size. Because there is in actuality no program effect in this dataset, and because the 
results from the null model do not differ significantly from zero (Z = 0.22, p=0.63), the 
program effect parameter can be compared to the true value of zero for the purposes of 
assessing the magnitude of any bias.  
Percent of fuzzy data 
Considering the value of the program effect estimate with reference to the total 
percent of fuzzy data facilitates an understanding of the general trend in how the percent 
of fuzzy data impacts bias in program estimates. Recall that for a given percent of 
fuzziness the total number of cases which will be misassigned differs across regions 
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because fuzzy data is specified as a function of the number of cases in the region. The 
question being asked in this analysis is: in general, how does an increase in the ratio of 
fuzzy to non-fuzzy data impact estimates of the program parameter?    
It can be clearly seen in Figure 9 that as the percent of fuzzy data increases the 
bias in the program estimate tends to increase as well. At very low percentages of fuzzy 
data (i.e., 2.5% or 5%) the bias in the program estimate tends to be relatively small, but 
with as little as 10% fuzzy data there is a substantial increase in bias which continues to 
rise as the percent of fuzzy data becomes larger.     
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Figure 9. Biased model: effects of fuzziness on program estimates (by percent of fuzzy 
data)  
 
 
  To summarize the extent to which increasing the percent of fuzzy data creates 
biased estimates we can consider the percent of estimates which were significantly biased 
across the different values of percent fuzzy data and the average effect size associated 
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with these estimates. Because these results are calculated across all regions of fuzziness 
they simply represent the overall trend of how increases in the percent of fuzzy data 
impacts bias in estimates of the program effect. As can be seen in Table 12, when the 
percent of fuzzy data is very small (i.e., 2.5% or 5%) it is less likely that estimates will be 
significantly biased, but as the percent of fuzzy data increases to 10% or more it becomes 
likely that significantly biased estimates will occur. However, examination of the average 
effect size for each percent of fuzzy data parameter shows that when fuzzy data is equal 
to only 2.5% or 5% of a region the effect size is extremely small (not exceeding -0.02). 
When the percent of fuzzy data is equivalent to 10% or 20% the effect size is still 
relatively small (-.05 to -.10), but it quickly increases to a value of -0.25 for 50% fuzzy 
data.   
Table 12. Relationship between percent of fuzzy data and significant program estimates 
  Significant estimates 
Percent fuzzy 
data Mean Effect Size N
a % 
2.5% -0.01 523 37% 
5% -0.02 920 66% 
10% -0.05 1,161 83% 
20% -0.10 1,300 93% 
30% -0.15 1,307 93% 
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  Significant estimates 
Percent fuzzy 
data Mean Effect Size N
a % 
40% -0.19 1,400 100% 
50% -0.25 1,400 100% 
a There are a total of 1,400 possible significance tests for each percent of fuzzy 
data value, 100 for each of the 14 region of fuzziness values.  
 
Overall, as the percent of fuzzy data in a region increases so do both the 
likelihood of getting significantly biased estimates and the effect size of the estimate. 
However, for very small percentages of data the effect size is very small.  
Region of fuzziness 
Another way to consider the effect of misassignment is with regards to the region 
of fuzziness (i.e., the distance below the cutoff within which the fuzzy data occurs). This 
provides a sense of the way in which the extent to which the spread of the fuzzy data 
relative to the assignment variable influences bias and provides a complimentary view to 
assessing bias from the perspective of the percentage of fuzzy data in a region. Recall that 
as the size of the region increases so does the number of fuzzy cases (because the amount 
of fuzziness is determined as a percentage of the total cases in the region). Therefore, 
increases in the size of the region and the number of fuzzy cases are confounded. The 
analysis presented here addresses the question: given the same ratios of fuzzy to non-
fuzzy cases, how does the size of the region in which fuzzy data is distributed relate to 
the likelihood of getting a biased parameter estimate? An alternative question of interest 
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is the effect of increasing the size of the region of fuzziness while holding the number of 
fuzzy cases constant, but this is addressed separately in a subsequent section. The 
advantages of conceptualizing fuzzy data as a ratio of the region are twofold. First, this 
allows us to explore the effects of fuzzy data in a very small area in a simpler way. It is 
more challenging to think about the percent of fuzzy data as being 0.01% of the total, but 
is conceptually much clearer when specified as 20% of the cases within the region 0.05 
standard deviations wide. Second, structuring the analysis in this way allows us to 
explore whether having a consistent ratio of fuzzy to non-fuzzy cases has an equal effect 
across all regions, or whether there is a ‘tipping point’ where the ratio or the region 
becomes more important. 
The results show that in larger regions of fuzziness, having the same ratio of 
fuzzy to non-fuzzy data creates more biased estimates (see Figure 10). In general, when 
misassignment occurs only within a region which is 0.05 or 0.11 standard deviations 
wide then very little bias is introduced. However, when the width of the region increases 
the bias gets larger as well. Initially the rate of increase in bias is fairly steep, but the rate 
clearly decreases when the region reaches about 0.67 standard deviations wide 
(particularly for larger percentages of fuzzy data).    
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Figure 10. Biased model: effects of fuzziness on program estimates (by distance from 
mean) 
 
 
 To summarize the extent to which wider regions of fuzziness are related to more 
bias in the program effect estimates we can consider trends in the number of significantly 
biased estimates for regions of a larger size. When the region of fuzziness is very small 
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then it is less likely that estimates will be significantly biased, though even in the region 
0.05 standard deviations wide 30% of the estimates will be significant. When the region 
is wider it is more likely that the program estimate will be significantly biased. However, 
examination of the effect sizes shows that regions smaller than 0.21 have effect sizes 
which do not exceed -0.04. On average, effect sizes do not reach -0.10 until the size of 
the region is almost half a standard deviation wide.    
Table 13. Relationship between region of fuzziness and percent of significant program 
estimates  
  Significant estimates 
Region of fuzziness Mean Effect Size Na % 
0.05 -0.01 207 30% 
0.11 -0.02 400 57% 
0.21 -0.04 461 66% 
0.29 -0.06 500 71% 
0.38 -0.08 520 74% 
0.48 -0.10 600 86% 
0.56 -0.11 600 86% 
0.67 -0.13 601 86% 
0.77 -0.14 626 89% 
0.88 -0.15 696 99% 
100 
 
 
  Significant estimates 
Region of fuzziness Mean Effect Size Na % 
1.02 -0.17 700 100% 
1.18 -0.17 700 100% 
1.37 -0.18 700 100% 
1.64 -0.19 700 100% 
aThere are a total of 700 possible significance tests for each region of 
fuzziness, 100 for each of the 7 percent of fuzzy data values.  
 
Overall, larger regions of fuzziness appear to be associated with larger effect sizes 
and a higher likelihood of finding significant bias in the program estimate, though in very 
small regions the bias is of a very small magnitude.  
Cumulative effects of percent of fuzzy data and region of fuzziness 
It is clear from Figure 9 and Figure 10 that there is an interaction between the 
percent of fuzzy data and the region of fuzziness, so it is critical to consider the way in 
which these two parameters impact one another. Assessing the overall trends of each 
parameter alone can be misleading because the percentage of significantly biased 
estimates tends to be driven largely by certain values of the percent of fuzzy data or by 
certain regions of fuzziness. Because of the extremely large sample size used in this 
simulation most of the estimates show statistically significant bias, so the remainder of 
this discussion will focus on effect size.  
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Figure 11 shows the effect size for each of the parameter estimates across the 
different regions of fuzziness split out by the value of the percent of fuzzy data. It is clear 
that the effect size of the bias for many estimates will reach the range of -0.10 to -0.30. 
Within a given region the size of the bias increases as a greater percent of the data 
becomes fuzzy, but this effect is exacerbated in larger regions because changes in the 
percent of fuzzy data result in a proportionately larger number of cases being 
misassigned. 
  When the region of fuzziness is very small (i.e., 0.05 or 0.11 standard 
deviations) then the percent of fuzzy data is fairly irrelevant – most estimates will not 
include a considerable degree of bias. This is true even when the percent of cases within 
the region reaches 50% fuzziness, which implies that as long as the region is very narrow 
a larger percentage of the cases within that region can be misassigned without 
substantially impacting regression estimates. One reason for this is that narrow regions 
contain a lower number of cases total, so even when there is a high percentage of 
fuzziness this will not result in a large number of fuzzy cases. For example, in a region 
0.05 standard deviations wide where 50% of the data is fuzzy this will only equal 330 
cases, which is too small a number to exert considerable influence on the regression line 
given the total size of the sample.24 However, the size of the region does not have to be 
very large before the magnitude of the bias begins to increase substantially for the same 
percent of fuzzy data. In a region that is only 0.21 standard deviations wide, fuzziness of 
50% will cause bias which has an effect size of about -0.10. Overall, if fuzzy data is 
                                                 
24 The same idea would hold regardless of the total sample size of the study.  
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concentrated in a very narrow region around the cutoff it is unlikely to cause substantial 
bias.  
Figure 11. Biased model: effects of fuzziness on effect size of program estimates (by 
distance from mean) 
 
Similarly, when the percent of fuzzy data within a region is very small (e.g., 2.5% 
or 5%) then the size of the region does not matter, estimates will contain bias of only a 
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very small magnitude. The effect size for 2.5% fuzzy data reaches a maximum value of 
only -0.03, and with 5% fuzzy data the largest effect size is about -0.05. The reason that 
small percentages of fuzzy data do not have a large impact is that even in very wide 
regions this only represents a very small number of misassigned cases. For instance, in 
the region 1.64 with 2.5% fuzzy data only about 328 cases would be fuzzy. As discussed 
previously, such a small number of fuzzy cases cannot exert substantial influence on the 
regression line.  
Taken together, these results suggest that if fuzziness only occurs in very narrow 
regions or only represents a very small percentage of the data within any given region, 
then bias of a substantial magnitude is unlikely to result. However, once the amount of 
fuzzy data increases beyond 5% or the region of fuzziness is wider than 0.11 standard 
deviations then the interaction between the region and the percent of fuzzy data becomes 
an important factor in the magnitude of the bias.  
Interestingly, the data also suggest that the absolute number of cases does not 
completely drive the amount of bias. If we consider the case which has 40% fuzziness in 
a region 0.67 standard deviations wide, this has essentially the same bias as the region 
with a width of 1.37 and 30% fuzziness  (Z = -0.24 in both) even though the latter region 
has a larger absolute number of fuzzy cases (2,936 and 3,621 respectively). This suggests 
that an increase in the absolute number of fuzzy cases does not wholly determine the 
amount of bias in the parameter estimate. This is somewhat counterintuitive because it 
would be tempting to conclude that a greater number of fuzzy cases would always cause 
more bias. 
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This finding leads directly to a question raised earlier: what is the impact on bias 
when the number of misassigned cases remains constant but the way they are distributed 
across different regions changes? The results presented up until now have addressed the 
important question of how bias is related to the ratio of fuzzy to non-fuzzy cases within a 
given region, but because change in region is directly confounded with a change in the 
number of fuzzy cases in these simulations the results do not allow us to compare the bias 
between regions and draw a conclusion as to how a change in region affects bias separate 
from a change in the number of fuzzy cases. A careful examination of the data indicates 
that an important factor affecting bias appears to be the percentage of fuzzy cases relative 
to the region rather than simply the absolute number of fuzzy cases. A systematic 
examination of how changes in the region affect bias based on a fixed number of fuzzy 
cases is explored in more detail in the next section. 
Effects of increasing the region of fuzziness on parameter estimates 
The data suggest that the same number of fuzzy cases may cause more bias when 
concentrated into smaller regions. Consider two different simulation parameters which 
share a very similar number of fuzzy cases. For the region 1.64 with 20% fuzzy data the 
number of fuzzy cases is 2,607 and the effect size of the bias is -0.18. In contrast, the 
region 0.48 with 50% fuzzy data has 2,586 fuzzy cases and an effect size of -0.23. The 
smaller region has a higher percentage of fuzzy cases relative to the cases in the region 
and also has a more biased estimate compared to the larger region which has a smaller 
relative percent of fuzzy cases, even though the total number of fuzzy cases is essentially 
the same in both instances. This strongly suggests that what is important is not only the 
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number of fuzzy cases but how they relate to the total number of cases within the region 
where they occur. The same number of fuzzy cases, when concentrated into a smaller 
region, appears to create a greater amount of bias than when they are distributed across a 
larger region.  
In order to assess the effects of widening the region while holding the number of 
fuzzy cases constant a simulation was conducted which specified the number of fuzzy 
cases as a function of the total number of cases in the treatment group. Thus, for 5% 
fuzzy data there were always 704 fuzzy cases regardless of the size of the region in which 
they occurred. This separates the effects of region from the number of fuzzy cases and 
allows us to better understand how a change in the actual spread of the fuzziness affects 
bias. This analysis has several limitations. First, there are limits to how many regions can 
be explored for a given number of fuzzy cases. Narrower regions cannot accommodate 
more than a certain number of fuzzy cases because of the total number of cases which 
occur in these regions. For this reason, regions in which the required number of fuzzy 
cases was larger than the total number of cases were excluded from analysis. Second, 
when the number of fuzzy cases made up an excessively large percentage of cases within 
a region this resulted in essentially no selection bias (i.e., the difference between the 
region and the fuzzy data on the outcome variable did not tend to differ from zero). For 
these regions there is no bias, so for the sake of clarity they are removed from the display 
of the results. Because the original percent of fuzzy data values were relatively large, 
several intermediate values were added to this simulation in order to have a small enough 
number of cases to incorporate smaller regions in this analysis.  
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The results suggest that when a fixed number of fuzzy cases are confined in a 
region closer to the cutoff then the bias may be somewhat more extreme than if this same 
number of cases is spread across a larger region (see Figure 12).  
Figure 12. Change in bias for a fixed number of cases as size of region changes 
 
The size of the increase in bias is related to the percent of fuzzy data. For small 
percentages of fuzziness the increase in bias when cases are concentrated in a smaller 
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area is relatively minimal (e.g., with 10% fuzzy data the effect size of the difference in 
estimates between the smallest and largest region is only 0.02). Comparatively, larger 
percentages of data tend to result in larger differences in bias when the cases are confined 
to a small region. The difference between the smallest and largest region for 30% fuzzy 
data was equivalent to an effect size of 0.10. The increase in bias when cases are more 
concentrated occurs because when fuzzy cases are more concentrated they have a larger 
influence on the slope of the regression line than if the fuzziness is spread across a wider 
range; in the latter case the influence of fuzzy cases is more distributed and less likely to 
exert considerable influence on the slope. 
The implication of this is that each of the points estimated in the previous 
simulation (e.g., Figure 11) can be conceptualized as having fuzzy data which represents 
a certain percent of the total cases in the program group. If we consider the bias 
associated with a particular point then (in general) the bias would be slightly increased if 
the number of cases were concentrated closer to the cutoff, and slightly decreased if that 
number of cases were spread across a larger region. The increase in bias would be greater 
when the percent of fuzzy data represents a larger percentage of the total cases. 
Effects of biased model on estimates of the intercept 
The bias found in these models can be better understood by considering how the 
regression line is changing as the amount of fuzzy data and the spread of the fuzzy data 
varies. There are two main effects that fuzzy data has on the regression line. Firstly, the 
slope of the regression line changes as fuzzy data is introduced. In the base model the 
slope of the regression line is 0.93, but as fuzzy data is introduced the regression line 
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begins to flatten (i.e., the slope decreases). Such flattening occurs because fuzziness is set 
to occur disproportionately among cases with higher scores on the outcome variable, 
which pulls the regression line up towards these cases. The extent of the flattening 
matches the same pattern of bias as that found in the estimates – larger percentages of 
fuzzy data and larger regions are associated with more flattening (see Figure 13).  
 Figure 13. Changes in slope of MATHSS_1 across simulation parameters 
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The effect of the fuzzy cases being moved from the program to the control group 
can also be assessed by considering the effect that misassignment has on the intercept 
value. Figure 14 shows the estimates of the intercept across the different simulations; 
recall that the intercept in the null model was equal to 487.60.  
Figure 14. Intercept estimates in biased model 
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The biased results found in this study are a direct result of a ‘pulling apart’ of the 
regression lines for the program and control groups at the cutoff as a result of the fuzzy 
data. The intercept shows the change in where the regression line for the control group 
intersects the cutoff value, while the program estimate represents how much lower than 
this the intercept for the program group is.  
The maximum deviation from baseline is about 5.6 units. Given that many of the 
program estimates are much larger than this we can conclude that the regression lines of 
both groups are changing – while the regression line for the control group moves up as 
fuzzy cases are added, the regression line for the program group moves down as these 
higher-scoring cases are removed from the group. 
Effects of different misassignment variable on program estimates 
In addition to the percent of fuzzy data and the region of fuzziness, the third 
parameter tested was the relationship between the misassignment variable and the 
outcome variable. Of particular interest was the extent to which parameter estimates 
would vary if the variable driving misassignment was correlated to different extents with 
the outcome variable. As the strength of the relationship between the misassignment 
variable and the outcome variable decreases then parameter estimates would be expected 
to be less biased, because any fuzziness introduced becomes more random with respect to 
the outcome variable.  
Two different misassignment variables with correlations of 0.75 and 0.50 with the 
outcome variable were tested, and estimates from simulations using these variables to 
introduce misassignment are represented below.  Figure 15 shows the results for 
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SBVAR75 which has the highest correlation with MATHSS_2 (R=0.75), and Figure 16 
shows the results for SBVAR50 which has a moderate correlation with MATHSS_2 
(R=0.51). Across the two misassignment variables the pattern of the relationships 
between the region of fuzziness and the percent of fuzzy data is the same as that found 
when MATHSS_2 was used as the variable driving misassignment. That is, as the percent 
of fuzzy data increases and when the region of fuzziness becomes larger the magnitude of 
the bias in the parameter estimates increases as well. As the correlation between the 
misassignment variable and outcome variable decreases so does the extent of the bias in 
the program estimates. To facilitate comparison to earlier results the effect size is shown 
on the same scale as that used when MATHSS_2 was the misassignment variable.  
It is notable that there appears to be a flattening of the bias for both 
misassignment variables when the region reaches a width of 1.02 standard deviations or 
wider. That is, for a given percent of fuzzy data the magnitude of the bias remains fairly 
consistent even though the region continues to expand and additional fuzzy cases are 
added. This suggests that for selection bias which is less extreme there is a ‘saturation 
point’ at which the regression line cannot be pulled any further given the magnitude of 
the selection bias, which causes the amount of bias introduced to level out. After this 
point the addition of more fuzzy cases does not increase bias. This suggests that the 
percent of the total data which is fuzzy is less important under these circumstances than 
the percent of fuzzy data relative to the region. This pattern is somewhat different from 
that found with MATHSS_2 as the misassignment variable. In that case there was a 
distinct change in the rate at which bias was increasing when the region reached a value 
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of about 0.67 standard deviations but the bias still increased in larger regions. This is 
likely because the selection bias was so much larger in that model that it continued to 
influence the regression line even as the fuzziness was spread across a wider range of the 
assignment variable.    
Figure 15. Biased model: effects of fuzziness on effect size of program estimates for 
SBVAR75 (by distance from mean) 
 
 
113 
 
 
Figure 16. Biased model: effects of fuzziness on effect size of program estimates for 
SBVAR50 (by percent of fuzzy data)  
 
 
 
Of most interest is the extent to which the magnitude of the program estimate bias 
decreases as the correlation between MATHSS_2 and the misassignment variables 
decreases. Comparisons between the three regions can be facilitated by considering the 
number of significant findings given the variable driving misassignment, which provides 
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a general sense of how the change in misassignment variable affects bias. As can be seen 
in Table 14 there is a substantial decrease in the likelihood of obtaining a significant 
estimate for a given region of fuzziness as the correlation between the outcome and 
misassignment variable decreases. This same pattern occurs for the percent of fuzzy data, 
as can be seen in Table 15. Although for both the missassignment variables there is still a 
substantial chance of obtaining a significant estimate across most parameters, the effect 
size of the bias drops dramatically as the correlation between the outcome and 
misassignment variable declines.  
Table 14. Percent of significant estimates and average effect size of bias for each of the 
misassignment variables across regions of fuzziness  
 MATHSS_2 SBVAR75 SBVAR50 
Region %a d % d % d 
0.05 30% -0.01 0% <-0.01 0% <-0.01 
0.11 57% -0.02 21% <-0.01 0% <-0.01 
0.21 66% -0.04 44% -0.01 26% <-0.01 
0.29 71% -0.06 56% -0.02 37% -0.01 
0.38 74% -0.08 58% -0.03 47% -0.01 
0.48 86% -0.10 66% -0.04 55% -0.02 
0.56 86% -0.11 70% -0.04 58% -0.02 
0.67 86% -0.13 72% -0.05 61% -0.03 
0.77 89% -0.14 73% -0.06 63% -0.03 
0.88 99% -0.15 76% -0.06 66% -0.03 
1.02 100% -0.17 80% -0.07 70% -0.04 
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 MATHSS_2 SBVAR75 SBVAR50 
Region %a d % d % d 
1.18 100% -0.17 83% -0.07 71% -0.04 
1.37 100% -0.18 85% -0.08 73% -0.04 
1.64 100% -0.19 85% -0.08 72% -0.04 
aThere are a total of 700 possible significance tests for each region of 
fuzziness, 100 for each of the 7 percent of fuzzy data values.  
 
 
Table 15. Percent of significant estimates and average effect size of bias for each of the 
misassignment variables across percent of fuzzy data 
 MATHSS_2 SBVAR75 SBVAR50 
Percent of 
fuzzy data %
a d % d % d 
2.5% 37% -0.01 0% -0.00 0% -0.00 
5% 66% -0.02 27% -0.00 2% -0.00 
10% 83% -0.05 61% -0.02 37% -0.01 
20% 93% -0.10 79% -0.04 66% -0.02 
30% 93% -0.15 86% -0.06 76% -0.03 
40% 100% -0.19 89% -0.08 83% -0.05 
50% 100% -0.25 93% -0.10 86% -0.06 
aThere are a total of 1400 possible significance tests for each percent of fuzzy 
data, 100 for each of the 14 regions of fuzziness.   
 
 
An alternative way to consider the change in bias for the different misassignment 
variables is to compare the extent to which the decrease in bias represents a change from 
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the original estimate using MATHSS_2. The decrease was calculated by taking the 
difference between estimates using MATHSS_2 and those from the misassignment 
variable, and dividing this by the original estimate from MATHSS_2. The percentage 
thus represents how large the change in bias is relative to the original value. Blank cells 
indicate that the extent of the decrease in bias was 100% or greater (i.e., the bias 
increased).25 Only effect size is considered in the tables below, but results for the estimate 
of the program effect are essentially the same. 
There is a fairly consistent way in which bias decreases. For both misassignment 
variables the decrease in bias is greatest for small values of fuzzy data and small regions 
(see Table 16 and Table 17). The decrease in bias stabilizes as the percent of fuzzy data 
gets larger or the size of the region gets larger. As would be expected, the decrease in 
bias is larger for SBVAR50 since this is less closely correlated with the outcome and 
therefore is closer to random misassignment than SBVAR75. For SBVAR75 there is a 
decrease in the effect size of the bias of about 57-60% across the majority of regions, 
while for SBVAR50 the decrease of about 74-77%.      
  
                                                 
25 Results of 100% or larger are caused when the initial estimate is so small that very minor deviations in 
estimates between models lead to inflated percentages. These do not represent substantive findings so for 
the sake of clarity they are excluded from the tables. 
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Table 16. Percentage reduction of bias in SBVAR75 estimates compared to MATHSS_2 
estimates  
2.5% 5% 10% 20% 30% 40% 50% 
0.05 -80% -72% -68% -64% 
0.11 -85% -70% -64% -63% -62% 
0.21 -95% -67% -62% -59% -59% -58% 
0.29 -83% -67% -62% -60% -60% -59% 
0.38 -97% -73% -65% -60% -60% -59% -58% 
0.48 -84% -69% -61% -59% -58% -58% -57% 
0.56 -78% -63% -61% -58% -58% -57% -57% 
0.67 -75% -64% -60% -59% -58% -58% -57% 
0.77 -69% -63% -60% -58% -57% -57% -57% 
0.88 -68% -62% -58% -57% -57% -57% -57% 
1.02 -66% -61% -57% -57% -56% -56% -56% 
1.18 -62% -60% -58% -56% -56% -56% -56% 
1.37 -64% -59% -58% -57% -56% -56% -56% 
1.64 -64% -61% -59% -57% -57% -57% -57% 
Note: Blank cells indicate that the value was greater than or equal to 100%.  
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Table 17. Percentage reduction of bias in SBVAR50 estimates compared to MATHSS_2 
estimates 
2.5% 5% 10% 20% 30% 40% 50% 
0.05 -90% -84% -81% 
0.11 -90% -84% -80% -81% 
0.21 -92% -81% -78% -77% -76% 
0.29 -86% -82% -78% -78% -77% 
0.38 -96% -85% -80% -78% -77% -77% 
0.48 -90% -80% -77% -76% -76% -76% 
0.56 -84% -79% -76% -76% -75% -75% 
0.67 -95% -84% -78% -76% -76% -75% -75% 
0.77 -94% -83% -78% -76% -75% -75% -74% 
0.88 -88% -81% -78% -76% -75% -74% -74% 
1.02 -88% -80% -75% -74% -74% -73% -73% 
1.18 -86% -78% -76% -74% -74% -73% -73% 
1.37 -86% -79% -76% -75% -74% -74% -74% 
1.64 -86% -80% -77% -76% -76% -76% -75% 
Note: Blank cells indicate that the value was greater than or equal to 100%.  
 
One way of understanding why bias is decreasing it to consider the different 
degrees of sampling bias introduced by the misassignment variables relative to the 
models using MATHSS_2. As the correlation between the misassignment variable and 
MATHSS_2 declines then fuzziness essentially becomes more random and the amount of 
selection bias decreases. In essence, the two misassignment variables represent different 
models of selection bias. MATHSS_2 had an average bias of 11.2 (d = 0.22), while 
SBVAR75 represented a more average bias of 4.7 (d = 0.09), and SBVAR50 represented 
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a very minimal bias with an average of 2.7 (d = 0.05). Table 18 below shows the percent 
decrease in sampling bias for the two misassignment variables compared to that for 
MATHSS_2.   
Table 18. Percentage decrease in amount of selection bias for the misassignment 
variables as a function of the bias in MATHSS_2  
Region SBVAR75 SBVAR50 
0.05 -64% -81% 
0.11 -60% -76% 
0.21 -57% -74% 
0.29 -59% -77% 
0.38 -58% -77% 
0.48 -57% -76% 
0.56 -56% -75% 
0.67 -59% -77% 
0.77 -58% -77% 
0.88 -58% -77% 
1.02 -58% -76% 
1.18 -57% -76% 
1.37 -57% -76% 
1.64 -57% -76% 
 
The magnitude of the decrease in selection bias is essentially the same as the 
amount of decrease in the bias in the estimates, indicating that the amount of bias in 
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program estimates will decrease (or increase) proportionately to the amount of selection 
bias which is introduced by the fuzzy data.  
Tie-Breaking Experiment 
In addition to modeling the regression across the entire range of the data, a tie-
breaking experiment was conducted using only data within 0.05 standard deviations on 
either side of the cutoff (for a total region width of 0.10 standard deviations). This region 
included a total of 1,075 cases. The groups on either side of the cutoff within this region 
did not differ significantly on the outcome variable before the introduction of fuzziness. 
Because the model parameter related to the region of fuzziness had very little impact on 
estimates from the tie-breaking experiment this discussion collapses estimates based on 
the percent of fuzzy data parameter.26    
The amount of fuzzy data which falls within the tie-breaking experiment region 
differs depending on the total percentage of fuzzy data in the simulation and is not 
equivalent to the percent of fuzzy data parameter. The average amount of fuzzy data in 
the tie-breaking region is displayed in Table 19. Because the percent of fuzzy data in the 
region is calculated as a percentage of the total, these results can be contrasted with those 
from the model which used a fixed number of fuzzy cases (which were calculated as a 
percent of the total; see Figure 12 on p. 106). Because the data here is spread across the 
entire region we can compare these results to estimates for the region 1.64 standard 
                                                 
26 Because the size of the tie-breaking region is very small the original spread of the fuzzy data is fairly 
irrelevant. What is important is the percent of fuzzy data within the region and this is directly related to the 
percent of fuzzy data parameter.   
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deviations wide (which represents essentially the entire region for the program group in 
the previous simulations). 
On the whole, estimates from the tie-breaking experiment show a considerable 
degree of bias. These estimates are actually somewhat more biased than would have been 
predicted from the earlier model (with the fixed number of fuzzy cases) for a similar 
percent of fuzzy data, particularly for smaller percentages. For example, when only 2.5% 
or 5% of the cases in the total program group are miassigned the bias found in the 
previous model was very minimal (d < -0.02 and -0.06 respectively). In contrast, with 
only 1.6% of fuzzy cases the tie-breaking experiment returns bias equivalent to an effect 
size of -0.06. Similarly, in the earlier model fuzziness equivalent to 5% had an effect size 
of less than half that found in the tie-breaking experiment for fuzzy data of 6.2%.       
Table 19. Results from the tie-breaking experiment  
Percent of 
fuzzy data 
parameter 
% fuzzy cases 
in region Estimate 
Effect 
size 
2.5% 1.6% -3.3 -0.06 
5% 3.1% -4.7 -0.09 
10% 6.2% -6.9 -0.13 
20% 12.4% -10.1 -0.19 
30% 18.6% -12.9 -0.25 
40% 24.9% -15.9 -0.31 
50% 31.1% -20.0 -0.38 
 
It appears that overall the tie-breaking experiment actually performs somewhat 
worse than the analysis using all cases, and it certainly does not perform any better. One 
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reason the tie-breaking experiment returns somewhat more biased estimates than the 
analysis with all cases is that the latter is able to capitalize on cases outside the region of 
fuzziness in order to estimate the regression line, thus minimizing the effects of the 
fuzziness to some extent (particularly for smaller regions or smaller percentages of fuzzy 
data). In contrast, when analysis is limited to the region of the tie-breaking experiment 
this does not occur, so the fuzzy cases have a much greater influence on the regression 
line. 
  
123 
 
CHAPTER V. DISCUSSION 
This study assessed the extent to which different degrees of fuzziness in the RD 
design created bias in the parameter estimate for the program effect. The RD has 
significant potential to be useful in applied settings where participants are often assigned 
to programs or interventions based on their score on a pre-test, but in these situations 
there is also a high likelihood that at least some participants may be misassigned relative 
to the cutoff score. Previous literature had suggested that if the amount of fuzzy data in 
the RD were small, or the region in which it occurred was limited, then the fuzziness may 
not create enough bias to be of concern to researchers. This study used a simulation to 
explore the effects of fuzziness on bias in program effect estimates. Of key interest was 
documenting the extent to which fuzziness affected bias with respect to three parameters: 
1) the region in which the fuzzy data occurred, 2) the percent of fuzzy data, and 3) the 
extent to which the variable driving misassignment was correlated with the outcome 
variable.  
The results showed that if the amount of fuzzy data was very small (2.5% or 5%) 
or if the region in which fuzziness occurred was very narrow (0.05 or 0.11 standard 
deviations wide) then the estimate of the program effect was highly unlikely to be biased. 
The same was true when the percent of fuzzy data represented 2.5% or 5% of the total 
number of cases in the program group. This supports the assertions which had been made
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in the literature and suggests that under these limited conditions the magnitude of bias 
introduced by fuzziness may be very minimal and of little practical concern to 
researchers. Equally important is that these findings held under conditions where 
selection bias was equivalent to an effect size of about 0.20. Therefore, when the percent 
of fuzziness is small or the fuzziness is highly concentrated researchers can be relatively 
confident that estimates from the RD are still good approximations of the true program 
effect. 
Although in general more bias will be introduced as the total number of fuzzy 
cases increases, for about half of the regions even 10% of the data could be fuzzy without 
exceeding an effect size of -0.06. Once the ratio of fuzzy to non-fuzzy cases reaches 
about 20% or the size of the region in which the fuzzy data exists reaches 0.48 standard 
deviations wide then bias which is of a potentially more problematic magnitude is 
introduced. For a given number of fuzzy cases there will be less bias if the cases are more 
spread out across the range of the assignment variable because they will exert less 
influence on the regression line. However, the differences in the magnitude of the bias 
only really become apparent when large percentages of the total cases are fuzzy, which is 
probably unlikely to occur in cases where researchers are seriously considering the use of 
a RD analysis.   
The magnitude of the selection bias is a critical factor driving the degree of bias in 
the estimate of the program effect. When the selection bias decreases (as seen in the cases 
using the misassignment variables) the amount of bias in the estimate decreases fairly 
proportionally. By determining the degree of selection bias (relative to the outcome 
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variable) for the fuzzy cases, researchers may be able to assess how substantial the effect 
of the fuzzy cases on the regression line is likely to be.  
With regards to selection bias, this study also found an apparent leveling of the 
magnitude of the bias, particularly when selection bias was less extreme. With the 
misassignment variables there was a fairly clear flattening of the amount of bias 
introduced for a given percent of fuzzy data when the size of the region reached about 
1.00 standard deviations from the mean. This suggests that when selection bias is of a 
smaller value the ratio of fuzzy to non-fuzzy cases is a more important predictor of bias 
than the absolute number of cases misassigned. Once the bias extends beyond a region of 
about 1.00 standard deviations the addition of more fuzzy cases does not seem to alter the 
magnitude of the bias. This suggests there is a sort of saturation effect – given that the 
fuzzy cases deviate from the region in which they occur to a smaller extent they can only 
pull the regression line so far before it reaches a maximum amount of bias. Under these 
conditions the total number of cases which are fuzzy is a less important a predictor of 
bias than the ratio of fuzzy to non-fuzzy cases within the region where the misassignment 
occurs.   
It is useful to consider these findings in the context of applied programs, where 
small effect sizes are often expected by researchers given the complexity involved in a 
single program affecting participant outcomes. This analysis showed that unless the 
amount of fuzziness is very small or constrained to a very small area then estimates are 
likely to be biased to differing degrees, with many of the estimates exceeding effect sizes 
of -0.10. Since applied researchers are often expecting to see small effects, it is quite 
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possible that fairly minor amounts of fuzziness may lead to erroneous conclusions about 
the efficacy of the program. However, researchers need to balance with possibility of bias 
given the percent of fuzzy data present with considerations of what may be more 
problematic, a false positive (Type I error) or a false negative (Type II error). This is 
obviously highly dependent on the type of program being evaluated and on the 
ramifications of each type of error. In addition, the RD may still provide better estimates 
than other available design options (such as non-equivalent group designs), particularly if 
analyses can be employed which will decrease the degree of selection bias and thus the 
magnitude of any potential bias. 
Since the RD is based on the idea of a tie-breaking experiment within the 
immediate region around the cutoff, this study also assessed whether constraining the 
analysis to a very small region around the cutoff (i.e., 0.05 standard deviations on either 
side) would result in less biased estimates. Overall, estimates from the tie-breaking 
experiment were found to be somewhat worse than those which used the full range of 
data. Using all available cases considerably improved estimates of the program effect, 
most likely because the cases outside of the tie-breaking region assisted in the estimation 
of the regression line. When fuzzy data is present around the cutoff it may be advisable to 
use all available cases to estimate the regression in order to create more stable estimates.  
One very interesting though unexpected result of this study came from the models 
using random misassignment. When misassignment is completely random then no bias 
should result because misassignment is unrelated to the outcome variable. However, the 
baseline models using random misassignment showed bias that was small in magnitude 
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but which was statistically significant, and which had a surprising curvilinear pattern. 
Additional examination of the data revealed that there was an interaction between 
treatment group and the slope of the assignment variable which was theoretically 
impossible because there had been no actual treatment. Nonetheless, this aberrant finding 
pointed to several important considerations. First, in all RD analysis it is critical to 
examine the functional form of the relationship through scatterplots of the relationship, 
histograms of the assignment and outcome variables, and residual plots. This will help 
the researcher ensure that they are appropriately modeling functional form. However, in 
the current dataset even this initial process of data examination failed to indicate any 
substantial curvilinearity. A model should also be tested which includes curvilinear 
terms. The current study tested such a model, which showed significant curvilinear 
estimates. However, the coefficients were of a very small magnitude and explained too 
little additional variance to be seriously considered for inclusion in the model (especially 
given the substantially over-powered estimates of significance). This suggests that 
conventional analyses would not necessarily detect the curvilinearity, and that any 
statistically significant curvilinearity would not necessarily be deemed as having enough 
value to include in the models.  
Some of the literature suggests using an overfitted model including all interaction 
terms would help in cases of suspected nonlinearity (e.g., Shadish et al., 2002), but 
additional simulations conducted for this study suggested that this would not necessarily 
correct the problem. In fact, the inclusion of the interactions between higher order 
curvilinear terms and the program group may actually exacerbate problems with 
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modeling functional form because it may capitalize on relationships in the data which are 
not good reflections of the overall form and which are highly influenced by outliers or 
small deviations from linearity. On the whole, the issues found in this study and the 
results from various models confirmed that functional form is of paramount importance 
in RD analyses, particularly because applied data may not always neatly meet the 
assumptions underlying regression analysis. Very subtle deviations from normality may 
result in spurious discontinuities masquerading as program effects and without having the 
benefit of knowing the program effect a priori, as was the case in this study, it would be 
nearly impossible to determine that such a finding was an artifact of the underlying data 
structures rather than an actual effect of the program.  
It is also possible that deviations from normality or linearity in the underlying 
data may actually cause more problems in a study with a smaller sample size. In the 
student dataset used for this study the vast bulk of the cases appeared to relate in a linear 
way, with problems of nonlinearity resulting from problems with prediction at either end 
of the assignment variable distribution. On the low end of the assignment variable the 
distribution was slightly heavier on the bottom, and suggested that students who were 
very low on the assignment variable to begin with did not necessarily make the predicted 
gains. However, at the high end of the assignment variable prediction was much more 
haphazard and the distribution fanned out somewhat, indicating that students who scored 
very highly on the first test were somewhat more variable on the second test compared to 
students in other parts of the distribution. These seemingly divergent reasons for the 
curvilinearity at the extremes of the assignment variable were not well captured through 
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typical curvilinear relationships. Nevertheless, because these oddities in the data were 
confined to a small number of cases at the extremes the huge number of other cases in the 
analyses tended to balance them out to some extent and stabilize the estimates (since any 
single case had negligible influence on the regression line). In a circumstance with 
similar data issues but a smaller number of cases, it is quite possible that such extreme 
cases would have enough influence on the regression line to introduce a real possibility of 
creating spurious discontinuities. Given these issues, it would be advisable for 
researchers to explore the robustness of their findings under different assumption – e.g., 
removing cases with considerable influence, comparing models which incorporate 
different curvilinear terms, or conducting sensitivity tests such as those used by Berk and 
de Leeuw (1999).    
Limitations of the study 
There are several limitations to this study which should be considered. One 
important consideration is that the sample size used in this simulation was much larger 
than that which would be available in most studies. The results found here may be 
substantially different with different sample sizes. A mentioned earlier, in a smaller 
sample each case has greater influence on the regression line and therefore estimates may 
actually be more biased than those found here if cases with very extreme values are also 
those which end up being misclassified.    
There were also several parameters which were not varied as part of this study. 
The simulations conducted here did not vary the characteristics of the assignment or 
outcome variables, and the results found here may have been affected if these variables 
130 
 
 
had different characteristics with regards to their distributions (e.g., variance, normality). 
The simulation used here also did not systematically explore how bias in program 
estimates may be affected by the presence of interaction or curvilinear terms in the actual 
program effects. Lastly, the current study only used a single variable to account for the 
misassignment of participants. In reality, misassignment is more likely to be due to a 
much more complex combination of factors. However, the goal of this study was to better 
understand the extent to which certain degrees of misassignment affected estimates 
(regardless of the complexity of the model of misassignment). The complexity of the 
misassignment model is more related to considerations of how the bias can be statistically 
controlled for in the analysis.  
Another important issue which is not addressed by the current study is the issue of 
selection bias introduced by voluntary participation. This study made the assumption that 
all participants were engaged in either the program or control group and that their 
outcomes could be measured and included as part of the analysis; such an assumption 
will not be appropriate in all situations. For example, not all persons eligible to 
participate in welfare programs necessarily sign up for benefits, just as some students 
who would qualify for additional after-school tutoring may choose not to participate in 
the programs. It is likely that this circumstance would occur to different extents in 
essentially every voluntary program. However, in some situations participants have little 
say over their participation such as in many education programs (e.g., summer school, 
remedial education), health programs (e.g., based on physiological indicators, involuntary 
commitment based on assessments of severity of illness), and justice programs (e.g., 
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seriousness of offense, number of offenses). For example, incoming 9th grade students 
may be divided into regular algebra or algebra with support depending on their 8th grade 
standardized test scores. Alternatively, prisoners may be divided into security levels 
based on the seriousness of their offenses (e.g., Berk and de Leeuw, 1999). It is therefore 
appropriate here to consider a model in which all eligible persons are either in the 
program or control group even though this model may not be appropriate for all 
programs. Recent work by Battistin and Rettore (2008) has addressed how data which are 
affected by the issue of voluntary participation can be analyzed within a RD framework, 
but the effects of such voluntary participation on RD analytic strategies has not yet been 
fully explored.   
Lastly, this study did not attempt to include any covariates to remove bias from 
the estimates or engage other analytic strategies which would help alleviate selection bias 
(e.g., instrumental variables approach, propensity score analysis, etc). This study only 
attempted to quantify the amount of bias which could occur in a fuzzy RD, not to 
determine the most effective ways of removing bias. It is very likely that in most studies 
the analytic strategy would include attempts to model the selection bias. To the extent 
that this is successful it would decrease bias in estimates of the program effect. A 
considerable amount of work has been done in the econometric literature using 
sophisticated techniques for modeling selection bias and removing it from analyses. It is 
quite possible that some of those techniques would go a long way towards reducing the 
bias found in this study. Future research could consider the utility of different methods 
for removing the bias in estimates. 
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Conclusion 
Overall, this study showed that although fuzzy data can create substantial bias in 
program estimates, it is not necessarily the case that the presence of fuzziness would 
negate the use of a RD analysis strategy. In many cases, even with a moderate degree of 
fuzzy data, estimates from the RD were fairly unbiased and may provide better estimates 
than other research designs such as non-equivalent groups designs. Utilization of analytic 
strategies designed to remove selection bias may further improve estimates in cases 
where fuzzy data is present. Researchers should be especially careful about modeling 
functional form in the RD, and would be well-advised to test the robustness of their 
findings against violations of linearity and influence of outliers.   
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APPENDIX A. HISTOGRAMS AND RESIDUALS OF ASSIGNMENT AND 
OUTCOME VARIABLES
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Histogram of the assignment variable (MATHSS_1) 
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Histogram of the outcome variable (MATHSS_2) 
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Plot of studentized residuals for the equation ܯܣܶܪܵܵଶ ൌ ߚ଴ ൅ ܯܣܶܪܵܵ_1ሺܺሻ ൅ei  
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APPENDIX B. RANDOM MODEL RESULTS AVERAGED ACROSS 
REPLICATIONS
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Misassignment 
variable 
Region 
Percent of 
fuzzy data 
Coefficient SE t Value p value d 
MATHSS_2 0.05 2.5% 0.21 0.45 0.46 0.64 0.00 
MATHSS_2 0.05 5% 0.19 0.45 0.42 0.66 0.00 
MATHSS_2 0.05 10% 0.18 0.45 0.41 0.68 0.00 
MATHSS_2 0.05 20% 0.14 0.45 0.31 0.75 0.00 
MATHSS_2 0.05 30% 0.11 0.45 0.25 0.77 0.00 
MATHSS_2 0.05 40% 0.08 0.45 0.17 0.82 0.00 
MATHSS_2 0.05 50% 0.06 0.45 0.13 0.82 0.00 
MATHSS_2 0.11 2.5% 0.22 0.45 0.49 0.62 0.00 
MATHSS_2 0.11 5% 0.21 0.45 0.47 0.63 0.00 
MATHSS_2 0.11 10% 0.20 0.45 0.44 0.65 0.00 
MATHSS_2 0.11 20% 0.17 0.45 0.37 0.69 0.00 
MATHSS_2 0.11 30% 0.16 0.45 0.36 0.69 0.00 
MATHSS_2 0.11 40% 0.15 0.45 0.34 0.70 0.00 
MATHSS_2 0.11 50% 0.14 0.45 0.31 0.71 0.00 
MATHSS_2 0.21 2.5% 0.19 0.45 0.43 0.66 0.00 
MATHSS_2 0.21 5% 0.19 0.45 0.43 0.66 0.00 
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Misassignment 
variable 
Region 
Percent of 
fuzzy data 
Coefficient SE t Value p value d 
MATHSS_2 0.21 10% 0.19 0.45 0.43 0.65 0.00 
MATHSS_2 0.21 20% 0.15 0.45 0.34 0.70 0.00 
MATHSS_2 0.21 30% 0.07 0.45 0.15 0.71 0.00 
MATHSS_2 0.21 40% 0.04 0.45 0.10 0.72 0.00 
MATHSS_2 0.21 50% 0.01 0.45 0.02 0.73 0.00 
MATHSS_2 0.29 2.5% 0.22 0.45 0.48 0.63 0.00 
MATHSS_2 0.29 5% 0.18 0.45 0.41 0.68 0.00 
MATHSS_2 0.29 10% 0.15 0.45 0.34 0.70 0.00 
MATHSS_2 0.29 20% 0.09 0.45 0.22 0.74 0.00 
MATHSS_2 0.29 30% 0.05 0.44 0.11 0.72 0.00 
MATHSS_2 0.29 40% -0.03 0.44 -0.07 0.69 -0.00 
MATHSS_2 0.29 50% -0.06 0.44 -0.15 0.66 -0.00 
MATHSS_2 0.38 2.5% 0.20 0.45 0.44 0.66 0.00 
MATHSS_2 0.38 5% 0.18 0.45 0.41 0.66 0.00 
MATHSS_2 0.38 10% 0.11 0.45 0.26 0.71 0.00 
MATHSS_2 0.38 20% 0.06 0.44 0.15 0.70 0.00 
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Misassignment 
variable 
Region 
Percent of 
fuzzy data 
Coefficient SE t Value p value d 
MATHSS_2 0.38 30% -0.01 0.44 -0.02 0.69 -0.00 
MATHSS_2 0.38 40% -0.09 0.43 -0.21 0.63 -0.00 
MATHSS_2 0.38 50% -0.21 0.43 -0.49 0.56 -0.00 
MATHSS_2 0.48 2.5% 0.19 0.45 0.42 0.66 0.00 
MATHSS_2 0.48 5% 0.16 0.45 0.37 0.69 0.00 
MATHSS_2 0.48 10% 0.07 0.44 0.17 0.73 0.00 
MATHSS_2 0.48 20% -0.01 0.43 -0.02 0.68 -0.00 
MATHSS_2 0.48 30% -0.05 0.43 -0.12 0.67 -0.00 
MATHSS_2 0.48 40% -0.20 0.42 -0.47 0.61 -0.00 
MATHSS_2 0.48 50% -0.26 0.42 -0.62 0.51 -0.00 
MATHSS_2 0.56 2.5% 0.17 0.45 0.37 0.70 0.00 
MATHSS_2 0.56 5% 0.13 0.45 0.29 0.73 0.00 
MATHSS_2 0.56 10% 0.07 0.44 0.16 0.70 0.00 
MATHSS_2 0.56 20% -0.11 0.43 -0.27 0.63 -0.00 
MATHSS_2 0.56 30% -0.24 0.42 -0.58 0.55 -0.00 
MATHSS_2 0.56 40% -0.39 0.42 -0.93 0.37 -0.00 
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Misassignment 
variable 
Region 
Percent of 
fuzzy data 
Coefficient SE t Value p value d 
MATHSS_2 0.56 50% -0.55 0.41 -1.32 0.26 -0.01 
MATHSS_2 0.67 2.5% 0.12 0.45 0.27 0.76 0.00 
MATHSS_2 0.67 5% 0.08 0.44 0.20 0.76 0.00 
MATHSS_2 0.67 10% -0.03 0.43 -0.08 0.73 -0.00 
MATHSS_2 0.67 20% -0.24 0.42 -0.57 0.54 -0.00 
MATHSS_2 0.67 30% -0.49 0.41 -1.18 0.31 -0.00 
MATHSS_2 0.67 40% -0.64 0.40 -1.57 0.19 -0.01 
MATHSS_2 0.67 50% -0.79 0.40 -1.96 0.09 -0.01 
MATHSS_2 0.77 2.5% 0.13 0.45 0.30 0.74 0.00 
MATHSS_2 0.77 5% 0.08 0.44 0.18 0.75 0.00 
MATHSS_2 0.77 10% -0.04 0.43 -0.10 0.67 -0.00 
MATHSS_2 0.77 20% -0.28 0.41 -0.69 0.50 -0.00 
MATHSS_2 0.77 30% -0.51 0.40 -1.27 0.30 -0.01 
MATHSS_2 0.77 40% -0.67 0.40 -1.68 0.18 -0.01 
MATHSS_2 0.77 50% -0.90 0.39 -2.25 0.06 -0.01 
MATHSS_2 0.88 2.5% 0.14 0.45 0.32 0.72 0.00 
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Misassignment 
variable 
Region 
Percent of 
fuzzy data 
Coefficient SE t Value p value d 
MATHSS_2 0.88 5% 0.06 0.44 0.15 0.73 0.00 
MATHSS_2 0.88 10% -0.07 0.42 -0.17 0.70 -0.00 
MATHSS_2 0.88 20% -0.33 0.40 -0.81 0.43 -0.00 
MATHSS_2 0.88 30% -0.50 0.39 -1.27 0.28 -0.00 
MATHSS_2 0.88 40% -0.68 0.39 -1.74 0.16 -0.01 
MATHSS_2 0.88 50% -0.88 0.38 -2.27 0.06 -0.01 
MATHSS_2 1.02 2.5% 0.14 0.44 0.32 0.72 0.00 
MATHSS_2 1.02 5% 0.05 0.43 0.12 0.74 0.00 
MATHSS_2 1.02 10% -0.07 0.42 -0.18 0.65 -0.00 
MATHSS_2 1.02 20% -0.34 0.40 -0.84 0.42 -0.00 
MATHSS_2 1.02 30% -0.58 0.38 -1.52 0.20 -0.01 
MATHSS_2 1.02 40% -0.75 0.38 -1.98 0.12 -0.01 
MATHSS_2 1.02 50% -0.98 0.37 -2.60 0.04 -0.01 
MATHSS_2 1.18 2.5% 0.13 0.44 0.29 0.73 0.00 
MATHSS_2 1.18 5% 0.06 0.43 0.15 0.72 0.00 
MATHSS_2 1.18 10% -0.12 0.41 -0.30 0.64 -0.00 
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Misassignment 
variable 
Region 
Percent of 
fuzzy data 
Coefficient SE t Value p value d 
MATHSS_2 1.18 20% -0.38 0.39 -0.98 0.38 -0.00 
MATHSS_2 1.18 30% -0.59 0.37 -1.58 0.22 -0.01 
MATHSS_2 1.18 40% -0.83 0.36 -2.26 0.08 -0.01 
MATHSS_2 1.18 50% -1.04 0.36 -2.82 0.03 -0.02 
MATHSS_2 1.37 2.5% 0.15 0.44 0.34 0.72 0.00 
MATHSS_2 1.37 5% 0.09 0.43 0.22 0.70 0.00 
MATHSS_2 1.37 10% -0.03 0.40 -0.07 0.67 -0.00 
MATHSS_2 1.37 20% -0.23 0.38 -0.61 0.50 -0.00 
MATHSS_2 1.37 30% -0.38 0.36 -1.04 0.35 -0.00 
MATHSS_2 1.37 40% -0.55 0.35 -1.53 0.22 -0.01 
MATHSS_2 1.37 50% -0.77 0.36 -2.15 0.09 -0.01 
MATHSS_2 1.64 2.5% 0.18 0.44 0.41 0.65 0.00 
MATHSS_2 1.64 5% 0.10 0.42 0.24 0.66 0.00 
MATHSS_2 1.64 10% 0.03 0.40 0.08 0.67 0.00 
MATHSS_2 1.64 20% -0.08 0.37 -0.22 0.56 -0.00 
MATHSS_2 1.64 30% -0.12 0.35 -0.35 0.54 -0.00 
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Misassignment 
variable 
Region 
Percent of 
fuzzy data 
Coefficient SE t Value p value d 
MATHSS_2 1.64 40% -0.25 0.34 -0.71 0.43 -0.00 
MATHSS_2 1.64 50% -0.32 0.35 -0.91 0.37 -0.00 
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SBVAR50 AVERAGED ACROSS REPLICATIONS
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
MATHSS_2 0.05 2.5% 0.13 0.45 0.29 0.76 0.00 
MATHSS_2 0.05 5% 0.04 0.45 0.10 0.91 0.00 
MATHSS_2 0.05 10% -0.13 0.45 -0.29 0.77 -0.00 
MATHSS_2 0.05 20% -0.48 0.45 -1.05 0.29 -0.00 
MATHSS_2 0.05 30% -0.83 0.45 -1.82 0.06 -0.01 
MATHSS_2 0.05 40% -1.18 0.45 -2.59 0.00 -0.02 
MATHSS_2 0.05 50% -1.54 0.45 -3.37 0.00 -0.03 
MATHSS_2 0.11 2.5% 0.05 0.45 0.12 0.90 0.00 
MATHSS_2 0.11 5% -0.10 0.45 -0.22 0.82 -0.00 
MATHSS_2 0.11 10% -0.44 0.45 -0.96 0.33 -0.00 
MATHSS_2 0.11 20% -1.08 0.45 -2.38 0.01 -0.02 
MATHSS_2 0.11 30% -1.72 0.45 -3.77 0.00 -0.03 
MATHSS_2 0.11 40% -2.36 0.45 -5.19 0.00 -0.04 
MATHSS_2 0.11 50% -3.00 0.45 -6.60 0.00 -0.05 
MATHSS_2 0.21 2.5% -0.06 0.45 -0.15 0.88 -0.00 
MATHSS_2 0.21 5% -0.34 0.45 -0.75 0.45 -0.00 
MATHSS_2 0.21 10% -0.90 0.45 -1.98 0.04 -0.01 
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
MATHSS_2 0.21 20% -2.02 0.45 -4.44 0.00 -0.03 
MATHSS_2 0.21 30% -3.10 0.45 -6.86 0.00 -0.06 
MATHSS_2 0.21 40% -4.20 0.45 -9.32 -0.00 -0.08 
MATHSS_2 0.21 50% -5.28 0.44 -11.74 -0.00 -0.10 
MATHSS_2 0.29 2.5% -0.17 0.45 -0.37 0.71 -0.00 
MATHSS_2 0.29 5% -0.56 0.45 -1.23 0.22 -0.01 
MATHSS_2 0.29 10% -1.33 0.45 -2.94 0.00 -0.02 
MATHSS_2 0.29 20% -2.83 0.45 -6.27 0.00 -0.05 
MATHSS_2 0.29 30% -4.28 0.44 -9.57 -0.00 -0.08 
MATHSS_2 0.29 40% -5.73 0.44 -12.89 -0.00 -0.11 
MATHSS_2 0.29 50% -7.18 0.44 -16.22 -0.00 -0.13 
MATHSS_2 0.38 2.5% -0.32 0.45 -0.70 0.48 -0.00 
MATHSS_2 0.38 5% -0.84 0.45 -1.86 0.06 -0.01 
MATHSS_2 0.38 10% -1.91 0.45 -4.23 0.00 -0.03 
MATHSS_2 0.38 20% -3.92 0.44 -8.81 -0.00 -0.07 
MATHSS_2 0.38 30% -5.85 0.43 -13.31 -0.00 -0.11 
MATHSS_2 0.38 40% -7.79 0.43 -17.89 -0.00 -0.15 
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
MATHSS_2 0.38 50% -9.70 0.43 -22.44 -0.00 -0.18 
MATHSS_2 0.48 2.5% -0.46 0.45 -1.01 0.31 -0.00 
MATHSS_2 0.48 5% -1.11 0.45 -2.47 0.01 -0.02 
MATHSS_2 0.48 10% -2.37 0.44 -5.29 0.00 -0.04 
MATHSS_2 0.48 20% -4.77 0.43 -10.88 -0.00 -0.09 
MATHSS_2 0.48 30% -7.09 0.43 -16.43 -0.00 -0.13 
MATHSS_2 0.48 40% -9.35 0.42 -21.95 -0.00 -0.18 
MATHSS_2 0.48 50% -11.64 0.42 -27.58 -0.00 -0.22 
MATHSS_2 0.56 2.5% -0.56 0.45 -1.23 0.21 -0.01 
MATHSS_2 0.56 5% -1.32 0.45 -2.93 0.00 -0.02 
MATHSS_2 0.56 10% -2.80 0.44 -6.32 0.00 -0.05 
MATHSS_2 0.56 20% -5.53 0.43 -12.81 -0.00 -0.10 
MATHSS_2 0.56 30% -8.11 0.42 -19.17 -0.00 -0.15 
MATHSS_2 0.56 40% -10.66 0.41 -25.59 -0.00 -0.20 
MATHSS_2 0.56 50% -13.23 0.41 -32.14 -0.00 -0.25 
MATHSS_2 0.67 2.5% -0.75 0.45 -1.66 0.09 -0.01 
MATHSS_2 0.67 5% -1.67 0.44 -3.74 0.00 -0.03 
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
MATHSS_2 0.67 10% -3.39 0.43 -7.74 -0.00 -0.06 
MATHSS_2 0.67 20% -6.56 0.42 -15.55 -0.00 -0.12 
MATHSS_2 0.67 30% -9.48 0.40 -23.14 -0.00 -0.18 
MATHSS_2 0.67 40% -12.36 0.40 -30.79 -0.00 -0.24 
MATHSS_2 0.67 50% -15.35 0.39 -38.82 0.00 -0.29 
MATHSS_2 0.77 2.5% -0.84 0.45 -1.86 0.06 -0.01 
MATHSS_2 0.77 5% -1.85 0.44 -4.16 0.00 -0.03 
MATHSS_2 0.77 10% -3.74 0.43 -8.63 -0.00 -0.07 
MATHSS_2 0.77 20% -7.07 0.41 -17.02 -0.00 -0.13 
MATHSS_2 0.77 30% -10.15 0.40 -25.24 -0.00 -0.19 
MATHSS_2 0.77 40% -13.21 0.39 -33.65 -0.00 -0.25 
MATHSS_2 0.77 50% -16.43 0.38 -42.56 0.00 -0.31 
MATHSS_2 0.88 2.5% -0.98 0.45 -2.18 0.03 -0.01 
MATHSS_2 0.88 5% -2.08 0.44 -4.71 0.00 -0.04 
MATHSS_2 0.88 10% -4.12 0.42 -9.64 -0.00 -0.08 
MATHSS_2 0.88 20% -7.65 0.40 -18.84 -0.00 -0.14 
MATHSS_2 0.88 30% -10.94 0.39 -28.02 -0.00 -0.21 
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
MATHSS_2 0.88 40% -14.17 0.38 -37.29 -0.00 -0.27 
MATHSS_2 0.88 50% -17.64 0.37 -47.27 0.00 -0.34 
MATHSS_2 1.02 2.5% -1.11 0.44 -2.49 0.01 -0.02 
MATHSS_2 1.02 5% -2.33 0.43 -5.33 0.00 -0.04 
MATHSS_2 1.02 10% -4.51 0.42 -10.71 -0.00 -0.08 
MATHSS_2 1.02 20% -8.24 0.39 -20.78 -0.00 -0.16 
MATHSS_2 1.02 30% -11.62 0.37 -30.63 -0.00 -0.22 
MATHSS_2 1.02 40% -15.04 0.36 -40.88 0.00 -0.29 
MATHSS_2 1.02 50% -18.76 0.36 -52.07 0.00 -0.36 
MATHSS_2 1.18 2.5% -1.23 0.44 -2.76 0.00 -0.02 
MATHSS_2 1.18 5% -2.52 0.43 -5.82 0.00 -0.04 
MATHSS_2 1.18 10% -4.83 0.41 -11.63 -0.00 -0.09 
MATHSS_2 1.18 20% -8.65 0.38 -22.36 -0.00 -0.16 
MATHSS_2 1.18 30% -12.11 0.36 -32.88 -0.00 -0.23 
MATHSS_2 1.18 40% -15.66 0.35 -43.95 0.00 -0.30 
MATHSS_2 1.18 50% -19.60 0.34 -56.24 0.00 -0.38 
MATHSS_2 1.37 2.5% -1.33 0.44 -3.01 0.00 -0.02 
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
MATHSS_2 1.37 5% -2.70 0.43 -6.29 0.00 -0.05 
MATHSS_2 1.37 10% -5.07 0.40 -12.42 -0.00 -0.09 
MATHSS_2 1.37 20% -8.96 0.37 -23.73 -0.00 -0.17 
MATHSS_2 1.37 30% -12.43 0.35 -34.72 -0.00 -0.24 
MATHSS_2 1.37 40% -16.04 0.34 -46.42 0.00 -0.31 
MATHSS_2 1.37 50% -20.23 0.33 -59.85 0.00 -0.39 
MATHSS_2 1.64 2.5% -1.42 0.44 -3.23 0.00 -0.02 
MATHSS_2 1.64 5% -2.84 0.42 -6.69 0.00 -0.05 
MATHSS_2 1.64 10% -5.29 0.40 -13.20 -0.00 -0.10 
MATHSS_2 1.64 20% -9.13 0.36 -24.83 -0.00 -0.17 
MATHSS_2 1.64 30% -12.66 0.34 -36.42 -0.00 -0.24 
MATHSS_2 1.64 40% -16.38 0.33 -48.85 0.00 -0.31 
MATHSS_2 1.64 50% -20.76 0.32 -63.23 0.00 -0.40 
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
SBVAR75 0.05 2.5% 0.18 0.45 0.39 0.69 0.00 
SBVAR75 0.05 5% 0.14 0.45 0.32 0.74 0.00 
SBVAR75 0.05 10% 0.06 0.45 0.14 0.87 0.00 
SBVAR75 0.05 20% -0.09 0.45 -0.21 0.82 -0.00
SBVAR75 0.05 30% -0.23 0.45 -0.51 0.61 -0.00
SBVAR75 0.05 40% -0.37 0.45 -0.82 0.41 -0.00
SBVAR75 0.05 50% -0.55 0.45 -1.20 0.23 -0.01
SBVAR75 0.11 2.5% 0.15 0.45 0.34 0.73 0.00 
SBVAR75 0.11 5% 0.08 0.45 0.19 0.84 0.00 
SBVAR75 0.11 10% -0.06 0.45 -0.14 0.84 -0.00
SBVAR75 0.11 20% -0.32 0.45 -0.72 0.48 -0.00
SBVAR75 0.11 30% -0.62 0.45 -1.37 0.18 -0.01
SBVAR75 0.11 40% -0.88 0.45 -1.93 0.05 -0.01
SBVAR75 0.11 50% -1.14 0.45 -2.50 0.01 -0.02
SBVAR75 0.21 2.5% 0.10 0.45 0.22 0.81 0.00 
SBVAR75 0.21 5% -0.01 0.45 -0.03 0.88 -0.00
SBVAR75 0.21 10% -0.29 0.45 -0.64 0.52 -0.00
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
SBVAR75 0.21 20% -0.77 0.45 -1.70 0.09 -0.01
SBVAR75 0.21 30% -1.25 0.45 -2.78 0.00 -0.02
SBVAR75 0.21 40% -1.72 0.45 -3.82 0.00 -0.03
SBVAR75 0.21 50% -2.21 0.45 -4.91 0.00 -0.04
SBVAR75 0.29 2.5% 0.06 0.45 0.13 0.87 0.00 
SBVAR75 0.29 5% -0.09 0.45 -0.20 0.81 -0.00
SBVAR75 0.29 10% -0.43 0.45 -0.96 0.35 -0.00
SBVAR75 0.29 20% -1.06 0.45 -2.36 0.02 -0.02
SBVAR75 0.29 30% -1.69 0.44 -3.78 0.00 -0.03
SBVAR75 0.29 40% -2.29 0.44 -5.14 0.00 -0.04
SBVAR75 0.29 50% -2.92 0.44 -6.56 0.00 -0.05
SBVAR75 0.38 2.5% -0.01 0.45 -0.02 0.89 -0.00
SBVAR75 0.38 5% -0.22 0.45 -0.49 0.62 -0.00
SBVAR75 0.38 10% -0.67 0.45 -1.49 0.15 -0.01
SBVAR75 0.38 20% -1.55 0.44 -3.50 0.00 -0.03
SBVAR75 0.38 30% -2.35 0.44 -5.35 0.00 -0.04
SBVAR75 0.38 40% -3.22 0.43 -7.37 0.00 -0.06
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
SBVAR75 0.38 50% -4.05 0.43 -9.31 -0.00 -0.07
SBVAR75 0.48 2.5% -0.07 0.45 -0.16 0.83 -0.00
SBVAR75 0.48 5% -0.34 0.45 -0.77 0.45 -0.00
SBVAR75 0.48 10% -0.92 0.44 -2.06 0.05 -0.01
SBVAR75 0.48 20% -1.97 0.43 -4.49 0.00 -0.03
SBVAR75 0.48 30% -2.97 0.43 -6.86 0.00 -0.05
SBVAR75 0.48 40% -3.95 0.42 -9.20 -0.00 -0.07
SBVAR75 0.48 50% -4.97 0.42 -11.63 -0.00 -0.09
SBVAR75 0.56 2.5% -0.12 0.45 -0.26 0.78 -0.00
SBVAR75 0.56 5% -0.48 0.45 -1.08 0.30 -0.00
SBVAR75 0.56 10% -1.10 0.44 -2.48 0.02 -0.02
SBVAR75 0.56 20% -2.34 0.43 -5.41 0.00 -0.04
SBVAR75 0.56 30% -3.44 0.42 -8.08 -0.00 -0.06
SBVAR75 0.56 40% -4.62 0.42 -10.98 -0.00 -0.08
SBVAR75 0.56 50% -5.73 0.41 -13.68 -0.00 -0.11
SBVAR75 0.67 2.5% -0.18 0.45 -0.41 0.68 -0.00
SBVAR75 0.67 5% -0.59 0.44 -1.33 0.20 -0.01
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
SBVAR75 0.67 10% -1.34 0.43 -3.07 0.00 -0.02
SBVAR75 0.67 20% -2.71 0.42 -6.41 0.00 -0.05
SBVAR75 0.67 30% -3.98 0.41 -9.62 -0.00 -0.07
SBVAR75 0.67 40% -5.24 0.40 -12.86 -0.00 -0.10
SBVAR75 0.67 50% -6.56 0.40 -16.20 -0.00 -0.12
SBVAR75 0.77 2.5% -0.26 0.45 -0.57 0.57 -0.00
SBVAR75 0.77 5% -0.68 0.44 -1.53 0.14 -0.01
SBVAR75 0.77 10% -1.49 0.43 -3.44 0.00 -0.02
SBVAR75 0.77 20% -2.97 0.41 -7.12 0.00 -0.05
SBVAR75 0.77 30% -4.35 0.40 -10.72 -0.00 -0.08
SBVAR75 0.77 40% -5.68 0.39 -14.22 -0.00 -0.11
SBVAR75 0.77 50% -7.01 0.39 -17.65 -0.00 -0.13
SBVAR75 0.88 2.5% -0.31 0.45 -0.70 0.49 -0.00
SBVAR75 0.88 5% -0.78 0.44 -1.77 0.09 -0.01
SBVAR75 0.88 10% -1.75 0.42 -4.08 0.00 -0.03
SBVAR75 0.88 20% -3.28 0.40 -8.04 0.00 -0.06
SBVAR75 0.88 30% -4.69 0.39 -11.87 -0.00 -0.09
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
SBVAR75 0.88 40% -6.13 0.38 -15.79 -0.00 -0.11
SBVAR75 0.88 50% -7.63 0.38 -19.77 -0.00 -0.14
SBVAR75 1.02 2.5% -0.38 0.44 -0.84 0.40 -0.00
SBVAR75 1.02 5% -0.91 0.43 -2.09 0.04 -0.01
SBVAR75 1.02 10% -1.92 0.42 -4.55 0.00 -0.03
SBVAR75 1.02 20% -3.55 0.39 -8.88 -0.00 -0.06
SBVAR75 1.02 30% -5.10 0.38 -13.25 -0.00 -0.09
SBVAR75 1.02 40% -6.64 0.37 -17.57 -0.00 -0.12
SBVAR75 1.02 50% -8.30 0.37 -22.10 -0.00 -0.16
SBVAR75 1.18 2.5% -0.46 0.44 -1.04 0.31 -0.00
SBVAR75 1.18 5% -1.00 0.43 -2.32 0.03 -0.01
SBVAR75 1.18 10% -2.02 0.41 -4.87 0.00 -0.03
SBVAR75 1.18 20% -3.79 0.39 -9.72 -0.00 -0.07
SBVAR75 1.18 30% -5.30 0.37 -14.13 -0.00 -0.10
SBVAR75 1.18 40% -6.84 0.36 -18.62 -0.00 -0.13
SBVAR75 1.18 50% -8.66 0.36 -23.69 -0.00 -0.16
SBVAR75 1.37 2.5% -0.48 0.44 -1.08 0.30 -0.00
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
SBVAR75 1.37 5% -1.09 0.43 -2.54 0.01 -0.02
SBVAR75 1.37 10% -2.13 0.40 -5.21 0.00 -0.04
SBVAR75 1.37 20% -3.88 0.38 -10.20 -0.00 -0.07
SBVAR75 1.37 30% -5.44 0.36 -14.95 -0.00 -0.10
SBVAR75 1.37 40% -7.05 0.35 -19.78 -0.00 -0.13
SBVAR75 1.37 50% -8.91 0.35 -25.01 -0.00 -0.17
SBVAR75 1.64 2.5% -0.51 0.44 -1.17 0.26 -0.01
SBVAR75 1.64 5% -1.11 0.42 -2.62 0.01 -0.02
SBVAR75 1.64 10% -2.18 0.40 -5.42 0.00 -0.04
SBVAR75 1.64 20% -3.94 0.37 -10.62 -0.00 -0.07
SBVAR75 1.64 30% -5.39 0.35 -15.22 -0.00 -0.10
SBVAR75 1.64 40% -7.04 0.34 -20.30 -0.00 -0.13
SBVAR75 1.64 50% -9.00 0.34 -25.90 -0.00 -0.17
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
SBVAR50 0.05 2.5% 0.19 0.45 0.42 0.67 0.00 
SBVAR50 0.05 5% 0.17 0.45 0.38 0.70 0.00 
SBVAR50 0.05 10% 0.12 0.45 0.26 0.79 0.00 
SBVAR50 0.05 20% 0.01 0.45 0.04 0.88 0.00 
SBVAR50 0.05 30% -0.08 0.45 -0.18 0.83 -0.00 
SBVAR50 0.05 40% -0.19 0.45 -0.42 0.67 -0.00 
SBVAR50 0.05 50% -0.29 0.45 -0.65 0.51 -0.00 
SBVAR50 0.11 2.5% 0.18 0.45 0.39 0.69 0.00 
SBVAR50 0.11 5% 0.13 0.45 0.29 0.76 0.00 
SBVAR50 0.11 10% 0.04 0.45 0.10 0.86 0.00 
SBVAR50 0.11 20% -0.10 0.45 -0.22 0.78 -0.00 
SBVAR50 0.11 30% -0.27 0.45 -0.59 0.55 -0.00 
SBVAR50 0.11 40% -0.46 0.45 -1.02 0.32 -0.00 
SBVAR50 0.11 50% -0.56 0.45 -1.24 0.22 -0.01 
SBVAR50 0.21 2.5% 0.14 0.45 0.31 0.75 0.00 
SBVAR50 0.21 5% 0.06 0.45 0.15 0.85 0.00 
SBVAR50 0.21 10% -0.07 0.45 -0.16 0.82 -0.00 
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
SBVAR50 0.21 20% -0.38 0.45 -0.83 0.42 -0.00 
SBVAR50 0.21 30% -0.69 0.45 -1.53 0.14 -0.01 
SBVAR50 0.21 40% -0.95 0.45 -2.10 0.04 -0.01 
SBVAR50 0.21 50% -1.25 0.45 -2.78 0.00 -0.02 
SBVAR50 0.29 2.5% 0.12 0.45 0.27 0.77 0.00 
SBVAR50 0.29 5% 0.04 0.45 0.10 0.84 0.00 
SBVAR50 0.29 10% -0.18 0.45 -0.39 0.68 -0.00 
SBVAR50 0.29 20% -0.52 0.45 -1.15 0.27 -0.01 
SBVAR50 0.29 30% -0.92 0.44 -2.06 0.05 -0.01 
SBVAR50 0.29 40% -1.28 0.44 -2.87 0.00 -0.02 
SBVAR50 0.29 50% -1.66 0.44 -3.73 0.00 -0.03 
SBVAR50 0.38 2.5% 0.07 0.45 0.17 0.82 0.00 
SBVAR50 0.38 5% -0.03 0.45 -0.08 0.84 -0.00 
SBVAR50 0.38 10% -0.29 0.45 -0.65 0.52 -0.00 
SBVAR50 0.38 20% -0.79 0.44 -1.79 0.10 -0.01 
SBVAR50 0.38 30% -1.28 0.44 -2.91 0.00 -0.02 
SBVAR50 0.38 40% -1.79 0.43 -4.10 0.00 -0.03 
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
SBVAR50 0.38 50% -2.26 0.43 -5.20 0.00 -0.04 
SBVAR50 0.48 2.5% 0.06 0.45 0.14 0.82 0.00 
SBVAR50 0.48 5% -0.11 0.45 -0.24 0.77 -0.00 
SBVAR50 0.48 10% -0.47 0.44 -1.05 0.32 -0.00 
SBVAR50 0.48 20% -1.08 0.43 -2.46 0.02 -0.02 
SBVAR50 0.48 30% -1.68 0.43 -3.88 0.00 -0.03 
SBVAR50 0.48 40% -2.22 0.42 -5.18 0.00 -0.04 
SBVAR50 0.48 50% -2.81 0.42 -6.58 0.00 -0.05 
SBVAR50 0.56 2.5% 0.00 0.45 0.01 0.86 0.00 
SBVAR50 0.56 5% -0.20 0.45 -0.45 0.64 -0.00 
SBVAR50 0.56 10% -0.59 0.44 -1.34 0.22 -0.01 
SBVAR50 0.56 20% -1.30 0.43 -3.00 0.00 -0.02 
SBVAR50 0.56 30% -1.97 0.42 -4.62 0.00 -0.03 
SBVAR50 0.56 40% -2.68 0.42 -6.37 0.00 -0.05 
SBVAR50 0.56 50% -3.36 0.41 -8.02 -0.00 -0.06 
SBVAR50 0.67 2.5% -0.04 0.45 -0.08 0.85 -0.00 
SBVAR50 0.67 5% -0.26 0.44 -0.58 0.56 -0.00 
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
SBVAR50 0.67 10% -0.74 0.43 -1.69 0.11 -0.01 
SBVAR50 0.67 20% -1.56 0.42 -3.68 0.00 -0.03 
SBVAR50 0.67 30% -2.29 0.41 -5.53 0.00 -0.04 
SBVAR50 0.67 40% -3.11 0.40 -7.63 0.00 -0.06 
SBVAR50 0.67 50% -3.85 0.40 -9.48 -0.00 -0.07 
SBVAR50 0.77 2.5% -0.05 0.45 -0.11 0.82 -0.00 
SBVAR50 0.77 5% -0.32 0.44 -0.71 0.49 -0.00 
SBVAR50 0.77 10% -0.82 0.43 -1.89 0.09 -0.01 
SBVAR50 0.77 20% -1.70 0.41 -4.09 0.00 -0.03 
SBVAR50 0.77 30% -2.52 0.40 -6.20 0.00 -0.04 
SBVAR50 0.77 40% -3.36 0.40 -8.39 -0.00 -0.06 
SBVAR50 0.77 50% -4.23 0.39 -10.60 -0.00 -0.08 
SBVAR50 0.88 2.5% -0.11 0.45 -0.26 0.77 -0.00 
SBVAR50 0.88 5% -0.39 0.44 -0.90 0.39 -0.00 
SBVAR50 0.88 10% -0.92 0.42 -2.14 0.05 -0.01 
SBVAR50 0.88 20% -1.87 0.40 -4.58 0.00 -0.03 
SBVAR50 0.88 30% -2.78 0.39 -7.03 0.00 -0.05 
162 
 
Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
SBVAR50 0.88 40% -3.64 0.38 -9.35 -0.00 -0.07 
SBVAR50 0.88 50% -4.58 0.38 -11.81 -0.00 -0.08 
SBVAR50 1.02 2.5% -0.13 0.44 -0.30 0.74 -0.00 
SBVAR50 1.02 5% -0.47 0.43 -1.08 0.31 -0.00 
SBVAR50 1.02 10% -1.11 0.42 -2.64 0.01 -0.02 
SBVAR50 1.02 20% -2.14 0.40 -5.35 0.00 -0.04 
SBVAR50 1.02 30% -3.07 0.38 -7.96 0.00 -0.05 
SBVAR50 1.02 40% -4.03 0.37 -10.62 -0.00 -0.07 
SBVAR50 1.02 50% -5.06 0.37 -13.39 -0.00 -0.09 
SBVAR50 1.18 2.5% -0.17 0.44 -0.38 0.68 -0.00 
SBVAR50 1.18 5% -0.55 0.43 -1.27 0.24 -0.01 
SBVAR50 1.18 10% -1.17 0.41 -2.82 0.01 -0.02 
SBVAR50 1.18 20% -2.24 0.39 -5.75 0.00 -0.04 
SBVAR50 1.18 30% -3.17 0.37 -8.45 -0.00 -0.06 
SBVAR50 1.18 40% -4.16 0.36 -11.28 -0.00 -0.08 
SBVAR50 1.18 50% -5.25 0.36 -14.25 -0.00 -0.10 
SBVAR50 1.37 2.5% -0.19 0.44 -0.43 0.66 -0.00 
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Misassignment 
variable Region 
Percent 
fuzzy data Coefficient SE t Value p Value d 
SBVAR50 1.37 5% -0.58 0.43 -1.34 0.22 -0.01 
SBVAR50 1.37 10% -1.23 0.40 -3.01 0.00 -0.02 
SBVAR50 1.37 20% -2.26 0.38 -5.93 0.00 -0.04 
SBVAR50 1.37 30% -3.23 0.36 -8.84 -0.00 -0.06 
SBVAR50 1.37 40% -4.17 0.35 -11.64 -0.00 -0.08 
SBVAR50 1.37 50% -5.33 0.35 -14.85 -0.00 -0.10 
SBVAR50 1.64 2.5% -0.20 0.44 -0.45 0.63 -0.00 
SBVAR50 1.64 5% -0.56 0.42 -1.32 0.22 -0.01 
SBVAR50 1.64 10% -1.19 0.40 -2.97 0.00 -0.02 
SBVAR50 1.64 20% -2.20 0.37 -5.92 0.00 -0.04 
SBVAR50 1.64 30% -3.07 0.35 -8.65 -0.00 -0.05 
SBVAR50 1.64 40% -4.01 0.34 -11.50 -0.00 -0.07 
SBVAR50 1.64 50% -5.16 0.35 -14.75 -0.00 -0.10 
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