Abstract. In this note we announce the adiabatic decomposition formula for the ζ-determinant of the Dirac Laplacian. Theorem 1.1 of this paper extends the result of our earlier work (see [8] and [9]), which covered the case of the invertible tangential operator. The presence of the non-trivial kernel of the tangential operator requires careful analysis of the small eigenvalues of the Dirac Laplacian, which employs elements of scattering theory. 
Statement of the Result
Let The operator B has a discrete spectrum with infinitely many positive and infinitely many negative eigenvalues. Let Π > (resp. Π < ) denote the spectral projections onto the subspaces spanned by the eigensections of B corresponding to the positive (resp. negative) eigenvalues and σ 1 , σ 2 : ker B → ker B denote the involutions of kernel of B such that
denote the orthogonal projections of the kernel of B onto −1 eigenspace of σ i . The orthogonal projections P 1 = Π < + π 1 and P 2 = Π > + π 2 provide elliptic self-adjoint boundary conditions for the operators D 1 = D|M 1 and D 2 = D|M 2 respectively. This means that the associated operators
; S|M i ) and they both have discrete spectrum (see [1] , [11] ).
We now introduce the manifold M R equal to the manifold M with N replaced by 
(see [3] , see also [6] and [12] for additional discussion). Here,
We define a modified zeta function of D
2
R by the formula
where T r (·) is taken over all the eigenvalues with the exception of e − values . The operators (D i,R ) P i do not have e − values (see [6] ) and
We define the zeta functions of (D i,R )
where T r (·) is taken over the non-zero eigenvalues for i = 1, 2. The zeta func-
(s) are regular at s = 0 and we can define the ζ-regularized determinants for these operators using the standard formula
where D 2 R denotes one of the aforementioned operators. In this announcement we study the following adiabatic limit
We have to introduce elements of Scattering Theory in order to present the formula for the limit (1.6). The operators D 
where θ(φ, λ) is a square integrable section of S on M 1,∞ which is orthogonal to ker(B) , when restricted to {u} × Y , and C 1 (λ) is the scattering matrix. There is also corresponding scattering matrix C 2 (λ) determined by the operator D 2,∞ over M 2,∞ . We refer to [6] and [7] (see also [5] ) for the presentation of the necessary material from Scattering Theory.
Let C : W → W denote a unitary operator acting on the finite dimensional vector space W . We introduce the operator D(C) equal to the differential op-
where E C is the flat vector bundle over S 1 = R/Z with the complex conjugate of C as the holonomy group. We define operators
and 
Remark 1.2.
(1) A special case of the Theorem 1.1 was proved in [8] , [9] , where it was assumed that 
(2) The main issue in the present work is the analysis of s − values. The proof of Theorem 1.1 uses some ideas of the work in W. Müller (see [6] ).
Scattering Matrix and Slowly Decaying Eigenvalues
In this section we investigate the relation between the scattering matrices C 1 (λ), C 2 (λ) and the s − values of the operators D R , (D 1,R ) P 1 and (D 2,R ) P 2 .
Let ϕ be a eigensection of D R , which corresponds to s − values λ = λ(R), that is
for some fixed κ with 0 < κ < 1. Now we study the s − values of the operator D R over M R . We introduce the manifold
The boundary ofM R is equal to the sum of two copies of Y . We consider D R , the operator on a closed manifold M R , as the Dirac operator onM R , which satisfies the transmission boundary condition. In particular, the corresponding eigensection ϕ to s − values λ = λ(R) satisfies the "transmission boundary condition"
We refer to [2] for more detailed discussion of the transmission problem (see also [8] ). We want to warn the reader that, when we discuss transmission boundary condition, it would be natural to consider
but in the following we parametrize cylindrical parts as
The section ϕ can be represented in the following way on
where ψ 1 ∈ ker(G − i), ψ 2 ∈ ker(G + i) and ϕ 1 is orthogonal to ker B when restricted to {u} × Y . The eigenvalue λ(R) is not bounded away from 0 , hence ψ 1 , ψ 2 are non-trivial sections of S|Y (see Theorem 2.2 in [12] ). Choose φ ∈ L 1 such that ψ 1 = φ − iGφ . Then the generalized eigensection E(φ, λ) associated to φ is given by
Following [6] , we introduce 
This leads to
for some positive constant c , and we get the following inequality
for some constants c 1 , c 2 (compare [6] ). Similarly, we have
and ϕ 2 is orthogonal to ker(B) when restricted to {u} × Y . Again we have the expected estimate
The transmission boundary condition over Y Y = ∂M 1,R ∂M 2,R implies the equalities
so that
We combine these inequalities and obtain
for some positive constants c 3 , c 4 . The unitary operator C 1 (λ) • C 2 (λ) is an analytic function of λ for sufficiently small λ. This whole analysis follows the method presented in [6] and results in the following Proposition. 
for an integer k with |k| < R 1−κ , where exp(iα j (λ(R))) is an eigenvalue of the restriction of the unitary operator
is not the identity map. However, it is equal to the identity, when restricted to the subspace
, where
It follows that the number of j's such that 
for an integer k with |k| < R 1−κ , and exp(iβ j (λ(R))) an eigenvalue of the unitary operator
Remark 2.4. The map S σ i (0) restricted to the subspace ker(σ i + 1) ∩ ker(C i (0) + 1) ⊂ ker(σ i + 1) is equal to I, and the number of j's such that β j (0) = 0 is equal to dim(ker(σ i + 1) ∩ ker(C i (0) + 1)). This is the number of zero eigenvalues of (D i,R ) P i which are not in ker L 2 (D i,∞ ) for i = 1, 2.
Sketch of the Proof of Theorem 1.1
In this section we briefly sketch the proof of Theorem 1.1. We refer to [10] for the detailed exposition.
We define This ends the proof of Theorem 1.1.
