Distributed signal processing using nested lattice codes by Gao, Su
DISTRIBUTED SIGNAL PROCESSING USING NESTED LATTICE CODES
SU GAO
DECEMBER 2011
A thesis submitted in fulfilment of requirements for the degree
of Doctor of Philosophy of Imperial College London
Communications and Signal Processing Group
Department of Electrical and Electronic Engineering
Imperial College London
Abstract
Multi-Terminal Source Coding (MTSC) addresses the problem of compressing correlated sources
without communication links among them. In this thesis, the constructive approach of this problem
is considered in an algebraic framework and a system design is provided that can be applicable
in a variety of settings. Wyner-Ziv problem is first investigated: coding of an independent and
identically distributed (i.i.d.) Gaussian source with side information available only at the decoder
in the form of a noisy version of the source to be encoded. Theoretical models are first established
and derived for calculating distortion-rate functions. Then a few novel practical code implemen-
tations are proposed by using the strategy of multi-dimensional nested lattice/trellis coding. By
investigating various lattices in the dimensions considered, analysis is given on how lattice prop-
erties affect performance. Also proposed are methods on choosing good sublattices in multiple
dimensions. By introducing scaling factors, the relationship between distortion and scaling factor
is examined for various rates. The best high-dimensional lattice using our scale-rotate method can
achieve a performance less than 1 dB at low rates from the Wyner-Ziv limit; and random nested
ensembles can achieve a 1:87 dB gap with the limit. Moreover, the code design is extended to
incorporate with distributed compressive sensing (DCS). Theoretical framework is proposed and
practical design using nested lattice/trellis is presented for various scenarios. By using nested
trellis, the simulation shows a 3:42 dB gap from our derived bound for the DCS plus Wyner-Ziv
framework.
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5Chapter 1
Introduction
1.1 Background
In recent years, research on wireless sensor networks has been undergoing a rapid development,
including some presented problems and enabling techniques that can potentially lead to significant
performance gains. The trend is to go away from the more traditional centralized network architec-
ture to a distributed one with cheap and light-weighted components [1] [2]. For example, in some
paradigms investigated by researchers, hundreds or thousands of sensor nodes are deployed in an
environment of interest. Each node has the capability to sense various aspects of the environment,
doing signal processing and communications. This scenario should be capable of handling more
complex tasks and interferences.
For such networks, a major constraint to individual node performance is energy. In contrast to
many other wireless devices (e.g. laptops and mobile phones), in which energy can be recharged
from time to time, the energy provisioned for a wireless sensor node is not expected to be renewed
throughout its working time. The limited amount of energy available to a sensor node has a
significant impact on all aspects of a wireless sensor network, from the volume of wireless data it
can carry, to the information that the node can process.
So it is necessary to reduce the energy used for sensor nodes, which is consumed primarily
by sensing and communications operations. While the energy used for sensing is hard to decrease,
it is desirable to minimize the amount of inter-node communications. One way of doing this is
to prevent sensor nodes from communicating with each other, resulting in the signal processing
separately in each node, followed by communication only with the central node, where all the data
is transmitted to.
In order to further reduce the energy consumption, one should consider the compression
of data prior to transmission in sensor nodes. The similarity and redundancy of sensed data by
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different nodes make compression possible by exploiting the correlation among them. This topic
has recently become a very active research area driven by applications like sensor networks, and
is usually referred to as Multi-Terminal Source Coding (MTSC) problem [3], where one or more
of the sensor nodes (also known as terminals, information sources, etc.) compress data separately
(i.e. without communication with each other) via source coding before transmission. The joint
decoder in the central node recovers some or all the transmission losslessly, or by allowing some
distortion. In some literature, this problem is also known as Distributed Source Coding (DSC) [2].
1.2 MTSC
There are mainly two different classes among all MTSC problems, lossless and lossy MTSC.
These two problems are separately developed for decades and are combined to solve source coding
problem recently [4].
The problem with discrete-valued correlated sources is lossless MTSC, since the decoder can
reconstruct the sources with almost zero error probability. It was shown by Slepian and Wolf [5]
that two correlated sources without inter-communication can be compressed with the same ag-
gregate rate as if they were communicating with each other. Recent research has given emphasis
on its practical code design. Examples of effective constructive approaches are [6] and [7]. In
addition, considering the continuous-valued case (source defined on the real line R), we speak of
lossy MTSC where the information is reconstructed with fidelity less than a target distortion. The
first work discussing lossy MTSC is Wyner’s 1976 paper [8].
Lossy MTSC can further be divided into direct and indirect (remote) cases. Direct lossy
MTSC was first investigated by Berger [3], where the information sources captured by the sensor
nodes are correlated and the decoder wishes to reconstruct all of them with respect to some fidelity
criterion. And for indirect lossy MTSC, sensor nodes observe different (but correlated) noisy ob-
servations of a single source, and transmit their observations efficiently to a joint decoder which
recovers the single source with respect to a fidelity criterion based on information received. Flynn
and Gray [9] first analysed this problem for two-observation case and obtained an information-
theoretic achievable rate region. Later, Viswanathan and Berger considered the general case with
many observations under the name of the CEO problem [10]. For the symmetric Gaussian CEO
problem, where the source and the observations are jointly Gaussian, the observations have iden-
tical conditional distribution given the source, and the transmission rates of the encoders are also
identical, it was shown by Oohama [11] that the achievable sum rates given by Flynn and Gray is
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the smallest possible. Recently, this tightness has been extended for the non-symmetric case and
for the entire rate region [12] [13].
1.3 Wyner-Ziv Coding Using Nested Lattices
Researchers consider a special case of MTSC, the Wyner-Ziv problem, in order to simplify the
problem in an earlier stage. It is named after Wyner and Ziv, who obtained the optimal rate-
distortion function for this scenario in [8]. When restricted to only one source and one side infor-
mation, the Wyner-Ziv problem is also known as the quadratic Gaussian case. The rate-distortion
functions are given in [8] and [14], showing that Wyner-Ziv coding usually suffers rate loss com-
paring to the case when the side information is also available at the encoder. However, for the
source and the side information both Gaussian sources, there is no rate loss with Wyner-Ziv cod-
ing. In this thesis, the above jointly Gaussian assumption is followed.
Although information-theoretical research onWyner-Ziv problem has started since the 1970s,
practical code design has not been considered until recent years. Among possible schemes, a struc-
tured binning scheme using nested lattice codes were introduced [1], which can achieveWyner-Ziv
limit [8] asymptotically as the dimension of codes approaches infinity. We refer to this scheme
as nested lattice coding (NLC) in this thesis. It was proved that for NLC, distortion performance
can be improved as lattice dimension increases [1] [15]. It is also proved that good lattice quan-
tizers exist in sufficiently high dimensions [16]. Our research is inspired by the above results,
and we started by aiming at developing constructive and less complicated practical codes for the
Wyner-Ziv problem.
Based on this idea, the first practical code design was done in [17], where one possible encod-
ing/decoding scheme was given and some initial theoretical analysis for 2-, 8- and 24-dimensional
nested lattices were presented. Some preliminary simulation results based on 2-dimensional
hexagonal lattice were also shown in [17]. In addition, a lower bound of the distortion-rate perfor-
mance for various lattices and simulation for one and two dimensional cases were given in [15].
However, since such low-dimensional lattices are not good enough, the quantized data are still
correlated; therefore, a second stage of coding, namely, Slepian-Wolf coding, was used in [15]
to further exploit the correlation between the quantized data, resulting in more implementation
complexity (which we are trying to improve). This technique was termed as “Slepian-Wolf coded
nested quantization” (SWC-NQ) in [15].
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1.4 Distributed Compressive Sensing
Another research we carried out is to incorporate our nested lattice coding schemes with compres-
sive sensing (CS). CS [18,19] has gained significant interest in many theoretical and applied areas
because it permits simultaneous sensing and compression. The CS theory is based on the assump-
tion that a signal is compressible orK-sparse under a certain transform operator	. It asserts that
this K-sparse N -length signal x can be faithfully recovered from only M = O(K log(N=K))
incoherent measurements through non-linear optimization to seek the sparsest solution of x [19].
While the CS theory has been established for individual signals, there are situations in practice
where correlated multiple signals should be processed separately and simultaneously, such as
video processing and sensor networks. It is not enough to only exploit inter-signal correlation
in these cases. In recent research distributed CS has been investigated [20, 21], which takes ad-
vantage of simplicity of CS measuring at the encoder, making it suitable for many distributed
applications.
Distributed CS resembles DSC in both problem formulation and applications. And the mul-
tiple signals could be decoded jointly and efficiently with the support of DSC theory. There is
a fundamental difference however: distributed CS is an analog technique while DSC is a digital
one. Little is known about how DSC and distributed CS should be combined. This is our focus
after designing nested lattice codes. Wyner-Ziv coding and CS using random projection was in-
vestigated in [22]. However, it is not a practical scheme due to its heavy calculation and redundant
storage. Some initial analysis of random sampling followed by quantization are given in [23] as
well, while the whole framework and practical implementation still requires more research.
1.5 Contribution and Organization
This thesis is organized as follows: Chapter 2 gives a comprehensive review of the literature,
Chapter 3 includes preliminaries for access of the problem. In Chapter 4, we first present an im-
portant aspect of our theoretical work which gives a new perspective of the distortion-rate analysis
compared to [15], by using a scaling factor for lattices which gives an easy and precise calculation
of the minimum distortion for various rates used in simulation. Hence we can give a direct com-
parison between the theoretical distortion value and the one obtained in simulation, rather than the
lower convex hull found in an approximate way [15, Fig. 4]. And we also investigate how certain
properties of lattices affect performance. For example, for two lattices of the same dimension, the
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one which is better for quantization is also better for the Wyner-Ziv problem. This investigation is
useful in choosing lattices with the best performance.
In addition, our theoretical analysis includes a method to calculate the accurate distortion-rate
function generally suitable for any types of lattices. Lattice properties affecting the performance
are also investigated. We then propose our theoretical models for the distortion-rate calculation.
In Chapter 5, several coding schemes are designed and implemented with simulation results
followed. Besides the basic lattice definition and quantization algorithms, an investigation of
sublattice (coarse lattice) implementation will be discussed in detail. In addition to a new two-
dimensional algorithm, we implement coding schemes using clean similar sublattices, random
ensembles and expanded lattices. Our design scheme give performance approaching the theoret-
ical limit. We mostly address nested lattice codes in multiple (> 2) dimensions in our research.
Alternative nested lattice schemes are potentially applicable to Wyner-Ziv problem.
Nested codes based on clean similar sublattice [24] are attractive and are proven a good
choice for one and two dimensions in Wyner-Ziv problem [15]; and higher dimensional cases
were implemented in multiple-description problem [25]. Thus we first implement nested lattice
based on clean similar sublattices (> 2 dimensions).
In addition, we design nested lattice schemes for various lattices and dimensions and get dis-
tortion performance very close to the Wyner-Ziv limit, especially at rates < 10 bits/sample. These
simulation results are consistent with theoretical analysis that as dimension increases, performance
improves a lot for the first several dimensions [15, Fig. 5]. Also, the complexity of our scheme is
also lower than that of the SWC-NQ scheme where complicated Slepian-Wolf codes are needed.
The reason is that SWC uses turbo or low-density parity check (LDPC) codes with large codeword
length may cause delay and a large amount of storage. In sensor networks, we need simple cod-
ing schemes. Our scheme by using multi-dimensional nested lattices is not only an effective but
also a simple implementation. Even the 24-dimensional quantizers have acceptable computational
complexity [26].
Moreover, a random ensemble of lattices was proposed [27] [28] and extended to the gen-
eration of a pair of nested lattices which are used for AWGN channel coding [27]. It provides a
universal scheme for any dimensions and constructs coarse lattice not necessarily similar to the
fine lattice. These properties makes random ensembles a potential solution for Wyner-Ziv prob-
lem, which we will implement in Chapter 5.
Chapter 6 is the extension of the coding scheme to distributed compressive sensing and theo-
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retical analysis is also carried out. Nested trellis schemes are simulated. We first present results on
DSC of the CS samples at different sensors. The correlated sources are first processed separately
using CS. Then the samples are sent into a second stage for DSC. After transmission through a
lossless channel, at the receiver is the joint source decoder followed by CS recovery. System de-
sign of a few scenarios will be carried out and simulation results will be given. We mostly use
Wyner-Ziv coding [8] based on the nested lattice scheme, where only one source is encoded lossy
and transmitted to the decoder, and the signal is reconstructed with a fidelity criterion under the
assistance of the side information which is the other signal.
Our work exploits several practical CS schemes. Moreover, we will give theoretical bounds
for various coding schemes and more powerful and less complicated implementation strategies
such as nested trellis.
The thesis is concluded in Chapter 7.
11
Chapter 2
Literature Review
We review the literature of three main areas: multi-terminal source coding is the first problem we
start with; nested lattice is our primary coding scheme; and we extend our work by employing
compressive sensing in the framework.
2.1 Multi-Terminal Source Coding
Research on Multi-Terminal Source Coding (MTSC) has a history of more than 30 years. Also
known as Distributed Source Coding (DSC), it addresses the problem of compressing correlated
but distributed sources without communication links among them. The compressed sources are
transmitted separately to a central unit for further processing. Applications can be found in various
scenarios (e.g., sensor networks) with consideration of complexity and power constraints.
MTSC was first investigated by Slepian and Wolf in 1973 [5]. They considered compression
of two correlated sources, separately and losslessly, and gave the surprising result that separate
encoding and joint decoding suffer no rate loss compared to the case when the sources are encoded
jointly. Later in 1976, Wyner and Ziv extended a special case of Slepian-Wolf (SW) coding, which
is lossless source coding with decoder side information, to lossy source coding with decoder side
information [8]. Different from SW coding, there is generally a rate loss with Wyner-Ziv (WZ)
coding, compared to the case when the side information is also available at the encoder. But an
exception occurs when the source and the side information are jointly Gaussian and the distortion
measure is mean-squared error (MSE) [8].
Soon after the above celebrated works were published, Berger [3] established the general
problem of MTSC by considering separate lossy source coding of two or more sources, which can
be regarded as the lossy version of SW coding. In the following years, MTSC have been studied
under two classes in literature. Berger and Tung’s original work [3] [29] considered the case
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where each encoder observes directly its source, thus was given the name by recent researchers as
direct MTSC problem. In addition, another similar but not identical scenario was considered by
Yamamoto and Itoh [30] and Flynn and Gray [9], where each encoder can not observe directly the
source that is to be reconstructed at the decoder, but is rather provided only with a noisy version.
A single source is to be reconstructed at the decoder. This problem is often referred to as indirect
MTSC problem, though also known as CEO problem [10] [11].
For better understanding, the setup for both direct and indirect MTSC problems will be pre-
sented as follows. The two-terminal case is discussed as an example, from which one can easily
generalise to the cases with more than two terminals.
Lossless 
Channel
Encoder I
Encoder II2
Y
Decoder
1Y
2W
1W
1R
2R

1Y
 2Y
Figure 2.1: Two Terminal Direct MTSC.
First consider the direct MTSC setup, which is depicted in Fig. 2.1. Sources Y1 and Y2 take
values from the set Y1  Y2 and are drawn independent and identically distributed (i.i.d.) from
the joint probability density function (pdf) fY1;Y2(y1; y2). Each sequence of n source samples is
grouped as a source block Y n1 and Y
n
2 , where Y
n
1 = fY1;ign1 and Y n2 = fY2;ign1 . Source sample
blocks of Y1 and Y2 are separately input into two encoders. Two encoder functions
1 : Yn1 ! f1; 2; : : : ; 2nR1g
2 : Yn2 ! f1; 2; : : : ; 2nR2g (2.1)
separately compress Y n1 and Y
n
2 to W1 and W2 at rates R1 and R2, respectively. Assuming the
transmission channel is lossless, a decoder function
' : f1; 2; : : : ; 2nR1g  f1; 2; : : : ; 2nR2g ! Yn1  Yn2 (2.2)
reconstructs the source block as fbY n1 ; bY n2 g based on the receivedW1 andW2.
Second consider the indirect MTSC case with the two-terminal example. depicted in Fig. 2.2.
The remote sourceX and two noisesN1 andN2 are mutually independent i.i.d. random variables
drawn from the joint pdf fX;N1;N2(x; n1; n2) = fX(x)fN1(n1)fN2(n2). The blocks Y
n
1 and
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Y n2 are two length-n sequences of noisy observations: Y
n
1 = X
n + Nn1 , Y
n
2 = X
n + Nn2 at the
two encoders. The indirect case has the same form of encoder functions (1; 2) with the direct
system (Equ. 2.2), while having a different decoder function
' : f1; 2; : : : ; 2nR1g  f1; 2; : : : ; 2nR2g ! X n (2.3)
which reconstructs the remote source block as bXn.
Lossless 
Channel
Encoder I
Encoder II2
Y
Decoder
1Y
2W
1W
1R
2R
X
+
+
1N
2N
X
Figure 2.2: Two Terminal Indirect MTSC.
Based on the setup established above, the following two sections of this chapter will be
concentrating separately on the literature of two important aspects of MTSC, theoretical study and
practical design. Evaluation of relevant and significant existing research will be presented. Also,
the relationships between different work including my concentration will be discussed.
2.1.1 Theoretical Study
The main task of theoretical study of MTSC problems is to determine the achievable rate region
(i.e. all possible compression rate tuples) under distortion constraints on sources. For the general
MTSC problem, determining the achievable rate region is a difficult task and still remains open.
Only inner and outer bounds for both direct and indirect MTSC problems have been provided by
the research mentioned above such as [3] [29] [30] [9].
For instance in [9], two questions are considered for a problem where there are two sensors
observing noisy data and communicating with a single estimator. The first question is to find
out the communication rates and distortions which can be achieved if the encoder has unlimited
complexity. This is solved by the techniques of information theory. In [9] the authors proved that
a given combination of rates and distortion is achievable if there exist degraded versions of the
observations satisfying certain formulas.
The second question in [9] is how an encoder can be designed for good performance if the
encoder must be a quantizer (a mapping of a single observation sample into a digital output). This
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is treated by a few approaches. First, the outputs of the quantizers become the input of a second
stage of encoding where their correlation is exploited to reduce the output rate. Algorithms de-
signing the second stage were presented and tested in [9]. An alternative approach is based on the
distributional distance, which is a measure of dissimilarity between two probability distributions.
An algorithm to modify quantizers for increased distributional distance was derived and tested
using simulation in [9].
Since it is difficult to solve the general MTSC problem, some specific cases are considered.
Specifically, researchers have focused on the quadratic Gaussian setup with Gaussian sources and
MSE distortion measure. Theoretical results for this case appeared in [3] [29] [31] for the direct
setting and in [32] [11] [12] [13] [10] for the indirect/CEO setting, to name a few.
[31] considered the problem of separate coding for two correlated memoryless Gaussian
source. Rate-distortion region was determined in the case that one source plays a role of partial
side information to reproduce sequences emitted from the other source with an average distortion
level. Also an explicit outer bound of the rate-distortion region was derived, demonstrating that
the inner bound obtained by Berger [3] partially coincides with the rate-distortion region.
Indirect/CEO Problem
Indirect/CEO setting has been investigated a lot by recent researchers. [32] considered a distributed
sensor network in which several observations communicate with the central control using limited
transmission rate. The observations are separately encoded and the data transmitted can be esti-
mated with minimum average distortion. They addressed the problem from an information the-
oretic perspective and formulated the inner and outer bound of the rate-distortion region. First,
an upper bound on the sum-rate distortion function was derived and the rate allocation framework
were designed by exploiting the structure of the rate region [32]. Also The quadratic Gaussian case
was analyzed based on the upper bound and the optimal rate allocation schemes were developed.
It was shown that when the signal-to-noise ratios at the sensors are the same, this upper bound on
the sum-rate distortion function is tight for the quadratic Gaussian CEO problem [32].
Another solution to the Gaussian CEO problem was considered in [11]. By deriving the rate-
distortion function, the tradeoff was determined between the rate and squared distortion. Specif-
ically, the derived function is the sum of two nonnegative functions. One is a classical rate-
distortion function for single Gaussian source and the other is a function determining the perfor-
mance for a relatively small distortion. Sometimes it is convenient to characterize the rate region
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for any number of agents without assuming that their quality of observations is the same [13].
A recent work [33] also considered similar problem: the lower bound on the sum rate. It
showed that the lower bound of direct and indirect Gaussian multiterminal source coding prob-
lems can be derived in a unified manner. This was achieved by exploiting the semi-definite partial
order of the distortion covariance matrices which a connection between the lower bound and the
Berger-Tung upper bound is revealed. This framework associated the minimum mean squared er-
ror (MMSE) estimation with the reduced optimal linear estimation. A new proof was given for the
minimum sum rate of the Gaussian CEO problem. For the direct Gaussian MTSC problem, a gen-
eral lower bound was derived on the sum rate. Also a set of sufficient conditions was established
and from these conditions, the lower bound coincides with the Berger-Tung upper bound [33]. The
sufficient conditions hold for any positive-definite covariance matrices under the high-resolution
assumption, and are also satisfied for a class of other sources and distortion constraints. More
importantly, the new method in [33] does not rely on Shannons entropy power inequality, which
is an improvement compared to existing proofs.
Direct Settings
Notably, the achievable rate region was unknown until recently even for this special case. The
indirect/CEO problem was solved independently by Oohama [34] and Prabhakaran [13], by using
the entropy power inequality [35]. But the direct MTSC problem is more challenging because
there is a vector source to be reconstructed at the decoder instead of a single remote source,
preventing the generalization of the proofs of [34] and [13] to the direct case, since there is no
vector version of the entropy power inequality. Due to this difficulty, the solution to this special
case with arbitrary number of encoders is still unknown. But recently, Wagner [36] made the
connection between the direct and indirect MTSC problems (via a so-called -sum problem) and
showed tightness of the Berger-Tung achievable bound [3] [29] by proving the converse.
Specifically, the rate region of the quadratic Gaussian two-encoder source-coding problem
was determined in [36]. A simple architecture is used to separate the analog and digital aspects of
the compression algorithm. The rate region is achieved by using this architecture. Furthermore,
higher rates are required to send a Gaussian source than it does to send any other source with the
same covariance. In addition, the techniques in [36] can be used to find out the sum-rate of some
generalizations of the problem considered. The main idea of the approach is to couple the problem
with a quadratic Gaussian CEO problem.
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For the special case of two-terminal MTSC with joint Gaussian source and MSE distortion
measure, the definition of achievable rate region is given in the following of this section, for both
the direct and indirect cases. The notations are consistent with the setup discussed above.
First consider the direct MTSC. For a distortion pair (D1; D2) and a given distortion measure
d(; ), a rate pair (R1; R2) is achievable if for any " > 0, there exists a large enough n such that
the distortion constraints
1
n
nX
i=1
E[d(Y1;i; bY1;i)]  D1 + "
1
n
nX
i=1
E[d(Y2;i; bY2;i)]  D2 + " (2.4)
are satisfied. The achievable rate region R?(D1; D2) is the convex hull of the set of all achievable
rate pairs (R1; R2).
Similarly, for the indirect case the achievable rate region R?(D) can be defined as the convex
hull of the set of all achievable rate pairs (R1; R2) such that for any " > 0, there exists a large
enough n such that the distortion constraint
1
n
nX
i=1
E[d(Xi; bXi)]  D + " (2.5)
2.1.2 Practical Design
Compared to the body of theoretical works on MTSC, the practical designs are various but still in
its infancy. So designing efficient coding schemes for MTSC is our concentration. In this section,
we will give a literature review for the ongoing MTSC practical design by other researchers.
Also included is some comments on its special case, Side Information (SI) problem, due to its
importance in this research field. Note that in this section, MTSC represents its lossy case unless
specified otherwise.
Generally speaking, MTSC is a joint source-channel coding problem [4]: first, its lossy na-
ture necessitates quantization of the sources; second, the distributed nature of the encoders calls
for compression (after quantization), which is commonly implemented by a channel code. Ba-
sically, two code design methods are available to solve this problem. One is separate source-
channel coding (SSCC), which is vector quantization (VQ) plus Slepian-Wolf (SW) coding. This
method is optimal for the quadratic Gaussian MTSC with two terminals (but not optimal for gen-
eral MTSC) [4]. However, this method requires good performance for both the source coding and
channel coding components.
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Trellis quantization [37] investigates the duality between modulation and source coding. Trel-
lis coded quantization (TCQ) schemes are designed and applied to the encoding of memoryless
and Gauss-Markov sources. In [37], the notions used in TCMwas adapted for TCQ, such as signal
set expansion, set partitioning and branch labeling. The techniques were also modified so that the
designed TCQ coders have low complexity and good mean squared error (MSE) performance.
TCQ provides good distortion performance for memoryless uniform sources which is better
than that given by the coefficient of quantization for all lattices with dimension less than 24 [37].
For memoryless Gaussian sources, the TCQ performance was superior to all previous results be-
fore [37], including entropy coded scalar quantization. The encoding complexity of TCQ is very
modest. Specifically, the encoding for an N -state trellis requires only four operations in multipli-
cations, additions and scalar quantizations and N comparisons per data sample. For the encoding
of Gauss-Markov sources, TCQ was incorporated into a predictive coding structure.
Although good schemes as lattice quantization [38] or trellis quantization [37] have accept-
able complexity, good channel coding schemes such as Turbo or LDPC codes are more difficult to
realize in practice.
On the other hand, nested source-channel coding (NSCC) aims at the design of a coding
scheme combining the source coding and channel coding components together [1] [39]. This
method reduces the complexity of designing two components and adjusting parameters to obtain
optimum performance. But it needs careful consideration on the design issue.
In [39], a constructive approach was considered for distributed binning. There are a few
application scenarios which can be linked to this framework including distributed source coding
and the symmetric multiple description source coding. Specifically, in the exposition of [39] the
case of two symmetric observations with two separate codebooks was considered while focusing
on the Gaussian CEO problem with mean squared error reconstruction. This problem consid-
ers distributed encoding of correlated noisy observations of a source into descriptions such that
the joint decoder can reconstruct the source with a fidelity criterion. Generalized coset codes is
constructed in a group-theoretic setting and useful in forming the code for this approach in [39]
The performance was analyzed in terms of distortion properties and the complexity of decoding
algorithms.
To design a practical coding scheme using NSCC scheme is our concentration. It is useful to
review both SSCC and NSCC schemes for a comprehensive view of the ongoing problem. In the
following, SI problem is first considered followed by general MTSC.
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The Special Case: SI Problem
Slepian and Wolf [5] showed that the separate compression of two correlated sources can be near
lossless at the total rate of their joint entropy. In particular, when one of the two sources is available
only at the decoder as side information, the other source can still be near-losslessly compressed
at the rate of its conditional entropy given the decoder information. This problem is essentially
lossless SI problem. This case is generalised to the lossy case by Wyner and Ziv [8], which is the
lossy SI problem and known as Wyner-Ziv coding (WZC) problem.
The channel coding component is a main issue for the code design of lossy SI problem. To
compress a binary representation of quantized source (or, for lossless case, to compress a binary
source), code designs based on coset codes [40], turbo codes [41] [42] and low-density parity-
check (LDPC) codes [7] [43] were developed. We leave [40] to a separate discussion later on and
focus on other works by now.
For turbo codes, in [42] the case considered is for correlated binary sources. It was shown how
conventional parallel (turbo) and serial concatenated convolutional codes are used to compress the
data so that the performance gap to the Slepian-Wolf limit is reduced. “conventional” refers to
codes with applications in channel coding. The main framework of [42] has a memoryless binary
source with side information at the decoder, the approach was based on using syndromes and
correlation modeling using channel codes. The encoding and decoding procedures were presented
and the performance achieved was better than other published results using nonconventional turbo
codes. The error performance is close to the Slepian-Wolf limit.
Low-density parity-check (LDPC) codes are exploited to be used in the distributed source
coding scenario due to their good performance. The starting point for LDPC to be used in DSCwas
[7]. Considering a similar scenario as in [42], in [7] it was shown how LDPC codes can be used
to compress the data to achieve performance close to the SlepianWolf limit for correlated binary
sources. Again the focus is on the compression of an equiprobable memoryless binary source
with side information at the decoder. The designed coding approach was based on exploiting
the correlation using channel codes and applying the syndrome-based design. The encoding and
decoding procedures were explained in detail [7]. The performance was seen to be better than
previous results using turbo codes.
Another work [44] has the main idea of compressing a binary sequence to the syndrome of
a linear channel code for the “virtual” correlation channel between the source and the decoder
side information, and finding the binary sequence with the same syndrome that is closest to the
2.1 Multi-Terminal Source Coding 19
side information at the decoder. This syndrome-based method can approach one of the two corner
points of the SW rate region if the employed channel code approaches the capacity of the “virtual”
correlation channel [44].
By using NSCC, SI problem can by solved using nested lattice coding (NLC) suggested by
Zamir [1]. In [1], a new scheme based on nested lattice codes were proposed and proved to be
optimal as the lattice dimension approaches infinity. Following this idea, we propose a practical
NLC design based on multi-dimensional nested lattices, which indeed achieves better performance
as dimension increases. Details will be discussed in following chapters.
Memoryless and Trellis Coset Construction
Here we provide an overview for [40] as it is not only one of the initial works for the SI code
design, but also the starting point of our research. We will use in our research the concepts and
techniques presented in [40], such as coset codes, trellis coset construction and the design frame-
work for the coding scheme.
Overall in [40], the authors considered compressing correlated sources that do not communi-
cate with each other to minimize their use of energy. Again it is the SI problem: the compression
of a source that is correlated with another source, and one of the two sources is available only at the
decoder. Focused on practical design, a new constructive and practical framework was introduced
in [40] rather than prior information-theoretic approaches. The basic idea is to incorporate channel
coding principles into this source coding problem. The authors dub this approach as DIstributed
Source Coding Using Syndromes (DISCUS). The focus was on practical code design of memory-
less and trellis-structured coset constructions. Simulation results in [40] confirmed the usefulness
of DISCUS, giving a novel code construction method for the distributed source coding problem.
The problem is stated as follows. Consider a standard Wyner-Ziv setting (SI problem). X
and Y are correlated memoryless random processes characterised by independent and identically
distributed (i.i.d.) sequences fXig1i=1 and fYig1i=1, respectively. This model generates Y as a
noisy version of X , i.e. Yi = Xi + Ni, where fNig1i=1 is also continuous-valued, i.i.d. and
independent of the Xi’s. Specifically Xi’s and Ni’s are zero-mean Gaussian random variables
with known variances. The task of the encoder is to optimally compress the X process to rate R
bits per sample without access to the side information.
The goal of the receiving end is to decode the received message and form the best approxi-
mation bX toX , both with the help of the side information. The decoding is a crucial part and will
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be discussed later. To form bX , assume quantizing and encoding in block of length L. Let () be
the distortion measure over the L-sequence, define the additive distortion measure [40]
(x; bx) = 1
L
LX
i=1
(xi; bxi) (2.6)
where x = [x1; x2; : : : ; xL] and bx = [bx1; bx2; : : : ; bxL].
This problem can be posed as minimizing the transmission rateR such that the reconstruction
fidelity E[(X; bX)] is less than a given valueD, where E[] is the expectation operator. We focus
on the mean-squared error (MSE) distortion: (x; bx) = (x  bx)2.
The above problem involves an intricate interplay of source coding using the concept of
channel coding, and the traditional quantization and estimation theory. The system design block
diagram [40] is shown in Fig. 2.3, consisting of five mappings fMig5i=1. First consider the quan-
tizationM1 andM2.
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Figure 2.3: Block Diagram of Syndrome Based Coding.
M1 andM2 do the quantization. Due to the finite rate constraint on the information transmit-
ted, the source X should be quantized. In general, the quantization is done over the L-sequence.
The source space RL is partitioned into 2LRs disjoint regions   = f 1; 2; : : : ; 2LRsg, whereRs
is defined as the quantization rate. This is a mapping from source space to index space
M1 : RL ! f1; 2; : : : ; 2LRsg (2.7)
Each region in the above partition is associated with a representation codeword, the set of which
is referred to as the source codebook S . This is a mapping
M2 : f1; 2; : : : ; 2LRsg ! RL (2.8)
The one-to-one correspondence from indices to representation codewords is known at the receiver
and used for estimation [40]. Let the random variable characterizing the indices be denoted by I
and its corresponding random variable for representation codewords is W . The quantized output
W is used for source encoding.
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M4 does the source encoding and M5 does the source decoding. Before entering this stage,
the system requires a transmission ofRs bits per sample to guarantee the given fidelity criterion. In
order to further compress the source to achieve a lower transmission rate, the correlation between
X and Y is used [40]. This is done by noting that the random variableW is correlated to X , and
this in turn induces a correlation betweenW and the side information Y . This can be modeled by
a conditional distribution P(Y jW ) of the side information givenW . With this conditional distri-
bution, a fictitious channel can be associated withW as input and Y as output, whose information
channel capacity is greater than zero (due to this correlation). Thus, with the presence of Y at the
decoder, this fictitious channel is established, carrying an amount of information I(W ;Y ) about
W . The remaining uncertainty inW after observing the side information Y is
H(W jY ) = H(W )  I(W ;Y ) (2.9)
and this is the desired final rate of transmission. The rebate in the transmission rate is I(W ;Y ).
The goal is to get a rebate as close to I(W ;Y ) as possible by building a practical structured
‘channel code’ C for this fictitious channel on the space ofW [40]. Suppose, for a specific realiza-
tion, the codeword belongs to this channel code and this is known at the decoder, then there is no
need to send any information to the receiver as it can recover the intended codeword with a small
probability of error by decoding Y in the channel code C. Based on this intuition, the source code-
book space is partitioned into cosets of this channel code. The channel code is designed in such
a way that each of its cosets is also an equally good channel code for the channel P(Y jW ) [40].
Thus, each quantization outcome belongs to a coset of this channel code, and only this information
has to be conveyed to the decoder, which can then proceed to find the intended codeword in this
coset.
Based on the discussion above, the source encoder and decoder can be designed as follows
[40]. The encoder computes the coset index of the channel code containing the codeword using a
mapping
M4 : f1; 2; : : : ; 2LRsg ! f1; 2; : : : ; 2LRg (2.10)
and transmits this information with rate R bits per sample to the decoder. The decoder recovers
the codeword in the signalled coset by finding the most likely codeword given the observed side
information by using suitable channel decoding algorithms. This is characterized by a mapping
M5 : f1; 2; : : : ; 2LRg ! f1; 2; : : : ; 2LRsg (2.11)
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In this approach, there is always a nonzero probability of decoding error, where the side informa-
tion is decoded to a wrong codeword, and this can be made arbitrarily small by designing efficient
channel codes.
M3 does the estimation. The estimator gets the best estimate ofX (minimizing the distortion)
conditioned on the outcome of the side information and the element in   containing X . This is
given by [40]
bx = arg min
a2RL
E[(X;a)jX2 iY =y ] (2.12)
for the received message I and the side-information outcome y. This can be interpreted as a
mapping
M5 : RL  f1; 2; : : : ; 2LRsg ! RL (2.13)
Syndrome-based encoding and decoding has been implemented using trellis codes and proven
to have better performance than the trivial memoryless coset construction [40]. Another reason of
choosing this work as a starting point is to get familiar with the trellis codes, which has a close
relationship with lattice codes. In the Chapter “Preliminaries” we will evaluate these two coding
schemes combined with scalar quantization.
General MTSC Problem
In practical applications such as sensor networks, it is preferable for the encoders to be able to
operate at flexible rates. For the channel coding component of SSCC method, there are two ap-
proaches used frequently in literature. The first and most straightforward approach is time-sharing
between two corner points. But this might not be appropriate in practice since it requires syn-
chronization between the encoders. An alternative is the source splitting approach introduced by
Rimoldi and Urbanke [45]. The Slepian-Wolf coding problem for two sources was considered.
The idea is to split a source into two virtual sources. By doing this, the problem of coding an
arbitrary point can be reduced to that of coding a vertex of a Slepian-Wolf region [45]. In this way,
vertices can be achieved with a complexity significantly lower than that of a general point. This
approach does not require that encoders to be synchronized and can be generalized to arbitrary
number of sources. Therefore, by “splitting” one source into two subsources, arbitrary point on
the two-terminal SW rate region can be mapped to the corner point of a three-terminal SW rate
region, which can be approached using asymmetric SW coding [45].
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Recent results applying this idea can be found in [4] [46]. In [46], successive Wyner-Ziv
coding was introduced. For the quadratic Gaussian CEO problem, it was shown that every point in
the rate region can be achieved via successive Wyner-Ziv coding [46]. In addition, the concept of
successive refinement for single source is generalized for use with the distributed/multiple sources,
which was referred to as distributed successive refinement. A necessary and sufficient condition
was also established in [46] for distributed successive refinement.
However, similar as for SI problem, the complexity issue should be considered. One of the
drawback of source splitting is that it increases coding complexity and also introduces extra error
propagations. Therefore, NSCC schemes should also be investigated for MTSC problems. In the
work by Pradhan and Ramchandran in 2005 [39], generalized coset codes are used for the design.
The idea is based on partitioning a single parity-check code. This idea can be used for my future
work on MTSC design. The powerful NLC is also possible for MTSC as another direction of our
future work.
2.2 Nested Lattice
2.2.1 Voronoi Constellation
The idea of nested lattice was first introduced around 1990, by David Forney under the name
Voronoi constellation [47] [48]. The nested framework in [47] does not assume self-similar nest-
ing; but generalized to any nesting relations. And [48] continued the discussion by introducing
performance criteria.
[47] started by reviewing Voronoi constellations, which are N -dimensional constellations
designed fromN -dimensional lattice partitions. These constellations are designed to achieve good
shape gains and they are inherently used for coded modulation. The authors gave two methods
for specifying Voronoi constellations based on arbitrary partitions =s. One has symmetric
properties and naturally supports opportunistic secondary channels and the other is proven to be
optimum. In particular, when  and s are 2D-symmetric, the 2D constellation constructed is a
Voronoi constellation.
Also the authors derived the shaping constellation expansion ratio and peak-to-average power
ratio for various shaping lattices s. Labeling is the next step thus in [47] methods for labeling
Voronoi constellations were given as well. The main source of complexity comes from decoding
s. Moreover, based on the fact that coding and shaping are separable and dual [47], the shape
gain bounds of Voronoi constellations were given. These bounds rely greatly on the depth of the
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shaping lattice s. It was shown that lattices of this type can achieve near-optimal shape gains
with reduced effect of construction and coding complexity.
High-rate lattice and trellis quantizers for nonuniform sources were introduced and analyzed
in [48]. The authors set up two separable quantities, the granular gain and the boundary gain, to
measure the performance of these quantizers. These two quantities are determined by the shapes
of the granular cells and of the support region, respectively. They have duals in data transmission
applications: the granular gain is similar to the shaping gain and the boundary gain is similar to
the coding gain.
For Gaussian sources it was shown in [48] that the achievable boundary gain with high-rate
lattice-bounded lattice codebooks was the same as the gain that can be obtained from entropy
coding with varying rates. It was observed in [48] that if lattice codebooks can achieve certain
level of the granular gain, then the rate-distortion limit can be achieved using lattice-bounded
lattice codebooks. After the design was carried out, the performance of the scheme was compared
to that of optimum vector quantizers.
2.2.2 Structured Nested Lattice Codes
Similar sublattice was investigated in [24] and both non-clean and clean similar sublattices were
constructed in [24], which was used in the following research and also by our work. Then in
Zamir’s 2002 paper [1], he reviewed structured practical codes using nested lattices for various
multiterminal source coding problems.
Network information theory studies more complicated coding schemes than those of simple
point-to-point communication techniques, but they generally promise high gains. However the
practical application of these concepts is still impossible due to the lack of structured coding
schemes. One basic elements of a network code is the binning scheme. Wyner [8] and other
researchers proposed various forms of coset codes for efficient binning; but they only considered
the scenarios with lossless source (or noiseless channel) network coding. [1] proposed the idea
of nested codes, including nested parity-check codes for the binary case and nested lattices in the
continuous case.
These codes extend the algebraic binning approach to lossy source network coding. These
ideas have potential in implementing practical applications. Also they connect network infor-
mation theory with the coding areas of linear codes and lattice codes. In [1], these codes are
described in detail and their relation to concepts such as combined shaping and precoding, cod-
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ing for memories with defects, and digital watermarking were explored. They also investigated
possible approaches to design a unified framework.
Lattice codes were continually implemented in the following years and in [27], a question
regarding channel coding was addressed. It considered whether a lattice code with lattice decoding
can achieve the additive white Gaussian noise (AWGN) channel capacity. First it demonstrates
how minimum mean-square error (MMSE) scaling along with dithering (lattice randomization)
techniques can transform the power-constrained AWGN channel into a modulo-lattice additive
noise channel. By using this approach, it was proven that the effective noise is reduced by a factor
of
p
(1 + SNR)=SNR [27]. A uniform input maximizes mutual information for the resulting
channel. In the limit of large lattice dimension the limit is 1=2 log(1 + SNR), which is the full
capacity of the original power constrained AWGN channel.
Then another approach using nested lattice codes is shown to achieve capacity in [27]. This
approach has the coarse lattice serving for shaping via the modulo-lattice transformation, and
the fine lattice for channel coding. It was shown that such pairs exist for any desired nesting
ratio. Furthermore, by performing simulation, the authors showed the error exponent of this nested
lattice scheme is lower bounded by the Poltyrev exponent.
Following this work, a further step was taken in [28] to define an ensemble of lattices with
the above mentioned properties. It was shown that for asymptotically high dimension most of
the members of the ensemble are simultaneously good for the use in sphere packings, sphere
coverings, additive white Gaussian noise (AWGN) channel codes and mean-squared error (MSE)
quantization codes. The main idea in generating these lattice ensembles is to lift the code to Rn,
which is implemented by applying Construction A to a random linear code over a prime field of
growing size [28].
Practical Issue
Sphere decoding is an important technique we use in our coding schemes using high-dimensional
nested lattices. In [49], a comprehensive survey of closest point search methods was presented.
These methods are mainly used for lattices with an irregular structure. The existing search strate-
gies were described in a unified framework, and differences of those methods were analyzed.
An efficient closest point search algorithm, based on the Schnorr-Euchner variation of the Pohst
method, was implemented [49].
The algorithm computed the point of  that is closest to x, given an arbitrary point x 2 Rm
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and a generator matrix for a lattice . It was shown that the algorithm is faster than other known
methods, by means of both theoretical and experimental comparisons with other known algorithms
and their variants [49]. The algorithms were modified and developed to solve a number of related
closest point search problems for lattices, such as finding shortest vectors and determining kissing
numbers [49].
Multiple-Description
After the introduction of nested lattice, it was first employed in the multiple-description problems
[50] [25], from where we borrowed ideas for our implementation in multi-terminal source coding.
The problem of designing a multiple-description vector quantizer with lattice codebook  was
considered in [50]. A general solution was given to a labeling problem which plays a crucial role
in the design of such quantizers. The simulation considers numerical performance and results are
obtained for quantizers based on the lattices A2 and Zn which use this labeling algorithm.
The design of asymmetric multiple description lattice quantizers was considered in [25],
which cover the entire spectrum of the distortion profile, ranging from symmetric or balanced
to successively refinable. Labeling problem is an important part of the construction and a solu-
tion was presented along with a general design procedure [25]. High-rate asymptotic performance
was also investigated and the rate-distortion performance was evaluated and compared to known
information-theoretic bounds. The practical performance of the quantizer is compared with the
high-rate asymptotic analysis results.
Theta Series
Theta series [38] is a useful tool to study lattices/nested lattices. If we are able to describe the
distortion-rate function using theta series, then theoretical performance of certain underlying lat-
tices would be easier to calculate. We address this in our theoretical work. Our investigation was
inspired by [51] and [52], where description of nested lattices using theta series was employed in
another problem: Gaussian wiretap channel.
For this type of channel, an important code design criterion for wiretap lattice codes is secrecy
gain which was proposed in [51]. It can be used over an additive white Gaussian noise channel.
Their analysis relies on the error probabilites of both the legitimate user and the eavesdropper. To
characterize good wiretap codes, the authors studied the geometrical properties of lattices using
their theta series. And in [52] the behavior for unimodular lattices was studied and it was shown
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that for some families of unimodular lattices the secrecy gain exponentially goes to infinity as the
dimension increases.
A recent nested lattice code [53] describes scale-recursive symbol constellations for the syn-
chronous multiple-access channel. This scheme can be seen as a generalization of Voronoi cod-
ing. The constellations were constructed by scaling and rotation, and were designed so that in
the noiseless case, the combined signal always falls in an appropriate lattice. This allows for a
linear complexity decoding algorithm. The constellations of lattices for various dimensions were
given. And it was shown that compared to conventional rectangular lattices the performance was
improved. The nested lattice idea in [53] is similar to our scale-rotate coding scheme proposed
in [54], but solves different problems.
2.3 Distributed Compressive Sensing
2.3.1 Compressive Sensing
Compressive sensing is a signal acquisition framework based on an established result that stable
recovery can be guaranteed by using just a small collection of linear projections of a sparse signal.
A unified framework for sensing and compression has developed recently under the name of Com-
pressed Sensing (CS). CS builds on the ground-breaking work of Cande`s, Romberg, and Tao [55]
and Donoho [18], who showed that if a signal has a sparse representation in one basis then it can
be recovered from a small number of projections onto a second basis that is incoherent with the
first. In fact, for an N -sample signal that is K-sparse, only K + 1 projections of the signal onto
the incoherent basis are required to reconstruct the signal with high probability.
This approach requires a very complicated combinatorial search which is practically impos-
sible. Cande`s et al. [55] and Donoho [18] have recently proposed reliable recovery procedures
based on linear programming, demonstrating that as long as cK projections are used to recon-
struct the signal, such procedures can provide the same result as the combinatorial search (typically
c  3 or 4).
[55] investigates the reconstruction of an object from incomplete frequency samples. Con-
sider a randomly chosen set of frequencies 
 and a discrete-time signal f 2 CN . To find a
possible way to reconstruct f , a typical approach is to use the partial knowledge of its Fourier
coefficients. Suppose that f is a superposition of jT j spikes f(t) =P2T f()(t  ) obeying
jT j  CM  (logN) 1  j
j (2.14)
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for some constant CM > 0 [55]. The locations of the spikes nor their amplitudes are not known.
Then f can be reconstructed exactly as the solution to the l1 minimization problemwith probability
at least 1 O(N M ) [55]
min
N 1X
t=0
jg(t)j; s.t. bg(!) = bf(!) for all ! 2 
: (2.15)
In short, by solving a convex optimization problem the exact recovery can be obtained. Nu-
merical values were given for CM which depend on the desired probability of success. Moreover,
this method is nearly optimal since any method succeeding with probability 1 O(N M ) would
in general require a number of frequency samples at least proportional to jT j  logN [55]. Also, a
variety of other situations and higher dimensional case was studied based on this scheme. It was
shown in [55] how a piecewise constant (one- or two-dimensional) object can be reconstructed
from incomplete frequency samples by minimizing other convex functionals such as the total vari-
ation of f .
And [18] considered the following scenario. Suppose x represents a digital image or signal
which is an unknown vector in Rm. It is required that n general linear functions of x should
be measured and reconstructed. If x is compressible by an explicit transform coding, and the
nonlinear reconstruction was exploited, the number of measurements n can be much smaller than
the size m. Therefore images with m pixels need only n = O(m1=4 log 5=2(m)) samples for
reliable recovery, which is better than the usualm pixel samples.
More specifically, suppose x has a sparse representation in some orthonormal basis; and let
the coefficients belong to an lp ball where 0 < p  1. It is proven the design of n = O(N log(m))
nonadaptive measurements is possible with accuracy comparable to that with direct knowledge
of the coefficients [18]. Moreover, by solving a linear program a good approximation to the
coefficients is formulated from the n measurements. For 0 < p  1, the n-widths of lp balls
in high-dimensional Euclidean space was estimated, and a criterion was given to identify near-
optimal subspaces for the n-widths. The conclusion was that convex optimization (basis Pursuit)
is a near-optimal way to extract information derived from subspaces, most of which are near-
optimal.
Iterative greedy algorithms have also been proposed [56] [57] [58], allowing even faster re-
construction at the expense of slightly more measurements. Following the idea of compressive
sensing that a relatively small number of random projections of a signal can contain most of its
information, it is shown that if a signal is compressible in some orthonormal basis, then from ran-
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dom projections, a very accurate recovery data can be reconstructed. This compressive sampling
approach was extended in [59] to show that signals can be accurately recovered from noisy ran-
dom projections. The authors proposed a practical iterative algorithm for signal reconstruction,
and discussed potential applications such as sensor network and analogdigital (A/D) conversion.
In the CS theory, one tries to recover a compressible or K-sparse signal x 2 RN from a rel-
atively small number of measurements y that consists ofM  N linear projections of x through
the following transformation:
y = x; (2.16)
where  represents an M  N measurement matrix and y is an M  1 sampled vector. The
linear projections here are supposed to be incoherent with the basis in which the signal has a
sparse representation. Then under certain conditions, CS can provide exact recovery from only
M = O(K log(N=K)) measurements.
Referring to (2.16), one sees that the measurement matrix  plays a significant role in CS,
both at the encoder and the decoder. It is proved by Cande`s and Tao [60] that, if the measurement
matrix  satisfies a so-called restricted isometry property (RIP), then x could be reconstructed
approximately by solving an easier and equivalent l1-optimization problem based on Linear Pro-
gramming (LP) algorithms. The RIP is defined as follows:
Definition 1. Let
 denote the set of all length-N vectors withK non-zero coefficients. AnMN
measurement matrix  has the restricted isometry property with parameters (K; ) for  2 (0; 1)
if it satisfies
(1  )kxk2  kxk2  (1 + )kxk2; for all x 2 
:
Many contributions have been made to discuss the bound of . However, it is still computa-
tionally infeasible to verify the RIP for a given  because of its NP-hard complexity.
2.3.2 Foundation of CS
In this part we present a brief review of compressive sensing. The readers may refer to [55] or [18]
for detailed discussion. Consider a real-valued signal x 2 RN indexed as x(n); n 2 f1; 2; :::; Ng.
Also define the basis	 = [ 1; ::: N ]which provides aK-sparse representation of x; that is [20],
x =
NX
n=1
#(n) n =
KX
k=1
#(nk) nk (2.17)
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So x is essentially linearly combined K vectors chosen from 	; fnkg. They are the indices of
those vectors. f#(n)g are the coefficients. An alternative presentation of this model uses matrix
notation x = 	#, where
 x is an N  1 column vector.
 	 is an N N sparse basis matrix, with the basis vectors  n as columns.
 # is an N  1 column vector. There areK nonzero elements in the N values.
Let jj  jjp denote the lp norm. It follows that jj#jj0 = K. Also the set of nonzero indices
can be written as 
  f1; :::; Ng, with j
j = K. Transform coding is the standard procedure for
compressing sparse and nearly-sparse signals [18]. The process is
 Acquire the signal x which is N  1;
 Compute the transform coefficients #(n) to form a complete set;
 Find out theK largest, significant (non-zero) coefficients and discard the small (zero) coef-
ficients;
 Encode the values and locations of those significant coefficients.
However this procedure is shown inefficient in three aspects [18]: first locations of significant
coefficients must be encoded which increases the coding rate. Also we must deal with a large
number of samples if the signal has high dimensions. In addition the encoder must compute all of
the N transform coefficients f#(n)g, although K of them will be discarded which is a waste of
resources.
Due to these inefficiencies, it is reasonable to consider directly estimating the set of large
#(n)’s that will not be discarded. It is shown [55] that enough information is contained in a
reduced set of projections to recover sparse signals. Thus compressive sensing builds on this
principle [18]. The K significant #(n) are not measured or encoded directly. Rather, M < N
projections y(m) = hx;Tmi of the signal are measured and encoded onto the set of functions
fmg;m = 1; 2; :::;M , where h; i denotes the inner product and T denotes the transpose. In
matrix notation, y = x, where y is M  1 and  is M  N with each row a measurement
vector m.
From the CS theory [18], when the elements of the basis f ng cannot be sparsely repre-
sented by the basis fmg and the number of measurements M is large enough (proportional to
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K), then it is possible to recover the set of large f#(n)g (and thus the signal x) from the set of
measurements fy(m)g [18]. With high probability, this incoherence also holds between any arbi-
trary fixed basis and a randomly generated one. In the sequel, we will focus our analysis to such
random measurement procedures.
2.3.3 Signal Recovery
l0 Optimization
We consider the recovery of the sparse set of significant coefficients f#(n)g. By searching for
the signal which has the sparsest coefficient vector fb#(n)g, this recovery can be achieved. Under
certain conditions on  and 	, recovery depends on that the coefficient vector # is the unique
solution to the l0-norm minimization [20]
b# = argmin jj#jj0 s.t. y = 	# (2.18)
with overwhelming probability. Thus the recovery can be done by searching for the signal with
the sparsest coefficient vector fb#(n)g that agrees with the M observed measurements in y.
To recover a K-sparse signal via l0-norm minimization, there are few incoherent measure-
ments needed. In order to avoid ambiguity more than K measurements must be taken. But the
following statements establish that K + 1 random measurements will be sufficient for the recov-
ery [20]. Let	 be an orthonormal basis for RN , and let 1  K < N . Then
1. M  K:  is theM N measurement matrix. Then no signal x = 	# with jj#jj0 = K
can be uniquely recovered from y = x.
2. M  K + 1:  is the M  N measurement matrix with i.i.d. Gaussian entries. Again
x = 	# such that jj#jj0 = K. Then x can be recovered uniquely from y = x via the
l0-norm minimization with probability one.
3. M  2K:  is the M  N measurement matrix with i.i.d. Gaussian entries. Then all
signals x with # 2 RN satisfying jj#jj0 = K can be recovered uniquely from y = x via
the l0-norm minimization with probability one.
It can be seen from the first and second statements that one measurement separates the achiev-
able region from the non-achievable one. Unfortunately, the l0-norm minimization problem is not
practically achievable since it requires a combinatorial enumeration of the
 
N
K

possible sparse
subspaces. It is known to be NP-hard in general [20]. Yet another challenge is robustness; the
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recovery may be very poorly conditioned in the setting of the above three statements. Both com-
putational complexity and robustness can be improved at the expense of more measurements.
l1 Optimization
A practical recovery method using traditional linear programming techniques is basis pursuit,
which has acceptable computational complexities [20]:
b# = argmin jj#jj1 s.t. y = 	# (2.19)
By using this method, it is not necessary to solve the l0-norm minimization. But by using
the incoherence of the bases, the smallest l1-norm coefficient vector # that agrees with the mea-
surements can be solved. However the measurements required for this recovery will beM  cK,
where c > 1 is an overmeasuring factor. For simplicity, it is assumed that the sparsity scales
linearly with N ; that is,K = SN , where we call S the sparsity rate.
Set K = SN with 0 < S  1. It follows that an overmeasuring factor c(S) =
O(log(1=S)); c(S) > 1 exists, so that for a K-sparse signal x in basis 	, the following state-
ments hold [20].
1. The probability of recovering x via l1-norm minimization from (c(S) + )K random pro-
jections,  > 0, converges to one as N !1.
2. The probability of recovering x via l1-norm minimization from (c(S)   )K random pro-
jections,  > 0, converges to zero as N !1.
The overmeasuring factor c(S) has been characterized precisely and is quite similar to
log2(1 + S
 1). Additional overmeasuring is proven to provide robustness to measurement noise
and quantization error.
Greedy Pursuit
Iterative greedy algorithms can also be used to recover the signal x from the measurements y [20].
One of them is the Orthogonal Matching Pursuit (OMP) algorithm. The idea is to iteratively select
the vectors from the matrix 	 which have most of the energy of y. The selection criteria is
based on inner products between the columns of 	 and a residual; and the residual reflects
the component of y that is orthogonal to the previously selected columns. It is proven that this
algorithm can recover the acquired signal from incoherent measurements successfully with high
probability, however at the expense of slightly more measurements [20].
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Properties of Random Measurements
In addition to those mentioned above, CS has many attractive and intriguing properties, particu-
larly when random projections at the sensors are employed. Random measurements are universal
as any sparse basis can be used which allows the same encoding strategy to be applied in different
sensing environments [20]. Also if a better sparsity-inducing basis is found for the signals, then
the same measurements can be used for recover more accurately. In addition, random coding is
robust in that the measurements coming from each sensor have equal priority which is different
from Fourier or wavelet coefficients in current coders. Finally, random measurements allow a pro-
gressively better recovery of the data as more measurements are obtained; the entire recovery is
not affected if one or more measurements are lost.
2.3.4 Practical sensing matrices
Most known families of measurement matrices satisfying RIP with high probability are random
matrices. Specifically, if  is a random matrix with entries drawn independently from certain
random distributions, such as Gaussian and Bernoulli distributions, then exact recovery of x from
these observations can be guaranteed with high probability. However, these random matrices are
often hard to implement in practice due to their high complexity and cost. Thus practical structured
matrices with less computation burden are often desired.
Toeplitz and circulant matrices [61] have been studied recently and can be used to generate
sensing matrices as effective as random matrices for CS measurement and recovery. Toeplitz
matrix has the form
T =
26664
tn tn 1 : : : t1
tn+1 tn : : : t2
...
...
. . .
...
t2n 1 t2n 2 : : : tn
37775
where every left-to-right descending diagonal is constant, i.e. Ti;j = Ti+1;j+1. If T satisfies
ti = tn+i;8i, it is also a circulant matrix having the form
C =
26664
tn tn 1 : : : t1
t1 tn : : : t2
...
...
. . .
...
tn 1 tn 2 : : : tn
37775
Our discussion will mainly focus on circulant matrices as Toeplitz matrices need some com-
putational overhead. Compared with random matrices, sensing matrices generated from Toeplitz
and circulant matrices can benefit from fast CS encoding/decoding techniques [61]. And their
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unique structure makes them also fit many applications such as channel estimation and system
identification.
The sensing matrix  is generated by  = PC from an m  n selection matrix P and an
n n circulant matrix C. An effective way to generate C is
C = FDF (2.20)
where D is a diagonal complex matrix D = diag(d) and F is the discrete Fourier matrix of the
same size as C:
Ft;! = e
 j2(t 1)(! 1)=n; 1  t; !  n (2.21)
Romberg [62] proposed a generating method for D using random convolution, where di’s
are complex numbers having uniform magnitude jdij = 1 and randomly generated phases [62].
Fast Reconstruction Algorithms
Compared to i.i.d. random matrices, Toeplitz and circulant sensing matrices are potentially usable
in practice as they allow significantly faster CS reconstruction . We consider problems of a variety
of CS reconstruction models and review fast algorithms in this section for solving them with
Toeplitz and circulant sensing matrices, including various fidelity criteria.
To simplify the notation, in this discussion we assume that the underlying signal is a real
two-dimensional image within the n  n domain, denoted by x 2 Rn2 . It is also convenient to
define the discretized total variation of x as TVv(x) =
Pn2
i=1 vijjDixjj, where Di 2 R2n
2
is a
local finite difference operator, vi  0 is a weighting parameter, and jj  jj is either the weighted
1-norm or the 2-norm. In the following, we let jj  jjw;1 be the weighted 1-norm and jj  jj be the
2-norm. We then have jjzjjw;1 =
P
iwijzij where wi’s are nonnegative local weights.
This algorithmic approach can be applied to the following models [62]:
BP : minTVv(x) + jj	xjjw;1; s.t. Ax = b (2.22)
BPDN : minTVv(x) + jj	xjjw;1 + 
2
jjAx  bjj2 (2.23)
BPDN=L1 : minTVv(x) + jj	xjjw;1 + jjAx  bjj1 (2.24)
where ;   0 with at least one of them nonzero and  > 0 are scalar parameters. 	 is the
orthonormal transform operator such as a wavelet transform or it can simply be the identity. The
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sensing matrix A = PC is a partial circulant matrix where P 2 Rmn2 is a selection operator
and C 2 Rn2n2 is a block-circulant matrix with each block being a circulant matrix. We denote
k 2 P if the kth row is selected by P .
Next is an example to explain the algorithm using BPDN. For simplicity, we only deal with
the isotropic TV and uniform weights vi  1 and wi  1 [62]. The treatment for other cases are
completely analogous. Let  Ti be the ith row of 	. Using the above notation, the BPDN model
becomes [61]
min
n2X
i=1
jjDixjj+ 
n2X
i=1
j Ti xj+

2
jjPCx  bjj2 (2.25)
All of the above three models have nonnegativity counterparts in which the underlying signal
x is real and satisfies x  0. The algorithmic approaches above can be extended to solve these
nonnegativity counterparts with straightforward modifications detailed in [62] and [61].
2.3.5 Distributed CS
General DCS
Research has been carried out for distributed compressive sensing and in this part we review
papers presenting general DCS framework and architecture. [20] gives a comprehensive overview
of DCS and introduces a new theory that enables new distributed coding algorithms for multi-
signal ensembles. This theory exploits both intra- and inter-signal correlation structures. Similarly,
the concept of compressive wireless sensing is introduced in [63] for sensor networks in which a
fusion center retrieves signal field information from a group of distributed sensor nodes. System
for decentralized data compression and pre-distribution are proposed in [64]. And in [65], an
approximation framework for distributed target localization in sensor networks is proposed.
CS has been applicable to directly capture compressed image data efficiently. Low-
complexity video encoding has been used for several emerging applications. Distributed video
coding (DVC) is used to reduce encoding complexity to the order of that for still image encoding.
A distributed compressive video sensing (DCVS) framework is proposed in [66] by integrating the
respective characteristics of DVC and CS. In addition, for large-scale wireless sensor networks,
a complete design to apply compressive sampling theory to sensor data gathering is presented
in [67]. We next give detailed review for the above mentioned papers.
The DCS theory rests on a new concept which is the joint sparsity of a signal ensemble [20].
The fundamental performance limits of DCS recovery are characterized for jointly sparse signal
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ensembles in the noiseless measurement setting. For this type of signals three example models
are studied in detail to demonstrate the efficacy of the framework. It was also shown how other
challenges such as computational complexity is solved. Further, practical algorithms are developed
for joint recovery of multiple signals from incoherent projections. Simulation in [20] indicate that
the asymptotic takes effect with just a moderate number of signals.
Energy and bandwidth are scarce resources in sensor networks and the problem considered
in [63] is the latency involved in information retrieval. Also the associated power-distortion trade-
off is discussed. A distributed source-channel communication framework is proposed in [63]
based in part on previous results in CS for estimation of sensed data at the receiver. The cost
of optimality (in terms of a less frequently used power-distortion-latency trade-off) is quantified
relative to the case when sufficient prior information about the sensed data is assumed.
A gossiping algorithm is considered in [64] and the system simultaneously computes random
projections of the sensor data and disseminates them throughout the network. The calculated
statistics are stored efficiently which is extractable from a small subset of nodes anywhere in
the network. Provided the original data is compressible one can obtain a reconstruction of the
data at all nodes in the network from these measurements in a certain sense which need not be
known by the nodes [64]. The system provides a practical and universal approach to decentralized
compression in wireless sensor networks.
In [65], the authors consider the detection of unknown target positions on a location grid. The
positions are represented as a sparse vector with multiple target locations are encoded. The loca-
tion vector is linearly related to multiple sensor measurements through a sensing matrix, which
can be locally estimated at each sensor. It is shown in [65] that multiple target locations can be
successfully detected by using linear projections of sensor measurements which reduce dimen-
sionality. The overall communication bandwidth requirement per sensor is linear in the number of
targets and logarithmic in the number of grid points.
The aim of [66] is to design a video data encoder which has low complexity and a decoder
bears all the computation burdens. Again the scenario is CS where the encoder simultaneously
capture and compress the video data. At the decoder, compressed video is reconstructed using the
modified GPSR (gradient projection for sparse reconstruction) algorithm efficiently. The authors
propose initialization and stopping criteria for GRSR which are derived from statistical depen-
dencies among successive video frames. With the assistance of these criteria, the modified GPSR
algorithm in [66] can terminate faster and reconstruct better video quality. Simulation performance
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of this DCVS method is demonstrated and the results show that it outperforms three known CS
reconstruction algorithms.
In the scenario considered in in [67], a large number of sensor nodes are densely deployed
and sensor readings are spatially correlated. The proposed compressive data gathering is able to
reduce global scale communication cost without introducing complicated transmission control or
intensive computation. The load balancing characteristic is capable of extending the lifetime of
the entire sensor network as well as individual sensors. Furthermore, the proposed scheme in [67]
can successfully cope with abnormal sensor readings. The scheme has been tested on real sensor
data and the results show the robustness and efficiency of the scheme. Analysis is also carried out
for the network capacity of the proposed CS framework.
Sensing and Detection
The rapid development of compressive sensing suggests that a sparse vector lying in a high di-
mensional space can be accurately and efficiently recovered from only a small set of non-adaptive
linear measurements, under appropriate conditions on the measurement matrix. Thus the sensing
and detection/recovery is key while designing distributed CS systems.
The events are relatively sparse compared with the number of sources for large wireless
sensor networks. The number of sensors is limited due to deployment cost. And not all the
sensors are turned on all the time due to energy constraint. The problem of sparse event detection
is formulated in [68] for wireless sensor networks as a compressive sensing problem. And [69]
discusses how to reorder the samples of a discrete spatial signal vector by defining an alternative
permutation of the sensors in a DCS scenario.
A distributed joint source-channel communication architecture is proposed in [70] and
energy-efficient estimation is built up for sensor field data at a distant destination. A framework to
recover a possibly infinite set of jointly sparse vectors is considered in [71]. And the task of accu-
rately reconstructing a distributed signal through the collection of a small number of samples at a
data gathering point is addressed in [72]. So we next review these representing papers in detail.
It is mentioned in [68] that it is possible to reduce the number of (wake-up) sensors to a similar
quantity of sparse events, which is much smaller than the total number of sources. Also in [68],
performance of the CS algorithms under the Gaussian noise is analyzed. It is shown from the
simulation results that the sampling rate can be reduced to 25% without sacrificing performance.
With further decreasing the sampling rate, the performance is gradually reduced until 10% of
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sampling rate.
A method is proposed in [69] to enhance CS in sensor networks through improving the ability
of signal compression by finding a sub-optimal permutation of the sensor nodes. Permutation is a
reordering function computed at the sink to gain a more compressible view of the spatial signal,
and it does not include physical relocation of the sensor nodes. It is shown in [69] that sub-
optimal reordering stably maintains a more compressible view of the signal until the environment
state changes so that the reordering is recomputed and updated. This method can increase the
accuracy of signal reconstruction at the same spatial sampling rate, or recover the operational
environment state with the same quality at lower spatial sampling rate. Sub-sampling takes place
during the interval that the reordered version of the spatial signal is easier to compress than the
original signal.
The relationship between power, distortion, and latency are analyzed in [70] as a function of
the number of sensor nodes. The approach is based on distributed computation of appropriately
chosen projections of sensor data. This enables the exploitation of energy efficiency by calculating
the distributed beamforming gain. This scenario can be applied to a broad class of sensed signal
fields. Random projections are used and one special feature of the proposed scheme in [70] is
that the processing and communication are combined together ro form one distributed projection
operation, and it virtually eliminates the need for operations within the network. Also even when
little or no prior knowledge about the sensed data is assumed, consistent signal estimation is
possible.
Due to the infinite structure of the sparse vector set, it is difficult to employ existing al-
gorithms to the model of [71]. Instead, the authors of [71] prove that the entire infinite set of
sparse vectors can be reconstructed by solving a single, reduced-size finite-dimensional problem,
corresponding to recovery of a finite set of sparse vectors. Then by randomly combining the mea-
surements, the problem is shown to be further reduced to the basic model of a single sparse vector.
To efficiently find the single sparse vector it is suggested in [71] an empirical boosting strategy
should be employed. This strategy improves the recovery ability of any given sub-optimal method
for recovering a sparse vector. This approach is exact for both countable and uncountable sets.
The reason is that discretization or heuristic techniques are not necessary. Numerical experiments
on random data demonstrate that this strategy outperforms discretization techniques in terms of
both run time and empirical recovery rate when applied to infinite sets. In the finite model, the
boosting algorithm has fast run time and much higher recovery rate than previous methods in other
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research.
The techniques used in [72] are CS combined with Principal Component Analysis (PCA).
This scheme compresses real world non-stationary signals in a distributed way and recovers them
at the data fusion point through the online estimation of their spatial/temporal correlation struc-
tures. The proposed technique shows that it is equivalent to optimally maximize a posteriori
(MAP) recovery and is characterized under the framework of Bayesian estimation. The simula-
tion analysis is carried out and the results prove that these assumptions hold with good accuracy
in the considered real world applications. This provides empirical evidence of the effectiveness of
the approach in [72] and proves that CS is a powerful tool for the recovery of real-world signals in
wireless sensor networks.
Literature Related to Our work
Most natural images are compressible or sparse in the sense that they can be well-approximated
by a linear combination of certain coefficients taken from a known basis. Our research on com-
bining Wyner-Ziv coding with distributed CS was inspired by [22], where a Wyner-Ziv coding
scheme based on random projections for image compression is considered. Side information is
only available at the decoder. The proposed coding scheme consists of random projections (RPs),
nested scalar quantization (NSQ), and Slepian-Wolf coding (SWC). As previous research shows,
by solving a simple convex optimization program it is possible to reconstruct compressed signal
to within very high accuracy from limited random projections. It was also shown in other research
that nested lattice coding provides a practical scheme for lossy source coding with side informa-
tion at the decoder (Wyner-Ziv scenario) to achieve further compression. SWC is lossless source
coding with side information at the decoder and by using this the quantized data can be further
compressed. In [22], ideal SWC was assumed.
Since most random measurement matrices behave like Gaussian ones if their sizes are large
[22], the measurements of random projects for a natural image with large size can behave like
Gaussian random variables. Therefore, the tradeoff between compression rate and distortion can
be improved by combining random projections with traditional Wyner-Ziv coding. This proposed
design is supported by simulation results and considerable performance improvement is demon-
strated for the proposed compression system. Our design improves the work in [22] and will be
discussed in later chapters.
The distributed compressive sensing part of our framework uses practically computable sens-
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ing matrices which was introduced in [61]. Random measurement matrices are used extensively in
theoretical analysis and is known to be able to achieve the optimal incoherence. But the difficulty
comes from the cost and complexity in implementing such matrices in hardware realizations. On
the other hand, random Toeplitz and circulant matrices can be easily realized in practice so [61]
introduced fast algorithms for reconstructing signals from Toeplitz and circulant measurements. It
is shown by analytical and computational results that these two types of matrices are effective in
encoding and fast and accurate in decoding.
Following the distributed compressive sensing (DCS) part, our scheme employs nested quan-
tization. It is necessary to investigate DCS followed by normal quantization. [73] provided a
model to describe the rate-distortion function of the scheme and studied the average distortion
introduced by various quantization methods including scalar, vector, and entropy coded quanti-
zation. These quantization methods are employed for compressive sensing measurements. Some
of the asymptotic behavior of the underlying quantization schemes have closed-form solution and
is quantified exactly but others are only characterized via bounds. To accommodate quantization
errors, two benchmark CS reconstruction algorithms were adapted and these methods were em-
pirically demonstrated that they can significantly reduce the reconstruction distortion compared to
other techniques. Our idea to derive the distortion rate function of our framework takes [73] as a
starting point.
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Chapter 3
Preliminaries of Lattices and Lattice
Codes
We first introduce the background of Wyner-Ziv coding. Consider the two-source case. Let
f(Xi; Yi)g1i=1 be a sequence of independent and identically distributed (i.i.d.) drawings of a pair of
correlated random variables X and Y , and let d(Xi; bXi) denote a single-letter distortion measure
between the source Xi and its reconstructed version bXi at the decoder. Wyner-Ziv coding prob-
lem [8] asks the question of how many bits are needed to encode source X under the constraint
that the average distortion E[d(Xi; bXi)] is not greater than a given target distortion D, assuming
the side information Y is available at the decoder but not at the encoder.
We consider the following quadratic Gaussian system: letX be the source to be encoded and
Y be the side information, we use the correlation model X = Y + Z, where Z is the Gaussian
noise with distribution Z  N(0; 2Z). Y is independent of Z. Mean-square error (MSE) is used
for distortion measure. Then the distortion-rate function is given as
DWZ(R) = 
2
Z2
 2R (3.1)
which will be used as ‘Wyner-Ziv limit’ in the following discussion.
3.1 Lattice and Nested Lattices
3.1.1 Lattice and Theta Series
LetX = [X1; X2; : : : ; Xn]T be an n-dimensional random vector with each element as a random
variable (also known as the source vector in a practical scenario) and x = [x1; x2; : : : ; xn]T
be a set of values of X . In addition, For a set of n linearly independent basis vectors
fm1;m2; : : : ;mng, an n-dimensional lattice  is composed of all integral combinations of the
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basis vectors:
 = fl = M  i : i 2 Zng (3.2)
where M = [m1;m2; : : : ;mn] is the generator matrix and Z = f0;1;2; : : :g is the set of
integers. The nearest-neighbor quantizer associated with  is Q(x) = argminl2 jjx   ljj.
The basic Voronoi cell of , defined by V = fx : Q(x) = 0g, specifies the nearest-neighbor
decoding region. Important quantities for V include the cell volume V = RV dx, the second mo-
ment 2 = 1nV
R
V jjxjj2dx and the normalized second moment G() = 2=V
2
n . The minimum
of G() of all the n-dimensional lattices is denoted as Gn. From [38], Gn  1=2e;8n and
limn!1Gn = 1=2e.
Given a lattice , its theta function is defined as
(z) =
X
m
Nmq
m; q = eiz; Im(z) > 0 (3.3)
where Nm (different from the nesting ratio N ) is the number of vectors in  of squared normm.
The theta series of the lattices can be expressed in terms of the Jacobi theta functions [38]
3(jz) =
1X
m= 1
e2mi+izm
2
; Im(z) > 0 (3.4)
For many purposes it is enough to work with the simpler theta functions 2(z),3(z),4(z)
given by
2(z) = e
iz=43(
z
2
jz) =
1X
m= 1
q(m+1=2)
2
= 2q1=4 + 2q9=4 + 2q25=4 + :::
= 2q1=4(1 + q2 + q6 + q12 + q20 + :::) (3.5)
3(z) = 3(0jz) =
1X
m= 1
qm
2
= 1 + 2q + 2q4 + 2q9 + ::: (3.6)
4(z) = 3(

2
jz) = 3(z + 1) =
1X
m= 1
( q)m2 = 1  2q + 2q4   2q9 + ::: (3.7)
where q = eiz
Special Values and Properties
Some useful special values include [38]
3(e
 ) =
1=4
 (34)
(3.8)
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3(e
 p2) =
 (98)
 (54)
s
 (14)
21=4
(3.9)
3(e
 p6) = [   (
1
24) (
5
24) (
7
24) (
11
24)
16
p
6( 18  12p2 + 10p3 + 7p6)3 ]
1=4 (3.10)
4( e ) = 
1=4
 (34)
(3.11)
4(e
 ) =
1=4
21=4 (34)
(3.12)
And some of their relations are:
2( e 
p
3)
3( e 
p
3)
= (4
p
3  7)1=4 (3.13)
2(e
 )
4(e )
= 1 (3.14)
3(e
 )
4(e )
= 21=4 (3.15)
3.1.2 Integral and Unimodular Lattices
If a lattice has a generator matrixM, then the matrix
A =MMT (3.16)
is defined as a Gram matrix of the lattice, where T denotes transpose.
If the Gram matrixA has integer entries or more precisely if the inner product of any two lat-
tice vectors is integer, the corresponding lattice or quadratic form is called integral. Equivalently,
a lattice  is integral if and only if
   (3.17)
and for geometrical purposes this is the best form of the definition [38]. While researching lattices,
the general policy is to choose the scale so as to make the determinant as small as possible, while
making the lattice integral. For example, the two-dimensional hexagonal lattice A2 can be defined
by generating matrix
M =

1  1 0
0 1  1

(3.18)
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which is an integral lattice. But the same lattice A2 defined by
M =

1 0
1=2
p
3=2

(3.19)
is not integral.
An important group associated with an integral lattice  is its dual quotient group =,
which has order det.
Note that in integral lattice  has the property
    1
V ol(V())2
:
=
1
det
 (3.20)
A lattice  is unimodular if
  is integral.
 jdetj = 1 or equavlently  is equal to its dual, i.e. = 
Note that a unimodular lattice has fundamental volume equal to one. Also if  is integral,
then x  x is necessarily an integer for all x 2 . If x  x is an even integer for all x 2 , then  is
called even; otherwise odd. Even unimodular lattices (also called Type II lattices) are developed a
lot by researchers. For example, E8 and 24 are even unimodular lattices, while Z, Z2, Z3,... are
odd unimodular (or Type I) lattices.
It is also known that if a unimodular lattice has the property that the norm of every lattice
vector is a multiple of some positive integer c, then c is either 1 or 2 [38].
An important property for the theta series of the dual lattice is the Jacobi’s formula:
(z) = (det)
1=2(i=z)n=2( 1=z) (3.21)
If  is unimodular, then using the above equation, we deduce
(z) = (z) = (i=z)
n=2( 1=z) (3.22)
The classification of odd and even unimodular lattices is an important problem in number
theory. Even unimodular lattices exist if and only if the dimension is a multiple of 8, while odd
unimodular lattices exist in all dimensions [38]. Specifically,
 For dimension 8: E8 is the unique even unimodular lattice.
 For dimension 16: E8  E8 and D+16 are the only two.
 for dimension 24: there are 24 such lattices, 23 with minimal norm 2 and one (the Leech
lattice 24) with minimal norm 4.
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3.1.3 Theta Series of Important Lattices
We next give an overview of the root lattices Zn, An, Dn, En, etc. The readers may refer to [38]
for detailed discussion.
Zn
The set of integers :::; 2; 1; 0; 1; 2; 3; ::: is denoted by Z and
Zn = f(x1; :::; xn) : xi 2 Zg (3.23)
is the n-dimensional cubic or integer lattice. As generator matrix M we may simply take the
identity matrix. The theta series of Zn is 3(z)n.
An
The lattice An is defined as for n  1,
An = f(x0; x1; :::; xn) 2 Zn+1 : x0 + :::+ xn = 0g (3.24)
which uses n+ 1 coordinates to define an n-dimensional lattice.
We next discuss a few cases in more detail, which we used in our design. Of course A1 = Z.
A2 is equivalent to the familiar hexagonal lattice, so called because the Voronoi cells are hexagons.
The hexagonal lattice may be spanned by the vectors (1; 0) and ( 1=2;p3=2), and so a possible
generator matrix is
M =
"
1 0
 1
2
p
3
2
#
In this form the quadratic form is
x2   xy + y2 (3.25)
and the theta series is therefore
hex(z) =
1X
x;y= 1
qx
2 xy+y2 =
1X
x;y= 1
q(x y=2)
2+3y2=4 (3.26)
And we can express it using Jacobi theta series
hex(z) = 3(z)3(3z) + 2(z)2(3z) (3.27)
The series begins [38]
hex(z) = 1 + 6q + 6q
3 + 6q4 + 12q7 + ::: (3.28)
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Both A3 and D3 are equivalent to the face-centered cubic lattice (or fcc), illustrated in every
chemistry textbook, and found in the pyramids of oranges on any fruit stand [38]. The simplest
definition is via D3: the fcc consists of the points (x; y; z), where x; y and z are integers with an
even sum. An generator matrix is
T =
24  1  1 01  1 0
0 1  1
35
Theta series is [38]
fcc(z) = 1=2(3(z)
3 + 4(z)
3) = 3(4z)
3 + 33(4z)2(4z)
2
= 1 + 12q2 + 6q4 + 24q6 + ::: (3.29)
An
The lattice dual to An is An:
An = [ni=0([i] +An) (3.30)
Both A3 andD3 are equivalent to the body-centered cubic lattice (or bcc), also familiar from
chemistry [38]. The simplest definition is via D3: the bcc consists of the points (x; y; z) where
x,y and z are all even or all odd integers. A possible generator matrix is
T =
24 2 0 00 2 0
1 1 1
35
Its theta series:
bcc(z) = 2(4z)
3 + 3(4z)
3 = 1 + 8q3 + 6q4 + 12q8 + ::: (3.31)
Dn and Dn
The lattice Dn is expressed as for n  3
Dn = f(x1; :::; xn) 2 Zn : x1 + :::+ xn eveng (3.32)
or in other words Dn is obtained by coloring the points of Zn alternately red and white with
a checkerboard coloring, and taking the red points. Dn is sometimes called the checkerboard
lattice. Its theta series is:
Dn(z) = 1=2(3(z)
n + 4(z)
n) =
1X
m=0
rn(2m)q
2m (3.33)
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D3 = A3 is the face centered cubic lattice. D3, D4 and D5 are the densest possible lattice
packings in dimensions 3,4 and 5, and the densest known packings in these dimensions, although
for n = 3 and 5 there are equally dense nonlattice packings.
The special Dn lattice we use is the four-dimensional lattice D4. It is one of the two most
useful four-dimensional lattices (the other being A4) [38]. D4 has a generator matrix
T =
2664
1 0 0 0
0 1 0 0
0 0 1 0
1=2 1=2 1=2 1=2
3775
Theta series is [38]
D4(z) = 1=2(3(z)
4 + 4(z)
4) = 2(2z)
4 + 3(2z)
4 (3.34)
D4 is the unique lattice with this density.
The lattices E7 and E8
We start from the eight-dimensional lattice E8. It is a special case of the family of packings and so
might be called the eight-dimensional diamond lattice. In the even coordinate system E8 consists
of the points
f(x1; :::; x8) : all xi 2 Z or all xi 2 Z+ 1=2;
X
xi  0(mod 2)g (3.35)
The odd coordinate system is obtained by changing the sign of any coordinate: the points are
f(x1; :::; x8) : all xi 2 Z or all xi 2 Z+ 1=2;
X
xi  2x8(mod 2)g (3.36)
E8 is the unique lattice with this density and minimal norm. It may be obtained by applying
Construction A to the Hamming code. E8 has theta series [38]:
E8(z) = 1=2(2(z)
8 + 3(z)
8 + 4(z)
8) = 2(2z)
8 + 142(2z)
43(2z)
4 + 3(2z)
8
=
1X
m=0
Nmq
m = 1 + 240q2 + 2160q4 + ::: (3.37)
Nm is the number of integral Cayley numbers of normm=2 [38].
The vectors in E8 perpendicular to any minimal vector  2 E8 form the lattice E7:
E7 = fx 2 E8 : x   = 0g (3.38)
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There are several possible coordinate systems. Using the even coordinate system for E8 and
taking  = (1=2)8 we obtain
E7 = f(x1; :::; x8) 2 E8 : x1 + :::+ x8 = 0g; (3.39)
Using the odd coordinate system and taking  = (1=27; 1=2) we obtain
E7 = f(x1; :::; x8) 2 E8 : x1 + :::+ x8 = 2x8g; (3.40)
and (in either coordinate system)  = (06; 1; 1) leads to
E7 = f(x1; :::; x8) 2 E8 : x7 = x8g: (3.41)
Leech Lattice 24
This lattice was discuvered by Leech in 1965 [38]. The theta series is given as:
24(z) = E8(z)
3   72024(z)
=
1
8
f2(z)8 + 3(z)8 + 4(z)8g3   45
16
f2(z)3(z)4(z)g8
=
1
2
f2(z)24 + 3(z)24 + 4(z)24g   69
16
f2(z)3(z)4(z)g8
=
1X
m=0
N(m)qm = 1 + 196560q4 + 16773120q6 + ::: (3.42)
Unimodular Extremal Lattices
E8 and 24 are extremal even unimodular lattices in dimensions 8 and 24 respectively [38]. Ex-
tremal means that their minimum distance is maximal for a given dimension. The same type of
results for extremal even unimodular lattices can be given for higher dimensions. For example, in
dimension 32, 48 the theta series are used for the distortion analysis in our following chapters and
exact formulae will be given then.
3.1.4 Nested Lattice, Similar Sublattice and Integers
Let F be a fine lattice with a generator matrix MF . Similarly, let C be a coarse lattice with
a generator matrix MC . A pair of n-dimensional lattices (F ;C) is nested in the sense of
C  F , if there exists corresponding generator matricesMF andMC , such thatMC =MF P,
where P is an n  n integer matrix with determinant greater than one. We also define VC=VF as
the nesting ratio, and VF and VC are the cell volumes of the fine and coarse lattice, respectively.
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There is one special case where C is geometrically similar to F , which means that C
can be obtained from F by applying a similarity [24] including a rotation, change of scale and
possibly a reflection. We also define C is strictly similar to F when reflection is not used. We
also refer to C as a similar sublattice to F .
The use of a similar sublattice as a coarse lattice is a promising method to the MTSC prob-
lem [1]. This method can be easily described using various types of integers. The essence is
multiplying points in the fine lattice with certain integers to generate similar sublattices, where the
nesting ratio is determined by the integer multiplied. First we give a few types of integers to be
discussed [38]:
 Z: ordinary rational integers.
 G: ring of Gaussian integers fa+ bi; a; b 2 Zg, where i = p 1.
 J : ring of Eisenstein integers fa+ b!; a; b 2 Zg, where ! = exp(23i).
 H0: ring of Lipschitz integer quaternions fa+ bi+ cj + dk; a; b; c; d 2 Zg, where i,j,k are
unit quaternions.
 H1: ring of Hurwitz integer quaternions fa+ bi+ cj + dk; a; b; c; d 2 Zg
Based on the algorithms in [24], these integers can be used in various similar sublattice con-
structions. A number of them are presented as follows.
 F = Z and C = F with  2 Z. C is a similar sublattice of nesting ratio N = jj.
 F = Z2 = G and C = F with  = a+ bi 2 G. C is a similar sublattice of F with
nesting ratio N = a2 + b2.
 F = A2 = J and C = F with  = a+ b! 2 J . C is a similar sublattice of F with
nesting ratio N = a2 + ab+ b2.
 F = Z4n and C = F with  = a + bi + cj + dk 2 H0. C is a similar sublattice of
F with nesting ratio N = (a2 + b2 + c2 + d2)n=2.
 F = D4 or F = E8, and C = F with  = a + bi + cj + dk 2 H1. C is a similar
sublattice of F with nesting ratio N = (a2 + b2 + c2 + d2)n=2.
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The nesting ratioN determines the transmission rate in our following coding scheme. N can
be obtained from the theta series [38]. Given a lattice , its theta function is defined in above
discussion, as
(z) =
X
m
Nmq
m; q = eiz; Im(z) > 0 (3.43)
where Nm (different from the nesting ratio N ) is the number of vectors in  of squared norm m.
Thus if we expand (z) in powers of q, each coefficient Nm gives the number of vectors in one
‘shell’ centered at the origin. Since Voronoi cells of a number of neighboring fine lattice points
can be grouped together to form a Voronoi cell of a coarse lattice point, the number of the fine
lattice points in this group is exactly the nesting ratio. Theta series of various lattices are given
in [38].
3.2 Quantization and Coding Schemes
3.2.1 Lattice Quantization Algorithms
Quantization is key in our coding scheme design. To achieve acceptable performance, lattices
used for NLC should be good quantizers themselves. Discussion on the quantizer problem in
literature mainly considers uniform distributed sources [38, Ch. 2], which may not give the same
answer for the Wyner-Ziv problem. But Eyuboglu and Forney pointed out in [48] that although
low-dimensional lattice quantizers are not good for non-uniform sources, the performance can be
improved as the lattice dimension increases. Motivated by this, we consider high-dimensional
lattice quantizers.
Efficient quantization is necessary for lattices. In our scheme, the lattices used are scaled
(expand or shrink) in order to find the optimal lattice with the minimum distortion. For each
lattice we implement some standard quantization algorithms.
The quantization algorithms we use are summarized as follows; and a comprehensive survey
can be found in [38].
Quantization to Zn Lattice
The problem of finding the closest point of the integer lattice Zn to an arbitrary point x 2 Rn is
simple and the algorithm is reviewed below. For a real number x, let f(x) = closest integer to x.
In case of a tie, choose the integer with the smallest absolute value. For x = (x1; :::; xn) 2
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Rn, let
f(x) = (f(x1); :::; f(xn)): (3.44)
For later use we also define g(x), which is the same as f(x) except that the worst component
of x (furthest from an integer) is rounded the wrong way. In case of a tie, the component with the
lowest subscript is rounded the wrong way.
To find the closest point of Zn to x: given x 2 Rn, the closest point of Zn is f(x). (If x
has equal distance from two or more points of Zn, this procedure finds the one with the smallest
norm [38].)
Quantization to Dn Lattice
To find the closest point of Dn to x: given x 2 Rn, one of f(x) and g(x) has even sum and
the other has odd sum. The closest point of Dn is whichever of these two with an even sum of
components. If x has equal distance from two or more points of Dn this procedure produces a
quantized point with the smallest norm [38].
The reasoning behind this process is that f(x) is the closest point of Zn to x and g(x) is the
next closest. The coordinates of f(x) and g(x) are different in one and only one coordinate. That
is the reason why one of
P
f(xi) and
P
g(xi) is even and the other is odd. The ties are broken
correctly.
Quantization to E8 Lattice
Several fast quantization algorithms can be used to quantize to the E8 lattice. We adopt the one
which is based on the fact that E8 is the union of two cosets of D8 [74].
To find the closest point of E8 to x: given x = (x1; :::; x8) 2 R8. Similar as the procedure
for Dn, f(x) and g(x) are computed and whichever has an even sum of components is selected.
Call it y0. Then compute f(x  1=2) and g(x  1=2), where
1=2 = (
1
2
;
1
2
;
1
2
;
1
2
;
1
2
;
1
2
;
1
2
;
1
2
) (3.45)
and select whichever has an even sum of components; add 1=2 and denote the result as y1. Finally,
compare y0 and y1 and choose the closest.
Others
To quantize an arbitrary two dimensional point to a hexagonal lattice A2: quantization is simply
achieved by finding the nearest point in each rectangular sublattice and selecting the nearest of
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these two since any hexagonal lattice is the union of two rectangular lattices [75].
24 has a sublattice of index 8192 that is equivalent to D24 [38], leading to a relatively slow
quantization algorithm. Faster algorithms are used as in [26].
New algorithms have been developed for the Coxeter lattices in [76], including forAn in [77],
which are simple to describe and verify. These ones also have lower complexity compared to
existing algorithms.
3.2.2 Encoding and decoding scheme
To achieve the Wyner-Ziv function in the quadratic Gaussian case, we assume that X and Y are
related as before, i.e.
X = Y + Z (3.46)
where Z is i.i.d. Gaussian with mean zero and variance 2z , i.e.,
2
xjy = V ar(XjY ) = 2z . The
random variable Y may be arbitrary (not necessarily Gaussian).
Consider the coding scheme uses a nested lattice pair (1;2) which generator matrices are
related by G2 = G1  J . Here J is an n n integer matrix with determinant greater than one. An
important requirement is that the fine lattice 1 should be a good source D-code, and the coarse
lattice 2 should be a good channel 2z -code. Another parameter is the (pseudo) random vector
U be uniformly distributed over V0;1 which is the basic Voronoi cell of the fine lattice. U is
the “dither” and mainly used to facilitate the proof of theoretical results. It is also assumed the
encoder and the decoder share common randomness, so that U is available to both of them [1].
Let  =
p
1 D=2z denote the optimum estimation coefficient. The coding scheme is
 Encoding: x + u is quantized to the nearest point in 1. The result is denoted as xq =
Q1(x + u). Then a syndrome v2 = xq mod 2 is transmitted to the decoder. Note the
transmitted data is essentially the leader of the unique relative coset containing xq. The
transmission rate is calculated as log (V2=V1)  n2 log(2z=D) bits.
 Decoding: the coset leader v2 is decoded and the original x is recovered as
bx = y + bw; bw = [v2 = u  y] mod 2 (3.47)
This procedure is suitable for use in scaled lattices [1]. For example, we can expand (1;2)
by a factor 1= , and instead of quantizing x, x is quantized directly, and the output of the second
mod 2 operation is multiplied by 2.
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The expected mean squared reconstruction error 1nEjjcX Xjj2  D. A distributive property
should be followed by the quantization operator: Q(x +Q(x0)) = Q(x) +Q(x0). Thus we have
for the mod 2 operation
((x mod ) + y) mod  = (x+ y) mod ;8x;y (3.48)
This implies that the first mod 2 operation in the signal path can be eliminated, and an equiv-
alent channel can be achieved. And the subtractive dither quantization error can be denoted as
eq [1]
eq = Q1(x+ u)  (x+ u) (3.49)
Noting that the input to the mod 2 operation is z + eq, the final reconstruction can be
written as
bx = ((z + eq) mod 2) + y c:d:= ((z + eq)) + y
= x+ (eq   (1  2)z) (3.50)
where c:d:= denotes equality conditional on correct decoding. Conditional on correct decoding, the
equivalent error vector can be presented as
bx  x = eq   (1  2)z (3.51)
and the decoding error probability is given by
Pe;n = Prf(Z +Eq) mod 2 6= Z +Eqg (3.52)
The probability of decoding error vanishes asymptotically for a sequence of good nested
codes, i.e.,
Pe;n ! 0; as n!1 (3.53)
which will be proved in later discussion.
Therefore the reconstruction error cX  X converges to the right-hand side of (3.51). Also
the second moment per dimension of the right-hand side of (3.51) is calculated as
1
n
EjjEq   (1  2)Zjj2 = 1
n
Ejj( U)jj2 + 1
n
Ejj(1  )2Zjj2
= 2D + (1  2)22z = D (3.54)
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The property used for deriving the above is that Eq is independent of X and Z so 2 =
1 D=2z is substituted. On the other hand,cX  X has a finite second moment [1] since only the
magnitude is reduced by the mod 2 operation. So given that (3.53) holds the reconstruction
error is arbitrarily close to D.
Proof of (3.53)
The error event above should satisfy
1
n
EjjZ +Eqjj2 = 1
n
EjjZjj2 + 1
n
Ejj U jj2 = 22z +D = 2z (3.55)
The simple case is when Z +Eq is AWGN, then Pe;n ! 0 as n ! 1 since the coarse code is
a good channel code and (3.53) is proved. But the quantization error Eq is however not AWGN
and thus Z + Eq is not AWGN. This is the “self-noise” phenomenon, where the source code
component can induce error for the channel code component [1].
Asymptotically the self noise has effect analog to a Bernoulli process in the binary case and
to AWGN in the continuous case. This is plausible if the source-coding goodness of the fine
code is considered. This argument can be used in other framework with nested-like constructions
to justify the existence of this phenomenon. The effect of the self-noise can be identical to a
Bernoulli/AWGN process when the fine and coarse code components are independent. This is
achieved by appropriate randomization of the coarse code (including interleaving in the binary
case). But as the nesting relation connects the two components, it is not possible to randomize one
code component while keeping the other fixed.
The Voronoi region V0 tends to a Euclidean ball for good codes. This implies the quantization
error Eq is roughly uniform over a Euclidean ball of radius
p
nD. Such noise has effect on
the decoding error probability which is sub-exponential in n [1]. Therefore the self noise effect
on the decoding error probability is asymptotically equivalent to AWGN if the coarse lattice 2
is exponentially good. However practical nested coding schemes are still needed to fulfill the
requirements of WynerZiv coding.
Complexity Issues
There is no need to require equally good codes for the source and channel components of the
nested pair. In the quadratic Gaussion Wyner-Ziv problem (side information problem) the channel
coding goodness of the coarse code determines the decoding error probability (3.53). Therefore
the coarse lattice must be sufficiently complex so that this probability can be sufficiently small.
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On the other hand the source coding component does not need to be complicated as it only has
a slight effect on the transmission rate [1]. For instance if the fine code is simply a cubic lattice
then Gn = G1 = 1=12 and no need for the optimum value G1 = 1=2e. This implies that the
rate redundancy is 12 log(2e=12)  0:254 bit per sample above the Wyner-Ziv rate distortion
function. The rate redundancy becomes 12 log(2eG()) for a general lattice .
At low coding rates the above described perfect source/channel decoupling of the nested code
will not exist. Rather, the self noise becomes a significant portion of the equivalent channel noise.
So in this case, the source coding component is equally important as the channel coding one in
explaining the distortion performance.
Our Coding Scheme
The encoding and decoding schemes we use are similar as in [15], which is simplified from [1]
under the high-resolution assumption. The scheme is described as follows:
 The encoder quantizes x to xQF = QF (x), computes s = xQF   QC (xQF ), and
transmits the index corresponding to the coset leader s.
 The decoder receives s and reconstructs x as bx = s+QC (y   s).
In our practical design, we also use minimum MSE estimation for low transmission rates as
described in [15].
3.3 Nested Trellis Code
In this section we mainly discuss trellis code and nested trellis construction. We already reviewed
the framework of [40] in the previous chapter. So now we start with an evaluation based on [40],
comparing memoryless and trellis coset construction, as an illustration of trellis and coset codes.
3.3.1 Scalar Quantization And Memoryless Coset Construction
The quantization scheme is a fixed-rate (rate-log2 V ) Lloyd-Max scalar quantizer with V quanti-
zation levels, designed for the distribution of X . To illustrate, take V = 8 as an example. Let
r = fr0; r1; : : : ; rV 1g be the set of reconstruction levels. Note that r partitions the real line
into V intervals each associated with one of the reconstruction levels. Let   = f igV 1i=0 be the
partition of R, where  i is the open interval ( ri 1+ri2 ;
ri+ri+1
2 ) with r 1 =  1 and rV = 1.
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First the source is quantized sample by sample using r. Thus, the source codebook S is given by
r, and Rs = 3 bits per sample.
Next, construct C by partitioning the setr intoM ( V ) cosets. For illustration, letM = 2.
To keep the minimum distance between any two words in every coset as large as possible, the
channel code is defined as C = fr0; r2; r4; r6g and the remaining levels as its coset, making
transmission rate R = 1 bit per sample. The representation codeword ri is the centroid of the
disjoint region  i for 0  i  V   1.
The decoder deciphers (with small probability of error) the codeword by finding the codeword
which is closest to Y in the coset whose index is sent by the encoder. Then the optimal estimate bx
can be computed as [40]
bx = argmin
a2R
E[(X; a)jX2 iY=y ] (3.56)
where y is the outcome of Y , i is the index of the codeword. This can be computed by using error
functions.
Transmission rate is set to R = 1 bit per sample. We use 4-, 8-, 16-level scalar quantizers,
each partitioned into two cosets, with each coset containing two, four, and eight codewords, re-
spectively. Distortion during correct decoding only can be plotted versus correlation-SNR (which
is the ratio of the variance of X and N ) for these three schemes. Our results are similar to those
of Fig. 10 in [40] and thus we do not present them here. Also in Fig. 10 of [40], the probability of
decoding error Pe is shown for the same system. These are the results of Monte Carlo simulations.
A tradeoff can be seen from these results between the distortion and probability of decoding
error. For a given correlation-SNR, as the number of levels in the quantizer is increased, the
distortion decreases and the probability of decoding error increases. Typically, any Pe  10 4
can be regarded as acceptable. Thus, the 4-level quantizer can tolerate more noise, while its
distortion performance is poor. But the 16-level quantizer has very good distortion performance,
at the same time operating with an unacceptable probability of error. For higher level quantizers,
the error performance is not good enough. So next trellis-based coset construction is used for
source encoding to obtain better results.
3.3.2 Scalar Quantization And Trellis-Based Coset Construction
Here a system with a coset construction having memory is established. W is coset-encoded as
an L-sequence rather than sample by sample. Fixed-length scalar quantizers are still used for
quantizing fXigLi=1, but the cosets are built on the spacerL. The same example as in the previous
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discussion is used for illustration. Thus, the source codebook is given by S = rL and Rs = 3
bits per sample for the present example.
The space rL has 23L distinct sequences. The task is to partition this sequence space S into
cosets of a set of sequences in such a way that the minimum distance between any two sequences in
every coset is made as large as possible, while maintaining symmetry among the cosets. Consider
R = 1 bit per sample. In the following, a trellis-based partitioning with an algebraic structure is
considered based on convolutional codes.
Consider Ungerboeck’s four-state trellis as given in [78]. Restricting to systematic trellis
codes, the underlying convolutional encoder for the trellis code is shown in Fig. 3.1. The parity-
check matrix polynomial for this convolutional code is
H(D) = [0;
D
1 +D2
; 1] (3.57)
+
In p u t B it 1
In p u t B it 2
O u tp u t B it 1
O u tp u t B it 2
O u tp u t B it 3
Figure 3.1: Rate-2/3 convolutional encoder used for 4-state systematic trellis code.
Let Q() be the operator doing the mapping M2 and denote its inverse operator as Q 1().
Thus, Q 1(W ) gives the binary representation of the indices of the codewordsW . This operator
can then be extended for the use of L-sequences as
Q 1(W ) = Q 1(W1;W2; : : : ;WL) = [Q 1(W1); Q 1(W2); : : : ; Q 1(WL)] (3.58)
where W = [W1;W2; : : : ;WL] is a random L-sequence of the codewords. So the syndrome
implying the coset that the L-sequences belong to can be computed as
s =H(D) Q 1(W ) (3.59)
This syndrome is a 1  L vector for each L-sequence and is transmitted to the receiver, resulting
in a transmission rate R = 1 bits per sample.
At the decoder, L bits of syndrome s, and L samples of the process Y are made use of to
reproduce the codeword. A computationally efficient algorithm is needed for searching through
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the list of codeword sequences in a given coset of channel code C, for the most likely codeword
sequence given the side-information sequence y. For this, we use a modified version of Viterbi
algorithm that is suitable for any syndrome sequence. For the current example with trellis code
built on an alphabet of size 8, there are only two trellis cosets shown in Fig. 3.2. For each bit of
a syndrome sequence, at every bit we need to keep relabeling (shift between the principal trellis
coset and the other trellis coset) the edges in the trellis used in the Viterbi decoder. The minimum
distance between any two words in every coset of C has been increased from that in the memoryless
coset construction.
0 4 2 6
1 5 3 7
2 6 0 4
3 7 1 5
0 4 2 6
1 5 3 7
2 6 0 4
3 7 1 5
(a ) (b )
Figure 3.2: Trellis section for the trellis code built on an alphabet of size 8. (a)Principal trellis
coset. (b)Complementary trellis coset.
After recovering the active codeword, the optimal estimation is given using the same method
presented as before, as the quantization scheme is not changing.
The probability of decoding error versus correlation-SNR of a 4-state trellis coset construc-
tion built on an 8-level quantizer is shown in Fig. 3.3. Note that by using trellis-based cosets,
gains of around 3 dB in correlation-SNR over memoryless coset construction are obtained. Thus,
without increasing the rate, at Pe  10 4, we can operate at correlation-SNRs no less than 18 dB.
The distortion during correct decoding is independent of the coset construction and in this case,
same as the one shown in Fig. 3.3.
3.3.3 Nested Trellis Construction
Trellis Codebook
Trellis codebooks are easy to implement and provide good performance so we discuss it as follows.
The performance of trellis quantizer is determined by two separable quantities, the granular gain
and the boundary gain. The granular and boundary gain are the duals of shaping and coding gain
in data transmission applications.
AnN -dimensional binary lattice-type trellis code C(=0;C) is based on anN -dimensional
2n-way lattice partition =0 and a 2v-state, rate-k=n binary convolutional code C. The notation
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Figure 3.3: Probability of error for R=1 bit per sample for trellis-based coset construction (8-level
quantizer and 4-state trellis).
=0 implies that 0 is a sublattice of , so that  is the disjoint union of j=0j = 2n cosets
(translates) of 0. At each time j only 2k cosets 0+ai(sj); 1  i  2k of 0 are allowable based
on the current state sj of the convolutional encoder. One of these cosets are selected by the k input
bits of the convolutional encoder and the next state sj+1 is determined. A coset 0 + b(sj) of a
lattice 0, called the time-zero lattice is formed by the union of all cosets 0 + ai(sj) that can be
selected at some state sj . Also define the fundamental volume V (0) of the time-zero lattice 0
as the fundamental volume of the trellis code C per N -dimensions:
V (C) = V (0) = 2 kV (0) (3.60)
Most known trellis codes looks the same out from any code sequence; and the geometric
parameters are the same [79]. It follows that Voronoi regions defined with respect to different
code sequences are congruent.
Nested Trellis
Nested trellis codes have been proven to have better performance and less complexity than lattice
codes such as modulation [79] and secrecy gain problems [80]. We next give an overview of
nested trellis codes. As mentioned earlier, the scheme was first proposed for data transmission
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applications and the notations used (shaping, coding, etc.) are for these applications. We follow
this convention.
Two trellis codes are needed to build a nested trellis. One is for information bits encoding and
the other for random bits encoding. The key element has a historical name “trellis shaping” [79],
which is based on lattice partitions of a channel trellis code Cc = C(c=
0
c;Cc) and a shaping
trellis code Cs = C(s=
0
s;Cs), where s is a sublattice of 
0
c. In other words, c=
0
c=s=
0
s
is a lattice partition chain. An important assumption is that all lattices are N -dimensional binary
lattices; so the orders are powers of two for all partitions in this chain.
The shaping code should be based on s rather than on a translate of s so that every cs 2 Cs
is a sequence of elements of s and of 
0
c. The channel code Cc is invariant under addition of any
element of 
0
c to any component, since Cc is based on c=
0
c. Therefore if cc 2 Cc and cs 2 Cs,
then c
0
c = cccs is inCc. Thus ifs is a sublattice of
0
c andCs is untranslated, then any sequence
cc in Cc can be ‘shaped’ by a sequence cs in Cs. Therefore the resulting sequence c
0
c will still be
in Cc [79].
Purely Lattice-Theoretic Mapping
The nested trellis (trellis shaping) is based on purely lattice-theoretic mapping. It can be specified
as follows [79]. SupposeR(c) is any fundamental region ofc which is a region ofRN including
one element from each coset of c. All fundamental regions of c have the same volume V (c)
which is the fundamental volume of c.
Some further notations are [79]:
 [c=0c] be any set of coset representatives for the 2nc = jc=
0
cj cosets of 
0
c in c;
 [0c=s] be any set of coset representatives for the 2nu = j0c=sj cosets of s in 0c;
 [s=0s] be any set of coset representatives for the 2ns = js=
0
sj cosets of 
0
s in s.
Then any r 2 RN has a unique coset decomposition
r = r0 + rc + ru + rs (3.61)
where
r0 2 R(c); rc 2 [c=0c]; ru 2 [
0
c=s]; rs 2 [s=
0
s] (3.62)
And r0 is the unique element of R(c) congruent to r mod c, rc is the unique element of
[c=
0
c] congruent to r   r0, and so or. Some additional notations are
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 a be any element of R(c);
 mc : (Z2)nc ! [c=0c] be any one-to-one mapping from binary nc-tuples to this set of
coset representatives;
 mu : (Z2)nu ! [0c=s] be any one-to-one mapping from binary nu-tuples to this set of
coset representatives;
 ms : (Z2)ns ! [s=0s] be any one-to-one mapping from binary ns-tuples to this set of
coset representatives.
A purely lattice-theoretic mapping functionm(y; w; z) maps (y; w; z) to the coset

0
s + a+mc(y) +mu(w) +ms(z) (3.63)
of 
0
s. After this mapping a single point is selected from the coset. All signal points are in the
translate c + a of c forming the union of the jc=0cj cosets

0
c + b(y) = 
0
c + a+mc(y) (3.64)
of 
0
c. Any pointm(y; w; z) is in the coset 
0
c + b(y). The disjoint subconstellations
A(z) =
[
y;w
m(y; w; z) (3.65)
contain the 2nc+nu pointsm(y; w; z) and can be defined by disjoint subregions R(z).
Each point m(y; w; z) should be chosen as a minimum-weight element (coset leader) of its
coset to ensure the energy is minimized. The set of all minimum-weight elements (coset leaders)
of the cosets of  forms the Voronoi region RV () of a lattice . The coset leaders are unique
in the interior of RV (). And the boundary points of RV () belong to cosets with more than
one coset leader [79]. Therefore it is possible that the bounding region R can be chosen as a
fundamental region RV (
0
s)  RV (
0
s) consisting of the interior of RV (
0
s) plus a portion of the
boundary. Exactly one point from each of the boundary cosets is contained.
Therefore the best purely lattice-theoretic mapping rule can be obtained. It is the mapping
(y; w; z) into the unique point in the coset
0
s+a+mc(y)+mu(w)+ms(z)which lies inRV (
0
s):
m(y; w; z) = f0s + a+mc(y) +mu(w) +ms(z)g
\
RV (
0
s) (3.66)
Notice thatm(y; w; z) can be characterized as the unique element of the region
R(y; w; z) = f0s + R(c) +mc(y) +mu(w) +ms(z)g
\
RV (
0
s) (3.67)
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that lies in c + a. The union of these regions over all y and w may be taken as R(z),
R(z) =
[
y;w
R(y; w; z) (3.68)
and the union of the regions R(z) is then RV (
0
s). Moreover, since
R(z) =
[
y;w
f0s + R(c) +mc(y) +mu(w) +ms(z)g
\
RV (
0
s)
= f0s + R(s) +ms(z)g
\
RV (
0
s) (3.69)
we have that if R(s) is the fundamental region of s defined by
R(s) =
[
y;w
R(c) +mc(y) +mu(w); (3.70)
then R(z) is the intersection of 0s + R(s) +ms(z) with RV (
0
s).
To summarize, R(z) is the translate R(s) +ms(z) of R(s) and reduced modulo 
0
s to the
fundamental region RV (
0
s).
By partitioning RV (
0
s) into js=
0
sj fundamental regions R(z) of s, and by assigning
each of the js=0sj elements of the cosets of s in R(
0
s) to a different subregion R(z) in any
manner [79], more general lattice-theoretic mappings can be generated. A corresponding mapping
function will be obtained by any such partitioning. Furthermore in each subregion R(z), the
uncoded bits w may be arbitrarily assigned.
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Chapter 4
Theoretical Analysis
4.1 Scaling Factor Revisited
In [38, Ch. 4], generator matrices for a variety of lattices are provided. In our research, we call
the lattices generated using these generator matrices the basic lattices. Both the fine and coarse
lattices in practical use are scaled versions (expand or shrink) of the basic lattice. For certain
transmission rate, the scaled nested lattice with the lowest distortion is chosen as the best solution
of that rate.
The expansion and shrink of lattices are essentially done by changing the value of the scaling
factor [17]. Let lF0 represents lattice points in basic (fine) lattice F0 . By introducing scaling
factor  > 0, lF = lF0 represents points in any fine lattice F of this type and dimension.
Next, an alternative perspective to the distortion-rate analysis in [15] is given by using scaling
factor. A detailed analysis on the one-dimensional case is first given to illustrate the concept, then
it is generalized to higher dimensions.
4.1.1 Dimension One
In the one-dimensional case, [15] gives the distortion-rate function as:
D1(R) = min
VC>0
fG(F )V
2
n
F +
V 2C
2
1X
i=1
(2i+ 1)erfc[
VCp
2Z
(i+
1
2
)]g (4.1)
where G(F ) is the normalized second moment for the lattice F .
Set the one-dimensional integer lattice as the basic quantization lattice (also the basic fine
lattice). Let VF0 = 1 be the cell volume of this basic fine lattice, and VC0 = NVF0 be the cell
volume of the basic coarse lattice, where N is the nesting ratio.
By introducing scaling factor , VF = VF0 and VC = VC0 are the cell volumes of any one-
dimensional fine lattice and coarse lattice, respectively. Thus, express distortion D as a function
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of the scaling factor  by modifying (6.15) as follows:
D1() = G(F )(VF0)
2
n +
(VC0)
2
2
1X
i=0
(2i+ 1)erfc[
VC0p
2Z
(i+
1
2
)] (4.2)
= G(F )
2 +
(N)2
2
1X
i=0
(2i+ 1)erfc[
Np
2Z
(i+
1
2
)] (4.3)
Fig. 4.1 shows the distortion versus scaling factor plot for various rates. The five curves from
top to bottom correspond to nesting ratios N = 3; 5; 7; 9; 11, respectively. The rates are obtained
via R = log2N .
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Figure 4.1: Distortion vs. scaling factor for one-dimensional sources.
From this figure, we can see the variation of distortion performance as the nested lattice pair
expands or shrinks for a fixed nesting ratio. It is clear that there is an optimal scaling factor giving
the minimum distortion. Let the first derivative of (6.15) equal to zero:
@D1()
@
= 2G(F )+N
2
1X
i=0
(2i+ 1)erfc[
Np
2Z
(i+
1
2
)]
  2N
32p
2Z

1X
i=0
(i+
1
2
)2 expf [ Np
2Z
(i+
1
2
)]2g (4.4)
= 0 (4.5)
By solving this equation numerically, optimum (local minimum) value of  can be obtained,
which leads to an exact optimum distortion value calculated using (6.15) rather than the approxi-
mate way given in [15, Fig. 4].
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It is also seen that for each nesting ratio, the optimum scaling factor is a different value, and
decreases as the rate increases. This means that the greater the transmission rate, the denser the
nested lattice pair should be.
When  is very large, D1() can be approximated by a quadratic equation:
D1()  G(F )2 (4.6)
As  decreases, D1() also decreases until certain point where D1() increases again. This
phenomenon exists for all nesting ratios, and the distortion levels at which D1() achieves the
maximum value are the same for different nesting ratios. This is one drawback of using a too high
rate: the distortion fluctuation upon lattice scaling becomes greater as nesting ratio (rate) increases.
Roughly, for NLC we can say that in the range where distortion increases as  decreases, the
distortion is mostly due to the “channel coding” component, whereas in other ranges, distortion
performance is mainly determined by the “source coding” component [17].
To investigate the behavior of D1(), we approximate the sum of error functions in (4.2) as:
1X
i=0
(i+
1
2
)erfc[
Np
2Z
(i+
1
2
)] (4.7)
 1
2
1X
i=0
(i+
1
2
) expf [ Np
2Z
(i+
1
2
)]2g (4.8)
So as  decreases, this sum increases, resulting in the second term of (4.2) increasing in a
certain range. The reason is: as  decreases, coarse lattice points are getting closer, resulting in
the increased decoding error. Meanwhile, fine lattice points are not close enough to cope with the
quantization noise. Therefore, to choose a suitable scaled lattice is an important issue in nested
lattice quantizer design.
Also notice that in Fig. 4.1, the distortion decreases very fast at certain very small  until it
is less than the local minimum we discussed above and can approach  1. Since for this range of
 the lattice is too dense to implement, we do not regard this as the optimum solution.
4.1.2 Other Dimensions
The higher dimensional analysis of distortion versus the scaling factor can be obtained in a similar
way as for one-dimensional case by introducing scaling factor to the lower bound of [15, Eq. 22].
They are similar to the one-dimensional case in Fig. 4.1. The distortion function in n dimension
is given by:
Dn() = DS() +DC() (4.9)
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where
DS() = G(F )(
nVF0)
2
n (4.10)
and a lower bound
DC()  n  1
n (n+12 )2
n
2 
1
2

X
l02C0
(l0)
2
Z l0+r
l0 r
Z arccos (l0)2+u2 r2
2l0u
0
 sinn 2 du
n 1
nZ
exp(  u
2
22Z
)du (4.11)
where r =  1=2( (n=2 + 1)nVC0) is the packing radius of C and  is the density of
the lattice [38, Table 1.2], VC0 = NVF0 with VF0 and VC0 are the cell volumes of standard fine
lattice F0 and standard coarse lattice C0 , respectively. And l0 is the lattice point of C0 with
l0 = jjl0jj. The theta series are used to compute this lower bound.
Besides the above analytical results, the simulation performance can be obtained by using
scaling factor selection. The distortion versus rate figures can be obtained from the distortion
versus scaling factor figures. This is the basis of our results presented in later discussion.
4.2 Distortion Calculation Under High-Rate Assumption
Knowing the suitability of different lattices to this problem through theoretical analysis is essen-
tial for the code design. Researchers have already given theoretical results for this nested-lattice
Wyner-Ziv problem, notablely the lower bound in [15], where the gap between the ideal model
and their lower bound was given as [15]:
1
n
X
lC2C
jjlC jj2[Pr(z 2 VC(lC))  Pr(z 2 S)] (4.12)
where S is the packing sphere [38, Ch. 1] of the Voronoi region VC(lC). It was pointed out in [15]
that as the dimension n goes to infinity, for lattices with the best distortion-rate performance, this
lower bound is asymptotically tight since the shape of VC(lC) will be approaching the sphere as n
increases for those lattices. However, for finite n, there are some lattice types which Voronoi region
is not close to the sphere (as Zn, Dn, etc. [38, Ch. 4]). Our work finds out for these underlying
lattices, the lower bound in [15] results in a gap that can not be omitted. Although lattices with
non-spherical-like Voronoi regions do not produce results as good as those with spherical-like
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Voronoi regions, their attraction is the simplicity of algorithm design, which is useful in practical
applications.
In this section, we present a distortion-rate function of nested-lattice Wyner-Ziv coding under
the high-rate assumption for all the lattices in general. Then for a special class of lattices given
the generator matrix satisfying certain condition, we give a simplified calculation method. Also
note the generator matricesMC andMF are those of the basic lattices, i.e. scaling factors equal
to one.
Using nested lattice scheme, the distortion per dimension in the Wyner-Ziv coding ofX (with
decoder side information Y ) at high rate has been given in [15] as:
Dn = G(F )V
2
n
F +
1
n
EZ [jjQC (Z)jj2]
= G(F )V
2
n
F +
1
n
X
lC2C
jjlC jj2Pr(z 2 VC(lC)) (4.13)
where jjlC jj is the norm of a coarse lattice point and VC(lC) is the Voronoi cell associated with the
lattice point lC 2 C , with C the coarse lattice. Also notice the first term is the source coding
component known as DS and the second term is the channel coding component and written as
DC . Thus DC is:
DC =
1
n
X
lC2C
jjlC jj2Pr(z 2 VC(lC)) (4.14)
By using the scaling factor , we can rewrite the distortion function as:
Dn = min
>0
fDn()g = min
>0
fDS() +DC()g (4.15)
where DS() is given in (4.10).
So we are left with finding an expression for the channel coding component DC which is
given in the next theorem.
Theorem 1. If we have VF as the volume of a fine lattice Voronoi cell and
fz(z) =
1
(
p
2z)n
exp( kzk
2
22z
) (4.16)
as the probability density function (pdf) of a vector z whose elements zi’s are i.i.d. Gaussian with
variance z , then the channel coding component DC of the distortion function for nested-lattice
Wyner-Ziv coding is
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DC
high resolution
=
1
n
X
lC2C
jjlC jj2
X
lF :VC
fz(jjlF :VC jj)VF (4.17)
with
jjlF :VC jj =
q
jjlC jj2 + jjlF :VC0 jj2 + 2  lTC  lF :VC0 (4.18)
where
 l is a lattice vector and VC0 is the Voronoi cell of the basic coarse lattice.
 lF :VC means the fine lattice points in a coarse lattice Voronoi cell VC(lC).
Proof. Observing (4.14), the number of terms in the sum is the number of coarse lattice points;
and for each term, to calculate the probability of the noise vector belonging to a coarse lattice
Voronoi cell is key. Based on the high-resolution assumption [15], each fine lattice Voronoi cell
has uniform pdf fz(z). Thus (4.14) can be re-written as:
DC
high resolution
=
1
n
X
lC2C
jjlC jj2
X
lF :VC
fn(jjlF :VC jj)VF (4.19)
where fn(jjlF :VC jj) represents the pdf of the noise with norm equal to that of an n-dimensional fine
lattice vector lF :VC ; and VF is the volume of a fine lattice Voronoi cell and different for different
lattice types [38].
We are left with finding the value of jjlC jj2 and jjlF :VC jj. jjlC jj2 can be obtained once the
coarse lattice generation method is known and we need to find a method to calculate jjlF :VC jj.
Each vector lF :VC in an arbitrary coarse lattice Voronoi cell VC(lC) can be seen as the addition
of two vectors: its corresponding coarse lattice point lC and a fine lattice point in the basic coarse
lattice Voronoi cell, expressed as lF :VC0 .
Thus lF :VC and its transpose can be written as
lF :VC = lC + lF :VC0 (4.20)
lTF :VC = l
T
C + l
T
F :VC0 (4.21)
Multiplying these two together,
jjlF :VC jj2 = lTF :VC  lF :VC
= lTC  lC + lTF :VC0  lF :VC0 + lTC  lF :VC0 + lTF :VC0  lC
= jjlC jj2 + jjlF :VC0 jj2 + 2  lTC  lF :VC0 (4.22)
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The enumeration of lF :VC0 depends on the lattice generating method. Once the lattice is
formed, distortion can be obtained using the above calculation.
Hence we obtain the expression of jjlF :VC jj shown in the theorem.
We next give the distortion-rate performance of the nested-lattice Wyner-Ziv coding calcu-
lated using the above theorem and corollary. The distortion-rate relations are obtained via the
“scaling factor selection” approach discussed previously. Theorem 1 can calculate distortion func-
tions for schemes with any underlying lattice type and in Fig. 4.2, we give examples of using
underlying (fine) lattice Z8 and E8. The sublattice we use is generated from the expand-rotate
method described in our code design section. Also we give corresponding lower bound obtained
using the method in [15] for comparison.
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Figure 4.2: Comparison of accurate calculation and the lower bound in [15].
From Fig. 4.2 we can see in dimension eight, the lower bound in [15] is tight for the best
quantization lattice in this dimensionE8, but has a gap to our accurate calculation for theZ8 lattice.
We find this is also true for other lattice dimensions. The reason for this gap is the lower bound
in [15] makes the assumption that the coarse lattice Voronoi cell approaches the n-dimensional
sphere; so for lattices with the Voronoi cell shape not similar to the sphere, this lower bound is not
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precise enough. Our model does not have this assumption and thus a better measurement for any
lattice types.
4.3 Distortion Function Expressed Using Theta Series
4.3.1 General Formular
The key to calculate the distortion function is to find out the value of the channel coding com-
ponent. For this component, it is essential to quantify, at least approximate the probability
Pr(z 2 VC(lC0)). We find out when the input source is Gaussian, this quantity can be expressed
using theta series and their derivatives under some assumption. We first see how the derivative of
theta series look like. Theta series [38] is given by
() =
X
x2
qjjxjj
2
(4.23)
where q = ej (Im() > 0). For ease of analysis, we use the change of variable j !  ( > 0
real), the theta series can be expressed as
() =
X
x2
e  jjxjj
2
(4.24)
It’s first derivative with respect to  is given by

0
() =  
X
x2
jjxjj2e  jjxjj2 (4.25)
Next we start from the Wyner-Ziv distortion function and derive its relationship with theta
series. The distortion function can be expressed with scaling factor  as
Dn() = G(F )V
2
n
F0
2 +
1
n
X
lC02C0
jjlC0jj2Pr(z 2 VC(lC0))
 G(F )V
2
n
F0
2 +
1
n
X
lC02C0
jjlC0jj2 1
(22z)
n
2
 exp( jjlC0jj
2
22z
)V olVC()
= G(F )V
2
n
F0
2 +
1
n
1
(22z)
n
2
V olVC() 
X
lC02C0
jjlC0jj2 exp( jjlC0jj
2
22z
)
= G(F )V
2
n
F0
2 +
1
n
1
(22z)
n
2
V olVC()  ( 
1

)
0
C0
(
2
22z
) (4.26)
where V olVC() is the volume of a coarse lattice Voronoi cell and is a function of  and trans-
mission rate R. We used a crude approach to approximate this function. In essence, the above
approximation assumes z is uniformly distributed over VC0, which is not quite accurate but makes
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some sense. Using this approach, the problem reduces to that of finding a coarse lattice to maxi-
mize 
0
C0
( 
2
22z
), so that the whole distortion function is minimized. This value is easy to calculate
for many lattices and thus we are able to compare performance of various underlying lattices.
Jacobi theta functions #i(q); i = 2; 3; 4 are used to express theta series of many lattices. They
are [38]
#2(q) =
+1X
k= 1
q(k+
1
2
)2 (4.27)
#3(q) =
+1X
k= 1
qk
2
(4.28)
#4(q) =
+1X
k= 1
( 1)kqk2 (4.29)
where q = e  .
They will be used in our calculation. And their first derivatives with respect to  are
#
0
2 =
+1X
k= 1
[ (k + 1
2
)2]e (k+
1
2
)2 (4.30)
#
0
3 =
+1X
k= 1
( k2)e k2 (4.31)
#
0
4 =
+1X
k= 1
( 1)k( k2)e k2 (4.32)
4.3.2 Expressions and Results
Basic Root Lattices
The lattices Zn, Dn and Dn has lattice construction in every dimension. We use them to compare
with the unimodular lattices in the following discussion. The cubic lattice Zn has theta series [38]
Zn = #
n
3 (4.33)
Its first derivative respect to  can be expressed as

0
Zn = n#
n 1
3 #
0
3: (4.34)
The n-dimensional checkerboard lattice Dn [38]
Dn =
1
2
(#n3 + #
n
4 ) (4.35)
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has first derivative as

0
Dn =
1
2
(n#n 13 #
0
3 + n#
n 1
4 #
0
4): (4.36)
And the Dn lattice is the dual of Dn [38]:
Dn = #
n
2 + #
n
3 (4.37)
It’s first derivative

0
Dn = n#
n 1
2 #
0
2 + n#
n 1
3 #
0
3: (4.38)
Back to our discussion to maximize 
0
C0
( 
2
22z
). Let y = 
2
22z
. It follows that increasing
y means increasing the scaling factor  or decreasing 2z. We then calculate 
0
C0
(y) for various
unimodular lattice types and dimensions.
Unimodular Lattices
First consider dimension eight. The Gosset lattice E8 is the extremal even unimodular lattice in
dimension 8. We present its theta series [38] and first derivative:
E8 =
1
2
(#82 + #
8
3 + #
8
4) (4.39)

0
E8 =
1
2
(8#72#
0
2 + 8#
7
3#
0
3 + 8#
7
4#
0
4): (4.40)
We then can compare the performance of Z8,D8,D8 and E8 by using the distortion function
(4.26). In the following figures, the vertical axis   log( D) is used instead of D = 0C0(y) for
ease of illustration.
We thus have Fig. 4.3 showing performance of the four lattices. It can be seen that 
0
D8


0
E8
 0Z8  
0
D8
.
For dimension eight, D8 lattice has the best performance. E8 and Z8 have similar results for
y < 0:8. When y > 0:8, the two lines diverge and E8 is a better choice than Z8. Also notice as y
increases, the performance of E8 can never be as good as that of D8. For any y, D8 is the last to
choose among the four and converge to Z8’s result for large y. The result of D8 is the worst for y
values (roughly) from 0 to 1:4.
The implication of this result to the lattice scaling is also easy to see. As for Gaussian source,
the value 2z = 0:01 is often chosen. It follows from  =
p
2yz that when y = 0:8,  = 0:224.
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Figure 4.3: Crude approach to distortion function (dimension 8).
This implies that when  < 0:224, E8 and Z8 have similar performance and when the lattice
scaling becomes larger, We should choose E8. This result is useful when analyzing performance
for certain scaling factor range. Experimental results show that for a particular nested lattice, the
minimum distortion should occur between  = 0:05 and  = 0:2. So in order to achieve the
minimum distortion, as 0:2 < 0:224, we are almost indifferent in choosing between E8 and Z8.
Similar conclusion can be drawn for dimension 24. The extremal even unimodular lattice in
this dimension is the Leech lattice 24 [38].
24 =
1
8
(#82 + #
8
3 + #
8
4)
3   45
16
#82#
8
3#
8
4 (4.41)
And its first derivative is derived as

0
24 =
3
8
(#82 + #
8
3 + #
8
4)
2(8#72#
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7
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3 + 8#
7
4#
0
4) 
45
16
(8#72#
0
2#
8
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0
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8
4 + 8#
7
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0
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8
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8
3): (4.42)
This lattice is compared with other lattices in this dimension, Z24, D24, D24. The results are
shown in Fig. 4.4. In this figure L24 is the Leech lattice 24. The lines have the similar shape
and trend as in dimension eight; but the gaps among them become smaller, showing that in higher
dimension, the performance difference is getting smaller.
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But we can still choose from them the best one for practical use. Different from dimension
eight, in dimension twenty-four there are two best performed lattices. When y < 0:8 the best
lattice is still the checkerboard lattice, D24; but when y > 0:8,24 overtakes D24 to become the
best performance lattice. And as y increases, the performance gap between 24 and other lattices
becomes larger, which means we would choose 24 for sure for sufficient large y’s.
It is also worth noting in dimension twenty-four, the performance lines of D24 and Z24 are
parallel, withD24 better than Z24. HoweverD24 is again the worst performed one among the four
and has similar values as Z24 for sufficiently high y values.
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Figure 4.4: Crude approach to distortion function (dimension 24).
For dimension 32, besides Z32,D32 andD32, we haveBW32 as its extremal even unimodular
lattice. The Barnes-Wall lattice BW32 [38]
BW32 =
1
16
(#82 + #
8
3 + #
8
4)  [(#82 + #83 + #84)3   30#82#83#84] (4.43)
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Next is the derived formulae for its first derivative:
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And for dimension 48, P48 is the extremal even unimodular lattice. Its theta series can be
expressed as [38]
P48 =
1
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And It’s first derivative is
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Dimension 32 and 48 results are shown in Fig. 4.5 and Fig. 4.6, respectively. They have
similar trends as dimension 24. The difference is that, as y increases, there is a y value for the
two best performed lattices to have the same distortion; and the corresponding y value decreases
as dimension increases. For dimension 24 this value is roughly y = 0:8 and for dimension 48
it approaches 0:6. This means as dimension increases, we tend to choose the extremal even uni-
modular lattice as the best performed lattice for that dimension. Also relating this with the scaling
factor, the minimum distortion is more likely to occur when the unimodular lattices are used.
To summarize, this section gave a crude approach to express the distortion-rate function us-
ing theta series and its derivatives. The approach is not precise but it is sufficient to judge the
performance and can be used as a practical guide for choosing among underlying lattices for the
Wyner-Ziv coding scheme.
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Figure 4.5: Crude approach to distortion function (dimension 32).
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Figure 4.6: Crude approach to distortion function (dimension 48).
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4.4 A Good Approximation
4.4.1 The Distortion Approximation
The above model is accurate under the high-resolution assumption. In this section, we propose an
approximation for the distortion-rate function suitable for almost all lattice types discussed in [38],
which itself does not use the high-resolution assumption. We calculate our distortion function in
polar coordinate system by using the norm pdf of a Gaussian vector. We also use scaling factor
and expanding factor in controlling the fine/coarse lattice size. The approximation turns out to be
close to the accurate model discussed previously.
Considering the channel coding component Eq. (4.14), our work is inspired by the following
reasoning. As we are aiming at finding a general modeling suitable for various types of lattices,
the similarities of those lattices should be investigated. And lattice is a regular structure with
symmetry centered at the origin; so we may think of a method easy to operate to generate a coarse
lattice.
Based on this we propose our lower bound for the distortion function of the nested-lattice
Wyner-Ziv coding, given in the following theorem.
Theorem 2. Let ri; i = 0; 1; : : : ;+1, calculated from the theta series, be all the possible norms
of a basic coarse lattice, the channel coding component DC of the distortion function for nested-
lattice Wyner-Ziv coding is approximately given by
DC()  
n+2
n(2z)n2
n
2
 1 (n2 )

1X
k=0
1X
i=1
1
k!(2k + n)
(  
2
82z
)kr2i  [(ri+1 + ri)2k+n   (ri 1 + ri)2k+n](4.47)
where  () is the gamma function and z is the standard deviation of the noise term.
Proof. Before writing the channel coding component using the scaling factor , we investigate
(4.14). It is understandable to express lC as lC0 , which is a coarse lattice point scaled from
a basic coarse lattice point lC0 . Also, it is only necessary to consider the norm and no need to
calculate the angle, since both the Gaussian source z and the lattice itself are symmetric. And the
term Pr(z 2 VC(lC)) in (4.14) is irrelevant to the angle of expanded coarse lattice points.
Using , the channel coding component DC in (4.14) can be written as
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DC() =
1
n
X
lC02C0
(lC0)
2Pr(z 2 VC(lC0)) (4.48)
where lC0
4
= jjlC0 jj represents the norm of the points in the standard fine lattice.
So basically in (4.48), we are summing together an infinite number of terms, which are all
functions of lC0 . As discussed before, the values of both (lC0)
2 and Pr(z 2 VC(lC0)) depend
only on the norm of the vector lC0 and irrelevant to the argument. Thus we make the following
approximation: for an n-dimensional underlying lattice, we calculate the probability Pr(z 2
VC(lC0)) by dividing the n-dimensional space into nonoverlapping shells, each of which is a
closure by two spheres with different radii and both centered at the origin.
Thus, we have
DC()  1
n
1X
i=1
(ri)
2
Z (ri+1+ri)=2
(ri 1+ri)=2
fn(w)dw (4.49)
where w is the norm of a multi-dimensional Gaussian vector and fw(w) is given as
fw(w) =
wn 1 exp(  w2
22z
)
nz 2
n
2
 1 (n2 )
: (4.50)
We then derive an explicit form of the approximation. Substitute fw(w) in Eq. (4.50) into
Eq. (4.49):
DC()  1
nnz 2
n
2
 1 (n2 )
1X
i=1
(ri)
2 
Z (ri+1+ri)=2
(ri 1+ri)=2
wn 1 exp(  w
2
22z
)dw (4.51)
Employ the Taylor expansion on the exponential function in Eq. (4.51), the integral in Eq.
(4.51) becomes: Z (ri+1+ri)=2
(ri 1+ri)=2
wn 1 exp(  w
2
22z
)dw
=
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[(ri+1 + ri)2k+n   (ri 1 + ri)2k+n]: (4.52)
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Substitute the above result to Eq. (4.51) and rearrange the terms, we obtain the explicit form
(4.47).
4.4.2 Accuracy
Next, we analyze the accuracy of this approximation. The reader may have the following question
in mind: for a coarse lattice point within a shell, what happens to the parts of the coarse lattice
Voronoi region outside the shell boundaries? Shouldn’t these areas use the same pdf as those
inside the boundaries, rather than switch to other pdf’s?
We illustrate this in Fig. 4.7. Suppose shell 1 has radius (ri 1+ ri)=2 and shell 2 has radius
(ri+1 + ri)=2 so the integral for the area within these two shells is multiplied by (ri)2, where
ri is the norm of the coarse lattice point at the center of this Voronoi cell. However, the part of
this Voronoi cell below shell 1 should be calculated using (ri 1)2, and the the part above shell 2
using (ri+1)2.
Figure 4.7: Illustration for the calculation of the approximation.
Let the probability of the parts closer to and further from the origin for certain i be Pr1i and
Pr2i , respectively. The difference between the precise value in Eq. (4.48) and the approximation
in Eq. (4.49) is:
 =
1X
i=1
[(ri)
2(Pr1i + Pr2i)  (ri 1)2Pr1i   (ri+1)2Pr2i ]
=
1X
i=1
[2Pr1i(r
2
i   r2i 1)  2Pr2i(r2i+1   r2i )]
r2i r2i 1r2i+1 r2i 2
1X
i=1
(r2i+1   r2i )(Pr1i   Pr2i)
Pr2iPr1i 0 (4.53)
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if the two conditions of the inequalities hold. The first inequality requires the condition r2i r2i 1 
r2i+1   r2i . In fact, most lattices in [38] satisfy r2i   r2i 1 = r2i+1   r2i = 2. The condition
Pr2i  Pr1i uses the fact that for n-dimensional Gaussian distribution, probability value gets
smaller as the integral interval goes further from the origin, provided that the areas of the two
parts are approximately equal. Further, many terms in the difference cancel each other such that
 is small, meaning that the approximation should be quite good.
The above error analysis is not precise, since the Voronoi region many touch many shells.
Therefore, in general one cannot claim the approximation (4.47) is a lower bound. Nonetheless,
we have the following conjecture:
Conjecture: If r2i   r2i 1 = 2 for all i, then the expression (4.47) is a lower bound.
Fig. 4.8 compares this approximation with the lower bound in [15]. The underlying lattices
used (Z8 andE8) in Fig. 4.8 are the same as in Fig. 4.2 for comparing purpose. This approximation
is closer to our accurate calculation in Fig. 4.2 and the difference is less than 0:5 dB.
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Figure 4.8: Comparison of the approximation and the lower bound in [15] (with underlying lattices
Z8 and E8 ).
In the above discussion we designed an approximate modeling method for the distortion-rate
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function. This can be used as a lower bound for any lattice types. To prove the suitability, these
theoretical results are compared with other bounds and with simulation results. This approxima-
tion has a very simple result and its accuracy is analyzed as well.
82
Chapter 5
Code Design
Our simulation system has a Gaussian source X and a side information Y available only at the
decoder. Also X = Y + Z with Y  N(0; 1) and Z  N(0; 0:01). The distribution parameters
are chosen same as those in [15] to make the results easy to compare. The nested lattices in our
design may or may not be similar.
5.1 A New Design Based on 2-D Clean Similar Sublattices
Before moving on to higher dimensions, we first discuss the code design based on two-dimensional
lattices. While investigating existing coding schemes, we develop some new algorithms suitable
for all 2-D lattices, which can be modified for higher dimensions.
One possible quantizing method is to expand or shrink the basic lattice (by adjusting the
scaling factor). To simplify the quantization process, we use an opposite method: adjusting the
data to be quantized by the scaling factor, while the quantization lattice is fixed. By doing this,
the quantization algorithm is fixed and standardized, with the only adjustment to the data. This
essentially reduces the coding complexity.
Before describing the algorithm, several parameters are defined:
 X: the two-dimensional data to be quantized.
 Qs: quantizer for the basic lattice (thus called basic quantizer).
 : scaling factor.
 XQF , XQC : quantized data to fine and coarse lattices, respectively.
The encoding algorithm can be briefly stated as:
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1. Quantize data to the fine lattice: XQF = Qs(X=).
2. Quantize data to the coarse lattice, obtain XQC .
3. Obtain the syndrome s to be transmitted by subtracting XQC from XQF , i.e. s = XQF  
XQC .
The decoding at the receiving end is the reverse of the encoding algorithm:
1. Based on the side information y and the syndrome s, the decoder form y   s.
2. Quantize y   s to the coarse lattice.
3. Add the quantized data by s to obtain the estimated data.
Both the encoding and decoding schemes require the quantization to the coarse lattice. Next
we propose a new algorithm. To describe this algorithm, we introduce a complex-valued multiply-
ing factor , which is multiplied to the fine lattice points to obtain the coarse lattice points [25].
We also define the transform function from Cartesian to polar coordinates as cart2pol, and its
reverse as pol2cart.
The quantization to the coarse lattice can be described as follows (source-adjusting algo-
rithm):
1. Convert multiplying factor  from Cartesian to polar coordinates, as preparation of the scal-
ing and rotating operation in the following, i.e. cart2pol(), obtain 0 and 0.
2. Rotate and scale the source vector in accordance with the basic quantizer.
(a) Convert the source vector XQF from Cartesian to polar coordinates, i.e.
cart2pol(XQF ), obtain  and .
(b) In polar system, rotate  by 0 and scale  by 0 in accordance with the basic quantizer,
obtain    0 and =0.
(c) Convert    0 and =0 from polar back to Cartesian coordinates, i.e. pol2cart(  
0; =0), obtain Xtemp.
3. Quantize Xtemp using the basic lattice, obtain XQtemp , i.e. XQtemp = Qs(Xtemp=).
4. Rotate and scale the quantized data back to the coarse lattice points.
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(a) Convert the quantized data XQtemp from Cartesian to polar coordinates, i.e.
cart2pol(XQtemp), obtain Q and Q.
(b) In polar system, rotate Q by 0 and scale Q by 0 in accordance with the basic
quantizer, obtain Q + 0 and Q0.
(c) Convert Q+0 and Q0 from polar back to Cartesian coordinates, i.e. pol2cart(Q+
0; Q _0), obtain XQC .
Next we give more details regarding the multiplying factor . We mentioned that the coor-
dinates of coarse lattice points is calculated by multiplying  to the fine lattice points. And  is
different for different lattices. In this section we only consider two-dimensional lattices.
For various , this calculation should generate both clean and non-clean similar sublattices.
‘Clean’ means the boundary of the coarse lattice Voronoi cell does not include the fine lattice
points [24]. However in the practical design, the non-clean similar sublattice should not be used,
as it has obviously worse performance (approximately 1dB) than the scheme using clean similar
sublattices. We will give simulation results later.
The clean similar sublattices for two-dimensional lattice was addressed in [25], where the
authors proved the sublattice Z2 is clean if and only if the nesting ratio a2 + b2 is odd, and the
sublattice A2 is clean if and only if a and b are relatively prime.
By using this ‘source-adjusting’ algorithm for quantization to coarse lattice, we simulated
the whole nested-lattice Wyner-Ziv coding system by using the underlying lattices Z2 and A2. As
the A2 case has already been done in literature, our aim of this re-investigation is to see if our
algorithm give similar performance for Z2 and A2. If this is the case, the practical implementation
can be done in our algorithm using underlying latticeZ2, which has a much simpler basic quantizer
than A2. (For A2 the fastest quantizer is given in [38, Ch. 20], with a higher complexity than the
Z2 basic quantizer.) It is shown in Fig. 5.1 that the systems using Z2 and A2 indeed have similar
performance: system using A2 does not improve the distortion performance much (0.67dB), with
increased quantizing complexity.
Although this source-adjusting algorithm is proved to be ideal in two-dimensional case, it
finds difficulty in extending to higher-dimensional lattices. To quantize the data to coarse lattice,
in the dimension two it can be converted to polar system and the rotation and scale operation
is easy and straightforward. But in higher dimensions, it is not easy to directly manipulate the
rotation and scale in each and every dimension, making the algorithm complicated. Therefore in
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Figure 5.1: Distortion performance using source-adjusting algorithm for Z2 and A2 lattices.
the following discussion, based on a different interpretation of this algorithm, a coding scheme for
higher-dimensional underlying lattices will be designed.
5.2 Coding Scheme Based on Clean Similar Sublattices
Recall that a clean similar sublattice means the boundary of the sublattice Voronoi cell does not
touch any fine lattice point. As shown in our code design of source-adjusting algorithm using two
dimensional lattices in previous discussion, clean similar sublattices perform better than non-clean
ones (also shown in [15]). So in this section we will extend this to lattice dimensions greater than
two, i.e. trying to find out a similar sublattice (coarse lattice) of a given fine lattice. We are aiming
at integrating clean similar sublattices into our nested lattice design. And we found out similar
technique was used in solving multiple-description problem [81].
In a multiple-description framework proposed in [25], the cleanness of the similar sublattices
is a prerequisite. They thus gave a number of clean similar sublattice constructions (with dimen-
sions greater than two) by extending the result in [24]. We will next form our own constructions
to be suitably used in nested lattices based on their constructions. We use a group to simplify the
construction.
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5.2.1 The Group  
Let IL be the L-dimensional identity matrix. Then   = fIL; ILg is the smallest group that can
be used. The reason for using a group to reduce the size of the optimization problem is to use
inherent symmetries in the lattice and sublattice. Partitioning the discrete Voronoi set and the edge
set into subsets of equal size with certain distance properties is the main aim. The set of distances
Di = fds(i; ej); j = 1; 2; :::;Mg (5.1)
should be independent of i for any subset of lattice points fi; i = 1; 2; :::;Mg in this partition
and any subset of edges fei; i = 1; 2; :::;Mg in the partition. A group of transformations   =
fk; k = 1; 2; :::;Mg is first identified and then the members of the partition are taken to be orbits
under the action of this group. In this way such sets of points and edges can be obtained. The ideal
group should have following properties.
1.   contains  IL.
2.   is an orthogonal group.
3.   preserves the lattice F .
4. For any  2  , x = x) x = 0 (with the exception when  is the identity.
5. The greatest common divisor of all the shell sizes is divideds by the order of the group.
6.   preserves the sublattice C .
5.2.2 Nested Lattice Generation
Z2
Let N = a2 + b2 be an odd number where a; b 2 Z. If the fine lattice has a generator which is the
identity matrix, the generator matrices for the coarse lattice is
M =

a  b
b a

(5.2)
A group of order 4 is used:
  =

I2;

0  1
1 0

(5.3)
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Z4 and General Case
The nested lattice construction based on Z4 will be given next. As discussed earlier, various types
of integers are used in generating similar sublattices. Specifically for Z4, the ring of Lipschitz
integer quaternionsH0 are used. AndH0 represents fa+ bi+ cj+dk; a; b; c; d 2 Zg, where i,j,k
are unit quaternions.
Denote n as the lattice dimension; it was mentioned in [25] that for lattices  = Z4k; k =
1; 2; 3 : : : , if there exists a geometrically similar sublattice of nesting ration N , then N should
have the formmn=2 for some integerm.
Let an arbitrary point in a four-dimensional fine lattice F be denoted as lF = x+ yi+ zj+
wk, where i,j,k are again unit quaternions. Then using the similar concept as in dimension two,
the multiplying factor  is set as  = a+ bi+ cj+dk. Multiplying  with the fine lattice points lF
gives the coarse lattice points lC . The calculated lC is equivalent to the product of two matrices
shown below:
0BB@
a  b  c  d
b a  d c
c d a  b
d  c b a
1CCA 
0BB@
x
y
z
w
1CCA (5.4)
So if the fine lattice generator matrix is the n-dimensional identity matrix, the first matrix
above can be seen as the coarse lattice generator matrix.
The group   used is of order 8:
  =
8>><>>:I4;
0BB@
0  1 0 0
1 0 0 0
0 0 0 1
0 0  1 0
1CCA ;
0BB@
0 0  1 0
0 0 0  1
1 0 0 0
0 1 0 0
1CCA ;
0BB@
0 0 0  1
0 0 1 0
0  1 0 0
1 0 0 0
1CCA
9>>=>>;(5.5)
Next step is to find the clean ones among the above similar sublattices. From [25], for lattices
 = Z4k; k = 1; 2; 3 : : : , the nesting ratio N must be odd to make sure the similar sublattices are
clean. From our simulation, the nesting ratios which are odd perfect squares indeed give better
performance than those not.
Given the generator matrices of higher dimensional Z4k lattices, and choosing the sublat-
tices with odd nesting ratios, we can generate clean similar sublattices for those dimensions. The
simulation results are shown in Fig. 5.2.
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Figure 5.2: Practical design based on clean similar sublattice. Compared to Theorem 1 results.
Z8
Particularly the construction using Z8 is given as it is slightly different than the above. For Z8, it
is easier to start by specifying the group [50]. Let
1 =
0BBBBBBBBBB@
0 1 0 0
0 0 1 0
0 0 0 1
 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 1 0 0 0
1CCCCCCCCCCA
(5.6)
and
8 =
0BBBBBBBBBB@
1 0 0 0
0 0 0  1
0 0  1 0
0  1 0 0
 1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
1CCCCCCCCCCA
(5.7)
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Then the group can be generated as
  = fi1; 8i1; i = 0; 1; 2; :::; 7g (5.8)
which is a group of order 16. The generator matrix of fine lattice is again the identity matrix, and
for the coarse lattice, the ith column ofMC is i1v or 
i
8v, where
 i = 0; 1; :::; 7
 v = (a 0 b 0 c 0 d 0)tr
 The index of the coarse lattice is N = (a2 + b2 + c2 + d2)L=2
The simulation results are also shown in Fig. 5.2. Although the generating methods presented
above are simple and easy to implement, it can be seen the distortion performance is not moving
closer to the Wyner-Ziv limit very fast as dimension increases. So this coding scheme can be
used for practical cases with a high demand of speed and energy-saving; but for systems requiring
good performance this design is not the best choice. The next technique presents a way to achieve
performance very close to the Wyner-Ziv limit.
5.2.3 Multi-Dimensional Nested Lattice Coding
Design of nested lattice schemes will be presented for multiple dimensions. For some lattices we
get distortion performance very close to the Wyner-Ziv limit, especially at rates < 10 bits/sample.
These simulation results are consistent with theoretical analysis that as dimension increases, per-
formance improves a lot for the first several dimensions [15, Fig. 5]. We also investigate certain
properties of lattices affecting performance. The results show that, for two types of the three-
dimensional lattices, the one which is better for quantization is also better for the Wyner-Ziv
problem. This is useful in choosing lattices with the best performance.
As the theta series of a lattice tells how many points there are at each distance from the origin,
one may think to group fine lattice points at all distances smaller than certain norm. The number
of these lattice points is the nesting ratio N we introduced before.
We set a parameter, , as the expanding factor. Multiplying the expanding factor to the
coordinates of the fine lattice points achieves expansion of the fine lattice to the radii where coarse
lattice points reside. One key issue of our scheme is that whether the expanded coarse lattice has
less or equal number of points as the fine one with each norm. With integer expanding factor, the
5.2 Coding Scheme Based on Clean Similar Sublattices 90
expanded coarse lattice indeed has less or equal number of points as the fine lattice, i.e., the coarse
lattice is a sublattice of the fine one.
Fine lattices in our simulation are as a scaled version of the basic quantization lattice in-
troduced previously. We first give an alternative way to generate the (similar) coarse lattice as
follows:
 First expand the fine lattice by multiplying the expanding factor . The lattice points with
the smallest norm greater than zero in the fine lattice become the outermost points in the
basic coarse lattice Voronoi cell. The “basic” Voronoi cell means it is centered at the origin.
When  is an integer, there is always less (or at least equal) coarse lattice points on each
shell (formed by points of equal norm) of coarse lattice than the same sphere in the fine
lattice. This requirement can be fulfilled by using integer expanding factors.
 For non-integer expanding factors, some expanded lattice points may not be a subset of the
fine lattice. This case does not happen to only one point, but to a group of points with the
same norm. And the angle between these points and their fine lattice counterparts can be
detected and calculated. Due to symmetry, these angles for points with the same norm are
the same. So we can rotate the expanded lattice points by this angle, to match the position
of those fine lattice points. Also, the rotation for all the norms should be the same since the
expanded lattice is similar to the fine one; so the rotated coarse lattice remains the similar
shape as the original fine lattice.
The ’s giving sublattices are those norms of the basic fine lattices. So  is not necessarily
an integer. By exploiting theta series tables in [38], we can find expanded lattice with less or equal
number of points compared to the fine one with expanding factors not an integer. Again rotation
is needed for those expanded lattices using non-integer ’s. Thus by using this approach, we can
obtain sublattices with all the integer expanding factors and some non-integer ones.
Next we give an example in the two-dimensional case for both integer and non-integer ex-
panding factors. Let the fine lattice be a hexagonal lattice generated by the following generator
matrix:
MF =
 
1  12
0
p
3
2
!
(5.9)
Then the fine lattice is expanded (and rotated when necessary) to form coarse latticesMC =
MF . Fine and coarse lattices with integer expanding factors  = 3 and  = 4 are given in
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Fig. 5.3. Rotation is not needed. When  =
p
7, rotation is needed to make the coarse lattice
points form a subset of the fine lattice, as shown in Fig. 5.4.
−5 0 5
−5
0
5
(a) p = 3
−5 0 5
−5
0
5
(b) p = 4
Figure 5.3: Two dimensional coarse lattice generation example:  = 3 and 4.  coarse lattice
points,  fine lattice points.
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−5
0
5
(a) Before rotation
−5 0 5
−5
0
5
(b) After rotation
Figure 5.4: Two dimensional coarse lattice generation example:  =
p
7.  coarse lattice points,
 fine lattice points.
Using the above coarse lattice generation method, we now give the simulation results of the
distortion-rate performance for nested lattice Wyner-Ziv coding. We give simulation results using
Dn, E8 and 24, all of which are the best quantizing lattices within those dimensions.
Results start with the simulation performance in three dimensional case, where we imple-
ment the scheme using both D3 and D3. The distortion-rate performance are shown in Fig. 5.5.
Compared to the one- and two-dimensional case, the three-dimensional schemes give distortion
closer to the Wyner-Ziv limit. Also notice NLC using D3 lattice is better than the one using D3
lattice. This is because D3 lattice is better for quantization than D3 lattice, thus also better for
the Wyner-Ziv problem. The scheme usingD4 lattice has similar but slightly better result than the
three-dimensional case (Fig. 5.6).
Moreover, our simulation results using E8 give 1:07 dB gap from the Wyner-Ziv limit at
rate 1:5 bits per sample and for 24, it gives distortion performance closer to the Wyner-Ziv limit
than the SWC-NQ scheme proposed in [15] especially at low rates. SWC-NQ uses one- and two-
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Figure 5.5: Distortion versus rate for D3 and D3 lattices.
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Figure 5.6: Distortion versus rate for D4 lattice.
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dimensional NLC followed by a second stage of binning. Results in [15] give a constant gap of
distortion 1:53 dB from the Wyner-Ziv limit while our gap is less than 1:28 dB at rate less than
three bits per sample for 24. See Fig. 5.7 and Fig. 5.8. As our scheme is a direct extension to
higher dimensional NLC, the complexity is also lower.
One can also see that the “increasing gap” between the distortion-rate curve of NLC and the
Wyner-Ziv limit [15] indeed exists in concrete implementation. Nonetheless, from Fig. 5.7 and
Fig. 5.8, this widening gap as rate increases can be handled by increasing the dimension. In the
meantime, the rate can not be too high in sensor network applications. So the gap is small enough
with 8- or 24-dimensional lattices. By increasing the dimension of NLC as the rate increases, a
constant gap from the Wyner-Ziv limit can be maintained.
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Figure 5.7: Distortion versus rate for E8 lattice.
5.3 Good Nested Lattice Ensembles for Any Dimensions
5.3.1 Random Lattices
Code designs above are concerned with multiple dimensions but underlying lattices are only re-
stricted to those proposed in [38]. Although giving acceptable performance and low complexity,
it is better to have a system for any dimensions. Hence, now we look for a universal nested lattice
for the Wyner-Ziv coding. The ensemble of good nested lattice codes proposed in [27] based on
the concept of random lattices [28] is the start of our design. By searching among the random
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Figure 5.8: Distortion versus rate for 24 lattice.
lattices, we can find a nested ensemble providing good performance for any dimension.
The random lattice ensemble in [28] can be generated as follows.
1. Take p to be prime.
2. Define a k  n generator matrix M , where Mi;j is uniformly distributed on (0; : : : ; p  
1); i = 1; : : : ; k; j = 1; : : : ; n. This gives the values in M according to a uniform i.i.d.
distribution over Zp.
3. Apply Construction A [38] to obtain the lattice 0F .
Construction A can be done as follows. Define k, n, and p similar as above and as integers
such that k  n and again letM be a k  n generator matrix. M is not necessarily full rank. To
generate an n-dimensional lattice by Construction A, the following steps can be taken:
1. A discrete codebook C = fx = y M : y 2 Zkpg is defined where all the operations are
over Zp. It follows that x 2 Znp .
2. By dividing all the components by p, the code C is mapped into the unit cube. So the lattice
constellation  = p 1  C GRID is defined.
3. Form the lattice  =  + Zn:  is replicated over the entire Euclidean space Rn.
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The above construction will be illustrated by the following example. Set n = 2, k = 1 and
p = 11. The generator matrixM = [2; 3] gives the underlying code:
C = fx  [2; 3] mod 11 : x 2 Z11g (5.10)
Using this code, the whole of R2 is tessellated, resulting in the lattice
p = C + 11Z2 (5.11)
Note that x in the first step of construction runs through pk = S vectors where S is the
number of codewords. Suppose they are indexed as yi; i = 0; :::; pk 1 and assume y0 = 0n. The
S points of  are correspondingly indexed so that
i = p
 1  yi M ; i = 0; 1; :::; S   1 (5.12)
This finishes our discussion about Construction A. The lattice ensemble has the following
properties [28].
 0 = 0 deterministically and with high probability jj = pk.
 i is uniformly distributed over GRID for i = 1; :::; S 1; and for all i 6= j, the difference
(i   j ) is uniformly distributed over GRID.
5.3.2 Nested Lattice Ensemble
We next discuss our method to generate the desirable nested lattice ensembles. As the n-
dimensional cubic lattice Zn can be viewed as a sublattice of the random lattice 0F [28], i.e.
Zn  0F is a nested lattice ensemble. Hence for any dimension, various nested lattices can be
obtained by simply applying different linear transformations G to both Zn and 0F . Obviously,
the resultant sublattice is not necessarily similar.
To make the nested ensemble good for the Wyner-Ziv problem, the fine lattice should be good
for source coding and the coarse lattice should be good for channel coding. This is proved in [82]
by extending the results in [27]. Also, both the coarse latticeGZn and the fine latticeG0F should
be good for quantization. To makeGZn good quantizer,G should be generator matrices for good
quantizing lattices [38], e.g. hexagonal lattice in dimension two and E8 lattice in dimension eight.
And hence the shape of 0F should be similar to Zn, so that the overall lattice G0F can achieve
good quantization performance. According to this criteria, we select nested lattice ensembles from
the random generated ones for our use. We use the sphere decoding algorithm described in [49]
5.3 Good Nested Lattice Ensembles for Any Dimensions 96
for the quantization to the random lattices, which is fast when the dimension is not high. For
completeness, we include its description to allow a straightforward implementation.
To define a consistent notation, matrices and vectors are named according to conventions
below:
u = (u1; u2; :::; un) (5.13)
ek = (ek1; ek2; :::; ekk) for k = 1; :::; n (5.14)
H =
266664
h11 0 : : : 0
h21 h22
. . .
...
...
...
. . . 0
hn1 hn2 : : : hnn
377775 (5.15)
sgn  (z) =
  1 if z  0
1 if z > 0
(5.16)
which may deviate from most built-in sign functions. Ties are broken arbitrarily.
The sphere decoding algorithm is given as follows and the algorithm description is repro-
duced from [49].
Input: an n-dimensional vector x 2 Rn to decode in the lattice (H 1) and an n  n
lower-triangular matrixH with positive diagonal elements.
Output: an n-dimensional vector bu 2 Zn satisfying that buH 1 should be a lattice point
closest to x.
1. n := the size ofH
2. bestdist :=1
3. k := n
4. distk := 0
5. ek := xH
6. uk := bekke
7. y := ekk ukhkk
8. stepk := sgn  (y)
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9. hloopi
10. newdist := distk + y2
11. ifnewdist < bestdistthenf
12. ifk 6= 1thenf
13. ek 1;i := eki   yhki for i = 1; 2; :::; k   1
14. k := k   1
15. distk := newdist
16. uk := bekke
17. y := ekk ukhkk
18. stepk := sgn  (y)
19. gelsef
20. bu := u
21. bestdist := newdist
22. k := k + 1
23. uk := uk + stepk
24. y := ekk ukhkk
25. stepk :=  stepk   sgn  (stepk)
26. g
27. gelsef
28. ifk = n then return bu (and exit)
29. elsef
30. k := k + 1
31. uk := uk + stepk
5.3 Good Nested Lattice Ensembles for Any Dimensions 98
32. y := ekk ukhkk
33. stepk :=  stepk   sgn  (stepk)
34. g
35. g
36. goto hloopi
Any lattice dimension can be implemented and we give examples for dimensions 2, 4, 8 and
24 in Fig. 5.9-Fig. 5.12, respectively. We use these dimensions in order to compare with previous
coding schemes. Again we have the increasing gap, which has similar reasoning as in previous
code design. It is also worth noting for each dimension presented, the performance, although
acceptable, is not as good as previously designed nested lattices. To achieve the best performance,
source-adjusting in dimension two or scaling-rotating method in other dimensions are still the best
choice, though careful design of the coarse lattice is needed.
But the advantage of random nested ensembles is that it unifies all dimensions together and is
a generalized coding scheme for any dimension. And it has modest complexity [28]. Nevertheless,
the distortion-rate performance approaches the Wyner-Ziv limit as dimension increases and gets
only 1:87 dB gap with the limit for dimension twenty-four. This gives performance very close to
explicit lattices like Leech.
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Figure 5.9: Practical design using random ensembles of nested lattices (Dimension two).
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Figure 5.10: Practical design using random ensembles of nested lattices (Dimension four).
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Figure 5.11: Practical design using random ensembles of nested lattices (Dimension eight).
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Figure 5.12: Practical design using random ensembles of nested lattices (Dimension twenty-four).
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Chapter 6
Distributed CS
6.1 Proposed Wyner-Ziv Coding Scheme for Distributed CS
Distributed CS is good at data acquisition from different sensors, and its heavy recovery calcula-
tion has been moved to central station making suitable for distributed signal processing. It leaves
complicated jointly decoding far from sensors just like Wyner-Ziv coding; and at the same time
converts signals from analog to digital efficiently. To apply Wyner-Ziv coding to sparse signals,
it is quite natural to combine distributed CS and Wyner-Ziv coding together. The behavior of the
transmitter and the receiver sides are different in this two-step compression. In the transmitter,
there are no collaboration between the sensors for both signal acquisition and encoding, while at
the receiver, the transmitted signals are jointly processed at the decoder. The following part of this
section introduces the framework in detail.
6.1.1 The System Architecture
The whole system architecture consists of two parts: distributed CS using the Toeplitz/circulant
sensing matrix and Wyner-Ziv coding using nested lattices. The framework is depicted in Fig. 6.1.
Compressed 
Sensing
X1 Wyner-Ziv 
Encoder
Wyner-Ziv 
Decoder
Compressed 
Sensing
X2
Distributed 
CS Recovery
Side 
Information
Encoder Decoder
X1', X2'
Figure 6.1: WZ coding for distributed CS.
We talk about two-terminal distributed compressed sensing. Consider K-sparse real-valued
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signals xj 2 RN ; j 2 f1; 2g with xj(n) be the nth sample. According to [20], the signal model
is generated from xj = 	j ; j 2 f1; 2g with 	 = IN , where j’s are nonzero only on common
coefficient set 
  f1; 2; : : : ; Ng with j
j = K (
 is also known as support set). The nonzero
coefficients of j are i.i.d. Gaussian random variables with distribution  N (0; 2Xj ).
Sensing Matrix
We need to have measurement sensing matrix j ; j 2 f1; 2g. Here, we follow Romberg’s ap-
proach to generate the Toeplitz/circulant measurement matrix . This takes the advantage of
Fourier transform in random convolution and leads to a faster encoding/decoding process. Thus
the measurement vector yj = jxj have Mj < N incoherent measurements of xj . There are
a few criteria [62] which we can use to compare strategies of generating measurement matrix for
compressive sensing.
The first one is universality. If a measurement strategy is agnostic towards the choice of signal
representation, this strategy is considered as universal. This is obvious when  is a Gaussian
ensemble as it will remain Gaussian under any orthogonal transform 	. The strategy remains
universal when the entries of  are independent and subgaussian.
The second criteria is about numerical structure. Repeated applications of	 and the adjoint
	 will be invariably involved by algorithms for the signal recovery. It is thus important to
have an efficient method to compute these applications. In general O(mn) operations are needed
while applying an m  n matrix to an n-vector, which is a great computational burden [62].
A fast transform is normally followed with the 	 which makes the signals sparse. This is one
of the important issues when justifying our measurement method . There are a few examples
of orthobases which are incoherent with sparsity bases of interest. These ones can be applied
efficiently to the applications. Fourier systems are perfectly incoherent with the identity basis (for
signals which are sparse in time) which will be our main focus.
The third one is that the method should also be physically realizable. Our final aim would
be to build a sensor network where the sensors can take the linear measurements y. Architectures
exist for CS which we can control the measurement types. Physical principle is often exploited
that indirect observations of an object is made.
Romberg’s approach [62] is a framework for compressive sensing meeting all these criteria.
The measurement procedure first convolves the signal with a random pulse and then does random
subsampling. This procedure is structured enough to allow fast computations (via the FFT) but is
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random enough to be incoherent with any fixed representation system. We next discuss the details
of this generation method.
The measurement process can be divided into two steps [62]. First the signal x 2 Rn is
circularly convolved with a pulse signal, denoted as h 2 Rn, then subsampling is done for it.
The energy of the pulse is distributed uniformly across the spectrum. In mathematical terms, the
convolution of x and h can be written asHx, where
H = n 1=2FDF (6.1)
with F as the discrete Fourier matrix
Ft;! = e
 j2(t 1)(! 1)=n; 1  t; !  n (6.2)
and D as a diagonal matrix which non-zero entries are the Fourier transform of h. h is generated
by taking
D =
26664
1 0 : : :
0 2 : : :
...
...
. . .
0 0 : : : n
37775
a diagonal matrix with entries unit magnitude complex numbers with random phases. The !’s
are generated as follows [62]:
 ! = 1: with equal probability, 1  1
 2  ! < n=2 + 1: ! = ej! , with !  Uniform([0; 2]),
 ! = n=2 + 1: with equal probability, n=2+1  1
 n=2 + 2  !  n: ! = n !+2, which is the conjugate of n !+2
Multiplying H with x has the equal effect of a discrete Fourier transform then a phase ran-
domization, and then an inverse discrete Fourier transform. H will be orthogonal so that
HH = n 1FDFFDF = nI (6.3)
as FF = FF = nI andDD = I. Thus convolution with h can be interpreted as a transforma-
tion into a random orthobasis.
The second step: after the above convolution is done, subsampling is carried out to compress
the measurements. Two different methods will be discussed. In practice any of these two can be
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chosen based on their properties presented later on. The first method simply choose randomly
fromHx at a small number of locations. The second breaks Hx into blocks and each of them is
summed together. The details are reviewed as follows.
In the first scheme which samples at random locations, some of the entries ofHx are simply
kept and the rest are thrown away. This scheme can be implemented by an analog-to-digital
converter (ADC) if Hx is regarded as a set of Nyquist samples. This ADC takes samples at the
rate which is slower than the Nyquist rate [62]. Information about all the samples in x can be
combined together by convolving with the pulse h into each sample ofHx.
In particular two models are available for sampling at random locations. The first is to uni-
formly select a location subset 
  f1; :::; ng from all  nm subsets of a predetermined sizem. An
alternative approach is to generate an iid sequence of Bernoulli random variables 1; :::; n. And
each of the variables (with probability m=n) is set to 1. Then the locations t are sampled where
t = 1. It was shown in [62] that we can have recovery with probability 1   2 in the uniform
model if we successfully recovery with probability 1    for the Bernoulli model. The measure-
ment matrix can be written as = R
H in both cases, where R
 is the restriction operator to the
set 
.
Rather than throwing away most samples in Hx, another method break the samples into
blocks of size n=m, and each block is summed together. Assuming m evenly divides n, mea-
surement is taken by multiplying the entries of Hx in Bk with a random sign sequence. Here
Bk = f(k   1)n=m + 1; :::; kn=mg; k = 1; :::;m denotes the index set for block k. Thus  has
rows with
k =
r
m
n
X
t2Bk
tht (6.4)
where ht is the tth row of H . The fpgnp=1 are independent and take a values of 1 with equal
probability. The measurement matrix can be written as  = PH, where  is diagonal with
non-zero entries as the fpg, and the result over each block Bk is summed by P.
Compared to random sampling, RPMS has a good property that it is handling more parts of
the signal than the random one. The energy must spread out in the vector considered. Then each
sample will have energy about 1=n, and each block will have energy n=m if the energy of the
signal is unity. Ifm samples are taken, the total energy in the measurements will be aroundm=n.
The expected squared magnitude of one single measurement will be the same as the energy ofHx
in Bk, if a random sum is taken. So the expected total energy of all the measurements will be the
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same as the energy inHx [62]. So RPMS will on average retail all the energy for the signal. Note
that one must modulate the summation in (6.4) randomly.
Reconstruction
Sparsity is a critical concept when dealing with compressive sensing and reconstruction. When
a signal is considered sparse it always in the context of an orthogonal signal representation. x
is considered to be S-sparse in 	 with 	 as an n  n orthogonal representation matrix. x can
be decomposed as x = 	 where at most S elements of  are non-zero [62]. The signals of
interest are not perfectly sparse in most applications. So by approximating the signals using a
small number of terms, a more appropriate model can be obtained. Therefore there is a transform
vector S with only S terms making jjS   jj2 small.
One method is to recover the signal via l1 minimization. The convex optimization program
can be solved by knowing the measurements y = x. That is
min

jjjjl1 subject to 	 = y (6.5)
The above is the basic idea of reconstructing compressive sensing samples. Next we incor-
porate this idea in our reconstruction design. Ours is a distributed setting so we have two sample
vectors y1 and y2. At the decoder side of our framework, the signals y2 will serve as side in-
formation to signal y1 in Wyner-Ziv decoding and estimation. The CS reconstruction techniques
described in [61] are used in our model. The fast discretized total variation model is implemented
to
minfTV (x) + kxk1 + 
2
kx  yk2g: (6.6)
This model has been shown a considerable performance in image recovery. Moreover, an
extension of the nested scalar quantization in [22] using higher dimensional lattice to achieve
better results.
6.1.2 Distortion-Rate Analysis
Distortion-rate function is a useful tool in analyzing Wyner-Ziv coding performance. Results for
traditional schemes with i.i.d. Gaussian source are well known [8]. However, when preprocessed
with compressive sensing, the CS data is the input of Wyner-Ziv coding, which is not Gaussian.
Then existing distortion-rate functions such as those in [8] can not be used and needs to be re-
assessed. Dai [73] gives distortion functions for CS followed by normal quantization and is a
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good starting point for our architecture. So next we propose our lower bounds for CS combined
with Wyner-Ziv coding by extending the results in [73]. The following theorem gives a general
lower bound when using any coding scheme.
Theorem 3. Let x1 and x2 = x1 + z be the two sources where z  N (0; 2Z). Then after
compressive sensing
y1 = x1 (6.7)
y2 = (x1 + z) = y1 +w (6.8)
where w = z and y1 is Wyner-Ziv coded and y2 is the side information. The same M  N
measurement matrix  is used for both x1 and x2.
A lower bound for the distortion function of the Wyner-Ziv coding component is given as
lim
R!1
inf 22RE
[EY1 [jjY1   bY1jj22]]  2X  2Z2X + 2ZK1 (6.9)
Proof. Suppose the ideal case first: support set 
 is known before taking measurements; and for
different values ofm and 
, we are allowed to use different Wyner-Ziv coding schemes. Givenm
and 
, we apply Wyner-Ziv coding that achieves Wyner-Ziv bound for Gaussian random variable
Y1(m), so that
lim
R!1
22RDm;
(R) = 
2
m;
 (6.10)
where 2m;
 is the conditional variance 
2
Y1(m)jY2(m)
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Take the average over allm and 
 gives
lim
R!1
1
M
MX
m=1
E
[2
2RDm;
(R)]
=
1
M
MX
m=1
1 
N
K
X


[ lim
R!1
22RDm;
(R)]
=
1
M
MX
m=1
1 
N
K
X


2m;

=
1
M
MX
m=1
1 
N
K
X


2Y1(m)  2W(m)
2Y1(m) + 
2
W(m)
=
1
M
MX
m=1
1 
N
K
X

P
n2
((m;n))
22X 
P
n2
((m;n))
22ZP
n2
((m;n))2
2
X +
P
n2
((m;n))2
2
Z
=
2X  2Z
2X + 
2
Z
1
M
1 
N
K
 MX
m=1
X


X
n2

((m;n))2
(a)
=
2X  2Z
2X + 
2
Z
K1 (6.11)
where 1 = 1MN
PM
m=1
PN
n=1 (m;n))
2 and (a) follows the similar reasoning of (38) in [73].
However, support set 
 is unknown before taking measurement; also the same Wyner-Ziv
coding scheme has to be employed for different choices ofm and 
. Thus, for every R,m and 
,
EY1(m)[jY1(m)  bY1(m)j2]  Dm;
(R) (6.12)
Thus we get the lower bound
lim
R!1
inf 22RE
[EY1 [jjY1   bY1jj22]]  2X  2Z2X + 2ZK1 (6.13)
The above bound is based on the general distortion-rate function, i.e. it is applicable to any
Wyner-Ziv coding schemes. In the next corollary we give a lower bound to the scheme used in our
work.
Corollary 1. For nested lattice quantization followed by Slepian-Wolf coding (SWC-NQ), a lower
bound is given as
lim
R!1
inf 22RDSWC NQ(R) = 2eG(F )
2X  2Z
2X + 
2
Z
K1 (6.14)
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Proof. Starting from the optimal distortion-rate function for SWC-NQ given as (44) in [15]:
Dm;
(R) = 2eG(F )
2
m;
2
 2R (6.15)
whereG(F ) is the normalized second moment for the one-dimensional fine lattice F , and 2m;

is again the conditional variance 2Y1(m)jY2(m).
Using similar method as deriving (6.13), we deduce the lower bound for CS followed by
SWC-NQ as shown in our corollary.
This gives a tight lower bound specifically for nested lattice Wyner-Ziv coding. It is tighter
than the general case (6.13).
6.2 Code Design and Simulation Results
In this section, extensive simulation have been carried out to examine the reconstruction perfor-
mances of different input sources.
6.2.1 Gaussian Source
We first simulate the system using Gaussian sources and compare the results with the lower bounds
derived in the above section. Similar as in Theorem 1, our two sources are x1 and x2 = x1 + z.
Also we have x  N (0; 1) and z  N (0; 0:01). x1 and x2 are first input into the CS encoder and
after compressed sensing, one goes through the Wyner-Ziv encoder using nested lattices coding
(NLC) and the other is left uncoded for use as the side information. Our coding algorithm using
A2 produces a clean similar sublattice to be nested with the fine lattice A2, and is proven to have
low complexity [83].
For higher dimensions, we use nested lattice ensembles [28] to design algorithms for Wyner-
Ziv problem. The random lattice ensemble in [28] can be generated as follows.
 Take p to be prime.
 Define a kn generator matrixM , whereMi;j is uniformly distributed on (0; : : : ; p 1); i =
1; : : : ; k; j = 1; : : : ; n. This gives the values in M according to a uniform i.i.d. distribution
over Zp.
 Apply Construction A in [28] to obtain the lattice 0F .
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As the n-dimensional cubic lattice Zn can be viewed as a sublattice of the random lattice
0F [28], i.e. Zn  0F is a nested lattice ensemble. Hence for any dimension, various nested
lattices can be obtained by simply applying different linear transformations G to both Zn and
0F . Obviously, the resultant sublattice is not necessarily similar. To make the nested ensemble
good for the Wyner-Ziv problem, the fine lattice should be good for source coding and the coarse
lattice should be good for channel coding. Also, both the coarse lattice GZn and the fine lattice
G0F should be good for quantization. To make GZn good quantizer, G should be generator
matrices for good quantizing lattices [38], e.g. hexagonal lattice in dimension two and E8 lattice
in dimension eight. And hence the shape of 0F should be similar to Zn, so that the overall lattice
G0F can achieve good quantization performance.
According to this criteria, we select nested lattice ensembles from the random generated
ones for our use. We use the sphere decoding algorithm described in [49] for the quantization
to the random lattices, which is fast when the dimension is not high. Nested lattices then can be
implemented for any dimension. We show in Fig. 6.2 NLC schemes using underlying lattice with
dimensions two and four.
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Figure 6.2: Distortion versus rate: simulation result compared to lower bound.
Fig. 6.2 also plots the lower bounds developed in previous discussion. It can be seen the
bound using SWC-NQ is indeed tighter than the one using general coding schemes. In addition,
the simulation result using four-dimensional lattice is closer to the SWC-NQ lower bound than
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the one using A2, with gap less than 5 dB around rate 4 bits per symbol. This shows our lower
bound is tight enough for analyzing simulation. It also concludes that our non-Gaussian input to
the Wyner-Ziv encoder are effectively processed with acceptable distortion performance as well
as Gaussian sources shown in [54]. With these results, we next move on to change the input to
image sources.
6.2.2 Phantom Image as Input Source
Now we use a simple Phantom image as the input source to investigate system properties. The
original and recovered images are shown in Fig. 6.3. Similar as in [22], JEPG coded image is used
as the side information. After CS, the data is input into the Wyner-Ziv coder using nested lattices.
By using a relatively small sample mask (15%) at the encoder side, it can be seen the recovered
image from the decoder has good SNR performance with low errors.original sample mask, 15.0%
recovery, SNR 31.1 error
 
 
−0.05
0
0.05
Figure 6.3: Original and recovered Phantom images.
A tradeoff between recovery quality and transmission efficiency appears here. In addition to
the recovered image quality, we also aim at making the transmission rate as low as possible for the
distributed sensors to save energy. Thus we want to know the distortion-rate performance when
using nested-lattice Wyner-Ziv for the CS data. We also want to know, for the whole system, the
SNR performance versus different rates.
Our results are given in Fig. 6.4 and Fig. 6.5, illustrating the distortion-rate and SNR-rate
performance, respectively. Note in both figures, the lines of Z1 is scalar-quantization followed
by random projections given in [22]. Also given are the results using A2 and four-dimensional
lattices, similar to those in the above section using Gaussian input. It is worth noting that although
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both considering distortion-rate, Fig. 6.4 is different from Fig. 6.2 in that the simulation for Fig. 6.4
only consists of the Wyner-Ziv part and is not followed by Slepian-Wolf coding. We simulate this
to test specifically our nested lattice coding scheme.
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Figure 6.4: Distortion versus rate using various underlying lattices for the Phantom image.
The results in Fig. 6.4 and Fig. 6.5 shows that at low rate, the energy-saving advantage is
compensated by performance reduction. However we are able to reduce distortion or increase
SNR by using higher-dimensional lattices provided the nested lattice pair is carefully designed. A
number of nested lattice codes are presented in [83] to handle different system requirements.
6.2.3 Tank Image as Input Source
We already studied a simple image as the input to our system with side information as the JPEG
coded image. Now we move on to a scenario closer to real-world application. In sensor networks,
distributed sensors may capture images of the same object. The decoder is likely to process corre-
lated images captured at different time or from different angles, which may be done in two nearby
sensors or one sensor in successive time slots. Our next model simulates this behavior.
As seen in Fig. 6.6, we use a representative image “tank” as the input source (shown as
“Original”) and our conclusions drawn are applicable to other images. The image size is 150 
330 = 49500 pixels. In addition, we use another tank image with slight difference with the
“Original” to serve as the side information to help the decoder reconstruct the original image.
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Figure 6.5: SNR versus rate using various underlying lattices for the Phantom image.
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Figure 6.6: Use image with a little difference as side information.
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The compression rate is 20% in this simulation. Similar as before, the system consists of CS and
Wyner-Ziv coding to generate the syndrome to be transmitted. Specifically we use the Circulant
sensing matrix, nested-lattice Wyner-Ziv coding and apply the fast recovery algorithm described
in [61]. The recovered image gives similar PSNR performance to our previous simulation using
simpler sources as Phantom image and JPEG coded side information.
Our next simulation compares recovery performance among three coding schemes: the “im-
age coding from random projection” method proposed in [22], distributed CS followed by normal
quantization and our proposed scheme, distributed CS followed by Wyner-Ziv coding. The results
are shown in Fig. 6.7. Compared to the first two method, ours use circulant matrices for com-
pressed sensing and apply faster recovery methods; also give more efficient Wyner-Ziv encoder
on the CS data while maintaining low rates. Moreover, its recovery performance is better than the
other two with much smaller mean square error.
1.2 1.4 1.6 1.8 2 2.2 2.4 2.6
x 104
−45
−40
−35
−30
−25
−20
−15
Number of Samples K
M
SE
(dB
)
 
 
Image Coding From Random Projections
Normal Quantization for DCS
Advanced Wyner−Ziv Coding for DCS
Figure 6.7: Lena recovery performance comparison of the method proposed in [22], normal quan-
tization+distributed CS and DSC+distributed CS
6.2.4 Nested Trellis Coding
It was shown that if carefully designed, nested trellis has similar performance and lower complex-
ity as nested lattice [47]. Here we are designing a nested trellis ensemble for Wyner-Ziv coding
for distributed compressive sensing, trying to achieve less complicated system design. Before that,
we review coset codes, which is an important concept used in nested trellis.
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Coset Codes
From an infinite lattice, one can take out a finite set of points to form a signal constellation [84].
And one can also consider the concept of partitioning a lattice into sublattices/cosets as similar to
the constellation partitioning into subsets.
Figure 6.8: General Structure of the Coset Code C(=0;C).
As conventional codes (both block and convolutional) can provide general construction ap-
proach for the power-limited channels to achieve capacity, coset codes were proven to be able to
provide a general scheme to construct implementable codes for band-limited channels [85]. Next
a review of general coset codes will be given. Also given are key terms and concepts that will
figure in our nested trellis design. Fig. 6.8 illustrates the general structure of a coset code encoder.
The main components are as follows:
 An N -dimensional infinite regular lattice . When taking the signal points, a finite subset
(coset) of this lattice will be considered. Define signal constellation as the set of all possible
signal points.
 A sublattice 0 of , which is also an N -dimensional lattice. Define j=0j as the order of
the partition, a partition =0 is induced so that j=0j cosets of 0 is obtained. Further, the
partition order is a power of 2 for the case that  and 0 are binary lattices. Therefore, the
signal constellation is divided into 2k+r subsets.
 A binary encoder C (rate-k=(k+r)), with input as k bits perN dimensions and output k+r
coded bits. This output selects one of the cosets of 0 in the partition =0. For C define
redundancy r(C) as r bits per N dimensions and thus the normalized redundancy per two
dimensions is (C) = 2r(C)=N .
Thus these three component can form the coset codeC(=0;C). When  and 0 are lattices
of lower dimension and C is a binary block code, the generated one is known as lattice codes
C(=0;C). When C is a convolutional encoder, then C(=0;C) is a trellis code [85].
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Nested Trellis Coding Scheme
As mentioned above, our nested lattice design in previous discussion can be viewed as block coset
construction [47]. We can also use convolutional codes rather than block codes to construct the
lattice, and thus obtain convolutional coset construction. This is also named trellis code and can
be denoted as C(=0;C) where 0 is a sublattice of  and C is the convolutional code. The
upper half of Fig. 6.9 is an example of our trellis code.
Further, nested trellis codes can be constructed using a partition chain. The idea of nested
trellis was first presented in [79] under the name “trellis shaping”. Consider a partition chain [47]
b=
0
b=g=
0
g of convolutional coset construction. Here we borrow the name from [48] that “b”
means boundary trellis and “g” denotes granular trellis and the granular trellis is a subset of the
boundary trellis. We construct a boundary trellis code Cb(b=0b) using the coset selector b=0b
and similarly, construct a granular trellis code Cg(g=0g) using the coset selector g=0g. Then
Cg is a subset of Cb. Hence we can construct the nested trellis code and use in our framework.
Fig. 6.9 is an example of our nested trellis design.
Figure 6.9: Nested Trellis Generation.
Convolutional coders are used in our scheme. The notation (2; 1; 2) may be generalized into
(n; k; p)where k is the input, n is the output and p is the number of register. In this example in Fig.
6.9, the number of input block is N . This data is first passed into a convolutional coder, then to a
coset selector which is different for the fine trellis Cg and coarse trellis Cb. The generated Cg and
Cb are used in the quantization process described later on. Here we mention several construction
issues for the trellis:
 The convolutional coder must be the same for both Cg and Cb.
 The register number p in the convolutional coder represents the delay; obviously the larger
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this number, the better the performance.
 The number of codewords in the output set of the convolutional coder must be the same as
the number of cosets in the coset selector. As in the example of Fig. 6.9, the convolutional
coder output has 2 outputs thus has four codewords; both the coset selectors Z2=2Z2 and
4Z2=8Z2 have four cosets, thus satisfying the rule.
 The coset selector is a key component when generating the trellis code. The concept of coset
code was summarized in previous discussion and generalized in [85]. Besides Z2=2Z2, this
construction can also be other combinations. For example Z2=4Z2. Then the corresponding
coset selector for the coarse trellis Cb should be 16Z2=64Z2.
We focus on the nested trellis constructed using coarse trellis b with partition Z2=2Z2 and
fine trellis g with 4Z2=8Z2. For other partition chains, the quantization algorithm will be com-
plicated and there will be no comparative advantage using nested trellis over nested lattice when
considering coding complexity.
Similar as in our nested lattice design, an efficient quantization algorithm should be imple-
mented. Here we use the process in [38] which was designed for lattices obtained from Construc-
tion A. The process is as follows. Suppose C is an (n; k) binary code written in 1 notation, a
lattice (C) can be produced by using Construction A [38], and vectors of the form c + 4z are
consisted within this lattice where c 2 C and z 2 Zn.
This set of points lies within a coset of a lattice where the coset is translated by (1; 1; :::; 1).
For a given point x, the following steps can be taken to find the closest point in (C):
1. By subtracting a vector 4z from x = (x1; :::xn), all xi are within the range  1  xi < 3.
2. Suppose S denote the set of i for which 1 < xi < 3. Replace xi by 2  xi for i 2 S.
3. Apply the quantizer for C to x and obtain an output c = (c1; :::; cn). This can be done as x
is now in the cube  1  xi  1 (i = 1; :::; n).
4. Change ci to 2   ci for i 2 S. Thus we obtain the closest point of (C) to the original
vector x as c+ 4z.
For our nested trellis, the points in b can be written in the form of c + 4z; c 2 C; z 2 Zn,
which follows the above algorithm. And it is straightforward to prove that the points in g can be
written in the form 4c+ 16z; c 2 C; z 2 Zn.
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Design Issue and Results: Separate Scaling
We again consider the system of distributed compressive sensing followed by Wyner-Ziv coding.
The input source is Gaussian and the same as previous discussion using nested lattice. But this time
we use nested trellis to implement theWyner-Ziv coding. The nested trellis coding algorithm in our
simulation is kindly implemented by Yanfei Yan. We use this implementation in our Wyner-Ziv
coding scheme. As is in the lattice case, scaling is also needed while choosing the best performing
nested trellis. But they are different in two ways.
First, for nested trellis scheme we can separately adjust the scaling of boundary and granular
trellis rather than using identical values for them. So we are able to acquire properties when fixing
one scaling and altering another, which will be presented later on. Second, this scaling in nested
trellis changes the syndrome number (transmission rate), but has nothing to do with the coset
number of the underlying trellis code, i.e., the coset of the trellis code and the coset of the nested
trellis are different concepts.
We next perform an extensive analysis and investigate the properties of scaling in our system
of Fig. 6.9. We consider separate scaling by fixing one scaling and alter another. Notice the
scaling here is different from the “scaling factor” in our discussion for lattices. They have similar
concepts but different definition. When we talk about granular scaling g and boundary scaling b,
we effectively multiply them with the input source to be quantized. Then we input them into the
nested trellis scheme. We found out a reliable g value should be at least several hundreds. Fig.
6.10 gives our result of calculating syndrome number generated for transmission versus various
coarse trellis scaling b. Here the syndrome number means the possible outcomes of the Wyner-Ziv
encoder. Therefore the lower this number, the lower the transmission rate.
In Fig. 6.10, we choose g as a set of values: f600; 700; 800; 900; 1000g then make b vary
from 10 to 200. The lines for various g’s are almost identical so we do not differentiate them.
It is seen that the syndrome number decreases very fast for the initial values of b, indicating that
increasing b can effectively reduce the transmission rate but the effect becomes less obvious as b
becomes larger. The best syndrome number that can be achieved is around 10.
The results of fine trellis scaling while keeping coarse scaling fixed are presented in Fig.
6.11. Here we choose the coarse scaling b as a set of values: f600; 700; 800; 900; 1000g then
make g vary from 10 to 250. Again the lines for various b’s are almost identical so it is not
necessary to differentiate them. The lines have similar trend as the coarse trellis scaling of Fig.
6.10 but preserve a non-continuous feature. This means while tuning the fine scaling for fixed
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Figure 6.10: Syndrome number for various coarse trellis scaling.
coarse scaling, syndrome numbers are limited to a set with finite number of values.
Also, although the two scaling ranges are similar (Fine scaling factor g varies from 10 to
250 and coarse scaling factor b varies from 10 to 200), the resulting range of syndrome number
are different. Starting from a low value g = 10, the fine scaling uses less syndrome numbers
and hence requires lower transmission rate. This shows the fine scaling is more effective than the
coarse scaling.
Design Issue and Results: Combined Scaling
While analyzing the distortion performance, we adjust fine trellis scaling g and coarse trellis scal-
ing b in order to choose the best performing nested trellis for certain transmission rate. Specifically,
we keep a fixed ratio of b=g and change the scaling to perform a search for the minimum distor-
tion. As analyzed before, the syndrome number is also changed during this scaling change; we
search to find the best distortion performance while the minimum syndrome number is used. In
addition, this procedure is carried out for other ratios of b=g; and we then obtain the distortion
versus syndrome number (thus rate) curve.
We carry out this simulation of distortion-rate performance first for the system without dis-
tributed CS, i.e. using Wyner-Ziv coding only. Our result is shown in Fig. 6.12. The readers can
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Figure 6.11: Syndrome number for various fine trellis scaling.
compare this result with those in Fig. 5.8 and Fig. 5.12. At rate around 3 bits per symbol, the
result using nested trellis have distortion 0:87dB gap to the Wyner-Ziv limit, which is better than
nested lattice schemes either using underlying lattice 24 or using random lattice ensembles.
We then add distributed CS before Wyner-Ziv coding to see how nested trellis performs. Our
results are shown in Fig. 6.13. The four-dimensional result in Fig. 6.2 is added here for compar-
ison. It can be seen the result is close to the lower bound of general Wyner-Ziv (Equation (6.13))
with a gap 3:42dB at rate 3 bits/symbol. This is much better than using four-dimensional nested
lattice ensembles which is 5:03dB from the lower bound using SWC-NQ at rate 3 bits/symbol .
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Figure 6.12: Distortion performance compared to Wyner-Ziv Limit using nested trellis coding
(Wyner-Ziv only).
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Chapter 7
Conclusion and Future Work
In this thesis, the distributed source coding problemwas considered with emphasis on both theoret-
ical analysis and practical code design. Then the Wyner-Ziv coding scheme has been incorporated
with distributed compressive sensing to allow for diversified inputs.
A comprehensive literature review was first given including three main areas: distributed
source coding has been emerged for a few decades but not been thoroughly investigated until
recent years. Our research started with this problem. A detailed classification of current Multi-
Terminal Source Coding (MTSC) problems with reference to the most crucial previous research
works. MTSC can be divided into two subproblems, direct and indirect. The indirect (CEO)
problem is easier to classify and different aspects of the distortion functions has been studied
by many researchers. But the direct case is more difficult and its distortion has not been fully
understood until recently.
Compared to theory, the practical codes of multiterminal source coding is even harder to de-
sign. Various coding schemes are designed and different combinations of them has been tested and
simulated by previous researchers. Effective quantization includes lattice and trellis quantization.
They can be followed by Slepian-Wolf coding using LDPC codes. The LDPC codes has very good
performance but has a very high complexity. So in order to find our a practically usable scheme,
we tried nested lattice codes without LDPC coding. Some researchers also investigated source-
channel coding scheme and classified them into separate and nested source-channel coding, which
are also reviewed in this thesis.
A special case of MTSC is the side information problem. Capturing the essence of distributed
source coding, it has been studied to design practical codes. Wyner-Ziv derived theoretical bounds
and recent researchers are trying to design practical codes to achieve this bound. Also theoretical
work has been done to find specific bounds for specific coding framework. Nested lattices, trellis,
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LDPC codes are among others to become outstanding candidates of practical design. These code
developed for Wyner-Ziv problem can be effectively used for general multi-terminal cases using
time-sharing or source-splitting.
Nested lattice is our main method used to develop coding schemes; it was generated from
certain root lattices and nesting schemes need to be designed carefully. Nested lattice was origi-
nally named Voronoi constellation and was developed by Zamir to be useful for MTSC problems.
It is an effective solution for DSC and also its dual, dirty-paper coding problem.
Multiple description work has also been reviewed since many researcher use nested lattice
coding from which we can borrow ideas to design our codes for Wyner-Ziv coding. Similarly,
multiple access channel problem has been considered to use random lattices which we also use
in our solution. These two areas are both reviewed in previous discussions. Theta series is an
important tool to characterize lattices and nested lattices. We reviewed literature for it as well.
Compressive sensing has been developed for recent years and we also reviewed the work
done in this area. Distributed CS is the method we consider and various methods are discussed
and compared including random projection and Toeplitz /circulant matrices among others. The
reconstruction algorithms is important in recovering the syndrome after CS so we also included
discussion for it.
Then Chapter 3 gave preliminaries for our research. Lattice was first defined and its properties
were given. Theta series were used to describe various root lattices and also generator matrices
are given.
Nested lattice is the nesting of two lattices and one is the sublattice of the other. We intro-
duced different classifications of nested lattice; similar /clean similar sublattices are our concen-
tration as easier to design and have good performance. Again we use integers and theta series to
model nested lattice. Quantization is key in the design. Quantization algorithms are thus reviewed
for various root lattices. The encoding and decoding schemes was reviewed as well, including
detailed description of different aspects and simplifications.
For compressive sensing, the preliminaries starts with an important property RIP, followed
by the foundation of CS and popular recovery methods including l0- or l1-optimization and greedy
pursuit. These ones are not practical enough for the use in sensor networks and we also reviewed
the basics of practical sensing matrices such as Toeplitz and circulant matrices. Fast recovery
algorithms are discussed as well.
Systems including quantization, source encoding and decoding and estimation was evaluated
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and design algorithms are outlined. Scaling factor is a useful parameter in describing the lattice
and nested lattices. So in our theoretical work we revisit scaling factor first and found out the
different behavior when scaling factor takes different values. Then the scaling factor selection
approach is reviewed.
In addition, our work includes theoretical analysis of the Wyner-Ziv problem. An accurate
theoretical model for nested-lattice Wyner-Ziv coding with less complicated underlying lattices is
developed, from which the accurate distortion-rate properties can be acquired. For the best of our
knowledge, this is the first attempt to provide an explicit theoretical result for this problem. The
distortion function is better expressed using theta series or some function/derivatives of the theta
series; so we tried to derive these formulae and found out important properties of these lattices.
This is also accurate modeling; and it can be more widely used by the lattice family. Basically
any lattice with explicit theta series expression can use this type of distortion function. Using this,
for certain lattice dimension, different underlying lattices were compared and their goodness are
easily seen for different scaling factors.
Also, an approximate modeling method which can be used as a lower bound for any lattice
type is designed. It is compared to other bounds and to simulation results proving its suitability.
This approximation has a very simple result and its accuracy was analyzed as well.
A fast method for the use of two-dimensional underlying lattices is first developed. Using
this same method, two-dimensional cubic and A2 lattices are compared for their distortion per-
formance and results are used for other code design. We next presented a design based on clean
similar sublattices. The clean sublattice is easy to design and are fast for both encoding and de-
coding. Generating matrices and properties were given for straightforward implementation.
Another new scheme was presented using multi-dimensional nested lattice coding (NLC) for
the Wyner-Ziv coding problem. Expanding factor was introduced as a way to quantify the dif-
ference between the coarse and the fine lattices. Detailed algorithm and various aspects of the
methods were investigated. By implementing the encoding and decoding schemes using three-
dimensional lattices, conclusion is made that lattices which are good quantizers for uniform dis-
tributed sources also give good performance in Wyner-Ziv problem, where the sources are Gaus-
sian distributed.
Even higher dimensional (eight, twenty-four dimensions) schemes give performance very
close to the Wyner-Ziv limit. The performance is even better than the SWC-NQ scheme (using
one- and two- dimensional NLC followed by a second stage of binning) [15]. As our scheme is a
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direct extension to higher dimensional NLC, the complexity is also lower.
Although a method was given to generate coarse lattices in higher dimensions, detailed and
rigorous consideration are still required for this issue. We next gave a method for use of any
dimension. Random ensemble of lattices are used in this scheme and sphere decoding algorithms
are used for quantization. This scheme gave similar good distortion performance as the scaling-
rotating algorithm above.
The code design for Wyner-Ziv problem assumes the input Gaussian, which is not the case
for many real applications. So we incorporate distributed compressed sensing by using it before
Wyner-Ziv coding. We built the framework, first considered practically usable reconstruction
algorithm. Then we tried to model this system using distortion-rate function, as we did for Wyner-
Ziv problem. We found out even the input to DSC is Gaussian, its output, i.e., the input of the
Wyner-Ziv coder is not Gaussian anymore. We then presented our key Theorem to quantify the
lower bound for DCS plus Wyner-Ziv.
This bound has been tested using Gaussian source and proven to be close enough to the
practical design. We then move on to other practical images as simple Phantom or Tank images.
Our results showed that the system has good distortion and SNR performance for those image
inputs.
To summarize, this research work gave an investigative study on MTSC with emphasis on
Wyner-Ziv problem, also on distributed compressive sensing, which are both dynamic research
areas based on network information theory, and a combination of techniques such as source cod-
ing, channel coding and signal processing. The research on these problems are of great value due
to their effective compression of transmission rate hence are attractive in energy-saving, which is
crucial in wireless sensor networks. Design of good coding schemes can make the network more
efficient and can speed up the development of many potential applications.
However, future work still needs to be done. For theoretical work of the Wyner-Ziv problem,
our three mathematical models are able to characterize the distortion-rate performance for most
cases; but a unified framework which can be used for all underlying lattices is better and more
convenient for practical use. This unified framework should not only restricted to particular lattice
type such as root lattices.
An ideal theoretical model should be independent of the sublattice design. We did some initial
investigation on this but the future researchers may polish this architecture and achieve a model
with better accuracy. This is not easy to realize. One reason is that the different sublattice design
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may make the the model works well for one design but not so well for the other, so that a tradeoff
must be made. Another reason is that when we are working with higher dimensional lattices,
even some lattices themselves are not well investigated, thus making the sublattice research more
difficult.
Also the assumption of Gaussian input source may be released in the future. As a starting
point, using Gaussian source let us approach the problem easier. But this is not practical in real
applications. The real data may be much more complicated than Gaussian and we need to re-
establish the theoretical model while considering different source distributions. The source may
not be independent and exhibit some Markov property, thus making some related techniques em-
ployed, which may be quite different from our treatment for i.i.d. Gaussian sources.
Moreover, the use of higher dimensional NLC can be extended to other MTSC problems. By
increasing the dimension of underlying lattices, we already demonstrated this is a useful technique
in dealing with Wyner-Ziv and compressive sensing problems. Other related MTSC problems,
although have many theoretical results, do not have many well-designed practical coding schemes.
Thus this work can be done and the results can be compared to those theoretical works. The
related MTSC problems include the direct and indirect settings for the two terminal case. Also
can be considered is some more complicated scenarios such as the distributed network design and
simulation which will be closely related to the real-world application.
The extension of our coding algorithms are not limited to source coding problem. Other
related research areas can also be considered, such as its dual in channel coding problems. They
include dirty-paper problem, multiple description and digital watermarking, to name a few. They
all have overlaps with the distributed source coding problem and share similar ideas of code design
in some sense. Once the relationship between them is made clear, the transform of the technique
would be easy.
The use of lattice coding has already been extended to compressive sensing but detailed
implementation combining these algorithms with others are due to investigation. Compressive
sensing is a powerful technique and there are many aspects and variations derived from the basic
presentation. We already demonstrated that the combination of CS and Wyner-Ziv coding is pos-
sible thus future work can be done to extend the techniques to more compressive sensing settings.
Nested trellis code is seen as more powerful than nested lattice with less complexity. Due to
time constraint this is not discussed comprehensively in our thesis. Future work may work on this
code which potentially has high performance for many problems. Theoretical models analogous
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to those for nested lattice may also be established for nested trellis. These are open problems and
left for our future work.
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