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LOW DEGREE COHOMOLOGIES OF CONGRUENCE GROUPS
JIAN-SHU LI AND BINYONG SUN
Abstract. We prove the vanishing of certain low degree cohomologies of some
induced representations. As an application, we determine certain low degree
cohomologies of congruence groups.
1. Introduction
1.1. Vanishing of low degree cohomologies of some induced representa-
tions. Let G be a real reductive group, namely, it is a Lie group with the following
properties:
• its Lie algebra g is reductive;
• G has only finitely many connected components;
• there is a connected closed subgroup of G with finite center whose Lie
algebra equals [g, g].
Here and henceforth, unless otherwise specified, we use the corresponding lowercase
Gothic letter to indicate the Lie algebra of a Lie group. We use a subscript C
to indicate the complexification of a real vector space. For example, gC is the
complexified Lie algebra of G.
Let F be an irreducible finite-dimensional representation of G. Define rG,F to
be the smallest integer, if it exists, such that the continuous group cohomology
H
rG,F
ct (G;F ⊗ π) 6= {0}
for some infinite-dimensional irreducible unitary representations π of G. If such
an integer does not exist, we set rG,F =∞. See [HM, Section 2] for the definition
of continuous cohomologies.
Define
rG := min{rG,F : F is an irreducible finite-dimensional representation of G}.
The quantity rG is calculated in [En, Table 1], [Ku, Theorem 2, Theorem 3], [VZ,
Table 8.2] and [LS2, Section 2.B]. See also Tables 1, 2 and 3 of Section 5.4.
Let K be a maximal compact subgroup of G.
Examples 1.1. (a). If the Lie algebra g has no non-compact simple ideal, then G
has no infinite-dimensional irreducible unitary representation. Thus in this case
rG,F =∞ for all F , and rG =∞.
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(b). If all highest weights of F are regular, then rG,F ≥ q0(G), where
(1) q0(G) :=
dimG/K − (rankgC − rankkC)
2
,
and “rank” stands for the rank of a reductive complex Lie algebra. See [LS1,
Proposition 4.2 and Proposition 4.4].
(c) If G = GLn(R) (n ≥ 2), then rG = n− 1.
Let P be a parabolic subgroup of G, namely the normalizer in G of a parabolic
subalgebra of g. Denote by N its unipotent radical and write L := P/N for its
Levi quotient.
Definition 1.2. A positive character ν : L→ R×+ is said to be dominant if
〈ν|hC, α
∨〉 ≥ 0 for all α ∈ ∆(hC, nC).
Here the compleixfied differential of ν : L → R×+ is denoted by ν : lC → C, h is a
maximally split Cartan subalgebra of l, and a splitting L→ P is fixed so that h is
viewed as a Cartan subalgebra of g.
Here and henceforth, ∆(hC, nC) denotes the subset of the root system ∆(hC, gC)
consisting of the roots attached to nC, and α
∨ denotes the coroot corresponding
to the root α. Note that 〈ν|hC, α
∨〉 is a real number as ν is a positive character of
L.
Remark 1.3. A splitting L → P exists and is unique up to the conjugation by a
unique element of N . This implies that Definition 1.2 is independent of the choices
of h and the splitting L→ P .
The following theorem is the main local result of this paper.
Theorem 1.4. Suppose that P is a proper parabolic subgroup of G. Let ν :
L→ R×+ be a dominant positive character. Then for every irreducible unitarizable
Casselman-Wallach representation σ of L, and every irreducible finite-dimensional
representation F of G,
Hict(G;F ⊗ Ind
G
P (ν ⊗ σ)) = {0} for all i < rG.
In this article, “Ind” always stands for the normalized smooth induction. Re-
call that a representation of a real reductive group is called a Casselman-Wallach
representation if it smooth, Fre´chet, of moderate growth, and its Harish-Chandra
module has finite length. The reader is referred to [Ca], [Wa2, Chapter 11] or [BK]
for details about Casselman-Wallach representations.
Remark 1.5. In Theorem 1.4, if we further assume that all the highest weights of
F are regular, and σ is tempered, then it is proved in [LS1, Theorem 4.5] that
Hict(G;F ⊗ Ind
G
P (ν ⊗ σ)) = {0}
for all i < q0(G) (see (1)).
LOW DEGREE COHOMOLOGIES OF CONGRUENCE GROUPS 3
Similar to rG,F , we define qG,F to be the smallest integer, if it exists, such that
the continuous group cohomology
H
qG,F
ct (G;F ⊗ Ind
G
P (ν ⊗ σ)) 6= {0}
for some proper parabolic subgroups P ofG, some unitarizable irreducible Casselman-
Wallach representations σ of L, and some dominant positive characters ν of L. If
no such integer exist, we set qG,F =∞. Define
qG := min{qG,F : F is a finite-dimensional irreducible representations of G}.
Theorem 1.4 amounts to saying that
rG ≤ qG.
1.2. Low degree cohomologies of congruenc groups. Now we further assume
that G = G(R), where G is a connected reductive linear algebraic group defined
over Q. Let Γ be a congruence subgroup of G(Q), namely, Γ has a finite index
subgroup of the form G(Q)∩Kf , where Kf is an open compact subgroup of G(Af ).
Here Af denotes the ring of finite adeles of Q, and G(Q) is viewed as a subgroup
of G, as well as a subgroup of G(Af).
Recall that F is an irreducible finite dimensional representation of G. The group
cohomology (also named the Eilenberg-MacLane cohomology) Hi(Γ;F ) is of great
interest in both geometry and arithmetic. If we viewed Γ as a discrete group, then
Hi(Γ;F ) equals the continuous cohomology Hict(Γ;F ).
Let AG denote the largest central split torus in G, and write AG for the identity
connected component of AG(R). Then we have a decomposition
(2) G = AG ×
◦G,
where
(3) ◦G :=
⋂
χ is an algebraic character of G defined over Q
ker(|χ| : G(R)→ R×+).
Note that Γ ⊂ ◦G. By restriction of continuous cohomology, the embedding
F Γ →֒ F induces a linear map
(4) F Γ ⊗ Hict(
◦G;C) = Hict(
◦G;F Γ)→ Hi(Γ;F ), (i ∈ Z).
Here and henceforth, a superscript group indicates the invariant vectors under the
group action, and here we let both C and F Γ carry the trivial representation of
◦G.
Remark 1.6. Note that K ⊂ ◦G, and
Hict(
◦G;C) = HomK(∧
i(◦gC/kC),C),
where the last C stands for the trivial representation of K. See [BW, Chapter II,
Corollary 3.2] or [Wa1, Proposition 9.4.3].
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At least when F is the trivial representation, there are quite a few works which
study the surjectivity and the injectivity of the map (4). See [Ga, GH, Bo, Ya], for
examples. The following theorem heavily relies on the work of Franke [Fr, Sections
7.4 and 7.5].
Theorem 1.7. If i ≤ qG,F , then the map (4) is injective. If i < min{rG,F , qG,F},
then the map (4) is a linear isomorphism.
Combining Theorem 1.4 and Theorem 1.7, we get the following result.
Theorem 1.8. If i < rG, then the map (4) is a linear isomorphism.
Remarks 1.9. (a) When all the highest weights of F are regular, it is proved by
Li-Schwermer in [LS1, Corollary 5.6] that Hi(Γ;F ) = {0} when i < q0(G) (see
(1)).
(b) Assume that F is the trivial representation. It was proved by Borel in [Bo,
Theorem 7.5] that the map (4) is injective when i ≤ c(G), where c(G) is a certain
constant attached to G (see [Bo, Section 9]). It was later proved by Yang in [Ya]
that the map (4) is injective when i ≤ 2c(G) + 1. Based on the works of Garland-
Hsiang [GH] and Garland [Ga], Borel also proved in [Bo, Theorem 7.5] that the
map (4) is a linear isomorphism when i ≤ min{c(G), m(G)}, where m(G) is a
certain constant attached to the real group G. In the works of Borel and Yang, Γ
is allowed to be any arithmetic group.
Example 1.10. Suppose G = GL(n)/Q (n ≥ 2). Then c(G) = ⌊
n
2
⌋ − 1 (see [Bo,
Section 9.2]) and m(G) = n+2
4
(see [KN, Theorem 4.1]). Suppose n ≥ 6 so that
n+2
4
≤ ⌊n
2
⌋ − 1. Borel’s result implies that
Hi(Γ;C) = Hict(
◦G;C) for all i ≤ ⌊
n + 2
4
⌋.
It was pointed out by Franke [Fr, Section 7.5] that it would be interesting to get
an improvement of Borel’s bound for certain groups. Theorem 1.8 implies that
Hi(Γ;F ) = F Γ ⊗Hict(
◦G;C) for all i ≤ n− 2,
and for all irreducible finite dimensional representations F of G. Thus Theorem
1.8 does improve Borel’s bound.
2. Preliminaries on representations and their cohomologies
2.1. Continuous cohomologies. Let G be a locally compact Hausdorff topolog-
ical group. By a representation of G, we mean a quasi-complete Hausdorff locally
convex topological vector space V over C, together with a continuous linear action
of G on it.
Using the G-intertwining continuous linear maps as morphisms, all represen-
tations of G clearly form a category. Using the strong injective resolutions (or
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called continuously injective resolutions) in this category, one defines the continu-
ous cohomology group Hict(G;V ) for every representation V of G. This is a locally
convex topological vector space over C which may or may not be Hausdorff. See
[HM, Section 2] or [Bl] for details.
2.2. Smooth cohomologies. Now we suppose that G is a Lie group. We say
that a representation V of G is smooth if for every X ∈ g, the map
(5) V → V, v 7→ X.v :=
d
dt
|t=0 exp(tX).v
is well-defined and continuous. When this is the case, by using (5), V is naturally
a representation of gC.
Using the G-intertwining continuous linear maps as morphisms, all smooth rep-
resentations of G also form a category. Using the strong injective resolutions (or
called differentiably injective resolutions) in this category, we define the smooth
cohomology group Hism(G;V ) for every smooth representation V of G. This is
also a locally convex topological vector space over C which may or may not be
Hausdorff. See [HM, Section 5] for details.
The first assertion of the following theorem is proved in [HM, Theorem 5.1], and
the second one follows from [HM, Theorem 6.1].
Theorem 2.1. Let V be a smooth representation of G. Then there is an identifi-
cation
Hict(G;V ) = H
i
sm(G;V ), (i ∈ Z)
of topological vector spaces. If G has only finitely many connected components,
then
Hism(G;V ) = H
i(gC, K;V ), (i ∈ Z)
as topological vector spaces, where K is a maximal compact subgroup of G.
Here Hi(gC, K;V ) denotes the relative Lie algebra cohomology. See [KV, (2.127)]
for the explicit complex which computes the relative Lie algebra cohomology.
2.3. Quasi Casselman-Wallach representations. Now suppose that G is a
real reductive group. Let U(gC) denote the universal enveloping algebra of gC,
whose center is denoted by Z(gC).
Definition 2.2. A smooth representation V of G is called a quasi Casselman-
Wallach representation if
• for every ideal J of U(gC)
G of finite co-dimension, the space
(6) V J := {v ∈ V : X.v = 0, for all X ∈ J},
which is G-stalbe, is a Casselman-Wallach representation of G under the
subspace topology;
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• in the category of complex locally convex topological vector spaces, the nat-
ural map
lim
−→
J
V J → V
is a topological linear isomorphism.
We will be concerned with the continuous cohomologies of some quasi Casselman-
Wallach representations.
3. Preliminaries on automorphic forms
3.1. Spaces of automorphic forms. We now return to the notation of the In-
troduction. In particular, G is a connected reductive linear algebraic group over
Q, and G = G(R).
Recall that a subgroup Γ of G(Q) is called an arithmetic subgroup if it is com-
mensurable to the subgroup η−1(GLk(Z)) ⊂ G(Q), where k ≥ 0 and η : G →
(GLk)/Q is an embedding of algebraic groups over Q. This definition is indepen-
dent of k and η. All congruence subgroups of G(Q) are arithmetic subgroups.
Let P be a parabolic subgroup of G. Denote by NP its unipotent radical, and
write LP := P/NP for its Levi quotient. Then LP is also a connected reductive
linear algebraic group over Q. Write
P = P(R), NP := NP(R) and LP := LP(R).
Let ΓP be an arithmetic subgroup of LP(Q). By abuse of notation, we use ΓPNP
to denote the pre-image of ΓP under the quotient map
P → LP.
Let A(ΓPNP\G) denote the space of smooth automorphic forms on ΓPNP\G.
Recall that a complex valued smooth function φ on ΓPNP\G is called a smooth
automorphic form if
• φ is Z(gC)-finite, namely the space {X.φ : X ∈ Z(gC)} is finite dimensional
(the algebra U(gC) acts on the space of smooth functions by the differential
of the right translations);
• φ is uniformly of moderate growth, namely, there exists a positive valued
real algebraic function | · |φ on G with the following property: for every
X ∈ U(gC), there exists CX > 0 such that
(7) |(X.φ)(g)| ≤ CX · |g|φ, for all g ∈ G.
For every ideal J of Z(gC) of finite codimension, we have a space (A(ΓPNP\G))
J,
as defined in (6). It carries the action of G by right translations. It also car-
ries a natural Fre´chet topology and is naturally a Casselman-Wallach represen-
tation of G, as explained in what follows. Harish-Chandra’s finiteness theorem
(see [HC, Chapter I, §2, Theorem 1]) implies that the space of K-finite vectors in
(A(ΓPNP\G))
J forms a finitely generated admissible (gC, K)-module. Here and
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as before, K is a maximal compact subgroup of G. Using this theorem and
Casselman-Wallach’s smooth globalization theorem (see [Ca] or [Wa2, Corollary
11.6.8]), one shows that there is a positive valued real algebraic function | · |J on
G such that
(8) |φ|X := sup
g∈G
|(X.φ)(g)|
|g|J
<∞,
for all φ ∈ (A(ΓPNP\G))
J and X ∈ U(gC). Under the seminorms {| · |X}X∈U(gC),
(A(ΓPNP\G))
J becomes a Fre´chet space, and is a Casselman-Wallach representa-
tion of G. Moreover, the topology on (A(ΓPNP\G))
J is independent of the function
| · |J on G.
We equip the space A(ΓPNP\G) with the inductive topology in the category of
complex locally convex topological spaces:
A(ΓPNP\G) = lim−→
J
(A(ΓPNP\G))
J.
Then A(ΓPNP\G) is a quasi Casselman-Walach representation of G.
3.2. The adelic setting. Let A = R× Af denote the ring of adeles of Q. Then
G(A) = G× G(Af). A representation V of G(A) is said to be smooth if
• it is smooth as a representation of G; and
• every vector in V is fixed by an open compact subgroup of G(Af).
We define a quasi Casselman-Wallach representation of G(A) to be a smooth rep-
resentation V of G(A) with the following properties:
• for every open compact subgroup Kf of G(Af), and every ideal J of Z(gC)
of finite co-dimension, the space (with the subspace topology)
(9) V Kf ,J := {v ∈ V : k.v = v, X.v = 0, for all k ∈ Kf , X ∈ J}
is a Casselman-Wallach representatiomation of G;
• in the category of complex locally convex topological vector spaces, the
natural map
lim
−→
Kf ,J
V Kf ,J → V
is a topological linear isomorphism.
By abuse of notation, we use LP(Q)NP(A) to denote the pre-image of LP(Q)
under the quotient map
P(A)→ LP(A).
Let AP(G) denote the space of smooth automorphic forms on (LP(Q)NP(A))\G(A).
Recall that a smooth function φ on (LP(Q)NP(A))\G(A) is called a smooth auto-
morphic form if
• φ is right invariant under some open compact subgroup Kf of G(Af);
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• for every gf ∈ G(Af), the pullback of φ through the map
ΓP,gfKfNP\G → (LP(Q)NP(A))\G(A)/Kf ,
the coset of g ∈ G 7→ the double coset of (g, gf) ∈ G(A)
is a smooth automorphic form on (ΓP,gfKfNP)\G, where ΓP,gfKf denotes the
intersection of LP(Q) with the image gfKfg
−1
f ∩ P(Af) under the quotient
map
P(Af)→ LP(Af).
By the discussion of Section 3.1, under the right translations, the space (AP(G))
Kf ,J
(see (9)) is a Casselman-Wallach representation of G. Then using the inductive
topology in the category of locally convex topological vector space,
AP(G) = lim−→
Kf ,J
(AP(G))
Kf ,J
is a quasi Casselman-Wallach representation of G(A), under the right translations.
3.3. A decomposition of AP(G). Write AP for the largest central split torus in
LP. We have a decomposition
(10) LP(A) = AP × L
1
P
(A),
where
L
1
P
(A) :=
⋂
χ is an algebraic character of LP defined over Q
ker|χ|,
and AP denotes the identity connected component of AP(R). Write aP for the Lie
algebra of AP.
The representation AP(G) also carries a locally finite linear action of AP which
commutes with the G(A)-action:
(11) (a.φ)(x) := a−ρPφ(ax), a ∈ AP, φ ∈ AP(G), x ∈ P(Q)NP(A)\G(A),
where ρP ∈ a˘P denotes the half sum of the weights (with the multiplicities) as-
sociated to NP. Here and henceforth, “˘” indicates the dual space. The action
(11) differentiates to a locally finite linear action of the commutative Lie algebra
aP,C := aP ⊗R C, and thus we have a generalized eigenspace decomposition
(12) AP(G) =
⊕
λ∈a˘P,C
AP(G)λ.
For each φ ∈ AP(G) and λ ∈ a˘P,C, write φλ for the AP(G)λ-component of φ with
respect to the decomposition (12). The decomposition (12) is G(A)-invariant.
When P = G, we write A(G) for AG(G), and the decomposition (12) is specified to
(13) A(G) =
⊕
λ∈a˘G,C
A(G)λ.
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In general, the map
φ 7→ (g 7→ (h 7→ φ(hg) · h−ρP)), (g ∈ G(A), h ∈ LP(Q)\LP(A))
establishes an isomorphism
(14) AP(G)λ ∼= Ind
G(A)
P(A) (A(LP)λ) , (λ ∈ a˘P,C)
of Quasi Casselman-Wallach representations of G(A). Here h−ρP := a−ρPh , with ah
denotes the projection of h to AP with respect to the decomposition (10).
3.4. A lemma of Langlands. Fix a pair (P0,A0) such that P0 is a minimal
parabolic subgroup of G, and A0 is a maximal split torus in P0. Let P denote the
set of standard parabolic subgroups of G, namely, parabolic subgroups containing
P0. Suppose that P ∈ P. View LP as an algebraic subgroup of P containing A0 so
that
P = LP ⋉ NP.
For simplicity, write A0 := AP0 , a0 := aP0 . Similar abbreviations will be used
without further explanation.
Denote by ∆+0 ⊂ a˘0 the positive root system attached to the pair (P0,A0). More
generally, write ∆+
P
⊂ ∆+0 for the set of roots associated to NP. Given P
′ ∈ P
with P′ ⊂ P, we have a decomposition
aP′ = aP ⊕ a
P
P′
, and dually, a˘P′ = a˘P ⊕ a˘
P
P′
where
aP
P′
:= aP′ ∩ Span{α
∨ : α ∈ ∆+
P′
\∆+
P
}.
Here and as before, for each α ∈ ∆+0 , α
∨ ∈ a0 denotes the corresponding coroot.
In particular, we have
a0 = aP ⊕ a
P
0 , and dually, a˘0 = a˘P ⊕ a˘
P
0 .
Define
+˘aP
P′
:= the convex cone in a˘P
P′
generated by {0} ∪ {α|aP
P′
: α ∈ ∆+
P′
\∆+
P
}.
Let +˘aP
P′
denote the interior of +˘aP
P′
in a˘P
P′
. Define
a˘+
P
:= {v ∈ a˘P : 〈v, α
∨〉 ≥ 0 for all α ∈ ∆+
P
}
and
a˘+
P
:= {v ∈ a˘P : 〈v, α
∨〉 > 0 for all α ∈ ∆+
P
}.
Then a˘+
P
equals the interior of a˘+
P
in a˘P.
Note that
a˘+0 =
⊔
P∈P
a˘+
P
and +a˘G0 =
⊔
P∈P
+a˘G
P
.
More generally, recall the following lemma which is due to Langlands (see [BW,
Lemma IV.6.11] or [Wa1, Section 5.A.1]).
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Lemma 3.1. There is a decomposition
(15) a˘0 =
⊔
P∈P
(
a˘+
P
− +˘aP0
)
.
The decomposition (15) yields a map
(16) a˘0 → a˘
+
0 , ν 7→ ν+
specified by requiring that ν+ ∈ a˘
+
P
and ν ∈ ν+ − +˘aP0 , for some P ∈ P.
3.5. Almost square integrable automorphic forms. Put
A2
P
(G) := {φ ∈ AP(G) : φ( · g)|LP(Q)\L1P(A) is square integrable for all g ∈ G(A)}.
We use “Re” to indicates the real part in various context. Recall that an element
φ of AP(G) belongs to A
2
P
(G) if and only if (see [MW, Lemma I.4.11])
φP′ ∈
⊕
λ∈a˘
P′,C,Re(λ)∈a˘P −
+˘aP
P′
AP′(G)λ, for all P
′ ∈ P with P′ ⊂ P,
where φP′ denotes the constant term of φ along P
′, namely
φP′(g) :=
∫
N
P′
(Q)\N
P′
(A)
φ(ng) dn
for all g ∈ G(A). Here dn is the invariant measure with total volume 1.
As a variation of A2
P
(G), we define
A2¯
P
(G)
:=

φ ∈ AP(G) : φP′ ∈
⊕
λ∈a˘
P′,C,Re(λ)∈a˘P −
+˘aP
P′
AP′(G)λ, for all P
′ ∈ P with P′ ⊂ P

 ,
and call it the space of almost square integrable automorphic forms.
It is clear that both A2
P
(G) and A2¯
P
(G) are are closed subspaces of AP(G). More-
over, they are G(A)×AP-subrepresentations.
The decomposition (12) induces generalized eigenspace decompositions
A2
P
(G) =
⊕
λ∈a˘P,C
A2
P
(G)λ and A
2¯
P
(G) =
⊕
λ∈a˘P,C
A2¯
P
(G)λ,
and the isomorphism (14) induces isomorphisms
(17) A2
P
(G)λ ∼= Ind
G(A)
P(A)
(
A2(LP)λ
)
and A2¯
P
(G)λ ∼= Ind
G(A)
P(A)
(
A2¯(LP)λ
)
,
for all λ ∈ a˘P,C.
In what follows we describe the representation A2¯(G) in terms of square inte-
grable automorphic forms of the Levi factors. See [Fr, Section 6] for more details.
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View P as a category so that a morphism from P′ ∈ P to P′′ ∈ P is defined to
be an element of the set
LP′′(Q)\{w˜ ∈ G(Q) : w˜LP′w˜
−1 = LP′′}/LP′(Q),
and the composition in the category in the one given by the group structure of
G(Q). Then P is in fact a groupoid.
Define a functor from P to the category of smooth representations of G(A) as
follows. It sends P′ ∈ P to the representation
A2
P′
(G)Im :=
⊕
λ∈a˘
P′,C,Re(λ|aG
P′
)=0
A2
P′
(G)λ,
and it sends a morphism w : P′ → P′′ to the intertwining operator
(18) Mw : A
2
P′
(G)Im → A
2
P′′
(G)Im.
This is indeed a functor by the functional equation of intertwining operators (see
[La, Section 6]). Recall that the intertwining operator (18) is obtained by the
meromorphic continuation of the following family of intertwining operators of con-
vergent integrals:
(19)
Mw,λ′ : A
2
P′
(G)λ′ → A
2
P′′
(G)w.λ′,
φ 7→
(
g 7→
∫
(N
P′′
∩(w˜N
P′
w˜−1))(A)\N
P′′
(A)
φ(w˜−1ng) dn
)
,
where λ′ ∈ a˘P′,C with
(20) 〈Re(λ′ − ρP′)|aG
P′
, α∨〉 > 0 for all α ∈ ∆+
P′
.
In (19), w˜ ∈ G(Q) denotes a representative of w, and dn denotes the quotient of
the normalized Haar measures (the Haar measure on NP′′(A) is normalized so that
NP′′(Q)\NP′′(A) has volume 1, and similarly for other unipotent groups).
The theory of Eisenstein series gives a G(A)-intertwining continuous linear map
(21) EP′ : A
2
P′
(G)Im → A(G).
Recall that the map (21) is obtained by the meromorphic continuation of the
following family of convergent Eisenstein series:
EP′,λ′ : A
2
P′
(G)λ′ → A(G),
φ 7→
(
g 7→
∑
δ∈P′(Q)\G(Q) φ(δg)
)
,
where λ′ is as in (20). By the functional equation of Eisenstein series, (21) for
various P′ yields a G(A)-intertwining continuous linear map
(22) E : lim
−→
P′∈P
A2
P′
(G)Im → A(G).
The following theorem is a reformulation of a special case of [Fr, Theorem 14].
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Theorem 3.2. The map (22) induces a G(A)-intertwining topological linear iso-
morphism
(23) lim
−→
P′∈P
A2
P′
(G)Im ∼= A
2¯(G).
As a reformulation of (23), we have
(24) A2¯(G) ∼= A2(G)⊕

 ⊕
{P},P6=G
(A2
P
(G)Im)
AutP(P)

 ,
where {P} ⊂ P denotes the associated class of P, namely the isomorphism class of
P in the groupoind P, and AutP(P) denotes the finite group of the automorphisms
of the object P in the groupoid P.
3.6. Franke’s filtration. Write
ρ∨0 :=
1
2
∑
α∈∆+
0
, α/2/∈∆+
0
α∨ ∈ a0
so that (see [Kn, Proposition 2.69] for example)
〈ρ∨0 , α〉 = 1 for every simple root in ∆
+
0 .
Following Franke [Fr], for each real number t ≥ 0, define
A(G)[≤t] :=

φ ∈ A(G) : φP ∈
⊕
λ∈a˘P,C, 〈(Re(λ))+,ρ
∨
0
〉≤t
AP(G)λ, for all P ∈ P

 ,
A(G)[<t] :=

φ ∈ A(G) : φP ∈
⊕
λ∈a˘P,C, 〈(Re(λ))+,ρ
∨
0
〉<t
AP(G)λ, for all P ∈ P

 ,
and
A(G)[t] :=
A(G)[≤t]
A(G)[<t]
,
where φP ∈ AP(G) denotes the constant term of φ along P, as before. We remark
that these spaces are independent of the pair (P0,A0). It is clear that
A(G)[≤0] = A
2¯(G) and A(G)[<0] = {0}.
Define a linear map
(25)
A(G)[≤t] →
⊕
P∈P AP(G),
φ 7→
∑
P∈P
∑
λ∈a˘P,C,Re(λ)∈a˘
+
P
, 〈Re(λ),ρ∨
0
〉=t(φP)λ.
The following theorem follows from [Fr, Theorem 14] and its proof.
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Theorem 3.3. The linear map (25) induces an isomorphism
(26) A(G)[t] ∼=
⊕
P∈P
⊕
λ∈a˘P,C,Re(λ)∈a˘
+
P
, 〈Re(λ),ρ∨
0
〉=t
A2¯
P
(G)λ
of quasi Casselman-Wallach representations of G(A).
3.7. Franke’s filtration with fixed generalized infinitesimal character.
Write
A(G) =
⊕
χ:Z(gC)→C
A(G)χ
for the generalized eigenspace decomposition with respect to the action of Z(gC).
For each character χ : Z(gC)→ C,
(27) A(G)χ, [≤ t] := A(G)χ ∩ A(G)[≤ t], (t ∈ R, t ≥ 0),
defines an increasing filtration of A(G)χ. Let h0 denote a maximally split Cartan
subalgebra of the Lie algebra of of L0(R). Then h0 ⊃ a0 and hence h0,C ⊃ a0,C.
Define
Ξχ := {µ|a0,C : µ ∈ h˘0,C is a Harish-Chandra parameter of χ}.
This is independent of the choice of h0. Put
Tχ := {〈(Re(λ|aP))+, ρ
∨
0 〉 : P ∈ P, λ ∈ Ξχ}.
It is a finite set containing 0.
Lemma 3.4. Suppose that φ ∈ A(G)χ and φP,λ 6= 0 for some P ∈ P and λ ∈ a˘P,C.
Then
〈(Re(λ|aP))+, ρ
∨
0 〉 ∈ Tχ.
Proof. Recall that the normalized parabolic inductions for real reductive groups
preserve the infinitesimal characters. This implies that
λ = µ|aP,C for some Harish-Chandra parameter µ ∈ h˘0,C of χ.
Hence the lemma follows. 
Lemma 3.4 implies that the filtration (27) is finite. More precisely, Lemma 3.4
implies the following result.
Lemma 3.5. Let t be a nonnegative real number. Then
A(G)χ, [≤ t] = A(G)χ, [≤ t′], where t
′ := max{t1 ∈ Tχ : t1 ≤ t}.
4. Low degree cohomologies
We continue with the notation of the last section.
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4.1. Low degree cohomologies of the space of automorphic forms. Write
TP for the maximal anisotropic central torus in LP ∩ G
der, where Gder denotes
the derived subgroup of G. Write CP for the the maximal split torus of the real
algebraic torus TP ×spec(Q) spec(R).
We say that an irreducible Cassleman-Wallach repesentation σ of LP = LP(R)
has a g-real infinitesimal character if
〈λσ, α
∨〉 ∈ R for all root α ∈ ∆(hC, gC),
where h is a Cartan subalgebra of the Lie algebra of LP, and λσ ∈ h˘C is a Harish-
Chandra parameter of the infinitesimal character of σ. This definition is indepen-
dent of h and λσ.
Lemma 4.1. Let σ be an irreducible Cassleman-Wallach repesentation of LP with
g-real infinitesimal character. If it occurs as an LP-subquotient of A(LP), then the
identity connected component CP(R)0 of CP(R) acts trivially on σ.
Proof. The group CP(R)0 acts on σ by a character χ. The automorphic condition
implies that χ is unitary, and the condition of g-real infinitesimal character implies
that χ is real. Hence χ must be trivial. 
As in the Introduction, let F be an irreducible finite dimensional representation
of G = G(R). Recall the quantity qG,F from the Introduction.
Lemma 4.2. Assume that P 6= G. Let λ ∈ a˘P,C with Re(λ) ∈ a˘
+
P
. Let σ be an
irreducible Cassleman-Wallach representation of LP which occurs as an irreducible
LP-subquotient of A
2¯(LP)λ. Then
(28) Hict(G;F ⊗ Ind
G
Pσ) = 0 for all i < qG,F .
Proof. If the infinitesimal character of σ is not g-real, then the cohomology space
of (28) vanish. So we assume that σ has a g-real infinitesimal character. Then in
view of the definition of qG,F , the lemma follows from Lemma 4.1. 
Lemma 4.3. Assume that P 6= G. Let λ ∈ a˘P,C with Re(λ) ∈ a˘
+
P
. Then
Hict(G;F ⊗A
2¯
P
(G)λ) = 0 for all i < qG,F .
Proof. Note that A2¯
P
(G)λ has a filtration V0 ⊂ V1 ⊂ V2 ⊂ · · · such that every
associated graded representation is a direct sum of representations of the form
Ind
G(A)
P(A)σ,
where σ is an irreducible LP(A)-subrepresentation of A
2¯(LP)λ. Thus the lemma
follows from Lemma 4.2. 
Lemma 4.4. For all i ∈ Z, the natural linear map
Hict(G;F ⊗A
2(G))→ Hict(G;F ⊗A
2¯(G))
is injective, and it is an isomorphism if i < qG,F .
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Proof. In view of (24), this is implied by Lemma 4.3. 
Lemma 4.5. The natural linear map
Hict(G;F ⊗A
2¯(G))→ Hict(G;F ⊗A(G))
is injective if i ≤ qG,F , and is bijective if i < qG,F .
Proof. This follows by Theorem 3.3, Lemma 3.5 and Lemma 4.3. 
Combining Lemmas 4.4 and 4.5, we get the following result.
Proposition 4.6. The natural linear map
Hict(G;F ⊗A
2(G))→ Hict(G;F ⊗A(G))
is injective if i ≤ qG,F , and is bijective if i < qG,F .
4.2. Automorphic forms on Γ\◦G. Recall from (2) the decomposition
G = AG ×
◦G.
Let Γ be an arithmetic subgroup of G(Q). Then Γ ⊂ ◦G and
Γ\G = AG × (Γ\
◦G).
As in Section 3.1 , we say that a smooth function on Γ\◦G is a smooth automorphic
form if it is Z(◦gC)-finite, and is uniformly of moderate growth. Denote by A(Γ\
◦G)
the space of smooth automorphic forms on Γ\◦G. As in Section 3.1, it is a quasi
Casselman-Wallach representation of ◦G.
Write
A(AG) := {φ ∈ C
∞(AG) : φ is AG-finite},
where φ is AG-finite means that {φ( · a)}a∈AG spans a finite dimensional subspace
of C∞(AG). This is a quasi-Cassleman-Wallach representation of AG under the
right translations, and under the finest locally convex topology.
It is clear that
A(Γ\G) = A(AG)⊗A(Γ\
◦G).
Fix a ◦G-invariant positive Borel measure on Γ\◦G. It has finite total volume.
Write A2(Γ\◦G) ⊂ A(Γ\◦G) for the subspace of square integrable functions with
respect to this invariant measure, and write
A2(Γ\G) = A(AG)⊗A
2(Γ\◦G) ⊂ A(Γ\G).
Lemma 4.7. By restriction of continuous cohomology, the restriction map
A(Γ\G)→ A(Γ\◦G)
induces a linear isomorphism
Hict(G;F ⊗A(Γ\G))
∼= Hict(
◦G;F ⊗A(Γ\◦G)), (i ∈ Z).
Likewise the restriction map
A2(Γ\G)→ A2(Γ\◦G)
16 JIAN-SHU LI AND BINYONG SUN
induces a linear isomorphism
Hict(G;F ⊗A
2(Γ\G)) ∼= Hict(
◦G;F ⊗A2(Γ\◦G)), (i ∈ Z).
Proof. The group AG acts on F through a character which we denote by χF . Using
the Ku¨nneth formula, the lemma then follow form the fact that
Hict(AG;χF ⊗A(AG)) =
{
C, if i = 0;
0, otherwise.

Proposition 4.8. Suppose that Γ is a congruence subgroup of G(Q). Then the
natural linear map
Hict(
◦G;F ⊗A2(Γ\◦G))→ Hict(
◦G;F ⊗A(Γ\◦G))
is injective if i ≤ qG,F , and is bijective if i < qG,F .
Proof. Without loss of generality, assume that Γ = G(Q) ∩ Kf , where Kf is an
open compact subgroup of G(Af ). Then
(A(G))Kf =
k⊕
j=1
A(Γj\G),
where k is the cardinality of the finite set G(Q)\G(Af)/Kf , and Γj’s are certain
congruence subgroups of G(Q) with Γ1 = Γ. Moreover,
(A2(G))Kf =
k⊕
j=1
A2(Γj\G).
Therefore, Proposition 4.6 implies that the natural linear map
Hict(G;F ⊗A
2(Γ\G))→ Hict(G;F ⊗A(Γ\G))
is injective if i ≤ qG,F , and is bijective if i < qG,F . The proposition then follows
by using Lemma 4.7.

4.3. Cohomologies of congruence groups. Let Γ be an arithmetic subgroup
of G(Q) as before. By Shapiro’s Lemma,
(29) Hi(Γ;F ) = Hict(
◦G, Ind
◦G
Γ F ) = H
i
ct(
◦G,F ⊗ C∞(Γ\◦G)), (i ∈ Z)
where the second identification is induced by the isomorphism
F ⊗ C∞(Γ\◦G) → Ind
◦G
Γ F,
v ⊗ φ 7→ (g 7→ φ(g)g.v).
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Remark 4.9. The cohomology group Hi(Γ;F ) has a topological interpretation, as
explained in what follows. Set
XΓ := Γ\G/K.
For every open subset U of XΓ, write
F[Γ](U) := {Γ-equivariant locally constant function f : U˜ → F},
where U˜ denotes the pre-image of U under the quotient map G/K → XΓ. Then
F[Γ] is obviously a sheaf of complex vector spaces on XΓ. Moreover, its sheaf
cohomology agrees with the group cohomology, namely there is a vector space
identification
(30) Hi(Γ;F ) = Hi(XΓ;F[Γ]).
See [BW, Chapter VII] for more details.
Recall the following important result of Franke [Fr, Theorem 18] (see also [Sc,
Section 13]).
Theorem 4.10. Suppose that Γ is a congruence subgroup of G(Q). Then the
embedding A(Γ\◦G) →֒ C∞(Γ\◦G) induces an identification
Hict(
◦G;F ⊗A(Γ\◦G)) = Hict(
◦G;F ⊗ C∞(Γ\◦G))
of vector spaces.
By combining (29) and Theorem 4.10, we get an identification
(31) Hi(Γ;F ) = Hict(
◦G;F ⊗A(Γ\◦G)).
4.4. Finite dimensional representations in A2(Γ\◦G). In this subsection and
the next one, we suppose that Γ is a congruence subgroup of G(Q).
Lemma 4.11. There exists a cocompact closed subgroup Γ′ of ◦G such that for
every irreducible finite dimensional representation of F ′ of G, Γ′ acts trivially on
F ′Γ.
Proof. Without loss of generality, we assume that G is either an algebraic torus
over Q, or a simply connected, connected, Q-simple linear algebraic group over
Q. If G is an algebraic torus or an anisotropic simple algebraic group, then Γ is
cocompact in ◦G and there is nothing to prove. So we further assume that G is
an isotropic simple algebraic group. Then Γ is Zariski dense in G(C), and the
representation of G on F ′ extends to an algebraic representation of G(C). Thus
the group G fixes F ′Γ. 
As before, F˘ denotes the dual representation of F .
Lemma 4.12. The image of every homomorphism in Hom◦G(F˘ ,C
∞(Γ\◦G)) is
contained in A2(Γ\◦G).
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Proof. Let φ ∈ Hom◦G(F˘ ,C
∞(Γ\◦G)). Write
Ev : C∞(Γ\◦G)→ C
for the map of evaluating at 1 ∈ Γ\◦G. Then
Ev ◦ φ ∈ HomΓ(F˘ , C) = F
Γ.
Lemma 4.11 implies that Ev ◦ φ is fixed by a cocompact closed subgroup Γ′ of ◦G.
Thus the image of φ is contained in the space of the bounded functions, and the
lemma easily follows.

By using the inner product induced by the invariant measure, we know that the
representation A2(Γ\◦G) of ◦G is completely reducible. By Lemma 4.12, we have
that
(F ⊗A2(Γ\◦G))
◦G
= Hom◦G(F˘ ,A
2(Γ\◦G))
= Hom◦G(F˘ ,C
∞(Γ\◦G))
= HomΓ(F˘ ,C)
= F Γ.
4.5. Proof of Theorem 1.7. Recall the linear map (4) of the Introduction:
(32) F Γ ⊗ Hict(
◦G;C) = Hict(
◦G;F Γ)→ Hi(Γ;F ), (i ∈ Z).
Recall the identification (31). One checks that the map (32) is identical to the
map
Hict(
◦G;F Γ)→ Hict(
◦G;F ⊗A(Γ\◦G))
induced by the linear map
F Γ = (F ⊗A2(Γ\◦G))
◦G inclusion−−−−−→ (F ⊗A(Γ\◦G)).
Since the representation A2(Γ\◦G) of ◦G is completely reducible, the natural
linear map
Hict(
◦G;F Γ) = Hict(
◦G; (F ⊗A2(Γ\◦G))
◦G)→ Hict(
◦G;F ⊗A2(Γ\◦G))
is always injective, and it is bijective if i < r◦G,F = rG,F . Together with Proposition
4.8, this proves Theorem 1.7.
5. A result on semisimple real Lie algebras
The notation of this section is independent of the previous ones. Let g be a
semisimple real Lie algebra.
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5.1. A quantity rg. Fix a Cartan involution
(33) θ : g→ g,
and write
g = k⊕ s
for the corresponding Cartan decomposition. As before, we use a subscript C to
indicate the complexification of a real vector space. Then we have the complexifi-
cations
θ : gC → gC
and
gC = kC ⊕ sC.
If g is compact, namely it is isomorphic to the Lie algebra of a compact Lie
group, we set rg := +∞. If g is noncompact and simple, set
rg := min{dim(nq ∩ sC) : q is a proper θ-stable parabolic subalgebra of gC},
where nq denotes the nilpotent radical of q. In general when g is noncompact,
define
rg := min{rg′ : g
′ is a noncompact simple ideal of g}.
In view of the unitarizability Theorem of Vogan [Vo] and Wallach [Wa3], the follow-
ing result is a consequence of Vogan-Zuckerman’s theory of unitary representations
with nonzero cohomology (see [Ku] and [VZ, Theorem 8.1]).
Proposition 5.1. Let G be a real reductive group and define rG as in the Intro-
duction. Then
rG = r[Lie(G),Lie(G)].
5.2. A quantity rg,µ. Let t be a Cartan subalgebra of k. Write a0 for the cen-
tralizer of t in s so that h0 := t ⊕ a0 is a fundamental Cartan subalgebra of g.
Write ∆(tC, gC) for the root system of gC with respect to tC, and likewise write
∆(h0,C, gC) for the root system of gC with respect to h0,C.
Definition 5.2. An irreducible finite dimensional representation of g is said to be
pure if its infinitesimal character has a Harish-Chandra parameter in t˘C ⊂ h˘0,C.
Lemma 5.3. Let F be an irreducible finite dimensional representation of g. Then
F is pure if and only if there exists a pair (G, π) such that
• G is a connected semsimple Lie group with finite center whose Lie algebra
is identified with g;
• the representation F of g integrates to a representation of G;
• π is an irreducible unitarizable Casselman-Wallach representation of G
such that the total cohomology group is nonzero:
H∗ct(G;F ⊗ π) 6= {0}.
Proof. This is implied by [VZ, Theorem 5.6]. 
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Let µ ∈ t˘C ⊂ h˘0,C. Suppose that it is regular integral (with respect to gC) in the
sense that
〈µ, α∨〉 ∈ Z \ {0}, for all roots α ∈ ∆(h0,C, gC).
Here and as before, α∨ ∈ h0,C denotes the coroot corresponding to the root α.
The functional µ determines a positive system
(34) ∆(tC, gC)
µ,+ := {α ∈ ∆(tC, gC) : 〈µ, α
∨〉 > 0}.
Denote by ρµ ∈ t˘C the half sum of the roots in ∆(tC, gC)
µ,+ (counted with multi-
plicities). Then µ−ρµ determines a θ-stable nilpotent subalgebra n(µ) of gC whose
weights are
{α ∈ ∆(tC, gC) : 〈µ− ρµ, α
∨〉 > 0}.
Set
(35) rg,µ := dim(n(µ) ∩ sC).
Lemma 5.4. Let G be a connected semsimple Lie group with finite center whose
Lie algebra is identified with g. Let F be an irreducible finite dimensional repre-
sentation of G, and let π be an irreducible unitarizable Casselman-Wallach repre-
sentation of G. If
Hict(G;F ⊗ π) 6= {0},
then there exists λ ∈ t˘C ⊂ h˘0,C which is a Harish-Chandra parameter of the infini-
tesimal character of F˘ such that
i ≥ rg,λ.
Proof. This is implied by [VZ, Theorem 5.6] and [Wa1, Theorem 9.6.6]. 
5.3. The result. Suppose that g is noncompact so that it has a proper parabolic
subalgebra p = l⋉ n, where n is the nilpotent radical of p, and l = p∩ θ(p). Write
(36) l = z⊕m and z = c⊕ a,
where m := [l, l] is semisimple, z is the center of l, c := z ∩ k and a := z ∩ s.
Let c′ be a Cartan subalgebra of k ∩m, and write a′ for its centralizer in s ∩m.
Then c′ ⊕ a′ is a fundamental Cartan subalgebra of m, and
(37) h := c⊕ a⊕ c′ ⊕ a′
is a Cartan subalgebra of g. We have the complexifications
hC := cC ⊕ aC ⊕ c
′
C ⊕ a
′
C and h˘C := c˘C ⊕ a˘C ⊕ c˘
′
C ⊕ a˘
′
C.
Let λ be a linear functional on hC which is regular integral in the sense that
(38) 〈λ, α∨〉 ∈ Z \ {0}, for all roots α ∈ ∆(hC, gC).
Then λ|aC ∈ a˘C ⊂ h˘C, and
〈λ|aC, α
∨〉 ∈ R
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for all α ∈ ∆(hC, nC). Here and as usual, ∆(hC, nC) ⊂ ∆(hC, gC) denotes the roots
associated to nC. The rest of this section is devoted to a proof of the following
estimate.
Proposition 5.5. Let the notation and the assumptions be as above. Assume that
• 〈λ|aC, α
∨〉 ≥ 0, for all α ∈ ∆(hC, nC), and
• λ|a′
C
= 0.
Then
♯{α ∈ ∆(hC, nC) : 〈λ, α
∨〉 > 0}+ rm,λ|
c
′
C
≥ rg.
Note that (38) and the second assumption of Proposition 5.5 imply that λ|c′
C
is
regular integral with respcet to mC. Thus the quantity rm,λ|
c
′
C
is defined as in (35).
5.4. Another quantity r′g. As before we assume that the semisimple Lie algebra
g is noncompact. Set
r′g := min{dim nq : q is a proper parabolic subalgebra of g},
where nq denotes the nilpotent radical of q. Using the explicit data of noncompact
simple real Lie algebras given in [Kn, Appendix C, Sections 3 and 4], it is routine
to calculate r′g for all noncompact simple real Lie algebras. On the other hand, the
quantity rg is calculated in [En, Table 1], [Ku, Theorem 2, Theorem 3], [VZ, Table
8.2] and [LS2, Section 2.B]. We summarize the results in the following Tables 1, 2
and 3. Cartan labels are used to denote the noncompact noncomplex exceptional
simple real Lie algebras, as in [Kn, Appendix C, Section 4].
We observe that in all cases, r′g ≥ rg.
Table 1. Complex simple Lie algebras
g r′g rg
sln(C) (n ≥ 2) 2(n− 1) n− 1
son(C) (n ≥ 7) 2(n− 2) n− 2
sp2n(C) (n ≥ 2) 2(2n− 1) 2n− 1
e6(C) 32 16
e7(C) 54 27
e8(C) 114 57
f4(C) 30 15
g2(C) 10 5
5.5. A proof of Proposition 5.5. We continue with the notation and the as-
sumptions of Proposition 5.5. For the proof of Proposition 5.5, we assume without
loss of generality that g is simple.
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Table 2. Noncompact noncomplex simple classical Lie algebras
g r′g rg
sln(R) (n ≥ 2) n− 1 n− 1
sp2n(R) (n ≥ 3) 2n− 1 n
so(p, q) (p ≥ q ≥ 1, p+ q ≥ 5, (p, q) 6= (3, 3)) p+ q − 2 q
su(p, q) (p ≥ q ≥ 1, p + q ≥ 3, (p, q) 6= (2, 2)) 2(p+ q)− 3 q
sp(p, q) (p ≥ q ≥ 1, p+ q ≥ 3, (p, q) 6= (2, 2)) 4(p+ q)− 5 2q
sln(H) (n ≥ 4) 4(n− 1) 2(n− 1)
so∗(2n) (n = 5, 7, 8, 9, · · · ) 4n− 7 n− 1
sl3(H) 8 3
so∗(12) 15 5
sp(2, 2) 10 4
Table 3. Noncompact noncomplex exceptional simple Lie algebras
g r′g rg
E I 16 11
E II 21 8
E III 21 6
E IV 16 6
E V 27 15
E VI 33 12
E VII 27 11
E VIII 57 29
E IX 57 24
F I 15 8
F II 15 4
G 5 3
Lemma 5.6. One has that
♯{α ∈ ∆(hC, nC) : 〈λ, α
∨〉 > 0} ≥
⌈
dim n
2
⌉
.
Proof. Note that the parabolic subalgebra θ(p) is opposite to p. Thus
∆(hC, θ(nC)) = −∆(hC, nC),
and consequently
−θ(∆(hC, nC)) = ∆(hC, nC),
where θ : h˘C → h˘C is the linear map induced by θ : gC → gC. This implies that
♯{α ∈ ∆(hC, nC) : 〈λ|cC⊕c′C, α
∨〉 > 0} = ♯{α ∈ ∆(hC, nC) : 〈λ|cC⊕c′C, α
∨〉 < 0},
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and consequently,
♯{α ∈ ∆(hC, nC) : 〈λ|cC⊕c′C, α
∨〉 ≥ 0} ≥
dim n
2
.
Recall that λ is regular integral, and note that
〈λ|aC⊕a′C , α
∨〉 ≥ 0, for all α ∈ ∆(hC, nC).
Therefore we have that
♯{α ∈ ∆(hC, nC) : 〈λ, α
∨〉 > 0} = ♯{α ∈ ∆(hC, nC) : 〈λ, α
∨〉 ≥ 0} ≥
dim n
2
.
This proves the lemma.

Lemma 5.7. If g is not isomorphic to a split simple real Lie algebra of type An
(n ≥ 2), Dn (n ≥ 4), E6 or E7, then⌈
r′g
2
⌉
≥ rg.
Proof. This follows form Tables 1, 2 and 3. 
By Lemma 5.6 and Lemma 5.7, Proposition 5.5 holds when g is not isomorphic
to a split simple real Lie algebra of type An (n ≥ 2), Dn (n ≥ 4), E6 or E7.
We will need the following general result.
Lemma 5.8. Let l′C be a reductive finite dimensional complex Lie algebra, and let
F ′ be an irreducible finite dimensional representation of l′C. Let h
′
C be a Cartan
subalgebra of l′C and fix a positive system ∆(h
′
C, l
′
C)
+ of the root system ∆(h′C, l
′
C).
Write ρ′∨ ∈ h′C for the half sum of the positive coroots associated to ∆(h
′
C, l
′
C)
+.
Then the set of eigenvalues of ρ′∨ on F ′ has the form
b0 + {j ∈ Z : 0 ≤ j ≤ c0},
where b0 ∈
1
2
Z, and c0 ≥ 0 is an integers.
Proof. Let α1, α2, · · · , αk (k ≥ 0) be the simple roots in ∆(h
′
C, l
′
C)
+. Let Xj be a
root vector attached to αj (1 ≤ j ≤ k). Let v0 be a lowest weight vector in F
′.
Then
ρ′∨.v0 = b0v0
for some b0 ∈
1
2
Z. Note that F ′ is spanned by vectors of the form
(Xj1Xj2 · . . . ·Xjr).v0,
where r ≥ 0, 1 ≤ j1, j2, . . . , jr ≤ k. The lemma then easily follows by noting that
ρ′∨.((Xj1Xj2 · . . . ·Xjr).v0) = (b0 + r)((Xj1Xj2 · . . . ·Xjr).v0).

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Let gˇC denote the Langlands dual Lie algebra of gC, with Cartan subalgebra hˇC
equals the dual of hC. Let pˇC = lˇC ⋉ nˇC denote the parabolic subalgebras of gˇC
corresponding to pC, where lˇC ⊃ hˇC is the Levi factor corresponding to lC, and nˇC
is the nilpotent radical corresponding to nC. Then mˇC := [ˇlC, lˇC] is the Langlands
dual of mC.
Lemma 5.9. Assume that m is nonzero and contains no compact simple ideal,
and that the adjoint representation of lˇC on nˇC is irreducible. Then
♯{α ∈ ∆(hC, nC) : 〈λ, α
∨〉 > 0} = dim n,
or
rm,λ|
c
′
C
≥ rm.
Proof. For simplicity write λ′ := λ|c′
C
. It is regular integral with respect to mC. As
in (34) we define the positive root system ∆(c′C,mC)
λ′,+, and write ρλ′ ∈ c˘′C for
the half sum of the positive roots (counted with multiplicities).
If λ′ 6= ρλ′ , then the assumption on m implies that
rm,λ′ ≥ rm.
So we assume that λ′ = ρλ′ .
Write
λ = λ|cC⊕aC + λ|c′C⊕a′C .
Note that hˇC = h˘C, and c˘C ⊕ a˘C is identified with the center of lˇC. By Schur’s
lemma, the irreducibility assumption implies that λ|cC⊕aC ∈ c˘C ⊕ a˘C ⊂ lˇC acts on
nˇC by the multiplication of a constant a0 ∈ C. Thus
(39) 〈λ|cC⊕aC , α
∨〉 = a0 for all α ∈ ∆(hC, nC).
Note that
ρλ′ ∈ c˘
′
C ⊂ h˘C
is also the half sum of a positive system of the root system ∆(hC, lC). We identify it
with an element of hˇC which is the half sum of the coroots associated to a positive
system of the root system ∆(hˇC, lˇC). Then by Lemma 5.8,
(40) {〈ρλ′, α
∨〉 : α ∈ ∆(hC, nC)} = b0 + {j ∈ Z : 0 ≤ j ≤ c0},
where b0 ∈
1
2
Z, and c0 ≥ 0 is an integers.
Since λ|c′
C
= ρλ′ and λ|a′
C
= 0, by combining (39) and (40), we get that
{〈λ, α∨〉 : α ∈ ∆(hC, nC)} = a0 + b0 + {j ∈ Z : 0 ≤ j ≤ c0}.
Because λ is regular integral, the above set either consists of only positive integers,
or consists only negative integers. By Lemma 5.6, it has to consists only of positive
integers. This proves the lemma. 
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Lemma 5.10. (a). Assume that g = sln(R) (n ≥ 3). If p is not a maximal
parabolic subalgebra, then ⌈
dim n
2
⌉
≥ rg.
If p is a maximal parabolic subalgebra, then⌈
dim n
2
⌉
+ rm ≥ rg.
(b) Assume that g = so(n, n) (n ≥ 4). If m is not isomorphic to so(n−1, n−1)
or sln(R), then ⌈
dim n
2
⌉
≥ rg.
If m is isomorphic to so(n− 1, n− 1) or sln−1(R), then⌈
dim n
2
⌉
+ rm ≥ rg.
(c) Assume that g is split of type E6. If m is not isomorphic to so(5, 5), then⌈
dim n
2
⌉
≥ rg.
If m is isomorphic to so(5, 5), then⌈
dim n
2
⌉
+ rm ≥ rg.
(d) Assume that g is split of type E7. If m is not isomorphic to the split simple
Lie algebra of type E6, then ⌈
dim n
2
⌉
≥ rg.
If m is isomorphic to the split simple Lie algebra of type E6, then⌈
dim n
2
⌉
+ rm ≥ rg.
Proof. This is routine to check. 
Lemma 5.11. Proposition 5.5 holds when g is isomorphic to sln(R) (n ≥ 3).
Proof. If p is not a maximal parabolic subalgebra, then the lemma follows form
Lemma 5.6 and the first assertion of part (a) of Lemma 5.10. If p is a maximal
parabolic subalgebra, then the representation of lˇC on nˇC is irreducible. The lemma
then follows from Lemma 5.6, Lemma 5.9, and the second assertion of part (a) of
Lemma 5.10.

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The same proof as Lemma 5.11 shows that Proposition 5.5 also holds when g is
isomorphic to a split simple real Lie algebra of type Dn (n ≥ 4), E6 or E7. This
completes the proof of Proposition 5.5.
6. A proof of Theorem 1.4
Let the notation be as in Section 1. To prove Theorem 1.4, we assume without
loss of generality that G is connected and semisimple. As in Theorem 1.4, P is a
proper parabolic subgroup of G, N is its unipotent radical, and L := P/N .
Shapiro’s lemma implies that
Hict(G;F ⊗ Ind
G
P (ν ⊗ σ)) = H
i
ct(P ;F ⊗ ρP ⊗ ν ⊗ σ), (i ∈ Z),
where ρP is the positive character of P whose square equals the modular character
of P . We have a spectral sequence
Ei,j2 := H
i
ct(L; H
j(nC, F )⊗ ρP ⊗ (ν ⊗ σ))⇒ H
i+j
ct (P ;F ⊗ ρP ⊗ ν ⊗ σ).
Write L0 for the identity connected component of L. Note that H
j(nC;F ) is
completely reducible as a representation of L0. Assume that
Hict(L; H
j(nC;F )⊗ ρP ⊗ (ν ⊗ σ)) 6= 0,
for some i, j ∈ Z. Then
(41) Hict(L0;F0 ⊗ ρP ⊗ (ν ⊗ σ0)) 6= 0,
for some unitarizable irreducible Casselman-Wallach representations σ0 of L0, and
some irreducible L0-subrepresentation F0 of H
j(nC;F ).
Fix a Cartan involution θ : G→ G, and still denote its differential by θ : g→ g.
Identify L with P ∩ θ(P ). Then its Lie algebra l has a decomposition
l = c⊕ a⊕m
as in (36). Let
(42) h := c⊕ a⊕ c′ ⊕ a′
be a Cartan subalgebra of l which is obtained as in (37).
By Lemma 5.4, there exists λ ∈ h˘C such that
• −λ is a Harish-Chandra parameter of the infinitesimal character of the
representation F0 ⊗ ρP of L0;
• λ|a′
C
= 0; and
• i ≥ rm,λ|
c
′
C
.
The first of the above three conditions in particular implies that
λ|aC = ν|aC .
By Casselman-Osborne Theorem (see [KV, Theorem 4.149]), −λ is also a Harish-
Chandra parameter of the infinitesimal character of the representation F of G.
Hence λ is regular integral.
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Lemma 6.1. The assumption that F0 is an irreducible L0-subrepresentation of
Hj(nC;F ) implies that
j = ♯{α ∈ ∆(hC, nC) : 〈λ, α
∨〉 > 0}.
Proof. This follows from Kostant’s Theorem (see [KV, Theorem 4.139]). 
Now Proposition 5.5 implies that
i+ j ≥ ♯{α ∈ ∆(hC, nC) : 〈λ, α
∨〉 > 0}+ rm,λ|
t
′
C
≥ rg.
This proves Theorem 1.4.
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