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In this paper, we used a coarse-grained model at the residue level to calculate the binding free
energies of three protein-protein complexes. General formulations to calculate the electrostatic
binding free energy and the van der Waals free energy are presented by solving linearized Poisson–
Boltzmann equations using the boundary element method in combination with the fast multipole
method. The residue level model with the fast multipole method allows us to efficiently investigate
how the mutations on the active site of the protein-protein interface affect the changes in binding
affinities of protein complexes. Good correlations between the calculated results and the
experimental ones indicate that our model can capture the dominant contributions to the
protein-protein interactions. At the same time, additional effects on protein binding due to atomic
details are also discussed in the context of the limitations of such a coarse-grained model.
© 2010 American Institute of Physics. doi:10.1063/1.3474624
I. INTRODUCTION
The atomic resolved structure of proteins from x-ray
crystallography relies on the production of diffraction quality
crystals. Recent extensive studies from structural genomic
project clearly indicate that even though purified proteins can
be successfully obtained, only about 16% of them are crys-
tallized with suitable quality for diffraction.1 Thus the crys-
tallization process is still the bottleneck for protein structure
determination using crystallography. Currently protein crys-
tallization conditions are screened from traditional trial-and-
error procedure. Namely, the optimal condition is obtained
from extensive searches of a large parameter space of protein
solutions such as pH, buffer, temperature, salt concentration,
and precipitating agent. Even with remarkable progress of
automation the poor successful rate of obtaining protein
single crystals is in no small part due to the lack of funda-
mental understanding of the crystallization process.2 For ex-
ample, recent studies using time-controlled microfluidic
seeding heavily rely on knowledge of solution conditions
during the nucleation stage and crystal growth stage.3 In
other recent high-throughput experimental studies using mi-
crofluidics, it is clearly demonstrated that knowledge of the
phase behavior of a protein allows one to create a rational
screening that increases the success rate of crystallization of
challenging proteins.4 It is therefore useful to understand
what kind of solution conditions might lead toward the opti-
mal crystallization conditions and why.
As a first step toward a reliable and practical theory of
protein crystallization, a realistic model of protein-protein
interactions needs to be developed. In general, there are two
types of protein-protein interactions in nature. One type of
interaction is responsible for the protein-protein recognition
to perform specific biological functions. In this case there are
complimentary regions on both proteins to recognize each
other and hydrophobicity is the dominating factor.5 On the
other hand, the protein-protein interaction in protein crystal-
lization does not necessarily involve complimentary regions
to establish protein-protein contacts. For example, we have
analyzed protein contacts for five lysozyme protein crystals
from the protein data bank under five different crystallization
conditions.6 What we found is that protein contacts can be
formed from different parts of lysozyme surface residues de-
pending on the solution conditions. Similar conclusions can
be drawn from other studies as well. For example, Crosio
et al.7 found that pancreatic ribonuclease uses nearly the en-
tire protein surface residues to establish crystal-packing con-
tacts under various crystallization conditions. An extensive
analysis on 78 protein crystals indicates that the amino acid
composition involved in the protein contacts is indistinguish-
able from that of the protein surface accessible to the
solvent.8 These studies also suggest that crystal-packing con-
tacts formed are sensitive to the solution conditions in con-
trast with the type of protein-protein interaction where hy-
drophobic residues are favored.9,10 Therefore a universal
model to capture the effective interaction between protein
molecules in solutions can be developed based on the
Derjaguin–Landau–Verwey–Overbeek DLVO picture given
the protein-protein interaction at short range can be ac-
counted for appropriately since the DLVO picture will fail
when the protein molecules are separated by several solvent
molecular layers.
The key feature of such a model is that it should be
based on the generic properties of 20 amino acids in nature
and experimentally accessible properties of electrolyte solu-
tions and crystallization agents and is therefore portable to
all of the protein-protein interactions in aqueous solutions.
Our recent studies11,12 are such efforts toward this goal.
In this model, each residue of a protein is represented byaElectronic mail: xsong@iastate.edu.
THE JOURNAL OF CHEMICAL PHYSICS 133, 095101 2010
0021-9606/2010/1339/095101/11/$30.00 © 2010 American Institute of Physics133, 095101-1
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
129.186.176.40 On: Tue, 13 Oct 2015 14:57:14
a sphere located at the geometric center of the residue deter-
mined by its native or approximate structure. The diameter of
the sphere is determined by the molecular volume of the
residue in solution environment.13 The molecular surface of
our model protein is defined as the Richard–Connolly sur-
face spanned by the union of these residue spheres using the
MSMS program from Sanner.14 Each residue carries a perma-
nent dipole moment located at the center of its sphere and the
direction of the dipole is given by the amino acid type from
a protein’s native structure. If a residue is charged, the
amount of charge can be obtained from the Henderson–
Hasselbalch equation using the generic pKa values of resi-
dues, thus the local environmental effects on pKa values are
neglected. In the calculations presented in this work, pKa of
the residues are calculated from PROPKA 2.0 Ref. 15 to cap-
ture some of the local environmental effects. For each resi-
due there is also a polarizable dipole at the center of the
sphere, whose nuclear polarizability had been determined
from our recent work16 and the electronic polarizability is
estimated from optical dielectric constants augmented with
quantum chemistry calculations.17 There are three kinds of
interactions in this model: the electrostatic interaction due to
electric double layer effect, the van der Waals attraction due
to the polarizable dipoles, and a short range correction term
to account for the short range interactions such as the desol-
vation energy, hydrophobic interaction, and so on. In this
report, we consider the electrostatic interactions which give
the most contribution to the protein-protein interaction,18,19
and the van der Waals interactions, which are the major con-
tributors to the binding affinity calculations.
The electrostatic problem in the electrostatic interaction
and the van der Waals interaction is solved using the
Poisson–Boltzmann equation where realistic shapes of pro-
tein molecules are considered. The boundary element method
BEM in combination with the fast multipole method20,21 is
implemented to circumvent the extensive memory require-
ments similar to a recent work.22 In order to test the validity
of our model, the binding affinities of several protein-protein
complexes are calculated using our model and direct com-
parisons are made against experimental measurements. Rea-
sonable agreements from these comparisons provide the first
concrete evidence that our model can be used as a universal
model for studies of nonspecific protein-protein interactions
in aqueous solutions.
II. THEORETICAL DEVELOPMENTS
A. The statistical thermodynamics of binding affinities
To set up the computational framework for calculating
the binding affinities, the statistical thermodynamic analysis
of “double-decoupling” method from Gilson and his
co-workers23 is used. This approach is based on the change
in the free energy of protein-protein binding when one pro-
tein and the other react and then a single complex is formed.
The final result for the binding affinity is given as
G = Gsol
 AB − Gsol
 A − Gsol
 B , 1
where Gsol
 is the free energy change when a molecule is
introduced into a solution from vacuum. In this report, the
binding free energy calculations are for single mutations at
the binding site, thus free energy change due to translational,
rotational, and vibrational contributions of the proteins upon
binding remains relatively constant. In our model the free
energy change is the sum of the electrostatic solvation energy
and the van der Waals energy of the molecule. For protein A,
Gsol
 A = Gsol
elecA + Gsol
vdwA . 2
B. The electrostatic solvation energy calculation
The electrostatic binding free energy between proteins A
and B is defined as
Gelec
binding
= GelecAB − GelecA − GelecB . 3
The electrostatic interaction is estimated from the Poisson–
Boltzmann PB equation. To solve the PB equation, we use
the boundary element method based on the integral equation
formulation of the linearized PB equation for a single
protein.24,25
Consider the molecular surface  which covers a protein
molecule. There are N charges qi and dipoles  i at position ri
enclosed by the surface . Inside this dielectric cavity the
dielectric constant is 1 and the dielectric constant of the
solution is 2 see Fig. 1. The inverse Debye screening
length  is given by the solution’s ionic strength. The inte-
gral equations for the potential r and its gradient
r /n are given by the following integral equations:11,25
FIG. 1. Schematic illustration showing the electrostatic formulation of a
protein.  is the molecular surface of a protein, n is outward unit normal, 1
and 2 are dielectric constants inside the cavity and outside solvent, respec-
tively.  is the inverse Debye screening length for the electrolyte solution. ri
is the geometric center of residue i, and charge qi and dipole i are located
on residue i.
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1
21 + 21r0 +	 	 L1r,r0rdr
+	 	

L2r,r0
r
n
dr
= 
i=1
N

qiFri,r0 +  i · Fri,r0/1, 4
1
21 + 12 r0n +	 	 L3r,r0rdr
+	 	

L4r,r0
r
n
dr
= 
i=1
N qi Fn0 ri,r0 +  i ·  Fn0 ri,r0/1, 5
where
L1r,r0 =
F
n
r,r0 −
2
1
P
n
r,r0 , 6
L2r,r0 = Pr,r0 − Fr,r0 , 7
L3r,r0 =
2F
n0  n
r,r0 −
2P
n0  n
r,r0 , 8
L4r,r0 = −
F
n0
r,r0 +
P
n0
r,r0
1
2
, 9
and
Fr,r0 =
1
4r − r0
, 10
Pr,r0 =
e−r−r0
4r − r0
. 11
Although the traditional boundary element method such as
Atkinson and his co-workers’26 can be used to solve above
integral equations, the memory requirement is too costly
even on the newest computers using either a direct linear
system solver or iterative solver, such as generalized minimal
residual method GMRES Ref. 27 for a moderate size pro-
tein. In the current work the fast multipole method is imple-
mented and the details will be outlined in the Appendix.
Once the above integral equations are solved the potential
inside the dielectric cavity is
r0 = −	 	

L1r,r0rdr
−	 	

L2r,r0
r
n
dr , 12
0r0 = −	 	

0L1r,r0rdr
−	 	

0L2r,r0
r
n
dr . 13
Finally, the electrostatic solvation free energy is given by
Gele = 
i=1
N  qi
1
ri +
1
1
i · ri . 14
C. The van der Waals energy contribution
The van der Waals binding free energy between proteins
A and B is defined as in Eq. 15,
Gvdw
binding
= GvdwAB − GvdwA − GvdwB . 15
Song and Zhao12 had developed a theory to calculate the van
der Waals interaction between protein molecules in an elec-
trolyte solution using the following effective action in Fou-
rier space of the polarizable dipoles:
Smr,n = −
	
2r n=−

n=
 1
r,n
mr,n · mr,−n
+
	
2 
rr

n=−

n=
 1
r,n
mr,n · Tr − r · mr,−n
+
	
2 
r,r

n=−

n=
 1
r,n
mr,n · Rnr − r · mr,−n, 16
where r,n is the frequency-dependent polarizability of a
residue located at position r. Tr−r is the dipole-dipole
interaction tensor between dipoles at r and r, where the
retardation is neglected. Rnr−r is the reaction field tensor
at Matsubara frequency n=2n /	, which captures the ef-
fect of surrounding dielectric medium. If the electrolyte sol-
vent is treated by the Debye–Hückel theory, this reaction
field tensor can be calculated by solving the PB equation
with dielectric function in and the Debye screening
length .12 The quantum partition function from this effec-
tive action of the system is
QA = 
n
 2
	 detAnA
1/2, 17
where A represents the protein A and An matrix element is
given by
Anr,r =
1
r,n
r,r − Tr − r − Rnr − r . 18
The symbol “det” represents the determinant of a matrix.
Finally the van der Waals binding free energy is given by12
Gvdw
binding
=
1
2
kBT 
n=−

n=

ln
detAnAB − ln
detAnA
− ln
detAnB . 19
095101-3 Binding affinities of protein complexes J. Chem. Phys. 133, 095101 2010
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
129.186.176.40 On: Tue, 13 Oct 2015 14:57:14
In order to evaluate the van der Waals interaction in our
model, the reaction field matrix Rnr−r has to be calcu-
lated with the properties of the proteins and of the solution.
The boundary element formulation which is used to evaluate
the electrostatic free energy can also be used to calculate the
reaction field matrix. Again consider the molecular surface 
spanned by a protein molecule Fig. 2. There are N polariz-
able dipoles mr at position r enclosed by the surface .
Inside this dielectric cavity the dielectric constant is one and
the dielectric function of the solution is in at the Mat-
subara frequency n. The inverse Debye screening length 
is given by the solution’s ionic strength. If we recognize that
in order to calculate the potential at the molecular surface a
dipole m at position r0 can be described by an effective
charge density effr=−mr−r0,28 the reaction field ma-
trix involving residues ri and r j can be written as
Rnri,r j =	 	

iFri,r j − iPri,r j

n
r j,rdr
+	 	

− i Fnj Fri,r j
+ i
P
nj
ri,r jr j,rdr , 20
where F and P are defined in Eqs. 10 and 11.  and
 /n can be obtained by solving the following integral
equations at each frequency n:
12,25
1
2
1 + inri,r0 +	 	

L1r,r0ri,rdr
+	 	

L2r,r0

n
ri,rdr = iFri,r0 , 21
1
21 + 1in n ri,r0 +	 	 L3r,r0ri,rdr
+	 	

L4r,r0

n
ri,rdr = i
F
n0
ri,r0 , 22
where L1, L2, L3, and L4 are defined in the electrostatic free
energy calculation in Eqs. 6–9. To evaluate the van der
Waals binding free energy in Eq. 19, the reaction field ma-
trix is built using the dielectric function in for each fre-
quency n. The polarizability of a residue in a protein is
given by
n = in =
nu
1 + n/rot
+
el
1 + n/I2
, 23
where nu is the static nuclear polarizability of a residue16
and rot is a characteristic frequency of nuclear collective
motion from a generalization of the Debye model. el is the
static electronic polarizability of a residue and I is the ion-
ization frequency of a residue as in the Drude oscillator
model of electronic polarizabilities. rot=20 cm−1 is used
for this calculation which is typical rotational frequency of
molecules.29 Other properties are listed in Table I based on
the calculated results from Millefiori et al.17 An accurate
parametrization of the dielectric function i of water
based on the experimental data is taken from Parsegian’s
work.30
In order to present a simple argument to show that our
model indeed captures the dispersion interaction, a Drude
model in one dimension can be used to illustrate the basic
physics of the dispersion interaction. In the one-dimensional
Drude model31 an atom with a fluctuating dipole moment is
described by a linear harmonic oscillator in which positive
FIG. 2. Schematic illustration showing the van der Waals energy formula-
tion of a single protein.  is the molecular surface of a protein, n is the
outward unit normal, and  is the dielectric constant outside solvent. mr
stands for the polarizable dipole located on the residue center.
TABLE I. Intrinsic nuclear polalizability nu Ref. 16, electronic polariz-
ability el, and ionization frequency of amino acids in unit of Å3 from
Millefiori et al. Ref. 17.
Amino acid nu el I
Ala 2.09 8.25 75 650
Arg 4.38 18.01 63 880
Asn 5.05 11.66 71 740
Asp 3.08 10.86 75 250
Cys 2.18 11.40 70 900
Gln 4.40 13.54 70 450
Glu 3.10 12.79 73 400
Gly 2.01 6.44 77 110
His 2.53 15.14 65 730
Ile 1.98 13.67 73 710
Leu 1.90 13.80 74 320
Lys 2.96 15.39 67 510
Met 2.07 15.33 66 380
Phe 2.01 18.33 67 550
Pro 1.47 11.07 71 340
Ser 3.52 8.94 74 890
Thr 4.19 10.72 73 640
Trp 3.06 23.35 58 430
Tyr 3.50 19.25 63 070
Val 1.99 11.82 74 160
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and negative charges are joined by a spring with force con-
stant k. We consider two identical neutral atoms with a sepa-
ration, R, which is much larger than the separations between
charges, x1 and x2, on the two atoms. Under these condi-
tions, the lowest-order Coulomb interaction between the two
atoms oscillators becomes a dipole-dipole interaction.
Thus, the total Hamiltonian of the system is written as
He =
mx˙1
2
2
+
kx1
2
2
+
mx˙2
2
2
+
kx2
2
2
−
2e2x1x2
R3
.
If the coupled oscillators are decoupled using a normal-mode
transformation, the zero-point energy of the system is re-
duced from that of the sum of the two uncoupled oscillators,
0, where 0=k /m, by
U = −
1
2
0
e4
k2R6
= −
1
2
0
2
R6
.
This energy difference, which is inversely proportional to the
sixth power of the separation of the two oscillators, is the
dispersion interaction energy. The second equality is ob-
tained by recognizing that the polarizability  is e2 /k for a
Drude model. Our model is the generalization of the above
simple model to account for the thermal effect and the
nuclear polarizability contributions in addition to the inter-
vening dielectric medium.
D. Implementation of the fast multipole method to the
boundary element method
The major drawback of the traditional BEM is the order
ON2 dependence of the matrix size on the number of sur-
face elements N. The large size of a matrix not only requires
larger usage of memory but also takes longer time to solve
the corresponding linear system. An efficient algorithm de-
veloped by Greengard and Rokhlin,21 the fast multipole
method FMM, is implemented to avoid storing matrix ele-
ments and to speed up matrix-vector multiplications which is
the most time consuming step in solving linear equations. To
apply the FMM algorithm to the BEM, surface elements on a
protein surface are distributed to different three-dimensional
rectangular boxes at different levels based on a hierarchical
oct-tree, and a divide-conquer strategy is applied to the far
field interactions at each level in the tree structure see Fig. 7
in the Appendix.
The fundamental observation in FMM is that the multi-
pole moment expansion of the far field interaction, which is
roughly ON2 in the direct BEM, can be approximated by
low numbers of summation depending on the designated ac-
curacy to lower computational cost. The integral elements of
matrices in the electrostatic and the van der Waals interaction
formulations are described by two different interactions,
Columbic interaction and Debye–Hückel screened Colum-
bic interaction. The detail formulations of the fast multipole
method is described in the Appendix.
E. Preparation of protein complex structures
Three protein complex systems, where extensive experi-
mental data are available, are used to test our protein-protein
interaction model. The bovine pancreatic trypsin inhibitor
BPTI-trypsin system where the crucial P1 residue had been
mutated to various residues, and the binding constants and
mutated protein complex structures have been extensively
documented.32 The other two systems are well studied
barnase-barstar complex33 and the Streptomyces griseus pro-
teinase B SGPB-turkey ovomucoid third domain complex
OMTKY3.34
In our preparations for mutant protein complex struc-
tures without experimental PDB structures, the Swiss-PDB
viewer Ref. 35 is first used to make a single mutant on the
binding site and select the best rotamer based on its lowest
score according to the formula
score = 4  Nb clash with backbone N, C, and C atoms + 3  Nb clash with backbone O atoms
+ 2  Nb clash with side-chain atoms − NbH bonds − 4  NbSS bonds,
where “Nb” is the abbreviation of “number.” Then molecular
dynamics MD simulations using CHARMM force field36
are performed to determine the final mutant structure used in
our calculations. After the mutation using the Swiss-PDB
viewer, an energy minimization in vacuum is performed us-
ing CHARMM, then further minimization is performed with
water molecules. Over 200 ps NPT simulations at 300 K are
performed using CHARMM. Either the average structure
over 100 ps or the last snapshot of the structure are used, but
there is no difference for our calculations due to the coarse-
grained nature of the model. In order to test the validity of
the simulated mutant structures as compared to the experi-
mental mutant structures, 10 P1 mutants of BPTI-trypsin
complexes based on the wild-type PDB PDB ID=3BTK
are used to validate our procedure for the simulated mutant
structures. For the BPTI-trypsin system, the crystal structures
of complexes between bovine 	-trypsin and ten P1 variants
of BPTI Ref. 37 are known experimentally PDB code:
3BTD, 3BTE, 3BTF, 3BTG, 3BTH, 3BTK, 3BTM, 3BTQ,
3BTT, and 3BTW. The RMSD studies between simulated
structures and experimental structures are within 1.3 Å the
average value from all ten mutants. Figure 3 shows the cor-
relation of calculated binding affinities between experimental
PDB structures and simulated PDB structures. Thus, the
simple mutant PDB structure from Swiss PDB viewer muta-
tion followed by MD simulations can be used as the mutant
095101-5 Binding affinities of protein complexes J. Chem. Phys. 133, 095101 2010
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structure to calculate the binding free energy of mutant com-
plexes. This method is used to generate all mutant structures
for barnase-barstar complexes and SGPB-OMTKY3 com-
plexes for calculations.
For the barnase-barstar complex system, the crystal
structure of the pseudo-wild-type barnase-barstar complex38
PDB code=1B27 is used as a template of the mutant com-
plexes. This complex contains three sets of barnase-barstar
complex, chain A is used for barnase and its binding site
mutations and chain D is used for modeling the wild-type
barstar. In order to make a wild-type protein, A40 and A82 in
barstar are mutated to Cys. As the experimental results of
barnase-barstar binding measurements indicate that the dele-
tion of N-terminal Met residue in barstar, thus in our calcu-
lation the N-terminal Met is deleted in the template protein
structure. So the final template has 110 barnase residues and
89 barstar residues. To make comparisons with experimental
binding affinities,33 seven mutant complexes Ala, Cys, Phe,
Gln, Ser, Trp, and Tyr on the Glu73 residue in barnase are
generated by the Swiss PDB viewer and followed by MD
simulations.
Finally, the crystallographic structure of the SGPB and
OMTKY3 complexes39 PDB code=3SGB is used as the
wild-type template for the mutant complexes. The following
experimental PDB structures, PDB code 1CSO, 1CT0,
1CT2, and 1CT4 Ref. 40 for P1 Ile, Ser, Thr, and Val mu-
tant complexes and PDB code 1SGP Ref. 41 for P1 Ala
mutant complex and PDB code 2NU0, 2NU1, 2NU2, 2NU3,
and 2SGF for P1 Trp, His, Arg, Lys, and Phe mutant com-
plexes already existed. However these structures were not
used to calculate the binding affinities of the mutant com-
plexes, instead the simulated structures from the wild-type
template are used as RMSDs between experimental PDB
structures and the simulated ones are all within 0.49 Å. At
the same time, binding affinity calculations of BPTI-trypsin
complexes already indicated the validity of using MD simu-
lated mutant complex structures shown in Fig. 3. Since the
wild-type template, PDB code 3SGB, has the first six resi-
dues in OMTKY3 inhibitor chain on the wild-type structure
while the protein complexes used in the binding affinity mea-
surements do not, thus, they are deleted from our simulated
structures. The final templates for the SGPB and OMTKY3
complex contains 185 SGPB residues and 50 OMTKY3 resi-
dues.
III. RESULTS AND DISCUSSION
A. Binding energy calculations of BPTI-trypsin
complexes
The binding free energies of BPTI-trypsin complexes are
calculated according to our model. First, the binding free
energy, G, is calculated and the change of binding affinity
from the mutation of P1 residue, G=Gbindmutant
−Gbindwild-type, is obtained. The correlation between
calculated and experimental data from Krowarsch et al.32 of
the binding free energy, G, is shown in Fig. 4a; the rela-
tion of changes in the binding free energy with a single mu-
tation is shown in Fig. 4b and the values are also listed in
Table II. In Fig. 4a, there are two mutants data which give
the positive binding affinity repulsion instead of small
negative affinity as the experiment shows.
The calculation of the binding free energy of BPTI-
trypsin complexes shows the positive binding energy for the
acidic P1 Asp and P1 Glu variants in BPTI-trypsin com-
plexes. Considering the binding arrangement of the P1-S1
site in the BPTI-trypsin complex, the electrostatic repulsion
between S1 Glu and acidic P1 makes the binding too unfa-
vorable when both residues are negatively charged. The ex-
perimental result still indicates favorable binding affinities of
P1 Asp and P1 Glu mutants, G=−6.478 and 8.534, re-
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FIG. 3. The comparison of the electrostatic binding free energies between
the experimental structures and MD simulated structures for the P1 variants
of BPTI-trypsin complexes. The linear fit correlation coefficient is 0.989.
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FIG. 4. The binding free energy changes of BPTI-trypsin complexes after
applying the pKa shifts of P11 Asp and P1 Glu a. The red square boxes
represent the negative charged acidic P1 variants and the green up-triangles
are for the protonated P1 after using PROPKA 2.0 Ref. 15. The red arrows
indicate the binding affinity shifts from positive to negative one. The Y-axis
is the experimental binding free energy of 10 P1 variants from Krowarsch
et al. Ref. 32. After considering the pKa shifts for the acidic P1 residues,
the correlation of G between observed and calculated data is shown in
b. The linear fit correlation coefficient from all mutants is 0.912. The linear
fit excluding the mutations involving water mediated hydrogen bonds
two acidic P1 mutants indicated by red triangles yields 0.982.
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spectively. Thus the local environmental effect on pKa, hence
the net charges on the residue, may be important in certain
situations.
The pKa shift of P1 Glu mutant in OMTKY3-SGPB
complex from 4.46 unbound to 8.74 bound was measured
by Qasim et al.42 Brandsdal et al.43 calculated the pKa of P1
Glu mutant in OMTKY3-SGPB complex to be 13.1. They
also calculated the pKa shift of P1 Glu mutant of BPTI-
trypsin complex upon binding from 4.3 to 14.3. Even though
their calculations of pKa shifts are overestimated, the idea
that acidic P1 Glu in BPTI-trypsin complex may be proto-
nated, thus negative charge no longer exists in the complex
under pH=8.3 condition, may be possible. To obtain reliable
data of local pKa in unbounded state and bounded state, we
used the PROPKA 2.0 Ref. 15 since this program is known to
be the most accurate one to predict the pKa values of amino
acids based on extensive comparisons with a large set of
experimentally determined pKa.44 For our calculations it
gives pKa values 8.7 and 8.8 for P1 Asp and P1 Glu mutants
in BPTI-trypsin complexes and also gives pKa value 8.8 for
P1 Glu mutant in OMTKY3-SGPB complex which is essen-
tially the same as the experimental one 8.74 from Qasim
et al.42 With this shifted pKa due to local environments, the
calculated binding free energies are much improved as com-
pared with the experimental one shown in Fig. 4a. The red
arrows indicate the binding free energy changes from the
positive one using generic pKa to the negative one using
pKa that accounts for the local environments.
After considering the pKa shifts for P1 Asp and P1 Glu in
BPTI-trypsin complexes, the correlation of changes in the
binding affinities between the observed and calculated data is
improved to have a correlation coefficient 0.912. Without the
two acidic P1 data the correlation coefficient is 0.982. Some
additional molecular level effects, such as the stabilization
effect of water molecules in the interface of the two proteins,
might play a role. In our model, water molecules are not
explicitly represented, thus, the effect of the hydrogen bonds
between water molecules and the side chains of interfacial
amino acids are not considered in the binding energy calcu-
lations. For example, Helland et al.37 observed that water
molecules Sol653 and Sol654 participate in forming the hy-
drogen bonds with the carboxylate group of P1 Asp and P1
Glu and the interfacial interaction between P1-S1 is stabilized
by the bridge-forming water molecules. Nevertheless, our
coarse-grained model at the residue level can clearly capture
most of the important contributions of the binding energy
except some rare situations where local environments at
atomic level need to be taken into account.
B. Binding energy calculations of barnase-barstar
complexes
The residual model is also applied to a set of barnase-
barstar complexes. As comparisons, the experimental data set
from Schreiber et al.33 for barnase-barstar is used to correlate
with our calculations. In Fig. 5, a linear fit yields the corre-
lation coefficient 0.890 for barnase-barstar complex set. The
TABLE II. Comparison of the binding free energy between the experimental
data and calculated ones G kcal/mol. The first set is the results of P1
mutants of BPTI-trypsin complexes, the second and third sets are the results
of P1 mutants of barnase-barstar complexes and SGPB-OMTKY3 com-
plexes, respectively. The PDB codes used here are based on the PDB code
of the wild-type template for each complex set: the first four letter code is
the experimental PDB code of the wild-type and fifth code is the one-letter
code of the mutated amino acid. The wild-type itself is shown in bold font.
Kcal/mol unit is used for all energy terms. The calculated binding free
energies in each complex set are shifted by setting the calculated binding
free energy of the wild-type equal to the experimental binding free energy as
our model only includes the electrostatic and van der Waals energy contri-
butions.
PDB Gobs Gcalc
3BTK 17.86 17.86
3BTKD 6.48 8.05
3BTKE 8.53 4.82
3BTKF 10.91 10.44
3BTKG 5.64 5.62
3BTKH 9.17 8.56
3BTKM 10.25 9.11
3BTKQ 8.59 7.76
3BTKT 7.37 7.39
3BTKW 9.29 10.40
1B27 19.00 19.00
1B27A 16.70 16.36
1B27C 16.50 16.45
1B27F 16.80 16.64
1B27Q 17.60 17.66
1B27S 16.00 16.42
1B27W 17.40 17.11
1B27Y 16.60 16.68
3SGB 14.51 14.51
3SGBA 11.55 12.01
3SGBC 14.52 13.88
3SGBD 8.90 7.29
3SGBE 8.59 8.18
3SGBF 13.15 12.11
3SGBH 12.81 10.73
3SGBI 10.07 11.27
3SGBK 11.36 9.87
3SGBM 14.08 14.42
3SGBR 11.17 9.95
3SGBS 10.39 10.63
3SGBT 11.34 9.04
3SGBV 11.50 12.76
3SGBW 12.66 11.66
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FIG. 5. Calculated vs observed changes of the binding free energies from P1
mutants of barnase-barstar complexes. The linear fit from all mutant sets
yields 0.890. A residue E73Ser reported to form hydrogen bonds with
water molecules in the complex is indicated by red up-triangles in barnase-
barstar complexes. The linear fit excluding this mutation involving water
mediated hydrogen bonds yields 0.932 for the barnase-barstar complexes.
095101-7 Binding affinities of protein complexes J. Chem. Phys. 133, 095101 2010
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
129.186.176.40 On: Tue, 13 Oct 2015 14:57:14
calculated binding free energies, G, for this set and the
changes in binding free energies, G, from the single mu-
tations on the active site are listed in Table II.
Excluding a mutant which may involve additional hy-
drogen bonds, the linear fit correlation improves from 0.890
to 0.932. The mutants from the wild-type Glu73 in barnase-
barstar complexes show the loss of hydrogen bonds and in-
sertion of additional water molecules reducing the loss in
binding energy. Especially for the Ser73E mutant in our cal-
culation the red triangle in Fig. 5 the loss of the hydrogen
bond and insertion of a water molecule causing destabiliza-
tion may be more severe than other. Lo Conte et al.45 and
Bahadur et al.46 analyzed the interface of protein-protein
complexes with the interfacial atomic structures and classi-
fied the ratios of water molecule participation. According to
this analysis, all the interfacial residues in the barnase-
barstrar complex are buried with water molecules. Again,
given the simplicity of our model without explicit water
modeling the correlation between the observed and the cal-
culated binding energies is quite good for this system.
C. Binding energy calculations of OMTKY3-SGPB
complexes
The experimental pKa shift of OMTKY3 P1 Glu bound
to SGPB is 8.7 see Qasim et al.,42 using the PROPKA 2.0
Ref. 15 pKa values 8.7 and 8.8 for OMTKY3 P1 Asp and
P1 Glu are obtained. With these shifted pKa, the binding free
energies, G, of protein complex set are calculated and
changes in binding free energies, G, from the single mu-
tations on the active site are listed in Table II. The correlation
of G data of our calculations with the observed data from
Lu et al.34 yields the linear fit correlation coefficient 0.828.
After taking into account the pKa shifts of the acidic P1
mutants, there are four additional exceptional data points in
the correlation fitting in Fig. 6. If all exceptional data points
are excluded, the correlation between our calculations and
the experimental results of G yields an improved linear fit
from 0.828 to 0.945.
The SGPB protein prefers hydrophobic P1 side chain
which are not branched at 	-carbon.34 The wild-type Leu18I
fits into the S1 pocket of SGPB binding site Fig. 4 in Bate-
man et al..40 This pocket has narrow top entrance and broad-
ening cavity toward the bottom. This narrow top structure
causes that the 	-branched residues cannot fit into the
pocket. Thus, the 	-branched side chains are not comple-
mentary to the shape of the S1 binding site. The observed 1
angles of these residues in S1 pocket are approximately 40°
Ile18I, 33°; Val18I, 47°; Thr18I, 39°; Ser18I, 46° or 40°
that are rotated 180° away from their actual orientations
for Val mutation, see Fig. 4 from Bateman et al..40 The
alternate conformations for Ser18I O are also observed Fig.
6 in Bateman et al..40 When the 	-branched residues in-
volve binding the bottom of the pocket is left relatively
empty to avoid the steric crashes in contrast with the wild-
type Leu18I whose side chain tightly fits into the bottom.
Finally the empty cavity which is rare in protein-protein rec-
ognition site47 causes the complementary action involving
close packing of the atoms between the two protein mol-
ecules. The destabilization of a protein complex with respect
to the cavity made by the mutation with 	-branched residue
is directly proportional to the cavity size. This uneven empty
cavity followed by the closed packing from the 	-branched
residue mutation finally alters the geometric structure of the
interface and this effect is not described in our residual
model. That is why the binding free energies of Ile18I,
Val18I, Thr18I, and Ser18I are more widely spread in Fig. 6.
On the other hand, our model can still account for the major
changes of the binding energies due to single mutations for
this system besides some effects due to atomic details.
IV. CONCLUDING REMARKS
Three sets of protein-protein binding complexes, BPTI-
trypsin, barnase-barstar, and OMTKY3-SGPB, are studied
using our residue level protein-protein interaction model.11,12
These complex sets involve changes in binding affinities of
mutations on positively charged, negatively charged and neu-
tral residues on the interfacial surfaces. Using the Poisson–
Boltzmann linear integral equation solver implemented with
the fast multipole method to calculate the electrostatic and
the van der Waals interaction free energy, reasonable agree-
ments with the binding affinities of these complexes from
experiments demonstrate the utility of such a coarse-grained
model to capture the most important contributions of protein
binding.
At the same time additional effects due to atomic details
during binding have to be considered to yield accurate bind-
ing affinities. For example, for P1 Asp and P1 Glu mutants in
BPTI-trypsin complexes, the calculated pKa based on the
PROPKA 2.0 Ref. 15 to describe the neutral behaviors of
acidic residues greatly improve the correlations with experi-
mental data. Considering the limited accuracy of calculations
of residual pKa, there will be a possible improvement of
binding free energy calculations by using the experimental
pKa especially for the residues may have large charge
changes upon binding.
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FIG. 6. Calculated vs observed changes in the binding free energy brought
by P1 mutants of OMTKY3-SGPB complexes. The linear fit from all mutant
sets yields 0.828. Deleterious effects of 	-branched residues are indicated
by red rectangles in the figure of OMTKY3-SGPB complexes. Excluding
the mutants indicated by red rectangles the linear fit coefficient raises to
0.945.
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APPENDIX: THE FORMULATIONS OF THE FAST
MULTIPOLE METHOD
The linear equations in Eqs. 4 and 5 for the electro-
static energy calculation and Eqs. 21 and 22 for the van
der Waals energy calculation have the following form:
I − LA = B , A1
where I is the identity matrix with the size of N2, A, and B
are single column vectors with the size of N, the number of
amino acid residues, for the electrostatic energy calculation
and are NN matrix for the reaction field of the van der
Waals energy calculation. Rewriting this equation with more
details yields the following form:
0 00 1  − L1 L2L3 L4 01  = F0F1  , A2
where the matrix elements, L1, L2, L3, and L4, are defined in
Eqs. 6–9. All matrix elements consist of terms involving
summation of Columbic interaction and screened Columbic
interaction. The key point for solving this linear system with
efficiency is to accelerate the matrix-vector multiplications
during iterations in the iterative linear equation solver, such
as GMRES. This can be done by introducing the FMM.
implementation of FMM is described as follows.
The multipole moment expansion for the Columbic in-
teraction is given by48
	
Sy
Fx − y
ny
ydSy =
1
4n=0
p

m=−n
n
Sn,mOxMn,mO ,
A3
where Green’s function Fx−y=1 / x−y and the multipole
moment coefficients is
Mn,mO = 	
Sy
Rn,mOy
ny
ydSy A4
and Rn,m and Sn,m are the solid harmonics defined as
Sn,mOx = n − m!Pn
mcos e−im
1
rn+1
, A5
Rn,mOy =
1
n + m!
Pn
mcos eim	n. A6
The multipole moment expansion for the screened Columbic
interaction can be written as
	
Sy
e−x−y
x − y
ydSy
=
2


n=0
p
2n + 1knr 
m=−n
n
Sn,m,Mn,m,O ,
A7
where the multipole coefficients
Mn,m,O = 	
Sy
inRn,m,	ydSy A8
and in and knr are modified spherical Bessel and
modified spherical Hankel functions are defined in terms of
Bessel function.49
Ir = i−Jir , A9
Kr =

2 sin 
I
−r − Ir , A10
inr = 2r In+1/2r , A11
knr = 2rKn+1/2r . A12
and Rn,m ,	 and Sn,m , are the spherical harmonics are
defined as
Sn,m, = Rn,m, =n − m!n + m! Pnmcos eim,
A13
where the upper bar represents the complex conjugate of the
harmonics. The integrals in Eqs. A3 and A7 can be evalu-
ated with the local expansion coefficients as follows:
	
Sy
Fx − y
ny
ydSy =
1
4n=0
p

m=−n
n
Rn,mx0x
nx
Ln,mx0 ,
A14
FIG. 7. A schematic illustration showing the hierarchical rectangular boxes
in two dimensional space for convenience. The largest box represents the
highest level, level-zero, and the smallest boxes are in the finest level, level-
three in this picture. The lightly shaded level-two boxes are in the far field
list from the target point x. The light blue boxes are in the interaction list up
to 189 boxes in three dimension which translates the multipole expansion to
the local expansion. The arrows O to O and x1 to x0 indicate multipole to
multipole and local to local translation, respectively. Finally the dark blue
boxes up to 27 boxes in three dimension are the neighbor boxes. The
interaction between the neighbors including the self-interaction can be cal-
culated by the direct BEM solver Ref. 22.
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Sy
e−x−y
x − y
ydSy
=
2


n=0
p
2n + 1inr 
m=−n
n
Sn,m,Ln,m,x0 .
A15
The expression of the local expansion coefficient for the
Columbic interaction can be written as follows:48
Ln,mx0 = 
n=0
p

m=−n
n
− 1nSn+n,m+mOx0Mn,mO .
A16
The above procedure is called, “the multiple to local trans-
lation simply M2L translation.” The equation for the M2L
translation of screened Coulombic interaction can be derived
using the properties48 of the translational equalities in the
spherical Bessel and Hankel functions derived by Epton and
Dembart50 and applying them to the modified spherical
Bessel and Hankel functions. The final expression of the
M2L translation is given by
Ln
m,x0 = 
n=0
p

m=−n
n

l=n−n
n+n−l:even
n+n
2n + 1
Wn,n,m,m,lkl,Ox0
Sl,−m−mOx0Mn,m,O , A17
where Wn,n,m,m,l is written by the following equation with
the Wigner-3j symbol.51
Wn,n,m,m,l = 2l + 1i
n−n+ln n l0 0 0 
 n n l
m m − m − m
 . A18
The oct-tree structure source code developed by Song52
is used to find its “interaction list,” which has a key role to
connect the multipole expansion to the local expansion coef-
ficients, the M2L translation. At the finest level, the interac-
tion between the elements in the nearest neighbor, called the
near field interaction, can be calculated by the direct bound-
ary element solver with the collocation method from Atkin-
son and co-worker26 and the interaction from the far field
elements, the multipole moment expansion coefficients are
translated to the higher level expansion, called “the multipole
to multipole translation M2M.” Once the M2L translations
are computed in the higher level of tree structure, they
should be translated to the lower level local expansions, fi-
nally the local expansions in the finest level in order to
evaluate the integrals and the matrix-vector multiplications.
This process is called “local to local translation L2L.” The
equations for M2M and L2L translations for Columbic and
screened Columbic interactions are given below:
Mn,mO = 
n=0
n

m=−n
n
Rn,mOOMn−n,m−mO ,
A19
Mn
m,O = 
n=0



m=−n
n

l=n−n
n+n−l:even
n+n
2n + 1
− 1mWn,n,m,m,lil,OO
Sl,−m−m,OOMn,−m,O , A20
Ln,mx0 = 
n=n



m=−n
n
Rn−n,m−mx1x0Ln,mx1 , A21
Ln
m,x0 = 
n=0



m=−n
n

l=n−n
n+n−l:even
n+n
2n + 1
− 1mWn,n,m,−m,lil,x1x0
Sl,m−mx1x0Ln,m,x1 . A22
The restarted generalized minimal residual method27 is used
to solve the linear equations and we modified the code com-
puting the matrix-vector product to make the interface to the
FMM. The comparison between the direct BEM solver and
our FMM solver in computational cost is shown on Fig. 8.
According to this figure our FMM code has a linear depen-
dence on the number of element N at the maximum level
log N, finally it follows the order ON log N algorithm. Fig-
ure 8 shows the comparison of the memory demand between
the BEM direct solver and the FMM-BEM solver for the
calculations of electrostatic energy contribution to the bind-
ing of BPTI-trypsin complexes. With the implementation of
FMM in our model, our electrostatic free energy solver only
takes about 1 Gbyte of memory, significantly smaller than
the BEM direct solver which occupies more than 7 Gbyte
using about 15 000 surface elements. The BEM solver fol-
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FIG. 8. The comparison of memory requirements between BEM direct
solver and FMM solver for the calculation of electrostatic energy contribu-
tion to the binding of BPTI-trypsin complex. The red square boxes represent
the memory usage from the BEM direct solver and the dashed line is a curve
fitting with power 1.973. The black spheres represent the FMM solver data
and the blue solid line is a curve fitting with power 1.00 with maximum
level of tree=6.
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lows ON2 algorithm whereas the FMM solver is an
ON log N algorithm. This trend can also be applied to the
computational time. The reduced computational cost in terms
of memory and time by the implementation of the FMM
algorithm; our model can be used to calculate the binding
free energy of mutations of protein-protein complexes effi-
ciently.
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