Within model-driven software development, model transformation has become a key activity. It refers to a variety of operations modifying a model for various purposes such as analysis, optimization, and code generation. Most of these transformations need to be bidirectional to e.g. report analysis results, or keep coherence between models.
Introduction
Model transformation is a central activity in model-driven software development as it is used thoroughly for model optimization and other forms of model evolution. Moreover, model transformation is used to map models between different domains for analyzing them or for automatically generating code from them. Often a model transformation is required to be reversible to translate information back to source models. For example, a transformation of a domain-specific model to some formal model for the purpose of validation should be reversible to transform back analysis results stemming from the formal model. Reversible model transformations also play an important role in the presence of system evolution. Having usually a variety of different models around in the engineering process, the evolution of one model depends on the evolution of other models. To keep models coherent to each other, model transformations have to be reversible.
Model transformations have been classified by Czarnecki, Mens et.al. [CH03, MG06] . Mens et.al. distinguish two main classes: endogenous and exogenous model transformations. While the former run within one modeling language, e.g. are used to model refactorings or other kinds of optimizations, the latter are used to translate models between different languages. In the context of this paper we concentrate on exogenous model transformations. A promising approach to reversible transformation is bidirectional model transformation, since only one transformation description is needed to deduce forward and backward transformations automatically.
A bidirectional model transformation can be well described by triple graph transformations as introduced by Schürr et.al. [KS06, Sch94] . The main idea is to relate a source and a target graph by some correspondence graph in between which is mapped to both graphs. In this way, source and target graphs are coupled and a basic structure for consistent co-evolution of the model graphs is established. Triple rules are used to formulate conditions for consistent co-evolution describing the simultaneous transformation of source and target graphs. It is often the case though that these graphs do not develop simultaneously: i.e. one graph evolves and the other one has to be updated accordingly. To capture this situation, Königs and Schürr showed that each triple rule can be split into a so-called source rule which changes the source graph only and a forward rule which updates the target accordingly. Furthermore, they lifted this result to transformation sequences in [KS06] . This means that we obtain for each triple transformation sequence a corresponding forward transformation and dually also a corresponding backward transformation sequence.
But up to now, there is no formal result showing under which conditions a given forward transformation sequence has an inverse backward sequence in the sense that both together are information preserving concerning the source graphs. The main result of this paper solves this problem under the condition that a given forward transformation sequence G 1 = tr * F == ⇒ G 2 is source consistent. Roughly speaking, that means G 1 can be generated by source rules only. This result is based on an extension of the result in [KS06] cited above, which allows to state a bijective correspondence between triple transformation sequences and combined match consistent source and forward transformation sequences. The proof of this extended result is based on the well-known Local Church-Rosser and Concurrency Theorem for graph transformations (see [EEPT06] ) which are shown to be valid also for triple graph grammars.
All main concepts and results are illustrated at a running example, which is a model transformation from class models to relational data base models. This quasi-standard model transformation has been originally defined in the specification for QVT [QVT05] by the Object Management Group. Due to space limitations, we present a triple graph grammar for a restricted form of this model transformation.
In Section 2 we start with a review of triple graph grammar for graphs and introduce the running example in Section 3. In Section 4 we show the main results concerning information preserving forward and backward transformations. In Section 5 we discuss how to obtain a general theory for triple graph transformations, which can be based also on typed and attributed graphs. Especially, a Local Church-Rosser and Concurrency Theorem for triple graph grammars are presented as instantiation of a general categorical theory for graph transformations [EPT04, EEPT06] .
Review of Triple Rules and Triple Graph Grammars
Triple graph grammars [Sch94] have been shown to be a promising approach to consistently co-develop two related structures. They provide bidirectional transformation between a pair of graphs representing these structures, which are connected using a third so-called correspondence graph together with its embeddings into the source and target graph. In [KS06] , Königs and Schürr formalize the basic concepts of triple graph grammars in a set-theoretical way. In this section, we take up this formalization and present further steps of a theory of triple graph grammars in the following sections. We first base this formalization on graphs and will discuss the extension to typed, attributed graphs in Section 5 based on category theory concepts.
Definition 1 (Graph and Graph Morphism). A graph G = (V, E, s, t) consists of a set V of nodes (also called vertices), E of edges and two functions src, tar : E → V , the source and target functions. Given graphs A triple rule describes the simultaneous development of source and target graphs as well as their correspondence, i.e. of a triple graph. Triple rules are always nondeleting and they are used for simultaneous creation of source and target models.
Definition 3 (Triple Rule tr and Triple Transformation
Step). A triple rule tr consists of triple graphs L and R, called left-hand and right-hand sides, and a triple graph morphism tr = (s, c, t) : L → R as shown in the following diagram: Moreover, we have a triple graph morphism d : G → H called transformation morphism. A sequence of triple graph transformation steps is called triple (graph) transformation sequence, short: TGT-sequence. Furthermore, a triple graph grammar T GG = (S, T R) consists of a triple start graph S and a set T R of triple rules.
Remark 1 (gluing construction). Each of the pushout objects SH, CH, T H can be constructed as a gluing construction, e.g. SH = SG + SL SR, where the Scomponents SG of G and SR of R are glued together via SL (see [EEPT06] Chapter 2 for more details).
Case Study: CD2RDBM Model Transformation
This case study presents a model transformation problem ( see [BRST05, QVT05] ) which occurs in several variants. It contains the transformation of class models to relational database models. We will use it in this paper to illustrate the triple graph grammar approach and especially, the conditions for information preserving bidirectional transformations. In contrast to [BRST05] , due to space limitations we present a restricted variant without class inheritance and with attributes of primitive data types only. The source language consists of simple class diagrams, while the target language consists of schemes for database tables. A reference structure is established as helper structure for the model transformation which relates classes with tables and attributes with columns. Associations are translated to foreign keys.
Class name: String
The relationship between the elements of the source and the target language is documented in the T GG type graph in Fig. 1 , where dashed edges represent the morphisms s and t connecting the the source and the target graph via a connection graph. Note that this case study is given in the framework of triple graphs over typed attributed graphs, which is briefly discussed in Section 5, where it is also shown how to extend the basic theory in Sections 2 and 4 to typed attributed graphs. 
Fig. 2. TGG rules
The triple rule Class2T able in Fig. 2 (a) simultaneously creates a class and a table, which are related to each other. Since all triple rules are non-deleting, they are depicted in a compact notation not separating the left from the right-hand side. All graph items, which are newly created, are annotated by "new". Those items occur in the right hand side of the rule only. Triple rule P rimaryAttribute2Column in Fig. 2 (b) creates columns and attributes. Given that a class is already related to some table, an attribute of this class is related to a column of the related table. In Figure 2 (c), the corresponding column for each primary attribute is set as primary key by rule SetKey. Finally, Fig. 3 shows the triple rule Association2F Key for creating associations related to foreign keys (FKey) pointing to columns of other tables.
:Class : 
Information Preserving Forward and Backward Transformations
For updating the changes of the source to the target graph and vice versa forward as well as backward rules are needed and they can be derived from a triple rule. In addition we can deduce a source rule tr S and a target rule tr T with empty connection and target or source component from a triple rule tr.
Definition 4 (Derived Triple Rules). Given a triple rule tr, a source rule tr S is derived by replacing the connection and target components with empty graphs and a target rule tr T is constructed analogously by replacing the connection and source components with empty graphs. Furthermore, forward rule tr F is derived by using the identical graph morphism id on the source component SR, whereas the identical graph morphism id on the target component T R allows defining a backward rule tr B :
Example 1 (derived forward and backward rules for triple rule Class2T able). Fig. 4 shows the forward and backward rules derived from triple rule Class2T able in Fig. 2 Note that the source rule tr S and the target rule tr T can be obtained by projection of tr to source and target, respectively.
Definition 5 (Projection). Given a triple graph G = (SG
A first important result shows that each TGT-sequence can be decomposed in transformation sequences via the corresponding source and forward rules and vice versa, provided that their matches are consistent. Roughly spoken, match consistency means that the matches of the source rules determine the matches of the corresponding forward rules.
The following theorem is given partly as Theorem 4.7 in [KS06] , where especially the bijective correspondence between decomposition and composition is missing, which, however, is most important in this paper.
Theorem 1 (Canonical Decomposition and Composition of TGT-Sequences).
Decomposition: For each TGT-sequence
(
there is a canonical match consistent (see Remark 2.1 below) TGT-sequence
Composition:
For each match consistent transformation sequence (2) there is a canonical transformation sequence (1). 3. Bijective Correspondence: Composition and Decomposition are inverse to each other.
The following proof uses fundamental results for Triple Graph Grammars presented in Sec. 5. Proof. For n = 1, the triple TGT-step G 0 = tr1 =⇒ G 1 can be decomposed uniquely into a match consistent TGT-sequence G 0 = G 00 = tr1 S ==⇒ G 10 = tr1 F ==⇒ G 11 = G 1 using the Concurrency Theorem (see [EEPT06] and Subsection 5.3) with concurrent rule tr1 = tr1 S * E tr1 F , because the sequence is E-related iff the comatch of G 00 = tr1 S ==⇒ G 10 is equal to the match of G 10 = tr1 F ==⇒ G 11 iff the sequence is match consistent.
Using this construction for i = 1, . . . , n the transformation sequence (1) has a canonical decomposition (12
==⇒ G 21 is sequentially independent such that the Local Church-Rosser Theorem (see [EEPT06] and Subsection 5.2) leads to an equivalent sequential independent sequence G 10 = tr2 S ==⇒ G 20 = tr1 F ==⇒ G 21 . Iteration of this shift between tri F and trj S leads to a shift-equivalent transformation sequence (2), which is match consistent.
Vice versa, each match consistent transformation sequence (2) leads to a canonical sequence (12) by inverse shift equivalence, where each subsequence is match consistent as above. In fact, match consistency of (2) implies that the corresponding subsequences are sequentially independent in order to allow inverse shifts using again the Local Church-Rosser Theorem. Now TGT-sequence (12) can be composed to TGT-sequence (1) using again the Concurrency Theorem for i = 1, .., n.
The bijective correspondence is a direct consequence of the bijective correspondence in the Local Church-Rosser Theorem and in the Concurrency Theorem.
=⇒ G 10 and the transformation morphism d 1 : G 10 → G n0 , i.e. (m1 F ) S = d1 S • (n1 S ) S and similar for all matches of the forward transformations tri F (i > 1). 2. Moreover, we have proj T (G 00 ) = proj T (G n0 ) and proj S (G n0 ) = proj S (G nn ) in (2), due to the special form of the triple rules tr1 S , .., trn S and tr1 F , .., trn F , respectively. 3. Dual results hold for target rules tr T and backward rules tr B (see lower triangle in figure above).
Theorem 1 above and its dual version lead to the following equivalence of forward and backward TGTs, which can be derived from the same general TGTsequence.
Theorem 2 (Equivalence of Forward and Backward TGTs). Each of the following TGT-sequences implies the other ones, where the matches are uniquely determined by each other.
Proof. This is a direct consequence of Theorem 1 of canonical decomposition and composition of TGT-sequences and its dual version for target rules tri T and backward rules tri B , where match consistency in 3. is defined via the Tcomponents of the matches. The projection properties follow from Remark 2.2.
In the following we use the short notations: Definition 6 (Information Preserving Forward Transformation).
Remark 3. Information preserving backward transformations and target consistency are defined dually.
Theorem 3 (Information Preserving Forward Transformation).
A forward TGT sequence G = == ⇒ H is match consistent. Vice versa given a target consistent backward transformation there is a source consistent forward transformation according to Theorem 2. Similar results hold for backward T GT -
Example 2 (backward information preserving CD2RDBM model transformation sequence). We consider a concrete forward transformation G =⇒ H from a given class model to its corresponding data base model. The class model consists of two classes and an association in between, where one class is equipped with an attribute. This transformation is performed by applying the forward rules of rule Class2T able twice (1, 2), of P rimaryAttribute2Column once (3), of SetKey once (4), and finally of Association2F Key again once (5). See the sequence of host graphs of this model transformation in Fig. 5 where the corresponding matches are indicated by contours. This forward transformation is source consistent, since there is a transformation sequence ∅ =⇒ G. The comatches of this transformation sequence correspond to the matches of the forward transformation in Fig. 5 , restricted to the source elements. It is easy to check that both transformation sequences are match consistent, i.e. the comatch of each source transformation step is not altered by forthcoming steps and is used again in its corresponding forward transformation step. Thus we can conclude from Theorem 3 that transformation G =⇒ H is backward information preserving, i.e. there is a backward transformation from proj T (H) =⇒ H and the source graph of H is equal to G. The backward transformation with the matches of the corresponding backward rules is shown in Fig. 6 . 
General Theory of Triple Graph Transformations
In Section 2 we have introduced triple graphs and triple graph transformations based on graphs and graph morphisms (see Definition 1 -3). In this section we extend the concept to triple graphs based on typed, attributed and typed attributed graphs in the sense of [EEPT06] . The corresponding categories are adhesive HLR categories, which allows to instantiate the general theory of adhesive HLR-systems in [EEPT06] to all these variants of triple graph transformations. This allows not only to obtain the well-known Local Church-Rosser and Concurrency Theorem for triple graph transformations, which are used in a special case in the proof of Theorem 1 above, but also other general other results shown in [EEPT06] including negative application conditions and critical pair analysis.
Triple Graph Transformations as Instantiation of Adhesive HLR Categories
Adhesive HLR categories and systems have been introduced in [EPT04] as general categorical framework for several variants of graphs and graph transformation systems. Two important instantiations of this framework are on the one hand graph transformations based on graphs and graph morphisms (see Section 2) leading to the category Graphs and on the other hand attributed graphs and attributed graph morphisms (see [EPT04] ) leading to the category AGraphs. Attributed graphs AG = (G, D) are roughly speaking pairs of graphs G and data type algebras D, where some of the domains of D are carrying the attributes of the graphs G. Rule graphs are attributed by a common term algebra such that left and right hand side graph items may have arbitrary terms as attributes.
The category TripleGraphs of triple graphs and triple graph morphisms (see Section 2) can be constructed as a diagram category over Graphs and becomes also an adhesive HLR category (see Fact 4.18 in [EEPT06] ). Analogously, the category TripleAGraphs of attributed triple graphs is a diagram category over AGraphs. Moreover, given type graphs T G in TripleGraphs (resp. AT G in TripleAGraphs) we obtain the category TripleGraphs TG of typed triple graphs (resp. TripleAGraphs ATG of typed attributed triple graphs) as slice categories over TripleGraphs (resp. TripleAGraphs) leading again to adhesive HLR-categories. This result implies that the general theory of adhesive HLR systems can be applied to triple graph transformations based on the categories TripleGraphs, TripleGraphs TG , TripleAGraphs, and TripleAGraphs ATG . In the following we use the abbreviation Triple if we mean one of these categories.
Local Church-Rosser Theorem for Triple Graph Transformations
In this section we formulate independence of triple graph transformations and the Local Church-Rosser Theorem for triple graph transformations in the special case of nondeleting rules in each of the categories Triple of triple graphs (see Section 5.1). Given two triple rules tr 1 : L 1 → R 1 , tr 2 : L 2 → R 2 , the triple transformation steps G 1 = tr1,m1
==== ⇒ G 3 are called "sequentially independent" if there is a triple morphism d : L 2 → G 1 with g 1 • d = m 2 . This allows to apply tr 1 via g 1 • m 1 to G 2 and also tr 2 via match d to G 1 .
In the case of given triple transformation steps G 1 = tr1,m1 ==== ⇒ G 2 and G 1 = tr2,m 2 ==== ⇒ G 2 we have always "parallel independence", because tr 1 can also be applied to G 2 via match g 2 • m 1 and tr 2 can also be applied to G 2 via match g 1 • m 2 . Note that for the general case of deleting rules L ← K → R the conditions for parallel and sequential independence are similar and symmetric and especially nontrivial for parallel independence. For nondeleting and deleting triple rules we have the following Local Church-Rosser Theorem for triple graph transformations based on the category Triple. x Ð y y y y y y y y y y tr2,m2
x Ð y y y y y y y y y y G 3 Moreover there is a bijective correspondence between the two pairs of sequentially independent triple transformations between G 1 and G 3 in the sense that G 2 and G 2 and the matches m 1 , m 2 and m 2 .m 1 are uniquely determined (up to isomorphism) by each other. For this reason they are called shift equivalent.
Proof. Follows directly from Theorem 5.12 in [EEPT06] for adhesive HLR categories and Theorem 4 above for the 4 choices of the category Triple. The bijective correspondence is not explicitly formulated in Theorem 5.12, but is a direct consequence of the proof in analogy to Theorem 5.18.
Concurrency Theorem for Triple Graph Transformations
In contrast to Section 5.2, where we consider independent transformations, which can be applied in any order, the following Concurrency Theorem is especially useful, if a given transformation G ⇒ H ⇒ G is sequentially dependent. In fact, we are able to reduce the sequence to a single step G ⇒ G using a so-called E-concurrent rule.
Given two triple rules tr 1 : L 1 → R 1 and tr 2 : L 2 → R 2 , a triple graph E and triple graph morphisms e 1 : R 1 → E, e 2 : L 2 → E, there is an E-concurrent rule tr = tr 1 * E tr 2 defined by tr = r • l provided that there are triple graphs L and R and corresponding triple graph morphisms s.t. (1) and (2) 
Example 3. For given tr : L → R with tr S : L 1 → R 1 , tr F : L 2 → R 2 , E = L 2 , e 1 = (id, ∅, ∅) and e 2 = id we have tr S * E tr F = tr, because diagrams (3) and (4) below are pushouts in Triple and tr F • tr S = tr. Hence tr is equal to the E-concurrent rule tr S * E tr F .
