In this paper, a novel convolutional neural network model for blind deconvolution of images is proposed. The structure of the model is based on two sub models devoted, respectively, to deblurring and denoising of an input image. The model has been designed to restore a picture affected by different kinds of noise. The main innovation is the introduction of a regularization term in the training cost function, based on a blurred/non-blurred classification tool. Results show interesting features of the model, particularly regarding the robustness of results. The comparison with other state-of-the-art models confirms the value of the model proposed in this study.
INTRODUCTION
In the last decade, we have faced a vast amount of digital images in different application domains, from personal mobile devices to medical equipment and from sports cameras to telescopes. These pictures can be blurry for some reason, such as camera motion, image compression, and being out-of-focus. The availability of these large amounts of images stimulates the need for tools that can enhance their quality. The objective of this work is to restore a blurred image without any prior information about the picturecalled blind deconvolution 1 . Since in a blind approach information about the blurring process is not provided, it can be demonstrated that the problem is ill-posed [9] from an analytical point of view.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). In this study, a novel convolutional neural network for blind image deconvolution is proposed. Although this is a long-standing problem and similar solutions have already been proposed [14, 17, 21, 21, 23] there is room for improvement over the best existing methods. The contribution of this work is related to the introduction of a regularization term in the cost function adopted for the training that facilitates the convergence of the model toward not-blurred images. The proposed solution can deblur a blurry image, and at the same time, it can keep the quality of input images which are not blurred at all. Moreover, the final results of the network on blurry images show improvements in the quality of the output compared to the similar available solutions in the literature.
The rest of the paper is organized as follows. Section 2 introduces the state of the art. In Section 3 an introduction to algorithms for blind deconvolution is provided, while Section 4 describes the proposed model for image deconvolution. Finally, evaluation of the proposed model is provided in Section 5.
RELATED WORK
Over the last few years, many works have been done on deblurring digital images. Most of these studies have been developed as optimization problems and referred to either a total variation (TV) approach [1, 3, 4] or a maximum a priori probability (MAP) approach [8, 12, 13] . Assessments of these models often display poor results concerning the variability of blurring filters and noise of images. Furthermore, such approaches rely heavily on certain assumptions about the properties of the original de-convoluted image. However, given the enormous dimensionality of the space of the original image, posing such assumptions yields an oversimplified modeling of the problem.
Sun et al. [17] proposed a model for finding the blur kernel within an image. This model does not provide a tool for recovering the deblurred image while performing the denoising of the deconvoluted image.
Recently, deep learning approaches have been proposed for image restoration problems. Deep learning algorithms build an inner generative model based on the data. This model is typically much more complex and close to the real nature of the data, given that training samples describe the space of the data correctly. Therefore the greatest advantage of such approaches lies in their ability to use a better generative model of the original image to drive the restoration of the convoluted picture. Xu et al. [20] used an auto-encoder model for image denoising and in-painting tasks. Although this model can restore images for a wide range of modifications, it does not accomplish image deblurring.
Many works have been done on non-blind image deconvolution using a machine learning approach [14, 16, 24] . Although they present the proper results about image deblurring, the non-blind approach requires some information about the image a priori and cannot be used in many application domains, for which no information is available about the image a priori. For instance, Schuler et al. [14] proposed a machine learning approach for non-blind image deconvolution. They adopted an MLP (multi-layer perceptron) network for their model. Their evaluation results showed state-of-the-art results when trained on a specific kernel, but the performance of their model decreases significantly when facing multiple blur types. Moreover, as stated before, this approach requires some information about the image a priori.
Blind deblurring has been a long-studied task (e.g. [2, 6, 7, 10, 11, 15, 19, 21] ). Specifically, Chrysos et al. [6] presented a blind deblurring method for human faces. However, their solution is domain-specific and cannot be applied to many application domains. The authors of [19] , and [10] introduce specific statistical tools in an optimization framework. Even though the adoption of these tools can enhance the performance of more general analytical methods, they can lead to unsatisfactory results where the hypotheses at their basis are not respected. There are other similar works [7, 11] that adopt deep learning solutions for non-blind deconvolution but within a restricted application domain, such as microscopic imagery and motion blurred images. Another deep learning approach is proposed by Schuler et al. [15] . However, it fails for large size kernels.
Finally, Xu et al. [21] proposed a DCNN (deep convolutional neural network) for recovering blurry and noisy images in a blind deconvolution framework. This model appears as one of the most important proposals for our image deblurring model, using deep learning methods. However, their model will fail if the image is not blurry. In this case, the output image would have worse quality than the input image. In this paper, we propose a model that solves this very last limitation. Moreover, our experimental results show that our approach outperforms the state-of-the-art methods on blind image deconvolution.
BLIND DECONVOLUTION ALGORITHMS
The image deconvolution theoretical framework is given by the inverse problem of recovering the base version x of an input image y obtained as a convolution of x with a filter k (often indicated as PSF, point spread function) and considering a random noise n:
Random noise could be attributed to image saturation and compression artifacts. Image deconvolution problems arise when, given the blurred image y, the original picture x has to be retrieved. If the PSF at the basis of convolution is known, the deconvolution is said to be non-blind. Otherwise, the problem is indicated as blind deconvolution.
Main developments of both problems are linked to the application of the deconvolution theorem that allows considering the convolution as an element-wise product of Fourier transformed variables. In this way, it is possible to approximate the deconvolution task introducing a pseudo-inverse kernel k * . The Fourier transform of such a pseudo-inverse kernel can be computed as the reciprocal of the Fourier transform of k:
In Equations 2, 3, and 4 F and F −1 denote respectively the Fourier transform and the inverse Fourier transform. Since the noise term has been neglected, and to avoid division-by-zero in the frequency domain, a regularization term is usually introduced. The Wiener deconvolution [18] corresponds to the implementation of such a regularization and can be expressed as follows:
where SN R is the Signal to Noise Ratio and k inv synthesizes the terms relative to the pseudo-inverse kernel. Problems related to non-blind deconvolution mainly deal with the quality and the computational efficiency methods to perform the retrieving of x. Moreover, such methods do not always succeed to be robust concerning possible noise effects in the output image [21] .
Blind deconvolution methods constitute an analytical ill-posed problem, since not a single x, k couple exists for a given blurred image y. To deal with this problem, a further constraint on the problem can be introduced, considering characteristics of natural, i.e., not blurred images. In particular, it has been pointed out that gradient distribution of such images is usually the sparsest among the possible retrievable images [5, 8, 13 ].
PROPOSED MODEL
Our model is inspired by the technique introduced in [21] . Their result is achieved using a neural network with convolutional layers constituted by filters with large sizes that are supposed to effectively reproduce the suited inverse filters for an input blurred image. Because of the nature and the size of these layers, a proper initialization is needed to optimize the representation of the inverse filters. Indeed, the initialization of deblurring layers is carried out, defining an inversion process of a set of blurring filters that are supposed to represent the range of effects observed in input images. The inversion could be performed retrieving k inv as described in Equation  5 . However, the authors used the inversion technique described in [22] that is claimed to be numerically more robust. Moreover, spatial filters are decomposed into the combination of two 1D filters. Finally, the denoising sub model is constituted by a list of convolutional layers with small size filters that exploit the depth information collected among themselves. Drawbacks of this model can be associated with the initialization of well-suited deblurring filters and the training of a massive neural network architecture. The model provided in this study proposes a modified version of this approach, where proper solutions for these issues are introduced.
In this section, first, the model used is described, along with the selection of the training cost function. Then the data retrieving activity and the training strategy are outlined.
Similar to work in [21] , we also developed a DCNN model for deblurring and denoising images with a blind approach. Several differences have been introduced, related to the architecture, the cost function, and the training of the model.
To be able to visualize and interpret deblurring filters, single 2D convolutional layers have been used instead of two 1D layers in the deblurring sub model. Another difference between our model and the one proposed by [21] regards the depth of convolutional layers for the denoising sub model. Design experiments showed that this size was much too expensive concerning the need of restoring images mainly affected by blurring effects. Therefore, to reduce the complexity of the network, the depth of denoising layers has been decreased.
Finally, the training has been performed using a regularized cost function. The regularization term is based on the output of a classification model designed and trained for distinguishing between blurred and non-blurred images.
Networks for classification and deblurring are illustrated in Figure The output of the classification model is provided on a continuous scale, with lower values associated with non-blurred images and higher values related to blurred images. Such an evaluation is carried out using the assessment given by the classification model, weighted with a probability of reliability. Motivations behind the need for the introduction of such a reliability measure arise from the observation that often images do not contain enough information for a reliable classification. Therefore, to account for this effect, a coefficient that measures the information available for the deblurring has been designed. Such a coefficient is given by the following relationship:
where s i is the corrective coefficient for the i-th image, ϕ is the logistic function, σ (p i ) is the mean standard deviation of image patches in the i image, β and γ are specific coefficients. These coefficients have been calibrated evaluating thresholds values of σ (p i ) corresponding to non-informative images and maximum valuable informative pictures. The final expressions for the computation of the cost function is reported in Equation 7:
where y i is the i-th image provided for the cost computation, N is the number of such images,ŷ i is the target value, α is a regularization coefficient, b i is the result of the classification, and s i is the weight relative to the level of image information available for the deblurring.
The final cost function designed in this way is supposed to penalize output images that are evaluated as still blurred, and therefore, to lead the training toward a picture classified as non-blurred. The effectiveness of these assumptions has been practically evaluated during the calibration of the α coefficient. Such a process has been pursued, repeating the training for several values of the alpha coefficient and evaluating performances on a benchmark of images. Results are reported in Section 5.
Training Insights
To build the dataset for the training of the models, a collection of large size and possibly good quality (i.e., without noise) wallpaper from the web has been downloaded. A procedure to add a Gaussian blur effect and several types of noise has been designed and applied to each image. Specifically, this procedure includes the application of a Gaussian blur, a jpeg compression, a saturation effect, and random noise. Parameters of each effect are randomly selected from a specific range to reproduce their variability.
The classification model has been trained randomly, providing, as input, original or noisy images, respectively, with a target value equal to zero and one.
The complexity of the deconvolution network and the high number of parameters to be calibrated implies some difficulties for its training. To tackle this issue, a warm-up has been performed with a short training, using a subset of the training dataset. After this warm-up, the training was switched to a standard stochastic training.
The training relative to the deconvolution network demonstrated to be highly computationally demanding. To carry out both the starting experiments and to train the network, a server called HPC 90 2 assembled by the AGS S.p.A 3 with an array of eight GPUs has been prepared, along with a library to implement a data-parallelism framework. Specifically, eight Nvidia GeForce GTX 1080 Ti have been used to split the training batch size equally. The hardware description is stated in Table 1 .
EVALUATION
The trained classification model can correctly classify ∽ 80% of the test images as blurred/non-blurred. It has been verified that 
with peakvalue being the maximum theoretical value for input images. Both blurred and deblurred images are compared with the original version using the PSNR (Table 2) . De-blurred images systematically display an enhancement regarding PSNR value. A first analysis has been performed for the calibration of the regularization coefficient α. The training has been repeated for several values of α, along with the evaluation of the PSNR for the benchmark images (Figure 2) . Results show that the best value is achieved by α = 0.2. This result demonstrates that the introduction of the regularization term improves the performance of the training, as the results obtained for α greater than zero outperform those for α equal or close to zero. Using the calibrated model, an evaluation of the model has been applied to benchmark images (Figure 3) .
The model proposed has been compared with two other models available in the literature, i.e., the model proposed by Xu et al. [21] and the algorithm proposed by Krishnan et al. [12] that respectively represent a reference for deep learning and optimization approaches. This comparison has been performed on blurred images with a more relevant disturbance level that is more closely related to real cases. Results, in terms of PSNR, are reported in Table 3 . As can be observed, even though values often differ very slightly and a clear ranking of the models cannot be depicted, the model proposed in this study outperforms other models for several images and it can retrieve a de-blurred image with PSNR value greater than that of the input image.
CONCLUSIONS AND FUTURE WORK
In this paper, a new blind image deconvolution model has been proposed. The model is given by a convolutional neural network trained with the introduction of a regularization term in the cost function that boosts the identification of de-blurred images. Results confirm that the output retrieved by the model for input blurred images appears de-blurred and a PSNR measure confirms the improvement of pictures.
