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Effect of structural disorder is investigated for an XY pyrochlore antiferromagnet with continuous
degeneracy of classical ground states. Two types of disorder, vacancies and weakly fluctuating
exchange bonds, lift degeneracy selecting the same subset of classical ground states. Analytic and
numerical results demonstrate that such an “order by structural disorder” mechanism competes
with the effect of thermal and quantum fluctuations. Our theory predicts that a small amount of
nonmagnetic impurities in Er2Ti2O7 will stabilize the coplanar ψ3 (mx2−y2) magnetic structure as
opposed to the ψ2 (m3z2−r2) state found in pure material.
PACS numbers: 75.10.-b, 75.50.Ee, 75.40.Mg
I. INTRODUCTION
Geometrically frustrated magnets with competing ex-
change interactions often display continuous, symmetry
unrelated degeneracy of classical ground states. Such
an ‘accidental’ degeneracy may be lifted by weak ad-
ditional interactions. Those are always present in real
materials but can significantly vary even between simi-
lar compounds. Therefore, a lot of studies on frustrated
magnets have been devoted to understanding the univer-
sal degeneracy-lifting mechanism produced by thermal
and quantum fluctuations. The corresponding concept
named “order by disorder” was pioneered by Villain et
al. [1] and Shender [2] and, in a nutshell, relates the
ground-state selection to softer excitation spectrum for
certain degenerate states. Being investigated for numer-
ous spin models, the order by disorder mechanism finds
so far only a few realizations in magnetic materials. Per-
haps the clearest examples of the order by disorder se-
lection are provided by the 1/3-magnetization plateau in
triangular-lattice antiferromagnets [3–6] and by a zero-
field noncoplanar spin structure of the XY pyrochlore
antiferromagnet Er2Ti2O7 [7, 8].
Weak lattice disorder, if present in a magnetic solid,
changes locally parameters of the spin Hamiltonian and
can also affect the ground state selection [9–12]. For
a few studied models, the structural disorder tends to
select classical ground-states in precisely the opposite
manner compared to the thermal and quantum effects.
These include an orthogonal magnetic structure for the
J1–J2 square lattice antiferromagnet [9, 11] and a conical
state for the Heisenberg triangular-lattice antiferromag-
net in an external field [12]. In our previous work, such
a difference was explained by opposite signs of effective
biquadratic interactions generated by two types of the
order from disorder: thermal and quantum fluctuations
yield a negative biquadratic exchange [13, 14], whereas
bond and site disorder produce a positive biquadratic
term [12]. Note, that in a rather different context a pos-
itive biquadratic coupling in ferromagnetic multilayers
was attributed to interface roughness [15].
The known examples bring up a problem of further
generalization of the above principle. Specifically, for
some highly symmetric frustrated spin models, an effec-
tive interaction that is able to lift the classical degener-
acy appears only beyond the fourth-order terms in the
Landau energy functional. Then, a biquadratic coupling
of either sign leaves degeneracy intact raising again the
question about the outcome of the order from structural
disorder selection.
As a matter of fact, such a highly symmetric frustrated
spin model is realized in the anisotropic XY pyrochlore
Er2Ti2O7 [16–22]. This pyrochlore material orders at
TN ≃ 1.2 K into a noncoplanar k = 0 antiferromag-
netic structure called the ψ2 state [16, 17]. To empha-
size its symmetry properties we shall denote this state as
m3z2−r2 in the following. At the mean-field level, there
is no energy difference between the m3z2−r2 state and
the coplanar mx2−y2 (ψ3) state, see Fig. 1. The two
states form a basis of the E irreducible representation
of the tetrahedral point group and can be continuously
turned into each other by simultaneous rotation of four
sublattices. Such degeneracy persists even with an extra
biquadratic exchange, but the harmonic spin-wave calcu-
lations indicate that fluctuations choose the noncoplanar
m3z2−r2 state [7, 8, 23–26]. Therefore, it is instructive
to study the role of structural disorder, in particular,
nonmagnetic vacancies, on degeneracy lifting for the XY
pyrochlore antiferromagnet. This is even more so in view
of well established experimental possibility to systemati-
cally substitute nonmagnetic ions in pyrochlore materials
[27, 28].
In the present work we study theoretically the effect
of structural disorder on the classical XY pyrochlore
antiferromagnet. Similar to other frustrated models,
structural disorder favors in this case a different sub-
set of classical ground states compared to those se-
lected by quantum and thermal fluctuations. Specif-
ically, we predict that nonmagnetic impurities substi-
tuted into Er2Ti2O7 will stabilize the coplanar mx2−y2
antiferromagnetic state. The paper is organized as fol-
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FIG. 1. (Color online) Ordered magnetic structures of the
XY pyrochlore antiferromagnet: (a) the coplanar Palmer-
Chalker statemxy, (b) the noncoplanar statem3z2−r2 , and (c)
the coplanar state mx2−y2 . (d) Schematic phase diagram of
the model (1) showing the lowest-energy magnetic structures
depending on the ratio Ja⊥/J⊥. Circle marks the value of
Ja⊥/J⊥ in Er2Ti2O7.
lows. Section II describes the spin model appropriate for
anisotropic XY pyrochlores. In Sec. III we develop an
analytical approach to the problem of the ground state
selection in the framework of the real-space perturbation
theory. Section IV contains our main analytic result: cor-
rections to the classical ground state energy produced by
weak bond and site disorder. Numerical results in sup-
port of the analytic analysis include the ground-state en-
ergy minimization and Monte Carlo simulations and are
described in Sec. V. In Sec. VI we discuss competition be-
tween state selection produced by quantum fluctuations
and the structural disorder in view of possible realization
in Er2Ti2O7. Finally, Sec. VII contains conclusions and
gives further outlook.
II. SPIN MODEL
Low-temperature magnetic properties of Er2Ti2O7 and
a number of other insulating pyrochlore materials are well
approximated by an effective pseudo-spin-1/2 model for
interacting Kramers doublets produced by strong crystal-
field splitting. In the case of Er2Ti2O7, the crystalline
electric field determines the predominantly planar char-
acter of the lowest-energy Kramers doublets [16]. Cor-
respondingly, the effective spin-1/2 Hamiltonian features
the anisotropic XY interactions: [7]
Hˆ =
∑
〈ij〉
[
J⊥S⊥i · S⊥j + Ja⊥(S⊥i · rˆij)(S⊥j · rˆij)
]
. (1)
Here rˆij = (ri − rj)/|ri − rj | is a unit vector in the bond
direction and spin components are taken with respect to
the local axes such that the zi direction coincides with
the [111] axis and S⊥i refers to the projection onto the
orthogonal plane. We are interested in the case of anti-
ferromagnetic exchange interactions J⊥, Ja⊥ > 0 relevant
to Er2Ti2O7 and assume an arbitrary value of spin S
in order to separate classical and quantum effects in the
framework of the semiclassical 1/S expansion. Further
details on geometry of a pyrochlore lattice and different
forms of the spin Hamiltonian (1) are provided in Ap-
pendix A.
We begin with description of the classical ground states
of the spin model (1). Depending on the sign of Ja⊥,
magnetically ordered states belong to one of the two
different classes, which transform according to E (Γ5)
or T2 (Γ7) irreducible representations of the tetrahedral
point group. Figure 1(d) shows a classical ground state
phase diagram of the model (1). For negative Ja⊥ the
anisotropic exchange has the same effect as the long-
range dipolar interactions. It selects the Palmer-Chalker
states [29], represented by the mxy state in Fig. 1(a).
Their classical energy is ET2 = −S2(J⊥ − 12Ja⊥). For
Ja⊥ > 0 the ground state belongs to a two component
E representation with the energy EE = −S2(J⊥+ 12Ja⊥).
Its basis is formed by the noncoplanar statem3z2−r2 (ψ2)
and the coplanar mx2−y2 (ψ3) state. These are shown in
Figs. 1(b) and 1(c), respectively. The value Ja⊥ = 0 is a
highly degenerate point, where many states with differ-
ent ordering wavevectors have the same classical energy
[23].
Focusing on Ja⊥ > 0, we specify the local xˆi and yˆi axes
on each site along the two E-states, see Appendix A, and
parameterize the whole manifold of degenerate classical
ground states with an angle ϕ
Si = xˆi cosϕ+ yˆi sinϕ. (2)
Values ϕ = πk/3 and ϕ = π
(
k + 12
)
/3 correspond to
different m3z2−r2 and mx2−y2 states, respectively.
According to the group theory m3z2−r2 and mx2−y2
states remain strictly degenerate for a general case of the
bilinear spin Hamiltonian involving further anisotropic
terms or couplings to distant neighbors. An effective bi-
quadratic exchange (Si·Sj)2, does not lift this degeneracy
either. The degeneracy may be lifted only by interactions
of the sixth order in spin components, which are usually
small in real materials. Hence, the spin model (1) pro-
vides an interesting example of the order from disorder
selection. For 0 < Ja⊥/J⊥ < 4, thermal and quantum
fluctuations favor the noncoplanar ground states of the
type m3z2−r2 , including the point Ja⊥/J⊥ ∼ 1.5 corre-
sponding to Er2Ti2O7 [7, 8, 26]. For J
a
⊥/J⊥ > 4, the
selection takes a different route and fluctuations stabi-
lize the mx2−y2 states [24]. The corresponding tran-
sition at Ja⊥ = 4J⊥ is indicated by a dashed line in
Fig. 1(d). In the next section we show that quantum
and thermal corrections to the classical energy generate
Eeff ∼ (Ja⊥−4J⊥) cos 6ϕ explaining the above transition.
III. REAL-SPACE PERTURBATION THEORY
The aim of this section is to present a simple ana-
lytic derivation of the previously obtained results [7, 8,
23, 24] on degeneracy lifting by thermal and quantum
3fluctuations in the anisotropic XY pyrochlore. Instead
of calculating excitation spectra around a few selected
states, we use the real-space perturbation theory [12–14,
30, 31], which avoids numerical diagonalization and inte-
grations procedures and treats all possible ground-state
spin configurations on equal footing. Basically, the real-
space expansion is a perturbative treatment of transverse
spin fluctuations neglected in the mean-field approxima-
tion and, as such, is a variant of the 1/z expansion with
z being a number of nearest neighbors (see Sec. III C).
A. General formalism
The real-space perturbation expansion starts with (i)
rewriting the Hamiltonian in the local frame around an
arbitrary ground-state spin configuration and (ii) sepa-
rating all terms, which depend on deviation of only one
spin. This on-site part is subsequently regarded as a non-
interacting Hamiltonian Hˆ0 with trivially calculated ex-
cited states. All other terms describe interactions of spin
fluctuations on adjacent sites and are treated as a pertur-
bation Vˆ . Standard thermodynamic or quantum pertur-
bation theories are used to calculate the effect of Vˆ . The
obtained correction terms generate effective spin-spin in-
teractions beyond the original spin Hamiltonian and pro-
duce the order by disorder effect. For both quantum and
thermal fluctuations, the second-order expansion gener-
ates effective biquadratic exchange terms [12–14]. Here,
we need to go to the next third order to obtain effective
degeneracy-lifting interactions in the case of Er2Ti2O7.
To proceed with calculations for the anisotropic XY
pyrochlore (1) we shall use an alternative form of the
spin Hamiltonian
Hˆ =
∑
〈ij〉
[−J±(S+i S−j + S−i S+j )
+ J±±(eiγijS+i S
+
j + e
−iγijS−i S
−
j )
]
, (3)
where spin components are assigned for a specific choice
of coordinate axes in the local xy planes, see Appendix A
for definition of axes, bond dependent phases γij and fur-
ther details. In particular, the new exchange parameters
are related to the original constants via
J± =
1
12
(2J⊥ + Ja⊥) , J±± =
1
12
(4J⊥ − Ja⊥) . (4)
These new interaction parameters coincide with those
used by Savary et al. [8], though our spin Hamiltonian is
written somewhat differently.
Next we transform to the sublattice basis such that
the local z-axis becomes parallel to the spin direction (2)
and the local x-axis lies in the respective easy plane. Spin
components in the new coordinate frame are denoted by
S
α. Then, the spin Hamiltonian takes the form
Hˆ =
∑
〈ij〉
[
hijS
z
i S
z
j −MijSxi Sxj −Kij(Sxi Szj + Szi Sxj )
]
, (5)
where hij , Mij , and Kij are bond-dependent constants
hij = −2J± + 2J±± cos(2ϕ+ γij),
Kij = 2J±± sin(2ϕ+ γij), (6)
Mij = 2J± + 2J±± cos(2ϕ+ γij).
They explicitly depend on angle ϕ, which parameterizes
the classical ground states. Finally, we extract the on-site
part and rewrite (5) as Hˆ = Hˆ0 + Vˆ1 + Vˆ2 + Vˆ3, where
Hˆ0 = h
∑
i
(S − Szi ), Vˆ1 = −
∑
〈ij〉
Kij(S
x
i S
z
j + S
z
i S
x
j ),
Vˆ2 = −
∑
〈ij〉
MijS
x
i S
x
j , Vˆ3 =
∑
〈ij〉
hij(S− Szi )(S− Szj ). (7)
The constant h =
∑
j hij = 12J±S is an amplitude of a
local magnetic field, which is the same on every site. In
the above expression we also omitted a constant term cor-
responding to the classical energy. In the two following
subsections we calculate the relevant energy corrections
generated by thermal and quantum fluctuations.
B. Thermal Order by disorder
Here we consider a model of purely classical spins of
unit length |Si| = 1. At low temperatures, spins fluctuate
about their equilibrium directions by small Sx and Sy
corresponding to deviations within the local easy plane
and out of it, respectively. The local fluctuations are
governed by
Hˆ0 = h
2
∑
i
(Sxi
2 + Syi
2) . (8)
The linear in Sx terms included in Vˆ1 vanish for the
lowest-energy state. Thus, both Vˆ1 and Vˆ3 describe non-
linear effects and produce higher-order contributions in
T , which will be neglected in the following.
We now proceed with the classical thermodynamic per-
turbation theory to determine the free-energy correction
generated by Vˆ2. The calculation is rather straightfor-
ward [14] and we present only the final result. The
second-order contribution ∆F (2) = −〈Vˆ 2〉/2T is the
same for all classical ground states (2). The leading state-
dependent correction appears in the third order:
∆F (3) =
〈Vˆ 32 〉0
3T 2
= − 2T
(12J±)3
∑
△
MijMjkMki, (9)
where 〈. . .〉0 denotes thermodynamic averaging with re-
spect to Hˆ0. Summation in (9) is performed over all tri-
angular plaquettes of a pyrochlore lattice and i, j, k ∈ △.
Substituting Mij from (6) we obtain
∆F (3) ≃ −TJ
3
±±N
216J3±
cos 6ϕ . (10)
4where N is the number of sites. Here and everywhere
below ≃ sign means that ground state independent con-
stant term has been omitted. The correction ∆F (3) is
linear in T reflecting the fact that it is produced by the
harmonic fluctuations. It also has the six-fold symme-
try in agreement with the Z6 symmetry breaking in the
m3z2−r2 magnetic structure [26]. The respective term
changes sign with J±±, i.e., for Ja⊥/J⊥ = 4, in total
agreement with the phase diagram sketched in Fig. 1(d)
and with the previous findings [24]. For the ratio of pa-
rameters Ja⊥/J⊥ ∼ 1.5 appropriate for Er2Ti2O3, J±±
is positive and thermal fluctuations select ϕ = 0, π/3, ...
corresponding to the noncoplanar m3z2−r2 spin configu-
ration.
C. Quantum order by disorder
We now set T = 0 and use the Rayleigh-Schro¨dinger
perturbation theory to calculate quantum corrections to
the classical ground-state energy. For that we treat Sα
as spin operators obeying the standard commutation re-
lations. Again we focus on the effect of Vˆ2, which is more
conveniently written in terms of spin raising and lowering
operators
Vˆ2 = −1
4
∑
〈ij〉
Mij(S
+
i + S
−
i )(S
+
j + S
−
j ) . (11)
The ground state |0〉 of the noninteracting Hamilto-
nian Hˆ0 coincides with a chosen classical ground state
and corresponds to a ‘fully-saturated’ state in the rotated
basis: S+i |0〉 = 0. The latter property yields 〈0|Vˆ |0〉 = 0
and determines that every term in the perturbation se-
ries starts and ends with creation and annihilation of a
pair of spin flips. For instance, the third-order correction
is given by
∆E(3) =
∑
n,m
〈0|Vˆ |n〉〈n|Vˆ |m〉〈m|Vˆ |0〉
(E0 − En)(E0 − Em) , (12)
where |n〉 and |m〉 are excited states of Hˆ0 with En,m =
E0+2h. Since h = O(z) and Vˆ = O(1), each extra order
of the real-space expansion contributes a factor 1/z to
the corresponding energy correction.
Detailed analysis of all second- and third-order terms
in the real space perturbation expansion is presented in
Appendix B. In particular, ∆E(2) yields an energy shift
which is independent of ϕ. Selection between different
ground states is determined by the third-order excitation
process described by the diagram
|000〉 S
−
i
S
−
j−−−→ |110〉 S
+
j
S
−
k−−−→ |101〉 S
+
k
S
+
i−−−→ |000〉 (13)
with three sites i, j, k belonging to the same triangular
plaquette. The corresponding energy correction is given
by a plaquette sum
∆E(3) = −6
∑
△
S3
8
MijMjkMki
(24J±S)2
. (14)
Performing lattice summation and dropping an unimpor-
tant constant we obtain
∆E(3) ≃ −J
3
±±NS
192J2±
cos 6ϕ . (15)
The quantum correction scales as ∆E(3) = O(JS) and,
thus, represents a harmonic spin-wave contribution. The
full harmonic spin-wave calculation is, of course, not re-
stricted to triangular plaquettes and includes graphs of
all possible lengths [7]. However, for small J±±/J± or
Ja⊥ & 1 its angular dependence as well as the correspond-
ing prefactor are very closely reproduced by (15).
The third-order real-space correction contains also con-
tribution O(J), which goes beyond the harmonic spin-
wave theory. It exhibits the same functional form as
Eq. (15) but has the opposite sign and, therefore, par-
tially compensates the energy difference betweenm3z2−r2
and mx2−y2 states. Overall, for S = 1/2 the amplitude
of the sixfold harmonics (15) is reduced by 40% due to
interaction effects, see Appendix C for further details.
IV. ORDER BY STRUCTURAL DISORDER
Structural disorder modifies locally exchange interac-
tions and destroys perfect magnetic frustration at the
microscopic level. As a result, magnetic moments tilt
from the equilibrium bulk structure producing spin tex-
tures [32–34] and net uncompensated moments [34–36].
The idea of uncompensated moments and related local
magnetic fields was also used by Henley in his explana-
tion of vacancy-induced degeneracy lifting in the J1–J2
square-lattice antiferromagnet [9]. Though simple and
quite appealing, this approach cannot be applied to a
general problem of ‘order by structural disorder’ in non-
collinear frustrated magnets. Indeed, local fields from va-
cancies on different magnetic sublattices average to zero
in a macroscopic sample producing no selection.
Building on the previous works [15, 10], we have re-
cently shown that bond and site disorder generate pos-
itive biquadratic exchange [12]. Such an effective in-
teraction is obtained by integrating out static fluctua-
tions in a spin texture and due to its sign favors the
least collinear spin configurations in degenerate frus-
trated magnets. Examples include an orthogonal state
in the J1–J2 square-lattice antiferromagnet [9, 11] and a
conical state in the Heisenberg triangular antiferromag-
net in an external magnetic field [12]. Here we extend
our treatment of quenched disorder to the anisotropic
XY pyrochlore (1). This requires calculation of the ef-
fective Hamiltonian beyond the leading biquadratic con-
tribution. Also, note that the effect of structural disorder
5on the equilibrium magnetic structure is essentially clas-
sical. Therefore, we assume throughout this section that
spins are three-component classical vectors with |Si| = 1.
A. Nonmagnetic impurities
A single vacancy induces a strong local perturbation
of the magnetic structure in noncollinear antiferromag-
nets [34]. To obtain qualitative insights within analytic
treatment of the impurity problem we use a toy model of
weak site disorder [10]. Specifically, we let some fraction
nimp of classical spins to be shorter by a small amount
ǫ ≪ 1. These impurities are distributed randomly over
the lattice and we assign a parameter pi = 1 to every im-
purity spin and pi = 0 otherwise:
∑
i pi = Nimp. In the
spin Hamiltonian impurities are included by substitution
Si → Si(1 − ǫpi) and in the leading order in ǫ we have
for pairwise spin-spin interactions:
Sαi S
β
j ≈ Sαi Sβj
[
1− ǫ(pi + pj)
]
. (16)
We perform the same decomposition of the spin Hamil-
tonian as described in Sec. III. The main difference with
the preceding section is that linear in spin deviations part
of Vˆ1 does not vanish:
Vˆ ′1 =
∑
〈ij〉
Kijǫ (pi + pj) (S
x
i + S
x
j ) , (17)
describing the fact that adjacent to impurity spins tilt
from their equilibrium orientations in the bulk. Mini-
mization of the quadratic form Hˆ0 + Vˆ1 over Sxi yields
S
x
i =
ǫ
12J±
6∑
j=1
Kijpj , (18)
where the sum runs over six nearest neighbors of the
site i. Here, we neglected deviations of spins beyond the
first-neighbor shell around an impurity in the spirit of
the real-space perturbation expansion. Substitution of
the new minimum condition into Hˆ produces an energy
correction. The leading term is obtained from Hˆ0 + Vˆ1
and gives an effective biquadractic exchange [12]. As
before, this energy correction is independent of angle ϕ.
Going to the next order we substitute (18) into Vˆ2
∆E2 = − ǫ
2
(12J±)2
∑
〈ij〉
Mij
6∑
l,m=1
KilKjmplpm . (19)
Keeping only terms that are linear in nimp we can rewrite
Eq. (19) as
∆E2 = − ǫ
2nimp
(12J±)2
∑
〈ij〉
2∑
l=1
MijKilKjl , (20)
where the last summation is over two sites sharing the
same tetrahedron with i and j. Finally, substituting ex-
pressions for bond-dependent parameters Mij and Kij
from (6) we obtain
∆E2 ≃
J3±±ǫ
2Nimp
12J2±
cos 6ϕ . (21)
This energy correction has same symmetry, but the op-
posite sign compared to Eqs. (10) and (15). Hence, for
J±± > 0 the on-site disorder favors magnetic configura-
tions (2) with ϕ = π(1 + 2n)/6. These correspond to six
coplanar mx2−y2 states.
B. Bond disorder
Another type of randomness in magnetic solids is bond
disorder. In pyrochlore materials it may appear as a re-
sult of doping on the nonmagnetic B sites. We model
this type of disorder by small random variations of J±
and J±±:
J± −→ J ij± = J±(1 + δij) ,
J±± −→ J ij±± = J±±(1 + δij) . (22)
The fluctuating part δij is assumed to be uncorrelated be-
tween adjacent bonds and relatively small, 〈δ2ij〉 = D ≪
1, such that it does not change the sign of exchange con-
stants.
The subsequent calculation is completely similar to the
previous subsection up to a substitution ǫ(pi+pj)→ δij .
The state-dependent energy correction has the form
∆E = − 1
(12J±)2
∑
〈ij〉
MijK
2
ijδ
2
ij ≃
J3±±DN
24J2±
cos 6ϕ. (23)
We conclude this section with the remark that a dif-
ferent state selection produced by structural disorder has
its origin in the local breakdown of frustration. Indeed,
the corresponding energy correction is determined by the
linear term Vˆ1, whereas thermal and quantum order from
disorder stems from the quadratic part Vˆ2. Technically,
the two terms have different combinations of the rela-
tive angles as demonstrated by Eq. (6) for the XY py-
rochlore antiferromagnet. In the Heisenberg case there is
a similar change between Vˆ1 and Vˆ2 consisting in sin θij
and cos θij prefactors, respectively, θij being an angle
between two spins [12]. Thus, we may claim that struc-
tural disorder has a qualitatively different effect on the
ground-state selection in a frustrated magnet compared
to thermal/quantum fluctuations. In the purely classical
picture the structural disorder always wins over thermal
fluctuations at low temperatures. In real frustrated mag-
nets, the structural disorder must compete with quantum
fluctuations for the state selection at T = 0. There is a
critical strength of disorder or a critical impurity con-
centration above which the structural order from disor-
der effect prevails. More detailed consideration of these
effects is postponed till Sec. VI.
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FIG. 2. (Color online) Zero-temperature results for the clock
order parameter m6 obtained for an XY pyrochlore antiferro-
magnet with nimp = 5% of nonmagnetic impurities for several
cluster sizes L and different values of the anisotropic exchange
Ja⊥. Positive and negative values ofm6 correspond tom3z2−r2
and mx2−y2 magnetic states, respectively.
V. NUMERICAL RESULTS
In this section we corroborate the analytic results ob-
tained for weak disorder by numerical investigation of
genuine vacancies in the classical anisotropic XY py-
rochlore antiferromagnet. For that we return back to the
original spin Hamiltonian (1) and set J⊥ = 1. Overall,
we present two types of numerical data: determination of
the ground-state magnetic structure at zero temperature
and Monte Carlo simulations of finite-temperature prop-
erties. In both cases numerical computations were per-
formed on periodic clusters of N = 4L3 classical spins.
Random vacancies were introduced by setting |Si| = 0
for a fixed number of sites Nimp = nimpN . For all com-
putations we employed about 100 independent impurity
configurations used to average numerical data and to es-
timate the error bars.
For Ja⊥ > 0, magnetic states of the XY pyrochlore an-
tiferromagnet are characterized by two order parameters:
m =
√
m2x +m
2
y, m6 =
1
m5
Re{(mx + imy)6}. (24)
Here, two components
mx =
1
N
∑
i
Si · xˆi , my = 1
N
∑
i
Si · yˆi (25)
are defined using a specific choice of axes in the local xy
planes, see Eq. (2). Basically, m discriminates ordering
within the E-manifold from other irreducible representa-
tions of the tetrahedral group, whereas the clock param-
eter m6 = m cos 6ϕ distinguishes between the different
E-states [26]. The clock order parameter has a positive
value for six noncoplanar states m3z2−r2 and becomes
negative for coplanar spin configurations mx2−y2 .
A. Ground state minimization
We begin with minimization of the classical energy (1)
for a fixed concentration of static vacancies. We start
with a random initial spin configuration and solve itera-
tively the classical energy minimum condition
Si = hi/|hi| (26)
with hi being the local field on site i. After convergence
is reached, the internal energy and the order parameters
(24) are calculated. The process is repeated for 103 ini-
tial random spin configurations and the global minimum
is chosen afterwards. Then, the whole procedure is re-
peated again for a new configuration of impurities. The
final data are produced by averaging over the lowest en-
ergy magnetic structures obtained for each vacancy set.
Figure 2 shows our results for the clock order pa-
rameter m6 in the XY pyrochlore antiferromagnet with
nimp = 5% of nonmagnetic impurities. For each value of
the anisotropy parameter Ja⊥ > 0 we performed numer-
ical minimization for several cluster-sizes up to L = 20.
Negative values ofm6 confirm appearance of the coplanar
mx2−y2 state induced by impurities for Ja⊥ < 4. The ab-
solute value of the order parameter grows with increasing
cluster size leaving no doubts about the existence of the
true long-range order. Likewise, for large Ja⊥ > 4 random
impurities stabilize the noncoplanar m3z2−r2 magnetic
structure characterized by m6 > 0.
The value Ja⊥ = 4 (J±± = 0) corresponds to isotropic
XY spin model in the site-dependent local frame. Con-
sequently, two states, m3z2−r2 and mx2−y2 , remain ex-
actly degenerate for this value of Ja⊥: neither ther-
mal/quantum fluctuations [24] nor impurities (Sec. IV)
can lift this degeneracy determined by an emergent
SO(2) rotational symmetry of the spin Hamiltonian. For
Ja⊥ close to 4, convergence of the iterative procedure be-
comes very slow, see L = 20 point for Ja⊥ = 2.5 in Fig. 2.
One needs to employ a significantly larger number of ini-
tial configurations to approach the true minimum state.
This may indicate the development of some type of glassi-
ness in the system. Similar effect is also present for very
small Ja⊥ . 0.1 because of additional degeneracy appear-
ing for Ja⊥ = 0, see Sec II. Finally, we studied numerical
impurity concentrations in the range 0.5% < nimp < 7%
and obtained the ground state selection independent of
nimp.
B. Monte Carlo simulations
Monte Carlo simulations of the classical XY py-
rochlore antiferromagnet were performed using the
Metropolis algorithm alternating five Metropolis steps
with five microcanonical over-relaxation sweeps [37] be-
fore every measurement. In total, 2 · 105 measurements
were taken at every temperature and averaging was done
over 100 impurity configurations. We simulated the
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FIG. 3. (Color online) Monte Carlo results for the antifer-
romagnetic m (upper panel) and the clock m6 (lower panel)
order parameters for the XY pyrochlore antiferromagnet (1)
with Ja⊥ = 0.5 and 5% of vacancies. Dotted vertical line in-
dicates the transition temperature. Dashed lines show the
behavior of m and m6 for a pure system with L = 16.
model (1) restricting variation range of the anisotropy
parameter to 0.3 ≤ Ja⊥ ≤ 2.
Temperature dependence of the two order parameters
m andm6 for J
a
⊥ = 0.5 and nimp = 5% is shown in Fig. 3.
The transition temperature Tc = 0.415 was determined
from intersection of Binder cumulants UL = 〈m4〉/〈m2〉2.
It is somewhat reduced compared to the transition into
the pure model T 0c = 0.4454 for the same value of J
a
⊥.
The critical behavior of the model (1) belongs to the 3D
XY universality class [26] with the known value of the
correlation length exponent ν ≈ 0.672 [39]. We can now
use the Harris criterion [38], which states that the crit-
ical behavior for phase transitions with dν > 2 remains
unchanged in the presence of disorder. Since ν is slightly
larger than 2/3, the critical point in the XY pyrochlore
antiferromagnet remains unaffected upon dilution with
nonmagnetic impurities.
Nevertheless, the diluted antiferromagnet exhibits the
peculiar temperature dependence of the clock order pa-
rameter m6, see the lower panel of Fig. 3. Right below
Tc, m6 is positive, as expected for the m3z2−r2 state,
and grows at fixed T with the system size L. Such ‘in-
verse’ finite-size scaling is attributed to the dangerously
irrelevant role of the six-fold anisotropy at the XY tran-
sition in three dimensions and is explained by presence
of an additional length-scale ξ6 ≫ ξ [26]. Upon further
cooling, the clock order parameter shows a sharp jump
to negative values at T1 ≈ 0.12. This jump signifies a
phase transition into the mx2−y2 state stabilized by im-
purities. Basically, the temperature dependence of m6 is
determined by competition of two terms: the impurity
correction ∆E2 given by Eq. (21) and the free-energy
correction ∆F (3) generated by thermal fluctuations (10).
They have different sign and at T → 0 the impurity con-
tribution dominates selecting themx2−y2 state. However,
thermal fluctuations grow with temperature and above
T1 the effective anisotropy ∆F
(3) wins over ∆E2 leading
to the m3z2−r2 state right below Tc.
The phase transition between m3z2−r2 and mx2−y2
states is expected to be of the first order on symme-
try grounds. (Another possibility is two closely lo-
cated second-order transitions with an intermediate low-
symmetry phase.) We collected histograms for the clock
order parameter m6 for a few impurity concentrations,
which confirm the first-order nature of the transition. On
the other hand, no anomaly is seen in the specific heat or
magnetic susceptibility even for the largest clusters. A
similar behavior was also observed in our previous study
of the triangular Heisenberg antiferromagnet with vacan-
cies [12]. Thermodynamic signatures of the first-order
transition appear to be blurred by disorder.
The observed sequence of ordered phases remains sta-
ble under variations of nimp and J
a
⊥. Figure 4 shows
dependence on vacancy concentration for Ja⊥ = 0.3. We
include only Monte Carlo results for the largest clusters
with L = 16. The first-order transition temperature pro-
gressively grows between T1 = 0.025 for nimp = 1% to
T1 = 0.125 for nimp = 10%. The order parameter jump
is very sharp for the lowest impurity concentration but
becomes significantly smeared for nimp = 10%. We at-
tribute this effect to a substantial finite-size scaling at
large impurity concentrations. Monte Carlo simulations
of significantly bigger clusters are required for precise de-
termination of the transition point between the two E
states for large density of vacancies.
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FIG. 4. (Color online) Temperature dependence of the mag-
netic order parameters for different impurity concentrations.
Monte Carlo results are for Ja⊥ = 0.3 and L = 16.
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FIG. 5. (Color online) Temperature dependence of the
magnetic order parameters for fixed impurity concentration
nimp = 5% and different values of J
a
⊥. Monte Carlo results
are for L = 16 clusters.
Finally, dependence on Ja⊥ is illustrated in Fig. 5. As
expected, the mx2−y2 state is present at low tempera-
tures for all studied values of the anisotropic exchange
including Ja⊥ = 1.5, which is very close to the experi-
mental estimate for Er2Ti2O7, see Appendix A. Some-
what surprisingly, the thermal selection of the m3z2−r2
state in the vicinity of Tc is also remarkably stable under
variations of nimp or J
a
⊥. This can be considered as a
consequence of the Harris criterion, which asserts irrele-
vance of quenched disorder for transitions in the 3D XY
universality class.
VI. STRUCTURAL VS QUANTUM DISORDER
The Monte Carlo results of the previous section give a
general idea about competition between impurities and
thermal fluctuations for the ground-state selection. Be-
yond the classical model, similar competition exists also
for the structural disorder and quantum effects even at
zero temperature. There must be a critical impurity con-
centration above which the quantum selection gives way
to the spin configurations stabilized by vacancies. Since
the energy gain produced by impurity substitution is a
purely classical effect, the critical impurity concentration
scales with the spin length as nc ∼ 1/S. This raises a
legitimate question about observability of the structural
order from disorder effect in spin-1/2 frustrated magnets,
in particular, in diluted Er2Ti2O7.
Even an approximate calculation of nc is a fairly diffi-
cult theoretical problem. In order to treat quantum ef-
fects within the framework of the 1/S spin-wave expan-
sion, one starts with setting up the Holstein-Primakoff
transformation from spins to bosons in the local frame
around a specific magnetic state. Subsequent calculation
of the quantum energy correction can be performed di-
rectly in the real space without a need to do the Fourier
transformation [40 and 41]. Then, in full analogy with
Sec. VA, one can find numerically the harmonic energy
correction for an impurity-induced nonuniform spin tex-
ture and average that over random impurity configura-
tions. However, a similar computation for the competing
spin configurations selected by quantum fluctuations at
nimp = 0 immediately fails. Such states cease to be the
classical ground states in the presence of impurities and,
hence, have ill-defined harmonic excitation spectra. The
quantum order by disorder selection is manifestly nonlin-
ear effect in the presence of structural randomness.
Here, we circumvent the difficulty of treating nonlinear
quantum effects for an impurity-induced spin texture in
Er2Ti2O7, by assuming that concentration of vacancies is
low. Then, the quantum energy correction can be taken
as that for the pure S = 1/2 pyrochlore antiferromagnet
(15), whereas the classical energy gain from impurities
is estimated from Eq. (21) by restoring the S2 prefactor
and substituting ǫ = 1. Actually, instead of the harmonic
result (15) we employ a more accurate expression (C7)
with a 40% reduced amplitude for the sixfold harmon-
ics due to renormalization by interaction effects. In this
way we obtain a reasonably small value of the critical
impurity concentration nc ≈ 7% being only weakly de-
pendent on the ratio of J±±/J±. For comparison, the
magnetization plateau in the Heisenberg triangular anti-
ferromagnet remains stable up to nc ∼ 20% for S = 1/2
basically meaning that the dilution effects in this case are
observable only for large spins S & 1 [12].
Undoubtedly, the above estimate is rather crude and
there are good chances that the critical impurity con-
centration for Er2Ti2O7 is even smaller than 7%. The
approximation adopted for derivation of (21) treats only
tilting of nearest-neighbor spins around a vacancy. Inclu-
sion of full-range spin relaxation in an impurity-induced
magnetic texture should further increase the correspond-
ing energy gain and, hence, reduce the critical value of
nimp. Thus, we may conclude that quantum effects be-
come subdominant in the anisotropic XY pyrochlore al-
ready for small dilution and there is a good prospective
for an experimental observation of the impurity induced
mx2−y2 state in Er2Ti2O7.
VII. CONCLUSIONS
To summarize, we have studied the effect of nonmag-
netic dilution and weak bond disorder for the anisotropic
XY pyrochlore antiferromagnet. The degeneracy lifting
produced by the two types of disorder is opposite to the
effect of thermal and quantum fluctuations. Specifically,
in the parameter range Ja⊥/J⊥ < 4 relevant for Er2Ti2O7,
the structural disorder stabilizes at zero temperature the
coplanar mx2−y2 magnetic structure. At finite temper-
9atures, thermal fluctuations induce the reentrant first-
order transition into the m3z2−r2 state. Our results fur-
ther confirm the striking dissimilarity between the order
from disorder effects generated by fluctuations, thermal
or quantum, and by frozen disorder in the spin Hamilto-
nian parameters. In a broader prospective, the different
ground-state selection is produced by different coupling
to transverse spin fluctuations and, therefore, should per-
sists for various generalizations of the spin Hamiltonian
including frustrated spin-orbital models [42]. Finally, let
us remark that completely unambiguous identification
of the quantum order from disorder effect always meets
a problem of distinguishing it from weak extra interac-
tions like, for example, spin-lattice coupling in the case
of the magnetization plateaus [43]. On the other hand,
controlled doping of nonmagnetic impurities into a frus-
trated magnet may provide a clear experimental evidence
of the structural order from disorder phenomenon.
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Appendix A: Spin Hamiltonian
In cubic pyrochlore materials, magnetic ions form a
network of corner-sharing tetrahedra usually called a py-
rochlore lattice. The unit cell contains four magnetic
sites. Their positions in units of the cubic lattice param-
eter a and the directions of local 〈111〉 axes are given
by
r1 = (0, 0, 0) , zˆ1 =
1√
3
(1, 1, 1) ,
r2 = (
1
4 ,
1
4 , 0) , zˆ2 =
1√
3
(−1,−1, 1) ,
r3 = (0,
1
4 ,
1
4 ) , zˆ3 =
1√
3
(1,−1,−1) , (A1)
r4 = (
1
4 , 0,
1
4 ) , zˆ4 =
1√
3
(−1, 1,−1) .
The primitive lattice vectors are chosen as a1 = (
1
2 ,
1
2 , 0),
a2 = (0,
1
2 ,
1
2 ), and a3 = (
1
2 , 0,
1
2 ).
The most general form of the anisotropic exchange
Hamiltonian for pseudo-spin-1/2 operators representing
erbium magnetic moments can be written as [7, 26]
Hˆ =
∑
〈ij〉
JzzS
z
i S
z
j + J⊥S
⊥
i · S⊥j + Ja⊥(S⊥i · rˆij)(S⊥j · rˆij)
+ Jz⊥
[
Szj (S
⊥
i · rˆij) + Szi (S⊥j · rˆji)
]
. (A2)
Here rˆij = (ri − rj)/|ri − rj | is a unit vector in the bond
direction. Spin operators Si are taken in the local coor-
dinate frame with Szi and S
⊥ being projections on the
local trigonal axis and on the orthogonal xy plane, re-
spectively. Being independent of the choice of x and y
axes, this form of the Hamiltonian is convenient for cal-
culation of classical energies and for Monte Carlo simu-
lations.
To describe the classical ground states of the XY py-
rochlore antiferromagnet we choose directions of xˆi and
yˆi axes such that they coincide with sublattice direction
for the m3z2−r2 and the mx2−y2 state, respectively:
xˆ1 =
1√
6
(1, 1,−2) , yˆ1 = 1√2 (−1, 1, 0) ,
xˆ2 =
1√
6
(−1,−1,−2) , yˆ2 = 1√2 (1,−1, 0) ,
xˆ3 =
1√
6
(1,−1, 2) , yˆ3 = 1√2 (−1,−1, 0) , (A3)
xˆ4 =
1√
6
(−1, 1, 2) , yˆ4 = 1√2 (1, 1, 0) .
The spin Hamiltonian used in Sec. III is derived from
an alternative form of the spin Hamiltonian (A2):
Hˆ =
∑
〈ij〉
{
JzzS
z
i S
z
j − J±(S+i S−j + S−i S+j )
+ J±±(eiγijS+i S
+
j + e
−iγijS−i S
−
j ) (A4)
− Jz±
[
Szj (e
−iγijS+i + e
iγijS−i ) + i↔ j
]}
,
were phases γij explicitly depend on the choice of ba-
sis in the xy planes. This form of the spin Hamiltonian
was previously employed in a number of works [8, 44, 45]
with a minor redefinition of complex factors. Instead of
using γij ≡ eiγij and ζij ≡ −e−iγij , we explicitly extract
phases, which greatly simplifies our subsequent expres-
sions. For the above choice of axes we have
γ12 = γ34 = 0 , γ13 = γ24 = −γ14 = −γ23 = 2π
3
. (A5)
Comparing two forms of the spin Hamiltonian we obtain
the following relation between two sets of exchange pa-
rameters:
J⊥ = 2(J± + J±±) , Ja⊥ = 8J± − 4J±± ,
Jz⊥ = −2
√
3Jz± . (A6)
Neutron measurements of magnetic excitations in
Er2Ti2O7 in a high magnetic field [8], yield the following
estimate for the exchange parameters in 10−2 meV:
J± = 6.5± 0.75 , J±± = 4.2± 0.5 ,
Jzz = −2.5± 1.8 , Jz± = −0.88± 1.5 . (A7)
Applying (A6) we obtain
J⊥ = 0.21(2) meV , Ja⊥ = 0.35(5) meV ,
Jzz = −0.025(2) meV , Jz⊥ = 0.03(5) meV . (A8)
The above values confirm the planar character of the
interaction between Er3+ moments as well as a sig-
nificant anisotropy for the in-plane exchange constants
Ja⊥/J⊥ ≈ 1.7. Since transverse exchange constants Jzz
and Jz⊥ are an order of magnitude smaller, the physical
properties Er2Ti2O7 can be quite accurately captured by
the model with just two exchange parameters J⊥ and Ja⊥
or J± and J±± used in the main text.
10
Appendix B: Quantum order by disorder
Here we provide more details on the calculation of the
quantum correction (15), which selects between differ-
ent classical spin configurations. The basic set up of
the perturbation expansion is described in Sec. III, see
Eqs. (6) and (7). The ground state |0〉 of the noninter-
acting Hamiltonian Hˆ0 coincides with a classical state
and corresponds to a fully-saturated state in the local
basis: S+i |0〉 = 0. As a result, the perturbation series
starts with the second-order correction
∆E(2) =
∑
n
〈0|Vˆ |n〉〈n|Vˆ |0〉
E0 − En . (B1)
Due to the specific form of the perturbation Vˆ = V2+V3,
the intermediate excited states |n〉 have only two spin
flips on neighboring lattice sites with En = E0 + 2h.
These processes are represented by the following diagram:
|00〉 S
−
i
S
−
j−−−→ |11〉 S
+
i
S
+
j−−−→ |00〉 , (B2)
which describes creation and subsequent annihilation of
a pair of spin flips on the same bond 〈ij〉. The energy
correction from these processes is
∆E(2) = −
∑
〈ij〉
S2
4
M2ij
2h
= −NSJ±
8
(
1 +
J2±±
2J2±
)
. (B3)
Absence of ϕ-dependence in the final expression can be
easily understood by noticing that Mij ∝ cos 2ϕ and,
consequently, ∆E(2) ∝ cos 4ϕ. However, all lower-order
ϕ-harmonics are prohibited by the Z6 symmetry with
the proper angular-dependent contribution ∆E ∼M3ij ∝
cos 6ϕ arising only in the third order of the perturbation
expansion.
The third-order energy correction is given by the
Rayleigh-Schro¨dinger expression (12). In this order,
there are two distinct excitation processes. The first one
considered in the main text is represented by the trian-
gular plaquette diagram
|000〉 S
−
i
S
−
j−−−→ |110〉 S
+
j
S
−
k−−−→ |101〉 S
+
k
S
+
i−−−→ |000〉 . (B4)
The full expression of the corresponding energy correc-
tion is given by (14) and after summation transforms into
∆E(3a)= −J
3
±±NS
192J2±
cos 6ϕ− NSJ±
48
(
1− 3J
2
±±
4J2±
)
. (B5)
The scaling ∆E(3a) ∼ JS indicates that this correction
is one of the terms included into the harmonic spin-wave
theory. Thus, we may directly compare the analytic ex-
pression (B5) to the full ground-state energy correction of
the harmonic spin-wave theory, which requires numerical
integration of magnon energies over the Brillouin zone.
Results are presented in Fig. 6. The inset shows ∆Eg.s.
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FIG. 6. (Color online) Inset: fit of the spin-wave energy cor-
rection ∆Eg.s. (data points) to cos 6ϕ angular dependence
(full lines). Main panel: comparison of the fitted amplitude
C6 of the cosine function (circles) to the analytic expression
(solid line) from the leading term in the harmonic expansion
(B5).
for Ja⊥/J⊥ = 0 and 0.5 (data points) from Ref. 7 and fits
to
∆Eg.s. = C0 + C6 cos 6ϕ (B6)
dependence (full lines). The Ja⊥/J⊥ = 0 data exhibit
the required sixfold periodicity but noticeably deviate
from a simple cosine function. On the other hand, for
Ja⊥/J⊥ = 0.5 and larger, the spin-wave data are perfectly
fitted by Eq. (B6). Values of C6 obtained from the fit
are compared to the analytic expression (B5) in the main
panel of Fig. 6. The agreement is very good for Ja⊥/J⊥ &
1 signaling that accuracy of the analytic result is basically
governed by a small ratio
J±±
J±
=
4J⊥ − Ja⊥
2J⊥ + Ja⊥
. (B7)
We have also compared the constant C0 to ϕ-independent
contributions in Eqs. (B3) and (B5) and found agreement
within 15–25%, which is a reasonable accuracy for just
two first terms of the 1/z expansion.
Another third-order contribution is described by the
diagram
|00〉 S
−
i
S
−
j−−−→ |11〉 S
z
i S
z
j−−−→ |11〉 S
+
i
S
+
j−−−→ |00〉 (B8)
and corresponds to a single-bond process providing cor-
rection to (B3) due to interaction of two spin flips gen-
erated by Vˆ3. Its explicit expression is
∆E(3b) =
∑
〈ij〉
S2
4
M2ijhij
(24J±S)2
. (B9)
This energy correction also has a ϕ-dependent part:
∆E(3b) ≃ NJ
3
±±
384J2±
cos 6ϕ. (B10)
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The coefficient in front of the cosine function is posi-
tive providing an opposite tendency compared to ∆E(3a).
Still, for S ≥ 1 and J±± > 0 the total third-order cor-
rection robustly selects the m3z2−r2 states. However, for
the case S = 1/2 relevant to Er2Ti2O7, the two angular-
dependent terms cancel each other and one needs to per-
form a more careful analysis of the real-space perturba-
tion terms. We present further details on that in the
next Appendix, though the main conclusion on the state
selection by quantum fluctuations remains intact.
Appendix C: Quantum perturbation theory for
S = 1/2
In Appendix B we have found that the third-order
quantum correction ∆E(3b) resulting from interaction
of two spin flips cancels the harmonic spin-wave con-
tribution ∆E(3a) leaving intact the degeneracy between
m3z2−r2 and mx2−y2 states. To treat more carefully in-
teraction effects we adopt a modified real-space expan-
sion based on a partial rearrangement of perturbation
terms in Eq. (7). Specifically, Vˆ3 is now included into a
new unperturbed Hamiltonian
Hˆ′0 = h
∑
i
(S − Szi ) +
∑
〈ij〉
hij(S − Szi )(S − Szj ) . (C1)
In this way the Ising part of spin-flip interaction is treated
exactly. Basically, the new expansion corresponds to re-
summation of an infinite subset of terms in the original
real-space approach used in Sec. III and Appendix B.
A similar trick was also applied in Ref. 31 for the Ising
expansion at the fractional magnetization plateaus.
The main difference between the two forms of the real-
space expansion is in assignment of excitation energies in
(B1). The lowest-energy excitation, a pair of spin-flips
on the same bond, costs now En − E0 = 2h + hij . We
rewrite it as
En − E0 = 2J±ε+ 2J±± cos(2ϕ+ γij) , (C2)
with ε = (12S − 1) and use 1/ε as a small parameter.
The second-order energy correction corresponds to
single-bond processes and is expressed by
∆E(2) = −S
2
4
∑
〈ij〉
M2ij
2h+ hij
. (C3)
Keeping only the lowest-order terms up to O
(
ε−3
)
and
dropping all unessential constants we obtain
∆E(2) ≃ 3
8
NS2J3±±
J2±ε3
(ε− 2) cos 6ϕ . (C4)
For large S this expression matches exactly with the cor-
responding term in ∆E(3b), see (B10).
In the third-order, there is only a triangular-plaquette
process, which provides the energy shift
∆E(3) = −6
∑
△
S3
8
MijMkiMkj
(2h+ hij)(2h+ hik)
. (C5)
We calculate it expanding in powers of 1/ε as
∆E(3) ≃ −N
16
S2J3±±
J2±ε3
(
ε2 + ε+
3
4
J2±±
J2±
)
cos 6ϕ . (C6)
The first leading term again matches the angular-
dependent part of the previous expression (B5).
Comparing now ∆E(2) and ∆E(3), we do see cancel-
lation of the leading 1/ε terms for S = 1/2. Still the
coefficient in front of the cosine is negative:
∆E = − 3
2000
NJ3±±
J2±
(
1 +
1
16
J2±±
J2±
)
cos 6ϕ . (C7)
Thus, for S = 1/2 the quantum order by disorder selec-
tion acts in the same way as for large spins. The main
consequence of spin flip interactions is ∼ 40% reduction
of the amplitude of the cosine harmonics as compared to
the noninteracting result (15) or (B5).
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