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Abstract
In a series of recent papers, a harmonic and hypercomplex function theory in super-
space has been established and amply developed. In this paper, we address the problem of
establishing Cauchy integral formulae in the framework of Hermitian Clifford analysis in su-
perspace. This allows us to obtain a successful extension of the classical Bochner-Martinelli
formula to superspace by means of the corresponding projections on the space of spinor-
valued superfunctions.
Keywords. Bochner-Martinelli integral formula, superanalysis, Hermitian Clifford analysis,
several complex variables
Mathematics Subject Classification (2010). 30G35, 32A26, 46F10, 26B20, 58C50
1 Introduction
The Bochner-Martinelli integral representation constitutes a classical generalization, to the case of several
complex variables, of the Cauchy integral formula for holomorphic functions in the complex plane. This
representation reads for every holomorphic complex function f on some bounded domain Ω ⊂ Cm, with
smooth boundary ∂Ω, as
f(U) =
∫
∂Ω
f(Z) K(Z,U), U ∈ Ω, (1)
where K(Z,U) is the exterior differential form of type (m,m− 1) given by
K(Z,U) = (m− 1)!
(2pii)m
m∑
j=1
(−1)j−1 z
c
j − ucj
|Z − U |2m dz
c
1 ∧ · · · ∧ dzcj−1 ∧ dzcj+1 ∧ · · · ∧ dzcm ∧ dz1 ∧ · · · ∧ dzm,
and ·c denotes the complex conjugation. The form K(Z,U) is the so-called Bochner-Martinelli kernel.
When m = 1, this kernel reduces to the Cauchy kernel (2pii)−1(z − u)−1 dz, whence formula (1) reduces
to the traditional Cauchy integral formula in one complex variable. For m > 1, K(Z,U) fails to be
holomorphic but it still remains harmonic, see e.g. [32]. Formula (1) was obtained independently and
through different methods by Martinelli and Bochner, see e.g. [31] for a detailed description. The interest
for proving different generalizations of the classical Bochner-Martinelli formula has emerged as a successful
research topic.
A second important generalization of the Cauchy integral formula is offered by so-called Euclidean
Clifford analysis, where functions defined in Euclidean space R2m and taking values in a Clifford algebra
are considered. This theory is focussed on the notion of monogenic functions, i.e. null solutions of the
Dirac operator ∂x factorizing the Laplace operator: ∂2x = −∆2m. Standard references on this setting are
[9, 26, 28]. In this framework the Clifford-Cauchy integral formula for monogenic functions reads
f(y) =
∫
∂Ω
ϕ
2m|0
1 (x− y)n(x) f(x) dSx, y ∈ Ω,
1
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where ϕ2m|01 (x−y) = −1|S2m−1|
x−y
|x−y|2m is the so-called Cauchy kernel, |S2m−1| is the area of the unit sphere
S2m−1 in R2m, n(x) denotes the exterior normal vector to ∂Ω at the point x ∈ ∂Ω and dSx is the Lebesgue
surface measure in ∂Ω. This formula has been a cornerstone in the development of the monogenic function
theory.
Both integral representations above were proven to be related when one considers so-called Hermitian
Clifford analysis, which constitutes yet a refinement of the Euclidean case. This refinement focusses on
the simultaneous null solutions of the complex Hermitian Dirac operators ∂Z and ∂Z† which decomposes
the Laplace operator in the sense that 4(∂Z∂Z† + ∂Z†∂Z) = ∆2m. We refer the reader to [1, 4, 8, 35]
for a general overview. Indeed, in [6] a Cauchy integral formula for Hermitian monogenic functions was
obtained by passing to the framework of circulant (2 × 2) matrix functions. This Hermitian Cauchy
integral representation was proven to reduce to the traditional Bochner-Martinelli formula (1) when
considering the special case of functions taking values in the zero-homogeneous part of complex spinor
space. This means that the theory of Hermitian monogenic functions not only refines Euclidean Clifford
analysis (and thus harmonic analysis as well), but also has strong connections with the theory of functions
of several complex variables, even encompassing some of its results.
Our main goal in the current paper is to extend the Bochner-Martinelli formula (1) to superspace by
exploiting the above-described relation with Clifford analysis. Superspaces play an important rôle in con-
temporary theoretical physics, e.g. in the particle theory of supersymmetry, supergravity or superstring
theories, etc. Traditionally they have been studied using algebraic and geometrical methods (see e.g.
[3, 27, 33]). More recently harmonic and Clifford analysis have been extended to superspace by introduc-
ing some important differential operators (such as Dirac and Laplace operators) and by studying special
functions and orthogonal polynomials related to these operators, see e.g. [16, 17, 18, 19, 22]. The basics
of Hermitian Clifford analysis in superspace were introduced in [24] following the notion of an abstract
complex structure in the Hermitian radial algebra, developed in [23, 35]. Some particular aspects related
to the invariance properties with respect to underlying Lie groups and Lie algebras in this setting has
been already studied, see e.g [25].
In the current paper, we further develop this function theory by establishing a Cauchy integral
representation for Hermitian monogenic superfunctions. To this end, we use a general distributional
approach to integration in superspace provided in the works [15, 29]. This way of integrating constitutes
a suitable extension to superspace of Hörmander’s formula which links classical real integration with the
use of delta distributions, see [30, Theorem 6.1.5]. As has been shown in the literature, this approach
features an important number of advantages. First of all, it contains and unifies of all the previously known
approaches, i.e. compositions of real integration with the Berezin integral (see e.g [3, 22]), and integration
over the supersphere (see e.g. [15, 19]). Secondly, it considers integrals as functionals depending on a fixed
phase function instead of depending on geometrical sets of points. This leads to a calculus independent of
representations of the corresponding bosonic and fermionic variables as co-ordinates defined in a particular
superspace over an underlying commutative superalgebra.
Finally, we establish the connection between Hermitian monogenicity and holomorphicity in super-
space by considering a specific class of spinor-valued superfunctions (Section 6). As one may have ex-
pected, the obtained (super) Hermitian Cauchy integral formula (46) reduces, when considering the
correct projections, to a new extension of the Bochner-Martinelli formula for holomorphic functions in
superspace.
2 Preliminaries
Superanalysis or analysis on superspace considers not only commuting (bosonic) but also anti-commuting
(fermionic) variables. In this paper we follow the extension of harmonic and Clifford analysis to superspace
(see [16, 17, 18, 19]). This approach considers m commuting variables x1, . . . , xm and 2n anti-commuting
variables x`1, . . . , x`2n in a purely symbolic way, i.e.
xjxk = xkxj , x`j x`k = −x`kx`j , xj x`k = x`kxj .
This means that x1, . . . , xm are interpreted as generators of the polynomial algebra R[x1, . . . , xm] while
x`1, . . . , x`2n generate a Grassmann algebra G2n. We will denote by G
(ev)
2n and G
(odd)
2n the subalgebras of
2
even and odd elements of G2n respectively. The algebra of super-polynomials, i.e. polynomials in the
variables x1, . . . , xm, x`1, . . . , x`2n, is defined by
P := AlgR(x1, . . . , xm, x`1, . . . , x`2n) = R[x1, . . . , xm]⊗G2n.
The bosonic and fermionic partial derivatives ∂xj , ∂x`j are defined as endomorphisms on P by the relations
∂xj [1] = 0,
∂xjxk − xk∂xj = δj,k,
∂xj x`k = x`k∂xj ,

∂x`j [1] = 0,
∂x`j x`k + x`k∂x`j = δj,k
∂x`jxk = xk∂x`j ,
that can be applied recursively. From this definition it immediately follows that ∂xj∂xk = ∂xk∂xj ,
∂x`j∂x`k = −∂x`k∂x`j and ∂xj∂x`k = ∂x`k∂xj .
The flat supermanifold corresponding to the variables xj , x`j is denoted by Rm|2n. The full algebra of
functions on this supermanifold is C∞(Rm) ⊗ G2n where C∞(Rm) denotes the space of infinitely many
differentiable complex-valued functions defined in Rm. The partial derivatives ∂xj , ∂x`j extend from P to
C∞(Rm)⊗G2n by density.
Clifford algebras in superspace are introduced by m orthogonal Clifford generators e1, . . . , em and 2n
symplectic Clifford generators e`1, . . . , e`2n which are subjected to the multiplication relations
ejek + ekej = −2δj,k, ej e`k + e`kej = 0, e`j e`k − e`ke`j = gj,k, (2)
where gj,k is a symplectic form defined by
g2j,2k = g2j−1,2k−1 = 0, g2j−1,2k = −g2k,2j−1 = δj,k, j, k = 1, . . . , n.
These generators are combined with the algebra of super-polynomials P giving rise to the algebra of
Clifford valued super-polynomials P ⊗ Cm,2n; where elements in Cm,2n := AlgR(e1, . . . , em, e`1, . . . , e`2n)
commute with elements in P. Also the partial derivatives ∂xj , ∂x`j commute with the elements in the
algebra Cm,2n.
The most important element of the algebra P ⊗ Cm,2n is the supervector variable
x = x+ x` =
m∑
j=1
xjej +
2n∑
j=1
x`j e`j . (3)
Functions in C∞(Rm)⊗G2n can be explicitly written as
F (x) = F (x, x`) =
∑
A⊂{1,...,2n}
FA(x) x`A, (4)
where FA(x) ∈ C∞(Rm) and x`A is defined as x`j1 . . . x`jk with A = {j1, . . . , jk}, 1 ≤ j1 < . . . <
jk ≤ 2n. Similarly, one may consider other spaces of superfunctions of the form F ⊗ G2n where
F = Ck(Ω), L2(Ω), . . . , with Ω ⊂ Rm. In general, the bosonic functions FA in (4) are complex-valued.
We say that F is a real superfunction when all the elements FA are real-valued.
Every superfunction can be written as the sum F (x) = F0(x) + F(x, x`) where the complex-valued
function F0(x) = F∅(x) is called the body F , and F =
∑
|A|≥1 FA(x) x`A is the nilpotent part of F . Indeed,
it is clearly seen that F2n+1 = 0.
Following the classical approach, the (real) support supp F of a superfunction F ∈ C∞(Rm) ⊗ G2n
is defined as the closure of the set of all points in Rm for which the function F (·, x`) : Rm → G2n is not
zero, see (4). From this definition, it immediately follows that supp F =
⋃
A⊂{1,...,2n} supp FA.
The bosonic and fermionic Dirac operators are defined by
∂x =
m∑
j=1
ej∂xj , ∂x` = 2
n∑
j=1
(
e`2j∂x`2j−1 − e`2j−1∂x`2j
)
,
which lead to the left and right super Dirac operators (super-gradient) ∂x· = ∂x` ·−∂x· and ·∂x = −·∂x`−·∂x
respectively. As in the classical Clifford setting, the action of ∂x on the vector variable x results in the
superdimension M = m− 2n. In this paper we work with general superdimension M (but m 6= 0).
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Given an open set Ω ⊂ Rm, a function F ∈ C1(Ω)⊗G2n ⊗Cm,2n is said to be (left) super monogenic
if ∂x[F ] = 0. As the super Dirac operator factorizes the super Laplace operator:
∆m|2n = −∂2x =
m∑
j=1
∂2xj − 4
n∑
j=1
∂x`2j−1∂x`2j ,
monogenicity also constitutes a refinement of harmonicity in superanalysis. More details on the theory
of super-monogenic and super-harmonic functions can be found for instance in [14, 16, 19, 20, 21].
It is possible to produce interesting even superfunctions out of known functions from real analysis.
Indeed, consider an analytic function F ∈ C∞(R) and an even real superfunction a = a0 +a ∈ C∞(Rm)⊗
G
(ev)
2n where a0 and a are the body and nilpotent part of a respectively. Then the superfunction F (a(x)) ∈
C∞(Rm)⊗G(ev)2n is defined, through the Taylor expansion of F , as
F (a) = F (a0 + a) =
n∑
j=0
aj
j!
F (j)(a0). (5)
The easiest application of the extension (5) is obtained when defining arbitrary real powers of even
superfunctions. Let a = a0 + a ∈ C∞(Rm)⊗G(ev)2n be a real superfunction and p ∈ R, then for a0 > 0 we
define
ap =
n∑
j=0
aj
j!
(−1)j (−p)j ap−j0 , where (q)j =
{
1, j = 0,
q(q + 1) · · · (q + j − 1), j > 0, (6)
is the rising Pochhammer symbol. If the numbers q and q + j belong to the set R \ {0,−1,−2, . . .} we
can write (q)j =
Γ(q + j)
Γ(q)
. Making use of this definition of power function in superspace, we can easily
prove that its basic properties still hold in this setting, i.e.
apaq = ap+q, (ab)p = apbp, (ap)q = apq,
where p, q ∈ R and a, b ∈ C∞(Rm)⊗G(ev)2n are real superfunctions with positive bodies.
The square of the supervector variable x yields an even superfunction with negative body, i.e.
x2 = −
m∑
j=1
x2j +
n∑
j=1
x`2j−1x`2j ∈ C∞(Rm)⊗G(ev)2n .
Then, the absolute value of x can be defined as in the classical case by
|x| = (−x2)1/2 = (|x|2 − x`2)1/2 = n∑
j=0
(−1)j x` 2j
j!
Γ( 32 )
Γ( 32 − j)
|x|1−2j , where |x| =
 m∑
j=1
x2j
 12 .
When doubling the bosonic dimension, it is possible to define a so-called complex structure J on the
algebra P ⊗ C2m,2n, see e.g. [24, 25]. In general, J is an algebra automorphism over P ⊗ C2m,2n defined
by
• J is the identity on P;
• J(ej) = −em+j , J(em+j) = ej , j = 1, . . . ,m;
J(e`2j−1) = −e`2j , J(e`2j) = e`2j−1, j = 1, . . . , n;
• J(FG) = J(F )J(G) for all F,G ∈ P ⊗ C2m,2n.
Thence the action of J on the supervector variable x ∈ P ⊗ C2m,2n has the form
J(x) = J(x) + J(x`) =
m∑
j=1
(xm+jej − xjem+j) +
n∑
j=1
(x`2j e`2j−1 − x`2j−1e`2j) .
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The partial derivatives ∂xj , ∂x`j always commute with the complex structure J. Then, the corresponding
action of J on the super Dirac operator ∂x can be easily seen by means of the following bosonic and
fermionic twisted Dirac operators
∂J(x) := J(∂x) =
m∑
j=1
(
ej∂xm+j − em+j∂xj
)
, ∂J(x`) := J(∂x`) = 2
n∑
j=1
(
e`2j−1∂x`2j−1 + e`2j∂x`2j
)
.
The twisted super Dirac operator ∂J(x) is then defined by
∂J(x)· := J(∂x·) = ∂J(x`) · −∂J(x)· , ·∂J(x) := J(·∂x) = − · ∂J(x`) − ·∂J(x).
We recall that the actions of ∂x and ∂J(x) on the vector variables x, J(x) give rise to two important
defining elements: the superdimension M = 2m− 2n and the superbivector B, see [24]. Indeed,
∂x[x] = [x]∂x = ∂J(x)[J(x)] = [J(x)]∂J(x) = 2m− 2n,
while
∂x[J(x)] = −[J(x)]∂x = −2Bb := −2
m∑
j=1
ejem+j , ∂x`[J(x`)] = −[J(x`)]∂x` = −2Bf := −2
2n∑
j=1
e` 2j ,
yield
∂x[J(x)] = −[J(x)]∂x = 2B = −∂J(x)[x] = [x]∂J(x),
where B := Bb −Bf =
∑m
j=1 ejem+j −
∑2n
j=1 e`j
2. In addition, the following identities are easy to check
∂2x = ∂
2
J(x) = −∆2m|2n, {∂x, ∂J(x)} = 0,
where ∆2m|2n =
∑2m
j=1 ∂
2
xj − 4
∑n
j=1 ∂x`2j−1∂x`2j is the super Laplace operator and the symbol {a, b} :=
ab+ ba denotes the anti-commutator of a pair elements a, b.
The above complex structure defines the framework for so-called Hermitian Clifford analysis in the
complexification CP ⊗ C2m,2n of P ⊗ C2m,2n, i.e.
CP ⊗ C2m,2n = C[x1, . . . , x2m]⊗G2n ⊗ C2m,2n = P ⊗ C2m,2n ⊕ i P ⊗ C2m,2n,
where C[x1, . . . , x2m] denotes the complexification of R[x1, . . . , x2m]. The Hermitian and complex conju-
gations are defined on CP ⊗ C2m,2n by
(a+ ib)† = a− ib, (a+ ib)c = a− ib, a, b ∈ P ⊗ C2m,2n,
respectively. Here the bar notation stands for the Clifford conjugation in P ⊗ C2m,2n, i.e. the linear
mapping satisfying
a ej1 . . . ejk e``1 . . . e``s = a ej1 . . . ejk e``1 . . . e``s , a ∈ P;
where
ej1 . . . ejk e``1 . . . e``s = (−1)k+
s(s+1)
2 e``s . . . e``1ejk . . . ej1 .
As in the classical case, the two projection operators 12 (1± iJ) will produce the main objects of the
Hermitian setting by acting upon the corresponding objects in P ⊗ C2m,2n. In first place, the so-called
Witt basis elements in superspace are obtained through the action of ± 12 (1± iJ) on the orthogonal and
symplectic generators ej , e`j , i.e.
fj =
1
2
(ej − iem+j), f†j = −
1
2
(ej + iem+j), fj` =
1
2
(e`2j−1 − ie`2j), fj`† = −1
2
(e`2j−1 + ie`2j).
These Witt basis elements submit to the multiplication rules
fjfk + fkfj = 0,
f†jf
†
k + f
†
kf
†
j = 0,
fjf
†
k + f
†
kfj = δj,k,

fj` fk` − fk` fj` = 0,
fj`
† fk`† − fk`† fj`† = 0,
fj` fk`
† − fk`† fj` = − i2δj,k,
{
fjfk` + fk` fj = 0,
fjfk`
† + fk`† fj = 0,
{
f†jfk` + fk` f
†
j = 0,
f†jfk`
† + fk`† f
†
j = 0.
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The actions of the projection operators on the supervector variable x produce the Hermitian supervector
variable Z and its Hermitian conjugate Z†
Z =
1
2
(
x + iJ(x)
)
= Z + Z` =
m∑
j=1
zjfj +
n∑
j=1
z`jfj` ,
Z† = −1
2
(
x− iJ(x)
)
= Z† + Z
†`
=
m∑
j=1
zcj f
†
j +
n∑
j=1
z`cj fj`
†,
where the bosonic Hermitian vector variables Z,Z† and the fermionic ones Z`,Z
†`
are given by
Z =
1
2
(
x+ iJ(x)
)
=
m∑
j=1
zjfj , Z
† = −1
2
(
x− iJ(x)
)
=
m∑
j=1
zcj f
†
j ,
Z` =
1
2
(
x`+ iJ(x`)
)
=
n∑
j=1
z`jfj` , Z
†`
= −1
2
(
x`− iJ(x`)
)
=
n∑
j=1
z`cj fj`
†.
Here we have introduced the commuting and anti-commuting complex variables zj = xj + ixm+j , z`j =
x`2j−1 + ix`2j together with their complex conjugates zcj = xj − ixm+j , z`cj = x`2j−1 − ix`2j .
Finally, the Hermitian Dirac operators ∂Z, ∂Z† are derived from ∂x by means of the relations
∂Z :=
1
4
(
∂x − i∂J(x)
)
, ∂Z† := −
1
4
(
∂x + i∂J(x)
)
, (7)
which are valid for both left and right actions of the operators ∂Z, ∂Z† . These actions can be re-written
as {
∂Z· = ∂Z` ·+∂Z ·,
·∂Z = − · ∂Z` + ·∂Z ,
{
∂Z† · = ∂Z`† ·+∂Z† ·,
·∂Z† = − · ∂Z`† + ·∂Z† ,
where we have introduced the bosonic and fermionic Hermitian Dirac operators
∂Z = −1
4
(
∂x − i∂J(x)
)
=
m∑
j=1
f†j ∂zj , ∂Z† =
1
4
(
∂x + i∂J(x)
)
=
m∑
j=1
fj ∂zcj ,
∂Z` =
1
4
(
∂x` − i∂J(x`)
)
= 2i
n∑
j=1
fj`
† ∂z`j , ∂Z`† = −
1
4
(
∂x` + i∂J(x`)
)
= −2i
n∑
j=1
fj` ∂z`cj ;
involving the classical Cauchy-Riemann operators ∂zj =
1
2 (∂xj − i∂xm+j ), ∂z`j = 12 (∂x`2j−1 − i∂x`2j ) and
their conjugates ∂zcj =
1
2 (∂xj + i∂xm+j ), ∂z`cj =
1
2 (∂x`2j−1 + i∂x`2j ) with respect to the variables zj and z`j .
As was the case with ∂x, the notion of super monogenicity may be naturally associated to ∂J(x) as
well. Then a function F ∈ C1(Ω)⊗G2n ⊗ C2m,2n, where Ω ⊂ R2m is an open set, is called a (left) super
Hermitian monogenic (or sh-monogenic) function if it satisfies the system
∂x[F ] = 0 = ∂J(x)[F ]
or equivalently, the system
∂Z[F ] = 0 = ∂Z† [F ].
It can be easily proven that
(Z)
2
=
(
Z†
)2
= 0, (∂Z)
2
= (∂Z†)
2
= 0, ∆2m|2n = 4 {∂Z, ∂Z†} .
Moreover, if we define |Z|2 = |Z†|2 := {Z,Z†} one immediately has
|Z|2 = |Z†|2 =
m∑
j=1
zjz
c
j −
i
2
n∑
j=1
z`j z`
c
j =
2m∑
j=1
x2j −
n∑
j=1
x`2j−1x`2j = |x|2 = |J(x)|2.
6
3 Distributions and integration in superspace
In this section we recall some important aspects of distributions in superanalysis, and their use in inte-
gration over general surfaces and domains in superspace. For the convenience of the reader we repeat the
relevant material from [29], thus making our exposition self-contained.
3.1 Distributions in superanalysis
Let D′ be the space of Schwartz distributions, i.e. the space of generalized functions on the space C∞0 (Rm)
of complex valued C∞-functions with compact support. As usual, the notation∫
Rm
αf dVx = 〈α, f〉, (8)
where dVx = dx1 · · · dxm is the classical m-volume element, is used for the evaluation of the distribution
α ∈ D′ on the test function f ∈ C∞0 (Rm).
Let E ′ be the space of generalized functions on the space C∞(Rm) of C∞-functions in Rm (with
arbitrary support). We recall that E ′ is exactly the subspace of all compactly supported distributions in
D′. Indeed, every distribution in E ′ ⊂ D′ has compact support and vice-versa, every distribution in D′
with compact support can be uniquely extended to a distribution in E ′, see [12] for more details. This
means that, for every α ∈ E ′, evaluations of the form (8) extend to C∞(Rm) (instead of C∞0 (Rm)).
The space of superdistributions D′ ⊗G2n then is defined by all the elements of the form
α =
∑
A⊂{1,...,2n}
αAx`A, with αA ∈ D′. (9)
Similarly, the subspace E ′ ⊗G2n is composed by all the elements of the form (9) but with αA ∈ E ′.
The analogue of the integral
∫
Rm dVx in superspace is given by∫
Rm|2n
=
∫
Rm
dVx
∫
B
=
∫
B
∫
Rm
dVx,
where the bosonic integration is the usual real integration and the integral over fermionic variables is
given by the so-called Berezin integral (see [3]), defined by∫
B
= pi−n ∂x`2n · · · ∂x`1 =
(−1)npi−n
4nn!
∂2nx` .
This enables us to define the action of a superdistribution α ∈ D′ ⊗G2n (resp. α ∈ E ′ ⊗G2n) on a test
superfunction F ∈ C∞0 (Rm)⊗G2n (resp. F ∈ C∞(Rm)⊗G2n) by∫
Rm|2n
αF :=
∑
A,B⊂{1,...,2n}
〈αA, fB〉
∫
B
x`A x`B .
As in the classical case, we say that the superdistribution α ∈ D′⊗G2n vanishes in the open set Ω ⊂ Rm
if
∫
Rm|2n αF = 0 for every F ∈ C∞0 (Rm) ⊗ G2n whose real support is contained in Ω. Same way, the
support supp α of α ∈ D′ ⊗G2n is defined as the complement of the largest open subset of Rm on which
α vanishes. Hence, it can be easily seen that supp α =
⋃
A⊂{1,...,2n} supp αA. This means that E ′ ⊗G2n
is the subspace of all compactly supported superdistributions in D′ ⊗G2n.
We now define the multiplication of distributions with disjoint singular supports. We first recall
that the singular support sing suppα of the distribution α ∈ D′ is defined by the statement that
x /∈ sing suppα if and only if there exists a neighborhood Ux of x ∈ Rm such that the restriction of α to
Ux is a smooth function. It is readily seen that sing suppα ⊂ suppα.
Definition 1 (Multiplication of distributions, [13, 30]). Consider two distributions α, β ∈ D′ such that
sing suppα ∩ sing supp β = ∅. The product of distributions αβ is well defined by the formula
〈αβ, φ〉 = 〈α, βχφ〉+ 〈β, α(1− χ)φ〉, φ ∈ C∞(Rm), (10)
where χ ∈ C∞(Rm) is equal to zero in a neighborhood of sing supp β and equal to one in a neighborhood
of sing suppα.
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Remark 3.1. In general, the product of two distributions in D′ is defined if their wave front sets satisfy
the so-called Hörmanders condition. See [30, p. 267] and [13] for more details.
It is easily seen that if α, β ∈ D′ vanish in Ω ⊂ Rm then the product αβ vanishes in Ω as well. Hence
suppαβ ⊂ suppα∪ supp β. As a consequence, if α and β have compact supports (i.e. α, β ∈ E ′) then αβ
also has compact support (i.e. αβ ∈ E ′). The product (10) is associative, commutative and satisfies the
Leibniz rule, see [13, 30].
The notion of singular support can be extended to distributions α ∈ D′ ⊗G2n by the statement that
x /∈ sing suppα if and only if there exists a neighborhood Ux of x ∈ Rm such that the restriction of α
to Ux belongs to C∞(Ux) ⊗ G2n. In this way we obtain for every α ∈ D′ ⊗ G2n of the form (9) that
sing suppα =
⋃
A⊂{1,...,n} sing suppαA. In the same way, we define the product of superdistributions
α, β ∈ D′ ⊗G2n with sing suppα ∩ sing supp β = ∅ by
αβ =
∑
A,B⊂{1,...,n}
αAβB x`A x`B , (11)
where the distribution αAβB is to be understood in the sense of (10).
3.2 Domain and surface integrals in superspace
The notions of general domain and surface integrals in superspace were introduced in [29] by means of
the corresponding extensions of the Dirac and Heaviside distributions. In [15], these distributions were
introduced for some particular cases corresponding to the supersphere.
From now on, we use the notation pN + q := {pk + q : k ∈ N} where p, q ∈ Z and N := {1, 2, . . .} is
the set of natural numbers.
Consider an even real superfunction g = g0 +g ∈ C∞(Rm)⊗G(ev)2n such that ∂x[g0] 6= 0 on the surface
g−10 (0). The distribution δ
(k)(g) is defined as the Taylor series
δ(k)(g) =
n∑
j=0
gj
j!
δ(k+j)(g0), k ∈ N− 2 := {−1, 0, 1, 2 . . .}.
The particular case k = −1 provides the expression for the antiderivative of δ, i.e. the Heaviside distri-
bution H = δ(−1) given by
H(g) = H(g0) +
n∑
j=1
gj
j!
δ(j−1)(g0), where H(g0) =
{
1, g0 ≥ 0,
0, g0 < 0.
(12)
In this way, one can consider domains in superspace Ωm|2n given by characteristic functions of the
form H(−g). The superfunction g is called the defining phase function of the domain Ωm|2n. Observe that
Ωm|2n plays the same rôle in superanalysis as its associated real domain Ωm|0 := {x ∈ Rm : g0(x) < 0}
in classical analysis.
Definition 2 (Domain integration in superspace, [29]). Let Ωm|2n be a domain in superspace (defined as
before) satisfying the following two conditions:
• the associated real domain Ωm|0 has compact closure;
• the body g0 of the defining phase function g is such that ∂x[g0] 6= 0 on g−10 (0).
The integral over Ωm|2n then is defined as the functional
∫
Ωm|2n
: Cn−1
(
Ωm|0
)⊗G2n → C given by∫
Ωm|2n
F =
∫
Rm|2n
H(−g)F, F ∈ Cn−1 (Ωm|0)⊗G2n. (13)
The evaluation of the expression on (13) requires the integration of smooth functions on the real
domain Ωm|0 to be possible. This is guaranteed by the first condition imposed on the super-domain
Ωm|2n. On the other hand, if the nilpotent part g of g is not identically zero, the above definition also
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involves the action of the Dirac distribution on g0, see (12). For that reason, we restrict our analysis to
the case where ∂x[g0] 6= 0 on g−10 (0), in order to ensure that this action is well defined.
The most simple examples for illustrating the use of Definition 2 correspond to the cases g = g0 or
g = −x2 − R2; i.e. integration over real domains or over the superball respectively. The integral (13)
then is given by ∫
Ω
∫
B
FdVx, and
∫
Rm|2n
H(x2 +R2)F,
respectively. These are the two particular cases that have been treated in the literature, see [15, 22].
In real analysis the choice of the real-valued function g0 defining a certain domain Ωm|0 ⊂ Rm is
not unique. Indeed, for every function h0 ∈ C(Rm) with h0 > 0, the function h0g0 defines the same
domain as g0, i.e. Ωm|0 = {x ∈ Rm : g0(x) < 0} = {x ∈ Rm : h0(x)g0(x) < 0}. However, integration
over Ωm|0 remains independent of the choice of the function g0 that defines Ωm|0. It suffices to note that
H(−g0) = H(−h0g0) for h0 > 0. This property remains valid in superspace. Indeed, in [29] it was proven
that for any other phase function hg, where h = h0 + h ∈ C∞(Rm)⊗G(ev)2n has a positive body h0 > 0,
one has H(hg) = H(g).
Similarly to the case of super domains, we define a surface Γm−1|2n in superspace by means of δ(g)
where g(x) = g0(x) + g(x, x`) ∈ C∞(Rm) ⊗ G(ev)2n is a phase function. If Ωm|2n is the super domain
associated to g as in Definition 2, then we say that Γm−1|2n is the boundary of Ωm|2n and denote
it by Γm−1|2n := ∂Ωm|2n. This way, Γm−1|2n plays the same rôle in superspace as its real surface
Γm−1|0 := ∂Ωm|0 = {x ∈ Rm : g0(x) = 0} in classical analysis.
Definition 3. Let Γm−1|2n be a surface in superspace (defined as before) satisfying the following two
conditions:
• the associated real surface Γm−1|0 ⊂ Rm is a compact set;
• the body g0 of the defining phase function g is such that ∂x[g0] 6= 0 on g−10 (0).
The non-oriented and oriented surface integrals over Γm−1|2n then are defined as the following functionals
on Cn
(
Γm−1|0
)⊗G2n∫
Γm−1|2n
F =
∫
Rm|2n
δ(g)
∣∣∂x[g]∣∣F, ∫
Γm−1|2n
σx F =
∫
Rm|2n
δ(g) ∂x[g]F, (14)
respectively.
Remark 3.2. Since δ(g) = δ(−g), the sign of the superfunction g does not play a rôle in the non-oriented
case, see [29].
When g = g0, the integrals (14) reduce to the product of the classical real surface integration and
the Berezin integral, i.e.,∫
Γm−1|0
∫
B
F (w, x`) dSw,
∫
Γm−1|0
∫
B
n(w)F (w, x`) dSw, (15)
while for g = −x2 −R2 one obtains the integral over the supersphere of radius R > 0 given in [15], i.e.
2R
∫
Rm|2n
δ(x2 +R2)F (x).
As for domain integrals, in [29] it was proven that Definition 3 does not depend on the choice of
the defining phase function g for the surface Γm−1|2n. Indeed, for any other phase function hg, where
h = h0 + h ∈ C∞(Rm)⊗G(ev)2n has a positive body h0 > 0, one has
δ(hg)∂x[hg] = δ(g)∂x[g], δ(hg)|∂x[hg]| = δ(g)|∂x[g]|.
When considering 2m bosonic variables and an open region Ω ⊂ R2m, the theorem of Stokes may be
formulated as follows.
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Theorem 1 (Distributional Stokes Theorem, [15]). Let F,G ∈ C∞(Ω) ⊗ G2n ⊗ Cm,2n and α ∈
E ′ ⊗G(ev)2n a distribution with compact support such that suppα ⊂ Ω. Then,∫
R2m|2n
(F∂x)αG+ Fα (∂xG) = −
∫
R2m|2n
F (∂xα)G, (16)∫
R2m|2n
(
F∂J(x)
)
αG+ Fα
(
∂J(x)G
)
= −
∫
R2m|2n
F
(
∂J(x)α
)
G. (17)
Formula (16) was obtained in [15], and formula (17) is easily derived by letting the complex structure
J act on both sides of (16).
In particular, for α = H(−g) it holds that (see [29])
∂x[H(−g)] = −δ(g)∂x[g], ∂J(x)[H(−g)] = −δ(g)∂J(x)[g].
Hence, if we assume the set {g0 ≤ 0} := {w ∈ R2m : g0(w) ≤ 0} to be compact, we obtain a Stokes formula
in superspace compatible with the notions of domain and surface integrals that we have introduced above.
Corollary 1. Let g = g0 + g ∈ C∞(R2m)⊗G(ev)2n be a phase function such that {g0 ≤ 0} is compact and
∂x[g0] 6= 0 on g−10 (0). Then, for F,G ∈ C∞(Ω)⊗G2n ⊗ Cm,2n such that {g0 ≤ 0} ⊂ Ω one has∫
R2m|2n
H(−g) [(F∂x)G+ F (∂xG)] =
∫
R2m|2n
Fδ(g)∂x[g]G,∫
R2m|2n
H(−g) [(F∂J(x))G+ F (∂J(x)G)] = ∫
R2m|2n
Fδ(g)∂J(x)[g]G.
Using (7) we easily obtain the following results which are equivalent to Theorem 1 and Corollary 1.
Corollary 2. The following formulae hold under the same conditions as in Theorem 1∫
R2m|2n
(F∂Z)αG+ Fα (∂ZG) = −
∫
R2m|2n
F (∂Zα)G, (18)∫
R2m|2n
(F∂Z†)αG+ Fα (∂Z†G) = −
∫
R2m|2n
F (∂Z†α)G. (19)
Corollary 3. The following formulae hold under the same conditions as in Corollary 1∫
R2m|2n
H(−g) [(F∂Z)G+ F (∂ZG)] =
∫
R2m|2n
Fδ(g)∂Z[g]G,∫
R2m|2n
H(−g) [(F∂Z†)G+ F (∂Z†G)] =
∫
R2m|2n
Fδ(g)∂Z† [g]G.
4 Fundamental solutions for ∂x and ∂J(x)
In [21], the fundamental solution of the super Dirac operator ∂x for the general superdimension M =
m− 2n was calculated to be,
ν
m|2n
1 = pi
n
n−1∑
k=0
22k+1k!
(n− k − 1)! ϕ
m|0
2k+2x`
2n−2k−1 − pin
n∑
k=0
22kk!
(n− k)! ϕ
m|0
2k+1x`
2n−2k, (20)
where ϕm|0j is the fundamental solution of ∂
j
x. Observe that ν
m|0
1 = −ϕm|01 . The superdistribution νm|2n1
satisfies
∂xν
m|2n
1 (x) = δ(x)
pin
n!
x` 2n = δ(x) = ν
m|2n
1 (x)∂x,
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where δ(x) = δ(x)pi
n
n! x`
2n defines the Dirac distribution on the supervector variable x and δ(x) =
δ(x1) · · · δ(xm) is the m-dimensional real Dirac distribution. It is easily seen that
〈δ(x− y), G(x)〉 =
∫
Rm|2n
δ(x− y)G(x) = G(y) or equivalently,

∫
Rm
δ(x− y)GA(x) dVx = GA(y),
pin
n!
∫
B
(x`− y`)2n x`A = y`A,
(21)
where y = y + y` and G ∈ C∞(Uy)⊗G2n with Uy ⊂ Rm being a neighborhood of y.
Theorem 2. If M = m− 2n /∈ −2N+ 2, the fundamental solution νm|2n1 has the form
ν
m|2n
1 (x) =
1
|Sm−1|2n|
x
|x|M ,
where |Sm−1|2n| = 2piM/2
Γ(M2 )
is the surface area of the unit supersphere, see [29].
Proof. We first recall that the fundamental solution of ∆km, where ∆m =
∑m
j=1 ∂
2
xj is the Laplace operator
in m bosonic dimensions, is given by
ν
m|0
2k (x) =
|x|2k−n
|Sm−1| 2k−1 (k − 1)! ∏k`=1(2`−m) =
(−1)kΓ (m2 − k)
22k pim/2 Γ(k)
|x|2k
|x|m , (22)
if m − 2k /∈ −2N + 2, see [2]. Then the above formula can be used for every k ≤ n, since the condition
m − 2n /∈ −2N + 2 directly implies m − 2k /∈ −2N + 2. Indeed, it suffices to observe that m − 2k =
m− 2n+ 2(n− k) with n− k ≥ 0.
Since ∆k+1m = (−1)k+1∂2k+2x we can write
ϕ
m|0
2k+2 = (−1)k+1νm|02k+2 =
Γ
(
m
2 − k − 1
)
22k+2 pim/2 Γ(k + 1)
|x|2k+2
|x|m , k = 0, 1, . . . , n− 1, (23)
ϕ
m|0
2k+1 = ∂x
[
ϕ
m|0
2k+2
]
= − Γ
(
m
2 − k
)
22k+1 pim/2 Γ(k + 1)
x |x|2k
|x|m , k = 0, 1, . . . , n− 1. (24)
It is easily seen that (24) also holds for k = n. Indeed, writing
ϕ
m|0
2n+1 = −
Γ
(
m
2 − n
)
22n+1 pim/2 Γ(n+ 1)
x |x|2n
|x|m ,
we immediately obtain ∂x
[
ϕ
m|0
2n+1
]
=
Γ(m2 −n)
22n pim/2 Γ(n)
|x|2n
|x|m = ϕ
m|0
2n . This means that the above expression
for ϕm|02n+1 constitutes a fundamental solution for ∂
2n+1
x .
Now, substituting (23)-(24) into (20) we get
ν
m|2n
1 =
pin
2pim/2
n−1∑
k=0
Γ
(
m
2 − k − 1
)
Γ (n− k)
|x|2(k+1)
|x|m x`
2n−2k−1 +
pin
2pim/2
n∑
k=0
Γ
(
m
2 − k
)
Γ (n− k + 1)
x |x|2k
|x|m x`
2n−2k
=
1
2piM/2
n∑
k=1
Γ
(
m
2 − k
)
Γ (n− k + 1)
|x|2k
|x|m x`
2n−2k+1 +
1
2piM/2
n∑
k=0
Γ
(
m
2 − k
)
Γ (n− k + 1)
x |x|2k
|x|m x`
2n−2k
=
1
2piM/2
x
n∑
k=1
Γ
(
m
2 − k
)
Γ (n− k + 1) |x|
2k−m x` 2n−2k +
Γ
(
m
2
)
2piM/2 Γ (n+ 1)
x
|x|m x`
2n. (25)
Recall (see (6)) that
1
|x|M =
(|x|2 − x` 2)−M2 = n∑
j=0
x` 2j
j!
Γ
(
m
2 −m+ j
)
Γ
(
m
2 − n
) |x|−m+2n−2j
=
1
Γ
(
m
2 − n
) n∑
k=0
Γ
(
m
2 − k
)
Γ(n− k + 1) |x|
2k−m x` 2n−2k.
11
Substituting the later into (25) we obtain
ν
m|2n
1 =
1
2piM/2
x
(
Γ
(
M
2
)
|x|M −
Γ
(
m
2
)
Γ (n+ 1)
x` 2n
|x|m
)
+
Γ
(
m
2
)
2piM/2 Γ (n+ 1)
x
|x|m x`
2n =
1
|Sm−1|2n|
x
|x|M ,
which completes the proof. 
By doubling the bosonic dimension, i.e. M = 2m− 2n, we easily obtain the fundamental solution of
∂J(x) as shown in the next result.
Corollary 4. For M = 2m− 2n /∈ −2N+ 2, i.e. m > n, the fundamental solutions of ∂x and ∂J(x) are
given by,
ν
2m|2n
1 =
1
|S2m−1|2n|
x
|x|M , and J(ν
2m|2n
1 ) =
1
|S2m−1|2n|
J(x)
|x|M ,
respectively.
4.1 Distributional calculus for ν2m|2n1 and J(ν
2m|2n
1 )
One of the fundamental tools used in the distributional calculus with ν2m|2n1 and J(ν
2m|2n
1 ) is the dis-
tribution "finite part" Fp tµ+ on the real line. For a better understanding, we give its definition and list
some of its main properties.
Let µ be a real parameter, t a real variable and consider the function tµ+ =
{
tµ, t ≥ 0,
0, t < 0.
For µ > −1
the function tµ+ is locally integrable and hence constitutes a regular distribution, i.e.
〈tµ+, φ〉 =
∫ +∞
0
tµφ(t) dt, φ ∈ C∞0 (R). (26)
The finite part distribution Fp tµ+ is an extension of the regular distribution t
µ
+ to every value µ ∈ R. The
idea of this extension is to consider only the finite part of the integral (26). In this way we define
〈Fp tµ+, φ〉 :=

〈tµ+, φ〉, −1 < µ,
lim
ε→0+
∫ +∞
ε
tµφ(t) dt+
k∑
j=1
φ(j−1)(0)
(j − 1)!
εµ+j
(µ+ j)
 , −(k + 1)< µ <−k,
lim
ε→0+
∫ +∞
ε
t−kφ(t) dt+
k−1∑
j=1
φ(j−1)(0)
(j − 1)!
ε−k+j
(−k + j)
+ φ(k−1)(0)
(k − 1)! ln(ε)
 , µ = −k,
where k ∈ N. The notation Fp ∫ +∞
0
tµφ(t) dt is often used for 〈Fp tµ+, φ〉.
Proposition 1. The following properties hold for Fp tµ+.
i) tFp tµ+ = Fp t
µ+1
+ , µ ∈ R,
ii)
d
dt
Fp tµ+ =

µFp tµ−1+ , µ /∈ −N+ 1,
(−k)Fp t−k−1+ + (−1)k
1
k!
δ(k)(t), µ = −k, k ∈ N− 1.
In order to compute finite part distributions in Rm we need the so-called generalized spherical means,
see e.g. [10, 11]. Let φ ∈ C∞0 (Rm); putting x = rw, r = |x|, we define the generalized spherical means
Σ(0)[φ](r) =
1
|Sm−1|
∫
Sm−1
φ(rw) dSw, Σ
(1)[φ](r) = Σ(0)[wφ](r) =
1
|Sm−1|
∫
Sm−1
wφ(rw) dSw.
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It is clear that Σ(0)[φ] : R+ → C and Σ(1)[φ] : R+ → Cm are C∞ functions with singular support.
We now list some important properties of these spherical means. The proofs of these results can be
found in [11].
Proposition 2. For a test function φ ∈ C∞0 (Rm) one has
i) Σ(0)[xφ] = rΣ(1)[φ],
ii) Σ(1)[xφ] = −rΣ(0)[φ],
iii) Σ(0)[∂x φ] =
(
∂r +
m−1
r
)
Σ(1)[φ],
iv) Σ(1)[∂x φ] = −∂r Σ(0)[φ],
v)
〈
δ(r),Σ(0)[φ]
〉
= 〈δ(x), φ〉,
vi)
〈
δ(r),Σ(1)[φ]
〉
= 0,
vii)
〈
δ′(r),Σ(1)[φ]
〉
= 1m
〈
∂xδ(x), φ
〉
.
We now have introduced all elements needed for computing the action of the distribution Fp |x|λ+ on
a test function φ ∈ C∞0 (Rm), i.e.〈
Fp |x|λ+, φ
〉
= Fp
∫
Rm
|x|λ φ(x) dVx = Fp
∫ ∞
0
∫
Sm−1
rλ φ(rw)rm−1 dr dSw
= Fp
∫ ∞
0
rλ+m−1
(∫
Sm−1
φ(rw) dSw
)
dr
= |Sm−1| Fp
∫ ∞
0
rλ+m−1Σ(0)[φ](r) dr
= |Sm−1|
〈
Fp rλ+m−1+ ,Σ
(0)[φ]
〉
. (27)
This motivates the introduction of the following distributions (see [10, 11]):
〈Tλ, φ〉 = |Sm−1|
〈
Fp rµ+ , Σ
(0)[φ]
〉
, 〈Uλ, φ〉 = |Sm−1|
〈
Fp rµ+ , Σ
(1)[φ]
〉
,
where µ = λ+m− 1. In this way, one has in Rm that
Fp
|x|µ+1
|x|m = Tλ, Fp
x |x|µ
|x|m = Uλ. (28)
Indeed, the first equality directly follows from (27) while for the second one it suffices to note that〈
Fp
x |x|µ
|x|m , φ
〉
= Fp
∫
Rm
x |x|µ
|x|m φ(x) dVx = Fp
∫ ∞
0
∫
Sm−1
rµ+1−m wφ(rw)rm−1 dr dSw
= Fp
∫ ∞
0
rµ
(∫
Sm−1
wφ(rw) dSw
)
dr
= |Sm−1|
〈
Fp rµ+,Σ
(1)[φ]
〉
= 〈Uλ, φ〉 .
We can now compute ∂x[J(ν
2m|2n
1 )] and ∂J(x)[ν
2m|2n
1 ] in terms of the above defined distributions.
Proposition 3. For m > n (i.e. M = 2(m− n) /∈ −2N+ 2) it holds that
∂x[J(ν
2m|2n
1 )] =
2B
|S2m−1|2n| Fp
1
|x|M +
M
|S2m−1|2n| Fp
xJ(x)
|x|M+2 +
Bb
m
δ(x), (29)
∂J(x)[ν
2m|2n
1 ] =
−2B
|S2m−1|2n| Fp
1
|x|M +
M
|S2m−1|2n| Fp
J(x)x
|x|M+2 −
Bb
m
δ(x), (30)
13
where the distribution Fp
1
|x|M+α , α ≥ 0, is defined in superspace as
Fp
1
|x|M+α =
1
Γ(m− n+ α2 )
n∑
k=0
Γ(m− k + α2 )
Γ(n− k + 1) Fp
|x|2k
|x|2m+α x`
2n−2k. (31)
Remark 4.1. For n=0, formulae (29)-(30) coincide with the corresponding expressions in the purely
bosonic case computed in [6].
Proof. From Corollary 4 we have in distributional sense that
J(ν
2m|2n
1 ) =
1
|S2m−1|2n|J(x)Fp
1
|x|M .
Hence,
∂x[J(ν
2m|2n
1 )] =
1
|S2m−1|2n|
(
∂x
[
Fp
1
|x|M
]
J(x) + Fp
1
|x|M ∂x [J(x)]
)
=
2B
|S2m−1|2n| Fp
1
|x|M +
1
|S2m−1|2n| ∂x
[
Fp
1
|x|M
]
J(x). (32)
Using (28) and (31) we obtain,
∂x
[
Fp
1
|x|M
]
=
1
Γ(m− n)
n∑
k=0
Γ(m− k)
Γ(n− k + 1) ∂x
[
T2k−2m x` 2n−2k
]
, (33)
where
∂x
[
T2k−2m x` 2n−2k
]
= −∂x [T2k−2m] x` 2n−2k + T2k−2m ∂x`
[
x` 2n−2k
]
.
By Propositions 1 and 2 we now get,
〈∂x [T2k−2m] , φ〉 = −〈T2k−2m, ∂x [φ]〉 = −|S2m−1|
〈
Fp r2k−1+ , Σ
(0)
[
∂xφ
]〉
= −|S2m−1|
〈
Fp r2k−1+ ,
(
∂r +
2m− 1
r
)
Σ(1)[φ]
〉
= |S2m−1|
〈
d
dr
Fp r2k−1+ ,Σ
(1)[φ]
〉
− |S2m−1|
〈
(2m− 1)Fp r2k−2+ ,Σ(1)[φ]
〉
= |S2m−1|
〈
(2k − 1)Fp r2k−2+ − δk,0δ′(r)− (2m− 1)Fp r2k−2+ ,Σ(1)[φ]
〉
= (2k − 2m)|S2m−1|
〈
Fp r2k−2+ , Σ
(1)[φ]
〉
− δk,0|S2m−1|
〈
δ′(r) , Σ(1)[φ]
〉
=
〈
(2k − 2m)U2k−2m−1 − δk,0|S
2m−1|
2m
∂xδ(x) , φ
〉
,
or equivalently,
∂x [T2k−2m] = (2k − 2m)U2k−2m−1 − δk,0|S
2m−1|
2m
∂xδ(x).
Moreover,
∂x`
[
x` 2n−2k
]
= 2(n− k)x` 2n−2k−1, k = 0, 1, . . . , n,
where we are formally defining 0x`−1 := 0 in the case k = n (we recall that the element x`−1 does not
exist due to the nilpotency of x`). Hence we conclude that
∂x
[
T2k−2m x` 2n−2k
]
= 2(m− k)U2k−2m−1 x` 2n−2k + 2(n− k)T2k−2m x` 2n−2k−1 + δk,0|S
2m−1|
2m
∂xδ(x) x`
2n.
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Substituting this into (33) we obtain,
∂x
[
Fp
1
|x|M
]
=
1
Γ(m− n)
n∑
k=0
2Γ(m− k)
Γ(n− k + 1)
[
(m− k)U2k−2m−1 x` 2n−2k + (n− k)T2k−2m x` 2n−2k−1
]
+
Γ(m)
Γ(m− n)Γ(n+ 1)
|S2m−1|
2m
∂xδ(x) x`
2n
=
2
Γ(m− n)
[
n∑
k=0
Γ(m− k + 1)
Γ(n− k + 1) U2k−2m−1 x`
2n−2k +
n∑
k=1
Γ(m− k + 1)
Γ(n− k + 1) T2k−2−2m x`
2n−2k+1
]
+
pim
mΓ(m− n)Γ(n+ 1) ∂xδ(x) x`
2n
=
2
Γ(m− n)
n∑
k=1
Γ(m− k + 1)
Γ(n− k + 1)
(
Fp
x|x|2k−2
|x|2m + Fp
x`|x|2k−2
|x|2m
)
x` 2n−2k
+
2Γ(m+ 1)
Γ(m− n)Γ(n+ 1)U−2m−1 x`
2n +
pim
mΓ(m− n)Γ(n+ 1) ∂xδ(x) x`
2n
=
2x
Γ(m− n)
n∑
k=1
(
Γ(m− k + 1)
Γ(n− k + 1) Fp
|x|2k
|x|2m+2 x`
2n−2k
)
+
2Γ(m+ 1)
Γ(m− n)Γ(n+ 1)U−2m−1 x`
2n
+
pim
mΓ(m− n)Γ(n+ 1) ∂xδ(x) x`
2n.
Then from (31) we get,
∂x
[
Fp
1
|x|M
]
=
2x
Γ(m− n)
[
Γ(m− n+ 1)Fp 1|x|M+2 −
Γ(m+ 1)
Γ(n+ 1)
Fp
1
|x|2m+2 x`
2n
]
+
2Γ(m+ 1)
Γ(m− n)Γ(n+ 1)U−2m−1 x`
2n +
pim
mΓ(m− n)Γ(n+ 1) ∂xδ(x) x`
2n
= 2(m− n)Fp x|x|M+2 +
pim
mΓ(m− n)Γ(n+ 1) ∂xδ(x) x`
2n. (34)
Substitution of (34) into (32) yields
∂x[J(ν
2m|2n
1 )] =
1
|S2m−1|2n|
(
2BFp
1
|x|M + M Fp
xJ(x)
|x|M+2 +
pim
mΓ(m− n)Γ(n+ 1) ∂xδ(x) J(x) x`
2n
)
.
(35)
Observe now that, for any complex valued test function φ, one has〈
∂xδ(x) J(x), φ
〉
= − 〈δ(x) , ∂x [J(x)φ]〉 = − 〈δ(x) ,−2Bbφ+ ∂x [φ] J(x)〉 = 〈2Bbδ(x) , φ〉 ,
which implies that ∂xδ(x) J(x) = 2Bbδ(x). Hence, since δ(x) = δ(x)pi
n
n! x`
2n, we obtain,
pim
mΓ(m− n)Γ(n+ 1) ∂xδ(x) J(x) x`
2n =
2pim
mΓ(M2 )n!
Bbδ(x)x`
2n =
|S2m−1|2n|
m
Bbδ(x).
Finally, substituting the latter into (35) we obtain (29). Formula (30) easily follows from applying J to
both sides of (29) and using the properties J2[ν2m|2n1 ] = −ν2m|2n1 and J(B) = B. 
4.2 Hermitian counterparts of ν2m|2n1 and J(ν
2m|2n
1 )
Similarly as above, we introduce the following Hermitian counterparts to the pair of fundamental solutions
(ν
2m|2n
1 ,J(ν
2m|2n
1 )), for m > n:
Ψ
m|n
1 = ν
2m|2n
1 + iJ(ν
2m|2n
1 ), Ψ
m|n
1
†
= −
(
ν
2m|2n
1 − iJ(ν2m|2n1 )
)
,
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or equivalently,
Ψ
m|n
1 (Z) =
2
|S2m−1|2n|
Z
|Z|M , Ψ
m|n
1
†
(Z) =
2
|S2m−1|2n|
Z†
|Z|M ,
where we recall that |Z| = |x|. As in the purely bosonic case, see e.g. [6], Ψm|n1 and Ψm|n1
†
are not the
fundamental solutions of the Hermitian super Dirac operators ∂Z and ∂Z† . Indeed, from (29)-(30) one
obtains the following results.
Proposition 4.
∂ZΨ
m|n
1 =
m+ iBb
2m
δ(x) +
M
2 + iB
|S2m−1|2n| Fp
1
|x|M −
M
|S2m−1|2n| Fp
Z†Z
|x|M+2 = Ψ
m|n
1
†
∂Z† , (36)
∂Z†Ψ
m|n
1 = 0 = Ψ
m|n
1
†
∂Z, (37)
∂ZΨ
m|n
1
†
= 0 = Ψ
m|n
1 ∂Z† ,
∂Z†Ψ
m|n
1
†
=
m− iBb
2m
δ(x)−
M
2 + iB
|S2m−1|2n| Fp
1
|x|M +
M
|S2m−1|2n| Fp
Z†Z
|x|M+2 = Ψ
m|n
1 ∂Z.
Proof. We will only prove the left equalities in (36) and (37) since the remaining ones can be proven
along similar lines. We first observe that
∂ZΨ
m|n
1 =
1
4
(
∂x − i∂J(x)
) (
ν
2m|2n
1 + iJ(ν
2m|2n
1 )
)
=
1
4
[(
∂xν
2m|2n
1 + ∂J(x)J(ν
2m|2n
1 )
)
+ i
(
∂xJ(ν
2m|2n
1 )− ∂J(x)ν2m|2n1
)]
=
1
4
[
2δ(x) + i
(
4B
|S2m−1|2n| Fp
1
|x|M +
2M
|S2m−1|2n| Fp
xJ(x)
|x|M+2 +
2Bb
m
δ(x)
)]
=
m+ iBb
2m
δ(x) +
iB
|S2m−1|2n| Fp
1
|x|M +
iM
2|S2m−1|2n| Fp
xJ(x)
|x|M+2 .
On the other hand it can be easily proven that xJ(x) = −i|x|2 + 2iZ†Z. Substituting this result into the
above formula, we get (36). For (37) it suffices to note that
∂Z†Ψ
m|n
1 = −
1
4
(
∂x + i∂J(x)
) (
ν
2m|2n
1 + iJ(ν
2m|2n
1 )
)
= −1
4
[(
∂xν
2m|2n
1 − ∂J(x)J(ν2m|2n1 )
)
+ i
(
∂xJ(ν
2m|2n
1 ) + ∂J(x)ν
2m|2n
1
)]
= 0,
which completes the proof. 
Proposition 4 shows that the functions Ψm|n1 and Ψ
m|n
1
†
are not sh-monogenic. Nevertheless, they
can be combined in a (2 × 2) circulant matrix in order to obtain the Hermitian Cauchy formulae in
superspace. This approach is inspired by the one used in the purely bosonic case, see e.g. [6, 34].
Theorem 3. Introducing the particular circulant (2× 2) matrices
D(Z,Z†) =
(
∂Z ∂Z†
∂Z† ∂Z
)
, Ψ
m|n
2×2 =
(
Ψ
m|n
1 Ψ
m|n
1
†
Ψ
m|n
1
†
Ψ
m|n
1
)
, δ := δI2 =
(
δ 0
0 δ
)
,
one obtains that
D(Z,Z†) Ψm|n2×2(Z) = δ(x) = Ψm|n2×2(Z) D(Z,Z†).
Here, I2 denotes the identity matrix of order (2× 2).
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5 Hermitian Cauchy-Pompeiu formula in superspace
Theorem 3 means that Ψm|n2×2 may be considered as a fundamental solution of D(Z,Z†) in the above-
introduced matrix context. This observation is crucial for the matrix approach used in Hermitian Clifford
analysis to arrive at a Cauchy integral formula. Moreover, it is remarkable that the Dirac matrix D(Z,Z†)
factorizes in some sense the Laplacian, i.e.
D(Z,Z†)
(D(Z,Z†))† = 14
(
∆2m|2n 0
0 ∆2m|2n
)
, with
(D(Z,Z†))† = ( ∂Z† ∂Z∂Z ∂Z†
)
.
Thus, in the same setting, we associate, with every pair of Clifford-valued superfunctions G1, G2 ∈
C∞(Ω)⊗G2n ⊗ C2m,2n, the matrix function
G12 =
(
G1 G2
G2 G1
)
. (38)
Definition 4. The matrix function G12 is said to be (left) SH-monogenic if D(Z,Z†)G12 = 0, where 0
denotes the matrix with zero entries.
The above definition for SH-monogenicity explicitly reads{
∂Z[G1] + ∂Z† [G2] = 0,
∂Z[G2] + ∂Z† [G1] = 0.
When considering in particular G1 = G and G2 = G†, the SH-monogenicity of the corresponding matrix
function G =
(
G G†
G† G
)
does not imply, in general, the sh-monogenicity of G and vice versa. As a
clear example to illustrate this consider the matrix G = Ψm|n2×2, i.e. G = Ψ
m|n
1 . An important exception
to this general remark occurs in the case of Grassmann-valued functions. Indeed, if G ∈ C∞(Ω) ⊗ G2n
one has
∂Z[G] + ∂Z† [G
†] =
m∑
j=1
(
f†j ∂zj [G] + fj ∂zcj [G
c]
)
+ 2i
n∑
j=1
(
fj`
† ∂z`j [G]− fj` ∂z`cj [Gc]
)
,
∂Z[G
†] + ∂Z† [G] =
m∑
j=1
(
f†j ∂zj [G
c] + fj ∂zcj [G]
)
+ 2i
n∑
j=1
(
fj`
† ∂z`j [G
c]− fj` ∂z`cj [G]
)
,
which means in this case that{
∂Z[G] + ∂Z† [G
†] = 0,
∂Z[G
†] + ∂Z† [G] = 0,
⇐⇒
{
∂zj [G] = ∂zcj [G] = 0, j = 1, . . . ,m,
∂z`j [G] = ∂z`cj [G] = 0, j = 1, . . . , n,
⇐⇒ ∂Z[G] = 0 = ∂Z† [G].
Another important case occurs when considering the matrix function G0 = GI2 =
(
G 0
0 G
)
with
G ∈ C∞(Ω) ⊗ G2n ⊗ C2m,2n. Also in this case the SH-monogenicity of G0 is equivalent to the sh-
monogenicity of G. Indeed,
D(Z,Z†)G0 =
(
∂Z[G] ∂Z† [G]
∂Z† [G] ∂Z[G]
)
.
We are now in conditions to reformulate the Hermitian-Stokes theorem given in Corollary 2, in a matrix
form. The proof easily follows by taking deliberate combinations of the formulae (18)-(19).
Theorem 4. Let F 12 and G12 be a pair of matrix functions of the form (38) with entries in C∞(Ω) ⊗
G2n ⊗ C2m,2n. Let moreover α and β be distributions in E ′ ⊗ G(ev)2n and consider the circulant matrix
distribution Σ =
(
α β
β α
)
such that suppΣ := suppα ∪ supp β is a subset of Ω. It then holds that
∫
R2m|2n
(
F 12D(Z,Z†)
)
ΣG12 + F
1
2 Σ
(D(Z,Z†)G12) = −∫
R2m|2n
F 12
(D(Z,Z†)Σ) G12. (39)
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Considering now a phase function g = g0 + g ∈ C∞(R2m)⊗G(ev)2n such that {g0 ≤ 0} ⊂ Ω is compact
and ∂x[g0] 6= 0 on g−10 (0), the corresponding matrix distribution
Σ = H(−g)I2 =
(
H(−g) 0
0 H(−g)
)
(40)
is a commuting matrix satisfying
D(Z,Z†)Σ = −δ(g)
(
∂Z[g] ∂Z† [g]
∂Z† [g] ∂Z[g]
)
= −δ(g)D(Z,Z†)[g].
Hence formula (39) takes the following form, when substituting (40):∫
R2m|2n
H(−g) [(F 12D(Z,Z†)) G12 + F 12 (D(Z,Z†)G12)] = ∫
R2m|2n
F 12 δ(g)D(Z,Z†)[g]G12. (41)
In order to prove the Hermitian Cauchy-Pompeiu formula in superspace we first observe that in (39) the
matrix function F 12 can be replaced by any matrix distribution
Υ =
(
γ σ
σ γ
)
, γ, σ ∈ E ′ ⊗G2n ⊗ C2m,2n, (42)
such that the sets
sing suppΥ := sing supp γ ∪ sing supp σ and sing suppΣ := sing suppα ∪ sing supp β
are disjoint. Under these conditions, (39) can be proven for F 12 = Υ by taking deliberate combinations
of (18)-(19) with F = γ and F = σ. These substitutions are possible since distributions with disjoint
singular supports can be multiplied and the Leibniz rule remains valid for such a product, see (10) and
(11). Applying this reasoning to (41), for which we are taking Σ = H(−g)I2, we immediately obtain the
following consequence.
Corollary 5. Let G12 be a matrix function of the form (38) with entries in C∞(Ω)⊗G2n ⊗ C2m,2n. Let
g = g0 + g ∈ C∞(R2m)⊗G(ev)2n be a phase function such that {g0 ≤ 0} ⊂ Ω is compact and ∂x[g0] 6= 0 on
g−10 (0), and let Υ be a matrix distribution of the form (42) such that sing suppΥ ∩ g−1(0) = ∅. It then
holds that ∫
R2m|2n
H(−g) [(ΥD(Z,Z†)) G12 + Υ (D(Z,Z†)G12)] = ∫
R2m|2n
Υ δ(g)D(Z,Z†)[g]G12, (43)
where the distributional products H(−g) (ΥD(Z,Z†)), H(−g)Υ and Υδ(g) are to be understood in the
sense of (10) and (11).
Proof. It suffices to note that sing suppH(−g) = g−1(0). 
Let us now consider the supervector y = y + y`, its Hermitian counterparts
U =
1
2
(y + iJ(y)), U† = −1
2
(y − iJ(y)),
and the matrix distribution
Ψ
m|n
2×2(Z−U) =
(
Ψ
m|n
1 (Z−U) Ψm|n1
†
(Z−U)
Ψ
m|n
1
†
(Z−U) Ψm|n1 (Z−U)
)
,
where we recall that
Ψ
m|n
1 (Z−U) =
2
|S2m−1|2n|
Z−U
|Z−U|M , Ψ
m|n
1
†
(Z−U) = 2|S2m−1|2n|
Z† −U†
|Z−U|M .
The following Hermitian Cauchy-Pompeiu formula in superspace then is established.
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Theorem 5 (Hermitian Cauchy-Pompeiu formula in superspace). Let G12 be a matrix function
of the form (38) with entries in C∞(Ω)⊗G2n⊗C2m,2n, and let g = g0 +g ∈ C∞(R2m)⊗G(ev)2n be a phase
function such that {g0 ≤ 0} ⊂ Ω is compact and ∂x[g0] 6= 0 on g−10 (0). It then holds that∫
R2m|2n
Ψ
m|n
2×2(Z−U) δ(g(x))D(Z,Z†)[g(x)]G12(x)−
∫
R2m|2n
H(−g(x)) Ψm|n2×2(Z−U)
(D(Z,Z†)G12(x))
=
{
G12(y), g0(y) < 0,
0, g0(y) > 0.
(44)
Proof. It is easily seen that Ψm|n2×2(Z−U) is a matrix distribution in the variable Z with singular support
{y}. Hence, for g0(y) 6= 0 we have that
sing suppH(−g(x)) ∩ sing supp Ψm|n2×2(Z−U) = ∅.
This means that one can take Υ = Ψm|n2×2(Z−U) in (43). From Theorem 3 it follows that
δ(x− y) = Ψm|n2×2(Z−U) D(Z,Z†),
leading to∫
R2m|2n
H(−g(x)) δ(x− y)G12(x)
=
∫
R2m|2n
Ψ
m|n
2×2(Z−U) δ(g(x))D(Z,Z†)[g(x)]G12(x)−
∫
R2m|2n
H(−g(x)) Ψm|n2×2(Z−U)
(D(Z,Z†)G12(x)) . (45)
Let us now examine the distributional product
δ(x− y)H(−g(x)) = pi
n
n!
(x`− y`)2n
n∑
j=0
(−g(x))j
j!
δ(x− y)δ(j−1)(−g0(x)).
It is clearly seen that sing supp δ(x − y) = {y} and sing supp δ(j−1)(−g0(x)) = g−10 (0), whence (10)
immediately shows for g0(y) 6= 0 that
δ(x− y)δ(j−1)(−g0(x)) = 0, j = 1, . . . , n.
Thus δ(x− y)H(−g(x)) = δ(x− y)H(−g0(x)) and then, (21) yields∫
R2m|2n
δ(x− y)H(−g(x))G12(x) =
∫
R2m|2n
δ(x− y)H(−g0(x))G12(x) = H(−g0(y))G12(y).
Substitution of the later in (45) gives the desired result (44). 
This theorem now leads to the following Hermitian Cauchy integral formulae in superspace.
Corollary 6. If the matrix function G12 is SH-monogenic then,∫
Rm|2n
Ψ
m|n
2×2(Z−U) δ(g(x))D(Z,Z†)[g(x)]G12(x) =
{
G12(y), g0(y) < 0,
0, g0(y) > 0.
Corollary 7. If the function G is sh-monogenic then,∫
Rm|2n
Ψ
m|n
2×2(Z−U) δ(g(x))D(Z,Z†)[g(x)]G0(x) =
{
G0(y), g0(y) < 0,
0, g0(y) > 0.
(46)
The above result may be considered as a Hermitian Cauchy integral theorem for the sh-monogenic
function G. For n = 0 the above result becomes the purely bosonic Hermitian Cauchy integral. The study
of its boundary limits leads to Hermitian Clifford-Hardy spaces and to a Hermitian Hilbert transform,
see e.g. [5].
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Remark 5.1. The second summand at the left hand side of formula (44) is the well-known Téodorescu
transform, which is denoted by
TgG
1
2(y) = −
∫
R2m|2n
H(−g(x)) Ψm|n2×2(Z−U)G12(x).
This operator constitutes a right inverse to the Dirac operator. Indeed, using Theorem 3 and (21) one
easily obtains
D(U,U†)TgG12(y) =
∫
R2m|2n
H(−g(x))δ(x− y)G12(x) =
{
G12(y), g0(y) < 0,
0, g0(y) > 0.
The combination of the above inversion formula with the Hermitian Cauchy-Pompeiu Theorem 5, yields
a Hermitian Koppelman formula in superspace, see e.g. [7]. This formula reads as follows for g0(y) < 0:∫
Rm|2n
Ψ
m|n
2×2(Z − U) δ(g(x))D(Z,Z†)[g(x)]G12(x) + TgD(Z,Z†)G12(y) + D(U,U†)TgG12(y) = 2G12(y).
6 Integral formulae for holomorphic functions in superspace
6.1 Holomorphicity in superspace and sh-monogenicity
Every superfunction F (x) ∈ C∞(Ω)⊗G2n, Ω ⊂ R2m, can be written in terms of the Hermitian supervector
variables Z and Z† as
F (Z,Z†) =
∑
A,B⊂{1,...,n}
FA,B(Z,Z
†)Z`A Z
c`
B , FA,B ∈ C∞(Ω), (47)
where
Z`A = z`j1 · · · z`jk , A = {j1, . . . , jk}, 1 ≤ j1 < . . . < jk ≤ n,
Z
c`
B = z`
c
`1 · · · z`c`s , B = {`1, . . . , `s}, 1 ≤ `1 < . . . < `s ≤ n.
The notion of a holomorphic function in the purely bosonic case then naturally extends to superfunctions.
Definition 5. A superfunction F (Z,Z†) of the form (47) is said to be holomorphic in the bosonic and
fermionic complex variables z1, . . . , zm, z`1, . . . , z`n if
∂zcj [F ] = ∂z`ck [F ] = 0, j = 1, . . . ,m, k = 1 . . . , n.
This holomorphicity condition is equivalent to saying that the function F does not depend on the
conjugate variables zc1, . . . , zcm, z`
c
1, . . . , z`
c
n, i.e.
F (Z,Z†) = F (Z) =
∑
A⊂{1,...,n}
FA(Z)Z
`
A.
Let us now connect this holomorphicity notion in superspace with sh-monogenicity. To that end we
start by introducing the classical primitive idempotent
Ib = f
†
1f1 · · · f†mfm, where f†jfj =
1
2
(1 + iejem+j), j = 1, . . . ,m.
This idempotent clearly satisfies ejIb = −iem+jIb or equivalently f†jIb = 0.
A similar element to Ib can be constructed in terms of the symplectic generators e`j ’s. We first
recall that the elements e`2j−1, e`2j can be identified with the following operators when acting on the
corresponding spinor space, see e.g. [14, 36],
e`2j−1 → e2m+1 ∂aj , e`2j → −e2m+1 aj ,
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where a1, . . . , an are commuting variables and e2m+1 is an additional orthogonal Clifford generator. It is
readily seen that the above correspondences are in accordance with the commutation rules (2). We then
need to find an element If similar to Ib in the spinor space that consists of all smooth functions in the
variables a1, . . . , an. This element If has to satisfy the key property
e`2j−1If = −ie`2jIf , or equivalently, ∂ajIf = iaj If .
Such a function is given by
If = exp
 i
2
n∑
j=1
a2j
 ,
which clearly is a null solution of the operator fj`†, i.e.
fj`
†If = −1
2
(e`2j−1 + ie`2j) If = −e2m+1
2
(
∂aj − iaj
)
[If ] = 0.
Proposition 5. A superfunction F ∈ C∞(Ω)⊗G2n is holomorphic in the variables z1, . . . , zm, z`1, . . . , z`n
if and only if the spinor-valued function FIbIf is sh-monogenic.
Proof. We first observe that
∂Z[FIbIf ] =
m∑
j=1
∂zj [F ] f
†
j IbIf + 2i
n∑
j=1
∂z`j [F ] fj`
† IbIf = 0,
while on the other hand,
∂Z† [FIbIf ] =
m∑
j=1
∂zcj [F ] fj IbIf − 2i
n∑
j=1
∂z`cj [F ] fj` IbIf , (48)
whence it is clear that holomorphicity for F implies sh-monogenicity for FIbIf .
Assume now that FIbIf is sh-monogenic. In order to prove that F is holomorphic, it suffices to show that
all the elements fj IbIf , fk` IbIf are linearly independent when considering coefficients in C∞(Ω) ⊗ G2n,
see (48).
We have,
fj Ib = f
†
1f1 · · ·
(
fjf
†
j
)
fj · · · f†mfm = f†1f1 · · ·
(
1− f†jfj
)
fj · · · f†mfm = f†1f1 · · · f†j−1fj−1 fj f†j+1fj+1 · · · f†mfm,
yielding,
f†kfjIb = δk,jIb. (49)
Moreover,
fj`IbIf = Ibfj`If = Ib
e2m+1
2
(∂aj + iaj) exp
 i
2
n∑
j=1
a2j
 = Ibe2m+1iaj exp
 i
2
n∑
j=1
a2j
 .
Hence, taking into account (48), the sh-monogenicity of FIbIf reduces to m∑
j=1
∂zcj [F ] fj Ib − 2i
n∑
j=1
∂z`cj [F ] Ibe2m+1iaj
 exp
 i
2
n∑
j=1
a2j
 = 0,
implying
m∑
j=1
∂zcj [F ] fj Ib − 2i
n∑
j=1
∂z`cj [F ] Ibe2m+1iaj = 0.
Multiplying the above expression from the left by f†k we get, on account of (49), that ∂zck [F ] Ib = 0. This
directly implies that ∂zck [F ] = 0 for every k = 1, . . . ,m, whence the previous equality reduces to
n∑
j=1
∂z`cj [F ] Ibe2m+1iaj = 0.
Finally, by taking ak = 1 and aj = 0 (j 6= k) we obtain ∂z`ck [F ] = 0 for every k = 1, . . . , n. 
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6.2 Bochner-Martinelli theorem for holomorphic superfunctions
The above result shows that considering functions of the form FIbIf establishes a connection between
Hermitian monogenicity and holomorphic functions in superspace. In this section, we investigate the
nature of the Hermitian Cauchy integral formula obtained in Corollary 7 for this type of functions.
To this end, we will explicitly compute the left-hand side of (46), taking G = FIbIf where F (Z) =∑
A FA(Z)Z
`
A is a holomorphic function. We first obtain,
D(Z,Z†)[g(x)]G0(x) =
(
∂Z[g(x)] ∗
∂Z† [g(x)] ∗
)(
F (Z)IbIf ∗
0 ∗
)
=
(
∂Z[g(x)]F (Z)IbIf ∗
∂Z† [g(x)]F (Z)IbIf ∗
)
,
where the second columns have not been written, since they only duplicate the first ones (in reversed
order) on account of the circulant structure of the involved matrices. Further calculation yields,
∂Z[g(x)]F (Z)IbIf =
m∑
j=1
∂zj [g(x)]F (Z) (f
†
j Ib)If + 2i
n∑
j=1
∂z`j [g(x)]F (Z) Ib (fj`
† If ) = 0,
and as a consequence, D(Z,Z†)[g(x)]G0(x) =
(
0 ∗
∂Z† [g(x)]F (Z)IbIf ∗
)
. Hence
Ψ
m|n
2×2(Z−U) δ(g(x))D(Z,Z†)[g(x)]G0(x) =
(
Ψ
m|n
1 (Z−U) ∗
Ψ
m|n
1
†
(Z−U) ∗
)(
0 ∗
δ(g(x)) ∂Z† [g(x)] F (Z)IbIf ∗
)
=
(
Ψ
m|n
1
†
(Z−U)δ(g(x)) ∂Z† [g(x)] F (Z)IbIf ∗
Ψ
m|n
1 (Z−U) δ(g(x)) ∂Z† [g(x)] F (Z)IbIf ∗
)
.
Denoting the even element |Z−U| = ρ we compute
Ψ
m|n
1
†
(Z−U)δ(g(x)) ∂Z† [g(x)]
=
2δ(g(x))
|S2m−1|2n|ρM
[
(Z − U)† ∂Z† [g(x)]+(Z − U)† ∂Z`† [g(x)]+
(
Z`− U
)`†
∂Z`† [g(x)]+
(
Z`− U
)`†
∂Z† [g(x)]
]
.
We now consider each term in the previous sum separately, obtaining
(Z − U)† ∂Z† [g(x)] =
 m∑
j=1
(zj − uj)c f†j
( m∑
k=1
fk ∂zck [g(x)]
)
= −
∑
j 6=k
(zj − uj)c ∂zck [g(x)] fkf
†
j +
m∑
j=1
(zj − uj)c ∂zcj [g(x)] (1− fjf†j),
(Z − U)† ∂Z †` [g(x)] = −2i
 m∑
j=1
(zj − uj)c f†j
( n∑
k=1
fk` ∂z`ck [g(x)]
)
= 2i
∑
1≤j≤m
1≤k≤n
(zj − uj)c ∂z`ck [g(x)] fk` f
†
j ,
(
Z`− U
)`†
∂Z †` [g(x)] = −2i
 n∑
j=1
(z`j − u`j)c fj`†
( n∑
k=1
fk` ∂z`ck [g(x)]
)
= −2i
∑
j 6=k
(z`j − u`j)c ∂z`ck [g(x)] fk` fj`† − 2i
n∑
j=1
(z`j − u`j)c ∂z`cj [g(x)]
(
i
2
+ fj` fj`
†
)
,
(
Z`− U
)`†
∂Z† [g(x)] =
 n∑
j=1
(z`j − u`j)c fj`†
( m∑
k=1
fk ∂zck [g(x)]
)
= −
∑
1≤j≤n
1≤k≤m
(z`j − u`j)c ∂zck [g(x)] fkfj`†.
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This yields,
(Z − U)† ∂Z† [g(x)]F (Z)IbIf =
m∑
j=1
(zj − uj)c ∂zcj [g(x)]F (Z)IbIf , (Z − U)
†
∂Z`† [g(x)]F (Z)IbIf = 0,
(
Z`− U
)`†
∂Z`† [g(x)]F (Z)IbIf =
n∑
j=1
(z`j − u`j)c ∂z`cj [g(x)]F (Z)IbIf ,
(
Z`− U
)`†
∂Z† [g(x)]F (Z)IbIf = 0.
Hence we obtain
Ψ
m|n
1
†
(Z−U)δ(g(x)) ∂Z† [g(x)]F (Z)IbIf
=
2δ(g(x))
|S2m−1|2n|ρM
 m∑
j=1
(zj − uj)c ∂zcj [g(x)] +
n∑
j=1
(z`j − u`j)c ∂z`cj [g(x)]
 F (Z)IbIf
=
2δ(g(x))
|S2m−1|2n|ρM D
†
Z−U,Z[g(x)]F (Z)IbIf ,
where the differential operator
D†Z−U,Z =
m∑
j=1
(zj − uj)c ∂zcj +
n∑
j=1
(z`j − u`j)c ∂z`cj =
{
∂†Z, (Z−U)†
}
− 1
2
(
M
2
− iB
)
is the so-called directional derivative with respect to Z† in the direction (Z−U)†, see [24].
Thus, the Hermitian Cauchy integral formula (46) for g0(y) < 0 yields the following two statements:
2
|S2m−1|2n|
∫
R2m|2n
δ(g(x))
|Z−U|M D
†
Z−U,Z[g(x)]F (Z)IbIf = F (U)IbIf ,
2
|S2m−1|2n|
∫
R2m|2n
δ(g(x))
|Z−U|M (Z−U) ∂Z† [g(x)]F (Z)IbIf = 0. (50)
The first one leads to the following integral representation of holomorphic superfunctions.
Theorem 6 (Bochner-Martinelli formula in superspace). Let F (Z) ∈ C∞(Ω)⊗G2n be a holomor-
phic function in the variables z1 . . . , zm, z`1, . . . , z`n, (m > n), and let g = g0 + g ∈ C∞(R2m)⊗G(ev)2n be a
phase function such that {g0 ≤ 0} ⊂ Ω is compact and ∂x[g0] 6= 0 on g−10 (0). It then follows for g0(y) < 0
that
2
|S2m−1|2n|
∫
R2m|2n
δ(g(x))
|Z−U|M D
†
Z−U,Z[g(x)]F (Z) = F (U). (51)
Remark 6.1. The above theorem indeed constitutes an extension of the classical Bochner-Martinelli
formula to superspace. In the next section it will be shown that (51) reduces to (1) when n = 0.
On the other hand, the second statement yields the following result.
Theorem 7. Under the same conditions as in Theorem 6 one has∫
R2m|2n
δ(g(x))
zj − uj
|Z−U|M ∂zck [g(x)]F (Z) =
∫
R2m|2n
δ(g(x))
zk − uk
|Z−U|M ∂zcj [g(x)]F (Z),
−2i
∫
R2m|2n
δ(g(x))
zj − uj
|Z−U|M ∂z`ck [g(x)]F (Z) =
∫
R2m|2n
δ(g(x))
z`k − u`k
|Z−U|M ∂zcj [g(x)]F (Z),∫
R2m|2n
δ(g(x))
z`j − u`j
|Z−U|M ∂z`ck [g(x)]F (Z) = −
∫
R2m|2n
δ(g(x))
z`k − u`k
|Z−U|M ∂z`cj [g(x)]F (Z).
Proof. The proof directly follows from expanding expression (50). We have
(Z−U) ∂Z† [g(x)] = (Z − U) ∂Z† [g(x)] + (Z − U) ∂Z`† [g(x)] +
(
Z`− U
)`
∂Z† [g(x)] +
(
Z`− U
)`
∂Z`† [g(x)],
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where
(Z − U) ∂Z† [g(x)] =
 m∑
j=1
(zj − uj) fj
( m∑
k=1
fk ∂zck [g(x)]
)
=
∑
j 6=k
(zj − uj) ∂zck [g(x)] fjfk,
(Z − U) ∂Z`† [g(x)] = −2i
 m∑
j=1
(zj − uj) fj
( n∑
k=1
fk` ∂z`ck [g(x)]
)
= −2i
∑
1≤j≤m
1≤k≤n
(zj − uj) ∂z`ck [g(x)] fjfk`,
(
Z`− U
)`
∂Z† [g(x)] =
(
n∑
k=1
(z`k − u`k) fk`
) m∑
j=1
fj ∂zcj [g(x)]
 = ∑
1≤j≤m
1≤k≤n
(z`k − u`k) ∂zcj [g(x)] fk` fj ,
(
Z`− U
)`
∂Z`† [g(x)] = −2i
 n∑
j=1
(z`j − u`j) fj`
( n∑
k=1
fk` ∂z`ck [g(x)]
)
= −2i
∑
1≤j,k≤n
(z`j − u`j) ∂z`ck [g(x)] fj` fk`.
Hence (50) reads
2
|S2m−1|2n|
∫
R2m|2n
δ(g(x))
|Z−U|M
∑
1≤j<k≤m
[
(zj − uj) ∂zck [g(x)]− (zk − uk) ∂zcj [g(x)]
]
F (Z) fjfk IbIf
+
2
|S2m−1|2n|
∫
R2m|2n
δ(g(x))
|Z−U|M
∑
1≤j≤m
1≤k≤n
[
−2i(zj − uj) ∂z`ck [g(x)]− (z`k − u`k) ∂zcj [g(x)]
]
F (Z) fjfk` IbIf
− 4i|S2m−1|2n|
∫
R2m|2n
δ(g(x))
|Z−U|M
∑
1≤j<k≤n
[
(z`j − u`j) ∂z`ck [g(x)] + (z`k − u`k) ∂z`cj [g(x)]
]
F (Z) fj` fk` IbIf
− 4i|S2m−1|2n|
∫
R2m|2n
δ(g(x))
|Z−U|M
∑
1≤j≤n
(z`j − u`j) ∂z`cj [g(x)]F (Z) fj` 2 IbIf = 0.
Thus, it suffices to prove that all the elements
fjfk IbIf , 1 ≤ j < k ≤ m, fjfk` IbIf , 1 ≤ j ≤ m, 1 ≤ k ≤ n, fj` fk` IbIf 1 ≤ j ≤ k ≤ n, (52)
are linearly independent when considering coefficients in C∞(Ω) ⊗ G2n. So take Aj,k, Bj,k, Cj,k ∈
C∞(Ω)⊗G2n such that∑
1≤j<k≤m
Aj,k fjfk IbIf +
∑
1≤j≤m
1≤k≤n
Bj,k fjfk` IbIf +
∑
1≤j≤k≤n
Cj,k fj` fk` IbIf = 0. (53)
We now observe that
f†` f
†
s (fjfk IbIf ) = (δs,jδ`,k − δ`,jδs,k)IbIf , f†` f†s (fjfk` IbIf ) = 0, f†` f†s (fj` fk` IbIf ) = 0.
Multiplying (53) from the left by f†` f
†
s (1 ≤ s < ` ≤ m) we obtain As,` IbIf = 0 which implies As,` = 0,
whence we are left with ∑
1≤j≤m
1≤k≤n
Bj,k fjfk` IbIf +
∑
1≤j≤k≤n
Cj,k fj` fk` IbIf = 0.
In the same order of ideas we get,
f`
† f†s (fjfk` IbIf ) =
i
2
δ`,kδs,jIbIf , f`
† f†s (fj` fk` IbIf ) = 0.
whence multiplying the remainder of (53) from the left by f`† f†s (1 ≤ s ≤ m, 1 ≤ ` ≤ n) yields Bs,` = 0,
thus further reducing the equality to ∑
1≤j≤k≤n
Cj,k fj` fk` IbIf = 0.
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Finally, we compute
f`
† fs`† (fj` fk` IbIf ) = −1
4
(δ`,jδs,k + δs,jδ`,k)IbIf ,
which allows to conclude that C`,s = 0 after multiplying (53) by f`† fs`† (1 ≤ ` ≤ s ≤ n). In this way,
we have proven that all coefficients in (53) are zero, meaning that all elements (52) indeed are linearly
independent. 
6.3 Some examples
In this section we study some particular but important applications of the Bochner-Martinelli formula in
superspace.
Case 1.
We first consider the case of a purely bosonic phase function g(x) = g0(x) ∈ C∞(R2m), i.e. g = 0, which
satisfies the same conditions as in Theorem 6. In this case, formula (51) reads
2
|S2m−1|2n|
∫
R2m|2n
δ(g0(x))
|Z−U|M
 m∑
j=1
(zj − uj)c∂zcj [g0(x)]
 F (Z) = F (U), g0(y) < 0. (54)
This formula reduces to the classical Bochner-Martinelli formula (1) as we will show next. We begin by
recalling the following classical result for surface integration over Γ := g−10 (0), see [30, p. 136],∫
R2m
δ(g0(x))|∂x[g0(x)]|f(x) dVx =
∫
Γ
f(x) dSx.
The j-th coordinate nj(x) of the exterior normal vector n(x) to the surface Γ at the point x ∈ Γ is given
by nj(x) =
∂xj [g](x)
|∂x[g0(x)]| . Hence, from the above formula one easily obtains∫
R2m
δ(g0(x))∂xj [g0(x)]f(x) dVx =
∫
Γ
nj(x)f(x) dSx.
Moreover, since Γ is a smooth surface in R2m, we can write d̂xj = (−1)j−1nj(x) dSx where d̂xj is the
differential (2m− 1)-form
d̂xj = dx1 ∧ · · · ∧ dxj−1 ∧ dxj+1 ∧ . . . ∧ dx2m.
This allows to change the above distributional approach to classical surface integration by differential
forms. In particular, we have that∫
R2m
δ(g0(x)) ∂zcj [g0(x)]f(x) dVx =
1
2
∫
R2m
δ(g0(x))
(
∂xj + i∂xm+j
)
[g0(x)] f(x) dVx
=
1
2
∫
Γ
(
nj(x) + inm+j(x)
)
f(x) dSx
=
1
2
∫
Γ
(
(−1)j−1d̂xj + i(−1)m+j−1d̂xm+j
)
f(x).
We now write,
(−1)j−1d̂xj = (−1)
m(m−1)
2
˜̂
dxj , −(−1)m+j−1d̂xm+j = (−1)
m(m−1)
2
˜̂
dxm+j ,
with ˜̂
dxj = (dx1 ∧ dxm+1) ∧ . . . ∧ ([dxj ] ∧ dxm+j) ∧ . . . ∧ (dxm ∧ dx2m) , j = 1, . . . ,m,
˜̂
dxm+j = (dx1 ∧ dxm+1) ∧ . . . ∧ (dxj ∧ [dxm+j ]) ∧ . . . ∧ (dxm ∧ dx2m) , j = 1, . . . ,m,
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where [·] denotes omitting that particular differential. We then obtain,∫
R2m
δ(g0(x)) ∂zcj [g0(x)]f(x) dVx =
(−1)m(m−1)2
2
∫
Γ
(˜̂
dxj − i˜̂dxm+j
)
f(x).
On the other hand,
˜̂
dxj − i˜̂dxm+j = −2
(
i
2
)m
d̂zcj = (−1)
m(m+1)
2 −j(−2)
(
i
2
)m ˜̂
dzcj
where we have introduced the complex differential forms
d̂zcj = (dz1 ∧ dzc1) ∧ . . . ∧
(
dzj ∧ [dzcj ]
) ∧ . . . ∧ (dzm ∧ dzcm) ,˜̂
dzcj = dz
c
1 ∧ . . . ∧ [dzcj ] ∧ . . . ∧ dzcm ∧ dz1 ∧ . . . ∧ dzm,
which are clearly connected by d̂zcj = (−1)
m(m+1)
2 −j ˜̂dzcj .
Hence, ∫
R2m
δ(g0(x)) ∂zcj [g0(x)]f(x) dVx = (−1)m−j+1
(
i
2
)m ∫
Γ
f(x)
˜̂
dzcj .
Applying this last result to the left side of formula (54) yields
2
|S2m−1|2n|
∫
B
m∑
j=1
(∫
R2m
δ(g0(x)) ∂zcj [g0(x)]
(zj − uj)c
|Z−U|M F (Z) dVx
)
=
2
|S2m−1|2n|
∫
B
m∑
j=1
(−1)m−j+1
(
i
2
)m ∫
Γ
˜̂
dzcj
(zj − uj)c
|Z−U|M F (Z)
=
2
|S2m−1|2n|(2i)m
∫
Γ
∫
B
m∑
j=1
(−1)j−1 ˜̂dzcj (zj − uj)c|Z−U|M F (Z).
Then (54) can be rewritten as
(m− n− 1)!pin
(2ipi)m
∫
Γ
∫
B
 m∑
j=1
(−1)j−1 ˜̂dzcj (zj − uj)c|Z−U|M
 F (Z) = F (U), g0(y) < 0,
which exactly coincides with formula (1) for n = 0.
Case 2.
We now examine the form which (51) takes on the supersphere of radius R > 0 defined by means of the
phase function g(x) = −x2 −R2. Observe that
g(x) = |x|2 −R2 = |Z|2 −R2 = {Z,Z†} −R2 =
m∑
j=1
zjz
c
j −
i
2
n∑
j=1
z`j z`
c
j −R2.
Then, ∂zcj [g(x)] = zj and ∂z`cj [g(x)] =
i
2 z`j , leading to
D†Z−U,Z[g(x)] =
m∑
j=1
(zj − uj)c zj + i
2
n∑
j=1
(z`j − u`j)c z`j = {Z, (Z−U)†}.
Hence, the Bochner-Martinelli formula on the supersphere of radius R > 0 takes the form
2
|S2m−1|2n|
∫
R2m|2n
δ({Z,Z†} −R2)
|Z−U|M {Z, (Z−U)
†}F (Z) = F (U), |y| < R.
26
Acknowledgements
J. Bory Reyes was partially supported by Instituto Politécnico Nacional in the framework of SIP programs.
Alí Guzmán Adán is supported by a BOF-doctoral grant from Ghent University with grant number
01D06014.
References
[1] R. Abreu Blaya, J. Bory Reyes, F. Brackx, B. De Knock, H. De Schepper, D. Peña Peña, and
F. Sommen. Hermitean Cauchy integral decomposition of continuous functions on hypersurfaces.
Bound. Value Probl., pages Art. ID 425256, 16, 2008.
[2] N. Aronszajn, T. M. Creese, and L. J. Lipkin. Polyharmonic functions. Oxford Mathematical
Monographs. The Clarendon Press, Oxford University Press, New York, 1983. Notes taken by
Eberhard Gerlach, Oxford Science Publications.
[3] F. A. Berezin. Introduction to superanalysis, volume 9 of Mathematical Physics and Applied Math-
ematics. D. Reidel Publishing Co., Dordrecht, 1987. Edited and with a foreword by A. A. Kirillov,
With an appendix by V. I. Ogievetsky, Translated from the Russian by J. Niederle and R. Kotecký,
Translation edited by Dimitri Le˘ıtes.
[4] F. Brackx, J. Bureš, H. De Schepper, D. Eelbode, F. Sommen, and V. Souček. Fundaments of
Hermitean Clifford analysis. I. Complex structure. Complex Anal. Oper. Theory, 1(3):341–365,
2007.
[5] F. Brackx, B. De Knock, and H. De Schepper. A matrix Hilbert transform in Hermitean Clifford
analysis. J. Math. Anal. Appl., 344(2):1068–1078, 2008.
[6] F. Brackx, B. De Knock, H. De Schepper, and F. Sommen. On Cauchy and Martinelli-Bochner
integral formulae in Hermitean Clifford analysis. Bull. Braz. Math. Soc. (N.S.), 40(3):395–416,
2009.
[7] F. Brackx, H. De Schepper, M. E. Luna Elizarrarás, and M. Shapiro. Integral representation formulae
in hermitean clifford analysis. Proceedings of the 18th International Conference on the Application
of Computer Science and Mathematics in Architecture and Civil Engineering, K. Gurlebeck and C.
Könke , Eds., Weimar, Germany, July 2009., 2009.
[8] F. Brackx, H. De Schepper, and F. Sommen. The Hermitian Clifford analysis toolbox. Adv. Appl.
Clifford Algebr., 18(3-4):451–487, 2008.
[9] F. Brackx, R. Delanghe, and F. Sommen. Clifford analysis, volume 76 of Research Notes in Mathe-
matics. Pitman (Advanced Publishing Program), Boston, MA, 1982.
[10] F. Brackx, R. Delanghe, and F. Sommen. Spherical means, distributions and convolution operators
in Clifford analysis. Chinese Ann. Math. Ser. B, 24(2):133–146, 2003.
[11] F. Brackx, R. Delanghe, and F. Sommen. Spherical means and distributions in Clifford analysis. In
Advances in analysis and geometry, Trends Math., pages 65–96. Birkhäuser, Basel, 2004.
[12] H. Bremermann. Distributions, complex variables, and Fourier transforms. Addison-Wesley Pub-
lishing Co., Inc., Reading, Mass.-London, 1965.
[13] C. Brouder, N. V. Dang, and F. Hélein. A smooth introduction to the wavefront set. J. Phys. A,
47(44):443001, 30, 2014.
[14] K. Coulembier and H. De Bie. Conformal symmetries of the super Dirac operator. Rev. Mat.
Iberoam., 31(2):373–410, 2015.
27
[15] K. Coulembier, H. De Bie, and F. Sommen. Integration in superspace using distribution theory. J.
Phys. A, 42(39):395206, 23, 2009.
[16] H. De Bie, D. Eelbode, and F. Sommen. Spherical harmonics and integration in superspace. II. J.
Phys. A, 42(24):245204, 18, 2009.
[17] H. De Bie and F. Sommen. A Clifford analysis approach to superspace. Ann. Physics, 322(12):2978–
2993, 2007.
[18] H. De Bie and F. Sommen. Correct rules for Clifford calculus on superspace. Adv. Appl. Clifford
Algebr., 17(3):357–382, 2007.
[19] H. De Bie and F. Sommen. Spherical harmonics and integration in superspace. J. Phys. A,
40(26):7193–7212, 2007.
[20] H. De Bie and F. Sommen. Fischer decompositions in superspace. In Function spaces in complex
and Clifford analysis, pages 170–188. Natl. Univ. Publ. Hanoi, Hanoi, 2008.
[21] H. De Bie and F. Sommen. Fundamental solutions for the super Laplace and Dirac operators and
all their natural powers. J. Math. Anal. Appl., 338(2):1320–1328, 2008.
[22] H. De Bie and F. Sommen. A Cauchy integral formula in superspace. Bull. Lond. Math. Soc.,
41(4):709–722, 2009.
[23] H. De Schepper, A. Guzmán Adán, and F. Sommen. The radial algebra as an abstract framework for
orthogonal and Hermitian Clifford analysis. Complex Anal. Oper. Theory, 11(5):1139–1172, 2017.
[24] H. De Schepper, A. Guzmán Adán, and F. Sommen. Hermitian Clifford Analysis on Superspace.
Adv. Appl. Clifford Algebr., 28(1):28:5, 2018.
[25] H. De Schepper, A. Guzmán Adán, and F. Sommen. Spin actions in Euclidean and Hermitian
Clifford analysis in superspace. J. Math. Anal. Appl., 457(1):23–50, 2018.
[26] R. Delanghe, F. Sommen, and V. Souček. Clifford algebra and spinor-valued functions, volume 53 of
Mathematics and its Applications. Kluwer Academic Publishers Group, Dordrecht, 1992. A function
theory for the Dirac operator, Related REDUCE software by F. Brackx and D. Constales, With 1
IBM-PC floppy disk (3.5 inch).
[27] B. DeWitt. Supermanifolds. Cambridge Monographs on Mathematical Physics. Cambridge Univer-
sity Press, Cambridge, 1984.
[28] J. E. Gilbert and M. A. M. Murray. Clifford algebras and Dirac operators in harmonic analysis,
volume 26 of Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge,
1991.
[29] A. Guzmán Adán and F. Sommen. Distributions and Integration in superspace. Submitted for
publication, arXiv:1804.00966 [math-ph].
[30] L. Hörmander. The analysis of linear partial differential operators. I. Classics in Mathematics.
Springer-Verlag, Berlin, 2003. Distribution theory and Fourier analysis, Reprint of the second (1990)
edition [Springer, Berlin; MR1065993 (91m:35001a)].
[31] S. G. Krantz. Function theory of several complex variables. The Wadsworth & Brooks/Cole Math-
ematics Series. Wadsworth & Brooks/Cole Advanced Books & Software, Pacific Grove, CA, second
edition, 1992.
[32] A. M. Kytmanov. The Bochner-Martinelli integral and its applications. Birkhäuser Verlag, Basel,
1995. Translated from the Russian by Harold P. Boas and revised by the author.
28
[33] D. A. Le˘ıtes. Introduction to the theory of supermanifolds. Uspekhi Mat. Nauk, 35(1(211)):3–57,
255, 1980.
[34] R. Rocha-Chávez, M. Shapiro, and F. Sommen. Integral theorems for functions and differential
forms in Cm, volume 428 of Chapman & Hall/CRC Research Notes in Mathematics. Chapman &
Hall/CRC, Boca Raton, FL, 2002.
[35] I. Sabadini and F. Sommen. Hermitian Clifford analysis and resolutions. Math. Methods Appl. Sci.,
25(16-18):1395–1413, 2002.
[36] F. Sommen. An extension of Clifford analysis towards super-symmetry. In Clifford algebras and
their applications in mathematical physics, Vol. 2 (Ixtapa, 1999), volume 19 of Progr. Phys., pages
199–224. Birkhäuser Boston, Boston, MA, 2000.
29
