Abstract. We extend the construction of generalized fixed point algebras to the setting of locally compact quantum groups -in the sense of Kustermans and Vaes -following the treatment of Marc Rieffel, Ruy Exel and Ralf Meyer in the group case. We mainly follow Meyer's approach analyzing the constructions in the realm of equivariant Hilbert modules.
Introduction
Let G be a locally compact group and let X be a G-space, that is, a locally compact Hausdorff space with a continuous action of G. The action of G on X is called proper if the map G × X → X × X, (t, x) → (t · x, x) is proper in the sense that inverse images of compact subsets are again compact.
Properness is a concept that enables properties of actions of non-compact groups to resemble those of compact groups. Proper actions have many nice properties. One of the most important ones is the fact that the orbit space G\X is again a locally compact Hausdorff space.
A program to extend this notion to the setting of noncommutative dynamical systems, that is, groups acting on C * -algebras, was initiated by Marc Rieffel in [26] . His idea relies on one basic result, namely, the fact that for a proper G-space X, the commutative C * -algebra C 0 (G\X) associated to the orbit space is Morita equivalent to an ideal in the reduced crossed product C 0 (X) ⋊ r G, where we let G act on C 0 (X) in the usual way. This ideal is the entire crossed product if and only if the action is free.
The imprimitivity bimodule implementing the Morita equivalence between the algebra C 0 (G\X) and the ideal in the crossed product turns out to be a suitable completion of the space C c (X) of compactly supported continuous functions on X. Based on this fact, Rieffel called a (not necessarily commutative) G-C * -algebra, that is, a C * -algebra A with a (strongly) continuous action of G, proper if there exists a dense * -subalgebra A 0 of A with some suitable properties (modeled on C c (X) in the commutative case) such that A 0 can be completed to an imprimitivity bimodule between the generalized fixed point algebra Fix(A 0 ) -obtained from averaging elements of A 0 along the given action -and a suitable ideal I(A 0 ) in the reduced crossed product algebra A ⋊ r G. Needless to say, in the commutative case one takes A 0 = C c (X) to obtain Fix(A 0 ) = C 0 (G\X). Thus Fix(A 0 ) is a noncommutative version of the orbit space. If, in addition, I(A 0 ) is the whole reduced crossed product, the action is called saturated. Saturation is therefore a noncommutative manifestation of freeness. For other noncommutative notions of freeness (for actions of finite/compact groups), we refer to [25] .
Rieffel has further investigated his first definition of proper actions in a second work [27] . He came out with another possible notion for noncommutative proper actions, the so-called integrable actions. These include the proper actions previously defined. In order to explain better this second definition, let us say that G acts on A via an action α. A positive element a ∈ A is called integrable if there exists b in the multiplier algebra M(A) of A such that for any positive linear functional θ on A, the function t → θ(α t (a)) is integrable in the ordinary sense, and G θ(α t (a)) dt = θ(b). In this case, it is natural to write b = α t (a) dt. However, we should point out that this integral does not converge in Bochner's sense, unless G is compact or a = 0, because the integrand has constant norm. The G-C * -algebra A is called integrable if the space of integrable elements (that is, elements of A that can be written as a linear combination of positive integrable elements) is dense in A.
Integrability is closely related to the notion of properness discussed previously. Indeed, Rieffel proved in [27] that if A is proper, then it is also integrable. Furthermore, he also proved that in the commutative case A = C 0 (X), where X is some locally compact G-space, A is integrable if and only if X is a proper G-space. Moreover, in this case C c (X) consists of integrable elements and the generalized fixed point algebra C 0 (G\X) is generated by the averages α t (a) dt with a ∈ C c (X).
However, it was not clear to Rieffel in [27] whether, given an integrable G-C * -algebra A, there is a dense subspace A 0 ⊆ A yielding the properness of A (as defined in [26] ) and hence the desired generalized fixed point algebra. He defined a "big generalized fixed point algebra" generated by averages that worked in the commutative case, but, in general, it was really too big to be Morita equivalent to an ideal in the reduced crossed product. As explained by Ruy Exel in [9, 10] , the problem appears already in the case of Abelian groups.
Exel was more interested in another point, namely, to characterize the G-C * -algebras appearing as dual actions on cross-sectional C * -algebras of Fell bundles (also called C * -algebraic bundles; see [11] ). Given an abelian group G with Pontrjagin dual G, the main result of [9] states that the cross-sectional C * -algebra C * (B) of a Fell bundle B = {B x } x∈ G over G is proper in Rieffel's sense if we equip it with the dual action of G. Conversely, Exel proved in [10] that a proper G-C * -algebra can be realized as the cross-sectional C * -algebra of some Fell bundle over G. And the associated generalized fixed point algebra can be identified with the unit fiber of the Fell bundle. To prove this result Exel defined in [10] an interesting relation between integrable elements called relative continuity. Moreover, this relation turns out to be equivalent to the requirement that some natural operators belong to the crossed product algebra [10, Theorem 7.5]. Due to this fact, if relative continuity is present, then it is possible to construct a generalized fixed point algebra which is Morita equivalent to an ideal in the crossed product [10, Section 9] .
Thus relative continuity is closely related to the notion of proper action defined by Rieffel in [26] and, in particular, this is a sufficient condition to find the generalized fixed point algebra that Rieffel was looking for in [27] .
However, some things were not clear in [10] (see Questions 9.4, 9.5 and 11.16) and essentially these were the same problems that Rieffel met in [27] : Question 1.1. (1) Suppose that A is an integrable G-C * -algebra. Is there a dense, relatively continuous subspace of A?
(2) Are the generalized fixed point algebras associated to two different (say, maximal) relatively continuous subspaces always the same?
The answers to these questions were given by Ralf Meyer in [23] where he also generalized the notion of relative continuity to non-Abelian groups.
Meyer introduced in [22] the notion of square-integrability in the setting of group actions on Hilbert modules and proved that the square-integrable actions on (countably generated) Hilbert modules B-modules are exactly those satisfying an equivariant version of the Kasparov Stabilization Theorem. Roughly speaking, this means that all such Hilbert modules are direct summands of countably many copies of L 2 (G, B), where B is some fixed G-C * -algebra. The main ingredient towards Meyer's results is the construction of the so-called bra-ket operators. Suppose that E is a Hilbert B, G-module, that is, a Hilbert Bmodules with a continuous action γ of G compatible with the action β of G on B.
Given an element ξ ∈ E, Meyer defined the following maps in [22, 23] :
( ξ|η)(t) := γ t (ξ) | η ,
An element ξ ∈ E is said square-integrable if ξ|η ∈ L 2 (G, B) for all η ∈ E. In this case, ξ| becomes an adjointable operator E → L 2 (G, B), whose adjoint extends |ξ to an adjointable operator L 2 (G, B) → E; we denote these extensions by ξ| and |ξ as well. Conversely, if |ξ extends to an adjointable operator L 2 (G, B) → E, then ξ is square-integrable. We say that E is square-integrable if the space E si of square-integrable elements is dense in E. This notion is equivalent to Rieffel's integrability as previously defined: an action on a C * -algebra A is integrable if and only if A is square-integrable as a A, G-Hilbert module.
The basic example of a square-integrable Hilbert B, G-module is L 2 (G, B) endowed with the diagonal action β ⊗ λ, where we identify L 2 (G, B) ∼ = B ⊗ L 2 (G) and write λ for the left regular representation of G. Moreover, one can prove that direct sums or G-invariant direct summands of square-integrable Hilbert B, G-modules are again square-integrable. In particular, H B := n∈N L 2 (G, B) is square-integrable, and the stabilization theorem in [22] says that it is the "universal example" in the sense that it contains (as direct summands) all the other countably generated square-integrable Hilbert B, G-modules.
Now we turn our attention to the second work of Meyer [23] . Given squareintegrable elements ξ, η ∈ E, we write ξ | η := ξ| • |η and |ξ η| := |ξ • η|. A short computation shows that the operators ξ| : E → L 2 (G, B) and |η : L 2 (G, B) → E are G-equivariant. In particular, so are the operators ξ | η ∈ L L 2 (G, B) and |ξ η| ∈ L(E), where for any two Hilbert B-modules E 1 and E 2 , we denote by L(E 1 , E 2 ) the space of all adjointable operators E 1 → E 2 . We also write L G (E 1 , E 2 ) for the subspace of G-equivariant operators. Note that the space of G-equivariant operators L G (E) is (canonically isomorphic to) the multiplier fixed point algebra M 1 K(E) and this should possibly contain a generalized fixed point algebra. This indicates that the operators |ξ η| may generate a candidate for the generalized fixed point algebra. On the other hand, the reduced crossed product algebra B ⋊ r G has a canonical realization as a C * -subalgebra of L G L 2 (G, B) . Our basic principle is that a generalized fixed point algebra should be Morita equivalent to some ideal in the reduced crossed product. This naturally leads us to the following definition ([23, Definition 6.1]):
Given a relatively continuous subset R ⊆ E, we define
By definition of relative continuity,
A concrete Hilbert B ⋊ r G-module can be regarded as an abstract Hilbert B ⋊ r Gmodule in the obvious way. Conversely, any abstract Hilbert B ⋊ r G-module F can be represented in an essentially unique way in
. The algebra of compact operators on F (E, R) is canonically isomorphic to the closed linear span of
which we denote by Fix(E, R) and call the generalized fixed point algebra associated to the pair (E, R). It is therefore Morita equivalent to the ideal I(E, R) := span F (E, R) * • F (E, R) ⊆ B ⋊ r G and F (E, R) may be viewed as an imprimitivity Hilbert bimodule implementing this Morita equivalence.
In general, there are many relatively continuous subspaces R ⊆ E yielding the same Hilbert B ⋊ r G-module F = F (E, R) (and hence the same generalized fixed point algebra). However, we can control this by imposing some more natural conditions on R. We say that R is complete if it is a G-invariant B-submodule of E (that is, γ t (R) ⊆ R and R · B ⊆ R) which is closed with respect the si-norm:
The completion of R is the smallest complete subspace R c containing R. If R is complete, then the Hilbert module F (E, R) is just the closure of |R and, as a consequence, the generalized fixed point algebra Fix(E, R) and the ideal I(E, R) are just the closed linear spans of |R R| and R | R , respectively. Moreover, we always have F (E, R) = F (E, R c ) for any relatively continuous subset R and hence we can replace R by its completion to get the same results. If we restrict attention to complete subspaces, then R is uniquely determined by the Hilbert module F (E, R) by the following result ([23, Theorem 6.1]): Theorem 1.3. Let E be a Hilbert B, G-module. Then the map R → F (E, R) is a bijection between complete, relatively continuous subspaces R ⊆ E and concrete
The inverse map is given by the assignment F → R F := {ξ ∈ E si : |ξ ∈ F }. Moreover, R is dense in E if and only if
A continuously square-integrable Hilbert B, G-module is a pair (E, R) consisting of a Hilbert B, G-module E and a dense, complete, relatively continuous subspace R ⊆ E. This class forms a category if we take R-continuous G-equivariant operators as morphisms, that is, G-equivariant operators that are compatible with the relatively continuous subspaces in the obvious way ( [23] ).
The construction (E, R) → F (E, R) is a functor from the category of continuously square-integrable Hilbert B, G-modules to the category of Hilbert B ⋊ r G-modules with morphisms as usual. Theorem 1.3 and the fact that any abstract Hilbert module can be realized as a concrete one imply that (E, R) → F (E, R) induces a bijection between the isomorphism classes. Moreover, this construction is natural and yields an equivalence between the respective categories ([23, Theorem 6.2]). Using this correspondence, Meyer could give a negative answer to Question 1.1 analyzing the subtle difference between square-integrable and continuously squareintegrable representations on Hilbert spaces.
1.1. The quantum case: our main results. The main goal of this paper is to generalize the concepts and results above to the setting of locally compact quantum groups in the sense of Kustermans and Vaes [21] .
In [8] we defined the notion of square-integrable coactions of a locally compact quantum group G on C * -algebras and Hilbert modules generalizing the notion of integrable (or proper) actions of groups mentioned above. The basic ingredient here is the existence of a Haar weight on G which naturally leads us to the setting of locally compact quantum groups. One basic example is the comultiplication of G itself which is always integrable, for any locally compact quantum group. Moreover, given coactions γ A and γ B of G on C * -algebras A and B, respectively, and given a nondegenerate G-equivariant * -homomorphism π : A → M(B), if γ A is integrable, then so is γ B . As a consequence, we get that any dual coaction is integrable. In particular, if G is regular, the dual coaction of G on the algebra of compact operators
-Hilbert space associated to the Haar weight of G. Moreover, even if G is not regular, K always has a canonical coaction of G, and it is always integrable. More generally, we can always furnish the tensor product A ⊗ K with a coaction of G (whenever A has a coaction of G) and this coaction is also always integrable. In particular, any coaction is Morita equivalent to an integrable coaction.
As in the group case, the basic example of a square-integrable Hilbert B, Gmodule is B ⊗ L 2 (G) endowed with a canonical coaction of G. The main result in [8] is the quantum version of the equivariant Kasparov Stabilization Theorem (see [8, Theorem 6 .1]).
Our main goal in this paper is to give the definition of relative continuity and generalized fixed point algebras in the setting of coactions of locally compact quantum groups on Hilbert modules. In fact, once we have the bra-ket operators, the definitions are exactly the same as in the group case. Given a relatively continuous subset R in a Hilbert B, G-module E, we define, as in the group case, a concrete Hilbert module F (E, R) over the reduced crossed product B ⋊ r G c (the reason for this notation will be clear later). Again, the algebra of compact operators on F (E, R) is (canonically isomorphic to) the generalized fixed point algebra Fix(E, R) and therefore, it is Morita equivalent to the ideal I(E, R) := span F (E, R)
, then we say that R is saturated. One of the first examples that we analyze is the coaction of G on itself via the comultiplication. We already mentioned that this coaction is always integrable, but here is where the first difference appears: we prove that there is a non-zero relatively continuous subset of G if and only if G is semi-regular. Moreover, there is a saturated relatively continuous subset of G if and only if G is regular. If G is compact, then any subset R ⊆ E is relatively continuous and the generalized fixed point algebra Fix(E) = Fix(E, E) is the usual fixed point algebra which is therefore Morita equivalent to an ideal in the reduced crossed product.
The most important example is the Hilbert B, G-module B ⊗ L 2 (G). We prove that we always can find a dense, relatively continuous subspace
. In particular, this shows that reduced crossed products appear as generalized fixed point algebras. This is a basic observation in the group case.
We also analyze some completeness conditions of relatively continuous subsets. The possible non-co-amenability of the quantum group brings about some technical problems at this point. As in the group case, we can define complete subspaces, but it turns out that completeness alone is not enough in general. We need an extra condition that we call s-completeness. This is a sort of "slice map property" and this is where the script "s" comes from. If G is co-amenable, then this condition reduces to completeness. Having these completeness conditions we can then define a continuously square-integrable Hilbert B, G-module to be a pair (E, R), where E is Hilbert B, G-modules, and R is a dense, complete, relatively continuous subspace. If, in addition, R is s-complete then we say that (E, R) is an s-continuously squareintegrable Hilbert B, G-module.
One of our main results is a quantum version of Meyer's Theorem 1.3 above. If we replace completeness by s-completeness, then the result remains almost unchanged in the quantum setting (see Theorem 7.3 below). As in the group case, this implies that the construction (E, R) → F (E, R) is an equivalence between the categories of s-continuously square-integrable Hilbert B, G-modules and Hilbert modules over the reduced crossed product B ⋊ r G c . The inverse construction is given by the assignment F → (E F , R F ), where
and R F is the s-completion of the algebraic tensor product F ⊙ B⋊r G c R 0 . Several applications and further developments of the theory of generalized fixed point algebras have been already explored in the group case since Rieffel's pioneering work on proper actions [26] . To mention just a few, we refer to [1-3, 12, 13, 17] . We expect that in the future some of these applications will also be available in the quantum world.
Preliminaries and notational conventions
Most of our notations will be as in [8] . For reader's convenience, we review some of these here. A (reduced) locally compact quantum group -in the sense of Kustermans and Vaes [21] -will be generally denoted by G. This is, therefore, a C * -algebra endowed with a comultiplication ∆ : G → M(G ⊗ G) and left and right invariant faithful Haar weights ϕ and ψ, respectively, and all these data is required to satisfy several technical conditions (see [21] for details). The symbol ⊗ will always mean the minimal tensor product between C * -algebras in this paper, and sometimes also denote (internal or external) tensor products between Hilbert modules. The Haar weights on G are supposed to be lower semi-continuous and they can be uniquely extended to strictly lower semi-continuous weights on the multiplier C * -algebra M(G). We use the same letters ϕ and ψ to denote these extensions. The domain of ϕ will be denoted dom(ϕ). This is a strictly dense * -subalgebra of M(G) which is defined as the linear space of all positive elements x ∈ M(G) + with ϕ(x) < ∞; of course, we use the same kind of notation for ψ or any other unbounded linear map. We shall fix a GNS-construction associated to ϕ: this is a triple (H, ι, Λ), where H is a Hilbert space, ι : G → L(H) is a nondegenerate * -homomorphism (with extension to M(G) also denoted ι) and an unbounded linear map Λ : dom(Λ) :
for all x, y ∈ dom(Λ) and Λ(xy) = ι(x)Λ(y) for all x ∈ M(G) and y ∈ dom(Λ). The map Λ is closed with respect to the strict topology on M(G) and the norm on H. Moreover, since ϕ is faithful, ι is a faithful representation of G and we use it to identify G with its image in L(H) via ι. In other words, we view ι as an inclusion map G ֒→ L(H) and omit it from all formulas (so, for instance, we have Λ(xy) = xΛ(y)). The Hilbert space H is also sometimes denoted L 2 (G). Other objects associated to a quantum group, like the left and right regular corepresentations W and V , the modular element δ, scaling constant ν, and so on, will be reviewed throughout the text as need.
Of most importance for us will be the slice maps associated to ϕ and Λ. Given an arbitrary C * -algebra A, there is an unbounded linear id A ⊗ ϕ from a suitable strictly dense (hereditary)
such that for all positive linear functionals θ ∈ A in this case (id A ⊗ ϕ)(x) = a. There is also an unbounded linear map id
, where here A is viewed as (right) Hilbert A-module and A⊗H denotes the usual Hilbert A-module defined as the (external) tensor product of A with H. The space M(A ⊗ H) is also sometimes called the multiplier module of A ⊗ H; this is a Hilbert M(A)-module in the canonical way. The space dom(id A ⊗ Λ) is a strictly dense left ideal in M(A ⊗ G) whose associated hereditary * -subalgebra is dom(id A ⊗ ϕ), that is, every element of dom(id A ⊗ ϕ) is a linear combination of products x * y with x, y ∈ dom(id A ⊗ Λ). The map id A ⊗ Λ is closed for the strict topology on M(A ⊗ G) is the strong topology on M(A ⊗ H) and satisfies
The full construction and further properties of the maps id A ⊗ ϕ and id A ⊗ Λ are given in [20] . Recall that Λ is the GNS-map for ϕ; the map id A ⊗ Λ may be viewed as a sort of generalized KSGNS-map for id A ⊗ ϕ. Using linking algebras, it is possible to extend these constructions to Hilbert modules; we will have more to say about that in the next section.
A coaction of G on a C * -algebra B is a nondegenerate
We are very flexible with this definition in general in the sense that we do not assume, for instance, that γ B is injective or even that its range is contained inM(B ⊗ G) := {x ∈ M(B ⊗ G) :
We say that γ B is continuous if the closed linear span of γ B (B)(1 ⊗ G) equals B ⊗ G, and in this case we say B is a G-C * -algebra. Given a continuous coaction, we define the reduced crossed product :
where we have simply identified γ B (B) as a subalgebra of L(B ⊗ H) using the representation G ֒→ L(H). Here G c =Ĵ GĴ denotes the C * -commutant of G, wherê J is the modular conjugation of G (see [21] for further details). Continuity of the coaction γ B ensures that B ⋊ r G c is a C * -subalgebra of L(B ⊗ H). Let B be a C * -algebra with a G-coaction γ B , and let E be a (right) Hilbert B-module. A coaction on E is a linear map
• γ E (this equation makes sense by nondegeneracy); If the underlying coaction γ B of G on B is continuous, we also say that E is a Hilbert B, G-module. Notice that in this case we have span
we say that a coaction γ E is continuous (this is not automatic, even if γ B is continuous). The theory of coactions on Hilbert modules has been developed in [5] and this is our main reference on the subject. For a coaction on E, there is a canonical induced coaction γ K(E) on the C * -algebra K(E) of compact operators on E satisfying γ K(E) (|ξ η|) = γ E (ξ)γ E (η) * , where |ξ η| ∈ K(E) denotes the compact operator defined by |ξ η|(ζ) := ξ η | ζ B . If γ E is continuous, so is γ K(E) . For a Hilbert B, G-module (E, γ E ), we define:
Here we are using the embedding
. Let E be a Hilbert B-module with a coaction γ E of G. Given ω ∈ G * and ξ ∈ M(E) we define
This gives M(E) the structure of a Banach left G * -module. Here we use the canonical Banach algebra structure on 
This is related to the notion of weak continuous actions defined in [4] .
Review of square-integrable coactions
In this section we review the main results concerning square-integrability for coactions of locally compact quantum group as studied in [8] . Throughout we fix a locally compact quantum group G and denote its left Haar weight by ϕ. As in the previous section, we fix a GNS-construction for ϕ of the form (H, ι, Λ), where ι denotes the inclusion map G ֒→ L(H). . Let E be a Hilbert B-module with a coaction γ E of G. We say that ξ ∈ M(E) is square-integrable if γ E (ξ) * (η ⊗ 1) ∈ M(B ⊗ G) belongs to the domain of id B ⊗ Λ for all η ∈ E. We write M(E) si for the set of all square-integrable elements of M(E), and E si for the set of square-integrable elements of E. We say that E (or the coaction γ E ) is square-integrable if E si is dense in E.
If A is a C * -algebra with a coaction γ A of G, we may view A as a Hilbert Amodule in the usual way, and therefore speak of square-integrable elements and coactions in this case. It turns out that in the case of C * -algebras one can give a slightly different description of square-integrable coactions in terms of integrable elements: an element a ∈ A + is called integrable if γ A (a) ∈ dom(id A ⊗ ϕ). An arbitrary element (not necessarily positive) a ∈ A is said to be integrable if it is a linear combination of positive integrable elements. We write A + i for the set of positive integrable elements and A i = span A + i for the space of all integrable elements. This is a hereditary * -subalgebra of A. Moreover, a ∈ A is squareintegrable if and only if aa
. This is equivalent to square-integrability of γ A if A is considered as a Hilbert A-module as above. More generally, if γ E is a coaction of G on a Hilbert B-module E, and γ K(E) denotes the induced coaction of G on K(E), then an element ξ ∈ M(E) is square-integrable if and only if |ξ ξ| ∈ K(E) is integrable (see Proposition 5.20 in [8] ).
Square-integrable Hilbert B, G-modules are characterized by the existence of sufficiently many adjointable G-equivariant operators E → B ⊗ H. We are going to explain how we can construct such operators in what follows.
Let E be a Hilbert B-module with a coaction γ E of G and suppose that ξ ∈ M(E) si . Then the equation
defines an adjointable operator ξ| : E → B ⊗ H (see [8, Lemma 5.17] ). For all b ∈ B and x ∈ dom(ϕ), we have γ E (ξ)(b ⊗ s) ∈ dom(id E ⊗ ϕ) and the adjoint operator |ξ := ξ| * is given by the formula
for all b ∈ B and x ∈ dom(ϕ). Here we are using the (unbounded) slice map id E ⊗ ϕ : dom(id E ⊗ϕ) ⊆ M(E ⊗G) → M(E) induced by ϕ. One way to define this is pass to the linking algebra
and taking the "upper right corner" to get the slice id
The slice id E * ⊗ ϕ defined in this way is an unbounded linear map from a suitable
Similarly, one can construct the slices id
Defined in this way, an element X ∈ L(E ⊗ G, B ⊗ G) belongs to the domain of id E * ⊗ Λ if and only if X(η ⊗ 1) belongs to the domain of id B ⊗ Λ for all η ∈ E, and in this case
In particular, ξ ∈ M(E) si if and only if γ E (ξ) * ∈ dom(id E * ⊗ Λ), and in this case
Example 3.5 (See also Example 5.16 in [8] ). If G is a compact quantum group, that is, if the Haar weight ϕ is bounded, then every Hilbert B-module E with a coaction of G is square-integrable. Given any ξ ∈ M(E) the adjointable operator ξ| ∈ L(E, B ⊗ H) can be described as follows: observe that Λ(x) = Λ(x · 1) = xΛ(1) = x(δ 1 ), where 1 is the unit of G and δ 1 := Λ(1). More generally, the map id B ⊗ Λ is given by
for all x ∈ M(B ⊗ G), where we have identified M(B ⊗ G) ⊆ L(B ⊗ H). Even more generally, the map id E * ⊗ Λ can also be written in the form
for all ξ ∈ M(E). The adjoint operator |ξ ∈ L(B ⊗ H, E) is therefore given by
It is useful to keep the group case in mind. As explained in [8, Example 5.14], for a locally compact group G, if we consider the corresponding commutative quantum group G = C 0 (G), then the theory of square-integrability specializes to the one developed in [23] . In this case, if E is a Hilbert B, G-module with G action γ, and ξ ∈ E si , the bra-ket operators are adjointable operators ξ| :
→ E determined by the formulas:
The next result gives some basic properties of the bra-ket operators ξ| and |ξ . Given a C * -algebra A with a coaction γ A of G and an element a ∈ M(A) i , we define [7, 9, 10] for further details). Proposition 3.8. Let E be a Hilbert B-module with a coaction γ E of G.
(
where we have identified
In particular, if T ∈ M K(E) si and ξ ∈ E, then T (ξ) ∈ E si and
In particular, if ξ ∈ E si and η ∈ E, then |ξ η| ∈ K(E) si and
In (iv) and (v) we are viewing
Proof. Using the definition (3.2) of the bra-operators ξ|, or alternatively its description in Equation (3.4), essentially all assertions will follow from properties of the slice map id B ⊗ Λ described in [20, Propositions 3.18, 3.27, 3 .38], or alternatively the corresponding properties for the slice id E * ⊗ Λ (which can be derived from the properties of id B ⊗ Λ using the linking algebras). So, for instance, the property:
(which is proved in [20, Proposition 3.18] ) has a corresponding analogue for id E * ⊗Λ:
This together with Equation (3.4) yields item (i). Similarly, (ii) follows from:
for all x ∈ M(B ⊗G) ⊆ L(B ⊗H) and y ∈ dom(id E * ⊗Λ), which is also an extension of the corresponding property of id B ⊗Λ proved in [20, Proposition 3.18] . This same result (applied to the linking algebra of E) also yields:
. These properties then imply the first part of (iv) and (v). The second part in (iv) also uses:
This holds whenever π : A → M(B) is a nondegenerate * -homomorphism which is equivariant: γ B (π(a)) = (π ⊗ id)(γ A (a)). In fact, by Proposition 3.38 in [20] , which implies that for all
, it also follows from this equation that
Finally, item (iii) follows from the G-equivariance of T :
, and the equality:
In fact, using linking algebras, this last property follows from the corresponding property for slices only involving C * -algebras as proved in [20, Proposition 3.27] .
Let (E, γ E ) (B,γB ) be a Hilbert B-module G-coaction. By [8, Lemma 5.28 ], if we equip M(E) si with the so-called si-norm:
si is complete with respect to · si and for all ξ ∈ E si , T ∈ L G (E) and b ∈ B, we have
Moreover, E si is a closed submodule of M(E) si and hence also complete in its own.
Remark 3.9. Suppose that G is a compact quantum group. We already know (see Example 3.5) that in this case every Hilbert B-module E with a coaction of G is square-integrable. By Proposition 3.8(i), we have
Therefore the si-norm and the norm on E are equivalent.
Consider a Hilbert B-module E with a coaction γ E of G. The bra-ket operators ξ| ∈ L(E, B ⊗ H) and |ξ ∈ L(B ⊗ H, E) are G-equivariant, for any squareintegrable element ξ in E. In order to turn this into a precise statement, we have to define a G-coaction on B ⊗ H. The coaction that works is a kind of balanced tensor product of the coactions γ B on B and a coaction γ H on H which comes from the left regular corepresentation W of G (this is a unitary multiplier in M(G ⊗ G), where G ⊆ L(H) denotes the dual of G, and hence may be viewed as a unitary in L(G ⊗ H); see [21] for the precise definition of W ). More precisely, this is the coaction γ B⊗H of G on B ⊗ H defined by the formula:
where Σ : G ⊗ H → H ⊗ G is the flip operator. Recall thatŴ Σ = ΣW
* , whereŴ is the left regular corepresentation of the dual of G. If we consider B = C with the trivial coaction of G, then we get a coaction γ H of G on H given by
The above coaction on B ⊗ H is one of the basic examples of a square-integrable coaction. In a similar way, there is a canonical G-coaction on the Hilbert B-module E ⊗ H which is always square-integrable (for any coaction on E).
The Kasparov Stabilization Theorem relates square-integrability of a given coaction with B ⊗ H: Theorem 3.11 (Kasparov's Stabilization Theorem, Theorem 6.1 in [8] ). Let B be a C * -algebra with a coaction γ B of G and let E be a countably generated Hilbert B-module with a γ B -compatible coaction of G. The following statements are equivalent :
4. The L 1 -action on square-integrable elements
Let E be a Hilbert B, G-module. If ξ ∈ E si and ω ∈ L 1 (G), then it is natural to ask whether ω * ξ ∈ E si . However, if G is not unimodular, that is, if the modular element is not trivial, then some problems appear. Let us analyze the group case G = C 0 (G), where G is some locally compact group. Suppose that γ E corresponds to an action γ of G on E. Then for a function ω ∈ L 1 (G), the element ω * ξ ∈ E is given by
Thus, for all f ∈ C c (G, B), we have
The hypothesis δ [15, 20.34] ). In order to generalize the results above for a general locally compact quantum group G, we shall need the modular element. As usual the proof in the quantum setting is much more technical. Let us recall that the modular element of G, denoted by δ, is a strictly positive operator affiliated with G (see [14, 31] for a precise definition) such that σ t (δ) = ν t δ for all t ∈ R and ψ = ϕ δ (see [21] ), where ψ is the right invariant Haar weight, {σ s } s∈R is the modular automorphism group of ϕ and ν is the scaling constant of G. We also recall that ∆(δ) = δ ⊗ δ ([21, Proposition 7.9]). Roughly speaking, the relation ψ = φ δ means that ψ( · ) = ϕ(δ 2 ) (see [19] for more details). For each n ∈ N, we define
These elements behave very well with respect to the modular element. For instance, they commute with any power of δ and σ y (e n )δ z = δ z σ y (e n ) for all n ∈ N and y, z ∈ C (see [19, Proposition 8.2] for further details).
We shall need a generalization of [30, Proposition 1.9.13] . This result says that for all a ∈ dom(Λ), u ∈ dom(δ 1 2 ) and v ∈ H, we have (id ⊗ ω u,v )∆(a) ∈ dom(Λ) (where ω u,v is the vector functional defined by ω u,v (x) := u | xv ) and
where V is the right regular corepresentation of G, which is determined by:
or, equivalently,
The proof in [30, Proposition 1.9.13] can be easily generalized to slices with ϕ and yields: for B a C * -algebra,
We are now ready to prove the main result of this section. Define
is the predual of the von Neumann algebra G ′′ ⊆ L(H) generated by G, and since this is in standard form (see ([28, 10.15] 
2 ), and extend it linearly to
Proposition 4.7. Let E be a Hilbert B, G-module. Then, for all ξ ∈ E si and ω ∈ L 1 00 (G), we have ω * ξ ∈ E si and |ω * ξ = |ξ (1 B ⊗ ρ ω ).
In particular, ω * ξ si ≤ ω ρ ξ si , where ω ρ := max{ ω , ρ ω }. Here ω denotes the norm of ω in L 1 (G) and ρ ω denotes the norm of the operator ρ ω ∈ L(H).
Proof. We may assume that ω = ω u,v , for u ∈ H and v ∈ dom(δ 1 2 ). We have
* ∈ dom(id E * ⊗ Λ) and hence, by (4.5) and (4.6),
The formula |ω * ξ = |ξ (1 B ⊗ ρ ω ) now follows by taking adjoints.
In order to obtain a Banach left module also in the general non-unimodular case, we define following subspace of L 1 (G):
2 ) for all left multipliers x of δ 1 2 , and in this case we put δ Proof. By Equation (4.9), we have
. Thus all we have to prove is that L 
for every left multiplier x of δ 1 2 . This means that δ
′′ * , the predual of the von Neumann algebra G ′′ , which is in standard form, so that there exist u, v ∈ H such that ω = ω u,v . Take a sequence (v k ) ⊆ dom(δ 1 2 ) such that v k → v, and define v n,k := e n v k (where e n are defined as in Equation (4.1)). Since e n commutes with δ
For the second term above, we use e n δ
For the first term, note that, for each fixed n, we have
Thus we can find a sequence (k n ) of natural numbers such that k 1 < k 2 < . . . and
Note that ρ is, in fact, an extension of the map ρ : L 1 00 (G) → L(H) previously defined, so that there is no problem of notation. 
Thus ρ is an anti-homomorphism. Note also that ρ(ω) ≤ δ This implies ω(xδ we get ω(ye n ) = 0 for all n ∈ N and y ∈ G and hence ω = 0 because e n → 1 strictly. Therefore ρ : The next result implies that E si is a Banach left
Proof. Let (ω n ) be a sequence in L 1 00 (G) converging to ω (with respect to · 0 ). In particular, ω n → ω in L 1 (G), and hence ω n * ξ → ω * ξ in E. Since ρ ωn → ρ ω , we also have
. This implies that (ω n * ξ) is a Cauchy sequence with respect to · si . By Lemma 5.28 in [8] , this sequence converges to some η ∈ E si . In particular, ω n * ξ → η in E. It follows that ω * ξ = η ∈ E si . Moreover,
Remark 4.15. Let us return to the group case, that is, G = C 0 (G), where G is some locally compact group. There is a small difference of convention with respect to the modular element δ of G = C 0 (G), in the sense that it is not given by the modular function δ G of G, but by its inverse, that is, by the function t → δ G (t)
2 (G) corresponds to the operator given by right convolution with ω. Thus, for groups, Proposition 4.14 says exactly what have already seen in the beginning of this section.
Before finishing this section, we want to relate co-amenability of G (as defined in [6] ) with the existence of bounded approximate units for L Proof. Suppose that G is co-amenable. Then one can find an approximate unit (ω i ) for L 1 (G) ∼ = M * consisting of normal states, where M := G ′′ (see [16, Theorem 2] ). Since M is in standard form, each ω i has the form ω i = ω ξi,ξi , where ξ i ∈ H are unit vectors. By the Banach-Alaoglu Theorem, we may assume (by passing to a subnet, if necessary) that ω i (x) → ǫ(x) for all x ∈ M , where ǫ ∈ M * is some state whose restriction to G is (necessarily) the counit of G (see the proof of [6, Theorem 3.1]). In particular,
Let e ∈ M(G) with ǫ(e) = 1. We claim that eω i − ω i → 0. In fact, recall that ǫ is a * -homomorphism. Thus
Note that this implies that (eω i ) is also a (bounded) approximate unit for L 1 (G). Now suppose, in addition, that e is a right multiplier of δ 1 2 (for instance, one can take e = e n defined by Equation (4.1), for any n ∈ N). Then, for all ω ∈ L 1 (G), we have eω ∈ L 1 0 (G) and
In other words, ω → eω is a bounded linear map 
Relative continuity and generalized fixed point algebras
Throughout this section we fix a locally compact quantum group G. We also fix a G-C * -algebra B, that is, a C * -algebra B endowed with a continuous coaction γ B : B → M(B ⊗ G) of G. Recall that the reduced crossed product is the C * -subalgebra of L(B ⊗ H) defined as the closed linear span of operators of the form γ B (b)(1 ⊗ x) with b ∈ B and x ∈ G c . It is easy to see that these operators are equivariant with respect to the coaction on B ⊗ H defined in Equation (3.10) . In other words, B ⋊ r G c is a C * -subalgebra of L G (B ⊗H), the space of all G-equivariant operators on B ⊗ H.
Now let E be a G-equivariant B-module (henceforth also called a Hilbert B, Gmodule), meaning a Hilbert B-module equipped with a G-coaction compatible with γ B . Recall that, given ξ, η ∈ E si , the bra-ket operators ξ | η := ξ| • |η (that is, the composition of the operators ξ| ∈ L(E, B ⊗ H) and |η ∈ L(B ⊗ H, E)) live in L(B ⊗ H). These operators are also equivariant, that is, ξ | η ∈ L G (B ⊗ H). Therefore it is natural to ask whether ξ | η ∈ B ⋊ r G c . This turns out to be a crucial question and is therefore turned into a definition:
Definition 5.1. Let B be a G-C * -algebra, let E be a Hilbert B, G-module, and suppose that ξ, η ∈ E si . We say that the pair (ξ, η) is relatively continuous, and
For a relatively continuous subset R of E, we define the following subspaces:
and the generalized fixed point algebra
We say that R is saturated if I(E, R) = B ⋊ r G c .
Remark 5.2.
(1) Relative continuity was first defined by Exel [10] in the case of Abelian groups and was generalized to non-Abelian groups by Meyer in [23] . Our definition generalizes Meyer's definition to quantum groups. Exel's definition involves integrable elements instead of square-integrable elements as above, but this turns out to be essentially equivalent (see [7] ).
(2) Relative continuity is not an equivalence relation. For instance, it is not true, in general, that ξ ∼ rc ξ. Of course, it is a symmetric relation, that is, if ξ ∼ rc η, then η ∼ rc ξ. Note that it is not transitive, that is, the conditions ξ ∼ rc η and η ∼ rc ζ do not imply that ξ ∼ rc ζ because we always have ξ ∼ rc 0 and 0 ∼ rc ζ. (3) Observe that we are assuming continuity of the coaction of G on B (because this is necessary to define the reduced crossed product B ⋊ r G c ), but we do not assume that the coaction of G on E is continuous. The reason for this is that the coaction on H (or more generally on B ⊗ H) is not continuous in general, except if G is regular; and this coaction will turn out to be the most important example in order to develop the theory.
(4) Let E be a Hilbert B, G-module, and assume that R ⊆ E is a relatively continuous subset. It is clear from the definition above that I(E, R) is an ideal of
In fact, let (e i ) be an approximate unit for A. If T is an operator on B ⊗ H such that T * T ∈ A, then we have
Note that, by definition, we have
In particular, we get (5.5) span R | R ⊆ I(E, R) and span |R R| ⊆ Fix(E, R).
We are going to see later that the inclusions (5.3) and (5.5) become equalities if we impose more conditions on R.
Proposition 5.6. Let E be a Hilbert B, G-module, let R ⊆ E si be a relatively continuous subset and denote
, and since the bra-ket operators are G-equivariant,
. From the definition of F , it is obvious that F • A ⊆ F and F * • F ⊆ A, and hence F is a concrete Hilbert A-module. Now, suppose that R is dense in E. Since A is a nondegenerate C * -subalgebra of L(B ⊗ H), we have A(B ⊗ H) = B ⊗ H. And since R is dense in E, Lemmas 5.17 and 6.2 in [8] imply that span |R (B ⊗ H) = E. Therefore
Hence F is essential.
Proposition 5.6 and Equation (5.4) show that Fix
) the multiplier fixed point algebra M 1 K(E) = {x ∈ M(K(E)) : γ K(E) (x) = x⊗1}, we see that the elements of Fix(E, R) are fixed by the coaction of K(E) and Fix(E, R) is a C * -subalgebra of M 1 K(E) . Note that, by [23, Theorem 5.2] (or rather by its obvious generalization to quantum groups), Fix(E, R) is a nondegenerate C * -subalgebra of L(E) if and only if F (E, R) is essential. For instance, this is the case if R is dense.
Proposition 5.7. Let E be a Hilbert B, G-module, and let R ⊆ E si be a relatively continuous subset of E. Then F (E, R) is a Morita equivalence between the generalized fixed point algebra Fix(E, R) and the ideal I(E, R) in B ⋊ r G c .
Proof. Theorem 5.2 in [23] yields a canonical identification
. And by definition of the A-valued inner product on F : x | y := x * • y, we have span{ x|y : x, y ∈ F } = span F * F = I(E, R).
In the situation above, R is, by definition, saturated if and only if I(E, R) is the entire reduced crossed product B ⋊ r G c . Thus, in this case, F (E, R) is a Morita equivalence between Fix(E, R) and B ⋊ r G c . For a locally compact group G, C c (G) is a relatively continuous subspace of the G-C * -algebra C 0 (G) endowed with the translation action α t (f )| s = f (st) for all t, s ∈ G and f ∈ C 0 (G). This action is equivalent to the action obtained by considering C 0 (G) as a quantum group and letting it coact on itself by the comultiplication.
Thus, it is natural to ask what happens in the general case of a locally compact quantum group G coacting on itself by the comultiplication. The comultiplication, viewed as a coaction of G on itself, is always integrable for locally compact quantum group (this is a special case of Proposition 4.20 in [8] ), but here is a first place where we see a difference between integrability and continuous integrability (meaning the existence of a dense relatively continuous subspace):
Proposition 5.8. Let G be a locally compact quantum group and let G coact on itself by the comultiplication ∆. Then there is a non-zero relatively continuous subset of G if and only if G is semi-regular. In this case, any subset R ⊆ G si is relatively continuous (in particular, G si itself is relatively continuous) and
is the left regular corepresentation of G (see [21, Section 4] for its definition). In particular, if R = {0}, then
There is a saturated, relatively continuous subset of G if and only if G is regular.
Recall that a quantum group G is called semi-regular if the C * -subalgebra
L(H) contains K(H) and it is called regular if C = K(H).
Proof. Given x ∈ G + , from the left invariance of ϕ, it follows that x ∈ dom(ϕ) if and only if ∆(x) ∈ dom(id ⊗ ϕ) (see Result 2.4 and Proposition 5.15 in [21] ). In other words, x ∈ G + i if and only if x ∈ dom(ϕ). Thus, for ξ ∈ G, we have ∆(ξ) ∈ dom(id ⊗ Λ) if and only if ξ ∈ G si if and only if ξξ * ∈ dom(ϕ), that is, 
Therefore,
It follows that
where, for u, v ∈ H, |u v| denotes the compact operator on H defined by |u v|(w) = u v | w . On the other hand, since ∆(x) = W * (1 ⊗ x)W and W ∈ M(G ⊗ G), it follows that
where C := span(G G c ). Thus the existence of a non-zero relatively continuous subset implies C ∩ K(H) = {0}. Since C is an irreducible C * -subalgebra of L(H), the condition C ∩ K(H) = {0} is equivalent to semi-regularity (see also [4, Proposition 5.6]). Conversely, if G is semi-regular, then K(H) ⊆ C and hence any subset R ⊆ G si = dom(Λ) * is relatively continuous by the same calculation above. Moreover, by Equations (5.9) and (5.11), we have
Finally, we prove that there is a saturated relatively continuous subset R ⊆ G if and only if G is regular. In fact, if G is regular, then K(H) = C and hence for R = dom(Λ) * we get
Here H * 0 denotes the set of all ξ * ∈ L(H, C), with ξ ∈ H 0 , where ξ * denotes the element of L(H, C) given by ξ * (η) = ξ | η for all η ∈ H.
It follows from Equation (5.5) that I(G, R) = G ⋊ r G c , that is, R is saturated. Conversely, suppose that R ⊆ G si = dom(Λ) * is relatively continuous and saturated. In particular, R = {0} and hence G is semi-regular. It follows from Equations (5.10) and (5.11) that
In the last inclusion above we have used the semi-regularity of G. We conclude that
and this is equivalent to the regularity of G.
Next, we analyze the G-Hilbert space H = L 2 (G). Recall that the coaction on H is given by γ H (ξ) =Ŵ * (ξ ⊗ 1) for all ξ ∈ H, whereŴ is the left regular corepresentation of the dual G. We already know that H is square-integrable. In fact, this will follow again from the result below where we show that we can always find a dense, relatively continuous subspace of H.
Before stating the result we need some preparation. Recall that G is equal to the closure in L(H) of the space of the operatorsλ(ω) = (ω ⊗ id)(Ŵ ) with ω ∈ L(H) * . Similarly, the dual G of G is given by the closure of the operators λ(ω) = (ω ⊗id)(W ) with ω ∈ L(H) * . By Theorem 1.
in [30], the dual left Haar weightφ of G has a GNS-construction of the form (H,ι,Λ), whereι denotes the inclusion G ֒→ L(H).
Let Tφ ⊆ G be the Tomita * -algebra of the dual left Haar weightφ:
(5.12) Tφ := {x ∈ G : x is analytic with respect toσ
We need the following result from [30, Proposition 1.11.25] (applied to the dual G, and assuming the inner products to be linear in the second variable):
Lemma 5.13. For every a ∈ Tφ and η ∈ H, we havê
whereσ is the modular group ofφ andĴ is the modular conjugation ofφ in the GNS-construction (H,ι,Λ).
Proposition 5.14. Let G be a locally compact quantum group and consider H = L 2 (G) with the coaction γ H defined above. Then R :=Λ(Tφ) is a dense, relatively continuous subspace of H and we have |ξ =Ĵσ i 2 (a) * Ĵ for all ξ =Λ(a) ∈ R. Moreover,
Proof. By definition, we have
Lemma 5.13 implies that ξ :=Λ(a) ∈ H si for all a ∈ Tφ, and 
And hence Fix(H, R) = I(H, R) = G c .
Next, we consider one of the most important examples, namely, the Hilbert B, Gmodule B ⊗ L 2 (G), where B is some fixed G-C * -algebra. Recall that we always consider B ⊗ L 2 (G) endowed with the coaction defined by Equation (3.10):
Proposition 5.15. Let B be a G-C * -algebra. Then R := B ⊙Λ(Tφ) is a dense, relatively continuous subspace of the Hilbert B, G-module B ⊗ H, and
Proof. This is a special case of Proposition 5.16 below, so we omit the proof.
Recall that given a Hilbert B, G-module (E, γ E ), E ⋊ r G c denotes the closed linear
the embedding G ֒→ L(H) is used to view M(E ⊗ G) as a subspace of L(B ⊗ H, E ⊗ H). If the coaction of G on E is continuous, E ⋊ r G
c is also the closed linear span of (1 K(E) ⊗ G c )γ E (E) and we
We also consider on the Hilbert B-module E ⊗ H the following coaction of G:
where Σ : G ⊗ H → H ⊗ G is the flip operator. Notice that this is a generalization of the coaction on B ⊗ H defined by Equation (3.10). Thus, the following result generalizes Proposition 5.15.
Proposition 5. 16 . Let E be a Hilbert B, G-module and consider on E ⊗ H the coaction of G defined above. If ξ ∈ E and v ∈ H si , then ξ ⊗ v ∈ (E ⊗ H) si and
where here we view γ E (ξ) ∈ M(E ⊗ G) as an element of L(B ⊗ H, E ⊗ H) using the representation G ֒→ L(H). Suppose that the coaction of G on E is continuous. Then R := E ⊙Λ(Tφ) is a dense, relatively continuous subspace of E ⊗ H, and
where I := span E | E B (this is a G-invariant ideal in B). In particular, if E is full, then R is saturated.
) is nondegenerate and G-equivariant. In particular, |ξ ξ| ⊗ |v v| ∈ (K(E) ⊗ K(H)) i for all ξ ∈ E. It follows from [8, Proposition 5.20] 
To compute ξ ⊗ v|, first note that
, then we know from Proposition 5.14 that |v ∈ G c . Thus, if γ E is continuous, then
Since E ⋊ r G c is a Hilbert B ⋊ r G c -module, it follows that R = E ⊙Λ(Tφ) is a dense relatively continuous subspace of E ⊗ H and
It follows that
Remark 5.17. Let notation be as in Proposition 5.16. For each ξ ∈ E, the operator
Therefore, by Proposition 3.8(iii), γ E (ξ)ζ ∈ (E ⊗ H) si for all ζ ∈ (B ⊗ H) si , and
By Proposition 5.15, R := B ⊙Λ(Tφ) is a relatively continuous subspace of B ⊗ H and |R is dense in B ⋊ r G c . It follows that γ E (E)R is a relatively continuous subset of E ⊗ H and
Since the linear span of γ E (E)(B ⊗ G) is dense in E ⊗ G, it follows that the linear span of γ E (E)R is a dense, relatively continuous subspace of E ⊗ H. Note that this argument does not use continuity of the coaction γ E .
For a compact group G, every subset of a Hilbert B, G-module is relatively continuous. Now we show that this is also true for compact quantum groups. Proposition 5.18. Let G be a compact quantum group and let E be a Hilbert B, Gmodule. Then any subset of E is relatively continuous. In particular, E itself is relatively continuous. Moreover, we have
where δ 1 := Λ(1) ∈ H and δ * 1 denotes the element of L(H, C) given by δ 1 (η) = δ 1 | η for all η ∈ H. The generalized fixed point algebra Fix(E) := Fix(E, E) is the usual fixed point algebra
and it is Morita equivalent to the ideal I E := I(E, E) ⊆ B ⋊ r G c given by
where
Proof. We already know that E = E si . Thus we have to show that, for any ξ, η ∈ E, the element ξ | η belongs to B ⋊ r G c . Recall from Example 3.5 that
We may assume that ϕ is a state, that is, ϕ(1) = 1. Thus δ 1 is a unitary vector and hence p 1 is a projection. Note also that
, where V is the right regular corepresentation of G). In fact, by Equation (4.4), we have (using that compact quantum groups are unimodular, so that Γ = Λ)
for all b ∈ G. On the other hand
Thus (id ⊗ ϕ)(V ) = p 1 and hence
We conclude that the operator
Here we are using that compact quantum groups are regular, so that γ E is automatically continuous (see Proposition 5.8 in [4] ). Therefore any subset of E is relatively continuous.
The equation |ξ = (1 ⊗ δ * 1 )γ E (ξ) yields
which is therefore Morita equivalent to
Since γ E is continuous, the linear span of L 1 (G) * E is dense in E. Combining this with Propositions 4.13 and 4.14 (and using that G is unimodular, so that
In particular,
and (using the equality ω δ1,δ1 = ϕ)
where the last equality is proved in the following way: since γ K(E) (K(E)) is contained inM K(E) ⊗ G (which is equal to K(E) ⊗ G because G is unital), and since ϕ ∈ G * , we have The following result provides a canonical way to associate relatively continuous subspaces of E to relatively continuous subspaces of K(E). It also provides a formula for the corresponding Hilbert modules over the reduced crossed product and generalized fixed point algebras.
Proposition 5.20. Let G be a locally compact quantum group and let E be a Hilbert B, G-module with a continuous coaction of G.
(i) Suppose that there is a left action π : A → L(E) of a G-C * -algebra A turning E into a G-equivariant right-Hilbert A, B-bimodule. This means that π is a G-equivariant nondegenerate * -homomorphism. We will use the module notation for the left action: a · ξ := π(a)ξ for all a ∈ A and ξ ∈ E.
If R is a relatively continuous subset of A, then R · E is a relatively continuous subset of E and
where for x ∈ F (A, R) ⊆ L(A ⊗ H, A) and y ∈ E ⋊ r G c ⊆ L(B ⊗ H, E ⊗ H) we are using the notation x · y :
. In particular, if R is a relatively continuous subspace of K(E), then R(E) is a relatively continuous subspace of E and
(ii) If R is a relatively continuous subset of E, then |R E| is a relatively continuous subset of K(E) and
Proof. (i) It follows from Proposition 3.8(iv) that R · E ⊆ E si and, for all a ∈ R and ξ ∈ E, we have |a · ξ = (π ⊗ id H * )(|a )γ E (ξ) = |a · γ E (ξ). Thus, for all a, b ∈ R and ξ, η ∈ E we get
where K := K(H). Since R is relatively continuous, we have a | b ∈ A ⋊ r G c . Thus to prove that R · E is relatively continuous it is enough to prove that
If c ∈ A,x ∈ G c and ξ, η ∈ E then
Hence R · E is relatively continuous. We compute
and hence
Finally, it is easy to see that the map x ⊗ y → x · y, where x ∈ F (A, R) and y ∈ E ⋊ r G c , induces an isomorphism
(ii) By Proposition 3.8(v), we have |R E| ⊆ K(E) si and, for all ξ ∈ R, η ∈ E,
Thus, if ξ 1 , ξ 2 ∈ R and η 1 , η 2 ∈ E we get
Thus |R E| is relatively continuous and because
Finally, it is easy to see that the map z ⊗ w → z • w, where z ∈ F (E, R) and w ∈ E * ⋊ r G c , induces an isomorphism
In the group case, it is a basic observation that A ⋊ r G appears as a generalized fixed point algebra of A ⊗ K L 2 (G) , where G is a locally compact group and A is a G-C * -algebra. Using the result above we can now prove the following generalization:
Proposition 5.21. Let G be a regular locally compact quantum group. Let E be a Hilbert B, G-module with an injective coaction of G and consider the G-C * -algebra A ⊗ K, where A := K(E) and K := K L 2 (G) . Then there is a dense, relatively continuous subspace R ⊆ A ⊗ K such that
and
Hence A ⋊ r G c appears as a generalized fixed point algebra of A ⊗ K.
Proof. Note that γ E is injective if and only if γ A is injective. Thus (A, γ A ) is a reduced coaction of G. Since G is regular we have the duality isomorphism:
By Proposition 5.20(ii), R := span(|R 0 E|) is a dense, relatively continuous sub-
In the situation above, we have A ⊗ K ∼ = A ⋊ r G c ⋊ r G. Thus A ⊗ K is a dual coaction and therefore the following result generalizes the proposition above.
Proposition 5.22. Let G be a regular locally compact quantum group and suppose that E is a Hilbert B, G-module, where B is a reduced G-C * -algebra. Consider the dual coaction of G c on E ⋊ r G c . Then there is a dense, relatively continuous subspace
Proof. Let A := G c , where G c is regarded as a G c -C * -algebra (with the comultiplication as coaction). Since G is regular, Proposition 5.8 implies that R 0 := A si is a dense, relatively continuous subspace of A and
The dual coaction on E ⋊ r G c is defined in such way that the canonical nondegenerate * -homomorphism π :
subspace of E ⋊ r G c and
Since the coaction on B is reduced and G is regular, we have
Since G is regular, we also have
And therefore
Completions of relatively continuous subsets
In general, for a given Hilbert B, G-module E there might be several relatively continuous subspaces R ⊆ E yielding the same Hilbert module F = F (E, R). In this section we impose more conditions on R to minimize these possibilities. For this we shall use the Banach algebra
Here * denotes the left action of L 1 (G) on E induced by the coaction of E (see Equation (2.1)) and · denotes the right B-action.
The completion of a subset R ⊆ E si , denoted by R c , is the smallest complete subspace of E si containing R.
Note that E si is complete by Propositions 3.8(ii), 4.7 and [8, Lemma 5.28] , and hence R is complete if and only if R is an L 1 0 (G), B-invariant closed subspace of E si . Since the intersection of complete subspaces is clearly complete, the completion of a subset R ⊆ E si always exists and is the intersection of all complete subspaces of E si containing R. If R ⊆ E si is an L 1 0 (G), B-invariant subspace, then so is the si-closure R si by Proposition 4.7 and [8, Lemma 5.29] , and therefore R c = R si . In general, we can describe the completion of a subset R ⊆ E si as the si-closure of the smallest L 1 0 (G), B-invariant subspace of E si containing R. Proposition 6.2. Let E be a Hilbert B, G-module. If R ⊆ E is relatively continuous, then so are R · B, L 1 0 (G) * R and R si , and we have
. Moreover, the completion R c of R is also relatively continuous, and we have
Proof. Let ξ ∈ R, b ∈ B and ω ∈ L Let A := B ⋊ r G c . By definition of · si and because R ⊆ R si , we get
Thus F (E, R) = F (E, R si ). By Proposition 3.8(ii) and because the linear span of
A is dense in A we get
Analogously, by Proposition 4.7, and because the linear span of (1 ⊗ ρ(L 1 0 (G))A is dense in A (by Proposition 4.13), we get that F (E, L 1 0 (G) * R) = F (E, R). It follows that R c is relatively continuous as well and F (E, R c ) = F (E, R).
Given a complete subspace R ⊆ E si , Propositions 3.8(ii) and 4.7 imply that |R is already a (concrete) A-module, where A := B ⋊ r G c . In other words, we have |R • A ⊆ |R . Therefore, if R is also relatively continuous, then it follows from Equation (5.3) that
that is, F (E, R) = |R for any complete, relatively continuous subspace. Combining this with Proposition 6.2 we get
for any relatively continuous subset R ⊆ E si .
Corollary 6.4. For any relatively continuous subset R of a Hilbert B, G-module E, we have
Since the bra-ket operators are G-equivariant we see (again) that Fix(E, R) is a C * -subalgebra of L G (E) = M 1 K(E) . Proposition 3.8(i) yields the equality
The following result gives a useful criterion to show that a subspace is complete or to calculate its completion. Proposition 6.6. Let E be a Hilbert B, G-module, let R be a subspace of E si and suppose that D 0 ⊆ L At this point, the following question naturally appears. Let R, R ′ ⊆ E be complete, relatively continuous subspaces and suppose that F (E, R) = F (E, R ′ ). Does it follow that R = R ′ ? For locally compact groups, that is, for G = C 0 (G), this is in fact true ([23, Theorem 6.1]). Unfortunately, this is not the case for general locally compact quantum groups. Problems appear for non-co-amenable locally compact quantum groups G. In these cases, coactions are not necessarily injective. Take any non-injective coaction (E, γ E ) of a locally compact quantum group G. Note that any ξ ∈ ker(γ E ) is square-integrable with |ξ = 0. Thus R := {0} and R ′ := ker(γ E ) are different complete, relatively continuous subspaces with F (E, R) = F (E, R ′ ) = {0}. In order to circumvent this problem we need an extra condition.
Definition 6.7. Let E be a Hilbert B, G-module. We say that a complete subspace R ⊆ E si is slice-complete, or shortly, s-complete if for all ξ ∈ E si , with
The s-completion of a subset R ⊆ E si , denoted by R sc , is the smallest s-complete subspace of E si containing R.
Note that, by definition, E si is s-complete, and intersections of s-complete subspaces are again s-complete. Thus the s-completion of a subset R ⊆ E si always exists: it is the intersection of all s-complete subspaces of E si containing R.
Note also that any s-complete subspace contains ker(γ E ) because ω * ξ = 0 for all ω ∈ L 1 0 (G) and ξ ∈ ker(γ E ). Thus, if γ E is not injective, the trivial subspace R = {0} is complete (and relatively continuous), but not s-complete. The converse is also true: Proposition 6.8. Let E be a Hilbert B, G-module. Then the s-completion of {0} is ker(γ E ). In particular, {0} is s-complete if and only if γ E is injective.
Proof. It suffices to show that R 0 := ker(γ E ) is s-complete. Of course, R 0 is complete. Now suppose that ξ ∈ E and ω * ξ
And finally, because ∆ is injective, we get γ E (ξ) = 0, that is, ξ ∈ ker(γ E ) = R 0 . Therefore R 0 is s-complete.
If one restricts to injective coactions, that is, reduced coactions, then it is not clear whether there exist examples of complete subspaces that are not s-complete.
Remark 6.9. Note that every complete subspace R ⊆ E satisfies the following property: for all ξ ∈ E si with ξ | ξ ∈ B ⋊ r G c , if ξ · b ∈ R for all b ∈ B, then ξ ∈ R. In fact, let (e i ) be an approximate unit for B. Then ξ · e i → ξ and γ B (e i ) → 1 strictly in M(B ⋊ r G c ). Now the condition ξ | ξ ∈ B ⋊ r G c means that R ′ := {ξ} is relatively continuous. Thus F := F (E, R ′ ) is a (concrete) Hilbert A-module, where A := B ⋊ r G c . Thus, by Cohen's Factorization Theorem, for any x ∈ F , the map M(A) ∋ a → x · a ∈ F is continuous for the strict topology on M(A) and the norm topology on F . Equation (5.3) says that |ξ ∈ F . Thus |ξ · e i = |ξ • γ B (e i ) → |ξ .
Hence ξ · e i → ξ in the si-norm and therefore ξ ∈ R.
Note that one important point above was the use of a (bounded) approximate unit for B. In order to follow the same idea above and try to prove the same property for the left L 1 0 (G)-action, that is, to prove that every complete subspace is automatically s-complete, one needs a bounded approximate unit for L 1 0 (G), that is, one needs co-amenability of G. This is the content of the next result.
Proposition 6.10. Let E be a Hilbert B, G-module and suppose that G is coamenable. Then every complete subspace R ⊆ E si is automatically s-complete.
Proof. Let (ω i ) be a bounded approximate unit for L 1 0 (G) (Proposition 4.16). Then ρ ωi → 1 strictly in M(B ⋊ r G c ). Using Proposition 4.14, one can now follow the same idea as in Remark 6.9. Proposition 6.10 applies to actions of locally compact groups, that is, to coactions of G = C 0 (G), where G is a locally compact group, because C 0 (G) is always coamenable as a quantum group. On the other hand, it does not apply to coactions of groups, that is, to the dual C * r (G), unless G is amenable. Indeed, the quantum group C * r (G) is co-amenable if and only if G is amenable. Proposition 6.11. Let E be a Hilbert B, G-module, and let R be a complete, relatively continuous subspace of E si . Equipped with the si-norm, R is a nondegenerate Banach right B-module, that is,
Proof. We already know that R is a Banach left L 1 0 (G)-module and also a Banach right B-module. We only have to prove the nondegeneracy of the actions. Now, if (e j ) and (ω i ) are bounded approximate units for B and L 1 0 (G), respectively, then, as we saw in Remark 6.9 and Proposition 6.10, we have ξ · e j → ξ and ω i * ξ → ξ with respect to the si-norm, for all ξ ∈ R. Therefore, by Cohen's Factorization Theorem, R · B = R and L 1 0 (G) * R = R. If G is not co-amenable, then the conclusion of Proposition 6.11 does not hold in general. A trivial example can be found in the case of non-injective coactions. In fact, if (E, γ E ) is a non-injective coaction, then R := ker(γ E ) is relatively continuous and s-complete (Proposition 6.8), but L 1 (G) * R = {0}. If one restricts to injective coactions, then it is not clear whether there exist counterexamples. Proposition 6.12. Let E be a Hilbert B, G-module and let F ⊆ L G (B ⊗ L 2 (G), E) be a concrete Hilbert A-module, where A := B ⋊ r G c . Define
F and R F are relatively continuous, R F is complete, and |R 0 F and |R F are dense in F . In particular, we have ) = B ⋊ r G (this is proved in [23] ). For an arbitrary locally compact quantum group G we may take any rela-
and defineR
An argument analogous to that in the proof of Proposition 6.12 showsR 0 F ⊆ R F (so thatR 0 F is relatively continuous) and
We are going to see later that ifR 0 F is chosen in this way, then the s-completion ofR 0 F is equal to R F . In this sense, all such choices are equivalent.
Proof. By Proposition 6.12, R F is complete. Suppose that ξ ∈ E si is such that 
Therefore |ξ ∈ F , that is, ξ ∈ R F and hence R F is s-complete.
Continuous square-integrability
Throughout this section, G denotes a locally compact quantum group and B denotes a G-C * -algebra. We are ready to give one of the main definitions of this paper.
Definition 7.1. A continuously square-integrable Hilbert B, G-module is a pair (E, R) consisting of a Hilbert B, G-module E and a dense, complete, relatively continuous subspace R ⊆ E si . If, in addition, R is s-complete, then we say that (E, R) is an s-continuously square-integrable Hilbert B, G-module.
The generalized fixed point algebra associated to a continuously square-integrable Hilbert B, G-module (E, R) is the C * -algebra Fix(E, R) = span |R R|.
By Equation (6.5), the generalized fixed point algebra Fix(E, R) is the closed linear span of the "averages" (id K(E) ⊗ ϕ)(x) where x = |ξ η| with ξ, η ∈ R. Note that in the group case G = C 0 (G), the average (id K(E) ⊗ ϕ)(x) is the strictunconditional integral su G α t (x) dt (as defined in [9] ), where α is the corresponding action of G on K(E). In particular, Fix(E, R) is contained in the multiplier fixed point algebra M 1 K(E) = {x ∈ M K(E) : γ K(E) (x) = x ⊗ 1} and thus elements in Fix(E, R) are fixed by the coaction of K(E). Proposition 5.7 tell us that Fix(E, R) is Morita equivalent to the ideal I(E, R) = span R | R ⊆ B ⋊ r G c , where F (E, R) is the canonical candidate for the imprimitivity Hilbert module.
In what follows, we are going to generalize [23, Theorem 6 .1] to the setting of locally compact quantum groups. This result describes relatively continuous subspaces via concrete Hilbert modules. First we need a preliminary result. Recall that σ denotes the modular automorphism group and T ϕ denotes the Tomita * -algebra of the left Haar weight ϕ (see Equation (5.12)).
Lemma 7.2. Let E be a Hilbert B, G-module. Let b ∈ T ϕ , ξ ∈ E si and suppose that a ∈ dom(Λ) is such that Λ(a) ∈ dom(δ
where c ω := max{ Λ(x ω ) , ρ(ω) }.
Proof. Lemma 5.17 in [8] implies ω * ξ = |ξ 1 B ⊗ Λ(x ω ) , so that ω * ξ ≤ Λ(x ω ) |ξ . Proposition 4.7 says that ω * ξ ∈ E si and
Hence |ω * ξ ≤ ρ ω |ξ . The desired result now follows.
We are ready to proof one of our main results.
Theorem 7.3. Let G be a locally compact quantum group, and let E be a Hilbert B, G-module. Then the map R → F (E, R) is a bijection between s-complete, relatively continuous subspaces of E and concrete
Its inverse is the map F → R F . A concrete Hilbert module F is essential if and only if R F is dense in E.
Proof. By Proposition 6.14, R F is relatively continuous and s-complete, so that the map F → R F is well-defined. By Proposition 6.12 we have F (E, R F ) = F . It remains to show that R = R F (E,R) for every s-complete, relatively continuous subspace R of E. By Equation (5.3), we have R ⊆ R F (E,R) . Let ξ ∈ R F (E,R) . Then, by definition of R F (E,R) , we have |ξ ∈ F (E, R) = |R (for the last equality we have used Equation (6.3) and the assumption that R is complete). Thus there is ξ n ∈ R such that |ξ n → |ξ . Take any a ∈ dom(Λ) and b ∈ T ϕ such that Λ(a) ∈ dom(δ 1 2 ) and define ω := aϕb
, where u := Λ(b) and v := Λ(a). By Lemma 7.2, we have ω * η si ≤ c ω |η for all η ∈ E si , where c ω is a constant depending only on ω. In particular,
Since R is complete, we get that ω * ξ ∈ R. Thus ω Λ(b),Λ(a) * ξ ∈ R for all b ∈ T ϕ and a ∈ dom(Λ) with Λ(a) ∈ dom(δ 1 2 ). Now take any u ∈ H and v ∈ dom(δ . This means that there is a sequence (a n ) ⊆ dom(Λ) with Λ(a n ) ∈ dom(δ 1 2 ) such that Λ(a n ) → v and δ
Proposition 4.7 implies that ω Λ(bn),Λ(an) * ξ → ω u,v * ξ in the si-norm. Thus ω * ξ ∈ R for all ω ∈ L 1 00 (G) and hence also for all
If F is essential, then by the definition of R 0 F (see Proposition 6.12), the linear span of R 0 F is dense in E. Thus R F ⊇ R 0 F is dense in E as well. Conversely, if R F is dense, then F is essential by Proposition 5.6. Corollary 7.4. Suppose G is a compact quantum group and E is a Hilbert B, Gmodule. Then the map R → F (E, R) is a bijection between L 1 (G), B-invariant closed subspaces of E satisfying (7.5) ξ ∈ E and ω * ξ ∈ R, ∀ ω ∈ L 1 (G) =⇒ ξ ∈ R,
The inverse map is given by F → R F .
Proof. Since G is compact, any subset of E is relatively continuous and the si-norm is equivalent to the norm of E. Thus R ⊆ E is complete if and only if it is an L 1 (G), B-invariant closed subspace of E (here we are using that G is unimodular so that
. Such a subspace is s-complete if and only if it satisfies (7.5). Thus the assertion is a special case of Theorem 7.3. Corollary 7.6. Let E be a Hilbert B, G-module, where G is a locally compact quantum group, and suppose that R is a relatively continuous subset of E. Then the s-completion of R is equal to R F (E,R) . In particular, the s-completion of a relatively continuous subset is also relatively continuous.
Proof. Let R sc be the s-completion of R. By Proposition 6.14, R F (E,R) is relatively continuous and s-complete and we have R ⊆ R F (E,R) . Thus R sc ⊆ R F (E,R) . In particular, R sc is relatively continuous. Now it is easy to see that the maps R → F (E, R) and F → R F preserve inclusion. Thus R ⊆ R sc implies F (E, R) ⊆ F (E, R sc ). Since R sc is relatively continuous and s-complete, Theorem 7.3 yields
Corollary 7.7. Let E be a Hilbert B, G-module and suppose that G is co-amenable. Let R ⊆ E si be some relatively continuous subset. Then R F (E,R) is the completion of R. In particular, R is complete if and only if R is equal to R F (E,R) .
Proof. This follows from Proposition 6.10 and Corollary 7.6.
The result above implies, in particular, that our definition of completeness of relatively continuous subsets is equivalent to [23, Definition 6.2] in the case of groups (see [23, Proposition 6.3] ).
The following result gives a description of the s-completion of a relatively continuous subset. Proposition 7.8. Let E be a Hilbert B, G-module, where G is a locally compact quantum group and let R be a relatively continuous subset of E. Then the scompletion of R is given by
Proof. Suppose that ξ ∈ R sc = R F (E,R) . By Equation (6.3), we have F (E, R) = |R c and hence there is a sequence (ξ n ) in R c such that |ξ n → |ξ . As in the proof of Theorem 7.3, this implies that ω * ξ ∈ R c for all ω ∈ L 1 0 (G). Thus R sc ⊆ {ξ ∈ E si : ξ | ξ ∈ B ⋊ r G c and ω * ξ ∈ R c for all ω ∈ L 1 0 (G)}. And the other inclusion is trivial because R sc is s-complete and R c ⊆ R sc .
Corollary 7.9. Let E be a Hilbert B, G-module and let R ⊆ E be a relatively continuous subset. Then
Proof. The inclusion R ⊆ R sc implies F (E, R) ⊆ F (E, R sc ). On the other hand, if ξ ∈ R sc , then by the description of R sc in Proposition 7.8, we have ω * ξ ∈ R c for all ω ∈ L 1 0 (G). Thus
for all ω ∈ L 1 00 (G). Now taking a bounded approximate unit (e i ) for G c of the form e i = ρ(ω i ), where ω i ∈ L 1 0 (G) for all i, it follows that |ξ ∈ F (E, R). Therefore
Functoriality and naturality
Throughout this section we fix a locally compact quantum group G and C * -algebra B with a continuous coaction of G, that is, a G-C * -algebra.
Given a locally compact quantum group G and a G-C * -algebra B, the continuously square-integrable Hilbert B, G-modules form a category with R-continuous adjointable operators as morphisms. The s-continuously square-integrable Hilbert B, G-modules form a full subcategory. By Proposition 6.10, these categories are identical if G is co-amenable.
In what follows, we analyze the functoriality of our constructions.
Proposition 8.2. Let G be a locally compact quantum group and let B be a G-C * -algebra. The construction (E, R) → F (E, R) is a functor from the category of continuously square-integrable Hilbert B, G-modules to the category of Hilbert B ⋊ r G c -modules.
Proof. Given an R-continuous G-equivariant operator T : (E 1 , R 1 ) → (E 2 , R 2 ), the associated adjointable operatorT :
Here one uses that |T (ξ) = T • |ξ for all ξ ∈ E si and the fact that F (E k , R k ) is the closure of |R k , for k = 1, 2. Since T (R 1 ) ⊆ R 2 , this ensures thatT is a map F (E 1 , R 1 ) → F (E 2 , R 2 ). In the same way, since T * (R 2 ) ⊆ R 1 , the operatorT is, in fact, adjointable and its adjoint is given byT * (y) = T * • y for all y ∈ F (E 2 , R 2 ). 
is the canonical representation defined in [23, Equation (32) ]. Recall that T (x)f = x ⊗ A f for all x ∈ F and f ∈ B ⊗ H. In this way we get an s-complete, relatively continuous subspace R F ⊆ E F as in Proposition 6.12 by R F := {ξ ∈ E F : ξ is square-integrable and |ξ ∈ T (F )}.
Since F is essential, R F is dense E F . In fact, note that by Theorem 7.3 and Proposition 6.12, R F is the s-completion of the linear span of T (F ) B ⊙Λ(Tφ) and this linear span equals F ⊙ A B⊙Λ(Tφ) . Thus the pair (E F , R F ) is a s-continuously square-integrable Hilbert B, G-module. Proof. First, observe that the map F → E F is functorial: to an adjointable operator S : F 1 → F 2 we associate the G-equivariant adjointable operator S ⊗ A id : E 1 → E 2 , where E k := F k ⊗ A (B⊗H), k = 1, 2. It remains to show that S⊗ A id is R-continuous, that is, (S ⊗ A id)(R 1 ) ⊆ R 2 and (S ⊗ A id) * (R 2 ) ⊆ R 1 , where R k := R F k , k = 1, 2. Since (S ⊗ A id) * = S * ⊗ A id, it is enough to show that (S ⊗ A id)(R 1 ) ⊆ R 2 . Let T k : F k → L G (B ⊗ H, E k ) be the canonical representation of F k , that is, T k (x)f = x ⊗ A f for all x ∈ E k and f ∈ B ⊗ H. Note that (S ⊗ A id) • T 1 (x) = T 2 S(x) for all x ∈ F 1 . Thus (S ⊗ A id) • T 1 (F 1 ) ⊆ T 2 (F 2 ). Combining this with the relation |(S ⊗ A id)ξ = (S ⊗ A id) • |ξ , for every square-integrable element ξ ∈ E 1 (see Proposition 3.8(iii)), the desired result follows. Proof. The maps in (8.6) are considered between isomorphism classes and are welldefined by Propositions 8.2 and 8.4. To prove that they are inverse to each other, let (E, R) be an s-continuously square-integrable Hilbert B, G-module and define F := F (E, R). We have to prove that (E F , R F ) ∼ = (E, R). Define U : E F → E by U (x ⊗ A ζ) := x(ζ) for all x ∈ F ⊆ L G (B ⊗ H, E) and ζ ∈ B ⊗ H. The unitary U appears in Theorem 7.3 and is G-equivariant. It remains to show that U (R F ) = R. Since R F , R ⊆ E are relatively continuous and s-complete, it is enough to show that F E, U (R F ) = F (E, R) = F . Note that U (R F ) is the s-completion of U (F ⊙ A R 0 ) = span F (R 0 ), where R 0 := B ⊙Λ(Tφ). Since F ⊆ L G (B ⊗ H, E) and |R 0 = A, we have F (E, R F ) = span(F • A) = F . Therefore (E, R) ∼ = (E F , R F ). Now assume that F is a Hilbert A-module and define (E, R) := (E F , R F ). We have to show that F ∼ = F (E, R). Let T : F → L G (B ⊗ H, E F ) be the canonical representation of F as defined in [23, Equation (32) ], that is, T (x)ζ := x ⊗ A ζ for all x ∈ F and ζ ∈ B ⊗ H. By [23, Theorem 5.1], F ∼ = T (F ) as Hilbert A-modules, and by Lemma 8.3, T (F ) = F (E, R), so that F ∼ = T (F ) = F (E, R).
Finally, we prove that our constructions are natural and yield an equivalence between the respective categories.
Theorem 8.7. Let G be a locally compact quantum group, and let B be a G-C * -algebra. Let (E, R) be an s-continuously square-integrable Hilbert B, G-module, and let F := F (E, R). Then there is a canonical, injective, strictly continuous * -homomorphism φ : L(F ) → L G (E), whose range is the space of R-continuous operators. It maps K(F ) isometrically onto Fix(E, R).
The categories of s-continuously square-integrable Hilbert B, G-modules and Hilbert modules over B ⋊ r G c are equivalent via the functors (E, R) → F (E, R) and F → (E F , R F ).
The generalized fixed point algebra Fix(E, R) is the closed linear span of the operators (id K(E) ⊗ ϕ)(|ξ η|) ∈ L G (E), ξ, η ∈ R, and it is Morita equivalent to the ideal I(E, R) = span{ ξ | η : ξ, η ∈ R} of B ⋊ r G c .
Proof. Since R is s-complete, we have R = R F and F = |R (by Corollary 7.6 and Equation (6.3) Corollary 8.8. Let G be a compact quantum group and suppose that B is a G-C * -algebra. Then the functor
is an equivalence between the categories of Hilbert B ⋊ r G c -modules and Hilbert B, Gmodules. In other words, any Hilbert B, G-module appears in this way for a unique Hilbert module F over B ⋊ r G c and the map L(F ) → L G (E) is an isomorphism. Given a Hilbert B, G-module E, the generalized fixed point algebra associated to E is the usual fixed point algebra:
Fix(E) = {x ∈ K(E) : γ(x) = x ⊗ 1} ∼ = K(F E ),
where F E = F (E, E) is the Hilbert B ⋊ r G c -module associated to E.
Proof. If G is compact, then any Hilbert B, G-module is continuously square-integrable and R = E is the unique dense, complete, relatively continuous subspace. Therefore there is no difference between the categories of continuously (and hence also s-continuously) square-integrable Hilbert B, G-modules and arbitrary Hilbert B, Gmodules. The assertions now follow from Theorem 8.7.
In particular, for compact quantum groups every Hilbert B, G-module is "proper" in the following sense: Definition 8.9. We say that a Hilbert B, G-module E is R-proper if there is a unique dense, s-complete, relatively continuous subspace of E.
By Theorem 7.3, E is R-proper if and only if there is a unique concrete, essential Hilbert B ⋊ r G c -module F ⊆ L G (B ⊗ L 2 (G), E). Recall that in the group case G = C 0 (G), a G-C * -algebra A is called spectrally proper if the canonical induced action of G on the primitive ideal space Prim(A) is proper (see [23, Definition 9.2] ). This class includes all the proper G-C * -algebras in the sense of Kasparov [18] . By Theorem 9.1 in [23] , every Hilbert module over a spectrally proper G-C * -algebra is R-proper. In particular, a commutative G-C * -algebra C 0 (X) (where X is a locally compact G-space) is R-proper if X is a proper G-space. Conversely, if C 0 (X) is R-proper, then it is, in particular, integrable and therefore, by Rieffel's Theorem 4.7 in [27] , X is a proper G-space.
In the general quantum setting, unless G is compact, it is not easy to find nontrivial examples of R-proper Hilbert modules. In this direction, we have the following result: Proposition 8.10. Let G be a locally compact quantum group and let G coact on itself by the comultiplication. Then G is an R-proper G-C * -algebra if and only if G is semi-regular, that is, K L 2 (G) is contained in C := span(G G c ) ∼ = G ⋊ r G c . In this case, R = G si is the unique dense, s-complete, relatively continuous subspace of G. The Hilbert G ⋊ r G c -module F (G, R) is isomorphic to the dual L 2 (G) * of L 2 (G) considered as a Hilbert C-module in the canonical way. In particular, Fix(G, R) ∼ = C and I(G, R) ∼ = K L 2 (G) . The quantum group G is regular if and only if R is saturated.
Proof. By Equation (5.9), we have
Since G is semi-regular, K(H) ⊆ C := span G G c and hence W * (1 ⊗ K(H))W ⊆ W * (1 ⊗ C)W = G ⋊ G c (see Equation (5.11)) . Thus, if G is semi-regular, any subset of G si is relatively continuous. Now note that if R 0 ⊆ G si is a complete subspace, then
W, where H 0 := Λ(R * 0 ) (which is a closed subspace of H = L 2 (G)). Equivalently,
In particular, F (G, R) * = W * (1 G ⊗ H). Define the following linear map
Then (identifying C ∼ = C1 G ⊆ M(G))
It follows that T extends to an isomorphism L 2 (G) ∼ = F (G, R) * (as Hilbert spaces). Thus F (G, R) ∼ = L 2 (G) * as Hilbert modules over K L 2 (G) and hence also as Hilbert modules over C.
Finally, suppose that R 0 ⊆ G si is dense and s-complete. Then
The subset I(G, R 0 ) ⊆ W * 1 G ⊗ K(H) W ⊆ G ⋊ r G c is an ideal of G ⋊ r G c and hence also of W * 1 G ⊗ K(H) W . It follows that K(H 0 ) is an ideal of K(H). Since K(H) is simple, we get K(H 0 ) = K(H) (H 0 is not zero because R 0 is dense in G). Cohen's Factorization Theorem yields H = K(H)H = K(H 0 )H = H 0 . Hence
Therefore, R 0 = R because both R 0 and R are s-complete. The last assertion was already proved in Proposition 5.8.
Remark 8.11. Examples of non-semi-regular quantum groups have been constructed in [4] . It has been observed there that for such examples the coaction of G on itself via the comultiplication is in some sense not "proper". We can now give this statement a precise meaning if we agree that "proper" means R-proper. Moreover, if we agree that a proper (that is, R-proper) coaction is "free" if the corresponding dense, s-complete, relatively continuous subspace is, in addition, saturated, then we can also say that the comultiplication of a locally compact quantum group is proper and free if and only if it is regular.
