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Abstract
Let G be a graph. Then (G)6 |V (G)| − (G) where (G) denotes the weak or independent
weak domination number of G and (G)6 |V (G)| − (G) where (G) denotes the strong
or independent strong domination number of G. We give necessary and su3cient conditions
for equality to hold in each case and also describe speci5c classes of graphs for which equality
holds. Finally, we show that the problems of computing iw and ist are NP-hard, even for bipartite
graphs.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
For unde5ned terminology, the reader is referred to [1] or [8]. The symbols n and V
will be reserved for the order of G and the vertex set of G, respectively.
A set D⊆V is a dominating set, denoted DS, if every vertex not in D is adjacent to
at least one vertex in D. A set D⊆V is a weak dominating set, denoted WDS, if every
vertex u not in D is adjacent to a vertex v in D where deg(v)6deg(u). A set D⊆V is a
strong dominating set, denoted SDS, if every vertex u not in D is adjacent to a vertex v
in D where deg(v)¿deg(u). The domination number of G (weak domination number,
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strong domination number, respectively), denoted (G) (w(G); st(G), respectively),
is the minimum size of a DS (WDS, SDS, respectively) of G.
A set D⊆V is an independent set, denoted IS, if no two vertices of D are adja-
cent. A DS (WDS, SDS, respectively) when independent will be denoted IDS (IWDS,
ISDS, respectively). The independent domination number of G (independent weak
domination number, independent strong domination number, respectively), denoted
i(G) (iw(G); ist(G), respectively), is the minimum size of an IDS (IWDS, ISDS, re-
spectively) of G. Every graph admits an IWDS and an ISDS. For example, to 5nd an
IWDS, say D, in a graph G, apply the following algorithm:
S :=∅;
D :=∅;
while S =V
begin
Let v∈{v∈V − S | deg(v) is as small as possible };
S := S∪N [v];
D :=D∪{v}
end;
The concepts of weak and strong domination were introduced by Sampathkumar
and Pushpa Latha in [13] in which the following motivation for strong and weak
domination is oKered. Consider a network of roads connecting a number of locations.
In such a network, the degree of a vertex v is the number of roads meeting at v.
Suppose deg(u)¿deg(v). Naturally, the tra3c at u is heavier than that at v. If we
consider the tra3c between u and v, preference should be given to the vehicles going
from u to v. Thus, in some sense, u strongly dominates v and v weakly dominates u.
These concepts were further studied in [5–7,10–12].
De5ne V (V, respectively) as {v∈V | deg(v)=(G)} ({v∈V | deg(v)=(G)}, re-
spectively). Since every IDS of G is also a DS of G; (G)6i(G). Moreover, since any
maximal IS, say S, with S∩V =∅ contains at most n−(G) vertices and every maximal
IS is also dominating, i(G)6n−(G). Thus, (G)6i(G)6n−(G). Graphs G for which
equality holds in the bounds (G)6n−(G) where ∈{; i} were studied in [2,3].
Since any IWDS (ISDS, respectively) is a WDS (SDS, respectively) dominating
set, we obtain w(G)6iw(G) and st(G)6ist(G). We show that iw(G)6n− (G) and
ist(G)6n − (G) from which the results w(G)6n − (G) and st(G)6n − (G)
of [13] follow immediately. Furthermore, we give necessary and su3cient conditions
for equality to hold in each case and also describe speci5c classes of graphs for which
equality holds.
In [5,6] it is shown that the problems of computing st and w are NP-hard. We
close, by showing that the problems of computing iw and ist are also NP-hard, even
for bipartite graphs.
2. Graphs G which satisfy iw(G)= |V (G)| − (G) or ist(G)= |V (G)| − (G)
In this section, we show that if G is a graph, then iw(G)6n − (G) and ist(G)6
n − (G) and give necessary and su3cient conditions for equality to hold in these
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inequalities. We also describe speci5c classes of graphs for which equality holds in
the above inequalities.
We begin with independent weak domination.
Lemma 1. Let G be a graph. If D is an IWDS of G, then D∩V =∅.
Proof. Let v∈V. In order for v to be weakly dominated, v∈D or v is adjacent to a
vertex u in D which has degree less than or equal to that of v. In the latter case, u∈V
and the result follows.
Proposition 2. If G is a graph, then iw(G)6n− (G).
Proof. Let D be any IWDS and let v∈D∩V (by Lemma 1). Since D is independent,
D∩N (v)=∅. Thus, D⊆V − N (v) and the result follows.
In view of Proposition 2, it is natural to ask for which graphs equality holds and
we begin by giving a necessary condition.
Proposition 3. Let G be a graph with iw(G)=n−(G) and let v∈V. Then V −N (v)
is independent.
Proof. Suppose, to the contrary, that V − N (v) is dependent. Then, by applying the
following algorithm, we obtain an IWDS of size at most n − (G) − 1, which is a
contradiction.
S :=N [v];
D := {v};
while S =V
begin
Let u∈{u∈V − S | deg(u) is as small as possible };
S := S∪N [u];
D :=D∪{u}
end;
We now characterize those graphs for which iw(G)=n− (G).
Theorem 4. Let G be a graph. Then iw(G)=n − (G) if and only if V − N (v) is
independent for every vertex v∈V.
Proof. If iw(G)=n− (G) and v∈V, then V −N (v) is independent by Proposition 3.
For the converse, suppose V −N (v) is independent for every vertex v∈V and let D
be a minimum IWDS of G. Then, by Lemma 1, D∩V contains a vertex, say v.
Since v∈D; N (v)∩D=∅ and D⊆V −N (v). Moreover, since V −N (v) is independent,
no vertex in V − N (v) can weakly dominate any other vertex in V − N (v). Thus,
D=V − N (v) and the result follows.
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We now characterize the connected triangle-free graphs G which satisfy iw(G)=
n − (G). As immediate consequences we will obtain characterizations of connected
bipartite graphs G and trees G which satisfy iw(G)=n− (G).
Proposition 5. Let G be a connected triangle-free graph. Then iw(G)=n − (G) if
and only if G∈{K1; Kn−(G); (G)}.
Proof. Suppose iw(G)=n − (G) and let =(G). If =0, then G=K1. Suppose,
therefore, ¿1. Let v∈V. By Theorem 4, V −N (v) is independent. Furthermore, since
G is triangle-free, N (v) is independent. Since each vertex in V − N (v) has degree at
least = |N (v)|, each vertex in V − N (v) is adjacent to every vertex in N (v). Thus,
G=Kn−; .
Conversely, if G=Kn−; , then the partite set of cardinality n −  is a minimum
IWDS of G, so that iw(G)=n− , as required.
As immediate consequences we obtain
Corollary 6. Let G be a connected bipartite graph. Then iw(G)=n−(G) if and only
if G∈{K1; K(G); n−(G)}.
Corollary 7. Let T be a tree. Then iw(T )=n− (T ) if and only if T ∈{K1; K1; n−1}.
We now present similar results involving the independent strong domination number.
The proofs of these results are along similar lines to those above and are, therefore,
omitted.
Lemma 8. Let G be a graph. If D is an ISDS of G, then D∩V =∅.
Proposition 9. If G is a graph, then ist(G)6n− (G).
Proposition 10. Let G be a graph such that ist(G)=n − (G) and let v∈V. Then
V − N (v) is independent.
Theorem 11. Let G be a graph. Then ist(G)=n − (G) if and only if V − N (v) is
independent for every vertex v∈V.
We conclude this section by characterizing the connected triangle-free graphs G
which satisfy ist(G)= n−(G). As immediate consequences we will obtain charac-
terizations of connected bipartite graphs G and trees G which satisfy ist(G)=
n− (G).
Proposition 12. Let G be a connected triangle-free graph. Then ist(G)=n − (G)
if and only if G=K1 or G is a spanning subgraph of the graph K(G); n−(G) and
if n =2(G), then V is contained in the partite set of K(G); n−(G) of size n−(G).
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Proof. Suppose st(G)=n − (G) and let =(G). If =0, then G=K1. Suppose,
therefore, that ¿1. Let D be a minimum ISDS of G. Then, by Lemma 8, there
is a vertex v (say) in D∩V. But then D∩N (v)=∅; N (v) is independent (since G
is triangle-free) and V − N (v) is independent (by Proposition 10). It follows that
G is a bipartite graph with bipartition (V − N (v); N (v)) and hence a spanning sub-
graph of Kn−;. It remains to show that if n =2, then the V is contained in the
partite set V − N (v) of size n − . We do this by showing that no vertex in N (v)
has maximum degree. For suppose, to the contrary, that u∈N (v)∩V. Then, since
n =2 and G is connected, there is a vertex in V − N [v] − N [u] which is adjacent
to a vertex in N (v). But then V − N (u) is not independent, which is contrary to our
assumption.
Conversely, suppose G=K1 or G is a spanning subgraph of K;n− and suppose
if n =2(G), then the V is contained in the partite set of K(G); n−(G) of size n−(G).
If v∈V, then, since G is bipartite, V − N (v) is independent. Hence, by Theorem 11,
ist(G)=n− .
As immediate consequences we obtain
Corollary 13. Let G be a connected bipartite graph. Then ist(G)=n − (G) if and
only if G=K1 or G is a spanning subgraph of K(G); n−(G) and if n =2(G), then V
is contained in the partite set of K(G); n−(G) of size n− (G).
Corollary 14. Let T be a tree. Then ist(T )=n − (T ) if and only if whenever T
is rooted at a vertex of degree (T ), then the height of the tree is at most
two.
3. Graphs G which satisfy w(G)= |V (G)| − (G)
Since w(G)6iw(G) for any graph G, the next result, originally given by
Sampathkumar and Pushpa Latha, follows immediately.
Corollary 15 (Sampathkumar and Pushpa [13]). If G is a graph, then w(G)6
n− (G).
Note that if w(G)=n− (G), then it is also true that iw(G)=n− (G).
In order to completely characterize all graphs G for which w(G)=n − (G), we
need the following lemma.
Lemma 16. Let G be a graph. If v∈V and V − N (v) is independent, then
V − N (v)⊆V.
Proof. Let u∈V − N (v). Since V − N (v) is independent, N (u)⊆N (v) and |N (u)|=
(G), and the result follows.
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Theorem 17. Let G be a graph. Then w(G)=n − (G) if and only if one of the
following conditions is satis9ed
(1) (G)=n− 1, i.e. G=Kn;
(2) (G)=n− 2,
(3) (G)6n−3 and if v∈V, then V −N (v) is independent and every vertex in N (v)
has degree at least (G) + 1.
Proof. Suppose w(G)=n − (G) and (G)6n − 3. Let v∈V. By Proposition 3,
V −N (v) is independent. Moreover, since V −N (v) is independent, V −N (v)⊆V (cf.
Lemma 16). Note that each vertex in N (v) is adjacent to every vertex in V − N (v).
Suppose u∈N (v)∩V. But then {u; v} is a WDS of G, so that w(G)62¡36n−(G),
which is a contradiction. Thus, every vertex of N (v) has degree at least (G) + 1.
Conversely, suppose that one of conditions (1), (2) or (3) is satis5ed. If (G)=n−1,
then G=Kn and w(G)=1=n− (n− 1)=n− (G). Suppose (G)=n− 2. Let {u; v}
be two non-adjacent vertices of G. Then {u; v} is a WDS of G, so that w(G)62=
n − (n − 2)=n − (G). Clearly, no single vertex can weakly dominate all the other
vertices of G. Thus, w(G)=2=n− (G).
Let v∈V and assume condition (3) holds. As before, V − N (v)⊆V, while each
vertex of N (v) has degree at least (G) + 1. It follows that each vertex of V − N (v)
is in every WDS of G. Thus, w(G)¿|V − N (v)|=n− (G). Clearly, V − N (v) is a
WDS of G, so that w(G)=n− (G), as required.
We now characterize the connected triangle-free graphs G which satisfy w(G)=
n − (G). As immediate consequences we will obtain characterizations of connected
bipartite graphs G and trees G which satisfy w(G)=n− (G).
Proposition 18. Let G be a connected triangle-free graph. Then w(G)=n− (G) if
and only if G∈{K1; K1;1; K2;2}∪{K(G); n−(G) where (G) =n=2}.
Proof. Suppose w(G)=n− (G). Let =(G). If =0, then G=K1. Suppose, there-
fore, that ¿1. First consider the case when 6n − 3. Let v∈V. By Theorem 17,
V − N (v) is independent and hence each vertex of V − N (v) is adjacent to each ver-
tex of N (v). Furthermore, since G is triangle-free, N (v) is independent. Thus, G is a
complete bipartite graph with bipartition (V − N (v); N (v)), so that G=Kn−; . Since
every vertex of N (v) has degree at least + 1 (cf. Theorem 17), |V − N (v)|¿+ 1,
so that n= |V − N (v)|+ |N (v)|¿(+ 1) + =2+ 1, whence  =n=2.
Suppose =n − 2 and let {u; v} be non-adjacent vertices of G. It follows that u
and v are adjacent to every vertex of V − {u; v}. Let x∈V − {u; v}. If deg(x)=n− 1,
then, since G is triangle-free, G=K1;2. Suppose, therefore, that deg(x)=n− 2 and let
y be the vertex that is not adjacent to x. Since G is triangle-free, V ={u; v; x; y} and
G=K2;2.
Finally, consider the case when =n − 1. Then, since G is triangle-free,
G∈{K1; K1;1}.
The converse is clear.
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As immediate consequences we obtain
Corollary 19. Let G be a connected bipartite graph. Then w(G)=n − (G) if and
only if G∈{K1; K1;1; K2;2}∪{K(G); n−(G) where (G) =n=2}.
Corollary 20. Let T be a tree. Then w(G)=n−(T ) if and only if T ∈{K1; K1; n−1}.
4. Graphs G which satisfy st(G)= |V (G)| − (G)
In this section, we give necessary and su3cient conditions for equality to hold in
the inequality st(G)6n−(G). We also describe speci5c classes of graphs for which
equality holds in the above inequality.
Since st(G)6ist(G) for any graph G, the next result, originally given by Sam-
pathkumar and Pushpa Latha follows immediately.
Corollary 21 (Sampathkumar and Pushpa [13]). If G is a graph, then st(G)6
n− (G).
Note that if st(G)=n− (G), then it is also true that ist(G)=n− (G).
We are now in a position to characterize all graphs for which st(G)=n− (G).
Theorem 22. Let G be a graph. Then st(G)=n−(G) if and only if for every v∈V
the following two conditions hold:
(1) V − N (v) is independent, and
(2) If u∈N (v) is adjacent to vertices x and y in V−N [v], then deg(u)¡max{deg(x);
deg(y)}.
Proof. Suppose st(G)=n−(G) and let v∈V(G). Then, by Proposition 10, condition
(1) holds. To show that condition (2) holds, let u∈N (v) and let x; y ∈N [v] be adjacent
to u. If deg(u)¿max{deg(x); deg(y)}, then V − (N (v)∪{x; y})∪ {u} is a SDS of G.
Hence, st(G)6n − |N (v)| − 2 + 1=n − (G) − 1, which is a contradiction. Thus,
deg(u)¡max{deg(x); deg(y)}, as required.
For the converse, suppose that for every vertex in V conditions (1) and (2) hold.
Let D be a minimum SDS. Every SDS contains a vertex in V (cf. Lemma 1). Let v
be such a vertex in D. Then no vertex of N (v) can strongly dominate two or more
vertices of V − N [v]. However, each of these vertices is strongly dominated, so that
st(G)¿1 + |V − N [v]|=n− (G), and the proof is complete.
We conclude this section by characterizing those trees T which satisfy st(T )=
n−(T ).
A subdivision of an edge uv is obtained by introducing a new vertex w and replacing
the edge uv with the edges uw and wv. A tree is a spider if it is the tree formed from
K1; m by subdividing every edge. We will call these subdivided edges legs of the spider.
8 G.S. Domke et al. / Discrete Mathematics 258 (2002) 1–11
A tree is a wounded spider if it is formed from K1; m by subdividing at most m− 1 of
the edges. Thus, a star is a wounded spider.
Corollary 23. Let T be a tree. Then st(T )=n−(T ) if and only if T is a wounded
spider or a spider which has at least three legs.
Proof. Suppose st(T )=n−(T ) and let v∈V. Since V−N (v) is independent and T
does not contain any cycles, each vertex of V−N [v] has degree 1. Suppose u∈(v) is
adjacent to vertices x and y in V−N [v]. By Theorem 22, deg(u)¡max{deg(x); deg(y)}
=1, a contradiction. Hence, every vertex u∈N (v) is adjacent to at most one vertex
in V − N [v], so that deg(u)62. It is easy to see that for a spider T with two legs,
st(T )=2¡5−3=n−(T ) and a spider with one leg is just K1;2 (a wounded spider).
Thus, T is a wounded spider or a spider which has at least three legs.
It is easy to check that if T is a wounded spider or a spider which has at least three
legs, then st(T )=n− (T ).
5. Complexity results
In [5,6] it was shown that the problems of computing st and w are NP-hard. In
this section, we show that the problems of computing iw and ist are also NP-hard. In
each case we will state the corresponding decision problem in the standard Instance–
Question form [4] and indicate the polynomial-time reduction used to prove that it is
NP-complete.
Independent weak dominating set (IWDS)
Instance: A graph G and a positive integer ‘.
Question: Does G have an IWDS of cardinality at most ‘?
Theorem 24. IWDS is NP-complete, even for bipartite graphs.
Proof. The reduction is from EXACT COVER BY 3-SETS (X3C) with the additional
requirement that each variable appears in at least two subsets [9]. Given an instance
X ={x1; : : : ; x3q} and C={C1; : : : ; Cm} of X3C, where Cj⊆X and |Cj|=3 for 16j6m,
construct a bipartite graph G as follows. Corresponding to each variable xi, we associate
the graph Fi∼=P5 with zi; yi; xi; y′i ; z′i being consecutive vertices in Fi. Corresponding
to each set Cj we associate the graph Hj ∼=P5 with cj; dj; ej; fj; gj being consecutive
vertices on Hj. The construction of G is completed by joining xi and cj if and only if
the variable xi occurs in the set Cj. Finally, set ‘=2m+ 7q.
Suppose C has an exact 3-cover, say C′. Then it is easily veri5ed that D=
⋃3q
i=1
{zi; z′i}∪
⋃
Cj∈C′{ej; cj}∪
⋃
Cj ∈C′{dj} ∪
⋃m
j=1{gj} is an IWDS of cardinality ‘.
Conversely, suppose D is a minimum IWDS of cardinality at most ‘. Note that
all end vertices are in D. Let j∈{1; : : : ; m}. Then, since fj is adjacent to gj, which
is an end vertex, and D is independent, fj ∈D. Since ej is dominated and D is in-
dependent, |D∩{ej; dj}|=1. Note that D∩
⋃3q
i=1 {yi; y′i }=∅. Thus, |D∩(
⋃3q
i=1 {xi} ∪
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⋃m
j=1{cj})|6(7q+2m)−6q−2m=q. We show that D∩
⋃3q
i=1{xi}=∅. Suppose |D∩
⋃3q
i=1
{xi}|=‘′. Then |D∩
⋃m
i=1 {ci}|6q−‘′, so that |N [D∩
⋃m
j=1 {cj}]∩
⋃3q
i=1 {xi}|63q−3‘′.
Thus, |⋃3qi=1 {xi}−(N [D∩
⋃m
j=1 {cj}]∩
⋃3q
i=1 {xi})−(D∩
⋃3q
i=1 {xi})|¿3q−(3q−3‘′)−
‘′=2‘′. If ‘′¿0, then some xi is not dominated by D, which is a contradiction. Thus,
‘′=0.
Let C′={Cj |cj∈D}. Then, since D is an IWDS of G; C′ is an exact three cover
for X .
Given a positive integer m, we construct a graph H as follows. Let d; e; f; g; h be
consecutive vertices on the path P5. Take m+1 copies of the graph K2 and denote the
vertex set of the ith copy by {di; ei}. The construction of H is completed by joining di
to d and ei to e for i=1; : : : ; m+ 1. The graph H will prove to be useful in showing
that the following problem is NP-complete.
Independent strong dominating set (ISDS)
Instance: A graph G and a positive integer ‘.
Question: Does G have an ISDS of cardinality at most ‘?
We 5rst prove a useful property concerning the graph H .
Lemma 25. Suppose F is a graph that contains H as an induced subgraph with
degF(d)=m + 3 and degH (v)=degF(v) for all v∈V (H) − {d}. If D is a minimum
ISDS of F , then |D∩V (H)|=m+ 3.
Proof. Let D be a minimum ISDS of F .
Consider, 5rstly, the case when h∈D. We show that f ∈D. For suppose, to the
contrary, that f∈D. Since deg(d)=deg(e)=m+ 3; deg(ei)=2 for all i=1; : : : ; m+ 1,
and e are strongly dominated by a vertex in D, it follows that d∈D. Since D is
independent, D∩{d1; : : : ; dm+1}=∅. In order for D to dominate ei for i=1; : : : ; m+ 1,
we have that {e1; : : : ; em+1}⊆D. But then D′=D−{f; h}∪{g} is an ISDS set of F such
that |D′|¡|D|, which is a contradiction. Thus, f ∈D; e∈D and {e1; : : : ; em+1}∩D=∅.
Since D is independent, d ∈D and, in order for di; i=1; : : : ; m + 1, to be dominated
by D, {d1; : : : ; dm+1}⊆D. Thus, |D∩V (H)|=m+ 3, as required.
Consider, secondly, the case when h∈D. Then g∈D, while f ∈D. Note that |{e; d}∩
D|=1. On the one hand, if e∈D, then {e1; : : : ; em}∩D=∅; d ∈D and {d1; : : : ; dm+1}
⊆D, so that |D∩V (H)|=m+3. On the other hand, if e ∈D, then d∈D; {d1; : : : ; dm+1}∩
D=∅ and {e1; : : : ; em+1}⊆D, so that |D∩V (H)|=m+ 3.
Theorem 26. ISDS is NP-complete, even for bipartite graphs.
Proof. The reduction is from EXACT COVER BY 3-SETS (X3C). Given an instance
X ={x1; : : : ; x3q} and C={C1; : : : ; Cm} of X3C, where Cj⊆X and |Cj|=3 for 16j6m,
construct a bipartite graph G as follows. Corresponding to each variable xi we associate
a copy of K1 with vertex xi. Corresponding to each set Cj we associate the graph Fj
constructed as follows. Take a single vertex cj and m copies of the graph H , constructed
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above, and join the vertex cj to each copy’s d vertex. Note that each copy of H occurs
as an induced subgraph in Fj with its d vertex having degree m+ 3. The construction
of G is completed by joining xi and cj if and only if the variable xi occurs in the
set Cj. Finally, set ‘=(m+ 3)m2 + q.
Suppose C has an exact 3-cover, say C′. Construct an ISDS D of G as follows.
Include in D all those vertices cj for which Cj∈C′. Let j∈{1; : : : ; m} and let H ′
be any of the (induced) copies of H occurring in Fj. If cj∈D, include the vertices
d1; : : : ; dm+1; e and g in D. This accounts for m+ 3 vertices in H ′ and m(m+ 3) + 1
vertices in Fj. If cj ∈D, include the vertices d; e1; : : : ; em+1; g in D. Note that cj is
strongly dominated by d. This accounts for m+3 vertices in H ′ and m(m+3) vertices
in Fj. Since C′ is an exact 3-cover, each xi is strongly dominated by some cj∈D.
It is easy to verify that D is an ISDS of G of cardinality (m(m+3)+ 1)q+m(m+3)
(m− q)=m2(m+ 3) + q=‘, as required.
Conversely, suppose D is a minimum ISDS of cardinality at most ‘. By Lemma 25,
for each of the m2 induced copies H ′ of H , we have |D∩V (H ′)|=m + 3. Thus,
|D∩({c1; : : : ; cm}∪{x1; : : : ; x3q})|6m2(m+3)+q−m2(m+3)=q. Suppose |D∩{x1; : : : ;
x3q}|=‘′. Then |D∩{c1; : : : ; cm}|6q−‘′, so that |N [D∩{c1; : : : ; cm}]∩{x1; : : : ; x3q}|6
3q−3‘′. Thus, |{x1; : : : ; x3q}−(D∩{c1; : : : ; cm})−(N [D∩{c1; : : : ; cm}]∩{x1; : : : ; x3q})|¿
2‘′. If ‘′¿0, then some vertex xi is not dominated by D, which is a contradiction.
Thus, ‘′=0.
Let C′={Cj |cj∈D}. Then, since D is an ISDS of G; C′ is an exact three cover
for X .
Although the problems of computing st ; w ; iw and ist are NP-hard, the problems
of determining for a graph of order n whether (G)=n − (G) for ∈{w ; iw} or
(G)=n− (G) for ∈{st ; ist} are all in P, as may be seen by Theorems 4, 11, 17
and 22. We may also see this as follows, and use =w as an illustration. Generate,
in polynomial time, all the
( n
n−(G)−1
)
subsets of cardinality n−(G)−1 of V (G) and
verify for each of these subsets, in polynomial time, whether it is a WDS or not. If
we do not 5nd a WDS, then w(G)=n− (G).
Linear time algorithms for computing iw(T ) and ist(T ) for a tree T are readily
obtained using the methodology of Wimer [14]. We omit the details since a similar
algorithm (computing w(T ) for a tree T ) is presented in [6] and can be easily adapted
to compute iw(T ) and ist(T ) for any tree T . As remarked in [5], the same is true for
computing st(T ) for any tree T .
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