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ABSTRACT
In a companion paper we presented a statistical model for the blazar population,
consisting of distributions for the unbeamed radio luminosity function and the Lorentz
factor distribution of each of the BL Lac and Flat Spectrum Radio Quasar (FSRQ)
classes. Our model has been optimized so that it reproduces the MOJAVE distributions
of apparent speeds and redshifts when the appropriate flux limit is applied and a
uniform distribution of jet viewing angles is assumed for the population. Here we use
this model to predict the Doppler factor distribution for various flux-limited samples
for which Doppler factors have been estimated in a variety of ways (equipartition,
variability + equipartition, inverse Compton dominance) on a blazar-by-blazar basis.
By comparing the simulated and data-estimated Doppler factor distributions in each
case, we evaluate the different methods of estimating blazar Doppler factors. We find
that the variability Doppler factors assuming equipartition are the ones in the best
agreement with our statistical model, whereas the inverse Compton Doppler factor
method is only suitable for FSRQs. In the case of variability Doppler factors, we find
that while random errors are relatively low (∼ 30%), uncertainties are dominated by
systematic effects. In the case of inverse Compton Doppler factors, random errors
appear to dominate, but are significantly larger (∼ 60%).
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1 INTRODUCTION
Blazar observations are shrouded in relativistic effects, due
to their preferential alignment of their jets close to our line
of sight (Blandford & Ko¨nigl 1979). Decomposing relativis-
tic effects from intrinsic properties would allow us to probe
the processes important to jet astrophysics including the
jet–black-hole connection, the structure and evolution of jet
magnetic fields, the evolution of flaring events in the jet rest
frame, and particle acceleration in jets.
The jet Doppler factor is a key quantity in any
such effort. It is the Doppler factor that determines
how much flux densities are boosted and timescales com-
pressed in the observer frame. Additionally, the Doppler
factor is a different function of the bulk Lorentz fac-
tor Γ and the viewing angle θ than the one determin-
ing the apparent speeds of jet components. Measure-
ment of both these quantities allows one to solve for
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both Γ and θ. For this reason, measurements of Doppler
factors on a blazar-by-blazar basis have been actively
pursued. Several methods have been proposed, including
causality arguments, (Aharonian et al. 2007; Jorstad et al.
2005; Clausen-Brown et al. 2013), emission region geome-
try (Fan et al. 2013, 2014), assumed high-energy emission
processes (Ghisellini et al. 1993), and the assumption of
equipartition between jet magnetic fields and relativistic
electron energy densities (Guijosa & Daly 1996; Readhead
1994; La¨hteenma¨ki & Valtaoja 1999; Hovatta et al. 2009).
However, it is not straight-forward to evaluate the accuracy
of such estimates. Often these estimates represent only lower
limits to the true jet Doppler factors; in other cases, differ-
ent methods produce different results for the same sources.
Since each method uses several different assumptions that
might not hold, it is impossible to determine which method
provides the most accurate estimate of the Doppler factor
of a source on a blazar by blazar basis.
Here, we take a statistical approach to evaluate
the accuracy of various techniques for estimating the
Doppler factor of a blazar jet. In a companion paper
(Liodakis & Pavlidou 2015, hereafter Paper I), we presented
c© 0000 The Authors
2 Liodakis and Pavlidou
a population model for each of the BL Lac and Flat
Spectrum Radio Quasar (FSRQ) classes of blazars. The
model consists of distributions for the intrinsic unbeamed
15 GHz radio luminosity and the Lorentz factor of the
jets. Its parameters were optimized using well-measured ob-
servable quantities: redshift, and apparent velocity (βapp)
as measured by the MOJAVE program (Monitoring Of
Jets in Active galactic nuclei with VLBA Experiments,
Lister & Homan 2005). We can use this model in order to de-
rive Doppler factor distributions for any flux-limited sample,
independently of variability, flux, or equipartition brightness
temperature.
Since our approach is independent of all assumptions
entering methods of Doppler factor estimation in individual
blazars, and is able to adequately describe blazars as a pop-
ulation, we are presented with a unique opportunity: we can
use the derived Doppler factor distributions in order to com-
pare them with those obtained using various single-blazar
techniques, and evaluate whether each method of evaluat-
ing Doppler factors for individual sources yields consistent
results, if not on a blazar-by-blazar basis, at least for the
population overall. In this way, we can evaluate whether the
assumptions used in each of these methods hold.
This paper is organized as follows. In §2 we describe our
model and the resulting Doppler factor distributions, and
in §3 the various Doppler factor estimation techniques we
compare against in the following sections. In §4 we compare
our statistical results with known methods of determining
Doppler factors. In §5 , we discuss the results of this compar-
ison in relation to blazar physics, and we attempt to extract
the level of error for Doppler factor estimates in individual
blazars, for these techniques that are in overall agreement,
at the population level, with our model. In addition, we test
whether the derived Doppler factor distributions from our
model can be themselves applied to individual sources to
extract information about their Doppler factors. We sum-
marize our conclusions in §6.
The cosmology we have adopted throughout this
work is H0 = 71 kms−1 Mpc−1, Ωm = 0.27 and ΩΛ = 1 −Ωm
(Komatsu et al. 2009). This choice was made so that our
cosmological parameters agree with the MOJAVE analysis
(Lister et al. 2009b).
2 DOPPLER FACTOR DISTRIBUTIONS
In this section we give a short description of our blazar pop-
ulation model. For a more detailed description see Paper
I.
We optimized our model using data from the MOJAVE
survey (Lister et al. 2009b). MOJAVE uses a statistically
complete flux- limited sample (Arshakian et al. 2006). Sam-
ples determined only by strict statistical criteria are crucial
for population studies such as ours. We removed outliers
and any source that showed unusual behavior (jet bending,
inward motions etc.) as indicated by Lister et al. (2009b,
2013), and separated the sample in two sub-populations: BL
Lac objects, and Flat Spectrum Radio Quasars (FSRQs). A
flux limit, at 1.5 Jy, serves as a constraint determining how
beamed the set of the observed sources is.
We assumed single power law distributions for the
Figure 1. The Doppler factor distribution for the BL Lac objects
with the limits of the model parameters.
Figure 2. The Doppler factor distribution for the FSRQs with
the limits of the model parameters.
Lorentz factor,
p(Γ) ∝ Γ−α, (1)
and the unbeamed luminosity function (Lister & Marscher
1997; Cara & Lister 2008; Chatterjee et al. 2008;
Abdo et al. 2010a), and have adopted a pure luminos-
ity evolution model described in (Padovani & Urry 1992;
Padovani 1992).
n(Lν,z) ∝
( Lν
eT (z)/τ
)−A
, (2)
where T (z) is the lookback time. We assumed random view-
ing angles θ (i.e. cosθ uniformly distributed between 0 and
1). Thus, our model parameters are the power law indices
for the Lorentz factor distribution (α) and the luminosity
function (A), and the evolution parameter (τ).
For every set of model parameters, we compared sim-
ulated and observed distributions for apparent speeds and
redshifts of sources obeying the flux limit. We rejected any
model for which the Kolmogorov-Smirnov test (K-S test)
delivered a probability < 5% of consistency between ob-
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Table 1. Limits of the model parameters presented as deviations
from the optimal value, for which the 5% K-S test requirement is
still met.
BL Lacs FSRQs
amin 0.738-1.46 0.57-0.50
amax 0.738+0.41 0.57+0.12
Amin 2.251-0.78 2.6-0.245
Amax 2.251+0.68 2.6+0.185
τmin - 0.26-0.003
τmax - 0.26+0.068
served and simulated distributions. Our optimal model is
the one which minimized the product of the K-S probability
values for these two distributions. The best fit parameters
for the FSRQ population are:α = 0.57± 0.001; A = 2.6± 0.01;
τ = 0.26 ± 0.001. For the BL Lac population we found:α =
0.738±0.002; A = 2.251±0.02. Note that the BL Lac param-
eters do not include the evolution parameter: we found that
the BL Lac luminosity function is consistent with no evolu-
tion. The error represents scanning step and statistical vari-
ations in simulated distributions. We have also explored the
threshold of the acceptability of our model, by keeping all
the parameters but one to the best fit value, and changing
the other towards higher or lower values until the K-S test
threshold of 5% is violated. The limits of the parameters are
shown in Table 1. For each model (determined by a set of
A, α, and τ) and each flux limit value, we can produce dis-
tributions of derived quantities, including Doppler factors,
viewing angles, and timescale modulation factors. These re-
sults are presented in detail in Paper I along with a detailed
discussion on the reasoning behind our assumptions and our
optimization algorithm.
In Figs. 1 and 2 we review the Doppler factor distribu-
tions produced by our model for BL Lacs and FSRQs re-
spectively for a 1.5 Jy - limited sample. The Doppler factor
is given by
δ =
1
Γ(1−βcos θ) , (3)
where β . 1 is the speed of the jet in units of the speed of
light, which is connected to the Lorentz factor through,
Γ =
1√
1−β2
. (4)
The distribution obtained from our optimal model is plotted,
in each case, with the thick black solid line. To give a sense of
the uncertainty in these distributions due to the uncertainty
in our model parameters we plot, with other line types and
colors, the resulting distributions when each model param-
eter is at the limit that still gives apparent jet speed and
redshift distributions acceptable within our 5% threshold,
while all other parameters are kept at their optimal value.
3 SINGLE-BLAZAR DOPPLER FACTOR
ESTIMATES
In this section, we review various techniques that have been
used in the literature to derive Doppler factor estimates for
individual blazars.
3.1 Inverse Compton Doppler Factors
The inverse Compton Doppler Factor δIC (Ghisellini et al.
1993) is derived based on the requirement that the Syn-
chrotron self-Compton (SSC) flux density should not exceed
the observed flux density at high frequencies. The SSC emis-
sion consists of photons produced by inverse-Compton up-
scattering of synchrotron photons by the same relativistic
electrons that produce them, and, in that sense, is a guaran-
teed high-energy component in any region containing mag-
netic fields and relativistic electrons.
Assuming a power law energy distribution for the elec-
trons, homogeneous magnetic fields, and the observation fre-
quency (νm) to be the self-absorption frequency of the core
component dominating at that frequency, the Doppler factor
would be:
δIC = f (α)Fm
 ln(νb/νm)Fχθ6+4αd ναχν5+3am

1/(4+2α)
(1+ z), (5)
where Fm is the synchrotron flux density at νm and Fχ the
X-ray flux density both in Jy, θd the angular size of the core
in milli arcseconds, νχ is in keV, νm is in GHz and νb is the
synchrotron high energy cutoff which is assumed to be 1014
Hz. The function f(α) is given by (Ghisellini 1987) to be
f (α) ≃ 0.08α+0.14.
Equation (5) is applicable in the case of a discrete jet
(p= 3+α). For the continuous jet case (p= 2+α) the Doppler
factor is related to the one of (Eq.5) by
δ2+α = δ
(4+2α)/(3+2α)
3+α . (6)
A more detailed description of the model can be found in
Ghisellini et al. (1993); Guijosa & Daly (1996).
3.2 Equipartition Doppler Factors
Equipartition Doppler factors (Readhead 1994) use the as-
sumption of equipartition between electrons and magnetic
fields in a radio emission region to calculate an intrinsic
brightness temperature and, from there, a Doppler factor
through comparison to an actual observed brightness tem-
pearature. Different incarnations of this method differ in the
way the angular size of the emission is calculated region (di-
rect observation through VLBI or variability timescales and
causality arguments.)
3.2.1 VLBI Equipartition Doppler Factors
The angular size of a uniform self-absorbed source in or-
der to have equipartition of the radiating particles and
the magnetic field, or else the equipartition angular size is
(Scott & Readhead 1977),
θeq = 103(2h)1/17F(α)[1− (1+ z)−1/2]−1/17
× S 8/17p (1+ z)(15−2α)/34(νp ×103)−(2α+35)/34mas,
(7)
where h is the dimensionless Hubble parameter, S p is in
Jy and νp in GHz. The function F(α) is described in
Scott & Readhead (1977). S p and νp have not been corrected
for the beaming effect, thus the observed values are related
to the intrinsic ones through S p = δ−3S obs and νp = δ−1νobs.
MNRAS 000, 000–000 (0000)
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Assuming the observed angular size is θd = θeq the equipar-
tition Doppler factor is,
δeq =
{[
103F(α)
]34 ([1− (1+ z)−1/2]/2h)−2(1+ z)15−2α
× S −16obs θ
−34
d (vobs ×103)−(2α+35)
}1/(13−2α)
. (8)
The equipartition Doppler factor can also be expressed as
the ratio of the observed brightness temperature over the
maximum intrinsic brightness temperature (Tb,int). Since for
powerful synchrotron radio sources Tb,int is equal to the
equipartition temperature (Teq):
δeq =
Tb,obs
Teq
. (9)
A detailed description of the method can be found in
Readhead (1994); Guijosa & Daly (1996); Britzen et al.
(2007).
3.2.2 Variability Doppler Factors
In this case, the time evolution of a radio flare is used
to calculate the brightness temperature of the emission re-
gion. The Doppler factor is then obtained by setting that
variability brightness temperature equal to the equiparti-
tion brightness temperature. Detailed descriptions of this
technique Valtaoja et al. (1999); La¨hteenma¨ki et al. (1999);
La¨hteenma¨ki & Valtaoja (1999); Hovatta et al. (2009). For
their analysis, they use long flux density curves, decompos-
ing them to exponential flares of the form,
∆S (t) =
{
∆S maxe(t−tmax)/τ, t < tmax
∆S maxe(tmax−t)/1.3τ, t > tmax
(10)
where ∆S max is the maximum amplitude of the flare, tmax
is the epoch of the flare maximum and τ is the rise time
of the flare defined as τ = dt/d(lnS ) in days. The observed
variability brightness temperature of the source Tb,var is,
Tb,var = 1.548K×10−32
∆S maxd2L
ν2τ2(1+ z) , (11)
where ∆S max is in Jy, ν is the observed frequency in GHz, and
dL is the luminosity distance in meters. Using Tb,int = 5×1010
K (Readhead 1994), they calculate the variability Doppler
factor from
δvar =
(
Tb,var
Tb,int
)1/3
. (12)
3.3 Single-component Causality Doppler Factors
The underlying assumption of this method is that the vari-
ability timescale of a resolved jet component is determined
by the light travel time across the component, rather than
loss processes Jorstad et al. (2005, 2006). This method relies
upon the observational determination of both the angular
size of the component and the variability timescale, defined
as:
∆tvar =
dt
ln(S max/S min) , (13)
where S max and S min are the measured maximum and mini-
mum flux densities, respectively, and dt is the time between
S max and S min. The Doppler factor can be calculated from:
δvar =
sdL
c∆tvar(1+ z) , (14)
where dL is the luminosity distance, and s is the angular size
of the component, equal to 1.6a for a Gaussian, equal to the
full width at half maximum, measured at the epoch of S max.
After calculating a Doppler factor for each observed com-
ponent for a specific source, the weighted average of these
values is assigned to a source, with the weights being in-
versely proportional to the uncertainty in apparent velocity
of each component.
This method is resource-expensive in that it requires
multiepoch VLBI monitoring for each source. For this rea-
son, Doppler factors at this stage have been calculated by
this method, to our knowledge, only for 5 BL Lac objects
and 8 FSRQs. As a result, a statistical evaluation for this
method is rendered impractical due to low statistics.
3.4 Gamma-ray Opacity Doppler factors
The calculation of γ-ray opacity Doppler factors is based
on the requirement that the γ−ray emission region must be
transparent to gamma rays (Mattox et al. 1993; Fan et al.
2013, 2014). The process responsible for γ-ray absorption is
pair production due to the interaction between γ-ray pho-
tons and X-ray photons. They are a lower limit to the true
Doppler factors. This calculation involves the assumptions
that the emission region is spherical and that X-rays are
produced in the same region as gamma rays. Causality ar-
guments are used to connect variability timescales with the
emission region size. The Doppler factor is then given by
δγ ≥
1.54×10−3(1+ z)4+2α
(
dL
Mpc
)2
1/(4+2α)
×

(
∆T
hours
)−1 (FkeV
µJy
)( Eγ
Gev
)α
1/(4+2α)
, (15)
where α is the X-ray spectral index, FkeV the flux density
at 1 keV in µJy, Eγ is the energy at which the γ-rays are
detected in GeV, dL the luminosity distance as described in
§2, and ∆T is the time scale in hours defined as:
∆T =
(1+ z)R
cδγ
, (16)
where R is the size of the emission region. A variation of
this method uses UV photons as the target photon field and
similar arguments to derive a Doppler factor.
In this work, we do not statistically test this tech-
nique, because the calculation of a statistical Doppler
factor distribution requires a well-defined, 15 GHz ra-
dio flux-limited sample1. Because of the significant scat-
ter in the radio/gamma-ray flux correlation (Pavlidou et al.
2012), it is not straight-forward to calculate a single ra-
dio flux limit for a gamma-ray selected sample, even if
the latter is flux-limited. At the same time, the fact that
gamma-ray opacity arguments can only provide lower lim-
its to the true Doppler factor complicates the statisti-
cal comparison of these Doppler factors to other datasets
1 Because for these sources the spectral index is very close to zero
we have used Fν≈F15GHz for nearby frequencies.
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Figure 3. Probability density functions of statistical Doppler fac-
tors (solid line) and equipartition Doppler factors (Britzen et al.
2007) (dashed line) for the BL Lac (upper panel) and the FSRQ
(lower panel) sample.
and models. However, such a comparison would in prin-
ciple be very interesting, especially if it could confirm
whether γ-ray and radio emitting regions have different
outflow velocities (Georganopoulos & Kazanas 2003b,c,a;
Georganopoulos 2003; Giannios et al. 2009) and hence dif-
ferent Doppler factors.
4 COMPARISON WITH STATISTICAL
DOPPLER FACTORS
In this section we compare our results on Doppler factor dis-
tributions from our blazar population models with data on
Doppler factor estimates through different techniques found
in the literature. Every data set we have tested was sepa-
rated into two populations, one for the BL Lac objects and
one for FSRQs. It was shown in Paper I that the model
can adequately describe blazars as a population; however all
derived distributions are sample-specific and flux-limit de-
pendent. For this reason, if we want to compare any derived
distribution with data, including the Doppler factor distri-
butions, the flux-limit of the sample at hand must be taken
into account. As a result, for each dataset and each object
class, a distribution of statistical Doppler factors was derived
by using our model and the flux limit of the corresponding
sample of the data set we are comparing with. All the data
we compare with are from flux-limited samples, either 0.35
Jy, 1 Jy or 2 Jy. Comparisons between statistical and single-
blazar estimated Doppler factor distributions are made with
the use of the Kolmogorov-Smirnov (K-S) test. All the val-
ues presented in this work represent the probability of the
single-blazar estimates having been drawn from the corre-
sponding statistical Doppler factor distribution. In order to
accept the consistency statement we require the probability
value to be higher than 5%.
We start by comparing our results with the data given
in Britzen et al. (2007). They provide data for both inverse
Compton (δIC) and equipartition (δeq) Doppler factors. The
sample consists of 11 BL Lac objects and 108 FSRQs. The
flux-limit for this sample is 0.35 Jy (Taylor et al. 1996).
Figure 4. Cumulative distribution functions of statistical
Doppler factors for BL Lacs (solid line) and FSRQs (dashed line),
overplotted with equipartition Doppler factors (Britzen et al.
2007) (X for BL Lacs, + for FSRQs).
Figure 5. Probability density functions of statistical Doppler
factors (solid line) and inverse Compton Doppler factors
(Britzen et al. 2007) (dashed line) for the BL Lac (upper panel)
and the FSRQ (lower panel) sample.
The data set for the δeq features extremely low values,
with the highest value for the BL Lacs δeq ∼ 1.11 and for the
FSRQs δeq ∼ 4.72. A K-S test confirmed that these distri-
butions are not consistent with what is expected for these
populations, with the p-value for the BL Lacs ∼ 1.22×10−7%
and for the FSRQs ∼ 1.16× 10−78%. For the case of the δIC
we have excluded source 1732+389 from the FSRQ sample
for being an outlier (δIC ≈ 276). The consistency between
estimated and statistical Doppler factor distributions is re-
jected for FSRQs, with a K-S test returning a p-value of
∼ 2.15× 10−5%. The value for the K-S test for the BL Lac
sample is ∼ 6.7%. Note however that the statistics in the BL
Lac sample are extremely low.
We plot the probability density function (PDF) and the
cumulative distribution function (CDF) for the δeq case, in
Figs. 3 and 4 and for the δIC case in Figs. 5 and 6 .
We proceed to the data set analysed by Ghisellini et al.
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Figure 6. Cumulative distribution functions of statistical
Doppler factors for BL Lacs (solid line) and FSRQs (dashed line),
overplotted with inverse Compton Doppler factors (Britzen et al.
2007) (X for BL Lacs, + for FSRQs).
Figure 7. Probability density functions of statistical Doppler
factors (solid line) and inverse Compton Doppler factors
(Ghisellini et al. 1993) for the BL Lac (upper panel) and the
FSRQ (lower panel) sample.
(1993) for the inverse Compton Doppler factor. The sample
consists of 33 BL Lac objects and 53 FSRQs. The flux-limit
for this sample is 1 Jy (Kuehr et al. 1981). We corrected
for the continuous jet case (which we also assume in our
statistical model) using eq. 6. The KS-test returns a p-value
of ∼ 4×10−3% for the BL Lacs and ∼ 10.36% for the FSRQs.
We plot the PDF and CDF for the two classes in Figs. 7 and
8.
We next test equipartition Doppler factors calculated
by Guijosa & Daly (1996). The sample consists of 32 BL
Lac objects and 53 FSRQs. The flux-limit for this sample is
1 Jy (Ghisellini et al. 1993). The value of the KS-test for the
BL Lac objects is ∼ 1.5×10−4% while for the FSRQs ∼ 7.6×
10−3%. Figures 9 and 10 show the simulated and estimated
probability density (fig. 9) and cumulative distribution (fig.
10) functions.
Finally, we test variability Doppler factors (using the
Figure 8. Cumulative distribution function of the statistical
Doppler factors for BL Lacs (solid line) and FSRQs (dashed
line), overplotted with inverse Compton Doppler factors from
Ghisellini et al. (1993) (X for BL Lacs, + for FSRQs).
Figure 9. Probability density function of statistical Doppler
factors (solid line) and equipartition Doppler factors from
Guijosa & Daly (1996) (dashed line) for the BL Lac sample (up-
per panel) the FSRQ sample (lower panel).
equipartition brightness temperature to derive a Doppler
factor) using data from Hovatta et al. (2009). They use a
sample consisting of 22 BL Lac objects and 60 FSRQs. The
flux-limit for this sample is 2 Jy (Valtaoja et al. 1992). For
the BL Lac population, the value of the K-S test is ∼ 54%
while for the FSRQ ∼ 14%. The PDFs and CDFs for the
comparison are shown in Figs. 11 and 12 respectively. This
is the method that gives the best agreement with the statis-
tical Doppler factors.
5 DISCUSSION
We have compared, in §4, results from our statistical, pop-
ulation model for blazars, with data provided in the lit-
erature for three distinct methods of calculating Doppler
factors. The results of this comparison show that one of
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Figure 10. Cumulative distribution function of the statis-
tical Doppler factors for BL Lacs (solid line) and FSRQs
(dashed line) overplotted with equipartition Doppler factors from
Guijosa & Daly (1996) (X for BL Lacs, + for FSRQs).
Figure 11. Probability density function of statistical Doppler
factors (solid line) overplotted with variability Doppler factors
using equipartition from Hovatta et al. (2009) (dashed) for the
BL Lac sample (upper panel) and the FSRQ sample (lower panel).
the methods, variability Doppler factors δvar, is consistent
with statistical Doppler factors (K-S test BL Lac ∼ 54%,
FSRQs ∼ 14%) whereas the other two methods seem to be
drawn from completely different distributions (K-S test for
both populations ∼≤ 10−3%). This result is in agreement
with La¨hteenma¨ki & Valtaoja (1999) arguing that variabil-
ity Doppler factors using equipartition are a better and more
accurate estimate of the Doppler factors of beamed sources
than equipartition Doppler factors that rely on direct mea-
surement of the angular size of the emission region, due to a
weaker dependence on the observed brightness temperature
(third root compared to first power).
Of all other Doppler factor estimation techniques we
tested, there were only two cases where our statistical anal-
ysis did not indicate an inconsistency between our statisti-
cal model and the data: the BL Lac sample in Britzen et al.
(2007) and the FSRQ sample in Ghisellini et al. (1993).
Figure 12. Cumulative distribution function of statistical
Doppler factors for the BL Lacs (solid line) and FSRQs (dashed
line) overplotted with variability Doppler factors using equiparti-
tion from Hovatta et al. (2009) (X for BL Lacs, + for FSRQs).
In the first case, even though the value of the K-S test is
marginally acceptable (∼ 6%), it is clear from the low value of
the Doppler factors (maximum value ∼ 7) and from Figs. 5
and 6 that the agreement is far from good; however, the
low number of sources in the BL Lac sample (11 sources) is
preventing a strong conclusion either way through the K-S
test.
In the second case, the test gives a probability of ∼10%
for consistency, which is above the limit set in §4 and thus
considered acceptable. It is interesting to note that the re-
sults of the comparison are very different between the two
population classes (BL Lacs and FSRQs). Agreement of their
results with our optimal model for the BL Lac sample is re-
jected at the ∼ 4×10−3% level. As discussed by Britzen et al.
(2007), δIC is equal to the real Doppler factor only if all of
the observed flux in X-rays is produced through the SSC
process. In any other case, δIC represents only a lower limit.
If all other assumptions entering the δIC calculation hold,
our findings would suggest that part of the X-ray flux is pro-
duced through other mechanisms for many sources in the BL
Lac sample. This is consistent with our general understand-
ing of these classes of sources: FSRQs are low synchrotron
peaked (LSP) sources (Abdo et al. 2010b) so it is reasonable
to expect the largest fraction of their X-ray emission to be of
inverse-Compton origin; on the other hand, many BL Lacs
are intermediate synchrotron peaked (ISP) and high syn-
chrotron peaked (HSP), so part of their X-ray flux can be
produced by synchrotron emission, which would result in the
inverse Compton Doppler factors underestimating the true
Doppler factor of their jets. Indeed, it is clear from Fig. 8
that the Doppler factors of the BL Lacs are underestimated
compared to the expectations from our optimal population
model.
It is troubling that the consistency of δIC with the ex-
pectations from our population model for FSRQs is so dif-
ferent between the Ghisellini et al. (1993) sample and the
Britzen et al. (2007) sample. While the first is acceptable,
the second is rejected with a probability of ∼ 2.15× 10−5%.
Six orders of magnitude in difference might indicate poor
MNRAS 000, 000–000 (0000)
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Figure 13. Variability Doppler factors plotted against inverse
Compton Doppler factors for the FSRQs that are common be-
tween the Hovatta et al. (2009) and Ghisellini et al. (1993) sam-
ples. The gray shaded areas indicated the regions of pileups.
sample selection or/and large errors in measurements. This
difference might also be due to the time difference be-
tween radio and X-ray flux measurements. The main as-
sumption of the inverse Compton Doppler factor method is
that synchrotron-emitting electrons up-scatter synchrotron
photons to X-rays. The X-ray and radio flux densities must
therefore be measured at the same time. Any time differ-
ence in observations might result in non-corresponding flux
densities. A better evaluation of this technique could be
achieved by systematically pursuing simultaneous radio and
X-ray observations for a radio-selected flux-limited sample
of low-synchrotron peaked sources.
For those Doppler techniques and samples that the hy-
pothesis of being drawn from our optimal statistical model
is rejected by the K-S test, we have also performed compar-
isons with distributions drawn from a statistical model with
parameters other than the optimal, but still within the lim-
its of acceptability discussed §2. Since in these cases there
is an excess of low values for the Doppler factors, we have
compared them with distributions resulting from the model
using amax and the model using Amin since these give a higher
fraction of low Doppler factor values than our optimal model
(see Figs. 1 and 2) for both populations. A K-S test indicated
that agreement with these distributions is also rejected.
5.1 Error analysis
Although the variability Doppler factors using equiparti-
tion result in the best agreement with our statistical model
(and, by extension, with MOJAVE results on jet speeds), the
agreement is not perfect. First, there is a pileup of sources
between Doppler factors of 10 and 16 in both classes of
sources. In the FSRQ case, there seems to be another pileup
between 5 and 8 and a deficit of low Doppler factor values
(see Fig. 12). Such pileups appear to be systematics-related.
For example: high Doppler factors result in very compressed
timescales, and the fastest flare in a source may not be re-
solvable at a given cadence. Higher time resolution in the
flux density curves will provide more accurate results.
Similarly, for the other case where we have a Doppler
factor estimation method that is not inconsistent with our
optimal model (the inverse Compton Doppler factors of
Ghisellini et al. 1993 for FSRQs), the agreement is also not
perfect. There is a concentration of sources at low Doppler
factor values compared to the expectation from our statis-
tical model. This is expected if in the sample under study
there is a considerable number of sources where the SSC
emission is not the sole source of X-rays; or, if there are er-
rors entering due to the non-simultaneity of X-ray and radio
measurements.
In Fig. 13 we plot variability Doppler factors using
equipartition from Hovatta et al. (2009) and inverse Comp-
ton Doppler factors from Ghisellini et al. (1993) for the 31
common FSRQ sources in their samples. We have indicated
the regions of pileup of sources discussed above for the vari-
ability Doppler factor method in grey. Although a correla-
tion can be seen for the remaining sources, the statistics are
very low for a strong statement to be made. We note however
that such pileups in the distribution of Doppler factors in a
flux-limited sample where none are expected from a popula-
tion model can be a good indicator regarding the sources for
which the results of a particular technique should be used
with caution.
As discussed in §2, neither the Doppler factor estimates
discussed here, nor the assumptions on which they have been
based have been used in any way in the optimization of the
population models we used to produce simulated Doppler
factor distributions. For this reason, the simulated and esti-
mated Doppler factor distributions are statistically indepen-
dent. This provides us with a unique opportunity: we can
use the observed and simulated (assumed to be “intrinsic”)
Doppler factor distributions to derive the (average) error on
the Doppler factor estimates. This is especially important
since errors on the Doppler factor estimates are difficult to
calculate and are not provided in the original analyses from
which the Doppler factor estimates used in this work are
taken. We next provide such an error analysis for the two
methods (variability and IC Doppler factors) that are consis-
tent at the population level with our simulated distributions.
We construct the cumulative distribution function of
the model Doppler factors, for each population. We set a
constant fractional error p (from 0 to 1) for each Doppler
factor estimate that is common for all values in each method.
For the case of normal errors we draw a random value from
the model Doppler factor CDF, which serves as the “true”
Doppler factor of a source and the mean of the error dis-
tribution. The standard deviation, or shape parameter of
each distribution is the mean multiplied by the fractional
constant (p). Then we drew a random value from that dis-
tribution. Any negative values were rejected, so, strictly, the
error distribution in this case is a truncated Gaussian. By
following the same procedure for different simulated sources,
we created a simulated with-errors sample, which we com-
pared with the corresponding method using the K-S test.
We repeated this process with step 0.01 in p in order to as-
sure the fractional constant’s parameter space (from 0 to 1)
was adequately scanned for different distributions. The dis-
tribution which increased the agreement between the simu-
lated with-errors and observed samples the most is the error
distribution of each estimate with error the “best-fit” per-
centage error which is a function of p. We have also exper-
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Figure 14. Cumulative distribution function of the simulated
“errored” sample (solid green) overplotted with the initial sim-
ulated sample (dashed red) and the variability Doppler factors
(Ghisellini et al. 1993) (“+”) for the FSRQs.
imented with many other error distributions (log-normal,
uniform, width parameters other than pδ etc.) and tested
again whether agreement with the distribution of estimated
Doppler factors improves.
In the case of the inverse Compton Doppler factor we
treated only the FSRQs, since it is the only population that
the method can adequately describe. We found that the error
distribution that best describes the method is a normal dis-
tribution with mean µ= δIC and standard deviation σ = pδIC
with“best-fit” fractional constant p≈ 0.63, which in this case
corresponds to a percentage error of ∼ 63%. The K-S test
gave a probability value of 94.6% of consistency between
the simulated with-errors and the observed sample. Figure
14 shows the cumulative distribution function for the simu-
lated with-errors distribution for the FSRQ population. In
§4, we found that the probability of consistency between the
simulated and observed samples for the δIC was ∼ 10.36%.
Introducing the error distribution, there is a significant rise
in the probability of consistency of the two samples. Since
the inverse Compton Doppler factor method does not in-
volve fitting and the calculation is performed by inputting
parameter values, the error in each estimate depends only on
the errors of these values. In this case, standard error prop-
agation methods dictate that the error distribution of each
estimate has a Gaussian shape, which is validated by our
results. In addition, the error distribution shows that even
though the error in each estimate is relatively large (∼ 63%)
the overall error is dominated by random errors, which can
be attributed to uncertainties in the measurements and/or
non-simultaneity of observations. The source of errors in the
inverse Compton Doppler factor method will be the subject
of a future publication.
For the variability Doppler factors we were unable to
find a error distribution able to adequately “fit” the data.
The reason for this is that the the variability Doppler factor
uncertainties appear to be dominated by systematic, rather
than random errors. As discussed above, there are pileups
in the distribution of both the BL Lacs and FSRQs (Figs.
12, 13), for which there is no satisfactory way of treating in
a statistical fashion.
It is obvious, even by eye (Fig. 12), that the BL Lac
population is less affected by systematic errors. There is a
small pileup at δvar ∼ 12, but otherwise there seem to be no
other prominent features. For this reason we used the BL
Lac distribution in order to have a coarse estimate on the
random errors of the variability Dopple factors. To achieve
this, we constructed the cumulative distribution functions
of the variability Doppler factors, and the with-errors distri-
bution, assuming each estimate comes from a normal distri-
bution with mean the value of that estimate (µ = δvar) and
standard deviation the value multiplied by the fractional
constant p (σ = pδvar). Then, we calculated the distance be-
tween the two CDFs (i.e the K-S statistic), but this time,
for the derivation of the maximum distance we excluded the
three points that lay in the pileup (Fig. 12). We found that
the shortest distance is achieved with ∼ 30% error in each
estimate. Adding error above that increases the distance be-
tween the two CDFs. These results suggest that although
the error of the variability Doppler factors is dominated by
systematics, the random error in each estimate is approxi-
mately 30%. Since there is no difference between BL Lacs
and FSRQs in the procedure used to estimate the variabil-
ity Doppler factor, we expect the FSRQs to have the same
random error as the BL Lacs, which will be ∼ 30% as well.
Comparing the two methods discussed above (variabil-
ity, inverse Compton), we see that the variability Doppler
factor estimates have approximately half the percentage ran-
dom error of the inverse Compton Doppler factors; making
them the most accurate of the two, which is consistent with
the analysis in La¨hteenma¨ki et al. (1999). Although the vari-
ability Doppler factor method is the most accurate method
for describing blazars as a population, the cadence of obser-
vations warrants caution in the application of the method
and the primary source of systematic errors.
5.2 Statistical Doppler factors
We have evaluated whether the theoretically derived
Doppler factor distributions can be combined with mea-
surements of the flux density and apparent jet speed of a
source to yield an estimate of the Doppler factor in indi-
vidual sources. We created two sub-samples from the com-
mon sources in the MOJAVE sample and (Hovatta et al.
2009), for which we also have flux density measurements
(Lister et al. 2009a). These consist of 12 BL Lacs and 39
FSRQs respectively. For each of these sources, we gener-
ated a distribution of Doppler factors as follows: starting
from our blazar population model for the relevant class of
sources (BL Lacs or FSRQs), we randomly drew luminosi-
ties, Lorentz factors, and viewing angles according to their
respective distributions. However, instead of keeping only
sources that obeyed a specific flux limit, we only kept sources
with flux density within 10% of the mean flux density of the
source at hand.
We show these distributions for three of these sources
in Fig. 15. These three sources have the additional property
that their variability and inverse Compton Doppler factor
estimates are very close to each other. The values of their
variability Doppler factors are These sources are 18.4, 16.1,
and 10.7, for 0106+013, 0234+285, and 1730-130 respec-
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Figure 15. Distribution of Doppler factors for 0106+013
0234+285 and 1730-130. The vertical dotted lines represent the
mean values for each of the distributions.
Figure 16. Statistical versus variability (using equipartition)
Doppler factors for the BL Lac sample. The error bars represent
1σ of the statistical Doppler factor distribution for each source.
tively. We can see that all three distributions have a very
significant spread. The mean and standard deviation of these
distributions are 25.36± 4.96 for 0106+013, 19.00± 11.57 for
0234+285, and 25.86±2.88 for 1730-130.
Figures 16 and 17 show the statistical Doppler factors
(mean and standard deviation of the Doppler factor distri-
bution produced for each source as described above) plot-
ted against the variability Doppler factors for the BL Lacs
and the FSRQs respectively. We can see that while there is
agreement within 2σ for most sources, the uncertainties of
the statistical Doppler factors are so large that they erase
any correlation between the two quantities on a source-by-
source basis. We conclude that our population model is not
constraining enough when applied to individual sources, and
thus we strongly advise against using it to derive information
about single objects.
Figure 17. Statistical versus variability (using equipartition)
Doppler factors for individual FSRQs The error bars represent
1σ of the statistical Doppler factor distribution for each source.
6 CONCLUSIONS
We have used our population models for BL Lacs and FS-
RQs to evaluate different techniques of calculating Doppler
factors in individual sources. Our conclusions can be sum-
marized as follows.
• Variability Doppler factors using equipartition, when
calculated for a flux-limited sample, result in a distribution
that is consistent for both samples (FSRQS & BL Lacs) with
the distribution produced by our population model when the
same flux limit is applied.
Since the only observables entering the optimization of
our population model are apparent jet speeds and source
redshifts, our model contains no assumption regarding vari-
ability, causality, or equipartition. The agreement between
our model distributions and the distributions of variability
Doppler factors points to a self-consistent picture in radio
between jet speeds and Doppler factors. Additionally, this
agreement can only be achieved if equipartition as discussed
by Scott & Readhead (1977); Readhead (1994) indeed holds
in blazars as a population.
• Inverse Compton Doppler factors are not inconsistent
with the Flat Spectrum Radio Quasars as a population,
while they are unable to describe BL Lacs, likely because
some of the latter produce a significant fraction of their
X-ray flux through synchrotron radiation. This conclusion
is also in support of the self-synchrotron Compton model,
a main assumption of the inverse Compton Doppler factor
method, being responsible for most of the X-ray flux in a
large fraction of FSRQs.
• Exploring the error distribution of the methods that
can adequately describe blazars as a population, we found
that: for the inverse Compton Doppler factors, the error dis-
tribution is a (truncated) normal distribution with ∼ 63%
percentage error for the FSRQS. The estimates seem to be
dominated by random errors. For the variability Doppler fac-
tors, estimates are dominated by systematic errors, such as
pileups, due to cadence observations which sets a limit on the
fastest flare the survey is able to detect. We estimated that
the random error in the variability Doppler factor is ∼ 30%
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making the variability method the most accurate method
of the two, for sources where systematics are not a concern
(for example, sources where the fastest flare is well-resolved
and significantly longer in timescale than the cadence) in
agreement with La¨hteenma¨ki et al. (1999).
• The main limitation of the variability Doppler factor
method assuming equipartition appears to be monitoring ca-
dence. For this reason, long-term high-cadence blazar mon-
itoring (such as the OVRO 15GHz monitoring program,
Richards et al. 2011) can be an invaluable tool in deriving
accurate Doppler factor estimates (within 30% error) on a
blazar-by-blazar basis.
• Population models such as the one described here are
unable to yield reliable and useful estimates for Doppler fac-
tors of individual blazars, and for this reason they should not
be used in this fashion.
In this work, we have used the Kolmogorov-Smirnov
test to check whether the distributions of estimated Doppler
factors for blazar populations are inconsistent with our sim-
ulated ones. The reader should be cautioned that while in-
consistency, when established at high significance, is statis-
tically robust, a failure of the test to establish inconsistency
could mean one of two things: either (a) the two distribu-
tions are consistent, or (b) it is impossible to tell because of
small sample size (as is the case, for example, for BL Lacs
in the Britzen et al sample.) For this reason, the physical in-
terpretation of our results should be done with caution. An
increased number of sources with Doppler factor estimates
can strengthen our conclusions and further elucidate blazar
physics.
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