This paper presents the development of a self-tuning controller design of minimum effort active noise control (ANC) for feedforward single-input single-output (SISO) architecture which includes the feedback acoustic path in the controller formulation. The controller design law is derived for suitable self-tuning implementation and the self-tuning controller is evaluated in a realistically constructed ANC simulation environment. The self-tuning controller design involves a two-stage identification process where the controller is replaced by a switch. This switch is closed and opened in sequence generating two transfer functions which are then used in constructing the controller specified by a minimum effort control law. The implementation requires an estimate of the secondary path transfer function which can be identified either online or offline. The controller design and implementation are evaluated in terms of the level of cancellation at the observer through simulation studies for various values of modified effort weighting parameter in the range 0 ≤ γ ≤ 1. It was found that the optimal controller designed using this technique which is constrained only by the accuracy of the two models identified using recursive least squares algorithm, yields good cancellation level.
INTRODUCTION
Active noise control (ANC) uses the superposition of acoustic waves to create a destructive interference pattern such that a reduction of the unwanted sound occurs at the observer. There has been much interest in the design of an optimal controller to minimise not just the mean square value of the acoustic signal at the observer but also to minimise the control effort [1, 2] . Minimum effort estimation involves limiting the power of the control signal due to; for example, finite power handling of the actuators and amplifiers [3, 4] .
There are two main architectures used in active noise control systems namely feedback cancellation where the feedback path is modelled and cancelled prior to designing the controller, and feedback inclusion architecture where the feedback path is included in the controller formulation. In the studies of minimum effort control with feedback cancellation architecture, links between the effort parameter and the leakage term of the Least Mean Squares (LMS) have been established [1] while a nonlinear constrained optimisation using active set method has also been applied in minimising the sum of squared signal subject to the bounded control effort [5] . In recent studies, the minimum effort controller for an active noise control system with feedback inclusion architecture has been mathematically derived [6] .
In this paper, a self-tuning adaptive control design scheme is proposed for practical implementation of the minimum effort control formulation. The selftuning controller is realised using a two-stage identification process introduced by Tokhi and Leitch [7] where the controller is replaced by a switch, and the primary noise source acts as the identification signal. In the first stage of the system identification procedure, the switch is opened generating a lumped transfer function Q 0 (z) which represents a combination the two propagation paths and the microphones' transfer functions. In the second stage, the switch is closed and the identification process generates a lumped transfer function Q 1 (z) which represents a larger combination of propagation paths, microphones and loudspeakers transfer functions. The mathematical definitions of Q 0 (z) and Q 1 (z) are presented in section 3. These two transfer functions, along with the secondary path transfer function estimates are used in constructing the minimum effort controller specified by the proposed control law. The accuracy of the controller design is found to be constrained by the error in modelling Q 0 (z), Q 1 (z) and the secondary path transfer function.
MINIMUM EFFORT CONTROL STRUCTURE
A schematic diagram of a SISO feedforward ANC structure is shown in Figure 1 . The primary source emits unwanted acoustic signals or noise into the medium. This is detected by the detector, processed by the controller and fed to a secondary source which would generate a secondary signal. The secondary signal is superimposed upon the unwanted noise so that the level of noise is reduced at an observation point. The schematic diagram has an equivalent block diagram depicted in Figure 2 where E(z) represents the transfer function of the acoustic path between the primary source and detector through distance r e , F(z) represents transfer function of the acoustic path between the secondary source and the detector through distance r f , G(z) represents transfer function of the acoustic path between the primary source and the observer through distance r g and H(z) represents transfer function of the acoustic path between the secondary source and observer through distance r h . M(z), M o (z) and L(z) represent the transfer functions of the detector (microphone), observer (microphone) and secondary source (loudspeaker) respectively. Block diagram of feedforward control structure
The objective function of the minimum effort controller is characterised by minimising the weighted sum of the mean-square error and the mean square output of the control signal (1) where ρ is a positive effort-weighting parameter. Differentiating the cost function with the control signal U C (z) while defining the effort weighting parameter ρ as the modified effort weighting parameter γ where (2) yields the minimum effort controller [6] (although the controller was originally derived in continuous domain, the result applies for the discrete form as well) which can be expressed as
The introduction of the real value variable γ removes the need for conjugation of several terms in the controller equation and further simplifies the controller for practical implementation. M and L in eqn. (3) refer to the transfer characteristics of the sensor (detector) and the actuator (secondary source). In a practical setting these could be a microphone and a loudspeaker respectively. The phase characteristics of such devices are such that they introduce (approximately linear) phase delay as a function of frequency into the signal that passes through them. In the controller design formulation as shall be described in section 4, M and L are lumped together with the propagation path into a single transfer function to account for the combined delay in the controller design rule.
SELF-TUNING CONTROL LAW FORMULATION
Self-tuning is a direct integration of an identification and a controller design algorithm in such a manner that the two processes proceed sequentially [8] . A selftuning active noise control strategy for maximum cancellation was developed and implemented for feedback inclusion architecture [9] . The identification strategy involves identifying the system at two states, which results in two transfer functions.
In extending this strategy to achieve minimum effort control, a minimum effort control law is formulated which would require the secondary source transfer function. In the proposed self-tuning control design strategy, the secondary source transfer function is identified separately. The realisation of controller transfer function in equation (3) requires measurement or estimation of the transfer characteristics of the propagation paths and through the sensor and actuator. In the self-tuning controller design approach, (2) is replaced with a switch as depicted in Figure (3) .
Owing to the state of the secondary source, the system can be characterised by two sub-systems, namely; when the secondary source is off, with an equivalent transfer function denoted by Q 0 (z) [7] : (4) and when the secondary source is on, with an equivalent transfer function denoted by Q 1 (z):
To switch off the secondary source, the switch in place of the controller is left open, whereas to switch on the secondary source, the switch in place of the controller is closed.
Figure 3
Feedforward ANC system with controller block replaced by a switch for self-tuning controller design purpose
Using the block diagram in Figure 3 , the detected and observed signals, U M (z) and Y 0 (z) can be expressed as:
The secondary source signal U C (z) can be expressed through the controller path with the controller block C(z) replacing the switch as:
Substituting zero for U C (z) into equation (6), using equation (3) and simplifying yields the system transfer function Q 0 (z) as:
Substituting unity for C(z) in equation (7), corresponding to U C (z) ≠ 0, and using equations (6) and (4) yields the system transfer function Q 1 (z) as:
Design of Self-tuning Minimum Effort Active Noise Control with Feedback Inclusion Architecture (9) Rearranging transfer function Q 1 (z) in equation (9) yields;
Substituting equation (8) into equation (10) and rearranging, the minimum effort controller of equation (3) can be written in terms of transfer functions Q 0 (z) and Q 1 (z) as;
The implementation of the controller using the design rule in equation (11) requires the transfer function of the secondary path H(z) coupled with the loudspeaker L(z) and observer microphone M 0 (z). These coupled terms can be identified by injecting identification signal v which is persistently exciting [10, 11] into the secondary source while the switch is 'open'. Treating this as an input signal and taking the signal at the observer as the output signal, the secondary path can be identified offline or even online adaptively using recursive least squares (RLS) algorithm to yield an estimate of M 0 (z)L(z)H(z) transfer function as shown in Figure 4 . The controller can now be realised by following the steps below: 1. Switch-off the secondary source while injecting the identification signal v. Estimate the coupled secondary path model between the identification signal and the observation points using an on-line parameter estimation algorithm to give M 0 (z)L(z)H(z). 2. Maintain switching off the secondary source and disengage the identification signal. Estimate the system model between the detection and observation points using an on-line parameter estimation algorithm to give Q 0 (z). 3. Switch on the secondary source, estimate the system model between the detection and observation points using an on-line parameter estimation algorithm to give Q 1 (z). 4. Use Q 0 (z), Q 1 (z) and M 0 (z)L(z)H(z) as obtained in steps 1, 2 and 3 to construct the controller characteristics C(z) in equation (11). 5. Implement the controller and generate the control signal. 6. Monitor system performance at the observation point. If performance is within (user specified) limits then maintain controller, otherwise repeat step 1.
Figure 4
Block diagram of an adaptive feedforward active control system with on-line system identification The self-tuning adaptive algorithm summarised in the steps above is similar to the algorithm proposed by Tokhi and Leitch [7] with an additional step involving the secondary path modelling. In that study, a supervisory system was used to monitor the cancellation performance while the automatic switching from one phase of the identification to the next was executed upon convergence using one of the three criteria proposed [7] :
1. Specify a fixed number of iterations to allow convergence. 2. Measurement of the magnitude of the covariance matrix. 3. Measurement of the modelling error. In this work, the first criterion was adopted with the number of iterations fixed at 5000 samples.
SELF-TUNING CONTROL SIMULATION
A realistic simulation environment is useful in evaluating the proposed self-tuning mechanism. In designing the simulation environment, experimental frequency response data of the loudspeaker-microphone arrangement and associated hardware are collected. A Pseudo Random Binary Sequence (PRBS) signal with frequency components in the range 1 -500 Hz was injected into the loudspeaker and these input-output signals were then treated using the Fast Fourier Transform (FFT) within the spectrum analyzer and the amplitude and phase information were recorded as frequency response. These frequency response data which comprises the loudspeaker, propagation path and microphone are then used to build the transfer functions for a set of geometrical arrangement shown in Figure 5 .
Figure 5
Schematic diagram of geometrical arrangement within simulation environment
Assuming that both observer and detector have the same transfer function (same type of microphones) and that the primary signal is produced by another loudspeaker with the same transfer function as the secondary source, Figure 5 can be converted to a block diagram depicted in Figure 6 where: Block diagram of feedforward control structure with microphone and loudspeaker transfer function coupled with propagation path transfer function
In the simulation studies the two-dimensional geometrical arrangement of the feedforward ANC is represented by the schematic diagram in Figure 5 such that the propagation paths have distances r e = 50mm, r f = 950mm, r g = 1500mm and r h = 500mm. A frequency domain modelling technique which utilises the damped Gauss-Newton method of iterative search is then used to a form of least-squares curve fitting to the complex frequency response data [12] , yielding the model of the discrete propagation paths E'(z), F'(z), G'(z), and H'(z).
Using eqn. (12) , Q 0 (z), Q 1 (z), and the control law in eqns. (8) (9) (10) (11) can be expressed as (13) (14) (15) Substituting eqns. (13) (14) into eqn. (15) will yield the minimum effort controller similar to eqn. (3)
The identification process with the switch engaged after 5000 samples generated good estimates of 100 th order finite impulse response (FIR) filters representing transfer functions Ĥ '(z), Q 0 (z), and Q 1 (z) using a recursive least squares (RLS) algorithm. The direct comparison between the estimates and true values of Q 0 (z), and Q 1 (z) are depicted in Figure ( 
EVALUATION OF CONTROLLER PERFORMANCE
The minimum effort controller designed using the proposed self-tuning method is evaluated in terms of the cancellation factor K and cancellation level in decibels (dB) at the observer. The cancellation factor is given by [13] (17)
where S yDO (ω) denotes the power spectral density at the observer without the controller at the frequency of interest and S yO (ω) denotes the power spectral density with the controller engaged. A full cancellation is achieved at a single point with K = 1. Cancellation factors of K = 0.99, K = 0.9 and K = 0.75 represent the noise reduction of 20dB, 10dB and 6dB respectively. The level of cancellation factors yielded by the controller designed using estimates of Q 0 (z) and Q 1 (z) are compared with the true controller formed using the transfer functions in equation (12) for various values of effort weighting parameter in the range of 0 ≤ γ ≤ 1. Figure 8 depicts the cancellation level achieved for a periodic noise of 340 Hz for γ = 0, γ = 0.5 and γ = 1. The calculated true controller and the controller designed using the control law in equation (15) perform with similar accuracy by providing cancellation of approximately 64dB, 9dB and 6 dB or cancellation factor of 1, 0.89, and 0.75 for the three values of γ respectively. These results agree with the theoretical results reported in [6] with the transfer characteristics represented by theoretical nondispersive acoustics paths in frequency domain. The simulation results demonstrate the accuracy the self-tuning control design strategy. Despite generating three FIR models with their associated modelling errors, the minimum effort active noise controller designed was still accurate.
CONCLUSION
The minimum effort control law for feedback inclusion architecture which is suitable for self-tuning implementation has been derived. The self-tuning controller design involves a two-stage identification process where the controller is replaced by a switch in the modelling phase. The implementation requires an estimate of the secondary path transfer function which can be identified either on-line or offline. A realistically constructed simulation environment that utilises real experimental data has been constructed and used to evaluate the self-tuning controller's design approach to control a periodic noise of 340 Hz. Spectral analysis on the observer signal shows that cancellation occurs at the frequency of interest and that controller design using the controller law is accurate. Future work will involve investigation and implementation of the developed approach in actual experimental settings.
