(resp. the normal states S 0 (M ) = M * ∩ S(M )) are generating for M * in the sense that each normal linear form may be represented as a complex linear combination of at most four normal states. As a consequence of this, for each ascendingly directed (in the sense of ≤) bounded net {x α } ⊂ M + there exists a lowest upper bound l.u.b. x α within M + . On the other hand, a positive linear form ω ∈ M The trace τ is termed finite trace if M τ + = M + , and semifinite trace if τ (x) = sup{τ (y) : y ≤ x, y ∈ M τ + }, for each x ∈ M + . If M is a W * -algebra, with group of unitary elements U(M ), the above condition on invariance usually is replaced with a seemingly weaker requirement upon unitary invariance, that is τ (u * xu) = τ (x) be fulfilled, for each x ∈ M + and u ∈ U(M ). However, both conditions are equivalent there (and are so even on unital C * -algebras). Also, in the W * -case the trace τ is said to be normal provided for each ascendingly directed bounded net {x α } ⊂ M + the relation τ (l.u.b. x α ) = l.u.b. τ (x α ) = lim α τ (x α ) is fulfilled. Now, suppose I ⊂ M is a proper two-sided ideal of the W * -algebra M . Then, I is also a * -subalgebra of M , with generating positive cone I + = I ∩ M + , that is, I = [I + ] is fulfilled (these facts are consequences of the polar decomposition theorem, essentially). Under these premises we have the following extension principle : Lemma 1.1. Suppose I + is a hereditary subcone of M + . Then, each additive, positive homogeneous and invariant map τ 0 : I + −→ R + extends to a trace τ on M , with M τ + = {x ∈ I + : τ 0 (x) < ∞}.
Proof. Define τ (x) = τ 0 (x), for x ∈ I + , and τ (x) = ∞ for x ∈ M + \I + . Then, since I + is a heriditary cone, for x, y ∈ M + with x + y ∈ I + one has both x, y ∈ I + , and thus τ (x) + τ (y) = τ (x + y) is evident from τ 0 (x) + τ 0 (y) = τ 0 (x + y). For x, y ∈ M + with x + y ∈ I + at least one of x, y must not be in I + . Hence, τ (x) + τ (y) = ∞ and τ (x + y) = ∞ by definition of τ . Thus additivity holds in any case. That τ is also positive homogeneous is clear. Finally, remind that according to polar decomposition x = u|x| for x ∈ M , one has xx * = u(x * x)u * and x * x = u * (xx * )u, with the partial isometry u ∈ M . Since I is a two-sided ideal of M , from this one infers xx * ∈ I + if, and only if, x * x ∈ I + . From this in view of the definition and since τ 0 is invariant on I + also invariance of τ on M + follows.
Examples of traces.
In the following the classical special cases of traces on M with either M = B(H) or M = CB(H) are considered more in detail, where CB(H) is the C * -subalgebra of B(H) of all compact linear operators on the separable infinite dimensional Hilbert space H. For generalities on the theory of compact operators and proofs from there the reader is referred to [26, 29] e.g.; in the following recall only those few facts and details which are important in context of traces. In all what follows, the scalar product H×H ∋ {χ, η} −→ χ, η ∈ C on H by convention is supposed to be linear with respect to the first argument χ, and antilinear in the second argument η, and maps into the complex field C.
Traces on compact linear operators.
Start with recalling the characterization of positive compact linear operators in terms of a spectral theorem. Let x ∈ B(H) + be a non-trivial positive (=non-negative) bounded linear operator. Then, x is a (positive) compact operator, x ∈ CB(H) + , if and only if, the following two condition are fulfilled. Firstly, there have to exist a non-increasing infinite sequence (µ 1 (x), µ 2 (x), . . . ) of non-negative reals µ k (x), which converge to zero as k → ∞, and an infinite orthonormal system (o.n.s. for short) {ϕ n } ⊂ H of eigenvectors of x obeying xϕ k = µ k (x)ϕ k , for each k ∈ N, and with xϕ = 0, for each ϕ ∈ [{ϕ n }] ⊥ (thus the spectrum of x is spec(x) = {µ k (x) : k ∈ N}∪{0}). And secondly, each nonzero eigenvalue of x has only finite multiplicity, that is, m(µ) = #{k : µ k (x) = µ} obeys m(µ) < ∞, for each µ ∈ R + \{0}.
Recall that CB(H) is also a closed * -ideal of B(H). Hence, according to polar decomposition, x ∈ B(H) is compact if, and only if, the module |x| = √ x * x of x is compact, |x| ∈ CB(H) + . In line with this and following some common use, for x ∈ CB(H) and in view of the above define µ k (x) = µ k (|x|), for each k ∈ N, and refer to the ordered sequence µ 1 (x) ≥ µ 2 (x) ≥ . . . of eigenvalues of |x| (with each of the non-zero eigenvalues repeated according to its multiplicity) as characteristic sequence of x. The terms of this sequence can be obtained by minimizing the distance of the given compact operator x to the finite rank linear operators (which are special compact operators) of a fixed rank as follows :
∀ k ∈ N : µ k (x) = min{ x − y : y ∈ CB(H), dim yH ≤ k} .
(1.1a)
Alternatively, and yet more important, these values can be obtained also from a representation of the sequence {σ n (x)} of their partial sums σ k (x) = j≤k µ k (x) which arises from maximizing the following expression over the unitaries U(H) of H and finite orthonormal systems {ψ 1 , . . . , ψ k } ⊂ H of cardinality k ∈ N : Now, let us fix an arbitrary maximal orthonormal system (m.o.n.s. for short) {ϕ n } ⊂ H, and let p be an orthoprojection with dim pH = k < ∞. Then, for each x ∈ B(H) the operator xp is of finite rank, and for each o.n.s. {ψ 1 , . . . , ψ k } which linearily spans pH, by elementary Hilbert space calculus one derives the relation
xpϕ n , ϕ n = j≤k xψ j , ψ j .
Hence, in case of compact x (1.1b) equivalently reads as
Note that for x ≥ 0 the expression of (×) is positive and with the help of similarly elementary calculations as those which led to (×) one infers that for each orthoprojection p with dim pH = k < ∞ and any x ∈ B(H) + the following holds :
Especially, since according to (1.1c) for positive compact x maximizing over the unitaries becomes redundant and may be omitted, in view of this and (⋆⋆) for each such element the relation (⋆) then simplifies into the following well-known form :
From (1.1b)-(1.1d) one now concludes to some useful relations and estimates. The first is a rather trivial consequence of the definition of σ k (x) and says that
It is stated here only for completeness. In the special case of positive compact operators from (1.1c) we get the following often used estimates :
The next estimate is due to [22] and at once gets obvious from (1.1b) and tells us that the following holds :
The third estimate deals with an upper bound of σ k (x) + σ k (y) in case of positive operators x, y ∈ CB(H) + and arises from (1.1d). In line with the latter, let orthoprojections p, q of rank k be given such that σ k (x) = ∞ n=1 xpϕ n , ϕ n and σ k (y) = ∞ n=1 yqϕ n , ϕ n are fulfilled. Then, the least orthoprojection p ∨ q majorizing both p and q has rank 2k at most. Thus there is an orthoprojection Q of rank 2k and obeying p∨q ≤ Q. Hence, in view of the choice of p, q and with the help of (⋆⋆) one infers that
. In view of (1.1d) from this then σ k (x) + σ k (y) ≤ σ 2k (x + y) follows. For positive compact operators the previous together with (1.2c) may be summarized into the following one :
(1.2d) Note that since CB(H) is a two-sided ideal, from (1.1a) for each y ∈ CB(H) and a, b ∈ B(H) the estimate
can be followed. Thus, under these conditions one has
Especially, if x = u|x| is the polar decomposition of x ∈ CB(H) within B(H), then with the partial isometry u ∈ B(H) one has both, xx * = ux * xu * and x * x = u * xx * u. In the special cases of (1.2f) with y = xx * , a = u * , b = u and y = x * x, a = u, b = u * we arrive at estimates which fit together into the following assertion :
In the following, a trace τ is said to be non-trivial if there is at least one x ≥ 0 with 0 < τ (x) < ∞. The relations given in eqs. (1.2) are the key facts that the theory of traces on both algebras CB(H) and B(H) can be based on.
Lemma 1.2. Let tr : CB(H) + −→ R + be defined by tr x = lim n→∞ σ n (x), for each x ∈ CB(H) + . Then, tr is a non-trivial semifinite trace on CB(H). Moreover, to each non-trivial trace τ which does not vanish identically on the positive operators of finite rank there exists unique λ ∈ R + \{0} such that λ · τ (x) ≥ tr x holds for all x ∈ CB(H) + , and with equality occuring at each x of finite rank.
Proof. The sequence {σ n (x)} is increasing, for each x ∈ CB(H) + . Thus tr x = lim n→∞ σ n (x) exists in the extended sense. Especially, from (1.2d) in the limit then additivity of tr follows, whereas from (1.2a) and (1.2g) homogeneity and invariance can be seen. Thus, tr is a trace (see 1.1.2). By construction 0 < tr x < ∞ for each compact positive x = 0 of finite rank. Thus tr is non-trivial. However, since H is infinite dimensional, tr x = ∞ will occur for some positive compact operators. To see that tr is semifinite requires to prove that for x ∈ CB(H) + with tr x = ∞ there existed a sequence {x n } ⊂ CB(H) + with x n ≤ x and tr x n < ∞ such that lim n→∞ tr x n = ∞. Note that by definition of tr, tr x = ∞ implies that x cannot be of finite rank. Hence, x can be written as x = ∞ k=1 µ k (x) p k , with infinitely many mutually orthogonal one-dimensional orthoprojections p k and all µ k (x) = 0. Clearly, for each n ∈ N the operators x n = n k=1 µ k (x) p k are of finite rank and obey 0 ≤ x 1 ≤ x 2 ≤ x 3 ≤ . . . ≤ x. Also, owing to σ k (x n ) = σ n (x) for k ≥ n, one has tr x n = σ n (x), and therefore lim n→∞ tr x n = ∞ follows. Thus tr is semifinite. Suppose τ is a non-trivial trace. Thus 0 < τ (y) < ∞, for some positive compact y. Suppose τ (x) > 0 for some x ≥ 0 of finite rank. According to additivity and homogeneity of τ there has to exist a one-dimensional subprojection p of a spectral orthoprojection of x with τ (p) > 0. The same arguments for y ensure that τ (q) < ∞, for some one-dimensional subprojection q of some spectral projection of y. But since q = vv * and p = v * v, with v ∈ CB(H), by invariance of τ one has τ (q) = τ (p). Hence ∞ > τ (p) > 0, and τ (q) = τ (p) for each one-dimensional orthoprojection q. Put λ = τ (p) −1 . Then λ · τ (q) = tr q, and thus λ · τ (x) = tr x for each positive operator x of finite rank. Finally, if x ∈ CB(H) + is not of finite rank, let 0 ≤ x 1 ≤ x 2 ≤ x 3 ≤ . . . ≤ x be the above approximating sequence of x by finite rank operators x n . Also in such case lim n→∞ tr x n = lim n→∞ σ n (x) = tr x follows. Hence, in view of the above relation over the operators of finite rank, and
For completeness, give yet the most famous formula relating tr and which makes this trace to be so extremely useful. Corollary 1.1. For each maximal orthonormal system {ψ n } ⊂ H and x ∈ CB(H) + one has tr x = ∞ n=1 xψ n , ψ n . Proof. Let {ϕ j } be an o.n.s. with xϕ k = µ k (x)ϕ k , for all k ∈ N, and be p n the orthoprojection with p n H = [ϕ 1 , . . . , ϕ n ]. Then, by positivity of x one has xψ n , ψ n = √ xψ n , √ xψ n ≥ p k √ xψ n , √ xψ n , and therefore and in view of (⋆⋆) one gets
. According to Lemma 1.2 then ∞ n=1 xψ n , ψ n ≥ tr x follows. On the other hand, if q k is the orthoprojection onto [ψ 1 , . . . , ψ k ], according to (1.1d) for each k ∈ N certainly
. From this in view of Lemma 1.2 once more again ∞ n=1 xψ n , ψ n ≤ tr x is seen. Taking together this with the above estimate provides that equality has to occur.
A non-zero trace τ on CB(H) will be said to be singular if τ (x) = 0 for each x ≥ 0 of finite rank. Relating this and non-trivial traces there is the following result. Corollary 1.2. Let τ be a non-trivial trace on CB(H). Then, either τ = λ · tr holds, for a unique λ ∈ R + , or there exist a singular trace τ s and a unique α ∈ R + such that τ = τ s + α · tr.
Proof. If τ = λ · tr is fulfilled, then τ (p) = λ tr p, for each one-dimensional orthoprojection p. Owing to tr p = 1 (see Corollary 1.1) then λ = τ (p) follows.
Suppose τ ∈ R + tr. Then, τ = 0, and if a decomposition τ = τ s + α · tr with singular τ s exists, then τ (p) = α, for some (and thus any) one-dimensional orthoprojection p, and the following two alternatives have to be dealt with : firstly, if τ is vanishing on all positive operators of finite rank, τ is singular, and τ = τ s and α = 0 have to be chosen (see above). Secondly, if τ does not vanish on all positive operators of finite rank, according to Lemma 1.2 there exists unique λ > 0 with λ · τ (x) ≥ tr x, for each x ∈ CB(H) + , with equality occuring on any operator of finite rank. Hence, in defining τ s (x) = τ (x) − λ −1 tr x, for each x with tr x < ∞, and τ s (x) = ∞ else, we get a positive map τ s which does not vanish identically on the positive compact operators, but which is vanishing on all positive operators of finite rank. From the previous and since both τ and tr are traces, also additivity, positive homogeneity and invariance of τ s at once follow. Hence, τ s is a singular trace, which is easily seen to obey τ = τ s + α · tr, with α = λ −1 .
Traces on B(H).
Remind in short the theory of traces on M = B(H), with separable infinite dimensional Hilbert space H. Let F B(H) be the two-sided ideal of all operators of finit rank in B(H). In the following an ideal I will be termed non-trivial if I = {0} and I = B(H). Both F B(H) and CB(H) are non-trivial two-sided ideals. Thereby, the compact operators form a closed ideal, with F B(H) being dense within CB(H). Start with a useful criterion on non-compactness for a positive operator. Proof. Note that, in contrast to the spectral characterization of positive compact operators, the spectral theorem in case of a non-compact x ≥ 0 with # spec(x) < ∞ provides that λ p ≤ x has to be fulfilled, for some non-zero λ and orthoprojection p with dim pH = ∞ (for one λ ∈ spec(x)\{0} at least the corresponding spectral eigenprojection p has to meet the requirement). But then, due to normclosedness of the compact operators, and since for each positive x one has x ∈ {y : 0 ≤ y ≤ x, # spec(x) < ∞} (uniform closure), such type of estimate has to exist in each case of a non-compact positive operator x. On the other hand, if λ p ≤ x is fulfilled, for some non-zero λ and infinite dimensional orthoprojection p, in view of this relation the equivalence of p with the unit operator 1 will imply v * xv to be invertible, for the partial isometry v achieving p = vv * , 1 = v * v. Thus, owing to the non-triviality of the ideal CB(H), v * xv ∈ CB(H) has to hold. Due to two-sidedness of CB(H) the latter requires that also x was non-compact. Proof. For F B(H) + the assertion is trivial. For non-zero x ∈ CB(H) + and positive y = 0 with y ≤ x also y must be compact since otherwise the criterion of Lemma 1.3 were applicable to y with resulting in a contradiction to the assumed compactness of x, by the same criterion.
The following is likely the most remarkable result relating ideals in B(H) and descends from [1] , see also [29, Lemma 11, Theorem 11] .
As a consequence of this the defining ideal of a non-trivial trace τ on B(H) always is a non-zero ideal of compact operators. Thus especially τ (x) = ∞ must be fulfilled, for each x ∈ B(H) + \CB(H) + . On the other hand, since according to Corollary 1.3 CB(H) + is a hereditary cone, whenever τ 0 is a non-zero trace on CB(H), then the extension principle of Lemma 1.1 can be applied and shows that upon defining τ (x) = τ 0 (x) for x ∈ CB(H) + , and τ (x) = ∞ for x ∈ B(H) + \CB(H) + , a non-zero trace τ on B(H) is given. Thus, traces (resp. non-trivial traces) on all bounded linear operators are in one-to-one correspondence with traces (resp. nontrivial traces) on the compact operators.
For the unique extension of the trace tr of Lemma 1.2 from compact operators onto B(H) the same notation tr will be used. Note that in view of Lemma 1.3 with the help of 1.2.1 (×) and (⋆⋆) easily follows that for non-compact x ≥ 0 and each m.o.n.s. {ϕ n } one has ∞ n=1 xϕ n , ϕ n = ∞. Hence, the formula given in Corollary 1.1 extends on all x ∈ B(H) + . From this formula it is plain to see that tr is a non-trivial normal trace on B(H). Up to a positive multiple, tr is also unique on B(H) as non-trivial trace with this property : Corollary 1.4. A non-trivial normal trace τ has the form τ = α · tr, with α > 0.
Proof. Let p 1 < p 2 < p 3 < . . . < 1 be a sequence of orthoprojections with rank(p n ) = n, for each n ∈ N. Then, for each
Since also τ | CB(H)+ is a non-trivial trace, by Corollary 1.2 there is unique α > 0 with τ (x n ) = α · tr x n , for each n ∈ N. Hence, by normality of τ and since tr is normal, τ (x) = α · tr x follows, for each x ≥ 0.
Note that in view of the mentioned one-to-one correspondence with traces on the compact operators Corollary 1.2 extends to non-trivial traces on B(H) accordingly. In line with this and Corollary 1.4 the theory of traces on B(H) with separable infinite dimensional H essentially is the theory of the one normal trace tr and myriads of singular traces.
Examples of singular traces on B(H).
An early example of a class of singular traces was noticed in [7] . Nowadays this class is referred to as Dixmiertraces. In the following, only the singular traces of this class will be constructed and considered. Thereby, in constructing these traces we will proceed in two steps.
In a first step we are going to define some non-trivial two-sided ideal in B(H), with hereditary positive cone, and which later will prove to belong to the defining ideal of each of the singular traces to be constructed. As has been yet noticed in context of Theorem 1.1, each such ideal then is an ideal of compact operators. For such ideals one knows that these can be completely described in terms of the classes (Schatten-classes) of the characteristic sequences coming along with the operators of the ideal, see [29, Theorem 12] . In these sequences, which are in ℓ ∞ (N) + , the full information on the ideal is encoded.
In a second step, a class of states on ℓ ∞ (N) is constructed which, in restriction to the mentioned sequences from the ideal, yields a map which vanishes on those sequences which correspond to operators of finite rank. If taken as functions on the positive operators of the ideal these maps will be shown to be additive, positive homogeneous and invariant. Hence, the extension via the extension principle of Lemma 1.1 on all of B(H) + finally will provide us with a class of singular traces.
1.3.1.
Step one: Some ideal of compact operators. For compact x with the help of the characteristic sequence {µ n (x)} define
Then, {γ n (x) : n > 1} is a sequence of non-negative reals which may be bounded or not. The bounded situation deserves our special interest. Let a subset L 1,∞ (H) ⊂ CB(H) be defined as follows :
It is plain to see that by L 1,∞ (H) an ideal is given in B(H), for some corresponding terminology see [25, 2, 3] , and e.g. [14] . Proof. In view of the definitions (1.3) and since CB(H) is a two-sided ideal, the validity of the first assertion follows as an immediate consequence of (1.2a), (1.2c) and (1.2f) together with the fact that for each operator x of finite rank {γ n (x) : n > 1} is a null-sequence and thus is bounded. Finally, owing to Corollary 1.3 for x ∈ L 1,∞ (H) + and y ∈ B(H) with 0 ≤ y ≤ x one infers y ∈ CB(H) + , and then
Let L 1 (H) be the ideal of all operators of trace-class, that is, the defining ideal which corresponds to the normal trace tr, cf. Lemma 1.2 and Corollary 1.1. From (1.3b) and Lemma 1.2 then especially follows that the inclusion relation
and the ideal of trace-class operators. Moreover, if in line with [25] another Banach space L ∞,1 (H) (= S ω in [25] ) is defined through
then it is essentially due to (1.2c), (1.2e) and by monotonicity of the sequences of the σ n (y)'s and
. Note that in analogy to the above also in this case obviously an inclusion with traceclass operators takes place,
Relating the ideals from (1.3b) and (1.4), and with respect to the duality given through the 2-form Ω(x, y) = tr xy and asking for those x ∈ CB(H) such that xy ∈ L 1 (H), for all y ∈ L ∞,1 (H), one then has the following fundamental result to hold :
We do not prove this result, but will annotate in this context yet another useful fact saying that for each two x, y ∈ CB(H) which obey xy ∈ L 1 (H) the relation
holds. To see this estimate, note first that by polar decomposition of x, y the estimate |Ω(x, y)| ≤ sup u,v | tr u|x|v|y| | can be easily inferred, with u, v extending over the partial isometries in B(H). Also, with the help of Corollary 1.1, and (1.1b) e.g., one finds that sup u,v | tr u|x|v|y| | ≤ sup r ∞ n=1 µ n (x)r n must hold, with r = (r 1 , r 2 , . . . ) obeying r 1 ≥ r 2 ≥ r 3 ≥ . . . ≥ 0 and k≤n r k ≤ σ n (y) = k≤n µ k (y), for each n ∈ N (at this point also the ordering of µ n (x)'s is of importance). Since also the sequence of µ n (y)'s is in decreasing order, it is not hard to see that by successively exploiting the just mentioned conditions on r, for n ≤ N with N ∈ N, the validity of k≤N µ k (x)(µ k (y) − r k ) ≥ 0 can be derived, for each N ∈ N, and any given r which is subject to the above conditions. From this (1.5a) gets evident.
Knowing this it is now also easy to see that the supremum sup u,v | tr u|x|v|y| | must be attained for some choice of u, v and exactly yields the r.h.s.-value of (1.5a). In fact, for any two given compact linear operators x, y in view of the polar decomposition theorem and owing to compactness of both operators partial isometries u, w can be chosen such that u|x|w|y| ≥ 0 is fulfilled, with the singular values of the compact operator u|x|w|y| obeying µ n (u|x|w|y|) = µ n (x) µ n (y), for each n ∈ N. Hence, in accordance with Lemma 1.2 one then has | tr u|x|v|y| | = tr u|x|w|y| = lim n→∞ σ n (u|x|w|y|) = µ n (u|x|w|y|) = µ n (x) µ n (y).
Note that since both L 1,∞ (H) and L ∞,1 (H) are two-sided ideals, the previous in view of Proposition 1.2 especially also implies that the following implication must be fulfilled :
But then in view of (1.4) the following useful consequence from (1.5b) relating asymptotic properties of singular values has to be valid.
In advance remark that the condition of µ n (x) = O(n −1 ) appears as (the) essential ingredient in order that the hypotheses of certain Tauberian theorems are fulfilled, see e.g. in [15, Chapter VII, 7.5 ]. Using these Tauberian arguments then will provide useful further informations about the Dixmier-trace.
1.3.2.
Step two: Scaling invariant states. The construction of the Dixmier-traces can be based on considering a certain class of states on the commutative W * -algebra M = ℓ ∞ , see 1.1.1 for basic notations. Relating special further notations, for each k ∈ N let e k ∈ ℓ ∞ be the k-th atom in ℓ ∞ , with j-th component obeying (e k ) j = δ kj (Kronecker symbol), and let E k be the special orthoprojection of rank k given as E k = j≤k e j . The ascendingly directed sequence {E n } then obeys l.u.b. E n = 1 and the following equivalence is valid :
Moreover, by commutativity, for each
For the following, let a mapping s :
It is obvious that s is a normal * -homomorphism onto ℓ ∞ . Hence, s is a unital normal positive linear map onto itself, and ℓ 
Proof. Let us consider the sequence {s n } of partial averages s n = 1 n k≤n s k , n ∈ N. Since these all are unital positive linear maps, by σ(ℓ ∞ , ℓ 1 )-weak compactness of the closed unit ball in B(ℓ ∞ ) the sequence of partial averages then must have a σ(ℓ ∞ , ℓ 1 )-weak cluster point E which has to be a unital positive linear map, too. Since then E = σ(ℓ ∞ , ℓ 1 ) − weak lim λ s n λ has to be fulfilled for some appropriately chosen subnet {s n λ }, the inclusion ℓ ∞ s ⊂ {x ∈ ℓ ∞ : E(x) = x} gets evident. Since s n • s = s • s n and s n • s − s n ≤ 2 n hold, for each n ∈ N, and since owing to normality of s for each ω ∈ ℓ 1 also ω • s ∈ ℓ 1 is fulfilled, by argueing with the help of the mentioned subnet one infers that
s as well as s n • E = E, for each n, can be followed. From the latter in view of the above then idempotency of E is seen, E 2 = E • E = E. Thus, in summarizing from the previous, E is a projection of norm one (conditional expectation) projecting onto the fixpoint algebra of s and which satisfies (1) .
To see (2) , note first that owing to s(e k ) = 0 for k odd, and s(e k ) = e k/2 for k even, one certainly has s n (E k ) = 0, for each n > log k/ log 2. Hence, the action of the n-th average s n to the orthoprojection E k can be estimated as s n (E k ) ∞ ≤ [log k/ log 2]/n (here [·] means the integer part), and thus for all k ∈ N one has · ∞ − lim n→∞ s n (E k ) = 0. From this and E = σ(ℓ ∞ , ℓ 1 ) − weak lim λ s n λ then especially ω(E(E k )) = 0 follows, for each ω ∈ ℓ 1 . Hence E(E k ) = 0, for each k. Since for each y ∈ ℓ ∞ with 0 ≤ y ≤ 1 one has 0 ≤ E k y ≤ E k , from the previous together with positivity of E also E(E k y) = 0 follows. By linearity of E and since ℓ ∞ is the linear span of ℓ ∞ + ∩ (ℓ ∞ ) 1 this remains true for each y ∈ ℓ ∞ . But then, for x ∈ ℓ ∞ with α = lim n→∞ x n by continuity of E and in view of (1.6) one infers
, which is equivalent with (2). Corollary 1.6. There is a state ω ∈ S(ℓ ∞ ) satisfying the following properties: Proof. Let E be constructed as in Lemma 1.4. By positivity and unitality of E, for each ν ∈ S(ℓ ∞ ) also ω = ν • E is a state. In view of (1)- (2) this state then obviously satisfies (1)- (2). 3 That Γ s (ℓ ∞ ) is w * -compact and convex is evident from the linear nature of the conditions (1)- (2) . Finally, in accordance with (2) one has ω(E k ) = 0, for each ω ∈ Γ s (ℓ ∞ ) and all k ∈ N. Now, let p ∈ ℓ ∞ be any orthoprojection with ω(p) > 0. Then, p = 0, and owing to l.u.b. E n p = p there has to exist k ∈ N with q = E k p = 0. Thus 0 < q < p and q ≤ E k . In view of the above from the latter by positivity of ω then ω(q) = 0 follows. Hence, each ω ∈ Γ s (ℓ ∞ ) is singular.
Constructing the Dixmier-traces.
For given x ∈ L 1,∞ (H), let a sequence γ(x) be given through γ(x) = (γ 2 (x), γ 3 (x), . . . ), with γ n (x) in accordance with (1.3a). Then, by definition (1.3b) one has γ(x) ∈ ℓ ∞ + . Hence, if for each fixed scaling invariant state ω ∈ Γ s (ℓ ∞ ), see Corollary 1.6, following [7] we define
then according to Proposition 1.1 and since ω is a positive linear form, we are given a positive map Tr ω :
The key idea of [7] is that additivity of Tr ω can be shown.
Lemma 1.5. Tr ω is an additive, positive homogeneous and invariant map from
Proof. Since L 1,∞ (H) + is the positive cone of a two-sided ideal of compact operators, for x, y ∈ L 1,∞ (H) + and λ ∈ R + we have that x + y, λ x, x * x, xx * ∈ L 1,∞ (H) + , and these are compact operators again. Hence, in view of (1.3a) from (1.2a) and (1.2g) both λ · γ(x) = γ(λ x) and γ(x * x) = γ(xx * ) follow, which in line with (1.7) means that Tr ω is positive homogeneous and invariant. It remains to be shown that Tr ω is additive.
First note that according to the left-hand side estimate of (1.2d) within ℓ ∞ + one has γ(x + y) ≤ γ(x) + γ(y). Hence, by positivity and linearity of ω, (1.7) yields
, that is, γ 0 (z) arises from γ(x) by application of the one-step left-shift. Also, on ℓ ∞ let a linear map m be defined by m(β) n = log 2 log(n+1) · β n , for all n ∈ N, at β ∈ ℓ ∞ . One then has
Since both {σ n (z)} and {log n} are monotoneously increasing, in view of the definition (1.3a) for each z ∈ L 1,∞ (H) the follwing estimates at once can be seen to hold, for all k ∈ N\{1} :
On the other hand, we also have
From these two estimates we infer that
∞ , that is, lim n→∞ ∆(z) n = 0 is fulfilled. According to the choice of ω and in accordance with Corollary 1.6 (2) we thus have the following to hold :
Let us come back to our above x, y ∈ L 1,∞ (H) + . Having in mind the definitions of the positive linear operators s and m as well as the meanings of γ and γ 0 , it is easily inferred that from the right-hand side estimate in (1.2d) when divided by log k, and considered for all k ≥ 2, the estimate γ(x) + γ(y) ≤ (σ 2k (x + y)/ log k) = s(γ 0 (x + y)) + m • s(γ 0 (x + y)) can be followed to hold in ℓ ∞ + . By positivity and linearity of ω from this then
follows. Now, in view of (⋆⋆) and Corollary 1.6 (2) one has ω • m(s(γ 0 (x + y))) = 0, whereas from Corollary 1.6 (1) and (⋆ ⋆ ⋆) one concludes that ω • s(γ 0 (x + y)) = ω(γ(x + y)). These facts together with (•) fit together into the estimate ω(γ(x)) + ω(γ(y)) ≤ ω(γ(x+y)), which in view of (1.7) says that Tr ω x+Tr ω y ≤ Tr ω (x+y) has to be valid. The latter and (⋆) then make that the desired additivity Tr ω x+Tr ω y = Tr ω (x + y) holds. (
Proof. The validity of (1) follows since the traces in question all are obtained as extensions of the maps given in (1.7), which satisfy Lemma 1.5 and have range R + (and not R + ). Since each state ω ∈ Γ s (ℓ ∞ ) obeys Corollary 1.6 (2), in view of the previous and (1.7) also (2) follows. Finally, for each x ∈ FB(H) + the sequence γ(x) is a null-sequence, and therefore especially x ∈ L 1,∞ (H) + , and as a special case of (2) then Tr ω x = 0 follows. Hence, Tr ω is a singular trace.
Note the remarkable feature of the Dixmier-traces coming along with Theorem 1.2 (2) and saying that provided certain circumstances are fulfilled for x, e.g. if the sequence {γ n (x)} has a limit, then independent of the state-parameter ω all these Dixmier-traces may yield the same common value at this x. It is such case of independence one usually is tacitely addressing to when speaking simply of the Dixmier-trace of x, whereas the operator itself then is referred to as measurable operator, cf. [3, IV.2, Definition 7] . Some criteria of measurability, which however all reduce upon showing that the above mentioned special case of existence of lim n→∞ γ n (x) would happen, subsequently will be discussed more in detail.
1.4.
Calculating the Dixmier-trace.
1.4.1.
Simple criteria of measurability. Start with discussing conditions which read in terms of spectral theory and which ensure that -for a given compact operator x which is not simply of finite rank -the above-mentioned special case of measurability occurs, that is, the limit lim n→∞ γ n (x) exists.
In order to derive such criteria some preliminary notions and notations will be introduced. For instance, in all what follows for given x ∈ CB(H) and z ∈ C it will be useful to consider series of the type
with a n and λ n relating to the singular values µ n (x) in a suitable way. Provided such choice has been performed, it has been observed that convergence and regularity of the above series and the function herewith defined are intimately related to the above question of convergence of the γ n (x)-sequence. The results adapted best to such aims are known as theorems of Tauberian type, see especially Theorem 90-97 in [15, Chap. VII, 7.5]. For instance, with the special choice of a n and λ n ∀ n ∈ N : a n = µ n+1 (x), λ n = log(n + 1) ( [16] . In fact, the hypothesis for this result to get applicable simply reduce to conditions on convergence and regularity of the series (1.8a) and the herewith defined function, and the conclusions of this theorem [36, eq. (19·06) ] itself may be regarded as an assertion on the mentioned special type of measurability of x which is due to existence of the limit of {γ n (x)}.
After reformulating the Tauberian theorem this way we will have the following kind of result at our disposal. Lemma 1.6. For given x ∈ CB(H) and with (1.8b) fulfilled, suppose the series (1.8a) to be absolutely convergent for all z ∈ C with ℜz > 1, with defining there a regular function F x (z), which be continuous for ℜz ≥ 1 except for a simple pole with residue L at z = 1. Then, x ∈ L 1,∞ (H) holds, and x is measurable and obeys
Now, remind that if x ∈ L 1,∞ (H) is supposed to hold from the very beginning then according to Corollary 1.5 µ n (x) as a function of n ∈ N asymptotically must behave like µ n (x) = O(n −1 ). This has some consequences. In fact, since µ n (x) = O(n −1 ) means that there is some C > 0 such that n µ n (x) ≤ C, under the conditions of (1.8b) for each ε > 0, and for natural N > M ≥ 2, independently from N one has
to be fulfilled. As a consequence of this and since all a n and λ n are positive, under the given circumstances the conditions of the hypothesis of Lemma 1.6 relating the series (1.8a) (subject to conditions (1.8b)) will be satiesfied automatically (take M = 2 in (⋆)). Also, the conditions about the function F x (z), which in accordance with eqs. (1.8) in the half-plane ℜz > 0 is given as
reduce to a condition on existence of lim s→1+ (s − 1)F x (s). As one easily can check, in view of Lemma 1.6 one therefore arrives at the following result which can be prototype for that what is to expect from applying Tauberian techniques in the context at hand.
For any x ∈ L 1,∞ (H) the following facts are valid :
Whereas under the special choice of (1.8b) the convergence of γ n (x) can be followed from a Tauberian theorem in a straightforward manner, in principle there may exist also other reasonable choices for a n and λ n in (1.8a), different from the one proposed in (1.8b), such that other but less obvious Tauberian-like results get applicable. We are going to discuss now the probably most important case of such kind of application and which is based on Ikehara's theorem.
To start with, note that owing to n n −(1+ε) < ∞, for each ε > 0, and since by functional calculus for each z ∈ C obeying ℜz > 0 the operator |x| z is welldefined, as another consequence of µ n (x) = O(n −1 ), which according to Corollary 1.5 holds for any x ∈ L 1,∞ (H), for ℜz > 1 we will find that |x| z is of trace-class. Having the Riemann Zeta-function in mind we define the following modification of the Zeta-function :
Like in case with F x this definition will provide us with some holomorphic function ζ x in the half-plane ℜz > 1. Note the corresponding choice of a n and λ n in context of the Hardy-Littlewood series (1.8a) in this case as multiplicity and inverse of the n-th singular value of x, respectively. For this function ζ x the following holds.
Proof. In case of x ∈ FB(H) one has lim n n·µ n (x) = 0 as well as lim ε→0+ tr |x| 1+ε = tr |x| = n µ n (x) < ∞, by triviality. From the latter lim s→1+ (s − 1) ζ x (s) = 0 follows. Hence, for each operator x of finite rank the assertion is true, with L = 0.
Suppose now that x is not of finite rank, x ∈ FB(H). In view of definitions (1.3a) and (1.10b) without loss of generality it suffices if the assertion for x ≥ 0 with µ 1 (x) = 1 can be shown. In line with this such x ∈ L 1,∞ (H) + \ F B(H) is assumed, now.
By the spectral theorem there exists a unique spectral representation of x as an operator Stieltjes-integral x = ∞ 0 λ E(dλ), with projection-valued measure E(dλ) derived from a left-continuous spectral family {E(λ) : λ ∈ R}, that is, a family of orthoprojections obeying E(t) ≤ E(λ), for t ≤ λ, E(s) = 0, for s ≤ 0 and
, and so on accordingly, where e.g. E(b+) stands for the greatest lower bound E(b+) = g.l.b. t>b E(t).
Having in mind all these settings and conventions, by functional calculus and owing to normality of the trace tr the function (1.10b) then can be represented as an ordinary Stieltjes integral :
with the monotone increasing function α given by
But then, if in line with the hypothesis we assume lim s→1+ (s − 1) ζ x (s) = L to be fulfilled, since ζ x is holomorphic in ℜz > 1 all conditions for an application of another result of the Tauberian type, and which usually is referred to as Ikehara's theorem [18] , are fulfilled (refer the reader to the comprehensive exposition around this matter in [36, Theorem 16] ). In line with the conclusion of this theorem then asymptotically
is obtained as t tends to infinity.
5 Since x is a compact operator, in view of the properties of the spectral resolution E together with normality of tr the definition (1.11b) provides a right-continuous, integral-valued step function which is constant between inverses of neighbouring spectral values of x.
Especially, in case of n ∈ N with µ n (x) > µ n+1 (x) one infers that α for all t with µ n (x) −1 ≤ t < µ n+1 (x) −1 yields α(t) = n.
A moments reflection then shows that with respect to each term of the ordered sequence n 1 < n 2 < n 3 < . . . of all subscripts where the value of µ n jumps the relation (1.11c) in view of lim n→∞ µ n (x) = 0 and by continuity of the parameter t in particular also implies both lim k→∞ n k+1 µ n k+1 (x) = L and lim k→∞ n k µ n k+1 (x) = L to be fulfilled. But then, since µ n (x) = µ n k+1 (x) holds for n k < n ≤ n k+1 , also lim n→∞ n µ n (x) = L can be followed from these limit relations. Thus under the condition of the hypothesis also µ n (x) ∼ L · n −1 in case of x ≥ 0 and which is not of finite rank. In accordance with our preliminary remarks the assertion then has to be true, in either case under the mentioned hypothesis. Now, for compact operator x suppose lim n→∞ n µ n (x) = L to be fulfilled. Then, in case of L > 0, for δ with L > δ > 0, let M (δ) ∈ N be chosen such that
Since 0 < t → t −1 is a strictly monotone decreasing function and the sequence of the singular values is decreasingly ordered, for such n the above estimate implies
From this for all
is obtained. Considering these estimates for n → ∞ then yields
Note that in case of L = 0 by positivity of all γ n (x) instead of the previous one finds 0 ≤ lim inf n→∞ γ n (x) ≤ lim sup n→∞ γ n (x) ≤ δ, for any δ > 0. Thus, since δ > 0 can be chosen arbitrarily small, in either case of L the relation lim n→∞ γ n (x) = L is seen to hold. Although subsequently only the just derived result will be needed, without proof we remark that also the opposite direction is valid 6 , that is, existence of lim n→∞ γ n (x) = L also implies that µ n (x) ∼ L·n −1 . Hence, one has the following equivalent characterization of the fact that lim n→∞ γ n (x) exists. Lemma 1.8. For x ∈ CB(H) the following facts are mutually equivalent:
Let us come back to a situation with µ n (x) ∼ L·n −1 . Note that by making use of literally the same idea of approximating the sum of a series under the supposition of (×) from below and from above by appropriately defined integrals also the behavior of ε F x (1 + ε) and ε ζ x (1 + ε) for ε → 0+ can be made transparent. For ε > 0, the mentioned procedure in case of F x yields
which relating the upper bound is nothing other than (⋆) in case of C = L + δ, taken for N → ∞, and supplemented in a similar way by a lower bound arising straightforwardly from the lower bound in (×) (for L > 0). Proceeding analogously with ζ x under the same suppositions gives
These estimates hold in case of L > 0. Note that in case of L = 0 the same upper bounds can be taken with arbitrary δ > 0, whereas by positivity of the two series 0 is the natural lower bound, in both cases. In either case, the conclusion then is
The following items are equivalent:
Proof. We show (1) ⇒ (2) ⇒ (3) ⇒ (1) to be valid. Suppose (1) . In view of Lemma 1.8 and (1.12) then (2) follows, from which by Lemma 1.7 and Lemma 1.8 also (3) is obtained. Finally, the latter by Corollary 1.7 implies (1) to hold.
Remark that the equivalence (1) ⇔ (2), which already can be followed alone from applying Lemma 1.7, Lemma 1.8 and (1.12) (without referring to any facts relating F x ), is well-known from [3, IV, Proposition 4]). Clearly, the key result behind the whole matter is the equivalence of µ n (x) ∼ L · n −1 with existence of lim s→1+ (s − 1)ζ x (s) = L, which followed upon combining Lemma 1.7 and (1.12).
Also, note that in the context with Connes' trace formula one can content alone with considering the implication (2) ⇒ (1) of Proposition 1.3, which part already follows from combining the almost trivial implication (2) ⇒ (1) of Lemma 1.8 with the mentioned key equivalence.
A residue-formula for the Dixmier-trace.
The most important from practical point of view special case of measurability for an operator x occurs if the limit lim n γ n (x) exists. Namely, in this case there is a formula which allows to calculate the (singular) Dixmier-trace with the help of the ordinary trace as a limit of some function-theoretic expression of the operator in question. By this a fundamental link between the Dixmier-trace and the ordinary (operator-theoretic) normal trace is established. In fact, in view of Theorem 1.2 (2) and by the implication (2) ⇒ (1) stated in Proposition 1.3 we can take for established now the following fact :
z a holomorphic function in the half-plan ℜz > 1 is given. Whenever (z − 1) ζ x (z) tends to a limit as z goes to 1 along the real axis, then the Dixmier-trace of x is obtained as
Especially, when ζ x extends to a meromorphic function on all of ℜz ≥ 1, with a simple pole at z = 1 at worst, this formula turns into
with the residue Res(ζ x ) of the extended complex function, taken at z = 1.
Clearly, from both the theoretical and practical point of view, in context of the previous those situations deserve the main interest where formula (1.13b) could be applied. According to the results in [13, Theorem 7.1, 7.2] this happens e.g. if the context of the classical pseudodifferential operators of order −n acting on the sections Γ(E) of a complex vector bundle E → M of a n-dimensional compact Riemannian manifold M is considered. In this case, upon combining formula (1.13b) with a method [13, Theorem 7.4, 7.5] (or see [38] ) of expressing the residue in terms of the principal symbol of the classical pseudodifferential operator in question, one finally will arrive at Connes' trace theorem.
The Connes' trace theorem and its application
In the following we are going to comment on the way along to Connes' trace theorem in a more detailed manner and will give some indications on applications of this formula as to classical Yang-Mills theory.
2.1. Preliminaries.
Basic facts about pseudodifferential operators.
Let Ω be an open set in R n , and let C ∞ 0 (Ω) be the space of smooth functions with compact support inside Ω. Definition 2.1. Let p ∈ C ∞ (Ω×R). p is called a symbol of order (at most) m ∈ R, if it satisfies the estimates
for any choice of multiindices α, β and compact K ⊂ Ω. The space of the symbols of order m is denoted by
It is obvious that
is the Fourier transform of u. Note that different p, p ′ ∈ S m may lead to the same operator, Definition 2.3. p ∈ S m is called classical, if it has an "asymptotic expansion"
i. e. p m−j ∈ S m−j and 6) and if p m−j is positive homogeneous in ξ "away from 0", i. e.
A ψDO is said bo be classical if its symbol is classical. The spaces of classical symbols and ψDOs are denoted by S 
If P is a classical ψDO then so is P ′ .
The theorem makes it possible to define ψDO's on manifolds. Let M be a paracompact smooth manifold, and consider an operator A :
If Ω is some coordinate neighborhood of M , there are a natural extension map
are ψDO of order m. By Theorem 2.1, this is a good definition, and also classical ψDO can be defined in this manner. Moreover, equation (2.10) says that the principal symbol has an invariant meaning as a function on the cotangent bundle T * M . On the other hand, ψDO on a manifold can be constructed by gluing: Let j Ω j = M be a locally finite covering of M by coordinate neighbourhoods, and let A j be ψDO's of order m on Ω j . Furthermore, let j ψ j = 1 be a partition of unity subordinate to the given covering, and let φ j ∈ C ∞ 0 (Ω j ) with φ j | supp ψj = 1. Then A := j φ j • A j • ψ j (φ j , ψ j considered as multiplication operators) is a ψDO of order m on M whose restrictions A Ωj coincide with A j .
ψDO's acting on sections of vector bundles are defined with appropriate modifications: They are glued from local ψDO's which are defined using matrices of symbols. The principal symbol is then a function on T * M with values in the endomorphisms of E, i. e. a section of the bundle π * (End(E)), where π : 
For the case of manifolds, a Riemannian metric is used in the definition of the L 2 scalar products, for vector bundles in addition a fibre metric. L 2 (M, E) denotes the corresponding space of L 2 sections. We will need the following facts: 1. The product (which exists, if at least one of the factors is "properly supported") of two ψDO's of orders m, m ′ is a ψDO of order m + m ′ . 2. The principal symbol of the product of two ψDO's is the product of the principal symbols of the factors. 3. A ψDO of order ≤ 0 is bounded. For order < 0 it is compact. 4. A ψDO of order less than −n on a manifold of dimension n is trace class. 5. If A is a ψDO on a manifold, and if φ j and ψ j are as above, then A may be written
Remark 2.1. Note that the classical ψDO's form an algebra which is an example of a more abstract object which usually is referred to as Weyl algebra. According to [13] , it is a Weyl algebra corresponding to the symplectic cone Y = T * M \ {0} ({0} the zero section), with its standard symplectic form ω and R + -action ρ t (x, ξ) = (x, tξ). That is, Y is an R + -principal bundle such that ρ * t ω = tω. The properties listed above, however, are only part of the conditions assumed in [13, 2., A.1.-E.].
Definition of the Wodzicki residue.
There are at least two equivalent definitions of the Wodzicki residue: As a residue of a certain ζ-function and as an integral of a certain local density [38] , [21] . We take as starting point the second definition which can be used most directly for writing classical gauge field Lagrangians. The first definition will show up in the second proof of Connes theorem. Definition 2.4. Let M be an n-dimensional compact Riemannian manifold. Let T be a classical pseudodifferential operator of order −n acting on sections of a complex vector bundle E −→ M . The Wodzicki residue of T is defined by
where σ −n (T ) is the principal symbol of T , S * M is the cosphere bundle {ξ ∈ T * M | ξ g = 1} and µ is the volume element defined by a multiple of the canonical contact form on T * M . tr E is the natural pointwise trace on π * (End(E)).
The form µ is defined as µ = (−1)
, where α is the canonical 1-form on T * M , α = i ξ i dx i in local coordinates. Res W is also defined for classical ψDO of any order, using the same formula with p −n instead of σ −n for integer order m ≥ −n and putting Res W = 0 for noninteger order.
It should be noted that the Wodzicki residue can be defined without using the Riemannian structure [38] : One starts defining for a ψDO T on a chart domain in R n a local density
is the normalized volume form on the standard Euclidean sphere ξ = 1 and dx is the standard volume form in the chart coordinates. Note thatdξdx = µ. Then one shows that this has good functorial properties, i. e. is indeed a density (an absolute value of an n-form) on M , and defines
tr res x (T ).
Due to the homogeneity property of p −n (x, ξ) (using the Euler formula), p −n (x, ξ)dξ is a closed form, thus ξ = 1 can be replaced by any homologous n − 1-surface, in particular by any sphere ξ g = 1 with respect to a chosen Riemannian metric on M . This leads to formula (2.11) used above. Thus, Res W (T ) does not depend on the choice of the Riemannian metric defining the cosphere bundle. It may, however, depend on the metric through a metric-dependence of T . 
As a consequence, T r ω does not depend on the choice of the functional ω in this case.
The following two parts will be devoted to proofs of this theorem exclusively. Two variants of proving will be presented :
In the first variant we are following roughly the line of the original arguments given in [2] , but see also [23] and [14] for some details 7 , and the special case of scalar operators is dealt with, essentially. Thereby, to keep short, in some parts the proof will be left a bit sketchy. However, in any case it will be at worst detailed enough to convince the reader of the validity of Connes' trace theorem for the example of the scalar operator (1 + ∆) −n/2 on special compact manifold like the n-torus T n or the n-sphere S n , respectively, and where ∆ is the Laplacian there.
The second variant of proving will be based on an application of Theorem 1.3 and formula (1.13b), together with some of the knowledge gained while proving Connes' theorem in one of the above mentioned special cases which we have been treating completely in course of the first variant of the proof. Thereby, the applicability of (1.13b) as well as the idea that for a complete proof in context of this formula it would suffice if (one) non-trivial example (i.e. one with non-vanishing Dixmiertrace) could be handled explicitely, both are given and are guaranteed to work according to the arguments found in [13] . Emphasize that it is due to the pecularity of this second line of argumentation that along with a special case then validity of the theorem in its full generality -not only for scalar operators -can be concluded.
On the proof of Connes' trace theorem.
The idea is to see first that the theorem is true if it is true on one manifold and then to prove it on a manifold one likes, e. g. T n or S n . First, the theorem is true on a manifold M globally iff it is true locally. This is due to property 5. of ψDO's given above and the fact that smoothing operators are in the kernels of both Res W and T r ω . Now one can transport the local situation, using a local diffeomorphism, to a local piece of another manifold M ′ . Both sides of the desired equation do not change under this transport. Using now again the above local-global argument, we can think of this local operator as part of a global operator on M ′ (gluing by means of a partition of unity). Thus, if the theorem is true on M ′ , it must also be true on M , otherwise we would have a contradiction. Let us prove point (i) of the theorem on T n . First we show T ∈ L 1,∞ for any ψDO of order −n on T n . The Laplacian ∆ (with respect to the standard flat metric on T n ) is a differential operator of order 2, therefore (1 + ∆) −n/2 is a ψDO of order −n, and T can be written in the form T = S(1 + ∆) −n/2 , where S is a ψDO of order 0, therefore bounded. Since L 1,∞ is an ideal, it is sufficient to see (1 + ∆) −n/2 ∈ L 1,∞ . For the proof we need yet a little result from the general theory of compact operators. Suppose x ≥ 0 is compact but not of finite rank. Let λ 1 > λ 2 > . . . > 0 be the ordered sequence of the non-zero eigenvalues of x, with multiplicity m k for λ k . Then, for each integer t ∈ [0, m k+1 ], k > 2, let us consider
which yields all terms γ n (x) of the sequence (1.3a) with j≤k m j ≤ n ≤ j≤k+1 m j . From (2.13a) with the help of the properties of the logarithm one then easily infers that for the mentioned t's the following estimate holds :
with c k+1 = 1+{log(1 + (m k+1 / j≤k m j ))/log j≤k m j }. In view of the structure of the latter coefficients from (2.13b) then the following and often useful auxiliary criterion can be seen to hold. 
n is pure point, consisting of the
The multiplicity of an eigenvalue λ of ∆ is m(λ) = #{k ∈ Z n | i k 2 i = λ}. From this follow analogous facts for the operator (1 + ∆) −n/2 . Let m k be the multiplicity of the k-th eigenvalue of the latter. By construction it is easily seen that convergence of {γ R ((1 + ∆) −n/2 ) : R ∈ R + \{0}} as R → ∞ with
and where N ′ R is the number of lattice points in Z n with 1 + k 2 ≤ R 2 , implies the limit lim k→∞ γ { j≤k mj } ((1 + ∆) −n/2 ) of the considered subsequence of the sequence (1.3a) to exist (in which case then both limits have the same value). It is not hard to see that for geometrical reasons with the above multiplicities also the other condition in the hypotheses of Lemma 2.1 is fulfilled; this e.g. can be concluded as a by-result from our estimates given below and relating the asymptotic behavior of the ratio between the surface of an n-sphere to the volume of the n-ball of same radius R within R n . Hence, in view of Lemma 2.1 the conclusion is that if the limit
can be shown to exist, then by Theorem 1.2 (2) it has to equal to T r ω ((1 + ∆) −n/2 ) (independent of ω). Also, it is not hard to see that the latter limit exists if
exists, where N R is the number of lattice points with k ≤ R, and in which case then both limits yield the same value. We prove that the latter limit exists, computing its value. It is well known [37] that
Γ(n/2) (area of the sphere S n−1 ). Neglecting terms of lower order in R, we have
In order to determine k ≤R k −n for large R, we first count the number of lattice points in a spherical shell between R and R + dR,
Integrating this, we obtain asymptotically for large R
Together with log N R = n log R + log Ω n − log n + . . . this leads to
14)
It is much easier to determine the Wodzicki residue: The principal symbol of (1 + ∆) −n/2 is σ −n ((1 + ∆) −n/2 )(x, ξ) = ξ −n , where . denotes the standard euclidean metric on R n . Therefore,
coinciding with the result for the Dixmier trace. Thus, the theorem is already proved for a special operator on T n . To prove point (ii) of the theorem, we start with some general remarks about T r ω . It is a positive linear functional on the space L −n of ψDO's of order −n with L −n−1 ⊂ kerT r ω , because elements of L −n−1 are trace class (see property 4. above). Using L −n ≃ S −n /S −∞ , it follows that T r ω may be considered as a linear functional on S −n /S −n−1 , the space of principal symbols of ψDO's of order −n. By restriction, it is also a linear functional on the space of principal symbols of classical ψDO's of order −n. On the other hand, this latter space and the space C ∞ (S * M ) coincide, since every element of C ∞ (S * M ) by homogeneity defines a classical principal symbol, ( [6] , 23.29.11.). Thus, we end up with a linear functional on C ∞ (S * M ). It follows from symbol calculus that this functional is positive (see [4] ). Thus, we have a positive distribution, which is always given by a positive measure on S * M ([5], 17.6.2). Since an isometry of M gives rise to a unitary transformation of L 2 (M, v g ), and the spectrum of an operator does not change under unitary transformations, the Dixmier trace is invariant under isometries. Therefore, the corresponding measure on S * M is invariant under isometries. Considering now the case M = S n , the standard n-sphere with the metric induced from the euclidean metric on R n+1 , the group of isometries is SO(n + 1), and S * M is a homogeneous space under the induced action of SO(n + 1). It is easy to see that the volume form of the induced Riemannian metric on S * S n is invariant under the action of SO(n + 1). Uniqueness of the invariant measure on a homogeneous space shows that the positive measure corresponding to the Dixmier trace must be proportional to the measure given by this volume form v g , T r ω (T ) = const.
It is an easy exercise to show that v g coincides in this case with the form µ defined above. Moreover, the constant, which neither depends on the operator nor on the Riemannian manifold, is determined by the example of the torus. Remark 2.3. Note that it follows from Theorems 1.3 and 2.2 that the Wodzicki residue in some cases coincides with a residue of the zeta function ζ T (z) = tr T z (see also below).
2.2.3.
An alternative proof of the Connes' trace formula. In this part another derivation of the trace formula (2.12) will be presented. Thereby, the line will be to make the abstract formula (1.13b) directly accessible for the needs of Connes' trace formula. According to the hypotheses in Theorem 1.3 under which (1.13b) is to hold, to this sake one first needs to analyze the singularity properties of those complex extensions of the ζ x -function beyond the half-plane ℜz > 1, which at least comprise the line ℜz = 1. The latter can be achieved conveniently by means of V. Guillemin's methods. In demonstrating this way towards formula (2.12) we finally will end up with an alternative proof of Theorem 2.2 (ii).
We start with some preliminary considerations about various existing definitions relating to ζ-functions which can be associated to some positive operator.
for w ∈ C, makes sense. Thereby, the mentioned operator family itself is known to possess a canonical property; it is a so-called holomorphic family of operators 9 . The latter especially means that the conditions of the hypothesis of [13, Theorem 7.1] are fulfilled, and then in line with the conclusion of this result ζ(T, P )(w) has to be holomorphic in the half-plane ℜw < 0 and has a meromorphic extension to the whole complex plane, and at w = 0 has, at worst, a simple pole. Moreover, according to [13, Theorem 7.4 ] the residue of this meromorphic extension depends only on the symbol σ −n (T ) of T , and has the form Res| w=0 ζ(T, P ) = g 0 Res(σ −n (T )) , (2.16a) with a non-zero constant, g 0 = 0, which depends only on the Weyl algebra W under consideration. Now, remind that we are in the special context described in ), µ f is the uniquely determined (2n − 1)-form defined through tr E fμ = π ′ * (µ f ) and tr E is the natural pointwise trace on π * (End(E)). Note that there is a basic fact saying that homogeneous C ∞ -sections of π * End(E) → Y in our case yield exactly all the principal symbols to classical ψDO's of order −n.
In addition let us suppose T ∈ L −n cl (= W −n ) to be positive-definite. By Theorem 2.2 (i) one has T ∈ L 1,∞ (H), and by compactness and in view of the definition ofand the properties coming along with -the term ellipticity, T −1 , and thus also P T , is elliptic and of order one. Thus, the above-mentioned conclusions about the possibility of a meromorphic extension of ζ(T, P ) and its singularity structure at w = 0 apply with P = P T . In view of Lemma 2.2 and as a consequence of the just said, upon changing the complex variable w into z in accordance with w = n(1 − z) we will see that analogous facts hold in respect of ζ T and at z = 1, accordingly. That is, ζ T possesses a meromorphic extension into the whole z-plane, with a simple pole at z = 1, at worst. Having in mind this, and taking into account that from w = n(1 − z) a geometric factor 1/n arises while passing from the residue of the one extension at w = 0 to the residue of the transformed extension at z = 1, in view of (2.16a)-(2.16b) we then may summarize as follows : has to be fulfilled, for each positive-definite T of order −n. Moreover, to fix the constant g 0 it obviously suffices to deal with one particular case of such an operator. Moreover, once more again according to the local-global and the M -to-M ′ arguments, which we have already mentioned at the beginning of 2.2.2 while proceeding the first variant of the proof of Theorem 2.2, we have to conclude that the constant g 0 within (2.16c) has to be the same, in each case of an n-dimensional compact manifold M . Hence, we may content with the known result for T = (1 + ∆) −n/2 on the n-torus M = T n . According to our calculations therefore g 0 = 1/(2π) n has to be concluded, and then (2.16c) will yield that (2.12) has to be valid, for each positive-definite T of order −n on an arbitrary compact n-dimensional manifold M . From this the validity for all positive T of order −n can be concluded, since for fixed positive-definite T 0 of order −n and each positive T the family T (ε) = T + ε T 0 , ε > 0, consists of positive-definite ψDO's of order −n, for which according to the above the assertion of Connes formula holds. In fact, according to Lemma 1.5 one knows Tr ω T (ε) = Tr ω T + ε Tr ω T 0 . On the other hand, the map A → σ −n (A) between ψDO's of order −n and their principal symbols is a homomorphism, and therefore also σ −n (T (ε)) = σ −n (T ) + ε σ −n (T 0 ). Hence, since the expression on the right-hand side of (2.16c) obviously is a linear form with respect to the σ −n (T )-variable, the validity of (2.12) in the general case can be obtained simply via the just mentioned linearity and upon taking the difference between a relation of type (2.16c), taken at one particular T (ε), for some ε > 0, and the ε corresponding multiple of the relation of type (2.16c) at T 0 .
Classical Yang-Mills actions.
Here we make some remarks about the construction of the bosonic part of classical (pure) gauge field actions in terms of the Dixmier trace and the classical Dirac operator. This was considered in more detail in the lectures by R. Holtkamp and K. Elsner/H. Neumann. We will make use of the fact that the de Rham algebra of exterior forms is isomorphic to the differential algebra Ω D (C ∞ (M )) coming from the classical spectral triple (A = C ∞ (M ), H = L 2 (M, S), D), D the Dirac operator on the compact n-dimensional Riemannian spin manifold M , S the spinor bundle (see the lecture by M. Frank). The representation π of A on H is given by sending f ∈ A to the operator of multiplication with the function f . Thus the classical Yang-Mills action can be entirely written in terms of objects which have a straightforward generalization to the noncommutative situation.
