A moving, solidifying interface that grows by the instantaneous adsorption of a diffusing solute can be described by equations analogous to those of the classical one-sided Stefan problem for solidification. However, the behavior of precipitate growth by material deposition can depend on both surface kinetics and bulk drift of the depositing species. We generalize the Stefan problem and its interface boundary condition to explicitly account for both surface kinetics and particle convection. A surface layer, within which the surface adsorption and desorption kinetics occurs, is introduced. We find that surface kinetics regularizes the divergent interface velocity at short times, while a finite surface layer thickness further regularizes an otherwise divergent initial acceleration. At long times, we find the behavior of the interface position to be governed by the particle drift. The different asymptotic regimes and the cross-over among them are found from numerical solutions of the partial differential equations, as well as from analysis of a nonlinear integro-differential equation.
1. Introduction. The process of nucleation and growth due to precipitation of diffusing molecules arises in many physical and biochemical processes. As the precipitate grows, the interface at which adsorption occurs moves. Such moving boundary problems can arise in solidification during phase transitions, step growth in surface physics [4] , and even in membrane contact regions between particles and cells [11, 6] .
The classical moving interface problem, the Stefan problem, describes the growth of a flat interface between solid ice and water, with an accompanying release of heat. Mathematically, the one-sided problem consists of a diffusion equation which is to be solved within a domain X(t) < x < ∞, where X(t) is the time-dependent location of the moving boundary. Since X(t) is an unknown, three boundary conditions are required to close the problem. Two conditions are immediately obtained from the far field behavior of the temperature field T (x, t) and a kinematic condition on the interface that governs its velocity (e.g.,Ẋ ∝ ∂T ∂x ). However, deriving the form of the third boundary condition requires additional physical considerations. In the solidification of ice, T (X, t) = 0, the freezing point of water. This Dirichlet boundary condition is valid as long as the latent heat of fusion is large and the heat capacity of the solid precipitate is small, rendering thermal diffusion the rate-limiting process. Virus wrapping by a cell membrane can also be modeled as a Stefan problem [11] . Here, the contact area between the host cell membrane and a virus particle can be viewed as a growing domain. The concentration of receptors on the cell membrane is governed by diffusion; these receptors bind to ligands on the surface of the virus, increasing the contact area. Instead of imposing a third boundary condition at the interface, the authors in [11] enforce a global energy dissipation rate that involves cell membrane stiffness, receptor-ligand binding energies, and entropic contributions from receptor molecules.
A simple analytic solution to the classical one-phase Stefan problem is possible with a constant initial condition. In this case, one can show that the interface position is proportional to √ t. However, this solution predicts an unphysical infinite initial velocity. For the thermal Stefan problem, it has been shown that kinetic undercooling conditions at the interface regularize the solution at t = 0 [10] . The conditions produce a finite velocity without modifying the heat flux from the interface. However, a similar regularizing condition for material deposition and growth (which is the more relevant physical situation for the one-sided Stefan problem) seems to be lacking.
In surface step growth, a moving boundary problem is frequently used to model a concentration of adsorbed atoms which attach and detach to the edge of one or more growing atomic monolayers [4] . However, in these applications, the concentration of mobile adatoms on the terraces is typically assumed to be equilibrated. This quasisteady approximation neglects transients and is appropriate only at long times, but it simplifies calculations tremendously. Models that assume quasi steadiness have been used to study a wide range of different phenomena including the effects of an applied electric field [22] , strain [13] , and material deposition [19] on the growth and relaxation of thin films. Models that do not assume quasi steadiness are much less common and seem to focus mainly on growth by deposition [1, 15, 20] .
In this paper, we study the one-sided material Stefan problem in the presence of a convective drift and propose a set of boundary conditions that regularize the interface velocity and acceleration at t = 0. These conditions are analogous to the ones in the thermal Stefan problem [10] but are different both physically and mathematically. This should not be surprising since we have seen (see, e.g., [11] ) that closure conditions vary depending on the physical context of the problem being studied. Our proposed boundary condition introduces a thin layer adjacent to the interface within which local attachment and detachment kinetics determine the interface dynamics. Without assuming the quasi-steady approximation, we study the general problem of a precipitate growing under the joint effects of attachment-detachment kinetics, bulk diffusion, and convection.
Our focus is on the one-dimensional problem so that the interface position is described by a single scalar quantity, X(t). The growth of the interface is treated by considering a thin layer with thickness ε adjacent to X(t) with local concentration C s (t) within and by performing a mass balance. This layer was first introduced in the seminal work of Ward and Tordai [23] as a kinetic "subsurface" layer for the treatment of surfactant [17, 9, 18] and protein [3, 25] adsorption on a static air-water interface. In these applications, the kinetic subsurface layer arises naturally in the expressions connecting surface concentration (number/area) to bulk concentration (number/volume). A physical motivation for this layer based on particle mean free paths or the range of molecular interaction between bulk particles and the surface has been described in [7] . All particles within this layer can adsorb onto the growing interface with rate k on . Similarly, the precipitate can release particles into the layer with rate k off . This transport due to the "Langmuir kinetics" within the kinetic layer is balanced by convective and diffusive fluxes from the bulk.
The organization of this paper is as follows. In section 2, we include Langmuir kinetics by introducing a modified boundary condition obtained by marrying the subsurface analysis of Ward and Tordai [23] with mass balance at a moving interface.
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After writing the governing equations, we derive an integro-differential equation that describes the motion of the interface. In section 3, we study this equation in the absence of convection and study how the interface motion is modified in the presence of kinetics and a finite kinetic subsurface layer thickness-which we shall call the "layer capacity." Section 4 focuses on the convective case. We show that the inclusion of convection leads to a rich variety of possible behaviors not seen in the classical Stefan problem. We end with a conclusion and discussion in section 5.
Problem setup.
Consider a growing interface fed by the deposition of diffusing particles above it. We model this process using three separate regions: a solid region, a microscopically thin kinetic layer, and a bulk region of diffusing and convecting particles. The surface is at position X(t) at time t and grows as particles from the microscopic layer bind to it. This microscopic layer has thickness ε and lies on top of the surface. We describe the dynamics in a frame moving with velocityẊ(t) such that the solid/kinetic-layer boundary is always at x = −ε (see Figure 2 .1). The kinetic-layer/gas boundary is at x = 0. Note that in contrast to previous treatments of the Stefan problem, our interface between the solid and gas phases is not a twodimensional plane but a distributed three-dimensional kinetic layer. For the rest of this paper, we shall refer to x = 0 in Figure 2 .1 as "the interface."
The convection diffusion equation describing the bulk concentration for 0 < x < ∞ is
where C is the bulk particle concentration, D is the bulk diffusivity, and U is an intrinsic drift of the particles participating in precipitation. A physical realization of U could be the electrokinetically driven velocity of charged particles as they precipitate onto an electrode [2, 21] . The conservation law for the density of particles in the kinetic layer is
Within sufficiently thin kinetic layers, we can neglect spatial variations in C(x, t) and write C(x, t) = C s (t) whenever −ε < x < 0 and where lim x→0 + C(x, t) = C s (t). Thus, we obtain a boundary condition for (2.1) at x = 0:
In (2.3), we are assuming that particles entering the kinetic layer through diffusive and convective fluxes are immediately free to participate in kinetic attachment and detachment, characterized by rates k on and k off . The intrinsic adsorption speed k on has units of length per time and k off is the intrinsic desorption rate per unit area. Also note that both C s (t) in (2.3) and C(x, t) used in (2.1) and (2.2) describe particle densities in a frame moving with the interface. The rate of binding of particles onto the surface is proportional to the concentration in the thin layer, C s (t), while the desorption of particles from the precipitate into the layer occurs spontaneously with rate k off : see the inset in Figure 2 .1. Therefore, the kinematic condition for the interface is where v 0 is the molecular volume of the outermost layer of adsorbed particles. Finally, we have the far field condition for C(x, t)
Note that unlike the usual Stefan problem, (2.3) and (2.4) do not fix the concentration at the interface: rather it is determined by kinetics and is in general time-dependent. The boundary condition (2.3) includes the effects of a convective drift and a diffusive flux into the kinetic layer [12] . Similar conditions that include kinetics in the Stefan problem were used in [14] , [8] , and [10] . We nondimensionalize length by (D/k off ) 1/4 and time by (
and new dimensionless parameters In (2.10) and (2.11),φ s (t) ≡φ(0,t). In this paper, we solve (2.9)-(2.12) with the initial conditionφ(x, 0) =φ 0 , a constant. If C 0 is the initially uniform particle concentration, v 0 C 0 represents the initial volume fraction of the solute and must therefore lie between 0 and 1 so that
wherev 0 > 0. As will be shown, this physical constraint on the initial condition will rule out solutions to our problem that would otherwise be mathematically correct. The constraint (2.13) does not arise in the thermal Stefan problem. WhenŪ = 0 andε = 0, (2.9)-(2.12) become mathematically identical to the thermal undercooling problem studied in [8] and [14] , with η playing the role of the undercooling parameter. In this case, analytic long time similarity solutions are possible [8, 14] . However, these solutions are valid only whenφ 0 < 1 in the far field. The finite time singularities and traveling waves which arise forφ 0 > 1 are not present in our material problem because of the constraint (2.13).
Our focus in this paper will be on how the values of η,ε, andŪ affect the motion of the interface. We now drop all overbars to simplify the notation with the understanding that all variables and parameters are dimensionless for the rest of this paper. Qualitatively, ε describes the capacity for addition of particles into the kinetic layer. For example, when ε = 0, the increase in the number of atoms in the layer due to the convective and diffusive fluxes is always equal to the number of atoms leaving the layer due to the interfacial kinetics. Henceforth, we shall refer to ε as the "layer capacity." The parameter η describes the speed of diffusion relative to the speed of attachment, and U is the nondimensional convection velocity. Upon substituting (2.10) into (2.11), we have
Physically, we expect the behavior of the system to approach that of the classical Stefan problem when k on is large and U and ε are small in (2.8), obtained by letting η,ε,Ū → 0. In fact, the usual Stefan conditions for the one-phase problem ϕ s = 0,Ẋ = ∂ϕ ∂x | x=0 are obtained from (2.14) and (2.10) when these limits are taken. From inspection of (2.10), we suspect that the η → 0 limit may be a singular one since η multiplies the highest time derivative in the boundary condition.
The solution for ϕ can be found by taking Laplace transforms in x of (2.9) and (2.10):
(2.15)
By carefully taking the limit x → 0 (see Appendix, section 6.1) and substitutinġ X = ϕ s (t)/η, we obtain an integro-differential equation for X(t):
In principle, (2.16) can be solved to find X(t), which can then be substituted back into (2.15) to recover ϕ(x, t). Although we are not able to solve (2.16) analytically, we can use it to extract the asymptotic behavior of X(t) in certain cases. When η 1, we expect that there will be a transient (boundary layer in time) near t = 0. Within this layer, the layer capacity and the kinetics will play important roles. Outside of this boundary layer, the motion of the interface should be well approximated by the exact solution of the classical one-sided Stefan problem when U = 0. 
We seek a solution of the form X(t) = X out (t) = 2α √ t and obtain (3.2)
Therefore α satisfies the familiar Stefan transcendental equation [5] :
We conclude that the outer solution to (2.16) in the absence of convection is exactly the one predicted by the classical Stefan problem: for sufficiently long times, the motion of the interface is limited by diffusion and kinetics is relatively unimportant. Upon defining δ ≡ ε/η, the short time behavior of (2.16) can be extracted by setting ξ = t/η 2 , ξ = τ/η 2 , and X(t) = ηY (ξ):
We seek series solutions of the form
valid for ξ 1. In the limit of vanishing layer capacity δ ≡ ε/η = 0, we easily find the first three coefficients c 1 = 0, c 2 = ϕ 0 , and
. Therefore, for small times we obtain
This behavior is confirmed numerically in Figure 3 .1(a). Details of the numerical procedure are given in Appendix, section 6.2. From (3.6), we see thatẊ(0) is finitethe inclusion of kinetics has regularized the velocity at t = 0: recall that the outer solution X out (t) = 2α √ t predicts thatẊ out (t) → ∞ as t → 0. However, because of the t 3/2 term in (3.6), the acceleration of the interface still diverges for small t. Now consider the case where δ = ε/η > 0. We have c 2 = ϕ 0 as before, but in this case c 3 = 0 and c 4 = −ϕ 0 /(2δ). Therefore, the solution for ε > 0 takes the form
Hence the inclusion of a nonzero capacity in the kinetic layer has regularized the acceleration of the interface. Numerical data ofẊ(t) versus t is shown in Figure 3 .1(b) along with the analytic prediction (3.7). Note thatẌ(0), given by the slope at t = 0, is finite but increases in magnitude as ε → 0. Clearly, X(t) cannot have a finite acceleration if the interface velocity is infinite. This fact is reflected in the structure of (2.10) and (2.16), where ε always multiplies η. One can regularize the acceleration by taking ε > 0 only if η > 0. In summary, the addition of kinetics has regularized the velocity,Ẋ, through (3.6) and the addition of layer capacity has regularized the acceleration,Ẍ, through (3.7). The interface position is, of course, a physical quantity and should be an analytic function of t: it should have a Taylor expansion about t = 0 containing only integer powers, corresponding to c m = 0 when m is odd in (3.5). However, although the first two terms of (3.7) are integer powers (since c 1 = c 3 = 0), we do not know if the higher order terms are also integer powers. In other words, we do not know if the inclusion of a finite kinetic layer capacity results in c m = 0 when m is odd and > 3. 
) (dashed curves). The agreement is better for larger values of δ ≡ ε/η. Larger values of surface layer capacity result in a slower precipitation rate, yielding slower interface growth.

The effect of convection.
In this section, we focus on the long time behavior of the interface when U = 0. We assume that both ε and η are small but nonzero.
Positive convection.
The addition of convection in the bulk phase leads to an interesting qualitative change in the behavior of the interface. We expect that the addition of even a small amount of convection will affect X(t) significantly for large times. Assume that bulk particles drift away from the interface so that U > 0. Furthermore, assume that ϕ 0 > 0. For intermediate times, the diffusive flux into the interface will dominate convection so that the interface will grow, i.e.,Ẋ > 0. However, for longer times, convection will become more important and start depleting the concentration in the kinetic layer. This will eventually result inẊ < 0, as shown by the thick black curves in Figure 4.1(a) . We define the time at whichẊ starts to become negative to be t * so thatẊ(t * ) = 0. This defines X * ≡ X(t * ) as the maximum interface position attained. The position of the interface will start to retreat when convection becomes comparable to the effect of diffusion, i.e.,
This scaling is confirmed by data from numerical experiments, shown in Figure 4 .1(b), and breaks down when ηU ≥ O (1) . In this case, strong convection precludes diffusive behavior and the system transitions directly from the kinetic to the convective regime.
From Figure 4 .1(a), we notice that for long times, the motion of X(t) is approximately linear. We postulate that for long times and U > 0, the interface moves with a constant negative velocity, driven by the bulk convection. With this in mind, we take X(t) = V t for some constant V < 0 and substitute this ansatz into (2.16). As t → ∞, the solution becomes independent of ϕ 0 and we obtain V = − v0U 1+ηU so that In cases where attachment rates are much larger than detachment rates so that η, v 0 1, we can use (4.1) as the long time solution forẊ to see that ϕ s = −ηv 0 U/(1 + ηU ) = O(ηv 0 ). The linear behavior in X(t) arises sooner when U is large. Therefore, when U 1, we substitute X(t) = V t into (2.15) to obtain the bulk concentration
Equation (4.2) has a simple physical interpretation. It describes particles diffusing and advecting away from the interface with velocity U , but viewed in a frame of reference that moves with velocity V (see Figure 4 .2(a)).
Negative convection.
Now let us consider the case where U < 0. Again, we look for a long time linear solution X(t 1) ∼ V t to (2.16), where V must be > 0. We find that V satisfies ηV
and we have taken the positive root. Taking the negative root always gives a negative value for V which is unphysical. Note that 4ηU (ϕ 0 + v 0 ) < 0 because of (2.13). Mathematically, it is possible to have both U, V < 0 by choosing (ϕ + v 0 ) < 0, but these solutions are not physically meaningful in the context of surface growth. Although the long time velocity V > 0 in (4.3), at short times kinetic detachment or diffusive evaporation can dominate, giving rise to a transient negative velocity as shown by the thin curves in Figure 4.1(a) . For a precipitate of finite thickness, this transient dissolution can result in complete annihilation of the precipitate before the onset ofẊ > 0 growth. Surprisingly, unlike the U > 0 case, the bulk excess volume fraction ϕ(x, t) corresponding to the interface velocity (4.3) is time-independent and found from integrating (2.9) directly:
where
and V is given by (4.3). The inclusion of a negative convection causes the interface to eventually grow linearly with time, resulting in steady state solutions. The steady concentration profile from (4.4) is shown in Figure 4 .2(b) and was verified numerically. Note that we require V − U > 0 for this solution to be valid. For more negative U , the particles are pushed faster against the growing interface, resulting in a thinner boundary layer in ϕ(x). The surface density ϕ s is unaffected by U and depends instead on the surface kinetics through η. As the effective surface adsorption rate decreases, η increases, thereby increasing the surface density ϕ s . From the preceding analyses, it is clear that the ϕ 0 , U > 0 and ϕ 0 , U < 0 cases are not "symmetric": the transformations U → −U , ϕ 0 → −ϕ 0 , X → −X do not leave (2.9)-(2.12) invariant. For any value of U = 0, we expect eventually a linear behavior X(t) ∼ V t. The dependence of V on U is shown in Figure 4 .3. Interestingly, when U < 0, the prefactor V depends explicitly on the initial condition, but this is no longer true when U > 0. When U < 0, bulk particles with a concentration determined by ϕ 0 are convected into the interface and one would expect the interface velocity to be ϕ 0 -dependent. On the other hand, when U > 0, bulk particles are convected away from the surface and therefore the long time interface velocity is independent of ϕ 0 .
In summary, for ηU 1, we have identified three different regimes for X(t), depending on which of the three physical effects (kinetics, diffusion, convection) gov- erns the dynamics. When t O(η 2 ), we have a kinetics dominated regime where
, diffusion dominates the motion of the interface and X(t) ∼ √ t. Finally, convection dominates when t O(1/U 2 ), leading to a (negative) linear behavior, X(t) = O(−t). These three regimes are shown in Figure 4 .4. We have thus far considered only ηU 1. For ηU ≥ O(1), we expect that the convection regime will arise at a shorter time, shrinking the duration of the diffusive regime. Our analyses in subsection 4.1 will no longer be valid for large ηU , as shown in Figure 4 .1(b).
Discussion and conclusions.
In this paper we studied the Stefan problem but with the inclusion of three additional physical effects: interface kinetics, layer capacity, and convective drift. We derived a nonlinear integro-differential equation which, in principle, can be solved to find the interface position at any time. In the special case where kinetics, capacity, and drift are negligible, we recovered the solution to the classical problem. The solution to the classical problem has a specific physical meaning in the context of surface growth when convection is absent: it is the "outer" solution to a boundary layer problem described by (2.16) . This outer solution X out (t) is valid for sufficiently long times, t η 2 , where η describes the speed of diffusion relative to the speed of attachment.
We analyzed the integro-differential equation (2.16) for short times and found that the inclusion of kinetics and kinetic layer capacity in the interface condition rendered the velocity and acceleration of the interface finite. On a related note, the classical Stefan problem does not admit a smooth, uniform concentration as its initial condition. BecauseẊ out (0) is infinite, ∂ϕ ∂x | x=0 must diverge at t = 0, forcing ϕ(x, 0) to be discontinuous at x = 0. With the introduction of our kinetic layer and its associated boundary conditions, we can take ϕ(x, 0) = ϕ 0 , for all x ≥ 0, resulting in a continuous concentration field.
For long times, we found that convection dominated the motion of the interface and that its velocity was always in the opposite direction of the drift-which is to be expected. However, although switching the sign of the convection switches the sign of the interface's long-time velocity, we discovered that the interface speed is modified. In particular, for fixed kinetic rates and layer capacity, a convective drift away from X resulted in a long time interface velocity that was independent of the initial condition ϕ 0 , whereas a drift into X drove the interface to eventually move with a constant velocity that was ϕ 0 -dependent. Interestingly, the introduction of a drift into the interface makes possible the existence of steady state solutions. When drift is away from the interface, no steady state solutions are found; instead, traveling waves propagate away from the interface under certain conditions (see (4.2) ). Given that our current understanding of surface growth under the effects of convection is somewhat incomplete [24] , we think that these results may be important in the context of step-bunching instabilities that arise due to a forced adatom drift [16] .
In summary, our study shows that the growth of an interface can exhibit a variety of behaviors, depending on the interplay between kinetics, diffusion, and convection. There are many important extensions to our work. For example, we have not analyzed the radial growth of circular/spherical precipitates. In these cases, strain effects at a curved interface can render the dissociation rate k off [R(t)] a function of the precipitate radius R(t). Including such effects with diffusion and convection may lead to additional nonmonotonic interface dynamics. Finally, an interesting computational application of (2.16) would be to apply the integral equation method in [15] to a step model of surface growth that includes the effects of convection, kinetics, and layer capacity.
6. Appendix. 6.1. Limit result of x → 0 in (2.15). Equation (2.16) is obtained using
This last equality is shown by splitting the range of integration so that I = I 1 + I 2 : (6.2)
Using the substitution y = x/ √ τ , we obtain
[y+ 
X(t) − X(t − τ ) 2τ e −(X(t)−X(t−τ )−Uτ )
2 /4τ ϕ s (t − τ ) dτ √ τ .
Details of numerical method.
Equations (2.9)-(2.12) were solved numerically using first and second order finite differences in time and space, respectively: (6.9) (6.10)
The value ϕ m N is not modified by the numerical scheme. When ε = 0 in (2.9)-(2.12), our equations become identical to those in [8] if the sign of the dependent variable is switched and the independent variable is shifted back to the lab frame. Using the derived similarity solutions in [8] , we performed a validation study of our code. For completeness, here we reproduce these similarity solutions:
ϕ(x, t) = f (ξ) + ηg(ξ)/ √ t, ξ = x/ √ t, (6.11) We started our numerical method from t = 1, using ϕ(x, 1) and X(1) from (6.11) and (6.12) as initial conditions. The final integration time was t = 2; comparisons were made with the exact solutions ϕ(x, 2) and X(2), again coming from (6.11) and (6.12). Using η = 0.1, v 0 = −0.2, and a domain size > 50, we obtained first and second order convergence in time and space: see Figure 6 .1. In our simulations, typical scheme parameters used were Δx ∼ 0.01, Δt ∼ σΔx 2 , where σ ∼ 0.1 − 0.5. Note that the initial conditions for which (6.11) and (6.12) are exact are not constant in x, and so X(t) = β √ t is predicted for all t, in contrast to (3.6).
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Fig. 6.1. Convergence of the finite difference numerical scheme given by (6.9) and (6.10). Exact solutions were found by solving (6.11)-(6.14), as in [8] . Δx 2 , the error in ϕ scales as O(Δx 2 ).
