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Abstract: We solve the Wigner equation for massless spin-1/2 charged fermions near
global equilibrium. The Wigner function can be obtained order by order in the power ex-
pansion of the vorticity and electromagnetic field. The Wigner function has been derived up
to the second order from which the non-dissipative charge currents and the stress tensor can
be obtained. The charge and energy densities and the pressure have contributions from the
vorticity and electromagnetic field at the second order. The vector and axial Hall currents
can be induced along the direction orthogonal to the vorticity and electromagnetic field at
the second order. We also find that the trace anomaly emerges natually in renormalizing
the stress tensor by including the quantum correction from the electromagnetic field.
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1 Introduction
It is well-known in classical electrodynamics that the electromagnetic field can generate
electric currents, such as Olm’s current from electric fields or Hall’s current from magnetic
fields. There are also currents from quantum effects which attract broad interest in the
fields of high energy nuclear physics and condensed matter physics. One example is the
chiral anomaly, a pure quantum effect, in which currents along the external magnetic field
can be induced, it is called the chiral magnetic effects (CME) [1–3] which influences the
dynamics of relativistic fluids. The vorticity in an ideal fluid behaves like the magnetic
field. Similar to CME, the vorticity can also induce the electric current in a charged fluid of
massless fermions, which is called the chiral vortical effect (CVE) [4–7]. In addition to CME
and CVE, the vorticity and magnetic field can also induce chiral currents, so-called chiral
separate effects (CSE) [8, 9] or the local polarization effect (LPE) [10]. Theoretical studies
of these effects have been carried out within a variety of approaches, such as AdS/CFT
duality [11–20], relativistic hydrodynamics [21–24], quantum field theory [2, 3, 25–34] and
chiral kinetic theories [10, 35–47].
From the point of view of hydrodynamics, these anomalous currents are non-dissipative
without entropy production and they all appear at the first order in space-time derivatives.
However, when the vorticity or electromagnetic field become strong enough, higher order
contributions become important. This is the case in high energy heavy ion collisions, in
which both strong magnetic field [48–50] and vorticity [51–57] are generated in non-central
collisions. There have been already some earlier attempts to study transport phenomena
at the second order for chiral systems including second order hydrodynamics with reversal
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invariance [24], Kubo formula or diagrammatic methods from the quantum field theory [58],
the chiral kinetic theory [59–62], and equilibrium partition function or AdS/CFT duality
[63–66].
The Lorentz covariant and gauge invariant quantum transport theory [67–70] based
on Wigner functions can be derived from quantum field theory and is expected include
all quantum corrections. In the previous works [10, 71] by some of us, a power expansion
scheme in space-time derivatives and weak fields for the Wigner function of chiral fermions
was proposed to solve these quantum transport equations iteratively near equilibrium. It
turns out that the Wigner function formalism is successful to reproduce the first order
currents in CME, CVE, CSE and LPE. In this paper, we will generalize the power expansion
scheme to the second order by deriving the second order non-dissipative charge currents
and energy-momentum tensor in a non-interacting chiral fluid.
In Sec. 2, we give a brief overview of the Wigner function formalism for a chiral fermion
system. In Sec. 3, we solve the equations for the covariant Wigner function in constant
external fields with vorticity near equilibrium by using the method of Refs.[10, 46, 71, 72].
We give the solution to the Wigner function up to the second order of the vorticity and
electromagnetic field. In Sec. 4 and Sec. 5, we present the results of the induced vector and
axial currents and energy-momentum tensor up to the second order, respectively. We find
that the current conservation for vector current and the chiral anomaly for axial current
hold automatically. There is no infrared and ultraviolet divergence for the vector and axial
current. For the energy-momentum tensor at the second order, the contribution from the
vorticity and that from the vorticity and electromagnetic field are both finite, while the
contribution from the electromagnetic field has logarithmic ultraviolet divergence when the
Dirac sea or vacuum contribution is included. With the proper dimension regularization,
we obtain the results that satisfy the energy-momentum conservation. Especially, after we
renormalize the stress tensor by including the quantum correction from the electromagnetic
field, the trace anomaly emerges naturally. In Sec. 6, we verify the conservation law of the
electric charge and the energy momentum as well as the anomalous conservation law of
axial charge. We summarize our results in Sec. 7.
As a convention for notational simplicity, the electric charge of the fermion is absorbed
into the vector potential Aµ. We use the convention for the metric gµν = diag(1,−1,−1,−1)
and Levi-Civita tensor ǫ0123 = 1.
2 Wigner function formalism
The Wigner function W (x, p) for the Dirac fermion is a 4× 4 matrix in spinor space and is
defined as the ensemble average of the Wigner operator [67–69],
Wαβ(x, p) =
∫
d4y
(2π)4
e−ip·y
〈
ψ¯β
(
x+
y
2
)
U
(
x+
y
2
, x−
y
2
)
ψα
(
x−
y
2
)〉
, (2.1)
where U denotes the gauge link along the straight line between x− y/2 and x+ y/2,
U
(
x+
y
2
, x−
y
2
)
≡ Exp
(
−i
∫ x+y/2
x−y/2
dzµAµ(z)
)
. (2.2)
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We will restrict ourselves to a system of chiral fermions without collisions in a constant
external electromagnetic field Fµν in space and time, i.e. ∂λFµν = 0, hence we have
removed the path ordering of the gauge link. The Wigner equation for chiral fermions in a
constant electromagnetic field tensor is given by [69],
γµ(p
µ +
i
2
∇µ)W (x, p) = 0, (2.3)
where γµ are Dirac matrices and ∇µ ≡ ∂µx − Fµν∂
p
ν with ∂x (∂
p) being the derivative with
respect to x (p). Since the Wigner equation was derived from Dirac equation, the bilinear
operator in Wigner function must be not normal ordered. It has been demonstrated in [73]
that this point plays a central role to give rise to the chiral anomaly in the quantum kinetic
theory. We can decompose the Wigner function in terms of 16 independent generators of
the Clifford algebra,
W =
1
4
[
F + iγ5P + γµVµ + γ
5γµAµ +
1
2
σµνSµν
]
, (2.4)
where we have suppressed the arguments of the Wigner function for notational simplicity.
For chiral fermions, it is more convenient to define the chiral component
J µs ≡
1
2
(V µ + sA µ) , (2.5)
with s = ±1 corresponding to the right-hand and left-hand component respectively. Sub-
stituting Eq. (2.4) and Eq. (2.5) into Eq.(2.3), we find that the right-hand or left-hand
component are decoupled from other components and satisfy
∇µJ
µ
s = 0, (2.6)
pµJ
µ
s = 0, (2.7)
pµJsν − pνJsµ = −
s
2
ǫµνρσ∇
ρJ σs . (2.8)
We will suppress the subscript s in Sec. 3 for notational simplicity and recover it in Sec. 4.
3 Wigner function near equilibrium
We assume that both the space-time derivative ∂x and the field strength F
µν in the operator
∇µ are small variables of the same order and play the role of expansion parameters. We solve
the Wigner equation by the covariant perturbation method developed in Refs. [10, 46, 72]
and present the solution near equilibrium up to the second order in ∂x and F
µν . In fact,
this expansion is equivalent to an expansion in the Planck constant ~ (or the semiclassical
expansion) because ~ always comes with ∇µ. According to the perturbation method, the
Wigner function can be obtained order by order,
Jµ = J
(0)
µ + J
(1)
µ + J
(2)
µ + · · · , (3.1)
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where the superscripts (0), (1), ... denote the orders of the power in the expansion. Sub-
stituting this expansion into Wigner equations from (2.6) to (2.8) and requiring that the
equations hold order by order. The equations for J
(n)
µ with n > 0 read
∇µJ
(n)µ = 0, (3.2)
pµJ
(n)µ = 0, (3.3)
pµJ
(n)
ν − pνJ
(n)
µ = −
s
2
ǫµνρσ∇
ρJ (n−1)σ . (3.4)
If we define J (−1)σ = 0, Eq. (3.4) also works for n = 0. When we contract both sides of
Eq. (3.4) with pν , we have
p2J (n)µ =
s
2
ǫµνρσp
ν∇ρJ (n−1)σ , (3.5)
where we have used Eq. (3.3). Hence the general form of J
(n)
µ is
J (n)µ = J
(n)
µ δ(p
2) +
s
2p2
ǫµνρσp
ν∇ρJ (n−1)σ , (3.6)
where J
(n)
µ is nonsingular at p2 = 0. This expression is an iterative equation connecting the
n-th order solution with the (n − 1)-th order one. The constraint condition (3.3) gives
pµJ (n)µ δ(p
2) = 0. (3.7)
In general, we can decompose J
(n)
µ into two parts
J (n)µ (x, p) = pµf
(n)(x, p) +X(n)µ (x, p) , (3.8)
where the first term is satisfied with Eq. (3.7) automatically due to p2δ(p2) = 0 and the
second term is assumed to satisfy pµX
(n)
µ = 0 when there is no mass-shell constraint.
It is straightforward to write down the zeroth order solution,
J (0)µ (x, p) = pµf(x, p)δ(p
2) , (3.9)
without X
(0)
µ component. We note that in the above expression we have suppressed the
superscript (0) in f because we will set all higher order contributions f (n) for n ≥ 1 vanish
so we have f = f (0). Substituting the expression (3.9) into Eq. (3.2) with n = 0 gives the
kinetic equation at the zeroth order
δ(p2)pµ∇µf(x, p) = 0 . (3.10)
Since we try to obtain the solution near equilibrium, at the zeroth order we can choose f
as the Fermi-Dirac distribution function,
f =
1
4π3
1
eβ·p−µ¯s + 1
, (p0 > 0) (3.11)
f =
1
4π3
(
1
e−β·p+µ¯s + 1
− 1
)
, (p0 < 0) (3.12)
– 4 –
where
βµ ≡
uµ
T
, µ¯s ≡
µs
T
= µ¯+ sµ¯5, µ¯ =
µ
T
, µ¯5 =
µ5
T
, (3.13)
with u being the fluid four-velocity, T the temperature, µs the right-hand/left-hand chemical
potential, µ the vector chemical potential and µ5 the chiral chemical potential. In such a
solution, we note that J
(0)
µ (x, p) or f(x, p) depends on x only through u(x), T (x), µ(x)
and µ5(x). The Dirac sea (or vacuum) contribution −1 in the anti-particle distribution
[74, 75] is indispensable because there is no normal ordering in the definition of the Wigner
function (2.1). With the distribution (3.11) and (3.12), the Wigner function J
(0)
µ is in the
form
J (0)µ =
pµ
4π3
[
1
eβ·p−µ¯s + 1
δ(p0 − |p|)
2|p|
+
(
1
e−β·p+µ¯s + 1
− 1
)
δ(p0 + |p|)
2|p|
]
. (3.14)
Inserting Eq. (3.11) or (3.12) into the kinetic equation (3.10) we obtain
δ(p2)pµ∇µf = f
′
[
1
2
pµpν(∂µβν + ∂νβµ)− p
µ∂µµ¯− p
µFµνβ
ν − spµ∂µµ¯5
]
= 0 , (3.15)
where we have used the shorthand notation f ′ ≡ ∂f/∂(β · p). It is obvious that when the
constraint conditions
∂µβν + ∂νβµ = 0, (3.16)
∂µµ¯+ Fµνβ
ν = 0, (3.17)
∂µµ¯5 = 0 , (3.18)
are all satisfied, the Wigner function (3.9) with (3.11) and (3.12) are indeed the solution to
Eq. (3.10). General solutions to these constraint conditions are
βµ = −Ωµνx
ν , (3.19)
µ¯ = −
1
2
FµλxλΩµνx
ν + c , (3.20)
µ¯5 = c5 , (3.21)
together with the condition of integrability from Eq. (3.17)
Fλ
µΩνλ − Fλ
νΩµλ = 0 , (3.22)
where Ωµν and c5/c are constant antisymmetric tensor and constants, respectively. It should
be noted that Ωµν is nothing but the thermal vorticity tensor of the fluid
Ωµν =
1
2
(∂µβν − ∂νβµ) . (3.23)
Substituting the zeroth order solution (3.9) into Eq. (3.6) with n = 1 gives rise to the
first order solution
J (1)µ = J
(1)
µ δ(p
2) +
s
2p2
ǫµνρσp
ν∇ρJ (0)σ
= X(1)µ δ(p
2) + sF˜µνp
νfδ′(p2) , (3.24)
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where we have dropped the term proportional to pµδ(p
2) and used the dual field tensor
F˜µν = (1/2)ǫµνρσFρσ and δ
′(x) = −(1/x)δ(x). The unknown X
(1)
µ can be further con-
strained by inserting Eq. (3.24) into Eq. (3.4)(
pµX
(1)
ν − pνX
(1)
µ
)
δ(p2) =
s
2
ǫµνλρp
λ∇ρfδ(p2)
= −
s
2
(
pµΩ˜νλp
λ − pνΩ˜µλp
λ
)
f ′δ(p2) , (3.25)
where Ω˜µν = (1/2)ǫµνρσΩ
ρσ. In order to arrive at the last equation, we have used the
specific distribution (3.11-3.12) and the constraint conditions (3.16-3.18). Obviously, from
the equation above, we can set
X(1)µ = −
s
2
Ω˜µλp
λf ′ , (3.26)
which results in
J (1)µ = −
s
2
Ω˜µλp
λf ′δ(p2) +
s
2
ǫµνρσp
νF ρσfδ′(p2) . (3.27)
Under the constraint conditions (3.16-3.18), it is straightforward to verify that J
(1)
µ given
above automatically satisfies Eq. (3.2) with n = 1. This means that Eq. (3.27) is indeed
the solution near equilibrium at the first order.
Now let us turn to the second order solution that has not been considered before.
Similar to the way we obtain the first order solution from the zeroth order one, the second
order solution can be given by the iterative equation (3.6) with the the first order solution
(3.27),
J (2)µ = J
(2)
µ δ(p
2) +
s
2p2
ǫµνρσp
ν∇ρJ (1)σ
= X(2)µ δ(p
2) +
1
4p2
(
pµΩγβp
β − p2Ωγµ
)
Ωγλpλf
′′δ(p2)
+
2
p6
(
pµFγβp
β − p2Fγµ
)
F γλpλfδ(p
2)
+
1
p4
(
pµFγβp
β − p2Fγµ
)
Ωγλpλf
′δ(p2) . (3.28)
Here X
(2)
µ can be constrained by inserting Eq. (3.28) into Eq. (3.4) with n = 2. It turns
out that (
pµX
(2)
ν − pνX
(2)
µ
)
δ(p2) = 0 , (3.29)
which leads to X
(2)
ν = 0, where we have used the constraint conditions (3.16-3.18) once
more to arrive at the final result. Now we finally obtain the second order solution near
equilibrium
J (2)µ = −
1
4
ΩγµΩ
γλpλf
′′δ(p2)−
1
4
pµΩγβp
βΩγλpλf
′′δ′(p2)
+FγµΩ
γλpλf
′δ′(p2) +
1
2
pµFγβp
βΩγλpλf
′δ′′(p2)
−FγµF
γλpλfδ
′′(p2)−
1
3
pµFγβp
βF γλpλfδ
′′′(p2) , (3.30)
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where we have used the identity
p6δ′′′
(
p2
)
= −3p4δ′′
(
p2
)
= 6p2δ′
(
p2
)
= −6δ(p2) . (3.31)
4 Vector and axial currents
Once we have the Wigner function in phase space, the right-handed or left-handed current
can be obtained directly by integrating over the four-momentum
jµs =
∫
d4pJ µs , (4.1)
where we have recovered the chirality index s. The vector and axial currents are given by
jµ = jµ+1 + j
µ
−1 , j
µ
5 = j
µ
+1 − j
µ
−1 . (4.2)
Note that the vector current can also be called fermion number or charge current, while the
axial current can also be called chiral charge or chiral current. The results for the zeroth
and first order current are well-known
j(0)µs = nsu
µ , (4.3)
j(1)µs = ξsω
µ + ξBsB
µ , (4.4)
where ns is the fermion number density, and ξs and ξBs are transport coefficients associated
with CVE and CME respectively in the vector current jµs . They are given by
ns =
µs
6π2
(
π2T 2 + µ2s
)
, (4.5)
ξs =
s
12π2
(
π2T 2 + 3µ2s
)
, (4.6)
ξBs =
s
4π2
µs . (4.7)
In the zeroth order result ns, we have dropped the infinite vacuum contribution. In Eq. (4.3)
the vorticity vector ωµ and the magnetic field vector Bµ are defined from the decomposition
Fµν = Eµuν − Eνuµ + ǫµνρσu
ρBσ , (4.8)
TΩµν = εµuν − ενuµ + ǫµνρσu
ρωσ , (4.9)
with
Eµ = Fµνuν , B
µ = F˜µνuν =
1
2
ǫµναβuνFαβ , (4.10)
εµ = TΩµνuν , ω
µ = T Ω˜µνuν =
1
2
ǫµναβuν∂
x
αuβ . (4.11)
Similar to the electric or magnetic component of Fµν , it is convenient to name εµ and ωµ
as the electric vorticity and the magnetic vorticity, respectively. It follows that the vector
and axial current are given by
j(0)µ = nuµ , (4.12)
j(1)µ = ξωµ + ξBB
µ , (4.13)
j
(0)µ
5 = n5u
µ , (4.14)
j
(1)µ
5 = ξ5ω
µ + ξB5B
µ , (4.15)
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with
n =
µ
3π2
(
π2T 2 + µ2 + 3µ25
)
, n5 =
µ5
3π2
(
π2T 2 + 3µ2 + µ25
)
,
ξ =
µµ5
π2
, ξB =
µ5
2π2
, ξ5 =
1
6π2
[
π2T 2 + 3(µ2 + µ25)
]
, ξB5 =
µ
2π2
. (4.16)
where n and n5 are the fermion number (charge) and chiral charge density respectively, and
ξ, ξB , ξ5 and ξB5 are well-known anomalous transport coefficients associated with CVE,
CME, LPE and CSE, respectively.
Now let us turn to the second-order current which can be obtained by integrating
Eq. (3.30) over the four-momentum,
j(2)µs = −
1
4
ΩγµΩγλu
λ
∫
d4p(u · p)f ′′s δ(p
2)−
1
4
uµuβuλΩγβΩ
γλ
∫
d4p(u · p)3f ′′s δ
′(p2)
−
1
12
(
∆µβuλ +∆
µ
λu
β +∆λ
βuµ
)
ΩγβΩ
γλ
∫
d4p(u · p)p¯2f ′′s δ
′(p2)
+F γµΩγλu
λ
∫
d4p(u · p)f ′sδ
′(p2) +
1
2
uµuβuλFγβΩ
γλ
∫
d4p(u · p)3f ′sδ
′′(p2)
+
1
6
(
∆µβuλ +∆
µ
λu
β +∆λ
βuµ
)
FγβΩ
γλ
∫
d4p(u · p)p¯2f ′sδ
′′(p2)
−F γµFγλu
λ
∫
d4p(u · p)fsδ
′′(p2)−
1
3
uµuβuλFγβF
γλ
∫
d4p(u · p)3fsδ
′′′(p2)
−
1
9
(
∆µβuλ +∆
µ
λu
β +∆λ
βuµ
)
FγβF
γλ
∫
d4p(u · p)p¯2fsδ
′′′(p2) . (4.17)
In the above equation we have used following moment identities∫
d4p pλY = uλ
∫
d4p (u · p)Y , (4.18)∫
d4p pµpβpλY = uµuβuλ
∫
d4p (u · p)3Y
+
1
3
(∆µβuλ +∆µλuβ +∆λβuµ)
∫
d4p (u · p)p¯2Y, (4.19)
where Y can be any scalar function that only depends on momentum through u · p and p2,
∆µν = gµν − uµuν and p¯µ = ∆µνp
ν . Using the decomposition (4.8) and (4.9), j
(2)
s,µ can be
put into the form
j(2)µs = u
µ
(
ε2 + ω2
) 1
6
∫
d4p(u · p)p¯2f ′′s δ
′(p2)
−ǫγµρσερuσωγ
∫
d4p(u · p)f ′′s
[
1
6
p¯2δ′(p2) +
1
4
δ(p2)
]
−uµ(ε ·E + ω ·B)
1
3
∫
d4p(u · p)p¯2f ′sδ
′′(p2)
+ǫγµρσEρuσωγ
∫
d4p(u · p)f ′s
[
1
3
p¯2δ′′(p2) + δ′(p2)
]
+uµ
(
E2 +B2
) 2
9
∫
d4p(u · p)p¯2fsδ
′′′(p2)
−ǫγµρσuρBσEγ
∫
d4p(u · p)fs
[
2
9
p¯2δ′′′(p2) + δ′′(p2)
]
. (4.20)
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After finishing the integrals in Eq. (4.20), we obtain the second-order currents
j(2)µs = −
µs
4π2
(ε2 + ω2)uµ −
1
8π2
(ε · E + ω · B)uµ −
Cs
24π2
(E2 +B2)uµ
−
1
8π2
ǫµνρσuνEρωσ −
Cs
12π2
ǫµνρσuνEρBσ , (4.21)
where
Cs =
1
T
∫
∞
0
dp0
p0
[
ep0/T−µ¯s(
ep0/T−µ¯s + 1
)2 − ep0/T+µ¯s(
ep0/T+µ¯s + 1
)2
]
. (4.22)
It is obvious that Cs is an odd function of µ¯s. When |µ¯s| ≪ 1 or at high temperature limit,
we can expand the integrand in Eq.(4.22) in serials and work out the integral analytically
Cs = −
14ζ ′(−2)µs
T 2
≈
0.4263µs
T 2
. (4.23)
When |µ¯s| ≫ 1 or at low temperature limit, we can approximate the Fermi-Dirac distribu-
tion function by a step function Θ(±µs − p0) and obtain the analytic result
Cs =
1
µs
. (4.24)
From Eq. (4.21) the vector and axial current are given by
j(2)µ = −
µ
2π2
(ε2 + ω2)uµ −
1
4π2
(ε · E + ω · B)uµ −
C
12π2
(E2 +B2)uµ
−
1
4π2
ǫµνρσuνEρωσ −
C
6π2
ǫµνρσuνEρBσ , (4.25)
j
(2)µ
5 = −
µ5
2π2
(ε2 + ω2)uµ −
C5
12π2
(E2 +B2)uµ −
C5
6π2
ǫµνρσuνEρBσ , (4.26)
with
C =
1
2
(C+1 + C−1) , C5 =
1
2
(C+1 − C−1) . (4.27)
When |µs| ≪ T , we have
C = −
14ζ ′(−2)µ
T 2
≈
0.4263µ
T 2
, C5 = −
14ζ ′(−2)µ5
T 2
≈
0.4263µ5
T 2
. (4.28)
When |µs| ≫ T , we have
C =
µ
(µ2 − µ25)
, C5 = −
µ5
(µ2 − µ25)
. (4.29)
Now we look closely at the vector current (4.25). The first line of (4.25) indicates that
the charge density is modified by quadratic terms ε2, ω2, E2, B2, ε · E and ω · B. The
second line of (4.25) are the Hall currents induced along the direction orthogonal to both
Eµ and ων or that orthogonal to both Eµ and Bν in the comoving frame of the fluid cell.
It is interesting to observe that there is no Hall current induced by εµ and ων . It should be
– 9 –
clarified here that the mixed Hall current ǫµνρσuνEρωσ is actually identical to ǫ
µνρσuνερBσ
in this paper due to the integrability condition (3.22) which is equivalent to
ǫµνρσ (E
ρωσ − ερBσ) = 0 and ǫµνρσ (E
ρεσ + ωρBσ) = 0 . (4.30)
For the axial current, the first and second terms in (4.26) indicate that the axial charge
density gets modified by quadratic terms ε2, ω2, E2 and B2 but not from mixed terms ε ·E
and ω · B due to the symmetry which is different from the charge density. The last term
in (4.26) is the axial Hall current generated by Eµ and Bν only, but not by Eµ and ων or
εµ and Bν , which is also different from the vector current. Like the charge current, there
is no axial Hall current from εµ and ων .
5 Energy-momentum tensor
In the Wigner function formalism, the stress tensor or energy-momentum tensor can be
expressed as
T µν =
∫
d4pV µpν =
∫
d4p
(
J µ+1 + J
µ
−1
)
pν . (5.1)
Note that this is the canonical definition of the stress tensor and is not necessarily symmet-
ric. First let us give the stress tensor of the right-handed or left-handed part at the zeroth
order and first order separately,
T (0)µνs =
∫
d4pJ (0)µs p
ν = uµuνρs −
1
3
∆µνρs , (5.2)
T (1)µνs =
∫
d4pJ (1)µs p
ν
= sns (u
µων + uνωµ) +
ξs
2
(uµBν + uνBµ)
−
sns
2
(
uµων − uνωµ + ǫµναβuαεβ
)
−
ξs
2
ǫµναβuαEβ , (5.3)
where ns and ξs in T
(1)µν
s are given by Eqs. (4.5,4.6), and the energy density ρs in T
(0)µν
s is
ρs =
T 4
2π2
(
7
60
π4 +
1
2
π2µ¯2s +
1
4
µ¯4s
)
, (5.4)
where we have dropped the infinite vacuum energy density. After taking the sum of the
right-handed and left-handed contributions, we obtain the total energy-momentum tensor
T (0)µν = T
(0)µν
+1 + T
(0)µν
−1 = ρu
µuν −
1
3
ρ∆µν , (5.5)
T (1)µν = T
(0)µν
+1 + T
(0)µν
−1
= n5 (u
µων + uνωµ) +
ξ
2
(uµBν + uνBµ)
−
n5
2
(
uµων − uνωµ + ǫµναβuαεβ
)
−
ξ
2
ǫµναβuαEβ , (5.6)
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where n and ξ in T (1)µν are given by Eq. (4.16), and the energy density in T (0)µν is
ρ =
T 4
4π2
[
7
15
π4 + 2π2(µ¯2 + µ¯25) + µ¯
4 + 6µ¯2µ¯25 + µ¯
4
5
]
. (5.7)
Now let us compute the stress tensor at the second order. We decompose the stress tensor
into three parts,
T (2)µνs = T
(2)µν
s,vv + T
(2)µν
s,ve + T
(2)µν
s,ee , (5.8)
which ’v’ means the vorticity and ’e’ means the electromagnetic field, so these three terms
are coupling terms of the vorticity-vorticity, vorticity-electromagnetic-field and electromagnetic-
field-electromagnetic-field, respectively. These terms are given by
T (2)µνs,vv = −
1
4
ΩγβΩγλ
∫
d4p pµpνpβpλf ′′δ′(p2)−
1
4
ΩγµΩγλ
∫
d4p pνpλf ′′δ(p2) , (5.9)
T (2)µνs,ve =
1
2
F γβΩγλ
∫
d4p pµpνpβpλf ′δ′′(p2) + F γµΩγλ
∫
d4p pνpλf ′δ′(p2) , (5.10)
T (2)µνs,ee = −
1
3
F γβFγλ
∫
d4p pµpνpβpλfδ′′′(p2)− F γµFγλ
∫
d4p pνpλfδ′′(p2) . (5.11)
We can work out the first two integrals directly and obtain
T (2)µνs,vv = −
s
2
ξs
[
3uµuν(ω2 + ε2)−∆µν(ω2 + ε2)− 2(uµǫναβγ + uνǫµαβγ)uαεβωγ
−2(uµǫναβγ − uνǫµαβγ)uαεβωγ
]
, (5.12)
T (2)µνs,ve = −
s
2
ξBs [u
µuν(ω · B + ε ·E)− (ωµBν + Eµεν)
−(uµǫναβγ + uνǫµαβγ)uαEβωγ − 2(u
µǫναβγ − uνǫµαβγ)uαEβωγ
]
, (5.13)
where we have used following moment identities∫
d4p pνpλY = uνuλ
∫
d4p (u · p)2Y +
1
3
∆µν
∫
d4p p¯2Y, (5.14)∫
d4p pµpνpβpλY = uµuνuβuλ
∫
d4p (u · p)4Y
+
1
15
(∆µν∆βλ +∆µβ∆νλ +∆µλ∆βν)
∫
d4p p¯4Y
+
1
3
(uµuν∆βλ + uβuλ∆µν + uµuβ∆νλ + uµuλ∆βν
+uνuλ∆βµ + uνuβ∆µλ)
∫
d4p(u · p)2p¯2Y , (5.15)
as well as the decomposition (4.8) and (4.9). However, T
(2)µν
s,ee has logarithmic ultraviolet
divergence that has to be regularized and renormalized. The regularization with a naive
momentum cutoff will break Lorentz invariance and destroy the energy momentum conser-
vation. To avoid such a problem, we would apply dimensional regularization. Now let us
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make the tensor decomposition in d = 4− ǫ dimension with a small positive number ǫ.
∫
ddp pνpλY = uνuλ
∫
ddp (u · p)2Y +
1
d− 1
∆µν
∫
ddp p¯2Y, (5.16)∫
ddp pµpνpβpλY = uµuνuβuλ
∫
ddp (u · p)4Y
+
1
d2 − 1
(∆µν∆βλ +∆µβ∆νλ +∆µλ∆βν)
∫
ddp p¯4Y
+
1
d− 1
(uµuν∆βλ + uβuλ∆µν + uµuβ∆νλ + uµuλ∆βν
+uνuλ∆βµ + uνuβ∆µλ)
∫
ddp(u · p)2p¯2Y , (5.17)
With dimensional regularization and tensor decomposition as above, we obtain the pure
electromagnetic part of the energy-momentum tensor
T (2)µνs,ee = −
1
12
κǫs
(
1
4
gµνFγβF
γβ − F γµFγ
ν
)
+
1
48π2
uµuνE2 −
1
48π2
∆µν
(
E2 + 2B2
)
+
1
12π2
(EµEν +BµBν) +
1
16π2
(
uµǫναβγ + uνǫµαβγ
)
uαEβBγ
+
1
16π2
(
uµǫναβγ − uνǫµαβγ
)
uαEβBγ , (5.18)
where κǫs is given by
κǫs =
4π
3−ǫ
2 T ǫ
Γ
(
3−ǫ
2
)
(2π)3−ǫ
∫
∞
0
dy
y1+ǫ
[
1
e(y−µ¯s) + 1
+
1
e(y+µ¯s) + 1
−1
]
. (5.19)
We can expand κǫs around ǫ = 0 as
κǫs = −
1
π2
[
1
ǫ
+ ln 2 +
1
2
lnπ +
1
2
ψ
(
3
2
)
+ lnT + κˆs
]
, (5.20)
where ψ(x) is the digamma function and
κˆs =
∫
∞
0
dy ln y
d
dy
[
1
e(y−µ¯s) + 1
+
1
e(y+µ¯s) + 1
]
. (5.21)
Obviously, we can see in (5.21) that the integral in (5.20) contains logarithmic ultraviolet
divergence at the limit ǫ→ 0. The coefficient κǫs or κˆs is an even function of µ¯s. It is also
easy to verify
ǫκǫs|ǫ→0 = −
1
π2
,
dκǫs(µ¯s)
dβ
∣∣∣∣
ǫ→0
= −
T
π2
,
dκǫs(µ¯s)
dµ¯s
∣∣∣∣
ǫ→0
= TCs(µ¯s) . (5.22)
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The total stress tensor by taking a sum over the contributions from the left-handed and
right-handed fermions is given by
T (2)µν
vv
= −
1
2
ξ5
[
3uµuν(ω2 + ε2)−∆µν(ω2 + ε2)− 2(uµǫναβγ + uνǫµαβγ)uαεβωγ
−2(uµǫναβγ − uνǫµαβγ)uαεβωγ
]
, (5.23)
T (2)µν
ve
= −
1
2
ξB5
[
uµuν(ω · B + ε ·E)− (ωµBν + Eµεν)− (uµǫναβγ + uνǫµαβγ)uαEβωγ
−2(uµǫναβγ − uνǫµαβγ)uαEβωγ
]
, (5.24)
T (2)µν
ee
= −
1
6
κǫ
(
1
4
gµνFγβF
γβ − F γµFγ
ν
)
+
1
24π2
[
uµuνE2 −∆µν
(
E2 + 2B2
)
+4 (EµEν +BµBν) + 3
(
uµǫναβγ + uνǫµαβγ
)
uαEβBγ
+3
(
uµǫναβγ − uνǫµαβγ
)
uαEβBγ
]
, (5.25)
where κǫ = (κǫ+1 + κ
ǫ
−1)/2.
We see that energy density and pressure are modified in the presence of the vorticity
and electromagnetic field at the second order, which are not the case at the first order.
Similar to the first order result given in Eq.(5.6), there are also antisymmetric contributions
to the energy-momentum tensor at the second order. It is straightforward to verify with
Eqs.(5.5-5.6,5.23-5.25) that the trace of the total energy-momentum tensor vanishes
gµνT
µν = 0, (5.26)
free of trace anomaly. Note that in taking the trace in T
(2)µν
ee we use gµνg
µν = 4 − ǫ. The
trace anomaly does not arise here because the electromagnetic field in our work is only a
classical background field, which keeps scale invariance. We note that the divergent part in
T
(2)µν
ee is proportional to the stress tensor of the electromagnetic field. It is remarkable that
this divergent term ∼ 1/ǫ can be exactly canceled by the contribution from the quantum
correction of the electromagnetic field [76]. After including this quantum correction, we
arrive at the final renormalized result
T (2)µν
ee
=
1
6π2
(
κˆ+ ln
T
Λ
)(
1
4
gµνFγβF
γβ − F γµFγ
ν
)
+
1
24π2
[
uµuνE2 −∆µν
(
E2 + 2B2
)
+4 (EµEν +BµBν) + 3
(
uµǫναβγ + uνǫµαβγ
)
uαEβBγ
+3
(
uµǫναβγ − uνǫµαβγ
)
uαEβBγ
]
, (5.27)
where κˆ = κˆ+1 + κˆ−1 and Λ is a renormalization scale in quantizing the electromagnetic
field. After removing the divergence in T
(2)µν
ee , we can safely calculate the trace of the
energy-momentum tensor in 4 dimensions and obtain the trace anomaly
gµνT
(2)µν
ee
=
1
24π2
FµνF
µν . (5.28)
In hydrodynamics, we usually express the stress tensor in the Landau frame. In Ap-
pendix A, the symmetric part of the stress tensor is written in the Landau frame.
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6 The conservation laws
With jµ in (4.12),(4.13) and (4.25), jµ5 in (4.14),(4.15) and (4.26), and T
µν in (5.5), (5.6),
(5.23),(5.24) and (5.27), we can check the conservation laws for these quantities. In doing
so, we must restrict ourselves to the specific system in constant and homogeneous electro-
magnetic field with constraint conditions (3.16),(3.17),(3.18), and (3.22) or (4.30). Here we
will not present the detailed derivation, but give the necessary identities in performing the
calculation. These identities hold only under the specific conditions that are imposed in
this paper,
∂µ
uµ
T
= 0, u · ∂
1
T
= 0, ∂µu
µ = 0, ∂µ
1
T
= −u · ∂
uµ
T
=
εµ
T
, (6.1)
∂µων = ε · ω gµν − 2εµων , (6.2)
∂µεν = ωµων − εµεν + ε
2uµuν − ω
2∆µν + (uµǫνλρσ + uνǫµλρσ)u
λερωσ, (6.3)
∂µBν = −Eµων + ε · B uµuν + ω · E∆µν − (uµǫνλρσ + uνǫµλρσ)u
λερEσ , (6.4)
∂µEν = Bµων + ε · E uµuν − ω · B∆µν + (uµǫνλρσ + uνǫµλρσ)u
λEρωσ. (6.5)
With the help of these identities, we can arrive at following conservation laws,
∂µjµ = 0, ∂
µj5µ = −
1
2π2
E ·B, ∂µTµν = Fνµj
µ. (6.6)
We note that the second-order correction to the axial current does not contribute to the
chiral anomaly as it should be. We find that the term proportional to lnT/Λ in Eq. (5.27)
is essential to conserve the energy-momentum when the vorticity is present. We can de-
compose the energy-momentum tensor into a symmetric and an antisymmetric part,
T µν = T µνS + T
µν
A . (6.7)
They are given by,
T µνS = ρu
µuν −
1
3
ρ∆µν + n5 (u
µων + uνωµ) +
ξ
2
(uµBν + uνBµ)
−
1
2
ξ5
[
3uµuν(ω2 + ε2)−∆µν(ω2 + ε2)− 2(uµǫναβγ + uνǫµαβγ)uαεβωγ
]
−
1
2
ξB5
[
uµuν(ω ·B + ε · E)− (ωµBν + Eµεν)− (uµǫναβγ + uνǫµαβγ)uαEβωγ
]
+κE1 u
µuνE2 + κB1 u
µuνB2 + κE2 ∆
µνE2 + κB2 ∆
µνB2 + κ3 (E
µEν +BµBν)
+κ4
(
uµǫναβγ + uνǫµαβγ
)
uαEβBγ , (6.8)
T µνA = −
n5
2
(
uµων − uνωµ + ǫµναβuαεβ
)
−
ξ
2
ǫµναβuαEβ + ξ5(u
µǫναβγ − uνǫµαβγ)uαεβωγ
+ξB5(u
µǫναβγ − uνǫµαβγ)uαEβωγ +
1
8π2
(
uµǫναβγ − uνǫµαβγ
)
uαEβBγ , (6.9)
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where we have expressed the energy-momentum tensor in terms of Eµ and Bµ. The coeffi-
cients are defined as
κE1 = −
1
12π2
(
κˆ+ ln
T
Λ
−
1
2
)
, κB1 = −
1
12π2
(
κˆ+ ln
T
Λ
)
,
κE2 =
1
12π2
(
κˆ+ ln
T
Λ
−
1
2
)
, κB2 =
1
12π2
(
κˆ+ ln
T
Λ
− 1
)
,
κ3 = −
1
6π2
(
κˆ+ ln
T
Λ
− 1
)
, κ4 = −
1
6π2
(
κˆ+ ln
T
Λ
−
3
4
)
. (6.10)
We can verify the following conservation equations,
∂µT
µν
S = F
νµjµ, ∂µT
µν
A = 0. (6.11)
7 Summary
Within the Wigner function formalism and based on the covariant perturbation method,
we have derived the vector charge and chiral charge currents as well as the stress tensor in a
chiral plasma near equilibrium up to the second order under the constant and homogeneous
vorticity and electromagnetic field. We present all possible second order contributions in
quadratic forms of the vorticity and electromagnetic field. These contributions include
coupling terms of electromagnetic-field-electromagnetic-field (ee), vorticity-vorticity (vv)
and vorticity-electromagnetic-field (ve). The ’ve’ terms can modify the charge density,
while only the ’ee’ and ’vv’ terms can modify the chiral charge density. We find that the
electromagnetic field can induce the vector and axial Hall current in the form ǫµνρσuνEρBσ.
There is also a Hall term ǫµνρσuνEρωσ in the charge current. However there is no charge
or axial Hall-like current in the form ǫµνρσuνερωσ from the vorticity field alone. For the
energy-momentum tensor at the second order, we find that the vorticity and electromagnetic
field contribute to the energy density and pressure. The conservation laws as well as chiral
and trace anomaly can be verified with our second-order solution. All coefficients we obtain
in this work can be directly applied to the anomalous hydrodynamics as inputs. We restrict
ourselves to the constant electromagnetic and or vorticity field in this work, it is also possible
we go beyond this condition in the future.
A Results in Landau frame
In relativistic hydrodynamics, one has a freedom to choose any frame characterized by a
different fluid velocity. The Landau frame is the one in which the fluid velocity satisfies
uµT
µν = ρuν . Since the energy momentum tensor in Sec.5 has an anti-symmetric part in
the first and second order contribution, in this section, we will rewrite the symmetric part
of the stress tensor up to the second order in the Landau frame. Let us introduce the fluid
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velocity Uµ in the Landau frame given by
Uµ = uµ +
n5
ρ+ P
ωµ +
ξ
2(ρ+ P )
Bµ
−
[
n25
2(ρ+ P )2
ω2 +
ξ2
8(ρ+ P )2
B2 +
n5ξ
2(ρ+ P )2
ω ·B
]
uµ
+
ξ5
ρ+ P
ǫµαβγuαεβωγ +
ξB5
2(ρ+ P )
ǫµαβγuαEβωγ +
κ4
ρ+ P
ǫµαβγuαEβBγ . (A.1)
It is easy to verify that U2 = 1 up to the second order. From this relation, we can also
express uµ in terms of Uµ,
uµ = Uµ −
n5
ρ+ P
ωµU −
ξ
2(ρ+ P )
BµU
−
[
n25
2(ρ+ P )2
ω2U +
ξ2
8(ρ+ P )2
B2U +
n5ξ
2(ρ+ P )2
ωU · BU
]
Uµ
−
[
ξ5
ρ+ P
+
n25
(ρ+ P )2
]
ǫµαβγUαεUβωUγ −
[
ξB5
2(ρ+ P )
+
n5ξ
(ρ+ P )2
]
ǫµαβγUαEUβωUγ
−
[
κ4
ρ+ P
+
ξ2
4(ρ+ P )2
]
ǫµαβγUαEUβBUγ , (A.2)
where ωµU = T Ω˜
µνUν , ε
µ
U = TΩ
µνUν , B
µ
U = F˜
µνUν , and E
µ
U = F
µνUν are counterparts
of ωµ, εµ, Bµ, and Eµ in the Landau frame, respectively. Up to the second order, the
corresponding relations between two groups of quantities are given by
ωµ = ωµU +
(
n5
ρ+ P
ω2U +
ξ
2(ρ+ P )
ωU ·BU
)
Uµ
+
n5
ρ+ P
ǫµναβωUνUαεUβ +
ξ
2(ρ+ P )
ǫµναβBUνUαεUβ , (A.3)
εµ = εµU +
(
n5
ρ+ P
εU · ωU +
ξ
2(ρ+ P )
εU · BU
)
Uµ
−
ξ
2(ρ+ P )
ǫµναβBUνUαωUβ, (A.4)
Bµ = BµU +
(
n5
ρ+ P
ωU · BU +
ξ
2(ρ+ P )
B2U
)
Uµ
+
n5
ρ+ P
ǫµναβωUνUαEUβ +
ξ
2(ρ+ P )
ǫµναβBUνUαEUβ, (A.5)
Eµ = EµU +
(
n5
ρ+ P
EU · ωU +
ξ
2(ρ+ P )
EU · BU
)
Uµ
−
n5
ρ+ P
ǫµναβωUνUαBUβ. (A.6)
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Hence the difference between them only arises at least at the second order. With these
equations, we can obtain the symmetric stress tensor in the Landau frame
T µν =
{
ρ+
(
n25
ρ+ P
−
3
2
ξ5
)
ω2U +
[
ξ2
4(ρ+ P )
+ κB1
]
B2U
+
(
n5ξ
ρ+ P
−
ξB5
2
)
ωU ·BU −
3
2
ξ5ε
2
U −
1
2
ξB5εU ·EU + κ
E
1 E
2
U
}
UµUν
−
[
P −
1
2
ξ5
(
ω2U + ε
2
U
)
− κE2 E
2
U − κ
B
2 B
2
U
]
∆µνU
+
(
EµUE
ν
U +B
µ
UB
ν
U
)
κ3 +
1
2
ξB5
(
ωµUB
ν
U + E
µ
Uε
ν
U
)
−
n25
ρ+ P
ωµUω
ν
U −
ξ2
4(ρ+ P )
BµUB
ν
U −
n5ξ
2(ρ+ P )
(ωµUB
ν
U + ω
ν
UB
µ
U ), (A.7)
where ∆µνU = g
µν − UµUν . The vector current in the Landau frame is given by
jµ = nUµ +
(
ξ −
nn5
ρ+ P
)
ωµU +
(
ξB −
nξ
2(ρ+ P )
)
BµU
−
[
nn25
2(ρ+ P )2
−
ξn5
ρ+ P
]
ω2UU
µ +
[
ξBξ
2(ρ+ P )
−
nξ2
8(ρ+ P )2
]
B2UU
µ
−
[
nn5ξ
2(ρ+ P )2
−
ξ2
2(ρ+ P )
−
ξBn5
ρ+ P
]
ωU ·BUU
µ
−
(
nξ5
ρ+ P
+
nn25
(ρ+ P )2
−
ξn5
ρ+ P
)
ǫµαβγUαεUβωUγ
+
[
ξBξ
2(ρ+ P )
−
nξ2
4(ρ+ P )2
−
nκ4
ρ+ P
]
ǫµαβγUαEUβBUγ
+
[
ξ2
2(ρ+ P )
−
nn5ξ
2(ρ+ P )2
]
ǫµαβγUαεUβBUγ
−
[
nξB5
2(ρ+ P )
+
nn5ξ
2(ρ+ P )2
−
ξBn5
ρ+ P
]
ǫµαβγUαEUβωUγ
−ξB5(ε
2
U + ω
2
U )Uµ −
1
4π2
[
(ωU ·BU + εU · EU )Uµ + ǫµνρσU
νEρUω
σ
U
]
−
C
12π2
[
Uµ(E
2
U +B
2
U ) + 2ǫµνρσU
νEρUB
σ
U
]
. (A.8)
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The axial current in the Landau frame is given by
jµ5 = n5U
µ +
(
ξ5 −
n25
ρ+ P
)
ωµU +
(
ξB5 −
n5ξ
2(ρ+ P )
)
BµU
−
[
n35
2(ρ+ P )2
−
ξ5n5
ρ+ P
]
ω2UU
µ +
[
ξB5ξ
2(ρ+ P )
−
n5ξ
2
8(ρ+ P )2
]
B2UU
µ
−
[
n25ξ
2(ρ+ P )2
−
ξ5ξ
2(ρ+ P )
−
ξB5n5
ρ+ P
]
ωU · BUU
µ
−
n35
(ρ+ P )2
ǫµαβγUαεUβωUγ +
[
ξB5ξ
2(ρ+ P )
−
n5κ4
ρ+ P
−
n5ξ
2
4(ρ+ P )2
]
ǫµαβγUαEUβBUγ
+
[
ξ5ξ
2(ρ+ P )
−
n25ξ
2(ρ+ P )2
]
ǫµαβγUαεUβBUγ +
[
n5ξB5
2(ρ+ P )
−
n25ξ
2(ρ+ P )2
]
ǫµαβγUαEUβωUγ
−ξB(ε
2
U + ω
2
U)U
µ −
C5
12π2
[
(E2U +B
2
U )U
µ + 2ǫµνρσUνEUρUBUσ
]
. (A.9)
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