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Abstract— A lower bound on the number of uncorrectable
errors of weight half the minimum distance is derived for
binary linear codes satisfying some condition. The condition is
satisfied by some primitive BCH codes, extended primitive BCH
codes, Reed-Muller codes, and random linear codes. The bound
asymptotically coincides with the corresponding upper bound
for Reed-Muller codes and random linear codes. By generalizing
the idea of the lower bound, a lower bound on the number of
uncorrectable errors for weights larger than half the minimum
distance is also obtained, but the generalized lower bound is
weak for large weights. The monotone error structure and its
related notion larger half and trial set, which are introduced by
Helleseth, Kløve, and Levenshtein, are mainly used to derive the
bounds.
I. INTRODUCTION
For a binary linear code, correctable errors we consider
here are binary errors correctable by the minimum distance
decoding, which performs a maximum likelihood decoding
for binary symmetric channels. Syndrome decoding is one
of the minimum distance decoding. In syndrome decoding,
the correctable errors are coset leaders of the code. When
there are two or more minimum weight vectors in a coset,
we have choices of the coset leader. If the lexicographically
smallest minimum weight vector is taken as the coset leader,
then both the correctable errors and the uncorrectable errors
have a monotone structure. That is, when y covers x (the
support of y contains that of x), if y is correctable, then
x is also correctable, and if x is uncorrectable, then y is
also uncorrectable [7]. Using this monotone structure, Ze´mor
showed that the residual error probability after maximum
likelihood decoding displays a threshold behavior [12]. When
uncorrectable (and correctable) errors have the monotone
structure, they are characterized by the minimal uncorrectable
(and maximal correctable) errors. Larger halves of codewords
are introduced by Helleseth, Kløve, and Levenshtein [5] to de-
scribe the minimal uncorrectable errors. They also introduced
a trial set for a code. It is a set of codewords whose larger
halves contain all minimal uncorrectable errors. Trial sets can
be used for a maximum likelihood decoding and for giving an
upper bound on the number of uncorrectable errors. The set
of all codewords except for the all-zero codeword and the set
of minimal codewords [1] in the code are examples of trial
sets.
In this paper, we study bounds on the number of cor-
rectable/uncorrectable errors. There were several works about
them. For the first-order Reed-Muller codes, the exact numbers
of correctable errors of weight half the minimum distance and
half the minimum distance plus one were determined [10],
[11]. For general linear codes, some upper bounds on the
number of uncorrectable errors were presented in [5], [4], [8].
In this work, we consider lower bounds on the number of
uncorrectable errors based on the idea of [5] for general linear
codes.
We derive a lower bound on the number of uncorrectable
errors of weight half the minimum distance for codes sat-
isfying some condition. The bound is given in terms of the
numbers of codewords with weights d and d + 1 in a trial
set for odd d, where d is the minimum distance of the code.
For the case of even d, the bound is given by the number of
codewords with weight d in a trial set. Since the set of all
codewords except the all-zero vector is a trial set, the bound
can be evaluated by the numbers of codewords with weights
d and d + 1. The condition is not too restrictive, and some
primitive BCH codes, extended primitive BCH codes, Reed-
Muller codes, and random linear codes satisfy the condition.
For Reed-Muller codes and random linear codes, the lower
bound asymptotically coincides with the upper bound of [5,
Corollary 7]. The lower bound can be generalized to a lower
bound on the size of the set of larger halves of a trial set, which
is a lower bound on the number of uncorrectable errors.
In the next section, we review some definitions and prop-
erties of the monotone error structure, larger halves, and
trial sets. In Section III, a lower bound on the number of
uncorrectable errors of weight half the minimum distance is
given for the codes satisfying some condition. The bound
presented in Section III is generalized in Section IV.
II. LARGER HALVES AND TRIAL SETS
We introduce definitions and properties of larger halves and
trial sets. Let Fn be the set of all binary vectors of length n.
Let C ⊆ Fn be a binary linear code of length n, dimension
k, and minimum distance d. Then Fn is partitioned into 2n−k
cosets C1, C2, . . . , C2n−k ; Fn =
⋃2n−k
i=1 Ci and Ci ∩ Cj = ∅
for i 6= j, where each Ci = {vi + c : c ∈ C} with vi ∈ Fn.
The vector vi is called a coset leader of the coset Ci if the
weight of vi is smallest in Ci.
Let H be a parity check matrix of C. The syndrome of
a vector v ∈ Fn is defined as vHT . All vectors having the
same syndrome are in the same coset. Syndrome decoding
associates an error vector to each syndrome. The syndrome
decoder presumes that the error vector added to the received
vector y is the coset leader of the coset which contains y. The
syndrome decoding function D : Fn → C is defined as
D(y) = y + vi, if y ∈ Ci.
In this paper, we take as vi the minimum element in Ci
with respect to the following total ordering :
x  y if and only if
{
w(x) < w(y), or
w(x) = w(y) and v(x) ≤ v(y),
where w(x) denotes the Hamming weight of a vector x =
(x1, x2, . . . , xn) and v(x) denotes the numerical value of x:
v(x) =
n∑
i=1
xi2
n−i.
We write x ≺ y if x  y and x 6= y.
Let E0(C) be the set of all coset leaders of C. In the
syndrome decoding, E0(C) is the set of correctable errors and
E1(C) = Fn \E0(C) is the set of uncorrectable errors. Since
we take the minimum element with respect to  in each coset
as its coset leader, both E0(C) and E1(C) have the following
well-known monotone structure (see [7, Theorem 3.11]). Let
⊆ denote a partial ordering called “covering” such that
x ⊆ y if and only if S(x) ⊆ S(y),
where
S(v) = {i : vi 6= 0}
is the support of v = (v1, v2, . . . , vn). Consider x and y
with x ⊆ y. If y is a correctable error, then x is also
correctable. If x is uncorrectable, then y is also uncorrectable.
Using this structure, Ze´mor showed that the residual error
probability after maximum likelihood decoding displays a
threshold behavior [12]. Helleseth, Kløve, and Levenshtein [5]
studied this structure and introduced larger halves and trial
sets.
Since the set of uncorrectable errors E1(C) has a monotone
structure, E1(C) can be characterized by minimal uncor-
rectable errors in E1(C). An uncorrectable error y ∈ E1(C)
is minimal if there exists no x such that x ⊂ y in E1(C). We
denote by M1(C) the set of all minimal uncorrectable errors
in C. Larger halves of a codeword c ∈ C are introduced to
characterize the minimal uncorrectable errors, and are defined
as minimal vectors v with respect to covering such that
v + c ≺ v. The following condition is a necessary and
sufficient condition that v ∈ Fn is a larger half of c ∈ C:
v ⊆ c, (1)
w(c) ≤ 2w(v) ≤ w(c) + 2, (2)
l(v)
{
= l(c) if 2w(v) = w(c),
> l(c) if 2w(v) = w(c) + 2,
(3)
where
l(x) = minS(x), (4)
that is, l(x) is the leftmost non-zero coordinate in the vector
x. The condition (3) is not applied if w(c) is odd. The proof
of equivalence between the definition and the above condition
is found in the proof of [5, Theorem 1]. Let LH(c) be the set
of all larger halves of c ∈ C. For a set U ⊆ C \ {0}, define
LH(U) =
⋃
c∈U
LH(c).
When the weight of a codeword c is odd, the weight of the
vectors in LH(c) is (w(c) + 1)/2. When the weight of c
is even, LH(c) consists of vectors of weights w(c)/2 and
w(c)/2+1. For convenience, let LH−(c) and LH+(c) denote
the sets of larger halves of c of weight w(c)/2 and w(c)/2+1,
respectively. Then LH(c) = LH−(c) ∪ LH+(c). Also let
LH−(U) =
⋃
c∈U LH
−(c) and LH+(U) =
⋃
c∈U LH
+(c)
for a subset U of even-weight subcode.
A trial set T for a code C is defined as follows:
T ⊆ C \ {0} is a trial set for C if M1(C) ⊆ LH(T ).
Since every larger half is an uncorrectable error, we have the
relation
M1(C) ⊆ LH(T ) ⊆ E1(C). (5)
In the rest of paper, for u,v ∈ Fn, we write u ∩ v as the
vector in Fn whose support is S(u)∩S(v). For a set U ⊆ Fn,
define
Ai(U) = {v ∈ U : w(v) = i}.
Also we define M1i (C) = Ai(M1(C)) and LHi(U) =
Ai(LH(U)) for U ⊆ C \ {0}.
III. A BOUND ON THE NUMBER OF UNCORRECTABLE
ERRORS OF WEIGHT HALF THE MINIMUM DISTANCE
In this section, we derive a lower bound on |E1⌈d/2⌉(C)|.
The bound is given by the number of codewords with weights
d and d+1 in a trial set. Since C \{0} is a trial set for C, the
lower bound can be evaluated by the number of codewords of
weights d and d+ 1 in C.
Since the weight ⌈d/2⌉ is the minimum weight in E1(C),
every vector in E1⌈d/2⌉(C) is not covered by other uncor-
rectable errors, and thus M1⌈d/2⌉(C) = E1⌈d/2⌉(C). From (5),
we have
M1⌈d/2⌉(C) = LH⌈d/2⌉(T ) = E
1
⌈d/2⌉(C),
where T is a trial set for C. We will give a lower bound on
|E1⌈d/2⌉(C)| by giving a lower bound on |LH⌈d/2⌉(T )|.
A. Odd Minimum Weight Case
When d is odd, LH⌈d/2⌉(T ) = LH(Ad(T )) ∪
LH−(Ad+1(T )). The next lemma implies that the num-
ber of common larger halves among LH(Ad(T )) and
LH−(Ad+1(T )) is small.
Lemma 1: Let C be a linear code with odd minimum
distance d. For every c1, c′1 ∈ Ad(C) and c2, c′2 ∈ Ad+1(C),
it holds that |LH(c1)∩LH(c′1)| = 0, |LH(c1)∩LH−(c2)| ≤
1, and |LH−(c2) ∩ LH−(c′2)| ≤ 1.
Proof: For c, c′ ∈ C \ {0}, every vector v ∈ LH(c) ∩
LH(c′) has the property that v ⊆ c∩c′. Since every vector in
LH(c1), LH(c
′
1), LH
−(c2), LH
−(c′2) has weight (d+1)/2,
it is enough to show that w(c1∩c′1) < (d+1)/2, w(c1∩c2) ≤
(d+1)/2, w(c2∩c′2) ≤ (d+1)/2. We can prove them by using
w(c∩c′) = (w(c)+w(c′)−w(c+c′))/2 and w(c+c′) ≥ d.
From the previous lemma, we give a lower bound on the
number of uncorrectable errors of weight half the minimum
distance. The corresponding upper bound is given uncondi-
tionally by [5, Corollary 7].
Theorem 1: Let C be a linear code with odd minimum
distance d and T be a trial set for C. If(
d
d+1
2
)
> |Ad(T )|+ |Ad+1(T )| − 1 (6)
holds, then(
d
d+1
2
)
(|Ad(T )|+ |Ad+1(T )|)
− (2|Ad(T )|+ |Ad+1(T )| − 1)|Ad+1(T )|
≤ |E1d+1
2
(C)| ≤
(
d
d+1
2
)
(|Ad(T )|+ |Ad+1(T )|).
Proof: From Lemma 1, a codeword c ∈ Ad(T ) has
at most one common larger half for every c′ ∈ Ad+1(T ) and
does not have common larger halves for any c′ ∈ Ad(T )\{c}.
Thus at least |LH(c)|−|Ad+1(T )| vectors in LH(c) does not
have common larger halves. Also, a codeword c ∈ Ad+1(T )
has at most one common larger half for every c′ ∈ Ad(T ) ∪
{Ad+1(T )\{c}}, at least |LH−(c)|−|Ad(T )|−|Ad+1(T )|+1
vectors in LH−(c) does not have common larger halves.
For every c1 ∈ Ad(T ) and c2 ∈ Ad+1(T ), we have
|LH(c1)| = |LH−(c2)| =
(
d
(d+1)/2
)
. Therefore we have the
lower bound (
(
d
(d+1)/2
)
− |Ad+1(T )|)|Ad(T )|+ (
(
d
(d+1)/2
)
−
|Ad(T )| − |Ad+1(T )| + 1)|Ad+1(T )| ≤ |LH(d+1)/2(T )| =
|E1(d+1)/2(C)|. The upper bound is obtained from the inequal-
ity |LH(d+1)/2(T )| = |LH(Ad(T )) ∪ LH−(Ad+1(T ))| ≤
|LH(Ad(T ))| + |LH
−(Ad+1(T ))| ≤
(
d
(d+1)/2
)
|Ad(T )| +(
d
(d+1)/2
)
|Ad+1(T )|.
The difference between the upper and lower bounds is
(2|Ad(C)| + |Ad+1(C)| − 1)|Ad+1(C)|. If the fraction
|Ad+1(C)|/
(
d
(d+1)/2
)
tends to zero as the code length becomes
large, the lower bound asymptotically coincides with the upper
one.
B. Even Minimum Weight Case
When d is even, LH⌈d/2⌉(T ) = LH−(Ad(T )). The next
lemma implies that the number of common larger halves
among LH−(Ad(T )) is small.
Lemma 2: Let C be a linear code with even minimum dis-
tance d. For every c1, c2 ∈ Ad(C), it holds that |LH−(c1) ∩
LH−(c2)| ≤ 1.
Proof: For contradiction, suppose that there exist two
distinct vectors in LH−(c1) ∩ LH−(c2). Then it holds that
w(c1 ∩ c2) ≥ d/2 + 1, but this leads to the contradiction that
w(c1 + c2) = w(c1) + w(c2)− 2w(c1 ∩ c2) ≤ d− 1.
Theorem 2: Let C be a linear code with even minimum
distance d. If
1
2
(
d
d
2
)
> |Ad(T )| − 1 (7)
holds, then
1
2
(
d
d
2
)
|Ad(T )| − (|Ad(T )| − 1)|Ad(T )|
≤ |E1d
2
(C)| ≤
1
2
(
d
d
2
)
|Ad(T )|.
Proof: From Lemma 2, a codeword c ∈ Ad(T ) has at
most one common larger half for every c′ ∈ Ad(T ) \ {c}.
Thus at least |LH−(c)| − |Ad(T )| + 1 vectors in LH−(c)
does not have common larger halves. Thus we have the lower
bound (
(
d
d/2
)
/2 − |Ad(T )| + 1)|Ad(T )| ≤ |LH−(Ad(T ))| =
|E1d/2(C)|. The upper bound is obtained from the inequality
|E1d/2(C)| = |LH
−(Ad(C))| ≤
(
d
d/2
)
|Ad(C)|/2.
The difference between the upper and lower bounds is upper
bounded by |Ad(C)|2. If the fraction |Ad(C)|/
(
d
d/2
)
tends
to zero as the code length becomes large, the lower bound
asymptotically coincides with the upper one.
When we take C \ {0} as a trial set T , the condition for
a lower bound can be weaker and the lower bound can be
improved.
Theorem 3: Let C be a linear code with even minimum
distance d. If
1
2
(
d
d
2
)
>
⌈
|Ad(C)| − 1
2
⌉
holds, then
1
2
(
d
d
2
)
|Ad(C)| −
⌈
|Ad(C)| − 1
2
⌉
|Ad(C)| ≤ |E
1
d
2
(C)|.
Proof: From Lemma 2, a codeword c ∈ Ad(C) has at
most one common larger half for c′ ∈ Ad(C)\{c}. If c and c′
have the common larger half v ∈ LH−(c)∩LH−(c′), then v
is represented as v = c∩c′ and it holds that l(c) = l(c′). Then
the other codeword c + c′ ∈ Ad(C) does not have common
larger halves with c, since l(c+ c′) 6= l(c). Therefore at least
|LH−(c)| − ⌈(|Ad(C)| − 1)/2⌉ vectors in LH−(c) does not
have common larger halves. Thus we have the lower bound
(
(
d
d/2
)
/2− ⌈(|Ad(C)| − 1)/2⌉)|Ad(C)|.
TABLE I
THE r-TH ORDER REED-MULLER CODE OF LENGTH 2m SATISFYING (7).
r m
1 ≥ 4
2 ≥ 6
3 ≥ 8
4 ≥ 10
5 ≥ 11
6 ≥ 13
In what follows, we see that some BCH codes, Reed-Muller
codes, and random linear codes satisfy the conditions (6)
or (7). For an (n, k) linear code C, which has code length
n and dimension k, we choose C \ {0} as a trial set for C.
1) Primitive BCH codes: By using the weight distribu-
tion [2], we can verify that the (n, k) primitive BCH codes
satisfy the condition (6) for n = 127, k ≤ 64 and n = 63, k ≤
24.
2) Extended Primitive BCH codes: By using the weight
distribution [2], we can verify that the (n, k) extended primi-
tive BCH codes satisfy the condition (7) for n = 128, k ≤ 64
and n = 64, k ≤ 24.
3) Reed-Muller codes: For the r-th order Reed-Muller code
of length 2m, the minimum distance is 2m−r and the number
of minimum weight codewords |A2m−r (RMm,r)| is presented
in Theorem 9 of [6, Chapter 13], which is upper bounded by
(2m+1− 2)r. Then, for a fixed r, the condition (7) is satisfied
except for small m. Table I shows which parameters meet the
condition (7).
The fraction |Ad(C)|/
(
d
d/2
)
is upper bounded by
|Ad(C)|(
d
d/2
) ≤ (2m+1 − 2)r
22m−r
≤ 2(m+1)r−2
m−r
.
Thus for a fixed r the fraction tends to zero as m becomes
large. This means the upper and lower bounds in Theorem 2
asymptotically coincide.
4) Random Linear Codes: A random linear code is a code
whose generator matrix has equiprobable entries. That is, first
we set a parameter (n, k), and then we choose a generator
matrix from all the 2nk possible generator matrices with
probability 2−nk. It is known that with high probability the
minimum distance equals to nδGV, where 1−H(δGV) = k/n
and H(x) is the binary entropy function of x [3], [9]. Also it
is known that the weight distribution equals the binomial dis-
tribution. Then, |Ad(C)| ≈ (2k − 1)
(
n
d
)
2−n ≈
(
n
nδGV
)
2k−n ≈
2n(H(δGV)+k/n−1) ≈ 1, where we use the approximation(
n
nλ
)
≈ 2H(λ), and |Ad+1(C)| ≈ (2k − 1)
(
n
d+1
)
2−n ≈(
n
nδGV
)
2k−n(n − d)/(d+ 1) ≈ 2n(H(δGV)+k/n−1) ≈ 1. Since(
d
d/2
)
≈
√
2/pid2d ≈ 2nδ for even d and
(
d
(d+1)/2
)
≈
1/
√
2pi(d+ 1)2d+1 ≈ 2nδ for odd d, where d = nδ,
the conditions (6) and (7) are satisfied. Since the fractions
|Ad+1(C)|/
(
d
(d+1)/2
)
and |Ad(C)|/
(
d
d/2
)
tend to zero, the
upper and lower bounds in Theorems 1 and 2 asymptotically
coincide.
Remarks
Note that the condition (7) for T = C \ {0} is a sufficient
condition under which every codewords with weight d is
contained in every trial set for C with even minimum distance
d. Also, the condition (6) for T = C \ {0} is a sufficient
condition under which every codewords with weights d and
d+1 is contained in every trial set for C with odd minimum
distance d.
When the condition (7) holds for T = C \{0}, as described
in the proof of Theorem 2, for every c ∈ Ad(C) there
exists at least one larger half v ∈ LH⌈d/2⌉(T ) that has
no common larger half with other codewords in C. Since
M1⌈d/2⌉(C) = LH⌈d/2⌉(T ), every larger half of c ∈ Ad(C) is
a minimal uncorrectable error. Every trial set T must satisfy
that M1(C) ⊆ LH(T ). Therefore, every codeword in Ad(C)
needs to be contained in every trial set for C in this case. By
a similar argument, we can show that if the condition (6) for
T = C \{0} holds, then every codeword in Ad(C)∪Ad+1(C)
need to be in every trial set for C.
IV. A GENERALIZATION OF THE BOUND
By generalizing the results in the previous section, we give
a lower bound on the size of LHi(C \ {0}) for each i. We
have the relation M1i (C) ⊆ LHi(C \{0}) ⊆ E1i (C). Thus the
following lower bound is also a lower bound on the number
of uncorrectable errors, but the bound is weak when i is large.
Theorem 4: Let C be a linear code with minimum distance
d and T be a trial set for C. Define Bi = |A2i−2(T )| +
|A2i−1(T )| + |A2i(T )|. For an integer i with ⌈d/2⌉ ≤ i ≤
⌊n/2⌋, if (
2i− 3
i
)
> 3
(
2i− ⌈d2⌉
i
)
Bi
holds, then((
2i− 3
i
)
− 3
(
2i− ⌈d2⌉
i
)
Bi
)
Bi ≤ LHi(T )
≤
(
2i− 3
i
)
|A2i−2(T )|+2
(
2i− 1
i
)
(|A2i−1(T )|+|A2i(T )|)
Proof: First we observe that LHi(T ) =
LH+(A2i−2(T )) ∪ LH(A2i−1(T )) ∪ LH−(A2i(T )).
We consider the upper bound on the number of common
larger halves in LHi(T ). Let c, c′ be codewords in
A2i−2(T ) ∪ A2i−1(T ) ∪ A2i(T ). Then w(c ∩ c′) =
(w(c)+w(c′)−w(c+c′))/2 ≤ (2i+2i−d)/2 = 2i−⌈d/2⌉.
Therefore the number of common larger halves of weight i
between c and c′ is at most
(
2i−⌈d/2⌉
i
)
.
For c ∈ A2i−2(T ) ∪A2i−1(T ) ∪A2i(T ), the size of larger
halves of c with weight i is at least
(
2i−3
i
)
. Since
(
2i−3
i
)
>
3
(
2i−⌈d/2⌉
i
)
Bi, there is at least
(
2i−3
i
)
− 3
(
2i−⌈d/2⌉
i
)
Bi larger
halves of c with weight i that have no common larger halves.
Thus the lower bound follows.
The upper bound is obtained from the inequality
|LHi(T )| ≤ |LH+(A2i−2(T ))| + |LH(A2i−1(T ))| +
|LH−(A2i(T ))| ≤
(
2i−3
i
)
|A2i−2(T )| +
(
2i−1
i
)
|A2i−1(T )| +(
2i−1
i
)
|A2i(T )|.
V. CONCLUDING REMARKS
A lower bound on the number of uncorrectable errors of
weight half the minimum distance have been derived for
binary linear codes. The conditions for the bound are not
too restrictive, some codes including Reed-Muller codes and
random linear codes satisfy the conditions. A key observation
for the results is that an uncorrectable error of weight half the
minimum distance is a larger half of some minimum weight
codeword. The lower bound has been generalized to a lower
bound on the size of larger halves of a trial set, but this bound
is not a good lower bound on the number of uncorrectable
errors for large weight. Finding a good lower bound on the
number of uncorrectable error is an interesting future work.
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