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Fig.Z.l: A typical example
The graph in Fig.2 .1 contains a transient part and an absorbing slate (labelled with "ens') from where, once the program enters (this event happens with probability I), it will never get out. More precisely, the absorbing state means that the control is returned to the system once the execution of this code is terminated. From the absorbing state, the system may proceed to run another code, having again a finite execution time and then, transient regimes appear for finite periods of time and alternate during the operation of the system. Obviously, this transient behavior determines power dissipation in hotb control and data-path circuitry that perform the computations. In addition, multiple on-chip units and power-down techniques have increased the variability in power consumption which is quantified by the transient power [lo] . For example, the transient power effects are exacerbated when switchings between a normal and standby operation modes occur. Going down to a lower level of abstraction, it is interesting to observe that the transient behavior can emerge either as a result of changes in the external environment where the target FSM is supposed to work or as a consequence of the behavior of the FSM itself. To illustrate the latter case, let us examine the following example. ExamDle 2.1: We consider the mcnc91 benchmark donfile which has two primary inputs and five state lines. Consider now that this circuit is excited with a stationary sequence SI which has the State Transition Graph (STG) in Fig.2 .2a. In this graph representation, each node is associated to a distinct pattern that occurs in S I ; that is, 'O', ' I , , '2' and '3' stand for the decimal encodings 'OO', 'Ol', '10' and ' l l ' , respectively, of the patterns that occur in SI. Each edge represents a valid transition between any two valid patterns and has a nonzero probability associated with it. For instance, the pattern '3' in S I is always followed by ' I ' (thus the edge between nodes '3' and 'I' has the probability I), whereas it is equally likely to have either 'O', '2' or '1' after '1'. For a particular encoding scheme of the state lines of the circuit donfile, we get the following STG for the primary inputs and state lines (Fig.2.3 Generally speaking, the states of a MC can he classified into states that are visited infinitely often (the recurrent component) and those that are visited only for a finite number of times (the transient component). The long-term (permanent) behavior of a MC involves only the first set of states while the short-time (transient) behavior is related to the other. In addition, we have to consider absorbing states; in such a state, the MC will he trapped forever.
Of course, there is power dissipation while the circuits operates within the transient part of the STG. For instance, for this particular circuit and input sequence, the average power consumption per step in the transient regime is ahout 2726.09 pW, while the average power consumption per step in the permanent regime is about 2964.68 pW. More important, depending on how long the circuit will he staying in the transient regime before entering the permanent regime (which corresponds to the recurrent component of the STG), the contribution of this transient component to the overall power consumption can he quite significant.
In general, the average or the maximum power consumption during the transient regime may he quite different compared to the average power consumption under stationary conditions. For instance, if the circuit donjile receives the sequence Sz instead of SI (see Fig.2 .2h). then the average and the maximum power consumption per step during the transient regime hecome 1618.43 p W and 3064.02 pW, while under stationary conditions they become 1184.76 p W and 2197.45 KW, respectively. If only the average (or the maximum) power consumption in the permanent regime is considered as a design factor then, during the transient regime, this threshold will he violated. This shows that although the power consumption under the stationary conditions is what usually drives the power optimization step during the synthesis process, the transient power consumption should also he taken into consideration in the optimization step.
The present paper improves the-state-of the art by providing an original solution for the analysis of power dissipation under non-stationary conditions. The foundation of our approach relies on the theory of Markov chains with absorbing states. As a distinctive feature, we use the transitive closure calculation [ 161 to identify the transient component in the behavior of the target machine and then, using the fundamental matrix [l 11 and a symbolic approach or support from simulation, we find the average power consumption (or the actual power distribution) that corresponds to the transient regime.
We point out that the present technique does not represent a substitute for any other approach (either for average or peak power estimation) proposed so far. Instead, the method for transient power analysis proposed here complements the current techniques to handle the case when transient effects are present and cannot he ignored.
To conclude, both average and peak power estimation approaches can benefit from this research. The issues brought into attention are new and represent an important step toward a complete solution for power characterization.
The paper is organized as follows: Section 3 presents the new method for power estimation under the transient regimes and discusses the basic steps involved in the transient power analysis. In Section 4 we present some experimental results obtained on known benchmarks. Finally, we conclude by summarizing our main contribution.
MCS WITH ABSORBING STATES: ANALYSIS OF TRANSIENT POWER DISSIPATION
In this section, we first present the model used for power analysis under transient regimes and then the main results needed to carry out our analysis.
A n abstract model for power analysis under transient regimes
The cases that we should consider are sequential1 combinational circuits with uncorrelatedlcorrelated inputs. As we will see, a single abstract model will suffice to analyze all these cases.
A. Sequential circuits with temporally uncorrelated inputs
We start by first considering the well-known Huffman representation for FSMs (Fig.3.1) . In this representation, the state and primary input lines define the random variable of interest (that is, the random variable (xs),) because this joint variable completely characterizes the behavior of the target FSM. More precisely, the switching activity on primary inputs and state lines needs to he correctly estimated in order to assess the power consumption in the combinational part of the FSM in Fig.3 .1. Fig.3 .1: The FSM model If the random variable xn is temporally uncorrelated, then the model for the random variable (xs), is a lag-one MC [151. This MC may have a transient component which will determine a transient power consumption for the circuit. As it will be shown subsequently, this case is general enough to be applicable to the case of temporally correlated inputs as well.
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B. Sequential circuits with iemporally correlated inpuis
When the input stream applied to the primary inputs of the FSM is temporally correlated, we need to first construct a separate FSM which correctly models the data at the primary inputs and then considev the product machine of the two interacting machines. Indeed, it has been shown that any finite-order Markov chain can be modeled as a stochastic sequential machine (SSM) [13]. Thus, to find the transient power consumption of the target machine, it suffices to analyze the transient behavior of the product machine.
C. Combinational circuits
In this case, since combinational circuits do not have internal storage elements, the transient behavior can only be induced by the input sequence. Again, for the particular case of combinational circuits receiving input correlated data, the input data can be modeled by a stand-alone FSM; then, using this compact representation, we can construct the composite machine and use it for the purpose of transient power analysis. Indeed, analyzing the transient regime for the resulting machine will be equivalent to characterizing the transient regime for the target combinational circuit. The product machine (input-data-FSM x target-circuit) for ComhinationaVsequential circuits In summary, the model in Fig.3 .1 under uncorrelated input streams is general enough for the purpose of our analysis. In what follows, we consider that the observation time is finite and it is comparable with the period of time when the transient behavior of the machine is manifest. formed by placing pij in row i and column j , for all i and j , is called the transition pmbability matrix. We note that P is a stochastic matrix because its elements satisfy the following two properties: 0 < p j j < I and X p a j = 1 .
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The MCs of interest for our analysis form the class of MCs with absorbing states. This is because the transient regime is expected to eventually terminate and, after that, the target circuit will operate under stationary conditions. The MC that can be associated to the joint variable (xs), for the transient regime contains all the transient states, while the other component, which assumes an infinite observation time, contains only recurrent states.
As shown in Fig.2.3 , if the sequence S, is fed at the primary inputs of the benchmark donfile, the transient component consists of 4 states ((1, 2, 3, 4 ) ) while the recurrent component has 10 states ((5,6,7, 8 , 9 , 10, 1 1 , 12,  13, 14) ). Once the target circuit reaches its steady-state behavior, the influence of the 'start-up' transients disappears. However, we focus our attention only on the short-time behavior when the circuit still operates under transient conditions. For the sake of the analysis, we assume that the MC with n states (sl,s2 ...., s,)' has sn as the absorbing state (thus sn corresponds to the stationary regime), and the remaining states are all transient2. We should point out that usually the number of recurrent states is larger than one and they form a ierminal strongly connected componeni [12]. However, for the sake of simplicity, we consider that all terminal or recurrent states are lumped together in a single absorbing state sn, as considered above. The transition probability matrix of such a chain may be partitioned as:
where Q is an (n-1) by (n-1) subslochastic matrix (that is, a matrix with at least one row sum less than 1) describing the transition probabilities only among the transient states, C is a column vector and 0 is a row vector of (n-1) zeros.
Consequently, the k-step transition probability matrix 13: bas the form:
where C' is a column vector whose elements will be of no further use and hence do not need to be computed.
The (i, j ) entry in the matrix Qk denotes the probability of arriving in transient state sj after exactly k steps when starting from transient state si. It can he shown that For the same circuit in Example 2.1, we can collapse all the recurrent states in a single absorbing states, as shown in Fig.3.3 .
Using the notation in eq. where pjk is the (i, k ) entry in the stochastic matrix P characterizing the behavior of the ( x s x Markov chain and mu is the (i, j ) entry in the fundamental matrix M. W Once we calculate q i j , using the average weight (power) per vector pair (denoted by a j j ) , one can estimate the average power dissipation (per step) for the transient regime. Indeed, the following result holds for any weighting function associated with the transitions of the MC. We note that Ptrrrnsien, is dependent on the actual input data (via a s ) . This dependence implies that detailed information about the target circuit should be available at the time when the transient analysis is performed. In the following section, we will describe a practical procedure to evaluate Ptra,,i,nr. When all states have been classified, the set of recurrent states can he further collapsed into a single absorbing state to reduce the state space which has to be analyzed. This reduced MC has to be further characterized in terms of power consumption associated to every outgoing transition from a transient state.
Practical considerations
B. Finding the power consumption per transition
Using theorems 3.1 and 3.2, the reduced MC obtained by means of state classification can be characterized in terms of number of visits to each state (or each transition) before the absorbing state is reached. To find the average power consumption that corresponds to the transient regime, every possible transition between the transient states has to he characterized in terms of its power consumption. As other researchers have observed [17], the size of the transient component is usually very small compared to the entire reachable state space (typically from a few tens to a few hundred vector pairs). Consequently, to characterize every transition in terms of power dissipation, one can use a simulation-based approach. More precisely, for each transition, the circuit is simulated for the corresponding input pair and the obtained power value is used to compute the average power consumption in the transient regime. Alternatively, the FSM can be symbolically analyzed for power consumption using an ADD-based technique as in [7] . Or, if the circuit under consideration is precharacterized by a cycle-basedpower macro-model [IS], for each input vector pair, one can obtain in constant time an approximate value for the power consumption associated to each transition.
Our framework is open to any of the above alternatives.
The most accurate approach is, of course, to find the power values directly from simulation, but this may not be desirable if the transient component is large.
EXPERIMENTAL RESULTS
The overall strategy is depicted in Fig.4.1 The experimental setup Regarding the preprocessing module, we note that if the inputs of the target circuit are temporally correlated and exhibit a transient regime on their own, an optional first step for building the FSM characterizing the input stream is needed. After that, the composite product machine is built and analyzed for state classification purposes.
Next, the fundamental matrix M for the set of transient states is built and, based on it, the average number of visits to every state and every transition is extracted. Finally, with some support from a power analyzer, the average and maximum power values under the transient regime are reported. Alternatively, the actual distribution of power for the entire transient regime can be also reported.
For the purpose of our experimental analysis, the input characteristics for the circuits under consideration are summarized below:
-For some of the sequential circuits (rninrnar2, minrna*5), the inputs are considered temporally uncorrelated and then randomly generated, with the exception of some control bits which were set either to 0 or 1 (this is basically the same strategy as in [IZ] ). The signal probabilities of the randomly generated bits vary uniformly between 0 and 1. For the rest of sequential circuits, the inputs are considered temporally correlated and generated by a finite-order MC with transition probabilities between 0 and 1 [3].
-For each of the combinational circuits, a stand-alone FSM exhibiting transient behavior has been used to model the input Characteristics of the circuit under consideration. The inputs to the stand-alone FSM are considered temporally uncorrelated and randomly generated with signal probabilities between 0 and 1.
To test our approach, we conducted two types of experiments:
1) The first set of experiments offers an extensive analysis of different sequential and combinational circuits (from rncnc91 and ISCASSS suites) for transient power analysis. For the case of combinational circuits, the inputs exhibiting transient behavior are generated by an input FSM which is analyzed for transient and stationary regimes. For the case of sequential circuits, the transient behavior is induced by the structure of the FSM itself (e.g., circuit rninmax2) or by the behavior of the input stream (e.g., circuit donjile). For both sequential and combinational circuits, we report the average power consumption for the transient component, as well as under stationary conditions. In both cases, for accuracy reasons, we used a real-delay gate-level simulation-based power analyzer developed under SIS.
As it can be seen in Table 4 .1, the transient component contains only a small number of states in all cases (column 'Trans. states'), and thus performing a simulation-based power analysis for the transient regime is not computationally expensive (columns denoted as 'Transient regime'). For comparison, we also report the power values obtained under stationary conditions (columns 'Permanent regime'). The CPU time for the transient power analyzer in Fig.4 .1 has been below 10 sec. in all cases on an Ultra SPARC 2 with 128 Mbytes of memory.
As we can see in Table 4 .1, in most cases there is a big difference between the average power consumption during the transient regime and under stationary conditions, respectively. For example, this difference can be up to 50% in the case of minrna2 circuit, with a larger power consumption under transient conditions.On the other hand, the transient power consumption may be much smaller than the one under stationary conditions (e.g., circuit bbsse). In such cases, if the transient and stationary regimes are comparable in terms of their duration, the average power value for the stationary regime is no longer accurate. This observation is in perfect agreement with what other researchers have reported for power analysis under deterministic input streams [19] .
There are also quite a few examples where the maximum power consumption can be up to 50% larger under transient regime (e.g. circuit ~400). This analysis shows that average or maximum power consumption under stationarity conditions is not a reliable indicator for the power dissipation of the circuit when transient regimes appear.
For combinational circuits, the same observations apply. As it can be seen in Table 4 .2, the average power consumption under transient conditions can be up to 52% larger than the one under stationary conditions (e.g., circuit d a h ) , while the transient maximum power values are up to 116% larger than the stationary ones (e.g. circuit too-large).
2) The second set of experiments involves a comparison of the distribution of power consumption in the transient and stationary regimes. A typical example is circuit rninrnar2 which has 25 transient states from the total of 41 reachable combinations (xs).
Analyzing power consumption under both regimes, we found two different behaviors (Fig.4.2 
CONCLUSION
We addressed the problem of power dissipation in sequential and combinational circuits under transient regimes. The foundation of our approach relies on the theory of MCs with absorbing states. As distinctive feature, we use the transitive closure calculation to identify the transient component in the behavior of the target machine and then, using a symbolic approach or support from simulation, we find the averagehnaximum power consumption or the actual power distribution that corresponds to the transient regime. The issues brought into attention represent an important step towards an integrated framework which considers both stationary and nonstationary conditions for power analysis.
