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The presence of the class of market models is one of the most significant events in the 
development of interest rate models. The set up of the market model makes possible the 
direct use of discretely compounded market data rather than instantaneous data. In this 
thesis, we analyze the pricing accuracy and risk properties of the constant elasticity of 
variance (CEV) market model.  
 
Firstly, we calibrate the CEV market model to caps and swaptions. The calibration results 
are satisfying in terms of small pricing errors. The whole model fit ascertains the 
existence of strike bias in the US interest rate derivative market. 
 
Secondly, we computed daily VaRs using Monte Carlo simulation. The back testing 
results suggest an underestimation problem for the cap-calibration-based model. The 
problem is much alleviated in the swaption-calibration-based model though the latter 
model has slightly poorer pricing accuracy at the same time. 
 
Finally, we carry out stress test regarding price sensitivities to yield curve shape changes. 
Level, slope, and curvature parameters are used to describe the yield curve. The results 
indicate that delta-gamma hedged portfolio has strong resistance to forward curve 
changes while single swaption product exhibits strongest response to the curvature 
change.
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This chapter first introduces the backgrounds and motivations of our study. The 
development of interest rate models, selection of our subject model and relevant 
empirical contents are presented. In the second section, we brief the framework of our 
whole study. Furthermore, we provide the contributions of this study in the third section. 
The last section of this chapter presents the organization of the study. 
 
1.1 Backgrounds and Motivations 
 
The last few decades have been a time of exceedingly turbulent interest rate. This has 
coincided with the development of the largest and most liquid interest rate markets. Now, 
the interest rate and its derivative markets are considerably more complex than any 
previous time in history. A very huge variety of different products have arisen and 
entered into general use. Most of the products emerged are option-like instruments. 
Currently, the most common interest rate option products are caps, floors and swaptions. 
They are actively traded either for asset/liability interest rate exposure management or for 
the purpose of profiting from the views expressed on the level of future interest rates, or 
even for the creation of more complex securities. Thus one needs interest rate model to 
provide a quantitative framework to describe interest rate movement, value and hedge 
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interest rate products. This obviously explains the rapid development of the highly 
sophisticated interest rate models.  
 
Black’s model (1976) is the earliest pricing model for simple interest rate instruments, 
which gives a theoretically justifiable closed-form solution under reasonable and 
intuitively appealing assumptions, such as the lognormal distribution of the underlying 
rate at the maturity of options. Though Black’s formula achieves great success, its 
virtually universal acceptance in the market place does not imply the acceptance of its 
underlying assumptions because some of the distributional features, i.e. leptokurtosis, 
mean reversion and etc., are not accommodated by this model. The need to go beyond 
Black’s formula arises naturally. 
 
The Vasicek (1977) and Cox-Ingersoll-Ross (CIR, 1985) models are among the first 
batch of models going further. Black-Derman-Toy model (BDT, 1990) and Black-
Karasinski model (BK, 1991) are some other popular models years afterwards. A 
significant breakthrough took place when Hull and White introduced a model (HW, 
1994) that incorporates deterministically mean-reverting features and allows perfect 
match of an arbitrary yield curve. Longstaff and Schwartz proposed another ‘elegant’ 
two-factor short rate model (LS, 1992) from which a joint dynamics of the two factors 
could be implied. Among all the interest rate models developed, a most important one 
was introduced by Heath, Jarrow and Morton (HJM) in 1992.   
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Later on, Brace, Gatarek and Musiela (BGM, 1997), Jamshidian (1997), Miltersen 
(1997), and Sandmann and Sondermann (1997) independently proposed some ‘market 
models’ which stem from the HJM model. Encouragingly, this class of new models takes 
the advantages of using observable market data, easy calibration and consistency with the 
Black’s formula under the standard model and etc., which overcome many shortcomings 
of the HJM model. Anderson and Andreansen (2000), Hull & White (2000), Qin (2000) 
and Brigo, Mercurio, and Rapisarda (2002) further put their efforts on the rectification of 
the market model to make it work more accurately under volatility skews.  The 
refinements of the model have made it more and more feasible in the real market. 
Currently, the market model is the most promising model among both academics and 
practitioners.   
 
Though the latest proposed market models attract great attention, they are still new 
models and their properties, especially in terms of risk management, still require 
extensive empirical studies. The possibility of practitioners’ wide adoption of this type of 
models, in other words, the feasibility and usefulness of the market models, depends 
greatly on its accuracy, efficiency, simplicity and risk-related properties. Only when we 
understand more on empirical aspects, can we go further either for promoting the model 
or for modifying the models.  
 
Among various aspects of empirical studies on an interest rate model, risk management is 
absolutely one of the most important ones. In terms of risk management, Value at Risk 
(VaR) is currently the most popular metric for measuring and managing portfolio risk. It 
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is defined as the maximal portfolio loss on a given, fixed portfolio, which can be 
observed in a given period of time at a pre-specified confidence level. Basically, there are 
three alternative but complementary techniques in market risk analysis related to VaR. 
They are variance-covariance method, historical simulation method and Monte Carlo 
method. Of the three, Monte Carlo simulation is commonly used for portfolios with 
nonlinear option-like products, especially for portfolios without many dimensions. So 
examining the VaR risk management effects with the market model becomes one of our 
concerns in the feasibility study of the model.  
 
A supplementary risk management approach for VaR to make up its hole in identifying 
extraordinary losses in extreme events is stress testing. Stress testing examines how well 
a portfolio performs under some of the most extreme market move scenarios. Previous 
studies show that yield curve changes play the important role in affecting the derivative 
security values. Thus we are motivated to study specific yield curve shape risk under the 
market model with scenario analysis technique in stress testing. 
 
Since caps, floors and swaptions constitute the largest components of any interest rate 
derivative market, and investors usually take positions in these instruments to express 
their views of the future interest rate either for risk management, investment or 
speculation, we focus on these three types of products. 
 
In our study, we focus on the empirical study of the constant elasticity of variance (CEV) 
market model in terms of its pricing accuracy, VaR risk management effect and its 
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behavior under stress test regarding forward curve shape changes. With this study, we 
hope to understand more about yield curve related risk properties of interest rate options 
under the LIBOR market model  
 
1.2 Framework of the Study 
 
In our study, we first calibrate a 3-factor CEV market model which is an extension of the 
standard LIBOR market model to the observed cap and swaption prices separately. We 
concentrate on the US market because it is the largest market with great liquidity relative 
to most of the other markets. It is well known that the skew phenomenon markedly exists 
in the US market. The approach we use can effectively model the skews that accompany 
different strike prices. After the calibration, we decompose the calibrated volatility 
parameters with principal component analysis (PCA) technique and use them to simulate 
forward LIBOR curves under our CEV market model. Two sets of forward rate 
simulation results are obtained by using cap-calibration-based and swaption-calibration-
based parameters. With each set of the forward rates, we price certain cap, floor, 
swaption products and a hedged portfolio consisting of these three derivatives. VaR 
estimates for them are obtained by sorting prices in each set and taking certain fractiles. 
Comparison is made between two sets of VaR values regarding individual derivatives and 
the portfolio.  
 
Furthermore, we fit the forward LIBOR curve on the calibration day to the Nelson-
Siegel’s Parsimonious term structure to get the level, slope, curvature parameters. The 
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values of the above mentioned interest rate instruments are computed using 
approximation pricing formulae and taking the fitted forward LIBOR curve as input. 
Then we change the level, slope and curvature parameters by different basis points to get 
new forward LIBOR curves and compute the new values and value changes of the 
interest rate instruments corresponding to the new forward LIBOR curve points. Thus 
grids regarding the curve movements and the value changes are constructed for stress 
testing. The stress testing results help us to gain more insight into the sensitivity of model 





This thesis adds to the existing literature in several ways: 
 
Firstly, we conduct detailed empirical tests on the CEV market model. The CEV market 
model is a model dedicated to modeling volatility skews and thus makes the application 
of the market model feasible in the real market. However, the current market practitioners 
seldom use this model to price any products. Pricing accuracy regarding this model is still 
a not well-understood aspect and becomes one of the biggest obstacles that hinder the 
application. We examine the pricing errors of the CEV market model relative to the 
actual market price data and basically prove its accuracy. 
 
6 
                                                                                          CHAPTER 1 INTRODUCTION                        
Secondly, we examine the risk management effects of the CEV market model. VaRs for 
certain interest rate options and portfolios are estimated and back tested. A 
computationally efficient test is adopted to supplement VaR estimates and used as a 
simple method for one to express his view on the future market. The model sensitivities 
of price to its inputs are examined. Also the grids regarding scenarios on yield curve 
shape changes help investors to gain more insights into the market forward curve 
movement. Moreover, the grid method itself provides the advantage of providing more 
information on potential loss as well as gain relative to any specific factor or factor 
combinations. And naturally, more information means more insights into the market and 
better chance of risk management, investment and speculation. 
 
Thirdly, we study yield curve risk comprehensively. Yield curve movement is believed to 
be the most important factor that influences the interest rate derivative values. We 
decompose the yield curve into three factors and study the quantitative influences of them 
respectively. We further examine the influence of the combination of the factors and the 
results can assist investors in understanding the quantitative relationships between yield 
curve factors and the interest rate product values. The comprehensive yield curve 
sensitivity analysis helps give advice to investors on making quick response by adjusting 
proper positions in a quantitative way, to news, events and other random shocks that 
affect yield curve. 
 
Fourthly, the most important interest rate instruments are studied further. We take caps, 
floors and swaptions as our study products. These derivatives are the very basic and most 
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important interest rate options in the market for interest rate risk management and their 
prices have great impact on other more complicated interest rate derivatives. Under the 
more often used forward LIBOR measure instead of forward swap measure, we pay 
special attention to the behaviors of swaption prices. The comparison between cap-
calibration-based LIBOR market model and swaption-calibration-based LIBOR market 
model helps people to understand more about the tradeoff in making a choice in favor of 
pricing accuracy and risk management effect.  
 
 
1.4 Organization of the Study 
 
The remainder of this thesis is organized as follows. In Chapter 2, we review the 
literature on the development of the LIBOR market model, especially the CEV market 
model, the VaR and stress testing methods in risk management and the study on the 
Nelson-Siegel parsimonious term structure. The methodologies and data used for 
empirical test, and the whole study procedure are presented in Chapter 3. In Chapter 4, 
we present the empirical results. Finally, Chapter 5 presents conclusions and related 
implications from the study.    
8 





This chapter reviews the literature that provides the foundation of this study. The 
literature on the set up of the standard LIBOR market model is examined first. 
Advantages and disadvantages of the model are reviewed in this section as well. 
Thereafter, the literature of modeling volatility skews under the model (literature on the 
extended market models) is presented. The next part presents the concepts and techniques 
of VaR and stress testing in risk management. In the last part, the study on the 
parsimonious term structure model is reviewed. 
 
2.1 The Standard LIBOR Market Model 
 
2.1.1 The Presence of the Original LIBOR Market Model 
 
In recent years, a new model for valuing interest rate derivatives has been developed and 
drawn great attention of both academics and practitioners. The model is usually referred 
to as the market model and the approach of it stemmed from the original work of Heath, 
Jarrow and Morton (HJM, 1992). It was proposed as an alternative one to overcome some 
drawbacks of the HJM model. Several researchers have worked on the concept of it at 
one time or another and it is difficult to trace the originator of the idea behind this model. 
Brace, Gatarek, and Musiela (BGM, 1997), Jamshidian (1997), Miltersen, Sandmann and 
   -9-
                                                                             CHAPTER 2   LITERATURE REVIEW 
Sondermann (1997) are commonly recognized for making significant contributions on the 
set up of this model.  
 
The LIBOR market model is a model in which discretely compounded forward rates are 
assumed to be log-normally distributed. This model is named market model for two 
reasons. Firstly, the data used are observable discretely compounded market data. 
Secondly, the standard model involves the pricing formulae traditionally used by market 
practitioners, i.e. the Black (1976) pricing formulae for caps, floors, and swaptions.  
 
Miltersen, Sandermann and Sondermann (1997) and Brace, Gatarek and Musiela (1997) 
independently present the LIBOR market model (LMM) for forward LIBOR rates and 
interest rate option products, such as caps and floors. Jamshidian (1997) develops a 
similar model for forward swap rates and swaptions. His model is usually referred to as 
Swap Market Model (SMM). They show that by choosing proper forward measure or 
forward swap measure rather than the usual spot martingale measure, state variable 
manifests martingale representation. Thus the underlying LIBOR rate or swap rate is set 
to be a lognormal diffusion process under the corresponding forward measure and the 
Black-Scholes type formulae are obtained for caps, floors and swaption prices.  
Miltersen et al. (1997) model the evolution of discretely compounded forward rates over 
a fixed period of length α. For any maturity T, forward rate ( , , )f t T α for a fixed period 
length α is assumed to evolve according to the log-normal diffusion under the empirical 
measure, i.e.  
                                   ( , , ) ( , , ) ( , , )
( , , ) t
df t T t T dt t T dW
f t T
α µ α γ αα = +  (2.1) 
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But they do not propose a specific functional form for the diffusion ( , , )t Tγ α  in Equation 
(2.1). Brace et al. (1997) and Musiela & Rutkowski (1998) suggest a piecewise linear 
volatility function. The LIBOR market model supports closed form pricing formulae for 
interest rate derivative contracts such as cap, floors, and the European style options on 
zero-coupon bonds.  
 
The basic setup of the standard LIBOR market model is introduced below:  
Define , 0 0t = 1 (0 )i i it t i nδ += − ≤ ≤
n
and consider a cap with reset dates at times 
, t ,…,  and a final payment date t1t 2 nt 1+ , and 
( )iF t : Forward rate observed at time t for the period ( ), expressed with a 
compounding period of 
1,i it t +
iδ ; 
( , )P t T : Price at time t  of a zero-coupon bond that provides a payoff of $1 at time T; 
( )m t : Index for the next reset date at time t. This means that m(t) is the smallest 
integer such that t t ; ( )m t≤
p :  Number of factors; and 
,i qζ : q-th component of the volatility of  ( )(1 )iF t q p≤ ≤ . 
 
In a world that is always forward risk neutral with respect to a bond maturing at the next 
reset date, that is in a rolling forward risk neutral world, the process followed by is   ( )iF t
                                            
( )
( ) ( ) ( )
( ) 1 ( )
k
k i i k
k
i m tk i i
dF t F t dt t dz
F t F t
δ ζ ζδ== ++∑  (2.2) 
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Now we simplify the model by assuming that ( )k tζ is a function only of the number of 
whole accrual periods between the next reset date and time t . Define Λ  as the value of k i
( )k tζ  when there are  such periods. Thus  i
                                             ( )( )k kt m tζ −= Λ  (2.3) 
The  can be estimated from the volatilities used to value caplets in Black’s model. 
Suppose that 
iΛ
kσ  is the Black volatility for the caplet that corresponds to the period 
between times t  and t . Equating variance to have k 1k+
                                               2 2 1
1
k




= Λ∑  (2.4) 
Equation (2.4) can be used to obtain the Λ ’s iterately. 
 
The LIBOR market model can be implemented using Monte Carlo simulation. Expressed 
in terms of the ’s equation (2.2) is  iΛ
                                ( ) ( ) ( )
( )
( )
( ) 1 ( )
k
i i i m t k m tk
k m t
i m tk i i
FdF t dt dz






Λ Λ= +∑ +Λ
j j
 (2.5) 
Assuming  for ( ) ( )i iF t F t= 1jt t t +< <  in the calculation of the drift, then 






( ) ( ) exp
1 ( ) 2
k
i i j i j k j k j
k j k j j k j j
i j i i j
F t
F t F t
F t
δ δ ε δδ
− − − − − −
+ − −
= +
  Λ Λ Λ= −   +   
∑ +Λ  (2.6) 
where ε  is a random sample from a standard normal distribution. 
 
This model can be extended to incorporate several independent factors. Suppose that 
there are p factors and ,k qζ  is the component of the volatility of F t attributable to the ( )k
   -12-
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qth factor. Equation (2.2) becomes 




( ) ( )( ) ( )
( ) 1 ( )
p
pk i i i q k qqk
k q q
i m t qk i i
F t tdF t dt t dz
F t F t




∑∑ ∑  (2.7) 
Define ,i qλ  as the qth component of the volatility when there are i  accrual periods 
between the next reset date and the maturity of the forward contract. Equation (2.6) then 
becomes 
2




( ) ( ) exp
1 ( ) 2
p p
pk i i j i j q k j q k j qq q
k j k j j k j q q
i j qi i j
F t
F t F t
F t
δ λ λ λ
jδ λ ε δδ
− − − − − −= =
+ − −
= + =




2.1.2 The Advantage of the LIBOR Market Model 
 
The lognormality of the forward rates avoids the negative interest rate problem that 
plagues some other models. Furthermore, it does not reply on assumptions about investor 
preferences. The LIBOR market model makes it easier to calibrate the model to the 
market prices of interest rate caps and European swaptions. The quoted implied Black 
volatilities can directly be inserted in the model, avoiding laborious and often imperfect   
numerical fitting procedures that are needed for the spot rate or forward rate models. And 
the models are based on the observable market data, such as LIBOR rates and swap rates. 
Hence, one doesn’t have to use imperfect and often arbitrary translation from the 
unobservable instantaneous short rate or instantaneous forward rates of traditional models 
to price and hedge caps and swaptions. This gives the conceptual elegance in not having 
to make use, for pricing purposes, of a ‘traded’ instrument like the continuously 
   -13-
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compounded rolled-up money-market account. From a more general view, this model 
allows the trader to express directly a view on those very quantities in which he makes a 
market and affords the most straightforward means to translate the views into option 
prices. 
 
2.1.3 The Disadvantage of the LIBOR Market Model  
                                                                                                                                                                        
An undesirable feature of the LIBOR market model is that a sum of log-normally 
distributed variables is not itself log-normally distributed. This inconsistency problem 
arises e.g. for caps and swaptions in the US market which have payments every three and 
six months, respectively. To deal with this problem, Jamshidian (1997) directly assumes 
that the six months forward swap rate is log-normally distributed instead of the three 
months forward LIBOR rate. In contrast, Brace et al. (1997) apply numerical procedures 
to resolve the inconsistency problem. Assuming that the three months forward rate is log-
normally distributed, it is possible to find an approximate closed form solution for 
derivative contracts written on the six months forward rates.  
 
Another problem of the LIBOR market model about the lognormal distribution is that it 
makes the yield curve evolution non-Markovian. In another word, an up shock to the 
yield curve followed by a down shock does not make the same result as the two shocks 
happen in a reverse way. Thus the trees produced do not recombine and make it 
computationally exhaustive to price the path-dependent financial products by Monte 
Carlo evaluation. 
   -14-
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Moreover, Fabozzi (1998) points out that the larger the amount of financial observable 
information being recovered by construction of a model, the smaller its explanatory 
power.  The LIBOR market model might well recover exactly and simultaneously the 
volatility of a forward rate of arbitrary maturity. However, if the volatility is not a strictly 
increasing function of maturity, either there may exist market arbitrage chance or the 
volatility term structure may change over time. The LIBOR market model cannot 
differentiate the situations and just assumes the market is efficient and allows for no 
arbitrage opportunity. That means the LIBOR market model only tries to change the 
volatility term structure without considering the real situation.  
 
Furthermore, the drift adjustment and the evolution of the forward rates encounter the 
problem of making use of a lot of forward rates correlation parameters, and these 
parameters might just be not so safe as people expect them to be for the following pricing 
of a large number of market products. To go further, the calibrated piecewise constant 
volatilities (the most often used volatility form in research and practice) might have many 
possible values which might make the volatility term structure ‘unreasonable’ and hurt 
the ‘internal consistency’ between different quantities, such as the forward rates and 
forward swap rate. Thus, people have to impose some very strong structural constrains on 
the possible volatility curve shapes and correlation functions.  
 
However, despite all its disadvantages, the LIBOR market model is still in general one of 
the most promising and useful interest rate models. Ultimately the success of this model 
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lies in whether it can correctly price/forecast the market products. There are still quite a 
lot of research work need to be done on the model properties and modifications.  
 
2.1.4 Some Relevant Studies on the LIBOR Market Model 
 
Since 1997, many investigations have been conducted for this model regarding the issues 
of lognormal assumption, calibration, specification of the instantaneous volatility of the 
forward rates, volatility skews, multifactor practice, and option price sensitivities and the 
like. 
 
Rebonato (1999a) investigates the impact of the inconsistent join lognormal distribution 
assumption (in their own forward measure) for forward LIBOR and forward swap rates. 
He studies the magnitude of the price discrepancies introduced by the joint lognormal 
assumption by means of Monte Carlo simulations and a suitable switch of numeraire, and 
does so by focusing on the swap-rate formalism. The simulated prices of swaps and 
swaptions were found to be extremely close to their theoretical values and any 
discrepancies not attributable to numerical noise were shown to be much smaller than the 
tightest bid-ask spreads in the most liquid markets. The pricing discrepancies for FRAs 
and caplets were then found to be of similar magnitude as, and strongly correlated with, 
the corresponding pricing errors in swaps and European swaptions, suggesting that the 
differences were not due to any distributional effect. He concludes that the pricing 
inconsistency between the joint lognormal assumption for European swaptions and 
caplets, which has prompted some researchers to label the Black model as ‘non-arbitrage-
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free’, is of extremely small magnitude. Even if and when detectable, the pricing 
discrepancy is too small to be arbitraged away. 
 
Rebonato (1999b) also shows that it is possible to perform a simultaneous calibration of a 
lognormal BGM model to the percentage volatilities of the individual rates and to the 
correlation surface. He introduces that the task can be accomplished into separate and 
independent steps: the calibration to cap volatilities can be accomplished exactly for the 
straightforward geometrically relationship; the fitting to the correlation surface can be 
carried out in a numerically efficient way.  
 
In an empirical analysis of the LIBOR market and the swap market model, De Jong, 
Driessen and Pelsser (2000) find systematic pricing errors that can be explained by yield-
spread and yield-curvature parameters. They analyze two different specifications of the 
instantaneous volatility of the forward LIBOR and swap rates, respectively. They apply 
the LIBOR market model to at-the-money caplets and swaptions and compare the merits 
of the LIBOR model and the swap market models. Firstly, they assume constant volatility 
and secondly, they look at a specification where the volatility is decreasing in time to 
maturity. They conclude that the LIBOR market model with mean reversion is preferable 
to the other models that they analyze. Nevertheless, the mean reversion LIBOR market 
model is statistically rejected by their dataset. 
 
Charistiansen and Hansen (2002) analyze the empirical properties of the volatility 
implied in options on the 13-week US Treasury bill rate. It is shown that a European style 
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put option on the interest rate is equivalent to a call option on a zero-coupon bond. They 
apply the LIBOR market model and conduct a battery of validity tests to compare three 
different volatility specifications: constant, affine, and exponential volatility. They find 
that the additional parameter in the affine and the exponential volatility function is not 
justified and overall, the LIBOR market model fares well in describing the IRX options. 
 
Sidenius (2000) studies the LIBOR market model with a number of factors ranging from 
1 to 10. He finds that the overall market fit is independent of the number of factors. But 
his closer investigation shows that models with a high number of factors allow a more 
stationary volatility function than do models with few factors. He investigates the 
implications for exotics pricing of the number of factors in the model studied and finds a 
very strong sensitivity of exotics prices to the number of factors is found.  
 
Glasserman and Zhao (1999) develop methods for fast estimation of option price 
sensitivities in Monte Carlo simulation of term structure models. The models considered 
are based on discretely compounded forward rates with proportional volatilities. The 
efficient estimation of option deltas, gammas, and Vegas are investigated in this setting. 
The authors propose and evaluate fast approximations to an exact pathwise algorithm 
specific to the forward LIBOR setting. They analyze the convergence to the continuous-
time limit of pathwise estimators based on discrete-time simulations. An approximate 
estimator is used in a setting where the relevant probability density is unknown and a 
method is developed for applying the estimator mentioned above in a singular setting 
where no density exists. In all, they prove some theoretical support for the application of 
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the basic methods and evaluate the approximations through numerical experiments. The 
results indicate that the proposed algorithms can improve on standard finite difference 
estimates of sensitivities. 
 
The research work done for modeling the volatility skews under the LIBOR market 
model is detailedly introduced in the Section 2.2 below.   
 
2.2 The Extended LIBOR Market Model (CEV Market Model) 
 
2.2.1 The Volatility Skew Problem 
 
It is well-know that the implied Black volatilities of caplet and swaption prices often tend 
to be decreasing functions of strike and coupon, respectively, which indicate a fat left tail 
of the empirical forward rate distribution. This phenomenon is called volatility skew. The 
volatility skew presents in many real markets, such as the Japanese LIBOR market, the 
US and German markets and so on. The problem is described more detailedly below: 
 
Let us consider a caplet at time-0 with a T2-maturity resetting at time T1. The strike of the 
caplet is K and the notional amount of it is 1. The year fraction between T1 and T2 is 
denoted as τ . Then the payoff of this contract at time T2 is  
1 1 2( ( ; , ) )F T T T Kτ +−  
and at time 0 the value is 
2
2 0 1 1 2(0, ) [( ( ; , ) ) ]P T E F T T T Kτ +−  
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The dynamics for F under the T2-forward measure is the LIBOR market model dynamics 
                                             dF 1 2 2 1 2( ; , ) ( ) ( ; , ) tt T T t F t T T dWσ=  (2.9) 
Since the T1-marginal distribution of this dynamics is lognormal in the LIBOR market 
model, the above expectation results in the Black’s formula 
                                    Cpl , (2.10) 1 2 2 2 2 1(0, , , ) (0, ) ( , (0), ( ))
Black T T K P T Bl K F v Tτ=
                                                          v T  (2.11) 12 22 1 20( ) ( )
T
t dtσ= ∫
From the above derivation, the average volatility of the forward rate in the period 
between time 0 and T1, which is 2 1 1( ) / Tv T , does not depend on the strike K of the 
option.  
Now we consider 2 such caplets but with different strikes K1 and K2, respectively. If the 
above derivation holds, the values of them should be 
1 2 1 2 1 2 2 1(0, , , ) (0, ) ( , (0), ( ))
BlackCpl T T K P T Bl K F v Tτ=  
1 2 2 2 2 2 2 1(0, , , ) (0, ) ( , (0), ( ))
BlackCpl T T K P T Bl K F v Tτ=  
However, market caplet prices do no behave like this. The true situation is that different 
caplet prices require different Black volatility v T depending on their strikes K That 
means 
( , )K
1 2 1 2 1 2 2 1 1(0, , , ) (0, ) ( , (0), ( , ))
BlackCpl T T K P T Bl K F v T Kτ=  
1 2 2 2 2 2 2 1 2(0, , , ) (0, ) ( , (0), ( , ))
BlackCpl T T K P T Bl K F v T Kτ=  
Usually, the low-strikes implied volatilities are higher than the high-strikes implied 
volatilities. The term smile is used to denote the structure where the volatility has a 
minimum value around the current value of underlying forward rate. 
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In some way, this problem reduces the possible application chances of the LIBOR market 
model in real markets and motivates the extension of the model where the diffusion 
coefficients of the discrete forward rates are nonlinear functions of the rates themselves.   
 
2.2.2 Studies of the Volatility Skew Problem Under the LIBOR Market Model 
 
Andersen and Andreasen (2000) point out that caps and floors exhibit volatility skew 
similar to equities. They show that the LIBOR market model could be extended to 
incorporate volatility skews. They focus on a forward rate diffusion term that can be 
described as a product of a general time- and maturity-dependent function and a time-
homogeneous nonlinear function of the forward rate. Their separable form of the 
diffusion coefficient allows for quick calibration to caplets by numerical solutions of one-
dimensional forward or backward partial differential equations. The authors derive 
closed-form solutions for caplets prices for the case where the forward-dependence of the 
diffusion term can be described by a power function, which also termed the constant 
elasticity of variance (CEV) model. Their CEV model is shown to be about as tractable as 
the log-normal market model but can provide a much closer fit to observed caplet prices. 
 
Qin (2000) also extends the market models by Brace et al. (1997) and Jamshidian (1997) 
with the CEV feature to capture the strike skewness. He gives the closed form formulae 
for caps / floors and swaptions. The investigation was conducted using the US$ cap data 
and the conclusion was drawn that the CEV market model has more fitting and prediction 
power than BGM model. 
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Hull and White (2000) present some new ideas on the implementation of Andersen and 
Andreasen’s extended LIBOR market model. They develop and test an analytic 
approximation for calculating the volatilities used by the market to price European 
swaption from the volatilities used to price interest rate caps. They show how this 
approximation makes it possible to translate the volatility skews observed for caps into 
volatility skews for European swaptions. Their approximation is showed to be very 
accurate for the range of market parameter normally encountered and enable swaption 
volatility skews to be implied from cap volatility skews.  
 
Zuhlsdorff (2002) extends the simple LIBOR market model with stochastic dynamics as a 
linear volatility function to models which have quadratic volatility functions. The 
quadratic functions are the product of a quadratic polynomial and a level-independent 
covariance matrix. The extended LIBOR market models allow for closed form cap 
pricing formulae, the implied volatilities of the new formulae are smiles and frowns. The 
author gives examples for the possible shapes of implied volatilities. Furthermore, he 
derives a new approximative swaption pricing formula and discusses its properties. The 
model is calibrated to market prices, it turns out that no extended model specification 
outperforms the others. He concludes that the criteria for model choice should thus be 
theoretical properties and computational efficiency. 
 
Brigo, Mercurio (2003) address the issue of defining the LIBOR market model dynamics 
that are alternative to the classical lognormal ones and are capable of retrieving implied 
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volatility structures as typically observed in the market. They introduce a general class of 
analytically tractable models for the dynamics of the forward rates, based on the 
assumption that the forward rate density is given by the mixture of known basic densities. 
The several dynamics proposed alternative to a geometric Brownian motion for modeling 
forward rates, under their canonical measure, in a LIBOR market model setup are: a 
lognormal-mixture model, a forward rate model that is obtained by shifting the previous 
lognormal-mixture dynamics, a model that is still based on lognormal densities but 
allowing for different means, and a model that is based on processes of hyperbolic-sine 
type. All of the dynamics are analytically tractable and thus have closed form formulae 
for caplet prices. The implied caplet volatility curves display typical market shapes. They 
range from the smile-shaped curve implied by a mixture of lognormal densities to the 
steep skew-shaped curve in case of a mixture based on hyperbolic-sine processes. The 
virtually unlimited number of parameters in  models, can indeed render the calibration to 
real market data extremely accurate in most cases.  
 
2.3 Value-at-Risk (VaR), Back Testing and Stress Testing in Risk Management 
 
Spurred by the increasing complexity and volume of trade in derivatives, and by the 
numerous headline cases of institutions sustaining enormous losses from their derivatives 
activities, risk management has made great progress in finance field, especial for the 
more and more complicated derivatives and portfolios. Among various risk 
measurements, VaR is the most popular one and stress test is often a required one for 
supplement. 
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2.3.1 VaR  
 
Value-at-Risk (VaR) is a popular metric for measuring potential losses that can occur 
with certain probability over a given time horizon. Let V be the value of an asset or a 
portfolio of assets.  At time T, let denote the distribution of the values of the asset 
or the portfolio, so 
( )TF v
( ) ( )T TF v prob V v= ≤%  
For a confidence level α , let Vα be defined by 
1 (TF V )αα− =  
Therefore, with probability α , the asset or the portfolio value at time T will exceed Vα . 
In other words, losses larger than Vα  only occur with probability 1 α− . VaR is then 
defined as: 
VaR=V-Vα  
Typically, α  is chosen to be 95% or 99%. 
 
Dennis Weatherstone, former chairman of J. P. Morgan, is the first man who demands a 
one-page report to be delivered to him after the close of business at 4:15 P.M. each day, 
summarizing the company’s global exposure and providing an estimate of potential 
losses over the next 24 hours. Thus the famous “4.15 Report” of J. P. Morgan becomes 
the beginning of the successful risk management tool known as VaR. The calculation of 
VaR was made easier in October 1994 when J.P. Morgan made its RiskMetrics database 
of volatilities and correlations freely available to all market participants. From then on, 
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VaR has become widely used by corporate treasurers and fund managers as well as by 
financial institutions.  
 
Some of the impetus for the use of VaR has also come from the actions of regulators. For 
example, the Basel Accord of the Bank for International Settlement (BIS) now requires 
all banks to calculate VaR with their internal models, and it uses VaR in determining the 
capital a bank is required to keep to reflect the market risks it is bearing. 
 
Basically, there are three alternative but complementary techniques in market risk 
analysis for estimating VaR. They are variance-covariance method, historical simulation 
method and Monte Carlo methods. Full detail about them is given in J.P.Morgan (1996), 
Jorion (2001), Duffie and Pan (1997), and Rouvinez (1997).  
 
Variance-covariance method is an “analytic” approach. In this approach, approximate 
factor sensitivities are computed for portfolios, and portfolio Value at Risk numbers are 
computed simply by multiplying the factor sensitivities by the relevant shifts in the risk 
factors. Rather than the alternative approaches that determine a solution by iteratively 
simulating potential scenarios, this method remains an excellent approach for a portfolio 
that contains minimal optionality and holdings in highly efficient markets where returns 
can be expected to be normally distributed. 
 
While higher order approximations of factor sensitivities allow the variance-covariance 
approach to be applied to a wider range of portfolios, the Basel Committee still 
recommends that the full valuation principle used for analyzing the market risk of certain 
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positions. In particular, full valuation should be applied to positions containing non-linear 
instruments such as options, and therefore these positions should be analyzed using a 
simulation-based method. Simulation can be based on either historical data or a model for 
changes in market variables. It involves sampling many changes in the market variables, 
revaluing the portfolio, and using the results to build up a probability distribution for 
portfolio value changes.  
 
Historical simulation method repeatedly values current holdings based on the market 
conditions that existed over a specific historical period of time. The history used can vary 
from a few months to several years, and different durations of history may be used for 
different purposes. Unlike the parametric approach, no assumption on the distribution of 
changes in market factors is required and therefore historical simulation better handles fat 
tails (kurtosis), i.e., extreme event risk, and asymmetric distributions (skewness), as are 
experienced in relatively illiquid markets such as emerging markets. Furthermore, the 
historical simulation methodology explicitly understands the characteristics of 
instruments with non-linear behavior and analyzes based on historic market 
performance.  However, the main problem with historical simulation is that a relatively 
small number of simulation rounds are typically run. As a result, the Value-at-Risk 
numbers are rather inaccurate estimates of the true numbers, despite of the true nature of 
the distribution. For example, if a hundred business days of historical data are used then 
the 1% VaR number is estimated using only one observation for each portfolio. This is 
very inaccurate. Thus historical simulation often requires a very large amount of data to 
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capture the richness of the distribution and unfortunately very often financial institutions 
do not have that much “proper” historical data. 
 
Monte Carlo simulation methodology has a number of similarities to historical 
simulation.  The main difference is that Monte Carlo simulation approximates portfolio 
profit/loss distribution based on model-based simulated rate movements rather than the 
observed changes in the market factors over historical periods. That is, one chooses a 
statistical distribution that is believed to adequately capture or approximate the possible 
changes in the market factors. Then, a pseudo-random number generator is used to 
generate thousands or tens of thousands of hypothetical changes in the market factors. 
These are then used to construct thousands of hypothetical portfolio profits and losses on 
the current portfolio, and the distribution of possible portfolio profit or loss. Finally, the 
Value-at-Risk is then determined from this distribution.  
 
The advantage of Monte Carlo simulation over the others is that it is the most forward-
looking method. If properly set up, Monte Carlo simulation can reflect our desired 
distribution and the large number of simulation rounds help to make the accurate results 
without using a large amount of historical data. Though this method is the most 
computationally expensive one, there are various ways of making the calculations faster 
and after all the high technologies are making our computers run faster and faster. So 
Monte Carlo simulation is currently the most popular VaR estimation technique in 
portfolio risk management. Brute force Monte Carlo method is already good enough for 
option portfolios that are free of high dimensionality problem. Even for portfolios with 
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“the curse of dimensionality”, researchers are making all the ways to make Monte Carlo 
simulation applicable for them by techniques like variance reduction via importance 
sampling, stratified sampling (Holton, 1998; Glasserman et al., 1999, 2000; Cardenas et 
al., 1999; Fuglsbjerg, 2000) and the like. 
 
2.3.2 Back Testing 
As Jorion (2001) points out, VaR estimates are only useful if they can be demonstrated to 
be accurate. Thus one needs to check the validity of the underlying valuation and risk 
models through comparison of predicted and actual loss levels. Back testing is the most 
common method that tests how well VaR estimates would have performed in the past. 
Comparing with the real losses, if the number of exceedences is larger than the 
confidence number corresponding to the predicted loss level, the model underestimates 
risk and vice versa. Underestimation/overestimation is a serious problem because 
underestimates will expose institutions to too high risks while overestimates will lead to a 
wasted or unfair allocation of capital across units.  
 
Kupiec (1995) shows that the formal statistical procedures that would typically be used in 
performance-based VaR verification tests required large samples to produce a reliable 
assessment of a model’s accuracy in predicting the size and likelihood of very low 
probability events. The Basel rules for back testing the internal models approach are 
derived directly from this failure rate test. Currently, banks are required by the BIS 
market risk-based capital requirements that they must back test their internal market 
models over a minimum of 250 past days. 
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Lopez (1998, 1999) proposes a different approach to back testing. It is know as the 
forecast evaluation approach. This approach allows us to rank models, but does not give 
us any formal statistical indication of model adequacy. Since it is not statistical test, 
Lopez test does not suffer from the low power of standard tests as Kupiec test and is 
more suitable for small data sets typically available in the real-world applications. 
 
2.3.3 Stress Testing 
 
Though increasing confidence level could progressively uncover more and more unlike 
cases, one might still fail his risk management only with VaR. The problem is that VaR 
estimates risk simply based on recent historical data and often fails to identify extreme 
unusual situations that cause extraordinary losses. Stress testing examines the tails rather 
than the dispersion focused by VaR. In most of the firms the BIS interviewed, stress tests 
supplement VaR (BIS, 2000). 
 
Stress testing tests how well a portfolio performs under some of the most extreme market 
moves. This test is also required by the Basel Committee as one of the seven conditions 
to be satisfied to use internal models and is endorsed by the Derivative Policy Group 
(Jorion, 2001). Stress testing contains several test tools, such as scenario analysis, stress 
models, and policy responses. Scenario analysis is the most commonly used one which 
evaluates portfolio under various states of the world and often requires the application of 
full-valuation methods. The scenarios in the analysis are developed either by drawing on 
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a significant market event experienced in the past (historical scenarios) or by thinking 
through the consequences of a plausible market event which has not yet happened 
(hypothetical scenarios) (BIS, 2000).  
 
Among various categories of approaches could be used to set up scenarios for stress 
testing, Lieng-Seng Wee and Judy Lee (1999) emphasize one set related to model 
assumption. They point out that it is critical to understand the limitations of all the 
models used and understand their sensitivity to inputs, calculations, and methodologies. 
For the model inputs, they believe that the yield curve used for valuations across many 
instruments should be tested rigorously and it is important to stress test more routinely for 
markets with less liquid or fewer available instruments along the yield curve. 
 
2.4 Parsimonious Term Structure Model 
 
Litterman and Scheinkman (1991) show that the majority of the variation in the yield 
curve is driven by 3 factors, namely level, slope, and curvature, and that the curvature is 
closely connected to the term-structure volatility. An increase in the level of the short-rate 
volatility implies a decrease of the individual yields (i.e. the yields of different maturities 
decrease by different amounts). Jones (1991) also shows that twists (slope changes) and 
shifts (parallel changes) in their yield curve are responsible for 91.6% of the returns in 
various maturity sectors of Treasury securities. Different strategies for different yield 
curve shapes in terms of shift, twist and butterfly (humpedness changes) are also 
discussed in that study. Bekdache and Baum (1997) compare six term structure 
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estimation methods in terms of their ex ante price and yield prediction accuracy. 
Ferguson and Raymar (1998) assume a “true” spot rate curve and derive bond prices that 
are used as the input for six different term structure estimation models.  They compare 
their simulation results and conclude that the Nelson-Siegel model is reliable and 
accurate.  
 
The Nelson-Siegel model is a parsimonious term structure model proposed by Nelson and 
Siegel (1987). In their approach, the yield curve is fitted using an exponential decay 
specification and the model is reduced to a four-parameter model: level, slope, curvature, 
and a time constant. This model is used to fit the Treasury yield to maturity in their 
research.  
 
The Nelson-Siegel’s parsimonious model is widely used in academic research field. 
Barrett, Gosnell, and Heuson (1995) apply it to daily Treasury note and bond data. They 
investigate shifts in the yield curve and then draw some conclusions for the selection of 
immunization strategies. Willner (1996) proposes a risk measurement tool using this 
approach to deal with risk exposure to the whole yield curve. He fits the curve and uses 
the level, slope and curvature durations to extend the conventional duration measurement 
and thus reach a more complete risk measurement paradigm. Phoa and Shearer (1997) 
compute the sensitivity of a bond or bond portfolio to an arbitrary yield curve movement 
in terms of slope, curvature, and hump reshaping. Malz (1998) fits the zero-coupon 
curves of the US, Germany, and Japan and shows how to gain insights into market views 
on interest rates and the stance of monetary policy from forward rate agreement and 
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interest rate swap.  Brooks and Yan (1999) fit the Treasury yield to maturity, forward 
curve and spot curve to study the relationships among differences in the levels, slopes 
and curvatures of LIBOR and Treasury three-month forward curves. And they find 
significant differences between the two curves. Diebold and Li (2003) use variations on 
the Nelson-Siegel exponential components framework to model the entire yield curve, 
period-by-period, as a three-dimensional parameter evolving dynamically. They estimate 
autoregressive models for the factors, use the models to produce term-structure forecasts 
at both short and long horizons and achieve encouraging results. 
 
Yield curve shapes are interpreted to reflect the market’s rate expectations, required bond 
risk premiums, and convexity bias. The key determinants of the curve steepness are the 
market’s rate expectations and the required bond risk premiums (convexity bias mainly 
affect at the long end of the curve) (Ilmanen & Iwanowski, 1997). The pure expectation 
hypothesis (PEH) assumes that all changes in steepness reflect the market’s shifting rate 
expectations. If interest rates are expected to increase, long-term rates will be higher than 
short-term rates and vice versa. Thus, the yield curve can slope up or down. However, the 
risk premium hypothesis assumes that changes in steepness reflect only changing bond 
risk premiums. In reality, rate expectations and required risk premiums do influence the 
curve slope. The determinants of the curve curvature have received less attention. The 
market’s curve reshaping expectations may affect the curvature. Flattening expectations 
make the yield curve more concave (humped) and steepening expectations make it less 
concave or even convex (inversely humped).  
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CHAPTER 3 
MODEL DESIGN AND DATA DESCRIPTION 
 
In this chapter, the methodologies of the CEV market model, the VaR estimation, stress 
testing, and the Nelson-Siegel parsimonious term structure model are described. The 
dataset used is also introduced. The first section describes the steps of calibration of the 
CEV market model and the pricing procedure for interest rate derivatives with this model; 
the second section explains the Monte Carlo simulation VaR estimation and scenario 
analysis steps; the parameter estimation for the Nelson and Siegel’s parsimonious term 
structure model is describe in the third section; the fourth section describes our whole 
study procedure; and the last section presents the data used in our empirical study.  
 
3.1 The CEV Market Model 
 
3.1.1 Calibration of the CEV Market Model to Caplet-Clusters 
We define t , 0 0= 1 (0 )i i it t i nδ += − ≤ ≤
n
and consider a cap with strike price Rc , reset 
dates at times t , t , …, t  and a final payment date t1 2 1n+ , and 
( ) :iF t  Forward rate observed at time t for the period ( ), expressed with a 
compounding period of 
1,i it t +
iδ ; 
( , )P t T : Price at time  of a zero-coupon bond that provides a payoff of $1 at time T; t
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m(t): Index for the next reset date at time t. This means that m(t) is the smallest integer 
such that t t ; ( )m t≤
p:  Number of factors;  
,i qξ : q-th component of the volatility of  ( )(1 )iF t q p≤ ≤ ; and 
 Lc:  The notional amount of cap. 
 
Now we assume that ( )k tζ is a function only of the number of whole accrual periods 
between the next reset date and time t . Define k iΛ  as the value of ( )k tζ  when there are 
 such periods. Thus  i
                                             ( )( )k kt m tζ −= Λ  (3.1) 
Again we define ,i qλ  as the qth component of the volatility when there are  such periods 
between the next reset date and time . Thus 
i
kt







Λ = ∑  (3.2) 
The  can be estimated from the volatilities used to value caplets in Black’s model. 
Suppose that 
iΛ
kσ  is the Black volatility for the caplet that corresponds to the period 
between times t  and t . Equate variance to have k 1k+





i iσ δ− −
=
= Λ∑  (3.3) 
The process for forward rates under a CEV model could be 
                             




( ) 1 ( )
p
pi j j j m t q i m t qqi
i m t q q
j m t qi j j
F tdF t dt dz
F t F t
α
α





∑∑ ∑  (3.4) 
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where α is a positive constant, or 





( ) ( )
( )
1 ( ) 2
p
p pi j j j k q i k qq i i k q
i i k q q
j k q qj j
F t F t
t dt dz
F t
α αδ λ λ α λ λδ
−− − − −= − −
− −
= + = =
  = − + 
∑∑ ∑
1
+∑dQ  (3.5) 
where 
11( ) ( )
1i i
Q t F t αα
−= −  





( ) ( )
( ) ( )
1 ( ) 2
p
p pi j j k j k q i k qq i k i k q
i k i k k i k q q k
j k q qj j k
F t F t
Q t Q t
F t
α αδ λ λ α λ
1
δ λ ε δδ
−− − − −= − −
+ − −
= + = =
  = + − + + 
∑∑ ∑ ∑  (3.6) 
 
From Andersen and Andreasen (1997), the price of the ith caplet is  
                            (3.7) 2 21(0, ) [ (0) (0) ( , 2, ) ( , , )]i c i i i cP t L F F a b c R c b aδ χ χ+ − + −
when 0<α<1 and 
                            (3.8) 2 21(0, ) [ (0) (0) ( , , ) ( , 2 , )]i c i i i cP t L F F c b a R a b cδ χ χ+ − − − −










= − ; 
1
1
b α= − ; 












= −  
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and is the cumulative probability that a non-central chi-squared distributed 
random variable with non-centrality parameter v and k degrees of freedom is less than z. 
And the price of the ith floorlet is  
2 ( , , )z k vχ
                            (3.9) 2 21(0, ) [ (0) (0) ( , 2, ) ( , , )]i c i c i cP t L R F a b c R c b aδ χ χ+ − + −
when 0<α<1 and 
                            (3.10) 2 21(0, ) [ (0) (0) ( , , ) ( , 2 , )]i c i c i cP t L R F c b a R a b cδ χ χ+ − − − −
when α>1. When α=1, the price of the ith caplet is  











2 1 i id d tσ= −  
and the price of the ith floorlet is  
                                                   1 2(0, ) [ (0) ( ) ( )]i c i c iP t L R N d F N d1δ+ − − −  (3.12) 
 
Now we can calibrate our CEV market model by simultaneously estimating α and iΛ  
from one-day cap prices. We assume ten different levels for Λ , that is we assume iΛ  is 
constant for 1  (first year), for 3 7i≤ ≤ 4 i≤ ≤ (second year), for 8 11i≤ ≤  (third year), for 
(fourth year), for 1612 15i≤ ≤ 19i≤ ≤ (fifth year), for 20 23i≤ ≤ (sixth year), for 
 (seventh year), for 2824 27i≤ ≤ 31i≤ ≤  (eighth year), for 32 35i≤ ≤  (ninth year) and 
 (tenth year). We also impose the smooth condition that the Λ  be a non-
increasing function of i for i to avoid extreme variations in the Λ ’s and the 
36 39i≤ ≤ i
12≥
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possibility of negative Λ ’s. The optimal α and iΛ  values are the ones that minimize the 



















∑  (3.13) )
where K is the number of caps for which market data is available, ui is the market price of 
the ith cap calculated from the flat volatility quotes using the Black’s formula, and vi is 
the model price of the ith cap calculated by summing up the caplet prices which are 
obtained using the equations (3.7), (3.8), and (3.11). Calibration is conducted on daily 
base and the result leads to an 11-parameters set including one α and 10 s.  Λ
 
3.1.2 Calibration of the CEV Market Model to Swaptions 
 
For European swaptions, the approximated swaption prices can be calculated by 
following the procedure below: 
•   (3.14) , 1( ) , )
N
n N i i
i n
A t t tδ +
=
=∑
where P(ti,ti+1) is the price of a discount bond paying $1 at time ti+1, and δι=ti+1 -ti. 
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i
δ+
(Note that empty sums are taken as zero and empty products are taken as one!) 
• According to Hull and White (2000), we assume that β=α.  
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• Volatility components ( ( ),k m t qλ − ) could be computed using the Equation 3.2.   
• Since the accrual period for the swaptions is every 6 months while the accrual 
period for the cap is every 3 months in the US, we need to accommodate the 
situation where each swap accrual period includes 2 cap accrual periods. We 
denote G t  as the forward rate observed at time t for 2 cap accrual 
periods ( e , m=1,2) within the ith swap accrual period and compute 
, ( )( 1, 2)i m m =
,i m
                                               ,,
,
[1 ( )]
( ) ( )
[1 ( )]
k m k k
k m k





+= +  (3.17) 
The qth component of the volatility of G t, ( )( 1, 2)i m m =  should be , ,j m qλ  when i-
m(t)=j. 
• The spot volatility of swaption is approximated as 
                      ,n Nσ =
21






k k i m q k m k m
n N p




β δ λ γδ δ
− − −−
= = = = k
     +   
∑ ∑ ∑∑  (3.18) 
Thus ,n Nσ  necessary for pricing the non-at-the-money swaptions is obtained. 
• The value of the European swaption that gives the holder the right to pay fixed 
under the CEV market model is 
                             (3.19) 2 2, , ,(0)[ (0) (0) ( , 2, ) ( , , )]s n N n N n N sL A S S e f g R g f eχ χ− + −
when 0<β<1 and 
                            (3.20) 2 2, , ,(0)[ (0) (0) ( , , ) ( , 2 , )]s n N n N n N sL A S S g f e R e f gχ χ− − − −
when β>1 where 











= − ; 
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1
1
f β= − ; 















= −  
The value of the European swaption that gives the holder the right to pay floating 
under the CEV market model is 
                            2 2, ,(0)[ (0) ( , 2, ) ( , , )]s n N s n N sL A R S e f g R g fχ χ− + − e
2
 (3.21) 
when 0<β<1 and 
                            (3.22) 2 2, ,(0)[ (0) ( , , ) ( , 2 , )]s n N s n N sL A R S g f e R e f gχ χ− − − −
when β>1.  
• For calibration, we still need to calculate the market prices of the at-the-money 
swaptions from their volatility using the formulae below. The value of the 
swaption that gives the holder the right to pay fixed is 














2 1 ,n N nd d tσ= −  
and the price of swaption that gives the holder the right to pay floating is  
                                                   , 2 ,(0)[ (0) ( ) ( )]s n N s n NL A R N d S N d1− − −  (3.24) 
• Now we can calibrate the CEV model to the at-the-money swaption prices by 
seeking values of 10 sΛ similar to those for caplet-clusters which optimize the 
Equation 3.12. We used the calibrated model fit parameter, α , in swaption-based 
  -39-
                                             CHAPTER 3   MODEL DESIGN& DATA DESCRIPTION 
calibration to transmit the volatility skew extent from caps to swaptions. Market 
prices for swaptions as u are computed with Equation 3.23. Model prices for 
swaptions as v are computed with Equation 3.19-3.20. Calibration is conducted on 
daily base and the result leads to a 10-parameters set including s. Λ
 
3.1.3 Principal Component Analysis  
 
By calibration in section 3.1.2, the optimal iΛ are found. To price the derivative securities, 
we still need to obtain the ,i qλ . Rebonato (1999b) determines ,i qλ  from  to provide as 
close a fit as possible to the correlation matrix for the forward rates. He points out that a 
principal component analysis (PCA) gives similar results.  In our study, we favor Hull 
and White (2000)’s approach which is a direct PCA application. Their PCA model is  
iΛ








where ,i qα  is the factor loading for the ith forward rate and qth factor, qx  is the factor 
score for the qth factor and  









∑  (3.26) 
equals 1 when and 0 when q1q q= 2 21 q≠ . Define s  is the standard deviation of the qth 
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We conduct the analysis based on a three-factors, as the first factor corresponds to a 
parallel shift in the yield curve, the second factor corresponds to a twist and the third 
factor correspond to a bowing. Thus 

















3.2 Monte Carlo simulation VaR, Back Testing and Stress Testing Scenario Grids 
 
3.2.1 Monte Carlo Simulation VaR 
 
Our Monte Carlo simulation VaR can be obtained by following the steps below: 
• The first step is to evolve forward curves over 10 years with our calibrated models 
using Equation 3.5 and 3.6. Under each calibrated model (cap-calibration-based, 
swaption-calibration-based), 10,000 Monte Carlo rounds are run. 
• The second step is to evaluate interest rate options with each forward curve 
evolved in each set. Caps/floors are portfolios of caplets/floorlets and the value 
for each caplet equals to  
                                                        max[ ,0]c i i cL R Rδ −  (3.28) 
where Ri is the iδ -maturity rate observed at time ti with a compounding period of 
iδ . And the value of each floorlet equals to  
                                                        max[ ,0]c i c iL R Rδ −  (3.29) 
And the value of a payer swaption equals to  
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                                           , ,max[ ,0]s n N n N sL A R R−  (3.30) 
where Rn,N is the swap rate observed at time tn. And the value of a receiver 
swaption equals to  
                                           , max[ ,0]s n N s n NL A R R ,−  (3.31) 
And portfolio value is the sum of weighted interest rate option prices on each 
tiral. 
• The last step is to order the mark-to-market profits and losses in each set and the 
value at risk estimates are the losses which are the 5% fractiles on the lower ends. 
 
3.2.2 Back Testing 
 
3.2.2.1 Kupiec Test 
 
To implement the Kupiec test, we require data on n, p and x. n is the number of historical 
profit/loss observations (sample size). p is the predicted frequency of tail losses (equal to 
1 minus the VaR confidence level). x is derived from a set of paired actual observations 
of profit/loss and associated VaR forecasts. By comparing the total number of failures 
(losses are greater than VaR forecasts) with Kupiec’s nonrejection test confidence 
regions (Kupiec, 1995), we examine the model accuracy regarding VaR. 
 
3.2.2.2 Lopez I Test 
 
Quadratic Probability Score (QPS) function (Lopez, 1999) is used: 
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QPS n C p
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= −∑  











The QPS takes a value in the range [0,2], and the closer the QPS value to zero, the better 
the model. 
 
3.2.3 Stress Testing Scenario Grids 
 
The Grids are constructed by firstly defining our interested factors that change interest 
rate option values and specifying how much the factors move in steps. Then we compute 
the corresponding mark-to-market profits or losses of the interest rate derivatives and 
convert them to percentage values to fill in the grids. 
 
3.3 Parsimonious Term Structure Model 
 
Nelson and Siegel’s (1987) parsimonious term structure is  
                                          
/
/1( , , , ) 1 ( )
/
m





−−= + − + −  (3.32) 
Where 
YC(•)  is the yield curve function; in this study it is three-month forward curve; 
l:  stands for level, or the long-term factor; 
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s: stands for slope, or the short-term factor; in this model, it is the difference    
between long-term rate and short-term rate, and a positive number means 
upward sloping; 
c: stands for curvature, or the medium term component; 
m: is the maturity (in years); and 
τ : is the time constant associated with curve hump positioning; it determines the 
rate of decay toward the long-term rate. We set 2τ =  throughout the study. 
 
This parsimonious term structure model is used to obtain different sets of parameters 
level (l) , slope (s), and curvature (c) by fitting the forward LIBOR curve for each day. 
Level, slope, and curvature changes either from a specific day or from the corresponding 
previous day can be obtained. Fitted forward LIBOR curve and consequently the discrete 
points on fitted curve for each day can be very easily obtained as well.  
 
3.4 Study Procedure 
 
In the first step, we calibrate the CEV market model to one day’s of cap prices and then 
to the at-the-money swaption prices on the same day. As a result, we obtain 1 model fit 
parameter, 10 fitted cap volatility parameters and 10 fitted swaption volatility parameters. 
Then we decompose the volatility parameters and simulate forward curve evolvement to 
value selected interest rate derivatives. 5,000 rounds are run under each of the two 
calibrated CEV market model. VaR estimates are obtained by sorting prices and taking 
the 5% fractile at the lower ends. Back testing is conducted in two ways to examine the 
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model VaR accuracy. Furthermore, we estimated the level, slope and curvature 
parameters of the forward curve on the calibration day using the Nelson-Siegel 
parsimonious term structure model and calculated corresponding fitted curve points. 
Using the calibrated models, we use   approximation pricing formulae to price our 
selected interest rate derivatives and portfolio by changing level/ slope/ curvature in the 
forward LIBOR curve  in the input of the CEV market model. Percentage Value  changes 
are computed as the results of the scenario grid analysis.   
 
3.5 Data Description 
 
We use the quote data for US$ LIBOR caps, floors and swaptions in our study. All of the 
data are downloaded from Bloomberg. The daily volatility data for the 5-year cap with 
strike at 1.5%, the 2-year floor with strike at 6% and the at-the-money 1-year * 3-year 
swaption are downloaded for VaR back testing from Oct 1, 2001 to Sep 30, 2002 (261 
days). All of the available daily data for caps and swaptions on Oct 1, 2002 are 
downloaded for model calibration. On Oct 1, 2002, there are prices for caps with maturity 
from 1 year to 10 years and strike price from 1.5% to 8% and prices for the at-the-money 
swaptions with maturity from 3 months to 5 years and tenor from 1 year to 10 years. All 
caps are reset every three months and the underlying swaps for swaption are all reset 
every six months. The implied three-months forward LIBOR curves constructed in the 
money market and swap market in Bloomberg are also downloaded for the period from 
Oct 1, 2001 to Oct 1,2002. 
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CHAPTER 4 
RESULTS AND DISCUSSION 
 
This chapter presents the main results obtained from our empirical analysis. Section 4.1 
reports the CEV market model calibration results for caps and swaptions. In Section 4.2, 
we present Monte Carlo simulation VaR results for some plain interest rate derivatives 
and one demonstrative derivative portfolio. The difference of VaR estimates between the 
cap-calibration-based model and the swaption-calibration-based model is investigated in 
this section. In section 4.3, we describe the Nelson-Siegel parsimonious term structure 
estimation results for forward LIBOR curves. Stress testing results in terms of the 
sensitivity of the CEV market model to its forward curve input are presented.  
 
4.1 Calibration of the CEV market model  
 
In this section we present the calibration results for caps and swaptions. Calibration 
results are reported in tables and figures. Issues like optimization target, pricing error, 
calibrated volatility structure are also discussed in this section. 
 
4.1.1 Calibration to Caps 
 
For caps, we calibrate the CEV market model to caplet-cluster prices. The market prices 
for caplet-clusters are obtained by calculating the difference between two consequent 
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caps with same strike. For example, by subtracting a 1-year cap price from a 2-year cap 
price, both of which have a strike of 2%, we get a caplet-cluster price with strike at 2% 
and the result actually is a sum of 4 caplets settled between the first year and second year. 
Then we simultaneously seek the 10 volatility parameters (Λ s) and the whole model fit 
(α ) to minimize the Root Mean Square Pricing Error (RMS Pricing Error). Levenberg-
Marquardt minimization method is adopted in the optimization process. 
 
In our study, we choose to minimize the absolute pricing errors instead of proportional 
pricing errors. The reason behind is that the prices of the very deep out-of-the-money 
caps are very low and the relative pricing errors of them could be too large and 
overweight themselves over all other products in the optimization process. Choosing 
absolute pricing error helps to reduce this effect and make calibration ‘fair’ to a wider 
range of products that we are interested in.  
 
Table 4.1 represents the calibration results for caps. The calibrated α , which is the whole 
model fit, is only 0.40625 and far from the neutral value 1. This parameter ascertains that 
the volatility structure is highly skewed for strike price in the US market. Hull & White 
(2000) report that their model fit parameter in the US cap market on Aug 12, 1999 is 
0.716. The two different model fit parameters indicate that the strike bias in the US 
interest rate derivative market has become more and more severe since 1999. This 
phenomenon occurs together with the declining US economy especially after the collapse 
of the high-tech “bubble economy” and the “September 11” attack in 2001, and the six 
interest rate cuts by the FED in 2002. In such a background, people may put more 
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emphasis on potential sudden events and drive the volatilities for the “reasonable” strikes 
even higher than others. Thus, the strike bias would be very strong under very uncertain 
economy and people’s gloomy anticipation. 
 
By observing the piecewise constant volatility parameter sΛ  in Table 4.1, we find a 
humped structure. The volatility parameters for the second year ( ) are 
significantly higher than the other ones. We know that the short-term interest rate 
derivatives, especially the one and two-year products, are more popular and liquid than 
long-term products. We should expect higher volatilities for more actively traded caps 
with relatively shorter lives and the humped structure in our calibration result is 
consistent with such expectation.  
4Λ −Λ7
 
Table 4.1 Best Fit Values of Volatility Parameters ( ( )jΛ andα ) for Caps on Oct 1,2002 
  Values of ( )jΛ for 
  Caps 
1 3j≤ ≤  0.05658 
4 7j≤ ≤  0.08350 
8 1j≤ ≤ 1  0.04258 
12 15j≤ ≤  0.03033 
16 19j≤ ≤  0.03033 
20 23j≤ ≤  0.03033 
24 27j≤ ≤  0.03033 
28 31j≤ ≤  0.03033 
32 35j≤ ≤  0.03033 
36 39j≤ ≤  0.03033 
RMS Pricing Error (bp) 1.5145 
RMS % Pricing Error 0.01872 
α  0.40625 
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Though RMS pricing error is our minimization target, we report the RMS proportional 
pricing error for caps in Table 4.1 for reference. The minimized RMS Pricing Error is 
around 1.5 basis points. This result can be explained in another way as pricing error 
would be 15 cents when principal is $1000. Andersen & Andreasen (2000) report 
relatively lower caplet price simulation errors than ours. However, they only use at-the-
money caplet for pricing and the prices are obtained from 1,000,000 trials instead of 
approximation formulae. So our results are not quite comparable. They also admit that 
pricing errors for out-of-the-money and in-the-money caplets are higher than was the case 
for at-the-money strikes and in general one expects any approximation of the forward 
distributions to deteriorate in the tails. Hull & White (2000) who also conduct their 
calibration of the CEV market model but to the cap prices instead of caplet-cluster prices 
give their pricing errors  which is 5.7 basis points for caps and 2.1 basis points for 
swaption. Considering our case that we use caplet-clusters instead of cap products, we 
believe that our pricing errors are already tolerable for a model calibrating to caps with 
such a wide range of strikes and maturities.  
 
Figure 4.1 plots the surface of the real market cap-cluster prices on October 1st 2002. The 
corresponding surface of cap-cluster prices by the calibrated CEV market model is 
plotted in Figure 4.2 for comparison. The true market price surface exhibits some small 
‘local’ waves at the high strike price and mid-term to long-term option maturity area. The 
calibrated price surface basically stretches the small waves and ‘repeats’ the story in a 
relatively smoother way. These two plots further confirm our satisfactory calibration 
result visually. 
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4.1.2 Calibration to Swaptions 
 
For swaptions, we calibrate our model to market swaption prices directly. Since we still 
want to use forward LIBOR rate instead of forward swap rate and calibrate corresponding 
forward rate volatility parameters, we use an analytical formula (Equation 3.15) to 
compute forward swap rate from forward LIBOR rate and use an approximation pricing 
formula (Equation 3.18) to compute swaption volatility from corresponding forward 
LIBOR volatility parameters. Due to the unavailability of the non-at-the-money swaption 
price data, we calibrate the volatility parameters only to the at-the-money swaptions and 
directly use the model fit for caps, 0.40625, in calibration by assuming caps and 
swaptions are skew to the same extent according to Hull & White (2000). Table 4.2 
presents the calibration results for swaptions. 
 
Table 4.2 Best Fit Values of Volatility Parameters ( ( )jΛ ) for Swaptions on Oct 1,2002 
  Values of ( )jΛ  for 
  Swaptions 
1 3j≤ ≤  0.06800 
4 7j≤ ≤  0.04250 
8 1j≤ ≤ 1  0.03949 
12 15j≤ ≤  0.03411 
16 19j≤ ≤  0.03411 
20 23j≤ ≤  0.03411 
24 27j≤ ≤  0.02056 
28 31j≤ ≤  0.02056 
32 35j≤ ≤  0.02056 
36 39j≤ ≤  0.02056 
RMS Pricing Error (bp) 2.0540 
RMS % Pricing Error 0.02056 
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Comparing with the results for caps in Table 4.1, the humped structure disappears here. 
We believe that the ‘missed’ volatilities are already exhibited by the parameters for the 
first year ( ). Again, RMS pricing error and RMS proportional pricing error are in 
an admissible level. We also notice that the pricing errors are a little higher than those for 
caplet-clusters. The relative small number of swaption products we used and thus smaller 
room for adjustment may be the cause of this difference. Also, the model fit for caps is 
imposed to that for swaption may be a reason for higher pricing errors in swaption 
calibration.  In general, the CEV market model is a very powerful model in pricing 
derivatives with wide range of strikes and in terms of small pricing errors. 
1Λ −Λ3
 
Figure 4.3 and 4.4 exhibit the original US swaption market prices on Oct 1st, 2002 and 
the swaption prices by the calibrated CEV market model respectively. The two plots 
further confirm our satisfactory calibration results. 
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For the further pricing of our interested caps, floors and swaptions, we decompose the 
estimated Λ  both for caps and for swaptions into 2 three-factor s ,j qΛ (j=1, …, 39; q=1, 2, 
3) sets by a principal component analysis technique (Equation 3.25-3.27) which is 
suggested by Rebonato (1999) and used by Hull & White (2000). 
 
* 4.1.3 A typo in Hull & White (2000) 
 
We notice that a typo appears in Hull and White (2000) during our calibration and it has 
not yet been corrected as far as we know. In the Journal of Fixed Income (September 
2000), on page 56, for , the parameter v is explained as a non-centrality 
parameter and k is explained as degrees of freedom. This explanation already appears in 
their working paper. The original approximation formulae for caplets and swaptions are 
from Andersen and Andreasen (1997) and the parameters are explained in a reverse way. 
2 ( , , )z v kχ
 -53-
                                                                     CHAPTER 4 RESULTS AND DISCUSSION 
However, if follow the way Hull & White explained, we find that the price patterns 
themselves are interestingly similar to the patterns they should have, that is, the longer 
the option life and the small the strike price, the larger the product prices. And the pricing 
results are not very far from the actual market values. So it’s still unclear who has made a 
typo. 
 
To prove Hull and White’s explanation is a typo, and it is their typo instead of Andersen 
and Andreasen’s, we give out two reasons. The first reason is intuitive. In Equation 3.7-
3.8 and Equation 3.19-3.20, the parameters a & c, e & g are on alternative positions and 
should have similar meanings. The meanings of non-centrality parameter and limit 
parameter in a cumulative probability function are just perfect for them.  
 
For stronger confirmation, we conduct a simple test to compare the prices of swaptions 
(computation speed is faster for swaptions than for caps) when the model fit parameter, 
α is set to 1, 0.99 and 1.01. The underlying logic is that when alpha equals 1, the prices 
are obtained from the analytical formula (Equation 3.23), and when alpha is very close to 
1, the prices obtained from the approximation formula (Equation 3.19) should be very 
close to the analytical ones. And most likely, the analytical prices should lie somewhere 
between the corresponding values when alpha is set to 0.99 and 1.01 to make the prices 
behave ‘continuously’ instead of ‘jumpily’. Our test results are shown in Table 4.3-4.5. 
Obviously the approximated prices from Andersen and Andreasen’s formula and their 
explanation for the formula are reasonable. 
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Table 4.3 Swaption Prices with α =1 
  Swap Tenor (in years) 
Maturity (in years) 1 2 3 4 5 
0.25 23.888 56.113 85.656 115.99 145.9 
0.5 38.779 83.661 125.45 166.63 205.21 
1 60.218 119.86 175.26 226.94 272.26 
2 80.849 158.28 229.88 292.42 353.69 
3 93.108 180.25 257.2 331.02 398.53 
4 99.636 187.68 271.93 349.06 417.37 
5 98.778 192.4 276.27 351.63 418.97 
 
 
Table 4.4 Swaption Prices with α =0.99 
Maturity (in years) Swap Tenor (in year) 
(Hull & White) 1 2 3 4 5 
0.25 35.056 82.223 125.46 169.79 213.47 
0.5 56.443 121.91 182.97 243.09 299.39 
1 86.91 173.58 254.28 329.62 395.76 
2 116.24 228.08 331.85 422.74 511.77 
3 133.53 259.06 370.33 477.2 575.02 
4 142.76 269.49 391.01 502.38 601.2 
5 141.53 276.08 396.87 505.59 603.01 
(Andersen and Andreasen)      
0.25 24.859 58.241 88.751 120.04 150.86
0.5 40.287 86.727 129.86 172.32 212.06
1 62.371 123.99 181.13 234.38 281.05
2 83.49 163.36 237.13 301.53 364.56
3 96 185.77 265.01 340.95 410.4
4 102.61 193.27 279.93 359.28 429.54
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Table 4.5 Swaption Prices with α =1.01 
Maturity (in years)  Swap Tenor (in year) 
(Hull & White) 1 2 3 4 5 
0.25 32.399 76.376 116.92 158.59 199.73 
0.5 52.39 113.59 170.89 227.47 280.54 
1 81.201 162.49 238.36 309.35 371.72 
2 109.25 214.54 312.38 398.13 482.27 
3 125.88 244.37 349.41 450.47 542.98 
4 134.88 254.62 369.59 474.96 568.44 
5 133.83 261.21 375.55 478.44 570.67 
(Andersen and Andreasen)      
0.25 22.954 54.062 82.667 112.07 141.1
0.5 37.326 80.702 121.18 161.13 198.58
1 58.135 115.87 169.56 219.73 263.74
2 78.287 153.36 222.85 283.58 343.12
3 90.297 174.89 249.61 321.36 386.99
4 96.737 182.25 264.14 339.13 405.53
5 95.95 186.97 268.51 341.77 407.27
 
Thus we conclude that Hull and White’s explanation for the parameters v and k is a typo 
and it is their typo instead of Andersen and Andreasen’s. 
 
 
4.2 Monte Carlo Simulation VaR 
 
In this section, we simulate the 3M-LIBOR forward rate evolution over 10 years both 
from the cap-calibration-based CEV market model and from the swaption-calibration-
based one. With each forward rate set, some selected interest rate derivatives and one 
demonstrative portfolio are priced and the corresponding daily VaR estimates are 
reported. Comparison is made about the VaRs under different evolution processes. 
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Based on Equation 3.5-3.6, we separately simulate the evolution of 3M-LIBOR forward 
rate over 10 years with calibrated volatility parameter sets for caps and for swaptions. 
With each set, we simulate 10,000 trials and set kδ  in Equation 3.6 to one business day. 
Though analytical formulae for plain interest rate derivatives are available and in theory 
one should solve VaR by directly applying the analytical/approximation formulae, we 
choose Monte Carlo method because it is actually too complicated for one to get instant 
result from formulae for a three-factor model.   
 
Using the simulated forward rates, we price a 5-year cap with strike price at 1.5%, a 2-
year floor with strike price at 6%, and a payer swaption with one-year maturity, 3-year 
swap tenor and its strike price at 3%. Furthermore, a portfolio consisting of the weighted 
selected products is constructed.  The pre-specified weights in the portfolio are delta and 
gamma-hedged and are obtained using Delta-Gamma method. The weights we use in our 
portfolio are merely for an approximate hedge rather than an exact or perfect one. Table 
4.6 describes the details of our portfolio.  
 
Table 4.6 The Derivative Portfolio 
Type Maturity/Tenor (in years) Position Principal Reset Quantity Strike (%)
Cap 5 Long US$10,000 3-month 0.34 1.50  
Floor 2 Long US$10,000 3-month 1 6.00  
Payer 
Swaption 1*3 Short US$10,000 6-month 0.01 3.00  
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In each trial, we compute derivative prices using Equation 3.24-3.26. Portfolio values are 
computed by summing up weighted derivative products’ prices. VaR estimates are 
obtained by sorting prices for each product in each 10,000 trials and taking the 5% point 
values at the lower end. Table 4.7 exhibits the “Ex Post” VaRs in terms of daily 
percentage value change over our 1-year sample period. Table 4.8 reports the VaR 
estimates for 95% confidence level as well as other fractiles for reference under the cap-
calibration-based CEV market model.  
 
Table 4.7 “Ex Post” Percentage Value-at-Risk (2001.10.1-2002.9.30) 
  cap floor swaption portfolio 
75% -1.73  -1.52  -0.97  -0.36  
90% -3.07  -3.38  -2.37  -0.90  
95% -4.61  -5.20  -3.81  -1.28  
99% -5.93  -7.74  -7.07  -2.18  
 
From Table 4.7, we understand that the “ex post” daily 95% VaRs for our selected cap 
and floor are 4.6% and 5.2% respectively. The swaption examined in Table 4.7 is actually 
an at-the-money one rather than our swaption with strike at 3%. It is examined merely for 
reference. The VaR for our portfolio is about 1.3%. The hedged portfolio is obviously 
exposed to much less risk. However we should notice that the portfolio is not our selected 
portfolio because of the swaption used. And the portfolio is impossible to be perfectly 
hedged over that one-year time. We just assume the portfolio is frozen over that horizon 
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Table 4.8 Value-at-Risk Estimates for Derivatives and Portfolio (Cap-Calibration-Based) 
  Cap ($)   Floor ($)   
Swaption 
($)   
Portfolio 
($)   
Market price 946.45  657.11  175.26  977.15  
Mean 950.21  651.11  175.63  972.43  
75% 934.36 (-1.67) 641.11 (-1.54) 172.87 (-1.57) 969.17 (-0.34)
90% 919.61 (-3.22) 633.26 (-2.74) 170.33 (-3.02) 966.29 (-0.63)
95% 911.36 (-4.09) 628.21 (-3.52) 168.93 (-3.81) 964.59 (-0.81)
99% 894.76 (-5.84) 618.61 (-4.99) 166.05 (-5.45) 961.01 (-1.17)
 
In Table 4.8, the figures in the columns under products names are absolute prices, and the 
figures in brackets are percentage changes relative to the mean price obtained from the 
CEV market model. Market prices for the derivatives on Oct 1st, 2002 are given for 
reference.  
 
By comparing the mean prices and corresponding market prices, we notice there are some 
pricing errors of the derivatives selected. However, the pricing errors are not too large to 
affect our VaR analysis results.  
 
We find that the VaR estimation results under the CEV market model are basically in the 
similar magnitudes to the “ex post” VaRs. At 95% confidence level the relative loss of 
our 5-year cap wouldn’t be greater than 4.1% and the relative loss of our 2-year floor 
wouldn’t be greater than 3.5%. And in every one out of twenty times, the loss for our 
swaption may hit up to 3.8%. In contrast, the portfolio fully exhibits the benefit of 
hedging: its 95% VaR is only 0.8%, which is around one fifth of the VaRs for its 
components. However when we compare Table 4.8 to Table 4.7 we find that our CEV 
market model is likely to have consistently underestimated VaR for all the derivatives we 
selected. The underestimation problem is most severe in floor in view of absolute 
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difference between the “ex post” values in Table 4.7 and the estimates in Table 4.8 and in 
portfolio in view of relative magnitude.  
 
We further conduct back testing using the frequency-of-tail losses tests (Kupiec, 1995; 
Lopez, 1998). 261 business days’ of data are included in our back testing sample. The 
Kupiec test results are compared with the 255 days, 95% nonrejection test confidence 
regions given by Kupiec (1995).   
 
The Kupiec test results shown in Table 4.9 reveal that our selected floor and 
consequently the portfolio in which the largest component is that floor are severely 
underestimated under the cap-calibration-based CEV market model. However there is 
one inevitable problem in our back test which is that the prices for the 1-year*3-year 
swaption with strike at 3% are not available and we use the at-the-money one as 
substitution. So the results for the swaption and the portfolio may be inaccurate as we 
input “wrong” numbers in the back testing model.  
 
Table 4.9 Cap-Calibration-Based Model Kupiec Back Test  
(95% Nonrejection Test Confidence) 
Number of Failures N VaR Confidence Level Kupiec 
Criteria Cap Floor Swaption Portfolio 
99% N<7 3 14 5 17 
      
95% 6<N<21 14 25 12 33 
      
90% 16<N<36 25 36 17 42 
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The Lopez I test results are shown in Table 4.10. According to Lopez (1999), the better 
the model, the closer of QPS values to zero in the range [0,2]. In our test, at 95% 
confidence level the QPS values are around 0.1 to 0.2 and this suggests that the cap-
calibration-based CEV market model is basically a “good” model (consistent with data). 
Similar to the Kupiec test, the results in the Lopez I test also suggests that the model 
gives relatively inaccurate VaR estimates for the floor products and the portfolio VaR 
estimates are affected accordingly. 
 
 
Table 4.10 Cap-Calibration-Based Model Lopez I Back Test  
Quadratic Probability Score (QPS) VaR Confidence Level 
Cap Floor Swaption Portfolio 
99% 0.0227 0.1053 0.0377 0.1279 
     
95% 0.1016 0.1774 0.0878 0.2326 
     
90% 0.1733 0.2407 0.1242 0.2775 
 
In Table 4.11, the VaR estimates under the swaption-calibration-based CEV market 
model are reported and for comparison with Table 4.11. 
 
Table 4.11 Value-at-Risk estimates for derivatives and portfolio (swaption-calibration-based) 
  cap   floor   swaption   portfolio   
market price 946.45  657.11  175.26  977.15  
mean 959.07  646.84  181.56  971.10  
75% 940.42 (-1.95) 635.24 (-1.79) 178.40 (-1.74) 967.36 (-0.39)
90% 924.12 (-3.64) 625.34 (-3.32) 175.44 (-3.37) 963.92 (-0.74)
95% 915.12 (-4.58) 619.24 (-4.27) 173.83 (-4.26) 961.84 (-0.95)
99% 895.77 (-6.60) 608.14 (-5.98) 170.89 (-5.88) 957.86 (-1.36)
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We find in Table 4.11 that under the swaption-calibration-based CEV market model, the 
VaR estimates have similar magnitudes to the results under the cap-calibration-based one. 
That is, only in every 1 out of 20 days the loss of our derivatives might be greater than 
5%. From Table 4.12 and Table 4.13, though the underestimation problem still exists, it 
is much weaker and basically meets the Basel rules for VaR back testing, especially in 
VaR estimates for the floor. The portfolio remains its good hedging risk function, but its 
95% VaR estimate is only 0.95% and still much lower than the corresponding “ex post” 
value, 1.21%. Since the Lopez I back test values in Table 4.13 are consistently smaller 
than those in Table 4.13, we consider swaptions-calibration-based model a better model 
in terms of VaR estimates. However, our swaption-calibration-based model prices the 
products with larger errors than the cap-calibration-based one. 
 
Table 4.12 Swaption-Calibration-Based Model Kupiec Back Test  
(95% Nonrejection Test) 
Number of Failures N VaR Confidence Level Kupiec Criteria Cap Floor Swaption Portfolio 
99% N<7 1 8 5 10 
      
95% 6<N<21 13 20 10 21 
      
90% 16<N<36 19 27 16 36 
 
Table 4.13 Swaption-Calibration-Based Model Lopez I Back Test 
Quadratic Probability Score (QPS) VaR Confidence Level
Cap Floor Swaption Portfolio
99% 0.0077 0.0603 0.0377 0.0753 
     
95% 0.0947 0.1429 0.0740 0.1498 
     
90% 0.1365 0.1855 0.1181 0.2407 
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Though VaRs under the two CEV market model exhibit similar results, we notice that 
under the swaption-calibration-based one, VaRs are systematically larger than those 
under the other one. In another word, the swaption-calibration-based model is more likely 
to be a conservative/safe one for estimating VaRs and in our case is more likely to 
alleviate the underestimation problem in the CEV market model.  
 
But to select an appropriate model between a cap-calibration-based CEV model and a 
swaption-calibration-based one, one might still face a tradeoff between selecting a model 
that prices your derivatives accurately and selecting a model that helps you to do risk 
management in a conservative manner. Considering the VaR estimation results in our 
case, we feel it is safer to use the swaption-calibration-based one. However, in view of 
pricing error, one might like to choose the other one. When models are already accurate 
enough in pricing, risk management seems should be more important than the pricing 
errors which might differ in the last decimals. But when the models are not so accurate, 
especially when used for pricing non-at-the-money products, pricing errors themselves 
could already be very terrible risks. In our case, the CEV market models price non-at-the-
money products in a generally satisfactory way. But for specific products, the 
shortcoming of relative high pricing errors emerges and does affect people’s choice of 
model for risk management. So for cases that portfolio include LIBOR derivative and 
swap derivative as the same time, the model selection between a cap-calibration-based 
one and a swaption-calibration-based one is still an issues closely related to one’s own 
tailored needs.  
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Though practitioners could directly use VaR for risk management with their calibrated 
CEV market model, considering situations in a real world, we realize that it’s unsafe to 
only use VaR under the CEV market model as a measurement for risk because of its 
inability in identifying extreme events. And we still want to know more about the yield 
curve influence to the interest rate instruments under the CEV market model when it is 
used as the input of the model. Furthermore, we know that it is still difficult for 
practitioners to express their own views of market expectation in their activities as 
volatility parameters in the CEV market model are not so easy to be modified to express 
one’s anticipation on the further events, especially anticipation of changes on the most 
important forward rate curve. Also internal forward curve evolution process in the CEV 
model is not easy for one to visually imagine. Thus we decide to conduct a 
supplementary test by simply imposing some ‘possible’ changes of the forward curve and 
input the “visually changed” forward curves into the CEV market model to examine price 
sensitivities of the CEV market model in a more detailed way. That is, instead of 
completely relying on the forward rates evolved from the interest rate model, we do what 
we can do with the model--- change initial forward curve, the only input, and assuming 
that is what would happen ‘tomorrow’ (or over however long a period you prefer). 
Leaving anything else that may happen after tomorrow to the CEV market model, we 
ourselves “decide” what would happen ‘tomorrow’ on the yield curve and examine the 
risk. The adoption of the CEV market model instead of other interest rate models is still 
meaningful here because it is strong enough for us to price non-at-the-money products 
without loosing much accuracy.  
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4.3 Estimation of the Nelson-Siegel Parsimonious Term Structure  
 
In this section, we estimate the Nelson-Siegel parsimonious term structure level, slope 
and curvature parameters for our 3M-LIBOR forward curves and examine the daily 
movements in terms of these parameters. Furthermore, we evaluate the interest rate 
derivatives hired in Section 4.2 by imposing pre-specified forward curve movements and 
examine the value changes.  
 
4.3.1 Nelson-Siegel parsimonious Term Structure Estimation 
 
Level, slope and curvature parameters of daily forward LIBOR curves are estimated first 
according to Equation (3.32) over the 1-year sample period. Least Square curve fitting 
method is used for optimization. Table 4.14 summarizes the statistics of the estimated 
parameters over our sample period. 
 
Table 4.14 Summary Results of Fitting 3M-LIBOR Forward Rate 
Parameter Mean Standard Deviation Maximum Minimum
Level (%) 6.6613 0.46092 7.7554 5.7207 
Slope (%) 5.7074 0.52174 6.9214 4.6875 
Curvature (%) 4.2597 1.0737 6.4957 2.3192 
 
Figure 4.5 represents the original forward LIBOR curves in last three months of our 
sample period from July 1, 2002 to Sep 30, 2002 for demonstrative purpose. The 
corresponding fitted forward curves are plotted in Figure 4.6 for comparison.   
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The Nelson-Siegel parsimonious term structure estimation results in Table 4.12 and 
Figure 4.5-4.6 show that the 3M- LIBOR forward curves are on average steadily upward 
sloping over our sample period and in general the fitted curves can describe original 
curves correctly though crossing out some small fluctuations. By observing the maximum 
and minimum values of the three parameters, we notice that curvature parameter exhibits 
relatively larger volatility. 
 
 





























We further examine daily movement of forward LIBOR curve in terms of level, slope 
and curvature changes. The changes are obtained by computing absolute values of the 
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parameter differences between any two consecutive days over our sample period. The 
statistics on daily curve movement are reported in Table 4.15. 
 





























Table 4.15 Summary Results of (Daily) Differenced parameters for 3M-LIBOR Forward Rate 
Parameter Mean of Abs(Diff) Standard Deviation Maximum Minimum
Diff(Level,%) 0.23363 0.2848 0.48454 -0.76094 
Diff(Slope,%) 0.22356 0.27619 0.51562 -0.77461 
Diff(Curvature,%) 0.51565 0.66315 1.5403 -1.2247 
 
 
4.3.2 Value Change Grid for Interest Rate Derivatives 
 
From Table 4.15, we observe that the mean daily level change and slope change are 
around 0.2%, and the mean daily curvature change is around 0.5%. Though combing 
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their respective standard deviations, maximum and minimum values we may define 
larger grids, exponentially increased grid size will be beyond our computation and report 
capacity. We also notice that not all combinations of the parameters movement are 
possible in reality. To define the grids to a ‘reasonable’ size that we can handle and 
simply to describe the most possible movements, we redefine our grid into a 3*3*3 form 
which only allows level and slope to move 0.2% from their initial values on both positive 
and negative side and curvature to move 0.5% on both sides. Thus we obtain a 3-
dimension grid consisting of 27 exclusively forward curve movement scenarios with its 
three dimensions corresponding to level, slope and curvature changes and the 
components in the grids are interest rate derivative value changes. Figure 4.7 exhibits 
several representative “imposed” forward curves computed with Equation 3.32. 
 
Figure 4.7 “Original” and “Imposed” Forward Curves 
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In Figure 4.7, “Original” forward curve is the red broad-brushed one which is the fitted 
3M-LIBOR forward curve for Oct 1st, 2002. Other blue curves are “imposed” ones by 
moving three term structure parameters to different extents.  
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To compute derivative value changes, we continue to use the derivatives and the portfolio 
studied in section 4.2. The cap, floor and swaption are priced using approximation price 
formulae (Equation 3.7, 3,9, and 3.19) separately. Portfolio values are obtained by 
summing up weighted derivative values under each “scenario”. “Original” derivative 
values are calculated by inputting “original” forward curve into the approximation 
pricing formulae mentioned above. Value changes are calculated by dividing “original” 
derivative values from corresponding values under various “scenarios” and subtracting 
one unit. The Value change grids for cap, floor, swaption and portfolio are reported in 
Table 4.16 – 4.19 separately. But it is a pity that we have to compress our 3-dimension 
grids into 2-dimension tables to make it easier for reporting while making visual 
examination a little inconvenient. 
 
Table 4.16 Value Change Grid for Cap 
    Slope-0.2% Slope  Slope+0.2%
      
Level-0.2% -4.61% -8.29%  -11.97% 
Level 0.71% -2.95%  -6.62% Curvature-0.5% 
Level+0.2% 6.00% 2.36%  -1.29% 
      
Level-0.2% -1.65% -5.31%  -8.98% 
Level 3.64% 0.00%  -3.65% Curvature 
Level+0.2% 8.91% 5.29%  1.65% 
      
Level-0.2% 1.29% -2.35%  -6.01% 
Level 6.57% 2.94%  -0.70% Curvature+0.5% 
Level+0.2% 11.81% 8.20%  4.58% 
 
We notice that, figures in the whole table are approximately symmetry around the center 
cell where level, slope and curvature parameters do not change. The movement of level 
affects cap value in an obviously positive way: whole curve shifts up, cap value 
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increases; whole curve drops down, cap value also falls. However the movement of slope 
affect cap value in an opposite way: the steeper the forward curve, the lower the cap 
price; the flatter the curve, the higher the cap price. But again, the curvature movement 
influence cap value in a similar positive way with level parameter. Unsurprisingly, the 
greatest loss happens when level and curvature parameters go down while slope curvature 
goes up. If level shifts up, accompanying slope and curvature movements in opposite 
directions, either best or worst thing would happen to one’s caps. We also find that under 
a situation that forward curve doesn’t shift while its slope and curvature change in the 
same direction, their effects on cap value will be largely counteracted. So if practitioners 
observe a situation that level moves very little while slope and curvature of forward curve 
move together in the same direction, his cap values would not change as great as other 
forward curve movements happen. 
 
Table 4.16 also reveals the importance of three parameters. When slope and curvature do 
not change, forward curve shifts up or down by 0.2% will make the cap value increase or 
decrease around 5.3%. If level and curvature hold, the plusminus of curvature of 0.2% 
may make the value change by 3.6%. Curvature change in magnitude of 0.5% results in 
cap price change about 2.9%. Clearly level has the greatest impact on the value of cap. 
Slope and curvature take less responsibilities. These numbers are actually some type of 
sensitivities. Though we use three factors in our model and the factors are sometimes 
interpreted as the level, slope and curvature of forward curve, we do not compute the 
sensitivities from differencing the analytical pricing formulae directly. That is because 
the interpretation of factors are confirmed by facts and it is too complicate to differencing 
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the formulae in a three-factor model. Also, by imposing movements, we have more room 
in setting the scenarios we are most interested in and thus grid valuation makes us being 
able to study the effects of complex combinations of forward curve parameter changes. 
Furthermore, in Table 4.16 we find that a few value changes are very large and unlike to 
occur in only one day. After our checking with real market prices over our 1-year sample 
period, we know that some of these “large” percentages, especially the positive 
percentages, are possible, but only in few extreme cases and couldn’t be probed by 95% 
VaR. But we believe that the grid still are meaningful if we loose our assumption that the 
curve changes happen only in one day and are useful for extreme stress test or under very 
special situations for risk management.  
 
Table 4.17Value Change Grid for Floor 
    Slope-0.2% Slope  Slope+0.2%
      
Level-0.2% 1.25% 4.34%  7.53% 
Level -2.13% 0.86%  3.95% Curvature-0.5% 
Level+0.2% -5.40% -2.51%  0.47% 
      
Level-0.2% 0.38% 3.46%  6.63% 
Level -2.97% 0.00%  3.07% Curvature 
Level+0.2% -6.22% -3.35%  -0.38% 
      
Level-0.2% -0.47% 2.58%  5.74% 
Level -3.81% -0.85%  2.19% Curvature+0.5% 
Level+0.2% -7.03% -4.18%  -1.23% 
 
From Table 4.17, the results for the floor are similar to those for the cap in terms of 
symmetry. But all of the three parameters affect floor value in an exactly opposite way to 
cap value. This phenomenon is easy to understand as the definitions and maximum 
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selection targets for caps and floors are exactly on the opposite way. Here the floor value 
changes are in smaller magnitudes than those of cap rather than larger than, as appeared 
in the “ex post” VaR results in Table 4.7. This suggests that the underestimation problem 
appeared in the back testing of VaR may merely caused by selecting that one year’s of 
floor data which fluctuate too violently. That is, the cap-calibration-based model may be 
rejected as a Type I error with the left 5% probability in the 95% nonrejection back 
testing standard. Wrong rejection for bad luck is also mentioned by Jorion (2000).  
 
Table 4.18 Value Change Grid for Swaption 
    Slope-0.2% Slope  Slope+0.2%
      
Level-0.2% -12.35% -20.93%  -29.10% 
Level 1.04% -8.09%  -16.85% Curvature-0.5% 
Level+0.2% 15.19% 5.57%  -3.73% 
      
Level-0.2% -4.43% -13.35%  -21.89% 
Level 9.44% 0.00%  -9.10% Curvature 
Level+0.2% 24.01% 14.12%  4.52% 
      
Level-0.2% 3.79% -5.46%  -14.35% 
Level 18.10% 8.38%  -1.04% Curvature+0.5% 
Level+0.2% 33.07% 22.92%  13.04% 
 
Table 4.18 reveals that swaption responds much more violently to forward curve 
movements than caps and floors and this strong response is not reflected in the Monte 
Carlo simulation VaR at all. We find that quit some of scenarios in this table do not seem 
to be possible. Since market prices of 1-year * 3-year swaption with strike at 3% are 
unavailable in our study, we check the at-the-money 1-year * 3-year swaption price 
fluctuation for reference which is between –13% and +15% in our 1-year sample period. 
Even our selected swaption is a non-at-the-money one, its value changes still do not seem 
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to be able to reach 30% in one day as described by scenarios such as level and curvature 
move in the same direction while slope moves in the other direction even only to their 
respective moderate extents. But the meaning of this table lies in its emphasis on 
practitioners’ attention at some patterns of special and extreme forward curve 
movements. 
 
Table 4.19 Value Change Grid for Portfolio 
    Slope-0.2% Slope  Slope+0.2%
      
Level-0.2% -0.90% -0.28%  0.39% 
Level -1.09% -0.53%  0.08% Curvature-0.5% 
Level+0.2% -1.22% -0.72%  -0.17% 
      
Level-0.2% -0.36% 0.25%  0.91% 
Level -0.55% 0.00%  0.60% Curvature 
Level+0.2% -0.68% -0.19%  0.36% 
      
Level-0.2% 0.17% 0.77%  1.43% 
Level -0.01% 0.53%  1.13% Curvature+0.5% 
Level+0.2% -0.13% 0.35%  0.89% 
 
Table 4.19 presents benefit of hedging in a portfolio in a very obvious way. In general, 
portfolio value changes very little upon most movements of forward curve, especially 
compared to the changes of its derivative components under these pre-specified 
situations. Some interesting properties appear in the portfolio revealing the complex 
nature of it. Though symmetry pattern around central cell still exists in our portfolio, the 
symmetry extent doesn’t hold any more. The figures in diagonal cells may even have 
different signs, not to say the difference between their absolute values. Level and slope 
still work in a relative simple way which inherits their influence on floor: the higher the 
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forward rates, the flatter the curve, the lower the portfolio values and vice versa. Since 
floor has the largest weight in our portfolio, it is natural that the effects of these 
parameters are not diluted. However, the effect of curvature movement attracts us. When 
curve comes into a more bowed shape, our portfolio value increases. Rather than 
complying with floor property, portfolio value behavior is consistent with cap and 
swaption. Though swaption has very small weight, its strong response to curvature 
change seems to have been transferred to the portfolio. The response of swaption together 
with the response of cap eventually outdoes the work of floor. Thus, we suggest people to 
pay special attention to swaption value changes when short and long maturity rates move 
in one direction while intermediate maturity rates move in the opposite direction.  
 
In this chapter, we first calibrate the CEV market model both to caps and to swaptions 
and get generally satisfactory calibration results with relatively small pricing errors. 
Furthermore the two calibrated models are used for forward rate Monte Carlo simulations 
and for pricing three plain interest rate derivatives. The simulated prices are used to 
estimate VaR values for risk management. A hedged portfolio consisting of the three 
derivatives is studied as well. We find that VaR estimates under either the cap-
calibration-based CEV market model and the swaption-calibration-based CEV market 
model are in similar magnitudes, though the former one tends to underestimate VaRs by 
giving smaller estimates, especially for the floor and the portfolio. Still it is difficult to 
give advice on the selection of model between these two if people want to price LIBOR-
based product and swap-based product simultaneously under one simple forward LIBOR 
market model because there is a tradeoff between pricing error and VaR estimation result. 
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To make up the inability of VaR in estimating extreme losses and to make it easier for 
practitioners to get insight and express their own views on future forward curve 
movement, we design scenario grids for the above interest rate derivatives and the 
corresponding portfolio to measure price sensitivities of the market model to interest rate 
curve movements as a supplementary test. We find that level and curvature parameter 
affect the values of our cap and swaption in positive ways and slope acts negatively for 
them, and the three parameters works oppositely for floor products. Portfolio shows very 
small value changes relative to those of its three derivative components and fully reveals 
the benefit of hedging. But the behavior of portfolio prices gets more complex by 
incorporating behavior patterns of more than one product. Study of the portfolio value 
change, together with the test of swaption itself, suggests very strong response of 
swaption price to curvature change in forward rate curve.  
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The presence of the class of market models is one of the most significant events in the 
development of interest rate models. The set up of the LIBOR market model and the 
swap market model makes possible the direct use of discretely compounded market data 
rather than unobservable instantaneous data. This new class of models has been 
extensively studied in the academic world to make it feasible for industry practice. 
However, the acceptance of the models by practitioner is still disappointing. One of the 
biggest obstacles is that people are still not clear of many empirical properties of these 
new models beside their small pricing errors.  
 
The primary objective of this study is to examine the risk management effect of the 
market model. We focus on some non-at-the-money derivatives because these products 
could reveal more on the power of a model rather than the often used and liquid at-the-
money products in usual interest rate model studies. CEV market model is selected, as it 
is a powerful market model capable of pricing non-at-the-money interest rate product 
without loosing much accuracy and more likely to be a model adopted by real markets. A 
three-factor model is used aiming at modeling forward LIBOR curve in an elaborate way.  
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Calibration is carried out to caps and swaptions separately. In some way, the calibration 
results for swaptions depend on the results for caps because swaptions are also calibrated 
under a LIBOR market rather than a swap market and the extent of swaption strike bias is 
assumed to be the same to that of cap under our model.  
 
To measure risk, VaR estimates and stress testing are used. Daily VaR is estimated to 
examine the influence of the overall model-evolved yield curve to interest rate products 
by Monte Carlo simulation. One cap, one floor, one swaption, and one demonstrative 
portfolio including the above three products with proper weights for hedge purpose are 
selected. Back testing for VaR is carried out as well. Furthermore, stress testing is 
conducted for specific yield curve shape risks regarding the inputs of the model. To 
estimate the yield curve shape parameters and to set them in scenario grids for stress 
testing, the Nelson-Siegel parsimonious term structure is used.  
 
In our study, we use all of the available cap and swaption market prices on Oct 1, 2002 
for calibration and the prices of the 2-year cap with strike at 1.5%, the 2-year floor with 
strike at 6% and the at-the-money 1-year*3-year swaption in a one-year period from Oct 
1, 2001 to Sep 30, 2002 for VaR back testing. 
 
5.2 Main Findings and Implications 
 
In general, the calibration results for caps and swaptions are satisfactory in terms of small 
pricing errors. The whole model fit ascertains the existence of strong strike bias in the US 
  -77-
                                                                                             CHAPTER 5   CONCLUSION 
interest rate derivative market. The calibrated volatility parameters for caps exhibit a 
humped structure while the calibrated volatility parameters for swaptions exhibit a 
monotonously decreasing shape.  
 
The Monte Carlo simulated VaRs under the cap-calibration-based CEV market model are 
smaller than the ones under the swaption-calibration-based model. The back testing 
results suggest that the chosen 2-year floor is underestimated by the cap-calibration-based 
model at 95% confidence level. Since the floor has the largest weight in the portfolio, our 
demonstrative portfolio is underestimated by that model as well. But the underestimation 
problem is much alleviated in the swaption-calibration-based model and the model could 
not be rejected in the back test according to the relevant Basel rules. However, the 
relative poor pricing accuracy of the latter model still counteracts its advantage of 
estimating VaR over the former in risk management. 
 
The stress test regarding price sensitivities to detailed yield curve shape changes shows 
that level and curvature parameters affect the values of our cap and swaption in positive 
ways and slope acts negatively for them, and the three parameters works the other way 
for floor products. The portfolio shows very small value changes relative to those of its 
three derivative components and fully reveals the benefit of hedging. But the behavior of 
portfolio prices gets more complex by incorporating behavior patterns of more than one 
product. Study of the portfolio value change, together with the test of swaption itself, 
suggests very strong response of swaption price to curvature change of the forward  
curve.  
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5.3 Limitation of the Study and Future Research Directions 
 
There are three obvious limitations in this study. First, the number and type of interest 
rate derivatives examined in this study are limited. Further study may be carried out for 
the more complex second and third generations of interest rate derivatives, portfolios 
including them and even more. Second, model sensitivity test is only conducted for yield 
curve. More sensitivity study may be done for volatility parameters, forward rate 
correlations, trading and hedging strategies and the like. Third, the scenarios in the stress 
test are set in a relatively simple way. People may further focus on the set up of the grids 
by adopting more factors and finding more likely combinations which could be an 
exhausting work.  
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