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Abstract* 
Vol. 6, 1998 
We develop a methodology to ensure that a Monte Carlo simulation of the 
distribution of the primary rates, used for determining an interest crediting 
rate, is stable regardless of the initial random number seed. We consider the 
implications of the use of antithetic random normal deviates upon the scenario 
process and modifications to the candidate list and the choice function within 
the representative process. It is shown that the use of antithetic random de-
viates alone does not have a statistically significant effect on our results. The 
other two modifications (candidate selection algorithm and choice function) 
are statistically significant. Furthermore, the synergistic effects of the anti-
thetic random deviates, candidate selection algorithm, and choice function 
are significant. 
Key words and phrases: choice function, extreme selection, ANOVA, antithetic 
random number, fit measure, multinomial distribution 
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1 The Problem 
A client of the Principal Financial Group's corporate actuarial depart-
ment is interested in using randomly generated interest-rate scenarios l 
for determining its interest-crediting rate. Crediting rates are revised 
monthly or whenever a major shift in interest rates occurs, but there are 
no plans for daily rate determination. For this reason, a methodology 
that is more robust than the usual arbitrage-free methods is preferred. 
Prior to generating scenarios, a random number generator is chosen. 
The random number generator can be one created especially for the 
simulation at hand or the one included with the programming language 
or software.2 
A single scenario consists of the original yield curve followed by the 
30 years of simulated yield curves and is generated using Monte Carlo 
techniques as follows: 
1. The original yield curve is determined based on the date of the 
scenarios; 
2. Next, a random number is chosen to be the seed, that is the start-
ing value, for the random number generator; 
3. Two sequences of 30 random numbers are obtained from the gen-
erator: one sequence is used to determine the long rates and the 
other sequence is used to determine the shape codes; 
4. Finally, these random numbers and the original yield curve are 
used to generate a sequence of 30 years of yield curves called the 
interest rate scenario. 
The client, however, first must be certain that similar crediting rates 
would result from similar yield curves. In testing the original method of 
determining representative interest rate scenarios, the client found that 
similar curves were leading to crediting rates that were not suffiCiently 
close. The client's concern is that the random number seed, which is se-
lected in a random manner, may have a significant impact on the results 
of the pricing runs. Using a deterministic set of seeds for the random 
number generator will result in the scenarios changing from stochastic 
1 An interest rate scenario consists of a set of yield curves. There is a curve for each 
of the next 30 years (at least one per year). A rate on each curve is speCified for each 
of the following maturities: three months, six months, one year, two years, three years, 
four years, five years, seven years, ten years, 15 years, 20 years, and 30 years. 
2For more on the construction of random number generators see, for example, Kalos 
and Whitlock (1986, Appendix) or Bratley, Fox, and Schrage (1983, Chapter 6). 
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to deterministic (albeit in a fashion that is not obvious). The challenge 
is to modify the method for generating representative scenarios so that 
the resulting scenarios exhibit sufficient stability. 
2 Representative Scenarios 
2.1 Definition of Representative Scenarios 
For a given set of scenarios, a representative scenario is a subset 
of the set of scenarios that has, across all maturities simultaneously, 
approximately the same mean, median, range, and variance as the entire 
set of scenarios. There are 13 maturities considered in this process: 
three month, six month, one year, two year, three year, four year, five 
year, seven year, ten year, 15 year, 20 year, and 30 year rates and the 
shape code. Although the shape code is not a maturity, it is the only 
variable that relates the values between maturities to each other. For 
that reason, we include it in our discussion as if it were a maturity. For 
convenience, we label the maturities in Table 1. 
Table 1 
Definitions of Labels 
1 Shape code 
2 Three months 
3 Six months 
4 One year 
5 Two years 
6 Three years 
7 Four years 
8 Five years 
9 Seven years 
10 Ten years 
11 15 years 
12 20 years 
13 30 years 
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The original method for determining the representative scenarios is 
described in Christiansen (1998). The representative scenario process 
involves the following steps: 
1. Generate a set of 1,000 scenarios; 
2. Split these scenarios into five subsets of 200 scenarios each; 
3. Choose an algorithm to determine potentially representative sce-
narios; 
4. Use the algorithm to reduce each subset of 200 scenarios to a 
subset of ten representative scenarios called the best candidate.3 
This process results five best candidates giving a total of 50 represen-
tative scenarios.4 
2.2 Why 1000 Scenarios? 
The rationale for testing sets of 1,000 scenarios is the ability to dis-
tinguish differences due to the representative processes from those due 
to the underlying data. This is another way of asking whether the origi-
nal sample of size 1000 is adequate. Two methods for determining the 
adequacy of sample size are suggested in the literature. One method 
due to Greg Taylor was introduced at the 1994 Risk Theory Conference 
(Oherwolfach, Germany). Taylor's method looks to see when the sample 
variance converges to the variance of the underlying distribution. 
Robbins, Cox, and Phillips (1997) suggest a variation of the Taylor 
method: plotting the variances using progressively larger samples to 
determine the number of scenarios required for the variance to con-
verge. In their example, convergence begins at a sample size of around 
400. While the number of scenarios required for the variance to con-
verge depends on the application, their examples suggest that samples 
of size 1,000 may be adequate (Le., exhibit a reasonable amount of sta-
bility). 
3 A candidate is a subset of ten scenarios that are potentially representative sce-
narios. A candidate list is the set of all candidates selected by the algorithm being 
used. 
4Here we are defining best candidates and representative scenarios with respect to 
the subset of 200 scenarios to which they belong. 
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3 Improving Stability 
Three possible modifications to improve the stability of results were 
identified in our discussions with the client: (i) modify the way random 
variables are generated by using antithetic normal random variables to 
generate scenarios; (ii) modify the selection criteria; or (iii) modify the 
choice function. 
• Antithetic Variates: The use of antithetic normal randoni deviates 
is a well-known variance reduction technique for Monte Carlo sim-
ulations. The technique exploits the decrease in variance that oc-
curs when random variables are negatively correlated. The hope 
is that when variables are negatively correlated, a random variate 
x yields a value above (below) the mean, then (1 - x) is likely to 
be below (above) the mean, and the average is likely to be closer 
to the mean. To generate a set of antithetic normal random vari-
ables one half of the set is generated and their negatives are used 
for the second half. See, for example, Kalos and Whitlock (1986, 
Chapter 4.4) and Tilley (1987). Ideally, their use would not have 
any impact on the overall scenarios, while helping add stability 
to the representative scenarios. Therefore, no statistically signif-
icant differences were expected due to the use of the antithetic 
random normal deviates. 
• Selection Criteria: Use an extreme selection criteria to determine 
the candidate lists rather than the alternative two standard de-
viation selection method. An extreme is considered because it 
generates a much larger, but still manageable, list of candidates 
from which to choose. The nature of matched extremes, however, 
may be misunderstood. A match between the minimum or maxi-
mum in a single scenario and maturity and the overall minimum 
or maximum does not mean that the average of the rates for that 
maturity and scenario is the minimum or maximum. We expect 
that the larger candidate list will make a difference. 
• Choice Function: Revise the choice function that is used to se-
lect the candidates from the candidate lists. The purpose of the 
choice function is to select the most desirable candidate from the 
candidate list. The choice function is a weighted sum, over all 
maturities, of the absolute deviations between the means of the 
candidate and the corresponding means of the set of 200 scenar-
ios. The best candidate is the one whose choice function is the 
minimum. 
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These three possible modifications are independent and may work syn-
ergistically. Therefore we consider all possible combinations of these 
three modifications. Each combination is referred to as a method (Table 
2). 
Table 2 
Definitions of Methods 
Choice Candidate Random 
Function List Numbers 
Method 1 New Extremes Base 
Method 2 New Extremes Antithetic 
Method 3 New 2 Std Dev Base 
Method 4 New 2 Std Dev Antithetic 
Method 5 Old Extremes Base 
Method 6 Old Extremes Antithetic 
Method 7 Old 2 Std Dev Base 
Method 8 Old 2 Std Dev Antithetic 
Notes: Base refers to non-antithetic random variables. 
Thus, if you want 100 base random numbers, for exam-
ple, you simply generate 100 independent random num-
bers from the generator. 
4 Creating Candidate Lists 
We test two methods for selecting the candidate list: the matched 
extremes method and the two standard deviations method. Matched 
extremes are defined as those in which the selected scenario has either 
the same minimum or maximum rate at some point in time as does the 
subset of 200 scenarios for that maturity. Both of these methods are 
based on maturity (excluding shape code) so i = 2,3, ... ,13. 
4.1 Matched Extremes Method 
This method of creating candidate lists begins by creating a list of 
all possible combinations of matched extremes for the maturity under 
consideration, say maturity i. 
For maturity i, all combinations of the matched extreme scenarios, 
one matching the minimum rate, the other matching the maximum rate, 
Christiansen and Buchacker: Crediting Rate Scenarios 119 
without repetition, form the first two elements of the candidates' (in 
maturity i) contribution to the candidate list. 5 For maturity i, the mean 
(/1d and standard deviation (Ui) are determined for the subset of 200 
scenarios. Also the mean (mi) for each scenario is computed and the 
scenarios (whose mean is closest to each of these values /1i - 0.8SUi, 
/1i - 0.6SUi, /1i + 0.6SUi, /1 + 0.8SUi), are added to each combination of 
candidates in the candidate list (while avoiding any duplicate scenario 
numbers). 
Each candidate now consists of six (of the required ten) scenarios; 
the remaining four scenarios selected are the four scenarios whose 
means are closest to (10/1i - 6mi)j4. This choice for the final four sce-
narios ensures that the average of the candidates is as close as possible 
to /1i for the maturity under consideration. This candidate list varies in 
length, but generally consists of approximately 200 to 500 candidates. 
4.2 Two Standard Deviations 
For maturity i, an alternative method is to de-emphasize the ex-
tremes used in the representative scenario process. The candidate list 
consists of two candidates per maturity. The first candidate replaces 
the minimum from the matched extremes method with the scenario 
whose mean is closest to /1i - 2Ui and replaces the maximum with the 
scenario whose average is closest to /1i + 2Ui. The remaining eight 
scenarios for this candidate are selected in the same manner as the 
matched extremes method. 
To select the second candidate the 200 scenario means are arranged 
in increasing order. The first six scenarios then are chosen by arranging 
the means in increasing order and selecting the lOth, 20th, 30th, 170th, 
180th, and 190th, respectively. The last four scenarios for the second 
candidate are chosen such that the overall mean is equal to the mean 
of the subset of 200 scenarios. Thus, this alternative method produces 
a candidate list with 24 choices (two for each of the 12 maturities). 
5 The Choice Function 
5.1 The Old Choice Function 
The mathematical form of the old choice function, C(old) (k), is 
5See Section 6 for an example on how this is done. 
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13 
C(old) (k) = I Wi X IPi - mi,k I 
i=l 
(1) 
where k denotes the candidate, i denotes maturity, mi,k denotes the 
mean for candidate k and maturity i, and the Wi'S are non-negative 
weights related to the importance of the maturity in terms of the pur-
pose for which the scenarios are to be used. Note that the averages are 
taken over all of the times in the future (Le., over the next 30 years) and 
all of the scenarios in the candidate for mi,k and all of the scenarios for 
Pi· 
To be more specific, let rn,t,i be the interest rate associated with 
scenario n, at time t, and maturity i. We can then define the following 
1 30 
31 I rn,t,i 
t=O 
1 200 
200 I mf 
n=l 
mi,k 0.1 I mf· 
nECandidate k 
Note that both Pi and mi,k are averages of the average rate (by time) for 
some scenarios. In the case of Pi, all 200 of the scenarios are included 
in the average, whereas for mi,k, only those scenarios that are included 
in candidate k are in the average. 
A potential shortcoming of the old choice function is that it does not 
differentiate between different scenarios with the same average rates. 
For example, consider two different scenarios: one scenario has rates 
that first declined and then rose, and the other scenario has rates that 
first rose and then declined. Given a situation where the majority of 
the liabilities would be gone by the end of the first ten years, then each 
scenario would have a different impact on the results of the crediting 
rate strategy. 
The client was concerned that the matched extremes method (5) 
would over-emphasize the extremes of the scenarios and had, therefore, 
selected the two standard deviation method (7). When the client tested 
scenarios created by method 7 (in their model), however, they found 
differences of 40 basis points could arise from similar yield curves (run 
at different times). Testing the scenarios that encompass a 30 year pe-
riod shows that the 40 basis point difference in the proposed crediting 
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rate could be attributed to differences in the means of the first ten years 
of the seven year rate. These differences are the impetus for our study. 
5.2 The New Choice Function 
Modifying the algorithm for selecting the representative scenarios to 
acknowledge the timing is a simple task. The choice function c(new) (k) 
is revised to reflect the timing concerns as follows: 
13 
C(new)(k) = L Wi X [IPt - mt,kl + f x Ipi - mf,kl] , (2) 
i=l 
where the superscript A indicates that the mean is taken over all 30 
years in the scenario, while the superscript F indicates that the mean is 
taken over first ten years. The constant factor f indicates the relative 
importance of the first years to all of the years. In our study, the weights 
for the first ten year means for all maturities were arbitrarily set to twice 
the weights for the same maturity for all years, i.e., f = 2. This new 
function looks like the old choice function, but has twice as many terms. 
The reasons for considering this particular revision of the choice 
function is related to the business being modeled. Here, most of the 
liability cash flows are gone by the end of the ten year period. Therefore, 
it does not make sense to treat all of the years of the scenarios equally. 
We anticipate that this change will be significant and beneficial. 
To gain the maximum benefit from revising the choice function, the 
same concerns should be reflected in the choice of the candidate list. 
Therefore, the candidate list is revised and selected based on two sep-
arate criteria: (i) the first ten years of the scenario (times 0-10), and (ii) 
the entire time horizon (times 0-30). These criteria do not impact the 
manner in which the candidate list is selected (either matched extremes 
or the two standard deviation method). In the case of the two standard 
deviations method, however, there now are 48 candidates instead of 24. 
6 A Candidate List and Choice Function Example 
This example is an excerpt from a single run of 200 interest rate 
scenarios and is based on the matched extremes method. The data used 
to create the candidate list were taken from a computer run. Table 3 
contains data from the three-year maturity for 25 of the 200 scenarios. 
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From Table 3, we see that scenarios 70, 74,82, 108, 111, 116, and 
186 have a minimum value of 3.5, the same as the minimum value for 
the run of 200 scenarios. Scenario 40 is the only case that matches 
the maximum value. The contribution to the candidate list from the 
three-year rate, begins as shown in Table 4. 
If, in addition, scenario 82 matched the maximum, then we would 
have six additional lines with 82 replacing 40 (Le., 7082; 74 82; 10882; 
111 82; 11682; and 18682). 
Table 3 
Three-Year Maturity Data for 25 of 200 Scenarios 
Scenario Average Minimum Maximum 
1 6.516 4.261 9.046 
2 6.464 4.283 9.252 
40 10.379 6.620 20.138 
46 9.335 5.856 12.944 
52 6.252 3.854 11.238 
54 7.237 5.167 10.322 
65 7.324 4.241 12.303 
70 5.774 3.500 8.641 
74 5.017 3.500 8.065 
75 9.019 5.436 13.077 
82 4.690 3.500 8.264 
86 7.140 4.211 11.694 
107 9.181 6.066 13.567 
108 6.322 3.500 10.439 
110 8.177 6.050 10.967 
III 7.253 3.500 13.898 
112 7.018 4.504 9.895 
115 7.452 5.027 10.487 
116 5.844 3.500 9.399 
121 7.222 4.334 11.264 
124 6.256 4.681 8.052 
146 5.894 3.507 9.596 
169 8.701 4.930 13.752 
180 7.114 4.639 10.113 
186 5.068 3.500 8.165 
All 200 7.428 3.500 20.138 
All 200 Standard Deviation = 2.261 
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Table 4 
First Two Entries of 
Sample Candidate Ust 
1st 2nd 
70 40 
74 
82 
108 
111 
116 
186 
40 
40 
40 
40 
40 
40 
123 
Next from the data on all 200 scenarios at the bottom of Table 3, we 
calculate J1±0.85a = 7.428±0.85 x2.261 = 9.35 or 5.506. We then look 
for the two scenarios whose average values are closest to 9.35 or 5.506. 
In reality, the best choices are not among the 25 scenarios illustrated. 
From the illustrated scenarios, we would select scenarios 46 and 70; 
although for the first candidate we must use scenario 116 instead of 
scenario 70 to avoid duplication. 
Table 5 
First Six Entries of 
Sample Candidate Ust 
1st 2nd 3rd 4th 5th 6th 
70 40 46 116 75 146 
74 40 46 70 75 146 
82 40 46 70 75 146 
108 40 46 70 75 146 
111 40 46 70 75 146 
116 40 46 70 75 146 
186 40 46 70 75 146 
Next we find J1 ± 0.65a = 7.428 ± 0.65 x 2.261 = 8.898 or 5.958, and 
select the two scenarios closest to 8.898 or 5.958. The closest scenarios 
in the list of 25 are scenarios 75 and 146. Our candidate list now has 
six scenarios per candidate as illustrated in Table 5. Finally to fill out 
the candidate list, we perform the calculation for the first row only: 
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lOp - L m~~ 74.28 - 5.774 - 10.379 
- 9.332 - 5.844 - 9.019 - 5.894 
28.138 
Dividing this result by 4, we would like the remaining four scenarios 
to have an average three-year rate as close as possible to 7.034. The 
values can be below as well as above. In this case all four scenarios 
have a greater rate: 112, 180,86, and 121. 
Once the candidate list has been completed, the averages of all of the 
candidates for all of the maturities and the shape code are calculated, 
and the chOice function is calculated. We present a small sample from 
the candidate list and choice function for the run. 
Table 6 
Sample of Candidate list 
Label Candidate List 
(1): 146 71 13 4 156 27 184 86 69 
(2): 186 71 13 4 156 27 7 104 19 
(3): 52 40 59 4 146 148 157 132 113 
(4): 70 40 13 46 36 134 180 143 58 
(5): 74 40 13 46 36 134 12 79 182 
(6): 74 40 70 68 189 197 54 112 58 
(7): 186 40 70 68 189 197 112 111 54 
(8): 70 40 146 46 124 169 30 171 77 
(9): 82 40 146 46 124 169 86 54 112 
(10): 186 40 146 46 124 169 121 111 180 
(11): 74 127 116 75 108 107 150 149 143 
The candidate list in this example has approximately 500 entries. 
The result from the set of all two hundred scenarios is the goal. We 
would like to match all of these data simultaneously. Table 6 shows 
the candidate list. Table 7 shows the various statistics needed by the 
choice function to determine the representative scenarios. 
Table 7 
Candidate Statistics 
Label Shape 3 mos 6mos 1yr 2yr 3yr 4yr 5yr 
(1): 4.352 6.279 6.361 6.659 7.111 7.410 7.620 7.784 
(2): 4.529 6.274 6.345 6.642 7.072 7.329 7.507 7.634 
(3): 4.487 6.183 6.286 6.621 7.135 7.457 7.660 7.806 
(4): 4.142 6.099 6.219 6.600 7.128 7.428 7.670 7.856 
(5): 4.229 6.234 6.333 6.697 7.159 7.431 7.676 7.861 
(6): 4.326 6.061 6.170 6.536 7.070 7.390 7.623 7.806 
(7): 4.361 6.070 6.175 6.543 7.077 7.395 7.627 7.808 
(8): 4.419 6.188 6.280 6.626 7.142 7.438 7.652 7.812 
(9): 4.323 6.124 6.225 6.551 7.055 7.387 7.617 7.794 
(10): 4.445 6.188 6.286 6.642 7.135 7.424 7.646 7.808 
(11): 4.465 6.257 6.345 6.669 7.161 7.481 7.688 7.851 
ALL 4.543 6.218 6.311 6.646 7.137 7.428 7.643 7.807 
7yr lOyr 15 yr 20 yr 
7.961 8.093 8.236 8.461 
7.793 7.914 8.055 8.242 
7.977 8.100 8.254 8.464 
8.059 8.209 8.377 8.625 
8.047 8.189 8.343 8.590 
7.991 8.127 8.281 8.526 
7.995 8.135 8.291 8.531 
7.990 8.121 8.270 8.484 
7.980 8.117 8.267 8.504 
7.990 8.126 8.275 8.494 
8.015 8.129 8.283 8.529 
7.989 8.124 8.277 8.500 
30 yr Choice 
8.644 1.342 
8.403 5.049 
8.628 0.754 
8.802 2.727 
8.791 2.164 
8.687 1.477 
8.688 1.411 
8.642 0.574 
8.685 1.481 
8.660 0.350 
8.714 1.136 
8.685 0.000 
n 
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Note that in Table 7, the row labeled (10) has the smallest value, 
which is 0.35. Thus, the representative scenarios are 186,40, 146,46, 
124, 169,121,111,180, and 112 (Le., the row labeled (10) in Table 6). 
7 The Methodology 
7.1 The Statistical Tests 
For each of the eight methods shown in Table 2, 1,000 scenarios are 
generated and then reduced to the 50 representative scenarios. This 
process is repeated ten times, each time using a different random num-
ber seed and the same initial yield curve. The ten repetitions of gen-
erating 1,000 scenarios for each method test the effect of the random 
number seed on the scenarios. 
The data collected from every run consist of the following simple 
descriptive statistics for each of the 13 maturities: the mean, median, 
standard deviation, minimum, and maximum. Statistical summaries 
are produced for each group of 1,000 scenarios and the correspond-
ing subsets of 50 representative scenarios as well as for the first ten 
years and the entire time horizon. These statistics are summarized by 
variable (any combination of maturity, descriptive statistic, and time 
period) as described in Christiansen (1994). There are 130 variables 
from the product of five statistics, two time periods, and 13 maturities. 
The statistics for each run are summarized for each combination of 
method and variable as described in Christiansen (1994). These statis-
tical summaries are compiled for all of the 10,000 scenarios and for all 
of the 500 representative scenarios separately. For each variable the 
output includes a comparison of the basic descriptive statistics of each 
group: 
• 50 representative scenarios vs. their original 1,000 scenarios; 
• 50 representative scenarios vs. all 500 representative scenarios; 
and 
• All 500 representative scenarios vs. all 10,000 original scenarios. 
A sample of the original data, which were analyzed in SAS, is included 
in Appendix A. Table 8 lists the statistical tests performed on the data. 
The analysis of variance (ANOYA)6 tests are used to determine stabil-
ity between methods, while the univariate tests are used to test stability 
6 A good reference for ANOVA tests is Miller (1977). 
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Table 8 
List of Statistical Tests Performed (Using SAS) 
Scenarios Allor 
Test per Entry Representative Comparison 
ANOYA 10,000 ALL (SUM) Antithetic/Base 
ANOYA 1000 ALL (ORG) Antithetic/Base 
ANOYA 500 REP (SUM) Antithetic/Base 
ANOYA 500 REP (SUM) Extremes/2 Std Dev 
ANOYA 500 REP (SUM) Old/New Choice 
ANOYA 50 REP Methods 
Univariate 1000 ALL (ORG) Methods 
Univariate 50 REP Methods 
Notes: ANOVA = Analysis of variance; ALL(SUM) = All (Summarized); N = 
Number of observations; ALL (ORG) = All (Original); REP = Representatives; 
and REP (SUM) = Representatives (Summarized) 
127 
N 
8 
20 
8 
8 
8 
80 
within a method. We use the term stability within a method to compare 
similarities between values for a single variable generated with one ran-
dom number seed to the same variable generated by the same method 
but with a different random number seed. 
In SAS, the univariate procedure produces a box and whisker plot 
for each combination of variable and method and also places the plots 
created by different methods side by side to facilitate comparisons of 
their distributions. The range represents a worst case example of insta-
bility. The interquartile range is a more likely estimate of the instability 
from one trial to the next, while the mean and median give the two best 
point estimates of the variable under consideration. 
Figure 1 illustrates a typical box and whisker plot. These plots give 
a quick view of the means and interquartile range of the data'? Half 
of the interquartile range can be used as an estimate of the standard 
deviation. The scale for the plots is determined from the stem. 
7.2 Fitness Measure 
Next we must develop a measure of fit to determine how close the 
representative group (subset of scenarios) to the overall set of scenar-
ios. We expect the closer the fit, the more consistent the results of any 
process that depends on the scenarios should be. 
7For a more detailed description see Christiansen (1998). 
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Figure 1 
The Basic Parts of a Box and Whisker Plot 
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Not wanting the measure of fit to be skewed by the outliers, i.e., the 
maxima or minima in the raw data, we develop a fitness measure based 
on the relative error in replacing the 10,000 scenarios with the 500 
representative scenarios. To avoid cancellations of one relative error 
with another, we consider the following measure of fit: 
2 5 13 ( ) 2 O"k -R--k 
FIT = L L L WiVjZk X t] 0- _ t] 
i=1 j=1 k=1 t]k 
(3) 
where Oijk represents the statistic based on the set of original scenar-
ios and Rijk represents the statistic based on the representative scenar-
ios. The Wi weights reflect the relative importance of the early years 
of the scenario compared to all the years; the v j refer to the relative 
importance of the means (j = 1), medians (j = 2), standard deviations 
(j = 3), minimum (j = 4), and maximum (j = 5); and the Zk are the 
relative weights of the various maturities. These weights do not need 
to be the same as those assigned in the choice function. 
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8 The Statistical Results 
8.1 Differences Between Methods 
Three levels of statistical results are provided. The first level of re-
sults provided is the values of the mean, median, standard deviation, 
minimum, and maximum for each of the 13 maturities. These values 
serve as the inputs to the second level. The second level is the collec-
tion of ANOV A tests that show significance for a particular variable at 
a particular level. Because large numbers of these tests are performed, 
a third level of statistical comparisons must be made before any sig-
nificance can be attributed to the comparisons made. Comparisons are 
made using the significance of each group of results from the analyses 
of variance performed on the 130 independent variables. 
A simple estimate of the significance of results is obtained by the 
normal approximation to the binomial random variable; see Devore 
(1982, p. 201). For the group of 130 tests and a five percent signifi-
cance level, the normal approximation has mean 6.5 (130 x 0.05) and 
standard deviation 2.485 U130 x 0.05 x (1 - 0.05». Thus for a group 
of results to be significant at the 5 percent level, at least 11 of the indi-
vidual results need to be significant at that level. For groups of results 
that have multiple levels of significance a more accurate estimation of 
the probability that the results are due to chance is obtained from a 
multinomial distribution, where the results are separated into two to 
four non-overlapping categories depending on the level of significance. 
The results of the individual analyses of variance comparing anti-
thetic normal random variables to the base case (no antithetic normal) 
show significant differences at the 5 percent level for the following six 
variables: 
• The seven year median (all years); 
• One year mean (years 0-10); 
• Two year mean (years 0-10); 
• 15 year standard deviation (years 0-10); 
• 20 year standard deviation (years 0-10); and 
• 30 year standard deviation (years 0-10). 
No variable is significantly different at the 1 percent level. This result is 
consistent with an expectation of 6.5 Significant results at the 5 percent 
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level due to chance when running l30 tests. Therefore, this group of 
results is not significant. 
For the original data (groups of 1,000) there are no statistically sig-
nificant differences due to the use of antithetic random deviates. More-
over, for some of the variables there are no differences. This is sig-
nificantly fewer than would be expected by chance. The results of the 
ANOV A tests show that only a single variable is significant at the 5 
percent level. This is consistent with the lack of significance for the 
antithetic versus base random variable test on the original scenarios. 
The analysis of variance shows highly significant differences, as ex-
pected, between the groups of 500 representative scenarios depending 
upon the choice function. All of the maturities display significant dif-
ferences for the first year means. Table 9 summarizes the differences. 
Each decimal entry is the probability that the differences are due to 
chance. Only those that are significant are entered; a dash indicates 
lack of Significance at the 5 percent level. 
The Significance of the results of Table 9 is determined from the 
probabilities associated with a multinomial distribution, i.e., 
( l30) 5 6 1 9 109 P 5619109 (0.04) (0.009) (0.0009) (0.0001) (0.95) 
2.611 x 10-28 . 
There are 109 results that are not significant (130 - (5 + 6 + 1 + 9)) with 
an associated probability of 0.95. 
As expected, the analysis of variance shows highly significant differ-
ences between the groups of 500 representative scenarios depending 
upon whether the candidate list is determined using extremes or the 
two standard deviation method. Table 10 summarizes these results. 
From the multinomial distribution we obtain 
p (12 1~3305 97) (0.04) 12(0.009) 13(0.0009)3 (0.0001) 5 (0.95)97 
6.72 X 10-29 . 
The methods that choose the candidate list by extremes tend to 
find more of the extremes in their representative scenarios than do 
the methods that emphasize the two standard deviations. Because the 
minimums permitted by the Mep process are relatively close to the 
current rate level, there is little observed difference in minimum values. 
ANOV A tests, which compare the methods, look at the total effects 
of the combinations of the various modifications, including the syner-
gistic effects as well as those due to indiVidual modifications. 
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Table 9 
Significance Levels for Differences 
Between Old and New Choice Functions 
Maturity Mean Median Std. Dev. Min 
Three Month F 0.0046a 0.0280 0.0032a 
Six Month F 0.0033a 0.0421 0.0046a 
One Year F 0.0004b 
Two Years F O.OOOle 0.0258 
Three Years F O.OOOle 0.0480 
Four Years F O.OOOF 
Five Years F O.OOOle 
Seven Years F O.OOOF 
Ten Years F O.OOOle 0.0267 
15 Years F O.OOOF 
20 Years F O.OOOF 
30 Years F O.OOOle 
Shape A 0.0022a 0.0011 a 
Notes: The variable names ending with "A" refer to the all years 
(total time horizon), while those with "F" refer to the first year's 
time horizon. Entries significant at the 5 percent but not at the 1 
percent level are listed without superscripts. a denotes an entry 
that is significant at the 1 percent but not at the 0.10 percent level. 
b denotes an entry that is significant at the 0.10 percent but not at 
the 0.01 percent level. C denotes an entry that is significant at the 
0.01 percent level. "0" indicates lack of significance at the 5 percent 
level. 
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Table 11 summarizes the significant results for the analyses of vari-
ance performed on the representative data comparing methods. From 
the multinomial distribution we have 
( 130 ) 12 13 9 47 47 P 1413 94747 (0.04) (0.009) (0.0009) (0.0001) (0.95) 
1.16 x 10-188 , 
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Table 10 
Differences Between the Extremes Method 
And the Two Standard Deviation Method 
Variable Median Std. Dev. Max Min 
Three Month A 0.0008b O.OOO1e 0.0439 
Six Month A O.OOOle O.OOO1e 0.0413 
One Year A O.OOOF O.OOO1e 0.0260 
Two Year A 0.0005b 0.0004b 0.0189 
Three Year A 0.0036a 0.0012a 0.0365 
Four Year A 0.0038a 0.0026a 0.0288 
Five Year A 0.0036a 0.0046a 0.0345 
Seven Year A 0.0069a 0.0069a 
10 Year A 0.0065a 0.0089a 
15 Year A 0.0032a 0.0128 
15 Year F 0.0148 
20 Year A O.OO31a 0.0332 
20 Year F 0.0034 
30 Year A 0.0214 
30 Year F 0.0357 
Notes: The variable names ending with "An refer to the all years 
(total time horizon), while those with "F" refer to the first year's 
time horizon. Entries significant at the 5 percent but not at the 1 
percent level are listed without superscripts. a denotes an entry 
that is significant at the 1 percent but not at the 0.10 percent level. 
b denotes an entry that is significant at the 0.10 percent but not at 
the 0.01 percent level. C denotes an entry that is significant at the 
0.01 percent level. "-" indicates lack of significance at the 5 percent 
level. 
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Table 11 
Significance of Methods 
Variable Mean Median Std. Dev. Max Min 
Three Month A O.OOOF O.OOOF O.OOOF 
Three Month F 0.0005 b 0.0139 
Six Month A O.OOOl c O.OOOlc O.OOOlc 
Six Month F 0.0002b 0.0115 
One Year A 0.0001 C O.OOOF O.OOOF 
One Year F 0.0234 O.OOOlc 0.0059a 
Two Year A O.OOOlc O.OOOF O.OOOlc 
Two Year F 0.0160 O.OOOF 0.0205 
Three Year A O.OOOlc O.OOOlc O.OOOF 
Three Year F 0.0092a O.OOOlc 0.0334 0.0034a 
Four Year A O.OOOlc O.OOOlc O.OOOF 
Four Year F 0.0084a O.OOOF 0.0380 O.OOOlc 
Five Year A O.OOOlc O.OOOF O.OOOlc 
Five Year F 0.0087a O.OOOF 0.0390 0.0002b 
Seven Year A O.OOOF O.OOOF O.OOOF 
Seven Year F 0.0066a O.OOOF 0.0490 0.0003 b 
Ten Year A O.OOOF O.OOOF O.OOOlc 
Ten Year F 0.0062a O.OOOF 0.0486 0.0008b 
15 Year A O.OOOlc O.OOOlc O.OOOlc 0.0056a 
15 Year F 0.0037a O.OOOF 0.00l5a 
20 Year A 0.0310 O.OOOF 0.0003b 0.0001 C 
20 Year F 0.0095a O.OOOF 0.00l5a 
30 Year A 0.0224 O.OOOlc 0.0010b O.OOOlc 0.0163 
30 Year F 0.0214 O.OOOF 0.0041a 
Shape A O.OOOF O.OOOF 
Shape F 0.0014b 0.0006b 
Notes: The variable names ending with "A" refer to the all years (total time horizon), 
while those with "F" refer to the first year's time horizon. Entries significant at 
the 5 percent but not at the 1 percent level are listed without superscripts. The 
superscript a denotes an entry that is significant at the 1 percent but not at the 
0.10 percent level; b denotes an entry that is significant at the 0.10 percent but 
not at the 0.01 percent level; and C denotes an entry that is significant at the 0.01 
percent level. A "-" indicates lack of significance at the 5 percent level. 
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To confirm that the results observed in the multinomial distribution 
are due to synergistic effects of the three modifications (antithetic nor-
mal, candidate list, and choice function) interacting with each other, 
we used a likelihood ratio test. The synergistic effects hypothesis was 
tested against the alternative hypothesis of independence. The likeli-
hood ratio is 70.8707, which has a probability of 1.4864 x 10-14 based 
on a X2 distribution with 4 degrees of freedom. Thus the synergistic 
effects are highly significant. 
8.2 Differences Within a Method 
We use three ways of comparing the stability of the methods with the 
sets of 50 representative scenarios: (i) look at the range of each of the 
statistics for each of the variables, (ii) look at the standard deviations 
of the variables for the representative scenarios, and (iii) compare how 
well each of the methods fits the original 1000. The range of results is 
selected because it is a worst case example of instability. If the first run 
produces the maximum for any variable and the second run produces 
the minimum, the instability is the difference between the two runs, i.e., 
the range. Box and whisker plots for the means illustrate the stability 
of variables. 
The SAS univariate procedure is run on each of the variables that 
provides numeric data on the range and the box and whisker plots. 
All of the plots in the text are for the seven year maturity. Although 
all of the tests are performed on all years and all data, the examples 
from the univariate procedure are limited to the seven year rate. For 
each method these plots compare the statistical summary of each set 
of 50 representatives from one seed to the others. The more consistent 
the results from one seed to another seed, the smaller the range will 
be. Figure 2 illustrates the differences in the ranges of the single most 
important variable for the crediting rate determination: the mean of 
the seven year spot rates over the years zero through ten, inclusive. 
Figure 2 shows that the mean of the means of the seven year rates 
varies by method. Methods 2, 3, and 4 display a higher mean than the 
other methods. But our primary concern is the range of results. We 
would like the range to be small and tight. Methods 5, 7, and 8 display 
the largest range, followed by method 6. This agrees with our intuition 
because the original methods do not control for the earlier years of the 
scenarios. Methods 2 and 4 appear to be slightly better than methods 
1 and 3; although the range is the same, the interquartile distance is 
smaller, as evidenced by the use of a whisker instead of a box bottom. 
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Figure 2 
Differences in the Ranges of the Mean Spot Rates 
Seven Year Maturity: First Ten Years, Inclusive 
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The mean of the seven year rate over the first years is not the only 
variable with which we are concerned, although it may be the most 
important. Figure 3 displays the mean over all years of the seven year 
rate. 
Based on the original requirements for this variable (one assigned 
the highest weight), all of the methods perform well. They all had the 
same mean of means and interquartile distances, although methods 7 
and 8 have outliers, and method 1 has whiskers. This figure illustrates 
the strength of the method, but does not help with the current problem. 
The mean over all years is the only statistic that is controlled in the orig-
inal choice function, while the new choice function adds consideration 
of the means in the first years of the scenarios. 
Because none of the other statistics is controlled by the choice func-
tion, we confine our discussion to the early years because these years 
are more important than the overall scenario. Figure 4 compares the 
medians of the seven year rate by method. 
The medians appear to have a smaller range than the means, with 
method 2 appearing to be the best and method 6 to be the worst. 
Method 5 has the largest interquartile range of any of the methods. 
Again, the pattern is that those methods that attempt to control the 
means for the first years have a narrower range in general than those 
that only control the means over the scenarios as a whole. 
The comparison of methods for standard deviations of the seven 
year rate for the first years of the scenarios is found in Figure 5. 
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Figure 3 
Seven Year Maturity: Mean Over All Years 
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Ideally, the distribution of the standard deviations would be com-
pact. While these are less compact than the distribution of the means 
and medians, the scale is twice as sensitive. Method 5, has the lowest 
whiskers. The mean and median coincide for methods 1, 2, 4,5, and 7. 
The interquartile distance on method 2 is smaller than that of method 
7; however method 2 has much longer whiskers and the overall distri-
bution is larger. Methods 3, 4, and 8 tend to be higher than the others, 
with whiskers that go up rather than down. This may be desirable for 
cash flow testing, but is probably not as desirable in setting a crediting 
rate strategy. 
The relative stability of the methods (or ranking) varies by which 
statistic we are considering (mean, median, standard deviation, min-
imum, or maximum) as well as by maturity rate. Data for the first 
ten years inclusive are summarized by maturity in the following ta-
bles which were extracted from the detailed information from the SAS 
univariate procedure used to create the comparative box and whisker 
plots. Appendix B contains a sample of the output from the SAS uni-
variate procedure. Each of the tables is arranged, by maturity, in order 
of the decreasing range of results for each method. The rankings do 
not indicate the relative variation in the ranges. In Table 12, which con-
siders the means, the largest range is for method 7 (41.9 basis pOints, 
Appendix B), and the smallest range (2.4 basis points, Appendix B) is for 
method 2. Generally for all of the maturities methods 5 and 7 produce 
larger ranges than do methods 2 or 4. The rankings for the means are 
remarkably consistent from variable to variable. 
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Figure 4 
Comparison of Methods for Medians 
Seven Year Maturity: First 10 Years, Inclusive 
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For the medians (see Table 13), the results are not as consistent 
from variable to variable, although method 2 consistently has a smaller 
range than does method 7. For many of the variables the differences 
are small. The ranges for the seven year maturity are from 27.9 basis 
points for method 6, to 15.9 for method 7, to 10.1 for method 2. 
For the standard deviation (see Table 14), there is a reversal in rank-
ings for the seven year maturity. Method 7 has a smaller range of 
standard deviations (38.2 basis points) than does method 2 (54.9 basis 
points), while method 3 has the largest range of standard deviations 
(72.2 basis points). 
These statistics have in one way or another reflected all of the data, 
while the minimum and maximum reflect the impact of a single number. 
The following discussion is limited to the shorter time horizon. For the 
minima, the range of results by maturity is given in decreasing order 
in Table 15. The minima, especially on the short end of the curve, are 
influenced by the absolute minimum permitted rate in a scenario. This 
creates the larger candidate lists from which to choose, and (with the 
current level of rates) virtually guarantees that all of the runs will have 
the absolute minimum as the minimum (leaving a range of 0). Once we 
move away from the shortest maturities this situation no longer exists, 
and there are definite differences by method. The range for the minima 
for the seven year maturity for method 2 is 1.009, while for method 7 
it is 0.514. 
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Figure 5 
Comparison of Methods for Standard Deviations 
Seven Year Maturity: First 10 Years, Inclusive 
Variable=STDDEV 
2.75 + 
I 
I 
I 
2.5 + 
I 
I I +-----+ 
2.25 + *--+--* 
I +-----+ 
I I + I I *-----* +-----+ 
2 + +-----+ 
I *--+--* +-----+ 
I *--+--* +-----+ 
I 
1.75 + +-----+ +-----+ 
I 
I 
I 
1.5+ 
+-----+ +-----+ +-----+ 
I I I I 
*--+--* I + I *--+--* 
I *-----* I 
+-----+ +-----+ +-----+ 
+-----+ 
I + I 
*-----* 
+-----+ 
--------+---------+---------+---------+---------+---------+---------+---------+----
METHOD 
Table 16 only gives the relative rankings and does not indicate the 
size of the ranges of the maxima. The range of the maxima for the 
seven year maturity for method 2 is 8.886 percent, while for method 7 
it is 2.675 percent. While these ranges seem huge, their importance is 
tempered by the fact that we are comparing the worst outliers of two 
runs of the same method starting with the same curve. 
A different way of looking at the stability issue is to examine the 
standard deviations for each of the variables. The smaller the standard 
deviations produced, the more stable the results. In this case we look 
at the mean (and dispersion) of the standard deviations to see where we 
can expect the lowest variability or, conversely, the most predictability. 
This is not the same as examining the variables labeled standard devi-
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ations, but is an examination of the standard deviations of each of the 
original statistics for the 130 variables. Actual values can be obtained 
from the complete SAS univariate procedure data. 
Table 17 illustrates the results of the following weightings in the fit 
measure. The entries in the columns headed mean, median, std dev, 
min, and max are the results of the intermediate calculations which 
consider the maturity and first years/all years weightings. The column 
headed chooser is the sum of the previous columns. 
In this example all of the maturities are weighted equally. For these 
combinations of weights, method 2 appears to be best and method 4 
the worst. Other examples are given in Appendix C. Preliminary testing 
of a switch from method 7 to method 2 indicates that such a switch 
solves the 40 basis point problem. 
Table 12 
Ranking of Methods by Range of Means 
Maturity Largest To Smallest 
Three Month 5 7 8 3 4 6 1 2 
Six Month 5 7 8 3 6 4 2 1 
One Year 7 5 8 3 6 4 1 2 
Two Year 5 7 8 3 6 1 2 4 
Three Year 5 7 8 6 3 1 4 2 
Four Year 7 5 8 6 3 1 4 2 
Five Year 7 5 8 6 3 1 4 2 
Seven Year 7 5 8 6 3 1 4 2 
Ten Year 7 8 5 6 3 1 4 2 
15 Year 8 5 7 6 3 1 4 2 
20 Year 8 5 7 6 3 1 4 2 
30 Year 8 7 5 6 3 1 4 2 
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Table 13 
Ranking of Methods by Range of Medians 
Maturity Largest To Smallest 
Three Month 7 1 5 4 2 8 3 6 
Six Month 7 2a 4a 3a 5b Ib 8 6 
One Year 7 3 1 5 8 2 4 6 
Two Year 5 7 1 4a 2a 6a 3a 8a 
Three Year 5 6 7 1 3 8 2 4 
Four Year 5 6 7 4 3 8a l a 2a 
Five Year 5 8 7 6 4 2 3 1 
Seven Year 6 3 5 8 7 1 4 2 
Ten Year 6 5 3 8 7 1 4 2 
15 Year 5 7a 8a 4 6 3 1 2 
20 Year 8 7 5 6 1 4 3 2 
30 Year 8 5 6 7 1 2 4 3 
Notes; a means the ranges are the same to three decimal places; b means 
the ranges are the same to three decimal places; but not the same as a 
for the same maturity. 
Table 14 
Ranking of Methods by Range of Standard Deviations 
Maturity Largest To Smallest 
Three Month 1 5 3 4 8 2a 6a 7 
Six Month 1 5 3 4 8 6 7 2 
One Year 1 3 5 8 6 4 7 2 
Two Year 3 5 1 8 6 4 2 7 
Three Year 3 5 8 4 1 6 2 7 
Four Year 3 5 8 6 4 1 2 7 
Five Year 3 5 8 4a 2a 1 6 7 
Seven Year 3 5 2 8 4 1 6 7 
Ten Year 3 5 2 4· 8 1 6 7 
15 Year 3 4 8 1 2 5 6 7 
20 Year 3 4 2 5 8 1 6 7 
30 Year 3 4 2 8 1 5 6 7 
Notes; a denotes same ranges, to three decimal places. 
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Table 15 
Ranking of Methods by Range of Minima 
Maturity Largest To Smallest 
Three Month 
Six Month 
One Year 
Two Year 5 6 1 
Three Year 6 5 2 1 4 8 7a 3a 
Four Year 5 6 2 1 8 4 3 7 
Five Year 2 5 6 1 3 4 8 7 
Seven Year 5 2 6 1 3 4 8 7 
Ten Year 5 2 6 1 8 3 7 4 
15 Year 2 8 6 5 7 1 3 4 
20 Year 1 7 3 2 6 4 8 5 
30 Year 1 2 3 7 6 4 8 6 
Notes: a denotes same ranges, to three decimal places; and 
- denotes no difference. 
Table 16 
Ranking of Methods by Range of Maxima 
Maturity Largest To Smallest 
Three Month 8 5 4 1 6 3 7 2 
Six Month 8 5 4 1 6 3 7 2 
One Year 4 1 8 6 5 3 7 2 
Two Year 4 1 5 8 2 7 3 6 
Three Year 4 2 5 8 1 6 3 7 
Four Year 5 2 4 8 6 1 3 7 
Five Year 5 4 2 6 8 1 3 7 
Seven Year 5 2 4 6 8 1 3 7 
Ten Year 2 5 4 6 8 1 3 7 
15 Year 5 2 4 8 1 3 6 7 
20 Year 2 8 4 6 1 5 3 7 
30 Year 2 8 1 3 6 4 5 7 
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Table 17 
Sample of Fit Measures 
Method Mean Median Std Min Max Chooser 
1 0.0007 0.0976 2.9160 0.0462 0.1038 3.1643 
2 0.0004 0.0860 1.5746 0.1391 0.0889 1.8890 
3 0.0013 0.0443 6.6476 0.0000 1.7590 8.4523 
4 0.0012 0.0331 11.8840 0.0000 0.1760 12.0943 
5 0.0183 0.2325 2.4490 0.3619 0.4949 3.5566 
6 0.0255 0.1130 2.1062 0.1371 1.1959 3.5778 
7 0.0120 0.0462 0.9522 0.0000 3.2169 4.2274 
8 0.0198 0.0729 1.5756 0.0518 2.7586 4.4787 
9 Conclusions and Caveats 
We have shown that there are no significant differences due to the 
use of antithetic normal random variables when one considers either 
the original scenarios or the representative scenarios. The use of anti-
thetic random variables without any other change was not statistically 
significant; but their inclusion led to very highly significant synergistic 
effects. We also have established that both the method of determining 
the candidate list and the choice function are highly Significant. The 
differences between methods are extremely significant, showing that 
there are synergistic effects as well as those effects due to the original 
three modifications we perform. 
Differences within a method were not determined due to the lack of 
a separate objective standard for comparison (and also a small sample 
size). The main impetus for the study is the difference within a method 
from one trial to the next. The differences within a method do become 
manageable for the seven year mean (the single most important vari-
able) when the method is changed from the original method (7) to the 
method using all three of the modifications (2). 
We introduce a fit measure, a generalized least squares percentage 
measure of the error introduced by using the representative scenarios 
instead of the entire set of scenarios. This measure also supports the 
replacement of method 7 with method 2. 
Because it is necessary from a practical point of view to run only 
a representative sample of interest rate scenarios rather than 10,000 
or even 1,000, it is necessary to choose the method that will be the 
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most acceptable on an overall basis. Therefore, consideration must be 
given to the relative strengths and weaknesses of each method in light 
of the application planned for the scenarios. These measures can only 
provide limited guidance and a suggestion about which method to use 
to determine the representative 50 scenarios. Stability may be enhanced 
by moving from scenarios based on method 5 or 7 to scenarios based on 
method 2 which incorporates all of these proposed variance-reducing 
techniques. 
There are still many unanswered questions. Does the shape of the 
original curve impact the stability of the method? If the stability is 
defined by the range of results and 1000 scenarios are not sufficiently 
stable, how many scenarios are necessary before they are reduced to 
the representative scenarios? 
An application of the univariate procedure to the groups of 10,000 
scenarios is not a measure of variation from seed to seed, as each of 
the summarized groups of 10,000 scenarios has ten different seeds. If 
the scenarios were determined from several distinct seeds, would that 
improve the stability? These scenarios were determined from a model 
in which the key rate was the ten year rate. Would scenarios designed 
for cash flow testing and based on a 30 year key rate have different 
results? 
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Appendix A-Sample Data 
Table Al 
Summarized Data Groups of 10,000 
Variable Mean Median Std. Dev. Min Max Method 
Seven Year f 8.058 7.924 1.764 3.500 19.921 1 
Seven Year f 8.076 7.924 1.796 3.500 22.919 2 
Seven Year f 8.073 7.924 1.774 3.500 23.018 3 
Seven Year f 8.073 7.924 1.772 3.500 21.967 4 
Seven Year f 8.074 7.924 1.776 3.500 21.814 5 
Seven Year f 8.074 7.924 1.778 3.500 20.832 6 
Seven Year f 8.072 7.924 1.763 3.500 21.310 7 
Seven Year f 8.078 7.924 1.805 3.500 25.000 8 
Table A2 
Summarized Data 500 Representatives 
Variable Mean Median Std. Dev. Min Max Method 
Seven Year f 8.059 7.924 1.917 3.500 19.499 1 
Seven Year f 8.073 7.924 1.897 3.500 22.919 2 
Seven Year f 8.075 7.924 2.109 3.500 19.121 3 
Seven Year f 8.074 7.924 2.225 3.500 21.967 4 
Seven Year f 7.986 7.796 1.861 3.606 21.428 5 
Seven Year f 7.960 7.912 1.848 3.528 19.851 6 
Seven Year f 7.993 7.893 1.867 3.500 16.636 7 
Seven Year f 7.983 7.924 1.950 3.526 19.582 8 
Christiansen and Buchacker: Crediting Rate Scenarios 145 
Table A3 
Data for Each Individual Group of Representatives 
Methods 2 and 7 
Variable Mean Median Std. Dev. Min Max Method 
Seven Year f 8.081 7.823 2.195 4.066 22.919 2 
Seven Year f 8.074 7.904 2.067 3.805 16.329 2 
Seven Year f 8.064 7.924 1.726 3.500 18.492 2 
Seven Year f 8.071 7.924 1.646 4.136 14.391 2 
Seven Year f 8.076 7.876 1.964 4.127 17.565 2 
Seven Year f 8.082 7.924 1.899 4.470 17.457 2 
Seven Year f 8.084 7.924 1.876 3.606 16.379 2 
Seven Year f 8.060 7.924 1.907 3.669 22.076 2 
Seven Year f 8.070 7.924 1.886 4.024 18.396 2 
Seven Year f 8.071 7.924 1.764 4.509 14.033 2 
Seven Year f 8.137 7.924 1.779 3.735 14.153 7 
Seven Year f 7.764 7.858 1.729 3.568 14.910 7 
Seven Year f 8.183 7.924 1.924 3.754 15.194 7 
Seven Year f 7.988 7.924 1.701 3.500 13.961 7 
Seven Year f 8.070 7.924 2.031 3.500 15.695 7 
Seven Year f 7.949 7.883 1.987 3.719 14.873 7 
Seven Year f 7.882 7.765 1.905 4.014 16.636 7 
Seven Year f 8.053 7.924 1.649 3.537 14.988 7 
Seven Year f 8.084 7.924 1.898 3.872 15.172 7 
Seven Year f 7.824 7.893 1.992 3.500 14.744 7 
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Appendix B-Methods 2 and 7 Quantiles for the 
Seven Year Rate (Early Years) Descriptive Statistics 
Table Bl 
Methods 2 and 7 Quantiles for the Mean and Median 
Of the Seven Year Rate (Early Years) 
Mean Median 
Percentile Method 2 Method 7 Method 2 Method 7 
100% Max 8.0840 8.1830 7.924 7.924 
75%Q3 8.0810 8.0840 7.924 7.924 
50% Med 8.0725 8.0205 7.924 7.924 
25%Q1 8.0700 7.8820 7.904 7.883 
0% Min 8.0600 7.7640 7.823 7.765 
Range 0.0240 0.4190 0.101 0.159 
Q3-Q1 0.0110 0.2020 0.020 0.041 
Mode 8.0710 7.7640 7.924 7.924 
Table B2 
Methods 2 and 7 Quantiles for the Minimum and Maximum 
Of the Seven Year Rate (Early Years) 
Minimum Maximum 
Percentile Method 2 Method 7 Method 2 Method 7 
100% Max 4.509 4.0140 22.919 16.636 
75%Q3 4.136 3.7540 18.492 15.194 
50% Med 4.045 3.6435 17.511 14.949 
25%Q1 3.669 3.5000 16.329 14.744 
0% Min 3.500 3.5000 14.033 l3.961 
Range 1.009 0.5140 8.886 2.675 
Q3-Q1 0.467 0.2540 2.163 0.450 
Mode 3.500 3.5000 14.033 l3.961 
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Table B3 
Methods 2 and 7 Quantiles for the Standard 
Deviation of the Seven Year Rate (Early Years) 
Percentile Method 2 Method 7 
100% Max 2.1950 2.0310 
75%Q3 
50% Med 
25%Ql 
0% Min 
Range 
Q3-Ql 
Mode 
1.9640 
1.8925 
1.7640 
1.6460 
0.5490 
0.2000 
1.6460 
1.9870 
1.9015 
1.7290 
1.6490 
0.3820 
0.2580 
1.6490 
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Appendix C-Examples of the use of Fuzzy Choice 
Functions 
Table C1 
Example 1 
Method Mean Median Std Dev Min Max Chooser 
1 0.0002 0.0291 0.5245 0.0185 0.0415 0.6138 
2 0.0001 0.0253 0.3024 0.0557 0.0356 0.4191 
3 0.0003 0.0093 0.7361 0.0000 0.7678 1.5136 
4 0.0003 0.0094 1.2725 0.0000 0.1054 1.3875 
5 0.0039 0.0599 0.5615 0.1448 0.1980 0.9681 
6 0.0054 0.0323 0.4828 0.0548 0.4784 1.0537 
7 0.0026 0.0089 0.1554 0.0000 1.3206 1.4874 
8 0.0041 0.0148 0.2464 0.0207 1.1036 1.3895 
Notes: The weights used are as follows: 1, 1, 1, 1, 1, 1 and 2 for the mean, median, 
standard deviation, minimum, maximum, all years and first years, respectively. 
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Table C2 
Example 2 
Method Mean Median Std Dev Min Max Chooser 
1 0.0003 0.0582 1.0490 0.0185 0.0415 1.1675 
2 0.0002 0.0507 0.6048 0.0557 0.0356 0.7469 
3 0.0006 0.0187 1.4722 0.0000 0.7678 2.2593 
4 0.0005 0.0187 2.5451 0.0000 0.1054 2.6697 
5 0.0079 0.1198 1.1231 0.1448 0.1980 1.5935 
6 0.0107 0.0646 0.9656 0.0548 0.4784 1.5742 
7 0.0052 0.0177 0.3108 0.0000 1.3206 1.6542 
8 0.0082 0.0295 0.4927 0.0207 1.1036 1.6547 
Notes: The weights used are as follows: 2, 2, 2, I, 1, 1 and 2 for the mean, median, 
standard deviation, minimum, maximum, all years and first years, respectively. 
