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Strongly correlated metals often display anomalous transport, including T -linear resistivity above
the Mott-Ioffe-Regel limit. We introduce a tractable microscopic model for bad metals, by sup-
plementing the well-known Hubbard model — with hopping t and on-site repulsion U — with a
‘screened Coulomb’ interaction between charge densities that decays exponentially with spatial sep-
aration. This interaction entirely lifts the extensive degeneracy in the spectrum of the t = 0 Hubbard
model, allowing us to fully characterize the small t electric, thermal and thermoelectric transport in
our strongly correlated model. Throughout the phase diagram we observe T -linear resistivity above
the Mott-Ioffe-Regel limit, together with strong violation of the Weidemann-Franz law and a large
thermopower that can undergo sign change.
Introduction.— In conventional metals, electrical resis-
tance arises from the microscopic scattering of electronic
quasiparticles. This paradigm is challenged in bad met-
als, where the resistivity grows with temperature above
the Mott-Ioffe-Regel (MIR) limit [1]. Such behavior is
widely observed in strongly correlated materials at high
temperatures [2, 3], and hints at non-quasiparticle trans-
port which must be understood along radically different
lines than traditional Boltzmann theory.
High temperature, bad metallic regimes of strongly
correlated materials are often far from the battleground
of multiple low temperature competing orders. Indeed,
bad metals exhibit similarities across many materials,
including an often noted T -linear resistivity [4]. De-
spite suggestive universal behavior, the understanding of
bad metals has been hampered by the lack of a micro-
scopic, theoretical model in which the resistivity can be
computed without artificial control parameters. To this
end, we introduce a realistic modification of the widely-
studied Hubbard model for correlated electrons that al-
lows us to obtain explicit results for high temperature,
non-quasiparticle, bad metal transport.
The model.— We will study the lattice Hamiltonian
H = t
∑
〈ij〉,s
c†iscjs+U
∑
i
ni↑ni↓+
V
2
∑
i6=j
e−|~xi−~xj |/` ninj .
(1)
As usual the density ni =
∑
s c
†
iscis, with s ∈ {↑, ↓}
the fermion spin. The positions ~xi = a~ı form a two
dimensional square lattice. The first two terms in (1)
comprise the usual Hubbard model, with hopping t over
nearest neighbours 〈ij〉 and on-site repulsion U . The fi-
nal ‘screened Coulomb’ interaction is short range, but
not strictly finite range. This last term differentiates the
model from the Hubbard model (which has V = 0), and
also from finite range extensions thereof, and is essential
for our results. In particular, this modification allows us
to obtain explicit and finite results for transport coeffi-
cients in the weak hopping regime t {kBT,U, V }. Here
T is the temperature. These temperatures are higher than
those of observed bad metals; they pertain instead to re-
cent transport experiments in cold atomic gases [5]. Our
immediate objective is rather to obtain controlled and
physically transparent bad metal transport.
Small t transport in the Hubbard model has been stud-
ied in a number of works [6, 7]. However, the spectrum of
the Hubbard model with t = 0 is extremely degenerate,
with excitations occupying either the single-site upper or
lower Hubbard band. In contrast, the new interaction in
the model (1) — that is exponentially localized to within
a microscopic range ` but not strictly finite range — is
sufficient to split the extensive degeneracy of the t = 0
theory. This allows us to use conventional non-degenerate
perturbation theory in small t to obtain a low energy
spectral density, and hence transport coefficients, that
are finite in the infinite volume limit.
All of the terms in the U and V interactions in (1) com-
mute. This means that all computations in small t per-
turbation theory can be evaluated using classical Monte
Carlo simulations in the t = 0 theory. This statistical
description of bad metal transport is an immense simpli-
fication. The statistical regime is intrinsically incoherent
and distinct from Boltzmann-Drude theory, as empha-
sized in [8]. Using classical Monte Carlo, we are able to
work with a large system size in two dimensions, and
furthermore study the entire filling range 0 ≤ n ≤ 2 and
obtain the full thermoelectric conductivity matrix.
The conductivity.— To leading order at small hopping
t, the conductivity is computed as follows. At t = 0, oc-
cupation number configurations {n} define eigenstates of
charge N{n} = e
∑
is nis and energy E{n} =
1
2
∑
is nisis,
with on-site energies is = Unis¯ + V
∑
j 6=i e
−|~xi−~xj |/` nj .
Here nis¯ is the number of electrons at site i with oppo-
site spin to s. Using classical Monte Carlo simulation,
typical configurations {n} are generated for a given tem-
perature and filling. We give technical details in the Sup-
plementary Material. The real and dissipative electrical
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2conductivity is a weighted sum over these configurations
σ1(ω) =
2e2
h
(piat)2
~ vol
f(ω)
∑
{n}
e−β(E{n}−µN{n})
Z
∑
i,s
∆is(ω) .
(2)
Here vol is the volume and f(ω) = (1− e−β~ω)/~ω. The
inverse temperature β ≡ 1/(kBT ) and the partition func-
tion Z = ∑{n} e−β(E{n}−µN{n}). Given a configuration,
the spectral weight ∆is(ω) counts the number of excita-
tions with energy ~ω that can be generated with a sin-
gle hop between neighbouring sites. ∆is(ω) has units of
inverse frequency and is defined precisely in the Supple-
mentary Material. Analogous formulae exist for the ther-
moelectric conductivity α and the thermal conductivity
κ, and are also given in the Supplementary Material.
The expression (2) is strictly only valid for ~ω & t. At
lower frequencies non-perturbative localization physics
could potentially deplete the density of states ∆is(ω).
This concern is addressed in the discussion section below.
We proceed to use (2) to obtain dc transport observables.
Figure 1 shows a representative occupation number
configuration, together with the corresponding on-site
energies i↑. Differences of neighboring on-site energies
determine ∆is(ω) and hence the optical conductivity, also
shown in the figure. The conductivity is computed using
15000 weighted configurations in (2). The optical conduc-
tivity displays transitions between lower and upper ‘Hub-
bard bands’ together with a low frequency conductance
peak. In the t = 0 Hubbard model, the optical conduc-
tivity is a sum of delta functions at ω = 0,±U . In Figure
1 these peaks have been broadened, leading to a finite dc
conductivity. This occurs because the exponentially lo-
calized interaction V , with any range ` > `? ≈ 1.76a, lifts
the extensive degeneracy of the t = 0 Hubbard model, as
we show in the Supplementary Material.
The low frequency peak in figure 1 is Gaussian, in con-
trast to a conventional Lorentzian Drude peak. A Gaus-
sian peak is also seen in the high temperature expansion
of a hard boson model [9], and indicates that the energy
differences contributing to σ(ω) are essentially random.
Transport results.— We will work throughout with the
values V = 0.1U and ` = 2a. Thus the exponential inter-
action is microscopically short range and the small value
of V means that results can be compared meaningfully
to the Hubbard model. The hopping t {U, V, kBT}.
The resistivity for t  kBT . U is shown for various
fillings in figure 2. Away from the Mott insulating up-
turn at n = 1, the resistivity is approximately T -linear,
with some weak curvature at lower temperatures. The
magnitude of the resistivity is ρ ∼ h/e2 × U2/t2  h/e2
throughout, so the system is a bad metal.
Themoelectric and thermal transport are usefully
quantified by the thermopower S ≡ α/σ and Lorenz ratio
L ≡ κ/(σT ), respectively. Figure 4 shows the Lorenz ra-
tio for t kBT . U . Strong violation of the Weidemann-
Franz (WF) law is seen across the entire phase diagram:
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FIG. 1. On-site energies for a typical configuration with
a 29 × 29 lattice at temperature kBT = 0.76U , coupling
V = 0.1U , range ` = 2a and filling n = 0.63. Top left shows
the occupation numbers for the configuration (white is unoc-
cupied, gray is singly-occupied and black is doubly-occupied).
Top right shows the on-site potentials for up spins, i↑, gen-
erated by this configuration. A broadened upper (red/yellow)
and lower (blue) Hubbard band are seen. Bottom shows the
corresponding low frequency conductance peak. The solid line
shows a fit to a Gaussian. The inset shows the optical con-
ductivity over a wider frequency range, including transitions
between the lower and upper Hubbard bands.
L  L0, the Sommerfeld value, almost everywhere, ex-
cept for just above the Mott regime, where L L0. The
WF law is not expected to hold at these high tempera-
tures, but L0 remains a useful yardstick for the relative
efficacy of thermal and charge transport. For example,
L  L0 has been observed recently in the anomalous
bad metal phase of VO2 [10]. This is a strongly correlated
metal [11] and hence a good candidate for our approach.
The thermopower is shown in the Supplementary Mate-
rial, and displays behavior widely seen in e.g. dynamical
mean field theory (DMFT) studies of strongly correlated
systems [12–15]: large values S ∼ kB/e and changes in
sign as a function of temperature.
At the highest temperatures kBT  U, V our numeri-
cal results are in excellent agreement with known expres-
sions for the standard on-site Hubbard model [6, 7, 16].
We summarize these results in the Supplementary Mate-
rial. The salient features are an exact T -linear resistivity,
a temperature-independent thermopower S and a Lorenz
ratio L ∼ 1/T 2. These limiting behaviors are largely in-
dependent of the interactions [4, 13, 17, 18].
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FIG. 2. Resistivity as a function of temperature. Statistical
errors are shown.
Origin of T-linear resistivity.— The Gaussian zero fre-
quency peak in σ(ω) can be fit to
σ1(ω) = Dτ e−pi(τω)2 . (3)
Thus τ is the current relaxation or transport lifetime
and D is the ‘Drude weight’. The resistivity is then
ρ = 1/(Dτ). In our incoherent regime, D in (3) is best
thought of as the total kinetic energy of electrons con-
tributing to the low frequency conductance peak [11].
Figure 3 shows the current relaxation rate 1/τ as a
function of temperature. The relaxation rates all saturate
to a constant of order V/~ at high T . The V interaction
is responsible for the finite transport lifetime at small
t, whereas in the Hubbard model this lifetime must be
generated nonperturbatively in t. Away from half filling,
the relaxation rate becomes only mildly temperature-
dependent below kBT ∼ U and remains nonzero at the
lowest temperatures we have probed [19]. The approxi-
mate T -linearity of the resistivity over this temperature
range is instead controlled by the kinetic energy of the
conduction electrons, which exhibits a strong tempera-
ture dependence D ∼ t2/T , shown in the inset of fig-
ure 3. The decrease of D with increasing temperature is
due to increasingly random single particle kinetic ener-
gies of both signs, that tend to cancel. We expect the low
temperature divergence in D to be cut off below T ∼ t,
crossing over to the Fermi liquid value D ∼ t.
The total kinetic energy of all electrons can be written
Ktot ≡
∫∞
−∞ σ(ω)dω. The ratio D/Ktot therefore mea-
sures the reduction of the conductance peak kinetic en-
ergy due to interactions. Figure 4 shows this ratio across
the phase diagram. The values of D/Ktot ∼ 0.4−0.6 seen
in the proximity of the Mott regime are characteristic of
those observed in strongly correlated metals [11].
Distinct bad metal regimes.— Hidden under the fea-
tureless T -linear resistivity lies a crossover in behavior at
kBT ∼ U . There are in fact two bad metallic regimes in
the model; temperatures kBT . U are physically distinct
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FIG. 3. Current relaxation rate as a function of temperature.
Inset: Inverse Drude weight as of function of temperature.
The statistical uncertainty in the fit to (3) is negligible.
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FIG. 4. Left: Violation of the Weidemann-Franz law across the
phase diagram. The Sommerfeld value L0 ≡ pi2/3× (kB/e)2.
Right: Fraction of the electronic kinetic energy in the conduc-
tance peak — as measured by D/Ktot.
from the infinite temperature limit. This can be seen by
considering the diffusivity.
In the small t regime it is necessary to consider coupled
charge and heat diffusion. There are three conductivi-
ties σ, α and κ and three associated thermodynamic sus-
ceptibilities: χ ≡ −e2 ∂2f/∂µ2, ζ ≡ −e ∂2f/∂T∂µ and
cµ ≡ −T ∂2f/∂T 2, as well as the specific heat at fixed
charge cn ≡ cµ − Tζ2/χ. These determine two indepen-
dent diffusivities D± by [4]: D+D− = σ/χ · κ/cn and
D+ +D− = σ/χ+ κ/cn + T (ζσ − χα)2/(cnχ2σ). Figure
5 shows the diffusivity D+ as a function of temperature
for several fillings. The behavior of D− is similar. The
diffusivities are temperature-dependent below kBT ∼ U
but constant at high temperatures. We have extended
the temperature range to make the saturation clearer.
The susceptibilities also exhibit crossovers at kBT ∼
U . For example, the charge compressibility χ is well-
described by 1/χ = a+ b T/U , for doping-dependent co-
efficients a and b. See inset of figure 5. The nontrivial
temperature dependence of the diffusivities and thermo-
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FIG. 5. Inverse diffusivity against temperature. The larger
errors bars on the diffusivity are due to a near-cancellation
in the computation of κ and cn, see Supplementary Material.
Inset: Inverse susceptibility against temperature.
dynamic susceptibilities conspire to cancel out of the elec-
trical resistivity, whose approximately T -linear behavior
is featureless across kBT ∼ U , as found in [5, 20].
The high temperature behavior of D± follows from
the Hubbard model formulae collected in the Supple-
mentary Material: D± = c±τ(apit)2/~2 [1 +O(V/U)],
with c+ = 2/pi and c− = n(2 − n)/pi. Recall that τ
is temperature-independent at high temperatures. Writ-
ing D± . 12v2τ , these expressions reveal the expected
‘Lieb-Robinson’-like microscopic operator growth veloc-
ity of v ∼ apit/~, in the sense of [21]. At temperatures
kBT . U , the effective velocity v2eff ≡ 2D+/τ becomes
temperature dependent, tracking the temperature depen-
dence of the kinetic energy D, discussed above.
Origin of bad metallic transport.— Figure 1, top right,
shows an interaction-induced, emergent disordered land-
scape of on-site potentials. The current decay rate is
set by the strength of inhomogeneities in this landscape:
1/τ ∼ ∆ ∼ V/~. The separation of scales t  U, V im-
plies that the landscape evolves slowly, and is static on
the timescale of current decay. Therefore, while momen-
tum is microscopically relaxed by umklapp-like electronic
interactions, transport is effectively controlled by local
hops in an inhomogeneous potential. The usual argu-
ments for a Mott-Ioffe-Regel bound are thus inapplicable
because current is not carried by delocalized excitations
with a well-defined momentum. This is the same reason
that the bound does not apply to free electrons in a disor-
dered background potential, and raises the concern that
our interacting model may similarly exhibit localization.
Indeed, we noted above that the small t perturbative
computation of the conductivity is not strictly valid for
low frequencies ω ∈ (−t, t). We will not exclude the pos-
sibility that a gap opens in this frequency range, analo-
gously to how the Mott argument leads to a soft gap for
strongly disordered free electrons [22]. Interactions can
reduce the strength of the Mott argument due to an in-
creased many-body phase space [23]. Most importantly,
however, even if such many-body localization does oc-
cur in our model, it is fragile and can be destroyed by
coupling to physical degrees of freedom that have been
omitted for simplicity in the model. As a proof of con-
cept, we show in the Supplementary Material that cou-
pling our model to phonons with a Debye scale ω0 and
dimensionless electron-phonon coupling g smears out any
low frequency gap if t  √g ω0 kBT  U, V, kBT , while
leaving our transport results intact.
Discussion.— Recent transport measurements in a
cold-atomic realization of the Hubbard model with 0 ≤
kBT . U and t  U show remarkable similarities with
our results [5]. As we have found, the experiments show a
nontrivial temperature dependence of the diffusivity and
charge susceptibility, that cancel out to produce a close
to T -linear resistivity. The individual temperature depen-
dence and magnitude of these quantities are all similar to
those that we have found. This suggests that, at least for
temperatures kBT & t, our V interaction captures the
same physics as a nonperturbative treatment of t in the
on-site Hubbard model. Indeed, our results are also in
agreement with the trends observed in Quantum Monte
Carlo simulation of transport in a Hubbard model [20]
over a similar temperature range, with real time trans-
port behavior inferred from the Euclidean data [24].
Finally, a hierarchy between the current decay rate and
the single particle bandwidth also underpins an interest-
ing recent body of work on strange and bad metals in
large N models [25–31] and DMFT [32, 33]. In our model
this hierarchy was realized by an emergent, strongly dis-
ordered landscape. Those approaches instead effectively
provide an inert ‘bath’ into which current-carrying exci-
tations can decay. In weakly interacting descriptions of
transport, based on the Boltzmann equation, such inert
scattering backgrounds have long played an important
role in e.g. Bloch’s formulation of the electron-phonon
problem [34] or in the Hlubina-Rice description of scat-
tering from quantum critical spin modes [35]. However,
within strongly interacting approaches to bad metals, ad-
ditional control parameters such as large N or large coor-
dination number have been necessary in order to decou-
ple the dynamics of the bath from the current-carrying
excitations.
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6SUPPLEMENTARY MATERIAL
Derivation of the conductivity formulae.— The electric
and thermal current operators associated with the Hamil-
tonian (1) are – see e.g. [36] for a discussion of thermal
current operators –
J αˆ = −ie ta
~
∑
is
(
c†isc(i−αˆ)s − c†(i−αˆ)scis
)
, (4)
Qαˆ = −i ta
~
∑
is
Eαˆis
(
c†isc(i−αˆ)s − c†(i−αˆ)scis
)
. (5)
Here αˆ is a unit lattice shift in the x or y direction and
Eαˆis ≡
(i−αˆ)s + is
2
− µ , (6)
with the on-site energy operator
is = Unis¯ + V
∑
j 6=i
e−|~xi−~xj |/` nj , (7)
where nis¯ is the number of electrons at site i with op-
posite spin to s. The heat current Q as written in (5)
drops a ∼ t2 term which we ignore in our perturbative
approach. As usual, the thermoelectric conductivities are
obtained from the current operators using Kubo formula:
σ = σJxJx , α =
1
T
σJxQx , κ¯ =
1
T
σQxQx , (8)
where
σAB(ω) ≡ 1
vol
∫ ∞
0
dτeiω
+τ
∫ β
0
dλ〈A(τ − iλ)B〉β , (9)
with 〈 · 〉β ≡ Tr(e−β(H−µN) · )/Z.
To evaluate the Kubo formulae, the time dependence
of the electrical and heat current operators is needed. The
above currents are proportional to t. This means that to
leading order in small t perturbation theory, the Kubo
formulae correlation functions can be evaluated in the
t = 0 theory. In particular, the operators can be evolved
setting t = 0 in the Hamiltonian (1). Straightforward
manipulations then show that the time evolution of the
currents is given by making the following replacements
in (4) and (5):
c†isc(i−αˆ)s → eiτ∆isc†isc(i−αˆ)s , (10)
c†(i−αˆ)scis → e−iτ∆isc†(i−αˆ)scis . (11)
The energy differences ∆is ≡ is − (i−αˆ)s are created
by a single electron hopping between neighbouring sites.
We can similarly set t = 0 in the Hamiltonian that ap-
pears in the thermal expectation value trace. This means
that the trace itself is most easily performed in the oc-
cupation number basis, where the t = 0 Hamiltonian is
diagonal. Thus, thermal expectation values are computed
to leading order in small t utilizing a sum over occupa-
tion number configurations,
∑
{n}. After performing the
two integrals in (9):
σ(ω) =
t2Ae2
pi
∑
{n}
P{n}
∑
is
g(∆is) , (12)
α(ω) =
t2Ae
piT
∑
{n}
P{n}
∑
is
Eαˆisg(∆is), (13)
κ¯(ω) =
t2A
piT
∑
{n}
P{n}
∑
is
E2αˆisg(∆is) . (14)
In these formulae the first sum is over all configurations of
occupation numbers of the lattice. These configurations
are Boltzmann weighted with probabilities
P{n} =
e−β(E{n}−µN{n})
Z . (15)
The energies are E{n} = 12
∑
is nisis and the charges
are N{n} = e
∑
is nis. β ≡ 1/(kBT ) is the inverse tem-
perature and µ is the chemical potential. As usual Z =∑
{n} e
−β(E{n}−µN). The prefactor is A = pia2/(~2 vol),
where vol is the volume. The function g is defined as
g(x) ≡ i
ω+ + x
f(−x)nis(1− n(i−αˆ)s)
+
i
ω+ − xf(x)n(i−αˆ)s(1− nis) , (16)
with
f(x) ≡ 1− e
−~βx
~x
. (17)
Recall that the typically measured open-circuit thermal
conductivity is κ ≡ κ¯− Tα2/σ.
Taking the real parts:
Reσ(ω) = t2Af(ω)e2
∑
{n}
P{n}
∑
i,s
∆is(ω) , (18)
Reα(ω) = t2Af(ω)
e
T
∑
{n}
P{n}
∑
i,s
Eαˆis∆is(ω) , (19)
Re κ¯(ω) = t2Af(ω)
1
T
∑
{n}
P{n}
∑
i,s
E2αˆis∆is(ω) . (20)
Here ∆is(ω) = ∆
+
is(ω) + ∆
−
is(ω) are the spectral weights
due to the energy differences ∆is ≡ is − (i−αˆ)s:
∆+is(ω) = δ (ω + ∆is/~)nis(1− n(i−αˆ)s) , (21)
∆−is(ω) = δ (ω −∆is/~)n(i−αˆ)s(1− nis) . (22)
So long as the volume is finite, this is a sum over delta
functions. These must be binned in order to approxi-
mate the smooth function that is obtained in the infi-
nite volume limit. As noted in the main text, and as
7shown immediately below, the exponentially decaying in-
teractions HV produce a continuous energy spectrum in
the t = 0 theory. The conductivities can therefore form
smooth functions in frequency space to leading order in
the hopping t. As discussed in the main text, the above
expressions for ∆±is(ω) are strictly only valid for ~ω & t.
An exponential interaction lifts the extensive
degeneracy.— The infinite range interactions HV
were added in order to lift the extensive degeneracy of
the t = 0 on-site Hubbard model, thereby resolving the
divergences in the conductivities. For this to work, in
the limit of infinite volume, the single-particle energies
must form a continuum on a finite number of bounded
intervals. We will now prove that the e−|~x|/` potential of
(1) achieves this when ` ≥ `? ≈ 1.76a.
The strategy of the proof is ultimately to explicitly
construct occupation number configurations that realize
a continuum of single-particle energies at any given site.
Prior to doing this, it is necessary to work the problem
into a more manageable form.
The single-particle energy of a spin s at position ~ı is
 = Un~ıs¯ +
∑
~s V|~−~ı|n~s with an exponentially decaying
interaction Vr = e
−ra/l. The first step is to replace this
quantity with a different quantity that is easier to deal
with. To this end, define the energy ′ as the interaction
energy between site ~ı and all sites at least R > a away,
so that ′ ≡ ∑|~−~ı|≥R,s V|~−~ı|n~s. The reason for doing
this is that when R is large enough we will be able to
smooth out the discrete square-lattice structure that is
otherwise awkward. The difference −′ has support only
on a finite number of sites near ~ı. Therefore, as long as
the values of ′ form a continuum for some finite choice
of R, the energies  will also form a continuum on some
finite number of bounded intervals. ′ can be expressed
more simply as ′ ≡ ∑r≥R VrNr where Nr counts the
total number of particles a distance r away from site ~ı.
We can now group lattice sites at least distance R
away from ~ı into circular shells of width δ, with δ small
enough so that Vr can be treated as uniform within this
shell. This approximation is valid as long as R is large
enough. The total number of particles in this shell is up-
per bounded by the total number of single-particle states
available. This is the area of the shell divided by a2, mul-
tiplied by 2 to account for spins, i.e. Nr ≤ 2 × 2pirδ/a2.
We will take δ = a for notational simplicity. We also
define Mr to be shifted from Nr by a constant value:
Mr ≡ Nr − 2pirδ/a2, so that Mr ∈ [−2pirδ/a2, 2pirδ/a2].
Mr measures the doping away from half-filling within a
single shell. Then, up to an unimportant constant shift,
′ =
∑
r≥R
VrMr ≡
∞∑
s=R
ηsαs, (23)
where ηs ≡ sign(Ms) and αs ≡ Vs|Ms|. Our intention is
to prove that, by choosing the signs ηs = ±1, one can
force ′ to approach any number within a well-defined
bounded interval arbitrarily closely, in the infinite volume
limit. Vital to this proof is that the αs ∝ e− sal approaches
0 as s→∞. This problem is much in the same spirit as
proving the Riemann series theorem.
Choosing the sign of ηs corresponds to changing the
number of particles Ms → −Ms in a radius-s circular
shell. For example, a circular shell with filling fraction
1.4 would transform to a filling fraction of 0.6 under a
sign change ηs = 1 to −1. For each s, we can freely
choose signs of ηs while maintaining any constant filling
fraction for the entire lattice by simultaneously adding
or removing particles at an infinite distance away from ~ı,
where they do not contribute to the on-site energy ′.
We can now explicitly construct states characterized
by ηs and |Ms| which form a continuum. We choose to
fix |Ms| = 2pis/a. Then the maximal value ′ can take on
is A ≡∑s 2pisa Vs, which is obtained by fixing all ηs = 1.
It remains to show that the entire continuum of values
in the range [−A,A] can be obtained by choosing the ηs
appropriately. We will shortly see that, in order to do
this, we need the condition αn ≤
∑∞
s=n+1 αs to hold for
any n ≥ R. That is, we need that
e−na/ln ≤
∞∑
s=n+1
e−sa/ls. (24)
Setting R l, this condition becomes l ≥ l?, where l? is
defined by e−a/l? l? ≈ a or l? ≈ 1.76a. We will now show
that the condition l ≥ l?, where l? serves as a minimum
interaction range, is sufficient to produce a continuum in
the single particle energies.
Relabelling the indices of the infinite sum to start from
1 for convenience, we need to show that
∑∞
s=1 ηsαs can
take on any value x ∈ [−A,A]. Let 0 ≤ x ≤ A, as any
negative number can be attained by switching the sign
of all ηi’s. Define n1 so that η1, · · · , ηn1 = +1 and
n1−1∑
i=1
ηiαi < x, (25)
n1∑
i=1
ηiαi > x. (26)
This choice of n1 must exist because x ≤ A. Furthermore,
by construction, |∑n1i=1 ηiαi − x| ≤ αn1 . Because αn1 ≤∑∞
s=n1+1
αs, it must be possible to define n2 > n1, with
ηn1+1, · · · , ηn2 = −1, so that
n2−1∑
i=1
ηiαi > x, (27)
n2∑
i=1
ηiαi < x. (28)
This procedure can be continued to define infinitely many
8ni’s, with ηni+1, · · · , ηni+1 = (−1)i, so that
|
nN∑
i=1
ηiαi − x| < αnN . (29)
The infinite sum
∑∞
i=1 ηiαi must therefore converge to
x because lims→∞ αs = 0. This completes the proof that
as long as l ≥ l? ≈ 1.76a, the single particle energies will
form a continuum of values in a finite number of bounded
intervals on the real line.
Thermopower.— We noted in the main text that the
thermopower displays behavior characteristic of strongly
correlated systems. Figure 6 shows the thermopower as
a function of temperature for t  kBT . U . The low
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FIG. 6. Thermopower against temperature. Statistical Monte
Carlo errors are shown. The thermopower is invariant under
n→ 2− n due to particle-hole symmetry of the model.
Lorenz ratio combined with large thermopower gives a
large dimensionless thermoelectric figure of merit S2/L.
Because we are restricted to temperatures t kBT , the
system does not reach a Fermi liquid regime at low tem-
peratures — which would have led to S vanishing linearly
with T . Temperatures kBT  V instead lead to charge
ordering, as we noted in the main text.
Ultra high temperatures and the Hubbard model.— The
ultra high temperature regime kBT  U, V of our model
is the simplest. Transport and thermodynamic quantities
become very similar to those of the conventional on-site
Hubbard model. The new ingredient of our model rela-
tive to the Hubbard model (or any strictly finite range
extension thereof) is that all the transport coefficients
are finite within small t perturbation theory, due to the
degeneracy-lifting V interaction. Earlier works on the
Hubbard model [6, 7] have regulated the low frequency
divergence in transport with a ‘transport relaxation time’
τ , that is introduced by hand, and have then taken ratios
of conductivities (giving, for instance, the thermopower)
in which τ cancels. It is not obvious that this approach
is sensible because the effective timescales that regulate
thermal and electrical transport will in general be differ-
ent. However, at high temperatures kBT  U the chem-
ical potential is found to grow as µ ∼ kBT . This means
that the heat current ~Q ∼ T ~J , from the definitions (4)
and (5). Therefore electric and thermal transport are not
independent to leading order at high temperatures, and
the transport lifetimes will be the same. For this reason,
many of our high temperature results are the same as
those for the Hubbard model.
We quickly review the Hubbard model results. In the
on-site Hubbard model, the partition function can be de-
composed into Z = zN where z = 1 + 2x+x2e−βU is the
single-site partition function and x = eβµ is the fugacity
with x = 1 at half-filling, given by
x(n) =
−(1− n) +
√
(1− n)2 + n(2− n)e−βU
e−βU (2− n) . (30)
Transport: The dc conductivities can be explicitly eval-
uated [7] as
σ =
e2t2
z2
4pi
~2
β
(
x+ x3e−βU
)
τ, (31)
α =
et2
z2
4pi
~2
β
(
βUx3e−βU − ln(x)(x+ x3e−βU )) τ, (32)
κ¯ =
t2
z2
4pi
~2
(
ln(x)2(x+ x3e−βU )
−2βU ln(x)x3e−βU + (βU)2x3e−βU) τ, (33)
κ =
t2
z2
4pi
~2
(βU)2
(
x3
eβU + x2
)
τ . (34)
Recall that κ ≡ κ¯− Tα2σ is the open-circuit thermal con-
ductivity. In the t = 0 on-site Hubbard model, the trans-
port lifetime τ is actually a δ(ω), as emphasized in the
main text. In the above formulae this has been resolved
‘by hand’ with a single transport lifetime. In the Hubbard
model this will arise due to nonperturbative in t effects.
In our model τ arises from the HV interaction (imagined
here as a small correction to the Hubbard model).
Expanding in high temperatures, the above formulae
give the expressions:
σ =
e2
h
(pit)2
kBT
τ
~
n(2− n)(n2 − 2n+ 2) , (35)
S ≡ α
σ
= −kB
e
log
n
2− n , (36)
L¯ ≡ κ¯
Tσ
=
k2B
e2
log2
n
2− n . (37)
Our numerical results agree excellently with these for-
mulae. The timescale τ is independently extracted from
the width of the low frequency conductance peak, as de-
scribed in the main text. The thermopower S and closed
circuit Lorenz ratio L¯ are independent of this timescale.
Figure 7 shows the agreement of our numerical results
with the expression (36) for S.
The closed circuit thermal conductivity κ¯ is related to
the usual open circuit conductivity by κ = κ¯−Tα2/σ. It
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FIG. 7. Thermopower S as a function of filling at kBT = 10U .
The numerical data points (red) are accompanied by the on-
site Hubbard model prediction derived by setting all transport
lifetimes to be equal (solid black curve).
is immediately seen that the two terms cancel (because
L¯ = S2 in (37) and (36)), so that the thermal conductiv-
ity κ will be additionally suppressed by factors of U/kBT
in this high temperature limit. The leading order high T
behavior of κ is therefore explicitly sensitive to the precise
interactions in the model, in addition to any dependence
on the relaxation lifetime. The high temperature ther-
mal conductivity therefore only agrees with the Hubbard
model up to corrections of order V/U . In particular the
high temperature Lorenz ratio is given by
L =
κ
σT
=
k2B
e2
U2
(kBT )2
n2(2− n)2
4(2− 2n+ n2)2
(
1 +O(V/U)
)
.
Figure 8 shows that the numerically obtained high tem-
perature Lorenz ratio indeed agrees with the Hubbard
model up to order O(VU ).
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FIG. 8. Lorenz ratio L as a function of filling at kBT = 10U .
Numerical data points are red, on-site Hubbard model is solid
black curve.
The Hubbard model formulae remain a good approxi-
mation for the ratios of conductivities S and L down to
temperatures kBT ∼ V . As illustrated in figure 9, these
quantities agree up to O( VkBT ) corrections. We note, as
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FIG. 9. As in figures 7 and 8, the thermopower S (top) and
Lorenz ratio L (bottom) as a function of filling, now at a
low temperature of kBT = 0.2U . Numerical data points are
in blue, the on-site Hubbard model predictions are shown as
solid black curves.
a passing curiosity, that the n dependence of the Lorenz
ratio in figure 9 is remarkably similar to that observed
recently in a strongly correlated regime of graphene [37],
with n = 1 playing the role of particle-hole symmetric
Dirac point in graphene.
Thermodynamics: Thermodynamic quantities can
similarly be obtained exactly in the t = 0 on-site Hub-
bard model. As in the main text we define
χ ≡ −e2 ∂
2f
∂µ2
, ζ ≡ −e ∂
2f
∂T∂µ
, cµ ≡ −T ∂
2f
∂T 2
, (38)
and
cn ≡ cµ − Tζ
2
χ
. (39)
with f ≡ −kBTvol lnZ defined as the free energy den-
sity. In the on-site Hubbard model, the thermodynamic
quantities are particularly simple to compute because
f = −kBTa2 ln(z) with z = 1 + 2x + x2e−βU . Using the
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identities ∂µx = βx and ∂T = −kBβ2∂β , one finds that
χ =
e2
a2
2βx
z2
(
1 + 2xe−βU + x2e−βU
)
, (40)
ζ =
ekB
a2
2βxe−βU
z2
(βUx(1 + x)
− ln(x)(eβU + 2x+ x2)) , (41)
cµ =
k2B
a2
xe−βU
z2
(
(βU)2x(1 + 2x)− 4(βU) ln(x)x(1 + x)
+2 ln(x)2(eβU + 2x+ x2)
)
, (42)
cn =
k2B
a2
(βU)2
z
x2
x2 + 2x+ eβU
. (43)
As with the transport observables above, to leading
order at high temperature our numerical results for the
thermodynamic susceptibilities fit excellently to the high
temperature expansions of the Hubbard model expres-
sions:
χ =
1
kBT
e2
a2
n(2− n)
2
, (44)
ζ
χ
= −kB
e
log
n
2− n = S , (45)
cµ
Tχ
=
k2B
e2
log2
n
2− n = L¯ . (46)
The specific heat at fixed density cn = cµ−Tζ2/χ is sup-
pressed in this high temperature limit, due to the same
cancellation that occurred in the thermal conductivity κ
above.
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FIG. 10. cµ (left) and cn (right) as a function of temperature
and filling.
In contrast to the high temperature results given
above, the low temperature behavior of thermodynamic
quantities is very different in our model and in the t = 0
Hubbard model. This is because of the extensive degener-
acy of the t = 0 Hubbard model. Figure 10 shows the spe-
cific heats cµ and cn across the intermediate temperature
phase diagram for our model. Figure 11 shows the sus-
ceptibility (the inverse susceptibility was already shown
in the inset of figure 5 in the main text). The gapped
Mott regime at n = 1 is clearly visible in this figure.
●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●
●●●●●●
●●●●●
●●●
●●
●●●
●●●●●
●●●●●
■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■
■■■■■■
■■■■
■■■■■
■■■■■■■
■■■■■■
■■■■■■■■
◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆
◆◆◆◆◆◆◆◆◆◆◆◆◆
◆◆◆◆◆◆◆◆◆
◆◆◆◆◆
◆◆◆◆◆◆◆◆◆
◆◆◆◆◆◆◆◆
◆◆◆◆◆◆◆◆◆
▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
●
■
◆
▲
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.1
0.2
0.3
0.4
FIG. 11. The charge compressibility χ against temperature.
Details of Monte Carlo simulation.— We work per-
turbatively in the hopping parameter t, such that the
Boltzmann factor can be approximated as e−βH ≈
e−β(HU+HV ) as long as βt  1. The interaction Hamil-
tonian HU +HV consists only of occupation numbers, so
that classical Monte Carlo simulation suffices to produce
the thermal ensemble for the Hamiltonian.
The Monte Carlo simulations are run across a fine mesh
of points in the (µ, kBT ) plane, and the metropolis algo-
rithm is run 15000 times for each (µ, kBT ) point. At each
fixed chemical potential, the simulations are run sequen-
tially from the highest to lowest temperatures, adiabat-
ically cooling the samples to ensure that the configura-
tions reach a true equilibrium. The filling fraction of each
(µ, kBT ) point is then derived from the expectation value
〈N〉 in the thermal ensemble.
Figure 12 provides representative examples of the finite
size effects in our results. For both the thermodynamic
quantity χ and the transport quantity σ, it is immme-
diately evident that our results converge to the L → ∞
limit very rapidly. All data shown in the main text de-
rives from simulations for the largest system size with a
side length of L = 29a.
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FIG. 12. Left: Finite size scaling of charge compressibility χ.
Right: Finite size scaling of DC conductivity σ (rescaled by
temperature kBT ). Both panels have density n = 0.7 and
are shown for three temperatures kBT/U = 0.05 (blue), 0.5
(orange), 2.0 (green). Error bars are shown, but they are gen-
erally smaller than the symbol size.
11
Smearing out many-body localization with an electron-
phonon coupling.— As discussed in the main text, we
have ignored higher-order processes in t which could
potentially result in electron localization, introducing a
(hard of soft) gap in the optical conductivity. Due to the
hierarchy between the scales t and U, V it is straight-
forward for a coupling to additional degrees of freedom
to prevent many-body localization. Here we show how
coupling the electron-only model (1) to phonons serves
this purpose, ‘smearing’ out any potential insulating gap
while otherwise not qualitatively changing the optical
conductivity. This smearing energy Esmear is the char-
acteristic energy transition due to the creation or anni-
hilation of phonons. We will require that
Egap  Esmear  V,U , (47)
in order to smear away sharp features like the insulating
gap without qualitatively affecting the rest of the optical
conductivity.
For simplicity we use Einstein phonons with energy
~ω0, though the conclusions are easily extended for non-
trival phonon dispersons. We will assume on physical
grounds that ~ω0  t. The full Hamiltonian is now
H = He + Heph + Hph, where He = Ht + HU + HV
is the original electron-only Hamiltonian (1), and
Heph = α
∑
i
nixi , (48)
Hph =
∑
i
p2i
2M
+
Kx2i
2
. (49)
Here α is an electron-phonon coupling constant, K is the
spring constant, M is the nucleus mass, and xi and pi
are the position and momentum of the nucleus at site i.
The well-known unitary transformation [38]
U = eiα
∑
i pini/K , (50)
leads to the Hamiltonian
H ′ = H ′t +HU ′ +HV +Hph −
α2
K
N, (51)
where A′ ≡ U†AU , the ‘renormalized’ Hubbard coupling
U ′ = U − α2K and the density N =
∑
i ni. The term
H ′t still couples electrons and phonons. We will assume
that this coupling doesn’t result in phonon localization,
so that it can be treated as a (negligible) perturbation
of the phonon Hamiltonian at small t. The electrons and
phonons can then be treated as decoupled. For the elec-
tron system this term results in an effective renormaliza-
tion of the hopping term.
Using the identities TrA = TrA′ and (AB)′ = A′B′,
the conductivity becomes
σJJ(ω) =
∫ β
0
dλ
∫ ∞
0
dτeiω
+τ 1
Z× (52)
Tr(e−β(H
′−µN)eiH
′(τ−iλ)J ′e−iH
′(τ−iλ)J ′) .
By using the identity c′i = Xici with Xi = e
iαpi/K and
the observation that electrons and phonons are decoupled
in H ′, we re-express the trace over the full Hilbert space
as an electron-space trace Fe(τ − iλ) and a phonon-space
trace Fph(τ − iλ):
σJJ(ω) =
∫ β
0
dλ
∫ ∞
0
dτeiω
+τFe(τ − iλ)Fph(τ − iλ),
(53)
Here, setting Fph(τ − iλ) equal to 1 would recover the
electron-only optical conductivity, except with the renor-
malized U ′ and hopping term. The function Fe(τ − iλ)
Fourier transforms into a sum of delta functions for each
transition energy ∆is. Fph accounts for creation or anni-
hilation events of some number l of phonons, with energy
±lω0. Thus, the addition of phonons smears a delta func-
tion at ∆is into multiple delta functions at ∆is ± lω0.
In detail, following the methods of [38], we find that
Fph(τ − iλ) ≈ e−z
∞∑
l=−∞
Il(z)e
ilθ, (54)
where ≈ utilizes, for convenience, the limit kBT  ω0,
z = 2g
√
nb(ω0)(nb(ω0) + 1) ≈ 2gT/ω0, g is the dimen-
sionless electron-phonon coupling g = α2/(Kω0), Il is the
lth modified Bessel function and θ = ω0(t−iλ+iβ2 ). Each
harmonic eilθ corresponds to the creation or annihilation
of l phonons. The likelihood of this event is weighted by
Il(z)e
−βlω0/2. We will take Esmear  kBT so that the
temperature dependence of the exponential is negligible.
Il(z) falls off with l and has a typical width as a function
of l of ∼ √z. Therefore the phonon smearing energy is
Esmear ∼
√
zω0 ∼
√
gTω0, (55)
Allowing the insulating gap to take its maximal value
of Egap ∼ t, the requirement (47) together with the con-
dition Esmear  kBT , imply that
t
t
kBT
 gω0  V V
kBT
, kBT. (56)
is sufficient to smear away an insulating gap without
changing the functional form of σ(ω). The overall am-
plitude and temperature dependence of σ(ω) are entirely
unchanged by the phonons. The lower and upper bounds
of (56) are, respectively, very small and large energy
scales because t kBT,U, V ; this implies that the stated
conditions are easily satisfied without fine-tuning.
