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Résumé 
 
Les problèmes de machines tournantes présentant un 
contact rotor-stator sont généralement traités dans la 
littérature à partir de modèles localement 1D. Ceci 
conduit à un temps de simulation acceptable, mais les 
approximations correspondantes sont difficiles à 
évaluer. Or le contact est limité en espace et en temps, 
il peut donc en être de même pour l'utilisation d'une 
modélisation 3D. Une stratégie, nommée bascule, 
permettant d’utiliser un modèle poutre et un autre 3D 
(ou un modèle mixte poutre-3D), pendant deux phases 
différentes de la même simulation, est donc 
développée. Elle est mise en oeuvre de façon 
non-intrusive, en dynamique transitoire, pour des 
systèmes présentant ou non une rotation d’ensemble, 
avec une résolution par intégration temporelle implicite. 
La bascule est validée par comparaison avec une 
solution 3D de référence obtenue en effectuant la 
simulation entière sur le modèle 3D. On analyse 
ensuite, sur des problèmes de contact rotor-stator, les 
résultats des modèles 1D et 3D, dans différentes 
situations de contact plus ou moins sévères. Les 
vibrations du rotor sont dues à un balourd et sa vitesse 
de rotation est imposée constante. Il apparaît que les 
écarts entre les résultats des modèles 1D et 3D sont 
peu visibles sur les orbites du rotor. En revanche les 
limitations du modèle 1D sont mises en évidence. En 
effet, l’hypothèse de section rigide du rotor entraine des 
approximations dans la distribution spatiale et l’intensité 
des efforts de contact. La modélisation 3D en revanche 
permet de représenter certains effets locaux au 
voisinage de la zone de contact. 
 
Mots clés 
 
Bascule, dynamique transitoire, dynamique des 
rotors, contact rotor-stator, éléments finis. 
Abstract 
 
Rotor dynamic problems with rotor to stator contact 
interactions are dealt with in the literature by 1D local 
models. This leads to an affordable simulation time, but 
the corresponding approximations are difficult to assess. 
Since the contact is limited in space and time, the same 
strategy can therefore be used with 3D models. A 
strategy, called switch, allowing the use of a beam 
model and a 3D model (or beam-3D mixed model), at 
two different stages of the same simulation, is 
developed. It is implemented in a non-intrusive way for 
the simulation of transient dynamic problems, with or 
without an overall rotation, solved by an implicit time 
integration scheme. The switch is validated by 
comparison with a 3D reference solution obtained by 
performing the full simulation on the 3D model. We, 
then, compare and analyze the results of 1D and 3D 
rotor-stator contact problems, for different contact 
conditions more and less severe. The rotor vibrations 
are due to rotating imbalance at a given constant 
rotating speed. It appears that the differences between 
the 1D and the 3D results are not obvious on the rotor 
orbits. However, the limitations of the 1D simulation are 
highlighted. Indeed, the rigid body section assumption in 
a beam model of the rotor leads to approximations in 
the spatial distribution of the contact forces and their 
intensity. The 3D model, however, can present some 
local effects in the vicinity of the contact zone. 
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1. Introduction
La thèse que nous présentons s’inscrit dans le cadre du projet IRINA (sImulation
et maîtRise des rIsques dans la coNception des mAchines tournantes) ﬁnancé par
l’Agence Nationale de la Recherche (ANR), et est eﬀectuée majoritairement au
sein de l’équipe Simulation et Structures du laboratoire de génie mécanique et civil
(GéM) de l’Ecole Centrale de Nantes, en collaboration avec le LaMCoS de l’Institut
National des Sciences Appliquées de Lyon (INSA) et le département d’Analyse
Mécanique et Acoustique (AMA) de la division recherche et développement d’EDF.
La Fig. 1.1 schématise un parc nucléaire et un des Groupes Turbo-Alternateur
(GTA) qui lui appartient. Le GTA composé d’une turbine et d’un alternateur, se
trouve dans la salle des machines. La Fig. 1.2 présente un GTA appartenant au parc
nucléaire de Flamanville.
Sur la même ligne d’arbre, et comme l’illustrent les Fig. 1.1 et Fig. 1.2, se trouvent les
diﬀérents corps de la turbine : un corps haute pression, trois corps basse pression et
l’alternateur, le tout mesurant 74 mètres de longueur. La turbine est ainsi constituée
d’une série d’aubes montées sur un axe dont la rotation est provoquée par la force de
pression de la vapeur sur les aubes et tourne à une vitesse nominale de 1500 tr/min.
La Fig. 1.3 montre une turbine du GTA du parc nucléaire. Elle entraîne un alterna-
teur triphasé qui permet de générer un courant alternatif dont la tension est ensuite
portée à presque 4× 105 Volts.
La sécurité dans le domaine du nucléaire est une question toujours d’actualité. La
perte d’une ailette terminale sur une turbine représente une situation accidentelle
Alternateur
Corps haute pression
Corps basse pression
Figure 1.1.: Schématisation d’un parc nucléaire et d’un groupe turbo-alternateur.
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Alternateur
Corps basse pression
Figure 1.2.: Un groupe turbo-alternateur dans la salle des machines du parc nu-
cléaire.
Figure 1.3.: Turbine EDF d’un parc nucléaire Roques et al. [1]
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Figure 1.4.: Banc d’essai EuRope
peu fréquente mais de conséquences non négligeables. Cette perte d’ailette sur une
turbine de si grande taille, telle que la turbine présentée dans la Fig. 1.3, génère un
balourd équivalent à 45 kg à une distance de 1 m de l’axe de rotation. Une fois la
perte de l’aube est détectée, la turbine est découplée de l’alternateur et ralentit sous
l’eﬀet des forces de frottement aérodynamiques jusqu’à son arrêt. En cours de ralen-
tissement, la turbine passe par sa vitesse critique, et les vibrations s’intensiﬁent à ce
moment, et par la suite un contact rotor-stator a lieu. Le contact provoque une aug-
mentation du ralentissement de la turbine. D’autres eﬀets pourraient avoir lieu, tels
qu’un endommagement des paliers, un arrachement de matière, une plastiﬁcation
localisée, des rebondissements, un dégagement de chaleur, etc.
Les études expérimentales visant à comprendre les enjeux du contact rotor-stator
sont délicates, longues et onéreuses.
La Fig. 1.4 montre un banc d’essai pour le contact rotor-stator : le banc EuRope, qui
appartient au département AMA d’EDF R&D. Un moteur entraîne la rotation du
rotor jusqu’à sa vitesse nominale de 1500 tr/min. La montée en vitesse se fait avec
un rotor non soumis à un balourd. Ce dernier est engendré lors du ralentissement
du rotor par la fonte d’un glaçon qui dans son état solide assurait l’équilibre du
rotor. Lors du passage par la vitesse critique, un contact rotor-stator a lieu et ce
dernier est analysé grâce aux capteurs et à des caméras rapides et thermiques (la
Fig. 1.4 montre la partie du stator (diaphragme) avec laquelle le rotor va entrer en
contact).
De tels bancs d’essai permettent de mieux comprendre les phénomènes et servent
de référence pour la validation des modèles numériques existants. Par contre, le
dimensionnement de la turbine et du diaphragme ne pourraient pas se faire unique-
ment sur une base expérimentale. La simulation numérique, si elle est ﬁable, met
entre les mains des ingénieurs un outil plus rapide, moins onéreux et avec lequel des
études paramétriques peuvent être menées.
Le traitement numérique d’un tel problème est cependant complexe car il comprend
de nombreux eﬀets physiques (contacts, eﬀets vibratoires, gyroscopiques, etc.) qui
apparaissent localement mais dont les conséquences doivent être analysées sur une
structure de grande taille, dans le cadre d’un problème de dynamique transitoire.
Il faut en eﬀet décrire la phase de ralentissement de la turbine et son passage par
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Modèle poutre
Modèle poutre
Bascule 1D-3D Bascule 3D-1D
tb1 tb2
tft0
Modèle mixte poutre-3D
Simulation linéaire Simulation linéaireSimulation non linéaire
hors de la période de contacthors de la période de contact pendant la durée du contact
Figure 1.5.: Décomposition de domaines en espace et en temps
la vitesse critique. Un modèle simpliﬁé a été développé dans Roques [2], Roques
et al. [1]. Ce modèle approché car le rotor est représenté par une poutre et le stator
par un ensemble de poutres courbes. Le contact rotor-stator est alors modélisé par
un contact poutre-poutre. L’objectif de la présente thèse est alors d’améliorer la
qualité de la représentation physique du contact grâce à une modélisation locale
3D. Cela ne doit pas mener à une représentation du modèle entièrement en trois
dimensions car le coût de calcul serait prohibitif. Ainsi, une représentation de la zone
de contact en trois dimensions, lorsqu’un contact est détecté, et une représentation
unidimensionnelle ailleurs est envisagée. Cela va se traduire par un modèle multi-
échelles en espace tel que schématisé par la Fig. 1.5.
En eﬀet, le modèle comporte des non linéarités localisées en espace, mais égale-
ment en temps. Plus précisément, pendant la période où il n’y a pas de contact,
le modèle peut être décrit par un modèle linéaire unidimensionnel (poutre) tel que
celui utilisé dans Roques et al. [1]. Lorsque le premier contact rotor-stator a lieu,
on passe d’un modèle linéaire, à un modèle qui présente une non linéarité localisée.
La zone de contact est non linéaire alors que le reste de la structure présente un
comportement linéaire. C’est pourquoi une représentation 3D de la zone de contact
est envisagée alors que le reste de la structure pourrait être décrit par des éléments
poutres connectés à la zone 3D par un raccord adapté. Cela permet de bien prendre
en compte les phénomènes de contact localisés tout en gardant un temps de cal-
cul raisonnable. Cela ouvre la question du changement de modèle entre le modèle
entièrement poutre et le modèle mixte poutre-3D et inversement. On appelle ce
changement de modèle Bascule dans la suite de la thèse. La bibliographie ne pré-
sente pas, à notre connaissance, des travaux traitant de ce problème en dynamique
transitoire.
Par ailleurs, et comme en dynamique linéaire en absence de contact des pas de
temps larges peuvent être envisagés, une simulation implicite pourrait être utilisée.
En présence d’un contact, le pas de temps devant être petit, une résolution explicite
est mieux adaptée. Cela implique une bascule de modèle poutre vers 3D en parallèle
avec une bascule de schémas implicite vers explicite. Une fois que la phase de contact
est terminée, un retour en modélisation poutre avec une résolution implicite est
prévu. Cependant, et comme en dynamique linéaire en absence de tout contact les
modèles de poutre sont assez légers, la bascule implicite vers explicite et inversement
ne contribue pas signiﬁcativement à la réduction du temps de calcul. Elle est en plus
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coûteuse à mettre en œuvre et donc n’a pas été retenue par la suite. Quand au choix
du schéma en temps, on y reviendra en détails au cours de la thèse.
La bascule entre les modèles permet alors d’utiliser deux modélisations diﬀérentes
au cours d’une même simulation avec un premier objectif qui est la réduction du
temps de calcul tout en gardant une précision élevée au niveau de la présentation
du contact rotor-stator. Elle peut de plus se faire de manière non intrusive, donc
avec un logiciel de calcul par éléments ﬁnis du marché.
Un deuxième objectif de la thèse, est d’analyser l’apport d’une modélisation 3D du
contact rotor-stator, pratiquement non présente dans la bibliographie, par rapport
à une modélisation poutre de ce contact, très largement utilisée dans la littérature.
Le Code_Aster EDF [3], qui est un code de calcul par éléments ﬁnis gratuit déve-
loppé par la division de recherche et développement d’EDF est choisi dans le cadre
de la thèse. En eﬀet, le projet IRINA avait comme objectif l’utilisation d’une même
plateforme numérique pour les diﬀérents travaux de recherche. Cela a permis un
échange de données, d’expertise et de développement entre les diﬀérents membres.
Par exemple, la matrice de gyroscopie développée dans le cadre de la thèse de Gha-
nem [4], et qui n’est pas disponible dans la majorité des codes de calcul par éléments
ﬁnis, a servi dans le cadre de notre travail de thèse. D’autres développements liés au
contact rotor-stator réalisés dans le cadre de la thèse de Peletan [5], ont également
été utilisés. L’expertise et les travaux de cette thèse seront diﬀusés dans le cadre du
projet IRINA grâce à l’utilisation du Code_Aster. De plus, le contact rotor-stator
en modélisation 1D est riche et bien développé dans le Code_Aster. Le choix du
Code_Aster a également créé un cadre dans lequel il était possible de travailler
chez EDF et d’eﬀectuer des simulations pour des applications inspirées de vrais
cas industriels. Par rapport à un logiciel commercial classique, le Code_Aster pré-
sente aussi l’avantage d’être plus ouvert et plus adapté à la recherche scientiﬁque.
Sa syntaxe permet l’utilisation intégrée du langage Python et l’accès facile, sou-
vent par l’intermédiaire de python, aux données (matrices masses, raideurs, etc.),
aux résultats (déplacements, vitesses et accélérations poutres et 3D, etc.), ainsi
qu’aux paramètres d’initialisation des schémas en temps et bien d’autres aspects
nécessaires au développement de la bascule. La bascule pourrait être également
implémentée avec d’autres codes, comme Abaqus qui dispose également d’une in-
terface python, mais moins simple d’utilisation. Bien qu’une partie du travail a été
faite sur Abaqus, la totalité des travaux présentés dans cette thèse se sont dérou-
lés en utilisant le Code_Aster. Ce choix était bénéﬁque, mais a également imposé
plusieurs contraintes. On revient au fur et à mesure dans la thèse sur les diﬀérentes
contraintes imposées par le Code_Aster et les méthodes utilisées pour les contour-
ner. Ces contraintes n’ont pas été un handicap à l’atteinte des objectifs principaux
de la thèse.
La thèse se divise en deux grands chapitres. Le Chapitre 2 traite la problématique
de la bascule poutre vers 3D ainsi que la modélisation simultanée par des éléments
poutres et 3D d’un même modèle physique, dans l’objectif de réduire la zone 3D
à celle susceptible de contact rotor-stator. Les principes de la bascule sont présen-
tés. L’initialisation du modèle 3D à partir des résultats issus du modèle poutre au
moment de la bascule (ou bien de celui mixte poutre-3D) est expliquée. Comme
celle-ci est intimement liée au choix du schéma en temps, on présente une synthèse
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bibliographique sur le sujet et on tire les conclusions permettant de garantir la sta-
bilité de la solution 3D après bascule. La bascule est validée sur des cas statiques
et dynamiques linéaires, ainsi que sur des cas de la dynamique des machines tour-
nantes. La bascule inverse 3D vers poutre n’a pas été traitée dans le cadre de la
thèse suite à des contraintes de temps. Son intérêt étant limité dans notre cas.
Le Chapitre 3 permet d’illustrer à travers des exemples inspirés de cas industriels
l’intérêt qu’apporte une modélisation 3D du contact rotor-stator. Une synthèse
bibliographique introduit le chapitre, puis on expose les diﬀérentes possibilités de
modélisation et les algorithmes de traitement du contact qui sont disponibles dans le
Code_Aster, en modélisation poutre et en celle 3D. On expose par la suite trois cas
de contact rotor-stator pour mettre en évidence l’apport d’une telle modélisation
sur la simulation d’un ralentissement accidentel d’une turbine, et d’une façon plus
large, sur la simulation de problèmes de contact rotor-stator qui seront discutés.
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2.1. Introduction
Les avancées technologiques dans la conception et la fabrication des ordinateurs, ont
permis à ces derniers de gagner du terrain dans le monde de la conception et de la
simulation. Et depuis, les méthodes d’éléments ﬁnis ont connu beaucoup de succès
suite aux progrès technologiques dans le domaine de l’informatique et des capacités
croissantes des processeurs à traiter de gros calculs. Ces méthodes numériques ont
permis aux ingénieurs le calcul et la simulation de produits assez complexes, et
deviennent de plus en plus incontournables dans le monde de l’ingénierie et de la
conception surtout pour des produits tels les navires à passagers, où généralement
le seul prototype fabriqué est le produit ﬁnal, et où les essais expérimentaux à
échelle réelle sont très coûteux, comme indiqué par Mobasher Amini [6]. On trouve
aussi un besoin d’outils de simulation numérique et de conception ﬁables pour la
conception des turbines d’avions, où un essai d’impact d’oiseau dans le réacteur est
très onéreux. Les ingénieurs comptent de plus en plus sur des logiciels de calcul par
éléments ﬁnis pour la simulation du comportement de telles structures.
Selon la nature des problèmes à modéliser et la précision recherchée sur les quantités
d’intérêt, le modèle numérique utilisé est plus ou moins ﬁn. Ainsi, plusieurs problé-
matiques industrielles nécessitent un modèle 3D ﬁn pour une représentation ﬁne et
précise de phénomènes locaux, comme le contact/frottement, la ﬁssuration, l’usure
locale, etc., alors que le reste de la structure présente un comportement linéaire
qui peut s’accommoder d’un modèle plus grossier. Par exemple, les navires à pas-
sagers peuvent contenir des détails assez ﬁns de quelques centimètres de longueur,
comme des hublots, et des composants assez grossiers de l’ordre de plusieurs mètres
dans la structure. Mailler ﬁnement toute la structure du navire pour l’analyser avec
une méthode d’éléments ﬁnis classique conduira à des temps de calculs non accep-
tables, même avec l’utilisation des meilleurs processeurs et ordinateurs. Certaines
autres applications présentent des eﬀets non linéaires localisés alors que le reste de
la structure présente un comportement linéaire. Cela a motivé le développement de
méthodes qui permettent de traiter avec deux ﬁnesses diﬀérentes deux zones d’un
même modèle. Certaines méthodes présentent un caractère intrusif et ne peuvent
être développées pour des applications sur des logiciels de simulation du marché.
Elles sont, et comme mentionné par Gendre [7], moins attractives dans un monde
industriel où les ingénieurs préfèrent travailler avec des logiciels commerciaux du
marché qui sont pas modiﬁables, d’où le besoin de non intrusivité des approches en
question.
Pour la simulation du ralentissement d’une turbine ayant perdu une ailette termi-
nale, et dans le soucis d’une prise en compte précise de l’eﬀet du contact rotor/stator
lors du passage en régime transitoire de la turbine par sa vitesse critique, une re-
présentation 3D de la zone du contact est nécessaire. Par contre, un maillage 3D
tout au long de la simulation et pour toute la turbine conduira à un temps de calcul
inacceptable. En eﬀet, pour ce type de problèmes industriels, les non linéarités sont
limitées en espace et en temps. Nous faisons, par la suite un rappel de l’état de l’art
des méthodes permettant de traiter les non linéarités localisées en espace et/ou en
temps et dans l’objectif d’étudier leur utilisation potentielle pour la simulation du
ralentissement avec contact rotor/stator d’une turbine.
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Pour résoudre des problèmes présentant des non linéarités localisées en temps, une
bascule de schéma en temps pourrait être envisagée. En eﬀet, certains phénomènes
non linéaires tel le contact nécessitent des pas de temps assez faibles pour une
modélisation eﬃcace du phénomène physique en question. Dans ce cas, un schéma
d’intégration en temps explicite est très adapté. Le temps CPU nécessaire par pas de
temps est alors considérablement inférieur à celui nécessaire pour un schéma d’inté-
gration implicite. Pour le reste du problème qui est linéaire, un schéma d’intégration
en temps implicite présente l’avantage d’une stabilité inconditionnelle permettant
l’utilisation d’un pas de temps plus grand. Un algorithme qui permet de basculer
automatiquement entre un schéma en temps implicite et un autre explicite permet,
alors, de réduire considérablement le temps de calcul. Narasimhan et Lovell [8] et
Jung et Yang [9] ont proposé respectivement une bascule explicite vers implicite et
implicite vers explicite pour des problèmes de formage des métaux. Des bascules
explicite vers implicite et implicite vers explicite ont été utilisé par Lo et al. [10]
pour réduire le coût de calcul de la simulation de problème d’impacts dynamique.
Dans Noels et al. [11, 12], les auteurs ont développé des critères de bascule auto-
matique entre schémas d’intégration en temps et l’ont appliqué pour des problèmes
de dynamique de structure non linéaires. Cette même technique a aussi été utilisée
dans Noels et al. [13, 14] pour la simulation de la mise en forme des matériaux et
dans Noels et al. [15] pour la simulation des interactions aube/carter. Ces bascules
explicite/implicite et implicite/explicite ont récemment été implémentées dans le
logiciel de calcul par éléments ﬁnis Code_Aster suite à la thèse de Mahjoubi [16].
Ces travaux de recherche de Mahjoubi et al. [17] permettent de coupler les domaines
implicite et explicite qui ne sont pas localisés dans la même zone, avec une méthode
inspirée de la décomposition de domaine. Il faut noter qu’au contraire du schéma
implicite, la solution d’un schéma explicite n’est pas équilibrée à chaque pas de
temps, c’est pourquoi la bascule explicite/implicite peut induire de l’énergie numé-
rique menant à des oscillations numériques et souvent à la divergence. Pour remédier
à cela, Noels et al. [13, 14] ont équilibré la bascule par dissipation numérique des
hautes fréquences numériques du schéma explicite grâce à un amortissement nu-
mérique (utilisation de l’algorithme α-généralisé), ainsi que par l’utilisation d’une
phase d’équilibre, dans laquelle le pas de temps explicite est gardé et l’équilibre se
fait grâce à l’utilisation des itérations de l’algorithme implicite, avant d’élargir le
pas de temps et d’être en mode d’intégration purement implicite.
Pour des problèmes présentant des phénomènes localisés en espace, la littérature
propose un grand nombre de méthodes. Parmi les méthodes les plus simples à
mettre en œuvre on trouve les approches descendantes. L’idée consiste à créer un
maillage pour la zone globale et un autre assez ﬁn pour la zone présentant des eﬀets
localisés. Ce maillage raﬃné peut prendre en compte certains détails géométriques,
défauts, trous, etc. Les deux maillages doivent être compatibles sur les bords (même
nombre de degré de liberté, arêtes, etc.). Une fois le calcul global eﬀectué, on résout
un problème local avec des conditions aux limites provenant de la résolution du
problème global.
Cette approche existe en deux versions, approche descendante en déplacements et
approche descendante en eﬀorts. L’approche descendante en déplacements a été
conçue initialement par Kelley [18] et connue sous le nom de “Speciﬁed Boundary
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Conditions”. Elle était dédiée aux eﬀets linéaires localisés et a été étendue ulté-
rieurement par Ransom et al. [19] pour des non linéarités matériaux localisées. Le
passage au niveau des nœuds se fait par l’imposition des valeurs de déplacements
des nœuds globaux de l’interface à ceux des nœuds locaux de l’interface. Cela se fait
dans une direction unique (d’où le nom approche descendante) et ne permet pas de
prendre en compte l’inﬂuence de la zone localisée sur le comportement général de la
structure. Cela induit des erreurs de précision très élevées dans les cas où des phéno-
mènes locaux ont une inﬂuence globale non négligeable, comme le ﬂambage Cresta
[20]. La méthode descendante en eﬀorts est plus précise que celle en déplacements
et permet de traiter des cas plus avancés dans lesquels la zone locale a des eﬀets
sur la structure globale. Une variété intéressante de cette méthode est connue sous
le nom SBSF “Speciﬁed Boundary Stiﬀness and Force”, Jara-Almonte et Knight
[21]. Elle reste, cependant, peu précise dans les cas où des phénomènes locaux ont
une inﬂuence assez considérable sur la structure globale. Cette méthode peut être
interprétée comme une méthode descendante en déplacement où le raccord se fait
avec les nœuds locaux de l’interface et les nœuds globaux adjacents aux nœuds de
l’interface, au lieu de ceux de l’interface exacte (raccord à distance), rendant la
précision plus élevée, mais ne conduisant pas à une méthode robuste.
Ces approches ne permettent pas de bien coupler la zone locale et la zone globale
de façon à voir l’inﬂuence mutuelle de l’une sur l’autre, ce qui a motivé le dévelop-
pement d’autres approches pour les phénomènes localisés en espace et qui peuvent
être divisées en approches exactes (ou directes) et approches itératives. Parmi les
approches exactes les plus connues on trouve la condensation statique et la réanalyse
structurale et des exemples d’application peuvent être trouvées dans Hirai [22], Hi-
rai et al. [23]. L’analyse structurale permet d’utiliser des analyses précédentes sur
une structure pour faire une simulation après avoir réalisé certaines modiﬁcations,
et de ne pas avoir à refaire toute l’analyse. Cette méthode n’est pas adaptée aux
structures 3D de grandes tailles. La condensation consiste à mailler ﬁnement toute
la structure et à “condenser” les degrés de libertés non intéressants par leur matrice
de rigidité équivalente (complément de Schur).
Les techniques de maillages adaptatifs peuvent être utilisés pour un raﬃnement
local d’un modèle comme l’exemple trouvé dans Plaza et al. [24]. Les méthodes de
patchs volumiques comme Arlequin permettent de superposer deux domaines diﬀé-
rents comme un modèle poutre et un modèle 3D. Des exemples d’utilisation peuvent
être trouvées dans Ben Dhia et Rateau [25], Ben Dhia [26], Ben Dhia et Rateau
[27], Cottereau et al. [28], Rateau [29], Ghanem et al. [30]. Les raccords poutre-3D
et coque-3D permettent de décrire avec précision les eﬀets localisés grâce aux élé-
ments 3D, tout en réduisant considérablement le coût de calcul suite à l’utilisation
des éléments poutres ou coques pour le reste du modèle. Des exemples d’application
peuvent être trouvés dans la littérature tel le raccord poutre-3D utilisé par Kettil
et Wiberg [31] pour la simulation de la déformation d’un pont. Certains raccords
poutre-3D ne conservent pas l’énergie du système et présentent des problèmes sur
l’interface de raccord poutre-3D, tel des réﬂexions numériques des ondes. Pour pal-
lier à ces problèmes, et avec la méthode Arlequin, Ghanem et al. [32] ont développé
un raccord poutre-3D pour des application de dynamique transitoire, qui a été
étendu pour des applications de machines tournantes dans le cadre de la thèse de
10
2.1 Introduction
Ghanem [4].
Les méthodes de décomposition de domaine itératives peuvent être classées en mé-
thodes avec et sans recouvrement. Parmi les méthodes avec recouvrement on trouve
les méthodes de Schwarz, semi-Schwarz et semi-Schwarz-Lagrange. Pour plus de dé-
tails, on peut se référer au travail de Lozinski [33] et Hager et al. [34]. Les méthodes
multi-échelles avec patch permettent d’avoir un zoom local sur le domaine comme
les méthodes de superposition qui permettent d’apporter une correction locale sur
un domaine global, comme la méthode des patchs éléments ﬁnis Lions et Pironneau
[35], Glowinski et al. [36], et des patch harmoniques He et al. [37]. Les méthodes
multi-échelles avec patchs ont été étendues pour la résolution de problèmes sto-
chastiques et, par la suite, permettent la prise en compte des eﬀets locaux comme
proposé par Safatly [38], Chevreuil et al. [39].
Les méthodes de décomposition de domaine sans recouvrement peuvent être clas-
sées en trois catégories principales Gosselet et Rey [40] : les approches primales Le
Tallec [41], Mandel [42], les approches duales (la méthode FETI = Finite Element
Tearing and Interconnecting) apparues dans les années 1990 Farhat et Roux [43], Fa-
rhat [44], Farhat et al. [45], et les méthodes hybrides ou mixtes comme la méthode
FETI-DP, une version améliorée de la méthode FETI, qui combine les principes et
avantages des approches duales et primales Farhat et al. [46]. Gosselet [47] présente
une synthèse sur l’utilisation des méthodes hybrides. Par la méthode primale, ap-
pelée aussi BDD (Balanced Domain Decomposition), et pour deux sous-domaines
adjacents S1 et S2, on impose la continuité des déplacements sur l’interface liant les
deux sous-domaines. On mesure, par la suite, le résidu en eﬀort dû à cette hypo-
thèse et on l’injecte d’une façon convenable sur l’interface de S2 comme une charge
supplémentaire, et on calcule le déplacement de l’interface appartenant à S2 et on
l’impose sur l’interface de S1. Ce processus est répété dans une boucle itérative tant
que le résidu en eﬀort n’est pas inférieur à une tolérance ﬁxée. En d’autres mots,
à chaque itération les déplacements sont les mêmes sur les deux interfaces, alors
que l’équilibre des eﬀorts n’est atteint qu’à la ﬁn des itérations. La méthode duale
(FETI) et à l’inverse de la méthode primale, a pour objectif d’établir la continuité
des déplacements sur l’interface des sous domaines voisins S1et S2 à la ﬁn des ité-
rations en imposant l’équilibre des eﬀorts à chaque itération. Cette méthode utilise
les opérateurs de Lagrange pour imposer la continuité des déplacements (à la ﬁn des
itérations) en se servant des eﬀorts sur l’interface qu’on équilibre à chaque itération.
Chaque sous-domaine étant chargé seulement en eﬀorts, sa solution en déplacement
est déﬁnie à un déplacement de solide rigide près.
Le système est résolu par une méthode itérative (gradient conjugué). A chaque
itération on évalue le déplacement du solide rigide puis on impose un eﬀort sur
l’interface du sous domaine pour évaluer le déplacement. On calcule par la suite le
saut de déplacement entre les interfaces. Si cette quantité est suﬃsamment faible
les itérations sont arrêtées, si non le processus est répété. Le conditionnement du
problème d’interface pour les plaques augmente avec le nombre de sous-domaines
tel indiqué par Farhat et al. [45] et pour cela la version FETI-2 a été proposée
par Farhat et al. [48] et Farhat et Mandel [49], et a été étendue vers une version
hybride, la méthode FETI-DP par Farhat et al. [46]. D’autres méthodes hybrides
ou mixtes existent dans la littérature. La diﬀérence entre ces méthodes et les mé-
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thodes primales ou duales est dans le fait d’imposer une continuité du déplacement
et un équilibre des eﬀorts de l’interface (combinaison linéaire entre les deux), qui
ne sont satisfaits qu’à la ﬁn des itérations. On cite parmi les méthodes mixtes la
méthode LATIN (LArge Time INcrement) comme présenté dans Dureisseix [50] et
qui existe en plusieurs versions dont la méthode micro-macro utilisée par Ladevèze
et Dureisseix [51], Ladevèze et al. [52].
Une version multi-échelle de FETI-DP existe, comme celle utilisée par Mobasher Amini
et al. [53], Mobasher Amini et al. [54] et Mobasher Amini [6] pour le calcul des struc-
tures de navires présentant des petits détails, comme les hublots, alors que le reste
de la structure est de taille caractéristique bien plus grande.
La littérature propose aussi une série d’approches pour traiter des problèmes avec
des eﬀets non linéaires localisés. FETI a été modiﬁée et améliorée pour traiter des
cas comportant un grand nombre de sous-domaines et pour prendre en compte des
non linéarités géométriques Farhat et al. [55], et a également été adaptée pour des
problèmes de contact par Avery et al. [56], Avery et Farhat [57], Dureisseix et Farhat
[58]. Alart et al. [59] propose une méthode de Schwarz adaptée pour des problèmes
avec contact et frottement. A noter que Gendre [7], Gendre et al. [60, 61] ont proposé
un algorithme dédié aux problèmes industriels avec eﬀets non linéaires localisés et
qui consiste à remplacer le maillage global par un maillage local ﬁn. Le raccord
entre le domaine global et celui le domaine local ﬁn se fait par des contraintes en
déplacements, en eﬀorts ou bien mixtes. Un algorithme itératif se charge de réduire
le résidu du calcul au niveau voulu pour tout problème de ce genre. Les auteurs
ont également proposé des méthodes d’accélération de la convergence. La méthode
s’avère précise, eﬃcace et permet une réduction considérable du temps de calcul.
Par ailleurs, les raccords poutre-3D ou bien coque-3D s’avèrent également utiles
pour des applications avec des eﬀets non linéaires localisés. Andrieux et Varé [62]
ont utilisé un raccord poutre-3D pour l’étude d’une ﬁssuration dans un rotor.
Les accidents de turbines présentent des eﬀets non linéaires qui sont à la fois limités
en espace et en temps. Pour la période de temps dans laquelle il y a absence de
frottement et contact, un modèle poutre est suﬃsant pour décrire le ralentissement
de la turbine comme eﬀectué par Roques [2] et Roques et al. [1]. Par contre, ces
derniers ont étendu l’utilisation des éléments poutre pour la modélisation du contact
rotor/stator. Pour être en mesure de bien prendre en compte les eﬀets locaux de
contact rotor/stator, un maillage local 3D est obligatoire. En dehors de cette zone
de contact, les autres parties de la turbine ne présentent aucun phénomène localisé
ou non linéaire et, par la suite, une représentation par des éléments poutre est
suﬃsante. Par conséquent, un modèle qui combine l’utilisation des éléments poutre
et des éléments 3D connectés entre eux par des contraintes appropriées, pourrait être
très utile pour modéliser les non linéarités localisés en espace. Cependant, comme
les non linéarités sont limitées en espace et en temps, une approche qui permet
d’utiliser des éléments poutre durant une phase du calcul dynamique transitoire
(absence de contact) et un modèle mixte poutre-3D durant l’autre phase (présence
de contact/frottement) permet de réduire de façon considérable le temps de calcul
en préservant une bonne précision comme l’illustre la Fig. 2.1. En eﬀet la simulation
démarre à t = t0 par un modèle poutre pour une simulation linéaire, et bascule à
t = tb1 à un modèle mixte poutre-3D quelques pas de temps précédant les eﬀets
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Modèle poutre
Modèle poutre
Bascule 1D − 3D Bascule 3D − 1D
tb1 tb2
tft0
Modèle mixte poutre-3D
Simulation linéaire Simulation linéaireSimulation non linéaire
Figure 2.1.: Bascule poutre-3D
non linéaires de contact. Lorsqu’aucun contact n’est plus détecté, cette simulation
bascule de nouveau à t = tb2 vers la modélisation poutre et cela jusqu’à la ﬁn de la
simulation à tf .
Cela implique le développement d’une stratégie de bascule poutre-3D et inverse-
ment, et tel que cette bascule n’ait pas de conséquence sur la précision du calcul.
La suite de ce chapitre présente le principe et les validations de la bascule sur des
problèmes de dynamique transitoire, avec et sans rotation globale du rotor. Les
exemples traiteront de la dynamique linéaire car l’objectif de ce chapitre c’est l’éta-
blissement et la validation d’une technique de bascule satisfaisante, cette bascule
étant eﬀectuée à un instant où les eﬀets non linéaires sont absents.
2.2. Principe de la bascule
L’idée de la bascule consiste à fournir la solution 3D à l’instant de la bascule t = tb
à partir de la solution poutre calculée à partir de t = 0 et jusqu’à l’instant de la
bascule même. Lancer la simulation sur le modèle 3D à t = tb nécessite de récupérer
la solution poutre à tb et la transformer en une solution 3D qui permet d’avoir une
initialisation convenable de la solution 3D à l’instant de la bascule.
L’équation fondamentale de la dynamique poutre à t = tb s’écrit :
MP U¨P +CP U˙P +KPUP = fP (2.1)
avec, Mp , Cp, et Kp représentent respectivement les matrices de masse, amortis-
sement et raideur poutre. fp est la charge extérieure appliquée à t = tb au modèle
poutre, Up, U˙p, et U¨p représentant, respectivement les déplacements (incluant les
rotations), vitesses et accélérations poutre à ce même instant. Notons ici que le
modèle poutre utilisé repose sur la théorie de Timoshenko.
Le modèle 3D à t = tb est régi par l’équation suivante :
M3DU¨3D +C3DU˙3D +K3DU3D = f3D (2.2)
avec,M3D , C3D, etK3D représentant, respectivement, les matrices de masse, amor-
tissement et raideur du modèle 3D. f3D est la charge extérieure à laquelle est soumis
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le modèle 3D à t = tb , U3D, U˙3D, et U¨3D sont, respectivement, les déplacements,
vitesses et accélérations 3D à cet instant.
Supposons qu’on ait démarré avec le modèle poutre à t = 0 et qu’on veut basculer au
modèle 3D à l’instant de bascule (t = tb). On doit, alors, construire la solution 3D
U3D à partir de la solution poutre. Cela est fait en décomposant dans un premier
temps la solution poutre en une solution qui correspond à un mouvement solide
rigide pars section (hypothèse cinématique classique de Timoshenko) PUp et une
solution 3D de correction U3Dc qui prend en compte la déformation de la section :
U3D = U3Dc +PUp (2.3)
On a, par la suite besoin, de construire PUp et de calculer U3Dc pour obtenir les
déplacements du modèle 3D à tb.
2.2.1. Construction de PUp
PUp est obtenue à travers une matrice de projection P qui permet de passer d’une
solution poutre à une solution 3D qui correspond à l’hypothèse de section non
déformable (hypothèse de Timoshenko pour les poutres). A noter que les maillages
poutre et 3D peuvent avantageusement ne pas être totalement indépendants pour
être en mesure de construire facilement PUp à partir de Up. Le projecteur P est
une matrice qui pour chaque nœud poutre, calcul les déplacements de corps rigide
des nœuds 3D appartenant à la même section qui correspond au nœud poutre.
Si un nœud du maillage 3D est tel que sa position le long de l’axe de la poutre
ne correspond à la position d’aucun nœud du maillage poutre, le calcul de son
déplacement selon l’hypothèse de mouvement solide rigide de la section nécessite
des interpolations des champs poutre nodaux avant la projection dans un espace
de discrétisation 3D. En d’autres mots, le maillage poutre doit correspondre à une
projection du maillage 3D sur sa ﬁbre neutre, pour simpliﬁer l’opération.
On désigne par Nij un nœud qui appartient à la ie`me section du maillage 3D,
PUijp représente le déplacement selon l’hypothèse de solide rigide par section. La
section 3D à laquelle appartient Nij a pour centre de gravité Gi. Uip et θ
i
p dé-
signent respectivement les déplacements et rotations du ie`me nœud de la poutre,
qui possède la même troisième coordonnée que Gi. Dans le code éléments ﬁnis, tel
Code_Aster, Abaqus ou autre, on écrit une boucle python qui permet de calculer
PUijp = [PU
ij
px,PU
ij
py,PU
ij
pz] pour chaque nœud Nij comme suit :
PUijp = U
i
p +NijGi ∧ θ
i
p (2.4)
NijGi est un vecteur orienté deMi àGi. Le nœudNij est de coordonnées (XNij , YNij , ZNij).
Supposons XGi = YGi = 0, par la suite. L’Eq. (2.4) s’écrit :
PUijpx = U
i
px − θ
i
pzYNij
PUijpy = U
i
py + θ
i
pzXNij
PUijpz = U
i
pz − θ
i
pyXNij + θ
i
pxYNij (2.5)
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Pour construire les vitesses et accélérations du modèle 3D selon l’hypothèse de
section non déformable (et pour des petites perturbations), et notées respectivement
PU˙p et PU¨p, il suﬃt de dériver Eq. (2.5) par rapport au temps et on aura pour les
vitesses :
PU˙
ij
px = U˙
i
px − θ˙
i
pzYNij
PU˙
ij
py = U˙
i
py + θ˙
i
pzXNij
PU˙
ij
pz = U˙
i
pz − θ˙
i
pyXNij + θ˙
i
pxYNij (2.6)
et les accélérations :
PU¨
ij
px = U¨
i
px − θ¨
i
pzYNij
PU¨
ij
py = U¨
i
py + θ¨
i
pzXNij
PU¨
ij
pz = U¨
i
pz − θ¨
i
pyXNij + θ¨
i
pxYNij (2.7)
Le calcul de PU˙p et PU¨p est nécessaire au calcul de U3Dc qui fait le sujet du
paragraphe suivant.
2.2.2. Calcul de U3Dc
Suite à la décomposition du déplacement 3D selon Eq. (2.3), l’initialisation de la
solution 3D au moment de la bascule nécessite, en plus de la génération du vecteur
déplacement selon l’hypothèse de solide rigide PUp, le calcul de la correction U3Dc
qui tient compte de la déformation dans la section. En injectant Eq. (2.3) dans
Eq. (2.2) à t = tb donne :
M3D
¨(U3Dc + P¨Up) +C3D(U˙3Dc +
˙PUp) +K3D(U3Dc +PUp) = f3D (2.8)
Comme cela résulte en une équation avec trois inconnues, on privilégie une correc-
tion des déplacements U3Dc par rapport à une correction des vitesses ou accéléra-
tions de la déformation de la section et par la suite on suppose :
U˙3Dc = 0
U¨3Dc = 0 (2.9)
Cela résulte en une correction en déplacements U3Dc qui est le résultat d’un calcul
statique pour le modèle 3D à t = tb, et est exprimée par l’équation suivante :
K3DU3Dc = f3D −M3DP¨Ub −C3D ˙PUb −K3DPUb (2.10)
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On dispose maintenant des déplacements 3D à l’instant de bascule et qui corres-
pondent à Eq. (2.3) ; on initialise, alors, le modèle 3D à t = tb par :
U3D = U3Dc +PUp
U˙3D = PU˙p
U¨3D = PU¨p (2.11)
Eq. (2.9) et Eq. (2.11) sont compatibles avec Eq. (2.8), et permettent par la suite
d’initialiser la solution 3D au moment de la bascule sans violer l’équation fon-
damentale de la dynamique 3D au moment de la bascule. Cependant, l’équation
fondamentale de la dynamique est résolue par l’intermédiaire d’un schéma d’inté-
gration en temps, et par la suite la stabilité de la solution 3D au moment de la
bascule repose sur la compatibilité de l’initialisation de la solution 3D au moment
de la bascule comme proposée dans Eq. (2.11) avec le schéma en temps en question.
L’initialisation proposée dans Eq. (2.11) se base sur les hypothèses de Eq. (2.9)
qui sont un peu fortes et peuvent provoquer des oscillations numériques hautes
fréquences notamment sur les accélérations dans la solution 3D après bascule. On
revient plus tard dans ce chapitre sur les améliorations proposées pour garantir une
stabilité numérique de la solution 3D de bascule. Mais comme cela est intimement
lié au schéma d’intégration en temps utilisé, on fait un point dans la suite sur les
principaux schémas d’intégration en temps, implicites et explicites, utilisés dans les
codes commerciaux et qui servent pour la résolution de problèmes de dynamique.
2.3. Schémas en temps
La littérature propose plusieurs catégories de schémas en temps, et chaque catégorie
est riche par les diﬀérents schémas (et les diﬀérentes familles qui découlent de chaque
schéma) proposés. La diﬃculté repose dans le choix du schéma adapté au problème
en question, le temps de calcul étant un critère intimement lié à ce choix, mais
également, la précision, la stabilité, l’amortissement numérique, etc.
On divise les schémas d’intégration en temps en deux catégories principales. L’in-
tégration en temps implicite et celle explicite. La méthode implicite nécessite une
résolution itérative à chaque pas de temps (ou à une résolution couplée en linéaire)
mais permet de travailler avec un pas de temps assez grand. Celle explicite néces-
site un pas de temps très petit pour être stable. Elle est adaptée à des problèmes
de dynamique rapide, là où un petit pas de temps est nécessaire pour prendre en
compte les phénomènes physiques de hautes fréquences tel le contact. Une méthode
implicite dans ce cas conduit à un temps de calcul énorme.
2.3.1. Les méthodes implicites
2.3.1.1. Le schéma de Newmark
Un problème de dynamique est régi par une équation diﬀérentielle du second ordre
de la forme :
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MU¨+CU˙ +KU = f(t) (2.12)
avec,M ,C, etK représentant respectivement les matrices de masse, amortissement
et raideur et f(t) la charge extérieure. U, U˙ et U¨ représentent respectivement
les vecteurs de déplacements, vitesses et accélérations à l’instant t. Pour résoudre
numériquement cette équation, la méthode des éléments ﬁnis, Hughes [63], permet
de discrétiser le modèle physique et de le transformer en un problème numérique
qui sera résolu par l’utilisation d’un schéma d’intégration en temps. La méthode
de Newmark [64] parue en 1959 et également appelée la méthode de Stormer et
Cowell dans Curnier [65], reste parmi les méthodes d’intégration en temps les plus
utilisées de nos jours, et a subi plusieurs améliorations et modiﬁcations au cours du
temps. On résume ci-dessous le schéma de Newmark. On peut se référer à Géradin
et Rixen [66] pour plus de détails. Le temps est discrétisé en pas de tailles ∆T . tn
représente la valeur du temps au pas n, et ainsi tn+1 = tn + ∆T sera le temps au
pas n + 1. L’expression des déplacements, basée sur un développement en série de
Taylor, s’écrit comme suit :
Un+1 = Un +∆T U˙n +
ˆ tn+1
tn
(tn+1 − t)U¨(t)dt (2.13)
Celle des vitesses :
U˙n+1 = U˙n +
ˆ tn+1
tn
U¨(t)dt (2.14)
La formule de Taylor permet d’approcher d’une façon assez précise les déplacements
et les vitesses. L’algorithme de Newmark s’arrête à un développement en série de
Taylor à l’ordre 2 et avec l’utilisation de deux paramètres γ et β l’expression des
déplacements s’écrit :
Un+1 = Un +∆T U˙n +∆T
2(
1
2
− β)U¨n +∆T
2βU¨n+1 (2.15)
et celle des vitesses :
U˙n+1 = U˙n + (1− γ)∆T U¨n + γ∆T U¨n+1 (2.16)
En injectant les expressions des déplacements et vitesses des équations respectives,
Eq. (2.15) et Eq. (2.16), dans Eq. (2.12), on aura une seule équation à une seule
inconnue (qui est l’accélération au pas n+ 1) comme suit :
[M+ γ∆TC+ β∆T 2K]U¨n+1 = fn+1 −C[U¨n+1 + (1− γ)∆T U¨n]
− K[Un +∆T U˙n + (
1
2
− β)∆T 2U¨n] (2.17)
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La formulation peut être faite en déplacements, vitesses ou accélérations. Certains
logiciels de calculs par éléments ﬁnis ne présentent pas les trois choix. On fera,
dans la suite, le choix de présenter l’approche en accélération. L’algorithme de
Newmark nécessite la construction d’une matrice de masse modiﬁée M˜ = M +
γ∆TC + β∆T 2K qui peut aussi être transformée en une matrice triangulaire par
factorisation une fois pour toute. A noter que cette matrice tend vers la matrice
masse pour des pas de temps assez petits.
Une fois les accélérations calculées par résolution de Eq. (2.17), elles peuvent être
utilisées pour le calcul des valeurs de vitesses et accélérations selon Eq. (2.15) et
Eq. (2.16). Le schéma de Newmark dépend des paramètres γ et β. Il est démontrable
que le schéma est inconditionnellement stable si :
γ ≥
1
2
β ≥
(γ + 1
2
)2
4
(2.18)
On entend par stabilité, l’existence d’un pas de temps ∆Tcr, tel qu’une perturbation
ﬁnie du vecteur d’état (vitesses et déplacements) à l’instant tn ne produit qu’une
perturbation ﬁnie du vecteur d’état calculé à un instant ultérieur tn+1. Pour les
conditions de l’Eq. (2.18), le schéma de Newmark est stable, dans le cadre linéaire,
pour n’importe quelle valeur du pas de temps. Cela permet de travailler avec des pas
de temps larges et de réduire le coût du calcul. Par contre, le schéma est d’autant
plus précis que le pas de temps est faible. Le schéma est dit consistent, si l’erreur
qu’il produit tend vers zéro lorsque le pas de temps est suﬃsamment faible.
Il est simple de montrer la consistance du schéma de Newmark. En eﬀet on a :
lim
∆T→0
U˙n+1 − U˙n
∆T
= lim
∆T→0
[(1− γ)U¨n + γU¨n+1] = U¨n (2.19)
et cela car si ∆T → 0, U¨n+1 → U¨n
de même,
lim
∆T→0
Un+1 −Un
∆T
= lim
∆T→0
[U˙n + (
1
2
+ β)∆T U¨n + β∆T U¨n+1] = U˙n (2.20)
Une des combinaisons les plus utilisées des paramètres de ce schéma est :
γ =
1
2
β =
1
4
(2.21)
En eﬀet, γ = 0.5 permet d’avoir une précision au second ordre, et la combinaison
de Eq. (2.21) permet d’avoir un schéma inconditionnellement stable et conservatif
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de l’énergie dans le cadre linéaire. Les hautes fréquences qui peuvent apparaître
et qui sont purement numériques ne sont pas ampliﬁées causant la divergence de
l’algorithme, mais ne sont pas amorties non plus. Il est possible, d’introduire de
l’amortissement numérique dans le schéma de Newmark pour éliminer les oscil-
lations numériques hautes fréquences, mais cela réduira la précision du schéma à
l’ordre 1. Plusieurs familles de schémas dérivent du schéma de Newmark. Le schéma
implicite de Newmark peut être transformé en schéma explicite des diﬀérences cen-
trées par un simple choix de γ = 0.5 et β = 0.
L’algorithme de Newmark se base sur le schéma de Newmark avec une phase d’ini-
tialisation et une boucle sur les pas de temps. Les logiciels de calcul par éléments
ﬁnis, tel Abaqus ou Code_Aster, sont programmés pour initialiser les accélérations
du schéma de Newmark à zéro si les vitesses initiales sont nulles, en présence ou en
absence de conditions initiales sur les déplacements. Si les vitesses initiales ne sont
pas nulles, une initialisation des accélérations est prévue par :
U¨0 =M
−1(F(t0)−CU˙0 −KU0) (2.22)
Ayant en main les valeurs des vitesses, déplacements et accélérations à l’instant
initial t0, les déplacements, vitesses et accélérations au pas de temps suivant sont
calculés selon les équations respectives Eq. (2.15), Eq. (2.16) et Eq. (2.17). Cette
initialisation respecte l’équation fondamentale de la dynamique à l’instant initiale
et permet de ne pas provoquer des oscillations numériques. On s’en servira plus
tard dans la méthode de la bascule tel expliqué dans le §2.3.1.
Le schéma de Newmark a été étendu au domaine non linéaire. Cependant, son eﬃca-
cité se trouve réduite et sa stabilité devient conditionnelle. Le schéma de Newmark
pourrait ne plus conserver l’énergie dans le cadre non linéaire. Le schéma de New-
mark pour les applications non linéaires peut-être trouvé dans Géradin et Rixen
[66] et consiste à évaluer un résidu du calcul des eﬀorts au pas de temps tn+1 par :
rn+1 =MU¨n+1 + F
n+1
int − F
n+1
ext (2.23)
et de vériﬁer s’il est inférieur à une tolérance donnée. Si ce n’est pas le cas, une
étape de correction est eﬀectuée à travers le calcul de déplacements corrigés ∆U et
de leur ajout aux valeurs nodales en déplacements, vitesses et accélérations à tn+1
comme suit :
Un+1 = Un+1 +∆U
U˙n+1 = U˙n+1 +
γ
β∆T
∆U
U¨n+1 = U¨n+1 +
1
β∆T 2
∆U (2.24)
Cela est répété aﬁn de baisser le résidu en eﬀort à la tolérance souhaitée.
Dans l’objectif d’étudier la stabilité de l’algorithme de Newmark dans la cadre non
linéaire, Belytschko et Schoeberle [67] ainsi que Hughes [68, 69] ont démontré que
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l’énergie reste bornée si elle reste positive. Cependant, comme signalé dans Noels
[70], cette démonstration est basée sur une énergie interne égale au travail des forces
internes, ce qui peut être remis en cause. Dans Noels [70] on trouve plus de détails sur
les causes théoriques de la non stabilité de la méthode de Newmark dans le domaine
non linéaire, ainsi qu’un exemple qui montre que pour des pas de temps assez élevés,
il y a des oscillations dans les déplacements purement numériques qui se traduisent
aussi par une non conservation du moment angulaire qui lui aussi oscille autour
de sa valeur qui doit théoriquement être constante. Il y a des transferts d’énergie
entre l’énergie interne et l’énergie cinétique ce qui conduit après quelques pas de
temps à la divergence. Si le pas de temps reste faible, l’algorithme de Newmark
conserve certaines structures symplectiques comme le moment angulaire et est stable
comme le montrent Kane et al. [71, 72]. Cela a également été signalé par Hughes
[68]. D’autres exemples dans la littérature illustrent la non stabilité du schéma de
Newmark dans le domaine non linéaire Hughes et al. [73], Simo et al. [74], Kane
et al. [71] si le pas de temps n’est pas suﬃsamment faible. L’algorithme présente
également des oscillations numériques qui peuvent mener à la divergence en cas
de contact (cas complexes). Pour le stabiliser il faut un amortissement numérique
dissipant de l’énergie mais rendant l’algorithme précis au premier ordre au lieu du
deuxième. Dans le Chapitre 3 on illustrera ce type d’instabilité et on montrera
l’importance de la faible taille du pas de temps ainsi que le rôle de l’amortissement
numérique pour la stabilité du schéma de Newmark pour la résolution des problèmes
de contact.
Pour pallier au problème d’instabilité du schéma en temps pour des applications non
linéaires tout en conservant une précision du deuxième ordre, Hilber et al. [75] ont
pondéré les forces internes (méthode HHT) alors que Wood et al. [76] ont pondéré
les forces d’inertie. Par la méthode HHT, l’amortissement numérique est introduit
à travers un paramètre α ∈]0; 1
3
[ qui vient modiﬁer les paramètres du schéma de
Newmark comme suit : β = (1+α)
2
4
et γ = 1
2
+ α.
Chung et Hulbert [77] ont combiné les deux méthodes en pondérant les forces
d’inertie ainsi que les forces internes et externes, ce qui a conduit à la méthode
α-généralisé. Ces méthodes permettent d’introduire de l’amortissement numérique
dans l’algorithme de Newmark tout en gardant une précision à l’ordre 2. L’applica-
tion de l’algorithme de Newmark se trouve alors étendue au domaine non linéaire.
La stabilité n’est pas inconditionnelle, le pas de temps doit être faible.
2.3.1.2. Algorithme α-généralisé
L’objectif principal de la méthode α-généralisé est d’introduire de l’amortissement
numérique au schéma de Newmark tout en gardant sa précision à l’ordre 2. Cela
permet d’étendre l’utilisation aux applications non linéaires, au dépend de la stabi-
lité qui devient conditionnée par la taille du pas de temps qui doit rester petit, ce
qui réduit les avantages de l’utilisation d’un schéma en temps implicite, et augmente
le coût du calcul.
L’idée proposée par Chung et Hulbert [77] et qui a conduit à l’apparition de l’al-
gorithme α-généralisé est de pondérer simultanément les forces d’inertie (par un
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facteur αM) et les forces internes et externes (par un facteur αF ) entre les instants
tn et tn+1 au nœud N0 pour une discrétisation élément ﬁni liant le nœud N0 au
nœud N1 par une matrice de masse élémentaire M. L’équation de conservation de
la quantité de mouvement s’écrit dans le cas d’une modélisation “classique” par
éléments ﬁnis à l’instant t par :
MU¨N0 = (fext − fint)N1 (2.25)
fext désigne les forces extérieures, alors que fint représente les forces internes.
Chung et Hulbert [77] ont modiﬁé cette écriture pour qu’elle devienne :
[1− αM ]M(U¨N0)n+1 + αMM(U¨N0)n = (2.26)
[1− αF ] (fext − fint)
n+1
N1
+ αF (fext − fint)
n
N1
avec U¨N0 l’accélération au nœud N0, n représente le pas de temps d’ordre n et n+1
le suivant.
Le schéma de Newmark est un cas particulier du schéma α-généralisé et qui peut
être trouvé en posant αM = αF = 0. Par ailleurs, pour αM = 0 on retrouve le
schéma HHT de Hilber et al. [75] et pour αF = 0 on retrouve sur le schéma de
Wood et al. [76].
2.3.1.3. Autres approches
La méthode de Houbolt [78] est un schéma implicite conçu initialement pour l’ana-
lyse des structures aéronautiques. Il est précis au second ordre, est à trois pas et
inconditionnellement stable. Les valeurs des vitesses et accélérations à t = tn+1
dépendent des valeurs nodales à tn, tn−1 et tn−2 comme suit :
U˙n+1 =
11Un+1 − 18Un + 9Un−1 − 2Un−2
6∆T
U¨n+1 =
2Un+1 − 5Un + 4Un−1 −Un−2
∆T 2
(2.27)
et seront insérées dans l’équation fondamentale de la dynamique écrite à t = tn+1
par Eq. (2.28), ce qui permet après résolution de trouver les déplacements à tn+1.
MU¨n+1 +CU˙n+1 +KUn+1 = Fn+1 (2.28)
L’inconvénient d’un tel schéma est la complexité de l’initialisation à n = 0 vu le
besoin de tn−1 et tn−2, ce qui conduit à l’utilisation de méthodes spéciﬁques.
Un schéma en temps implicite à deux pas a récemment été développé par Zhai [79].
D’autres méthodes d’intégrations en temps implicites existent telle la méthode de
θ-Wilson Wilson [80], la méthode de Park [81], la méthode de collocation, Hilber et
Hughes [82], la méthode de Krenk Krenk [83], etc.
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2.3.2. Utilisation dans le cadre non linéaire
Les schémas d’intégration qui ont été conçus pour le calcul linéaire tel le schéma de
Newmark, voient leur eﬃcacité réduite et leur stabilité conditionnée par la taille du
pas de temps dans le domaine non linéaire suite à l’injection d’énergie numérique
due à la non linéarité. L’amortissement numérique, qui peut être introduit à ces
schémas (Newmark, HHT, α-généralisé, etc.) permet d’étendre leur utilisation au
domaine non linéaire si le pas de temps reste faible. Par contre, certaines structures
symplectiques ne pourraient pas être conservées comme le moment angulaire, etc.
C’est pourquoi récemment il y a eu un eﬀort pour la création de nouveaux outils
numériques robustes pour l’intégration dans le cadre non linéaire, et qui vise de
trouver des algorithmes inconditionnellement stables dans le cadre non linéaire, qui
peuvent dissiper l’énergie numérique générée par la non linéarité et sont capables
de conserver certaines structures symplectiques tel le moment angulaire. Ces outils
restent cependant peu connus dans le monde des logiciels, qui utilisent des schémas
en temps plus “traditionnels” tel le schéma de Newmark. On expose par la suite
un aperçu général de ces méthodes. On rappelle l’objectif de non intrusivité de la
méthode proposée dans cette thèse, et par la suite le choix du schéma d’intégration
en temps qui dépend du choix du logiciel commercial, et des possibilités qu’il oﬀre
dans ce domaine. Les algorithmes exposés par la suite pourraient ne pas être utilisés
dans le cadre de la thèse pour des raisons pratiques liés au choix du logiciel de calcul
par éléments ﬁnis.
Hughes et al. [73] ont proposé une méthode qui consiste à ajouter des contraintes
sur la conservation du moment et de l’énergie sur le schéma α-généralisé, ce qui
a conduit au développement de la méthode Constraint Energy Momentum Algo-
rithm (CEMA). Une idée semblable proposée par Kuhl et Ramm [84], Kuhl et
Crisﬁeld [85], Kuhl et Ramm [86] a conduit au développement de la méthode Mo-
diﬁed Energy-Momentum Method (MEMM). D’autres approches pour application
sur les poutres non linéaires existent, et se sont basées sur une modiﬁcation de la
méthode temporelle de Galerkin, et qui a conduit au développement d’une approche
conservative par Bauchau et Theron [87] et une autre dissipative par Bottasso et
Borri [88]. D’autres approches très intéressantes ont été développées tel la méthode
EMCA (energy momentum conserving algorithm) proposée par Simo et Tarnow [89]
qui conserve les moments linéaires et angulaires et l’énergie du système. Par contre,
lorsque le nombre de degrés de liberté augmente, des modes numériques de hautes
fréquences apparaissent, et peuvent conduire à des oscillations non-physiques et à
la divergence. Pour cela Armero et Romero [90, 91], Romero et Armero [92, 93]
ont proposé la méthode EMDC (energy dissipation momentum conserving) qui est
une version modiﬁée de la méthode EMCA avec l’introduction d’une dissipation
numérique de l’énergie, ce qui la rend stable tout en conservant le moment linéaire
et angulaire. Ces deux dernières méthodes seront brièvement exposées dans la suite.
2.3.2.1. Le schéma EMCA
Le principe de l’algorithme proposé par Simo et Tarnow [89] et dont le but est
le développement d’un schéma d’intégration en temps inconditionnellement stable
22
2.3 Schémas en temps
dans le cadre non linéaire, se base sur la modiﬁcation de l’équation d’équilibre qui
décrit la relation entre un nœud N0 et un nœud N1 et qui normalement s’écrit pour
une discrétisation par éléments ﬁnis à un instant t par Eq. (2.25). Par le schéma de
Newmark, Eq. (2.25) s’écrit :
M(U¨N0)n+1 = (Fext − Fint)
n+1
N1
(2.29)
M est la matrice de masse élémentaire, Fext et Fint représentent respectivement les
forces extérieures et intérieures. n+1 désigne le pas de temps tn+1. Simo et Tarnow
[89] ont proposé de modiﬁer cette écriture par l’introduction des forces aux points
milieux Fn+
1
2 (Un,Un+1) et qui est diﬀérente de F(U
n+Un+1
2
) dans le domaine non
linéaire. Cela conduit à l’écriture de l’équation d’équilibre sous la forme :
1
2
M(U¨N0)n+1 = (Fext − Fint)
n+ 1
2
N1
L’expression des déplacements et vitesses entre les instants tn et tn+1 restent iden-
tiques à un schéma de Newmark pour β = 1
4
et γ = 1
2
et s’écrivent identiquement
aux équations Eq. (2.15) et Eq. (2.16).
Les forces internes seront formulées de façon à respecter la conservation du moment
linéaire, angulaire et de l’énergie. La conservation du moment linéaire conduit à :
Σ(Fint)
n+ 1
2 = 0 (2.30)
qui doit être vériﬁée sur chaque nœud. La conservation du moment angulaire s’écrit :
[
Un+1 +Un
2
]
∧
[
Fint
n+ 1
2
]
= 0 (2.31)
et celle de la conservation de l’énergie :
[
Fint
n+ 1
2
]
. [Un+1 −Un] = w
n+1
int − w
n
int +∆int (2.32)
Où wnint et w
n+1
int est l’énergie interne au pas de temps tn et tn+1 respectivement.
∆int est la dissipation physique de l’énergie par frottement entre les instants tn et
tn+1.
L’algorithme est bien inconditionnellement stable, et conserve l’énergie. Il est aussi
précis au second ordre.
La méthode ne diverge pas lorsque la taille du pas de temps augmente. Cependant
lorsque le nombre de degrés de liberté augmente, il apparaît des modes de hautes
fréquences qui peuvent générer des oscillations qui nuisent à la précision. Pour cela
les algorithmes EDMC ont été formulés.
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2.3.2.2. Le schéma EDMC
Lorsque la taille du problème est suﬃsamment large pour créer des hautes fréquences
numériques, Armero et Romero [90, 91], Romero et Armero [92, 93] ont introduit
l’algorithme EDMC comme une solution à ce problème.
Cet algorithme ressemble à l’algorithme EMCA avec l’introduction de la dissipation
numérique en deux lieux, une vitesse de dissipation numérique Vdiss dépendant des
vitesses nodales et une forces de dissipation numérique Fdiss. Cela revient à modiﬁer
l’écriture des déplacements proposés par Newmark (pour β = 1
4
et γ = 1
2
)
et formulés dans Eq. (2.15) par l’ajout d’un terme lié à la vitesse de dissipation
numérique, et par la suite l’expression des déplacements s’écrit :
Un+1 = Un +∆T U˙n +
∆T 2
2
U¨n +
∆T 2
2
U¨n+1 +∆tV
n+ 1
2
diss (2.33)
Celle des vitesses reste identique à la formulation de Newmark exprimée par Eq. (2.16)
si on prend β = 1
4
et γ = 1
2
L’autre modiﬁcation se voit au niveau des équations d’équilibre avec l’introduction
d’une force dissipative et par la suite Eq. (2.29) s’écrit :
1
2
M(U¨N0)n+1 = (Fext − Fint − Fdiss)
n+ 1
2
N1 (2.34)
La précision des forces dissipatives et de la vitesse de dissipation numérique est au
second ordre, cependant, l’algorithme en général est au premier ordre au contraire
de tous les autres précédents algorithmes.
Pour que l’algorithme conserve le moment linéaire la force dissipative doit vériﬁer
la même condition nécessaire dans la méthode EMCA et exprimée par Eq. (2.30).
et pour avoir la conservation du moment angulaire, il faut :
[
Un+1 +Un
2
]
∧
[
Fdiss
n+ 1
2
]
= 0 (2.35)
L’équation d’équilibre se trouve modiﬁer par l’introduction d’une force dissipative
et devient
M
[
Vdiss
n+ 1
2
]
∧
[
U˙n+1 + U˙n
2
]
= 0 (2.36)
et la dissipation numérique ∆num élémentaire pour une discrétisation par éléments
ﬁnis entre les nœuds N0 et N1 est évaluée par l’expression suivante :
∆num = M
[
U˙n+1 + U˙n
]
N0
.
[
V
n+ 1
2
diss
]
N1
+
[
F
n+ 1
2
diss
]
N1
.
[
Un+1 +Un
]
N1
(2.37)
Dans ces conditions l’algorithme est inconditionnellement stable, dissipe de l’énergie
et conserve les moments linéaires et angulaires dans le cadre non linéaire. A noter
que cet algorithme est précis au premier ordre et que cette précision est d’autant
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meilleure que les hautes fréquences sont purement numériques. Si parmi les hautes
fréquences il y a des fréquences physiques, l’imprécision pourrait avoir lieu si la
dissipation numérique dépasse la dissipation physique. Cela pourrait se traduire,
pour les cas de calculs sur la dynamique des machines tournantes avec contact
rotor/stator, par une imprécision dans le cas où le contact dissipe moins d’énergie
que la dissipation numérique elle même.
2.3.3. Conclusion
Les schémas d’intégration en temps dédiés aux applications non linéaires tel le
schéma EDMC, EMCA, etc. permettent de traiter d’une façon plus ﬁable des pro-
blèmes non linéaires. Ils peuvent assurer une stabilité indépendante du pas de temps,
et certains permettent de dissiper l’énergie numérique, conserver des structures sym-
plectiques tel le moment angulaire, etc. Ils semblent très adaptés aux problèmes de
dynamique incluant des non linéarités de contact/frottement. Par contre, ils sont
moins reconnus dans le monde des logiciels commerciaux. Ils sont plus compliqués à
manipuler, comme leur formulation dépend du cas par cas et ne peut être généralisée
comme le cas des algorithmes plus “traditionnels” tel le schéma de Newmark.
Dans le cadre de la thèse, il n’est pas possible d’utiliser l’algorithme EDMC, malgré
que ce choix aurait été le plus convenable à des problèmes de contact rotor-stator,
car cet algorithme n’est pas encore réputé dans le monde des logiciels de calcul par
éléments ﬁnis, que ce soit le Code_Aster ou autres 1.
2.4. Les méthodes explicites
Les méthodes explicites présentent l’avantage de ne pas résoudre à chaque pas de
temps l’équation fondamentale de la dynamique. Les résultats à l’étape n + 1 ne
dépendent que des résultats à l’étape n. En plus, la matrice masse est diagonali-
sée (lumpée) de façon à éliminer les inversions complexes et coûteuses en temps
de calcul des matrices, et les remplacer par de simples opérations vectorielles. Cela
rend le calcul à un pas de temps donné assez rapide. Par contre, ce ne sont pas des
méthodes inconditionnellement stables. Le pas de temps doit être toujours inférieur
à un pas de temps critique ∆tcr comme indiqué par Géradin et Rixen [94], au dessus
duquel, un cumul important de l’erreur numérique a lieu et conduit inévitablement
à la divergence, surtout pour les applications en dynamique linéaire. Dans certains
problèmes non linéaires et comme mentionné par Bathe [95], un pas de temps su-
périeur à celui critique conduit à un cumul important de l’erreur plutôt qu’à la
divergence de la solution, qui sera en partie stable et en partie instable. La condi-
tion de stabilité des algorithmes explicites est connue par la condition de Courant
et dépend du système en question et de ses fréquences propres. La discrétisation
1. Abaqus propose une version adaptée du schéma des différences centrées qui permet de ré-
soudre des problèmes de contact rotor-stator avec un temps CPU très compétitif, mais qui ne
présente pas la même stabilité et ne conserve pas les moments linéaires et angulaires comme est
le cas du schéma EDMC.
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éléments ﬁnis du modèle a également de l’inﬂuence sur ∆tcr. En eﬀet, ∆tcr dépend
du plus petit élément dans le maillage. Cela pourrait conduire à des pas de temps
critiques trop faibles si les objectifs de la modélisation nécessitent un raﬃnement
particulier de certains éléments.
Ce sont des méthodes adaptées aux problèmes dynamiques incluant des phénomènes
physiques à hautes fréquences comme la propagation d’une onde de choc suite à un
accident de voiture, comme mentionné par Wriggers [96], et aux problèmes de la
dynamique rapide Belytschko et Hughes [97], Belytschko et al. [98].
Le plus utilisée parmi les méthodes explicites est la méthode des diﬀérences centrées.
Certaines valeurs symplectiques tel le moment angulaire peuvent être conservées
par les schémas d’intégration explicite. Leur inconvénient principal reste la stabilité
conditionnelle.
2.4.1. Méthode des différences finies centrées
L’utilisation du schéma des diﬀérences centrées ne s’arrête pas au monde de la
dynamique rapide, l’analyse des structures, etc. mais a également eu beaucoup de
succès dans le monde de la CFD (Computational Fluid Dynamics). Par la suite,ce
schéma est exposé tel qu’il est codé dans Code_Aster par Alarcon [99] et dans la
thèse de Maheo [100].
L’idée consiste à approcher les valeurs des vitesses aux pas de temps tn+ 1
2
et tn− 1
2
par :
U˙n+ 1
2
=
Un −Un−1
∆T
(2.38)
U˙n− 1
2
=
Un+1 −Un
∆T
(2.39)
L’Eq. (2.38) est également équivalente à l’écriture :
U˙n+ 1
2
= U˙n− 1
2
+∆T U¨n (2.40)
et c’est cette dernière qui est utilisée en général par les codes de calculs commer-
ciaux.
Les déplacements au pas de temps n+ 1 s’écrivent :
Un+1 = Un +∆T U˙n+ 1
2
(2.41)
et les accélérations peuvent être déduites de l’équation fondamentale de la dyna-
mique par :
U¨n+1 = M
−1
[
F−KUn+1 −CU˙n− 1
2
]
(2.42)
26
2.4 Les méthodes explicites
Ces accélérations seront équivalentes à une expression déduite des équations Eq. (2.39)
et Eq. (2.38) :
U¨n =
U˙n+ 1
2
− U˙n− 1
2
∆T
=
Un+1 − 2Un +Un−1
∆T 2
(2.43)
Cela est d’autant plus précis que ∆T est faible.
On rappelle que dans les méthodes explicites et pour accélérer le calcul, la matrice
de masse est lumpée de façon à éviter les inversions lourdes de matrices.
L’initialisation de l’algorithme de la méthode des diﬀérences ﬁnies centrées consiste
à avoir en main les valeurs de déplacements, vitesses et accélérations initiaux. La
majorité des logiciels de calcul par éléments ﬁnis, se contentent d’initialiser à zéro
les valeurs des accélérations initiales si ces dernières ne sont pas explicitement ren-
seignées. D’autres, empêchent toute tentative d’initialisation des accélérations. Pour
nos besoins de calcul et pour développer la méthode de la bascule ce point est gênant
et on y revient plus tard dans ce chapitre.
L’initialisation consiste à calculer U˙
−
1
2
= U˙0 −
∆T
2
U¨0. Le calcul pour n ≥ 1 s’en-
chaîne à partir des valeurs à t = t0 et U˙− 1
2
.
La stabilité de la méthode des diﬀérences ﬁnies centrées repose sur l’utilisation d’un
pas de temps ∆T ≤ ∆tcr, où ∆tcr est calculée par :
∆tcr =
2γs
ωmax
(2.44)
où γs est un facteur de sécurité pour la stabilité du calcul et ωmax est la pulsation
maximale du système. Cela revient à dire que le pas de temps critique dépend de la
plus grande fréquence propre du système, et donc de la taille du plus petit élément
dans la structure. Cet algorithme est stable, conserve le moment angulaire, et son
énergie totale oscille. Il est équivalent à celui de Newmark pour β = 0 et γ = 0.5.
L’algorithme des diﬀérences ﬁnies centrées ne dissipe pas de l’énergie, d’où sa sta-
bilité dans le domaine non linéaire qui se voit menacée par le cumul d’erreur et
d’énergie purement numérique. Certains code commerciaux comme Abaqus, ont
développé et adapté des méthodes explicites comme la méthode des diﬀérences ﬁ-
nies centrées pour les applications de contact/frottement en dynamique rapide.
Cependant, les algorithmes explicites qui dissipent l’énergie ont toujours existé
comme la méthode α-généralisé explicite, qui fait l’objet du paragraphe suivant.
2.4.2. Algorithme α-généralisé Explicite
L’algorithme implicite α-généralisé a été étendu dans Hulbert et Chung [101] à
l’algorithme explicite α-généralisé, en posant αF = 1 dans l’équation Eq. (2.26),
ce qui permet de déduire les accélérations pour une matrice de masse qui sera
lumpée par :
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U¨n+1 =
1
1− αM
M−1 [Fnext − F
n
int] −
αM
1− αM
U¨n (2.45)
Les vitesses seront évaluées par :
U˙n+1 = U˙n + ∆t [1− γ] U¨n + ∆tγU¨n+1 (2.46)
et les déplacements par :
Un+1 = Un +∆T U˙n +∆T
2
[
1
2
− β
]
U¨n +∆T
2βU¨n+1 (2.47)
L’analyse de stabilité montre que l’algorithme est conditionnellement stable et pré-
cis au second ordre. Cela est vrai pour le domaine linéaire et non linéaire d’où son
intérêt pour des applications en dynamique rapide non linéaire tel le contact. Ce-
pendant, cet algorithme reste moins populaire dans le monde des logiciels de calcul
par éléments ﬁnis que la méthode des diﬀérences ﬁnies centrées.
2.5. Problématique de l’initialisation de la solution
3D et régime transitoire
L’Eq. (2.11) résume l’initialisation du modèle 3D au moment de la bascule. Elle
repose sur une hypothèse statique qui ne viole pas l’équation fondamentale de la
dynamique du modèle 3D au moment de la bascule. Par contre, il faut noter qu’avec
cette hypothèse, seuls les déplacements sont diﬀérents de l’hypothèse de solide ri-
gide. Les vitesses et les accélérations restent celles construites à partir de la solution
poutre et présentent, pour les cas étudiés dans le cadre de la thèse, un écart de 5%
en moyenne par rapport aux valeurs de référence d’une solution 3D pour une si-
mulation sans bascule (qui démarre à t = 0 s). Les valeurs des déplacements sont
pratiquement identiques à ceux de référence (on y revient plus tard dans les appli-
cations). Cet écart, malgré sa faiblesse pourrait conduire au moment de la bascule à
un régime transitoire qui se manifeste par des oscillations hautes fréquences consta-
tées sur les vitesses mais surtout sur les accélérations. Pour mieux comprendre la
problématique du régime transitoire due à une initialisation insuﬃsamment précise
de la solution, prenons un cas physique simple et traitons le numériquement.
Sur une poutre simplement appuyée des deux côtés et qui ne présente pas d’amor-
tissement, une force sinusoïdale est appliquée en plein milieu de la poutre :
Fp(t) = fmsin(ωt) (2.48)
On peut démontrer que la réponse analytique de la poutre en régime permanent à
une telle excitation est de la forme :
Up(t) = −Umsin(ωt) (2.49)
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Avec Um une valeur constante qui représente l’amplitude maximale des oscillations.
Il s’en suit une réponse en vitesses et en accélérations qui sont respectivement la
dérivée, et la dérivée seconde de la réponse en déplacement :
U˙p(t) = −ωUmcos(ωt) (2.50)
U¨p(t) = ω
2Umsin(ωt) (2.51)
A t = 0, la vitesse n’est pas nulle (alors que les déplacements et les accélérations le
sont) et est à son maximum en valeur absolue. On note par la suite V0 = −ωUm la
vitesse initiale de la poutre à t = 0. Si on essaye de résoudre ce problème numéri-
quement via une résolution par un schéma en temps, et qu’on initialise les vitesses
et les accélérations à zéro, on obtient des hautes fréquences sur les vitesses et les
accélérations qui sont d’autant plus importantes en amplitude que le pas de temps
est faible. Cela vient du fait qu’un régime transitoire est créé et que la solution
cherche l’équilibre durant le premier pas de temps, et donc cherche à trouver la va-
leur de V0 en partant d’une valeur nulle. Ceci génère des accélérations qui tendent
vers l’inﬁni si le pas de temps tend vers zéro. Si le schéma en temps conserve l’éner-
gie et est stable dans le cadre linéaire comme le schéma de Newmark, les hautes
fréquences ne seront pas ampliﬁées mais non amorties non plus. Ce qui rend la solu-
tion incorrecte en vitesses et en accélérations. Pour pallier à à ce problème, on peut
utiliser un schéma en temps qui dissipe les hautes fréquences purement numériques
tel le schéma HHT, ou bien initialiser correctement les vitesses et les accélérations
à t = 0.
La première possibilité nécessite d’attendre quelques pas de temps pour que la
dissipation des hautes fréquences soit eﬀectué, mais la deuxième reste plus propre
et ne nécessite pas un schéma en temps dissipatif. L’équation d’équilibre de la poutre
en absence d’amortissement s’écrit :
MpU¨p +KpUp = Fp (2.52)
et si dans l’Eq. (2.52) on insère les Eq. (2.48), Eq. (2.49), Eq. (2.50) et Eq. (2.51)
et on cherche la valeur de V0, on trouve qu’elle est solution de :
(Mpω
2 +Kp)V0 = ωfm (2.53)
Ce qui correspond à V0 = −ωUm. Si on initialise les vitesses avec cette valeur, le
régime transitoire n’a pas lieu et aucune haute fréquence n’est présente.
Le régime transitoire de la solution 3D au moment de la bascule a les mêmes
causes numériques que celles trouvées dans cet exemple simple. L’initialisation par
le système d’Eq. (2.11) malgré le respect l’équation d’équilibre du modèle 3D au
moment de la bascule, reste un peu forte et un régime transitoire apparaît au
moment de la bascule. Le choix d’un schéma d’intégration en temps qui dissipe
les hautes fréquences purement numériques pourrait contribuer à la stabilité de la
solution 3D après la bascule. La deuxième possibilité consiste à faire une correction
des valeurs des vitesses et des accélérations qui tient compte de la déformation dans
la section et qui élimine le passage par un régime transitoire. On détaille dans la
suite ces deux possibilités.
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2.5.1. Stabilisation par amortissement numérique
La question de l’amortissement numérique ouvre une question plus large, celle du
choix du schéma d’intégration en temps. Certains présentent l’avantage de dissiper
les hautes fréquences et peuvent servir pour stabiliser la solution 3D après bascule.
Cela dépend également du choix du logiciel commercial de calcul par éléments ﬁnis,
et qui de fait ne pourrait pas présenter toutes les possibilités. Certains logiciels sont
plus adaptés au calcul implicite (Code_Aster), d’autres montrent des performances
importantes en calcul explicite non linéaire (Abaqus). On essayera dans la suite
d’exposer une méthode générale qui ne dépend pas du logiciel, mais les exemples
d’applications seront eﬀectuées avec le Code_Aster.
La bascule se fait avant la détection du contact, et donc s’eﬀectue dans le cadre
linéaire et par la suite on a intérêt à utiliser un schéma en temps implicite qui
permet de prendre des pas de temps relativement larges. Le schéma de Newmark
reste parmi les plus utilisés dans ce domaine. Si au moment de la bascule on choisit
de stabiliser la solution par un amortissement numérique, on pourrait introduire
un amortissement via le schéma de Newmark mais qui le rend précis au premier
ordre. C’est pourquoi on préfère s’orienter vers le schéma HHT. Le même principe
pourrait être appliqué si on eﬀectue une simulation explicite. Dans ce cas, le schéma
α-généralisé pourrait amortir les hautes fréquences.
Stabiliser la bascule par un amortissement numérique dans le schéma HHT ne
change pas la solution post régime-transitoire. Quelques pas de temps après la
bascule, les vibrations hautes fréquences disparaissent comme c’est visible dans les
résultats présentés un peu plus loin dans ce chapitre.
2.5.2. Bascule à trois pas de temps
Pour résoudre un problème de dynamique, on doit disposer des conditions initiales
en vitesses et en déplacements. Les accélérations initiales sont par la suite la solution
de l’équation fondamentale de la dynamique à l’instant initial. Cependant, si cette
équation est le fruit d’une résolution numérique via un schéma d’intégration en
temps, les valeurs des accélérations initiales dans ce cas dépendront du schéma
d’intégration en temps utilisé.
Dans le cas d’un schéma explicite, la non initialisation des accélérations conduit le
logiciel (c’est le cas de tous les logiciels de calcul par éléments ﬁnis) à prendre par
défaut des accélérations initiales nulles, alors que pour un schéma implicite tel le
schéma de Newmark et comme expliqué plus tôt dans ce chapitre, les accélérations
sont correctement initialisées au moment de la bascule si les valeurs initiales en
vitesses et en déplacements sont fournies au logiciel. Par la suite, pour un schéma
explicite il est obligatoire de renseigner les valeurs des accélérations au moment
de la bascule (ainsi que ceux des déplacements et des vitesses). Par contre, avec
l’utilisation d’un schéma implicite de Newmark (ou HHT), il suﬃt de renseigner
les valeurs des déplacements initiaux et ceux des vitesses, et les accélérations seront
automatiquement calculées par le logiciel à partir de l’équation du mouvement. Cela
permet d’avoir une initialisation adaptée et qui n’excite pas les hautes fréquences
purement numérique.
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Comme mentionné plus tôt, l’initialisation de la solution 3D exposée dans Eq. (2.11)
se base sur les hypothèses Eq. (2.9) qui sont un peu fortes, et génèrent des vitesses
et des accélérations qui ne sont pas parfaitement adaptées à la cinématique 3D, vu
qu’elles sont uniquement basées sur une hypothèse poutre. Cela provoque l’appa-
rition d’un régime transitoire au moment de la bascule. Par contre, les valeurs des
déplacements sont adaptées au modèle 3D. Pour cela, à partir des déplacements
corrigés on peut proposer une technique qui permet de calculer une meilleure ap-
proximation des vitesses (et des accélérations pour un schéma en temps explicite),
et permet d’éliminer le régime transitoire et les hautes fréquences qui s’en suivent.
On présente par la suite la bascule sur des cas statiques permettant de mettre en
valeur l’exactitude de la solution 3D en déplacements construite par la méthode
de la bascule, puis selon le schéma en temps choisi on construit une correction des
vitesses et des accélérations.
2.5.3. La bascule appliquée sur des problèmes statiques
La bascule pour un problème statique est un cas particulier de la bascule présentée
pour le cas dynamique. On la présente par la suite pour vériﬁer que les déplacements
après bascule seront suﬃsamment proches d’une solution statique 3D de référence.
L’équation d’équilibre de la solution poutre pour un problème statique s’écrit :
KUp = fp (2.54)
Celle du modèle 3D est :
K3DU3D = f3D (2.55)
Les déplacements 3D peuvent être construits comme expliqué précédemment dans
Eq. (2.3), et cela conduit au calcul de U3Dc comme solution de :
K3DU3Dc = f3D −K3DPUp (2.56)
Cette correction statique U3Dc ajoutée à PUb est comparée à une solution de ré-
férence pour le même modèle 3D, calculée par résolution de Eq. (2.55). Cela a été
eﬀectué sur plusieurs modélisations et maillages, avec plusieurs formes de section
et conditions aux limites et on a remarqué que la diﬀérence entre les déplacements
calculés par la bascule et les déplacements d’une solution de référence sont pra-
tiquement négligeables (inférieur à 10−5 %). D’autres applications ont également
été eﬀectuées sur une poutre bi-appuyée des deux cotes et soumise à un moment
de ﬂexion de chaque côté. Les résultats trouvés par la méthode de la bascule ont
été comparés avec la solution analytique proposée par Salençon [102] et sont prati-
quement identiques (avec la même précision qu’auparavant). Cela met en valeur la
bonne correction des déplacements par la méthode de la bascule.
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2.5.4. Principe de la bascule à trois pas de temps
Comme une bascule statique permet de bien calculer les valeurs des déplacements
3D au moment de la bascule, alors une correction des vitesses et accélérations peut
être faite en s’appuyant sur les valeurs des déplacements obtenues par la méthode
de la bascule sur trois pas de temps consécutifs : celui de la bascule, le pas de temps
suivant et celui précédent. En eﬀet la correction des déplacements par le §2.2.2
prend en compte la déformation dans la section. Avec l’utilisation d’un schéma
d’intégration en temps implicite, on corrige les vitesses et les accélérations sont
automatiquement calculées par le schéma en temps. On eﬀectue trois corrections
statiques à l’instant de la bascule tb, à l’instant précédent tb−1 et à l’instant suivant
tb+1. Et puis sur la base de ces trois corrections statiques on peut eﬀectuer, selon la
méthode des diﬀérences ﬁnies, une meilleure initialisation des vitesses comme suit :
U˙3D =
[PUp +U3Dc](t = tb+1)− [PUp +U3Dc](t = tb−1)
2∆T
(2.57)
Cette initialisation des vitesses ajoutée à l’initialisation des déplacements conduit
avec le schéma de Newmark, et tel expliqué dans le §2.3.1, à calculer les accélérations
initiales comme solution de :
M3DU¨3D = (f3D −C3DU˙3D −K3DU3D) (2.58)
Cette méthode d’initialisation est simple et eﬃcace dans les cas d’études montrées
dans ce chapitre et plusieurs autres. C’est une initialisation parfaitement consistante
avec le schéma de Newmark et le schéma HHT, et sera par la suite proposée comme
une méthode précise pour eﬀectuer la bascule poutre vers 3D dans la suite de la
thèse.
Comme Code_Aster est un logiciel implicite, et que dans dans le cadre de la thèse
la majorité des applications de bascule se font avec un schéma de Newmark ou un
schéma HHT, on n’aura donc pas à initialiser les accélérations. Cependant, et dans
le soucis de présenter une méthode de bascule indépendante du choix de logiciel et
du schéma en temps, et si on souhaite utiliser un schéma en temps explicite, alors
dans ce cas et comme discuté précédemment, l’initialisation des accélérations est
obligatoire. Pour un schéma de diﬀérences centrées, la méthode des diﬀérences ﬁnies
conduit à l’initialisation suivante des accélérations (l’initialisation des vitesses est
toujours exprimée par l’Eq. (2.57)) :
U¨3D =
[PUp +U3Dc](t = tb+1)− 2[PUp +U3Dc](t = tb) + [PUp +U3Dc](t = tb−1)
∆T 2
(2.59)
Cette méthode d’initialisation des accélérations s’est montrée eﬃcace sur plusieurs
cas d’étude qui ne seront pas présentés dans le cadre de cette thèse.
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2.6. Consistance théorique de la bascule :
orthogonalité des vecteurs PUp et U3Dc
2.6.1. Conditions et significations théoriques de l’orthogonalité
des vecteurs PUp et U3Dc
Si PUp est le fruit d’un calcul poutre basé sur l’hypothèse de section non défor-
mable, et U3Dc est un calcul 3D qui prend en compte la déformation de la sec-
tion, alors théoriquement, ces deux vecteurs doivent être orthogonaux. En d’autres
termes, comme U3Dc est une solution purement 3D, alors sa construction ne doit
pas dépendre de PUp, comme cette dernière est générée à partir d’une solution
poutre. Cela signiﬁe également que U3Dc représente seulement la déformation de
la section et n’est pas liée à la ﬂexion de la poutre, comme cette dernière est prise
en compte dans PUp. Nous allons donner par la suite un sens précis à cette notion
d’orthogonalité.
L’équation fondamentale de la dynamique du modèle 3D en absence de la rotation
d’ensemble au moment de la bascule t = tb est donnée par :
M3DU¨3D +C3DU˙3D +K3DU3D = f3D (2.60)
De U3D = PUp +U3Dc on obtient :
PTM3DPU¨p +P
TM3DU¨3Dc + (2.61)
PTC3DPU˙p +P
TC3DU˙3Dc +
PTK3DPUp +P
TK3DU3Dc = P
T f3D
Théoriquement, si les matrices de masse, raideur et amortissement du modèle 3D
(respectivement M3D , K3D et C3D) ne sont pas lumpées et si les fonctions de
formes des modèles poutre et 3D sont compatibles, alors on peut démontrer qu’on
a (voir §2.11) :
PTM3DP = Mp
PTK3DP = Kp
PTC3DP = Cp (2.62)
ainsi que PT f3D = fp. Cependant, les Eq. (2.62) ne sont pratiquement jamais vé-
riﬁées. La diﬃculté principale ne réside pas dans la condition d’avoir des matrices
non lumpées (c’est possible dans la majorité des codes de calcul par éléments ﬁnis
commerciaux), mais dans la compatibilité des fonctions de formes des modèles 3D
et poutre. Les Eq. (2.62) représentent une approximation d’autant plus correcte que
le maillage du modèle 3D est ﬁn.
Comme Up est la solution poutre qui correspond à MpU¨p + CpU˙p +KpUp = fp,
alors l’Eq. (2.61) conduit à :
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PTM3DU¨3Dc +P
TC3DU˙3Dc +P
TK3DU3Dc = 0 (2.63)
Ainsi, sous les hypothèses suivantes U¨3Dc = 0 et U˙3Dc = 0 (voir Eq. (2.9)), on
obtient alors la condition d’orthogonalité suivante :
PTK3DU3Dc = 0 (2.64)
Le calcul de l’opérateur matriciel PT s’avère compliqué, en revanche on remarque
que la condition d’orthogonalité implique :
∀Up, (PUp)
TK3DU3Dc = 0 (2.65)
La vériﬁcation de la condition d’orthogonalité des champs PUp et U3Dc implique
que la construction du champs de correction 3D (U3Dc) ne dépend pas de la so-
lution poutre. En d’autres termes, U3Dc est un champs 3D qui tient compte de la
déformation de la section, mais ne contribue pas à la ﬂèche du modèle 3D, comme
cette dernière est prise en compte dans la solution poutre. Cela est illustré dans la
Fig. 2.2 .
x
y
A
A
V ueAA
Uy3D = Uyp
3D
Poutre
PUp + U3Dc
PUp
Figure 2.2.: Concept théorique de l’orthogonalité
La vériﬁcation de la condition d’orthogonalité signiﬁe pratiquement que la solution
3D au moment de la bascule possède exactement la même ﬂèche que la solution
poutre. La correction U3Dc apporte l’information complémentaire à la solution 3D
et qui ne peut pas être présente dans la solution poutre, i.e., la déformation de la
section.
La condition d’orthogonalité peut être vue également sous un angle diﬀérent, celui
de la contribution distribution de chaque composant de la solution (PUpet U3Dc),
à l’énergie de déformation de la solution 3D au moment de la bascule.
L’énergie de déformation de la poutre s’écrit :
Wdp =
1
2
(Up)
TKpUp (2.66)
L’énergie de déformation du modèle 3D et si on prend en compte la symétrie de la
matrice de raideur est :
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Figure 2.3.: Orthogonalité non vériﬁée
Wd3D =
1
2
(U3D)
TK3DU3D
=
1
2
UT3DcK3DU3Dc +
1
2
(PUp)
TK3DPUp
+ (PUp)
TK3DU3Dc (2.67)
La condition d’orthogonalité et l’ Eq. (2.62) donnent :
Wd3D =
1
2
UT3DcK3DU3Dc +
1
2
(PUp)
TK3DPUp
= Wd3Dc +Wdp (2.68)
Par la suite, l’énergie de déformation du modèle 3D est égale à la somme de l’énergie
de déformation associée à la déformation de la section Wd3Dc =
1
2
UT3DcK3DU3Dc et
de l’énergie de déformation de la poutre.
2.6.2. Conséquences de la non vérification de la condition
d’orthogonalité sur la bascule
Suite à l’incompatibilité des fonctions de forme du modèle poutre et celui 3D (les
espaces de discrétisation n’étant pas hiérarchiquement emboîtés), il est impossible de
satisfaire exactement la condition d’orthogonalité de PUp et U3Dc. Cette condition
pourrait être satisfaite ou “forcée” si l’approche de la bascule est intrusive. Cela
est discuté en détails dans le §2.11, mais ne représente pas le cœur de la thèse car
l’objectif de la thèse est le développement d’une approche non intrusive. La non
vériﬁcation de la condition d’orthogonalité implique que la construction du champs
3D de correction (U3Dc) dépend de la solution poutre (Up). C’est à dire que U3Dc
comporte une composante poutre qui ajuste la ﬂèche du modèle 3D et une autre
composante qui tient compte de la déformation de la section comme illustré dans
la Fig. 2.3.
La non orthogonalité des vecteurs PUp et U3Dc est visible dans les applications
illustrées dans ce chapitre (diﬀérence de ﬂèches à n’importe quel instant de calcul
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entre la solution poutre et 3D de référence, ainsi que des diﬀérences sur les vitesses
et les accélérations). Cependant, ces mêmes exemples d’application montrent l’eﬃ-
cacité de la bascule. L’orthogonalité des vecteurs PUp et U3Dc n’est donc pas une
condition nécessaire à la bascule.
2.7. Consistance énergétique de la bascule
Pour valider l’utilisation de la bascule pour des problèmes de dynamique, on com-
pare la solution 3D après bascule à celle de référence obtenue par le calcul sur le
modèle 3D eﬀectué depuis le début de la simulation. Un autre moyen pour valider
l’utilisation de la bascule sur les problèmes de dynamique, est de vériﬁer que la
bascule n’enlève ni n’insère de l’énergie parasite dans la solution 3D, ce qui pour-
rait conduire à une simulation non physique. Une comparaison de la variation des
énergies cinétiques, de déformation et de l’énergie totale sera eﬀectuée entre le mo-
dèle poutre, celui 3D de référence et celui 3D de bascule. Ce moyen d’analyser la
précision des résultats est largement utilisé dans la littérature. On cite la thèse de
Noels [70] et les travaux de Noels et al. [15, 12, 14], dans lesquels ce moyen d’analyse
a servi pour montrer la stabilité et la consistance d’une bascule entre des schémas
en temps implicites et explicites.
A noter que d’une façon plus générale, le problème de la consistance énergétique
de la bascule pourrait être vu sous un angle théorique plus large, celui de l’or-
thogonalité des champs poutre PUp et celui 3D de correction U3Dc (cf. §2.6). La
consistance énergétique permet cependant d’avoir une vision numérique et de va-
lider les résultats obtenus par la bascule sachant que les champs PUp et U3Dc, et
cela dans toutes les applications de la thèse, ne sont pas orthogonaux.
Si on dispose d’un système mécanique soumis à une force extérieure F, ayant une
matrice de masse M, de raideur K, et notant les déplacements U et les vitesses U˙,
l’énergie cinétique peut être calculée par :
Wc =
1
2
U˙TMU˙ (2.69)
L’énergie de déformation par :
Wd =
1
2
UTKU (2.70)
Le travail des forces extérieures Wf est calculé par :
Wf = F
TU (2.71)
On note Wdiss le travail des forces de dissipation (frottement, amortissement, etc.
). Le théorème de l’énergie cinétique donne :
d
dt
Wc =
d
dt
Wf +
d
dt
(Wdiss −Wd) (2.72)
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M
k
F
Figure 2.4.: Système masse-ressort
Dans les cas d’étude de ce chapitre, le travail des forces dissipatives est négligeable
on a par la suite :
Wc +Wd = Wf + cte (2.73)
où cte est une constante qui dépend du problème traité.
Pour illustrer l’Eq. (2.73), prenons l’exemple simple d’un système masse-ressort de
la Fig. 2.4. Une masse M est tenue par un ressort de raideur k et est soumise à une
force extérieure F.
Si la direction du mouvement est l’axe des x alors la deuxième loi de Newton s’écrit :
F − kx = Mx¨ (2.74)
La solution pour cette équation diﬀérentielle est de la forme :
x = Acos(ωt) +Bsin(ωt) +
F
k
(2.75)
avec ω =
√
k
M
. Cela implique :
Wc =
1
2
Mx˙2 =
1
2
k(A2 sin2(ωt) +B2 cos2(ωt)− AB sin(2ωt)) (2.76)
On remarque que l’énergie cinétique a une fréquence en 2ω carA2 sin2(ωt)+B2 cos2(ωt)
pourrait également être réduite à une fréquence en 2ω.
Par contre l’expression de l’énergie de déformation ne présente pas la même évolu-
tion. En eﬀet :
Wd =
1
2
kx2 =
1
2
k(A2 cos2(ωt) +B2 sin2(ωt)+
F 2
k2
+ 2ABsin(ωt)cos(ωt) + 2A
F
k
cos(ωt) + 2B
F
k
sin(ωt) (2.77)
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Cette expression contient deux fréquences : ω et 2ω. Par la suite, l’énergie de dé-
formation et l’énergie cinétique n’ont pas la même fréquence. Cela sera également
le cas dans les exemples de bascule eﬀectués sur les machines tournantes 2.
Si F = 0 on aura Wc +Wd =
1
2
k(A2 +B2) = cte.
Si F = cte 6= 0 :
Wc+Wd =
1
2
k(A2+B2)+
1
2
(
F 2
k
+ 2AFcos(ωt) + 2BFsin(ωt)) = cte+Wf (2.78)
En d’autres mots, si la force imposée est constante, on pourrait calculer l’énergie
totale par la formule suivante :
Wt = Wc +Wd −Wf = cte (2.79)
La consistance énergétique de la bascule est vériﬁée si la valeur de l’énergie totale est
constante ce qui ne perturbe pas l’énergie totale, et de plus si celle-ci est de valeur
proche de celle du modèle 3D de référence. Cela permet de vériﬁer que la bascule
n’insère ni enlève de l’énergie dans le modèle 3D et cette énergie garde sa valeur au
cours du temps. Si la force extérieure n’est pas une constante, l’énergie totale sera
une fonction du temps. Une comparaison sera eﬀectuée entre les diﬀérentes courbes
d’énergie des modélisations poutre, 3D de référence et celui de bascule.
2.8. Exemple d’application
Dans ce paragraphe, on présente un exemple académique simple qui illustre l’eﬃ-
cacité de la méthode de bascule pour des applications en dynamique. En eﬀet, la
méthode sera validée sur des cas plus complexes et sur diﬀérents types de sections,
chargements et conditions aux limites. Pour le cas d’étude présenté ci-après, la mo-
délisation poutre est une modélisation avec une section carrée selon l’hypothèse de
Timoshenko et ayant les dimensions explicitées dans le Tab. 2.1 et les caractéris-
tiques matériaux explicitées dans le Tab. 2.2.
Une extrémité de la poutre est encastrée et une autre est sujette à un chargement
dynamique concentré de valeur f(t) = 100× t3× e−1.1t sur le centre de gravité de la
section, dont l’allure est schématisée par la Fig. 2.5.
2. Pour savoir si certaines vibrations constatées dans la réponse d’un système à une excita-
tion donnée sont physiques ou numériques, on compare les fréquences propres du système aux
fréquences des oscillations en déplacements ou en vitesses et non pas celles des courbes de l’éner-
gie car les fréquences d’oscillations des courbes de l’énergie ne sont pas forcément des fréquences
propres du système.
Longueur L Largeur l Hauteur h
0.1 m 0.012 m 0.01 m
Table 2.1.: Dimensions du modèle étudié dans le §2.8
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Densité ρ Module d’Young E Coeﬃcient de Poisson ν
7800 kg/m3 E = 2.1× 1011 N/m2 0.3
Table 2.2.: Caractéristiques matériau du modèle étudié dans le §2.8
0 0.5 1 1.5 2 2.5 3
0
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Figure 2.5.: Allure du chargement dynamique f(t) = 100× t3× e−1.1t
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P
P
f(t)
Figure 2.6.: Le modèle 3D étudié
La Fig. 2.6 illustre le modèle 3D. Ce dernier est maillé avec des éléments qua-
dratiques et compte autour de 200 nœuds 3. La bascule a lieu à tb = 1.5 s, de la
simulation poutre vers celle avec un modèle 3D équivalent. La solution 3D solution
après bascule est comparée à une solution 3D de référence, qui est une solution 3D
obtenue sur le même modèle pour une simulation qui démarre à t = 0 et dure trois
secondes.
La bascule du modèle poutre à celui 3D s’eﬀectue dans un premier temps selon
l’approche décrite dans le §2.2.2 (une correction statique est eﬀectuée et la solution
dynamique est stabilisée par un amortissement numérique) et dans un deuxième
temps par une initialisation propre des déplacements, vitesses et accélérations pour
la méthode de Newmark telle décrite dans le §2.5.4.
On compare les déplacements, vitesses et accélérations du nœud P où le charge-
ment dynamique est appliqué, et qui appartient au modèle 3D comme le montre la
Fig. 2.6, et le point équivalent qui appartient au modèle poutre.
La Fig. 2.7 montre les résultats en déplacements. On peut remarquer une diﬀérence
entre la solution 3D de référence et la solution poutre. Cette diﬀérence est assez
faible, mais visible par un zoom. Immédiatement après bascule, la solution 3D de
bascule s’avère très précise car très proche de la solution 3D de référence. A noter
que les deux méthodes de bascule montrent la même précision en déplacements.
Cependant, et comme le montre la Fig. 2.8, qui représente une comparaison des
résultats en vitesses, ou bien Fig. 2.9 qui établit une comparaison des résultats
en accélérations, un régime transitoire et des oscillations numériques hautes fré-
quences à grande amplitude sont détectées directement après bascule dans le cas
où les déplacements sont seulement corrigés. Ces oscillations hautes fréquences dis-
paraissent ; quelques pas de temps après la bascule si le schéma en temps contient
un amortissement numérique. Dans le cas d’étude présenté dans ce paragraphe, un
schéma HHT a été utilisé avec de l’amortissement numérique (α = 0.25), et a per-
mis d’amortir les hautes fréquences numériques en 35 pas de temps (0.05 s après
bascule), et la solution 3D a convergé vers sa valeur de référence. Par contre, et
si une bascule à trois pas de temps est utilisée, les vitesses ne présentent aucune
3. Le même exemple a également été réalisé sur un maillage comptant 1000 nœuds et a donné
les mêmes résultats
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(a) Stabilisation par amortissement numérique
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(b) Bascule à trois pas de temps
Figure 2.7.: Bascule poutre-3D : résultats en déplacements
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vibration haute fréquence. Seules les accélérations présentent de très faibles vibra-
tions hautes fréquences à faible amplitude et disparaissent très peu de temps après
la bascule.
Les résultats montrent que les deux méthodes d’initialisation fournissent des ré-
sultats satisfaisants, mais la bascule à trois pas de temps est plus précise et elle
est également simple à implémenter. La bascule poutre-3D accélère la simulation
dynamique en 3D, en préservant une très bonne précision.
Une analyse de l’énergie montre également le bon fonctionnement de la bascule. La
bascule n’injecte pas de l’énergie parasite dans la simulation. Elle n’en enlève pas
non plus.
En Fig. 2.10, on montre une comparaison entre les énergies de déformation de
la modélisation poutre, 3D de référence et 3D après bascule. On remarque une
diﬀérence entre les énergies poutre et 3D de référence. Cela est dû à la diﬀérence de
modélisation (fonction de formes, etc. ) poutre et 3D. Après la bascule, il subsiste
un écart très faible entre le modèle 3D de référence et le modèle 3D après bascule,
mais il apparaît que la bascule en tant que telle ne provoque pas une perturbation
sur la valeur de l’énergie de déformation.
Cette même conclusion est tirée sur la courbe de l’énergie cinétique, i.e., Fig. 2.11
et celle de leur somme, i.e., Fig. 2.12.
A noter que les courbes des énergies, cinétiques, de déformations et totales, sont
tracées pour la bascule à trois pas de temps. Si la bascule est stabilisée par amortis-
sement numérique, on constate des oscillations sur l’énergie cinétique (l’énergie de
déformation n’est pas aﬀectée car les déplacements ne présentent aucune oscillation
par ce type de bascule) avant qu’elle ne converge vers sa valeur de référence comme
le montre la Fig. 2.13, qui représente un zoom sur les quelques pas de temps qui
encadrent l’instant de la bascule de la courbe de l’énergie cinétique.
Cependant, dans la majorité des applications industrielles tel le contact rotor/stator,
les phénomènes non linéaires sont limités, pas seulement en espace mais aussi en
temps. L’utilisation de la zone 3D doit être limitée à la zone présentant des non
linéarités pour aboutir à des performances intéressantes en temps de calcul. On
pourrait avoir recours à une décomposition de domaine non linéaire dans laquelle
les zones 3D et la zone 1D dialoguent tout en vériﬁant la continuité en déplacement
et l’équilibre des eﬀorts.
Cela peut être eﬀectué d’une façon plus simple par l’utilisation d’un raccord poutre-
3D tel qu’illustré dans la Fig. 2.14. Ce raccord doit remplir certaines conditions pour
qu’il respecte la physique du problème. Cela fait l’objet du paragraphe suivant. Une
fois un raccord adapté choisi, la bascule poutre-3D sera étendue à une bascule d’un
modèle poutre à un modèle mixte poutre-3D.
2.9. Raccord poutre-3D
Dans Code_Aster, il existe un type de raccord 3D_POU qui permet la continuité
des déplacements, eﬀorts et contraintes dans la zone de raccord. Il est plus ﬁable
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Figure 2.8.: Bascule poutre-3D : résultats en vitesses
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Figure 2.9.: Bascule poutre-3D : résultats en accélérations
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Figure 2.10.: Énergie de déformation
qu’un raccord MPC (multi-point constraint) explicité de façon forte nœud à nœud,
lequel ne permet que la continuité des déplacements (raccord standard Abaqus).
Un raccord poutre 3D permet de combiner la ﬁnesse d’un maillage 3D et la simpli-
cité d’une modélisation poutre pour un même modèle physique. Cela permet d’avoir
un maillage 3D pour les zones susceptibles d’eﬀets locaux et/ou non linéaires, alors
que le reste du modèle est représenté par des éléments de poutre ce qui permet d’ac-
célérer le temps de calcul et de réduire le nombre de degrés de liberté du modèle
tout en préservant la précision d’une modélisation 3D localement.
La littérature présente plusieurs raccords poutre-3D. Cependant, il faut s’assurer
que le raccord en question remplit les conditions suivantes
– Cohérence des déplacements poutre et 3D.
– Le transfert des eﬀorts entre le modèle poutre et celui 3D se fait sans la génération
de contraintes parasites dans la zone de contact. Cela permet de réduire la taille
du patch 3D à la taille de la zone qui présente des eﬀets locaux. Cela réduit le
temps de calcul et le rend plus ﬁable.
Un raccord poutre-3D existe dans Code_Aster et respecte les deux conditions ci-
dessus. La formulation théorique de ce raccord est détaillée dans Pellet [103] et est
résumée dans dans ce paragraphe.
On note S la section du 3D qui représente l’interface de raccord entre la poutre et
le 3D, A étant la surface de cette section et I la matrice d’inertie géométrique de
la section par rapport à ces axes principaux. Supposons que les axes (ex, ey) sont
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Figure 2.11.: Énergie cinétique
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Figure 2.12.: Somme des énergies de déformation et cinétique
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Figure 2.13.: Zoom sur l’instant de bascule (courbe de l’énergie cinétique)
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Figure 2.14.: Modèle mixte poutre-3D
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Figure 2.15.: Concept de connexion poutre-3D
deux axes orthogonaux situés dans le plan de la section S, passant par le centre de
gravité G de la section, et que ez est l’axe perpendiculaire à son plan.
La Fig. 2.15 illustre un raccord poutre-3D dans lequel P et G sont confondus. La
matrice d’inertie géométrique de S s’écrit :
I =


Ix 0 0
0 Iy 0
0 0 Ix + Iy

 (2.80)
Les déplacements 3D seront désignés par U3D et sont déﬁnis sur chaque nœud de
S.
2.9.1. Équilibre Cinématique
On décompose le champ de déplacement 3D en deux champs orthogonaux : l’un
provient de la solution poutre et on le note par U3Db (hypothèse de section rigide)
et l’autre décrit la déformation de la section et est noté Us.
U3D = U3Db +Us (2.81)
Au nœud de raccord situé sur la partie poutre et noté P , on note les déplacements
poutre Up et les rotations θp.
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La condition de raccord cinématique entre P et S s’écrit :
U3Db = Ub + θb ∧GM
avec M un point de la section S. A partir de la solution 3D, il est possible de créer
un champ de déplacement poutre en P de façon à ce que cette projection élimine
la composante Us de U3D. Cela se réduit à un problème de recherche de Up et θp
tel que U3Dp soit un champ 3D de déplacement de corps rigide le plus proche de
U3D. Ce problème d’optimisation a comme solution :
Ub =
1
A
ˆ
s
U3DdS
θb = I
−1
(ˆ
s
GM ∧U3DdS
)
Cette condition fait que le champ 3D de déformation de section Us est orthogonal
à celui de la poutre. Une cohérence entre les déplacements poutres et ceux 3D
dans la section est garantie, la déformation de la section 3D n’a pas d’eﬀets sur les
déplacements des nœuds de la modélisation poutre.
2.9.2. Équilibre statique
La transmission des eﬀorts entre les modèles poutre et 3D est très importante pour
éviter toute contrainte parasite. Elle peut être imposée par le principe suivant : la
projection des contraintes de la section S sur le nœud P conduit à des contraintes
poutre. Les eﬀorts purement tridimensionnels, tel les eﬀorts de déformation de sec-
tion non rigide seront éliminés. Cela vient du fait que le champ de déplacement 3D
est divisé en deux champs orthogonaux selon l’Eq. (2.81). On traduit la condition
de l’équilibre statique par l’équation suivante :
ˆ
s
σ.n.U3DdS = FpUp +Mpθp (2.82)
avec Fp est un vecteur force au nœud P et Mp est un vecteur moment au nœud
P . C’est-à-dire que sur l’interface de raccord, les eﬀorts 3D qui n’appartiennent
pas à l’environnement poutre seront éliminés par la projection du modèle 3D sur le
modèle poutre. L’ Eq. (2.82) s’explicite en deux équations qui résument l’équilibre
statique du raccord poutre -3D :
Fp =
ˆ
s
σ.ndS
Mp =
ˆ
s
GM ∧ σ.ndS
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Cette condition statique n’est valable que si la tangente τ à la ﬁbre neutre de la
poutre est colinéaire avec la normale n à S. Si un déphasage d’angle existe entre n
et τ , l’équilibre statique ne sera pas respecté. Il faut dans ce cas éviter de faire un
raccord dans une zone où la poutre change d’orientation.
Le raccord poutre-3D type 3D_POU de Code_Aster respecte les deux conditions
de stabilité discutées ci-dessus et est par la suite utile pour la simulation de problème
avec eﬀets localisés en espace.
Dans Andrieux et Varé [62], le raccord poutre 3D a été utilisé pour une étude loca-
lisée de ﬁssuration dans un rotor de turbine. Une zone 3D localisée étant nécessaire
dans ce cas, le reste de la structure peut être modélisé en poutre. D’autres types de
raccord poutre - 3D existent, dont Arlequin qui est un raccord avec recouvrement
Ghanem et al. [30].
Le paragraphe suivant présente une bascule d’un modèle poutre à un modèle mixte
poutre-3D en dynamique linéaire transitoire.
2.10. Bascule d’un modèle poutre à un modèle
poutre-3D mixte
Après avoir eﬀectué une bascule d’un modèle poutre à un modèle entièrement 3D,
et après avoir présenté un raccord poutre-3D capable de répondre à nos besoins de
réduction de temps de calcul pour la modélisation des phénomènes à eﬀets localisés
en espace, on présente dans ce paragraphe un exemple de bascule poutre vers un
modèle mixte poutre-3D, aﬁn d’étendre l’utilisation de la bascule aux problèmes
dynamiques à eﬀets non linéaires localisés à la fois en espace et en temps.
Dans cet exemple, on considère une poutre à section circulaire ayant les dimen-
sions explicitées dans le Tab. 2.3 et les mêmes caractéristiques matériau que celle
explicitées dans le Tab. 2.2.
La poutre est simplement appuyée des deux côtés. A une distance de 0.12m de
l’extrémité gauche, elle est sujette à un chargement dynamique de la forme f(t) =
−100 × sin(ω × t), avec ω = 6.4 rad/s, pour une durée totale de 3s débutant à
t = 0s. Un schéma d’intégration en temps implicite est utilisé avec 2000 pas de
temps. L’instant de la bascule est ﬁxé à tb = 2.4 s. Dans le soucis d’une meilleure
présentation, les résultats en déplacements, vitesses et accélérations, des illustra-
tions de ce paragraphe, sont présentés dans l’intervalle de temps t ∈ [1, 3] s.
Les déplacements, vitesses et accélérations sont enregistrés en fonction du temps au
nœud DN comme le montre la Fig. 2.16. Sur cette dernière, on trouve également
les dimensions du modèle en question. Ce problème physique est modélisé par une
Rayon R Longueur l Hauteur h
0.005 m 0.25 m 0.01 m
Table 2.3.: Dimensions du modèle étudié dans le §2.10
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f(t)
f(t)
f(t)
DN
DN
DNModèle poutre
Modèle 3D de référence
Modèle mixte poutre− 3D
0.1m0.1m 0.05m
0.14m
0.12m
Figure 2.16.: Le modèle poutre, celui mixte poutre-3D et le modèle 3D de référence
représentation poutre, une autre 3D, et une autre représentation poutre-3D mixte
qui combine les éléments poutre et ceux 3D, les deux modélisations étant reliées par
le raccord poutre-3D détaillé dans le §2.9. La solution de référence est celle calculée
en se servant du modèle 3D de référence.
On eﬀectue une bascule du modèle poutre vers le modèle poutre-3D mixte. Les
deux méthodes de stabilisation de la solution, i.e., l’amortissement numérique avec
α = 0.25 dans le schéma HHT et la bascule à trois pas de temps sont utilisés à
tour de rôle pour stabiliser la solution après bascule. Les déplacements, vitesses
et accélérations du modèle poutre-3D mixte après bascule sont comparés avec les
solutions du modèle poutre, poutre-3D mixte et 3D de référence et cela pour un
chargement identique pour chaque cas et une simulation démarrant à t = 0 s et
durant 3 s. Le même pas de temps est utilisé pour les trois simulations.
Si un amortissement numérique est utilisé pour stabiliser la solution après bascule,
un régime transitoire est observé et est nettement visible sur les résultats en accélé-
rations, comme le montre la Fig. 2.19a, alors qu’il est moins visible sur les vitesses,
voir la Fig. 2.18a, et est absent sur les déplacements, voir la Fig. 2.17a.
Par contre, si une bascule à trois pas de temps est utilisée, aucun régime transitoire
n’est détecté, voir Fig. 2.17b, Fig. 2.18b, et Fig. 2.19b.
Dans la Fig. 2.17, on trouve une comparaison, selon les résultats en déplacements,
entre les deux méthodes d’initialisation. Il est évident que les diﬀérences observées
sont négligeables. Par contre, il faut noter qu’une diﬀérence existe entre les solutions
3D de référence, poutre et poutre-3D mixte. En eﬀet, la Fig. 2.20 montre une
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(b) Bascule à trois pas de temps
Figure 2.17.: Résultats en déplacements
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(b) Bascule à trois pas de temps
Figure 2.18.: Résultats en vitesses
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(b) Bascule à trois pas de temps
Figure 2.19.: Résultats en accélérations
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Figure 2.20.: Comparaison des ﬂèches du modèle poutre et celui poutre-3D mixte
à t = 0.345 s
comparaison entre la ﬂèche ampliﬁée à t = 0.345 (s) de la modélisation poutre (en
couleur) et de la modélisation mixte poutre-3D (en gris). On remarque un écart de
ﬂèche léger mais inévitable entre ces deux modélisations.
Cette diﬀérence est due à la diﬀérence entre les fonctions de formes 3D et poutre.
Le modèle mixte a un comportement qui ressemble plus au modèle poutre qu’au
modèle 3D, car la zone 3D ne fait que le 1
5
de la taille totale du modèle. Cette
conclusion est la même sur le comportement en vitesses et en accélérations, voir les
Fig. 2.18 et Fig. 2.19 respectivement.
La diﬀérence de comportement entre les diﬀérents modèles représente une diﬃculté
à la bascule. Il n’est pas possible d’eﬀectuer une bascule si les comportements poutre
et 3D sont totalement diﬀérents. Ce n’est pas le cas bien sûr, mais la diﬀérence existe
et représente un certain déﬁ à la méthode de la bascule. Cet aspect sera traité d’une
façon plus étendue dans le §2.12.1.1 et le §2.11.
Par ailleurs, malgré le fait que la bascule peut être stabilisée par un amortisse-
ment numérique comme l’illustre cet exemple, la bascule à trois pas de temps reste
meilleure et plus adaptée aux problèmes de dynamique. Son utilisation est simple,
elle sera par la suite proposée comme la seule méthode de bascule en dynamique
des machines tournantes.
Mais avant de passer à des applications en dynamique des machines tournantes, on
illustre l’eﬃcacité de la bascule par analyse de l’énergie.
La Fig. 2.21 montre les énergies cinétique, de déformation et leur somme pour les
modélisations poutre, celle poutre-3D mixte calculée tout au long de la simulation
et celle poutre-3D mixte obtenue par bascule. On évite de présenter les courbes
des énergies de la modélisation 3D de référence qui n’apportent pas d’informations
indispensables à l’analyse de la consistance énergétique de la bascule.
On remarque un léger écart entre les énergies du modèle mixte et du modèle poutre.
Ce qui est lié à la diﬀérence de modélisation (fonction de formes, etc.). Après bascule,
cet écart persiste et l’énergie du modèle mixte est quasiment égale à celle du modèle
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Figure 2.21.: Somme des énergies cinétique et de déformation
poutre-3D mixte calculé à partir de l’instant t = 0. On note cependant comme on
l’a déjà remarqué en l’absence du raccord que la bascule n’est pas responsable d’une
variation d’énergie. Comme les courbes de l’énergie cinétique sont moins visibles sur
la Fig. 2.21, on les présente à part dans les Fig. 2.22 et Fig. 2.23.
L’analyse des courbes de l’énergie cinétique conﬁrme les conclusions de consistance
énergétique de la bascule. La Fig. 2.22 montre les énergies cinétiques dans l’intervalle
de temps t ∈ [1, 3] (s) et la Fig. 2.23 montre un zoom sur les énergies cinétiques à
l’instant de la bascule.
Dans cet exemple, la bascule s’est eﬀectuée à tb = 2.4 (s), instant auquel la vitesse
est élevée (presque son maximum) comme le montre la Fig. 2.18, alors que les
déplacements et les accélérations sont très faibles comme le montrent les Fig. 2.17
et Fig. 2.19, respectivement. C’est pourquoi il serait intéressant d’eﬀectuer la bascule
à un instant diﬀérent, tel tb = 1.75 (s), instant auquel la vitesse est faible alors que
les accélérations et déplacements sont importants. Cela permettrait d’illustrer la
robustesse de la bascule. Comme la bascule à trois pas de temps est assez simple à
implémenter et plus précise que la bascule par amortissement numérique, et dans le
soucis de pas alourdir le manuscrit, on ne présente par la suite que les résultats de la
méthode de bascule à trois pas de temps, pour les mêmes conditions de simulation,
mais pour un instant de bascule de tb = 1.75 (s).
Les Fig. 2.24, Fig. 2.25, et Fig. 2.26 représentent respectivement les résultats en
déplacements, vitesses et accélérations selon l’axe des x au point DN . La même
précision que pour l’autre instant de bascule est obtenue dans cet exemple
On examine également les courbes des énergies cinétique (Fig. 2.27), de déformation
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Figure 2.22.: Analyse de l’énergie cinétique
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Figure 2.23.: Zoom sur l’énergie cinétique à tb
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Figure 2.24.: Résultats en déplacements pour tb = 1.75 (s)
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Figure 2.25.: Résultats en vitesses pour tb = 1.75 (s)
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Figure 2.26.: Résultats en accélérations pour tb = 1.75 (s)
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Figure 2.27.: L’énergie cinétique pour tb = 1.75 (s)
(Fig. 2.28) et la somme de ces deux énergies (Fig. 2.29). La bascule montre la même
précision à tb = 1.75 (s) et tb = 2.4 (s) .
2.11. Généralisation de la bascule en dynamique des
rotors
Dans la première partie de ce chapitre, on a présenté la bascule pour des cas de dyna-
mique ne présentant pas une rotation d’ensemble. On a également discuté certaines
diﬃcultés théoriques et pratiques dans sa mise en œuvre, mais qui n’empêchent pas
son utilisation. Dans ce paragraphe, on étend la formulation théorique de la bascule
aux cas de machines tournantes. L’objectif c’est tout d’abord de bien formuler et
généraliser la bascule pour les cas des machines tournantes et en fonction de la
résolution temporelle de l’équation de la dynamique. Un exemple illustrera l’idée
de la bascule, i.e., l’idée de la décomposition du champ 3D en trois composantes
orthogonales, celle solide rigide, celle poutre et celle 3D qui tient compte de la
déformation de la section. Les conditions d’unicité de cette décomposition, ou en
d’autres mots, l’orthogonalité des trois champs composant la solution 3D, seront
établies sur une base théorique, et illustrés par un exemple numérique. Par ailleurs,
une perspective intéressante mais non adaptée dans le cadre de la thèse, suite à son
caractère intrusif, sera proposée pour “forcer” l’orthogonalité des champs cinéma-
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Figure 2.28.: L’énergie de déformation pour tb = 1.75 (s)
tiques composants la solution 3D et proposer la bascule dans un cadre théorique
plus étendu.
2.11.1. Principe de la décomposition
On considère un repère R tournant autour d’un repère galiléen Rg à une vitesse
ω = θ˙ tel illustré dans la Fig. 2.30. M un point de l’espace. On note r le vecteur de
position du point M dans le repère R et u représente les déplacements de ce même
point dans le repère tournant. On considère que le mouvement du point M dans
le repère tournant suit l’hypothèse des petites perturbations (hpp) ce qui implique
u≪ r.
La matrice de passage du repère tournant R à celui galiléen Rg est noté Q. Les
matrices de passage sont des matrices orthogonales et vériﬁent la propriété Q−1 =
QT . On note Ω la matrice antisymétrique de rotation de R par rapport Rg :
Ω =

 0 −ωz ωyωz 0 −ωx
−ωy ωx 0

 (2.83)
Avec ωx,ωy et ωz les vitesses de rotation de R par rapport à Rg selon les axes
respectives x, y et z.
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Figure 2.29.: La somme des énergies de déformation et cinétiques pour tb =
1.75 (s)
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Figure 2.30.: Changement de repères
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Il faut noter que la matrice Q possède la propriété suivante :
Q˙ = QΩ (2.84)
Dans le repère galiléen, le point M est à une position rg et eﬀectue un déplacement
ug. On a par la suite :
rg + ug = Q(r+ u) (2.85)
ce qui implique :
ug = Q(r+ u)− rg (2.86)
Dérivons la position du point M par rapport au temps pour obtenir la vitesse de
ce point dans le repère galiléen. On obtient :
u˙g = Q˙(r+ u) +Qu˙ (2.87)
et qui selon l’hypothèse des petites perturbations devient :
u˙g = Q˙r+Qu˙ (2.88)
Ou en d’autres termes :
u˙g = Q(Ωr+ u˙) (2.89)
et par la suite :
u¨g = Q(u¨+ 2Ωu˙+ Ω˙r+Ω
2r) (2.90)
Dans l’Eq. (2.90), le terme 2Ωu˙ représente la force de Coriolis, Ω2r est la force
centrifuge et Ω2r+ Ω˙r représente le terme d’entraînement.
On considère maintenant une poutre non amortie modélisée en 3D et tournant à la
vitesse ω autour d’elle même. Ce modèle pourrait être décrit par l’équation suivante
dans le repère galiléen :
(M3D)g(U¨3D)g + (K3D)g(U3D)g = (F3D)g +Q
TF3D (2.91)
où g représente l’indice de référence au repère galiléen. (F3D)g représente la force
à laquelle est soumis le modèle dans le repère galiléen, et QF3D représente les
eﬀorts tournants avec le modèle et reportés au repère galiléen. (U3D)g et (U¨3D)g
représentent, respectivement, les déplacements et les accélérations dans le repère
galiléen. (M3D)g et (K3D)g représentent respectivement les matrices de masse et de
raideur du modèle dans le repère Rg. Comme le repère R tourne signiﬁcativement
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par rapport au repère Rg, les matrices de masses et de raideur se calculent sur le
maillage de la conﬁguration qui tourne, et donc ces matrices dépendent du temps.
Par contre l’hypothèse des petites perturbations implique que les matrices de masse
et de raideur dans le repère tournant, notées respectivement M3D et K3D, sont
constantes et se calculent comme suit :
M3D = Q
T (M3D)gQ
K3D = Q
T (K3D)gQ
(2.92)
En étendant les équations cinématiques développées pour un point et décrites par
les Eq. (2.86), Eq. (2.89) et Eq. (2.90), pour la modélisation 3D d’une poutre et en
les insérant dans l’Eq. (2.91), et puis en multipliant parQT pour reporter l’équation
dans le repère tournant, on obtient :
QT (M3D)gQ(U¨3D + Ω˙r) + Q
T (M3D)gQ(2ΩU˙3D) +Q
T (K3D)gQU3D
= QT ((F3D)g +QF3D)−Q
T (M3D)gQΩ
2r
− QT (K3D)gQ(r−Q
T rg) (2.93)
On peut écrireΩr = psω et par la suite Ω˙r = psω˙ où ps est un vecteur de projection,
et cela car r est un vecteur constant dans R et alors l’Eq. (2.93) devient :
QT (M3D)gQ(U¨3D + psω˙) + Q
T (M3D)gQ(2ΩU˙3D) +Q
T (K3D)gQU3D
= QT ((F3D)g +QF3D)−Q
T (M3D)gQΩ
2r
− QT (K3D)gQ(r−Q
T rg) (2.94)
On souhaite eﬀectuer une décomposition cinématique de la solution 3D en trois
solutions indépendantes et de façon que cette décomposition soit unique. La vitesse
du modèle 3D pourrait être décomposée en :
1. Un champ de rotation de solide rigide ω.
2. Dans le référentiel corotationnel, un champ de vitesse poutre PU˙p avec P un
projecteur qui permet de passer de la vitesse poutre U˙p à une vitesse d’une
modélisation 3D pour une section non déformable.
3. Toujours dans le référentiel corotationnel, un champ de correction 3D qui
tient compte de la déformation de la section U˙3Dc.
La vitesse 3D du modèle est la somme de trois composantes ce qui conduit à :
(U˙3D)g = Q(U˙3Dc +PU˙p + psω) (2.95)
On note la présence de trois projecteurs : Pt sert pour un passage de solide rigide à
un modèle 3D, ps de solide rigide à poutre et P celui poutre à 3D. Il s’ensuit que :
Pt = Pps (2.96)
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2.11.2. Unicité de la décomposition selon le schéma en temps
L’équation fondamentale de la dynamique est résolue numériquement à travers un
schéma d’intégration en temps, alors la solution, et l’unicité de la décomposition,
dépendent du schéma en temps en question.
On considère une résolution explicite par le schéma des diﬀérences ﬁnies centrées,
i.e., Newmark avec γ = 0.5 et β = 0 de l’équation de la dynamique. Les expressions
des déplacements, vitesses et accélérations de la modélisation 3D à l’instant t, ne
dépendent que des valeurs des déplacements, vitesses et accélérations à l’instant
précédent et qu’on note par Uprdi :
U3D = (U3D)i +∆T (U˙3D)i +
1
2
∆T 2(U¨)i
= Uprdi (2.97)
∆T dénote la valeur du pas de temps. L’expression des accélérations s’écrit :
U¨3D =
2
∆T
U˙3D −
2
∆T
(U˙3D)i−
1
∆T
(U¨3D)i
=
2
∆T
U˙3D − ai (2.98)
où ai est un terme qui ne dépend que du calcul à l’instant précédent.
En insérant les Eq. (2.97) et Eq. (2.98) dans l’Eq. (2.94), on obtient l’équation de
comportement de la modélisation 3D discrétisé par un schéma en temps explicite :
QT (M3D)gQ(
2
∆T
U˙3D + psω˙) + Q
T (K3D)gQ(r−Q
T rg) = Q
T ((F)3Dg +QF3D)
− QT (K3D)gQU˙
prd
i −Q
T (M3D)gQ(2ΩU˙3D +Ω
2r)
+ QT (M3D)gQai (2.99)
La quantité QT (M3D)gQ(2ΩU˙3D + Ω2r) est placée dans le membre de droite si
le logiciel la calcule en se basant uniquement sur les valeurs à l’instant de calcul
précédent.
Le membre de droite de l’Eq. (2.99) est alors connu et ne dépend que des valeurs à
l’instant précédent et sera noté gi.
Compte tenu de la faible déformation du rotor, les matrices de masse et de rigidité
sont indépendantes du référentiel choisi (le tournant ou bien celui Galiléen). On a
donc (M3D)g = M3D et (K3D)g = K3D .
On cherche dans ce qui suit les conditions nécessaires pour eﬀectuer une division
unique du champ de vitesse 3D tel que proposé dans l’Eq. (2.95). On propose une
fonction test qui permet de le faire :
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U˙∗3D = Q(U˙
∗
3Dc +PU˙
∗
p + psω
∗) (2.100)
Si ω∗ = 0 et U˙∗p = 0 on aura :
U˙∗3Dc = Q
T U˙∗3D (2.101)
En multipliant l’Eq. (2.101) par l’Eq. (2.99) on obtient l’équation suivante qui doit
être vériﬁée quelque soit U˙∗3Dc :
QTM3DQ(
2
∆T
U˙3D + psω˙) +Q
TK3DQ(r−Q
T rg) = Q
Tgi (2.102)
Par analogie avec l’Eq. (2.98) on a :
ω˙ =
2
∆T
ω −
2
∆T
ωi − ω˙i (2.103)
De plus on a :
U˙3D=PU˙p + U˙3Dc (2.104)
En insérant Eq. (2.103) dans l’Eq. (2.102) et en tenant compte de l’Eq. (2.104),
l’Eq. (2.102) s’écrit :
2
∆T
M3DU˙3Dc +
2
∆T
M3D(PU˙p + psω) + K3D(r−Q
T rg) (2.105)
= QTgi +
2
∆T
M3Dpsωi +M3Dpsω˙i
Le membre de droite de l’Eq. (2.105) sera noté Gi. C’est un second membre qui
inclus les termes de la gyroscopie.
On utilise de nouveau la fonction test de l’Eq. (2.100), et si ω∗ = 0 et U˙∗3Dc = 0, on
multiplie alors l’Eq. (2.99) par U˙∗p = P
TQT U˙∗3D et en tenant compte de l’Eq. (2.103)
et l’Eq. (2.104) on obtient :
2
∆T
PTM3DPU˙p+
2
∆T
PTM3D(U˙3Dc+psω)+P
TK3D(r−Q
T rg) = P
TGi (2.106)
Et la troisième condition pourrait être obtenue en utilisant la fonction test pour
U˙∗p = 0 et U˙
∗
3Dc = 0, et donc en multipliant l’Eq. (2.99) par psω
∗ = pTsQ
T U˙∗3D et
en tenant compte de l’Eq. (2.103) et l’Eq. (2.104) on obtient :
2
∆T
psM3D(PU˙p + U˙3Dc) +
2
∆T
pTsM3Dpsω + psK3D(r−Q
T rg) = p
T
sGi (2.107)
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Des équations Eq. (2.105), Eq. (2.106) et Eq. (2.107) on peut tirer les conditions
nécessaires et suﬃsantes à l’unicité de la décomposition. On sait que r−QT rg = 0.
En plus, si les matrices de masses et raideurs poutre et 3D ne sont pas lumpées et une
cohérence existe entre les fonctions de formes des deux modélisations poutre et 3D,
on peut démontrer que la matrice d’inertie du solide rigide est tel que I = PTt M3DPt.
En plus, à partir de la matrice de masse 3D on peut obtenir celle poutre par
Mp = P
TM3DP. Par la suite les équations de la dynamique peuvent s’écrire :
2
∆T
M3DU˙3Dc +
2
∆T
M3D(PU˙p + psω) = Gi
2
∆T
MpU˙p +
2
∆T
PTM3D(U˙3Dc + psω) = P
TGi
2
∆T
Iω +
2
∆T
pTsM3D(PU˙p + U˙3Dc) = p
T
sGi (2.108)
Si les matrices de masse ne sont pas lumpées, on aura la propriété suivante :
I = PTt M3DPt = p
T
sMpps (2.109)
Eq. (2.109) est intéressante car elle permet le calcul de la matrice d’inertie d’un
système complexe en forme à condition de faire un maillage et d’obtenir sa ma-
trice de masse en discrétisation 3D. Cette méthode a été connue pour sa simplicité
à trouver la matrice d’inertie des grains (solides rigides polyédriques d’un milieu
granulaire, par exemple). Elle peut servir pour trouver la matrice d’inertie à partir
d’un modèle poutre non sous-intégré, (car elle inclus forcement le solide rigide), ou
à partir d’un modèle 3D non lumpé.
La deuxième propriété à vériﬁer concerne la cohérence entre les modèles poutre et
3D :
Mp = P
TM3DP (2.110)
Le système d’équations suivant exprime les trois orthogonalités entre les 3 champs
de vitesse :
pTsMpU˙p = 0 (2.111)
PTM3DU˙3Dc = 0 (2.112)
PTM3D(U˙3Dc +PU˙p) = 0 (2.113)
Eq. (2.111) représente l’orthogonalité poutre/solide rigide. En d’autres mots, la
moyenne de la vitesse poutre pondérée par la masse poutre rapporté au solide
rigide est nulle ( il n’y a pas de champ solide rigide dans celui purement poutre).
Eq. (2.112) représente l’orthogonalité 3D/poutre et Eq. (2.113) celle 3D/solide
rigide (U˙3Dc +PU˙p) représente la vitesse 3D qui n’inclus pas la rotation de solide
rigide.
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En conclusion, l’unicité de la décomposition, pour un schéma d’intégration en temps
explicite type diﬀérence centrée, conduit aux équations de la dynamique semi-
couplées uniquement :
2
∆T
Iω = PTt Gi (2.114)
2
∆T
MpU˙p = P
TGi −
2
∆T
Mppsω (2.115)
2
∆T
M3DU˙3Dc = Gi −
2
∆T
M3D(PU˙p +Ptω) (2.116)
Si on utilise un schéma en temps explicite, le fait que ω soit une inconnue ne rend
pas le système non linéaire à condition qu’il soit découplé. Ici on résout Eq. (2.114)
en premier, ce qui donne le ω(t), qu’on injecte ensuite dans Eq. (2.115) (et qui
permet de calculer PTGi).
Eq. (2.114) traduit la dynamique du solide rigide, Eq. (2.115) celle du modèle poutre
en corotationnel et Eq. (2.116) la dynamique de la correction 3D.
Cette condition d’orthogonalité, exprimée par les équations (2.111, 2.112, et 2.113)
est un cas idéal qui se traduit par une discrétisation par éléments ﬁnis qui garan-
tie une cohérence entre le modèle poutre et celui 3D. Les espaces de discrétisation
doivent être emboîtés ; en particulier, les fonctions de formes devant être du même
ordre d’interpolation et les matrices de masses ne doivent pas être lumpées. Cepen-
dant ce n’est pas le cas, car dans la plupart des cas les fonctions de formes élément
ﬁni du modèle poutre sont plus riches en interpolation que ceux 3D. Cela rend l’or-
thogonalité diﬃcile à moins de mailler le 3D d’une façon très ﬁne (presque continue).
A cet eﬀet s’ajoute le fait que dans un schéma d’intégration en temps explicite, les
matrices de masses sont lumpées. On a aussi parfois des sous-intégrations pour
éviter des problèmes de verrouillage qui ne vériﬁent pas les conditions demandées,
détaillées dans la suite.
Cette même étude pourrait être étendue à une résolution implicite par le schéma
de Newmark. En eﬀet, par une résolution implicite selon le schéma de Newmark,
l’expression des déplacements s’écrit :
U3D = (U3D)i +∆T (U˙3D)i +
1
2
∆T 2[(1− 2β)(U¨3D)i + 2βU¨3D] (2.117)
et celle des vitesses :
U˙3D = (U˙3D)i +∆T [(1− γ)(U¨3D)i + γU¨3D] (2.118)
Eq. (2.117) et Eq. (2.118) permettent d’écrire :
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U¨3D =
1
∆Tγ
U˙3D − di
ω˙ =
1
∆Tγ
ω − di
U3D =
β∆T
γ
U˙3D − ei (2.119)
di et ei sont des termes qui ne dépendent que des valeurs à l’instant de calcul
précédent et sont par la suite des quantités connues. Le système des équations
2.119 permet de transformer l’Eq. (2.94) sous la forme :
M3DQ(
1
∆Tγ
U¨3D +
1
∆Tγ
psω˙) + K3DQ
β∆T
γ
U˙3D = ((F3D)g +QF3D) (2.120)
− M3DQ(Ω
2r + 2ΩU˙3D)−K3DQ(r−Q
T rg) + fi
avec fi est un terme qui dépend des valeurs à l’instant précédente. Le terme de
droite de l’Eq. (2.120) sera noté hi. Si on eﬀectue une modiﬁcation de la matrice
de masse comme suit :
M3D =
1
∆Tγ
M3D +
β∆T
γ
K3D (2.121)
et en utilisant la fonction test de l’Eq. (2.100) on obtient les équations de la dyna-
mique, pour une résolution par le schéma de Newmark :
M3DU˙3Dc +M3DPU˙p +
1
∆Tγ
M3Dpsω = hi
(PTM3DP)U˙p +P
TM3DU˙3Dc +P
TM3Dpsω = P
Thi
(pTsM3Dp)ω + p
T
sM3D(U˙3Dc +PU˙p) = pshi (2.122)
Du système des équations 2.122 on tire les conditions d’orthogonalités suivantes :
pTsM3D(U˙3Dc +PU˙p) = 0
PTM3DU˙3Dc = 0 (2.123)
Le système des équations 2.123 et si on considère la matrice d’inertie modiﬁée
I = pTsM3Dps, et si la matrice de masse poutre modiﬁée est Mp = P
TM3DP,
l’unicité de la décomposition selon le schéma de Newmark sera traduite par :
Iω = pTs hi (2.124)
MpU˙p = P
Thi −P
TM3Dpsω (2.125)
M3DU˙3Dc = hi −M3D(PU˙p + psω) (2.126)
Les équations (2.124, 2.125 et 2.126) ressemblent à celles obtenues pour une réso-
lution explicite, mais avec des matrices de masses et d’inerties modiﬁées.
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Figure 2.31.: Construction de la solution 3D à t = 0.322 (s)
2.11.2.1. Illustration par un exemple numérique
On vise, dans cet exemple, l’illustration du principe de décomposition du problème
de dynamique de rotor 3D en trois champs orthogonaux : solide rigide (ω), poutre
(U˙p) et 3D de correction (U˙3Dc). Pour le faire, on considère un rotor sans disque
soumis à un balourd et possédant une vitesse de rotation initiale non nulle. Dans
cet exemple, et pour que la vitesse de rotation soit une variable du problème, le
calcul est eﬀectué par une modélisation par éléments ﬁnis sous Matlab.
On considère une poutre simplement appuyée sur les deux extrémités de diamètre
0.05 m et de longueur 2 m . Elle est en acier de module d’Young E = 2.1×1011 Pa,
de coeﬃcient de Poisson µ = 0.3 et d’une densité ρ = 7800 kg/m3. La poutre
est libre de tourner autour de son axe principal et possède une vitesse initiale de
ω0 = 1500 tr/min et est soumise en son plein milieu à un balourd de 0.5 kg. Un
amortissement de Rayleigh tel que C = αK+ βM est appliqué sur la poutre, avec
α = 10−3 et β = 1. K, M et C représentent respectivement les matrices de raideur,
masse et amortissement du modèle. La simulation s’eﬀectue sur une durée totale de
1 (s). La résolution s’eﬀectue via le schéma de Newmark avec un pas de temps de
10−3 (s).
La Fig. 2.31 illustre la construction de la solution 3D à t = 0.322 (s), suivant les
équations (2.124, 2.125 et 2.126), et comme explicité dans le §2.11.2, à partir d’une
résolution de la cinématique du solide rigide qui correspondant à la résolution de
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Figure 2.32.: Évolution de la vitesse de rotation au cours du temps
l’ Eq. (2.124) et qui renseigne ω (voir la Fig. 2.31b) et puis d’une résolution de
la cinématique poutre décrite par l’Eq. (2.125) (voir la Fig. 2.31a) et ﬁnalement
en tenant compte de la déformation de la section par une correction 3D selon
l’Eq. (2.126). Ces trois champs sont théoriquement orthogonaux. La même opération
est eﬀectuée à chaque pas de temps. La Fig. 2.31b montre la somme des 3 solutions.
Elle ne compare par à une solution de référence 3D 4.
La Fig. 2.32 montre l’évolution de la vitesse de rotation globale avec le temps
ω(t) rd/s. En eﬀet, l’amortissement basse fréquence de la méthode de Rayleigh
était élevé dans la simulation (β = 1) : on a un ralentissement certain du rotor et
des ﬂuctuations de rotation dues à la dynamique du balourd. La Fig. 2.32 illustre
le fait qu’il est tout à fait possible de décomposer la solution 3D en trois champs
orthogonaux (solide rigide, poutre, et 3D de correction) tout en considérant aussi
la vitesse de rotation comme une inconnue du problème de la dynamique transitoire
des rotors, mais que les contraintes de Code_Aster font que l’implantation dans ce
code se fait à une vitesse de rotation connue et constante.
Cet exemple permet d’illustrer le principe de décomposition de la solution 3D en
dynamique des machines tournantes. Malgré le fait que les conditions d’orthogona-
lité, exprimées par le système d’équations 2.123, ne sont pas satisfaites exactement,
la décomposition selon les équations (2.124, 2.125 et 2.126) est possible et conduit
4. Une solution de référence obtenue avec un maillage 3D est difficile à obtenir car les éléments
3D sont mauvais pour représenter une solution de flexion sur une structure élancée. Il faudrait
avoir des éléments de degré élevé, ou mailler avec une finesse très élevée.
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à des erreurs de simulation négligeables.
On essaye par la suite de présenter un moyen qui permettrait de “forcer” l’ortho-
gonalité des champs décrite par le système d’équations 2.123, et cela en eﬀectuant
un changement sur les vecteurs de projection ps et P qui tient compte de l’erreur
due à la non satisfaction de la condition d’orthogonalité.
2.11.3. Prise en compte d’approximations pour les matrices de
masse
Dans les code de calcul par éléments ﬁnis et pour une intégration en temps expli-
cite, les conditions nécessaires à l’orthogonalité ne sont généralement pas vériﬁées.
Cependant, il existe des changements possibles à faire sur les projecteurs de façon
à retrouver cette orthogonalité.
Si les conditions précédentes de cohérence ne sont pas vériﬁées, cela conduit à :
MDp 6= P
TMD3DP
I 6= PTt M
D
3DPt (2.127)
MDp ,M
D
3D représentent respectivement les matrices de masses poutre et 3D lumpées
ou comportant une incohérence dans les fonctions de formes.
Suivant les cas même, la cohérence solide rigide/poutre peut se trouver en défaut.
On considère dans un premier temps que celle-ci est vériﬁée.
2.11.3.1. Essai I : I = pTsM
D
p ps
Dans un premier temps on considère que I = pTsM
D
p ps et cela conduit à la vériﬁ-
cation de
2
∆T
Iω = PTt Gi. On cherche alors à écrire les équations de la dynamique
sous la forme :
2
∆T
Iω = PTt Gi (2.128)
2
∆T
MDp U˙p = P
TGi −
2
∆T
M¯ppsω (2.129)
2
∆T
MD3DU˙3Dc = Gi −
2
∆T
M˜3DPU˙p −
2
∆T
M¯3DPω (2.130)
Eq. (2.129), Eq. (2.130), et Eq. (2.128) est un système de 3 équations à 3 inconnues
pour lequel il faut trouver M¯p, M˜3D et M¯3D de façon à vériﬁer les conditions
d’orthogonalité.
– (psEq. (2.129)-Eq. (2.128)) donne :
pTsM
D
p U˙p = (I− p
T
s M¯pps)ω (2.131)
cette équation devant être nulle conduit à une première condition exprimée par
I = pTs M¯pps
73
Chapitre 2 Bascule entre diﬀérents modèles
– (PTEq. (2.130)-Eq. (2.129)) donne :
PTMD3DU˙3Dc = (M
D
p −P
TM˜3DP)U˙p + (M¯p −P
TM¯3DP)psω (2.132)
– (PTt Eq. (2.130)-Eq. (2.128)) donne :
PTt M
D
3DU˙3Dc +P
T
t M˜3DPU˙p = (I−P
T
t M¯3DPt)ω (2.133)
– Pour annuler le membre de gauche de l’Eq. (2.132), on trouve deux conditions :
M¯p = P
TM¯3DP, et pourMDp = P
TM˜P et d’après Eq. (2.133) il faut I = PTt M¯3DPt.
Finalement en choisissant M¯3D = M3D et M¯p = PTM3DP, cela conduit aussi
à la vériﬁcation de l’Eq. (2.132) car I = PTt M¯3DPt = p
T
s M¯pps. Cependant, la
propriété qui reste à vériﬁer et qui est délicate est
MDp = P
TM˜3DP (2.134)
un choix possible consiste à chercher M˜3D sous la forme :
M˜3D = APM
D
p P
TA (2.135)
mais cela nécessite que PTAP = 1 (la projectionP est orthogonale au sens de
A).
– Une autre solution est la suivante. Revenons au système d’équations Eq. (2.131),
Eq. (2.132), et Eq. (2.133). On peut choisir M¯p = MDp et comme on a supposé
que l’égalité I = pTsM
D
p ps est toujours vériﬁée, cela conduit à la satisfaction
de l’équation Eq. (2.131) (annuelle le terme de droite). Et si on choisit M¯3D =
M˜3D = M
D
3D, alors il reste à vériﬁer I = P
T
t M
D
3DPt, cela veut dire qu’il faut
chercher à vériﬁer l’équation MDp = P
TMD3DP car :
I = PTt M
D
3DPt = p
T
sP
TMD3DPps = p
T
sM
D
p ps
Comme le logiciel fournit les matrices de masses et que l’approche est sensée être non
intrusive, on on cherche à éviter de changer les matrices fournies par le logiciel. Il faut
changer alors les projections de façon à inclure l’erreur causant la non orthogonalité
des champs dans la projection. Donc, P est diﬀérent du projecteur classique noté P¯
dans ce qui suit. Le projecteur classique est tel que P¯TMD3DP¯ = A 6=M
D
p ; cherchons
alors P fonction de P¯ tel que MDp = P
TM3DP soit satisfaite.
Procédons à une factorisation de Cholesky :
PTMD3DP = M
D
p = (M
D
p )
1
2 (MDp )
1
2 ce qui conduit à :
(MDp )
1
2PTMD3DP(M
D
p )
−
1
2 = 1 (2.136)
De même, P¯TMD3DP¯ = A = B
TB conduit à :
B−T P¯TMD3DP¯B
−1 = 1 (2.137)
Il suﬃt alors de choisir :
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P = P¯B
−1
(MDp )
1
2 (2.138)
Conclusion
Eq. (2.138) résume le changement de projection à faire pour garantir la condition
d’orthogonalité selon les hypothèses de l’essai I. Cela veut dire qu’il existe toujours
une façon de contourner les diﬃcultés liées à la non vériﬁcation de toutes les hy-
pothèses nécessaires à l’orthogonalité, mais comme il faut inverser B, cela devient
lourd en temps de calcul, car il s’agit de la résolution implicite d’un système linéaire.
2.11.3.2. Essai II : I 6= pTsM
D
p ps
Ici on n’a plus forcément l’égalité I = pTsM
D
p ps on cherche toujours à écrire les
équations de la dynamique découplées sous la forme :
2
∆T
Iω = PTt Gi (2.139)
2
∆T
MDp U˙p = P
TGi −
2
∆T
M¯ppsω (2.140)
2
∆T
MD3DU˙3Dc = Gi −
2
∆T
M¯3DPU˙p −
2
∆T
¯¯M3DPω (2.141)
En multipliant Eq. (2.140) par pTs ce qui conduit à Eq. (2.142)et Eq. (2.141) par
PT ce qui conduit à Eq. (2.143)et par PTt ce qui conduit à Eq. (2.144) :
2
∆T
pTsM
D
p U˙p = P
T
t Gi −
2
∆T
(pTs M¯pps)ω (2.142)
2
∆T
PTMD3DU˙3Dc = P
TGi −
2
∆T
(PTM¯3DP)U˙p −
2
∆T
(PT ¯¯M3DP)psω(2.143)
2
∆T
PtM
D
3DU˙3Dc = P
T
t Gi −
2
∆T
(pTsP
TM¯3DP)U˙p −
2
∆T
(PTt
¯¯M3DPt)ω(2.144)
La condition d’orthogonalité revient à chercher M¯p, M¯3D et
¯¯M3D telle que tous les
termes de droites soient nuls.
Pour satisfaire la première condition (Eq. (2.142) : orthogonalité poutre/s.r.), il
suﬃt de choisir M¯p =Mp, car cela conduit à la vériﬁcation de pTs M¯pps = I.
On aimerait bien dans l’Eq. (2.144) écrire le membre de gauche sous la forme
2
∆T
MD3D(U˙3Dc + PU˙p) pour que ce membre représente la vitesse 3D privée de
la rotation d’ensemble. Cela conduit à choisir M¯ = MD3D.
Le choix de :
PTM¯3D P = M
D
p
PT ¯¯M3D P = Mp (2.145)
75
Chapitre 2 Bascule entre diﬀérents modèles
conduit à la satisfaction de Eq. (2.140) et Eq. (2.141) et par la suite à l’élimina-
tion des membres de droites des équations Eq. (2.143) et Eq. (2.144), ce qui signi-
ﬁe respectivement l’orthogonalité 3D/poutre et celle 3D/solide rigide. Le système
d’équations 2.145, conduit à PTt M¯3DPt = p
T
sP
¯¯M3DPps = p
T
sMpps = I. Comme
M¯3D = M
D
3D alors il faut vériﬁer
PTMD3DP = M
D
p (2.146)
ce qui se traduit par un changement de la projection, tel que P devient un pro-
jecteur diﬀérent de celui classique et qu’on notera Pc par la suite. On cherche P
qui vériﬁe PTMD3DP = M
D
p , et on a P
T
cM
D
3DPc = A avec A est une matrice
qu’on factorise selon la méthode Cholesky, PTcM
D
3DPc = A = B
TB, qui donne
B−TPTcM
D
3DPcB
−1 = 1 et par la suite
(MDp )
1
2B−TPTcM
D
3DPcB
−1(MDp )
1
2 = MDp (2.147)
En faisant une comparaison entre Eq. (2.147) et Eq. (2.146), on tire la nouvelle
déﬁnition du projecteur P tel que :
P = PcB
−1(MDp )
1
2 (2.148)
Mais à cause de la nécessité d’inverser B ce calcul n’est pas explicite.
Reste à calculer ¯¯M3D qui sera tirée de PT
¯¯M3DP =Mp. On essaye
¯¯M3D = M
D
3DPcDP
T
cM
D
3D (2.149)
où D est une matrice à chercher. On remplace P par sa valeur et ¯¯M3D aussi et on
trouve :
(MDp )
1
2B−TPTcM
D
3DPcDP
T
cM
D
3DPcB
−1(MDp )
1
2 = Mp (2.150)
et comme PTcM
D
3DPc = B
TB on aboutit à :
(MDp )
1
2BDBT (MDp )
1
2 = Mp (2.151)
et par la suite
D = B−1(MDp )
−
1
2Mp(M
D
p )
−
1
2B−1 (2.152)
et
¯¯M = MD3DPcB
−1(MDp )
−
1
2Mp(M
D
p )
−
1
2B−TPTcM
D
3D
= MD3DP(M
D
p )
−1Mp(M
D
p )
−1PTMD3D (2.153)
Conclusion
Une méthode existe bien pour contourner la condition de non orthogonalité qui
pourra exister et qui sera due à plusieurs raisons, telle une discrétisation incom-
patible des deux modèles éléments ﬁnis poutre et celui 3D ou une diagonalisation
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des matrices de masses ... Cependant, cette méthode repose sur un nouveau calcul
des vecteurs de projection qui nécessite l’inversion d’une matrice de grande taille
non diagonale, ce qui est censé détruire l’avantage principale de la bascule qui est
la réduction du temps de calcul. Une nouvelle perspective s’ouvre : trouver une
approximation de la matrice B qui soit diagonale.
Par contre et vu l’objectif non intrusif de la thèse, on ne passe pas à l’application des
techniques nécessaires à la prise en compte des approximations sur les matrices de
masse, ni à l’amélioration requise pour réduire le coût de calcul lié à l’inversion de la
matrice B nécessaire au changement de la projection. Ces techniques représentent
une perspective des travaux de la thèse.
2.12. Application en dynamique des machines
tournantes
Dans ce paragraphe on étend l’utilisation de la bascule qui a été illustrée sur des
cas de dynamique n’incluant pas une rotation d’ensemble, pour l’utilisation sur
les problèmes de machines tournantes. Les exemples d’application en dynamique
illustrent l’eﬃcacité de la bascule. Elle a été présente dans Tannous et al. [104] et
est en cours de publication dans Tannous et al. [105]. L’extension des applications
de la bascule aux problèmes de machines tournantes et qui a été présenté Tannous
et al. [106], s’est heurtée à plusieurs diﬃcultés qu’on résume par la suite.
2.12.1. Quelques difficultés
2.12.1.1. Difficultés théoriques : orthogonalité des vecteurs PUp et U3Dc
L’objectif de ce paragraphe est de faire le point sur la diﬃculté théorique principale
à laquelle est sujette la méthode de la bascule et qui a été discutée théoriquement
dans le §2.6. Un examen plus proche des Fig. 2.7, Fig. 2.8, et Fig. 2.9 montre une
diﬀérence entre la solution poutre et celle 3D à n’importe quel instant de calcul.
Cette diﬀérence est petite mais inévitable et est due à la violation de la condition
d’orthogonalité. Les modélisations poutre et 3D se ressemblent d’autant plus que
l’élancement de la poutre est important. En eﬀet, dans le cas d’application du §2.8,
l’élancement de la poutre est de 10 alors qu’il est de 25 dans le cas de §2.10. Cela
conduit à un comportement poutre qui ressemble plus à celui 3D. Cela est évident,
si on compare les résultats des Fig. 2.7, Fig. 2.8, et Fig. 2.9 à ceux de Fig. 2.17,
Fig. 2.18, et Fig. 2.19. Le déplacement du point situé sur le même endroit physique
des modélisations poutre et 3D est diﬀérent. Cette diﬀérence est petite et se réduit
avec l’élancement de la poutre.
PUp est construite à partir de la solution poutre. Cela fait que le modèle 3D aura
la même ﬂèche que celui poutre, mais diﬀérent de celui 3D de référence. Lorsqu’on
bascule du modèle poutre à celui 3D, cet écart de ﬂèche se voit corrigé et la solution
3D après bascule est presque identique à la ﬂèche du modèle 3D de référence. Par la
suite, U3Dc n’est pas seulement une correction de la déformation de la section, mais
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également une correction de la diﬀérence de ﬂèche entre le modèle poutre et celui
3D comme schématisé dans la Fig. 2.3. Cela illustre l’eﬃcacité de la bascule, car
même si on part d’une solution poutre, et malgré la non vériﬁcation de la condition
d’orthogonalité, on arrive à construire une solution 3D de bascule équivalente à
celle 3D de référence, et cela se voit sur les vitesses, déplacements et accélérations.
L’orthogonalité des vecteurs PUp et U3Dc n’a pas été vériﬁée dans aucun des
exemples traités dans ce chapitre. Néanmoins, la bascule fournit des résultats sa-
tisfaisants. L’orthogonalité représente une condition favorable mais non nécessaire.
Par la suite, la non orthogonalité des vecteurs PUp et U3Dc n’empêche pas le dé-
veloppement de la bascule pour des cas d’application en dynamique des machines
tournantes.
2.12.1.2. Difficultés liées au choix du code de calcul
Avant de présenter la bascule poutre-3D pour les applications de machines tour-
nantes, on rappelle que la modélisation dépend du choix du logiciel de calcul par
éléments ﬁnis. Dans le cadre de la thèse, il s’agit de Code_Aster. Son choix a été
justiﬁé dans le Chapitre 1. Suite à ce choix, en plus des diﬃcultés théoriques citées
dans le §2.12.1.1, on se heurte à certaines contraintes sur l’aspect rotation d’en-
semble en modélisation des machines tournantes et qu’on explique brièvement par
la suite.
Raccord poutre-3D en dynamique des machines tournantes : dans la pro-
blématique de ralentissement en situation accidentelle de la turbine les interactions
de contact/frottement sont des non-linéarités localisées en espace et en temps. Par
la suite, l’utilisation d’un modèle mixte poutre-3D réduit considérablement la taille
du modèle en préservant une bonne précision. Le §2.10 montre l’exemple d’une bas-
cule en dynamique d’un modèle poutre à un modèle mixte poutre-3D. L’utilisation
d’un raccord poutre-3D ne constitue en aucun cas une diﬃculté pour l’application
de la méthode de bascule. Au contraire, comme dans un modèle mixte poutre-3D,
la zone 3D présente une portion réduite du modèle entier, ce dernier est plus proche
d’une cinématique poutre, ce qui améliore les conditions d’orthogonalité des champs
PUp etU3Dc, et rend la bascule plus simple à exécuter. En d’autres mots, la bascule
poutre vers poutre-3D mixte présente moins de diﬃcultés que la bascule poutre vers
3D. Le type de raccord n’est pas non plus un problème. La bascule pourrait être
appliquée en présence d’un raccord sans et avec recouvrement. Dans le cadre de la
thèse, Code_Aster présente le raccord détaillé dans le §2.9. Malheureusement, ce
dernier est écrit dans le cadre des applications en petites perturbations et pour des
problèmes statiques ou dynamiques sans prise en compte des eﬀets gyroscopiques.
La bascule poutre-3D en dynamique des machines tournantes et telle que présentée
dans le §2.12, repose sur l’utilisation d’une matrice de gyroscopie, récemment dé-
veloppée pour Code_Aster dans le cadre de la thèse de Ghanem [4] dans le repère
tournant du modèle 3D alors qu’elle l’est obligatoirement dans le repère ﬁxe pour
le modèle poutre (contrainte imposée par le Code_Aster). Cette dernière a mon-
tré une non compatibilité et des erreurs de fonctionnement en présence du raccord
poutre-3D. L’utilisation de ce raccord en machines tournantes, lorsque les équations
sont résolues dans le repère tournant est alors non opérationnelle. Ce raccord n’est
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pas dédié aux applications avec grandes rotations/déplacements, ce qui ne permet
pas non plus d’adopter une stratégie de calcul dans le repère ﬁxe. En d’autres mots,
bien que rien n’empêche l’utilisation d’un modèle mixte poutre-3D pour les pro-
blèmes de machines tournantes, et d’appliquer la bascule sur ces problèmes en vue
de réduire le temps de calcul, cette option n’est pas utilisée dans la suite de la
thèse, suite à des limitations imposées par le logiciel et les exemples traités avec le
Code_Aster seront des modèles entièrement 3D.
La vitesse de rotation est une donnée du problème : traiter un problème
de ralentissement en situation accidentelle nécessite que la vitesse de rotation du
rotor soit une variable du problème. Le contact génère un couple de frottement qui
ralentit la rotation de la turbine. La matrice de gyroscopie du modèle dépend de
la vitesse de rotation. Si cette dernière est une variable du problème, cela rend le
problème non linéaire. La version d’exploitation de Code_Aster n’est pas capable
de traiter la rotation comme une inconnue du problème. Il n’est pas possible par la
suite de faire une simulation d’un ralentissement 5. Dans les exemples qui suivent
dans ce chapitre, et suite au choix de Code_Aster, la vitesse de rotation est supposée
connue et constante.
Le choix du repère dépend de la modélisation : la modélisation d’un rotor
par des éléments poutre impose que le problème soit résolu dans le repère galiléen
ﬁxe du rotor. Par contre, pour la modélisation 3D et en vue d’utiliser la matrice
de gyroscopie récemment développée dans la thèse de Ghanem [4], le problème de
la dynamique du rotor en modélisation 3D doit être écrite dans le repère tournant
du rotor. Par la suite la bascule du modèle poutre au modèle 3D doit être précédée
d’un changement adéquat de repères.
2.12.2. Dynamique des rotors en présence d’un balourd
On s’intéresse à la réponse dynamique du rotor suite à la rupture d’une ailette
terminale. Ceci génère un balourd de masse M situé à une distance d de l’axe de
rotation, qui produit une force de balourd F = M×d×ω2 au point d’arrachement
de la masse, où ω représente la vitesse de rotation angulaire du rotor.
Diﬀérentes modélisations permettent de décrire la dynamique du rotor soumis à un
balourd. Une modélisation par des éléments poutre conduit à un modèle léger en
nombre de degrés de liberté et par la suite permet de gagner en temps de calcul.
Cette modélisation s’avère satisfaisante si aucun phénomène local ne se produit
et est décrite dans le §2.12.2.1. Si des phénomènes locaux ont lieu et nécessitent
des éléments 3D pour une meilleure représentation d’un contact/frottement localisé
par exemple, une modélisation 3D est requise et conduit à des temps de calcul plus
importants. Elle sera détaillée dans le §2.12.2.2.
5. Il est possible de contourner cette contrainte, pour la simulation d’un transitoire de vitesse,
en effectuant un balayage par palier stabilisé. En d’autres termes, on considère un pas de vitesse
donné, et on alimente la recherche de la vitesse stabilisée à l’étape i par la vitesse stabilisée trouvée
à l’étape i− 1. Cette méthode n’a pas été adoptée dans le cadre de la thèse.
79
Chapitre 2 Bascule entre diﬀérents modèles
x
y
z
F
θ
θ
θ X
Y
Z
PA
PB
PE
PM
PN
ω
Figure 2.33.: Modèle simpliﬁé d’un rotor avec disque
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Figure 2.34.: Modélisation poutre du rotor
2.12.2.1. Modélisation poutre du rotor
On considère le rotor schématisé par la Fig. 2.33. Un balourd est déclenché par la
perte d’une masse M au point PM situé à une distance d de l’axe de rotation du
balourd tournant à la vitesse ω. Ce balourd vaut en module F = M × d× ω2 .
Le modèle poutre qui lui est équivalent est schématisé par la Fig. 2.34. Par une
modélisation poutre, le disque est considéré comme rigide et sera modélisé par un
élément discret. Cela veut dire que les propriétés du disque (inertie et masse) seront
aﬀectées au nœud de la poutre qui correspond à la position du disque, et qui est
représenté par le point PN de la Fig. 2.34. L’eﬀet de la déformation du disque ne
pourra pas être pris en compte.
L’équation de la dynamique de rotor en modélisation poutre, soumise à un balourd
Fp, s’écrit dans son repère galiléen Rg avec Upg le déplacement de poutre :
MpU¨pg + (Gp(ω) +Ap)U˙pg +KpUpg = Fp (2.154)
oùMp,Ap etKp représentent respectivement les matrices de masse, amortissement,
et raideur. GP (ω) désigne la matrice de gyroscopie, qui dépend de la vitesse de
rotation ω.
Dans ces conditions et dans le repère Rg, la force de balourd Fp a une composante
selon l’axe des x égale à Fx = M × d× ω2 × cos(ω × t) et une autre selon l’axe des
y de valeur Fy = M × d× ω2 × sin(ω × t).
80
2.12 Application en dynamique des machines tournantes
2.12.2.2. Modélisation 3D du rotor
Par ailleurs, l’équation fondamentale du modèle 3D, schématisé par la Fig. 2.33,
écrite dans son repère R tournant à une vitesse de rotation axiale ω, avec U3D,
U˙3D, et U3D qui sont, respectivement, les déplacements, vitesses et accélérations
dans R est :
M3DU¨3D + (G3D(ω) +A3D)U˙3D +K3DU3D = F3D (2.155)
où M3D , G3D(ω) , A3D et K3D représentent respectivement les matrices de masse,
gyroscopie, amortissement, et raideur du modèle 3D. F3D désigne la force de balourd
dans R. F3D possède une direction ﬁxe dans R et a pour module F3D = M×d×ω2
comme précisé ci-dessus.
A noter qu’en repère tournant, on sous-entend par la matrice de gyroscopie, une
matrice qui tient en compte des eﬀets gyroscopiques des éléments volumiques, ainsi
que de la force entraînement et de Coriolis.
2.12.2.3. Matrice de passage
Pour eﬀectuer la bascule poutre-3D, la solution poutre doit tout d’abord être trans-
formée du repère galiléen au repère tournant. Ci-dessous on présente cette matrice
de passage qui sera notée Q pour un passage du repère tournant au repère galiléen,
les déplacements dans ces repères étant notés respectivement U et Ug.
θ représente l’angle de rotation du rotor à partir de sa position initiale. Si la vitesse
de rotation ω est constante, alors
θ = ω × t (2.156)
On considère que la rotation du rotor s’eﬀectue autour de l’axe z comme schématisé
dans les Fig. 2.33 et Fig. 2.34.
Ug = QU (2.157)
Q =


cos θ − sin θ 0
sin θ cos θ 0
0 0 1

 (2.158)
On déduit :
U˙g = Q˙U+QU˙ (2.159)
avec
Q˙ = θ˙


− sin θ − cos θ 0
cos θ − sin θ 0
0 0 0

 (2.160)
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et
U¨g = Q¨U+ 2Q˙U˙ +QU¨ (2.161)
avec
Q¨ = θ¨


− sin θ − cos θ 0
cos θ − sin θ 0
0 0 0

+ θ˙2


− cos θ sin θ 0
− sin θ − cos θ 0
0 0 0

 (2.162)
La matrice de changement de repèreQ étant une matrice orthogonale, cela conduit à
Q−1 = QT . C’est cette dernière qui servira dans le cadre de la bascule présentée dans
ce chapitre pour passer du repère galiléen au repère tournant. La même démarche
de calcul est utilisée pour obtenir U˙ connaissant U˙g et U¨ connaissant U¨g.
A noter que pour un modèle poutre, les nœuds comportent 6 degrés de libertés, et
alors la matrice de passage poutre s’écrit :
Qp =


cos θ − sin θ 0 0 0 0
sin θ cos θ 0 0 0 0
0 0 1 0 0 0
0 0 0 cos θ − sin θ 0
0 0 0 sin θ cos θ 0
0 0 0 0 0 1


=
[
Q 0
0 Q
]
(2.163)
En conclusion et pour passer du repère galiléen de la poutre et se mettre dans
le repère tournant du 3D, les déplacements (Up)g, vitesses (U˙p)g et accélérations
(U¨p)g dans le repère galiléen se transforment respectivement en Up, U˙p et U¨p dans
le repère tournant comme suit :
Up = Q
T
p (Up)g
U˙p = Q˙Tp (Up)g +Q
T
p (U˙p)g
U¨p = Q¨Tp (Up)g + 2
˙QTp (U˙p)g +Q
T
p (U¨p)g (2.164)
2.12.3. Principe de la bascule
Pour basculer du modèle poutre au modèle 3D, nous allons procéder comme pour les
applications précédents, après avoir tenu compte du changement de repère entre les
deux modèles. A partir de la solution poutre dans le repère tournant, on construit
une solution 3D en superposant à la cinématique de corps rigide PUp correspondant
au modèle de Timoshenko un champ U3Dc tenant compte de la déformation dans
la section. La solution 3D, à l’instant de la bascule, est ainsi la somme de ces deux
vecteurs :
U3D = PUp +U3Dc (2.165)
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En insérant l’Eq. (2.165) dans l’Eq. (2.155), on obtient :
M3D(PU¨p + U¨3Dc) + (G3D(ω) +A3D)(PU˙p + U˙3Dc) +K3D(PUp +U3Dc) = F3D
(2.166)
U3Dc,U˙3Dc et U¨3Dc sont trois inconnues de l’Eq. (2.166). Si on néglige les corrections
en vitesses et accélérations (U˙3Dc = 0 et U¨3Dc = 0), cela nous conduit à calculer
les déplacements de correction selon une étape statique comme suit :
K3D(PUp +U3Dc) = F3D +M3DPU¨p + (G3D(ω) +A3D)PU˙p (2.167)
Si on initialise le modèle 3D à l’instant de la bascule avec le déplacement donné
par l’Eq. (2.165) et les vitesses et accélérations correspondant à U˙3Dc = 0 et
U¨3Dc = 0, il apparaît à l’instant de la bascule un régime transitoire artiﬁciel, dû
au changement de modèle. Pour pallier ce problème, la bascule statique est eﬀectuée
sur trois pas de temps consécutifs, l’instant de bascule tb, celui qui précède tb−1 et
celui qui suit tb+1. Les vitesses à l’instant de la bascule seront alors initialisées par :
U˙3D =
[PUp +U3Dc]tb+1 − [PUp +U3Dc]tb−1
2×∆T
(2.168)
Si un schéma d’intégration en temps implicite est utilisé, les accélérations n’ont
pas besoin d’être initialisées et seront automatiquement calculées par le schéma
d’intégration en temps, comme précisé dans Géradin et Rixen [66], en étant solution
de l’équation :
M3DU¨3D +C3DU˙3D +K3DU3D = F3D (2.169)
avec U3D donnée dans l’Eq. (2.165), qui représente l’initialisation des déplacements
à l’instant de bascule et U˙3D calculée d’après l’Eq. (2.168).
2.12.4. Exemple d’application
On présente dans ce qui suit une application de la bascule en dynamique des ma-
chines tournantes.
Le calcul est eﬀectué sur Code_Aster, dans lequel la prise en compte des eﬀets
gyroscopiques sur les éléments volumiques a récemment été introduite, à condition
de résoudre le problème 3D dans son repère tournant, tandis que le problème poutre
est résolu dans un repère ﬁxe. La bascule étant non intrusive, elle pourrait également
être codée sur d’autres logiciels commerciaux de calcul par éléments ﬁnis.
Pour illustrer et valider la bascule poutre-3D en dynamique des machines tour-
nantes, prenons le cas d’un rotor simple tel que celui de la Fig. 2.35a.
Si on fait une coupe longitudinale du rotor qui passe par l’axe de rotation et si on
ne présente que la partie supérieure, on obtient la Fig. 2.35b. Les dimensions du
rotor sont détaillées dans le Tab. 2.4. Les caractéristiques matériau sont les mêmes
que ceux du Tab. 2.2.
Sachant qu’en modélisation poutre le disque est supposé rigide et est représenté par
un élément discret, et pour que la modélisation 3D soit comparable à la modélisation
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(a) Illustration de la dynamique du rotor
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(b) Dimensions du rotor
Figure 2.35.: Le rotor sous étude
l1 l2 e r R d
0.25 0.25 0.0125 0.025 0.125 0.25625
Table 2.4.: Dimensions (m) du rotor de la Fig. 2.35b
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(a) Pas de temps 5× 10−6
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(b) Pas de temps 2.5× 10−6
Figure 2.36.: Inﬂuence du pas de temps en cas de balourd brusque
poutre, on rigidiﬁe le disque en lui imposant un module d’Young 100 fois plus grand
que celui de l’arbre. Le rotor 3D est maillé avec des éléments quadratiques en 1883
nœuds et le modèle poutre qui lui correspond possède 43 nœuds.
Dans l’exemple ci-après, le rotor est simplement appuyé à ses deux extrémités et
tourne à une vitesse constante ω (précisée dans chaque exemple d’application).
Code_Aster, comme expliqué précédemment ne permet pas de travailler avec une
vitesse inconnue et variable.
Le rotor tourne à une vitesse connue et constante et est soumis à un balourd
équivalent à la perte d’une masse de 1 kg au point PM tel que schématisé par
la Fig. 2.35a. La simulation est eﬀectuée sur une durée totale de 0.5 (s), par un
schéma implicite de Newmark avec 8000 pas de temps. Par contre, si cette force de
balourd est imposée soudainement sur le rotor, ce dernier tend à atteindre sa ﬂexion
d’équilibre durant le premier pas de temps. Cela génère des accélérations d’autant
plus élevées que le pas de temps est petit. La solution connaîtra des vibrations
hautes fréquences en accélérations avec une amplitude inversement proportionnelle
au pas de temps.
La Fig. 2.36 montre les accélérations obtenues suite à un balourd de 1 Kg imposé
brutalement sur le rotor en début de simulation (la même conclusion est tirée sur
les modélisation poutres et 3D). Des oscillations numériques hautes fréquences sont
visibles sur les accélérations. En plus, si on divise le pas de temps par deux, l’am-
plitude de ces oscillations est multipliée par deux.
Pour pallier ce problème, le balourd est imposée plus progressivement selon une
certaine loi (pour ne plus avoir de non régularité du chargement). La réponse du
rotor dépendra de cette loi. On traite dans la suite trois exemples d’étude avec
trois lois de balourd diﬀérentes. Dans les trois cas, on commence avec un balourd
nul et qui atteint sa valeur maximale après une durée donnée et restera par la
suite constante. La simulation démarre avec le modèle poutre. La bascule a lieu
à tb = 0.25 (s) et on passe alors vers le modèle 3D. D’autre part, un calcul de
85
Chapitre 2 Bascule entre diﬀérents modèles
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
t(s)
F(
t)
 
 
balourd sur 0.01s
balourd sur 0.02s
balourd sur 0.1s
Figure 2.37.: Lois d’imposition du balourd
référence sur toute la durée de la simulation est réalisé avec le modèle 3D.
La Fig. 2.37 montre les trois lois selon lesquelles le balourd est imposé. Pour la
première, i.e., celle pour laquelle le balourd est imposé linéairement sur une durée
de 0.01 (s), une discontinuité de la dérivée de l’eﬀort a lieu à t = 0.01 (s). Cela n’est
pas sans conséquence sur la réponse et sera détaillé dans le §2.12.4.1. Par ailleurs,
et pour éviter cela, un balourd peut être imposé de façon à respecter la continuité
de la dérivée de l’eﬀort au moment où il atteint son maximum et aussi, de façon à
avoir une dérivée nulle de l’eﬀort à t = 0.
On cherche alors un eﬀort F(t) tel que F˙(t) = 0 pour t = 0 et pour t = tm où tm
représente l’instant de calcul pour lequel F(t) atteigne sa valeur maximale et stable.
On a aussi F(t = 0) = 0 et F(t = tm) = 1.
Ce qui donne ﬁnalement l’Eq. (2.170) :
F(t) = (3− 2
t
tm
)
t2
t2m
(2.170)
Par la suite on traite trois cas diﬀérents :
1. Le premier : un balourd est imposé graduellement à partir d’une valeur nulle
et croît linéairement pour atteindre une valeur constante et maximale à t =
0.01 (s). Cela génère un eﬀet de lâcher du balourd car la dérivée de l’eﬀort
est discontinue à l’instant à laquelle il atteint sa valeur maximale tel que le
montre la Fig. 2.37. Cet exemple sera traité pour deux valeurs de vitesses
diﬀérentes : ω = 300 tr/min et ω = 1500 tr/min.
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2. Le deuxième cas sera étudié pour un balourd imposé progressivement selon la
loi de l’Eq. (2.170) et pour tm = 0.02 (s) et ω = 300 tr/min.
3. Le troisième cas sera pareille au deuxième mais pour tm = 0.1 (s).
A noter que l’imposition graduelle du balourd selon une des trois lois présentées
ci-dessus permet d’éviter des hautes fréquences tel qu’expliqué au début de ce para-
graphe et illustré par la Fig. 2.36. Par contre, les trois lois proposées ne permettent
pas d’éviter l’excitation de certaines hautes fréquences propres du rotor. En fait,
avec la première loi, l’amplitude de ces hautes fréquences propres sera plus pronon-
cée. Elle le sera moins avec la deuxième loi, et encore moins avec la troisième. Mais
toutes les trois lois sont capables d’exciter les hautes fréquences propres du rotor,
car ce type de fonction comporte une série large de hautes fréquences.
2.12.4.1. Premier cas
On s’intéresse dans ce premier cas au cas où le balourd est imposé linéairement en
fonction du temps.
On eﬀectue un calcul par une modélisation poutre et un calcul de référence 3D.
Tous les deux pour une durée de 0.5 (s). Une bascule est eﬀectuée à tb = 0.25 (s)
de la modélisation poutre à la modélisation 3D après avoir eﬀectué le changement
de repère nécessaire. On montre dans la suite les résultats pour ce premier cas de
chargement et pour une vitesse de rotation de 300 tr/min. Le problème est résolu
numériquement via un schéma de Newmark avec un pas de temps de 6.25×10−5 (s).
La Fig. 2.38 montre les résultats dans le repère tournant pour le point PN et selon
l’axe x (voir Fig. 2.35a). Une comparaison est eﬀectuée entre les solutions 3D de
référence et 3D obtenue par la méthode de la bascule.
Ces mêmes résultats de la Fig. 2.38 sont transformés dans le repère ﬁxe et les résul-
tats en déplacements pour le modèle poutre sont ajoutés et on obtient la Fig. 2.39.
On remarque la présence de deux fréquences de vibrations, la principale étant celle
de la rotation du rotor autour de lui même. La deuxième est une modulation, et
représente des oscillations du rotor autour de sa ﬂèche moyenne (tout en tournant).
Cette deuxième fréquence, est due à la loi d’imposition du balourd. Elle est purement
physique. En eﬀet, une analyse par une transformation de Fourrier de la fréquence
de modulation obtenue sur la Fig. 2.39 montre une fréquence de ≈ 256 Hz, qui
est une fréquence propre du rotor. L’amplitude de ces modulations pourrait être
réduite considérablement, comme on le verra plus tard, par un changement de la
loi d’imposition du balourd, mais l’excitation de cette fréquence est inévitable par
les lois de balourd proposées dans ce chapitre.
Les modélisations poutre et 3D présentent un léger déphasage. Ce dernier est dû
principalement à une diﬀérence de 1% entre les fréquences propres des deux mo-
délisations. Cet écart est dû à la diﬀérence entre les fonctions de formes des deux
modélisations. Nous avons constaté que l’augmentation de la ﬁnesse du maillage 3D
réduit cet écart, mais sans le faire disparaître. Malgré un élancement important de
la structure et une bonne ﬁnesse du maillage 3D, cet écart est inévitable.
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(b) Zoom sur l’instant de bascule
Figure 2.38.: Résultats en déplacements selon x de PN (repère tournant)
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Figure 2.39.: Résultats en déplacements selon x de PN (repère ﬁxe).
On remarque sur le Zoom1 (avant bascule) que le modèle poutre est décalé légè-
rement par rapport au 3D. Ce déphasage (également observé sur les Fig. 2.38 et
Fig. 2.40) étant dû à un écart constant entre les pulsations propres des modèles
poutre et 3D, se traduit par un décalage entre les solutions poutre et 3D qui aug-
mente avec le temps. Sur les déplacements ce décalage est visible sur les modulations
(la deuxième fréquence de vibration et non pas la principale). Ce déphasage conduit
en déplacements à des diﬀérences de ﬂèches qui peuvent atteindre 30 % entre les
modèles poutre et 3D de référence à l’instant de bascule. L’évolution du déphasage
est visible sur les zoom2 et zoom3.
Sur les vitesses et les accélérations, ce déphasage est visible sur la fréquence prin-
cipale. Au moment de la bascule, les solution poutre et 3D de référence peuvent
avoir des vitesses et/ou des accélérations en opposition de phase, ce qui, par la suite
pourrait conduire à un écart très important entre les vitesses poutre et celles 3D
de référence à l’instant de la bascule. Cela est illustré par les Fig. 2.41 et Fig. 2.42
qui représentent, respectivement, les résultats en vitesses et les accélérations de la
bascule du modèle poutre vers celui 3D ainsi que les solutions poutre et 3D de
référence au point PN et selon la direction x. A noter que pour les vitesses et ac-
célérations on tire les mêmes conclusions qu’en déplacement. Par la suite, pour la
simplicité des ﬁgures, on montre les résultats sur l’intervalle [0.24, 0.26] (s). Les
mêmes conclusions sont obtenues sur un point éloigné de la ﬁbre neutre tel que le
point PM sur lequel est exercé la force de balourd et pour lequel les résultats en
vitesses et en accélérations sont présentés dans la Fig. 2.40.
On pourra s’interroger sur l’eﬀet du déphasage sur la bascule. En eﬀet, la solution
3D au moment de bascule est construite à partir de la solution poutre (PUp) à
laquelle on apporte une correction pour la déformation dans la section (U3Dc). Le
déphasage entre les solutions poutre et 3D de référence implique que la solution 3D
à construire à l’instant de la bascule a la ﬂèche de la solution poutre. Elle est par la
suite déphasée par rapport à la solution 3D de référence. A noter que la correction
U3Dc est uniquement une correction de la déformation dans la section et n’est pas
capable de corriger le déphasage des deux solutions.
Pour résumer, vu que la solution 3D de bascule est construite à partir d’une solution
poutre à laquelle on apporte une correction de la déformation dans la section, la so-
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Figure 2.40.: Résultats en vitesses et accélérations selon x de PM (repère tournant)
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Figure 2.41.: Résultats en vitesses selon x en PN (repère ﬁxe)
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Figure 2.42.: Résultats en accélérations selon x de PN (repère ﬁxe)
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lution 3D de bascule "s’accroche" à la solution poutre comme illustré dans Fig. 2.39
en déplacement et même en vitesses (Fig. 2.41) et accélérations (Fig. 2.42).
Le comportement de la solution 3D de bascule se trouve très semblable à celle 3D
de référence et garde les mêmes fréquences propres que le modèle 3D, mais elle
démarre à partir de la solution poutre au moment de la bascule. Par conséquent
elle présente un déphasage au moment de la bascule par rapport à la solution 3D
de référence, qui n’évolue pas dans le temps par la suite. Cela est inévitable, car il
n’est pas possible d’avoir une modélisation poutre et une autre 3D qui soient iden-
tiques. Le déphasage entre les solutions poutre et 3D n’est donc pas un handicap
à la méthode de bascule. Cette dernière fonctionne correctement et ne provoque
pas de perturbations (hautes fréquences numériques, divergences, etc.) dans la so-
lution 3D après bascule. Cependant, ce déphasage ne pourra pas être compensé. Le
comportement global des deux modélisations 3D de référence et 3D après bascule
est quasiment identique si le déphasage est mis de côté. Il faut donc comparer les
amplitudes des signaux et non pas la phase.
Pour les applications industrielles en vue d’eﬀectuer une comparaison entre une mo-
délisation du contact par des éléments poutre et une modélisation tridimensionnelle,
on veille à ce que les seules diﬀérences proviennent de la modélisation du contact
et que les eﬀets tels que le décalage de fréquence dû à la bascule soient supprimés.
Cela sera mieux expliqué dans le chapitre suivant.
Par contre, il est évident que la bascule apporte un gain très appréciable en temps
de calcul tout en gardant une bonne précision. La qualité des résultats montrée dans
la Fig. 2.39 est la même selon les direction x et y et sur tous les points appartenant
au rotor.
L’analyse des courbes des énergies conﬁrment la bonne qualité des résultats obtenus
sur la modélisation 3D par la méthode de la bascule. Cette dernière n’insère pas
d’énergie parasite dans la solution. Elle n’en enlève pas non plus.
Les Fig. 2.43 et Fig. 2.44 présentent respectivement les énergies cinétiques et de
déformation des modélisations poutre, 3D de référence ainsi que 3D après bascule.
Il faut tout d’abord noter que les valeurs des énergies cinétique, de déformation et
totale ne sont pas calculées à chaque pas de temps car cette opération nécessite
beaucoup d’espace mémoire. En eﬀet, ces valeurs en énergie sont calculées par des
boucles python 6 qui récupèrent les données de sortie (valeurs des déplacements,
vitesses, etc.) aux nœuds aux instants de calculs choisis et calculent les valeurs des
énergies 7.
6. La version stabilisée de Code_Aster effectue le calcul du bilan énergétique d’une façon
simple et très efficace. Par contre, cette version n’est pas compatible avec le calcul de la matrice
de gyroscopie des éléments volumiques, et qui est développée au sein d’une version plus ancienne
et n’a pas encore été restituée officiellement dans le code. C’est pourquoi le calcul des énergies pour
les applications de bascule en dynamique des machines tournantes se fait à travers des boucles
python.
7. Cette procédure occupe complètement la mémoire vive de l’ordinateur et on était obligé de
calculer les valeurs des énergies tous les 50 pas de temps, alors que celles dernières, et comme
déjà mentionné dans le §2.7, possèdent des fréquences propres qui sont le double de ceux des
déplacements. C’est pourquoi les courbes des énergies ne sont pas “lisses” et donnent l’impression
d’être un bruit numérique.
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Figure 2.43.: Énergie cinétique pour ω = 300 tr/min
0 0.1 0.2 0.3 0.4 0.5
0.0001
0.0002
0.0003
Modèle 3D de référence
Modèle 3D après bascule
Modèle poutre
t (s)
W
d
(J
)
Zoom
Figure 2.44.: Énergie de déformation pour ω = 300 tr/min
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Figure 2.45.: L’énergie totale pour ω = 300 tr/min
L’analyse des énergies cinétiques et de déformation montre une cohérence de l’éner-
gie du modèle 3D après bascule avec les valeurs des énergies du modèle 3D de réfé-
rence. Aucune perturbation énergétique n’a lieu au moment de la bascule. Comme
le problème en modélisation 3D est résolu dans le repère tournant et comme en
modélisation poutre la vitesse de rotation est une donnée du problème et est indé-
pendante des valeurs de torsion dans l’arbre, l’énergie cinétique Wc, et comme le
montre la Fig. 2.43, possède deux composantes. La première provient de la rota-
tion du rotor autour de lui même et est de valeur Wcr =
1
2
Iω2, où I représente le
moment d’inertie du rotor autour de son axe principal de rotation, et la deuxième
provient de la vibration du rotor et est de valeur Wcd =
1
2
U˙TMU˙. Cette dernière
est quasiment négligeable par rapport à la composante liée à la rotation d’ensemble
(Wcr) et qui dans notre cas possède une valeur de 19.632 (J). Sur la Fig. 2.43, on
trouve les deux composantes de l’énergie cinétique du rotor. Wcr est constante car
la vitesse de rotation est constante, alors que Wcd oscille. Après bascule, les deux
composantes de l’énergie cinétique du modèle 3D ne présentent pas de perturbation.
La Fig. 2.44 montre l’énergie de déformation des modèles poutre, 3D de référence et
3D après bascule. On remarque que la ﬂèche nominale du rotor s’établit durant la
phase d’imposition du balourd (t ∈ [0, tm]). Après cette phase, le rotor vibre autour
de sa position d’équilibre stable. C’est pourquoi l’énergie de déformation présente
des oscillations autour d’une valeur constante. Après bascule, la valeur de l’énergie
de déformation du modèle 3D est cohérente avec les énergies de déformation des
modèles poutre et 3D de référence et ne présente pas de perturbations.
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La Fig. 2.45 montre l’énergie totale des modèles poutre, 3D de référence et 3D
après bascule. On rappelle que le calcul de l’énergie totale se fait selon l’Eq. (2.79).
Lorsque le balourd est établi, l’énergie totale est une constante, et cela est visible
sur la Fig. 2.45. Elle est quasiment identique sur le modèle 3D de référence et celui
après bascule. Aucune énergie parasite n’est visible au moment de la bascule.
On examine par la suite un autre exemple avec une autre vitesse de rotation et qui
est une vitesse plus élevée et égale à 1500 tr/min et cela pour les mêmes conditions
de simulation que l’exemple précédent. Les résultats seront présentés sur le point
PN et selon l’axe des x. Les mêmes conclusions sont obtenues dans la direction y
et sur d’autres points du rotor. La Fig. 2.46 montre les résultats en déplacements
dans le repère tournant.
Dans le repère galiléen ces derniers sont présentés dans la Fig. 2.47.
Les vitesses et les accélérations sont représentées par la Fig. 2.48.
Si on compare les Fig. 2.38 et Fig. 2.46, on constate que le phénomène mis en œuvre
est le même et que la fréquence des modulations est la même. Par contre, c’est visible
surtout sur les Fig. 2.38b et Fig. 2.46b, que les amplitudes des modulations sont
très accentuées suite à l’augmentation de la vitesse de rotation de 300 tr/min à
1500 tr/min. La loi d’imposition du balourd n’est pas le seul facteur responsable de
l’accentuation des amplitudes des modulations ; la vitesse de rotation est un élément
clé.
L’analyse des courbes des énergies permettent d’illustrer l’eﬃcacité de la bascule sur
des vitesses de rotation plus importantes. Par un souci de clarté, l’énergie cinétique
sera présentée sur l’intervalle de temps t ∈ [0.2, 0.3] (s) dans la Fig. 2.49. On
remarque que l’énergie cinétique du modèle 3D après bascule est plus proche de celle
du modèle poutre que de celle du modèle 3D de référence. Les deux solutions poutre
et 3D de référence présentent des écarts suite aux diﬀérences de modélisations
déjà mentionnées précédemment. La cinématique de la solution 3D après bascule
s’accroche à celle poutre, d’où le comportement semblable en énergies cinétiques
(sur les deux composantes : celle provenant de la rotation d’ensemble, et celle liée
à la vibration autour de la position d’équilibre stable).
Cela est moins visible sur l’énergie de déformation de la Fig. 2.50. L’énergie de
déformation du modèle 3D après bascule est très proche de celle de référence. Quand
à l’énergie totale, elle est constante avec l’absence de toute énergie parasite. Le
modèle 3D de référence et celui après bascule possèdent quasiment la même énergie
totale comme le montre la Fig. 2.51.
En ce qui concerne l’eﬃcacité de la bascule, ce cas d’étude permet de montrer la
robustesse de la bascule sur un autre cas de machine tournante où l’augmentation
de la vitesse de rotation entraine des vibrations importantes. On peut se demander
si la bascule montrera la même eﬃcacité proche d’une valeur de rotation critique.
Cette question sera détaillée dans le cas d’étude qui suit.
2.12.4.2. Deuxième cas
On montre par la suite un cas d’étude avec un balourd imposé sur 0.02 (s) et de
façon que la dérivée de la fonction d’évolution du balourd est nulle à l’instant t = 0
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Figure 2.46.: Résultats en déplacements pour ω = 1500 tr/min (repère tournant)
96
2.12 Application en dynamique des machines tournantes
0 0.1 0.2 0.3 0.4 0.5
-0.0001
0
0.0001
0.0002 Modèle 3D de référence
Modèle 3D après bascule
Modèle poutre
t (s)
U
[m
]
Figure 2.47.: Résultats en déplacements dans le repère galiléen
et à l’instant t = 0.02 (s). Les conditions physiques et numériques de la simulation
sont les mêmes que ceux du premier cas avec une vitesse de rotation constante de
300 tr/min.
La Fig. 2.52 montre les résultats en déplacements dans le repère tournant du point
PN en fonction du temps pour ce cas de chargement. La fréquence des modulations
observée est la même que celle du premier cas de chargement (voir la Fig. 2.38)
mais les amplitudes de ses modulations sont réduites considérablement.
On passe au repère galiléen et on obtient pour les déplacements du point PN la
Fig. 2.53. Les zooms à l’instant de la bascule et à un instant plus tard conﬁrment
les résultats obtenus au premier cas : la solution 3D après bascule s’accroche à celle
poutre. Le décalage entre les fréquences propres des deux modélisations poutre et
3D est le même que le premier cas d’étude. La bascule permet de démarrer d’une
solution poutre et d’avoir une solution 3D après bascule qui est assez proche de
celle 3D mais qui garde un décalage par rapport à la solution 3D de référence
vu que son point de départ était la solution poutre. L’amplitude des modulations
est réduite pour ce cas d’étude par rapport au premier cas et cela est visible sur
les déplacements en repère galiléen si on compare les Fig. 2.52 et Fig. 2.39, i.e.,
deuxième et premier cas respectivement.
Ces conclusions sont également valables si on examine l’évolution de la vitesse en
fonction du temps du point PN dans les repères tournant et galiléen, comme le
montre la Fig. 2.54, ou l’évolution de l’accélération au point PN dans le repère
tournant comme le montre la Fig. 2.55. Par souci de clarté les résultats des Fig. 2.54a
et Fig. 2.55 sont montrés sur les quelques pas de temps encadrant l’instant de la
bascule.
Les énergies cinétiques des modèles poutre, 3D de référence et 3D après bascule
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(b) Résultats en accélérations
Figure 2.48.: Résultats en vitesses et accélérations (repère tournant)
98
2.12 Application en dynamique des machines tournantes
0.2 0.22 0.24 0.26 0.28 0.3
490.82
490.82+2e-06
490.82+4e-06
490.82+6e-06
490.82+8e-06
Modèle 3D de référence
Modèle 3D après bascule
Modèle poutre
t (s)
W
c
(J
)
Figure 2.49.: Énergie cinétique pour ω = 1500 tr/min
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Figure 2.50.: Énergie de déformation pour ω = 1500 tr/min
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Figure 2.51.: Énergie totale pour ω = 1500 tr/min
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Figure 2.52.: Résultats en déplacements (repère tournant)
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Figure 2.53.: Résultats en déplacements (repère galiléen)
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(b) Évolution de la vitesse en repère galiléen
Figure 2.54.: Résultats en vitesses
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Figure 2.55.: Résultats en accélérations (repère tournant)
sont présentées sur la Fig. 2.56. Cette dernière et par souci de clarté est restreinte
à t ∈ [0.2, 0.3] (s). L’analyse des courbes des énergies cinétique (Fig. 2.56), de
déformation (Fig. 2.57) et totale (Fig. 2.58) conduisent aux mêmes conclusions que
pour le cas précédent et met en valeur la consistance énergétique de la bascule.
On peut se demander si la bascule montre la même eﬃcacité une fois eﬀectuée sur
un rotor soumis à un balourd et tournant à une vitesse proche de sa vitesse critique.
C’est pourquoi prend les mêmes conditions de simulations de ce cas d’étude et on
impose une vitesse de rotation de ω = 15000 tr/min (équivalent à 250 Hz). Cette
vitesse est très proche de la vitesse propre du rotor. En eﬀet, le modèle poutre du
rotor possède une vitesse propre de 253.76 Hz et celui 3D de 255.59 Hz. Cet écart est
tout à fait normal et dû aux diﬀérences de modélisations déjà mentionnés plusieurs
fois dans ce chapitre. Par contre, cet écart joue un rôle déterminant lorsqu’on impose
une vitesse de rotation proche de la vitesse critique. En eﬀet, les modèles poutre et
3D ne se comportent plus de la même manière comme le montre la Fig. 2.59. L’écart
entre les deux modèles devient très important au point que la bascule n’aura pas
de sens.
2.12.4.3. Troisième cas
Toujours pour les mêmes conditions de simulation et pour une vitesse de rotation
ω = 300 tr/min, mais avec un chargement progressif sur 0.1 (s) (selon la troisième
loi), on obtient sur le point PN les résultats suivants dans le repère tournant.
La Fig. 2.60 montre les résultats en déplacements. Si on compare ces derniers avec les
résultats en déplacements sur le même point et pour la même vitesse de rotation,
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Figure 2.56.: Énergie cinétique pour ω = 300 tr/min
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Figure 2.57.: Énergie de déformation pour ω = 300 tr/min
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Figure 2.58.: Énergie totale pour ω = 300 tr/min
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Figure 2.59.: Comparaison des comportements poutre et 3D proche d’une vitesse
propre
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Figure 2.60.: Résultats en déplacements
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i.e., en comparant la Fig. 2.60 avec les Fig. 2.52 et Fig. 2.38b, on remarque les
amplitudes des modulations est réduite en imposant le balourd d’une façon moins
violente. Cependant, la fréquence de ces modulations est toujours la même.
La Fig. 2.61 présente les vitesses et les accélérations du point PN autour de l’instant
de la bascule dans le repère tournant. Si on compare l’évolution des amplitudes
des vitesses en fonction de la loi d’imposition des balourds, i.e., en comparant la
Fig. 2.40a (premier cas), la Fig. 2.54a (deuxième cas) et la Fig. 2.61a, on remarque
que l’amplitude des vitesses diminue lorsque le balourd est imposé d’une façon moins
violente, soit la même conclusion qu’en déplacements. Cela est également vrai pour
les accélérations.
Dans ce cas d’étude et comme le balourd est imposé progressivement et d’une ma-
nière plus progressive que le cas précédent, on remarque que le rotor présente des
oscillations moins prononcées autour de sa position d’équilibre stable. Les énergies
cinétiques et de déformation (Fig. 2.63) présentent des oscillations très faibles. La
bascule ne perturbe pas l’énergie (pas d’introduction d’énergie parasite, pas d’oscil-
lations constatées sur les courbes des énergies cinétique, de déformation et totale,
etc.). On remarque sur la Fig. 2.62, qui représente l’énergie cinétique, que malgré
la faiblesse de la composante liée à la vibration du rotor par rapport à celle liée
à la rotation d’ensemble, i.e., Wcd ≪ Wcr, la bascule n’introduit pas de l’énergie
parasite dans aucune des deux composantes et n’en enlève pas non plus. L’énergie
totale (Fig. 2.64) est constante après que le balourd est établit.
2.12.5. Conclusion
Malgré un déphasage inévitable des solutions poutre et 3D de référence dû à un écart
de modèles, l’approche proposée permet, au moment de la bascule de construire une
solution 3D de bascule qui constitue une bonne approximation de la solution 3D
de référence. Cette solution 3D de bascule s’initialise à partir de la solution poutre
au moment de la bascule et possède ensuite les mêmes fréquences propres que la
solution 3D de référence. La bascule permet un gain appréciable en temps de calcul.
2.13. Conclusions
Le temps de calcul des problèmes de ralentissement accidentel de turbines incluant
un contact rotor-stator modélisé en 3D est prohibitif. On a présenté dans ce chapitre
une approche qui permet de réduire le temps de simulation tout en préservant une
bonne précision, pour un tel problème limité en espace et en temps. On a tout
d’abord résumé l’état de l’art dans le domaine de réduction de modèles qui permet
de réduire le temps de calcul sur des structures de grandes tailles soumises à des
eﬀets non linéaires localisés en espace ou en temps. Vu que le contact rotor-stator est
un phénomène non linéaire localisée à la fois en espace et en temps, on a proposé
la méthode de la bascule qui permet de réduire le coût de calcul pour de tels
problèmes tout en préservant une bonne précision. Cette bascule permet le passage
d’une simulation linéaire sur un modèle poutre à une simulation non linéaire sur
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(b) Résultats en accélérations
Figure 2.61.: Résultats en vitesses et accélérations
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Figure 2.62.: Énergie cinétique pour ω = 300 tr/min
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Figure 2.63.: Énergie de déformation pour ω = 300 tr/min
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Figure 2.64.: Énergie totale pour ω = 300 tr/min
un modèle 3D ou un modèle mixte poutre-3D (ce qui permet de réduire la taille
de la zone 3D à l’endroit du contact). Le retour vers la modélisation poutre une
fois le contact terminé, nommé la bascule inverse, n’a pas fait l’objet de cette thèse.
Cependant, la bascule inverse ne présente pas de diﬃcultés particulières et a été
abandonné car elle ne présente pas un intérêt particulier et n’est pas une priorité
dans le cadre de la thèse. Comme le développement de la bascule est lié au choix du
schéma en temps, ce chapitre présente également une analyse bibliographique des
diﬀérents schémas en temps nécessaire à la résolution de problèmes de dynamique
linéaire et non linéaire. Une résolution implicite via le schéma de Newmark et le
schéma HHT domine les exemples proposés dans la thèse.
La bascule a été proposée en deux versions. Une première qui se sert d’un amortisse-
ment numérique pour ﬁltrer les hautes fréquences générées à l’instant de la bascule,
et une deuxième plus élégante, basée sur une correction statique des déplacements
sur trois pas de temps consécutifs, permet un passage du modèle poutre vers celui
3D (ou mixte poutre-3D) sans l’excitation de hautes fréquences. Cette dernière a
été étendue sur les problèmes de dynamique des machines tournantes et a montré
d’être eﬃcace et simple d’utilisation.
La bascule a été validée sur des problèmes statiques et dynamiques (sans et avec
rotation d’ensemble). La validation s’eﬀectue en comparant les résultats en dépla-
cements, vitesses et accélérations de la solution 3D après bascule avec une solution
3D de référence calculée à partir de t = 0 et jusqu’à la ﬁn de la simulation. Une
analyse des énergies cinétiques, de déformations et totales conﬁrme la consistance
énergétique de la bascule. La bascule n’enlève pas de l’énergie et n’en insère pas
non plus.
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Ce chapitre discute également une des diﬃcultés théoriques principales de la mé-
thode de la bascule qui est la non satisfaction de la condition d’orthogonalité des
champs PUp et U3Dc. La non orthogonalité des champs est due principalement à
la diﬀérence entre les fonctions de forme des modélisations poutre et 3D. Un élan-
cement important de la structure réduit la diﬀérence de comportement entre les
modélisations poutre et 3D sans l’éliminer. En dynamique transitoire sans rotation
d’ensemble, la non orthogonalité des champs PUp et U3Dc se traduit principale-
ment par une diﬀérence de ﬂèche, vitesses et accélérations à tout instant de calcul
entre les modèles poutre et 3D. Cet écart est compensé au moment de la bascule
et la solution 3D après bascule rejoint la solution 3D de référence. Par contre,
en dynamique des machines tournantes, la non orthogonalité des champs PUp et
U3Dc se traduit, en plus des diﬀérences cités en haut, par des diﬀérences de fré-
quences propres conduisant à un déphasage entre les réponses des solutions poutre
et 3D de référence (sur les déplacements, vitesses et accélérations). Ce déphasage
n’est pas compensé par la solution 3D après bascule. Cette dernière s’accroche à
la solution poutre et possède les fréquences propres de la solution 3D de référence.
Malgré la non orthogonalité des champs PUp et U3Dc, la bascule donne des résul-
tats satisfaisants. L’orthogonalité est une condition favorable mais non nécessaire.
L’orthogonalité peut être forcée par une méthode intrusive qui a été proposée dans
ce chapitre, mais ne constitue pas un objectif de la thèse.
La bascule a été développée et codée d’une façon non intrusive sur le Code_Aster
principalement 8. Vu son caractère non intrusif, elle peut être codée sur la majorité
des codes de calcul par éléments ﬁnis.
Sur un problème de ralentissement accidentel d’une turbine, et pour lequel le contact
dure moins que 10 % du temps total de la simulation (cf.l’Annexe B et la thèse de
Roques [2]), la bascule permet un gain très appréciable en temps de calcul.
8. Dans la thèse on ne présente pas des exemples de bascule effectués sur Abaques. Cepen-
dant, plusieurs exemples tests sur Abaqus on permis de valider la bascule et ont montré qu’il est
parfaitement possible de la coder sur Abaqus, en se servant de l’interface python.
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3.6.3. Cas industriels : choix entre les modélisations 1D et 3D
La problématique industrielle exposée dans l’introduction de cette thèse nécessite
une modélisation du ralentissement d’une turbine ayant perdu une ailette terminale,
et une prise en compte des interactions rotor/stator qui ont lieu durant la phase
de ralentissement lorsque la vitesse de rotation approche la vitesse critique. Ce
ralentissement a été simulé dans le cadre de la thèse de Roques [2]. L’objectif de
notre travail est une modélisation ﬁne du contact rotor/stator pour analyser son
inﬂuence sur le ralentissement de la turbine. Roques [2] et Roques et al. [1] ont
proposé une modélisation du contact avec des éléments poutre à la fois pour le rotor
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Figure 3.1.: Vue d’une partie du stator d’une turbine du parc Nucléaire
et le stator, ce qui représente la quasi-totalité des approches visant à modéliser le
contact rotor/stator présents dans la littérature.
Le Groupe Turbo-Alternateur (GTA) a été présenté brièvement dans le Chapitre 1.
Dans ce chapitre, les exemples de calcul seront inspirés d’un vrai cas de GTA opé-
rationnel chez EDF et dont la Fig. 1.3 présente une turbine et la Fig. 3.1 montre
un diaphragme. Certaines données ne seront pas explicitées pour des raisons de
conﬁdentialité. Ce dernier est composé d’une couronne intérieure reliée par l’in-
termédiaire d’un certain nombre d’ailettes à une couronne extérieure qui est ﬁxée.
Pour optimiser le temps de calcul, les modèles de rotor et de stator présentés dans
ce chapitre seront simpliﬁés 1 tout en étant inspirés des dimensions industrielles.
En modélisation poutre du contact rotor-stator tel dans la thèse de Roques [2], le
diaphragme est simpliﬁé telle que présenté dans la Fig. 3.2. Le nombre des ailettes
est réduit pour alléger le modèle. Ces dernières sont encastrées pour éviter la mo-
délisation de la couronne extérieure. La couronne intérieure est modélisée par des
poutres courbes.
Cette représentation reste cependant simpliste, car le stator étant lui aussi modélisé
par une poutre, il n’est pas possible de prendre en compte les eﬀets localisés de
frottement surface sur surface, les eﬀets de déformation dans la section du rotor
et du stator, etc. L’objectif de ce chapitre est d’établir une comparaison entre une
modélisation simpliﬁée du contact, telle que la représentation poutre/poutre, et une
représentation plus précise telle que la représentation 3D et qui, en l’état de nos
1. Le vrai nombre d’ailettes du GTA en question est supérieur à celui utilisé dans le cadre de
la thèse. Cependant, traiter un exemple de contact rotor-stator avec un modèle de stator à ailettes
plus nombreuses alourdit le calcul et ne présente pas un intérêt majeur dans le cadre de notre
travail de thèse. Pareillement, modéliser la turbine entière revient à alourdir le calcul et ne permet
pas d’atteindre l’objectif principal qui est l’apport d’une modélisation 3D sur la modélisation du
contact rotor-stator.
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Figure 3.2.: Modélisation poutre du diaphragme selon la thèse de Roques [2]
connaissances, n’est pas traitée dans la bibliographie. Ceci permettra de mesurer
l’apport d’une modélisation 3D à de tels problèmes.
En eﬀet, les premiers modèles de rotors dans la bibliographie, sont des modèles
rigides de Jeﬀcott, cf. Childs [107]. On trouve également ce type de modélisation
ainsi que des solutions analytiques correspondants à certains problèmes de dyna-
miques des rotors transitoires dans Lalanne et Ferraris [108]. Ces modèles simpliﬁés
de rotors restent cependant approximatifs par rapport à un vrai cas industriel d’une
turbine. Ils sont pourtant largement utilisés dans la modélisation dynamique des
rotors comme dans Sun et al. [109], Al Bedoor [110], ainsi que pour le contact rotor-
stator. Les premiers modèles de contact rotor/stator, et suite à une modélisation de
Jeﬀcott des rotors, sont des cas de contact entre deux corps rigides, le rotor tournant
à vitesse imposée et par la suite, lors du contact/frottement, un couple moteur est
généré pour maintenir la vitesse de rotation du rotor constante. Par la suite, on fait
un point rapide sur les diﬀérents comportements vibratoires et les conséquences du
contact rotor-stator, ainsi que les diﬀérentes modélisations proposées dans la litté-
rature pour les prendre en compte, avant de proposer la méthode de modélisation
qui répondra au mieux aux besoins industriels exposés dans l’introduction de cette
thèse. Par contre, des contraintes imposées par le Code_Aster, ainsi que certaines
limitations théoriques, résumées dans ce chapitre ont engendré certaines diﬃcultés
sur lesquelles nous reviendrons.
3.1. État de l’art sur le contact rotor-stator
Le problème de contact entre les parties mobiles d’une machine tournante et ses par-
ties ﬁxes peut être divisé en deux catégories principales : le contact aube-carter et le
contact rotor-stator étant entendu que dans ce dernier cas il est implicite que la zone
du rotor concernée par le contact se situe sur son arbre. On s’intéresse dans le cadre
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Figure 3.3.: Turbine d’un moteur d’avion
de la thèse à la modélisation du contact rotor-stator. Cependant, les problématiques
industrielles du contact aube-carter mettent en jeu des comportements physiques
et nécessitent des méthodes de modélisation qui présentent des ressemblances avec
les problèmes de contact rotor-stator. C’est pourquoi on fait un point rapide sur les
travaux liés au contact aube-carter. A noter que dans Jacquet-Richardet et al. [111]
on trouve une synthèse bibliographique sur le contact rotor-stator et aube-carter.
Il existe également une synthèse dans Muszynska [112].
3.1.1. Le contact aube-carter
Ces contacts sont rencontrés sur des machines tournantes comportant des aubes
comme les compresseurs et les turbines d’avion. La Fig. 3.3 représente la turbine
d’un avion. En vue d’augmenter l’eﬃcacité de fonctionnement et le rendement ther-
mique de cette dernière, les fuites du ﬂuide entre les aubes et le carter sont minimi-
sés, grâce à un jeu assez faible entre le sommet des aubes et le carter. Cependant
en fonctionnement, le carter et la roue aubagée se déforment, ce qui peut conduire
à un contact entre les aubes et le carter, même dans une situation non accidentelle.
Les travaux de recherche sur le contact aube-carter sont récents dans la littérature.
Schmiechen [113] étant parmi les premiers à traiter d’une façon simpliﬁée cette pro-
blématique. La modélisation de ce phénomène est réalisée d’une façon analytique
chez certains auteurs tel Sinha [114] et Sinha [115]. D’autres ont développé des
approches par éléments ﬁnis, comme dans la thèse de Legrand [116] dans le but
de simuler les comportements vibratoires déclenchés par un contact aube-carter.
Ces comportements, classiﬁés dans Legrand et al. [117], présentent une certaine
ressemblance avec les problématiques de contact rotor-stator. Ainsi, le contact peut
être intermittent présentant des rebonds ou bien permanent. Pour réduire les eﬀets
destructifs sur l’aube en cas de contact aube-carter, le carter est revêtu d’un maté-
riau abradable. Le comportement dans un tel cas a fait l’objet de plusieurs études
récentes dont Legrand et Pierre [118] et Batailly et al. [119].
Le contact, aube-carter, ou bien rotor-stator, est un problème complexe et forte-
ment non linéaire avec la présence de contact, frottement, et des plastiﬁcations
possibles. Il présente à la fois des aspects multi-physiques (vibrations, contact, eﬀet
thermo-mécanique, etc.) et multi-échelles (eﬀets localisés sur une petite partie de
la structure). Il est diﬃcile à modéliser. Les modélisations par éléments ﬁnis ont
116
3.1 État de l’art sur le contact rotor-stator
permis la prise en compte de plus de détails physiques et comportementaux. Par
contre, la majorité des approches par éléments ﬁnis traitent le contact aube-carter
par un contact poutre-poutre (aube et carter modélisés par des éléments poutre) et
reposent sur une technique de projection sur base modale pour réduire la taille du
problème cf. Legrand et al. [117], Batailly et al. [120]. D’autres techniques de réduc-
tion de modèles telles que la méthode Craig-Martinez ou Craig-Bampton peuvent
aussi être utilisées (Batailly et al. [120, 121]). Pour une meilleure prise en compte
du contact, une modélisation et un algorithme de contact 3D ont été mis en place
dans Legrand et al. [122]. La surfaces de contact du carter est modélisée avec des
B-splines quadratiques. Les résultats sont validés à travers une comparaison avec
une modélisation 3D standard sur le code commercial ANSYS.
Les modélisations 3D du contact aube-carter apportent une vision plus rigoureuse
des phénomènes physiques en place. Certains aspects, comme les plastiﬁcations
localisées, les eﬀets thermoplastiques localisés, l’arrachement du matériau abradable
du carter, etc. ne sont perçus qu’à travers une modélisation 3D des surfaces de
contact. Cette nécessité d’une modélisation 3D pour le contact aube-carter, soulève
la question de la validité des modélisations simpliﬁées de type poutre pour le contact
rotor-stator. En eﬀet, le contact rotor-stator met en jeu des phénomènes physiques
et vibratoires assez complexes, voire plus complexes, que le contact aube-carter. Il
est par la suite intéressant d’examiner l’apport d’une telle modélisation par rapport
à une modélisation simpliﬁée avec des éléments poutre. Tout d’abord faisons un
point sur les diﬀérents aspects et modélisations du contact rotor-stator existant
dans la bibliographie.
3.1.2. Effets physiques du contact rotor-stator
Dans un cas industriel comme celui de la perte d’une ailette terminale, un fort
balourd est déclenché causant la vibration de la turbine. Le rotor, suite à ces vibra-
tions importantes intensiﬁées par le passage par une vitesse critique, peut entrer en
contact avec le stator. Le contact rotor/stator peut se traduire par plusieurs consé-
quences, dont le ralentissement en cas de rotation libre, l’échauﬀement, l’usure, etc.
Le comportement vibratoire du rotor et même du stator peut être très varié suite à
un contact rotor/stator. Certains ouvrages bibliographiques représentent une source
riche d’informations sur la caractérisation du contact, tels les travaux de Muszynska
[123, 112], Ahmad [124], Ehrich [125] et d’autres.
3.1.2.1. Comportement vibratoire du rotor
On résume par la suite les diﬀérents comportements vibratoires du rotor dus à un
contact rotor-stator, mentionnés dans la bibliographie suite aux études analytiques,
numériques et expérimentales.
Le contact rotor-stator peut prendre un caractère permanent. Dans ce cas on dis-
tingue deux possibilités :
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Contact annulaire complet en précession directe : soit un contact annulaire
complet (full annular rub) avec une précession directe (Forward Synchronous Whirl),
c’est-à-dire, que le rotor est maintenu en contact frottant face au stator et le sens
de sa précession est le même que le sens de rotation autour de lui même.
Précession inverse : les forces de frottement sur la surface de contact rotor-stator
entraînent alors le rotor dans une précession inverse Bartha [126], et dans ce cas le
rotor est maintenu en contact frottant contre le stator mais, le sens de la précession
est l’opposé de celui de la rotation. Cela peut se traduire par un roulement sans glis-
sement (Dry Whirl ou aussi dry friction backward whirl) ou bien par un mouvement
de contact frottant avec glissement dans le sens de la précession (Dry Whip). Plu-
sieurs facteurs favorisent la précession inverse. Cependant, ce sont majoritairement
les forces de frottement à la surface de contact rotor-stator qui selon leur intensité
induisent la précession inverse. Le coeﬃcient de frottement entre les surfaces est par
la suite un facteur déterminant Choi [127]. La rigidité du rotor et du stator joue un
rôle également. Une rigidité élevée intensiﬁe les forces de frottement à la surface et
favorise la précession inverse (Choy et Padovan [128]). Childs et Bhattacharya [129]
ont utilisé un modèle de rotor rigide simpliﬁé de Jeﬀcott pour l’analyse de certains
eﬀets liés aux vibrations d’un balourd avec contact rotor/stator. La modélisation
du contact est réalisée à travers un modèle analytique de la dynamique du rotor.
Les auteurs insistent, ainsi que Jiang et Ulbrich [130], sur la nocivité du Dry Whip
sur les machines tournantes. Le rotor maintient un frottement permanent contre le
stator, et un sens de précession inverse à celui de la rotation du rotor et tourne à
une fréquence propre proche de celle du modèle couplé rotor-stator. Ce phénomène
peut conduire à des usures de surface, dont un modèle simpliﬁé n’est pas capable
de rendre compte. Une modélisation similaire a été utilisée par Khanlo et al. [131]
pour mettre en évidence l’importance de prendre en compte les forces de Coriolis et
les forces centrifuges pour la modélisation du rotor et surtout pour des applications
avec contact rotor-stator car le contact pourrait avoir lieu à des vitesses inférieures.
La prédiction de certains comportements tels que le contact annulaire complet, la
précession directe et inverse et la bascule entre ces comportements a fait l’objet du
travail de Shang et al. [132].
Rebonds : le contact rotor-stator peut aussi être intermittent, c’est ce qu’on ap-
pelle les rebonds. Les rebonds peuvent être transitoires ou se produire de façon
permanente. Ils peuvent avoir un caractère périodique ou quasi-périodique, mais
également chaotique. C’est-à-dire qu’ils ne présentent aucune répétabilité avec le
temps même si ce dernier tend vers l’inﬁni comme indiqué par Muszynska et Gold-
man [133]. Le comportement périodique devient moins probable et les phénomènes
chaotiques dominent lorsque le contact devient de plus en plus raide comme men-
tionné par Popprath et Ecker [134].
Ralentissement : si le rotor n’est pas entraîné par un couple moteur, le contact
fait ralentir le rotor. Le ralentissement est moins traité dans la littérature du fait
que son traitement nécessite de prendre en compte la dynamique transitoire d’une
part, et la variation de la vitesse de rotation d’autre part. On cite principalement
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les travaux de Roques [2] et Roques et al. [1] ainsi que Braut et al. [135] qui par une
modélisation analytique d’un rotor de JEFFCOTT et un stator rigide suspendu, a
étudié le ralentissement dû au contact rotor-stator.
Roques [2] et Roques et al. [1] ont eﬀectué une analyse étendue sur les diﬀérents
paramètres ayant de l’inﬂuence sur le ralentissement de la turbine. On cite principa-
lement l’inﬂuence du coeﬃcient de frottement, et la rigidité du stator. Les auteurs
ont conclu qu’une représentation rigide du stator sous estime le déplacement du
rotor et l’eﬀet au niveau des paliers. Le comportement du rotor peut changer signi-
ﬁcativement selon la raideur du stator. Cette conclusion est également donnée par
Popprath et Ecker [134], qui ont modélisé un contact rotor-stator intermittent et
de courte durée. La modélisation du contact se fait grâce à une modélisation ma-
thématique qui adapte l’équation du mouvement du rotor, pour prendre en compte
le contact, ainsi que la plasticité, éventuelle, due au contact.
3.1.2.2. Effets sur les modes propres
Muszynska [112] met en évidence la nocivité du contact rotor stator sur une machine
tournante et cite certains eﬀets tel que le couplage rotor-stator qui augmente la
raideur du rotor et change les fréquences propres du modèle. Cette même conclusion
a été apportée par Chu et Lu [136] pour développer une technique novatrice pour la
modélisation du contact rotor-stator suite à un balourd. Comme le contact revient à
ajouter un support supplémentaire pour le rotor, la raideur du rotor change durant
le contact, et par la suite les auteurs ont proposé de calculer une raideur transitoire
du système durant le contact, et dont l’évolution au cours du temps permet de
constater à l’eﬀet du contact. Cette méthode est adaptée au cas de contact de
courte durée et pour des surfaces de contact non déformables, ce qui reste loin des
problématiques industrielles de contact rotor-stator, mais met en évidence l’eﬀet du
contact sur la modiﬁcation des modes propres du modèle rotor/stator.
3.1.2.3. Effets thermo-mécaniques
La majorité de l’énergie dissipée par le contact est transformée en chaleur. Cela
conduit à des dilatations locales conduisant à la création d’un balourd supplémen-
taire dû aux eﬀets thermiques et à une consommation supplémentaire du jeu existant
entre les parties mobiles et les parties ﬁxes. Dans le cas du contact aube-carter, la
majorité de la chaleur est reçue par le stator causant sa dilatation. L’inﬂuence des
eﬀets thermo-mécaniques sur le comportement vibratoire lors d’un contact aube-
carter a fait l’objet du travail de Millecamps [137], Millecamps et al. [138]. Les
auteurs ont considéré l’eﬀet de la dilatation thermique du carter sur le jeu aube-
carter. Dans le cas d’un contact rotor-stator, la majorité du ﬂux de chaleur aﬀecte
le rotor qui se dilate localement et ﬂéchit. La ﬂexion sous une charge thermique est
connue sous le nom de l’eﬀet de Newkirk et a fait l’objet de nombreuses études dans
la littérature. Goldman et al. [139] ont étudié l’eﬀet de ﬂexion dans le rotor suite à
l’échauﬀement causé par un frottement rotor-stator. Les eﬀets thermo-mécaniques
peuvent induire des vibrations dites spirales (spiral vibrations). Une étude analy-
tique, numérique et expérimentale menée par Sawicki et al. [140] sur un modèle de
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Jeﬀcott permet d’illustrer cet eﬀet. Plus récemment, Bachschmid et al. [141] ont
proposé une modélisation plus réaliste d’un rotor industriel avec les paliers et la
fondation, pour l’étude des vibrations spirales dues aux eﬀets thermo-mécaniques.
Les auteurs, et pour avoir une modélisation plus réaliste d’un cas industriel que le
modèle de Jeﬀcott, ont proposé une modélisation basée sur des éléments de poutre.
Des éléments 3D sont utilisés pour la compréhension de la distribution locale de
la chaleur due au frottement. Cependant, cette modélisation reste simpliﬁée car le
contact rotor-stator reste géré par des équations analytiques. Une modélisation des
zones de contact, sur le rotor et sur le stator par des éléments 3D, et l’utilisation
d’algorithmes adaptés pour une meilleure représentation du contact, reste à notre
connaissance non abordée dans la littérature.
Les eﬀets thermo-mécaniques sont des eﬀets non linéaires car la dilatation dépend
des eﬀorts de frottement et de contact qui à leur tour dépendront du jeu entre
les parties ﬁxes et mobiles et qui est intimement lié à la dilatation thermique et la
ﬂexion thermique du rotor (eﬀet Newkirk). C’est une problématique complexe, trai-
tée largement dans la littérature comme par Goldman et Muszynska [142]. Elle ne
fait pas partie des objectifs de la thèse, mais représente une perspective intéressante.
L’utilisation de la bascule développée dans le chapitre précédent est également utile
dans le cadre d’une analyse thermo-mécanique.
En addition à tous les eﬀets cités ci-dessus, on ajoute des eﬀets localisés comme la
plastiﬁcation/rigidiﬁcation de certaines zones locales conduisant à un changement
des fréquences propres du système, l’arrachement de matière, l’usure, la ﬁssuration,
etc.
3.1.3. Besoins de modélisation, approches existantes et
conclusion
Dans le §3.1.2 on a essayé d’exposer brièvement les diﬀérents eﬀets et comporte-
ments dus à un contact rotor-stator. Ces eﬀets sont variés, et présentent un caractère
complexe et fortement non linéaire. La modélisation correcte de ces phénomènes
nécessite la modélisation d’eﬀets locaux, tels que la déformation dans la section,
l’échauﬀement local, le frottement surface contre surface, etc. Dans le cadre de la
thèse, on s’intéresse à comprendre le phénomène de ralentissement de la turbine
suite à un contact rotor-stator. Une modélisation simpliﬁée par des éléments poutre
répond à cette question, mais avec des limitations sur la précision d’une telle modé-
lisation, pour la compréhension de cet eﬀet qui met en jeu des phénomènes locaux
diﬃciles à capter par une modélisation poutre.
Ces limitations sont encore plus importantes lorsque l’étude du contact rotor-stator
est basée sur un rotor simpliﬁé de Jeﬀcott et un stator décrit par un corps rigide.
Il existe cependant une abondante littérature sur ce sujet. La majorité des études
se concentrent sur une résolution analytique des équations diﬀérentielles décrivant
cette modélisation simpliﬁée, et négligent dans la majorité de ces études les eﬀets
gyroscopiques, Karpenko et al. [143], Chu et Zhang [144, 145]. D’autres modèles
simpliﬁés mais pas nécessairement de Jeﬀcott font l’objet d’analyse dans la lit-
térature. Dai et al. [146] propose une modélisation analytique et une vériﬁcation
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expérimentale du comportement d’un rotor avec contact annulaire complet avec un
obstacle rigide.
Toutes ces approches restent cependant éloignées des cas industriels. Certaines mo-
délisations par éléments ﬁnis traitent des cas industriels plus complexes. On pense
au travail de Peletan et al. [147, 148] et à la thèse Peletan [5] qui repose sur une
modélisation par des éléments poutre d’une turbine industrielle de EDF (rotor et
stator) et utilise la méthode de la balance harmonique pour la simulation du com-
portement de cette turbine lors du contact rotor-stator. Pour le ralentissement, le
modèle de Roques [2] et Roques et al. [1] reste le travail le plus avancé en modéli-
sation poutre. Le modèle prend également en compte les eﬀets gyroscopiques.
Par conséquent pour le contact rotor-stator, il apparaît que les eﬀets physiques
en jeu ne sont pas pris en compte correctement par les modélisations actuelles
qui restent simpliﬁées. Un des objectifs de la thèse est d’étudier l’apport d’une
modélisation tridimensionnelle du contact, dans un modèle éléments ﬁnis. Cette
problématique est très actuelle si on examine l’état de l’art du contact aube-carter,
dans laquelle l’utilisation des éléments 3D a récemment fait l’objet de publications
comme Legrand et al. [122] (voir le §3.1.1). L’approche proposée dans cette thèse
vise à réduire le temps de calcul d’une modélisation entièrement tridimensionnelle.
On analyse dans la suite de ce chapitre, les diﬀérents algorithmes disponibles dans
les codes commerciaux pour le traitement du contact, et on fera une comparaison
entre une modélisation d’un contact simpliﬁé poutre-poutre et un autre avec des
éléments 3D quadratiques, pour mesurer l’apport d’une telle modélisation sur les
problèmes de contact en machines tournantes.
3.2. Algorithmes de traitement du contact
Dans le cadre de la thèse, il a été choisi d’utiliser un logiciel de calcul par élé-
ment ﬁni commercial et être capable de traiter le contact rotor/stator à travers les
algorithmes de contact standard existant dans de tels codes. Dans la littérature,
certains auteurs proposent des méthodes analytiques ou numériques sophistiquées
dédiées aux problèmes de contact rotor/stator. Aﬁn de respecter l’objectif de non
intrusivité de la thèse, on s’oriente donc vers sur l’utilisation des algorithmes de
contact présents dans les codes de calcul par éléments ﬁnis. On les exposera briè-
vement dans la suite, en mettant plus d’accent sur les algorithmes présents dans le
code de calcul par éléments ﬁnis utilisé : Code_Aster, et on présentera une synthèse
des diﬀérentes possibilités de traiter le problème de contact rotor/stator pour une
modélisation poutre et une modélisation 3D, ainsi que les diﬀérents avantages et
inconvénients liés à chaque approche.
3.2.1. Le contact frottant : problème fortement non linéaire
Le contact reste parmi les problèmes les plus compliqués à traiter et présente un
caractère fortement non linéaire. La pression de contact dépend de la surface de
contact entre les deux corps et la force de frottement peut dépendre aussi de
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la vitesse de glissement des deux corps. La résolution des problèmes de contact,
analytiquement mais surtout numériquement, a fait l’objet de nombreuses études
et est en développement permanent. On peut se référer à Wriggers [149, 96] et
Laursen [150] pour une synthèse des approches existantes pour le traitement du
contact/frottement.
La résolution d’un problème de contact entre deux corps nécessite la résolution d’un
problème géométrique lié à la position relative des deux corps et une résolution du
problème de contact entre les deux corps, qui permet d’obtenir la pression de contact
de laquelle dépend la force de frottement entre les deux corps. Le premier problème
est le problème de l’appariement géométrique et le second celui de la résolution.
La littérature et les logiciels de calcul par éléments ﬁnis proposent pour chaque
problème diﬀérentes méthodes de résolution, dont certaines sont plus précises que
d’autres, mais aux dépens du temps de calcul qui est généralement grand pour les
problèmes de contact, surtout en dynamique et en présence de frottement.
3.2.2. Appariement géométrique
Les algorithmes de contact dans les logiciels commerciaux transforment le problème
de contact en une résolution d’un problème d’appariement et puis une résolution
d’un problème de contact. Plusieurs méthodes de résolution de l’appariement géo-
métrique entre les deux corps maillés par éléments ﬁnis existent. La méthode d’ap-
pariement nodal (node-to-node contact) n’est pas très répandue vu sa précision et
sa modularité limitée. Elle consiste à calculer le jeu entre les nœuds des deux sur-
faces qui sont susceptibles d’être en contact et d’imposer les forces de contact sur
les nœuds présentant un jeu nul. Aucune force de contact ne peut-être imposée sur
une zone de l’élément ﬁni en dehors des nœuds. Cette méthode peut conduire à des
interpénétrations locales, car deux éléments ﬁnis appartenant chacun à un des deux
solides en contact, peuvent être en contact, alors que leurs nœuds présentent un
jeu. Cela est plus clair en cas de contact entre deux surfaces concaves ou convexes,
où la forme de l’élément ﬁni joue un rôle et doit être représentée par des éléments
quadratiques comme illustré dans la Fig. 3.4.
La méthode d’appariement la plus utilisée est la méthode d’appariement maître-
esclave Belytschko et al. [98] (voir Fig. 3.5). La surface la plus rigide et la moins
ﬁne sera la surface maître et les nœuds de la surface esclave seront projetés sur la
surface maître pour en déduire le jeu entre les structures.
L’objectif de l’appariement géométrique est le calcul du jeu entre les deux surfaces
Γ1 et Γ2. Les deux solides S1 et S2 de la Fig. 3.6 sont susceptibles d’entrer en contact.
Si une méthode d’appariement maître-esclave est appliquée sur la Fig. 3.6, avec Γ1
est la surface maître et Γ2 la surface esclave. La distance gnentre les surfaces maître
et esclave est calculée par 2 :
gn = min
x1∈Γ1
||x1 − x¯2|| (3.1)
2. La méthode d’appariement maître-esclave voit son temps de calcul augmenter d’une façon
non linéaire avec l’augmentation de la finesse des surfaces maître et esclave, à cause des itérations
requises par les Eq. (3.1) et Eq. (3.2).
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jeu jeu
interpénétration
Figure 3.4.: Représentation de la géométrie pour le contact. On a interpénétration
des deux corps alors que le jeu entre les nœuds est positif.
n
Surface Esclave
Surface Maître
Figure 3.5.: Conditions maître-esclave pour le contact
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S1
S1
S2
S2
Γ1
Γ1
Γ2
Γ2
n
gn
Figure 3.6.: Illustration d’un contact entre deux corps
x1 est point appartenant à la surface esclave Γ1 et x¯2 ∈ Γ2 est cherché tel que la
distance entre x1et x¯2 soit minimale :
||x1 − x¯2|| = min
x2∈Γ2
||x1 − x2|| (3.2)
où x2 est un point de la surface maître Γ2. Cela revient à projeter x1 sur Γ2 selon
la normale sortante n de Γ2. On distingue trois cas diﬀérents selon la valeur de gn :
1. gn > 0 : pas de contact.
2. gn = 0 : contact parfait.
3. gn < 0 : interpénétration.
La troisième ne représente pas le phénomène physique de contact. Par contre, cette
dernière est nécessaire à certains algorithmes de résolution du contact, comme la
méthode de pénalité (cf. §3.2.4.2).
Pour deux surfaces de rigidités équivalentes, Noels [70] propose un algorithme à
double face qui alterne durant le calcul les surfaces maître et esclave. Par cette
approche, une force peut être imposée sur un endroit quelconque de l’élément ﬁni et
les forces seront calculées sur les nœuds selon la fonction de forme de l’élément. Cela
empêchera les interpénétrations locales inévitables avec une méthode d’appariement
nodal. Cette méthode permet de traiter correctement un problème de contact rotor-
stator si les surfaces sont maillées avec des éléments quadratiques. Des éléments
linéaires induiront des contact locaux purement numériques comme schématisé par
la Fig. 3.7. Ils causent également des problèmes de discontinuité de la normale sur
les surfaces de contact.
3.2.3. Le contact : un problème d’optimisation
D’après Wriggers [96], les conditions cinématiques sont les conditions géométriques
du contact. Il faut donc connaître la distance ou bien l’interpénétration gn pour le
calcul du contact normal.
Lorsque gn est strictement négative une interpénétration a lieu. La condition de
contact est la condition de non pénétration entre les deux solides. Elle est connue
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jeu
interpénétration
élément linéaire
élément quadratique
Figure 3.7.: Utilité des éléments quadratiques pour le contact
souvent sous le nom de la condition de Kuhn-Tucker-Karush 3(Minoux [152]) donnée
par :
gn ≥ 0
pn ≤ 0
pngn = 0 (3.3)
Avec pn qui représente la pression de contact. Par cette formulation du contact,
la pression de contact est considérée comme une force de réaction. Les Eq. (3.3)
peuvent être présenté par la Fig. 3.8. La courbe obtenue n’est pas une fonction, est
non diﬀérentiable en gn = 0 et est compliquée à respecter numériquement.
Au comportement normal du contact, s’ajoute le comportement tangentiel de frotte-
ment. On distingue deux comportements tangentiels : un contact collant (adhérent)
et un contact glissant. On déﬁnit gt comme étant la distance de glissement entre
x1 de la surface esclave Γ1 et son projeté x¯2 de la surface maître Γ2. g˙t représente
le vecteur vitesse de glissement dans la direction tangentielle. On peut formuler
d’une façon générale le comportement tangentiel du contact qui génère une force
tangentielle Ft par :
3. Une autre approche pour la formulation du contact existe, et permet de prendre en considé-
ration le comportement micro-mécanique au niveau du contact ainsi que la porosité des surfaces
en contact (se référer à Kragelsky et al. [151]). Cette approche n’est pas intéressante pour les
applications dans le cadre de la thèse.
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pn
gn
Figure 3.8.: Comportement normal au contact
Ft = −fˆ (pn, g˙t, gt, θ, ...)
g˙t
||g˙t||
(3.4)
fˆ est une fonction qui dépend de la pression de contact pn, de la vitesse et distance de
glissement respectivement g˙t et gt, de la température des surfaces de contact θ, ainsi
que d’autres paramètres comme l’état des surfaces, leur humidité, etc. L’Eq. (3.4)
est une formulation générale du comportement tangentiel du contact. En général,
des hypothèses simpliﬁcatrices sont faites et conduisent à l’adoption d’un coeﬃcient
de frottement qui ne dépend que des propriétés matériaux. La loi de frottement la
plus utilisée pour décrire le frottement entre deux solides est la loi de Coulomb :
||Ft|| ≤ µpn (3.5)
où µ désigne le coeﬃcient de frottement de Coulomb. Si ||Ft|| < µpn, cela implique
que le contact est collant (g˙t = 0). Si le contact est glissant g˙t 6= 0 on a :
Ft = −µpn
g˙t
||g˙t||
(3.6)
Le comportement en frottement selon la loi de Coulomb peut-être résumé par la
Fig. 3.9.
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Figure 3.9.: Comportement tangentiel au contact frottement
L’équation fondamentale de la dynamique d’un corps soumis à des eﬀorts de contact
s’écrit :
Mu¨+Cu˙+Ku+ Fcont = Fext (3.7)
oùM, C etK sont respectivement les matrices de masses, amortissement et raideur.
u¨, u˙ et u sont les vecteurs d’accélérations, vitesses et déplacements. Fcont représente
les eﬀorts de contact aux nœuds et Fext les forces extérieures. Par la suite on exa-
mine les méthodes de résolution d’un problème de contact en dynamique décrit par
l’Eq. (3.7).
3.2.4. Résolution
3.2.4.1. Multiplicateur de Lagrange
L’objectif de la méthode des multiplicateurs de Lagrange Belytschko et Neal [153]
est d’interdire la pénétrabilité des corps, i.e., gn ≥ 0 de la condition de Kuhn-
Tucker-Karush dans la formulation du contact (voir l’Eq. (3.3)) .
L’Eq. (3.7) s’écrit selon la formulation par la méthode des multiplicateurs de La-
grange :
Mu¨+Cu˙+Ku+
ˆ
Γ1
(λnδgn + λt.δgt)dS = Fext (3.8)
λn est le multiplicateur de Lagrange lié à la force normale de contact et peut être
interprétée comme une force de contact. δgn est la variation de la distance entre les
surfaces de contact selon la direction normale. λt.δgt représente la contrainte dans
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la direction tangentielle. Dans le cas d’un contact adhérent, λt peut être interprétée
comme une force de frottement.
L’Eq. (3.8) peut s’écrire sous la forme du système suivant :
Mu¨+Cu˙+Ku+GTλ = Fext
GT [X+ u] = 0
(3.9)
où G est une matrice exprimant les contraintes liées au contact, X est le vecteur
des coordonnées des nœuds et λ est le vecteur comportant les multiplicateurs de
Lagrange.
Le respect de la non pénétrabilité des corps, garanti par la méthode des multi-
plicateurs de Lagrange, se fais aux dépens de la taille du système qui augmente
considérablement si le nombre de contacts détectés est important. De plus, la ma-
trice tangente est mal conditionnée et cette méthode peut perturber certains sché-
mas d’intégration en temps car elle induit des fréquences propres inﬁnies dans le
système comme mentionné par Géradin et Cardona [154]. La méthode des multi-
plicateurs de Lagrange est largement répandue dans la littérature comme dans les
travaux de Legrand et al. [122], Legrand et Pierre [118], Batailly et al. [119], Roques
et al. [1] et bien d’autres pour sa précision.
3.2.4.2. La méthode de pénalité
La méthode de pénalité permet de transformer le problème de contact en un pro-
blème d’optimisation sans contraintes. Son principal avantage est qu’elle n’augmente
pas la taille du problème à résoudre, et permet d’obtenir des temps de calcul raison-
nables. Par contre, le principal désavantage de cette méthode est qu’elle ne respecte
pas parfaitement la condition de non pénétration des corps en contact. En eﬀet, la
méthode de pénalité impose une force proportionnelle à l’interpénétration et de di-
rection opposée au sens du mouvement FPext = Kn|gn|. OùKn ≥ 0 est un coeﬃcient
de pénalité du contact homogène à une raideur.
pn
gn
Kn
Figure 3.10.: Comportement normal régularisé par pénalisation au contact
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Ft
gn
gn
Kt
Vt
µpn
−µpn
Figure 3.11.: Comportement tangentiel régularisé par pénalisation au contact
La Fig. 3.10 schématise la méthode de pénalité en contact. Cette loi est d’autant
plus correcte que le coeﬃcient de pénalité est grand, et si Kn →∞, la méthode de
pénalité sera équivalente à la loi physique décrite par Eq. (3.3) et par la Fig. 3.8. Par
contre, cela conduit à des problèmes de conditionnement de la matrice de raideur
tangente et à la divergence. D’où l’impossibilité d’interdire les interpénétrations. Le
frottement peut être aussi pénalisé par un facteur Kt ≥ 0 et dans ce cas la condition
de collage ne sera pas réalisée et la Fig. 3.9 se transforme en Fig. 3.11.
Pour le cas d’un contact adhérent, l’Eq. (3.7) s’écrit selon la formulation par la
méthode de pénalité :
Mu¨+Cu˙+Ku+
ˆ
Γ1
(Kngnδgn +Ktgt.δgt)dΓ1 = Fext (3.10)
Pour un cas d’un contact collant, l’Eq. (3.10) change en :
Mu¨+Cu˙+Ku+
ˆ
Γ1
(Kngnδgn + Ft.δgt)dΓ1 = Fext (3.11)
Bien que cette approche ne respecte pas l’interdiction de pénétration des corps,
elle est répandue pour sa facilité d’utilisation et car elle intéressante pour traiter
des cas de grandes dimensions. Il faut alors procéder à une analyse paramétrique
pour s’assurer de la non dépendance des résultats aux paramètres Kn et Kt tout en
s’assurant que la pénétration reste négligeable.
3.2.4.3. Méthodes hybrides ou mixtes
Pour pallier les problèmes de conditionnement de la matrice tangente et pour avoir
une méthode adaptée aux systèmes de grande taille, la méthode du Lagrangien aug-
mentée Glowinski et Tallec [155] combine le principe de la méthode de pénalité et du
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Stator 3D
Stator 1D
Rotor 3D
R
Zone de contact
ǫ
Modélisation 3D
r =
ǫ
2
Rotor 1D
Modélisation poutre
Figure 3.12.: Approche utilisée par le Code_Aster pour le contact 1D
multiplicateur de Lagrange. Un coeﬃcient de pénalité est utilisé et le multiplicateur
de Lagrange Λ est un paramètre calculé par une méthode itérative. Il est initialisé à
zéro, et les itérations ont lieu jusqu’à la réduction de l’interpénétration à la valeur
souhaitée. Le multiplicateur représentera à ce niveau la force de contact. Un pro-
blème de contact-frottement pourrait également être traité de cette manière. Des
exemples d’application peuvent être trouvés dans Kikuchi et Oden [156], Laursen
et Simo [157], Wriggers et Simo [158], Alart et Curnier [159].
A noter que d’autres méthodes hybrides existent dans la littérature telle la méthode
du Lagrangien perturbé. Plus de détails peuvent être trouvés dans Oden [160] et
Simo et al. [161].
3.2.5. Traitement du contact rotor-stator en modélisation
poutre : la loi de choc
Le §3.2 présente les traits principaux d’un algorithme de traitement d’un problème
de contact entre deux corps. Pour le traitement du contact rotor-stator en modélisa-
tion poutre, il faut écrire les équations qui décrivent la physique du contact et puis
transformer le problème physique en un problème d’optimisation qui sera résolu par
une des méthodes exposées dans le §3.2.4 après avoir choisi une méthode d’apparie-
ment. Cependant, il existe, dans les codes commerciaux de calcul par éléments ﬁnis,
des algorithmes simples d’utilisation et pratiques et qui sont adaptés à ce type de
problème. Le Code_Aster présente un algorithme dit la loi de choc qu’on exposera
par la suite et qui sera utilisé dans le cadre de la thèse.
La Fig. 3.12 schématise le principe de la loi de contact, dite loi de choc, disponible
dans le Code_Aster pour le traitement du contact rotor-stator en modélisation
poutre. La méthode d’appariement utilisée par la loi de choc est une méthode d’ap-
pariement nodale et la méthode de résolution du problème de contact/frottement
est une méthode de pénalité.
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Prenons le cas simple d’un stator sans ailettes (une simple couronne de rayon inté-
rieur R et d’épaisseur ǫ dans le plan). Une modélisation poutre de ce dernier sera
un ensemble de poutres courbes formant un cercle de rayon R +
ǫ
2
. Les diﬀérents
nœuds du stator sont représentés par des points verts sur la Fig. 3.12. La section
du rotor en modélisation poutre est représentée par un nœud. Ce dernier est sus-
ceptible de rentrer en contact avec les diﬀérents nœuds du stator. La représentation
est donc d’autant plus précise que le nombre de nœuds du stator est important. Le
temps de calcul croît d’une façon non linéaire (exponentiellement) avec le nombre
de nœuds de contact. A chaque nœud de contact est aﬀecté un disque rigide qui
permet de bien prendre en compte les distances relatives des diﬀérents nœuds. Ce-
pendant, cette hypothèse dite de bi-cercle ne permet pas de prendre en compte les
déformations des sections du rotor et du stator. Le nœud du rotor sera doté d’un
disque rigide lui permettant d’avoir la bonne distance face aux diﬀérents disques
rigides aﬀectés au diﬀérents nœuds du stator et qui, ensemble, forment le stator. Les
éléments de poutre qui décrivent le rotor ou le stator sont déformables au niveau de
leur ligne moyenne, ce qui permet de changer les positions relatives des diﬀérents
disques.
Os
Or
V1
ωOr/Osω
V2
X
Y
Z
z
x
yP
Figure 3.13.: Prise en compte de V2 dans la force de frottement
La Fig. 3.13 schématise un système rotor-stator. Le rotor (en rouge) est soumis à un
balourd qui déplace le centre du rotor de sa position initiale Os confondue avec le
centre du stator, jusqu’à ce que le jeu rotor-stator soit consommé et que le contact
ait lieu. Le rotor continue à tourner autour de lui même (autour de Or) à une vitesse
ω et son centre de rotationOr tourne autour de Os à une vitesse ωOr/Os (qui peut être
diﬀérente de ω). Or possède une vitesse linéaire dont la composante tangentielle qui
appartient au plan de contact est notéeV1 sur la Fig. 3.13. La rotation du rotor, qui
est de rayon R, autour de lui même génère une vitesse linéaire dont la composante
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tangentielle dans le plan de contact est notée V2.
La version stabilisée de Code_Aster n’est pas capable de traiter correctement le
frottement du rotor sur le stator, car elle ne prend pas en compte la rotation du
rotor autour de lui-même (elle néglige V2). Cela se traduit par des imprécisions
très élevées car généralement, c’est la rotation du rotor autour de lui même qui
contribue le plus à la force de frottement. Cette dernière pourrait également avoir
un sens opposé à la rotation de Or autour de Os (précession inverse). Pour palier à
ce problème, un développement a été proposé et utilisé dans le cadre de la thèse de
Peletan [5]. On résume le principe par la suite.
Sur la Fig. 3.13, (X,Y,Z) est un repère orthonormé attaché à Or et tourne autour
de Os sans tourner autour de lui même (il n’est pas associé à la rotation du rotor
autour de lui même). Sur le point de contact rotor-stator on attache un repère
orthonormé (x,y, z) qui suit la rotation du rotor autour de lui même et tel que y
est de même sens et direction queX. Par ailleurs, z est de même sens et direction que
Y à l’instant t = 0 (l’instant auquel commence la rotation du rotor). Le problème de
contact dans le Code_Aster est écrit dans le repère ﬁxe, mais résolu à chaque nœud
de contact dans le repère (x,y, z). C’est pourquoi en vue d’eﬀectuer les modiﬁcations
nécessaires à la prise en compte de V2 dans le calcul de la force de frottement entre
le rotor et le stator, V1 est transformée au repère (x,y, z) et sera notée V1r. Dans
le repère (x,y, z), la vitesse du point P s’écrit alors :
Vp = V1r −R× ωx (3.12)
L’Eq. (3.12) permet de prendre en compte la rotation du rotor autour de lui-même
dans le calcul de la force de frottement. Cette approche a été programmée sous
forme d’une surcharge, qui a été ajoutée à la version stabilisée de Code_Aster et a
été utilisée dans le cadre de la thèse.
3.3. Le contact rotor-stator sur le Code_Aster
L’utilisation des algorithmes de traitement du contact présentés dans le §3.2 n’est
pas indépendante du logiciel commercial de calcul par éléments ﬁnis. Ce dernier
pourrait restreindre le choix en imposant des contraintes pratiques. Le traitement
d’un problème de contact rotor-stator en modélisations poutre et 3D dépend prin-
cipalement des cinq choix suivants :
– Le repère dans lequel est écrit et résolu le problème de dynamique transitoire des
machines tournantes (repère ﬁxe ou repère tournant). Cela détermine également
la façon d’imposer le chargement et la rotation sur le rotor.
– La méthode d’appariement.
– La méthode de résolution.
– Le schéma en temps.
– Résolution sur base physique ou base modale.
On présente par la suite les diﬀérentes possibilités oﬀertes par le Code_Aster pour
le traitement du contact rotor-stator en modélisation poutre et 3D. Les cas d’études
traités sont inspirés de cas industriels et sont adaptés aux possibilités de simulation
oﬀertes par le code dont le choix a été justiﬁé dans le Chapitre 1.
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3.3.1. En modélisation poutre
Dans le Code_Aster, le calcul du contact rotor-stator en modélisation poutre est
assez simple d’utilisation et très peu coûteux en temps CPU. Il est uniquement
possible par une loi dite de choc (se référer à Alarcon [162] et au §3.2.5).
Choix du repère : la résolution s’eﬀectue dans le repère ﬁxe du rotor. Par contre,
la vitesse de rotation du rotor autour de lui même est une connue du problème
et sa loi d’évolution doit-être imposée. La rotation d’ensemble du rotor autour de
lui-même est découplée de la torsion dans l’arbre. Le contact rotor-stator ne se
manifeste pas dans ce cas par un ralentissement du rotor, mais par des eﬀets de
torsion, des eﬀets localisés, par la réponse du stator et d’autres eﬀets.
Le balourd est imposé comme expliqué dans le §2.12.2.1 du Chapitre 2.
Méthode d’appariement géométrique : la loi de choc limite le choix de la
méthode d’appariement géométrique à une loi d’appariement nodal.
Méthode de résolution : la loi de choc limite le choix de la méthode de résolution
à une méthode de pénalité pour le contact et le frottement.
Choix du schéma en temps : l’utilisation de la loi de choc impose l’utilisation de
schémas d’intégration en temps explicites tel le schéma d’Euler et de Runge-Kutta,
Van der Houwen et al. [163]. Le schéma de Runge-Kutta présente dans ce cadre une
meilleure stabilité par rapport aux autres schémas, comme on verra plus tard dans
ce chapitre.
Résolution sur base modale : l’équation de la dynamique ne peut être résolue
que par projection sur base modale. En eﬀet, pour une simulation du contact rotor-
stator selon la loi de Choc (voir le §3.2.5), le Code_Aster propose une résolution de
l’équation de la dynamique uniquement par projection sur base modale. On choisit
le nombre de fréquences propres qui forment la base de la projection ; plus ce nombre
est élevé, plus le temps de calcul est important, et plus précis est notre calcul. A la
ﬁn du calcul, les résultats sont écrits sur une base physique.
A noter que pour le traitement du contact entre des poutres situées dans le même
plan, une méthode plus avancée que la loi de choc existe. La résolution du contact
dans ce cas pourrait se faire par des multiplicateurs de Lagrange et selon des schémas
en temps implicites (notamment celui de Newmark) dans l’opérateur de calcul de la
dynamique non-linéaire (se référer à Greﬀet [164]). L’équation de la dynamique est
résolue par la suite sur base physique. Cette méthode n’est pas disponible pour le
calcul du contact rotor-stator, car dans le cas du contact rotor-stator les éléments
de poutres du rotor et du stator ne sont pas coplanaires.
3.3.2. En modélisation 3D
En modélisation 3D la littérature propose des méthodes et des algorithmes de réso-
lution plus riches que ceux disponibles pour le traitement du contact en modélisation
poutre du rotor et du stator. Cette richesse de modélisation dépend du choix du
code de calcul. On a exposé un peu plus tôt dans ce chapitre les diﬀérentes méthodes
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de résolution du contact/frottement (méthode de pénalité, méthode des multipli-
cateurs de Lagrange, etc.) ainsi que les méthodes d’appariement géométrique, etc.
Code_Aster, dispose de ces méthodes pour le traitement du contact en modélisa-
tion 3D. Cependant, il n’existe pas dans le Code_Aster une recette simple pour
la modélisation du contact rotor-stator en modélisation 3D. En eﬀet, le traitement
du contact rotor-stator en modélisation 3D est, à notre connaissance, absent de
la littérature. La thèse présente alors des besoins de modélisation et de résolution
qui n’ont pas été testés dans le Code_Aster, et il est nécessaire de collecter les
diﬀérentes méthodes de résolution et de simulation qui répondent le mieux à nos
besoins, tout en contournant les diﬀérentes contraintes qui seront imposées par le
code. Les calculs sont généralement onéreux en temps CPU.
Il faut noter que la majorité des cas de contact en 3D eﬀectués sur le Code_Aster
sont des applications quasi-statiques. Dans le cadre de la thèse, le besoin s’étend à la
dynamique transitoire incluant une rotation d’ensemble. Par conséquent, réaliser un
calcul de dynamique transitoire 3D avec contact constitue une originalité de notre
travail. Pour répondre à ce besoin sur le Code_Aster, il a fallu tout d’abord eﬀectuer
une série de tests permettant de déﬁnir les possibilités oﬀertes par le code, ainsi que
les diﬀérentes contraintes imposées, avant de trouver la solution de modélisation
qui répond le mieux à notre besoin et qui sera résumée dans ce paragraphe. Cette
phase de notre travail a contribué à la collecte des ingrédients de modélisation
et de résolution présents dans le Code_Aster et qui permettent de simuler d’une
façon physique et opérationnelle des cas industriels de contact rotor-stator en 3D.
Bien que cette phase ne soit exposée que d’une façon brève dans la suite, il faut
noter l’énergie investie dans cette direction, et qui a permis de déterminer, et de
repousser, les limites de modélisations du Code_Aster pour le contact rotor-stator
en modélisation 3D. Des ﬁches de développement pour le Code_Aster ont été émises
grâce au travail de la thèse, et cela a permis de construire les premières briques qui
permettront, dans les prochaines versions, une utilisation facile et eﬃcace du code
pour des applications industriels de contact rotor-stator en 3D.
Choix du repère : dans le §2.12.2.2 du Chapitre 2, on a présenté la résolution de
l’équation de la dynamique du rotor en modélisation 3D dans le repère tournant.
Cette dernière permet de prendre en compte les eﬀets de la gyroscopie des éléments
volumiques. Par contre et pour traiter un contact rotor-stator la résolution de la
dynamique du rotor ne peut pas s’eﬀectuer dans le repère tournant. En eﬀet, le
développement de la matrice de gyroscopie permet de prendre en compte les forces
gyroscopiques dues à la rotation du rotor mais ne permet pas à un corps présent
dans la simulation, tel le stator, de “voir” la rotation du rotor comme cette dernière
s’eﬀectue dans le repère tournant du rotor. Le stator perçoit en eﬀet les valeurs des
déplacements, vitesses et accélérations du rotor et qui sont dans le repère tournant
du rotor, comme s’il étaient les valeurs dans le repère ﬁxe. La rotation du rotor
autour de lui même et qui est critique dans le cadre du contact rotor-stator n’est
donc pas prise en compte par cette modélisation.
La Fig. 3.14 représente un cas test qui a permis de montrer la non validité de la
modélisation en repère tournant de la dynamique rotor-stator en cas de contact.
Une plaque est maintenue par une pression P face à un disque tournant à une
vitesse ω autour de son centre de rotation O. Si par une modélisation en repère
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ω
Figure 3.14.: Cas test pour la modélisation du contact en 3D sous Aster
tournant, le contact/frottement plaque-disque est bien pris en compte, on constatera
un déplacement de la plaque que l’on peut mesurer par exemple sur le point N . Or
ce déplacement est nul, ce qui conﬁrme que cette modélisation en repère tournant
n’est pas adaptée au contact rotor-stator.
La solution est donc de se placer dans le repère ﬁxe et de mettre le rotor en rotation
dans ce repère. Il n’existe pas dans le Code_Aster une commande qui le fait d’une
façon automatique, on est par la suite amené à développer un moyen de le faire. On
se met dans le repère ﬁxe et on impose la rotation du rotor selon une loi de vitesse
donnée. Pour ce faire, on impose les déplacements des nœuds appartenant aux
sections de bord du rotor. La zone de contact étant suﬃsamment éloignée du bord,
ces conditions aux limites n’auront pas d’incidence sur les eﬀets localisés dus au
contact/frottement. Par cette méthode, les déplacements dans les sections extrêmes
étant imposés, cela revient à imposer sur ces sections la vitesse de rotation. Il n’est
donc pas possible ainsi d’étudier le ralentissement de la turbine pour lequel on a un
chargement en eﬀorts et une vitesse de rotation variable, qui est une inconnue du
problème. Cela n’étant pas faisable non plus en modélisation poutre, on garde alors
une cohérence entre les deux modélisations 3D et poutre et cela permet d’eﬀectuer
correctement la comparaison entre le contact en modélisation poutre et celui en
modélisation 3D.
On présente par la suite une loi de montée en vitesse qui permet de démarrer la
rotation du rotor à partir d’une vitesse nulle et d’atteindre une vitesse ω donnée
en un délai de temps assez réduit. L’objectif est que l’accélération soit nulle au
démarrage de la rotation du rotor, ainsi qu’à l’instant tm à laquelle le rotor atteint
sa vitesse maximale pour éviter de générer des régimes transitoires artiﬁciels. Par
cette loi d’évolution de la vitesse, à partir de l’instant tm, l’accélération du rotor
sera nulle. On peut ainsi obtenir un comportement du rotor à partir de tm qui est
équivalent à un comportement du rotor en modélisation poutre avec une vitesse
de rotation imposée et constante. Le contact rotor-stator, pareillement au modèle
poutre, ne se manifeste pas dans ce cas par un ralentissement du rotor, mais par
135
Chapitre 3 Modélisation du contact rotor-stator
des eﬀets de torsion, des eﬀets localisés, par la réponse du stator et d’autres eﬀets.
Ni
Figure 3.15.: Mise en rotation du rotor 3D
Cette loi d’évolution de la vitesse qui garantit une accélération nulle à l’instant
t = 0 et à l’instant t = tm où la vitesse atteint sa valeur maximale et constante ω
pourrait être inspirée de la loi d’évolution du balourd décrite par l’Eq. (2.170). La
loi d’évolution de la vitesse s’écrit alors :
ω(t) = ω × (3− 2×
t
tm
)
t2
t2m
(3.13)
Par intégration de l’Eq. (3.13) en fonction du temps, on obtient l’expression de
l’angle de rotation φ(t) de chaque bord du rotor en fonction du temps pour t ∈
[0, tm] :
φ(t) =
tˆ
0
ω(t)dt = ω × (1−
t
2× tm
)
t3
t2m
(3.14)
Cette dernière s’écrit pour t ≥ tm :
φ(t) =
tmˆ
0
ω(t)dt+
tˆ
tm
ω(t)dt = ω ×
(
t−
tm
2
)
(3.15)
La Fig. 3.15 montre un des deux bords du rotor avec un maillage dont les nœuds
sont représentés par des croix vertes. Si Ni représente le ie`me noeud de la facette
représentant un des deux bords et qui est dans le plan (x, y), alors pour imposer la
loi d’évolution en vitesse décrite ci-dessus, il suﬃt d’imposer sur chaque noeud Ni,
distant de r du centre de rotation, un déplacement tel que :
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xNi(t) = r× cos(φ(t))
yNi(t) = r× sin(φ(t)) (3.16)
La modélisation de la dynamique des rotors dans le repère ﬁxe et telle que décrite
ci-dessus, comporte des non linéarités de type grands déplacements et grandes rota-
tions. Même en absence de tout contact, la simulation de la rotation du rotor autour
de lui-même en présence d’un balourd est d’une durée largement supérieure à celle
dans le repère tournant décrite dans le §2.12.2.2 du Chapitre 2. Le temps de la
simulation croît considérablement avec la ﬁnesse de maillage du rotor 3D. On a par
la suite intérêt à réduire la taille de la zone 3D à l’endroit de contact rotor-stator
et remplacer le reste par des éléments poutre en se servant d’un raccord poutre-3D
tel que celui 3D_POU présent dans le Code_Aster et décrit dans le §2.9 du Cha-
pitre 2. Cependant, il s’est avéré après une analyse du comportement de 3D_POU
en dynamique avec grandes rotations, que ce raccord est conçu pour les applications
de dynamique respectant l’hypothèse des petites perturbations. Le développement
de ce raccord en grands déplacements et grandes rotations serait donc intéressant
mais reste une perspective à ces travaux de thèse.
On eﬀectue donc par la suite des simulations de contact rotor-stator avec des rotors
entièrement 3D. Pour éviter des calculs très lourds en temps CPU, on évite de
modéliser le disque en 3D. On modélise alors le rotor par un axe en rotation. On
s’inspire des calculs eﬀectués à EDF sur un vrai cas industriel.
Le balourd est une force appliquée localement sur ce rotor et dont la loi d’évolution
suit les conditions décrites dans l’Eq. (2.170) du Chapitre 2 aﬁn de ne pas déclen-
cher une excitation très importante des hautes fréquences. Comme la résolution de
l’équation de la dynamique du rotor 3D s’eﬀectue dans le repère ﬁxe, le balourd ne
sera pas imposé de la manière présentée dans le §2.12.2.2 du Chapitre 2 (modélisa-
tion en repère tournant d’un rotor 3D), mais identiquement à sa façon de l’imposer
en modélisation poutre, i.e., comme expliqué dans le §2.12.2.1 du Chapitre 2.
Méthode d’appariement géométrique : une méthode d’appariement maître-
esclave est choisie pour les problèmes de contact rotor-stator en modélisation 3D.
Méthode de résolution : pour résoudre le contact rotor-stator en 3D, on a le choix
entre la méthode de pénalité et la méthode des multiplicateurs de Lagrange. Mal-
gré les avancées récentes dans le Code_Aster, et notamment l’introduction d’une
résolution par la méthode de Newton-Krylov, la méthode des multiplicateurs de
Lagrange, et pour des comparaisons eﬀectuées sur plusieurs cas de calcul, reste
en moyenne 50 % moins rapide qu’une méthode de pénalité avec un appariement
maître-esclave. Elle conduit par la suite à un temps de calcul rédhibitoire. Les per-
formances en convergence et temps de calcul d’une résolution par les multiplicateurs
de Lagrange baissent signiﬁcativement si on traite un cas de contact entre un ro-
tor et un stator encastré. L’avantage d’une méthode de pénalité est de tolérer une
faible interpénétration pour accélérer la résolution et empêcher la divergence. A cela
s’ajoute le fait que le contact en modélisation poutre dans le Code_Aster est stric-
tement traité par pénalité. Pour rester cohérent et pouvoir comparer correctement
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le contact en modélisation poutre et celui en modélisation 3D, il faut utiliser la
même méthode de résolution du contact. Dans le reste de ce chapitre, la résolution
du contact en 3D se fera donc par pénalité.
Choix du schéma en temps : au contraire de certains codes de calcul par élé-
ments ﬁnis comme Abaqus, qui disposent de schémas en temps explicites adaptés
à la dynamique transitoire, Code_Aster est un code implicite et le schéma oﬀert
par le code pour le calcul du contact/frottement en modélisation 3D est le schéma
de Newmark. Cela engendre un temps CPU important et limite les exemples d’ap-
plications industrielles envisagés. Par contre, et pour garantir une bonne stabilité
du schéma de Newmark dans le cadre non linéaire, et notamment celui du contact,
il faut veiller à ce que le pas de temps reste petit. En plus, il est impératif d’in-
troduire de l’amortissement numérique pour stabiliser le schéma et empêcher la
création d’énergie suite au contact. On présente dans l’Annexe A un exemple d’un
cas de contact rotor-stator identique à celui du §3.5.2 en modélisation 3D résolu
par un schéma de Newmark non amorti. La solution contient un bruit numérique
important et diverge après un certain temps. Dans les exemples d’applications in-
dustrielles sur le contact rotor-stator présentés dans la suite de ce chapitre, on
utilise un schéma de Newmark amorti (α = 0.25) pour le traitement du contact
rotor-stator en modélisation 3D.
L’utilisation du schéma de Newmark amorti pour la résolution de problèmes de
contact/frottement ne garantit pas la conservation de l’énergie. La conservation de
l’énergie dans un impact sans frottement ne peut être assurée qu’avec une condition
de non pénétration cinématique exprimée en vitesse Moreau [165], appelée aussi la
condition de persistence Chawlar et Laursen [166].
A noter, que si de l’amortissement mécanique est introduit dans le système rotor-
stator, ce dernier ne pourra pas remplacer l’amortissement numérique nécessaire
à la stabilité du schéma de Newmark. Par ailleurs, l’introduction d’amortissement
mécanique dans le système rotor-stator en modélisation poutre et 3D, était sujet
à certains soucis techniques et numériques. Comme son utilité est limitée dans le
contexte de notre travail, les cas de contact rotor-stator présentés dans ce chapitre
ne présentent pas d’amortissement physique.
L’Annexe A détaille de plus le choix présenté dans ce paragraphe.
Résolution sur base physique : pour traiter le contact rotor-stator en modéli-
sation 3D sur le Code_Aster et pour respecter les choix ci-dessus, la résolution des
équations de la dynamique transitoire s’eﬀectue sur un base physique.
3.4. Contrôle de la cohérence des modèles poutre et
3D
L’objectif de l’application industrielle est de comparer le contact rotor-stator en
approche unidimensionnelle (poutre) et celui en approche tridimensionnelle. Pour
que cette comparaison ait du sens et que les sources des diﬀérences entre les deux
modélisations proviennent uniquement de l’approche utilisée pour décrire le contact,
138
3.4 Contrôle de la cohérence des modèles poutre et 3D
il faut veiller à ce que les autres sources potentielles de diﬀérences entre les deux
modèles aient une inﬂuence négligeable. Les diﬀérences de comportement peuvent
provenir de la diﬀérence de modélisation du rotor, celle du stator, des schémas en
temps, etc. On montre par la suite en analysant les réponses des deux modèles dans
des situations sans contact que les modélisations 1D et 3D du rotor et du stator
sont cohérentes et ne présentent pas des écarts de comportement signiﬁcatifs.
On traite par la suite plusieurs cas de contact entre un rotor et un stator. Les
dimensions du rotor et du stator sont inspirées des dimensions d’un Groupe Turbo-
Alternateur (GTA) du parc nucléaire d’EDF et qui a été présente dans le Chapitre 1.
Le balourd est dû à un arrachement d’une ailette terminale qui génère une force lo-
calisée causant la vibration du rotor. Le balourd est pris en considération à travers
une force localisée en un nœud du rotor et de valeur adéquate. La non modéli-
sation du disque permet d’alléger signiﬁcativement la taille du rotor, surtout en
modélisation 3D, qui est onéreuse en temps CPU comme on le verra par la suite.
Stator
Stator avec ailettes
Stator sans ailettes
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Figure 3.16.: Dimensions des rotors et des stators sous étude
La Fig. 3.16 montre les dimensions du rotor et des stators utilisés dans les exemples
de contact rotor-stator. A gauche on présente la partie supérieure de la coupe du ro-
tor (coupe qui passe par l’axe de révolution). Ce dernier est d’une longueur totale de
20.15 m et de rayon R = 1.075 m. On rappelle que certaines données conﬁdentielles
ne sont pas explicitées.
Le diaphragme d’une GTA est présenté par la Fig. 3.1. Il comporte un certain
nombre ailettes entre une couronne intérieure avec laquelle le rotor est susceptible
d’entrer en contact et une couronne extérieure ﬁxée au bâti et qui est considérée
comme encastrée. C’est pourquoi dans le reste de la thèse, en vue de simpliﬁer le
modèle, et comme d’ailleurs fait dans la thèse de Roques [2], on ne modélise pas la
couronne extérieure et on se contente d’encastrer les bouts des ailettes.
Par la suite, on considère deux modèles du stator et qui sont présentés sur la
Fig. 3.16 à droite. En eﬀet, il s’avère compliqué d’analyser les résultats d’un contact
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rotor-stator, si le stator est un modélisé avec ses ailettes. Il est plus simple dans un
premier temps de considérer un contact entre un rotor et un stator composé d’une
simple couronne et qui est encastrée 4. Cela permet de contrôler, entre autres, les
interpénétrations tolérées par l’algorithme de contact. Cependant, pour une modé-
lisation plus réaliste du contact rotor-stator, on propose également un modèle de
stator suspendus par des ailettes. Mais en vue de réduire la taille du modèle et
de se concentrer sur l’objectif principal qui est l’apport d’une modélisation 3D du
contact rotor-stator, on choisi de simpliﬁer la modélisation du diaphragme du GTA
en question et de la présenter avec 8 ailettes. Cela correspond à notre deuxième
modèle de stator.
La couronne est de rayon interne Ri = 1.083 m. L’épaisseur du stator est ǫ =
0.207 m. La couronne est de longueur (selon l’axe z de la Fig. 3.16) e = 0.15 m. Les
ailettes possèdent la même longueur dans la direction de l’axe z que la couronne.
Elles sont longues de l = 0.755 m et de largeur L = 0.038 m. Le centre de gravité
du stator est situé sur l’axe de rotation du rotor (face au point Nc). Le rotor est
bi-appuyé des deux côtés et est soumis au point Nb à un balourd équivalent à une
perte d’une masse de 100 kg à une distance de 2.75 m de l’axe de rotation tournant
à 1500 tr/min (ce qui génère une force de 6.8× 106 N qui tourne avec le rotor, et
dont on présente la composante selon y sur la Fig. 3.16).
On montre par la suite les tests et les conclusions permettant d’avoir une cohérence
entre les modèles poutre et 3D du rotor et du stator.
3.4.1. Au niveau de la modélisation du rotor
La modélisation poutre du rotor est d’autant plus proche de la modélisation 3D
que l’élancement du rotor est important. On modélise par la suite le rotor 3D par
des éléments quadratiques et on veille à ce que les modélisations poutre et 3D se
ressemblent en terme de comportement. Comme la détection du contact dépend
du jeu rotor-stator, il est par la suite très important que les déplacements des
rotors poutre et 3D soient proches pour que l’instant et l’intensité du choc soient
semblables pour les deux types de modélisation. Le frottement dépend de la vitesse
de contact et de rotation du rotor, il est alors nécessaire d’avoir une cohérence des
vitesses de la modélisation poutre et 3D du rotor.
On contrôle donc les déplacements d’un noeud situé sur la ﬁbre neutre du rotor à
l’endroit du contact et qui est noté Nc dans la Fig. 3.16.
La Fig. 3.17 montre une comparaison en vitesses et déplacements du noeud Nc
appartenant à la ﬁbre neutre du rotor et qui, pour l’application industrielle avec
contact rotor-stator, est situé dans la zone de contact. Cette comparaison est eﬀec-
tuée selon l’axe des x, mais une comparaison analogue est tirée dans la direction
y et également sur d’autres points appartenant au rotor. Il est évident que très
peu de diﬀérence existe entre les deux comportements des rotors poutre et 3D. Cet
écart négligeable est obtenu grâce à un élancement assez important du rotor. Il n’est
4. Dans la thèse de Roques [2], on trouve cette même démarche qui consiste à modéliser le
stator tout d’abord par un corps rigide encastré, puis par un corps rigide suspendu avant de
passer à un modèle plus élaboré d’une couronne munie d’ailettes comme présenté dans la Fig. 3.2.
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Figure 3.17.: Comparaison du comportement des stators 1D et 3D
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pas négligeable si l’élancement du rotor passe de 20 à 10. Pour notre cas, avec un
élancement de 20, l’écart est négligeable et est également visible sur la Fig. 3.17 qui
représente les orbites décrites par le point Nc dans le plan (x, y). Il est implicitement
sous-entendu que les résultats présentés dans ce paragraphe, et notamment ceux des
Fig. 3.17 et Fig. 3.18, correspondent à des réponses du rotor à un chargement donné
sans contact rotor-stator.
Ux (m)
U
y
(m
)
Modélisation poutre
Modélisation 3D
Figure 3.18.: Orbites décrites par le noeud Nc du rotor
Le Tab. 3.1 montre une comparaison des onze premières fréquences propres du ro-
tor en modélisation poutre et 3D ainsi que les références aux ﬁgures présentant les
diﬀérents modes. Ces dernières mettent en évidence la similitude entre le comporte-
ment poutre et 3D. La diﬀérence entre les fréquences propres est quasi-négligeable
mais inévitable. Elle croît légèrement sur les hauts modes.
Les dimensions et les maillages des rotors poutre et 3D garantissent comme présenté
dans ce paragraphe une cohérence de comportement entre les deux modélisations
poutre et 3D du rotor et éliminent la diﬀérence de modélisation comme source de
diﬀérence de comportements en cas de contact traité en modélisation poutre ou
bien 3D.
Il faut également noter que la ﬁnesse des maillages poutre et 3D, mais surtout celle
du modèle 3D est suﬃsante de façon à réduire l’écart avec le modèle poutre, tout
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Fréquence (Hz) Illustration
N° Rotor poutre Rotor 3D Nature du Mode Figure Associée
1 23.77 23.75 Flexion Fig. 3.19
2 23.77 23.75 Flexion Fig. 3.20
3 62.48 62.29 Flexion Fig. 3.21
4 62.48 62.29 Flexion Fig. 3.22
5 79.85 79.87 Torsion Fig. 3.23
6 115.33 114.69 Flexion Fig. 3.24
7 115.34 114.69 Flexion Fig. 3.25
8 128.68 128.79 Compression Fig. 3.26
9 159.71 159.86 Torsion Fig. 3.27
10 178.01 176.66 Flexion Fig. 3.28
11 178.1 176.66 Flexion Fig. 3.29
Table 3.1.: Comparaison des fréquences propres des rotors en poutre et 3D
(a) Rotor poutre (b) Rotor 3D
Figure 3.19.: Premier mode propre du rotor
(a) Rotor poutre (b) Rotor 3D
Figure 3.20.: Deuxième mode propre du rotor
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(a) Rotor poutre (b) Rotor 3D
Figure 3.21.: Troisième mode propre du rotor
(a) Rotor poutre (b) Rotor 3D
Figure 3.22.: Quatrième mode propre du rotor
(a) Rotor poutre (b) Rotor 3D
Figure 3.23.: Cinquième mode propre du rotor
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(a) Rotor poutre (b) Rotor 3D
Figure 3.24.: Sixième mode propre du rotor
(a) Rotor poutre (b) Rotor 3D
Figure 3.25.: Septième mode propre du rotor
(a) Rotor poutre (b) Rotor 3D
Figure 3.26.: Huitième mode propre du rotor
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(a) Rotor poutre (b) Rotor 3D
Figure 3.27.: Neuvième mode propre du rotor
(a) Rotor poutre (b) Rotor 3D
Figure 3.28.: Dixième mode propre du rotor
(a) Rotor poutre (b) Rotor 3D
Figure 3.29.: Onzième mode propre du rotor
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en veillant à ne pas trop augmenter la taille du modèle. Le rotor 3D adopté est
maillé avec des éléments quadratiques et compte 1400 nœuds (voir la Fig. 3.41). Ce
même modèle sera utilisé dans les applications de contact présentés plus tard dans
ce chapitre. Un maillage plus raﬃné (des tests on été eﬀectués sur des maillages qua-
dratiques de 2000, 3000 et 4000 nœuds) ne contribue pas à une meilleure similitude
avec la modélisation poutre.
3.4.2. Au niveau de la modélisation du stator
Si un élancement important de la structure du rotor et un maillage quadratique de
ﬁnesse suﬃsante permettent d’obtenir un comportement des rotors poutre et 3D
proches, l’obtention d’une cohérence des comportements des stators poutre et 3D
n’est pas aussi évidente.
Tout d’abord, il faut noter que même en absence d’ailettes, la cohérence de la modé-
lisation 3D et poutre de la couronne n’est pas évidente. En eﬀet, une modélisation
par des éléments poutres courbes et une modélisation 3D avec des éléments qua-
dratiques et pour diﬀérentes ﬁnesses de maillages de la couronne présentée dans la
Fig. 3.16 a montré une diﬀérence de fréquences propres pouvant aller jusqu’à 10%
même sur les fréquences les plus basses. Une même excitation des couronnes poutre
et 3D se traduit alors par des diﬀérences de déplacements, vitesses et accélérations
non négligeables. La ﬁnesse du maillage 3D joue un rôle, mais ne permettra ja-
mais d’atteindre un comportement cohérent des deux modélisations. Cela est dû
majoritairement aux diﬀérences dans les fonctions de formes. Un élancement im-
portant de la couronne réduit cet écart, mais alors on s’éloigne des caractéristiques
des couronnes rencontrées dans les applications industrielles.
Même si on suppose qu’il est possible de modéliser une couronne avec des éléments
poutre avec un comportement très proche de celle modélisée avec des éléments 3D
quadratiques, plusieurs diﬃcultés de modélisation d’un stator suspendu avec ailettes
subsistent et sont liés à la façon de modéliser le stator poutre.
La première possibilité de modélisation des stators poutre et 3D est décrite par
la Fig. 3.30. Les ailettes poutre et 3D possèdent le même point d’encastrement
en périphérie. La couronne poutre a ses nœuds sur la ﬁbre neutre, ce qui conduit
à des ailettes poutre plus longues que celles du modèle 3D. En eﬀet, si l est la
longueur d’une ailette 3D et ǫ est l’épaisseur moyenne de la couronne, l’ailette
poutre sera de longueur l+
ǫ
2
. Au niveau des connexions entre les éléments poutres
constituant la couronne et celles constituant les ailettes, un recouvrement de matière
a lieu et est inévitable 5. Cette modélisation ne peut pas garantir une cohérence de
comportements entre le stator 3D et poutre.
La Fig. 3.31 présente un maillage poutre et un autre 3D selon les hypothèses de la
Fig. 3.30 et pour les dimensions de la Fig. 3.16. Ces maillages seront utilisés dans
ce paragraphe pour eﬀectuer des comparaisons des comportements des stators. On
note cependant, que changer la ﬁnesse du maillage ne conduit pas à des conclusions
diﬀérentes sur les diﬀérences de comportements des stators poutre et 3D.
5. Pour éviter le recouvrement de matière, une approche détaillée dans l’Annexe C a été consi-
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Figure 3.30.: Premier modèle possible de stator 1D
Figure 3.31.: Modèles poutre (à gauche) et 3D (à droite) du stator de la Fig. 3.30
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Fréquences (Hz)
N° Stator poutre Stator 3D Figures Associées respectivement Erreur en %
1 1.91 2.61 Fig. 3.32 36.65
2 4.67 5.13 Fig. 3.33 9.85
3-4 6.69 7.7 Fig. 3.34 et Fig. 3.35 15
5-6 10.71 12.13 Fig. 3.36 et Fig. 3.37 13.25
7-8 20.22 21.4 x 5.83
9-10 22.35 25.12 x 12.4
11-12 31.21 33.33 x 6.8
Table 3.2.: Comparaison des fréquences propres des stators poutre et 3D de la
modélisation illustrée par la Fig. 3.30.
(a) Stator poutre (b) Stator 3D
Figure 3.32.: Premier mode propre du stator
Les modélisations poutres et 3D du stator de la Fig. 3.30, et pour les dimensions
présentées dans la Fig. 3.16, présentent un écart en fréquences propres.
Les douze premières fréquences propres sont présentées dans le Tab. 3.2 et les six
premiers modes propres sont illustrés dans les Fig. 3.32 à 3.37.
L’examen des premiers modes propres montre un écart important entre les modéli-
sations poutre et 3D du stator surtout au niveau de la première fréquence propre.
Cet écart est moins prononcé sur les autres modes. Les hauts modes présentent des
écarts supérieurs à 5%. Le premier mode, présenté par la Fig. 3.32 est un mode de
rotation du stator autour de lui-même. Il est extrêmement important car ce mode
est excité par le frottement rotor-stator en cas de traitement d’un problème de
contact rotor-stator. L’écart de de 36.65 % entre les fréquences propres des stators
poutre et 3D liées à ce mode n’est donc pas acceptable. Des diﬀérences de compor-
tement en cas de contact rotor-stator en modélisations poutre et 3D seront dues à
cet écart, i.e., l’excitation du point C1 du stator ne donne pas le même comporte-
ment que le point C1p du stator poutre selon la direction tangente au stator. De
ce fait, et comme le contact rotor-stator produit une force normale et une autre
dérée. Elle s’est avérée non intéressante et a été abandonnée.
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(a) Stator poutre (b) Stator 3D
Figure 3.33.: Deuxième mode propre du stator
(a) Stator poutre (b) Stator 3D
Figure 3.34.: Troisième mode propre du stator
(a) Stator poutre (b) Stator 3D
Figure 3.35.: Quatrième mode propre du stator
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(a) Stator poutre (b) Stator 3D
Figure 3.36.: Cinquième mode propre du stator
(a) Stator poutre (b) Stator 3D
Figure 3.37.: Sixième mode propre du stator
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tangente qui excitent le stator, alors même si ces forces calculées par la modélisa-
tion poutre du contact et par celle 3D sont identiques elles provoquent au niveau
du stator un comportement diﬀérent. Cette diﬀérence de comportement va à son
tour créer d’autres diﬀérences au niveau du contact rotor-stator. Les instants de
contact, l’intensité du contact, etc. changeront et les deux modélisations auront des
diﬀérences très prononcées. Cela ne sera pas dû à une diﬀérence de traitement du
contact mais plutôt aux diﬀérences de comportement des stators.
En eﬀet, si on applique en C2 une force sinusoïdale ayant une composante selon x et
une autre selon y, les comportements des stators poutre et 3D sont quasi-identiques
dans la direction y et présentent des écarts assez prononcés dans la direction x
comme le montre la Fig. 3.38.
On remarque qu’à t = 0.6 s, la diﬀérence de comportement des deux stators (consta-
tée à partir de l’analyse de la Fig. 3.38) est prononcée à t = 0.6 (s). Pour étendre
les conclusions tirées sur la Fig. 3.38 sur d’autres points appartenant au stator, la
Fig. 3.39 montre les déformées ampliﬁées des stators poutre et 3D à t = 0.6 (s).
On remarque une diﬀérence de comportement importante, surtout au niveau de la
rotation du stator autour de son axe principal. Les deux stators ne sont pas donc
cohérents.
C’est pourquoi cette modélisation du stator poutre n’est pas convenable pour une
bonne comparaison d’un contact rotor-stator en modélisation poutre et en modélisa-
tion 3D. On essaye dans l’Annexe B d’apporter des modiﬁcations à la modélisation
du stator poutre pour qu’il soit le plus cohérent possible avec la modélisation 3D.
Deux autres possibilités ont été étudiées, mais comme cela est montré dans l’An-
nexe C, il n’a pas été possible de réduire suﬃsamment l’écart entre les modèles 1D
et 3D du stator. Cela est dû à un élancement insuﬃsant de la couronne, mais aussi
aux approximations induites par le raccord au niveau des ailettes dans le modèle
poutre.
Par conséquent, par la suite, on va distinguer deux modèles de rotor-stator, mais
avec dans les deux cas le même modèle 3D de stator. La distinction se fera sur la
modélisation du rotor, qui sera 1D ou 3D. En d’autres termes, on propose par la
suite de comparer deux modèles pour le contact rotor-stator : un premier modèle
où le rotor et le stator sont modélisés en 3D et on le nomme modèle 3D, et un
deuxième modèle avec un rotor 1D et le même stator 3D que le premier modèle,
puisque l’étude menée ici a montré qu’il n’était pas possible d’avoir un modèle 1D
du stator proche du modèle 3D et ce modèle sera appelé modèle 1D. Pour mettre
en œuvre pratiquement le deuxième modèle, pour chaque série de nœuds ayant la
même abscisse selon z et appartenant à la surface du stator qui est susceptible de
contact avec le rotor, est choisi un nœud du rotor ayant la même abscisse z et
susceptible d’entrer en contact avec ces nœuds. La Fig. 3.40 montre trois nœuds du
rotor face à trois séries de nœuds du stator qui est maillé en 3D. Le contact est géré
à travers la loi de choc présentée dans le §3.2.5 (les nœuds du stator sont dotés de
disques de rayon zéro). En modélisation 3D, la surface de contact appartenant au
rotor s’étend sur trois sections de ce dernier. Elle est face à une surface de contact
appartenant au stator et qui s’étend sur trois sections également. Pour garder une
cohérence entre les modélisations 1D et 3D du contact rotor-stator, on prend pour
la modélisation 1D, trois nœuds appartenant au rotor poutre, situés aux mêmes
152
3.4 Contrôle de la cohérence des modèles poutre et 3D
0 0.2 0.4 0.6 0.8 1
-0.01
-0.005
0
0.005
0.01
Modèle 3D
Modèle poutre
t (s)
U
(m
)
(a) Déplacements selon x de C2
0.2 0.4 0.6 0.8 1
-0.004
-0.002
0
0.002
0.004
0.006
Modèle 3D
Modèle poutre
t (s)
U
(m
)
(b) Déplacements selon y de C2
Figure 3.38.: Comparaison du comportement des stators 1D et 3D le la Fig. 3.30
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Figure 3.39.: Déformées ampliﬁées de 10 des stators 3D et poutre à t = 0.6 s
endroits que les sections du rotor 3D de la zone de contact. Pour chaque nœud du
rotor, on déﬁnit une série de nœuds appartenant au stator et qui sont face à ce
nœud.
D’autres possibilités de modélisation ont également été étudiées. Comme l’objectif
est de bien prendre en compte le contact rotor-stator par des éléments quadratiques,
il n’est pas nécessaire d’avoir un maillage 3D des ailettes qui alourdit la taille du
modèle. Une simple modélisation poutre pourrait suﬃre. Les ailettes en modélisa-
tions poutres seront liées au stator 3D par le raccord poutre-3D décrit dans le §2.9.
Cependant, l’utilisation d’un tel raccord pour la modélisation d’une couronne 3D
connectée à des ailettes poutre alourdi le maillage de la couronne signiﬁcativement,
et par la suite le gain en degrés de liberté dû à une présentation poutre des ailettes
sera perdu. Cette possibilité a, par la suite, été abandonnée.
Une autre possibilité est celle d’une couronne 3D suspendue par des éléments dis-
crets de ressort. Cela permet d’alléger le maillage et accélérer le calcul, mais ne
permet pas une prise en compte assez rigoureuse du comportement du stator, sur-
tout si les ailettes se déforment considérablement. On a choisi alors de mailler le
stator entièrement avec des éléments 3D quadratiques.
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Figure 3.40.: Traitement du contact en modélisation poutre avec un stator 3D
3.4.3. Au niveau du traitement du contact
Il est nécessaire que la comparaison fasse seulement ressortir les diﬀérences entre les
modèles, qui se manifestent sur les cinématiques prises en compte lors du contact
(section du rotor rigide en 1D et déformable en 3D). Ainsi les résultats des modèles
ne doivent pas être aﬀectés par les paramètres numériques liés à l’étude tels les
coeﬃcients de raideur utilisés dans le cadre de la méthode de pénalité.
Comme le contact en modélisation poutre et en modélisation 3D est traité par une
méthode de pénalité, et comme la force de contact est une fonction de la raideur de
pénalité normale et celle de frottement fonction de la raideur de pénalité tangente,
et dans l’objectif d’avoir une évaluation équivalente de la sévérité du contact en
modélisation poutre et 3D, les mêmes coeﬃcients de raideurs de pénalité seront
utilisés dans les modélisations poutre et 3D.
3.4.4. Critères de comparaison
Si les modélisations des rotors et des stators en 3D et en poutre sont cohérentes et
garantissent que les diﬀérences de comportement en contact ne proviennent pas de
la modélisation du rotor ou du stator mais plutôt du traitement du contact, alors
la question qui se pose c’est : quels sont les critères de comparaison ? On rappelle
que les calculs sont réalisés à vitesse de rotation constante, ce qui ne permet pas
d’étudier le ralentissement en termes d’évolution de cette vitesse. En revanche on
pourrait indirectement analyser le ralentissement en s’intéressant à la valeur du
couple qui permet de respecter cette condition de vitesse constante.
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En modélisation 3D du contact par la méthode de pénalité on a accès aux valeurs des
forces de frottement sur les nœuds de la surface esclave. Cependant, ces valeurs sont
moyennées aux éléments. Il est possible d’eﬀectuer un calcul permettant d’obtenir
les forces aux nœuds en modélisation 3D à partir des valeurs moyennées, mais ce
calcul est complexe. Par ailleurs, en modélisation poutre, pour obtenir les forces
de frottement sur les nœuds du stator, on est obligé d’eﬀectuer des modiﬁcations
dans le code pour être capable d’imprimer à chaque instant les valeurs des forces de
frottement aux nœuds. Ces dernières ne sont pas moyennées autours des éléments.
Par la suite, comparer le couple de frottement obtenu à travers l’analyse des forces
de contact/frottement sur les modélisation 1D et 3D est délicat. A cela s’ajoute, le
fait que ce calcul du couple s’avère très gourmand en mémoire vu qu’il s’eﬀectue à
partir d’extraction et calcul par Python de valeurs dans le Code_Aster, que ce soit
en modélisation poutre ou bien 3D. L’espace mémoire de l’ordinateur est rapidement
épuisé et le calcul s’arrête.
Pour ces deux raisons la comparaison du couple de frottement entre les modélisa-
tions 1D et 3D a été abandonnée. On peut comparer les orbites décrites par un point
du rotor 3D et son équivalent en modélisation poutre. On peut également exami-
ner le comportement du stator. Cela nous permettra de conclure quand à l’apport
d’une modélisation 3D sur le traitement du contact rotor-stator et éventuellement
sur l’apport que cela aurait pu avoir en modélisation du ralentissement.
3.5. Exemples d’applications
Dans un premier temps, on traite un contact entre un rotor en acier tournant à une
vitesse faible (240 tr/min) et un stator composé d’une couronne encastrée (c’est-à-
dire sans ailettes, voir la Fig. 3.16). Cela permet d’analyser d’une façon plus simple
les résultats du calcul et de détecter, plus simplement, les interpénétrations étant
donné que le jeu rotor-stator est de 8 mm et que l’encastrement du stator va empê-
cher des déplacements du rotor supérieur au jeu rotor-stator ajouté à l’écrasement
du stator (qui sera négligeable pour ce cas d’étude).
On passe par la suite à un cas plus avancé où le stator est composé d’une couronne
suspendue par des ailettes dont le bord est encastré. La vitesse de rotation étant
toujours de 240 tr/min. Le contact rotor-stator cause une déformation des ailettes
et entraîne un mouvement du stator. Et on termine par une analyse du contact
rotor-stator sur ce même cas d’étude mais proche d’une vitesse critique du rotor.
Dans les trois cas d’étude, le rotor et le stator sont en acier de module d’Young
E = 2.1×1011 Pa, de masse volumique ρ = 7800 kg/m3 et de coeﬃcient de Poisson
ν = 0.3. Le frottement rotor-stator suit la loi de Coulomb avec un coeﬃcient de
frottement de 0.2.
On rappelle que dans les trois cas d’étude, la vitesse de rotation est imposée selon
la loi décrite par l’Eq. (3.13) du §3.3.2. En d’autres termes, le rotor démarre avec
une vitesse et accélérations nulles et atteint sa vitesse maximale et constante au
bout d’un certain délai tm et qui vaut 0.01 (s). La vitesse de rotation n’est pas
une variable du problème dynamique : elle reste constante pour t > 0.01 (s). Un
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Figure 3.41.: Modèle du système rotor-stator 3D sous étude
chargement équivalent à un balourd est imposé progressivement selon la loi décrite
par l’Eq. (2.170) et durant une période de 0.01 (s). Ce chargement est équivalent à
un balourd constant pour t > 0.01 (s).
3.5.1. Contact d’un rotor contre un stator encastré
On considère le modèle 3D rotor-stator de la Fig. 3.41 et les dimensions de la
Fig. 3.16. Dans un premier temps un contact entre un rotor et un stator sans ailettes
et encastré est étudié. Le rotor 3D est maillé avec des éléments quadratiques et
comporte 1400 nœuds. Le stator (qui est une simple couronne sans ailettes dans ce
cas) comporte 259 nœuds et est maillé avec des éléments quadratiques également.
La surface esclave appartient au stator car il est maillé plus ﬁnement et compte
136 nœuds de contact. La surface maître appartient au rotor et comporte 80 nœuds
de contact. Le rotor poutre comporte 41 nœuds. A noter qu’un raﬃnement des
maillages et notamment des surfaces de contact a alourdi signiﬁcativement le calcul,
alors qu’il a modiﬁé d’une façon négligeable les résultats.
Comme une méthode de pénalité est utilisée pour résoudre le problème de contact,
une étude paramétrique est menée sur les coeﬃcients de raideur utilisés.
Par la suite on ﬁxe des coeﬃcients de raideur les plus élevés possibles pour limiter
les interpénétrations et tels que la convergence des algorithmes de contact reste pos-
sible. Ces coeﬃcients seront notés kn pour la raideur normale et kt pour celle tangen-
tielle. Dans le cas d’étude présenté dans ce paragraphe les valeurs des paramètres de
raideur retenus sont kn = 1014 N/m et kt = 109 N/m. On traite trois cas de contact,
le premier avec des coeﬃcients de raideur qui sont kns = kn/10 et kts = kt/10.
Le deuxième sera celui eﬀectué pour les valeurs nominales (kn = 1014 N/m et
kt = 10
9 N/m) et le troisième celui avec knf = kn × 10 et ktf = kt × 10. Si les trois
calculs donnent des résultats très proches, cela permet de négliger l’inﬂuence des
coeﬃcients de raideur de pénalité sur les résultats. On eﬀectue cela sur les modèles
1D et 3D.
La Fig. 3.42 eﬀectue une comparaison sur le modèle 1D des orbites d’un point
appartenant à la ﬁbre neutre du rotor (le point Nc) dans la section où se produit le
contact. On remarque une sensibilité très légère des orbites aux raideurs de contact.
Le problème est résolu par un schéma d’intégration en temps de Runge-Kutta.
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Figure 3.42.: Inﬂuence de la raideur de pénalité en modélisation 1D (Schéma de
Runge-Kutta)
Cette faible sensibilité aux coeﬃcients des raideurs de contact est très acceptable,
ce qui permet de dire que les valeurs des raideurs de pénalités en frottement et en
contact sont bons et permettent de représenter correctement la physique du contact
mise en jeu. Les interpénétrations sont négligeables et ne dépassent pas dans le pire
des cas les 0.01 mm. On rappelle que le jeu rotor stator est de 8 mm.
On peut également s’interroger sur l’inﬂuence du choix du schéma d’intégration en
temps. C’est pourquoi on répète le même calcul et on ﬁxe les coeﬃcients de pénalité
à kn = 1014 N/m et kt = 1010 N/m. On résout le problème 1D avec le schéma
d’Euler, et le schéma de Runge-Kutta (voir la documentation du Code_Aster).
La Fig. 3.43 montre la comparaison entre la résolution par trois schémas en temps
diﬀérents du problème de contact rotor-stator en modélisation poutre. Une faible
sensibilité au schéma en temps est constatée. Par contre, le schéma de Runge-
Kutta permet d’avoir un pas de temps adaptatif (ce qui n’est pas le cas du schéma
d’Euler implanté dans le Code_Aster) ainsi qu’une meilleure stabilité dans le cadre
du traitement du contact. Le pas de temps adaptatif du schéma de Runge-Kutta
permet de gagner signiﬁcativement en temps CPU. En fait, ce temps est de l’ordre de
la minute dans notre cas. Il est multiplié par dix par un calcul par le schéma d’Euler.
En eﬀet, la sévérité du contact n’est pas la même tout au long de la simulation.
Pour que le calcul converge à un instant donné auquel la sévérité du contact est
importante, le pas de temps doit être assez faible. Si un schéma en temps à pas de
temps unique est utilisé (comme le schéma d’Euler implanté dans le Code_Aster),
alors un pas de temps assez faible doit être maintenu tout au long de la simulation,
bien que ce ne soit nécessaire que pendant une durée limitée du calcul. Le schéma de
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Figure 3.43.: Inﬂuence du schéma en temps sur la résolution du contact
Runge-Kutta permet d’utiliser un pas de temps plus large (5× 10−5 (s) dans notre
cas) et de l’adapter automatiquement selon le besoin (5× 10−7 (s) étant le pas de
temps nécessaire à la convergence du schéma d’Euler.) Par contre, le désavantage
de la méthode de Runge-Kutta est l’espace mémoire nécessaire. Pour le cas traité
dans cet exemple, 1.5 Gb de mémoire sont suﬃsants pour traiter le calcul avec la
méthode d’Euler (pour kn = 1014 N/m et kt = 1010 N/m). La capacité en mémoire
doit être haussée à 8 Gb pour le calcul avec un schéma de Runge-Kutta. Pour le
modèle 1D de tous les exemples suivants, le schéma de Runge-Kutta est utilisé avec
un espace mémoire de 10 Gb réservé.
On eﬀectue la simulation du même problème physique mais cette fois en modélisa-
tion 3D.
On eﬀectue pour la modélisation 3D une analyse sur les coeﬃcients des raideurs
de pénalité comme pour la modélisation 1D précédente et pour les mêmes valeurs
de raideurs de pénalité (kn = 1014 N/m et kt = 1010 N/m), (knf = 1015 N/m et
ktf = 10
11 N/m) et (kns = 1013 N/m et kts = 109 N/m)
Les résultats sont présentés sur la Fig. 3.44, et montrent une très faible sensibilité
aux raideurs de contact plus faibles encore que celles observées sur le modèle 1D.
Chaque cas de contact traité nécessite plus de 30 heures de simulation sur une
machine QuadCore avec 2.5 GHz de Ram et 10 GHz de mémoire et pour un pas
de temps de 5 × 10−5 s. Une telle modélisation est donc extrêmement coûteuse
en temps de calcul. On rappelle que pour les modèles 3D, l’intégration temporelle
s’eﬀectue à travers le schéma de Newmark amorti. Un pas de temps de 5× 10−5 (s)
est utilisé.
On eﬀectue par la suite une comparaison entre les orbites du point Nc du modèle
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Figure 3.44.: Inﬂuence de la raideur de pénalité en modélisation 3D
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Figure 3.45.: Comparaison des orbites pour un contact en modélisations 3D et
1D
3D, et celui qui lui correspond en modélisation 1D.
Dans le soucis d’une meilleur clarté, la Fig. 3.45 qui présente les orbites du point Nc
du rotor sur l’intervalle de temps t ∈ [0, 1] (s) sera divisée en trois ﬁgures, chacune
correspondant à un tiers de l’intervalle de simulation, c’est-à-dire, la Fig. 3.46 cor-
respond aux orbites du point Nc du rotor pour le premier intervalle de simulation
(t ∈ [0, 0.33] (s) ), la Fig. 3.47 correspond au deuxième intervalle (t ∈ [0.33, 0.66] s)
et la Fig. 3.48 au troisième (t ∈ [0.66, 1] s).
La Fig. 3.45 montre une diﬀérence nette entre le contact traité en modélisation
unidimensionnelle et une autre tridimensionnelle. En eﬀet, si on compare les orbites
décrites par les rotors poutre et 3D de la Fig. 3.45 (cas de contact rotor-stator décrit
dans ce paragraphe) avec les orbites décrites par les rotors poutre et 3D pour la
même excitation de balourd 6 mais pour un cas sans contact rotor stator (voir la
Fig. 3.18), on constate que le traitement du contact rotor-stator diﬀère s’il est traité
par une approche 1D ou bien par une autre 3D. La diﬀérence de comportement
entre les rotors poutre et 3D est négligeable dans le cas où le contact rotor-stator
est absent (Fig. 3.18) et est prononcée en cas de contact (Fig. 3.45). Cela met en
évidence que cette diﬀérence provient de la diﬀérence de traitement du contact dans
les deux modèles. On rappelle, par contre, que la vitesse de rotation du rotor est
imposée et cela réduit les écarts constatés sur les comportement des rotors poutre
et 3D. Pour mieux comprendre les sources des écarts entre les modélisations 1D et
3D, on examine le comportement des stators.
On peut examiner la déformée ampliﬁée du stator pour mettre en évidence la trace
6. Les conditions de simulations des Fig. 3.45 et Fig. 3.18 sont identiques : maillage, pas de
temps, schéma en temps, pas de temps, etc.
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Figure 3.46.: Comparaison des orbites pour un contact en modélisations 3D et
1D
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Figure 3.47.: Comparaison des orbites pour un contact en modélisations 3D et
1D
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Figure 3.48.: Comparaison des orbites pour un contact en modélisations 3D et
1D
du contact rotor. On prend l’instant de calcul t = 0.875 (s) et on examine la
déformée du stator. Cette dernière est ampliﬁée par un facteur 1.5 × 105 et est
illustrée par la Fig. 3.49.
Par contre, si on regarde la déformée ampliﬁée par le même facteur du stator et au
même instant lorsque le contact est traité par une modélisation 1D (Fig. 3.50), on
n’arrive pas à retrouver la trace du rotor.
En eﬀet, le contact rotor-stator en modélisation poutre, et vu la rigidité de la section
du rotor concerne plus de points de contact (α ≥ β dans la Fig. 3.51) et par la suite
on n’observe pas une déformée aussi localisée en modélisation poutre, alors qu’elle
Figure 3.49.: Déformée (à l’échelle 1.5 × 105) du stator en modélisation 3D à
t = 0.875 (s).
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Figure 3.50.: Déformée (à l’échelle 1.5 × 105) du stator en modélisation 1D du
contact à t = 0.875 (s).
est visible en 3D 7. Cela est, en partie, responsable des écarts entre les modélisations
1D et 3D du contact rotor-stator.
Pour démontrer numériquement cette hypothèse, on trace la déformée de la section
du rotor 3D dans la zone de contact à t = 0.875 s, comme le montre la Fig. 3.52,
et qui est ampliﬁée à un facteur de 1.5× 104. Les triangles rouges représentent les
diﬀérents nœuds de la section. Un cercle de centre O et passant par le nœud le
plus décalé du centre, met en évidence la déformation de la section. Cette dernière
n’est plus un disque. Cela réduit le nombre de points de contact de la section avec
le stator par rapport à une modélisation poutre et pour laquelle la section est un
disque non déformable. Cela met en évidence l’importance d’une modélisation 3D
du contact rotor-stator.
Cette conclusion sera à nouveau obtenue dans les exemples qui suivent.
3.5.2. Contact d’un rotor contre un stator suspendu
La deuxième simulation consiste à eﬀectuer des calculs avec un stator muni d’ailettes
et qui est représenté par la Fig. 3.53 et dont les dimensions sont celles de la Fig. 3.16.
7. Il est bien entendu nécessaire en modélisation 3D d’avoir une finesse de maillage suffisante
et des éléments quadratiques pour une bonne présentation de la section et la surface de contact.
Au cas échéant, des erreurs de modélisations non négligeables seront commises et conduisent à des
conclusions erronées.
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Figure 3.51.: Comparaison de la surface de contact en hypothèses poutre et 3D
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Figure 3.52.: Déformée ampliﬁée de la section du rotor 3D dans la zone de contact
à t = 0.875 s
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Figure 3.53.: Modèle de Stator avec des ailettes
Figure 3.54.: Le système rotor-stator en modélisation 3D
Le rotor étant le même que celui du cas précédent. Le système rotor-stator de cet
exemple est montré sur la Fig. 3.54.
On présente dans la Fig. 3.55 le rotor 3D et le rotor poutre ainsi que le stator
utilisé pour la modélisation 3D et qui est exactement le même dans la modélisation
poutre.
Le stator de ce cas d’étude est muni d’ailettes et comporte 2280 nœuds avec maillage
qui est formé d’éléments quadratiques. Il comporte sur la surface de contact 128
nœuds. L’extrémité de chaque ailette non reliée à la couronne est encastrée et la
couronne ne peut se déplacer selon l’axe des z (dans la direction parallèle à l’axe du
rotor). On note que le raﬃnement du maillage modiﬁe d’une façon très négligeable
les résultats alors que les conséquences sur le temps de calcul sont très importants.
Le rotor tourne à la même vitesse et sous les mêmes conditions que l’exemple pré-
senté dans le paragraphe précédent. La vitesse du rotor démarre de zéro et atteint
au bout de 0.01 s sa valeur constante de 240 tr/min. On considère un pas de temps
de 5× 10−5 s.
Vu l’augmentation du nombre de nœuds dans la modélisation du stator, néces-
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Figure 3.55.: Modèle 1D et 3D du système rotor-stator
saire à la bonne prise de eﬀets de déformation des ailettes, le temps de calcul aug-
mente considérablement. Le rotor entraîne le stator et la convergence des boucles de
contact à chaque pas de temps nécessite un temps CPU plus important que le cas
de calcul précédent. Pour une durée totale de simulation d’une seconde, le temps
CPU monte à plus de 60 heures sur la même machine de calcul.
L’analyse de sensibilité sur les coeﬃcients des raideurs de contact en modélisation
poutre et pour un schéma de Runge-Kutta montre une sensibilité négligeable des
résultats aux paramètres de contact si les valeurs nominales sont celles du cas pré-
cédent (kn = 1014 N/m et kt = 1010 N/m). C’est pourquoi on maintient ces mêmes
valeurs de coeﬃcients de pénalité en modélisation poutre et 3D. La même analyse
eﬀectuée sur le modèle 3D est très coûteuse en temps CPU et ne présente pas un
intérêt évident.
La Fig. 3.56 montre une comparaison entre les orbites de Nc obtenues par les modé-
lisations poutre et 3D. Le comportement montre des diﬀérences et met en évidence
que le traitement du contact en 3D est plus riche qu’en modélisation 1D. On essaye
par la suite de mieux illustrer cette conclusion et souligner les aspects physiques et
de modélisation qui apportent cette riche à la modélisation 3D.
A noter que les résultats obtenus dans ce paragraphe (stator muni d’ailettes) ne
sont pas comparables avec les résultats obtenus sur la simulation du contact rotor-
stator dans lequel le stator était une simple couronne privée d’ailettes, car les deux
modèles ne traitent pas d’une même réalité physique. De plus comme la vitesse du
rotor est imposée et qu’aucun ralentissement ne pourrait être simulé, il est alors
diﬃcile à travers l’analyse des écarts entre les modélisations 1D et 3D des Fig. 3.56
et Fig. 3.45 de conclure lequel des deux cas de contact est le plus intéressant à
traiter en modélisation 3D. Par contre, on peut remarquer à travers la comparaison
des orbites des rotors (Fig. 3.45 et Fig. 3.56) que l’écart entre les résultats 3D et 1D
est plus faible que dans le cas du rotor sans ailette. Cela est peut-être dû au fait que
lorsqu’on a des ailettes, on atténue le phénomène d’impact et donc les déformations
localisées du stator. L’analyse du comportement du stator permet d’enrichir les
conclusions et de souligner l’apport d’une modélisation 3D du contact rotor-stator.
Pour une meilleur clarté, la Fig. 3.56 qui présente les orbites du pointNc du rotor sur
l’intervalle de temps t ∈ [0, 1] (s) sera divisée en trois ﬁgures, chacune correspondant
à un tiers de l’intervalle de simulation. On obtient respectivement la Fig. 3.57, la
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Figure 3.56.: Orbites des rotors 3D et poutre
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Figure 3.57.: Orbites des rotors 3D et poutre
Fig. 3.58 et la Fig. 3.59.
On examine maintenant d’une façon plus détaillée le comportement du stator. La
Fig. 3.60 eﬀectue une comparaison entre les déplacements du point C1 (voir la
Fig. 3.16) pour un traitement du contact en modélisations poutre et 3D.
Il apparaît d’une façon claire que le stator en modélisation poutre a des déplace-
ments beaucoup plus importants que celui en modélisation 3D selon la direction y,
i.e., dans la direction provoquée par la force de frottement (des diﬀérences allant
jusqu’à trois fois de plus). Cela est également vrai sur le point C2 dans l’autre di-
rection du plan, la direction x comme le montre la Fig. 3.61. Seule l’amplitude de
ces oscillations est diﬀérente d’une modélisation à l’autre. Par contre, la diﬀérence
est moins importante dans la direction normale au contact comme est visible sur
la Fig. 3.62 qui représente le comportement de C1 selon x (direction normale au
contact). Les fréquences des oscillations des stators dans les deux modélisations sont
en revanche assez proches.
Il faut noter que certaines diﬀérences entre le comportement des stators en modéli-
sations 1D et 3D sont dues à l’utilisation de deux schémas de résolution diﬀérents
pour chacune les modélisations 1D et 3D. En eﬀet, pour la modélisation 3D du
contact rotor-stator, le schéma oﬀert est un schéma de Newmark amorti. Il n’est
pas disponible en modélisation 1D du contact : le choix le plus convenable étant
le schéma de Runge-Kutta qui ne dispose pas d’amortissement numérique. L’uti-
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Figure 3.58.: Orbites des rotors 3D et poutre
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Figure 3.59.: Orbites des rotors 3D et poutre
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Figure 3.60.: Déplacements selon y de C1
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Figure 3.61.: Déplacements selon x de C2
0 0.2 0.4 0.6 0.8 1-0.0002
-0.0001
0
0.0001
0.0002
t (s)
U
x
(m
)
Modélisation poutre
Modélisation 3D
Figure 3.62.: Déplacements selon x de C1
172
3.5 Exemples d’applications
lisation de deux schémas d’intégration en temps diﬀérents pour chacune des deux
modélisations, et la présence d’un amortissement numérique uniquement dans l’un
des deux schémas, sont la source de certaines diﬀérences, mais qui ne constituent
pas la source principale de diﬀérence entre les deux modèles. En eﬀet, l’examen des
Fig. 3.61 et Fig. 3.60 montre la présence de certaines oscillations hautes fréquences
(de faible amplitude) sur la solution poutre, notamment pour t ∈ [0.7, 0.8] (s). Cela
n’est pas visible sur la solution 3D qui est amortie. Par contre, ces oscillations et
la diﬀérence de choix des schémas d’intégration en temps n’est pas la source d’une
instabilité dans la solution, qu’elle soit celle 1D ou bien celle 3D. L’écart entre les
deux solutions est évident et ne peut pas être dû à la méthode d’intégration en
temps. Cependant, l’écart constaté sur la Fig. 3.62 (direction normale au contact)
est en partie dû à la présence ou pas d’amortissement numérique dans le schéma en
temps. La solution 3D s’amortit surtout pour t ∈ [0.6, 0.9] (s), alors que la solution
1D ne s’amortit pas. Les diﬀérences de comportement, dans la direction normal au
contact, constatées sur la Fig. 3.62 sont en partie dues à la diﬀérence de choix des
schémas en temps. Ce choix élargit l’écart entre les deux solutions sans toutefois
qu’il ne soit la raison principale de l’écart.
C’est donc la force de contact, à la fois ses composantes normale et tangentielle,
mais surtout la composante tangentielle, et donc aussi le couple de contact rotor-
stator qui vont être assez diﬀérents entre les modélisations poutre et 3D. Cela est
dû à la rigidité de la section du rotor en modélisation poutre. En d’autres termes,
comme la section du rotor en modélisation poutre ne se déforme pas, cela engendre
un nombre de points de contact plus important en modélisation poutre qu’en 3D,
comme évoqué dans le §3.5.1 et illustré en Fig. 3.51. Cela est clair sur la Fig. 3.63 qui
présente la déformée ampliﬁée d’un facteur de 100 des stators à l’instant t = 0.876 s.
On remarque que le stator eﬀectue une rotation autour de lui même beaucoup plus
importante lorsque le contact est traité en modélisation poutre qu’en modélisation
3D. En eﬀet, sur la Fig. 3.63, la ﬂexion des ailettes suite à la rotation du stator
autour de lui-même dans la modélisation poutre est nettement visible, alors qu’elle
est presque imperceptible sur la modélisation 3D et il faut passer d’une ampliﬁcation
de 100 à une ampliﬁcation de 1000 pour mettre en valeur l’eﬀet généré par le couple
de frottement sur le stator en modélisation 3D et cela sera illustré dans la Fig. 3.64.
Cette rotation du stator autour de son axe, est due au couple généré par le frot-
tement rotor-stator. Ce dernier n’a pas d’eﬀets visibles sur le rotor car sa vitesse
est imposée, mais il provoque une rotation du stator sur lui-même et par la suite
une ﬂexion des ailettes. Si la vitesse du rotor n’était pas imposée, la diﬀérence entre
le couple de frottement généré par le contact en modélisation poutre et 3D, aurait
généré un ralentissement diﬀérent du rotor en modélisations poutre et 3D. Cela met
en valeur l’importance d’une modélisation 3D du contact pour le traitement d’un
ralentissement en situation accidentelle d’une turbine.
On démontre par la suite, que suite à l’imposition de la vitesse de rotation du rotor,
l’eﬀet du couple de frottement est très peu perceptible sur les orbites du rotor alors
qu’il est nettement visible sur le comportement du stator. On eﬀectue tout d’abord
une comparaison entre la déformée du stator pour une modélisation poutre et pour
t = 0.876 s entre le cas présenté dans ce paragraphe et un autre pour lequel le
coeﬃcient de frottement de Coulomb µ est baissé à 2 × 10−5. Les déformées sont
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Figure 3.63.: Comparaison des déformées ampliﬁées d’un facteur de 100 des stators
des modélisations poutre et 3D
Figure 3.64.: Déformée ampliﬁée du stator en modélisation 3D à t = 0.876 s
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µ = 2× 10−5 µ = 0.2
Figure 3.65.: Mise en évidence de l’importance de la force de frottement
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Figure 3.66.: Déplacements selon y de C1 pour µ = 2× 10−5.
ampliﬁées de 100 et seront présentées sur la Fig. 3.65.
La Fig. 3.65 montre que le couple de frottement se traduit par une rotation du
stator autour de lui-même et qui est d’autant plus importante que le coeﬃcient
de frottement de Coulomb l’est. Si on regarde également les déplacements selon
y du point C1 pour une modélisation poutre avec un coeﬃcient de frottement de
Coulomb µ = 2×10−5, on obtient la Fig. 3.66. Si on compare cette dernière avec la
Fig. 3.60, il paraît évident que la réduction considérable du coeﬃcient de frottement
a permis de réduire les rotations du stator autour de son axe d’une façon claire.
D’autre part, la Fig. 3.67 établit une comparaison des orbites décrites par le point
Nc du rotor pour trois cas de calcul diﬀérents. Le calcul avec contact rotor-stator
en modélisation 3D, celui en modélisation poutre et un calcul poutre avec µ =
2×10−5 (frottement presque négligeable). Il est clair que le comportement du rotor
poutre illustré par les orbites de la Fig. 3.67 est très peu sensible à µ, alors que le
175
Chapitre 3 Modélisation du contact rotor-stator
replacements
0.010
0.010
0.005
0.005
−0.005
−0.005
−0.010
−0.010
0
0
U
y
(m
)
Ux (m)
Rotor 3D (µ = 0.2)
Rotor poutre (µ = 0.2)
Rotor poutre (µ = 2× 10−5)
Figure 3.67.: Comparaison des orbites du point Nc du rotor
comportement du stator l’est.
Dans le soucis d’une meilleur clarté, la Fig. 3.67 qui présente les orbites du point Nc
du rotor sur l’intervalle de temps t ∈ [0, 1] (s) sera divisée en trois ﬁgures, chacune
correspondant à un tiers de l’intervalle de simulation. On obtient respectivement la
Fig. 3.68, la Fig. 3.69 et la Fig. 3.70.
Pour mieux établir une comparaison du comportement des stators selon les diﬀé-
rentes façon de traiter le contact, on choisit huit points appartenant à la surface de
contact du stator et qui sont face à Nc et répartis tous les 45° (répartis symétrique-
ment par rapport au centre du stator).
La Fig. 3.71 montre un disque en rotation autour de son axe de rotation à une
vitesse ω. Si on eﬀectue la somme des vecteurs ui pour i = 1 → 8, on aura un
vecteur nul, et cela car les points choisis sont symétriques par rapport à l’axe de
rotation. Sur le stator, on prend une répartition des nœuds de la même manière que
dans la Fig. 3.71 et par la suite la moyenne des déplacements en ces points élimine
la rotation du stator autour de son axe. On l’appelle par la suite l’orbite du centre
du stator. Le résultat permet de juger des déplacements du centre de rotation du
stator. En eﬀet, cette moyenne permet d’éliminer la rotation du stator autour de son
axe principal et de ne garder que son comportement normal. Cela permet de com-
parer le comportement normal au contact des deux modélisations 1D et 3D. Cette
comparaison est intéressante car la comparaison du comportement global du stator
en modélisations 1D et 3D met l’accent sur la diﬀérence de comportement dans
la direction tangente au contact (aspect frottement), et il est intéressant d’évaluer
l’apport d’une modélisation 3D du contact rotor-stator dans la direction normale
au contact par rapport à une modélisation 1D, et de savoir si les diﬀérences sont
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Figure 3.68.: Comparaison des orbites du point Nc du rotor (t ∈ [0, 0.33] s)
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Figure 3.69.: Comparaison des orbites du point Nc du rotor (t ∈ [0.33, 0.66] s)
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Figure 3.70.: Comparaison des orbites du point Nc du rotor (t ∈ [0.66, 1] s)
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Figure 3.71.: Disque en rotation
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Figure 3.72.: Comparaison des orbites du stator
aussi prononcées que celles trouvées dans la direction tangente au contact.
La Fig. 3.72 montre les orbites du stator pour des modélisation 1D (pour deux
coeﬃcients de frottement de Coulomb diﬀérents) et 3D. La Fig. 3.73 représente un
zoom sur la Fig. 3.72 pour une meilleure visibilité. L’orbite du centre du stator
présente une diﬀérence claire entre les modélisations 1D et 3D. Le traitement du
contact est donc diﬀérent d’une modélisation à une autre. Pour une modélisation
1D du contact rotor-stator, on constate d’après les Fig. 3.72 et Fig. 3.73 que chan-
ger le coeﬃcient de frottement de Coulomb sur la modélisation 1D se traduit par
des diﬀérences sur l’orbite du centre du stator, mais cette dernière présente des
similitudes fortes avec le cas de modélisation 1D du contact avec un frottement de
Coulomb plus important. Par contre, le comportement 3D constaté sur l’orbite du
centre du stator est totalement diﬀérent. Cela laisse constater que ce n’est pas que
le comportement tangentiel, et par la suite le couple de frottement, qui est diﬀé-
rent entre les modélisations 1D et 3D, mais également le comportement normal.
Le traitement d’un problème de contact rotor-stator par une modélisation 3D est
plus riche qu’une simple modélisation 1D, et cela est visible sur le comportement
normal et tangentiel, on souligne, alors, la nécessité d’une modélisation 3D pour la
simulation d’un contact rotor-stator.
3.5.3. Contact d’un rotor contre un stator suspendu à vitesse
critique
Dans cet exemple de calcul on reprend le même modèle, chargement et conditions
aux limites que l’exemple précédent et on modiﬁe la vitesse de rotation pour se
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Figure 3.73.: Zoom sur les orbites du stator
situer au voisinage d’une vitesse critique du modèle.
La Tab. 3.1 montre les premières fréquences propres du rotor. On choisit par la
suite une vitesse de rotation proche de la première fréquence propre du rotor, i.e.,
10.6 Hz donc ω = 636 tr/min. On vériﬁe tout d’abord que cette vitesse excite les
modèles poutre et 3D du rotor d’une façon assez proche pour que les diﬀérences
de comportement en contact rotor-stator ne soient pas dus à une excitation plus
prononcée d’un modèle que l’autre.
On présente par la suite les résultats de l’excitation du rotor pendant un temps
de simulation de 0.5 s au point Nc. La cohérence du comportement est également
constatée sur tous les autres points appartenant au rotor.
Les Fig. 3.74, Fig. 3.75 et Fig. 3.76 montrent respectivement les déplacements,
vitesses et accélérations selon la direction x du points Nc appartenant au rotor 3D
et son équivalent du rotor poutre. Il est clair que les deux modélisations poutre et
3D se comportent d’une façon très proche et qu’on peut par la suite comparer le
comportement du contact rotor-stator des modèles poutre et 3D pour cette vitesse.
Cette cohérence est également observée sur le point Nc dans la direction y et cela
se traduit par une cohérence des orbites de ce point tracés dans la Fig. 3.77 pour
une durée de simulation de 0.5 s, et sur d’autres points du rotor.
On s’aperçoit sur la Fig. 3.77 de l’ampliﬁcation des amplitudes suite à l’excitation
du rotor à sa vitesse critique. Le contact va donc être plus sévère que pour la
vitesse de rotation envisagée précédemment. Comme la résolution du contact se fait
par pénalité, on peut craindre que la sensibilité de la solution aux coeﬃcients des
raideurs de pénalité se voit accentuée. Une étude paramétrique est donc à nouveau
menée sur le modèle poutre sur les coeﬃcients de raideur de pénalité comme présenté
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Figure 3.74.: Déplacements selon x
de Nc pour ω = 636 tr/min
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Figure 3.75.: Vitesses selon x de Nc
pour ω = 636 tr/min
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Figure 3.76.: Accélérations selon x de Nc pour ω = 636 tr/min
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Figure 3.77.: Orbites de Nc pour ω = 636 tr/min
dans le premier cas. La Fig. 3.78 montre les orbites de Nc pour trois valeurs de
raideurs de pénalité diﬀérentes : valeurs nominales kn = 1014 N/m et kt = 1010 N/m,
ainsi que des valeurs de coeﬃcients de pénalité de dix fois et un dixième de fois ces
valeurs.
Les résultats présentés sur la Fig. 3.78 montrent qu’avec l’ampliﬁcation des am-
plitudes de déplacements du point Nc, la sensibilité des résultats reste cependant
acceptable. On se limite à une simulation de 0.2 s. Cette analyse eﬀectuée sur la
modélisation poutre nécessite 3 minutes. La sévérité du contact due à la vitesse
critique n’est pas un vrai déﬁ pour la résolution poutre du contact. Le temps de
calcul n’augmente que légèrement par rapport à une simulation loin d’une vitesse
critique. Par contre, en modélisation 3D le temps CPU augmente très considérable-
ment. Le pas de temps qui était suﬃsant pour la convergence dans les deux premiers
exemples de contact et (5× 10−5 s) n’est plus du tout suﬃsant. Pour converger en
simulation 3D du contact le pas de temps doit passer à 5 × 10−7 s. En eﬀet, la
vitesse critique augmente la fréquence des oscillations du rotor et par la suite un
nombre de contact plus important doit être géré par l’algorithme pendant un temps
donné. La diminution du pas de temps contribue à la convergence de l’algorithme,
car elle permet de gérer d’une façon plus convenable les eﬀets physiques en place.
Cela conduit à un temps de calcul énorme, d’autant plus qu’on rappelle que la réso-
lution se fait en schéma implicite de Newmark. De ce fait, l’analyse de la sensibilité
sur les coeﬃcients de raideurs de pénalité ne sera pas faite sur le modèle 3D. On
se contente par l’analyse faite sur la modélisation poutre pour justiﬁer le choix des
raideurs de pénalité de contact et on se limite à une simulation de 0.2 s. Le temps
CPU consommé sur une machine Quad-Core 2.5 GHz et 12 Gb de mémoire est de
plus de 7 jours de calcul (autour de 170 heures de calcul).
La Fig. 3.79 établit une comparaison entre les orbites décrites par le point Nc en
absence d’un contact rotor-stator et en sa présence. Il est évident que le stator
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Figure 3.78.: Comparaison des orbites de Nc pour ω = 636 tr/min et pour 3
raideurs de pénalité diﬀérentes
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Figure 3.79.: Orbites décrites par Nc en modélisation poutre
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Figure 3.80.: Orbites décrites par Nc en modélisations poutre et 3D
empêche un déplacement très prononcé du rotor et par la suite subit un choc très
violent.
On compare dans la Fig. 3.80 les orbites décrites par Nc en modélisations poutre
et 3D. On s’aperçoit d’une diﬀérence bien plus nette que pour les deux cas traités
plus tôt dans ce chapitre. Cette diﬀérence, qui est normalement moins visible sur
les orbites du rotor, car la vitesse de rotation est imposée (voir l’explication dans
le §3.5.2), se voit accentuée. Le comportement du stator, comme on le verra par la
suite, présente selon les modèles des écarts énormes et qui permettent de justiﬁer
l’investissement en temps CPU nécessaire pour eﬀectuer une analyse en modélisation
3D du contact.
La Fig. 3.81 eﬀectue la comparaison entre les orbites du stator (même principe de
calcul que dans le deuxième cas). La comparaison met en évidence l’écart énorme
entre le comportement des deux stators suite au contact. Le couple de frottement
généré par le contact est nettement diﬀérent et cela se traduit par un comportement
diﬀérent du stator qui eﬀectue une rotation autour de son axe plus prononcée en
modélisation poutre qu’en modélisation 3D.
La Fig. 3.82 montre l’état du stator en modélisations poutre et 3D, et cela à t =
0.1567 s. Aucune ampliﬁcation n’est nécessaire dans ce cas vu l’intensité de la
déformation du stator. La modélisation poutre génère un couple de frottement plus
important qui se traduit par des déplacements très supérieurs à ceux constatés sur
le stator si le contact est géré par un algorithme 3D.
Pour mieux mettre en valeur cet écart constaté sur les déplacements, on examine
l’évolution des déplacements des points C1 et C2 du stator.
La Fig. 3.83 montre une comparaison entre les déplacements du point C1 (voir la
Fig. 3.16) suite au contact rotor-stator traité en modélisation poutre et en modéli-
sation 3D. On remarque, dans la direction y qui est celle de la force de frottement
tangente au stator, des déplacements plus prononcés (jusqu’à cinq fois plus impor-
tants) suite à la modélisation 1D que pour la modélisation 3D. On tire la même
conclusion dans la direction x pour le point C2 et dont les résultats sont présentés
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Figure 3.81.: Orbites du stator en modélisation poutre et 3D
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Figure 3.82.: État du stator à t = 0.1576 s
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Figure 3.83.: Déplacements de C1
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Figure 3.84.: Déplacements de C2
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dans la Fig. 3.84.
Que ce soit au niveau du comportement normal constaté sur les orbites du centre du
stator (Fig. 3.81) ou bien au niveau du comportement tangentiel, qui se manifeste
par la rotation du stator autour de lui-même (Fig. 3.82, Fig. 3.83 et Fig. 3.84),
on trouve des écarts assez prononcés entre les modélisations 1D et 3D du contact
rotor-stator. Cela permet de conﬁrmer les conclusions obtenues précédemment et
de mettre en valeur l’importance d’une modélisation 3D pour le traitement des
ralentissements accidentels de turbines avec contact rotor-stator.
3.6. Conclusions
Dans ce chapitre, nous avons résumé l’état de l’art sur le contact rotor-stator et
explicité les objectifs de modélisation en contact rotor-stator retenus dans la thèse.
Ceci a permis de se situer par rapport à la bibliographie et aux travaux récents dans
le domaine. On a ensuite détaillé les outils théoriques et techniques qui permettent
d’aborder le problème. Ces outils sont intimement liés au choix du logiciel de cal-
cul par éléments ﬁnis, qui dans notre cas est le Code_Aster. C’est pourquoi on a
présenté les possibilités oﬀertes par le code en modélisation poutre et 3D, ainsi que
les diﬀérentes contraintes avant d’aborder trois cas de contact rotor-stator pour des
dimensions inspirées d’un GTA chez EDF.
La méthode de résolution du contact est une méthode de pénalité, c’est pourquoi une
analyse sur l’inﬂuence des raideurs de pénalité a été eﬀectuée, ainsi qu’une analyse
du choix du schéma en temps. Ce choix en modélisation poutre s’est orienté vers
un schéma explicite des plus stables qui est le schéma de Runge-Kutta. Par contre,
le choix était restreint en modélisation 3D : le schéma de Newmark amorti étant le
meilleur choix dans le Code_Aster. On a souligné l’importance de l’amortissement
numérique dans le schéma de Newmark, ainsi que la faible taille du pas de temps,
pour être capable de gérer le contact rotor-stator en gardant une stabilité du schéma
et en évitant l’introduction d’une énergie parasite dans le système.
3.6.1. Sur les performances des calculs
Les exemples traités mettent en valeur le coût élevé en temps CPU nécessaire en
traitement 3D du contact rotor-stator. Ce coût est d’une part lié au nombre de
degrés de liberté du modèle et surtout au nombre de nœuds des surfaces de contact.
Les raideurs de pénalité jouent un rôle également. Si ces raideurs sont augmentées,
on représente mieux la physique du contact, mais on perd rapidement en perfor-
mance CPU. La convergence des algorithmes de contact devient plus diﬃcile, on
remarque une augmentation prononcée du nombre des itérations et une baisse du
pas de temps nécessaire à la convergence. Cela est également vrai en modélisation
poutre. Une augmentation des raideurs de pénalité en modélisation poutre augmente
également la consommation en mémoire vive et pourrait conduire à un dépassement
des capacités de la machine. Dans les exemples traités et pour un schéma en temps
de Runge-Kutta, un minimum de 10 Gb de mémoire est exigé pour converger. Si les
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valeurs des coeﬃcients de pénalité sont divisées par 100, 6 Gb seront suﬃsants. Le
temps de calcul lui aussi diminue.
Pour traiter un contact rotor-stator autour d’une vitesse critique en modélisation
3D il faut s’attendre à un coût en temps de calcul prohibitif. En eﬀet, dès que la
sévérité du contact augmente, le pas de temps nécessaire à la convergence chute
dramatiquement. Des schémas d’intégration en temps explicites sont plus adaptés
au traitement de tels cas de contact.
3.6.2. Apport d’une modélisation 3D sur le contact rotor-stator
Les exemples mettent en avant l’apport d’une modélisation 3D pour le traitement
du contact rotor-stator :
Sur le comportement du stator : le stator présente des diﬀérences de compor-
tements assez prononcées entre les deux modélisations. La modélisation des stators
pour le contact traité par des algorithmes 3D et 1D, garantit que les diﬀérences
de comportement des stators ne proviennent pas de la modélisation des stators.
Les seules sources de diﬀérences proviennent du traitement du contact. En eﬀet,
des eﬀets de déformations localisés du stator sont observés dans une modélisation
3D du contact alors que cela n’est pas visible en modélisation poutre. La cause
principale repose dans la prise en compte de la déformation de la section du ro-
tor et qui conduit en modélisation 3D à avoir une surface de contact rotor-stator
plus réduite qu’en modélisation poutre. L’intensité des forces de contact, et leur
distribution spatiale, ainsi que le nombre de nœuds engagé par le contact diﬀère
entre les deux modélisations. La déformation de la section du rotor a également
un eﬀet très important sur le couple de frottement qui, en modélisation poutre, est
intensiﬁé par rapport à une modélisation 3D du contact, conduisant à des écarts
très remarquables entre les comportements des stators en modélisations 1D et 3D.
Sur le comportement du rotor : on n’est pas capable sur le Code_Aster de
traiter le ralentissement d’une turbine suite à un contact rotor-stator, mais suite
aux exemples traités dans ce chapitre, on peut conclure que le couple de frotte-
ment dû au contact rotor-stator est surestimé en modélisation 1D par rapport à
une modélisation 3D. Cela engendrerait un eﬀet évident sur le ralentissement si la
vitesse de rotation n’était pas imposée. Le comportement du rotor dont la vitesse
de rotation est imposée, présente des diﬀérences, sans que ces diﬀérences ne soient
trop importantes, entre les modélisations poutre et 3D.
Dans ce chapitre, et comme la vitesse de rotation du rotor est une donnée du
problème, on n’était pas capable d’observer certains eﬀets du contact rotor-stator
tel la précession inverse. On sait par contre que ce phénomène est lié à l’eﬀort de
frottement rotor stator. Par la suite, et comme un traitement par des algorithmes
simpliﬁés et en modélisation poutre conduit à une imprécision assez importante sur
le couple de frottement, cela induira forcément des imprécisions sur le comportement
du rotor. On pourrait observer une précession inverse en modélisation poutre, alors
que ce n’est pas le cas en 3D ou inversement. Mais malheureusement, et comme
la vitesse du rotor est imposée, on n’est pas capable de le montrer concrètement
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par un exemple numérique. Il fait cependant l’objet d’une perspective dans le cadre
d’autres travaux.
3.6.3. Cas industriels : choix entre les modélisations 1D et 3D
Bien qu’une modélisation 3D du contact rotor-stator est plus précise qu’une mo-
délisation 1D, son coût de calcul est une limitation importante. Les imprécisions
dues à une modélisation 1D du contact rotor-stator sont selon les cas tolérables
ou non. Les exemples traités dans ce chapitre montrent que les diﬀérences les plus
prononcées entre les modélisations 1D et 3D sont liées au couple de frottement. Le
comportement normal au contact présente moins de diﬀérences entre les modélisa-
tions 1D et 3D. On distingue alors trois facteurs qui permettent d’établir un choix
entre une modélisation 1D ou 3D du contact rotor-stator : la sévérité du contact
normal, le coeﬃcient de frottement entre les surfaces de contact, la rigidité du rotor
et/ou du stator.
Si le frottement est négligeable : l’apport d’une modélisation 3D dépend du cas
traité.
– Si le stator est rigide : l’intérêt d’une modélisation 3D n’est pas justiﬁable.
En eﬀet, la déformation de la section du rotor ne laissera pas d’empreinte sur le
stator, vu sa rigidité. D’autre part, comme le frottement est négligeable, malgré
la déformation de la section 3D et la surestimation du couple de frottement due
à la rigidité de la section dans l’hypothèse poutre en modélisation 1D du contact,
cette surestimation reste négligeable et une modélisation 3D n’est donc pas né-
cessaire.
– Si le stator est déformable : dans un tel cas et pour bien juger la nécessité
d’une modélisation 3D du contact, il faut estimer, si c’est possible, l’intensité du
contact. Ce qu’une modélisation 3D apporte dans ce cas, et comme le montre la
première application sur le contact rotor-stator dans cette thèse, ce sont les eﬀets
locaux (déformation localisée du stator due à l’empreinte du rotor). Si l’intensité
du contact est faible, et si la déformation de la section du rotor est faible (très
faible ﬂèche due à un petit balourd et un faible jeu rotor-stator par exemple) alors
une modélisation 1D suﬃra. Cependant si l’intensité du contact est importante,
une modélisation 3D contribue à une meilleure description des eﬀets localisés.
– Au voisinage d’une vitesse critique : si on s’approche d’une vitesse critique,
l’intensité du contact s’élève considérablement et les vibrations du rotor s’inten-
siﬁent donnant lieu à une fréquence de contacts importante. Dans ce cas et vu
l’intensité du contact, si le rotor et le stator sont déformables, le contact rotor-
stator doit nécessairement être modélisé en 3D. Si par contre, on considère des
rotors et des stators rigides, l’intérêt de la modélisation 1D ne sera plus justiﬁable.
Si le frottement n’est pas négligeable : dans un tel cas, l’apport d’une modéli-
sation 3D est net. On distingue quand même plusieurs cas :
– Si l’intensité du contact est faible : même si le coeﬃcient de frottement entre
les surfaces est non négligeable, l’intérêt d’une modélisation 3D est limité. En ef-
190
3.6 Conclusions
fet, dans un tel cas, les déformations des sections dues au choc seront négligeables
et la surestimation du couple de frottement par une modélisation 1D du contact
est acceptable, car le couple de frottement dépend de la pression de contact, qui
dans ce cas, sera faible et génère moins d’imprécisions sur le couple de frottement.
Selon la taille du modèle et les performances en temps de calcul, l’ingénieur pour-
rait se satisfaire d’une modélisation 1D légèrement moins précise. Si la taille du
modèle est moyenne, voir faible, une modélisation 3D est appréciable. Elle n’est
pas justiﬁable si le temps de calcul est rédhibitoire, vu que son apport est limité.
Les cas de calcul traités dans ce chapitre correspondent à des cas où l’intensité de
contact est signiﬁcative et le coeﬃcient de frottement est non négligeable. L’ap-
port d’une modélisation 3D est évident. Il faut garder à l’esprit également, que si
l’intensité du contact est faible, le temps de calcul d’une modélisation 3D chute
car moins d’itérations sont nécessaires pour résoudre le problème de dynamique
transitoire à un pas de temps donné, ce qui peut justiﬁer l’intérêt d’une modéli-
sation 3D même si la précision apportée n’est pas immense.
– Si l’intensité du contact est importante : dans ce cas et vu l’intensité du
contact et les déformations des sections, le contact rotor-stator doit nécessaire-
ment être modélisé en 3D. Une modélisation 1D n’est pas physique. Elle conduit
à une surestimation importante du couple de frottement, et néglige les eﬀets lo-
calisés, tel l’empreinte du rotor sur le stator (voir le premier cas d’étude). Par
la suite, au voisinage d’une vitesse critique, l’apport d’une modélisation 3D du
contact rotor-stator est évident.
Pour traiter des problèmes de ralentissement : deux facteurs dominent l’inten-
sité d’un ralentissement suite à un contact rotor-stator :
– Le coeﬃcient de frottement
– L’intensité du contact. Cette dernière croît considérablement au voisinage d’une
vitesse critique même si le balourd est faible.
Ces deux facteurs combinés conduisent à la création d’un couple de frottement
qui permet de ralentir le rotor. Les applications de la thèse ont permis de révéler
la surestimation du couple de frottement par une modélisation 1D. Par la suite,
si le frottement et le balourd ne sont pas négligeables une modélisation 3D est
nécessaire pour traiter des problèmes de ralentissements accidentels de turbines.
D’autres conclusions :
– Les exemples traités dans la thèse permettent de conclure que les modèles de
contact rotor-stator qui dominent la bibliographie et dans lesquels le rotor est un
rotor de Jeﬀcott, et le stator est rigide, correspondent à une situation très par-
ticulière. Si la déformation des rotor et stator est prise en compte, les résultats
changent radicalement, surtout si le frottement rotor-stator n’est pas négligeable.
– Pour s’assurer de la cohérence des modélisations poutre et 3D du stator, on a
retenu le choix de modéliser le stator par des éléments volumiques 3D, que le
contact soit géré en modélisation 1D ou bien 3D. Cela a permis d’avoir une
cohérence des comportements des stators entre les modélisations 1D et 3D du
contact : les seules diﬀérences proviennent du traitement du contact. Cependant,
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il faut souligner que les modélisations 1D du contact rotor-stator pour lesquelles
le stator est modélisé par des éléments poutre, et qui dominent la littérature,
s’éloignent d’autant plus de la présentation physique du contact rotor-stator que
les modélisations 1D du contact présentées dans ce chapitre, car, et comme évo-
qué dans le §3.4.2 et l’Annexe B, il est diﬃcile de présenter des cas industriels de
stators par une modélisation poutre (élancement non suﬃsant, force de contact
reportée à la ﬁbre neutre du stator sans adaptation de sa valeur, recouvrement
de matière au point d’attache de l’ailette avec la couronne, etc.).
– La thèse apporte également des renseignements sur le temps de calcul nécessaire
en résolution implicite, et surligne la hausse dramatique du temps CPU au voisi-
nage de la vitesse critique, avec la sévérité du contact et la ﬁnesse du maillage.
Ce chapitre a permis d’illustrer l’apport d’une modélisation 3D sur les problèmes
de contact rotor-stator. Cependant, l’utilisation de Code_Aster a imposé certaines
contraintes qui n’ont pas permis de traiter des cas de ralentissement, de précession
inverse, etc. et a limité également l’accès à certaines grandeurs physiques comme le
couple de frottement et la distribution des eﬀorts. Par contre, ces contraintes ont
été contournées proprement et n’ont pas été un handicap au travail de la thèse. On
a donc traité dans un code de calcul industriel, des cas de contact rotor-stator ins-
pirés de vrais cas industriels et cela a permis de repousser les limites de simulation
existant dans ce code, en vue d’un développement qui permettra à l’ingénieur une fa-
cilité d’utilisation d’un code de calcul par éléments ﬁnis pour le contact rotor-stator
en modélisation 3D. L’analyse des résultats obtenus tel l’examen du comportement
du stator et les orbites décrites par le rotor a permis de tirer les conclusions perti-
nentes permettant de mettre en avant l’importance d’une modélisation 3D dans le
traitement de problèmes de contact rotor-stator.
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Bilan des travaux
Dans l’objectif de simuler, avec un coût de calcul tolérable, le ralentissement acci-
dentel d’une turbine avec une modélisation 3D du contact rotor-stator, la thèse a
eu deux objectifs principaux. Le premier consiste à développer une méthode non
intrusive de bascule permettant d’utiliser une modélisation poutre et une autre 3D
dans deux phases diﬀérentes de la même simulation. Le deuxième vise à mettre en
valeur l’importance d’une modélisation avec des éléments volumiques du contact
rotor-stator et de permettre d’identiﬁer les cas industriels présentant une nécessité
d’une telle modélisation onéreuse en temps de calcul et les cas pour lesquels une
modélisation 1D permet d’avoir une précision acceptable.
L’utilisation du Code_Aster a généré certaines contraintes 1 car ce code de calcul,
qui présente un outil ouvert et bien adapté à la recherche scientiﬁque, n’est pas dédié
à la dynamique transitoire des rotors (surtout en modélisation 3D). C’est un logiciel
majoritairement implicite, et par la suite conduit à des temps de calcul dépassant
largement les logiciels oﬀrant la possibilité d’une modélisation avec des schémas en
temps explicites adaptés au phénomène du contact, tel Abaqus. Le travail de la thèse
a également permis de mettre en évidence des perspectives intéressantes en termes
d’évolution du Code_Aster pour la modélisation 3D des machines tournantes.
La thèse s’est divisée en deux grands chapitres chacun dédié à un des deux objectifs
principaux de la bascule. On a présenté dans le premier la méthode de la bascule
après avoir synthétisé l’état de l’art sur la réduction de modèles qui permet de
réduire le coût de calcul sur des problèmes incluant des non-linéarités limitées en
espace et/ou en temps. On a également présenté les outils numériques et théoriques
permettant le développement de la bascule dans le cadre d’une résolution temporelle
de la dynamique transitoire. Vu que les non linéarités de contact sont localisées
en espace et en temps, un raccord poutre-3D a été présenté et la bascule a été
proposée d’une modélisation poutre vers une modélisation 3D ou mixte poutre-3D.
La bascule a été présentée sous deux versions, l’une se servant d’un amortissement
numérique pour ﬁltrer les hautes fréquences générées à l’instant de bascule et une
autre méthode plus élégante se servant de trois corrections statiques à trois pas
de temps consécutifs pour eﬀectuer une correction en vitesses permettant d’avoir
une initialisation de la solution 3D qui ne génère pas de hautes fréquences. Cette
dernière méthode a été étendue à la dynamiques des rotors, dans une modélisation
qui permet de prendre en compte la gyroscopie des éléments volumiques, et a été
validée par comparaison avec des modélisations 3D de référence eﬀectués depuis
1. Le choix d’un autre code de calcul aurait bien entendu engendré d’autres contraintes, surtout
que le Code_Aster est un logiciel ouvert, ce qui est très adapté à un travail de recherche.
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t = 0 et jusqu’à la ﬁn de la simulation, ainsi que par une analyse de la consistance
énergétique de la bascule.
Le Chapitre 2 présente également la diﬃculté principale de la méthode de la bascule
qui est la non orthogonalité des champs PUp et U3Dc, et présente une perspective
intrusive pour les surmonter. Cette non vériﬁcation de la condition d’orthogonalité
n’est cependant pas une barrière à la méthode de la bascule.
Le deuxième objectif fait l’objet du Chapitre 3, dans lequel on présente tout d’abord
les outils théoriques et numériques du simulation d’un phénomène de contact et no-
tamment celui du contact rotor-stator, et un résumé de l’état de l’art sur ce dernier.
On met l’accent sur la rareté des modélisation 3D du contact rotor-stator dans la
littérature. Dans l’objectif d’eﬀectuer une comparaison des modélisations 1D et 3D
du contact rotor-stator qui permet d’identiﬁer la contribution d’une modélisation
3D du contact, par rapport à une modélisation 1D, on a présenté deux modélisa-
tions cohérentes, l’une 1D et l’autre 3D d’un même système rotor-stator inspiré
des dimensions du GTA 1300 MW. Les deux modélisations étant cohérentes, les
seules diﬀérences entre les modélisations 1D et 3D du contact, constatées dans
les exemples numériques, proviennent uniquement des diﬀérences de traitement du
contact. L’utilisation de Code_Aster a imposé une résolution implicite du problème
de contact/frottement en modélisation 3D, via le schéma de Newmark amorti, ce
qui a conduit à des temps de calcul importants. Une méthode de pénalité à été
utilisée en modélisations 1D et 3D (même coeﬃcients de pénalité pour garantir la
cohérence des modélisations). Bien que la la vitesse de rotation est une donnée du
problème, et que cela empêche d’eﬀectuer une comparaison entre le comportement
en ralentissement d’une modélisation 1D et d’une modélisation 3D, il était possible
de conclure sur les diﬀérences entre les couples de contact/frottement générés par
chaque type de modélisation grâce aux comportements des stators.
Les exemples mettent en valeur l’importance des éléments volumiques dans le trai-
tement d’un contact rotor-stator, notamment pour une meilleure prise en compte
du couple de frottement. Ce dernier est surestimé dans une modélisation 1D car
dans un tel cas la section du rotor est rigide et engage un angle de contact plus
large avec le stator que dans le cas d’une modélisation 3D dans laquelle la défor-
mation de la section est bien prise en compte. Si l’intensité du contact est faible et
le frottement est négligeable, la modélisation 1D présente l’avantage d’un temps de
calcul compétitif et d’une précision acceptable.
La thèse a donc présenté un outil numérique, qui est la bascule, et qui permet de
réduire le temps de calcul sur les problèmes de contact rotor-stator pour lesquels
le contact est limité en espace et en temps. Elle a permis également de mettre en
valeur l’importance d’une modélisation 3D du contact rotor-stator.
Perspectives
La thèse apporte une contribution pour la modélisation et la résolution numérique
d’une telle problématique assez complexe dans un code industriel.
Concernant le travail de la bascule, le Code_Aster n’a pas permis le développe-
ment de la bascule d’un modèle poutre vers un modèle mixte poutre-3D (utilisant
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un raccord poutre-3D) en dynamique des machines tournantes. Il n’y a pas de diﬃ-
cultés particulières sur ce point, qui déjà été eﬀectué en dynamique transitoire sans
rotation d’ensemble. La bascule inverse 3D vers poutre est également intéressante,
et simple à eﬀectuer. Elle pose moins de diﬃcultés que la bascule poutre vers 3D,
car elle consiste à “dégrader” la précision et non pas à l’enrichir par la construction
d’un champs adéquat. La bascule inverse n’était pas une priorité dans le cadre de
la thèse mais reste une perspective intéressante. La bascule, étant une approche
non intrusive, sera intégrée prochainement dans le Code_Aster. Par ailleurs, la non
vériﬁcation de la condition d’orthogonalité a permis d’ouvrir une perspective sur
les approches intrusives qui permettent de forcer l’orthogonalité et par la suite de
pallier à certaines diﬃcultés dans la méthode de la bascule, tel le déphasage entre
les solutions poutre et 3D de référence en dynamique des rotors. L’investissement
dans cette direction sera rentable, si on arrive à contourner la nécessité de factoriser
des matrices de grandes tailles, car cela nécessite un temps CPU non négligeable
ainsi qu’un espace mémoire important.
Pour la partie contact rotor-stator et dans l’objectif d’eﬀectuer des calculs de contact
rotor-stator en modélisation 3D moins onéreuse en temps de calcul, il est nécessaire
que la résolution s’eﬀectue à travers un schéma en temps explicite adapté aux pro-
blèmes de contact. L’utilisation d’un raccord poutre-3D permet de réduire la taille
du modèle considérablement et de gagner en temps de calcul (un pourcentage de
plus de 20 % dans les cas présentés dans le Chapitre 3).
L’aspect ralentissement est également une perspective intéressante. La thèse a per-
mis de conclure que le couple de contact/frottement est diﬀérent entre les modé-
lisations 1D et 3D. Il est dommage cependant que que nous n’ayons pas réussi à
post-traiter les eﬀorts de contact. Il serait en eﬀet très intéressant de connaître leur
intensité et distribution spatiale, et ce travail mérite d’être mené. D’autre part,
comme dans le Code_Aster la vitesse de rotation est une donnée du problème, il
n’était pas possible de connaître l’eﬀet concret qu’a le couple de contact/frottement
sur le ralentissement, ainsi que sur certains eﬀets comme la précession inverse. C’est
une perspective importante car les diﬀérences constatées sur le comportement du
stator en modélisations 1D et 3D du contact sont assez prononcées, ce qui permet
de conclure que les eﬀets observés dans le cas d’un ralentissement à vitesse non
imposée seront importants (précession directe sur un modèle et inverse sur l’autre,
ralentissement plus rapide sur le modèle 1D, etc.). D’autres phénomènes peuvent
s’observer et n’ont pas fait l’objet du Chapitre 3. On cite les eﬀets de plastiﬁcation
localisés, l’arrachement de matière, l’eﬀet thermo-mécanique, etc. et qui ne sont
observables que sur une modélisation 3D.
Il est également intéressant sur un problème de ralentissement d’une turbine avec un
contact rotor-stator, de comparer une modélisation entièrement poutre, une autre
entièrement 3D et une troisième utilisant la méthode de la bascule (et la bascule
inverse) et un raccord poutre-3D pour illustrer le gain en temps de calcul et vériﬁer
la précision du calcul.
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A. Choix du schéma en temps pour
un problème de contact
rotor-stator
On rappelle qu’une synthèse bibliographique sur les schémas en temps, qu’on men-
tionne dans ce paragraphe, est présentée dans le §2.3.
Le schéma de Newmark conserve l’énergie totale du système (si elle reste positive).
Cependant il doit garder un pas de temps faible pour converger dans le cas non-
linéaire. L’algorithme présente également des oscillations numériques qui peuvent
mener à la divergence en cas de contact (cas complexes). Pour le stabiliser il faut
introduire un amortissement numérique dissipant de l’énergie mais rendant l’algo-
rithme précis au premier ordre. On peut également avoir recourt au schéma α-
généralisé qui dissipe de l’énergie dans le cadre linéaire et qui, comme le schéma de
Newmark, peut traiter des cas non-linéaires pour des pas de temps assez petits.
Ces derniers algorithmes ne conservent pas les moments angulaires et linéaires et
ne conservent pas l’énergie et peuvent même introduire une énergie au système et le
rendre instable. Cela a mené au développement des algorithmes EMCA et EMDC.
Le schéma EMCA conserve les moments linéaires et angulaires ainsi que l’énergie du
système. Lorsque le nombre de degrés de liberté augmente, des modes numériques
de hautes fréquences apparaissent dans le schéma EMCA, et peuvent conduire à des
oscillations non-physiques et à la divergence. Ce qui a donné lieu au développement
de EMDC qui est une version de l’algorithme EMCA qui introduit la dissipation
numérique d’énergie, ce qui le rend stable tout en conservant le moment linéaire et
angulaire.
En introduisant le contact dans un algorithme de calcul, les résultats montrent que la
méthodes de Newmark et la méthode EMCA donnent des résultat semblables pour
des pas de temps très faibles. Une fois que le pas de temps augmente, la méthode de
Newmark diverge alors que la méthode EMCA peut toujours converger. En eﬀet, le
schéma de Newmark crée de l’énergie dans le système. Si le pas de temps est faible
cette création d’énergie reste négligeable. Mais, si le pas de temps est important, la
création d’énergie s’accumule et crée des oscillations importantes dans le système
conduisant à la divergence. La création d’énergie dans le schéma de Newmark est
plus évidente suite à un contact. L’algorithme α-généralisé est aussi instable, et de
l’énergie pourrait être introduite au lieu d’être dissipée, lors du contact. Les schémas
EMCA et EDMC n’introduisent pas de l’énergie dans le système même en présence
d’interactions de contact. Par contre, ces schémas ne sont pas encore implantés
dans des logiciels commerciaux de calcul par éléments ﬁnis. Leur utilisation est
donc éliminée dans le cadre de la thèse malgré l’intérêt qu’apporte leur stabilité en
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Figure A.1.: Déplacements du point C1 pour un schéma de Newmark non amorti
comparaison avec le schéma de Newmark.
Si le schéma de Newmark n’est pas amorti et on tente de résoudre le problème de
contact rotor-stator, le contact insère de l’énergie dans le système et cela se traduit
par des vibrations qui s’ampliﬁent avec le temps sur le rotor ou le stator. On résout
le même problème de contact rotor-stator du §3.5.2 par un schéma de Newmark non
amorti. La Fig. A.1 montre les déplacements du point C1 appartenant au stator.
Il est évident que des oscillations numériques hautes fréquences se perçoivent sur
le stator et rendent la convergence de l’algorithme de contact très lente. Ce dernier
arrête de converger un peu avant t = 0.6 s. Les résultats obtenus ne sont pas
physiques. Même en la présence d’amortissement physique on ne peut pas éliminer
l’amortissement numérique du schéma de Newmark pour les cas de contact, sous
peine de divergence et de simulation non physique.
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B. Approche ingénieur pour le
contact rotor-stator
B.1. Approche ingénieur
L’objectif de ce premier travail est de faire une simulation d’un modèle éléments ﬁnis
inspiré de la thèse de Roques [2], mais avec une zone de contact du rotor en trois
dimensions, et celle du diaphragme modélisé en coque. Le but est, d’une part de
prendre en main le problème et d’acquérir une connaissance d’un logiciel éléments
ﬁnis commercial tel Abaqus, et d’autre part, d’avoir une estimation du temps de
calcul sur un logiciel du commerce.
B.2. Travail réalisé
Le problème industriel peut être résumé comme suit : suite à un accident, l’ailette
terminale d’une turbine se détache générant ainsi un balourd important (45 kg)
modélisé par une masse ponctuelle ﬁxée sur un disque à 1 m du centre de rotation
(Fig. B.2). A ce moment la turbine est découplée du générateur électrique et ralentit
sous l’eﬀet des eﬀorts aérodynamiques dus aux ﬂuides environnants. Ces derniers
créent un couple sur le rotor qui dépend de la vitesse de rotation instantanée. La
vitesse de rotation de la turbine décroit alors lentement et passe par une vitesse cri-
tique. Il en résulte une amplitude vibratoire importante, ce qui provoque le contact
entre la périphérie de l’arbre et une partie du stator (le diaphragme).
Z
Y
X
  RP−4
  RP−5
  RP−1
X
Y
Z
Figure B.1.: Modèle Abaqus
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MPC Beam
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Figure B.2.: Zoom montrant la liaison poutre-3D et le jeu entre le rotor et le
diaphragme.
L’idée est de créer un modèle assez simple qui représentera les diﬀérents phéno-
mènes mis en jeu. Le rotor est modélisé par une poutre connectée à une zone tri-
dimensionnelle (la zone susceptible d’entrer en contact), par une liaison standard
d’Abaqus (Fig. B.2).
Le couple résultant des eﬀorts aérodynamiques dépend de la vitesse de rotation de
la turbine qui est une inconnue du problème. Il est donc imposé par l’intermédiaire
d’une routine Fortran, qui utilise comme valeur d’entrée la valeur de la vitesse de
rotation à la ﬁn du pas de temps précédent.
Le contact est traité par la méthode de Lagrange. Par contre, la méthode de péna-
lité est utilisée pour la résolution du problème de frottement avec un coeﬃcient de
frottement de Coulomb de µ = 0.1. Cette modélisation a permis de reproduire le
modèle physique avec une bonne précision au niveau de la zone de contact. Deux
maillages ont été faits dont l’un est plus grossier que l’autre. Pour le maillage grossier
(Fig. B.3), le pas de temps automatiquement calculé dans Abaqus, et qui est légère-
ment inférieur au pas de temps critique nécessaire à la convergence de l’algorithme
explicite d’intégration en temps, n’est pas suﬃsant pour avoir une convergence. Il
ne permet pas, non plus, d’éviter les instabilités numériques dans la solution. Ces
instabilités conduisent à une mauvaise interprétation du comportement de la tur-
bine, car les vibrations des points appartenant à sa surface auront des amplitudes
supérieures aux amplitudes réelles, causant par la suite des contacts artiﬁciels et
des ralentissements artiﬁciels. Ces phénomènes numériques se manifestent par des
instabilités dans la courbe décrivant la vitesse de rotation de la turbine en fonction
du temps. Pour palier à ces diﬃcultés, le pas de temps généré par le solveur d’Aba-
qus a été multiplié par une valeur de 0.9. Cela a permis de stabiliser la solution,
sans toutefois conduire à une augmentation immense du temps de calcul. Le pas de
temps utilisé est alors de 10−6 s, permettant ainsi de prendre tous les phénomènes
de contact mis en jeu, et conduisant ainsi à un temps de simulation de 10h30min
pour une simulation de 8 s ralentissement. A noter que le pas de temps critique
dépend du plus petit élément dans le maillage, et que le raﬃnement du modèle
aura un impact sur le temps de calcul qui est déjà énorme pour un tel modèle.
Cependant, il était nécessaire de faire ce raﬃnement de modèle pour avoir une
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Figure B.3.: Modèle Éléments Finis Abaqus-Maillage Grossier
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Figure B.4.: Modèle Éléments Finis Abaqus-Maillage Grossier
meilleur représentation du contact entre le rotor et le diaphragme. Le maillage
grossier reste loin des objectifs de modélisation précise de la zone de contact. Cela a
conduit à un développement d’un maillage plus ﬁn de la zone de contact (Fig. B.4
). Le pas de temps critique calculé par Abaqus est maintenant de 10−7 et on était
obligé de le multiplier par 0.7 pour stabiliser la solution numérique. Le résultat de
ce raﬃnement du maillage n’est pas très rentable en terme de précision dans la
simulation du ralentissement : les résultats du calcul ont conduit à des courbes de
ralentissement semblables à celles obtenues lors d’une simulation avec le maillage
grossier (Fig. B.5). Cependant, le temps de calcul a vite explosé pour atteindre 24 h
de simulation.
B.3. Conclusion
Les résultats montrés dans la Fig. B.5 correspondent aux résultats de calcul obtenu
avec le modèle grossier. La diﬀérence entre ces derniers et ceux obtenus avec le
modèle ﬁn est légère, et nécessite un examen de plus près, et qui ne représente pas
un grand intérêt dans le contexte de ce rapport. Cependant, il faut noter que ces
résultats sont parfaitement cohérents avec ceux de Roques [2].
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Figure B.5.: Résultats obtenus
Les calculs sont eﬀectués sur un ordinateur Core(TM)2Quad processeur 2.66 GhZ
et 2.67 GhZ, et muni de 4 GBytes RAM. Malgré la puissance de la machine, et la
modélisation simpliﬁée des aspects physiques, le temps de calcul est énorme.
A noter aussi que les eﬀets gyroscopiques ne peuvent pas être pris en compte et que
le logiciel impose plusieurs limitations telles l’impossibilité de créer des éléments de
maillage quadratiques pour la zone tri-dimensionnelle (ce qui est nécessaire pour une
modélisation rigoureuse du contact (cf. §3.2.2)) et la liaison poutre-3D standard,
que nous avons validé en statique, mais dont la ﬁabilité pour un problème de contact
en dynamique est plus incertaine.
Compte tenu du temps de calcul assez élevé et des limitations imposées par le logiciel
de modélisation Abaqus, la méthode de la Bascule a été retenue et le Code_Aster a
été choisi comme code de calcul dans le cadre de la thèse. La méthode de la bascule
permet d’aborder la même problématique dans le même, voir meilleur, ordre de
précision, et dans un temps de calcul acceptable.
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C. Contrôle de la cohérence des
modèles poutre et 3D du stator :
autres possibilités étudiées
Dans le §3.4.2, on a présenté une première modélisation du stator poutre dans
l’objectif d’avoir une cohérence entre la modélisation poutre et 3D du même stator.
Cette modélisation n’a pas permis d’avoir un comportement des stators poutre et
3D qui soit semblable : un écart important a été constaté. On essaye par la suite
de réduire cet écart.
Pour éviter le recouvrement de matière et avoir des fréquences propres plus proches
et une modélisation poutre qui ressemble plus à la modélisation 3D, on peut ima-
giner une autre façon de faire la liaison entre les nœuds de la couronne et ceux
des ailettes, de façon à ce qu’il n’y ait pas un recouvrement en matière et que les
ailettes poutre aient la même longueur que celles 3D. Cela permet d’avoir un com-
portement des ailettes qui est cohérent entre les deux modèles. Pour qu’il en soit
ainsi, on imagine la solution illustrée par la Fig. C.1.
En fait, un élément de solide rigide eﬀectue le lien au niveau de la liaison entre
la couronne et l’ailette. Cependant, cette solution qui, théoriquement semble plus
raisonnable que la modélisation proposée dans Fig. 3.30, conduit en fait à un écart
y
z x
Stator 1D
Stator 3D
Corps rigide
ǫ
l
l
Figure C.1.: Deuxième modèle du stator 1D
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Figure C.2.: Cohérence des modélisations poutre et 3D du stator
plus important avec le modèle 3D. L’introduction des corps rigides n’améliore pas
le comportement sous l’eﬀet d’une excitation du stator. On note que l’introduction
des corps rigides fait apparaître de nouvelles fréquences propres dans le système
dues aux modes propres des corps rigides et pour les modes communs avec ceux du
modèle poutre, l’écart entre les premières fréquences propres s’accentue. Le Tab. 3.2
présente la comparaison entre les fréquences propres du cas de modélisation décrit
par la Fig. 3.30 (avec recouvrement en matière). On rappelle que la diﬀérence de
comportement la plus prononcée est celle constatée sur le premier mode propre
illustré par la Fig. 3.32 (mode de rotation du stator autour de son axe principal), et
qui en particulier est intéressant car il est excité par la force de frottement en cas de
modélisation d’un problème de contact rotor-stator. Réduire l’écart sur ce mode est
appréciée. Par contre, l’écart sur ce mode s’accentue pour la modélisation utilisant
des corps rigides et monte à 88 %. En eﬀet, pour la modélisation poutre, la première
fréquence propre est de 4.9 Hz alors qu’elle est de 2.6 Hz pour la modélisation 3D.
C’est pourquoi cette approche a été abandonnée.
On présente par la suite une troisième et dernière possibilité de modélisation, qui
a permis de réduire au maximum l’écart entre les modèles poutre et 3D du stator,
sans que toute fois cet écart ne soit négligeable.
La Fig. C.2 présente les sources principales de diﬀérences de comportement suite à
une force de frottement provoquée par un contact rotor-stator entre une modélisa-
tion poutre et une autre 3D du stator.
L’objectif principal est d’avoir des comportements des stators poutre et 3D qui
soient proches pour une excitation de contact qui est la même. On rappelle que
les fréquences propres des modélisations poutre et 3D du stator présentent des
écarts surtout sur le premier mode propre (Fig. 3.32) qui est excité par la force de
frottement.
En rouge un stator poutre et en noir un autre 3D qui représentent le même stator
physique. La couronne nodale du stator poutre est alors de rayon Ri +
ǫ
2
. Si C
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représente un point de contact entre le rotor et le stator, alors en modélisation 3D
ce point de contact appartient au stator et au rotor. Par contre, en modélisation
poutre, et pour une modélisation du contact selon une loi de choc (voir le §3.2.5), ce
point n’appartient ni au maillage poutre du stator, ni à celui du rotor. Ce point est
le point de contact d’un disque de centre le nœud du rotor représentant la section
de ce dernier qui est en contact avec le stator, et le disque de centre le nœud Nc
du stator (voir la Fig. C.2) et de rayon
ǫ
2
. La force de frottement en modélisation
poutre Ff1D est appliquée dans le Code_Aster 1 au nœud Nc du stator, alors que
Ff3D est appliquée en C. En fait, Ff1D et Ff3D doivent être égaux au point de
contact, et quand on reporte l’eﬀort du modèle 1D (Ff1D) sur le nœud, ce report
change sa valeur. Cependant, ce n’est pas le cas de Code_Aster, et Ff1D est reportée
au nœud Nc sans adaptation de sa valeur. Par la suite, comme les ailettes poutre
et 3D ont le même point d’encastrement, alors Ff1D ne provoque pas la même
ﬂexion sur l’ailette poutre que Ff3D sur l’ailette 3D. Cela se traduit au niveau du
stator par une diﬀérence de rotation de la couronne autour de son axe dans les deux
modélisations. Cela a été constaté sur les modèles de la Fig. 3.30.
La possibilité étudiée par la suite vise à obtenir deux comportements 3D et poutre
plus cohérents au niveau des stators. On rappelle que la diﬃculté principale réside
dans la composante tangentielle de l’eﬀort de contact, qui suite à la diﬀérence de
longueur des ailettes poutres et celle 3D provoque une ﬂexion diﬀérente sur les deux
modélisations. Par la suite les stators poutre et 3D ont tendance à tourner autour
de leur axe d’un angle diﬀérent. On présente le modèle de la Fig. C.3 pour lequel
les points d’encastrements des ailettes poutres ne sont pas les mêmes que ceux des
ailettes 3D, pour que les ailettes poutres aient une longueur identique à celles du
modèle 3D et ainsi le même comportement en ﬂexion. Cependant, un recouvrement
en matière existe et n’est pas évitable.
Le Tab. C.1 présente les douze premières fréquences propres des stators poutre et
3D modélisés selon l’hypothèse de la Fig. C.3. On note que la nature des modes est
la même que ceux du Tab. 3.2 et par la suite on fait référence dans le Tab. C.1 aux
mêmes illustrations, pour présenter les modes des stators, que dans le Tab. 3.2.
L’intérêt de la modélisation selon l’hypothèse de la Fig. C.3 est clair. En eﬀet, elle
conduit à réduire les diﬀérences de comportements des modèles poutre et 3D des
stators tel que constaté par une simple comparaison du Tab. 3.2 et du Tab. C.1.
Cependant, l’écart entre les modélisations poutre et 3D des stator reste assez pro-
noncé surtout sur le premier mode (écart de 14 %), qui est celui de la rotation du
1. A noter que certains codes de calcul par éléments finis, permettent d’associer à un élément
poutre des caractéristiques de la section tel que le nœud poutre ne soit pas le centre de gravité
de la section, mais son haut ou son bas. Cela permet de modéliser une couronne poutre de rayon
égal au rayon extérieur de la couronne 3D ; la matière sera affectée à des nœuds fictifs de rayon
Ri +
ǫ
2
. Cela nous évite le recouvrement en matière, et permet d’avoir la même longueur des
ailettes poutre et 3D en gardant le même point d’encastrement. La force de frottement causera
par la suite une flexion équivalente sur les ailettes poutres et celles 3D.
Code_Aster ne propose pas ce type de modèle, cette possibilité n’a donc pas été testée. De
toute façon elle ne permettrait pas d’éliminer toutes les sources de différences entre les modélisa-
tions poutre et 3D du stator, ne serait-ce qu’obtenir des réponses identiques pour les couronnes,
ce qui n’est pas évident.
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Figure C.3.: Troisième modèle du stator 1D
Fréquences (Hz)
N° Stator poutre Stator 3D Figures Associées respectivement Erreur en %
1 2.24 2.61 Fig. 3.32 14.17
2 5.52 5.13 Fig. 3.33 7.06
3-4 7.66 7.7 Fig. 3.34 et Fig. 3.35 0.5
5-6 11.66 12.13 Fig. 3.36 et Fig. 3.37 3.87
7-8 20.88 21.4 x 2.43
9-10 24.49 25.12 x 2.5
11-12 30.76 33.33 x 7.7
Table C.1.: Comparaison des fréquences propres des stators poutre et 3D de la
modélisation illustrée par la Fig. C.3.
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stator autour de son axe. Cet écart n’est pas acceptable.
On impose sur C2 une excitation identique à celle du cas du stator de la Fig. 3.30
et cela conduit aux résultats présentés dans la Fig. C.4. On remarque une amélio-
ration de la diﬀérence entre les deux comportements. Elle est également visible si
on compare les déformées ampliﬁées au facteur de 10 à t = 0.6 (s) des stators de
poutre et 3D des Fig. C.5 et Fig. 3.39.
Bien que la modélisation schématisée par la Fig. C.3 est meilleure que celle sché-
matisée par la Fig. C.3, l’écart entre les modélisations poutre et 3D des stator
reste très prononcé et par la suite comparer le contact rotor-stator en modélisation
poutre et en modélisation 3D ne permettra pas de tirer les bonnes conclusions : il
n’est pas évident à comprendre si les diﬀérences de comportement proviennent de
la modélisation du stator ou bien des algorithmes de contact.
A tout cela s’ajoute pour les cas industriels d’autres contraintes. Les dimensions
des ailettes et de la couronne doivent vériﬁer les hypothèses de modélisation poutre,
c’est-à-dire un élancement suﬃsant. Ce n’est pas le cas des exemples proposés dans
ce chapitre. En eﬀet, les dimensions des ailettes de ce chapitre permettent à ce
dernières d’être modélisées par des éléments poutre, et une vériﬁcation de leur
comportement et de leurs fréquences propres a permis de le montrer. Cependant, ce
n’est pas le cas des dimensions de la couronne. En eﬀet, si on divise le rayon moyen
de la couronne utilisée dans nos cas d’étude par son épaisseur on trouve un rapport
de 5.7 (voir la Fig. 3.16 pour les dimensions de la couronne). Cet élancement n’est
pas suﬃsant pour que la couronne soit modélisée par des éléments poutre. A noter
que ces dimensions sont inspirées des dimensions d’une turbine réelle, et par la suite,
modéliser des cas industriels de turbine par des éléments de poutre conduit à des
erreurs non négligeables. Des écarts de plus de 10 % existent entre les fréquences
propres de la couronne poutre et celle 3D. Un modèle d’un stator avec un élancement
plus important des ailettes et de la couronne, ainsi qu’une ﬁnesse de maillage plus
importante n’a pas permis d’avoir une cohérence suﬃsante de comportements des
modélisations poutre et 3D du stator 2. De plus, il est également possible dans
l’industrie d’être face à des dimensions qui ne respectent pas les hypothèses poutre
et pour lesquelles il est nécessaire de modéliser le stator en 3D.
L’écart entre le comportement des stators poutre et 3D est important dans les deux
modélisations présentées dans cet annexe : ils seront par la suite abandonnées.
2. La façon d’attacher les ailettes à la couronne en est donc probablement la cause. En effet,
bien que les deux types de modélisations proposées dans ce paragraphe étaient considérées sur
le modèle de stator à ailettes et couronne bien élancées, il n’a pas été possible d’obtenir un
comportement proche d’un modèle poutre de stator et de son équivalent 3D.
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Figure C.4.: Comparaison du comportement des stators 1D et 3D de la Fig. C.3
210
Contrôle de la cohérence des modèles poutre et 3D du stator
Figure C.5.: Déformées ampliﬁées de 10 des stators 3D et poutre à t = 0.6 s
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