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Infinite particle systems of long range
jumps with long range interactions ∗†‡
Syota Esaki §
Abstract
In this paper a general theorem for constructing infinite particle systems
of jump type with long range interactions is presented. It can be applied to
the system that each particle undergoes an α-stable process and interaction
between particles is given by the logarithmic potential appearing random ma-
trix theory or potentials of Ruelle’s class with polynomial decay. It is shown
that the system can be constructed for any α ∈ (0, 2) if its equilibrium mea-
sure µ is translation invariant, and α is restricted by the growth order of the
1-correlation function of the measure µ in general case.
1 Introduction
The studies of infinite particle systems with interaction were started from around
1970’s by Spitzer [17] and Liggett [5, 6]. They constructed systems of particles
moving on lattices (e.g. the square lattice Zd) by means of Feller processes on the
configuration spaces, which are compact with the product topology. In this paper we
discuss infinite particle systems of jump type with interaction on continuum spaces.
In the case where the continuum space is the d-dimensional Euclidean space Rd, the
configuration space is represented as
M = {ξ =
∑
i
δxi ; ξ(K) <∞ for all compact sets K ⊂ R
d},
where δa stands for the delta measure at a. We endow M with the vague topology.
ThenM is a Polish space andN ⊂M is relative compact if and only if supξ∈N ξ(K) <
∞ for any compact set K ⊂ Rd. For x, y ∈ Rd and ξ ∈M, we write ξxy = ξ−δx+δy
and ξ \ x = ξ − δx if ξ({x}) ≥ 1.
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An infinite particle system of jump type is characterized by its rate function
c(ξ, x; y), (ξ, x, y) ∈ M× Rd × Rd, which controls the jump rate from x to y under
the configuration ξ. We consider, in this paper, the case that the rate function is
given by c(ξ, x; y) = 0 if ξ({x}) = 0, and
c(ξ, x; y) = ν(ξ, x; y) + ν(ξxy, y; x)
dµy
dµx
(ξ \ x)
ρ1(y)
ρ1(x)
, if ξ({x}) ≥ 1,
with some positive measurable function ν on M × Rd × Rd and some probabil-
ity measure µ on M. Here, µx is the reduced Palm measure defined by µx =
µ ( · − δx| ξ({x}) ≥ 1) for x ∈ R
d, ρ1(x) is the 1-correlation function of µ and dµy/dµx
is the Radon-Nikodym derivative of µy with respect to µx. We then introduce the
linear operator L0 on the space of local smooth functions D0 in (2.1) defined by
L0f(ξ) =
∫
Rd
ξ(dx)
∫
Rd
dy c(ξ, x; y)[f(ξxy)− f(ξ)],
and the associated bilinear form E on D∞ in (2.3) given by
(1.1) E(f, g) =
1
2
∫
M
dµ
∫
Rd
ξ(dx)
∫
Rd
ν(ξ, x; y){f(ξxy)− f(ξ)}{g(ξxy)− g(ξ)}dy.
For R > 0, the subset MR = {ξ ∈ M ; |xi − xj | ≥ R for i 6= j } of M, which
is regarded as the configuration of hard balls, is compact with the vague topology.
Then by using a slight modification of Liggett’s theorem [6], we can construct the
Feller process generated by the closure of L0 describing an interacting particle system
of hard balls moving by random jump on Rd under suitable assumptions on the rate
function c [18]. In this situation the rate function c satisfies the following detailed
balance condition:
c(ξxy, y; x) = c(ξ, x; y)
ρ1(x)
ρ1(y)
dµx
dµy
(ξ \ y), x, y ∈ Rd.
Hence, we see that µ is a reversible measure of the process and the closure of the
bilinear form (E,D∞) is the Dirichlet form associated with it. However, the above
argument by Liggett’s theorem can not be applied to construct the process on M,
since M = M0 is not locally compact.
The diffusion processes on general Polish spaces, which may be non-locally com-
pact, are constructed by the Dirichlet form theory (e.g. Kusuoka [4], Ma-Ro¨ckner
[8], Osada [9] and others). The infinite particle system of jump type with interac-
tion was also constructed by Kondratiev-Lytvynov-Ro¨ckner [3], Lytvynov-Ohlerich
[7]. They treated the case that the reversible measure µ is a Gibbs measure in [3]
and a determinantal random point field in [7]. A determinatal random point field
is associated with its correlation operator K with Spec(K) ⊂ [0, 1]. Their result in
[7] excludes the case that Spec(K) contains 1, which includes Sine, Airy, Bessel and
Ginibre random point fields.
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Let Φ : Rd → R ∪ {∞} be a self-potential and Ψ : Rd × Rd → R ∪ {∞} an
interaction potential with Ψ(x, y) = Ψ(y, x). Osada [11, 12] introduced a class of
probability measures on M associated with Φ and Ψ, and called its element a quasi-
Gibbs measure (Definition 2.4). The class includes Gibbs measures of Ruelle’s class
and Sine, Airy, Bessel and Ginibre random point fields [11, 12]. He constructed
a diffusion process describing a system of infinite Brownian particles with the po-
tentials Φ and Ψ by Dirichlet form technique related to quasi-Gibbs measures, and
showed in [10] that the diffusion process solves the infinite dimensional stochastic
differential equation (ISDE) :
dXj(t) = dBj(t)−
1
2
∇Φ(Xj(t))dt−
1
2
∞∑
k=1
k 6=j
∇Ψ(Xj(t), Xk(t))dt, j ∈ N.
It is an interesting and natural problem to extend Osada’s results to infinite
particle systems in which each particle undergoes a Le´vy process of jump type
(e.g. Cauchy process). In this paper we study the construction of the processes
describing infinite particle systems of jumps with the potentials Φ and Ψ, by Dirichlet
form technique. The related infinite dimensional stochastic differential equations are
treated in the forthcoming paper [1].
We make some assumptions in Section 2. Assumption (A.1) is the closability
of the bilinear form (E,D∞). For a long range interaction potential Ψ, such as the
log-potential, c(ξ, x; y) is not generally well-defined for some (ξ, x; y) because of the
divergence of dµy/dµx. The closability of the bilinear form (E,D∞) ensure that c is
well-defined µ-almost surely. Theorem 2.5 states that (E,D∞) is closable if µ is a
quasi-Gibbs measure with assumption (A.4). We denote the closure of (E,D∞) by
(E,D). Theorem 2.1 states that under assumptions (A.1)–(A.2) and (B.0)–(B.4),
(E,D) is a quasi-regular Dirichlet form. Therefore there exists a special standard
process (Ξt,Pξ) associated with (E,D). Reminding that N ⊂M is relative compact
if and only if supξ∈N ξ(K) <∞ for any compact set K ⊂ R
d, we see that the quasi-
regularity of the Dirichlet form (E,D) implies that for any compact set K, Ξt(K),
the number of particles of the process in K, will not diverge to infinity for any time
t ≥ 0, even though a jump rate is a long range.
These assumptions are satisfied for the system of interacting α-stable process
(α ∈ (0, 2)), if α is strictly greater than κ, where κ is the growth order of the density
(the 1-correlation function) of µ, that is, ρ1(x) = O(|x|κ), |x| → ∞. In particular,
if µ is translation invariant, then κ = 0 and the system can be constructed for any
parameter α ∈ (0, 2). The condition that α > κ seems to be best possible because
it is a necessary condition to construct the independent system of infinite α-stable
processes.
This paper is organized as follows: In Section 2 we introduce some notations and
state our main results, Theorems 2.1 and 2.5 in this paper. We give applications
of theorems in Section 3. We prove Theorem 2.5 in Section 4 and Theorem 2.1 in
Section 5.
3
2 Setup and main results
Let S be a closed set in Rd such that 0 ∈ S and S int = S, where S int denotes the
interior of S. Let M be the configuration space over S defined by
M = M(S) = {ξ =
∑
i
δxi; ξ(K) <∞ for all compact sets K ⊂ S}
where δa stands for the delta measure at a. M is a Polish space with the vague
topology. A probability measure µ on M is called a random point field.
For n ∈ {0} ∪ N ∪ {∞} we put Mn = {ξ ∈ M; ξ(S) = n} and introduce a map
xn = (x
1
n
, x2
n
, . . . , xn
n
);Mn → S
n such that ξ =
∑
n
j=1 δxjn(ξ). The map xn is called an
Sn-coordinate of ξ. We put Ur = {x ∈ S; |x| ≤ r} and
Mr,n = {ξ ∈M; ξ(Ur) = n}.
Note that M =
∑∞
n=0Mr,n. We define πr : M → M by πr(ξ) = ξ(· ∩ Ur), and
πcr : M → M by π
c
r(ξ) = ξ(· ∩ {S \ Ur}). A function xr,n : Mr,n → U
n
r is called a
Unr -coordinate (or a coordinate on Mr,n) of ξ if
πr(ξ) =
n∑
j=1
δ
x
j
r,n(ξ)
, xr,n(ξ) = (x
1
r,n(ξ), . . . , x
n
r,n(ξ)).
For f : M → R a function f nr,ξ(x) : M × U
n
r → R is called the U
n
r -representation of
f if f nr,ξ satisfies the following :
(1) f nr,ξ(·) is a permutation invariant function on U
n
r for each ξ ∈M.
(2) f nr,ξ(1)(·) = f
n
r,ξ(2)
(·) if πcr(ξ(1)) = π
c
r(ξ(2)), ξ(1), ξ(2) ∈Mr,n.
(3) f nr,ξ(xr,n(ξ)) = f(ξ) for ξ ∈Mr,n, where xr,n(ξ) is a U
n
r -coordinate of ξ.
(4) f nr,ξ(·) = 0 for ξ /∈Mr,n.
Note that f nr,ξ is uniquely determined and f(ξ) =
∑∞
n=0 f
n
r,ξ(xr,n(ξ)). When f is
σ[πr]-measurable, U
n
r -representations are independent of ξ, and is denoted by f
n
r
instead of f nr,ξ. Let Br = {f : M → R; f is σ[πr]-measurable} and B
bdd
r = {f ∈
Br; f is bounded}. We set
B∞ =
∞⋃
r=1
Br, B
bdd
∞ =
∞⋃
r=1
Bbddr ,
and call a function in B∞ a local function. Then, we introduce the set of all local
smooth functions on M given by
(2.1) D◦ = {f ∈ B∞; f
n
r,ξ is smooth on U
n
r for each n, r, ξ}.
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Note that for any f ∈ D◦ we can find r ∈ N such that f(ξ) =
∑∞
n=0 f
n
r (xr,n(ξ)). A
local smooth function is continuous with the vague topology: D◦ ⊂ C(M).
For measurable functions f n, gn on Sn we put
Dn[f n, gn](xn) =
1
2
n∑
j=1
∫
S
∇yjf
n(xn)∇
y
jg
n(xn)ν(xn, xj ; y)dy,
where
(2.2) ∇yjf
n(xn) = f
n(x1, . . . , xj−1, y, xj+1, . . . , xn)− f
n(xn), j = 1, 2, . . . , n,
and ν(xn, xj ; y) is a nonnegative measurable function on S
n × S × S which is sym-
metric in xn and satisfies∫
S
(1 ∧ |y − xj |
2)ν(xn, xj; y)dy <∞, xn ∈ S
n, j = 1, 2, . . . , n.
We often write ν(ξ, x; y) for ν(xn(ξ), x; y) in case ξ ∈ Mn. Let f, g ∈ D◦ with
f(ξ) =
∑∞
n=0 f
n
r (xr,n(ξ)) and g(ξ) =
∑∞
n=0 g
n
r (xr,n(ξ)). We remark that although f
n
r
and gnr are functions of U
n
r , they are naturally extended to the functions f
n and gn
on Sn satisfying
f n(xn) = f
m
r (x̂m), g
n(xn) = g
m
r (x̂m), if
∑
i:xi∈Ur
δxi =
∑
i:x̂i∈Ur
δx̂i.
Then we introduce the square field defined by
D[f, g](ξ) = lim
ℓ→∞
D[f, g](πℓ(ξ))
with
D[f, g](πℓ(ξ)) =
{
Dn[f n, gn](xℓ,n(ξ)) for ξ ∈Mℓ,n, n ∈ N,
0 for ξ ∈Mℓ,0,
and the bilinear form defined by
E(f, g) =
∫
M
D[f, g](ξ)µ(dξ),
D∞ = {f ∈ D◦ ∩ L
2(M, µ);E(f, f) <∞}.
(2.3)
We say a nonnegative permutation invariant function ρn on Sn is the n-correlation
function of µ if ∫
A
k1
1 ×···×A
km
m
ρn(xn)dxn =
∫
M
m∏
i=1
ξ(Ai)!
(ξ(Ai)− ki)!
µ(dξ)
for any sequence of disjoint bounded measurable subsets A1, . . . , Am ⊂ S and a
sequence of natural numbers k1, . . . , km satisfying k1 + · · ·+ km = n.
5
Permutation invariant functions σnr : U
n
r → [0,∞) are called density functions of
µ if
1
n!
∫
Unr
f nr (xn)σ
n
r (xn)dxn =
∫
Mr,n
f(ξ)µ(dξ) for all bounded σ[πr]-measurable functions f.
We introduce conditions (A.1)–(A.2):
(A.1) (E,D∞) is closable on L
2(M, µ),
(A.2) σkr ∈ L
p(Ukr , dx) for all k, r ∈ N with some 1 < p ≤ ∞.
Under condition (A.1) we denote the closure of (E,D∞) by (E,D).
We also introduce conditions (B.0)–(B.4):
(B.0) There exists a function p(r) on (0,∞) such that ν(ξ, x; y) ≤ C1p(|x − y|) for
µ-a.s. ξ ∈M and dx-a.e. x, y ∈ S.
(B.1) ρ1(x) = O (|x|κ) as |x| → ∞ for some κ ≥ 0.
(B.2) p(r) = O(r−(d+α)) as r →∞ for some α > κ.
(B.3) p(r) = O(r−(d+β)) as r → +0 for some 0 < β < 2.
(B.4)
Var [ξ(Ur)]
(E [ξ(Ur)])
2 = O
(
r−δ
)
as r →∞ for some δ > 0.
We remark that the LHS of (B.4) is rewritten by the 1 and 2-correlation functions
of µ as follows:
Var [ξ(Ur)]
(E [ξ(Ur)])
2 =
∫
Ur
ρ1(x)dx−
∫
U2r
(ρ1(x1)ρ
1(x2)− ρ
2(x1, x2)) dx1dx2(∫
Ur
ρ1(x)dx
)2 .
From the above expression we can readily check that (B.4) holds if µ is a Poisson
random point field or a determinantal random point field.
Now we state the main theorem. Please refer to [2, 8] for the definition of the
quasi-regularity.
Theorem 2.1. Suppose that (A.1)–(A.2), (B.0)–(B.4) hold. Then (E,D) is a quasi-
regular Dirichlet form on L2(M, µ).
By virtue of [8, Theorem IV.3.5 and Theorem IV.5.1] we get the following:
Corollary 2.2. Suppose that (A.1)–(A.2), (B.0)–(B.4) hold. Then there exists a
special standard process (Ξt, {Pξ}ξ∈M) associated with ((E,D), L
2(M, µ)). Moreover
the process is reversible with respect to the measure µ.
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Remark 2.3. (i) A function F on M is called a polynomial function if F is
written as
F (ξ) = Q(〈φ1, ξ〉, 〈φ2, ξ〉, . . . , 〈φℓ, ξ〉)
with φk ∈ C
∞
0 (S) and a polynomial function Q on R
ℓ, where 〈φ, ξ〉 =
∫
S
φ(x)ξ(dx)
and C∞0 (S) is the set of smooth functions with compact support. We denote the set
of all polynomial function on M by A. By the same argument in [14] we see that
Theorem 2.1 holds if we replace D◦ by A in the definition of D∞.
(ii) Conditions (B.1)–(B.3) imply that there exists a constant R > 0 such that
(2.4)
∫
S
dxρ1(x)
∫
A
p(|x− y|)dy ≤ R
∫
A
ρ1(y)dy,
for any compact subset A. The property (2.4) is necessary for constructing the sys-
tem of independent particles of jump type. We expect that we can replace condition
(B.2) to (2.4) in Theorem 2.1.
We introduce a Hamiltonian on a bounded Borel set A as follows: For Borel
measurable functions Φ : S → R ∪ {∞} and Ψ : S × S → R ∪ {∞} with Ψ(x, y) =
Ψ(y, x), let
HΦ,ΨA (x) =
∑
xi∈A
Φ(xi) +
∑
xi,xj∈A,i<j
Ψ(xi, xj), where (x1, . . . , xn) ∈ S
n.
We assume Φ <∞ a.e. to avoid triviality. For two measures ν1, ν2 on a measurable
space (Ω,B) we write ν1 ≤ ν2 if ν1(A) ≤ ν2(A) for all A ∈ B. Suppose that Ω
is a topological space and B is the topological Borel field. We say a sequence of
finite Radon measures {νN} on Ω convergence weakly to a finite Radon measure ν
if limN→∞
∫
fdνN =
∫
fdν for any bounded continuous function f on Ω. Then we
give the definition of quasi-Gibbs measures [11, 12].
Definition 2.4. A probability measure µ is said to be a (Φ,Ψ)-quasi Gibbs measure
if there exists an increasing sequence {br} of natural numbers and measures {µ
n
r,k}
such that, for each r, n ∈ N, µnr,k and µ
n
r := µ(· ∩Mbr,n) satisfy
µnr,k ≤ µ
n
r,k+1 for all k, lim
k→∞
µnr,k = µ
n
r weakly,
and that, for all r, n, k ∈ N and for µnr,k-a.e. ξ ∈M,
(2.5) C−12 e
−Hr(x)1(x ∈Mbr,n)Λ(dx) ≤ µ
n
r,k,ξ(dx) ≤ C2e
−Hr(x)1(x ∈Mbr ,n)Λ(dx).
Here we set
1(∗) =
{
1 if the proposition ∗ is correct,
0 otherwise,
Hr(x) = H
Φ,Ψ
Ubr
(x), C2 is a positive constant depending on r, n, k, πUc
br
(ξ), Λ is the
Poisson random point field whose intensity is the Lebesgue measure on S, and µnr,k,ξ
is the conditional probability measure of µnr,k defined by
(2.6) µnr,k,ξ(dx) = µ
n
r,k(πUbr ∈ dx|πUcbr (ξ)).
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We remark that (Φ,Ψ)-canonical Gibbs measures are (Φ,Ψ)-quasi Gibbs mea-
sures. The converse is not always true. For example, Sine random point field,
Ginibre random point field and Airy random point field are not canonical Gibbs
measures but quasi Gibbs measures ([11, 12]). We introduce some assumptions.
(A.3) µ is a (Φ,Ψ)-quasi Gibbs measure.
(A.4) There exist upper semi-continuous functions Φ0 : S → R∪{∞}, Ψ0 : S×S →
R ∪ {∞} and positive constants C3 and C4 such that
C−13 Φ0(s) ≤ Φ(s) ≤ C3Φ0(s), for all s ∈ R
d,
C−14 Ψ0(s, t) ≤ Ψ(s, t) ≤ C4Ψ0(s, t), for all s, t ∈ R
d.
Then we give a sufficient condition for closability.
Theorem 2.5. Assume (A.3) and (A.4). Then (E,D∞) is closable.
3 Applications
In this section we give some applications to Theorem 2.1.
3.1 Interacting Le´vy processes
In this subsection we set S = Rd. From conditions (B.2) and (B.3) we can construct
infinite particle systems of Le´vy processes with interaction. In particular, if we take
ν(ξ, x; y) = c(d, α)−1|x− y|−d−α
for α > κ with the constant c(d, α) given by
c(d, α) =
2−α+1π
d+1
d
Γ
(
α
2
+ 1
)
Γ
(
a+d
2
)
sin πα
2
,
then we can construct infinite particle systems of (symmetric) α-stable process with
interaction. In this situation the bilinear form is given by
Eα(f, g) =
1
2
∫
M
µ(dξ)
∫
Rd
ξ(dx)
∫
Rd
{f(ξxy)− f(ξ)}{g(ξxy)− g(ξ)}
c(d, α)|x− y|d+α
dy.
From assumption (B.2) if µ is a translation invariant measure like Sineβ random
point field with β = 1, 2, 4 or Ginibre random point field, then we can construct
interacting (symmetric) α-stable processes for all 0 < α < 2.
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Moreover, we can apply our theorem to interacting (symmetric) stable-like pro-
cesses. For a measurable function α : Rd → R we define the following bilinear form
:
E˜SL,α(u, v) =
1
2
∫∫
Rd×Rd−∆
(u(x)− u(y))(v(x)− v(y))
|x− y|d+α(x)
dxdy, u, v ∈ Clip0 (R
d),
where ∆ = {(x, x); x ∈ Rd} and and Clip0 (R
d) is the space of all uniformly Lipschitz
continuous functions with compact support. Under these assumptions
(i) 0 < α(x) < 2, dx-a.e. x ∈ Rd,
(ii) 1
2−α
, 1
α
∈ L1loc(R
d),
(iii) there exists compact set K ∈ Rd such that
∫
Rd\K
|x|−d−α(x)dx <∞.
It is known that the bilinear form is closable and the closure (E˜SL,α,FSL,α) is a
regular Dirichlet form on L2(Rd, dx). Thus there exists a Hunt process (XSL,αt ,P
SL,α
x )
associated with (E˜SL,α,FSL,α), which is a (symmetric) stable-like process [19]. Let
ν(ξ, x; y) = |x − y|−d−α(x) such that α(x) satisfies the above conditions (ii), (iii)
and κ < α(x) < 2, dx-a.e. x ∈ Rd. Then we can construct infinite systems of
(symmetric) stable-like process with interaction. In this situation, the bilinear form
is given by
ESL,α(f, g) =
1
2
∫
M
µ(dξ)
∫
Rd
ξ(dx)
∫
Rd\{x}
{f(ξxy)− f(ξ)}{g(ξxy)− g(ξ)}
|x− y|d+α(x)
dy.
3.2 Examples of generator and ISDE for the processes
In this subsection we give examples of the L2-generator for the processes.
Example 3.1. (i) Let µ be a Gibbs measure with a self potential Φ and a inter-
action potential Ψ. Then we have
ρ1(y)
ρ1(x)
dµy
dµx
(ξ \ x) = exp
{
−Φ(y) + Φ(x)−
∑
i
{Ψ(xi, y)−Ψ(xi, x)}
}
,
for x ∈ ξ and ξ \ x =
∑
i δxi. Then the L
2-generator associated with the process Ξt
is the closure of the operator
Lf(ξ) =
∫
Rd
ξ(dx)
∫
Rd
dy c(ξ, x; y)[f(ξxy)− f(ξ)],
with
c(ξ, x; y) = ν(ξ, x; y)+ν(ξxy, y; x) exp
{
−Φ(y) + Φ(x)−
∑
i
{Ψ(xi, y)−Ψ(xi, x)}
}
.
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In particular, when ν(ξxy, x; y) = p(|x− y|) and Φ = 0,
c(ξ, x; y) = p(|x− y|)
{
1 +
∏
i
exp{Ψ(xi, x)}
exp{Ψ(xi, y)}
}
.
Here we give two examples of interaction potentials with long range.
(1) (Lennard-Jones 6-12 potential)
Ψ(x, y) = |x− y|−12 − |x− y|−6, x, y ∈ R3.
(2) (Riesz potential) Let a > d.
Ψ(x, y) = |x− y|−a, x, y ∈ Rd.
(ii) Our result is more interesting for quasi-Gibbs measures which are not Gibbs
measures. The determinatal point fields, Sineβ , Besselα,β , Airyβ and Ginibre random
point fields are examples of them. The interaction potentials of Sineβ , Besselα,β and
Airyβ random point fields are given by
Ψ(x, y) = β log |x− y|, x, y ∈ R.
Ginibre random random point field µgin is a probability measure on the configura-
tion space on R2 with self potential Φ(x) = 0 and interaction potential Ψ(x, y) =
−2 log |x− y|. From Theorem 1.3 in Osada and Shirai [13] we see that
c(ξ, x; y) = ν(ξ, x; y) + ν(ξxy, y; x) lim
r→∞
∏
|xi|<r
|y − xi|
2
|x− xi|2
.
In the forthcoming paper [1] we discuss that the associated labeled process solves
the following ISDE:
Xj(t) = Xj(0)+
∫
[0,t)×Rd×[0,∞)
N(dsdudr)u1 (0 ≤ r ≤ c(Ξ(s−), Xj(s−), Xj(s−) + u)) ,
for j ∈ N, where Ξ(t) =
∑
i δXi(t) and N(dsdudr) is a Poisson random point field on
[0,∞)× Rd × [0,∞) with intensity dsdudr.
3.3 Comments for Glauber dynamics
Let µ be a random point field and µx, x ∈ S be its Palm measures. Suppose that
µx is absolutely continuous with respect to µ. Then we can consider the operator
LGla on L
2(µ) defined by
LGlaf(ξ) =
∫
S
(f(ξ · x)− f(ξ))ρ(x)
dµx
dµ
(ξ)dx+
∫
S
ξ(dx)(f(ξ \ x)− f(ξ)).
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Here we set ξ · x = ξ + δx for ξ ∈ M and x ∈ S. The associated process can be
regarded as the continuum version of Glauber dynamics. This is associated with the
bilinear form
EGla(f, g) =
∫
M
µ(dξ)
∫
S
ξ(dx)(f(ξ \ x)− f(ξ))(g(ξ \ x)− g(ξ)).
Under the same assumptions on µ as in Theorem 2.1, we can show that the closure
of (EGla,D∞) is a quasi-regular Dirichlet form by the same argument. Whereas if
µx is singular to µ such as Ginibre random point field, the operator LGla can not be
defined and the associated Glauber dynamics could not exist.
4 Proof of Theorem 2.5
In this section we prove Theorem 2.5. As a first step, we prepare some notations.
For m ≥ n, ℓ ≥ r, k ∈ N and ξ ∈M, we introduce the measure µˇn,mr,ℓ,k,ξ on U
n
br
× (Ubℓ \
Ubr)
m−n determined by∫
Mr,n∩Mℓ,m
f(η)µmℓ,k,ξ(dη) =
∫
Un
br
×(Ubℓ\Ubr )
m−n
fmℓ,ξ(xm)µˇ
n,m
r,ℓ,k,ξ(dxm),
for any bounded measurable function f on M. By (2.5), for µmℓ,k-a.s. ξ ∈ M,
µˇn,mr,ℓ,k,ξ has a density σˇ
n,m
r,ℓ,k,ξ(xm) with respect to e
−Hℓ(xm)dxm. Here dxm denotes the
Lebesgue measure on Umbℓ . We note that according to (2.5), σˇ
n,m
r,ℓ,k,ξ(xm) is uniformly
positive and bounded on Unbr × (Ubℓ \ Ubr)
m−n. We consider a bilinear form En,mr,ℓ,q,k,ξ.
For q ∈ N put νq(ξ, x; y) = ν(ξ, x; y)1(ν(ξ, x; y) ≤ q) and
Λq(xm) =
m∏
i=1
1
(
|Φ(xi) +
∑
j 6=i
1≤j≤m
Ψ(xi, xj)| ≤ q
)
,
Λq(y|xm) = 1
(
|Φ(y) +
m∑
j=1
Ψ(y, xj)| ≤ q
)
.
It is readily seen that {νq} is nondecreasing sequence in q such that limq→∞ νq(ξ, x; y) =
ν(ξ, x; y) for µ-a.s. ξ ∈M and dx-a.e. x, y ∈ S, and {Λq(xm)}, {Λq(y|xm)} are non-
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decreasing sequences in q. We put En,mr,ℓ,q,k,ξ = E
n,m,1
r,ℓ,q,k,ξ + E
n,m,2
r,ℓ,q,k,ξ + E
n,m,3
r,ℓ,q,k,ξ, where
E
n,m,1
r,ℓ,q,k,ξ(f, g) =
∫
Un
br
×(Ubℓ\Ubr )
m−n
µˇn,mr,ℓ,k,ξ(dxm)Λq(xm)
×
n∑
j=1
∫
Ubr
Λq(y|x
〈j〉
m
)∇yjf
m
ℓ,ξ(xm) · ∇
y
jg
m
ℓ,ξ(xm)νq(ξ, xj; y)dy,
E
n,m,2
r,ℓ,q,k,ξ(f, g) =
∫
Un
br
×(Ubℓ\Ubr )
m−n
µˇn,mr,ℓ,k,ξ(dxm)Λq(xm)
×
n∑
j=1
∫
Ubℓ\Ubr
Λq(y|x
〈j〉
m
)∇yjf
m
ℓ,ξ(xm) · ∇
y
jg
m
ℓ,ξ(xm)νq(ξ, xj; y)dy,
E
n,m,3
r,ℓ,q,k,ξ(f, g) =
∫
Un
br
×(Ubℓ\Ubr )
m−n
µˇn,mr,ℓ,k,ξ(dxm)Λq(xm)
×
m∑
j=n+1
∫
Ubr
Λq(y|x
〈j〉
m
)∇yjf
m
ℓ,ξ(xm) · ∇
y
jg
m
ℓ,ξ(xm)νq(ξ, xj; y)dy.
Here for (fmr,ξ)m={0}∪N, which are Ubr -representations of f , we set
∇yjf
n
r,ξ(xn) =
{
f n−1r,ξ·y(x
〈j〉
n )− f nr,ξ(xn), if xn ∈ U
n
br
, y /∈ Ubr ,
f nr,ξ(x
〈j〉
n · y)− f nr,ξ(xn), if xn ∈ U
n
br
, y ∈ Ubr ,
for j = 1, 2, . . . , n, with x
〈j〉
n = (x1n, . . . , x
j−1
n
, xj+1
n
, . . . , xn
n
) ∈ Sn−1 and xn · y =
(x1
n
, . . . , xn
n
, y) ∈ Sn+1.
Then we show the following lemma.
Lemma 4.1. Assume (A.3) and (A.4). Then (En,mr,ℓ,q,k,ξ,D∞) is closable on L
2(Mq,m, µ
m
q,k,ξ)
for m ≥ n, ℓ ≥ r, k, q ∈ N and µmℓ,k-a.s. ξ.
Proof. By the simple observation we see
(4.1) En,mr,ℓ,q,k,ξ(f, f) ≤ E
m,m,1
ℓ,ℓ,q,k,ξ(f, f) ≡ E
m
ℓ,q,k,ξ(f, f) for any f ∈ D∞.
Setting µˇm,mℓ,ℓ,k,ξ ≡ µˇ
m
ℓ,k,ξ, we have
Emℓ,q,k,ξ(f, f)
=
∫
Um
bℓ
µˇmℓ,k,ξ(dxm)Λq(xm)
m∑
j=1
∫
Ubℓ
Λq(y|x
〈j〉
m
)(fmℓ,ξ(x
xjy
m
)− fmℓ,ξ(xm))
2νq(ξ, xj; y)dy
≤ 2
∫
Um
bℓ
µˇmℓ,k,ξ(dxm)Λq(xm)
m∑
j=1
∫
Ubℓ
Λq(y|x
〈j〉
m
){fmℓ,ξ(x
xjy
m
)2 + fmℓ,ξ(xm)
2}νq(ξ, xj; y)dy
≤ 2q
∫
Um
bℓ
µˇmℓ,k,ξ(dxm)Λq(xm)
m∑
j=1
∫
Ubℓ
Λq(y|x
〈j〉
m
)fmℓ,ξ(x
〈j〉
m · y)
2dy
+ 2mq|Ubℓ|‖f‖
2
L2(Mℓ,m,µ
m
ℓ,k,ξ
)
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and the first term of the right hand side is bounded by
2qe2q
m∑
j=1
∫
Um+1
bℓ
Λq(xm)σˇ
m
ℓ,k,ξ(xm)
σˇmℓ,k,ξ(x
〈j〉
m · y)
σˇmℓ,k,ξ(x
〈j〉
m · y)
Λq(y|x
〈j〉
m
)e−Hℓ(x
〈j〉
m ·y)fmℓ,ξ(x
〈j〉
m
· y)2dxmdy
≤ 2C22e
2q
mq|Ubℓ|‖f‖
2
L2(Mℓ,m,µ
m
ℓ,k,ξ
),
where C2 is the constant in (2.5). Hence we have
(4.2) Emℓ,q,k,ξ(f, f) ≤ 2(C
2
2e
2q + 1)mq|Ubℓ|‖f‖
2
L2(Mℓ,m,µ
m
ℓ,k,ξ
).
Let {fn} be a E
n,m
r,ℓ,q,k,ξ-Cauchy sequence in D∞ such that lim
n→∞
‖fn‖L2(Mℓ,m,µmℓ,k,ξ) =
0. Then by (4.1), (4.2) we get lim
n→∞
E
n,m
r,ℓ,q,k,ξ(fn, fn) = 0 for µ
m
ℓ,k-a.s. ξ. Hence,
(En,mr,ℓ,q,k,ξ,D∞) is closable on L
2(Mℓ,m, µ
m
ℓ,k,ξ). Thus we complete the proof.
We use the following lemma, which is given in [9, Lemma 2.1(1),(2)]. See also
[8, Prop. I.3.7].
Lemma 4.2. ([9, Lemma 2.1(1),(2)]) Let {(E(n),D(n))}n∈N be a sequence of positive
definite, symmetric bilinear forms on L2(M, µ).
(1) Suppose that (E(n),D(n)) is closable for any n ∈ N and {(E(n),D(n))} is increas-
ing, i.e. for any n ∈ N we have D(n) ⊃ D(n+1) and E(n)(f, f) ≤ E(n+1)(f, f) for
any f ∈ D(n+1). Let E∞(f, f) = limn→∞ E
(n)(f, f) with the domain D∞ = {f ∈
∩n∈ND
(n); supn∈N E
(n)(f, f) <∞}. Then (E∞,D∞) is closable on L2(M, µ).
(2) In addition to the assumption (1), assume (E(n),D(n)) are closed. Then (E∞,D∞)
is closed.
For r, ℓ, k, n,m ∈ N, ξ ∈M, we set
E
n,m
r,ℓ,k,ξ(f, f) = lim
q→∞
E
n,m
r,ℓ,q,k,ξ(f, f), f ∈ D∞,
and put
E
n,m
r,ℓ,k(f, f) =
∫
M
lim
q→∞
E
n,m
r,ℓ,q,k,ξ(f, f)µ
m
ℓ,k(dξ), f ∈ D∞,
where µmℓ,k,ξ(dxm) is defined in (2.6).
Lemma 4.3. Assume that (En,mr,ℓ,k,ξ,D∞) is closable on L
2(Mℓ,m, µ
m
ℓ,k,ξ) for µ
m
ℓ,k-a.s.
ξ. Then (En,mr,ℓ,k,D∞) is closable on L
2(M, µmℓ,k).
Proof. Let {fp} be a E
n,m
r,ℓ,k-Cauchy sequence in D∞ such that limp→∞ ‖fp‖L2(M,µmℓ,k) =
0. By the definition of µmℓ,k,ξ
‖f‖2L2(Mℓ,m,µmℓ,k) =
∫
M
‖f‖2L2(Mℓ,m,µmℓ,k,ξ)µ
m
ℓ,k(dξ).
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Hence we have
lim
p,q→∞
∫
M
E
n,m
r,ℓ,k,ξ(fp − fq, fp − fq)µ
m
ℓ,k(dξ) = 0(4.3)
lim
p→∞
∫
M
‖fp‖
2
L2(Mℓ,m,µ
m
ℓ,k,ξ
)µ
m
ℓ,k(dξ) = 0.(4.4)
By the definition of En,mr,ℓ,k,ξ we have∫
Mℓ,m
E
n,m
r,ℓ,k,ξ(fp − fp+1, fp − fp+1)µ
m
ℓ,k(dξ)(4.5)
=
∫
Mℓ,m
µmℓ,k(dξ)
∫
Un
br
×(Ubℓ\Ubr )
m−n
µˇn,mr,ℓ,k,ξ(dxm)
×
∫
Ubℓ
m∑
j=1
{∇yj (fp)
m
ℓ,ξ(xm)−∇
y
j (fp+1)
m
ℓ,ξ(xm)}
2
× 1{(xj ∈ Ubr , y ∈ Ubℓ) ∪ (xj ∈ Ubℓ \ Ubr , y ∈ Ubr)}ν(ξ, xj; y)dy.
For a function f on Mℓ,m, we set a vector valued function (f̂(ξ,xm, y; j))
m
j=1 on
Mℓ,m × U
n
br
× Um−nbℓ × Ubℓ defined by
f̂(ξ,xm, y; j) = ∇
y
jf
m
ℓ,ξ(xm)1{(xj ∈ Ubr , y ∈ Ubℓ)∪(xj ∈ Ubℓ\Ubr , y ∈ Ubr)}
√
ν(ξ, xj; y).
Hence by (4.5) we have∫
Mℓ,m
E
n,m
r,ℓ,k,ξ(fp − fp+1, fp − fp+1)µ
m
ℓ,k(dξ)
=
∫
Mℓ,m
µmℓ,k(dξ)
∫
Un
br
×(Ubℓ\Ubr )
m−n
µˇn,mr,ℓ,k,ξ(dxm)
×
∫
Ubℓ
m∑
j=1
{f̂p(ξ,xm, y; j)− f̂p+1(ξ,xm, y; j)}
2dy.
Combining this with (4.3), we see that the sequence {f̂p} of functions on Mℓ,m ×
Unbr × (Ubℓ \Ubr)
m−n×Ubℓ is a Cauchy sequence in L
2(Mℓ,m×U
n
br
× (Ubℓ \Ubr)
m−n×
Ubℓ , µ
m
ℓ,k(dξ) ⊗ µˇ
n,m
r,ℓ,k,ξ(dxm) ⊗ dy). Therefore, there exists a vector valued function
h ∈ L2(Mℓ,m × U
n
br
× (Ubℓ \ Ubr)
m−n × Ubℓ , µ
m
ℓ,k ⊗ µˇ
n,m
r,ℓ,k,ξ ⊗ dy) such that
‖f̂p − h‖L2(Mℓ,m×Unbr×(Ubℓ\Ubr )
m−n×Ubℓ ,µ
m
ℓ,k
⊗µˇn,m
r,ℓ,k,ξ
⊗dy) → 0 as p→∞.
Hence we can choose a subsequence {f
(1)
p } of {fp} such that
(4.6)
lim
p→∞
∫
Un
br
×(Ubℓ\Ubr )
m−n
µˇn,mr,ℓ,k,ξ(dxm)
∫
Ubℓ
m∑
j=1
{f̂
(1)
p (ξ,xm, y; j)− h(ξ,xm, y; j)}
2dy = 0,
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µmℓ,k-a.s. ξ. By (4.3) and (4.4) we can choose a subsequence {f
(2)
p } of {f
(1)
p } such
that
lim
p,q→∞
E
n,m
r,ℓ,k,ξ(f
(2)
p − f
(2)
q , f
(2)
p − f
(2)
q ) = 0, µ
m
ℓ,k-a.s. ξ,
lim
p→∞
‖f (2)p ‖
2
L2(Mℓ,m,µ
m
ℓ,k,ξ
) = 0, µ
m
ℓ,k-a.s. ξ.
Therefore, by assumption, we have
(4.7) lim
p→∞
E
n,m
r,ℓ,k,ξ(f
(2)
p , f
(2)
p ) = 0 for µ
m
ℓ,k-a.s. ξ.
By (4.6), (4.7) and the definition of En,mr,ℓ,k,ξ, we obtain h = 0 for µ
m
ℓ,k⊗ µˇ
n,m
r,ℓ,k,ξ⊗dy-a.e.
(ξ,xm, y). Thus we have
‖f̂p‖L2(Mℓ,m×Unbr×(Ubℓ\Ubr )
m−n×Ubℓ ,µ
m
ℓ,k
⊗µˇn,m
r,ℓ,k,ξ
⊗dy) → 0 as p→∞.
By the definition of En,mr,ℓ,k, this implies limp→∞ E
n,m
r,ℓ,k(fp, fp) = 0. Thus the proof is
completed.
We set
E∞(f, f) = lim
r→∞
lim
ℓ→∞
∞∑
m=0
m∑
n=0
lim
k→∞
(∫
M
lim
q→∞
E
n,m
r,ℓ,q,k,ξ(f, f)µ
m
ℓ,k(dξ)
)
for any f ∈ D∞.
Note that En,mr,ℓ,q,k,ξ is increasing in n,m, r, ℓ, q, k. Combining Lemma 4.3 with Lemma
4.2 (1) and Lemma 4.1 we have the following lemma as a second step.
Lemma 4.4. Assume that (A.3) and (A.4) holds. Then (E∞,D∞) is closable on
L2(M, µ).
As a final step, we show Theorem 2.5. We show the following lemma.
Lemma 4.5. We have E∞(f, f) = E(f, f) <∞ for all f ∈ D∞.
Proof. We consider the following square fields on D∞: for f, g ∈ D∞, ξ ∈ Mr,n,
r ∈ N, let
D
n,1
r [f, g](ξ) :=
n∑
j=1
∫
Ubr
∇yjf
n
r,ξ(xr,n(ξ)) · ∇
y
jg
n
r,ξ(xr,n(ξ))ν(ξ, x
j
r,n(ξ); y)dy,
D
n,2
r [f, g](ξ) :=
n∑
j=1
∫
Uc
br
∇yjf
n
r,ξ(xr,n(ξ)) · ∇
y
jg
n
r,ξ(xr,n(ξ))ν(ξ, x
j
r,n(ξ); y)dy,
and
D
n,3
r [f, g](ξ) :=
∫
Uc
br
ξ(dx)
∫
Ubr
∇yxf
n
r,ξ(xr,n(ξ)) · ∇
y
xg
n
r,ξ(xr,n(ξ))ν(ξ, x; y)dy,
15
where we set
∇yxf
n
r,ξ(xn) = f
n+1
r,ξ\x(xn · y)− f
n
r,ξ(xn), if ξUcbr (x) ≥ 1, y ∈ Ubr .
We put
D
n
r [f, g](ξ) =
{∑3
i=1D
n,i
r [f, g](ξ) ξ ∈Mr,n,
0 ξ /∈Mr,n.
and
Dr[f, g](ξ) =
∞∑
n=0
D
n
r [f, g](ξ).
Then we consider the bilinear forms onD∞ defined as Er(f, g) :=
∫
M
Dr[f, g](ξ)µ(dξ)
for f, g ∈ D∞. In addition we set
Er(f, g) = lim
ℓ→∞
∞∑
m=0
m∑
n=0
lim
k→∞
(∫
M
lim
q→∞
E
n,m
r,ℓ,q,k,ξ(f, g)µ
m
ℓ,k(dξ)
)
for any f, g ∈ D∞.
Then we can see
(4.8) Er(f, f) = E
r(f, f) for any f ∈ D∞.
Let f ∈ D∞∩B
bdd
r . Then we have
∑∞
n=0D
n
r [f, f ](ξ) =
∑∞
n=0 D
n
ℓ [f, f ](ξ) for all r ≤ ℓ
and µ-a.s. ξ. Then we have Er(f, f) = Eℓ(f, f) = E(f, f). Combining this with
(4.8) we can have limr→∞ E
r(f, f) = E(f, f). Thus the proof is completed.
From Lemma 4.2 (1) we have that (E∞,D∞) is closable, where we set
E∞(f, f) = lim
r→∞
Er(f, f), D∞ =
{
f ∈ D∞; sup
r∈N
Er(f, f) <∞
}
.
Combining this with Lemma 4.5 we see that E∞(f, f) = E(f, f) for f ∈ D∞. Thus
D∞ = D∞. Then we show that (E,D∞) is closable. Thus the proof of Theorem 2.5
is completed.
Remark 4.6. When (Er,D∞) is closable, we denote its closure by (Er, D̂r), for
r ∈ N. Since {(Er, D̂r)}r∈N is increasing, (Ê∞, D̂∞) is closed by Lemma 4.2 (2),
where
Ê∞(f, f) = lim
r→∞
Er(f, f), D̂∞ = {f ∈
⋂
r∈N
D̂r; sup
r∈N
Er(f, f) <∞}.
It is clear that D∞ ⊂ D̂∞ and Ê∞(f, f) = E(f, f) for f ∈ D∞. However (Ê∞, D̂∞)
is not necessary to be the closure (E,D) of (E,D∞). (E,D) coincides with the
decreasing limit of the closure of (Er,D∞ ∩B
bdd
r ) (See [9, Lemma 2.1 (3), Lemma
2.2 (3)]).
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5 Proof of Theorem 2.1
In this section we prove Theorem 2.1. Let (E,D) be the closure of (E,D∞). We
first examine the Markov property of the closed forms (E,D).
Lemma 5.1. (E,D) is Markovian. Then (E,D) is a Dirichlet form.
Proof. For ε > 0 there exists ϕε ∈ C
∞(R) such that ϕε(t) = t for all t ∈ [0, 1],
ϕε(t) ∈ [−ε, 1 + ε] and |ϕ
′
ε(t)| ≤ 1 for all t ∈ R. By the mean-value theorem we get
D[ϕε ◦ f, ϕε ◦ f ](ξ) =
1
2
∞∑
j=1
∫
S
{
∇yj (ϕε ◦ f)(ξ)
}2
ν(ξ, xj ; y)dy(5.1)
=
1
2
∞∑
j=1
∫
S
{
ϕ′ε(cxj ,y)∇
y
jf(ξ)
}2
ν(ξ, xj; y)dy,
where ξ =
∑∞
j=1 δxj and cxj ,y is a constant depending on xj and y. Since supt∈R |ϕ
′
ε(t)| ≤
1 holds, then we get
RHS of (5.1) ≤ sup
t∈R
|ϕ′ε(t)|
2 ·
1
2
∞∑
j=1
∫
S
{
∇yjf(ξ)
}2
ν(ξ, xj; y)dy(5.2)
≤
1
2
∞∑
j=1
∫
S
{
∇yjf(ξ)
}2
ν(ξ, xj; y)dy ≤ D[f, f ](ξ).
Then ϕε ◦ f ∈ D∞ for all f ∈ D∞ and from (5.2) we get
E(ϕε ◦ f, ϕε ◦ f) =
∫
M
D[ϕε ◦ f, ϕε ◦ f ](ξ)µ(dξ) ≤
∫
M
D[f, f ](ξ)µ(dξ) = E(f, f).
This implies (E,D) is Markovian (See [8, Proposition I.4.10]).
We show the quasi-regularity of the Dirichlet form (E,D). We introduce a mol-
lifier on Bbdd∞ . Let j : R
d → R be a non-negative, smooth function such that∫
Rd
j(x)dx = 1 and j(x) = 0 for |x| ≥ 1
2
. Let jε(·) = ε
dj(·/ε) and jnε(x1, . . . , xn) =∏
n
j=1 jε(xj). For f ∈ B
bdd
r ⊂ B
bdd
r+ε, we put
f̂ nr+ε(xn) = j
n
ε ∗ f
n
r+ε,ξ(xn) :=
∫
(Rd)n
jnε(xn − y)f
n
r+ε,ξ(y)dy, xn ∈ U
n
r .
Since f is σ[πr]-measurable, f
n
r+ε,ξ = f
n
r+ε and f̂
n
r+ε is a Ur+ε-representation of some
σ[πr+ε]-measurable function. We denote the function by Jr,εf , that is,
Jr,εf(ξ) = f̂
n
r+ε(x), if ξ ∈Mn,r+ε, n ∈ N ∪ {0}.
The following lemma is given in [9, Lemma 2.4].
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Lemma 5.2. (i) Let f ∈ Bbddr . Then we have the following:
Jr,εf ∈ D∞ for ε > 0, lim
ε→0
‖Jr,εf − f‖L2(M,µ) = 0.
(ii) Let f ∈ Bbddr such that f
n
r ∈ C
∞(Unr ) for all n. Let δ > 0 and Nr,δ = {ξ ∈
M; ξ(Ur+δ − Ur) = 0}. Then
lim
ε→0
Jr+δ,εf(ξ) = f(ξ) for all ξ ∈ Nr,δ.
(iii) D∞ is dense in L
2(M, µ).
Let A = {a = {ar}r∈N; ar ∈ N, ar ≤ ar+1 for all r}. For a = {ar}r∈N ∈ A,
let M[a] = {ξ ∈ M; ξ(U2r) ≤ ar for all r}. Then M[a] is a compact set. (See
[15, Proposition 3.16]. ) Suppose a, b ∈ A and c ∈ R. we set a+ = {ar+1}r∈N,
ca = {car}r∈N and a + b = {ar + br}r∈N. Let 1 be a sequence that ar = 1 for all
r ∈ N.
Lemma 5.3. Assume (B.4). Let an = {an,r}r∈N = {n2
(d+κ)r}r∈N ∈ A, n ∈ N.
Then we have
(5.3) µ
(
∞⋃
n=1
M[an]
)
= 1.
Proof. By Chebyshev’s inequality we get
µ [ξ(U2r) > nE
µ(ξ(U2r))] = µ [ξ(U2r)− E
µ(ξ(U2r)) > (n− 1)E
µ(ξ(U2r))]
≤
Var(ξ(U2r))
(n− 1)2Eµ(ξ(U2r))2
.
Hence
(5.4)
∞∑
n=2
µ
(
∞⋃
r=1
{
ξ(U2r) > n(E
µ(ξ(U2r)))
})
≤
∞∑
n=2
1
(n− 1)2
∞∑
r=1
Var(ξ(U2r))
Eµ(ξ(U2r))2
.
By (B.4),
Var(ξ(U2r))
Eµ(ξ(U2r))2
=
Var(ξ(U2r))
Eµ(ξ(U2r))2
= O(2−δr)
holds. Hence the RHS of (5.4) is finite. Therefore from Borel-Cantelli’s Lemma, for
µ-a.s. ξ there exists n0 ≥ 2 such that ξ(U2r) ≤ n0E
µ(ξ(U2r)) for any r ∈ N.
By (B.1) we can check Eµ[ξ(U2r)] = O
(
2(d+κ)r
)
. Hence we see that for µ-a.s.
ξ, there exists n ∈ N such that ξ(U2r) ≤ an,r for any r ∈ N. This complete the
proof.
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We introduce the function χ[a] defined by
χ[a](ξ) = ρ ◦ da(ξ), da(ξ) =
∞∑
r=1
∑
j∈Jr,ξ
(2r − |xj|) ∧ 2
r−1
2r−1ar
,
where (xj)j∈N is a sequence such that |xj | ≤ |xj+1| for all j ∈ N, ξ =
∑
j δxj and
Jr,ξ = {j; j > ar, xj ∈ U2r}.
ρ : R→ [0, 1] is the function defined by
ρ(t) =

1 if t < 0,
1− t if 0 ≤ t ≤ 1,
0 if 1 < t.
Lemma 5.4. For any a = {ar}r∈N ∈ A we have
χ[a](ξ) =

1 if ξ ∈M[a],
∈ [0, 1] if ξ ∈M2a+a ,
0 if ξ ∈M[2a+]
c,
where we set Mb
a
= M[b] \M[a] for a, b ∈ A.
Proof. For ξ ∈ M[a], Jr,ξ = ∅ for all r ∈ N. Then we can check da(ξ) = 0. Hence
χ[a](ξ) = 1.
If ξ ∈M[2a+]
c then there exists r0 such that ξ(U2r0 ) ≥ 2ar0+1 + 1. Then
(5.5) ♯Jr0+1,ξ ≥ ar0+1 + 1
holds, where ♯J denotes the cardinality of the set J . We take xj0 ∈ {xj ∈ U2r0 ; j ∈
Jr0+1,ξ} and fix. Then (2
r0+1 − |xj0 |) ∧ 2
r0 = 2r0 holds. Hence
(5.6)
(2r0+1 − |xj0 |) ∧ 2
r0
2r0ar0+1
=
1
ar0+1
.
Therefore from (5.5) and (5.6), we have
da(ξ) ≥
∑
j∈Jr0+1,ξ
(2r0+1 − |xj|) ∧ 2
r0
2r0ar0+1
≥
ar0+1 + 1
ar0+1
≥ 1.
Hence χ[a](ξ) = 0. Moreover since χ[a](ξ) = ρ◦da(ξ) and ρ(x) ∈ [0, 1] for all x ∈ R,
we see χ[a](ξ) ∈ [0, 1] for all ξ ∈ M, especially for all ξ ∈ M2a+a . Thus the proof is
completed.
From this lemma we can call χ[a] a cut off function on M[a].
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Lemma 5.5. Let f ∈ D∞ and a = {ar} ∈ A then we have
(5.7) D[χ[a]f, χ[a]f ](ξ) ≤ 2
(
D[χ[a], χ[a]](ξ)f(ξ)2 + D[f, f ](ξ)
)
,
and
D[(1− χ[a])f, (1− χ[a])f ](ξ)
(5.8)
≤ D[χ[a], χ[a]](ξ)f(ξ)2 +
∞∑
i=1
∫
S
(1− χ[a](ξxi,y))2(f(ξxi,y)− f(ξ))2ν(ξ, xi; y)dy.
Proof. Let f, g ∈ D∞ and ξ =
∑
i δxi.
D[fg, fg](ξ) =
1
2
∞∑
i=1
∫
S
(f(ξxi,y)g(ξxi,y)− g(ξ)f(ξ))2ν(ξ, xi; y)dy(5.9)
=
1
2
∞∑
i=1
∫
S
{(g(ξxi,y)− g(ξ))f(ξ) + g(ξxi,y)(f(ξxi,y)− f(ξ))}2ν(ξ, xi; y)dy
≤
∞∑
i=1
∫
S
{(g(ξxi,y)− g(ξ))2f(ξ)2 + g(ξxi,y)2(f(ξxi,y)− f(ξ))2}ν(ξ, xi; y)dy.
Substituting χ[a] into g in the equation (5.9), we have
D[χ[a]f, χ[a]f ](ξ) ≤
∞∑
i=1
∫
S
{(χ[a](ξxi,y)− χ[a](ξ))2}ν(ξ, xi; y)dyf(ξ)
2
+
∞∑
i=1
∫
S
{χ[a]2(ξxi,y)(f(ξxi,y)− f(ξ))2}ν(ξ, xi; y)dy
≤ 2
(
D[χ[a], χ[a]](ξ)f(ξ)2 + D[f, f ]
)
,
since χ[a](ξ) ≤ 1. Hence we obtain (5.7).
We prove the second claim. Substituting 1 − χ[a] into g in the equation (5.9),
we have
D[(1− χ[a])f, (1− χ[a])f ](ξ)
≤
∞∑
i=1
∫
S
(χ[a](ξxi,y)− χ[a](ξ))2ν(ξ, xi; y)dyf(ξ)
2
+
∞∑
i=1
∫
S
(1− χ[a](ξxi,y))2(f(ξxi,y)− f(ξ))2ν(ξ, xi; y)dy.
Hence we get (5.8). Thus the proof is completed.
The next lemma is a key part of the proof of Theorem 2.1.
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Lemma 5.6. Assume (B.0), (B.2) and (B.3). Let an = {an,r}r∈N = {n2
(d+κ)r}r∈N.
Then there exists C = Cd,α,β,κ such that
(5.10)
∫
M
D[χ[an], χ[an]](ξ)f(ξ)
2µ(dξ) ≤ C
∫
M
2(an)++1
an−1
f(ξ)2µ(dξ),
for all n ∈ N and f ∈ D∞, where α > κ, 0 < β < 2 are in (B.1) and (B.2).
Proof. From assumption (B.0) we have
LHS of (5.10)(5.11)
≤
∫
M
2(an)++1
an−1
µ(dξ)f(ξ)2 ·
1
2
∞∑
i=1
∫
S
(χ[an](ξ
xi,y)− χ[an](ξ))
2C1p(|y − xi|)dy.
Here we used the fact that ξ /∈M
2(an)++1
an−1 implies χ[an](ξ
xi,y)− χ[an](ξ) = 0. From
assumptions (B.2) and (B.3), it is enough to consider the case where
p(r) =
{
r−d−α if r ≥ 1,
r−d−β if r < 1,
for 0 < κ < α and 0 < β < 2. Since
|χ[a](η)− χ[a](ξ)| ≤ |da(η)− da(ξ)|, for a ∈ A and ξ, η ∈M,
we have
RHS of (5.11) ≤
C1
2
∫
M
2(an)++1
an−1
f(ξ)2 · (I1(ξ) + I2(ξ))µ(dξ)(5.12)
with
I1(ξ) =
∞∑
i=1
∫
S
(dan(ξ
xi,y)− dan(ξ))
21(|y − xi| < 1)
|y − xi|d+β
dy
I2(ξ) =
∞∑
i=1
∫
S
(dan(ξ
xi,y)− dan(ξ))
21(|y − xi| ≥ 1)
|y − xi|d+α
dy
Let Ar = U2r \ U2r−1 for r ≥ 2 and A1 = U2. We see that
|dan(ξ
xi,y)− dan(ξ)| ≤
∣∣|xi| − |y|∣∣( 1
2r−1an,r
+
1
2r−2an,r−1
+
1
2ran,r+1
)
,
for r ∈ N, xi ∈ Ar, y ∈ Ar−1 ∪Ar ∪ Ar+1 with |y − xi| < 1. Combining this with
1
2r−1an,r
+
1
2r−2an,r−1
+
1
2ran,r+1
≤
3
2r−2an,r−1
, for n, r ∈ N,
21
we obtain
|dan(ξ
xi,y)− dan(ξ)| ≤
∣∣|xi| − |y|∣∣ 3
2r−2an,r−1
≤
∣∣y − xi∣∣ 3
2r−2an,r−1
,
for r ∈ N, xi ∈ Ar, y ∈ Ar−1 ∪Ar ∪ Ar+1 with |y − xi| < 1. Hence we have
I1(ξ) ≤ 9
∞∑
r=1
∑
xi∈Ar
∫
S
∣∣|xi| − |y|∣∣2 1
22r−4a2n,r−1
1(|y − xi| < 1)
|y − xi|d+β
dy(5.13)
≤ 9
∞∑
r=1
∑
xi∈Ar
1
22r−4a2n,r−1
∫
S
1(|y − xi| < 1)
|y − xi|d+β−2
dy
≤ 9
∞∑
r=1
2an,r+1 + 1
22r−4a2n,r−1
·
∫
S
1(|z| < 1)
|z|d+β−2
dz, for ξ ∈M
2(an)++1
an−1
where we use ξ(Ar) ≤ 2an,r+1 + 1 for ξ ∈ M
2(an)++1
an−1 . We remark that
(5.14)
∫
S
1(|z| < 1)
|z|d+β−2
dz <∞, for all 0 < β < 2.
In addition we have
∞∑
r=1
2an,r+1 + 1
22r−4a2n,r−1
=
∞∑
r=1
n2(r+1)(d+κ)+1 + 1
22r−4 · n222(r−1)(d+κ)
(5.15)
=
∞∑
r=1
1
n
·
1
2r(d+κ+2)−3(d+κ)−5
+
∞∑
r=1
1
n2
·
1
22r(d+κ+1)−2(d+κ)−4
≤
(1/2)−2(d+κ)−3
1− (1/2)d+κ+2
+
(1/2)−2
1− (1/2)2(d+κ+1)
<∞.
Then from From (5.13), (5.14) and (5.15), there exists a constant C5 = C5(d, β, κ) >
0
(5.16) I1(ξ) ≤ C5, for ξ ∈M
2(an)++1
an−1 .
On the other hand we have
I2(ξ) =
∞∑
r=1
∑
xi∈Ar
∞∑
ℓ=1
∫
Aℓ
(dan(ξ
xi,y)− dan(ξ))
21(|y − xi| ≥ 1)
|y − xi|d+α
dy
=
∞∑
r=1
∑
xi∈Ar
∫
Ar−1∪Ar∪Ar+1
(dan(ξ
xi,y)− dan(ξ))
21(|y − xi| ≥ 1)
|y − xi|d+α
dy
+
∞∑
r=1
∑
xi∈Ar
∞∑
ℓ=1
|ℓ−r|>1
∫
Aℓ
(dan(ξ
xi,y)− dan(ξ))
21(|y − xi| ≥ 1)
|y − xi|d+α
dy
≡ I3(ξ) + I4(ξ).
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We see that
|dan(ξ
xi,y)− dan(ξ)| ≤
1
an,r−1
+
1
an,r
+
1
an,r+1
,
for r ∈ N, xi ∈ Ar and y ∈ Ar−1 ∪ Ar ∪Ar+1. Combining this with
1
an,r
+
1
an,r−1
+
1
an,r+1
≤
3
an,r−1
, for r, n ∈ N,
we obtain
|dan(ξ
xi,y)− dan(ξ)| ≤
3
an,r−1
,
for r ∈ N, xi ∈ Ar and y ∈ Ar−1 ∪ Ar ∪Ar+1. Hence we have
I3(ξ) ≤ 9
∞∑
r=1
∑
xi∈Ar
∫
Ar−1∪Ar∪Ar+1
1
a2n,r−1
1(|y − xi| ≥ 1)
|y − xi|d+α
dy(5.17)
≤ 9
∞∑
r=1
2an,r+1 + 1
a2n,r−1
∫
Ar−1∪Ar∪Ar+1
1(|y − xi| ≥ 1)
|y − xi|d+α
dy
≤ 9
∞∑
r=1
2an,r+1 + 1
a2n,r−1
∫
S
1(|z| ≥ 1)
|z|d+α
dz, for ξ ∈M
2(an)++1
an−1
where we use ξ(Ar) ≤ 2an,r+1 + 1 for ξ ∈ M
2(an)++1
an−1 . We remark that
(5.18)
∫
S
1(|z| ≥ 1)
|z|d+α
dz <∞, for all α > 0.
In addition we have
∞∑
r=1
2an,r+1 + 1
a2n,r−1
=
∞∑
r=1
n2(r+1)(d+κ)+1 + 1
n222(r−1)(d+κ)
(5.19)
=
∞∑
r=1
1
n
·
1
2r(d+κ)−3(d+κ)−1
+
∞∑
r=1
1
n2
·
1
22r(d+κ)−2(d+κ)
≤
(1/2)−2(d+κ)−1
1− (1/2)d+κ
+
1
1− (1/2)2(d+κ)
<∞.
Then from (5.17), (5.18) and (5.19), there exists a constant C6 = C6(d, α, κ) > 0
such that
(5.20) I3(ξ) ≤ C6, for ξ ∈M
2(an)++1
an−1 .
Moreover we see that
|dan(ξ
xi,y)− dan(ξ)| ≤
ℓ∨r∑
m=ℓ∧r
1
an,m
,
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for ℓ, r ∈ N with |ℓ− r| > 1, xi ∈ Ar and y ∈ Aℓ. Hence we have
I4(ξ) ≤
∞∑
r=1
∑
xi∈Ar
∞∑
ℓ=1
|ℓ−r|>1
∫
Aℓ
(
ℓ∨r∑
m=ℓ∧r
1
an,m
)2
1(|y − xi| ≥ 1)
|y − xi|d+α
dy(5.21)
≤
∞∑
r=1
∑
xi∈Ar
∞∑
ℓ=1
|ℓ−r|>1
(
ℓ∨r∑
m=ℓ∧r
1
an,m
)2 ∫
Aℓ
1(|y − xi| ≥ 1)
|2ℓ∧r−1 − 2ℓ∨r|d+α
dy.
We remark |2ℓ∧r−1 − 2ℓ∨r| ≥ 2ℓ∨r−2 for any ℓ, r ∈ N with |ℓ− r| > 1. Then
RHS of (5.21)(5.22)
≤
∞∑
r=1
∑
xi∈Ar
∞∑
ℓ=1
|ℓ−r|>1
(
ℓ∨r∑
m=ℓ∧r
1
an,m
)2 ∫
Aℓ
1(|y − xi| ≥ 1)
2(ℓ∨r−2)(d+α)
dy
≤
∞∑
r=1
∑
xi∈Ar
∞∑
ℓ=1
|ℓ−r|>1
(
ℓ∨r∑
m=ℓ∧r
1
an,m
)2
|Aℓ|
2(ℓ∨r−2)(d+α)
≤
∞∑
r=1
∞∑
ℓ=1
|ℓ−r|>1
(
ℓ∨r∑
m=ℓ∧r
1
an,m
)2
(2an,r+1 + 1)|Aℓ|
2(ℓ∨r−2)(d+α)
,
where we use ξ(Ar) ≤ 2an,r+1 + 1 for ξ ∈ M
2(an)++1
an−1 and | · | denote the Lebesgue
measure on Rd. Since
ℓ∨r∑
m=ℓ∧r
1
an,m
=
ℓ∨r∑
m=ℓ∧r
1
n2m(d+κ)
≤
1
n
·
(1/2)(ℓ∧r)(d+κ)
1− (1/2)d+κ
,
we obtain
∞∑
r=1
∞∑
ℓ=1
|ℓ−r|>1
(
ℓ∨r∑
m=ℓ∧r
1
an,m
)2
(2an,r+1 + 1)|Aℓ|
2(ℓ∨r−2)(d+α)
(5.23)
≤
∞∑
r=1
∞∑
ℓ=1
|ℓ−r|>1
1
n2
{
(1/2)(ℓ∧r)(d+κ)
1− (1/2)d+κ
}2
(n2(r+1)(d+κ)+1 + 1)|Aℓ|
2(ℓ∨r−2)(d+α)
≤ C7
∞∑
r=1
∞∑
ℓ=r+1
1
2r(d+κ)+αℓ
+ C8
∞∑
r=1
r−1∑
ℓ=1
1
2r(α−κ)+ℓ(d+2κ)
<∞,
where Ci = Ci(d, α, κ) for i = 7, 8 are constants depending on d, α and κ, and we use
α−κ > 0. From (5.21), (5.22) and (5.23) there exists a constant C9 = C9(d, α, κ) > 0
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such that
(5.24) I4(ξ) ≤ C9, for ξ ∈M
2(an)++1
an−1 .
Therefore from (5.16), (5.20) and (5.24) we obtain
(5.25) I1(ξ) + I2(ξ) = I1(ξ) + I3(ξ) + I4(ξ) ≤ C5 + C6 + C9, for ξ ∈M
2(an)++1
an−1
and the lemma is proved with C = C1(C5+C6+C9)
2
.
Lemma 5.7. Let an = {an,r}r∈N = {n2
(d+κ)r}r∈N. Then for f ∈ D∞ and n ∈ N we
have
(5.26) χ[an]f ∈ D
and
(5.27) ‖(1− χ[an])f‖1 ≤
√
(C + 2)
∫
M[an−1]c
{f(ξ)2 + D[f, f ](ξ)}µ(dξ),
where C is the constant in Lemma 5.6 and ‖f‖21 = ‖f‖
2
L2(M,µ) + E(f, f).
Proof. By (5.7) we have
E(χ[an]f, χ[an]f) ≤ 2
∫
M
D[χ[an], χ[an]](ξ)f(ξ)
2µ(dξ) + 2
∫
M
D[f, f ](ξ)µ(dξ)
(5.28)
≤ 2
∫
M
D[χ[an], χ[an]](ξ)f(ξ)
2µ(dξ) + 4E(f, f).
From Lemma 5.6 the RHS of (5.28) is bounded by
2C
∫
M
2(an)++1
an−1
f(ξ)2µ(dξ) + 4E(f, f) ≤ (2C + 4)
(
‖f‖2L2(M,µ) + E(f, f)
)
<∞.
Hence we obtain (5.26).
We show the second claim. By (5.8) we have
E((1− χ[an])f, (1− χ[an])f) ≤
∫
M
µ(dξ)D[χ[an], χ[an]](ξ)f(ξ)
2(5.29)
+
∫
M
µ(dξ)
∞∑
i
∫
S
{(1− χ[an](ξ
xi,y))2(f(ξxi,y)− f(ξ))2}ν(ξ, xi; y)dy.
Since 1− χ[an](ξ) = 0 on M[an], from Lemma 5.6 we have
(5.30) RHS of (5.29) ≤ C
∫
M[an−1]c
f(ξ)2µ(dξ) + 2
∫
M[an−1]c
D[f, f ](ξ)µ(dξ).
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Hence by (5.30)
‖(1− χ[an])f‖
2
1 ≤ (C + 1)
∫
M[an−1]c
f(ξ)2µ(dξ) + 2
∫
M[an−1]c
D[f, f ](ξ)µ(dξ)
≤ (C + 2)
∫
M[an−1]c
{f(ξ)2 + D[f, f ](ξ)}µ(dξ).
Therefore we obtain (5.27). Thus the proof is completed.
We show that the Dirichlet form (E,D) is a quasi-regular Dirichlet form, that is,
(E,D) satisfies
(C.1) There exists an E-nest consisting of compact sets.
(C.2) There exists an ‖ · ‖1-dense subset of D whose elements have E-continuous
m-versions.
(C.3) There exist un ∈ D, n ∈ N, having E-continuous m-versions u˜n, and an E-
exceptional set N such that {u˜n} separates the points of X − N , i.e. for
every pair (s1, s2) of distinct points of X−N , there exists a function u˜n which
satisfies u˜n(s1) 6= u˜n(s2).
Please refer to [2, 8] for the terminologies in the above. Let
Dcut = {χ[an]f ; f ∈ D∞, n ∈ N}.
By (5.26) we obtain Dcut ⊂ D. By (5.27) and Lemma 5.3 we see D∞ ⊂ Dcut, where
A denotes the closure of A with respect to ‖ · ‖1. By D∞ = D we see Dcut = D.
Let D(n) = {f ∈ D; f = 0 a.e. ξ onM[2(an)+]
c}. By Lemma 5.4 we see
Dcut ⊂
∞⋃
n=1
D(n).
Hence {M[2(an)+]}n∈N is a compact nest. We thus obtain (C.1) in the above. (C.2)
and (C.3) are shown by the same argument as that in [9, p.127]. Combining these
we see (E,D) is a quasi-regular Dirichlet form.
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