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Prüfungsordnungsversion:
Name des Moduls/Fachs
Inhaltsverzeichnis
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S
2.FS
VP P
4.FS 5.FS
LPVP V Abschluss Fachnr.
Grundlagen und Diskrete Strukturen 6FP
GL u. Diskrete Strukturen 62 PL4 0 100542
Stochastik für Informatiker 5FP
Stochastik für Informatiker 02 5PL2 100543
Mathematik für Informatiker 1 7FP
Mathematik für Informatiker 1 72 PL4 0 100544
Mathematik für Informatiker 2 8FP
Mathematik für Informatiker 2 4 8PL03 100545
Rechnerorganisation 5FP
Rechnerorganisation 0 52 PL 90min2 100 100549
Rechnerarchitekturen für IN 8FP
Rechnerarchitekturen 1 2 4PL 90min02 5382
Rechnerarchitekturen 2 01 3PL 90min2 5383
Praktikum Rechnerarchitekturen 1 und 2 10 10 SL 100561
Neuroinformatik und Schaltsysteme 6PL 150min
Neuroinformatik 01 32 VL 1389
Schaltsysteme 01 32 VL 20min 100457
Praktikum Neuroinformatik und Schaltsysteme 2 20 SL0 100536
Algorithmen und Programmierung für IN und II 6FP
Algorithmen und Programmierung für IN und II 62 PL3 0 100531
Programmierparadigmen und Kommunikationsmodelle 7PL 120min
Kommunikationsmodelle 2 3VL01 255
Programmierparadigmen 2 4VL 60min02 5378
Softwaretechnik 6FP
Softwaretechnik 1 01 3PL 90min2 100533
Softwaretechnik 2 01 32 PL 90min 100564
Datenbank- und Betriebssysteme 8PL 120min
Betriebssysteme 01 4VL2 252
Datenbanksysteme 01 4VL2 244
Telematik 1 5MO
Telematik 1 3 5PL 90min01 100575
Computergrafik 5FP
Computergrafik 01 5PL 60min3 5367
Softwareprojekt 8FP
Softwareprojekt 03 80 PL 5381
Algorithmen und Datenstrukturen 8FP
Algorithmen und Datenstrukturen 4 8PL 30min12 100576
Automaten, Sprachen und Komplexität 8FP
Automaten, Sprachen und Komplexität 02 8PL 150min4 100437
Logik und Logikprogrammierung 5FP
Logik und Logikprogrammierung 02 53 PL 150min 100574
Nichttechnische Fächer für In Bsc 5MO
Fremdsprache 2MO 100206
Studium generale 2MO 100813
Soft Skills 00 2SL2 5363
Proseminar für IN Bsc 2MO
Proseminar für IN Bsc 0 22 SL0 100956
Bachelorarbeit mit Kolloquium für IN Bsc 15FP
Abschlusskolloquium 3PL 30min 6067
Bachelorarbeit 12BA 6 6074
Bachelor Informatik 2013
Siehe Fächer
Modulnummer:
Prof. Dr. Matthias Kriesell
Modul:
Modulverantwortlich:
Grundlagen und Diskrete Strukturen
100541
Lernergebnisse
Siehe Fächer
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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Grundlagen und Diskrete Strukturen
Bachelor Informatik 2013
Modul:
GL u. Diskrete Strukturen
WintersemesterTurnus:
Prof. Dr. Matthias Kriesell
100542
Fachverantwortlich:
Sprache:
Prüfungsleistung generiert
  Fachnummer:
Deutsch/Englisch
240251Prüfungsnummer:
Fachabschluss:
4 2 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafel
Logik und Mengenlehre; Funktionen und Relationen; Gruppen, Ringe, Körper; Boolesche Algebren; diskrete
Wahrscheinlichkeitsräume; elementare Graphentheorie
  Inhalt
  Vorkenntnisse
Abiturwissen Mathematik
  Lernergebnisse / Kompetenzen
Kenntnisse in Grundlagen der Mathematik, grundlegende mathematische Arbeitsweisen (Beweise)
  Literatur
Wird in der Vorlesung bekanntgegeben
6Leistungspunkte: Workload (h): 180 112Anteil Selbststudium (h): SWS: 6.0
Pflichtfach
Fakultät für Mathematik und Naturwissenschaften
Pflichtkennz.:
2411Fachgebiet:
Art der Notengebung: Generierte Noten
werden bei Bedarf festgelegt
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
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Bachelor Informatik 2013
Modulnummer:
Univ.-Prof. Dr. rer. nat. habil. Silvia Vogel
Modul:
Modulverantwortlich:
Stochastik für Informatiker
100330
Lernergebnisse
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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Stochastik für Informatiker
Bachelor Informatik 2013
Modul:
Stochastik für Informatiker
WintersemesterTurnus:
Univ.-Prof. Dr. rer. nat. habil. Silvia Vogel
100543
Fachverantwortlich:
Sprache:
Prüfungsleistung generiert
  Fachnummer: 240252Prüfungsnummer:
Fachabschluss:
2 2 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
  Inhalt
  Vorkenntnisse
  Lernergebnisse / Kompetenzen
  Literatur
5Leistungspunkte: Workload (h): 150 105Anteil Selbststudium (h): SWS: 4.0
Pflichtfach
Fakultät für Mathematik und Naturwissenschaften
Pflichtkennz.:
2412Fachgebiet:
Art der Notengebung: Generierte Noten
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
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Bachelor Informatik 2013
siehe Mathematik für Informatiker 1
Modulnummer:
Univ.-Prof. Dr. rer. nat. habil. Michael Stiebitz
Modul:
Modulverantwortlich:
Mathematik für Informatiker 1
100546
Lernergebnisse
Abitur
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
werden bei Bedarf festgelet
Detailangaben zum Abschluss
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Mathematik für Informatiker 1
Bachelor Informatik 2013
Modul:
Mathematik für Informatiker 1
WintersemesterTurnus:
Univ.-Prof. Dr. rer. nat. habil. Michael Stiebitz
100544
Fachverantwortlich:
Sprache:
Prüfungsleistung generiert
  Fachnummer:
Deutsch
240253Prüfungsnummer:
Fachabschluss:
4 2 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung: Tafelvorlesung, Folien, Maple-vorführungen mit Laptop Übung: Übungsblätter (Online) Allgemein: Webseite
I Differentialrechnung für Funktionen einer reelen veränderlichen  II Integralrechnung für Funktionen einer reelen
Veränderlichen  III Lineare Algebra (Teil I: Matrizenrechnung, Lineare Matrizengleichungen, Inverse Matrix, Determinanten)
  Inhalt
  Vorkenntnisse
Arbitur
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden kennen die grundlegenden Begriffe und Sachverhalte aus der Differential - und
Integralrechnung für Funktionen einer reellen Veränderlichen sowie aus der Linearen Algebra.
Methodenkompetenz: Die Studierenden können mit Hilfe der Differential- und Integralrechnung das Wachstum von
Funktionen, Folgen und Reihen qualitativ klassifizieren. Die Studierenden können Lineare Gleichungssysteme lösen und
qualitativ untersuchen.
  Literatur
Primär: Eigenes Materiel Sekundär - Stry, Schwenkert: Mathematik kompakt - Hachenberger: Mathematik für Informatiker
7Leistungspunkte: Workload (h): 210 142Anteil Selbststudium (h): SWS: 6.0
Pflichtfach
Fakultät für Mathematik und Naturwissenschaften
Pflichtkennz.:
241Fachgebiet:
Art der Notengebung: Generierte Noten
werden zu Beginn der Vorlesung festgelegt (Hausaufgaben, Klausuren, Konsultationen)
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
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Bachelor Informatik 2013
siehe Mathematik für Informatiker 2
Modulnummer:
Univ.-Prof. Dr. rer. nat. habil. Michael Stiebitz
Modul:
Modulverantwortlich:
Mathematik für Informatiker 2
100547
Lernergebnisse
siehe Modultafeln und Prüfungsordnung
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
werden bei Bedarf festgelet
Detailangaben zum Abschluss
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Mathematik für Informatiker 2
Bachelor Informatik 2013
Modul:
Mathematik für Informatiker 2
SommersemesterTurnus:
Univ.-Prof. Dr. rer. nat. habil. Michael Stiebitz
100545
Fachverantwortlich:
Sprache:
Prüfungsleistung generiert
  Fachnummer:
Deutsch
240254Prüfungsnummer:
Fachabschluss:
4 3 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung: Tafelvorlesung, Folien, Maple-vorführungen mit Laptop Übung: Übungsblätter (Online) Allgemein: Webseite
III Lineare Algebra (Teil II, Vektorräume uns analytishe Geometrie, Eigenwertgleichung) -IV Differentialrechnung für
Funktionen mehrerer reeller Veränderlicher  IV Lineare Differentialgleichungen
  Inhalt
  Vorkenntnisse
Mathematik f. Inf. 1
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden kennen die grundlegenden Begriffe und Sachverhalte der Linearen Algebra, der
Differentialrechnung für Funktionen mehrerer reeller Veränderlichen sowie elementare Sachverhalte über
Differentialgleichungen.
Methodenkompetenz: Die Studierenden können mit Hilfe der Vektorraumtheorie linere Gleichungen anylysieren und lösen
sowie auf geometrische Fragestellungen anwenden. Die Studierenden können mit Hilfe der Differentialrechnung Funktionen
mit mehreren reeller Veränderlichen qualitativ untersuchen. Die Studierenden können einfache Differentialgleichungen lösen.
  Literatur
Primär: Eigenes Materiel Sekundär - Stry, Schwenkert: Mathematik kompakt - Hachenberger: Mathematik für Informatiker
8Leistungspunkte: Workload (h): 240 161Anteil Selbststudium (h): SWS: 7.0
Pflichtfach
Fakultät für Mathematik und Naturwissenschaften
Pflichtkennz.:
241Fachgebiet:
Art der Notengebung: Generierte Noten
werden zu Beginn der Vorlesung festgelegt (Hausaufgaben, Klausuren, Konsultationen)
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
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Bachelor Informatik 2013
Fachkompetenz:
Die Studierenden verstehen detailliert Aufbau und Funktionsweise von digitalen Schaltungen, Prozessoren und Rechnern.
Die Studierenden verstehen Entwicklungstendenzen der Rechnerarchitektur. Die Studierenden sind mit algorithmischen
Modellen, Basisalgorithmen und grundlegenden Datenstrukturen der Informatik vertraut.
 
Methodenkompetenz:
Die Studierenden sind in der Lage, adäquate Beschreibungsmittel für die Modellierung von Strukturen und Abläufen mit
formalen Mitteln anzuwenden.
Die Studierenden entwerfen und analysieren einfache digitale Schaltungen und maschinennahe Programme.
Sie sind in der Lage, Basisalgorithmen und grundlegenden Datenstrukturen hinsichtlich ihrer Eigenschaften und
Anwendbarkeit für konkrete Problemstellungen zu bewerten und in eigenen kleineren Programmierprojekten in der
Programmiersprache Java anzuwenden.
 
Sozialkompetenz:
Die Studierenden sind in der Lage, praktische Problemstellungen der Informatik in der Gruppe zu lösen.
Modulnummer:
Modul:
Modulverantwortlich:
Rechnerorganisation
100548
Lernergebnisse
keine
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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Rechnerorganisation
Bachelor Informatik 2013
Modul:
Rechnerorganisation
WintersemesterTurnus:
Dr.-Ing. Heinz-Dietrich Wuttke
100549
Fachverantwortlich:
Sprache:
Prüfungsleistung schriftlich   90 min
  Fachnummer:
Deutsch
220366Prüfungsnummer:
Fachabschluss:
2 2 0 0 0 1
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
1. Mathematische Grundlagen
Aussagen und Prädikate, Abbildungen, Mengen, Relationen, Anwendung der BOOLEschen Algebra und der
Automatentheorie auf digitale Schaltungen
2. Struktur und Funktion digitaler Schaltungen
BOOLEsche Ausdrucksalgebra, Schaltalgebraische Ausdrücke, Normalformen, Minimierung, Funktions- und
Strukturbeschreibung kombinatorischer und sequenzieller Schaltungen, programmierbare Strukturen,
Mikroprogrammsteuerung, Analyse und Synthese einfacher digitaler Schaltungen, Formale Verifikation
  Inhalt
  Vorkenntnisse
Abitur
  Lernergebnisse / Kompetenzen
Fachkompetenz:
Die Studierenden verfügen über Kenntnisse und Überblickwissen zu den wesentlichen Strukturen und Funktionen von
digitaler Hardware sowie Möglichkeiten zu deren formaler Beschreibung und Verifikation und haben ein Grundverständnis für
den Aufbau und die Wirkungsweise von Digitalrechnern.
 
Methodenkompetenz:
Die Studierenden sind in der Lage, einfache digitale Schaltungen zu analysieren, zu optimieren und zu synthetisieren. Sie
können einfache Steuerungen sowohl mit Hilfe von diskreten Gatterschaltungen als auch mit Hilfe programmierbarer
Schaltkreise erstellen. Sie kennen die Grundbefehle von Digitalrechnern und können die zur rechnerinternen
Informationsverarbeitung gehörigen mathematischen Operationen ausführen.
 
Systemkompetenz:
Die Studierenden verstehen das grundsätzliche Zusammenspiel der Baugruppen eines Digitalrechners als System. Mit Hilfe
formaler Methoden können sie einfache digitale Systeme analysieren. Sie erkennen den Zusammenhang zwischen
Maschinen- und Hochsprachprogrammierung anhand praktischer Übungen.
 
Sozialkompetenz:
Die Studierenden erarbeiten Problemlösungen einfacher digitaler Schaltungen in der Gruppe. Sie können die von ihnen
synthetisierten Schaltungen gemeinsam in einem Praktikum auf Fehler analysieren und korrigieren.
5Leistungspunkte: Workload (h): 150 128Anteil Selbststudium (h): SWS: 5.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2235Fachgebiet:
Art der Notengebung: Generierte Noten
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  Medienformen
Vorlesung mit Tafel und PowerPoint, Video zur Vorlesung, Applets und PowerPoint-Präsentationen im Internet,
Arbeitsblätter, Lehrbuch
3. Informationskodierung / ausführbare Operationen
Zahlensysteme (dual, hexadezimal), Alphanumerische Kodierung (ASCII), Zahlenkodierung (Varianten der BCD-Kodierung,
Zweier-Komplement-Zahlen, Vorzeichen-Betragszahlen, Gleitkomma-Zahlen)
4. Rechneraufbau und Funktion
Architekturkonzepte, Befehlssatz und Befehlsabarbeitung, Assemblerprogrammierung
Abstraktionsebenen von Hardware-/Software-Systemen
Praktikumsversuche finden innerhalb des Moduls Praktikum Technische Informatik statt.
  Literatur
    •  Wuttke, Henke: Schaltsysteme, Pearson-Verlag, München 2003
    •  Flick, T.; Liebig, H.: Mikroprozessortechnik Springer-Verlag, Berlin 1990
    •  Schiffmann, W.; Schmitz, R.: Technische Informatik Band I und II, Springer-Verlag, Berlin 1992
    •  Literaturempfehlungen zu den Vorlesungen
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
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Bachelor Informatik 2013
Fachkompetenz: Die Studierenden verstehen detailliert Aufbau und Funktionsweise von Prozessoren, typischen
Rechnerbaugruppen und deren Zusammenwirken. Sie verstehen detailliert Aufbau und Funktionsweise von fortgeschrittenen
Prozessoren und Rechnern. Die Studierenden verstehen Entwicklungstendenzen der modernen Rechner- und
Systemarchitektur.
Methodenkompetenz: Die Studierenden sind in der Lage, ein Beschreibungsmittel für die Modellierung von Strukturen und
Abläufen mit formalen Mitteln anzuwenden. Die Studierenden entwerfen und analysieren einfache maschinennahe
Programme. Die Studierenden konzipieren und entwerfen einfache Speicher- und E/A-Baugruppen. Die Studierenden sind in
der Lage, Anwendungsbeispiele und Architekturvarianten zu entwickeln. Die Studierenden analysieren Leistungskennwerte
von Rechnern und Rechnersystemen.
Systemkompetenz: Die Studierenden verstehen das Zusammenwirken der Funktionsgruppen von Rechnern als System und
in Rechnersystemen. Sie erkennen den Zusammenhang zwischen Architektur und Anwendung auf dem Maschinenniveau
anhand praktischer Übungen. Die Studierenden verstehen das Zusammenwirken der Funktionsgruppen von fortgeschrittenen
Rechnern als System und in Rechnersystemen.
Sozialkompetenz: Die Studierenden sind in der Lage, praktische Problemstellungen der Rechnerarchitektur in der Gruppe zu
lösen.
Modulnummer:
Univ.-Prof. Dr.-Ing. habil. Wolfgang Fengler
Modul:
Modulverantwortlich:
Rechnerarchitekturen für IN
100331
Lernergebnisse
Rechnerorganisation oder vergleichbare Veranstaltung.
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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Rechnerarchitekturen für IN
Bachelor Informatik 2013
Modul:
Rechnerarchitekturen 1
Turnus:
Univ.-Prof. Dr.-Ing. habil. Wolfgang Fengler
5382
Fachverantwortlich:
Sprache:
Prüfungsleistung schriftlich   90 min
  Fachnummer:
Deutsch
2200265Prüfungsnummer:
Fachabschluss:
2 2 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung: Folien (Beamer erforderlich), Arbeitsblätter (Online und Copyshop) Übung: Arbeitsblätter und Aufgabensammlung
(Online und Copyshop) Selbststudium: Teleteaching-Kurs Allgemein: Webauftritt (Materialsammlung, Teleteaching-Kurs,
Literaturhinweise, Links und weiterführende Infos) http://tu-ilmenau.de/ra
Begriff der Rechnerarchitektur, Architekturmodellierung mit Petrinetzen, Innenarchitektur von Prozessoren,
Befehlssatzarchitektur und Assemblerprogramme, Außenarchitektur von Prozessoren, Aufbau und Funktion von
Speicherbaugruppen Aufbau und Funktion von Ein- und Ausgabebaugruppen, Zusammenwirken von Rechnerbaugruppen im
Gesamtsystem
  Inhalt
  Vorkenntnisse
Vorlesung und Übung „Rechnerorganisation“
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden verstehen detailliert Aufbau und Funktionsweise von Prozessoren, typischen
Rechnerbaugruppen und deren Zusammenwirken. Methodenkompetenz: Die Studierenden sind in der Lage, ein
Beschreibungsmittel für die Modellierung von Strukturen und Abläufen mit formalen Mitteln anzuwenden. Die Studierenden
entwerfen und analysieren einfache maschinennahe Programme. Die Studierenden konzipieren und entwerfen einfache
Speicher- und E/A-Baugruppen. Systemkompetenz: Die Studierenden verstehen das Zusammenwirken der
Funktionsgruppen von Rechnern als System und in Rechnersystemen. Sie erkennen den Zusammenhang zwischen
Architektur und Anwendung auf dem Maschinenniveau anhand praktischer Übungen. Sozialkompetenz: Die Studierenden
sind in der Lage, praktische Problemstellungen der Rechnerarchitektur in der Gruppe zu lösen.
  Literatur
Primär: Eigenes Material - Materialsammlung zum Download - Materialsammlung im Copyshop - Teleteaching-Kurs
Sekundär: - W. Fengler, I. Philippow: Entwurf Industrieller Mikrocomputer-Systeme. ISBN 3-446-16150-3, Hanser 1991 (nur
Kapitel 2). - C. Märtin: Einführung in die Rechnerarchitektur - Prozessoren und Systeme. ISBN 3-446-22242-1, Hanser 2003.
- T. Flik: Mikroprozessortechnik und Rechnerstrukturen. ISBN 3-540-22270-7, Springer 2005. Allgemein: Der primäre
Anlaufpunkt ist der Webauftritt! http://tu-ilmenau.de/ra Dort gibt es die aktuellen Fassungen des Lehrmaterials sowie
gelegentlich aktualisierte Literaturhinweise und Zusatzinfos.
4Leistungspunkte: Workload (h): 120 75Anteil Selbststudium (h): SWS: 4.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2231Fachgebiet:
Art der Notengebung: Gestufte Noten
  Detailangaben zum Abschluss
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  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Informatik 2013
Bachelor Mathematik 2009
Bachelor Mathematik 2013
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Rechnerarchitekturen für IN
Bachelor Informatik 2013
Modul:
Rechnerarchitekturen 2
unbekanntTurnus:
Univ.-Prof. Dr.-Ing. habil. Wolfgang Fengler
5383
Fachverantwortlich:
Sprache:
Prüfungsleistung schriftlich   90 min
  Fachnummer:
Deutsch
2200055Prüfungsnummer:
Fachabschluss:
2 1 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung: Folien (Beamer erforderlich), Arbeitsblätter (Online und Copyshop) Übung: Übungsmaterial (Online und
Copyshop) Allgemein: Webseite (Materialsammlung und weiterführende Infos) http://tu-ilmenau.de/ra
Entwicklung der Prozessorarchitektur: Complex-Instruction-Set-Computing (CISC), Reduced-Instruction-Set-Computing
(RISC); Befehls-Pipelining; Skalare Prozessorarchitektur, Very-Long-Instruction-Word-Architektur, Out of Order-Execution;
Simultaneous Multithreading. Entwicklung der Speicherarchitektur: Adresspipelining, Burst Mode und Speicher-Banking;
Speicherhierarchie, Cache-Prinzip, Cache-Varianten; Beispielarchitekturen; Spezialrechner: Aufbau eines Einchip-
Controllers; Einchipmikrorechner des mittleren Leistungssegments, Erweiterungen im E/A-Bereich; Prinzip der digitalen
Signalverarbeitung, Digitale Signalprozessoren (DSP), Spezielles Programmiermodell; Leistungsbewertung: MIPS, MFLOPS;
Speicherbandbreite; Programmabhängiges Leistungsmodell (Benchmarkprogramme); Parallele Rechnerarchitekturen: Single
Instruction Multiple Data, Multiple Instruction Single Data, Multiple Instruction Multiple Data; Enge und Lose Kopplung,
Verbindungstopologien Entwicklung von Anwendungsbeispielen, Architekturvarianten und Berechnung von
Leistungskennwerten
  Inhalt
  Vorkenntnisse
Vorlesung und Übung „Rechnerarchitekturen 1” oder vergleichbare Veranstaltung
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden verstehen detailliert Aufbau und Funktionsweise von fortgeschrittenen Prozessoren und
Rechnern. Die Studierenden verstehen Entwicklungstendenzen der modernen Rechner- und Systemarchitektur.
Methodenkompetenz: Die Studierenden sind in der Lage, Anwendungsbeispiele und Architekturvarianten zu entwickeln. Die
Studierenden analysieren Leistungskennwerte von Rechnern und Rechnersystemen. Systemkompetenz: Die Studierenden
verstehen das Zusammenwirken der Funktionsgruppen von fortgeschrittenen Rechnern als System und in Rechnersystemen.
Sie erkennen den Zusammenhang zwischen Architektur, Leistung und Anwendung anhand praktischer Übungen.
Sozialkompetenz: Die Studierenden sind in der Lage, praktische Problemstellungen der Rechnerarchitektur in der Gruppe zu
lösen.
  Literatur
Primär: Eigenes Material (Online und Copyshop) Sekundär: C. Märtin: Einführung in die Rechnerarchitektur - Prozessoren
und Systeme. ISBN 3-446-22242-1, Hanser 2003. J. L. Hennessy, D. A. Patterson: Rechnerorganisation und -entwurf. ISBN
3-8274-1595-0, Elsevier 2005. W. Stallings: Computer Organization & Architecture. ISBN 0-13-035119-9, Prentice Hall 2003.
A. S. Tanenbaum, J. Goodman: Computerarchitektur. ISBN 3-8273-7016-7, Pearson Studium 2003. Allgemein: Der primäre
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
Wahlpflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2231Fachgebiet:
Art der Notengebung: Gestufte Noten
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Anlaufpunkt ist der Webauftritt! http://tu-ilmenau.de/ra Dort gibt es die aktuellen Fassungen des Lehrmaterials sowie
gelegentlich aktualisierte Literaturhinweise, Online-Quellen und Zusatzinfos.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Informatik 2013
Bachelor Ingenieurinformatik 2008
Bachelor Mathematik 2009
Bachelor Mathematik 2013
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Rechnerarchitekturen für IN
Bachelor Informatik 2013
Modul:
Praktikum Rechnerarchitekturen 1 und 2
unbekanntTurnus:
Dr.-Ing. Bernd Däne
100561
Fachverantwortlich:
Sprache:
Studienleistung alternativ
  Fachnummer:
deutsch
2200374Prüfungsnummer:
Fachabschluss:
0 0 1
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Laborpraktikum. Gedruckte Anleitungen, Hilfefunktionen der benutzten Software.
Einfache Assemblerprogramme
Ein- und Ausgabebaugruppen
Petri-Netze
Microcontroller
Fortgeschrittene Pipeline-Architekturen
  Inhalt
  Vorkenntnisse
notwendig: Vorlesung und Übung Rechnerarchitekturen 1 (oder vergleichbare Veranstaltung)
empfohlen: Vorlesung und Übung Rechnerarchitekturen 2 (oder vergleichbare Veranstaltung)
  Lernergebnisse / Kompetenzen
Fachkompetenz:
Die Studierenden verfügen über Kenntnisse und Überblickswissen zur Funktionsweise von Prozessoren und
Rechnerstrukturen. Sie beherrschen den Umgang mit Beschreibungsmitteln und Modellen und erkennen das
Zusammenwirken von Hardware und Software auf hardwarenahen Architekturebenen.
Methodenkompetenz:
Die Studierenden sind in der Lage, maschinennahe Programme zu verstehen, zu erstellen und in Betrieb zu nehmen. Sie
sind in der Lage zur werkzeuggestützten Modellierung und zur Simulation und Analyse von Modellen.
Systemkompetenz:
Sie beherrschen den Umgang mit Werkzeugen zu Programmerstellung, Programmtest, Modellerstellung und Modellanalyse.
 
Sozialkompetenz:
Die Studierenden erarbeiten Problemlösungen gemeinsam in kleinen Gruppen.
  Literatur
Aktuelle Literaturhinweise und weitere Quellen befinden sich stets auf den Internetseiten zur Lehrveranstaltung:
http://tu-ilmenau.de/?r-p-ra1
http://tu-ilmenau.de/?r-p-ra2
1Leistungspunkte: Workload (h): 30 19Anteil Selbststudium (h): SWS: 1.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2231Fachgebiet:
Art der Notengebung: Testat / Gestufte Noten
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
Seite 21 von 76
Bachelor Informatik 2013
Fachkompetenz: Die Studierenden lernen in diesem Modul die wesentlichen Grundlagen der sequentiellen und der parallelen
(konnektionistischen) Informationsverarbeitung als die zwei wesentlichen Paradigmen der Informatik kennen.
Im Teil Neuroinformatik werden die Grundlagen der parallelen neurobiologischen Informationsverarbeitung und der darauf
aufbauenden Neuroinformatik als wesentliche Säule der "Computational Intelligence" vermittelt. Die Studierenden verstehen
die grundsätzliche Herangehensweise des konnektionistischen Ansatzes und kennen die wesentlichen biologischen
Grundlagen, mathematischen Modellierungs- und algorithmischen Implementierungstechniken beim Einsatz von neuronalen
und probabilistischen Methoden  im Unterschied zu klassischen Methoden der Informations- und Wissensverarbeitung.
Im Teil Schaltsysteme  verfügen die Studierenden über Kenntnisse und vertieftes Wissen zu speziellen Strukturen und
Funktionen von digitaler und programmierbarer Hardware und haben ein vertieftes Verständnis für die praktisch relevanten
Problemstellungen und deren Komplexität.
 
Methodenkompetenz: Die Studierenden sind in der Lage, Fragestellungen aus den o. g. Problemkreisen zu analysieren,
durch Anwendung des behandelten Methodenspektrums neue Lösungskonzepte zu entwerfen und umzusetzen, sowie
bestehende Lösungen zu bewerten. Die Studierenden können ausgehend von einer Problemanalyse eigene Lösungen mit
neuronalen Techniken erstellen. Sie sind in der Lage, komplexe digitale Schaltungen zu analysieren und zu synthetisieren
und können auch umfangreichere Steuerungen sowohl mit Hilfe von diskreten Gatterschaltungen als auch mit Hilfe
programmierbarer Schaltkreise erstellen. Sie können beim Entwurf systematisch vorgehen und ihre Entwürfe verifizieren.
 
Systemkompetenz: Auf Basis der vermittelten Methodik sind die Studierenden in der Lage, Methoden der Computational
Intelligence  auf neue Probleme anzuwenden und erfolgreich einzusetzen. Sie können dabei auf ein breites Methodenwissen
aus den Bereichen der Neuroinformatik zurückgreifen.
Im Teil Schaltsysteme sind die Studierenden in der Lage, Programmsysteme zum Entwurf digitaler Steuerungen und
Schaltungen anzuwenden.
 
Sozialkompetenz: Die Studierenden sind in der Lage, praktische Problemstellungen mit Methoden der parallelen und
sequentiellen Informationsverarbeitung in der Gruppe zu analysieren, zu lösen und die Lösungen zu präsentieren.
Sie erarbeiten Problemlösungen komplexer digitaler Schaltungen in der Gruppe, wobei einzelne Teilfunktionen von
unterschiedlichen Personen entworfen werden. Sie können die von ihnen synthetisierten Schaltungen und
Modellsteuerungen gemeinsam in einem Praktikum erproben, auf Fehler analysieren und korrigieren
Modulnummer:
Univ.-Prof. Dr.-Ing. Horst-Michael Groß
Modul:
Modulverantwortlich:
Neuroinformatik und Schaltsysteme
100332
Lernergebnisse
keine
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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Neuroinformatik und Schaltsysteme
Bachelor Informatik 2013
Modul:
Neuroinformatik
SommersemesterTurnus:
Univ.-Prof. Dr.-Ing. Horst-Michael Groß
1389
Fachverantwortlich:
Sprache:
über Komplexprüfung
  Fachnummer:
Deutsch
2200343Prüfungsnummer:
Fachabschluss:
2 1 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
Die Lehrveranstaltung vermittelt das erforderliche Methodenspektrum aus theoretischen Grundkenntnissen und praktischen
Fähigkeiten zum Verständnis, zur Implementierung und zur Anwendung neuronaler und probabilistischer Techniken der
Informations- und Wissensverarbeitung in massiv parallelen Systemen mit den Schwerpunkten Datenanalyse,
Signalverarbeitung, Mustererkennung und Optimierung für verschiedene Ingenieursdisziplinen. Sie vermittelt sowohl
Faktenwissen als auch begriffliches Wissen aus folgenden Themenbereichen:
-    Informationsverarbeitung und Lernen in biologischen neuronalen Systemen
-    Wichtige Neuronenmodelle (Biologisches Neuron, I&F Neuron, Formale Neuronen)
-    Netzwerkmodelle - grundlegende Verschaltungsprinzipien & Architekturen
-    Lernen in Neuronalen Netzen: wesentliche Arten des Lernens, wesentliche Lernparadigmen (Supervised / Unsupervised /
Reinforcement Learning)
-    Grundprinzip des überwachten Lernens: Multi-Layer-Perzeptron & Error-Backpropagation (EBP)-Lernregel
-    Grundprinzip des unüberwachten Lernens: Self-Organizing Feature Maps (SOFM), Neural Gas, Growing Neural Gas ? als
adaptive Vektorquantisierer
-    Weitere wichtige Entwicklungen: Erweiterungen zum EBP-Algorithmus; Netzwerke mit Radialen Basisfunktionen, Support
Vector Machines (SVM), Neuro-Fuzzy-Systeme, aktuelle Entwicklungen
-    Anwendungsbeispiele aus den Bereichen Mustererkennung, Signal-/Bildverarbeitung, Biomedizin, Robotik, Neuro-Control
-    exemplarische Software-Implementationen neuronaler Netze für nichtlineare Klassifikationsprobleme
Die Studierenden erwerben auch verfahrensorientiertes Wissen, indem für reale Klassifikations- und
Approximationsprobleme verschiedene neuronale und probabilistische Lösungsansätze theoretisch behandelt und praktisch
  Inhalt
  Vorkenntnisse
Keine
  Lernergebnisse / Kompetenzen
In der Vorlesung "Neuroinformatik" lernen die Studierenden die Grundlagen der Neuroinformatik und der Künstlichen
Neuronalen Netze als wesentliche Säule der "Computational Intelligence" kennen. Sie verstehen die grundsätzliche
Herangehensweise dieser Form der konnektionistischen Informations- und Wissensverarbeitung  und kennen die
wesentlichen Lösungsansätze, Modellierungs- und Implementierungstechniken beim Einsatz von neuronalen und
probabilistischen Methoden im Unterschied zu klassischen Methoden der Informations- und Wissensverarbeitung. Die
Studierenden sind in der Lage, Fragestellungen aus dem o. g. Problemkreisen zu analysieren, durch Anwendung des
behandelten Methodenspektrums auf Fragestellungen aus den behandelten Bereichen (Mustererkennung, Signal- und
Bildverarbeitung, Optimierung für Robotik, Control und Biomedizin)  neue Lösungskonzepte zu entwerfen und umzusetzen
sowie bestehende Lösungen zu bewerten.
3Leistungspunkte: Workload (h): 90 68Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2233Fachgebiet:
Art der Notengebung: unbenotet
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  Medienformen
Powerpoint-Folien, Demo-Applets, Videos
umgesetzt werden. Dies ist auch Bestandteil des NI-Contests, der die softwaretechnische Implementierung eines
Funktionsapproximators mittels eines überwacht trainierten Neuronalen Netzes zum Gegenstand hat.
SG BA-BMT: Im Rahmen des NI-Praktikums (0.5 SWS) werden die behandelten methodischen und technischen Grundlagen
der neuronalen und probabilistischen Informationsverarbeitungs- und Lernprozesse  durch die Studierenden mittels
interaktiver Demo-Applets vertieft und in Gesprächsgruppen aufgearbeitet.
  Literatur
Zell, A.: Simulation Neuronaler Netzwerke. Addison-Wesley 1997
Bishop, Ch.: Neural Networks for Pattern Recognition. Oxford Press, 1996
Ritter, Martinetz, Schulten: Neuronale Netze. Addison-Wesley, Oldenbourg, 1994
Görz, G., Rollinger, C.R., Schneeberger, J.: Handbuch der Künstlichen Intelligenz, Oldenbourg Verlag 2003
Lämmel, Cleve: Künstliche Intelligenz – Lehr- und Übungsbuch. Fachbuchverlag, Leipzig, 2004
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Biomedizinische Technik 2008
Bachelor Elektrotechnik und Informationstechnik 2008
Bachelor Informatik 2010
Bachelor Informatik 2013
Bachelor Ingenieurinformatik 2008
Bachelor Ingenieurinformatik 2013
Bachelor Mathematik 2009
Bachelor Mathematik 2013
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung WM
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Neuroinformatik und Schaltsysteme
Bachelor Informatik 2013
Modul:
Schaltsysteme
SommersemesterTurnus:
Dr.-Ing. Heinz-Dietrich Wuttke
100457
Fachverantwortlich:
Sprache:
über Komplexprüfung mündlich   20 min
  Fachnummer:
Deutsch
2200344Prüfungsnummer:
Fachabschluss:
2 1 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
Einführung
 
  Inhalt
  Vorkenntnisse
    •  erfolgreicher Abschluß des Fachs "Rechnerorganisation"
    •  Grundkenntnisse im Entwurf kombinatorischer und sequentieller Schaltungen
  Lernergebnisse / Kompetenzen
Lernziele:
    •  vertiefende Vermittlung von fundierten Kenntnissen und Fertigkeiten zum Entwurf digitaler Systeme,
    •  Einbeziehung verallgemeinerter Wertverlaufsgleichheiten,
    •  Herausbildung von Fähigkeiten zur kritischen Beurteilung von entworfenen Schalsystemen bzgl. Aufwand und
Korrektheit sowie zur praktischen Fehlersuche in Hard- und Softwarerealisierungen
 
Fachkompetenz:
Die Studierenden verfügen über Kenntnisse und vertieftes Wissen zu speziellen Strukturen und Funktionen von digitaler und
programmierbarer Hardware und haben ein vertieftes Verständnis für die praktisch relevanten Problemstellungen und deren
Komplexität.
 
Methodenkompetenz:
Die Studierenden sind in der Lage, komplexe digitale Schaltungen zu analysieren und zu synthetisieren. Sie können auch
umfangreichere Steuerungen sowohl mit Hilfe von diskreten Gatterschaltungen als auch mit Hilfe programmierbarer
Schaltkreise erstellen. Sie können beim Entwurf systematisch vorgehen und ihre Entwürfe verifizieren.
 
Systemkompetenz:
Die Studierenden sind in der Lage, Programmsysteme zum Entwurf digitaler Steuerungen und Schaltungen anzuwenden.
 
Sozialkompetenz:
Die Studierenden erarbeiten Problemlösungen komplexer digitaler Schaltungen in der Gruppe, wobei einzelne Teilfunktionen
von unterschiedlichen Personen entworfen werden. Sie können die von ihnen synthetisierten Schaltungen und
Modellsteuerungen gemeinsam in einem Praktikum erproben, auf Fehler analysieren und korrigieren
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2235Fachgebiet:
Art der Notengebung: unbenotet
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  Medienformen
Vorlesung mit Tafel und PowerPoint, Video zur Vorlesung, Applets und PowerPoint-Präsentationen im Internet,
Arbeitsblätter, Lehrbuch
Entwurf kombinatorischer Schaltungen
    •  Verallgemeinerte Wertverlaufsgleichheit
    •  Implizite Gleichungssysteme
    •  Struktursynthese, Minimierung
    •  Dynamische Probleme
 
Entwurf sequentieller Automaten
    •  Partielle, nichtdeterminierte Automaten
    •  Struktursynthese mit unterschiedlichen Flip-Flop-Typen
    •  Operations- und Steuerwerke
 
Entwurf paralleler Automaten
    •  Komposition/ Dekomposition
    •  Automatennetze
Entwurfswerkzeuge
  Literatur
    •  Wuttke, Henke: Schaltsysteme, Pearson-Verlag, München 2003
    •  -Informatik-Duden: Duden-Verlag 1988/89Schiffmann,
    •  S. Hentschke: Grundzüge der Digitaltechnik, Teubner-Verlag, Stuttgart 1988
    •  T. Flick, H. Liebig: Mikroprozessortechnik, 4. Auflage, Springer- Verlag, Berlin 1994
    •  Literaturempfehlungen zu den Vorlesungen
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
Bachelor Ingenieurinformatik 2013
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Neuroinformatik und Schaltsysteme
Bachelor Informatik 2013
Modul:
Praktikum Neuroinformatik und Schaltsysteme
SommersemesterTurnus:
Dr.-Ing. Klaus Debes
100536
Fachverantwortlich:
Sprache:
Studienleistung
  Fachnummer:
Deutsch
2200372Prüfungsnummer:
Fachabschluss:
0 0 2
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
NI: Die behandelten methodischen und technischen Grundlagen der neuronalen und probabilistischen
Informationsverarbeitungs- und Lernprozesse  werden mittels interaktiver Demo-Applets vertieft und in Gesprächsgruppen
aufgearbeitet; dazu Erarbeitung eines Protokolls im Selbststudium mit Überprüfung der Ergebnisse in einer
Präsenzveranstaltung (Arbeitsaufwand 15 Zeitstunden)
  Inhalt
  Vorkenntnisse
Vorlesung Neuroinformatik, Vorlesung Schaltsysteme
  Lernergebnisse / Kompetenzen
Fachkompetenz:
SS: Durch die vertiefende Vermittlung von fundierten Kenntnissen und Fertigkeiten zum Entwurf digitaler, sequentieller
Steuerungssysteme sowie Möglichkeiten zu deren  formaler Beschreibung und Verifikation.
NI:  Durch die Vermittlung von fundierten Grundlagen zur Funktionsweise von überwachten und unüberwachten neuronalen
Lernverfahren.
Methodenkompetenz:
SS: Die Studierenden sind in der Lage, digitale Steuerungen zu analysieren, zu optimieren und zu synthetisieren. Sie können
digitale Steuerungen sowohl mit Hilfe von diskreten Gatterschaltungen als auch mit Hilfe programmierbarer Schaltkreise
erstellen. Fähigkeiten zur kritischen Beurteilung von entworfenen Schalsystemen bzgl. Aufwand und Korrektheit befähigen
zur praktischen Fehlersuche in Hard- und Softwarerealisierungen.
NI: Die Studierenden sind in der Lage, die Funktionsweise neuronalen Lernverfahren zu verstehen,  zu analysieren und
eigenständig für unterschiedliche Problemstellungen zu entwerfen.
Systemkompetenz:
SS: Mit Hilfe formaler Methoden können sie digitale Steuerungssysteme analysieren und validieren.
NI: Erlernen formaler Methoden zur Anwendung neuronaler überwachter und unüberwachter Lernverfahren;
Sozialkompetenz:
SS: Die Studierenden erarbeiten Problemlösungen einfacher digitaler Schaltungen in der Gruppe. Sie können die von ihnen
synthetisierten Schaltungen gemeinsam in einem Praktikum auf Fehler analysieren und korrigieren.
NI: Die Studierenden analysieren auf der Basis vorgegebener Applets in kleinen Gruppen und stellen ihre Ergebnisse vor.
2Leistungspunkte: Workload (h): 60 49Anteil Selbststudium (h): SWS: 2.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2233Fachgebiet:
Art der Notengebung: Testat / Gestufte Noten
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  Medienformen
Versuchsanleitungen, Internetpräsenz, Applets
SS: Durchführung von zwei Versuchen
•    Hardware-Realisierung sequentieller Schaltungen
•    PLD-Realisierung sequentieller Schaltungen
  Literatur
NI:  Praktikumsanleitung und Vorlesungsunterlagen
SS:
•    H.D. Wuttke, K. Henke: Schaltsysteme – Eine Automatenorientierte Einführung – Pearson Education, 2006
•    H.D. Wuttke, K. Henke: Schaltsysteme, Arbeitsblätter, Übungsaufgaben, Praktikumsanleitung, TU Ilmenau, www.tu-
ilmenau.de/iks
•    W. Schiffmann, H. Schmitz: Technische Informatik, Band I und II, Springer-Verlag, 2004
•    V. Claus, A. Schwill: Informatik-Duden, Bibliographisches Institut, 2006
•    Spezielle Literatur in den Versuchsanleitungen und unter www.tu-ilmenau.de/iks
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
Bachelor Ingenieurinformatik 2013
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Bachelor Informatik 2013
    •  Fachkompetenz: Die Studierenden verfügen über Kenntnisse zu algorithmischen Modellen, Basisalgorithmen und sind
mit grundlegenden Datenstrukturen der Informatik vertraut. Sie können grundlegende Algorithmen nach einer
Problembeschreibung systematisch durch Aufstellen eines Induktionsbeweises für die Lösbarkeit einer gegebenen 
Aufgabenstellung herleiten und diese durch Angabe und Abschätzen von Rekurrenzgleichungen in Ihrer Laufzeitkomplexität
bewerten.
    •  Methodenkompetenz: Sie sind in der Lage, Algorithmen hinsichtlich ihrer Eigenschaften und Anwendbarkeit für konkrete
Problemstellungen zu identifizieren und bewerten sowie in eigenen kleineren Programmierprojekten in der
Programmiersprache Java umzusetzen.
    •  Systemkompetenz: Die Studierenden verstehen die Wirkungsweise von Standardalgorithmen und -datenstrukturen,
können diese in neuen Zusammenhängen einsetzen und Algorithmen für einfache Problemstellungen selbstständig
entwerfen.
    •  Sozialkompetenz: Die Studierenden erarbeiten Lösungen zu einfachen Programmieraufgaben und können diese in der
Gruppe analysieren und bewerten.
Modulnummer:
Univ.-Prof. Dr.-Ing. Günter Schäfer
Modul:
Modulverantwortlich:
Algorithmen und Programmierung für IN und II
100320
Lernergebnisse
Hochschulzulassung
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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Algorithmen und Programmierung für IN und II
Bachelor Informatik 2013
Modul:
Algorithmen und Programmierung für IN und II
unbekanntTurnus:
Univ.-Prof. Dr.-Ing. Günter Schäfer
100531
Fachverantwortlich:
Sprache:
Prüfungsleistung generiert
  Fachnummer:
Deutsch
220367Prüfungsnummer:
Fachabschluss:
3 2 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Präsentation und Tafel, Handouts, Lehrbuch
Historie, Grundbegriffe, Grundkonzepte von Java; Algorithmische Grundkonzepte: Algorithmenbegriff, Sprachen und
Grammatiken, Datentypen, Terme; Algorithmenparadigmen; Ausgewählte Algorithmen: Suchen und Sortieren; Entwurf von
Algorithmen (Problemreduktion, Teile und Herrsche, Greedy-Algorithmen, Dynamische Programmierung, Algorithmenentwurf
durch Führen von Induktionsbeweisen, Analyse der Laufzeitkomplexität); Abstrakte Datentypen, Objektorientierte
Programmierung und Grundlegende Datenstrukturen: Listen und Bäume
  Inhalt
  Vorkenntnisse
Hochschulzulassung
  Lernergebnisse / Kompetenzen
    •  Fachkompetenz: Die Studierenden verfügen über Kenntnisse zu algorithmischen Modellen, Basisalgorithmen und sind
mit grundlegenden Datenstrukturen der Informatik vertraut. Sie können grundlegende Algorithmen nach einer
Problembeschreibung systematisch durch Aufstellen eines Induktionsbeweises für die Lösbarkeit einer gegebenen 
Aufgabenstellung herleiten und diese durch Angabe und Abschätzen von Rekurrenzgleichungen in Ihrer Laufzeitkomplexität
bewerten.
    •  Methodenkompetenz: Sie sind in der Lage, Algorithmen hinsichtlich ihrer Eigenschaften und Anwendbarkeit für konkrete
Problemstellungen zu identifizieren und bewerten sowie in eigenen kleineren Programmierprojekten in der
Programmiersprache Java umzusetzen.
    •  Systemkompetenz: Die Studierenden verstehen die Wirkungsweise von Standardalgorithmen und -datenstrukturen,
können diese in neuen Zusammenhängen einsetzen und Algorithmen für einfache Problemstellungen selbstständig
entwerfen.
    •  Sozialkompetenz: Die Studierenden erarbeiten Lösungen zu einfachen Programmieraufgaben und können diese in der
Gruppe analysieren und bewerten.
  Literatur
    •  G. Saake, K. Sattler: Algorithmen und Datenstrukturen, 3. Auflage, dpunkt-Verlag, 2006
    •  U. Manber: Introduction to Algorithms – A Creative Approach. Addison Wesley, 1989
6Leistungspunkte: Workload (h): 180 124Anteil Selbststudium (h): SWS: 5.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2253Fachgebiet:
Art der Notengebung: Generierte Noten
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Zulassungsvoraussetzung für die Modulprüfung ist der Erwerb des Übungsschein. Für den Übungsschein müssen in beiden
Semesterhälften jeweils 50% der möglichen Punkte erreicht werden.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
Bachelor Ingenieurinformatik 2013
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Bachelor Informatik 2013
Die Studierenden lernen in diesem Modul grundlegende Paradigmen und Modelle zur Programmierung von
Softwaresystemen und ihrer Kommunikation kennen. Sie verstehen die methodischen Grundlagen moderner
Programmiersprachen und Middleware-Plattformen und sind in der Lage, sie bezüglich ihrer Leistung in unterschiedlichen
Anwendungsdomänen der Informatik zu analysieren und bewerten.
Modulnummer:
Univ.-Prof. Dr.-Ing. habil. Winfried Kühnhauser
Modul:
Modulverantwortlich:
Programmierparadigmen und Kommunikationsmodelle
100333
Lernergebnisse
Siehe individuelle Fächerbeschreibungen
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
keine
Detailangaben zum Abschluss
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Programmierparadigmen und Kommunikationsmodelle
Bachelor Informatik 2013
Modul:
Kommunikationsmodelle
unbekanntTurnus:
Univ.-Prof. Dr.-Ing. habil. Winfried Kühnhauser
255
Fachverantwortlich:
Sprache:
über Komplexprüfung
  Fachnummer:
Deutsch
2200378Prüfungsnummer:
Fachabschluss:
2 1 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Präsentaiton udn Tafel, über Web-Plattform, Skript/Folien-Handouts, Bücher, Fachartikel; Übungsblätter,
Diskussionsblätter
Die Fähigkeit der Kommunikation ist eine der grundlegenden Eigenschaften verteilter IT-Systeme. Dieser Kurs vermittelt
Grundlagenwissen über die zum Einsatz kommenden Kommunikationsmodelle in einem breiten Spektrum an
Einsatzszenarien, beginnend bei eingebetteten verteilten Systemen bis hin zu globalen Informationssystemen. Ziel ist es,
Wissen über die grundlegenden Aufgaben, Funktionsweisen und Eigenschaften von Kommunikationsmodellen zu vermitteln.
  Inhalt
  Vorkenntnisse
Pflichtveranstaltung des Bachelor-Studiengangs Informatik der Semester 1-3
  Lernergebnisse / Kompetenzen
Ziel des Kurses ist die Vermittlung von Wissen über die grundlegenden Aufgaben, Funktionsweisen und Eigenschaften von
Kommunikationsmodellen. Die Kursteilnehmer lernen dabei verteilte Systeme als strukturierte Systeme aus Komponenten
mit individuellen Aufgaben und komplexen Kommunikationsbeziehungen kennen, verstehen das Zusammenwirken dieser
Komponenten und die grundsätzlichen Paradigmen, Modelle und Algorithmen, die dieses Zusammenwirken realisieren. Sie
erwerben damit die Fähigkeit, problemspezifische Interaktionsmuster verteilter Systeme entwickeln und bezüglich ihrer
Leistungen in unterschiedlichen Anwendungsdomänen zu analysieren und bewerten.
  Literatur
Siehe Webseiten der Veranstaltung
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2255Fachgebiet:
Art der Notengebung: unbenotet
keine
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Informatik 2013
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
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Programmierparadigmen und Kommunikationsmodelle
Bachelor Informatik 2013
Modul:
Programmierparadigmen
SommersemesterTurnus:
Univ.-Prof. Dr.-Ing. Günter Schäfer
5378
Fachverantwortlich:
Sprache:
über Komplexprüfung schriftlich   60 min
  Fachnummer:
Deutsch
2200377Prüfungsnummer:
Fachabschluss:
2 2 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Handouts
* Übersicht über Programmierparadigmen * Funktionales Paradigma (FP, Haskell 98) o Funktionsdefinitionmöglichkeiten
(Guards, Muster, lokale Defs) o Reduktionsstrategien (applicative, normal, lazy order) o Rekursion und Induktion o Höhere
Funktionen ( map, filter, fold, ... ) o Algebraische und polymorphe Datentypen, Typklassen o Einfache Beweise o Module o
Monaden * Objektorientiertes Paradigma (OOP) o OO-Konzepte, Begriffe, Notationen o Typen, Klassen, Subtyping und
Vererbung o Abstrakte Klassen, Interfaces o Objektkommunikation o Dynamisches Binden, Polymorphismus o
Ausnahmebehandlung o Design by Contract, Wiederverwendung o Generische Klassen o Mehrfachvererbung
  Inhalt
  Vorkenntnisse
Algorithmen und Programmierung ( 1. Semester )
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden erwerben Basiswissen über Programmiersprachparadigmen, einschliesslich der zugrunde
liegenden Denk- und Verarbeitungsmodelle. Sie können Programmiersprachen und deren Konzepte nach wesentlichen
Paradigmen klassifizieren. Methodenkompetenz: Die Studierenden sind in der Lage, zu gegebenen Problemen geeignete
Paradigmen kritisch auszuwählen. Sie können einfache Programme sowohl in funktionaler (Haskell 98) als auch
objektorientierter (Java, C++) Programmiersprache systematisch entwerfen und implementieren. Systemkompetenz: Die
Studierenden verstehen verschiedene Programmiersprachkonzepte im Kontext unterschiedlicher Programmiersprachen.
Sozialkompetenz: Die Studierenden können erarbeitete Lösungen einfacher Programmieraufgaben in der Gruppe
analysieren und bewerten.
  Literatur
wird in der Vorlesung bekannt gegeben
4Leistungspunkte: Workload (h): 120 75Anteil Selbststudium (h): SWS: 4.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2253Fachgebiet:
Art der Notengebung: unbenotet
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Informatik 2013
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Bachelor Informatik 2013
Fachkompetenz: Die Studierenden verfügen über grundlegendes und anwendungsorientiertes Wissen zu Modellen in der
Softwareentwicklung, Techniken und Werkzeugen der Anforderungserhebung und -modellierung, des Softwareentwurfs,
Techniken der Wiederverwendung und Muster, der Prozessmodellierung und -anpassung, der
Geschäftsprozessmodellierung, der Aufwandsschätzung, des Softwaretests, der Modellierung und Simulation im Entwurf, der
Produktlinienentwicklung und der Wartung von Software.
Methodenkompetenz: Die Studierenden kennen die  methodischen Hintergründe der vorgestellten Modelle, Werkzeuge und
Verfahren. Die objektorientierte Entwicklungsmethodik und deren Einbettung in aktuelle Vorgehensmodelle sind bekannt und
können in Softwareentwicklungsprojekten eingesetzt werden. Den Studierenden wird Entscheidungskompetenz hinsichtlich
möglicher Prinzipien, Methoden und Werkzeuge des ingenieurmäßigen Softwareentwurfs vermittelt.
Systemkompetenz: Die Studierenden verstehen das grundlegende Zusammenwirken unterschiedlicher
Softwareentwicklungsphasen; anwendungsorientierte Kompetenzen bezüglich Modellierungsfähigkeit und Systemdenken
werden geschult. Die Studierenden sind in der Lage, die vorgestellten Modelle, Methoden und Werkzeuge in Projekten
unterschiedlicher Domänen und Größenordnungen anzuwenden.
Sozialkompetenz: Die Studierenden kennen die Bedeutung und den Einfluss der erlernten Methoden und Werkzeuge
innerhalb einer Firma. Sie können daher Ihr jeweiliges Vorgehen und die Ergebnisse auf die Erfordernisse eines Projektes in
einer Organisation abstimmen.
Modulnummer:
Prof. Dr. Detlef Streitferdt
Modul:
Modulverantwortlich:
Softwaretechnik
100334
Lernergebnisse
Algorithmen und Programmierung
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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Softwaretechnik
Bachelor Informatik 2013
Modul:
Softwaretechnik 1
WintersemesterTurnus:
Univ.-Prof. Dr.-Ing. Armin Zimmermann
100533
Fachverantwortlich:
Sprache:
Prüfungsleistung schriftlich   90 min
  Fachnummer:
Deutsch
2200369Prüfungsnummer:
Fachabschluss:
2 1 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
In der Lehrveranstaltung werden grundlegende Methoden, Modelle und Vorgehensweisen der Softwaretechnik bzw. des
Software Engineering erlernt. Vorrangig wird die objektorientierte Sichtweise betrachtet, und in den Übungen anhand
praktischer Beispiele vertieft. Für Implementierungsbeispiele wird vor allem JAVA verwendet.
- Einführung
- Modellierungskonzepte
  . Überblick Modellierung
  . klassische Konzepte (funktional, datenorientiert, algorithmisch, zustandsorientiert)
  . Grundlagen Objektorientierung
  . Unified Modeling Language (UML)
- Analyse
  . Anforderungsermittlung
  . Glossar, Geschäftsprozesse, Use Cases, Akteure
  . Objektorientierte Analyse und Systemmodellierung
  . Dokumentation von Anforderungen, Pflichtenheft
- Entwurf
  . Software-Architekturen
  . Objektorientiertes Design
  Inhalt
  Vorkenntnisse
Algorithmen und Programmierung
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden erwerben grundlegendes Wissen über Vorgehens- und Prozessmodelle der
Softwareentwicklung, sowie über deren Methodik und Basiskonzepte. Sie können größere Entwicklungsaufgaben
strukturieren, Lösungsmuster erkennen und anwenden, und verstehen den Entwurf von der Anforderungsermittlung bis hin
zur Implementierung.
Methodenkompetenz: Den Studierenden wird Entscheidungskompetenz hinsichtlich möglicher Prinzipien, Methoden und
Werkzeuge des ingenieurmäßigen Softwareentwurfs vermittelt.
Systemkompetenz: Die Studierenden verstehen das grundlegende Zusammenwirken unterschiedlicher
Softwareentwicklungsphasen; anwendungsorientierte Kompetenzen bezüglich Modellierungsfähigkeit und Systemdenken
werden geschult.
Sozialkompetenz: Die Studierenden verfügen über Fähigkeiten zur entwicklungsbezogenen, effektiven Teamarbeit.
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2236Fachgebiet:
Art der Notengebung: Gestufte Noten
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  Medienformen
Vorlesungsfolien, auf den Webseiten verfügbar
Übungsaufgaben, auf den Webseiten verfügbar
  . Wiederverwendung (Design Patterns, Komponenten, Frameworks, Bibliotheken)
- Implementierung
  . Konventionen und Werkzeuge
  . Codegenerierung
  . Testen
- Vorgehensmodelle
  . Überblick, Wasserfall, Spiralmodell, V-Modell XT, RUP, XP
- Projektmanagement
  . Projektplanung
  . Projektdurchführung
  Literatur
    •  Brügge, Dutoit: Objektorientierte Softwaretechnik. Pearson 2004
    •  Balzert: Lehrbuch der Software-Technik - Basiskonzepte und Requirements Engineering.
    •  sowie ergänzende Literatur, siehe Webseiten und Vorlesung
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
Bachelor Ingenieurinformatik 2013
Bachelor Wirtschaftsinformatik 2013
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung WM
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Softwaretechnik
Bachelor Informatik 2013
Modul:
Softwaretechnik 2
unbekanntTurnus:
Prof. Dr. Detlef Streitferdt
100564
Fachverantwortlich:
Sprache:
Prüfungsleistung schriftlich   90 min
  Fachnummer:
deutsch
2200379Prüfungsnummer:
Fachabschluss:
2 1 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
Diese Vorlesung vertieft die Inhalte der Softwaretechnik. Durch den Anwendungsbezug und
die vorgestellten Entwicklungswerkzeuge werden theoretische Kenntnisse umgesetzt. Die bekannten
Phasen des Softwareentwicklungszyklus werden durch Themen vertieft, deren Bedeutung im industriellen Praxiseinsatz hoch
ist.
    •  Requirements Engineering (RE) - Als eine der wichtigen Grundvoraussetzungen für hochwertige Systeme gilt die
Requirements Engineering Phase. Die wichtigsten Technologien werden vorgestellt und eingesetzt. 
- Elicitation, Modeling, Validation/Verification
- Goal-Oriented RE
- Traceability
- RE Tool Support
    •  Softwareprozessmodellierung - Nutzung und Anpassung von Entwicklungsprozessen mit zugehörigen Artefakten (z. B.
Checklisten, Dokumentvorlagen,Werkzeugen, Rollenkonzept, …). Je nach Anforderung, sollen einzelne oder ganze
Prozesse erzeugt und effizient eingesetzt werden, um eine Entwicklergruppe bestmöglich zu unterstützen.
  Inhalt
  Vorkenntnisse
Softwaretechnik 1
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden verfügen über anwendungsorientiertes Wissen zu Werkzeugen der
Anforderungserhebung und –modellierung, der Prozessmodellierung und – anpassung, der
Aufwandsschätzung, des Softwaretests, der Produktlinienentwicklung und der Wartung von Software.
Methodenkompetenz: Die Studierenden kennen den methodischen Hintergrund zu den vorgestellten Werkzeugen / Verfahren
und sind daher in der Lage auch neue Problemstellungen zu lösen. Sie können aus den vorgestellten Methoden jeweils die
passenden auswählen.
Systemkompetenz: Die Studierenden können die vorgestellten Methoden und Werkzeuge in
Projekten unterschiedlicher Domänen anwenden.
Sozialkompetenz: Die Studierenden kennen die Bedeutung und den Einfluss der erlernten
Methoden und Werkzeuge innerhalb einen Firma. Sie können daher Ihr jeweiliges Vorgehen und die
Ergebnisse auf die Erfordernisse eines Projektes in einer Organisation abstimmen.
3Leistungspunkte: Workload (h): 90 56Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
223AFachgebiet:
Art der Notengebung: Gestufte Noten
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  Medienformen
Bücher, Webseiten, Wissenschaftliche Paper, Open Source/Kommerzielle – Werkzeuge
- Modellierung von Softwareentwicklungsprozessen (Wiederverwendung von Methoden- / Prozessschritten)
- Tailoring von SW-Entwicklungsprozessen
    •  Langlebige Systeme - Das Wissen um den Lebenszyklus von Softwaresystemen ist entscheidend für deren Entwicklung
und zukünftigen Erfolg. Die geforderte Stabilität langlebiger Systeme (z. B. mehr als 30 Jahre) muss sich im Entwurf der
Systeme wiederfinden.
-  Design for Stability
- Reengineering
- Refactoring
- SW Wartung, Wartbarkeit
    •  Automatisiertes Testen - Veränderungen in den Anforderungen oder auch Fehlerbereinigungen führen zu der
Notwendigkeit das System erneut testen zu müssen. Hierbei sind automatisierte Testansätzehilfreich. Zum einen lassen sie
Änderungen an Testmodellen zu, aus denen Testfälle generiert werden. Zum anderen können Testfälle mit unterschiedlichen
Zielen generiert werden, z. B. der Verbesserung der Codeabdeckung.
- Einordnung in den SW-Entwicklungsprozess
- Testmodellierung
- Testfallableitung
- Analyse von Testergebnissen
    •  Software Produktlinien - Der immer häufiger angewandte Produktlinienansatz erfordert ein Umdenken während des
gesamten Entwicklungszyklus. Sollen später Produkte generiert und nicht jeweils als Eigenentwicklung entstehen, sind
folgende Themen relevant:
- Merkmalmodelle (variable / gemeinsame Systemanteile)
- Produktlinien Architekturen
- Domänenspezifische Sprachen
- Testen von Produktlinien
- Generieren von Applikationen aus einer Produktlinie
  Literatur
[Boec 2004] Günter Böckle, Peter Knauber, Klaus Pohl, Klaus Schmid, “Software-Produktlinien: Methoden, Einführung und
Praxis“, dpunkt.Verlag GmbH, 2004.
[Broo 1995] Frederick P. Brooks, Jr., "The Mythical Man Month", Addison-Wesley, 1995.
[Fowl 1999] Martin Fowler, “Refactorings – Improving the Design of Existing Code”, Addison Wesley, 1999.
[Gamm 1995] Erich Gamma, Richard Helm, Ralph Johnson, John Vlissides, “Design Pattern – Elements of Reusable Object-
Oriented Software”, Addison Wesley, 1995.
[Lams 2009] Axel van Lamsweerde, "Requirements Engineering: From System Goals to UML Models to
Software Specifications", John Wiley & Sons, 2009.
[McCo 2006] Steve McConnell, "Software Estimation", Microsoft Press, 2006.
[Pohl 2005] Klaus Pohl, Günter Böckle, Frank van der Linden,"Software Product Line Engineering – Foundations, Principles,
and Techniques", Springer, Heidelberg 2005.
[Pohl 2008] Klaus Pohl, "Requirements Engineering: Grundlagen, Prinzipien,Techniken", dpunkt.Verlag GmbH, 2008.
[Robe 1999] Suzanne Robertson, James Robertson, "Mastering the Requirements Process", Addison-Wesley, 1999.
[Rooc 2004] Stefan Roock, Martin Lippert, “Refactorings in großen Softwareprojekten”, dpunkt.Verlag GmbH, 2004.
[Somm 2007] Ian Sommerville,“Software Engineering“, Pearson Studium, 2007.
[Wieg 1999] Karl E. Wiegers, "Software Requirements", Microsoft Press, 1999.
[Your 1997] Edward Yourdon, "Death March", Prentice-Hall, 1997.
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
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Bachelor Informatik 2013
Thema in diesem Modul sind die grundlegenden Aufgaben, Paradigmen, funktionalen und nichtfunktionalen Eigenschaften
zweier elementarer Themenkomplexe in der Informatik: den  Datenbank- und Betriebssystemen.
Die Teilnehmer lernen Datenbank- und Betriebssysteme als strukturierte parallele Systeme aus Komponenten mit
individuellen Aufgaben und hochgradig komplexen Beziehungen verstehen. Sie lernen die elementaren Abstraktionen und
Paradigmen kennen und erwerben Kenntnisse über Prinzipien, Methoden, Algorithmen und Datenstrukturen, mit denen
funktionale und nichtfunktionale Eigenschaften von Betriebs- und Datenbanksystemen realisiert werden.
Auf dieser Grundlage besitzen Studierende nach Abschluss dieses Moduls die Fähigkeit, Systeme bezüglich ihrer Eignung
und Leistungen in unterschiedlichen Anwendungsdomänen zu analysieren, zu bewerten und einzusetzen und kennen
grundlegende Methoden und Verfahren zu ihrem Entwurf und ihrer Implementierung.
Modulnummer:
Univ.-Prof. Dr.-Ing. habil. Winfried Kühnhauser
Modul:
Modulverantwortlich:
Datenbank- und Betriebssysteme
100335
Lernergebnisse
siehe individuelle Fächervoraussetzungen
Vorraussetzungen für die Teilnahme
Modulabschluss:
keine
Detailangaben zum Abschluss
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Datenbank- und Betriebssysteme
Bachelor Informatik 2013
Modul:
Betriebssysteme
unbekanntTurnus:
Univ.-Prof. Dr.-Ing. habil. Winfried Kühnhauser
252
Fachverantwortlich:
Sprache:
über Komplexprüfung
  Fachnummer:
Deutsch
2200322Prüfungsnummer:
Fachabschluss:
2 1 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Projektor und Tafel, über Web-Plattform, Skript/Folien-Handouts, Bücher, Fachaufsätze, Übungsblätter,
Diskussionsblätter
Betriebssysteme bilden das Software-Fundament aller informationstechnischen Systeme. Ihre funktionalen und vor allem ihre
nichtfunktionalen Eigenschaften wie Robustheit, Sicherheit oder Wirtschaftlichkeit üben einen massiven Einfluss auf
sämtliche Softwaresysteme aus, die unter ihrer Kontrolle ablaufen.
Dieser Kurs vermittelt Wissen über die grundlegenden Aufgaben, Funktionen und Eigenschaften von Betriebssystemen. Er
stellt ihre elementaren Abstraktionen und Paradigmen vor und erklärt Prinzipien, Algorithmen und Datenstrukturen, mit denen
funktionale und nichtfunktionale Eigenschaften realisiert werden.
  Inhalt
  Vorkenntnisse
Rechnerorganisation, Rechnerarchitekturen 1, Programmierparadigmen,Kommunikationsmodelle, Algorithmen und
Programmierung, Algorithmen und Datenstrukturen
  Lernergebnisse / Kompetenzen
Die Kursteilnehmer sollen Betriebssysteme als strukturierte Systeme aus Komponenten mit individuellen Aufgaben und
hochgradig komplexen Beziehungen verstehen; sie erwerben die Fähigkeit , Betriebssysteme bezüglich ihrer Eignung und
Leistungen in unterschiedlichen Anwendungsdomänen zu analysieren, zu bewerten und einzusetzen.
  Literatur
Siehe Webseiten der Veranstaltung
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2255Fachgebiet:
Art der Notengebung: unbenotet
keine
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Informatik 2013
Bachelor Ingenieurinformatik 2008
Bachelor Ingenieurinformatik 2013
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Bachelor Mathematik 2009
Bachelor Mathematik 2013
Bachelor Wirtschaftsinformatik 2009
Bachelor Wirtschaftsinformatik 2010
Bachelor Wirtschaftsinformatik 2011
Bachelor Wirtschaftsinformatik 2013
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008 Vertiefung IN
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008 Vertiefung IN
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung WM
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Datenbank- und Betriebssysteme
Bachelor Informatik 2013
Modul:
Datenbanksysteme
unbekanntTurnus:
Univ.-Prof. Dr.-Ing. habil. Kai-Uwe Sattler
244
Fachverantwortlich:
Sprache:
über Komplexprüfung
  Fachnummer:
Deutsch
2200323Prüfungsnummer:
Fachabschluss:
2 1 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Vorlesung mit Präsentation und Tafel, Handouts, Moodle
Grundbegriffe von Datenbanksystemen;  Phasen des Datenbankentwurfs, Datenbankentwurf im Entity-Relationship-Modell,
Relationaler Datenbankentwurf, Entwurfstheorie, Funktionale Abhängigkeiten und Normalformen; Grundlagen von Anfragen:
Algebra und Kalküle; SQL: relationaler Kern und Erweiterungen, rekursive Anfragen mit SQL; Transaktionen und
Integritätssicherung; Sichten und Zugriffsknotrolle; XPath & XQuery als Anfragesprachen für XML
  Inhalt
  Vorkenntnisse
Vorlesung Algorithmen und Programmierung
  Lernergebnisse / Kompetenzen
 
Nach dem Besuch dieser Veranstaltung können die Studierenden Datenbanksysteme anwenden. Sie kennen die Schritte des
Entwurfs von Datenbanken und können die relationale Entwurfstheorie beschreiben. Weiterhin können sie deklarative
Anfragen in SQL und XPath/XQuery formulieren sowie Integritätsbedingungen definieren.
Die Studierenden sind in der Lage, gegebene praktische Problemstellungen zu analysieren, im ER-Modell zu modellieren
und in einer relationalen Datenbank abzubilden sowie SQL zur Anfrageformulierung zu nutzen.
 
  Literatur
Saake, Sattler, Heuer: Datenbanken – Konzepte und Sprachen, 4. Auflage, mitp-Verlag, 2010.
 
4Leistungspunkte: Workload (h): 120 86Anteil Selbststudium (h): SWS: 3.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
2254Fachgebiet:
Art der Notengebung: unbenotet
keine
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
Bachelor Ingenieurinformatik 2008
Bachelor Ingenieurinformatik 2013
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Bachelor Mathematik 2013
Bachelor Medientechnologie 2008
Bachelor Wirtschaftsinformatik 2009
Bachelor Wirtschaftsinformatik 2010
Bachelor Wirtschaftsinformatik 2011
Bachelor Wirtschaftsinformatik 2013
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung WM
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Bachelor Informatik 2013
    •  Fachkompetenz: Die Studierenden verfügen über Kenntnisse und Überblickswissen zu Aufbau und Funktionsweise von
Netzen, insbesondere des Internet.  Die Studierenden verfügen über Kenntnisse und Überblickswissen zu den
anwendungsorientierten Schichten von Netzen und deren Protokolle, insbesondere des Internet.
    •  Methodenkompetenz: Die Studierenden sind in der Lage, einfache Protokollfunktionen zu spezifizieren und in
Programmfragmente umzusetzen. Sie können die Auswirkungen bestimmter Entwurfsentscheidungen bei der Realisierung
einzelner Protokollfunktionen auf grundlegende Leistungskenngrößen einschätzen. Sie kennen Darstellung von
Protokollabläufen in Form von Message Sequence Charts und können gültige Protokollabläufe auf der Grundlage von
Zustandsautomaten nachvollziehen. 
    •  Systemkompetenz: Die Studierenden verstehen das grundsätzliche Zusammenwirken der Komponenten eines Netzes
als System. 
    •  Sozialkompetenz: Die Studierenden erarbeiten Problemlösungen einfacher Protokollfunktionen (z.B. Routing,
Fehlerkontrolle, Flusskontrolle etc.) in der Gruppe und vertiefen bei Behandlung des Themas Geteilter Medienzugriff die
technische Motivation für die Vorteile einer koordinierten Zusammenarbeit.
Modulnummer:
Univ.-Prof. Dr.-Ing. Günter Schäfer
Modul:
Modulverantwortlich:
Telematik 1
100322
Lernergebnisse
Vorraussetzungen für die Teilnahme
Modulabschluss:
Detailangaben zum Abschluss
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Telematik 1
Bachelor Informatik 2013
Modul:
Telematik 1
SommersemesterTurnus:
Univ.-Prof. Dr.-Ing. Günter Schäfer
100575
Fachverantwortlich:
Sprache:
Prüfungsleistung schriftlich   90 min
  Fachnummer:
Deutsch
2200383Prüfungsnummer:
Fachabschluss:
3 1 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
1. Einführung und Überblick: Grundsätzlicher Netzaufbau; Protokollfunktionen; Spezifikation; Architektur; Standardisierung;
OSI- und Internet-Architekturmodell
2. Physikalische Schicht: Begriffe: Information, Daten und Signale; Physikalische Eigenschaften von Übertragungskanälen
(Dämpfung, Verzerrung, Rauschen); Grenzen erreichbarer Datenübertragungsraten (Nyquist, Shannon);
Taktsynchronisation; Modulationsverfahren (Amplituden-, Frequenz- und Phasenmodulation, kombinierte Verfahren)
3. Sicherungsschicht: Rahmensynchronisation; Fehlererkennung (Parität, Checksummen, Cyclic Redundancy Code;
Fehlerbehebung (Forward Error Correction, Automatic Repeat Request); ARQ-Protokolle: Stop and Wait, Go-Back-N, Se-
lective Reject; Medienzugriffsverfahren (ALOHA, Slotted ALOHA, Token-Ring, CSMA/CD); Ethernet; Internetworking:
Repeater, Brücken und Router
4. Netzwerkschicht: Virtuelle Verbindungen vs. Datagramnetze; Aufgaben, Funktion und Aufbau eines Routers; Internet
Procol (IP): Paketaufbau und Protokollfunktionen, Hilfsprotokolle und Protokollversionen; Routingalgorithmen: Distanzvektor-
und Link-State-Verfahren; Routingprotokolle des Internet (RIP, OSPF, BGP)
5. Transportschicht: Adressierung und Multiplexing; Verbindungsloser vs. verbindungsorientierter Transportdienst;
Fehlerkontrolle; Flusskontrolle; Staukontrolle; Transportprotokolle des Internet (TCP, UDP)
  Inhalt
  Vorkenntnisse
Hochschulzulassung;
Grundlagenvorlesung in Informatik oder Programmierung (z.B. „Algorithmen und Programmierung“ oder eine vergleichbare
Grundlagenvorlesung)
  Lernergebnisse / Kompetenzen
    •  Fachkompetenz: Die Studierenden verfügen über Kenntnisse und Überblickswissen zu Aufbau und Funktionsweise von
Netzen, insbesondere des Internet.
    •  Methodenkompetenz: Die Studierenden sind in der Lage, einfache Protokollfunktionen zu spezifizieren und in
Programmfragmente umzusetzen. Sie können die Auswirkungen bestimmter Entwurfsentscheidungen bei der Realisierung
einzelner Protokollfunktionen auf grundlegende Leistungskenngrößen einschätzen. Sie kennen Darstellung von
Protokollabläufen in Form von Message Sequence Charts und können gültige Protokollabläufe auf der Grundlage von
Zustandsautomaten nachvollziehen.
    •  Systemkompetenz: Die Studierenden verstehen das grundsätzliche Zusammenwirken der Komponenten eines Netzes
als System.
    •  Sozialkompetenz: Die Studierenden erarbeiten Problemlösungen einfacher Protokollfunktionen (z.B. Routing,
Fehlerkontrolle, Flusskontrolle etc.) durch Bearbeiten von Übungsaufgaben in Gruppen und vertiefen bei Behandlung des
Themas Geteilter Medienzugriff die technische Motivation für die Vorteile einer koordinierten Zusammenarbeit.
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  Medienformen
Vorlesung mit Tafel und Folien-Präsentationen, Arbeitsblätter, Lehrbuch
  Literatur
A. S. Tanenbaum. Computernetzwerke. Pearson Education. · J. F. Kurose, K. W. Ross. Computernetze. Pearson Education.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
Bachelor Ingenieurinformatik 2013
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung WM
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Bachelor Informatik 2013
Vermitteln der Grundlagen der Computergrafik wie sie in der Industrie
sowie in der Unterhaltungbranche Verwendung finden (z. B.
Filmindustrie, Computer-Aided Design, Computerspiele, Styling).
Vermittlung von Grundlagen weiterführender Vorlesungen: Geometrisches
Modellieren, Interaktive grafische Systeme,
Technisch-wissenschaftliche Visualisierung, Fortgeschrittene
Bildsynthese, sowie Bildverarbeitung
Modulnummer:
Univ.-Prof. Dr. sc. techn. Beat Brüderlin
Modul:
Modulverantwortlich:
Computergrafik
100680
Lernergebnisse
Programmierkenntnisse Grundlagen Algorithmen & Datenstrukturen
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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Computergrafik
Bachelor Informatik 2013
Modul:
Computergrafik
WintersemesterTurnus:
Univ.-Prof. Dr. sc. techn. Beat Brüderlin
5367
Fachverantwortlich:
Sprache:
Prüfungsleistung schriftlich   60 min
  Fachnummer:
Deutsch
2200060Prüfungsnummer:
Fachabschluss:
3 1 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Tafel, Folien, Buch Brüderlin, Meier: Computergrafik und geometrisches Modellieren (s. unten)
Einführung: Überblick über das Fach Grafische Datenverarbeitung. Einführung: Vektoren und Matrizen, Transformationen,
Homogene Vektorräume, 2D, 3D-Primitiven und Operationen, View-Transformationen Farbwahrnehmung, Tristimulus
Ansatz, Farbmodelle: RGB, CMY, HSV, CIE. Spektrale Ansätze. Additive und Subtraktive Mischung. Lichtquellen und Filter.
Rastergrafik-Hardware: Farbdiskretisierung, Farbbildröhre, LCD, Laserprinter, Ink-jet, etc. Rastergrafik: Rasterkonvertierung
von Linien und Polygonen (Bresenham-Algorithmus, Polygonfüll-Algorithmus). Bildbearbeitung und Erkennung: Operationen
auf dem Bildraster, Bildtransformationen (Skalierung, Drehung), Resampling und Filterung (Bilinear, Gauß) Dithering,
Antialiasing, Flood Filling, Kantenverstärkung (Kantenerkennung) Licht und Beleuchtung: (physikalische Größen:
Wellenlänge, Leuchtdichte, Leuchtstärke), Wechselwirkung von Licht und Material, Lichtausbreitung und Reflexion,
Refraktion, Beleuchtungsmodelle, Materialeigenschaften (geometrische Verteilung) Farbige Lichtquellen (spektrale
Verteilung) (Phong: diffuse, spekulare Reflexion). Cook-Torrance, Mehrfachreflexion, Lichteffekte: Schatten, Halbschatten,
Kaustik. Bildsynthese: Rendering basierend auf Rasterkonvertierung: Z-Buffer, Flat-Shading, Gouraud shading, Phong
Shading Global Illumination, Raytracing, Photontracing, Radiosity Texturemapping / Image-based Rendering: Affines und
perspektivisches Texturemapping, projektives Texturemapping, Environment Mapping, Bumpmaps Effiziente Datenstrukturen
zum räumlichen Sortieren und Suchen. Kd-Tree, Hüllkörper-Hierarchie, Anwendungen in der Grafik Ray-tracing,
Kollisionserkennung. OpenGL, GPU-Renderpipeline, Szenegraphen, Effizientes Rendering grosser Szenen. Ausblick:
Überblick geometrischer und physikalischer Modelldatenstrukturen: CSG, B-Rep, Voxel, Octree, parametrische Flächen
Computergrafische Animation: (Key frame, motion curve, physikalisch basiertes Modellieren, Kollisionserkennung,
Molekülmodelle)
  Inhalt
  Vorkenntnisse
Programmierkenntnisse Grundlagen Algorithmen & Datenstrukturen
  Lernergebnisse / Kompetenzen
Vermitteln der Grundlagen der Computergrafik bestehend aus Lineare Algebra/homogene Vektorräumen, Physik des Lichts,
Rasteroperationen, Bildsynthese, Bildverarbeitung und effiziente geometrische Algorithmen und Datenstrukturen. Die
Vorlesung bildet die Grundlagen für "photorealistische" Bildsynthese, wie sie in der Industrie sowie bei den Medien
Verwendung finden (z. B. Filmindustrie, Computer-Aided Design, Computerspiele, Styling). Vermittlung von Grundlagen für
weiterführende Vorlesungen: Geometrisches Modellieren, Interaktive Grafische Systeme / Virtuelle Realität, Technisch-
wissenschaftliche Visualisierung, Fortgeschrittene Bildsynthese, Bildverarbeitung I & II.
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  Literatur
Brüderlin, B., Meier, A., Computergrafik und geometrisches Modellieren, Teubner-Verlag, 2001 Weiterführende Literatur:
José Encarnação, Wolfgang Straßer, Reinhard Klein: Graphische Datenverarbeitung 1: Gerätetechnik, Programmierung und
Anwendung graphischer Systeme. 4th, revised and extended edition, Oldenbourg, Munich, Germany, 1996. José
Encarnação, Wolfgang Straßer, Reinhard Klein: Graphische Datenverarbeitung 2: Modellierung komplexer Objekte und
photorealistische Bilderzeugung. 4th, revised and extended edition, Oldenbourg, Munich, Germany, 1997. James D. Foley,
Andries van Dam, Steven K. Feiner, John F. Hughes: Computer Graphics: Principles and Practice, Second Edition in C. - 2nd
edition, Addison-Wesley, Reading, MA, USA, 1990. Alan Watt: 3D-Computergrafik. 3rd edition, Addison-Wesley, Reading,
MA, USA, 2001.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Informatik 2013
Bachelor Ingenieurinformatik 2008
Bachelor Mathematik 2009
Bachelor Mathematik 2013
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Elektrotechnik 2008 Vertiefung IN
LA BA Berufl. Schulen LA Berufliche Schulen - Erstfach Metalltechnik 2008 Vertiefung IN
Master Mathematik und Wirtschaftsmathematik 2008
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung WM
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Bachelor Informatik 2013
Systemkompetenz: Die Studierenden verstehen den grundlegenden Ablauf der Erstellung größerer Softwaresysteme und
sind in der Lage, Organisations-, Entwurfs- und Implementierungstechniken anzuwenden. Methodenkompetenz: Die
Studierenden verfügen über das Wissen, allgemeine Techniken der Softwareentwicklung bzw. fachspezifische Kenntnisse
anzuwenden und erlernen die Praxis des Projektmananagements. Fachkompetenz: Die Studierenden erwerben Kenntnisse
in der Durchführung größerer Softwareprojekte, die alle Phasen von Analyse/Entwurf über Implementierung bis hin zur
Evaluierung und Auslieferung umfassen. Sozialkompetenz: Die Studierenden lösen eine komplexe Entwickulungsaufgabe in
einem größeren Team und vertiefen dabei Fertigkeiten in Projektmanagement, Teamführung und Gruppenkommunikation.
Modulnummer:
Univ.-Prof. Dr.-Ing. Armin Zimmermann
Modul:
Modulverantwortlich:
Softwareprojekt
100679
Lernergebnisse
Softwaretechnik 1, Algorithmen und Programmierung
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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Softwareprojekt
Bachelor Informatik 2013
Modul:
Softwareprojekt
ganzjährigTurnus:
Univ.-Prof. Dr.-Ing. Armin Zimmermann
5381
Fachverantwortlich:
Sprache:
Prüfungsleistung alternativ
  Fachnummer:
Deutsch
2200269Prüfungsnummer:
Fachabschluss:
0 3 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Das Softwareprojekt ist eine praktische Veranstaltung, in der die Studierenden ihr im Studium erworbenes Wissen in einem
realitätsnahen Softwareprojekt anwenden und vertiefen können. Ausgangspunkt sind dafür die vermittelten Techniken und
Methoden der Vorlesung Softwaretechnik.
Jedes Projektteam (min. 5 und max. 8 Personen) bearbeitet ein eigenes Softwareprojekt und wird von einem
wissenschaftlichen Mitarbeiter oder Studenten (Tutor) betreut. Die Themen der Projekte werden von den Fachgebieten der
Fakultät Informatik und Automatisierung bereitgestellt und können von Ihnen ausgewählt werden. Jedes Projektteam ist für
seine Organisation, Zeitpläne und Arbeitsschritte eigenverantwortlich und bestimmt folglich die Durchführung und den Erfolg
des Projekts. Die Arbeit am Projekt erfordert von jedem Teilnehmer hohen Einsatz und Zeitaufwand.
Es findet wöchentlich ein Teamtreffen mit dem Tutor statt, bei dem Probleme, Fragen und der aktuelle Projektstand
besprochen werden. Weitere zur Bearbeitung und Abstimmung nötige Gruppentreffen werden von jedem Projektteam selbst
organisiert.
Das Softwareprojektgliedert sich in 4 Phasen (Planung, Analyse/Entwurf, Implementierung und Validierung/Verifikation). Zum
Abschluss jeder Phase wird von jeder Gruppe ein Review-Dokument erstellt und ein Vortrag (Powerpoint o.ä.) über den
aktuellen Stand der Arbeit gehalten. Dieses Review besitzt Prüfungscharakter und hat Einfluss auf die Bewertung des
Projekts. Zum Abschluss des Softwareprojektes wird zusätzlich eine vollständige Dokumetation, die Übergabe der Quelltexte
und die Installation des Ergebnisses erwartet.
  Inhalt
  Vorkenntnisse
Modul Programmierung, Module Prakt. Informatik, Theoretische Informatik, Technische Informatik
  Lernergebnisse / Kompetenzen
Systemkompetenz: Die Studierenden verstehen den grundlegenden Ablauf der Erstellung größerer Softwaresysteme und
sind in der Lage, Organisations-, Entwurfs- und Implementierungstechniken anzuwenden. Methodenkompetenz: Die
Studierenden verfügen über das Wissen, allgemeine Techniken der Softwareentwicklung bzw. fachspezifische Kenntnisse
anzuwenden und erlernen die Praxis des Projektmananagements. Fachkompetenz: Die Studierenden erwerben Kenntnisse
in der Durchführung größerer Softwareprojekte, die alle Phasen von Analyse/Entwurf über Implementierung bis hin zur
Evaluierung und Auslieferung umfassen. Sozialkompetenz: Die Studierenden lösen eine komplexe Entwickulungsaufgabe in
einem größeren Team und vertiefen dabei Fertigkeiten in Projektmanagement, Teamführung und Gruppenkommunikation.
  Literatur
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wird in Abhängigkeit vom jeweiligen Thema bekannt gegeben
Teilnehmer müssen sich bis einen Monat nach Semesterbeginn anmelden.
In die individuelle Bewertung gehen die erfolgreiche Bearbeitung der Projektphasen durch die Gruppe, die Mitarbeit der
Projektteilnehmer, die Qualität der Dokumente und Software sowie die Vorträge in den Reviews ein.
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Informatik 2013
Bachelor Ingenieurinformatik 2013
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Bachelor Informatik 2013
siehe Fachbeschreibung
Modulnummer:
Univ.-Prof. Dr. Martin Dietzfelbinger
Modul:
Modulverantwortlich:
Algorithmen und Datenstrukturen
100336
Lernergebnisse
Algorithmen und Programmierung, Grundlagen und diskrete Strukturen, Mathematik für Informatiker 1
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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Algorithmen und Datenstrukturen
Bachelor Informatik 2013
Modul:
Algorithmen und Datenstrukturen
SommersemesterTurnus:
Univ.-Prof. Dr. Martin Dietzfelbinger
100576
Fachverantwortlich:
Sprache:
Prüfungsleistung mündlich   30 min
  Fachnummer:
Deutsch
220369Prüfungsnummer:
Fachabschluss:
4 2 1
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Inhalt
  Vorkenntnisse
Algorithmen und Programmierung, Grundlagen und Diskrete Strukturen, Mathematik für Informatiker 1
  Lernergebnisse / Kompetenzen
Fachkompetenz: Die Studierenden kennen die Grundprinzipien des Algorithmenentwurfs und der Korrektheits- und
Zeitanalyse von Algorithmen und Datenstrukturen. Die Studierenden kennen ein Verfahren für die Spezifikation von
Datentypen und können dieses auf Beispiele anwenden. Sie kennen die O-Notation und ihre Regeln und können sie bei der
Laufzeitanalyse benutzen. Die Studierenden kennen grundlegende Datenstrukturen über Spezifikation und
Implementierungs-möglichkeiten und können die zentralen Perfomanzparameter benennen und begründen. Sie kennen
fortgeschrittenere Datentypen wie  „binärer Suchbaum“ und Details der Implementierung als balancierter Suchbaum. Die
Studierenden kennen das Prinzip und das Verhalten von einfachen Hashverfahren und können das zu erwartende Verhalten
für die verschiedenen Verfahren beschreiben. Sie kennen Konstruktionen einfacher randomisierter Hashklassen und
zugehörige Beweise.  Die Studierenden kennen die grundlegenden Sortieralgorithmen (Quicksort, Heapsort, Mergesort sowie
Radixsort), können die Korrektheit der Verfahren begründen und ihre Laufzeit berechnen. Sie kennen die untere Schranke für
vergleichsbasierte Sortierverfahren sowie den grundlegenden Datentyp  „Priority Queue“ und seine Implementierung auf der
Basis von binären Heaps. Die Studierenden kennen die Grundbegriffe der Graphentheorie, soweit sie algorithmisch relevant
sind, und können mit ihnen umgehen. Sie kennen die wesentlichen Datenstrukturen für die Darstellung von Graphen und
Digraphen mit den zugehörigen Methoden und Performanzparametern.
Sie kennen Entwurfsprinzipien für Algorithmen (Divide-and-Conquer, Greedy, Dynamische Programmierung) und die
zugehörigen Analyseverfahren und können sie in einfachen Fällen zum Algorithmenentwurf einsetzen. Sie kennen spezielle
Divide-and -Conquer-Algorithmen und können das „Master-Theorem“ zur Analyse einsetzen. Sie kennen die Verfahren
„Breitensuche“ und „Tiefensuche“, und können die Situationen identifizieren, in denen diese Verfahren benutzt werden
müssen. Sie kennen weitere Anwendungen der Tiefensuche (Kantenklassifizierung, Kreisfreiheit, topologische Sortierung,
starke Zusammenhangskomponenten) mit Korrektheits-beweisen. Die Studierenden kennen Algorithmen für die Berechnung
kürzester Wege (Dijkstra, Bellman/Ford) mit ihren Anwendbarkeitsbereichen und den Korrektheitsbeweisen. Sie kennen die
Datenstruktur „adressierbare Priority Queue“ mit Implementierungs- und Anwendungsmöglichkeiten). Sie kennen weiter
Algorithmen für die Berechnung eines minimalen Spannbaums (mit Korrektheitsbeweisen) und der dafür nötigen Union-Find-
Datenstruktur. Sie kennen Algorithmen für das „All-pairs-Shortest-Paths“-Problem auf der Basis des Prinzips „Dynamische
Programmierung“, sowie weitere Beispiele für die Anwendung dieses Prinzips.   
Methodenkompetenz: Die Studierenden beherrschen Techniken zur Beschreibung von einfachen Systemen (Datentypen)
und Verfahren (Algorithmen) sowie zur Beschreibung des Laufzeitverhaltens (O-Notation). Sie verstehen den Sinn von
Korrektheitsbeweisen und beherrschen die grundlegenden Techniken für solche Beweise und für Laufzeitanalysen. Sie
verstehen die Bedeutung der Effizienz bei der Implementierung von Algorithmen und Datenstrukturen.
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  Medienformen
Folienprojektion, Folien auf der Webseite. Details im Tafelvortrag. 
Spezifikation von Berechnungsproblemen und von abstrakten Datentypen.
Analyse von Algorithmen: Korrektheitsbeweise für iterative und rekursive Verfahren, Laufzeitbegriff, O-Notation,
Laufzeitanalyse.
Methoden für die Analyse von Laufzeit und Korrektheit.
Grundlegende Datenstrukturen (Listen, Stacks, Queues, Bäume).
Binäre Suchbäume, Mehrwegsuchbäume, balancierte Suchbäume  (AVL- und/oder Rot-Schwarz-Bäume, B-Bäume).
Einfache Hashverfahren, universelles Hashing.
Sortierverfahren: Quicksort, Heapsort, Mergesort, Radixsort. Untere Schranke für Sortieren.
Priority Queues mit der Implementierung als Binärheaps.
Divide-and-Conquer: Multiplikation ganzer Zahlen    Matrixmultiplikation, Master-Theorem,
Quickselect, Schnelle Fourier-Transformation
Grundbegriffe der Graphentheorie,
Datenstrukturen für Graphen (Adjazenzmatrix, Kantenliste, Adjazenzlisten, Adjazenzarrays). Durchmustern von Graphen:
Breitensuche, Tiefensuche, Zusammenhangskomponenten, Entdecken von Kreisen,
topologische Sortierung, starke Zusammenhangskomponenten.
Greedy-Strategie: Teilbares Rucksackproblem,     Schedulingprobleme, Huffman-Kodierung, Kürzeste Wege 1: Algorithmus
von Dijkstra, Minimale Spannbäume (Algorithmus von Kruskal, Union-Find), Algorithmus von Prim, randomisierter
Algorithmus für minimale Schnitte.
Dynamische Programmierung: Editierdistanz,
Ganzzahliges Rucksackproblem (mit/ohne Wiederholungen), Kürzeste Wege 2: Algorithmus von Floyd-Warshall, Kürzeste
Wege 3: Algorithmus von Bellman-Ford, das Problem des Handlungsreisenden.
  Literatur
- T. Ottmann, P. Widmayer, Algorithmen und Datenstrukturen, Spektrum Akademischer Verlag, 2002
- R. Sedgewick, Algorithms, Addison-Wesley, 2002 (auch C-, C++, Java-Versionen, auch auf deutsch bei Pearson) R.
Sedgewick, Algorithms, Part 5: Graph Algorithms, Addison-Wesley, 2003
- K. Mehlhorn, P. Sanders, Algorithms and Data Structures - The Basic Toolbox, Springer, 2008
- S. Dasgupta, C. Papadimitriou, U. Vazirani, Algorithms, McGraw-Hill, 2007
- R. H. Güting, S. Dieker : Datenstrukturen und Algorithmen, B.G. Teubner Verlag, 2004
- T. H. Cormen, C. E. Leiserson, R. L. Rivest, C. Stein, Introduction to Algorithms, 2nd ed., MIT Press, 2001 (auch auf
deutsch bei Oldenbourg)
- V. Heun, Grundlegende Algorithmen, 2. Auflage, Vieweg, 2003
- J. Kleinberg, E. Tardos, Algorithm Design, Pearson Education, 2005
- U. Schöning, Algorithmik, Spektrum Akademischer Verlag, 2001
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
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Bachelor Informatik 2013
Die Studierenden
    •  kennen die Stufen der Chomsky-Hierarchie, ihre  automatentheoretischen Charakterisierungen, können die
Umwandlungen ausführen und die für die gegebene Problemstellung adäquate Darstellung wählen,
    •  sind in der Lage, Nicht-Regularitäts- und Nicht-Kontextfreiheitsbeweise zu führen,
    •  sind mit Abschlusseigenschaften und Entscheidbarkeits- und Komplexitätsaspekten insbesondere der regulären und
kontextfreien Sprachen vertraut.
Die Studierenden
    •  kennen die Klassen der semi-entscheidbaren und der entscheidbaren Probleme,
    •  sind in der Lage, die Church-Turing These zu formulieren, ihre Bedeutung darzustellen und sie zu begründen,
    •  können durch Reduktionen die Unentscheidbarkeit neuer Probleme beweisen.
Die Studierenden
    •  kennen Zeit- und Platzkomplexiätsklassen (insbes. P und NP) und einige vollständige Probleme in diesen Klassen,
    •  können die Komplexität neuer Probleme beurteilen und ihre effiziente (Un)Lösbarkeit begründen.
Modulnummer:
Univ.-Prof Dr. Dietrich Kuske
Modul:
Modulverantwortlich:
Automaten, Sprachen und Komplexität
100337
Lernergebnisse
Grundlagen und diskrete Strukturen
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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Automaten, Sprachen und Komplexität
Bachelor Informatik 2013
Modul:
Automaten, Sprachen und Komplexität
WintersemesterTurnus:
Univ.-Prof Dr. Dietrich Kuske
100437
Fachverantwortlich:
Sprache:
Prüfungsleistung schriftlich  150 min
  Fachnummer:
Deutsch
2200342Prüfungsnummer:
Fachabschluss:
4 2 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
(A) Chomsky-Hierarchie:
(1) reguläre Sprachen und ihre Beschreibung mittels deterministischer und nichtdeterministischer endlicher Automaten,
regulärer Ausdrücke und rechtslinearer Grammatiken, algorithmische Umformung dieser Beschreibungsmethoden,
Entscheidungsverfahren für Leerheit, Inklusion und Äquivalenz, Nicht-Regularitätsbeweise mittels Myhill-Nerode und mittels
Pumping-Lemma, Minimalautomat.
(2) kontextfreie Sprachen und ihre Beschreibung durch nichtdeterministische Kellerautomaten und kontextfreie Grammatiken
in Normalform, algorithmische Umformung (Parsing), deterministische Kellerautomaten, Nicht-Kontextfreiheitsbeweise mittels
Pumping-Lemma, Nicht-Abschluss unter Schnitt und Komplement, Entscheidungsverfahren für Leerheit.
(3) kontextsensitive Sprachen: linear beschränkte Automaten
(4) rekursiv aufzählbare Sprachen: nichtdeterministische Turingmaschinen
(B) Berechenbarkeitstheorie
  Inhalt
  Vorkenntnisse
sicherer Umgang mit mengentheoretischen Begriffen und Notationen (z.B. erworben in "Grundlagen und Diskrete
Strukturen")
  Lernergebnisse / Kompetenzen
Die Studierenden
    •  kennen die Stufen der Chomsky-Hierarchie, ihre  automatentheoretischen Charakterisierungen, können die
Umwandlungen ausführen und die für die gegebene Problemstellung adäquate Darstellung wählen,
    •  sind in der Lage, Nicht-Regularitäts- und Nicht-Kontextfreiheitsbeweise zu führen,
    •  sind mit Abschlusseigenschaften und Entscheidbarkeits- und Komplexitätsaspekten insbesondere der regulären und
kontextfreien Sprachen vertraut.
Die Studierenden
    •  kennen die Klassen der semi-entscheidbaren und der entscheidbaren Probleme,
    •  sind in der Lage, die Church-Turing These zu formulieren, ihre Bedeutung darzustellen und sie zu begründen,
    •  können durch Reduktionen die Unentscheidbarkeit neuer Probleme beweisen.
Die Studierenden
    •  kennen Zeit- und Platzkomplexiätsklassen (insbes. P und NP) und einige vollständige Probleme in diesen Klassen,
    •  können die Komplexität neuer Probleme beurteilen und ihre effiziente (Un)Lösbarkeit begründen.
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  Medienformen
Folien, Mitschnitte der Vorlesungen,Übungsblätter (online)
Turing-, LOOP-, WHILE- und GOTO-Berechenbarkeit, (primitiv) rekursive Funktionen, Ackermann-Funktion, Church-Turing
These, Unentscheidbarkeit des Halteproblems, der Universalität von kontextfreien Sprachen und des Post'schen
Korrespondenzproblems
(C) Komplexitätstheorie
Komplexitätsklassen P, NP, PSPACE und EXPTIME, NP-Vollständigkeit von 3CNF-SAT und von ausgewählten
graphentheoretischen Problemen (durch polynomielle Reduktionen), PSPACE-Vollständigkeit von QBF.
  Literatur
    •  Schöning "Theoretische Informatik kurzgefaßt"
    •  Hopcroft, Motwani, Ullman "Einführung in die Automatentheorie, Formale Sprachen und Komplexität"
    •  Asteroth, Baier "Theoretische Informatik"
    •  Wegener "Theoretische Informatik"
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
Bachelor Mathematik 2013
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung AM
Master Mathematik und Wirtschaftsmathematik 2013 Vertiefung WM
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Bachelor Informatik 2013
Die Studierenden können zentrale Begriffe der Aussagen- und der Prädikatenlogik darstellen und auf konkrete
Problemstellungen anwenden. Sie verstehen das Zusammenspiel von Syntax und Semantik formaler Systeme und
argumentieren dabei präzise und folgerichtig. Sie kennen klassische Entscheidungsverfahren für die genannten Kalküle und
können sie hinsichtlich ihrer Anwendbarkeit beurteilen. Sie haben ein grundlegendes Verständnis für die Logik-
Programmierung und sind in der Lage, typische Probleme durch Prolog-Programme zu lösen.
Modulnummer:
Univ.-Prof Dr. Dietrich Kuske
Modul:
Modulverantwortlich:
Logik und Logikprogrammierung
100339
Lernergebnisse
Grundlagen und diskrete Strukturen
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
Detailangaben zum Abschluss
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Logik und Logikprogrammierung
Bachelor Informatik 2013
Modul:
Logik und Logikprogrammierung
WintersemesterTurnus:
Univ.-Prof Dr. Dietrich Kuske
100574
Fachverantwortlich:
Sprache:
Prüfungsleistung schriftlich  150 min
  Fachnummer:
Deutsch
220368Prüfungsnummer:
Fachabschluss:
3 2 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Folien, Übungsblätter, Vorlesungsmitschnitte (online)
Aussagenlogik: Syntax und Semantik, Erfüllbarkeit, Allgemeingültigkeit, Folgerung, Normalformen, Wahrheitswerttabellen,
Resolution, natürliches Schließen, Tableau-Methode
 
Prädikatenlogik: Syntax und Semantik, Erfüllbarkeit, Allgemeingültigkeit, Folgerung, Normalformen, Resolution, 
Kompaktheitssatz, natürliches Schließen, Unentscheidbarkeit der Allgemeingültigkeit von Formeln der Prädikatenlogik und
der Theorie der natürlichen Zahlen
                                                                              
PROLOG-Programmierung an typischen Problemklassen
  Inhalt
  Vorkenntnisse
sicherer Umgang mit mengentheoretischen  Begriffen und Notationen (z.B. erworben in "Grundlagen und Diskrete
Strukturen")
  Lernergebnisse / Kompetenzen
Die Studierenden können zentrale Begriffe der Aussagen- und der Prädikatenlogik darstellen und auf konkrete
Problemstellungen anwenden. Sie verstehen das Zusammenspiel von Syntax und Semantik formaler Systeme und
argumentieren dabei präzise und folgerichtig. Sie kennen klassische Entscheidungsverfahren für die genannten Kalküle und
können sie hinsichtlich ihrer Anwendbarkeit beurteilen. Sie haben ein grundlegendes Verständnis für die Logik-
Programmierung und sind in der Lage, typische Probleme durch Prolog-Programme zu lösen.
An der Klausur kann teilnehmen, wer 80% der Seminartermine wahrgenommen hat.
  Literatur
Schöning "Logik für Informatiker" 
Ivan Bratko: Prolog Programming for Artificial Intelligence. 4th edition, ISBN-10: 0321417461, ISBN-13: 9780321417466,
Addison-Wesley, 2012. 
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  verwendet in folgenden Studiengängen
Bachelor Informatik 2013
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Bachelor Informatik 2013
Die Studierenden können über fachspezifische technische Problemstellungen in der englischen Sprache kommunizieren. Die
Studierenden sind zudem in der Lage soziale, philosophische, politische, wirtschaftliche und kulturelle Fragen zu erörtern, die
sich unmittelbar aus der Entwicklung der Technik und Naturwissenschaften ergeben.
Das Modul beinhaltet wahlobligatorische geistes- und sozialwissenschaftliche  Studieninhalte und die Sprachenausbildung.
Das Themenspektrum umfasst die Kompetenz- und Wissensbereiche:
Sprachkompetenz: Vermittlung fremdsprachlicher (i.d.R. englischer) Kenntnisse in einer dem Studiengang entsprechenden
Fachsprache
Basiskompetenz: Vermittlung notwendiger Kompetenzen für ein erfolgreiches Studium und die spätere Berufstätigkeit auf
den.
Orientierungswissen: Vermittlung fachübergreifender Studieninhalte, die Bezüge zwischen verschiedenen
Wissenschaftsdisziplinen herstellen und vertiefen sowie weitergehende geistige Orientierung geben.
Modulnummer:
Modul:
Modulverantwortlich:
Nichttechnische Fächer für IN Bsc
100340
Lernergebnisse
Keine
Vorraussetzungen für die Teilnahme
Modulabschluss:
Die Abschlüsse zu den einzelnen Fächern werden in der jeweiligen Fachbeschreibung ausgewiesen.
Detailangaben zum Abschluss
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Bachelor Informatik 2013
Modulnummer:
Modul:
Modulverantwortlich:
Fremdsprache
100206
Lernergebnisse
Vorraussetzungen für die Teilnahme
Modulabschluss:
Detailangaben zum Abschluss
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Bachelor Informatik 2013
Die Studierenden sind in der Lage soziale, philosophische, politische, wirtschaftliche und kulturelle Fragen zu erörtern, die
sich unmittelbar aus der Entwicklung der Technik und Naturwissenschaften ergeben.
Das Modul beinhaltet wahlobligatorische geistes- und sozialwissenschaftliche  Studieninhalte.
Das Themenspektrum umfasst die Kompetenz- und Wissensbereiche:
Basiskompetenz: Vermittlung notwendiger Kompetenzen für ein erfolgreiches Studium und die spätere Berufstätigkeit.
Orientierungswissen: Vermittlung fachübergreifender Studieninhalte, die Bezüge zwischen verschiedenen
Wissenschaftsdisziplinen herstellen und vertiefen sowie weitergehende geistige Orientierung geben.
Modulnummer:
Modul:
Modulverantwortlich:
Studium generale
100813
Lernergebnisse
Keine
Vorraussetzungen für die Teilnahme
Modulabschluss:
Die Abschlüsse zu den einzelnen Fächern werden in der jeweiligen Fachbeschreibung ausgewiesen.
Detailangaben zum Abschluss
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Nichttechnische Fächer für IN Bsc
Bachelor Informatik 2013
Modul:
Soft Skills
Turnus:
Univ.-Prof. Dr.-Ing. habil. Winfried Kühnhauser
5363
Fachverantwortlich:
Sprache:
Studienleistung alternativ
  Fachnummer:
Deutsch
2200279Prüfungsnummer:
Fachabschluss:
2 0 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
Referentenspezifisch
Ziel des Kurses ist die Vermittlung des Bewusstseins, welchen entscheidenden Einfluss nichtfachliche Qualifikationen - die
„Soft Skills" - auf den Erfolg insbesondere auch in technisch/naturwissenschaftlichen Studiengängen und Berufsfeldern
besitzen. Zentrale Problemfelder wie interdisziplinäre Teamarbeit, Führungskompetenz Konfliktmanagement,
Stressbewältigung und Zeitmanagement werden in ihren Ursachen und Wirkungen besprochen, wobei die Gewinnung erster
Erkenntnisse über die eigenen Fähigkeiten und das praktische Training zu ihrer Verbesserung im Vordergrund stehen.
Der Kurs umfasst Vorlesungskomponenten, videobasierte Demonstrationen und Workshops, in denen die praktische
Anwendung des Gelernten trainiert wird.
  Inhalt
  Vorkenntnisse
Keine.
  Lernergebnisse / Kompetenzen
  Literatur
Referentenspezifisch, jährlich aktualisiert und per Web veröffentlicht
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  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Informatik 2013
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Bachelor Informatik 2013
Im Proseminar Bachelor Informatik erwerben die Studierenden Kompetenzen in der Erarbeitung wissenschaftlicher
Themenstellungen sowie im Ausarbeiten und Halten von Vorträgen.
Modulnummer:
Univ.-Prof. Dr.-Ing. habil. Winfried Kühnhauser
Modul:
Modulverantwortlich:
Proseminar für IN Bsc
100346
Lernergebnisse
siehe individuelle Fächerbeschreibungen
Vorraussetzungen für die Teilnahme
Modulabschluss:
keine
Detailangaben zum Abschluss
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Proseminar für IN Bsc
Bachelor Informatik 2013
Modul:
Proseminar für IN Bsc
ganzjährigTurnus:
Univ.-Prof. Dr.-Ing. habil. Winfried Kühnhauser
100956
Fachverantwortlich:
Sprache:
Studienleistung alternativ
  Fachnummer:
Deutsch
2200410Prüfungsnummer:
Fachabschluss:
0 2 0
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
fachspezifisch
fachspezifisch
  Inhalt
  Vorkenntnisse
fachspezifisch
  Lernergebnisse / Kompetenzen
Studierende erarbeiten sich in kleinen Gruppen an praktischen Projektaufgaben fachliche Kompetenzen, praktisch-
methodische Herangehensweisen und soziale Kompetenzen.
  Literatur
fachspezifisch
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  verwendet in folgenden Studiengängen
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Bachelor Informatik 2013
Die Studierenden vertiefen in einem speziellen fachlichen Thema ihre bisher erworbenen Kompetenzen. Sie werden befähigt,
eine komplexe und konkrete Problemstellung zu beurteilen und unter Anwendung der bisher erworbenen Theorie- und
Methodenkompetenzen unter Anleitung zu bearbeiten. Das Thema ist gemäß wissenschaftlicher Standards zu
dokumentieren und die Studierenden werden befähigt, entsprechende wissenschaftlich fundierte Texte zu verfassen. Die
Studierenden erwerben Problemlösungskompetenz und lernen es, die eigene Arbeit zu bewerten und einzuordnen.
Modulnummer:
Univ.-Prof. Dr.-Ing. habil. Winfried Kühnhauser
Modul:
Modulverantwortlich:
Bachelorarbeit mit Kolloquium für IN Bsc
100347
Lernergebnisse
keine
Vorraussetzungen für die Teilnahme
Fachprüfung/Modulprüfung generiertModulabschluss:
keine
Detailangaben zum Abschluss
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Bachelorarbeit mit Kolloquium für IN Bsc
Bachelor Informatik 2013
Modul:
Abschlusskolloquium
unbekanntTurnus:
Univ.-Prof. Dr.-Ing. habil. Winfried Kühnhauser
6067
Fachverantwortlich:
Sprache:
Prüfungsleistung mündlich   30 min
  Fachnummer:
Deutsch und Englisch
99002Prüfungsnummer:
Fachabschluss:
90 h
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
wissenschaftlicher Vortrag
siehe Modulbeschreibung
  Inhalt
  Vorkenntnisse
Zulassung zur Bachelorarbeit durch den Prüfungsausschuss
  Lernergebnisse / Kompetenzen
Die Studierenden vertiefen in einem speziellen fachlichen Thema ihre bisher erworbenen Kompetenzen. Sie werden befähigt,
eine komplexe und konkrete Problemstellung zu beurteilen und unter Anwendung der bisher erworbenen Theorie- und
Methodenkompetenzen selbstständig zu bearbeiten. Das Thema ist gemäß wissenschaftlicher Standards zu dokumentieren
und die Studierenden werden befähigt, entsprechende wissenschaftlich fundierte Texte zu verfassen. Die Studierenden
erwerben Problemlösungskompetenz und lernen es, die eigene Arbeit zu bewerten und einzuordnen.
  Literatur
Literatur wird mit Ausgabe des Themas bekannt gegeben oder ist selbstständig zu recherchieren.
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Bachelor Informatik 2010
Bachelor Informatik 2013
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Bachelorarbeit mit Kolloquium für IN Bsc
Bachelor Informatik 2013
Modul:
Bachelorarbeit
unbekanntTurnus:
Univ.-Prof. Dr.-Ing. habil. Winfried Kühnhauser
6074
Fachverantwortlich:
Sprache:
Bachelorarbeit schriftlich    6 Monate
  Fachnummer:
Deutsch und Englisch
99001Prüfungsnummer:
Fachabschluss:
360 h
V S P PSV PSV PSV PSV PSV PSVSWS nach
Fachsemester
1.FS 2.FS 3.FS 4.FS 5.FS 6.FS 7.FS
  Medienformen
wissenschaftlicher Vortrag
siehe Modulbeschreibung
  Inhalt
  Vorkenntnisse
Zulassung zur Bachelorarbeit durch den Prüfungsausschuss
  Lernergebnisse / Kompetenzen
Die Studierenden vertiefen in einem speziellen fachlichen Thema ihre bisher erworbenen Kompetenzen. Sie werden befähigt,
eine komplexe und konkrete Problemstellung zu beurteilen und unter Anwendung der bisher erworbenen Theorie- und
Methodenkompetenzen selbstständig zu bearbeiten. Das Thema ist gemäß wissenschaftlicher Standards zu dokumentieren
und die Studierenden werden befähigt, entsprechende wissenschaftlich fundierte Texte zu verfassen. Die Studierenden
erwerben Problemlösungskompetenz und lernen es, die eigene Arbeit zu bewerten und einzuordnen.
  Literatur
Literatur wird mit Ausgabe des Themas bekannt gegeben oder ist selbstständig zu recherchieren.
12Leistungspunkte: Workload (h): 360 360Anteil Selbststudium (h): SWS: 0.0
Pflichtfach
Fakultät für Informatik und Automatisierung
Pflichtkennz.:
22Fachgebiet:
Art der Notengebung: Gestufte Noten
ohne
  Detailangaben zum Abschluss
  verwendet in folgenden Studiengängen
Bachelor Informatik 2010
Bachelor Informatik 2013
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N.N. Nomen nominandum, Nomen nescio, Platzhalter für eine noch unbekannte Person (wikipedia)
Fachsemester
Leistungspunkte
V S P
SWS
FS
Semesterwochenstunden
Angabe verteilt auf Vorlesungen, Seminare, Praktika
Glossar und Abkürzungsverzeichnis:
LP
Objekttypen lt.
Inhaltsverzeichnis
K=Kompetenzfeld; M=Modul; P,L,U= Fach (Prüfung,Lehrveranstaltung,Unit)
