Preface
The idea of this book was formulated during an exciting and stimulating workshop on "Electron spin resonance and related phenomena in low dimensional structures" that I organized in Sanremo (Italy) in the spring of 2006. During three days, we had the pleasure to listen to the key-note lecture by Nobel Laureate Klaus von Klitzing and to eighteen talks from leading experts in the field from Europe, the United States, Canada, Japan, and Australia. Young researchers also had the opportunity to present their work during a poster session. The main topics addressed during the workshop were electron spin resonance in III-V heterostructures and quantum dots, spin detection and manipulation in silicon and silicon-germanium nanostructures, spin coherence, and spin in semiconducting nanostructures for quantum information processing.
In this book, some of the contributions given at the workshop as well as some additional reviews provided by other experts have been collected into three sections dealing with III-V heterostructures, quantum dots and quantum wires, silicon-based nanostructures, and quantum information processing. Theoretical as well as experimental aspects are presented and discussed for each topic. The fundamental aspects as well as the implications for applications of spin detection and manipulation in low dimensional structures represent an intriguing and exciting research area in contemporary condensed matter physics.
In summary, this volume reflects the most important contributions given at the International Workshop on "Electron spin resonance and related phenomena in low dimensional structures", which took place at the Villa Nobel in Sanremo (IM), Italy, from March 6 to March 8, 2006 , and additional review articles from leading experts in the field. It is a pleasure to acknowledge and gratefully thank all the people and the institutions that supported the Workshop, on one hand, and, on the other, those who contributed to this volume. The Workshop was funded by the Provincia di Imperia which also made available the beautiful and inspirational Villa Nobel, and by Fondazione Carige, Comune di Sanremo, Casinò di Sanremo, and Sanremo Promotion. The staff of Villa Nobel and of the Sanremo Promotion Agency was very helpful in handling the logistics related to the Workshop. I shall also thank Abstract. Silicon quantum devices have progressed rapidly over the past decade, driven by recent interest in spintronics and quantum computing. Spin coherence has emerged as a leading indicator of suitable devices for quantum applications. In particular, the technique of electron-spin resonance (ESR) has proven powerful and flexible for probing both the magnitude and the nature of spin scattering, when compared to theoretical predictions. Here, we provide a short review of silicon quantum devices, focusing on silicon/silicongermanium quantum wells. Our review touches on the fabrication and lithography of devices including quantum dots, and the development of Schottky top gates, which have recently enabled the formation of few-electron quantum dots with integrated charge sensors. We discuss recent proposals for quantum-dot quantum computing, as well as spin-and valley-scattering effects, which may limit device performance. Recent ESR studies suggest that spin scattering in high-mobility Si/SiGe two-dimensional electron gases may be dominated by the D'yakonov and Perel' mechanism arising from BychkovRashba spin-orbit coupling. These results rely on theoretical predictions for the dependence of the coherence time T * 2 on the orientation of an external applied magnetic field. Here, we perform ESR experiments on a series of samples fabricated by different methods, including samples recently used to obtain few-electron quantum dots. While we observe some similarities with recent experiments, we find that for five out of six samples, the angular dependence of T * 2 was far larger than the theoretical predictions. We discuss possible causes for this discrepancy, but conclude that the theoretical understanding of these samples is not yet complete. 
Introduction
Quantum devices are presently an area of intense activity. This is due in part to novel computing opportunities offered by quantum computing and quantum information more generally, and in part by the need to control quantum effects in classical devices. It also underscores a new era of technology, in which it has become possible to control the fundamental quantum degreesof-freedom of microscopic objects, even within the confines of a solid-state matrix. Electron spins form an excellent basis for quantum devices, since they may be isolated in quantum dots, artificial or natural, and in principle they can be transported to distant locations through quantum channels. The spin variable can be controlled through either electric or magnetic fields [1] .
The main challenge for spintronics applications is to manipulate and measure spins, while simultaneously isolating them from their environment. The degradation of spin information is known as decoherence. In the semiclassical spin field effect transistor (SFET) [2] , decoherence leads to diminished functionality of the device, while for spin qubits, decoherence leads to computing errors [3] . Decoherence properties may depend on fundamental materials properties, growth conditions, temperature, or any number of environmental variables. The study of decoherence properties of spins has a long and venerable history in solid-state physics, and a number of powerful probe techniques have been established. Pre-eminent among these is spin resonance, for example electron-spin resonance (ESR) [4] or nuclear magnetic resonance (NMR) [5] . Many variations on these techniques have been developed. Quantum devices provide a challenge for such bulk techniques, since the number of active electrons may be very few. In this case, electrically detected ESR techniques (ED-ESR) play an important role [6] . In the limit of single-electron devices, completely new methods are required, based on single-spin manipulation and readout [7] [8] [9] [10] [11] [12] [13] [14] .
While many recent advances in quantum devices have occurred in the GaAs materials system, silicon occupies a unique position. On the one hand, the materials environment of silicon has the distinction of having the smallest spin-orbit coupling of any currently practical semiconducting material, due to its high position in the periodic table. Additionally, the predominant isotope of silicon is 28 Si, with nuclear spin zero. Modulation doping, isotopic purification, and clean heterostructures therefore hold the prospect of an environment with very low decoherence. On the other hand, Si quantum wells are clad by SiGe barriers, and therefore are intrinsically strained, leading to growth and fabrication challenges. Moreover, as an indirect-bandgap material, the conduction-band structure of silicon is fundamentally more complicated than that of direct-gap materials, leading to decoherence and spin manipulation challenges associated with multiple conduction valleys.
In this chapter, we review the decoherence properties of electron spins in silicon structures, with a focus on materials appropriate for few-electron quantum devices. While it is likely that single-electron measurements similar to those in GaAs will be available in the near future, it is also urgent to understand the dominant decoherence sources in transport experiments involving many electrons. Below, we review the current status of silicon quantum devices, particularly those of importance for spin electronics (spintronics) and quantum computing. In addition to spin physics, we consider the special behavior of silicon devices related to valley physics. We also review the current status of ESR experiments in Si/SiGe quantum wells.
Many factors can affect transport in silicon devices, including variable germanium content in the quantum well and the barriers, use of oxide materials as barriers, proximity of modulation-doping layers and their impurity ions, presence of dopants in the quantum well, width of the quantum well, and roughness of the interfaces. It is therefore important to test current theories of scattering in a variety of devices and samples. In the second half of this chapter, we present preliminary data obtained from several different samples that have been recently used in the fabrication of quantum devices, including quantum point contacts and few-electron quantum dots. Based on transport data through these devices, we deduce that they are of very high quality. However, the samples are not of the same origin as those used in many recent ESR experiments. We find that while some of the samples show similar ESR behavior as previous experiments, others show differences that cannot be fully explained by existing theories. We conclude that the current understanding of Si structures, especially those of importance for quantum devices, is not yet complete.
Silicon Quantum Devices
Many high-performance devices in silicon, from microchips to qubits, are fabricated in two-dimensional structures, including inversion layers and quantum wells. Inversion layers have traditionally been of the greatest importance for commercial electronics, taking the form of metal oxide semiconductor field effect transistors (MOSFETs), with the active region an inversion layer at the silicon/silicon-dioxide interface. Because of their industrial importance, inversion layers have been extensively studied. A great wealth of knowledge about such structures and the devices formed on them can be found in the review paper of Ando, Fowler and Stern [15] , and other texts [16] .
Silicon quantum devices can be made using oxidation fabrication techniques, frequently in combination with silicon-on-insulator (SOI) structures. Much research in silicon single-electron transistors (SETs) has focused on high-temperature quantum dots [17] [18] [19] . However, a burst of activity on lowtemperature quantum devices, with an emphasis on qubit development, has broadened the direction of recent fundamental research. This work covers a range of topics, including Coulomb-blockade effects [20] , single-electron memories [21] , control of electron density by top gates [22] , and fine tuning of tunnel barrier resistances [23] . The resulting devices have attained a high degree of sophistication, leading to quantum dots strongly coupled to charge sensors [24] , triple dots [25] , spin effects in coupled dots [26] , and single-hole transfer devices [27] .
Several variations on the MOSFET design have arisen, in some cases yielding better performance for quantum devices. Of particular interest is the doped SiO 2 /Si/SiO 2 quantum well. Devices fabricated in such structures include double-dot charge qubits with strongly coupled charge sensors [28] . The quality of the quantum wells may be very high, enabling electrically detected electron-spin resonance with enough resolution to detect valley splitting [29] . (Further discussion is given below.) However, low-temperature mobilities in these structures are typically of the order of 10 4 cm 2 /V s or lower [29] . Moreover, rough interfaces associated with oxide barriers may have a detrimental effect on electronic properties, especially in ultrathin quantum wells [30] , and the electrostatic potentials from ionized dopants in the quantum well may interfere with device operation [31] .
There are pros and cons in utilizing Si/SiO 2 interfaces for quantum devices. Silicon quantum dots created by oxidation may be extremely stable [32] . There has, nonetheless, been concern about ubiquitous defects at the interface between crystalline and noncrystalline materials [33] [34] [35] [36] [37] . In the very best oxide/silicon interfaces, defect densities can be very low indeed, suggesting that the challenges are not insurmountable. The preceding summary of Si/SiO 2 materials and devices is not meant to be exhaustive, since these structures are not the focus of the present work. For a more thorough treatment, we direct the reader elsewhere [15, 16, 38] .
The Si/SiGe heterostructure is the main focus of this chapter. To form a two-dimensional electron gas (2DEG), a narrow silicon layer is clad within strain-relaxed SiGe barriers, causing tensile strain in the silicon [39] . Similarly, a hole gas is formed in a SiGe quantum well clad within silicon barriers. A review of growth issues in silicon/germanium materials is given in [40] .
Highly doped Si/SiGe quantum wells have been successfully used to create quantum dots and double dots, both in p-type [41] [42] [43] and n-type [44, 45] materials. However, modulation doping can also be achieved in Si/SiGe heterostructures. The resulting structures are analogous to the epitaxial GaAs/AlGaAs structures, which have been utilized in a range of quantum devices of sufficient quality to form spin qubits [7] [8] [9] [10] [11] [12] [13] [14] . One main difference between Si-and GaAs-based devices is strain, which occurs in the Si structures. Modulation-doped field effect transistors (MODFETs) or high electron mobility transistors (HEMTs) are expected to provide a factor of three improvement in mobilities over MOSFETs at room temperature [39] , and even more improvement at low temperatures. Since the mid-1990s, silicon MODFETs have been optimized to provide mobilities in excess of 600,000 cm 2 /V s [39, [46] [47] [48] [49] [50] . For qubit devices, which do not utilize transport, there is no conclusive data that high mobilities correlate with desirable properties for quantum computing. However, existing qubits in GaAs utilize ultahigh-mobility mate-rials [7] [8] [9] 11] , and it is anticipated that the same materials issues that reduce the mobility, such as remote impurities, or scattering centers in the quantum well or oxide interface, could also adversely affect qubit performance. In SiGe MODFETs, the primary scattering centers in ultrahigh-mobility materials are remote ionized impurities in the doping layer [39, 51, 52] . However, other scattering centers include rough interfaces in the quantum well, which arise from misfit dislocation formed during strained growth, even when no threading dislocations are present in the quantum well [40] .
Quantum devices in silicon/silicon-germanium quantum wells have been reviewed in [53] . To form quantum dots in Si/SiGe quantum wells, lateral confinement can be produced by physical means, using lithographic and etching techniques to carve up the 2DEG [54, 55] . A more versatile technique uses nanoscale metallic gates to electrostatically deplete the 2DEG, analogous to techniques used in GaAs devices [56] . Optimally, these finger gates are fabricated on the surface of the heterostructure directly above the 2DEG, at a separation of about 50 nm. A primary challenge for creating top gates in silicon arises from the presence of leakage paths [57] , which may result from threading dislocations, deep pits, or other morphological features associated with strained growth [58] . The leakage mechanisms may also vary for different growth methods [59] . Dislocations are generally harmful for electrical properties in the 2DEG. Fortunately, optimization of growth methods has shown that the number of defects can be minimized in the active layer. Since the absence of leakage is a prerequisite for good quantum devices, this area of research progressed rather slowly for several years, until the aforementioned difficulties were resolved.
One possibility for eliminating leakage is to avoid top gates altogether, by replacing them with side gates. The side gates are formed within the same 2DEG as the active device, but they are electrically isolated by means of reactive ion etching [60] [61] [62] , in analogy with SOI-based devices. The etching provides confinement in one direction, allowing the formation of quantum wires [58, [63] [64] [65] . In combination with electrostatic gates, this technique enables electrical control of the tunnel barriers, which may be used to form quantum point contacts [66] and quantum dots [57, 62, 67, 68] . However, some drawbacks of side gating are large gate widths (compared with top gates), resulting in reduced gate density, and increased gate distance, which limits the fine tuning of gate-defined device features. A possible solution to this problem is to utilize metal gates fabricated within the etch trench [69] . This avoids the problem of leakage, while aligning the gates more closely with the quantum dot.
Difficulties in forming Schottky top gates have recently been overcome. Starting in the 1990s, it was shown that Schottky gates could modulate electron densities in 2DEGs [70, 71] . It is now possible to fabricate top-gated quantum dots by a number of different methods, including heterostructure optimization [72, 73] , etching the surface to remove near-surface highly doped regions [74] .
Top-gated Si/SiGe quantum dots formed in 2DEGs have now been developed to the point that quantum effects such as Fano and Kondo resonances are now observed [73] . Top gates can also be used to create quantum point contacts [59, 66, [75] [76] [77] [78] . Such point contacts have recently been used to enable spectroscopy of valley states in Si/SiGe 2DEGs [79] .
An interesting recent approach to Si/SiGe heterostructure growth may provide an alternative route to forming robust Schottky gates. In [80] and [81] , quantum wells were formed by strain-sharing growth methods, on top of an SOI substrate. In such structures, dislocations are entirely absent, since the structure is thinner than the critical thickness for dislocation formation. Strain sharing is accomplished by underetching the membrane, floating it off the substrate, and redepositing it on a new substrate. Transport measurements demonstrate the presence of a 2DEG. Such alternative growth methods may result in structures that are free of the types of roughness and defects that accompany conventional strained growths.
Spins and Valleys
Much of the recent interest in silicon quantum devices was initiated by the quantum-dot spin qubit proposal by Loss and Di Vincenzo [82] . (Recent progress is reviewed in [83] .) Kane [84] has discussed the advantages of working in silicon, and further innovations of using donor nuclear-spin qubits have been presented [85] [86] [87] [88] [89] . A similar donor-bound approach can be extended to electron-spin qubits [90] [91] [92] [93] . Vrijen et al. [94] have made a further extension to silicon-germanium heterostructures. Schemes have also been proposed for electron-spin-based quantum computation in silicon-germanium quantum dots [95, 96] .
Spin-decoherence mechanisms are of fundamental importance for spinbased quantum devices, and more generally for spintronics [1] . Silicon is an excellent model system for studies of decoherence, and electron spins in silicon have long coherence times [97] , making them particularly attractive for applications. When nuclear spins are present, the electron phase-relaxation time T M for phosphorus-bound donor electrons is dominated by spectral diffusion due to flip-flops of the host nuclear spins [98] . However, the isotopic purification of silicon's naturally abundant, spin-zero nuclear isotope 28 Si leads to orders of magnitude improvement. In the latter case, the electronspin decoherence time T 2 has been measured to be as long as 14 ms at 7 K, and extrapolates to of the order of 60 ms for an isolated spin [99] . While it has so far been possible to detect spin resonance in specialized silicon structures [100] , and while spin coherence has been observed in quantum dots [73] , there have not yet been reports of spin qubits in silicon quantum devices.
An important distinction between silicon and GaAs quantum devices is the low-lying valley structure of their conduction bands. As an indirect-gap semiconductor, bulk silicon exhibits six degenerate valleys, which may compete with spin as a quantum variable for quantum computing applications [53, 101] . The valley degree-of-freedom is very important in low-temperature, quantum devices, leading to a recent resurgence of interest in the subject of valley splitting.
In a silicon inversion layer or quantum well, only two valleys will be populated [the ±z valleys, for silicon (001)]. The degeneracy of these valleys is broken in the presence of a sharp quantum-well interface. The value of this valley splitting, and its importance for experiments has been the subject of interest for many years, beginning with the surface scattering theory of Sham and Nakayama [102] , the "electric breakthrough" theory of Ohkawa and Uemura [103] [104] [105] , and other formulations [106] [107] [108] [109] . More recently, tightbinding methods [110] [111] [112] [113] and effective-mass theories [101, 113, 114] have provided new insights.
A crucial question is whether valley splitting is large enough to allow a workable spin-qubit Hilbert space. A number of experimental papers have measured valley splitting as a function of magnetic field [29, [115] [116] [117] [118] [119] [120] [121] [122] , finding surprisingly small values of the splitting, which would not enable spin qubits. However, the significance of atomic steps due to quantum wells grown on miscut substrates, or, more generally, in the presence of interfacial roughness has recently been shown to cause a large reduction of the valley splitting [79, 114, [123] [124] [125] . Lateral confinement lifts this suppression, allowing valley splitting to approach its theoretical upper bound [79] . Valley splitting is also found to approach the theoretical upper bound in SiO 2 /Si/SiO 2 quantum wells [29, 30, 126] . In this case, because of the narrow quantum wells and the sharp potential barriers, the valley splitting reaches very large values, on the order of 20 meV. Because of the dependence of valley splitting on lateral confinement, quantum devices like quantum point contacts have become an important new tool in the study of valley splitting [75, 76, 79] .
ESR in Silicon Quantum Wells
While for qubit applications one must be concerned with spin relaxation of localized spins, the transport of spin information over long distances is important for many spintronics applications. Interestingly, the mechanisms for spin relaxation of electrons with extended wavefunctions are quite different than those of localized electrons. Delocalized electrons undergo momentum scattering. D'yakonov and Perel' (DP) pointed out in the early 1970s that such scattering of electrons gives rise to spin relaxation in the presence of spin-orbit coupling [127] . This DP mechanism dominates spin relaxation at low temperatures in two-dimensional electron gases in GaAs heterostructures [128] . It also dominates the field-independent part of the relaxation at intermediate temperatures in bulk GaAs [129, 130] . In addition to the advantage of naturally abundant nuclear spin-zero isotopes, noted above, silicon also has much weaker spin-orbit coupling than GaAs, and the DP mechanism is therefore not as significant. Nevertheless, it is expected to dominate the relaxation in two-dimensional electron gases in Si 2DEGs.
There have been a number of studies of electron-spin coherence in Si/SiGe 2DEGs over the last decade, as well as measurements on related X-valley systems [131, 132] . A principle measurement technique is ED-ESR [133] , which is of importance because of the reduced number of spins in the 2DEG compared with bulk. The signal in this case is obtained from conductivity measurements, and arises mainly from the reduction of spin polarization, rather than electron heating [134] . ED-ESR can be extended to provide information on valley splitting as well, in which case it is known as EVR [79] . Sharp ESR resonances in Si/SiGe 2DEGs also allow for standard microwave absorption measurements of as few as 10 9 spins [135] [136] [137] . Early ESR measurements demonstrated the importance of potential fluctuations caused by ionized donors in the doping layer [135] [136] [137] , which are also thought to play a leading role in limiting the mobility in these devices [39, 51, 52] . Indeed, mobility calculations, based on an ESR density of states analysis of the potential fluctuations, provide good agreement with experimental values [138] .
The ESR data exhibit anisotropy with respect to the magnetic-field direction in both the linewidth (dephasing time) and the electron g-factor [133, 139, 140] . This behavior suggests Bychkov-Rashba spin-orbit coupling as an origin for DP-mediated spin relaxation. Wilamowski and coworkers have proposed an additional modulation of the spin-orbit coupling and the ESR signal, originating from the motional narrowing due to cyclotron motion [141, 142] . The anisotropy is also affected by the germanium content in the quantum well [143, 144] and the electric current [145] , providing a mechanism for g-factor tuning in these systems.
ESR measurements provide several crucial estimates of device parameters in the Si/SiGe quantum well. Wilamowski et al. obtain the Bychkov-Rashba spin-orbit coupling parameter α = 0.55 × 10 −12 eV cm [139, 140] . Graeff et al. obtain the anisotropic g-factors g = 2.0007 and g ⊥ = 1.9999 for the 2DEG charge density of n = 4 × 10 11 cm −2 . Pulsed measurements suggest spin coherence (T 2 ) times up to 3 μs [146] . The latter may be enhanced by confinement effects [144] . The longitudinal spin relaxation time is strongly enhanced by inplane magnetic fields, giving T 1 on the order of 1 ms in a 3.55 T field [134] .
In the remainder of this chapter we revisit the issue of linewidth anisotropy. We specifically consider several of the same heterostructures that were used to fabricate quantum devices [57, 62, 72, 73, 79] . We provide a comprehensive treatment of six different samples, using transport measurements to extract Table 1 . Sample parameters and measurements of six Si1−xGex/Si/Si1−xGex quantum wells. The first section of the table contains growth parameters: quantumwell width, germanium composition of the barriers (x), dopant offset distance, doping-layer thickness, spacer-layer thickness, and capping-layer thickness. The next section contains results from Hall transport measurements: 2DEG charge density (ne), mobility (μ) and momentum relaxation time (τp). The last three columns contain ESR results: T * 2 is derived from (1), using g = 2.00 for all samples, A (15 • ) is the anisotropy parameter corresponding to the magnetic-field orientation θ = 15
• , as described in (3), and b is the fitted quadratic coefficient of the anisotropy, from (4)
Sample
Well width (nm) x Offset (nm) Dopants (nm) Spacer (nm) Cap (nm) ne the electron density and scattering time. We use ESR to measure T * 2 and to provide an indication of the spin-decoherence mechanism. A detailed study indicates that the dominant decoherence mechanism is strongly dependent on the orientation of the magnetic field -so much so that it is inconsistent with mechanisms described in the papers described above. Our main conclusions are presented in Table 1 .
Samples
The Si/SiGe heterostructures were grown by ultrahigh-vacuum chemical vapor deposition at the University of Wisconsin-Madison and at IBM-Watson [48] . The 2DEG sits near the top of a strained Si layer grown on a strainrelaxed Si 1−x Ge x buffer layer, as shown in Fig. 1a of [57] . Above the 2DEG is a Si 1−x Ge x offset layer, followed by a phosphorus-doped dopant layer, and then a Si 1−x Ge x spacer layer capped with Si at the surface. Table 1 contains the heterostructure details for each sample.
Hall measurements were performed on each sample. The Hall bars were fabricated by etching and Ohmic contacts were made to the 2DEG by Au/Sb metal evaporation and annealing at 400
• C for 10 min. The Hall data were Fig. 1 . Electrons in the quantum well move in the presence of a modulationdoping field. As a consequence of relativity, they then experience an effective inplane magnetic field HR, known as the Rashba field, in addition to an external magnetic field B0, which is oriented at angle θ from the normal direction used to extract the electron density and mobility. From the mobility we derived the momentum relaxation time τ p = m * e μ/e, an important parameter in spin relaxation via spin-orbit and related interactions. The parameters reported in Table 1 have been corrected for a small parallel conduction path using the method of Kane et al.,
1 and in each case this correction was smaller than 1% [147] .
ESR Measurements
Electron-spin resonance data were acquired with a Bruker ESP300E X-band spectrometer, using an Oxford Instruments ESR900 continuous-flow cryostat to maintain a sample temperature of 4.2 K. Magnetic-field calibration and tracking was done with an ER035M NMR Gaussmeter. The power dependence was checked to ensure the experiments were performed at low enough power that the peak width did not depend on the power level.
The ESR spectra for all samples were measured as a function of the orientation of the applied magnetic field, given by the angle θ between the magnetic field and the growth direction of the sample, as shown in Fig. 1 . Table 1 , based on the analysis described below. 
Decoherence Analysis
The ESR linewidth ΔH pp is directly related to the coherence time T * 2 through the expression [4] 
2 In many ESR data sets, including the inset of Fig. 2b , there is a small peak near 3341 G, in the region of Landé g-factor, g ≈ 2.0. The peak shows no orientational dependence, and it is wider than the 2DEG peak. Because the peak is almost perfectly equidistant between two 42 G split phosphorous peaks (not shown in the figure) , we deduce that it arises from electrons in the dopant layer, which are shared among clusters of phosphorous nuclei. For example, see [148] , especially Figs. 15 and 16. where g is the Landé g-factor and μ B is the Bohr magneton. It has been proposed [141] that the orientational dependence of T * 2 (and thus of ΔH pp ) in similar 2DEG structures results from a D'yakonov-Perel' spin relaxation mechanism due to fluctuating Rashba fields [127] . There is an electric field perpendicular to the plane of the 2DEG, due to ionized donors in the doping layer, or other interface effects. As a consequence of relativity, mobile electrons in the quantum well then experience an effective magnetic field in the plane of the 2DEG called the Rashba field H R . (See Fig. 1 .) Twodimensional scattering processes therefore induce a fluctuating field ΔH R in the 2DEG plane. When the external magnetic field B 0 is perpendicular to the 2DEG (θ = 0), the fluctuating ΔH R is perpendicular to B 0 . However, when B 0 is tilted with respect to the 2DEG (θ = 0), a component of the fluctuating field appears along B 0 , resulting in an orientational dependence of T * 2 . In general, there may be other contributions to the linewidth, due to inhomogeneous broadening or other decoherence mechanisms, so that the spin-coherence time T * 2 may be written as 1
where 1/T 2R is the Rashba contribution, and 1/T 2 includes all other contributions. Two groups have derived expressions for T 2R in the limit ω c τ p cos θ 1. Both results can be written in similar fashion as 1
The coefficient η = 1/2 was obtained in [141] , while η = 2 was obtained in [149] . The Rashba coefficient α is defined in the Rashba Hamiltonian H = α(σ ×k F )·n, where σ are the Pauli spin matrices, k F is the Fermi wavevector of the electron, ω c = eB/m * e is the cyclotron frequency, and ω L = gμ B H/h is the Larmor spin precession frequency [141] . The limit ω c τ p cos θ 1 implies that (2) is valid only for small angles θ.
If 1/T 2R is the dominant term in 1/T * 2 , then (2) can be normalized to give the anisotropy parameter A(θ), which depends on the momentum scattering time τ p , but not the Rashba parameter α: 
Results
In Fig. 3 , we show the renormalized linewidths for all six samples, along with the theoretical results for A(θ). In five of these six cases, the experimental anisotropies at small angles clearly differ substantially from the theoretical predictions. We can quantify this difference as follows. Since (3) applies for small θ, we can perform a Taylor expansion to give
where the quadratic coefficient b is a measure of how quickly the anisotropy increases with angle θ. For each sample, b can be determined experimentally centration [152] . Neither (a) nor (c) are present in Si/SiGe heterostructures [153] , leaving (b) and (d) as the possible sources of perpendicular electric fields. It is most likely that SIA arises from modulation doping fields, which can also lead to local fluctuations in the charge density (d). by fitting the data. A plot of b as a function of the momentum relaxation time τ p is given in Fig. 4 , and the results are also listed in Table 1 . For all six samples, the quadratic coefficients b differ substantially from the theoretical predictions, considering both proposed values of η. Even more striking, the maximum theoretical value of b for any value of τ p is about 2 rad −2 . This value is nearly an order of magnitude smaller than the experimental observations for five of the six samples.
As Fig. 4 demonstrates, the semiclassical expression for 1/T 2R in (2) does not account for the observed behavior of 1/T * 2 in our samples. Various mechanisms could be contributing to the linewidth, through the component 1/T 2 . In this case, 1/T 2 would necessarily contain an angular dependence, otherwise the functional form of the anisotropy would be unchanged, leaving b unaffected. The observed discrepancy must therefore involve an angular dependence. Since bulk silicon possesses a crystallographic inversion symmetry, orientationally dependent mechanisms [141, 154] originating from the antisymmetric Dresselhaus term in the Hamiltonian [155] , should not contribute to the linewidth.
There are several possible explanations for the observed anisotropy. In a recent paper, it was shown that in addition to the magnetic excitation mechanism, a microwave electric field may also excite ESR, as mediated by the spin-orbit coupling in a AlAs quantum well [132] . This contribution could provide an anomalous orientational dependence, since it depends only on the inplane component of the E-field. However, the same mechanism has not yet been observed in Si quantum wells, where the spin-orbit coupling is very small. In our experiments, we were careful to place samples only at the zerofield nodes of the resonating cavity, so related effects would be minimized. Further, sample IBM-1 shows dramatically different orientational dependence from the other samples, yet the measurement procedure was the same for all samples. Thus, electric-field effects seem an unlikely explanation for the divergent examples of broadening observed here. It is also possible that the unexpected behavior arises from the angular dependence of the inhomogeneous broadening. One could test this hypothesis by means of pulsed EPR experiments, which measure T 2 instead of T * 2 , thus removing the sensitivity to inhomogeneous broadening. The latter can arise from static dipole-dipole interactions with 29 Si nuclei. Interactions with residual 29 Si nuclei can also be eliminated by growing quantum wells with isotopically purified 28 Si.
Conclusions
In this chapter, we have reviewed the current state of silicon quantum devices and silicon ESR in 2DEGs. We have also presented results of ESR and transport measurements in a number of 2DEGs used in recent quantum-device experiments. Specifically, we have analyzed the orientational dependence of the ESR linewidths. In one of our samples, we observed a dependence similar to recent observations in other groups. However, for five other samples, we observe an orientation-dependent spin decoherence with an anisotropy larger than the predictions of any current theory. As discussed in the first half of this chapter, silicon quantum devices have advanced dramatically over the past decade, and are increasingly used in spintronics and related valley-based applications. Recent progress has demonstrated that quantum effects thought to be difficult to observe in silicon can in fact be realized, and one hopes that this will be a springboard for future work. 
