We report results of a search for continuous gravitational waves from a region covering the globular cluster Terzan 5 and the galactic center. Continuous gravitational waves are expected from fastspinning, slightly non-axisymmetric isolated neutron stars as well as more exotic objects. The regions that we target are believed to be unusually abundant in neutron stars. We use a new loosely coherent search method that allows to reach unprecedented levels of sensitivity for this type of search. The search covers the frequency band 475-1500 Hz and frequency time derivatives in the range of [−3.0, +0.1] × 10 −8 Hz/s, which is a parameter range not explored before with the depth reached by this search. As to be expected with only a few months of data from the same observing run, it is very difficult to make a confident detection of a continuous signal over such a large parameter space. A list of parameter space points that passed all the thresholds of this search is provided. We follow-up the most significant outlier on the newly released O2 data and cannot confirm it. We provide upper limits on the gravitational wave strength of signals as a function of signal frequency.
I. INTRODUCTION
Continuous gravitational waves (CWs) are expected from fast-spinning neutron stars in a variety of circumstances, for example if they present a slight nonaxisymmetry (ellipticity). Many CW searches have been carried out on LIGO data [1] , including several all-sky searches [2] [3] [4] [5] and broadband directed searches [6] . No signals have been detected yet.
Directed searches are searches for signals from interesting targets -both specific objects or/and regions. The search presented here, targeting emission from the globular cluster Terzan 5 and the galactic center, falls into this category.
We use data collected during the first Advanced LIGO observing run, O1, [7] [8] [9] [10] and employ a new mediumscale loosely coherent algorithm [11] [12] [13] . We probe a broad class of signals with frequencies between 475 and 1500 Hz, with unprecedented sensitivity. For sources at 8.5 kpc this search is sensitive to signals from neutron star deformations well within the range allowed by conventional neutron star equations of state [14] .
Additionally this search was used as a pilot study of the new loosely-coherent search method. The search uses a substantially longer coherence length than used before and hence presents most of the challenges and difficulties of an all-sky search, but without the substantial load of searching the whole sky. This search has exposed performance bottlenecks in the algorithms implementation and has paved the way for the first all-sky loosely coherent search [5] . a vladimir.dergachev@aei.mpg.de b maria.alessandra.papa@aei.mpg.de c benjamin.steltner@aei.mpg.de d heinz-bernd.eggenstein@aei.mpg.de
The paper is organized as follows: sections II and III briefly introduce the LIGO detectors, the data that is used and the signal waveform that we target with this search. Section IV describes the features of the main building block of the search, the enhanced loosely coherent method, and section V illustrates the pipeline, including the way the upper limits are established and the ranking of the outliers. The results are presented and discussed in section VI. The appendix A contains the outlier tables.
II. LIGO INTERFEROMETERS AND THE O1 OBSERVING RUN
The LIGO gravitational wave detector consists of two 4 km dual-recycling Michelson interferometers, one in Hanford, Washington and the other in Livingston, Louisiana, separated by a 3000-km baseline. The interferometer mirrors act as test masses, and the passage of a gravitational wave induces a differential arm length change that is proportional to the gravitationalwave strain amplitude. The Advanced LIGO [9, 10] interferometers came online in September 2015 after a major upgrade.
The O1 run occurred between September 12, 2015 and January 19, 2016, from which approximately 77 days and 66 days of analyzable data were produced by the Hanford (H1) and Livingston (L1) interferometers, respectively.
Notable instrumental contaminants affecting the searches described here include spectral combs of narrow lines in both interferometers, many of which were identified after the run had ended and were mitigated for future runs [3, 4, 15] . For instance an 8-Hz comb in H1 with the even harmonics (16-Hz comb) being especially strong, was ascribed to digitization roundoff error in a high-frequency excitation applied in order to servocontrol the cavity length of the Output Mode Cleaner 10 -24 10 -23 upper limit h 0 95% worst-case upper limit upper limit for circularly polarized GWs FIG. 1. Upper limits on gravitational wave strain. The dimensionless strain h0 (vertical axis) is plotted against signal frequency. The upper (blue) curve shows worst-case (linearly polarized) 95% confidence level (CL) upper limits as a function of frequency. The upper limits are maximized over sky and all intrinsic signal parameters for each frequency band. The lower (red) curve shows upper limits assuming a circularly polarized source. The data for this plot can be found in [16] . (color online) (OMC). Similarly, a set of lines found to be linear combinations of 22.7 Hz and 25.6 Hz in the L1 data was tracked down to digitization error in an OMC excitation at a still higher frequency.
Although most of these strong and narrow lines are stationary in frequency and hence do not exhibit the Doppler modulations due to the Earth's motion expected for a CW signal from most sky locations, they do degrade the sensitivity to astrophysical signals at the frequencies where they occur.
III. SIGNAL WAVEFORM
In this paper we assume a standard model of a spinning non-axisymmetric neutron star. Such a neutron star radiates circularly-polarized gravitational radiation along the rotation axis and linearly-polarized radiation in the directions perpendicular to the rotation axis. For the purposes of detection and establishing upper limits the linear polarization is the worst case, as such signals contribute the smallest amount of power to the detector. The strain signal measured by a detector is h(t) = h 0 F + (t, α 0 , δ 0 , ψ) 1+cos 2 (ι) 2 cos(Φ(t))+ + F × (t, α 0 , δ 0 , ψ) cos(ι) sin(Φ(t)) , (1) where F + and F × are the detector responses to signals with "+" and "×" quadrupolar polarizations [17] [18] [19] , the sky location of the source is described by right ascension α 0 and declination δ 0 , the inclination of the source rotation axis to the line of sight is ι, and we use ψ to denote the polarization angle (i.e. the projected source rotation axis in the sky plane).
The phase evolution of the signal is given by
with f 0 being the source frequency and f (1) 0 denoting the first frequency derivative (which, when negative, is termed the spindown). We use t to denote the time in the Solar System barycenter frame. The initial phase φ is computed relative to reference time t 0 . When expressed as a function of local time of ground-based detectors, Equation 2 acquires sky-position-dependent Doppler shift terms.
Most natural "isolated" sources are expected to have negative first frequency derivative, due to the energy lost to emission of gravitational or electromagnetic radiation. The frequency derivative can be positive because of residual motions due to, for instance, a long-period orbit.
IV. THE MEDIUM SCALE LOOSELY COHERENT SEARCH
The medium scale loosely coherent search is the basic building-block of this search. It is described in [13] and follows earlier loosely coherent implementations [11, 12] .
Here we highlight features that are useful to understand search output, in particular upper limits and outliers.
The input to the search are Hann-windowed 3600 s short Fourier transforms (SFTs) for each of the LIGO interferometers : {a tf i }, indexed by time t, discrete frequencies f and interferometer index i. A value of the weighted power sum P (f 0 , p) is computed for every searched wave shape, parametrized by the frequency of the source f 0 and a set of values for its spindown, sky position and source orientation p = (α, δ, f (1) 0 , ι). The loosely coherent weighted power sum is a bilinear function of the SFT data:
Here f 1 and f 2 are the interferometer-frame signal frequencies at the detector-time t 1 and t 2 . The kernel K(t 1 , t 2 , p, f 0 ) is equivalent to a narrow band filter on the input data that includes phase corrections to account for the signals' Doppler shifts and relativistic effects. The weight term W (t 1 , t 2 , p) folds-in the noise level of the individual SFTs and the detectors' response to the specific source as a function of time (it is fourth order in the antenna response). Because the polarization coefficients are factored out of power sums (Eq. 3), which involve thousands of SFTs, it is easy to produce separate power sums for any polarization of interest. For instance, we will provide upper limits for a population of circularly polarized signals which corresponds to the star's rotation axis pointing towards us (ι = 0 or π in Eq. 1).
The fact that we compute power sums makes it possible to set upper limits on the signal strain amplitude by estimating the power excess that we would measure from the target signals at a given strain amplitude. This estimate is computed using the universal statistics algorithm which produces statistically valid results without assumptions on the probability distribution function of the noise -a rigorous derivation of the algorithm is given in [20] . An intuitive explanation of why this is possible is that if the expected power of the noise is bounded, then the expectation of any continuous function of the noise is also bounded over the space of all probability distributions (in mathematical terminology the space of probability distributions is compact in weak topology). If the noise is Gaussian, the implementation of the Universal statistic used in this search provides close-to-optimal values.
In order to bracket the range of upper limit strain values, depending on the orientation of the source, we consider the so called "worst-" and "best-" case polarization upper limits. The upper limits are given as a function of frequency and apply to 0.125 Hz signal-frequency intervals, i.e. there is a single upper limit number for every 0.125 Hz band. The "worst-case" upper limits are based on the maximum universal statistic value over the frequencies in any given band and all spindowns, sky positions and polarizations, further increased (by 7%) to account for losses due to signal-template mismatch. This maximization tends to select increased universal statistic values due to disturbances in the data, when present. For this reason the worst-case upper limit curve has larger outliers than the circular polarization ("best-case" one). The "best-case" upper limits are based on the maximum universal statistic value over the frequencies in any given the band and all spindowns and sky positions, while circular polarization is assumed.
The computation of universal statistic [20] also computes SNR as a byproduct, this is used as a detection statistic for identifying outliers.
V. SEARCH PIPELINE
We search a disk on the sky of radius 0.06 rad (3.43 • ) centered on right ascension 4.65 rad (266.42 • ) and declination −0.46 rad (−26.35 • ). This search area is chosen to cover both the globular cluster Terzan 5 and Sagittarius A * , galactic regions expected to contain many neutron stars. Terzan 5, in particular, has many known radio pulsars [21] [22] [23] . 0  8  6  1  12  6.5  2  16  7  3  24  8  4  36  9  5  48  11  6  72  13   TABLE I . Search pipeline Parameters of search pipeline. As explained in the text stage 6 also features an additional consistency check between the single-detector statistics.
Stage Coherence length (hours) Minimum SNR
The search pipeline iteratively uses the medium scale loosely coherent algorithm in a cascade of 6 different stages. The first stage employs an 8 hour coherence length. Outliers identified at this stage are followed-up with more sensitive searches that utilise increasingly longer coherence lengths, as detailed in Table I . For all stages the detection statistic combines coherently over the coherent length the data from both detectors. At the last stage, the detection statistic from each detector separately is also computed and the additional requirement is set on surviving candidates that the parameters be consistent across the multi-detector and single-detector statistics.
The pipeline is validated using extensive Monte Carlos that simulate signals in the real data and test the recovery efficiency of the whole pipeline. This approach is completely standard for this type of search, where the expected signals are weak and in many frequency bands it is impossible to model the noise reliably. This procedure also validates the correctness of the upper limit values given here.
A. Outlier ranking
The likelihood of a search outlier to have astrophysical origin is commonly described by the false alarm ratean estimate of probability that this outlier is produced by pure chance. The most obvious method of computing this rate is to repeat the search many times with different realizations of the noise and count how many similar outliers are produced. This is impractical for broad parameter searches which usually take weeks to months to complete.
A commonly used shortcut is to reuse the data from the original search but combine it differently, for instance with non-astrophysical offsets for coincidence parameters (such as time or frequency) -for a notable example see [24] . The idea is to simulate different noise realisations of the search results, by constructing "off-source" combinations of the actual search results. Unfortunately, producing an "off-source" noise realization by combining the single-detector outliers from the last stage of this pipeline is not viable because the preceding stages are based on multi-detector statistics. This means that the candidates at the last stage generally present correlations between detection statistic values from the different detectors at nearby frequencies. On the other hand, the off-source sample constructed with a non-physical combination of single-detector candidates, would not, and hence would not be a good representation of the noise of the actual search.
We take here a different approach and derive an approximate analytical expression, under the assumption that underlying noise is Gaussian. This is a strong assumption that is known not to hold in many frequency bands. Thus this expression should not be used as criterion for detection. Rather it is meant as a figure of merit to evaluate relative significance of outliers.
As the entire hierarchical 6-stage pipeline is difficult to model, we derive the false alarm rate for a hypothetical search that used the last stage of followup to analyze the entire parameter space. In the next paragraphs we describe the quantities that are necessary in order to estimate the false alarm rate Eq. 4. These quantities are: the total number of templates N that would have been used by the stage 6 search over the entire searched parameter space; the distribution of the detection statistic for the stage 6 search, P χ 2 ,k ; the "coincidence probability" associated with the multi-detector/single-detector consistency check, p coinc . We derive these below.
We (over)-estimate the total number of templates N necessary to perform such search to be 1.6 × 10 27 . We arrive at this number as follows: The total number of sky, polarization, spindown and frequency templates N is 9.3 × 10 21 . A dynamic programming algorithm allowed frequency to vary by up to one frequency step in any of 11 times equally spaced through the run. To account for this we increase N by a factor of 3 11 . This overcounts the number of independent templates. For example, two templates different by one jump in the middle of the run would be correlated.
Because we consider the last stage as a separate search the frequencies of outliers in individual interferometers are independent. The frequency coincidence criterion can be falsely triggered in pure noise with probability p coinc = 3.59 × 10 −5 .
The last stage of the analysis uses a 3-day coherence time. As the fluctuations due to amplitude modulations average out over this time the power sums can be modelled as a χ 2 variable with at most k = 80 degrees of freedom, with k expected to be smaller for frequency regions with highly contaminated (and deweighted) data. k = 80 because there are 40 3-day chunks in a 4-month run and each chunk contributes two degrees of freedom
We take the Gaussian false alarm figure of merit for a candidate at signal-to-noise ratio value SNR, at the end of the last follow-up stage, to be log 10 (GFA) = log 10 P χ 2 ,k k + √ 2k · SNR + + log 10 (N ) + log 10 (p coinc ) ,
where SNR is defined as the ratio of the deviation of the detection statistic from its expected value to the standard deviation.
We emphasize again that the formula 4 was derived under the assumption of stationary Gaussian noise that is independent between the H1 and L1 interferometers. Since this assumption is violated in many frequency bands, this figure is not meant as a criteria for detection. For example, large negative values for outliers 1 through 8 are an indication of a presence of a signal, but these signals is known to be instrumental in origin.
VI. RESULTS
The search produces a number of outliers, the strongest of which are traced to clear instrumental artifacts. A number of unclassified outliers with smaller signal-tonoise ratios passes the follow-up pipeline. While the pipeline has been demonstrated to recover injected signals successfully even in the most heavily contaminated regions [13] , the presence of noise does increase the false alarm rate. As the O1 data is highly contaminated with both stationary and non-stationary instrumental lines, classification of weak outliers is particularly difficult. This problem is made more challenging by the presence of instrumental artifacts coherent between both interferometers.
We further extend the coherent baseline of the search with ad-hoc semi-coherent follow-up searches like the ones used in [2, 3] , on 352 outliers. We use three stages with coherent baselines of 210 hrs (12 segments), 500 hrs (6 segments) and 1260 hrs (2 segments), respectively. We denote the stages by FU0, FU1 and FU2. Since FU1 is rather computationally intensive we do not follow-up any outlier that can be associated with a disturbance (see comment field in the tables of Appendix A. 21 outliers survive all thresholds from these follow-up searches. The outlier with id 68 appears to be the most significant. On it we perform a dedicated search using the FU1 search on 480 hrs of the newly released data from the O2 run [8] . The search could not recover the candidate with detection statistic values consistent with what would have been expected if outlier 68 had been a continuous wave described by Eq. 1. Appendix A details all the outliers and indicates at what stage of these follow-ups the candidate was rejected.
The simulations described in [13] have shown that an astrophysical source adhering to expected signal model will be recovered within 15 µHz of true frequency and within 1.5 × 10 −11 Hz/s of true spindown. The sky position mismatch depends on frequency and, for outliers with frequency f is no more than 6.5×10 −4 ·(1 kHz/f ) in ecliptic distance, defined as the distance between outlier location and true injection location after projection onto the ecliptic plane.
The universal statistic algorithm allows to set valid upper limits even in the most heavily contaminated bands. Figure 1 shows the best-case and worst-case 95% confidence upper limits on the signal strain in 0.125 Hz frequency intervals. At the highest frequency (1500 Hz) the worst-case upper limit on gravitational wave strain is 6.2×10 −25 , which translates in a source with an ellipticity of 2.5 × 10 −6 at 8.5 kpc. Because of maximization procedure the confidence level of the worst-case upper limits remains 95% or higher for any subset of parameters. For example, if one picks a sky location of the Terzan 5 globular cluster, spin-down of 5 × 10 −9 Hz/s and a frequency of 550 Hz the worst case upper limit is 2.89 × 10 −25 Hz , with a confidence level which is guaranteed to be at least 95%. The actual confidence level is likely to be larger than 95% for the specific point, because the quoted upper limit is the highest over all sampled spin-downs and the wider sky area. Figure 2 shows the astrophysical reach of the search, i.e. the maximum distance at which this search could have detected a signal of a given frequency and spin- down, under the assumption that all the lost rotational energy is emitted in gravitational waves. The search presented here is sensitive to an optimally oriented neutron star at the galactic center (circularly polarized signal) with ellipticity of 10 −6 and emitting gravitational waves at a frequency of 1200 Hz. In Terzan 5 a signal at 1200 Hz from an optimally oriented source having ellipticity of ≤ 7 × 10 −7 could have been detected. The search presented is the most sensitive to date, aimed at this interesting region of our galaxy. This is reflected in the sensitivity depth of the search which is defined as the ratio of the upper limit value and the noise floor at nearby frequencies D(f ) := S h (f ) h U L 0 [25] . Following [26] , we estimate the noise taking the harmonic mean across the different detectors and obtain the following values of the sensitivity depth across the entire frequency range searched: 
The radiometer search [27] targeting the galactic center is 4 times less sensitive than our most conservative upper limit (the worst case one), achieving, on the same data, a sensitivity depth smaller than 10. This search covers a larger spindown range than any previously published all-sky search, hence probing younger sources from our search area. Furthermore even our worst-case upper limits are more constraining than any all-sky search result to date, including the state of the art paper [28] that uses the more sensitive and longer duration data set from the O2 run.
VII. ACKNOWLEDGMENTS  TABLE II . Outliers below 900 Hz that passed the automated detection pipeline excluding regions heavily contaminated with violin modes. Outliers marked with "line" had strong narrowband disturbances identified near the outlier location. We have marked outliers not consistent with the target signals at one of the semi-coherent F-statistic follow-ups with "(FU0/1/2)", depending on the stage at which they did not pass the detection thresholds. Frequencies are converted to epoch GPS 1130529362 .  TABLE III . Outliers in frequency range 900-1200 Hz that passed the detection pipeline excluding regions heavily contaminated with violin modes. Outliers marked with "line" had strong narrowband disturbances identified near the outlier location. We have marked outliers not consistent with the target signals at one of the semi-coherent F-statistic follow-ups with "(FU0/1/2)", depending on the stage at which they did not pass the detection thresholds. Frequencies are converted to epoch GPS 1130529362.
TABLE IV. Outliers in frequency range 1200-1400 Hz that passed the detection pipeline excluding regions heavily contaminated with violin modes. Outliers marked with "line" had strong narrowband disturbances identified near the outlier location. We have marked outliers not consistent with the target signals at one of the semi-coherent F-statistic follow-ups with "(FU0/1/2)", depending on the stage at which they did not pass the detection thresholds. Frequencies are converted to epoch GPS 1130529362.
