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In the AGEMAP genomics study, researchers were interested in
detecting genes related to age in a variety of tissue types. After not
finding many age-related genes in some of the analyzed tissue types,
the study was criticized for having low power [18]. It is possible that
the low power is due to the presence of important unmeasured vari-
ables, and indeed we find that a latent factor model appears to ex-
plain substantial variability not captured by measured covariates. We
propose including the estimated latent factors in a multiple regres-
sion model. The key difficulty in doing so is assigning appropriate
degrees of freedom to the estimated factors to obtain unbiased er-
ror variance estimators and enable valid hypothesis testing. When
the number of responses is large relative to the sample size, treating
the estimated factors like observed covariates leads to a downward
bias in the variance estimates. Many ad-hoc solutions to this problem
have been proposed in the literature without the backup of a careful
theoretical analysis. Using recent results from random matrix theory,
we derive a simple, easy to use expression for degrees of freedom.
Our estimate gives a principled alternative to ad-hoc approaches in
common use. Extensive simulation results show excellent agreement
between the proposed estimator and its theoretical value. Applying
our methodology to the AGEMAP genomics study, we found an order
of magnitude increase in the number of significant genes. Although
we focus on the AGEMAP study, the methods developed in this pa-
per are widely applicable to other multivariate models, and thus are
of independent interest.
1. Introduction. In the AGEMAP genomics study of M ≈ 18, 000
genes measured in N = 39 subjects (mice), researchers are interested in
detecting which genes are related to age [32]. For each subject-gene pair
ij, with 1 ≤ i ≤ N and 1 ≤ j ≤ M , they measure yij , the log-activation
in subject i of gene j; taken together, these measurements form a response
matrix Y = [yij ] ∈ RN×M .
The researchers have two covariate matrices available. The row covariate
matrix, X = [xik] ∈ RN×p, encodes subject-specific attributes. This matrix
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2 PERRY AND PILLAI
has p = 3 columns, for an intercept, the sex, and the age of the subject:
xi1 = 1,
xi2 = Sex of subject i (Female = +1, Male = -1),
xi3 = Age of subject i (months).
The column covariate matrix, Z = [zjl] ∈ RM×q, encodes response-specific
attributes. This matrix has q = 2 columns, for an intercept and the tissue
type of the response:
zj1 = 1,
zj2 = Tissue of response j (Cerebellum = +1, Cerebrum = -1).
To model the associations between the covariates and the response, it is
natural to posit existence of row and column coefficient matrices A = [αil] ∈
RN×q and B = [βjk] ∈ RM×p which link the covariates to the response via
the relation
Y = XBT +AZT + E,
where E = [εij ] ∈ Rn×m is a matrix of mean-zero random errors. The
interpretation of βj3 is as follows: “holding sex and subject-specific effects
constant, increasing age by 1 unit (1 month) is associated with increasing
expected log activation of gene j by βj3 units.”
For the AGEMAP study, we would like to answer the question: “ is gene
j associated with age if βj3 is nonzero”. However, individual components
of β are not identifiable, so this is not a workable definition. Instead, we
will say that gene j is related to age if the age coefficient for that gene
differs from the average age coefficient for all genes of the same tissue type.
More precisely, we say that gene j is related to age if [BTs(j)]3 = 0, where
s(j) = (I − HZ)ej , with I the identity matrix, ej the jth standard basis
vector in RM and HZ = Z(ZTZ)−1ZT. Alternative definitions are possible
by using weighted versions of the hat matrix HZ .
Following Gabriel [14], we estimate the identifiable components of the
coefficient matrices via least squares. We choose estimates Aˆ and Bˆ to satisfy
(I −HX)Aˆ = (I −HX)Y Z(ZTZ)−1,
(I −HZ)Bˆ = (I −HZ)Y TX(XTX)−1.
That is, we find the identifiable components of Aˆ by regressing on the row
residuals from a column regression of Y on X; we find the identifiable com-
ponents of Bˆ by regressing on the column residuals from a row regression of
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Y on Z. Letting Yˆ = AˆZT + XBˆT, the unidentifiable components can be
chosen arbitrarily such that
Eˆ ≡ Y − Yˆ = (I −HX)Y (I −HZ);
one possibility is to take HZBˆ = HZY
TX(XTX)−1 and HXAˆ = 0. When
the estimates are chosen in this manner, it is easy to show the following. If X
is full rank and Y = AZT +XBT +E, where the rows of E are independent
mean-zero multivariate normal random vectors with covariance matrix Σ,
then for any s is any vector satisfying ZTs = 0, the quantities BˆTs and
sTEˆTEˆs are independent with
BˆTs ∼ N(BTs, sTΣs · (XTX)−1),(1.1)
sTEˆTEˆs ∼ sTΣs · χ2N−p.(1.2)
The main implication of Equations (1.1) and (1.2) is that, if t is any vector
and sTBt = 0, then the test statistic
T (s, t) ≡
√
N − p · sTBˆt
{sTEˆEˆTs · tT(XTX)−1t}1/2
is t-distributed with N − p degrees of freedom. This facilitates hypothesis
testing on the components of BTs.
1.1. The problem. With all this machinery in place, suppose that we
want to test whether a particular gene, Mm.71015 (Cerebellum) is related
to age. First, we fit Yˆ = AˆZT + XBˆT via least squares, and we calculate
the residuals Eˆ = Y − Yˆ . We set s = (I − HZ)ej , where j is the index
of Mm.71015 (Cerebellum). The estimate (standard error) of the age com-
ponent of BˆTs is 0.018 (0.014); the T statistic is 1.36, with 36 degrees of
freedom. Apparently, the gene is not significantly related to age.
Visually inspecting the elements of the residual component Eˆs reveals a
problem with the modeling assumptions (Figure 1). Specifically, our analysis
relies on the elements of the regression error component Es being indepen-
dent mean-zero normal random variables. As evidenced by the multi-modal
structure in the residuals, the distributional assumptions on the regression
errors seem implausible.
An analysis of all M genes further corroborates the evidence of latent
structure in the residual matrix Eˆ. If the model were correctly specified,
then there should be no apparent row-specific structure in the residual ma-
trix. However, as Figure 2 demonstrates, there are clear clusters in the first
two principal component scores computed from Eˆ. One cluster of subjects
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Fig 1. Residuals Reveal Latent Structure. Residuals from the regression of log
activation on sex and age in gene Mm.71015 (Cerebellum). Two clusters of subjects are
apparent.
exhibits low response values across many Cerebrum tissue genes, another
cluster exhibits low response values across many Cerebellum tissue genes,
and the remaining cluster has medial responses for most genes, regardless
of tissue type (Figure 3).
The principal components analysis of the residual matrix hints at the
existence of latent subject-specific covariates. It is likely that there is some
N × r matrix U of unobserved subject-specific covariates, and an M × r
matrix V of coefficients such that
Y = AZT +XBT + UV T + E.
To make the model identifiable, we require that UTX = 0 and V TZ =
0. Without the identifiability assumption, the least squares estimates of
(I − HX)A and (I − HZ)B will be biased by (I − HX)UV TZ(ZTZ)−1
and (I − HZ)V UTX(XTX)−1. In fact, since we never perform inference
on A, the identifiability assumption on V is inconsequential. The constraint
UTX = 0, amounts to a requirement that the latent subject-specific covari-
ates be uncorrelated with the columns of X. Even though the identifiability
assumption seems strong, making this assumption is less restrictive than as-
suming that r = 0 (that is, assuming that there are no latent factors which
are correlated with the response).
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Fig 2. Residual Matrix Reveals Latent Structure. First two principal component
scores computed from the residuals after regressing gene response on age and gender. Three
clusters of individuals are apparent.
Mm.71015B Mm.310B Mm.251066B Mm.335802B Mm.207121B
Mm.332406B Mm.26468B Mm.87663B Mm.205022B Mm.100117B
Mm.24842C Mm.262320C Mm.368409C Mm.36006C Mm.16773C
Mm.293314C Mm.189536C Mm.165979C Mm.182628C Mm.193274C
Fig 3. Mouse Clusters Exhibit Different Response Behaviors. Scatterplots of age
versus log gene activation for ten Cerebrum genes (B) and ten Cerebellum genes (C), with
subject colors determined from the clusters identified in Figure 2.
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With the estimates A and B the same as in the case with no latent
factors, the least squares estimates of U and V can be obtained from the
leading r terms of the singular value decomposition of the residual matrix
Eˆ. With estimated latent factors having scores Uˆ and loadings Vˆ , this gives
an adjusted residual matrix Eˆ1 = Eˆ − Uˆ Vˆ T. Forming the adjusted residual
matrix in this way is equivalent to treating Uˆ like observed row covariates.
In the more general latent factor model, to test whether gene j is related
to age after adjusting for observed and latent mouse-specific covariates, we
can base a test on the estimate BˆTs, which, even in the presence of latent
factors, is distributed according to (1.1). Unfortunately, such a test requires
an estimate of the variance component sTΣs, which is not readily available;
with latent factors, (1.2) no longer holds.
To estimate the variance component from the residual matrix Eˆ1, we need
to know how many “degrees of freedom” are associated with estimating and
adjusting for the latent factor term UV T. Intuitively, if U were known, so
that Uˆ was equal to U , then E[sTEˆT1 Eˆ1s] would be equal to (N−p−r)sTΣs;
adjusting for the factor UV T would take r degrees of freedom. In the general
case, when U is estimated from data, we define the degrees of freedom to be
the quantity df(s) satisfying the equation
(1.3) E[sTEˆT1 Eˆ1s] = {N − p− df(s)} · sTΣs.
If we knew df(s), then we could get an unbiased estimate of sTΣs, specifically
the quantity
(1.4) σˆ2(s) =
sTEˆT1 Eˆ1s
N − p− df(s) .
This would facilitate a test on the age component of BTs.
1.2. Previous work. Multivariate response data, like the AGEMAP study,
is prevalent in diverse applications ranging from agriculture to econometrics
to psychology [4, 10, 24, 25, 32]. In these applications, the response variate
can be conceived of as a matrix, Y = [yij ] ∈ Rn×m; the goal is to explain
the variability in the response, and to uncover the relationship between Y
and observed covariates.
Given row and column covariate matrices X = [xik] ∈ Rn×p and Z =
[zjk] ∈ Rm×q, one natural model linking the covariates to the response is
(1.5) Y = XBT +AZT + E,
where B = [βjk] ∈ Rm×p and A = [αik] ∈ Rn×q are unknown coefficient
matrices and E = [εij ] ∈ Rn×m is a matrix of random errors. The full
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coefficient matrices are not identifiable, as can be seen by the identity XBT+
AZT = X(B+ZC)T+(A−XCT)ZT. However, for any vector s orthogonal
to the column covariates (ZTs = 0) it is possible to identify BTs; similarly,
for any vector t orthogonal to the row covariates it is possible to identify
ATt.
As explained before, the model (1.5) is often inadequate for explaining
observed data. It is implausible that all sources of variability have been
observed. To this end, one popular approach is to posit existence of r latent
factors, such that
(1.6) Y = XBT +AZT + UV T + E,
where U = [uik] ∈ Rn×r is thought of as a matrix of row scores and V =
[vjk] ∈ Rm×r is a matrix of column loadings. Model (1.6), which combines
regression and factor analysis, is known as a bilinear model [14].
The bilinear model has appeared in various forms, and it has a long history
dating back to Fisher and Mackenzie [11], with notable early contributions
by Cochran [6] and Williams [30]. The model was relatively obscure until
Tukey, unaware of his predecessors, suggested combining regression and fac-
tor analysis in his essay, “The future of data analysis” [1962]. This inspired
Gollob [16] and Mandel [20, 21] to independently reinvent Williams’ version
of the latent factor model. At this point, the models and its variants saw
broader adoption. Freeman [12] surveys the early history, and Bartholomew,
Knott and Moustaki [2] give a more recent history.
The special case when X = 1n,1 and Z = 1m,1 continues to be popular in
agronomy, where it is known as the additive main effects with multiplicative
interaction (AMMI) model [8, 9]. Other recent work on related latent factor
models include papers by van Eeuwijk [28], Cornelius and Seyedsadr [7],
Gabriel [15], West [29], Hoff [17], Carvalho et al. [5], Leek and Storey [19],
Friguet, Kloareg and Causeur [13], and Sun, Zhang and Owen [26].
Usually, the parameters of a bilinear model are estimated via least squares.
After this estimation, to perform inference on the coefficients, we need an
estimate of the error variance. To this end, a persistent challenge is the
assignment of the appropriate “degrees of freedom” to estimates of the factor
term. The statistical literature remains divided on this issue:
• Gollob [16] proposed a parameter-counting scheme. The least squares
estimate of the first column of U , which is orthogonal to X, has n com-
ponents but satisfies p constraints. Similarly, the least squares estimate
of the first column of V has m components but satisfies q constraints.
The scale of either estimated column can be fixed without affecting
the overall fit. Thus, Gollub allocates (n − p) + (m − q) − 1 degrees
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of freedom to the first term of the estimated factor. Similarly, he allo-
cates (n− p− k) + (m− q− k)− 1 degrees of freedom to the (k− 1)th
estimated factor term.
• Mandel [21] noted that when there are no true factors (r = 0), if the
elements of E are independent normal random variables with common
variance, then the squared Frobenius norm (sum of squares) of the kth
estimated latent factor is distributed as λk, the k
th largest eigenvalue
of an (m − q) × (m − q) white Wishart matrix with n − p degrees of
freedom. Thus, Mandel proposes allocating E[λk] degrees of freedom
to the kth estimated factor term, which he computes via Monte Carlo
simulation.
• More recent approaches do not assume that the elements of E have
a common variance, and they use iterative schemes to estimate the
factors and the noise variances simultaneously. Essentially, these ap-
proaches treat the estimated factor scores Uˆ like observed covariates
X. They either treat the factor loadings as fixed effects, allocating m
degrees of freedom to the kth estimated factor [19, 26], or they treat
the factor loadings as random effects which may result in a smaller
estimate for the degrees of freedom [13].
In agronomy and psychometrics applications, with smaller sample sizes, Gol-
lob’s estimate is the more popular method [9]; Mandel’s assumption of no
true factors is seen as inappropriate. In genomics applications, the issues of
adjusting for degrees of freedom do not receive much attention, likely due
to an implicit assumption that with large sample sizes, the adjustment is
unimportant.
1.3. Our contribution. We first show that that the general latent factor
degree of freedom problem can be reduced to the covariate-free case (p =
q = 0).
Next, we bring recent developments in random matrix theory to bear on
the degrees of freedom problem. In particular, we derive an expression for
the expected value of the residual sum of squares. Using this, we then derive
conservative estimates for degrees of freedom that are valid when the prob-
lem dimensions are large. Even though these estimates rely on asymptotic
approximations, we observe them to be accurate for sizes as small as n = 10
and m = 50.
In the context of linear regression, after dividing by the correct degrees of
freedom, the test statistic has the usual t-distribution. We do not have such
a theoretical result in our context. However, we present simulation results
showing that our test statistic, after properly adjusting for the degrees of
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freedom, also has a corresponding t-distribution. This issue needs further
theoretical investigation.
Finally, when the data sets are large, our method agrees with most of the
other ad-hoc approaches presented in Section 1.2, thus bringing theoretical
justification to these methods as well. Our results from simulations and the
real data example from AGEMAP study also show that not adjusting for
the extra degrees of freedom may result in significant loss of power. In fact,
the original analysis of the AGEMAP dataset conducted by Zahn et al. [32]
was criticized for its low power [18]. Although our analysis in this paper was
motivated by the AGEMAP study [32], our methodology for testing from
this paper extends easily to other problems.
The rest of the paper is organized as follows. In Section 2 we reduce the
estimation problem to one in which there are no covariates. In Section 3,
we derive analytically an asymptotic expression for the degrees of freedom,
which we verify in Section 4. Next, in Section 5, we propose a conservative
degrees of freedom estimator. We discuss the implication of our estimator
in the AGEMAP problem Section 6, and we close with a short discussion in
Section 7.
2. Reduction to Covariate-Free Case. In this section, we show that
it is sufficient to consider the case when p = q = 0. Consider the model
Y = AZT +XBT + UV T + E,
where Y ∈ RN×M , X ∈ RN×p, Z ∈ RM×q, and UV T has rank r. Suppose
that identifiability constraints XTU = 0 and ZTV = 0 hold, and that X
and Z have full column ranks. Assume that the rows of E are independent
mean-zero multivariate normal random vectors with covariance Σ. Let s be
a test direction satisfying ZTs = 0, and define σ2(s) = sTΣs.
Take Aˆ, Bˆ, Uˆ , and Vˆ to be the least squares estimates of the parameters
with rˆ estimated latent factors and let Eˆ = Y − (AˆZT + XBˆT + Uˆ Vˆ T) be
the residual matrix. Define residual degrees of freedom
dfresid(s) = E(sTEˆTEˆs)/σ2(s).
Let X = Q1R be the polar decomposition of X; that is, Q1 ∈ RN×p is a
matrix with orthonormal columns, and R ∈ Rp×p is symmetric and positive
definite. Similarly, let Z = P1S be the polar decomposition of Z. Choose Q2
and P2 such that Q = [Q1 Q2] and P = [P1 P2] are orthogonal matrices.
Set Y22 = Q
T
2 Y P2, U2 = Q
T
2 U , V2 = P
T
2 V , and E22 = Q
T
2EP2, so that the
reduced model holds:
Y22 = U2V
T
2 + E22,
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where Y22 ∈ Rn×m and U2V T2 has rank r, with n = N − p and m = M − q.
Note that the rows of E22 are independent mean-zero multivariate normal
random vectors with covariance Σ22 = P
T
2 ΣP2. Define s2 = P
T
2 s to be the
test direction for the reduced model, which satisfies the relation sT2 Σ22s2 =
σ2(s).
Take Uˆ2 and Vˆ2 to be the least squares estimates from the reduced model
for Y22, with rˆ estimated latent factors, and let Eˆ22 = E22 − Uˆ2Vˆ T2 be the
residual matrix. Define reduced model residual degrees of freedom
df
(2)
resid(s2) = E(s
T
2 Eˆ
T
22Eˆ22s2)/σ
2(s).
Theorem 2.1. Under the above conditions, we have dfresid(s) = df
(2)
resid(s2).
Proof. Without loss of generality, redefine A and B to reparametrize
the model as
Y = AZT +XBT +XΓZT + UV T + E,
where XTA = 0 and ZTB = 0.
We perform a change of bases and put the model in block form:
(2.1)
[
QT1
QT2
]
Y
[
P1 P2
]
=
[
Y11 Y12
Y21 Y22
]
=
[
RΓST RBT2
A2S
T U2V
T
2
]
+
[
E11 E12
E21 E22
]
,
where A2 = Q
T
2A and B2 = P
T
2 B are the identifiable components of the
regression coefficients, U2 = Q
T
2 U and V2 = P
T
2 V are the identifiable factor
components, and Ykl = Q
T
k Y Pl and Ekl = Q
T
kEPl for k = 1, 2 and l = 1, 2.
From Equation (2.1) it is apparent that the least squares estimates of the
coefficients are Aˆ = Q2S
−1Y21, Bˆ = P2Y T12R−T, and Γˆ = R−1Y11S−T. The
regression residuals Eˆ0 = Y − AˆZT −XBˆT −XΓˆZT satisfy[
QT1
QT2
]
Eˆ0
[
P1 P2
]
=
[
0 0
0 U2V
T
2 + E22
]
.
Thus, the least squares estimate Uˆ Vˆ T obtained from the rank rˆ singular
value decomposition of Eˆ0 is equal to Q2Uˆ2Vˆ
T
2 P
T
2 , where Uˆ2Vˆ
T
2 is the rank
rˆ singular value decomposition of Y22 = U2V
T
2 + E22.
The final residual matrix Eˆ = Eˆ0−Uˆ Vˆ T is given as Eˆ = Q2Eˆ22PT2 , where
Eˆ22 = Y22 − Uˆ2Vˆ T2 .
Hence,
sTEˆTEˆs = sT2 Eˆ
T
22Eˆ22s2
and dfresid(s) = df
(2)
resid(s2); the proof is finished.
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3. Degrees of Freedom. In light of Theorem 2.1, without loss of gen-
erality we will assume that there are no row or column covariates (p = q = 0).
Our data generating model has r ≥ 0 true latent factors:
(3.1) Y =
√
nUDV T + E,
with U ∈ Rn×r, V ∈ Rm×r having orthonormal columns and a diagonal
matrix D ∈ Rr×r with [Dkk] = √µk for k = 1, . . . , r. We assume that
the row vectors of the matrix E are mean-zero multivariate normal with
covariance matrix Σ.
The estimates Uˆ and Vˆ can be obtained from the leading rˆ terms of the
singular value decomposition (SVD) of Y . We choose the scaling such that√
nUˆDˆVˆ T comprises the leading rˆ terms of the SVD of Y , where Uˆ ∈ Rn×rˆ
and Vˆ ∈ Rm×rˆ have orthonormal columns, and Dˆ ∈ Rrˆ×rˆ is diagonal with
[Dˆ]kk =
√
µˆk for k = 1, . . . , rˆ. After adjusting for the estimated latent
factors, the residual matrix is Eˆ = Y − √nUˆDˆVˆ T. The residual sum of
squares along the test direction s ∈ Rm is given by
RSS(s) ≡ sTEˆTEˆs.(3.2)
For s ∈ Rm, define the degrees of freedom
df(s) = E
(
n− RSS(s)
sTΣs
)
(3.3)
so that
E
(RSS(s)
sTΣs
)
= n− df(s).
Lemma 3.1. For the model in (3.1), the residual sum of squares along a
test direction s ∈ Rm is given by
RSS(s) = sETEs+ 2
√
n · sTV DUTEs+ n( r∑
k=1
µk · (vTk s)2 −
rˆ∑
k=1
µˆk · (vˆTk s)2
)
.
(3.4)
Proof. The proof is a straightforward computation and is deferred to
the Appendix.
3.1. The Noise Case. In this subsection we assume that there are no true
latent factors, i.e., r = 0, and so Y = E. The rows of E are independently
distributed according to N(0,Σ).
12 PERRY AND PILLAI
Theorem 3.2. Suppose Σ = σ2I for some σ > 0. If limn→∞ nm = c ∈
(0,∞), then
(3.5) df(s) = rˆ
(
1 +
√
n
m
)2
+ o(1).
Proof. For ease of exposition, we first assume σ = 1. Applying Lemma
3.1 with r = 0 yields
RSS(s) = sTETEs− n
rˆ∑
k=1
µˆk · (vˆTk s)2,
and thus
ERSS(s) = nsTs− n
r∑
k=1
E (µˆk · (vˆTk s)2).
The matrix ETE is an m-dimensional Wishart matrix with n degrees of
freedom and scale parameter Σ. The values µˆ1, . . . , µˆrˆ are the rˆ largest eigen-
values of (1/n)ETE. Yin, Bai and Krishnaiah [31] show under very general
conditions that, as limn→∞ nm = c ∈ (0,∞),
µˆk − (1 +
√
m/n)2
a.s.→ 0.
Using the results in [23], it can be shown that E(µˆk − (1 +
√
m/n)2)2
converges to 0. The distribution of Vˆ is invariant under multiplication by
any m × m orthogonal matrix, hence E[vˆTs]2 = (sTs)/m. Also, by a di-
rect calculation using the properties of Haar measure, it can be shown
that (E[vˆTs]4)1/2 = O((sTs)/m). By the above estimates and the Cauchy-
Schwartz inequality, it follows that
E (µˆk · (vˆTk s)2) = (1 +
√
m/n)2(sTs)/m+ o(1)(sTs)/m
and thus
nE (µˆk · (vˆTk s)2) = (1 +
√
n/m)2(sTs) + o(1)(sTs).
Therefore, if we set
dfk(s) = (1 +
√
n/m)2, 1 ≤ k ≤ rˆ,
and df(s) =
∑rˆ
k=1 dfk(s), it follows that
{n− df(s)} − E[RSS(s)
sTs
]→ 0
proving the claim for σ = 1. The proof for an arbitrary σ > 0 follows by an
identical argument with minor changes.
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3.2. The Signal Case. Here we assume that the data are generated ac-
cording to model (3.1) with r > 0 latent factors. Without loss of generality,
the matrix D ∈ Rr×r is diagonal with [Dkk] = √µk for k = 1, . . . , r and
µ1 > · · · > µr > 0. Let
√
nUˆDˆVˆ T be the rˆ-term estimated latent factors
obtained from the leading terms of the singular value decomposition of Y ,
with rˆ not necessarily equal to r. Let vk denote the k
th column of V .
For any test vector s ∈ Rm, write s = sV +sV ⊥ where sV , sV ⊥ respectively
denote the projections of s to the column spaces spanned by V, V ⊥. Also
recall the degrees of freedom df(s) given by (3.3). We need the following
lemma, whose proof is given in the Appendix.
Lemma 3.3. The estimate of the kth factor can be decomposed as
vˆk =
r∑
l=1
ρˆkl vl + (1− ρˆ2k)1/2 v˜k,
where ρˆ2k =
∑r
l=1 ρˆ
2
kl, V˜ = [v˜1 . . . v˜rˆ] is uniformly distributed on the orthog-
onal complement of V and ρˆkl is the estimated correlated coefficient.
For k ≤ r, define the quantity
(3.6) dfk(s) = n
(
1− m
nµk
− m
nµ2k
)(vTk s)2
sTs
+
(
1 +
1
µk
)2(
1− (v
T
k s)
2
sTs
)
.
Before stating our next result, we need the following assumption.
Assumption A1. Let µˆk be the estimated singular values. For 1 ≤ k ≤ r,
E|µˆk − µ¯k| = o(n−1/2)(3.7)
where µ¯k = (µk + 1)
(
m
nµk
+ 1
)
. Similarly,
E|ρˆkl − ρ¯k| = o(n−1/2)(3.8)
where ρ2kk =
1− m
nµ2k
1+
m
nµk
, and ρ¯kl = 0 when k 6= l.
Theorem 3.4. Let Assumption A1 hold. Suppose Σ = I, rˆ = r. If
n/m = c+ o(n−1/2) for some c ∈ (0,∞) and if µr > c−1/2, then
(3.9) df(s) =
r∑
k=1
dfk(s) + o
(
n1/2
r∑
k=1
(vTk s)
2
sTs
+ n−1/2
)
.
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Remark 3.5. Theorem 3.4 holds for Σ = σ2I for any σ > 0. For σ 6= 1,
we just need to replace µk with µk/σ
2 in Equation (3.6).
Proof. Since rˆ = r, from Lemma 3.1 we obtain
E{RSS(s)} = n · sTs+ n ·
r∑
k=1
[µk · (vTk s)2 − E{µˆk · (vˆTk s)2}].(3.10)
Thus
df(s) = n− E{RSS(s)}
sTs
= −(n/sTs) ·
r∑
k=1
[µk · (vTk s)2 − E{µˆk · (vˆTk s)2}].
(3.11)
We focus our attention on the kth summand of the last term. Write
µˆk = µ¯k + n
−1/2Zk,(3.12)
ρˆkl = ρ¯kl + n
−1/2Wkl,(3.13)
where
µ¯k = (µk + 1)
( m
nµk
+ 1
)
,(3.14)
ρ¯2kk =
1− m
nµ2k
1 + mnµk
,(3.15)
and ρ¯kl = 0 when k 6= l.
Theorem 5 of Onatski [22] gives that, if µk > c
−1/2, then Zk converges
in distribution to a mean-zero normal random variable. Furthermore, since
µk 6= µl, Theorem 1 of Onatski [22] also yields that the vector (Wkl, l =
1, . . . , r) is asymptotically mean-zero multivariate normal with uncorrelated
elements. Though not stated explicitly, Onatski’s proof shows that Zk and
Wkl are asymptotically uncorrelated for l = 1, . . . , r.
Next, by Lemma 3.3, we have E(v˜Ts) = 0 and
E(v˜Tk s)2 = E(v˜Tk sV ⊥)2 =
1
m− rs
T
V ⊥sV ⊥ .
By Lemma 3.3 and Equations (3.12) – (3.15) and Assumption A1, we obtain
E{µˆk · (vˆTk s)2} =
r∑
l=1
{µ¯k · ρ¯2kl + o(n−1/2)} · (vTl s)2
+ {µ¯k · (1− ρ¯2kk) + o(n−1/2)} ·
1
m− rs
T
V ⊥sV ⊥ .(3.16)
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Therefore,
−n
(
E(µk · (vTk s)2)− E(µˆk · (vˆTk s)2)
)
= −n(µk − µ¯kρ¯2kk)(vTk s)2 + o(n1/2 · sTV sV )
+ µ¯k(1− ρ¯2kk)
n
m
sTV ⊥sV ⊥ + o(n
−1/2sTV ⊥sV ⊥)
= sTs · dfk(s) + o(n1/2sTV sV + n−1/2sTV ⊥sV ⊥).
The result now follows by summing over k.
Remark 3.6. We use Assumption A1 only for making the exposition
simple. It can be shown to hold under a broad class of conditions by the
arguments of Theorem 5 of Onatski [22]. Even if Assumption A1 does not
hold, Theorem 3.4 holds with a slightly larger error term. Since we use a
different estimator instead of the one defined in Equation 3.6 (see Section
5) in our data analysis, we do not pursue this issue further.
Corollary 3.7. Under the hypothesis of Theorem 3.4, if we instead
suppose rˆ 6= r, then
(3.17) df(s) =
r∑
k=1
dfk(s) + err(s) + o
(
n1/2
r∑
k=1
(vTk s)
2
sTs
+ n−1/2
)
,
where
err(s) =
−n ·
∑r
k=rˆ+1 µk · (v
T
k s)
2
sTs
if rˆ < r,
(rˆ − r)
(
1 +
√
n
m
)2
if rˆ > r.
Proof. Suppose rˆ < r. Then by Equation (3.11) in the proof of Theorem
3.4 we obtain
(sTs) · df(s) = −n ·
rˆ∑
k=1
{µk · (vTk s)2 − E(µˆk · (vˆTk s)2)} − n ·
r∑
k=rˆ+1
{µk · (vTk s)2}.
(3.18)
From (3.18) and Theorem 3.4, the claim follows for rˆ < r.
Suppose to the contrary that rˆ > r. A computation similar to the above
yields
(sTs) · err(s) = n ·
rˆ∑
k=r+1
E{µˆk · (vˆTk s)2}.(3.19)
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Theorem 1 of Onatski [22] gives that
µˆk =
(
1 +
√
m
n
)2
+ op(1)
and E{(vˆTk s)2} = sTs/m. Summing over k yields the claim and the proof is
finished.
Remark 3.8. The requirement that µk > c
−1/2 in Theorem 3.4 and
Corollary 3.7 is not artificial; there indeed is a phase transition in the asymp-
totic behavior of the eigenvalues at µk = c
−1/2 (see [1, 22]). Consequently,
Theorem 3.4 and Corollary 3.7 do not apply if some µk is below the phase
transition (µk ≤ c−1/2). Following an argument similar to the proof of the
rˆ > r case of Corollary 3.7, we conjecture that when µk ≤ c−1/2, the degree
of freedom term dfk(s) should be defined as
dfk(s) =
(
1 +
√
n
m
)2 − nµk (vTs)2
sTs
.
4. Simulation Study. We perform a number of confirmatory simula-
tions to verify the theory in Section 3. In these simulations, we vary the
number of rows, n, over the set {5, 10, 50, 100} and we vary the number of
columns, m, over the set {5, 10, 50, 100, 500, 1000, 5000, 10000}. We take the
test direction s to be the first standard basis vector s = (1, 0, . . . , 0) in Rm.
For a given set of simulation parameters, we perform 10, 000 replicates of
the following procedure:
1. Generate data from the model with r latent factors, Y =
√
nUDV T +
E, where the elements of E are independent mean-zero normal variates
with variance σ2 = 1. Matrices U and V have orthonormal columns,
while D is diagonal with (D)2kk = µk for k = 1, . . . , r. In each set of
simulations, we fix D and V , and we generate a uniform random U for
each simulation replicate.
2. Fit the bilinear model with rˆ latent factors via least squares, Yˆ =√
nUˆDˆVˆ T. Compute the residual matrix Eˆ = Y − Yˆ .
3. Calculate the residual sum of squares along the test direction, RSS(s) =
sTEˆTEˆs, and the observed degrees of freedom along this direction,
df(s) = n− RSS(s)/σ2.
We estimate E{df(s)} as the average value of df(s) over all replicates of
the simulation; we also compute the standard error of the estimate via the
central limit theorem. Finally, we compare the theoretical degrees of freedom
estimate to the simulation-based estimate.
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Fig 4. Theoretical degrees of freedom for the null case (solid red line) agree with the
empirical estimates (blue points and circles). Circle radius shows one standard error of
the estimates along the y-axis.
4.1. Noise Case. In the noise case, we simulate with no true latent fac-
tors (r = 0), and we fit with one estimated latent factor using rˆ = 1. The
theoretical degrees of freedom are computed from Theorem 3.2. As can be
seen in Figure 4, the theory fits well with the simulations when the prob-
lem dimensions are large, say for n ≥ 2500 (smaller problem dimensions are
excluded from the figure).
4.2. Signal Case. For the signal case, the degrees of freedom depend on
the signal strength and true factors. We simulate r = 1 true latent factor
with signal strength µ varying over the set {1.0, 1.5, 3.0, 21.0}. We consider
four choices of the factor loading vector v:
Ones. v = (1/
√
m, . . . , 1/
√
m);
Basis. v = (1, 0, . . . , 0);
Perp. Ones. v = (0, 1/
√
m− 1, . . . , 1/√m− 1);
Perp. Basis. v = (0, 1, 0, . . . , 0).
In all cases, v is a unit vector. In the “Perp.” cases, v is orthogonal to the
test direction s.
The asymptotic degrees of freedom in each of the four cases are as follows:
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Ones.
df(s) =
{
1 + n/m+ σ2/µ if µ > σ2
√
m/n,
(1 +
√
n/m)2 − (µ/σ2) ·√n/m otherwise.
Basis.
df(s)
n
=
{
1−mσ2/(nµ)−mσ4/(nµ2) if µ > σ2√m/n,
−(µ/σ2) otherwise.
Perp. Ones, Perp. Basis.
df(s) =
{
1 + (σ2/µ)2 if µ > σ2
√
m/n,
(1 +
√
n/m)2 otherwise.
In the “Basis” case, we study df(s)/n instead of df(s) so that the asymptotic
limit depends on n only through the ratio n/m. Figure 5 demonstrates that
the asymptotic expressions agree with the theory, even for relatively small
sample sizes.
4.3. Agreement with Chi-Squared Distribution. For each of the simu-
lation settings considered, we compare the distribution of the degrees-of-
freedom adjusted residual sum of squares with the corresponding χ2 distri-
bution. For example, in the noise simulation with m = 1000 and n = 10, we
ran 10000 replicates of the simulation. For each simulation, we computed
a residual sum of squares value. We then compared the empirical quantiles
of the 10000 values with the quantiles of a χ2 distribution with degrees of
freedom predicted by Theorem 3.2. Figure 6 shoes a quantile-quantile plot
of the results. We can see good agreement between the empirical and the
theoretical distribution. Note that, when the residual sum of squares have
the posited chi-squared distribution, our test statistic has a t distribution.
We each value of m and n, we computed a Kolmogorov-Smirnoff statistic
for testing the hypothesis that the residual sum of squares follows a χ2
distribution with degrees of freedom predicted by Theorem 3.2. The p-values
from the test are large whenever n is above 50 and m is above 500. Table 1
shows the results.
We computed analogous Kolmogorov-Smirnoff goodness of fit p-values for
the signal simulations. Specifically, for each value of m, n, µ, and for each
choice of the signal direction, we compared the distribution of the residual
sum of squares from the 10000 replicates with the χ2 distribution having
degrees of freedom predicted by Theorem 3.4. Appendix A (??) contains
the result tables analogous to Table 1. As with the noise case, in most signal
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Fig 5. Theoretical (solid lines) and empirical estimates (points and circles) for the sig-
nal case agree (lighter hues correspond to weaker signal strengths). When the true signal
vector is equal to the test direction (“Signal: Basis”), the empirical results fit well with
the theory for large sample sizes; agreement is better when the signal strength is above the
phase transition. When the true signal vector is orthogonal to the test direction (“Signal:
Perp. Ones” and “Signal: Perp. Basis”), degrees of freedom do not depend on m/n when
signal strength is above the phase transition.
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Fig 6. There is good agreement between the chi squared distribution with the degrees of
freedom predicted by Theorem 3.2.
Table 1
Kolmogorov-Smirnoff p-value for χ2 goodness of fit (Noise)
Columns (m)
Rows (n) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.00 0.53 0.39
10 0.00 0.00 0.00 0.00 0.07 0.09 0.24 0.49
50 0.00 0.00 0.00 0.01 0.89 0.78 0.30 0.28
100 0.00 0.00 0.01 0.15 0.84 0.57 0.49 0.63
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settings, regardless of the signal strength, we see large p-values whenever
n is above 50 and m is above 500. However, when the test direction is
parallel to the signal direction (the “Signal: Basis” case) the p-value from
the Kolmogorov-Smirnoff test is always below 0.01. This suggests that the
χ2 distribution is a poor fit when the test direction is parallel or highly
correlated with the signal direction. In other situations with moderate n
and m, our simulations show good agreement with the χ2 distribution.
5. Estimating Degrees of Freedom in Applications: A Conser-
vative Estimator. The main result of Section 3 is that the asymptotic
degrees of freedom associated with the kth latent factor is given by
(5.1)
dfk(s) =
n
(
1− mσ2nµk − mσ
4
nµ2k
)
(vTk s)
2
sTs
+
(
1 + σ
2
µk
)2(
1− (vTk s)2
sTs
)
if µk > σ
2
√
m/n,
(1 +
√
n/m)2 − nµk
σ2
(vTk s)
2
sTs
otherwise.
This result, while theoretically interesting, is not directly applicable to data
analysis. For practical purposes, we need an estimate of df(s) which does
not depend on unknown quantities.
A plug-in estimator (replacing population quantities µk, σ
2, and vTk s with
the corresponding sample-based quantities) is likely to under-estimate dfk(s)
since, almost surely, µˆk > µk and (vˆ
T
k vk)
2 < 1. Under-estimating dfk(s) leads
to smaller estimates of σ2(s), which in turn leads to higher t-statistics and
more false discoveries.
We propose a conservative estimator for df(s). First, from (5.1), we have
the upper bound
dfk(s) ≤ n
(
1− mσ
2
nµk
− mσ
4
nµ2k
)(vTk s)2
sTs
+ (1 +
√
n/m)2.
Next, we note that
(vˆTk s)
2 ≥ ρ¯2kk(vTk s)2 +OP (n−1/2) ≥
(
1− mσ
4
nµ2k
)
(vTk s)
2 +OP (n
−1/2).
Therefore, the estimator
(5.2) d̂fk(s) = n
(vˆTk s)
2
sTs
+ (1 +
√
n/m)2
is asymptotically greater than dfk(s).
Even though the estimator is conservative, the difference d̂fk(s)− dfk(s)
is small in regimes of practical interest, when µk is well above the phase
transition, i.e., µk  σ2
√
m/n).
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6. Degrees of Freedom correction to the AGEMAP study. The
analysis of the AGEMAP dataset conducted by Zahn et al. [32] was criticized
for its low power in light of the fact that it did not find statistically significant
evidence of many age-related genes in the cortical tissues, despite “extensive
other evidence on the susceptibility to aging” of those tissues [18]. Indeed,
without any adjustment for latent factors, we find only 19 out of 17864 genes
to be significantly age-related at level 0.001, roughly the same number to
be expected by chance under the null hypothesis of no age-related genes. In
this section, we perform an analysis that adjusts for latent factors, and we
show that this leads to many more significant findings.
We fit the bilinear model to the AGEMAP dataset described in Section 1.
For each gene, our goal is to assess the relationship between log activation
and age after adjusting for observed and latent subject-specific covariates.
For gene j, we take test direction sj = (I−HZ)ej , where ej ∈ Rm denotes the
jth basis vector. Using a bilinear model to adjust for observed and latent
subject-specific covariates, we perform a test on [BTsj ]3, the identifiable
component of the age coefficient for gene j.
We first regress gene response on the observed covariates (subject age and
sex; gene tissue type). An investigation of the residuals from this bilinear
multiple regression fit reveals that two latent factors explain 51.3% of the
residual variance (Table 2). After adding these two estimated latent factors
to the regression model, there is no obvious low-dimensional structure in the
residuals.
Table 2
First Two Factors Explains Most of Residual Variance. Residual variance
explained by each principal component. A large proportion of the total variance is
explained by the first two components.
Resid.
Factor Var. % Var. %
1 37.1 62.9
2 14.2 48.7
3 5.8 42.9
4 4.3 38.7
5 3.7 34.9
6 3.4 31.5
7 2.8 28.6
8 2.2 26.5
9 2.0 24.4
10 1.9 22.5
11 1.8 20.7
12 1.5 19.2
Resid.
Factor Var. % Var. %
13 1.4 17.8
14 1.2 16.6
15 1.2 15.5
16 1.1 14.3
17 1.0 13.3
18 1.0 12.3
19 0.9 11.4
20 0.9 10.5
21 0.8 9.6
22 0.8 8.8
23 0.8 8.0
24 0.8 7.3
Resid.
Factor Var. % Var. %
25 0.7 6.5
26 0.7 5.8
27 0.7 5.1
28 0.7 4.5
29 0.6 3.8
30 0.6 3.2
31 0.6 2.6
32 0.6 2.1
33 0.6 1.5
34 0.5 1.0
35 0.5 0.5
36 0.5 0.0
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Fig 7. Degrees of Freedom Method Comparison. Gene-specific degrees of freedom
estimates for the first two estimated factors. Gollob’s method and Mandel’s method assign
the same degrees of freedom to each gene. Our proposed method assigns more degrees of
freedom to genes with high factor loadings.
We obtain conservative degree of freedom estimate d̂fk(sj) for the rˆ = 2
estimated latent factors using the estimator (5.2). Figure 7 shows these
estimates; we can see that Gollob’s method and Mandel’s method are both
more liberal than our proposed method. Our method assigns between 1.1
and 1.6 degrees of freedom for each latent factor, depending on the gene.
The genes with higher assigned degrees of freedom are the ones with higher
loadings for the estimating latent factors.
With the degrees of freedom estimates, we derive a gene-specific error
variance estimate
σˆ2(sj) = RSS(sj)/{n− d̂f(sj)},
with d̂f(sj) =
∑rˆ
k=1 d̂fk(sj) and n = N − p. This, in turn, can be used to
compute a test statistic for [BTsj ]3.
After adjusting for latent factors, there are 514 age coefficients out of
17,864 which are significant at level 0.001. Without the latent factor adjust-
ment, we would find only 19 genes to be significant at that level. Figure 8
shows the test statistics from the model with no estimated factors (rˆ = 0)
and the model with (rˆ = 2). For most genes (85%), adjusting for latent
factors results in a larger test statistic. According to our conservative esti-
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Fig 8. Latent Factor Model Leads to Different Conclusions. Gene-specific re-
gression coefficient t statistics for Age under the ordinary regression model and the latent
factor model with rˆ = 2 estimated factors. There are 496 coefficients which are significant
at level 0.001 in the latent factor model but not in the ordinary regression model; there
is 1 coefficient significant at this level in the ordinary regression model but not the latent
factor model.
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Correction FDR (%) Level/FPR (%) Power/TPR (%)
Proposed Method 4.25 0.10 74.27
Gollob 4.27 0.10 74.32
Mandel 4.25 0.10 74.28
Naive 4.27 0.10 74.32
None 16.25 0.03 5.55
Table 3
Estimated False Discovery Rate (FDR), False Positive Rate (FPR), and True Positive
Rate (TPR) from AGEMAP bootstrap simulation. The FDR for the “None” method had
a standard error of 0.2%; all other standard errors were below 0.06%.
mate, adjusting for 2 latent factors uses between 2.184 and 2.987 degrees
of freedom, depending on the gene. Contrast this with Gollob’s parameter
counting scheme, which would assign 2.004 degrees of freedom, and Mandel’s
scheme, which would assign 2.184 degrees of freedom to all genes.
6.1. Estimating the False Discovery Rate. To estimate the false discovery
rate, we performed a parametric bootstrap simulation:
1. First, we fit a bilinear regression model to the AGEMAP data using
K = 2 latent factors.
2. For the 17350 genes whose estimated age coefficients were not signifi-
cant at level 0.001, we set the estimates to 0; this left 514 nonzero age
coefficients.
3. We simulated 1000 bootstrap datasets using the estimated coefficients
and latent factors, with a diagonal covariance matrix for gene-specific
regression errors with variances estimated from the data.
4. For each bootstrap dataset, we re-fit the model. We computed the
number of declared significant genes at nominal level 0.001, using all
four degree of freedom correction methods. We also fit a model without
estimating any latent factors.
5. We average the false discovery rate (FDR), level/false positive rate
(FDR), and power/true positive rate (TPR).
Table 6.1 summarizes the results.
We can see that not adjusting for the latent factors results in a lower
power and a higher false discovery rate. All of the other methods give similar
results.
7. Discussion. Motivated by the AGEMAP study, we have shown how
to adjust for latent sources of variability in multivariate regression problems
by proposing a simple degrees of freedom assignment for estimated latent
factors. Our methodology gives a principled alternative to ad-hoc approaches
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in common use. We have thus bridged the gap between theory and practice in
this context by proposing a conservative estimate for the degrees of freedom.
Although our estimator is conservative, it is close to the exact theoretical
value in regimes of common interest, with many responses and strong latent
signals. Moreover, it is quite simple to apply, and thus ideal for routine use.
In order to gain theoretical insights, we have made two main simplifying
assumptions. First, we have assumed that the regression errors are normally-
distributed. Second, we have assumed that the noise covariance is a multiple
of the identity. In light of many universality results in random matrix theory
[23, 3], the first assumption (normality) can likely be weakened. The second
assumption is harder to tackle analytically, but we believe our results hold
as long as the eigenvalues of the error covariance matrix are small relative
to the latent signal strength. A rigorous analysis of the extent to which this
assumption can be weakened is an area for further research.
APPENDIX
Proof of Lemma 3.1. By construction,
EˆTEˆ = (Y − Yˆ )T(Y − Yˆ ).
Since the factors were estimated from the singular value decomposition of Y ,
they are orthogonal to the residual matrix. That is, EˆTUˆ = 0 and EˆVˆ T = 0
and hence EˆTYˆ = 0. Thus,
EˆTEˆ = Y Y T − 2Y TYˆ + Yˆ TYˆ
= Y Y T − 2(Yˆ + Eˆ)TYˆ + Yˆ TYˆ
= Y Y T − Yˆ TYˆ
= Y Y T − nVˆ Dˆ2Vˆ T
and
RSS(s) ≡ sTY Y Ts− n sTVˆ Dˆ2Vˆ Ts.(A.1)
Now the result follows from expanding the terms, and using the identity
sTV D2V s =
r∑
k=1
µk · (vTk s)2
along with an analogous expansion for sTVˆ Dˆ2Vˆ Ts.
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Proof of Lemma 3.3. Suppose that Y =
√
nUDV T + E, where the
rows of E are independent mean-zero multivariate normal random vectors
with covariance matrix Σ = σ2I. Let Y =
√
n UˆDˆVˆ T be a (scaled) singular
value decomposition of Y . Set V1 = V and choose V2 such that V = [V1 V2]
is an orthogonal matrix. The matrix Vˆ can be decomposed as Vˆ = V1Vˆ1 +
V2Vˆ2, where Vˆl = VTl Vˆ for l = 1, 2. The claim will follow if we show that
the distribution of Vˆ2 is invariant under multiplication on the left by any
orthogonal matrix, i.e., if OVˆ2
d
= Vˆ2 for every orthogonal O.
Set El = EVTl for l = 1, 2. Note that E2OT
d
= E2. Write Y = (
√
nUD +
E1)VT1 + E2VT2 . Set Y ′ = (
√
nUD + E1)VT1 + E2OTVT2 and let Y ′ =√
n Uˆ ′Dˆ′Vˆ ′T be the singular value decomposition of Y ′. Since Y ′ d= Y , it
must follow that VT2 Vˆ ′ d= Vˆ2. In fact, Vˆ ′ = V1Vˆ1 + V2OVˆ2 by construction
since Y ′(V1Vˆ1 + V2OVˆ2) = Y Vˆ . Therefore, VT2 Vˆ = OVˆ2 and thus OVˆ2 d= Vˆ2,
finishing the proof.
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Table 1
Kolmogorov-Smirnoff p-value for χ2 goodness of fit (Signal: Ones)
µ = 1.0
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.05 0.70 0.11
10 0.00 0.00 0.00 0.00 0.02 0.57 0.24 0.17
50 0.00 0.00 0.04 0.22 0.17 0.52 0.63 0.60
100 0.00 0.00 0.08 0.65 0.66 0.73 0.83 0.51
µ = 1.5
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.05 0.76 0.11
10 0.00 0.09 0.00 0.00 0.02 0.47 0.22 0.19
50 0.00 0.09 0.33 0.68 0.21 0.50 0.68 0.59
100 0.00 0.00 0.08 0.59 0.53 0.72 0.67 0.48
µ = 3.0
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.12 0.85 0.09
10 0.02 0.18 0.44 0.01 0.02 0.69 0.13 0.21
50 0.30 0.12 0.41 0.90 0.41 0.43 0.61 0.59
100 0.41 0.03 0.46 0.56 0.80 0.63 0.80 0.39
µ = 21.0
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.54 0.79 0.50 0.57 0.91 0.04
10 0.00 0.01 0.70 0.13 0.62 0.62 0.46 0.35
50 0.00 0.00 0.60 0.92 0.53 0.39 0.92 0.49
100 0.00 0.01 0.51 0.57 0.98 0.45 0.73 0.94
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Table 2
Kolmogorov-Smirnoff p-value for χ2 goodness of fit (Signal: Basis)
µ = 1.0
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
µ = 1.5
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
µ = 3.0
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
µ = 21.0
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table 3
Kolmogorov-Smirnoff p-value for χ2 goodness of fit (Signal: Perp. Ones)
µ = 1.0
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.02 0.74 0.13
10 0.00 0.00 0.00 0.00 0.02 0.76 0.20 0.25
50 0.04 0.09 0.00 0.00 0.19 0.39 0.58 0.75
100 0.60 0.57 0.49 0.00 0.67 0.85 0.89 0.57
µ = 1.5
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.03 0.79 0.13
10 0.00 0.00 0.00 0.00 0.01 0.60 0.22 0.26
50 0.13 0.21 0.47 0.00 0.16 0.36 0.56 0.74
100 0.54 0.71 0.25 0.20 0.44 0.89 0.86 0.54
µ = 3.0
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.04 0.91 0.10
10 0.00 0.00 0.00 0.00 0.01 0.67 0.22 0.30
50 0.58 0.62 0.83 0.64 0.05 0.27 0.66 0.60
100 0.36 0.68 0.86 0.34 0.90 0.93 0.85 0.61
µ = 21.0
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.04 0.02 0.59 0.80 0.13 0.52 0.96 0.08
10 0.16 0.68 0.72 0.26 0.58 0.65 0.24 0.31
50 0.34 0.93 0.72 0.71 0.55 0.38 0.88 0.51
100 0.33 0.75 0.67 0.54 0.99 0.54 0.62 0.92
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Table 4
Kolmogorov-Smirnoff p-value for χ2 goodness of fit (Signal: Perp. Basis)
µ = 1.0
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.04 0.79 0.12
10 0.00 0.00 0.00 0.00 0.02 0.72 0.22 0.26
50 0.00 0.02 0.00 0.01 0.23 0.31 0.69 0.59
100 0.70 0.20 0.99 0.00 0.53 0.86 0.87 0.63
µ = 1.5
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.04 0.84 0.12
10 0.00 0.00 0.00 0.00 0.01 0.62 0.22 0.28
50 0.06 0.13 0.17 0.00 0.22 0.43 0.66 0.58
100 0.43 0.57 0.74 0.13 0.43 0.90 0.88 0.63
µ = 3.0
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.00 0.00 0.00 0.00 0.00 0.06 0.86 0.11
10 0.00 0.00 0.00 0.00 0.00 0.39 0.21 0.30
50 0.17 0.65 0.78 0.25 0.09 0.29 0.79 0.56
100 0.66 0.64 0.90 0.57 0.99 0.99 0.84 0.71
µ = 21.0
Columns (n)
Rows (m) 5 10 50 100 500 1000 5000 10000
5 0.03 0.01 0.73 0.81 0.26 0.47 0.94 0.12
10 0.27 0.61 0.78 0.43 0.93 0.70 0.17 0.35
50 0.67 0.90 0.81 0.66 0.66 0.35 0.76 0.46
100 0.39 0.75 0.72 0.49 1.00 0.44 0.78 0.68
