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Abstract
The ability to trap and control single particles in free solution has led to major advances
in science and engineering. Common methods for particle trapping and manipulation often
rely on optical, magnetic, acoustic, or electric forces. However, the vast majority of these
methods critically depend on the target particle possessing specific physical properties such
as index of refraction or surface charge. In this research, we have designed and built a Stokes
trap, which allows for the manipulation and control of an arbitrary number of arbitrary type
particles using only fluid flow. In this way, we have effectively constructed a ‘smart microflu-
idic device’ by coupling feedback control with microfluidics, thereby enabling new routes for
the fluidic-directed assembly of particles. This work is comprised of three distinct but inter-
related efforts towards the precision trapping and manipulation of multiple particles using
fluid flow. In the first project, the control algorithm for a microfluidic process is extensively
studied for confining a single particle in solution. Here, we study the response of trapped
particles actuated using a combination of proportional, integral, and derivative controllers
(PID control), which extends beyond our prior work where we utilized a simple proportional
controller for 2-D manipulation of particles in free solution. We investigate the effect of
controller gains, flow rate, and feedback response times on the robustness of trapping, using
a combination of simulation and experimental studies. In the second project, we present the
development and application of the Stokes Trap, which is a multiplexed microfluidic method
for arbitrary manipulation of an arbitrary number of particles in solution. We demonstrate
simultaneous manipulation of two particles in a simple microfluidic device, and also achieve
fluidic directed assembly of multiple particles in solution. In the third project, the Stokes
trap is used to implement and experimentally demonstrate trajectory control using fluidic
ii
trapping, wherein particles are controlled by a path-following framework that improves the
precision and the speed of manipulation of particles along arbitrary paths. An extended
Kalman filter is also implemented, which effectively reduces the offset due to unmodeled
phenomena during particle trapping. Finally, these techniques are leveraged to demonstrate
the direct determination of solvent-mediated hydrodynamic interactions (HI) between two
freely suspended colloidal particles in flow. From a broad perspective, this work provides a
robust framework for studying fundamental interactions between particles or for guiding the
directed assembly of materials.
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In recent years, techniques for confining and manipulating particles have ushered in
a revolution in the natural and applied sciences. Nearly all techniques rely on a set of
fundamental forces to confine particles and molecules over long timescales, including those
that rely on optical fields [1–4], magnetic fields [5,6], electrical fields [7–11], acoustical fields
[12, 13] and fluid flow fields [14–18]. To this end, these techniques have been used with
remarkable success in diverse fields ranging from biology to nanotechnology, such as for
cellular chromosome manipulation [19], observing shape fluctuations of single DNA molecules
in free solution [20], and cooling of atoms to low temperatures [1].
The underlying mechanism of trapping provides a natural basis for classifying these
techniques into passive (non-feedback control based) and active (feedback control based)
trapping methods. Passive traps confine particles in stable potential wells. Any incoming
disturbance that displaces the particle leads to a restoring force which returns the particle
back to the equilibrium point. The shape of the potential can also be tuned to control
the magnitude of the restoring force. As a consequence, feedback control is not required
to confine particles over long time periods. Examples of passive traps include optical traps
and magnetic traps. On the other hand, active traps require feedback control to stabilize
a particle at the desired location. The feedback control is necessary either to cancel the
thermal motion of a particle suspended in a solvent, as in the electrokinetic traps or the
Stokes trap, or it can be used to stabilize a particle at a non-stable equilibrium point, as
in the automated hydrodynamic trap. For example, Fig. 1.1 shows a particle in a saddle
point potential that is to be confined at a target position. The saddle point is a potential
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Figure 1.1: The feedback driven motion of a saddle point potential up and down along the
unstable axis stabilizes a particle at the desired location. (a) A particle is to be stabilized
at a desired location by moving the saddle point along the unstable axis. (b) The envelope
of the potential at several different positions of the unstable equilibrium point creates an
effective potential well centered on the target location. (c) The particle is trapped in the
resulting potential well.
The particle is thus stable along the direction along which the potential is a minima (the
stable axis) and unstable along the direction where the potential is a maxima (the unstable
axis). In this case, the feedback control moves the saddle point along the unstable axis, as
shown in Fig. 1.1a. The motion of the saddle point potential results in an effective potential
well as shown in Fig. 1.1b, and the particle is finally confined in the resulting potential well
(Fig. 1.1c). Active methods thus are fundamentally limited in their response since calculating
and applying the feedback control for a given position of a particle is not instantaneous, and
is associated with a finite delay. On the other hand, the application of feedback control
makes it possible to study new phenomenon which were hitherto inaccessible. Furthermore,
since the applied feedback control is meant to stabilize only the particle of interest, these
techniques also facilitate selectively trapping particles, in comparison to passive traps, which
need a dilute solution to ensure that only a single particle is trapped in a potential well.
Despite being widely adopted, not all techniques offer the same flexibility vis-à-vis the
properties of particles that can be trapped. Table 1.1 compares three techniques for trapping.
Although optical trapping is able to access a wide range of forces, the application of a
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focused laser beam is accompanied by localized heating which is ill suited for trapping
biological entities [21]. Additionally, the force scales as the third power of the particle
radius, which means that the force decreases by three orders of magnitude when the particle
radius decreases by a factor of 10. Optical trapping also requires specialized equipment to
develop tightly focused laser beams. Electrokinetic traps have a favorable scaling behavior
with respect to the applied force, but still apply high electric field gradients to manipulate
particles. Finally, hydrodynamic trapping not only exhibits a favorable scaling behavior
for the force but also confines particles using the gentle action of fluid flow. It requires a
simple microfluidic device for confining particles and does not impose any restrictions on the
properties of the particle or the surrounding medium. From this perspective, hydrodynamic
trapping offers a distinct advantage compared to the other two trapping methods.
In 1934, G. I. Taylor developed the first active trap based on hydrodynamic flow [22].
The four-roll mill was able to confine single macroscopic particles or immiscible droplets
by continuous rotation of four cylinders, thereby generating a stagnation point flow. The
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original four-roll mill relied on manual (human) feedback control for particle confinement,
which limits precision and controllability. In 1986, Bentley and Leal developed an automated
four-roll mill by controlling the rotational speeds of the rollers using a computer [23]. The
automated four-roll mill, however, was based on a ‘macrofluidic’ experimental flow cell, which
complicates the confinement of small particles due to finite system response times. In recent
years, the advent of microfluidics has allowed for the fabrication of flow devices with small
feature sizes, thereby enabling dynamic fluidic control with correspondingly small timescales.
In 2003, a microfluidic cross-slot device was used to trap single DNA molecules near the
stagnation point of a planar extensional flow, albeit using manual (tedious) human control
over hydrostatic pressure in the outlet flow channels [24,25]. A microfluidic four-roll mill was
also developed and shown to generate extensional, rotational, and linear mixed flows [26,27],
however, these devices lack feedback control, which precludes long-term confinement of single
particles and molecules.
In 2010, Schroeder and coworkers built and demonstrated an automated hydrodynamic
trap capable of confining single particles at a target position for several minutes in a PDMS-
based microfluidic device [14]. In this device, an on-chip membrane valve was used to
modulate flow rate in one outlet channel, thereby enabling particle trapping near a stagnation
point for long times [15]. By incorporating multiple on-chip valves, it was shown that
single particles can be precisely manipulated in two-dimensions using the sole action of fluid
flow [16]. The automated hydrodynamic trap relies on proportional control for particle
manipulation which was sufficient for precise confinement of small particles in solution (e.g.
500 nm particles confined to within 180 nm of a setpoint position).
Although proportional control was sufficient for confining single particles, we wanted to
investigate if we could improve the tightness of confinement by adopting a different con-
troller. Simultaneously, it was imperative to understand how experimental parameters such
as the stiffness of the valve, the viscosity of the solvent and the speed of feedback influenced
the ability to trap a particle of a given size. We were also intrigued by the possibility of
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simultaneously manipulating several particles and investigating the interactions between a
pair of freely suspended particles, mediated only by the solvent. This dissertation describes
our efforts to answer these pertinent questions.
1.1 Dissertation overview
Prior versions of the hydrodynamic trap employed a proportional controller without a
systematic study of the control schemes, gain constants, or system parameters. However,
robust confinement of the particle over long time scales requires an in depth understanding
of how controller parameters such as the controller gain, and the experimental parameters
such as viscosity, strain rate, and particle diameter, affect the performance of the hydro-
dynamic trap. In Chapter 2, a control model for the hydrodynamic trap is developed, and
the performance of the trap under varying combinations of proportional-integral-derivative
(PID) controllers is studied. The control model enables a simulation of the trapping behavior
across a wide range of solvent viscosities, particle diameters, temperatures and strain rates.
Here, the effects of each component of the PID controller are systematically considered by
varying the controller gains experimentally.
Although the automated hydrodynamic trap is able to effectively confine a single particle
in a tight region around the target position, this method was inherently limited to trapping
a single particle. Chapter 3 describes the development of the Stokes trap, which is a new
method for the multiplexed manipulation of particles using fluid flow. The Stokes trap
benefits from the several advantages of the hydrodynamic trap while also enabling studies of
interactions between two suspended particles, such as cell adhesion and droplet coalescence.
Here, we implement a model predictive control (MPC) algorithm that calculates optimal
flow rates for manipulating an arbitrary number of particles. Moreover, modeling errors in
the system model lead to an offset during particle trapping, which was reduced using an
integrator. We demonstrate a significant improvement over the tightness of confinement
5
of the automated hydrodynamic trap, the precise manipulation of two particles along an
arbitrary path, and the assembly of a simple structure by trapping two sticky particles and
bringing them together to link them.
Chapter 3 describes the implementation of a model predictive control (MPC) formula-
tion, which allows for the precise manipulation of particles along a preprogrammed path,
wherein, the setpoint is stepped along the path without any consideration of the position
of the particle. In Chapter 4, an extended Kalman filter is used to estimate an arbitrary
unknown disturbance and to simultaneously cancel it, thereby achieving a reduced offset.
The model predictive control problem is reformulated for trajectory control, which amounts
to a path following scheme that coordinates the motion of the set point with the motion
of the particle. This reformulation leads to a significant improvement in the path following
speed compared to original implementation. These two features are combined together to
estimate the velocity field induced by solvent-mediated hydrodynamic interactions between
two freely suspended particles.
Finally, in Chapter 5, the main research contributions of this dissertation are summarized,
and future extensions and applications of the Stokes trap are discussed.
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Chapter 2
A control based model for analyzing the
automated hydrodynamic trap1
The automated hydrodynamic trap developed by Schroeder and coworkers [16] enables
the precise 2-D positioning and manipulation of micro and nano-scale particles using the
sole action of fluidic forces. This setup employs a simple linear feedback controller without
a systematic study of the control schemes, gain constants, or system parameters. However,
robust confinement of particles over long time scales critically requires a clear understanding
of the effect of the controller and system parameters on the stability of trapped particles.
For example, in the macroscopic computer controlled four-roll mill [23], it was reported that
trapping was difficult to achieve using P and PD control, owing to slow response times of
the fluid and the measurement delay.
In this chapter, we implement three different control schemes for hydrodynamic trapping,
including a proportional (P), a proportional-integral (PI), and a proportional-derivative
(PD) controller. We study the effect of controller gain constants on the stability of trapped
particles. In addition, we develop a control-based model to characterize the response of the
hydrodynamic trap, and we use this model to simulate the stability of trapped particles
over a wide range of response times and Péclet numbers. In this way, we use a combination
of experiments and simulations to provide a clear understanding of the effect of feedback
controllers and system parameters on trap performance, which will facilitate the development
of improved controllers for robust trapping under variable system conditions.
1This work was published in A. Shenoy, M. Tanyeri, C.M. Schroeder, “Characterizing the performance
of the hydrodynamic trap using a control-based approach”, Microfluidics and Nanofluidics, 18, 1055-1066
(2015)
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2.1 Hydrodynamic Trap: Trapping Mechanism
The hydrodynamic trap is based on the active feedback control of a stagnation point
flow generated at the cross-slot junction of a two-layer PDMS-based microfluidic device
(Fig. 2.1). In the fluidic layer, fluid enters the cross-slot through two opposing inlet streams
and exits through two perpendicular outlet streams, as shown in Fig. 2.1b. A control layer
is positioned above the fluidic layer and consists of a pneumatic valve situated above one of
the outlet streams. Control is achieved by the actuation of the integrated membrane valve
on the device. In this setup, the flow field in the cross-slot consists of a compressional axis
along the inlet direction and an extensional axis along the outlet direction, with no rotational
flow characteristics. This flow pattern is known as a planar extensional flow and contains a
stagnation point (a point with zero velocity) in the cross-slot region. The local fluid velocity
in the vicinity of the stagnation point depends on the relative distance from the stagnation
point, so we can express the velocity at a point (x, y)as a superposition of velocities along
the extensional and compressional flow directions:
~v(x, y) = ~vext(y) + ~vcomp(x)
~vext(y) = ε̇(y − ys)ĵ (2.1)
~vcomp(x) = −ε̇(x− xs)̂i
where î and ĵ are unit vectors along the compressional and extensional axes respectively, ε̇
is the strain rate, and (xs, ys) is the stagnation point position. The flow field is characterized
by a set of hyperbolic streamlines within the cross-slot junction.
From the velocity field, it can be inferred that a particle is attracted towards the stag-
nation point along the compressional axis and repelled from the stagnation point along the
extensional axis. In this work, we consider 1D particle trapping at arbitrary points along the
principal axis of extension in planar extensional flow; in other words, we characterize trap
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Figure 2.1: Microfluidic-based hydrodynamic trap. (a) Optical micrograph of the device.
Particles are confined at a user-defined set point in the cross-slot junction (indicated by the
dashed box). (b) Schematic of the cross-slot region and trap mechanism. Two inlet and
two outlet streams are indicated by the thick arrows (green), x indicates the user-defined
set point, the solid circle indicates the initial stagnation point position, and the solid arrow
indicates the particle trajectory. To trap the particle, the stagnation point is translated
along the extensional axis to a new position (shown by the dashed circle), which directs the
particle toward the set point along a new trajectory (indicated by the dashed arrow). The
origin is at the center of the cross-slot.
stability in along the unstable trapping direction (outflow direction). Due to the semi-stable
nature of the trap potential, particles are stably confined along the compressional flow axis
without the need for active feedback control in this direction. Therefore, the stagnation
point is a stable equilibrium point along the compressional axis and an unstable equilib-
rium position along the extensional axis. From this view, it is clear that feedback control is
necessary for particle trapping - for instance, in directing a particle towards the stagnation
point in the y direction. Following the initial trapping phase, further disturbances due to
Brownian motion and environmental noise necessitate the use of active feedback control for
particle confinement.
The mechanism of hydrodynamic trapping has been previously described [14–16]; here,
we briefly review it for clarity. Consider a freely suspended particle entering the cross-slot
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junction (Fig. 2.1b) that is to be trapped at a user defined set point (indicated by the ‘x’
symbol). Without control, the particle would simply follow the trajectory (streamline) shown
by the solid arrow. In order to trap the particle, the controller moves the stagnation point in
the positive y direction instantaneously, which would tend to direct the particle to follow a
new trajectory (shown by the dashed line) that will cause it to approach the set point. Next,
the updated position of the particle is acquired and the process is repeated, continuously
moving the stagnation point position along the extensional axis within the cross-slot.
The motion of the stagnation point is achieved by pressurization or de-pressurization of
the integrated membrane valve (Fig. 2.1a). The movement of the valve enables a dynamic
metering of the flow rate in the fluidic channel in the lower outlet stream. In this way,
pressurizing the valve causes a constriction of the outlet channel under the valve, which
increases the fluidic resistance, consequently decreasing fluid flow through the lower outlet
channel and moving the stagnation point towards this channel. De-pressurization causes an
analogous effect in the upper outlet flow channel. The overall control process consists of the
following steps and is implemented using a LabVIEW program: (1) determining the centroid
position of the particle by performing image acquisition and analysis of the camera feedback
data, (2) calculating the offset error between the set point position and current position, and
(3) translating the stagnation point in the +y direction (or −y direction) by de-pressurizing
(or pressurizing) the valve using the control algorithm described in the Methods section.
This process is analogous to the balancing of a pendulum in an inverted position, which is
an unstable equilibrium point.
2.2 Hydrodynamic Trap: Control Model
As discussed previously, hydrodynamic traps based on cross-slot microfluidic devices
require feedback control only for manipulating the position of a particle in the y-direction
(along the extensional axis). Hence, we focus on developing a control model for only the
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y-direction, since the x-direction is stable. Given a stagnation point position ys, the velocity
of a particle in the y-direction is given by:
dy
dt
= ε̇(y − ys) (2.2)
where ε̇ is the strain rate, y is the particle position, and ys is the current stagnation point
position, where all positions are measured along the extensional axis.
There is a finite delay between setting a new stagnation point position on the computer
versus the actual update of the stagnation point position via valve actuation on the microde-
vice. The movement of the stagnation point from its prior position to the new position can





(ys,new − ys) (2.3)
where ys,new is the new stagnation point position set by the controller and tv is the system
response time. Together, Eqs. (2.2) and (2.3) represent the uncontrolled system.
In this process, there is a second finite delay in acquiring and analyzing image data to
determine a particle’s position, which is defined as the measurement delay, tm. Furthermore,
the stagnation point has a limited range of movement due to physical constraints on the on-
chip membrane valve, which is accounted for in the model. Finally, the particle’s final
position yf is also influenced by Brownian motion, which can be modeled as:
yf = y + yb (2.4)
Here, yb is the magnitude of random thermal motion superposed on the mean flow position
y at a single time step. Following the fluctuation-dissipation theorem, yb is assumed to be a






3πηd(tm + tv) (2.5)
where kB is the Boltzmann constant, T is the absolute temperature, η is the viscosity, and
d is the particle diameter. Also, tm and tv are the measurement delay and the system
response times, respectively. The time scale in Eq. (2.5) results from the implementation
of the control algorithm for trapping a particle of diameter d. In particular, the LabVIEW
algorithm initiates the control process (characteristic time tv), after which the camera and
imaging system process and determine the new position of the particle (characteristic time
tm). Thus, between successive snapshots of a particle’s position, a time equal to (tv + tm)
has elapsed, as shown in Eq. (2.5).
Following acquisition of an image and determination of particle position from image data,
the error between the set point and the current particle position is calculated. The error
is input to the controller, which outputs a control signal to the system. The relationship
between the input and the output of the controller is:












where P is the input and Q is the output. In the case of the control model, P is the offset
error (distance) and Q is the position of the new stagnation point. In experiments, P is the
offset error (distance) and Q is the voltage applied to the pressure transducer controlling the
on-chip membrane valve, though it should be noted that the experimental controller does not
use the exact form described in Eq. (2.6). In Eq. (2.6), Kp is the proportional gain constant,
Ki is the integral gain constant, and Kd is the derivative gain constant. For implementing a
proportional-only (P) controller, Ki and Kd are set to zero, for a proportional-integral (PI)
controller Kd is set to zero, and finally for a proportional-derivative (PD) controller, Ki is
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set to zero.
To facilitate analysis, parameters are converted to dimensionless forms by choosing the
particle diameter d and the diffusion time tdiff = 3πηd3/4kBT as the characteristic length
and time scales, respectively. In this way, dimensionless parameters are denoted by variables



















The particle Péclet number Pe is defined as the ratio of the diffusive time scale of the





















where τm and τv are the dimensionless system response time and measurement delay.
To facilitate a control-based analysis of system response, we use Laplace transforms of the
above equations to define transfer functions, assuming zero initial conditions. For Eq. (2.8)
13
and Eq. (2.9), the transfer functions are:
Y (s)








where s is the Laplace domain variable and W (s) and Z(s) are the Laplace transforms of ys
and ys,new, respectively. If P (s) and Q(s) are the input and output quantities, then transfer
functions for the time delay and the controller are given by the following equations:
Q(s)
P (s) = e
−sτm (2.12)
Q(s)







A block diagram of the control model is shown in Fig. 2.2. In general, we simulate the
response of the system to a step change in offset error (or, analogously, particle position).
We use this model to study the effect of variation of the controller parameters (Kp, Ki,
Kd), and system parameters (Pe, τm , τv) on the stability of trapped particles. Using
dimensionless system parameters allows us to capture the effects of a change in several
dimensional parameters. For example, a variation in Péclet number can represent a change
in particle diameter, a change in viscosity, a change in the strain rate, or any combination
of these factors.
2.3 Methods & Materials
2.3.1 Device Fabrication
The hydrodynamic trap consists of a two-layer poly(dimethyl siloxane) (PDMS) device
mounted on a glass coverslip, which is fabricated using standard soft-lithography techniques.
The fluidic layer, which contains the sample and the 6 buffer channels (4 inlets and 2 outlets),
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Figure 2.2: Block diagram showing the control model for the trap. The model includes
the stagnation point constraint, Brownian motion, and the feedback delay due to image
acquisition by a camera. The dashed box represents the uncontrolled microfluidic device.
is sandwiched between a glass cover slip and the control layer. The control layer consists of an
elastomeric membrane valve positioned above one of the outlet channels. The sample is flow
focused at the confluence of the two inlet channels and is delivered to the centre of the cross-
slot junction. As described previously, pressurizing/de-pressurizing the membrane valve
causes changes in the relative flow rates through the two outlets, thereby repositioning the
stagnation point. In addition, the presence of a constriction in the other outlet necessitates
a constant offset pressure in the valve to maintain the stagnation point at the centre of the
cross-slot junction. This design allows the lower outlet channel to achieve a smaller fluidic
resistance than the upper outlet channel, which allows for facile control of the stagnation
point position about the centre of the cross-slot junction at finite pressures.
The fluidic and control layers are individually fabricated using replica molding. For both
layers, a mold is prepared by spin-coating a thin layer (∼ 70 µm) of negative photoresist
(SU-8) onto a 3′′ diameter silicon wafer, followed by UV exposure using a high-resolution
transparency film as a mask. Molds are then developed using propylene glycol methyl
ether acetate (PGMEA). For replica molding, the PDMS-based mold layers are treated with
trichloro (1H, 1H, 2H, 2H-perfluorooctyl) silane vapor to facilitate straightforward peeling
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and removal of the PDMS layer. The fluidic layer is fabricated by spin-coating PDMS having
a 15:1 (w/w) base : crosslinker ratio, yielding a 100 µm thick layer on the mold. The control
layer is fabricated by directly pouring PDMS having a 5:1 (w/w) base : crosslinker ratio
on the control layer mold. Next, both layers are partially baked at 65 ◦C, 12 minutes for
the control layer and 20 minutes for the fluidic layer. Next, the thick control PDMS layer
is peeled off, thoroughly cleaned using cleanroom tape, and then aligned and sealed onto
the thin fluidic layer, followed by overnight baking at 65 ◦C to yield a monolithic slab. This
slab is then peeled off the mold, and access holes are punched to inlets and outlets using a
needle with a blunt tip. Finally, the PDMS slab is bonded to a glass coverslip using plasma
oxidation to obtain a functional device.
2.3.2 Experimental Setup
The microfluidic device is mounted on the stage of an inverted microscope (Olympus
IX71) equipped with a 10x objective lens and a CCD camera. The four buffer inlets on the
microdevice are connected to a single syringe mounted on a syringe pump (Harvard Appara-
tus) in order to maintain equal flow rates through all inlets. A separate syringe pump drives
the flow for the sample inlet stream. The buffer solution is a glycerol-water solution with
a viscosity of 0.0126 Pa-s at 298 K. The valve is pressurized using an electronic pressure
transducer (Proportion Air) connected to a computer. A custom LabVIEW program devel-
oped for automated trapping coordinates image acquisition from the camera and regulates
the pressure on the on-chip valve. The program performs the following steps: (i) acquires
data from the camera to identify particles in the region of interest near the set point, (ii)
identifies the particle closest to the set point by comparing the distances of the particles’
center of mass to the set point, (iii) calculates the offset error between the set point and
particle position for the selected particle, (iv) calculates the current control signal (in volts)
and communicates this signal with the pressure transducer to translate the position of the
stagnation point, and (v) repeats this process to minimize the error in order to maintain a
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particle near the set point position. The image acquisition rate of the camera was 30 Hz
throughout the experiments.
The LabVIEW program actuates the pressure transducer by transmitting an electrical
signal (voltage) to the regulator. The voltage for actuating the transducer is calculated for
each time step following a general PID controller:
Erri = Yi − SP







+ Kd∆t (Erri − Erri−1) (2.14)
where Yi is the current particle position along the extensional axis, SP is the set point, Erri
is the error between the set point and particle position, Vi is the updated voltage for the
pressure transducer, Kp is the proportional gain constant, Ki is the integral gain constant,
Kd is the differential gain constant, and ∆t is the loop iteration time in LabVIEW, which is
determined by the image acquisition rate of the camera. The loop iteration time is equal to
the sum of the measurement delay and system response time. However, in our experiments,
the system response time was generally small compared to the measurement delay time for
a trapped particle, because minute changes in pressure are required to maintain a trapped
particle near the set point. Hence, the loop iteration time reported by LabVIEW was roughly
the same as the measurement delay (33 ms).
This algorithm is used because the position of the stagnation point is generally unknown
in experiments, and the particle must be stabilized with the sole knowledge of the error
between its current position and the set point. In addition, the relative distance between the
particle and stagnation point is generally not known a priori, but this value can determined
in real-time using the rate of change of error. In brief, we explain the set of decision criteria
for determining the identity of the ± in Eq. (2.14) and determining the required voltage
change. For calculating the error, all vertical distances (along the extensional axis) are
measured from the top edge of the frame of the video (i.e., the origin defining y = 0 is at
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Figure 2.3: Schematic illustrating the four possible cases for carrying out the PID control
based on the relative positions of the stagnation point, particle position, and set point.
the top of an image).
Based on the relative positions of the stagnation point, the particle, and the set point,
there are four possible cases, as depicted in Fig. 2.3. Consider Fig. 2.3a, with the particle
following a trajectory towards the lower outlet stream. Initially, the set point position lies
between the stagnation point and the particle, and the flow advects the particle further away
from the set point, so the present error will be larger than the previous value of the error.
In this case, by increasing the voltage (and pressure) the stagnation point can be translated
below the particle position (i.e., moving the stagnation point in the +y direction), so that
Table 2.1: Control decision for four possible cases of relative error.
Case Error vs. Previous Error Error ≶0 Voltage increased/decreased
A |Error| > |Prev.Error| Error>0 Increased
B |Error| > |Prev.Error| Error<0 Decreased
C |Error| < |Prev.Error| Error<0 Increased
D |Error| < |Prev.Error| Error>0 Decreased
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the particle follows a trajectory towards the upper outlet, and hence towards the fixed set
point. Based on this reasoning, a set of decision criteria can be developed to decide on
whether to increase or decrease the voltage (and therefore the pressure) for each case. Once
this is known, the magnitude of the increase/decrease is calculated using Eq. (2.14). This
process is carried out at each time step, the particular case is identified, and then both the
sign and the magnitude of change in the transducer voltage are calculated and implemented.
The control decisions for all four cases in Fig. 2.3 are summarized in Table 2.1.
For studying the effect of the controller gains, 2.2 µm diameter fluorescent beads (SPHERO
fluorescent particles, Nile Red, Spherotech Inc., IL) are trapped at specific buffer and sam-
ple flow rates and proportional gain Kp. The buffer is treated with a surfactant (0.05%
v/v Triton-X), which minimizes aggregation of the beads. Next, a series of step changes
in the particle position is applied to the system, with each step having a magnitude of 5
pixels and a duration of 40 seconds. In this way, a predefined constant time period step is
applied to the trapped bead for 4 successive steps, and its response is recorded using the
LabVIEW program. Application of a series of steps for a given set of parameters allows for
multiple experiments to be performed in a single run. The standard deviation of particle
position in the last 10 seconds of each step is calculated and is used as a metric to assess
trap performance and stability. The time period is chosen such that it is sufficiently larger
than the characteristic diffusion time of the particle, and data towards the end of the step is
generally analyzed to suppress start-up or initial transient effects in the particle trajectories.
This process is used for all steps in a single run, and the mean and standard deviation of
the standard deviation values for each step in a run is calculated.
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2.4 Results and Discussion
2.4.1 Experimental Results
2.4.1.1 P Controller: Effect of proportional gain, Kp
A proportional-only (P) controller is implemented by setting Ki and Kd to zero. For these
experiments, we apply a series of periodic step changes, with each step having a magnitude of
5 pixels or ∼4.95 µm and of duration 40 seconds. The duration of the step change was chosen
to be large enough so that all the transients had damped out. During each step, we maintain
a constant value of Kp and sample and buffer flow rates. Following each step change, we
track the response of the trapped particle. In addition, we also vary the proportional gain
Kp and monitor particle trajectories for different Kp values. Subsequently, this process is
repeated for different buffer flow rates. Fig. 2.4 shows the trajectory of a trapped particle
during a series of step changes in the set point for a fixed flow rate and different values
of Kp. Upon increasing the proportional gain Kp, the magnitude of position fluctuations
for a trapped particle are suppressed to values smaller than the particle diameter (Figs.
Fig. 2.4a-d).
Fig. 2.5 shows the standard deviation of particle position as a function of proportional
controller gain Kp and sample flow rate. A proportional controller accounts only for the
instantaneous offset error when calculating the control signal; therefore, increasing Kp allows
the stagnation point to move more aggressively in order to minimize the perturbations of a
trapped particle. From Fig. 2.5, it is apparent that larger values of Kp result in a smaller
tightness of confinement for a trapped particle. However, above a certain limit, further
increases in Kp will overcompensate for the error, thereby resulting in particle ‘ringing’
oscillations. For the conditions shown in Fig. 2.5a, we generally observed particle ‘ringing’
for values of Kp > 0.030.
In addition, an increase in the flow rate causes a particle to be advected over larger
distances in the same amount of time. Given a constant feedback rate and gain constant, it
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Figure 2.4: Experimental trajectories of trapped particle position for a P controller. In all
cases, a 2.2 µm diameter particle is subjected to a step change of duration 40 s in set point
position (constant flow rate of 30 µl h−1 and 5 µl h−1 for the buffer and sample, respectively).
From (a) to (d), the proportional gain was increased from 0.005 to 0.030.
follows that the controller would need to correct for larger errors in a particle’s trajectory.
Therefore, for a constant controller gain Kp, the magnitude of particle position fluctuations
increases upon increasing the flow rate. As shown in Fig. 2.5, particle position fluctuations
increase in magnitude upon increasing the flow rate from 20 µl h−1 to 40 µl h−1 for small
values of Kp.
2.4.1.2 PI Controller: Effect of integral gain, Ki
In a second set of experiments, we implemented a PI controller by setting Kd = 0 in
Eq. (2.14). The integral gain constant Ki was varied over a fairly wide range of values for
constant values of Kp and the flow rate. This process was repeated for a few sets of Kp
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values.
Overall, we observed that adding an integral controller does not result in an improvement
in the tightness of confinement vis-á-vis a simple P controller, as shown in Fig. 2.6a. Upon
implementing integral control and varying Ki over a range of values, the magnitude of par-
ticle position fluctuations is not improved within statistically significant values. Differences
between the magnitude of fluctuations for different Kp values are primarily attributed to the
increased stabilization provided by the higher Kp value alone, as evidenced in Fig. 2.5.
Integral controllers are commonly used to correct constant offset errors present in the
control variable, which cannot be corrected by using a P controller alone. In this experiment,
there is no constant offset error when a simple P controller is used. In addition, the integral
term in Eq. (2.14) does not contribute significantly to the controller output because the
standard deviation is calculated over the final 10 seconds of a step, when particles tend to
fluctuate around the set point position. As a result, essentially no significant improvement
is observed by introducing an integral controller into this process.
Figure 2.5: Experimental data showing response of a trapped particle as a function of Kp
and flow rate using a P controller. Standard deviation of trapped particle position is shown.
The buffer flow rate is increased from (a) 20 µl h−1, (b) 30 µl h−1, and (c) 40 µl h−1.
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Figure 2.6: Experimental data showing response of a trapped particle as a function of: (a)
Ki using a PI controller with constant Kp (Kd set to 0) and (b) Kd using a PD controller
with constant Kp (Ki set to 0). Standard deviation of trapped particle position is shown.
The experimental parameters are: a) sample flow rate 10 µl h−1, buffer flow rate 10 µl h−1,
30 second step duration; b) sample flow rate 5 µl h−1, buffer flow rate 20 µl h−1, 40 second
step duration.
2.4.1.3 PD Controller: Effect of derivative gain, Kd
We further implemented a derivative controller for the hydrodynamic trap. Here, we
consider the effect of derivative gain on the stability of a trapped particle by implementing
a PD controller, as shown in Fig. 2.6. The derivative gain Kd was varied, while setting Ki
to zero and maintaining all other parameters constant. For these experiments, we did not
include integral control based on the results obtained in Fig. 2.6a.
We observed that derivative control greatly stabilizes the position of a trapped particle
and suppresses fluctuations to within a particle diameter for smaller values of Kp. Derivative
controllers account for the rate of change of error, which corresponds to the particle velocity.
In stochastic systems, such as for a trapped bead subject to Brownian motion, the position
of a particle at later times depends only on current conditions and is independent of the
prior history (in other words, a Markov process). Consequently, a controller that modulates
its signal based on particle velocity effectively damps particle fluctuations. From this view,
it follows that increases in the derivative gain Kd, which acts as a damping parameter, result
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in decreases in particle fluctuations, as demonstrated by Fig. 2.6b.
On the other hand, large values of Kd can amplify noise that causes a sudden jump in
particle position, such as fluctuations in the flow field. This is a significant limitation of a
derivative controller, and therefore the value of Kd should be tuned to meet the constraints
dictated by noise on one hand and stability on the other. In this work, we manually varied
the value of Kd, based on the response of the particle to high and low values of Kd.
Furthermore, the PD controller can be also be used to negate the effects of an increase or
decrease in the temperature, which would change the magnitude of Brownian fluctuations.
For example, a 5 K increase in temperature (298 K - 303 K) would induce a 20% increase
in the root-mean-square particle displacement as a result of an increase in the thermal
fluctuations of the particle and a decrease in the viscosity of the buffer solution. Under
these conditions, we can tune the P and D components together to effectively damp particle
fluctuations.
2.4.2 Control Model and Simulation Results
2.4.2.1 Comparison to experimental results
We used a control model to further understand the performance of the hydrodynamic
trap and to compare experimental results directly to the model. In the model, we set the
system parameters identical to experimental conditions as described below. In the simula-
tion, a constraint of ±100 µm is imposed on the movement of the stagnation point, which
closely captures experimental conditions. The control model is simulated using Simulink
(MathWorks).
Fig. 2.7 compares an experimental particle trajectory (Fig. 2.7a) to results from the
simulation (Fig. 2.7b). This simulation result was generated by setting the particle diameter
to 2.2 µm, viscosity to 0.0126 Pa-s at 298 K, and a step size of ∼4.95 µm. The system
response time is set to 5 ms (based on the time required to increase the pressure from
0 - 30 psi), and the measurement delay was chosen as 33 ms, which corresponds to the
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camera frame rate in experiments. Both experimental and simulation results show similar
amplitudes of particle fluctuations, but slightly different periods, which can be attributed to
different implementations of the controller in the simulation and LabVIEW. The simulation
uses a controller of the form prescribed in Eq. (2.6), whereas the LabVIEW program uses
a controller implemented according to Eq. (2.14). The major difference between the two
versions is that the position of the stagnation point is known explicitly in the control model,
whereas in experiments, the stagnation point position is generally not known in real time.
For this reason, particles are trapped in experiments using knowledge of the error between the
current position and set point, as well as the rate at which this error grows. In addition, the
control model has a steady state offset (when using a proportional-only controller) that is not
present in the experiments due to the implementation of P-only control in the experimental
system. We therefore added an integral control component in the control model to correct
for the offset.
Using the control model, we simulated the effect of system response time τv, measurement
delay τm, and particle Péclet number Pe on the stability of a trapped particle. Simulations
were performed over a wide range of Pe and dimensionless measurement delays while keep-
ing other parameters constant, and the standard deviation of the particle was determined,
analogous to the procedure used for experiments.
Using this approach, we simulated the response of a small trapped particle (100 nm
diameter) subjected to a large 75 µm step change in set point in a fluid of viscosity 0.001
Pa-s at 298 K. In this set of simulations, we assessed the ability of the system to respond
to large magnitude disturbances, such that the change in set point was 750x larger than
the particle diameter. The Kp, Ki, and Kd values in the simulation are set to -20, -1.5 and
-1.4, respectively. Moreover, the dimensionless measurement delay was varied between 5
and 300, and the dimensionless system response time was varied between 5 and 100, which
correspond to experimental values typically encountered for image acquisition and for the
system response time, respectively. It should be noted that for certain parameter ranges, the
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Figure 2.7: Response of a 2.2 µm trapped particle in (a) experiments and (b) simulations.
In the experiment, the sample and buffer flow rates are 5 µl h−1 and 30 µl h−1. In the
simulation, ε̇ = 0.26s−1, Kp = -1.5, and Ki = -10.
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particle escaped the trap and the system was unstable; in this case, the standard deviation
was set to a high value to differentiate it from stable parameter combinations (here it was
set to 2.5).
We also simulate the response of the particle under experimental conditions (Fig. 2.9),
with the particle diameter set to 2.2 µm, viscosity set to 0.0126 Pa-s and a step change of
4.95 µm.
2.4.2.2 Effect of measurement delay
For these simulations, the measurement delay was varied, while keeping the controller
gains constant at the previously specified values, and the system response time set to 5 ms.
Figure 2.8a shows a heat map illustrating trap stability (quantified as the standard deviation
of particle position) as a function of Pe and dimensionless measurement delay. The deep
red region represents parameter combinations that result in failing to trap the particle (an
unstable system). The critical dimensionless measurement delay that causes a transition to
instability remains constant across a wide range of particle Pe. Generally speaking, within
the region of trap stability, the magnitude of particle fluctuations decreases upon increasing
Pe. However, at very high Pe, the critical measurement delay decreases (not shown). This
occurs because as the Pe increases, the camera needs to process image data faster to account
for the increased rate of particle advection. Of course, the stability diagram shown in Figure
2.8 has been generated using a specific set of values for controller gains and step change;
nevertheless, we have generated similar stability diagrams using a different parameter sets,
and in all cases, the qualitative trend in the variation is similar.
For further insight, we also simulate the response of the particle under experimental
conditions (Fig. 2.9a). Here, the particle is always within the accessible range of the stagna-
tion point (i.e. particle displacement from the stagnation point is much less than 100 µm).
Under these conditions we see that the particle is stably confined for the most of the param-
eter combinations; however at high Péclet numbers and measurement delays, an increase
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Figure 2.8: Simulations showing response of a trapped particle to measurement delay,
system response time, and Pe. (a) Heat map showing standard deviation of trapped particle
position as a function of Pe and dimensionless measurement delay. (b) Heat map showing
standard deviation of trapped particle position as a function of Pe and dimensionless system
response time. The parameter values are: for calculating diffusion time: η = 0.001 Pa-s, T
= 298 K, d = 100 nm, Step: 75 µm; Controller gains: Kp = -20, Ki = -1.5, Kd = -1.4; a)
τm varied from 5-300 with τv = 8.73 (corresponding to 5 ms), b) τv varied from 5-100 with
τm =57.6 (corresponding to 33 ms).
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Figure 2.9: Simulations showing response of a trapped particle to measurement delay,
system response time, and Pe. (a) Heat map showing standard deviation of trapped particle
position as a function of Pe and dimensionless measurement delay. (b) Heat map showing
standard deviation of trapped particle position as a function of Pe and dimensionless system
response time. The parameter values are: for calculating diffusion time: η = 0.0126 Pa-s, T
= 298 K, d = 2.2 µm, Step = 4.95 µm; Controller gains: Kp = -20, Ki = -1.5, Kd = -1.4;
a) τm varied from 1× 10−4 − 5× 10−3 with τv = 6.5× 10−5 (corresponding to 5 ms), b) τv
varied from 1× 10−4 − 5× 10−3 with τm = 4.3× 10−4 (corresponding to 33 ms).
in particle fluctuations is observed. Thus, for small step change values, measurement delay
becomes important only at high flow rates, and the particle trajectory is quite sensitive to
large measurement delay values (standard deviation is ∼5 times the particle diameter).
2.4.2.3 Effect of system response times
The system response time represents the time over which the trap (e.g., microfluidic de-
vice, on-chip membrane value, tubing, pressure transducer) effectively responds to changes
in the stagnation point upon receiving a signal from the LabVIEW program. In the sim-
ulation, the Péclet number Pe and the dimensionless system response time were varied,
and the particle stability was determined while maintaining other parameters such as the
measurement delay (set to 33 ms) and controller gains constant.
Fig. 2.8b shows a heat map illustrating trap stability (quantified as the standard deviation
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of particle position) as a function of Pe and system response time . Particle fluctuations
increase upon increasing Pe at a constant system response time. Analogously, particle
fluctuations also increase upon increasing the system response time at a constant Pe. We
also observe that larger Pe conditions require relatively smaller system response times to
maintain the same degree of particle confinement compared to lower Pe. Increasing both
Pe and the system response time results in an increase in the standard deviation of particle
position, as shown in the upper right corner of Fig. 2.8b.
Fig. 2.9b shows a heat map of the dependence of particle standard deviation with the
Péclet number and system response time, under experimental conditions. We note that the
trend is similar to the high step change case, with fluctuations increasing with an increase
in Péclet number and dimensionless system response time. Hence for large step changes, as
long as the particle is stably trapped using a suitable measurement delay, we should reduce
the valve response to get a tighter confinement (since the valve response has a greater
effect on the particle oscillations). On the other hand, for small step changes, we see that
measurement delay is critical and needs to be small in order to minimize oscillations.
2.5 Conclusions
The ability to trap and manipulate individual particles is a key technology for science
and engineering. To this end, the hydrodynamic trap is a simple method that allows for
precise confinement of micro- and nanoscale particles in free solution. In this work, we
experimentally implemented and evaluated three different controllers - a proportional (P), a
proportional-integral (PI), and a proportional-derivative (PD) - in order to gain an improved
understanding of trap performance. We systematically investigated the effect of controller
gain constants, system response times, and particle Péclet number on the stability of trapped
particles.
Our results show that proportional and derivative controllers yield improvements in trap
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stability, quantified by tightness of confinement or the magnitude of particle fluctuations
about the set point, which tend to agree with previous simulations of a related microflow
process [28]. On the other hand, integral control did not improve trap stability due to
the nature of the process. Thus, P and PD control enhance the stability of the trapped
particle in a microfluidic hydrodynamic trap because of the different time and length scales
compared to the four-roll mill. In addition to experiments, we also developed a control
model for simulating the response of the hydrodynamic trap, and we generally observed
good agreement between experimental and simulation results. The control model allows for
the system response and stability to be assessed over a wide range of the system parameters,
including response times, measurement delay, and Péclet numbers.
Overall, our work provides an improved understanding of hydrodynamic trap stability
as a function of control algorithms and system parameters, which will enable particle trap-
ping under variable or uncertain experimental conditions (e.g., changing flow rates, solution
viscosity, valve response or image acquisition rates). In addition, the implementation of
more sophisticated control algorithms can be leveraged to stabilize particle trapping under
challenging experimental conditions. Improved stability will broaden the range of applica-
tions for microfluidic-based trapping, which will enable the investigation of new physical
phenomena currently inaccessible using alternative methods.
As the field of microfluidics continues to mature, increasingly advanced device designs
will be required for on-chip assays, materials processing, and flow metering applications.
Indeed, future generations of integrated microfluidic devices will employ automated feedback
controllers for fluidics or pneumatic valves to achieve these goals [29, 30]. To this end,
our work provides a solid framework for understanding the response of a microfluidic-based
hydrodynamic trap to controller type and system parameters, which will be useful for guiding
the design of next-generation, automated on-chip assays.
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Chapter 3
Stokes trap for multiplexed particle
manipulation1
In Chapter 2, we systematically investigated the effect of several controller parameters,
and experimental parameters on the tightness of confinement of a single particle in the au-
tomated hydrodynamic trap. However, this setup is limited to trapping a single particle,
and we wanted extend the capabilities of this setup to simultaneously manipulate several
particles. In this chapter, we describe the Stokes trap, which is a new method for manipula-
tion of multiple particles using the sole action of fluid flow. The Stokes trap relies on precise
control over particle position in viscous-dominated (low Reynolds number) flows. Although
prior work considered an open-loop algorithm for microfluidic assembly [31], this method
was solely focused on computational studies of non-Brownian particles. Here, we develop
and experimentally demonstrate a highly robust and scalable closed-loop control strategy
that enables the precise manipulation of multiple particles and fluidic directed assembly of
multiple particles.
3.1 Modeling and Design of the Stokes Trap
3.1.1 Fluidic model & governing equations
Consider the problem of manipulating P particles independently in a microfluidic device
in which N channels intersect to form an N -sided polygonal flow device [31]. The objective
is to control the two-dimensional center-of-mass position of each particle, which requires
controlling 2P variables simultaneously. The control (or input) to this microfluidic system is
the time-dependent flow rates within the N channels. Due to conservation of mass, however,
1This work was published in A. Shenoy, C.V. Rao, C.M. Schroeder, “Stokes trap for multiplexed particle
manipulation and assembly using fluidics”, Proceedings of the National Academy of Sciences, 113, 3976-3981
(2016)
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we can only prescribe N−1 flow rates independently because the net mass flow rate into the
microdevice must be zero. In order to properly control multiple particles, we need at least
as many control variables in the system as there are degrees of freedom, hence N ≥ 2P + 1.
Therefore, a 4-channel microfluidic device can trap a single particle, which is consistent
with prior work [16]. Nevertheless, the simple cross-slot design used in the (Generation 1)
automated hydrodynamic trap does not have the required degrees of freedom for P ≥ 2
particles.
We first consider the fluid dynamics within microfluidic device. At low Reynolds number
(Stokes flow conditions), we can neglect fluid inertia which yields the following conservation
equations [32]:
∇ · v = 0, −∇p+ µ∇2v + ρb = 0 (3.1)
where v is fluid velocity, p is pressure, µ is viscosity, ρ is density and b is a volumetric
(body) force. In typical microfluidic devices, the vertical channel height H is much smaller
than channel width W such that H < W . The velocity profile is parabolic in the vertical
direction, with the height-averaged velocity being proportional to the gradient of pressure.
Using the formalism of a Hele-Shaw flow cell [32], each inlet channel is approximated as a
2-D hemispherical point source, and the height-averaged fluid velocity inside the cross-slot








where Ri ∈ R2 is the position vector of the point source corresponding to the ith channel
and q ∈ RN is a vector containing flow rates whose ith element is the flow rate through the
ith channel. Of course, the choice of qi must satisfy mass conservation such that:
N∑
i=1
qi = 0 (3.3)
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where flow into the cross-slot is defined to be positive (q > 0). We validated the point source
model by determining the velocity field inside a 3-D microfluidic polygonal geometry using
computational fluid dynamics (COMSOL). The height-averaged fluid velocity was compared
to our model (Eq. (3.2)) as a function of position inside the microdevice (Section 3.2.1.2).
In general, we found that this model accurately captures the fluid flow profiles in the device
(to within ∼2%), and minor deviations can be reduced by suitable choice of the aspect ratio
of the channels.
Using this model, the fluid velocity at a point inside the polygonal device is completely
determined by the imposed flow rates qi. Let us assume that a particle is advected with the
same local velocity as the fluid, such that the particle’s center-of-mass velocity is given by
Eq. (3.2). It is then possible to invert Eq. (3.2) and Eq. (3.3) to obtain the flow rates qi
required to achieve a set of desired particle velocities. Let the instantaneous position of the
particle be x , [x, y]T ∈ R2. The governing equations for the particle are:
dx
dt









qi = 0 (3.4b)
Although it is possible to completely determine the set of flow rates qi via matrix inversion,
this method is generally not practical for experiments due to unreasonably large fluxes
required for certain scenarios such as close approach of two particles. In order to circumvent
this issue, we utilize a control algorithm for determining qi.
3.1.2 Model predictive control
Given the governing equations for fluid flow, the next challenge lies in implementing a
control algorithm to determine experimentally feasible flow rates qi to manipulate particles.
In a recent computational study on particle assembly [31], the flow rates required for ma-
neuvering particles were obtained by minimizing an objective function using Pontryagin’s
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maximum principle. However, this approach assumes that particles are non-Brownian and
therefore move deterministically with the flow; moreover, this approach does not consider
perturbations in flow rates or modeling inaccuracies that may arise naturally in experiments.
Steering a single particle from an initial position x0 to the final position xF requires
imposed flow rates that vary with time and involves several experimental challenges. First,
we aim to confine and manipulate Brownian particles (< 10 µm in diameter) for which
thermal fluctuations are significant, thereby yielding stochastic, non-deterministic particle
trajectories. Second, it is possible that the fluidic model described by Eq. (3.2) may differ
from the actual experimental flow field due to modeling inaccuracies and/or actuator reso-
lution limits, which necessitates the use of a robust control algorithm. Third, we found that
solution of adjoint equations was computationally intensive and not well suited for real-time
experimental implementation. In our work, we aim to solve the system equations on the mil-
lisecond timescale at typical acquisition rates of 30 Hz, which necessitates a robust control
strategy that can rapidly solve the governing equations. For these reasons, we implement a
model predictive control (MPC) algorithm for precise control [33].
We briefly discuss the model predictive control (MPC) strategy followed by experimental
implementation. First, a finite time horizon [0, T ] is selected and divided into a discrete
number of intervals M of equal size, such that each interval is equal to the sampling time.
The imposed flow rates are assumed to be piecewise constant during each interval but change
from one interval to the next. Next, a matrix of flow rate vectors is defined for each interval
in the time horizon such that Q = [q1,q2, . . . ,qM ]. Given a certain combination of flow
rates over the horizon and the current position x0, we can calculate the trajectory of the
particle over the time horizon by numerically solving Eq. (3.2). We discretize the trajectory
at the endpoints of each interval, denoting the position of the particle at these points as
X = [x0,x1, . . . ,xM ]. We also define an integrator variable e, such that de/dt = x − xF ,
with a corresponding matrix E = [e0, e1, . . . , eM−1].
We seek to determine particle trajectories that minimize distance traveled while also
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minimizing flow rates, where the latter condition ensures that the flow rates have physically
realizable values in experiments and that the optimization problem is well posed. However,
not all trajectories from the initial position x0 to the final positions xF are feasible or
desirable, because some trajectories might violate mass conservation or take a circuitous
path. To systematically obtain optimal trajectories and flow rates, Q is expressed as the




















= F(x,q,R), x(0) = x0 (3.5b)
de
dt
= x− xF (3.5c)
N∑
i=1
qi = 0 (3.5d)
where J is the objective function and α, β, γ and δ are scalar weights that can be dynamically
tuned to obtain the desired response, for example, removing the offset between the desired
target position and the current position.
By solving the optimization problem, we obtain flow rates Q that move a particle from its
current position to a target position at a minimal cost as determined by the weighting factors.
However, in our approach, we only apply the first set of flow rates q1 from the calculated Q,
and then we remeasure the x0 after one sampling period (i.e. T/M seconds) which becomes
the initial condition for the optimization problem at the next sampling instant. In this way,
flow rates are calculated for the entire trajectory over the horizon, but only the flow rates
for the first interval are applied, at which point the particle position is remeasured. This
process is repeated continuously throughout the experimental period. The MPC strategy is
highly tolerant to fluctuations and experimental perturbations described above.
An additional advantage of formulating the trapping process as an optimization problem
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is that scaling the platform to trap multiple particles (P > 1) requires only simple modi-
fications to the model. To trap 2 particles, we choose a 6-channel cross-slot geometry and




















= [FT (x1,q,R),FT (x2,q,R)]T , x(0) = x0 (3.6b)
de
dt
= x− xF (3.6c)
N∑
i=1
qi = 0 (3.6d)
3.1.3 Experimental implementation using ACADO
The governing equations of motion are nonlinear and the optimization problem is con-
strained. Thus, conventional solution techniques are too slow to achieve robust control at
typical camera acquisition rates of 30 Hz. For example, we found that MATLAB requires
∼15 minutes to solve an optimization problem in which 2.2 µm diameter Brownian particles
are moved over a distance of ∼30 µm. To overcome this issue, we employ the ACADO
(Automatic Control and Dynamic Optimization) toolkit [34–36], which enables microsecond
solutions of constrained nonlinear MPC problems via code generation. In a typical experi-
ment, we found that the solution process was completed in ∼500 µs using ACADO, which
is significantly faster than our feedback time of 33 ms.
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3.2 Methods & Materials
3.2.1 Device design and fabrication
The overall designs for the 4-channel and 6-channel microfluidic devices are shown in
Fig. 3.1a,b. For calculating the locations of the N point sources Ri, we can either use the
inscribed circle or the circumcircle of the N -sided polygon, as illustrated in Fig. 3.1c,d.
For a 4-channel cross-slot we use the inscribed circle and for the 6-channel cross-slot we





















Figure 3.1: Device design for the single particle and two particle trap.
relationship between the radius of the inscribed circle and the width of the channel, while
Eq. (3.8) describes the relationship between the radius of the circumcircle and the width of
the channel. After defining the radius using one of the two methods above, in all cases the
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coordinates Ri of the ith point source are given by Eq. (3.9):

























3.2.1.1 Microfluidic device fabrication
Standard procedures for PDMS-based soft lithography were followed to fabricate 4 and
6 channel microdevices. A mold was first prepared by spin-coating a thin layer (∼100 µm)
of negative photoresist (SU-8 2050) onto a 3” diameter silicon wafer, followed by UV expo-
sure using a high-resolution transparency film as a mask. Molds were then developed using
propylene glycol methyl ether acetate (PGMEA). For replica molding, these layers were
treated with trichloro (1H, 1H, 2H, 2H-perfluorooctyl) silane vapor to facilitate straightfor-
ward removal of the PDMS layer in the subsequent step. Next, PDMS with a 10:1 (w/w)
base:crosslinker ratio was poured onto the mold and baked overnight at 65o C. This slab was
then peeled off the mold, and access holes are punched to the channels using a needle with
a blunt tip. Finally, the PDMS slab was bonded to a glass coverslip using plasma oxidation
to obtain a functional device.
3.2.1.2 COMSOL Simulations
To validate the accuracy of the Hele-Shaw equation (Eq. (3.2)), we simulated the full 3-D
flow field inside a hexagonal cross-slot using COMSOL. A 3-D cross-slot was constructed in
COMSOL, with the center of the hexagonal flow chamber at the origin, and the height of
the device oriented along the positive z-direction. We parameterized the geometry of the
device in terms of the width W and height H of the channels. In all cases, we impose a




















































Figure 3.2: COMSOL simulations to validate flow models. (a) Schematic of the 6-channel
cross-slot with the imposed flow rates. The square at the center of the cross-slot represents
the grid from which velocity information is obtained. (b) An x − y section of the 3-D
rectangular grid for obtaining velocity information. (c) Mean relative error 〈eux〉 in the x




in the y component
of the height averaged velocity.
µL/hr for q6 (Fig. 3.2a). These flow rates were chosen so that the net mass flow rate into
the cross-slot is zero. In the COMSOL model, we specify the no-slip boundary condition
on all internal surfaces, and prescribe the flow rates mentioned above on the channel cross-
sections. This model is then solved using the Stokes equations in COMSOL. The entire
geometry is meshed using a “physics-defined” sequence and a “normal” mesh size, which
effectively results in a maximum element size of 39 µm and a minimum element size of 12
µm based on the geometry. For the flow simulations, the channel height was varied between
50 and 200 µm (the height was stepped by 25 µm), whereas the channel width was varied
between 100 and 400 µm (the width was stepped by 50 µm).
Following this step, we define a 3-D grid consisting of 13 × 13 × 11 points inside the
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cross-slot geometry. In the x and y directions, the grid consists of 13 regularly spaced
points spanning -30 µm to 30 µm, whereas in the z direction, we choose 11 regularly spaced
points spanning 0 to H. An x, y section of this grid has been shown in Fig. 3.2b. For every
combination of W and H, we record the 3-D velocity information at the gridpoints, and then
calculate the height averaged velocity at the gridpoints shown in Fig. 3.2b. After this, we
calculate the absolute mean relative error in the x and y components of the height-averaged



















Here ux,HS and uy,HS are the x and y components of the velocity from the Hele-Shaw
equation, respectively, ux,COMSOL and uy,COMSOL are the velocities obtained from COMSOL,




are the mean relative error in the x and y components of the height-averaged velocity. These
quantities were calculated for all combinations of W and H that we explored in the COMSOL
simulations. From Fig. 3.2c,d, we see that by selecting the aspect ratio suitably, we obtain
an accurate description of the flow field, with an error of approximately 2%.
3.2.1.3 Mesh refinement study
We validated the COMSOL simulation results by performing a series of simulations with
different (and smaller) mesh element sizes. Here, we repeated the simulations with a refined
mesh in which the maximum element size was set to 20 µm and the minimum element size
was set to 5 µm. We summarize the values obtained from the original mesh and the refined
mesh in Table Table 3.1. In general, reducing the mesh size produces only minor changes in
the error values.
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Max Element Size: 39 µm Max Element Size: 20 µm
Height (µm) Height (µm)
Width (µm) 50 100 150 200 50 100 150 200
100 0.21% 9.09% 12.69% 13.56% 0.16% 9.14% 12.72% 14.18%
150 6.39% 5.95% 12.80% 16.22% 6.38% 6.13% 13.09% 16.61%
200 10.26% 1.04% 8.99% 13.61% 10.29% 1.23% 9.23% 14.16%
250 12.75% 2.92% 4.99% 10.54% 12.71% 2.77% 5.31% 10.94%
300 14.22% 5.67% 1.55% 7.20% 14.23% 5.55% 1.93% 7.71%
350 14.07% 7.05% 0.70% 4.78% 14.09% 6.85% 0.33% 5.17%
400 11.67% 5.89% 0.50% 4.23% 11.68% 5.69% 0.26% 4.51%
(a) Mean relative error 〈eux〉 in the x component of the height averaged velocity.
Max Element Size: 39 µm Max Element Size: 20 µm
Height (µm) Height (µm)
Width (µm) 50 100 150 200 50 100 150 200
100 0.20% 11.50% 15.85% 17.50% 0.22% 11.60% 16.15% 17.98%
150 6.51% 6.43% 13.45% 16.96% 6.52% 6.58% 13.75% 17.39%
200 10.43% 1.11% 9.25% 13.94% 10.46% 1.22% 9.50% 14.49%
250 12.93% 2.94% 5.05% 10.65% 12.94% 2.77% 5.41% 11.09%
300 14.30% 5.71% 1.56% 7.31% 14.30% 5.57% 1.96% 7.80%
350 14.12% 7.04% 0.69% 4.83% 14.15% 6.87% 0.32% 5.21%
400 11.70% 5.88% 0.49% 4.26% 11.69% 5.75% 0.28% 4.56%




in the y component of the height averaged velocity.
Table 3.1: Comparison of the results from the “physics-defined” mesh yielding a maximum
mesh size of 39 µm and the finer refined mesh with maximum size of 20 µm.
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3.2.2 Scaling and non-dimensionalization
The optimization problem (Eq. (3.5) and Eq. (3.6)) is solved numerically in real-time
during experiments, and it is important to scale all quantities to be O(1). We define a
characteristic timescale tc as the time required to replace the volume of fluid inside the flow
chamber at a characteristic flow rate qc such that tc = πR2H/qc, where H is the channel
height and R =
√
3W/2 is the radius of the circle inscribed inside the hexagonal fluid
chamber, where W is the inlet channel width. We define a characteristic flow rate qc =
0.5 µL/hr and a characteristic length scale lc = R. These definitions yield a characteristic







The dimensionless controller equations are solved using ACADO. We used a custom Lab-
VIEW program for processing images acquired by the CCD camera in order to localize
particles. The LabVIEW program communicates particle locations with ACADO using a
standard TCP socket. After determining optimal trajectories, ACADO transmits flow rates
back to LabVIEW, which then converts flow rate values to pressures and appropriately actu-
ates the pressure regulators using analog output using an analog output card (NI PCI-6713)
and connector block (NI BNC 2110).
3.2.3 Optimization parameters
Typical values for the weights in the objective function are: α = 1, β = 10−5, γ = 1
and δ = 10. Of course, these values can be tuned dynamically throughout any experiment.
In the following, we describe the rationale behind assigning the values of the weights in
the controller. In all experiments, we trap a particle by minimizing the objective function,
subject to certain constraints (Eq. 3.6). Here, we define the “target position” as the final
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position xF . In the objective function, α represents the penalty on a trajectory that deviates
from the target position xF , β represents the penalty for using high values of flow rates, δ
penalizes high values of integrated error, and γ penalizes the error between the predicted
position at the end of the horizon and the target position. A custom LabVIEW program
allows the user to change these weights continuously during the experiment. Initially, we
studied the system response in the absence of an integrator (δ = 0). Here, we first set
the weights α, β and γ to 1 (in other words, equally weight all terms). However, this
generally results in ineffective trapping of characteristic micron-sized particles, because the
calculated controls are too weak. Thus, in order to increase the magnitude of the applied
controls, we reduced the value of the parameter β. However, if we set a very low value
of β, then there is a possibility of obtaining an optimization problem that does not have
a feasible solution. Eventually, through trial and error parameter tuning, we found that
β = 10−5 works well for particle trapping. However, we then observed an offset between the
equilibrium position of the particle and the target location. To fix this issue, we introduced an
integrator term into the controller, and we initially set the weight δ to 1. In order to remove
the offset, we needed to reduce the error (and consequently the integrated error), which is
accomplished by increasing δ. Again, we found that δ = 10 resulted in stable trapping for the
experiments described in this chapter. We note that the values of the weights are dependent
on the particular manner in which variables are scaled (using dimensionless groups and
characteristic scales), as discussed in the Section 3.2.2.
3.2.4 Experimental setup and sample preparation
The microfluidic device was mounted on the stage of an inverted microscope (Olympus
IX71) equipped with a 10x objective lens and a CCD camera (AVT Stingray F-033B / Point
Grey GS3). The inlet/outlet channels on the microdevice were connected to fluidic reservoirs
(Elveflow, France) through FEP tubing (IDEX Health & Science), and the reservoirs were
pressurized using electronic pressure regulators (Proportion Air). In all experiments, the
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buffer is a glycerol-water solution with a viscosity of 12.6 Pa-s at room temperature (25
oC). For trapping experiments, we used 2.2 µm diameter fluorescent polystyrene beads (Nile
Red, Spherotech Inc). For assembly experiments, we used 10.6 µm and 7.4 µm diameter
polystyrene beads coated with streptavidin and biotin (Spherotech and Bangs Laboratories,
respectively).
3.2.4.1 Flow rates to pressure conversion
For converting the flow rates into pressure values, we recast the microfluidic device into
an effective circuit, as shown in Fig. 3.3. We assume that the cross-slot has an average
pressure P0. Thus, the pressure Pi that must be imposed on the ith fluid reservoir can be
determined using:
Pi = P0 + qiZi (3.12)
where Zi is the hydrodynamic resistance of the fluidic path between the reservoir and the
cross-slot, which includes the fluidic reservoir, FEP tubing, and the channel itself. Here, qi is
the flow rate value obtained from ACADO. In our experiments, we typically set P0=13.8 kPa
(2 Psi), and Zi=5×1015 Pa-s/m3 (all channels are assumed to have the same hydrodynamic
resistance). Using Eq. (3.12), we determine the pressures to be imposed on all fluid reservoirs.
In this way, the entire setup operates at a positive pressure, which allows any channel to
behave as an inlet/outlet.
3.3 Results
3.3.1 Stokes Trap: Overview and design
A schematic illustration of the 4- and 6-channel microdevices is shown in Fig. 3.4a.
In these experiments, we use a 4-channel device for trapping a single particle and a 6-












Figure 3.3: Fluidic circuit
additional control variable (N = 6) provides more flexible control, even though the system
has 2P + 1 = 5 degrees of freedom in this case. Fig. 3.4b shows a schematic of the overall
experimental setup for the Stokes trap. The setup consists of 6 pressure regulators that
control fluid flow by pressurizing 6 distinct fluid reservoirs, which are in turn connected
to a microfluidic device mounted on the stage of an inverted microscope. The Stokes trap
operates at a net positive pressure such that each fluidic channel can function as an inlet or
outlet channel with net positive or net negative flux, respectively, by simply varying pressure
(Section 3.2.4.1). A schematic block diagram showing implementation of the control loop
is shown in Fig. 3.4c. The algorithm begins when a CCD camera acquires a snapshot and
relays the image to a custom LabVIEW program. Next, LabVIEW localizes particles and
determines the 2D center-of-mass coordinates of target particle(s). The LabVIEW program
allows the user to dynamically set the target setpoint positions for both particles through
a graphical user interface (GUI). Next, the particles’ coordinates are transmitted to the
ACADO controller to determine the requisite flow rates for steering them to the desired
positions. In this step, the controller solves Eq. (3.6) to obtain the set of flow rates qi for each
channel and transmits the information back to LabVIEW. Finally, LabVIEW converts these
flow rates to corresponding pressures and actuates the pressure regulators, which deliver the
required flow rates to the device via the fluid reservoirs.
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Figure 3.4: Overview of the Stokes trap and control algorithm. (a) Schematics of 4-channel
and 6-channel microfluidic devices for manipulating 1 and 2 particles, respectively. (b)
Overview of the experimental setup. Inlet/outlet channels in the microfluidic device are
connected to fluidic reservoirs that are pressurized by regulators controlled by a custom
LabVIEW program. In this way, the fluidic reservoirs drive fluid flow in the microdevice.
(c) Block diagram of the control loop for particle manipulation and trapping, with typical
time constants of τloop = 33 ms and τcontrol = 500 µs.
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3.3.2 Fluidic model & streamline topologies
Before embarking on particle trapping, we first validated the fluidic model (Eq. (3.2))
by experimentally determining streamline topologies using particle tracking and fluorescence
microscopy. In these experiments, we use an aqueous glycerol buffer (pH 8.0, viscosity η =
12.6 cP) containing 2.2 µm diameter fluorescent beads to characterize the flow field. We
use standard bead tracking algorithms (ImageJ with MOSAIC plugin [37]) to determine
bead trajectories over at least 30 s durations, which is suitable for quantitative flow field
analysis at typical strain rates of 1-10 s−1. Fig. 3.5a,b illustrate the direction and magnitude
of the imposed flow rates in the 6-channel device during these experiments. Experimental
streamline topologies are plotted in Fig. 3.5c,d. Interestingly, we observe two distinct flow
topologies which we refer to as ‘linked arms’ (Fig. 3.5c) and ‘non-linked arms’ topologies
(Fig. 3.5d). In both cases, we clearly observe the existence of two stagnation points, which
facilitates the independent trapping of two particles. In the linked arms topology, we observe
that the principal axis of extension for the right stagnation point corresponds to the principal
axis of compression for the left stagnation point. In the non-linked arms topology, the
stagnation points are no longer connected by streamlines. We obtained similar streamline
topologies by numerically solving Eq. (3.2), as shown in Fig. 3.5e,f.
3.3.3 Trapping single particles using the Stokes trap
We first characterized the performance of the Stokes trap by confining single particles at
a target position and determining the trap stiffness. The Stokes trap can be used to confine
particles in either quiescent conditions (i.e. no net flow if the particle is at the target position)
or in net flow conditions (i.e. net flow even if the particle is at target position). In quiescent
conditions, fluid flow is only applied to correct for Brownian motion of the particle, and in
this case, the Stokes trap functions in an analogous fashion to electrokinetic traps [9]. As
an aside, we note that unlike the Stokes trap, the Generation 1 automated hydrodynamic
trap cannot operate under quiescent conditions. The Generation 1 trap uses an on-chip
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Figure 3.5: Streamline topologies in a 6-channel microdevice from experiments and com-
putation. (a)-(b) Schematic of the relative magnitude and direction of the flow rates for
generating the streamline topologies in the figures below. Arrows pointing inwards represent
flow entering the device, and arrows pointing outwards represent flow exiting the device.
The size of the arrows signifies the relative magnitude of the flow rates. (c) Experimental
streamlines showing the ‘linked-arms’ topology, generated when the flow rates have a specific
symmetry. Two stagnation points are clearly visible. (d) Experimental streamlines showing
the ‘non-linked arms’ topology, generated if the symmetry in (c) is broken. (e)-(f) Streamline
topologies obtained from numerical solution of Eq. (3.2). For display, streamlines emanating
from inlet channels are plotted using distinct colors.
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membrane valve to control flow, and the membrane valve is incapable of influencing particle
position in the absence of a net imposed flow.
In order to quantify trap performance, we used the Stokes trap with MPC (Eq. (3.5)) to
confine a single (2.2 µm diameter) fluorescent bead in a 4-channel device, and we recorded
the particle trajectory for a duration of 400 s (Fig. 3.6a). We use a bead tracking algorithm
to localize particle position, followed by determination of the power spectral density (PSD)
of the particle position fluctuations (Fig. 3.6b). We fit the PSD with a Lorentzian and a
Maximum Likelihood estimator [38, 39], and the corner frequency fc was determined to be
0.64 Hz and 0.82 Hz using these methods, respectively. We determined the trap stiffness
κ = 2πζfc as 1.1 × 10−3 pN/nm and 1.4 × 10−3 pN/nm, where ζ is the Stokes drag of the
bead. These trapping stiffnesses are comparable to a weak optical trap [40]. Moreover, we
found that the MPC algorithm and the overall design of the Stokes trap yields a tighter
trap (∼5-7x increase in trap stiffness) compared to the previous Generation 1 automated
hydrodynamic trap, which only used a simple proportional controller and an on-chip valve
to yield a stiffness of 2.0× 10−4 pN/nm under similar experimental conditions [14].
3.3.4 Manipulating two particles using the Stokes trap
We next used the Stokes trap to confine and manipulate two particles simultaneously
(Fig. 3.7). Here, we used a 6-channel microfluidic device to manipulate two 2.2 µm diameter
particles in an arbitrary scenario. First, the two particles are trapped approximately 198
µm apart. Next, the target positions of both particles are instantaneously interchanged, and
the MPC given by Eq. (3.6) is used to control the process of particle interchange. In this
experiment, we do not prescribe the intermediate trajectory for either particle, rather, the
trajectory is generated by the controller. We found that the controller successfully generates
smooth trajectories in real time by minimizing the objective function, as shown in Fig. 3.7.
Using this strategy, the particle position interchange occurs over a relatively short timescale,
with the entire process completing in 22.5 s.
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Figure 3.6: Characterizing the performance of the Stokes trap. (a) Trajectory of trapped
2.2 µm diameter bead over a period of 400 s. (Inset, top) Probability distribution of the
position of the particle. (Inset, bottom) Schematic of microdevice used for trapping. (b)
Power spectral density (PSD) particle position flucutations for the trajectory shown in part
(a). The PSD is analyzed to determine the corner frequency fc.
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Figure 3.7: Manipulating two particles using the Stokes trap, where the objective is to switch
the center-of-mass positions of both particles. (a) At time t = 0 s, two 2.2 µm diameter
fluorescent beads are initially trapped ∼198 µm apart. At t=0.033 s, we instantaneously
interchange the target positions of both particles, after which the controller generates a
trajectory for each particle and calculates and applies the flow rates. (b)-(c) Tracing the two
particle trajectories during the experiment, with the yellow line showing the past history of
both particles. (d) The process finishes at t = 22.5 s, at which time the particle positions
have been interchanged.
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We further demonstrate the precise manipulation of two particles along pre-programmed
paths (Fig. 3.8). The experiment begins by tracking two freely-suspended particles in the
field of view, and at time t = 0 s, the controller is activated. First, the controller traps
both particles, and the two particles are smoothly delivered to their respective (initial)
target positions. Next, the target position is slowly and repeatedly stepped along a pre-
programmed path, during which time the controller works to continuously move the par-
ticles synchronously with the target position. In this experiment, the target positions are
programmed to trace the letter ‘I’, and the process completes after 328 s. As shown in
Fig. 3.8a-d, we are able to accurately and precisely control both particles along a pre-
determined path that spans hundreds of microns, which is orders of magnitude larger than
the particle size. For each experiment, we also record the flow rates required for particle ma-
nipulation. Fig. 3.8e shows the flow rates during the two particle manipulation experiment.
3.3.5 Fluidic-directed assembly of particles
We also used the Stokes trap to assemble two small particles in solution (Fig. 3.9). In
this experiment, the goal is to link two ‘sticky’ particles together via directed assembly,
in particular by linking a 7.4 µm biotin-coated bead and a 10.6 µm streptavidin-coated
bead by the strong non-covalent biotin-streptavidin interaction. At time t = 0 s, both
particles are trapped at two separate positions. Next, the target position for the bead on
the left (biotin-coated) is slowly moved towards the target position for the bead on the right
(streptavidin-coated). As the beads approach each other, both particles begin to deviate
from their target positions, which is a consequence of interparticle hydrodynamic interactions
[32, 41, 42]. Nevertheless, particles follow their target positions at all interparticle distances
using the MPC algorithm. For assembly experiments, the controller weight parameter γ in
the objective function (Eq. (3.6)) is increased slightly above the values used in two particle
manipulation experiments described above, which amounts to a stricter penalization for not
reaching the final target position. At t = 95 s, the two beads are firmly linked together
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Figure 3.8: Manipulating two particles using the Stokes trap, where the objective is precisely
control the paths of two 2.2 µm beads to trace the letter ‘I’. (a)-(d) Snapshots of both particles
at various instants of time, with the yellow line showing the past history of both particles.
(e) Flow rates applied by the controller to the 6 inlet/outlet channels during the experiment.
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Figure 3.9: Fluidic-directed assembly of two particles using the Stokes trap. Interparticle
distance is shown as a function of time during the assembly event between a 10.6 µm diameter
streptavidin-coated bead and a 7.4 µm diameter biotin-coated bead. (Inset) Snapshots of
both particles as a function of time, where points (a)-(d) correspond to the interparticle
distance plot. The beads are successfully linked around 95 s.
by biotin-streptavidin interaction. The interparticle distance during the assembly event is
plotted in Fig. 3.9, with snapshots of both particles shown in the inset. For reference, the
expected interparticle distance after linking is also plotted on the same figure. After linking
the two particles together, we moved the assembled structure around in solution to confirm
that the beads were tightly linked.
3.4 Discussion
In this chapter, we demonstrate a new technique for manipulating and assembling mi-
croscale objects in free solution using the sole action fluid flow. We experimentally implement
model predictive flow control, which greatly simplifies the microfluidic device design for trap-
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ping by eliminating the need for integrated electrodes and on-chip membrane valves. The
MPC algorithm is versatile and allows for the ability to control several particles indepen-
dently, and as a proof of concept, we directly show the precise manipulation of two particles
along arbitrary paths. We further use this technique to bring two particles in close contact,
thereby facilitating linkage and directed assembly into a simple structure. Although simulta-
neous manipulation of multiple particles has been achieved using optical tweezers [3,43] and
electrokinetic traps [10], multiparticle manipulation and assembly mediated only by fluid
flow has not yet been achieved.
A major advantage of the MPC algorithm is the ability to correct for model imperfections
and system perturbations in a robust manner. For example, our simple fluidic model for fluid
velocity (and particle velocity) is based on a linear superposition of two-dimensional point
source flows around the perimeter of a polygonal flow cell. This model neglects interparticle
hydrodynamic interactions, which give rise to perturbations in the fluid velocity that become
significant upon close approach of the particles (e.g. when interparticle distance is less than
∼5 particle diameters). Nevertheless, as shown in the particle assembly experiment, the
MPC algorithm is robust and successfully corrects limitations of the fluidic model.
A second advantage of implementing the MPC algorithm with distinct fluidic models is
the ability to directly measure deviations of the system behavior from the model predictions.
During an experiment, we record the transient and steady-state control input that effectively
cancels any perturbations to the flow field. Interestingly, this approach allows for direct
measurement of the fluid velocity arising from the flow field disturbances around trapped
particles. In this manner, it should be possible to use one particle as a probe particle to record
the fluid flow in the vicinity of a second particle. Thus, we believe that this technique can
serve as a powerful tool to study interparticle interactions, including the direct measurement
of the forces that arise during particle approach or collision events.
We further use the Stokes trap for the assembly of freely-suspended particles in solution,
that is, for particles with no external force or torque couples (e.g. no external electric fields
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or optical fields). In recent years, self-assembly of particles and molecules has been used to
generate advanced functional materials with hierarchical structures [44]. The process of self-
assembly, however, mainly relies on self-organization at thermal equilibrium [45–47]. From
this perspective, it might be possible to access new levels of spatial ordering and hierarchi-
cal assembly by coupling external fields during the assembly process in a non-perturbative
fashion. In the past, directed assembly of colloidal particles has been achieved by using
external electrical fields [48, 49], acoustic fields [50], or optical fields [51]. Nevertheless, not
all techniques are well-suited for directed assembly. Particle assembly with electrokinetic
traps has been shown to be difficult, where the electrode potentials (voltages) required for
bringing two 5 µm particles in contact diverged upon close approach, and as a consequence,
these particles could not be brought closer than ∼8 µm [10]. Moreover, during any assembly
event, the applied force fields should be non-pertubative such that they do not alter the
underlying system properties.
In this regard, flow-based techniques could offer several advantages for directed assembly.
Fluidic confinement forces scale favorably and linearly with particle diameter R compared
to R3 for optical traps and magnetic tweezers, which implies that the forces required for
trapping a small particles using fluidics are physically reasonable given typical experimental
conditions [10]. In addition, coupling external optical and electrical fields into microfluidic
devices often has associated side-effects such as secondary flows generation and localized
heating [21, 52], which could complicate the study of biological molecules and cells using
these methods.
In future work, it may be possible to use the Stokes trap to systematically build higher-
order and more complex assemblies of particles. In the current version of the trap, we
use N = 6 inlet/outlet channels, though it has been predicted that this can be scaled up
to N = 10-15 while retaining controllability with physically reasonable flow rates [31]. In
the short term, however, the current device with N = 6 control variables could be used
to control the 2D center-of-mass position of two particles while simultaneously controlling
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the orientation of one of the two particles. By adding one additional channel (N = 7), it




Disturbance estimation and nonlinear model
predictive path following control
In Chapter 3, we discuss the development and application of the Stokes trap [18], which
enables the multiplexed manipulation of particles using the sole action of fluid flow. This
technique uses precisely controlled flow rates determined by a model predictive control al-
gorithm (MPC) to confine multiple particles simultaneously. Using this method, we demon-
strate the precise 2-D manipulation of two particles along arbitrary paths and also assembled
two sticky particles into a simple structure.
In this chapter, we extend the capabilities of the Stokes trap with respect to its robustness
and its versatility. First, we implement an extended Kalman filter to estimate incoming
disturbances and remove the offset during the regulation of the particle position. Second,
we integrate path following with the MPC algorithm to improve the path following speed.
These improvements together will enable detailed studies involving the interactions between
two trapped particles.
4.1 Controller formulation
The basic idea of the Stokes trap is to control the position of particle along a user-
defined trajectory by manipulating the fluid flow field within the device (Fig. 4.1). We
illustrate this idea with the following examples. Consider Fig. 4.1a, where the goal is to
move the particle along the x axis. This can be accomplished by delivering fluid into the
cross-slot through the left channel and removing the fluid from the right channel. This flow
configuration imposes a rightward fluid velocity at the position of the particle that pushes
the particle along the x-axis. Imposing a flow rate in the bottom channel with the top
channel serving as the outflow channel results in the analogous motion of the particle along
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a b c
Figure 4.1: Using fluid flow to manipulate a single particle (the red circle) to a target
position (the ‘x’ symbol). (a) The particle is moved along the x axis. The left channel is
the inlet channel and the entire flow exits through the right channel. (b) The particle is
moved along the y axis. The bottom channel is the inlet channel and the entire flow exits
through the top channel. (c) Combined manipulation along the x and y axes. The flow
enters through the left and bottom channels and exits through the top and right channels.
the positive y axis towards its target position (Fig. 4.1b). Finally, for manipulating both
the x and y coordinates, we can combine the previous two cases, where the left and bottom
channels behave as inflow channels and the top and right channels behave as the outflow
channels. Changing the relative flow rate magnitudes for each channel (while preserving the
mass conservation constraint for the net fluid entering the cross-slot) thus enables arbitrary
control of both the x and y coordinates (Fig. 4.1c).
As we describe below, this control problem can be solved using model predictive control.
We begin by first describing the model. As this model approximates the true flow field
within the device, we next describe the application of extended Kalman filtering to account
for model mismatch. In the following sections, we adopt the notation used in the control
systems literature.
4.1.1 Model of particle flow
We first consider the fluid dynamics inside the microfluidic device. In low Reynolds
number flow conditions, also known as Stokes flow, the inertial terms in the Navier-Stokes
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equation can be neglected and we can write [42]:
0 = −∇p+ µ∇2u (4.1)
where p is the dynamic pressure field, u is the velocity field, and µ is viscosity. In a mi-
crofluidic device cross-slot geometry generated by the intersection of N channels, we can
approximate each channel as a two-dimensional point source. The final height averaged
velocity field at a point x inside the cross-slot can then be approximated as a linear super-








Here, H is the height of the device, x ∈ R2 is the position vector of the point, Ri ∈ R2 is
the the position vector of the ith point source, and q ∈ RN is a vector whose ith element
represents the volumetric flow rate through the ith point source. However, the flow rates qi




qi = 0 (4.3)
where flow rates are positive when they flow into the cross-slot and negative when they
flow out. Together, Eqs. (4.2) and (4.3), completely determine the 2-D velocity field within
the cross-slot geometry. In previous work, we performed a computational fluid dynamics
simulation in COMSOL to compare the height averaged velocity with the velocity prediction
from Eq. (4.2) [18]. We found that an appropriate choice of the channel height and width can
reduce the error between the COMSOL velocity predictions and the point source velocity
predictions to ∼ 2%.
In the absence of external forces, and neglecting inter-particle hydrodynamic interactions,
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we can assume that a particle is advected with the local fluid velocity. In this case, we can
model the particle’s motion using the following equation:







4.1.2 Model predictive control formulation
In the superposed point source velocity field of Eq. (4.4), our objective is to manipu-
late a single particle, a task that poses several experimental challenges. First, we seek to
manipulate micron sized particles, which are subject to Brownian motion, and thus follow
non-deterministic trajectories. Additionally, the fluidic model described in Eq. (4.2) is an
approximation, and any control strategy must be sufficiently robust to handle unmodelled
behavior. Finally, the positions of the particle are sampled at 30 Hz, hence the control
strategy should be capable of calculating the optimal control law within 33 ms. For these
reasons, we use model predictive control (MPC) to precisely manipulate the particle [33].
Consider the task of manipulating a single particle from the point x0 to the point xF .
Although there are infinitely many trajectories between these points, we would like to select
a trajectory that simultaneously minimizes the flow rates as well as the distance traveled.
We can systematically obtain these trajectories and the corresponding flow rates at each




















= f(x̃, q̃), x̃(tk) = x(tk) (4.5b)
N∑
i=1
q̃i(τ) = 0 ∀ τ = tk, . . . , tk + TM (4.5c)
Here, tk = t0+k∆ represents the kth sampling instant and TM is the MPC horizon, consisting
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of M regular intervals such that TM = M∆, where ∆ is the sampling interval. x̃(τ) indicates
the predicted value of the position at time τ , whereas q̃(τ) indicates the predicted piecewise
constant control applied during the interval [τ, τ + ∆). α, β and γ are the controller weights
which are tuned during the manipulation experiment to obtained the desired performance.
Following the MPC strategy, we minimize the objective function in Eq. (4.5) every sampling
instant to obtain the flow rates over the entire horizon, but we only apply the flow rates
corresponding to the first MPC interval by setting q(tk) = q̃(tk) and resample the position of
the particle x at the next sampling instant. Here, we use the toolkit for Automatic Control
and Dynamic Optimization (ACADO) for implementing experimental MPC [34,36].
4.1.3 Extended Kalman Filter
The point source velocity model (Eq. (4.2)) is an approximation to the actual 3-D velocity
field. Moreover, the actual velocity inside the cross-slot might depart significantly from
Eq. (4.4) because of incoming disturbances. These disturbances arise from inaccuracies in
the imposed flow rates and irregularities in the microfluidic channels caused due to variations
in the photolithography process. In these conditions, the controller formulation discussed
previously is unable to achieve offset free regulation of the particle position.
For these reasons, we implement an extended Kalman filter (EKF) to estimate the dis-
turbance velocity p [53]. We begin by augmenting the system of Eq. (4.4) with an additional

















= Cz(k) + w(k) (4.6b)
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where In denotes an identity matrix of rank n, z ∈ R4 is the augmented system state,
ω(t) ∈ R2 is the input noise which is a normal random vector with zero mean and known
covariance matrix Q ∈ R2×2. y(k) represents the measurement of the position of the particle
at sampling instance tk, while w(k) ∈ R2 is the input measurement noise which is a normal
random vector with zero mean and covariance matrix S ∈ R2×2.
Let ẑm(k) and P̂m(k) = E[(z(k)− ẑm(k))(z(k)− ẑm(k))T ] represent an approximation of
the conditional mean and variance of the true state z(k) given the measurements {y(i)}ki=1,
and we initialize them as ẑm(0) = z0 and P̂m(0) = P0. We denote the prior estimate of the
state and the state variance matrix as ẑp and P̂p. Then, the prior values ẑp(k) and P̂p(k) are
calculated by solving the following equations in the interval [tk−1, tk] to obtain their values
at sampling instant tk:
ż(t) = g(z(t), q), z(tk−1) = ẑm(k − 1) (4.7a)
Ṗ (t) = A(t)P (t) + P (t)AT (t) +GQGT , P (tk−1) = P̂m(k − 1) (4.7b)
where















Finally, y(k) is measured, and the a posteriori update is done as follows:
K(k) = P̂p(k)CT [CP̂ Tp (k)CT + S]−1 (4.8a)
ẑm(k) = ẑp(k) +K(k)[y(k)− Cẑp(k)] (4.8b)
P̂m(k) = [I4 −K(k)C]P̂p(k) (4.8c)
The EKF operates in conjunction with an MPC controller identical to the one discussed
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in Eq. (4.5), except that instead of the system model in Eq. (4.5b), we use the following
system model using the estimate of p(tk) from the EKF:
dx̃
dt
= f(x̃, q̃) + p(tk), x̃(tk) = x(tk)
4.1.4 Path following
In previous work, we have demonstrated the precise manipulation of a micron sized
particle along a preprogrammed path [18]. However, in that implementation, the set point
was stepped along the path at a constant speed without considering the position of the
particle. In some cases, the particle would be far away from the setpoint when the setpoint
value was changed to the next position, and the particle would deviate from the reference
trajectory while moving towards the setpoint.
Addressing this issue requires coordinating the setpoint motion with the motion of the
particle, so that the setpoint speed along the trajectory can be increased or decreased based
on the lag distance of the particle. Here we implement nonlinear model predictive path
following control as described in [54].
We parameterize the reference trajectory r using a parameter θ such that r(θ) : [−1, 0] 7→








α‖x̃(τ)− r(θ̃)‖2 + δ1‖θ̃(τ)‖2 + β‖q̃(τ)‖2 (4.9a)
+ δ2‖φ(τ)‖2
}
+ γ(‖x̃(tk + TM)− r(θ̃(tk + Tm))‖2 + ‖θ̃(tk + Tm)‖2)
s.t. dx̃
dt
= f(x̃, q̃), x̃(tk) = x(tk) (4.9b)
˙̃θ = −λθ̃ + Φmax − φ, θ̃(tk) = θ(tk|θ(tk−1)) (4.9c)
0 ≤ φ̃(τ) ≤ Φmax (4.9d)
N∑
i=1
q̃i(τ) = 0 ∀ τ = tk, . . . , tk + TM (4.9e)
Equation (4.9c) is known as the timing law since it controls the evolution of the path
parameter θ. λ is a small value (typically ∼ 10−5) which is used to stabilize the timing law,
φ is the speed of the setpoint along the reference trajectory, and Φmax denotes the maximum
permissible value of φ. Φmax can be tuned based on how fast the reference trajectory must
be tracked. At every sampling instant, the initial condition for θ̃ is set equal to the predicted
value of θ from the previous sampling instant, based on the timing law with θ being set to
-1 for the first sampling instance corresponding to the beginning of the path.
4.2 Experimental Implementation
4.2.1 Experimental setup
The setup consists of 4 pressure regulators which pressurize distinct fluidic reservoirs
to control the flow rates q through each channel, as shown in Fig. 4.2a. These fluidic
reservoirs are connected to the microfluidic device using FEP tubing. The microfluidic
device is mounted on the stage of an inverted microscope (Olympus IX71) which is equipped
with a 10x magnification objective and a CCD camera. For all manipulation experiments we




















Figure 4.2: Overview of the Stokes trap and control algorithm. (a) Overview of the ex-
perimental setup. Inlet/outlet channels in the 4 channel microfluidic device are connected
to 4 fluidic reservoirs that are pressurized by regulators controlled by a custom LabVIEW
program. The fluidic reservoirs deliver the required amount of flow rates into the device.
(b) Block diagram of the control loop for particle manipulation.
with a viscosity of 0.140 Pa-s measured at 22◦C.
4.2.2 Controller implementation
A schematic of the control loop is shown in Fig. 4.2b. A custom LabVIEW code interfaced
with the ACADO package is used for particle manipulation. The control loop begins with the
acquisition of an image by the CCD Camera which relays it to the LabVIEW program. Next,
LabVIEW determines the 2-D center-of-mass coordinates for the particle of interest and
relays these coordinates to the ACADO controller. The ACADO controller solves Eq. (4.5)
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to determine the optimal flow rate values q, and sends these values back to LabVIEW.
Finally, LabVIEW converts the flow rates to pressure values and actuates the pressure
regulators which deliver the required flow rates into the microfluidic device, after which the
entire control loop repeats again. In typical experiments, this control loop operates at 30 Hz.
The EKF is implemented in MATLAB and interfaces with the LabVIEW code described
above.
For obtaining the corresponding pressure values for flow rates qi provided by the MPC
algorithm, we convert the entire setup into a fluidic circuit, with each fluid reservoir acting
as a pressure source. The fluidic path from the fluid reservoir to the cross-slot through the
ith channel is associated with a hydrodynamic resistance Zi. We assume that the center of
the cross-slot is at an average pressure P0, which allows us to calculate the pressure Pi to be
applied on the ith reservoir using the following equation:
Pi = P0 + qiZi (4.10)
4.2.3 Microfluidic device geometry and dimensions
We use a N = 4 channel microfluidic device with a channel width of ∼ 400 µm and a
channel height of ∼ 100 µm (Fig. 4.3a,b). The junction of these channels forms a square
with a side W = 400 µm. The microfluidic device is aligned so that the center of the
cross-slot junction is at the origin of the laboratory reference frame. Then the point sources
corresponding to the 4 channels are assumed to be on the inscribed circle of the square as
follows:
























Figure 4.3: Microfluidic device geometry (a) Schematic showing the height, width and
length of the microfluidic channels. (b) Schematic showing the location of the point source
corresponding to each channel.
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4.2.4 Scaling and dimensionless equations
To effectively minimize the objective function without encountering underflow, we scale
all parameters so that they are roughly O(1). We choose the particle diameter d = 2.2 µm
as the length scale, and the inverse of the characteristic strain rate ε̇−1 = 1 as the time scale
(the strain rate is the eigenvalue of the gradient of velocity tensor,∇u), which leads to a flow
rate scale qS = πε̇d2H. We scale all lengths, times and flow rates in Eq. (4.4) and use ·̄ to
indicate the corresponding dimensionless quantities:






t̄ = ε̇t, x̄ = x
d
, R̄i = R
i
d
, q̄ = q
qS
4.3 Results
4.3.1 Trapping a single particle
In this experiment, a single 2.2 µm particle was trapped at the origin of the cross-slot, i.e.
x̄F = 0. The controller weights were set to α = 1, β = 10−5 and γ = 1, with P0 = 2.5 Psi.
Fig. 4.4a,b shows the x and y coordinates of the particle over a period of 30 s, in addition
to the reference position. During the experiment, a time varying offset was observed for
both the x and y coordinates, with an average value of 0.19 µm for the x coordinate and
0.38 µm for the y coordinate. This offset arises because of unmodeled disturbances within
the cross-slot, such as asymmetric resistances in the four fluidic paths. These unmodeled
disturbances are not known a priori and they might change from one experiment to the next
experiment as they are affected by the particular manner in which the microfluidic tubing
is connected to the device in addition to irregularities in the device features.
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Figure 4.4: Trajectory of a particle trapped at the origin (a) The x coordinate of the
particle as a function of time, with and without the EKF. In this case, since the particle’s
offset is already small, adding the EKF does not result in significant improvement. (b) The
y coordinate of the particle as a function of time, with and without the EKF.
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4.3.2 Implementing the EKF
To estimate these disturbances during the experiment, and remove the offset, we imple-
mented the extended Kalman filter (EKF) described in Section 4.1.3. The controller weights
were maintained at the same value, while the process noise and measurement noise matrices
were set to Q = 0.1I2 and S = 0.1I2 respectively. As shown in Fig. 4.4a,b, after the im-
plementation of the EKF, the mean offset in the x coordinate is 0.25 µm, while the mean
offset in the y coordinate is 0.34 µm. In this case, the introduction of the EKF does not lead
to an improvement since the original offsets are comparable to the uncertainty in locating
the center-of-mass coordinates of the particle (∼ 200 nm). Figure 4.5 compares the x and
y coordinates of the particle obtained from Labview to the coordinates obtained by running
a more rigorous particle localization algorithm using ImageJ [37]. During the experiment,
the coordinates obtained from Labview are used, and as shown in Fig. 4.5, both the coor-
dinates have a nearly zero mean value, indicating that the EKF is indeed able to regulate
the particle’s position with zero offset. However, it is clear that there is a significant error
in estimating the position of the particle since there is on average a difference of 0.3 µm in
the estimates obtained from Labview and ImageJ. Thus, by implementing a more accurate
algorithm for estimating the position of the particle during the experiment and using those
coordinates with the EKF, we can successfully estimate an arbitrary incoming disturbance
and cancel its effect on the motion of the particle.
4.3.3 Path following
We also implemented path following as discussed in Section 4.1.4. In this experiment,
the controller weights were set to α = 1, β = 10−5, γ = 1.0, δ1 = 106 and δ2 = 10−5. The
cross-slot pressure was set to P0 = 0.9 Psi.
We traced a ‘Figure 8’, whose parametric equation is r(θ) = [30 cos(−2πθ), 15 sin(−4πθ)]T ,
with θ ∈ [−1, 0]. We set λ = 10−5 and Φmax = 0.05. Figure 4.6 shows the reference trajec-
tory overlaid with the actual trajectory of the particle and it is seen that the particle follows
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Figure 4.5: A comparison between the x and y coordinates of a particle as detected by
Labview and ImageJ. (a) The x coordinate of the particle as a function of time and (b) the
y coordinate of the particle as a function of time.
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Figure 4.6: A trapped particle traces a ‘Figure-8’ curve. The reference trajectory has been
shown in blue, with the red squares marking the position of the particle at different times.
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the reference trajectory fairly closely and the deviations from the reference trajectory are
small. Figure 4.7a,b shows the evolution of the individual coordinates x and y of the particle.
Again, we see that the particle follows the reference trajectory with small perturbations (less
than the particle diameter, d = 2.2 µm). More importantly, the particle is able to cover a
large distance of ∼ 300µm within a short period of time (∼20 s). This represents a dramatic
improvement over our previous approach of moving the setpoint at a fixed speed where it
took ∼300 s to cover a distance of ∼ 200 µm.
The errors shown in Fig. 4.7c,d represent the difference between the setpoint position and
the particle’s position, but not the distance between the particle’s position and its projection
onto the reference trajectory. Thus, even though the errors shown in Fig. 4.7c,d have an
absolute value of around 1 µm for the x coordinate and y coordinate, the projected errors
are lower since in many cases the particle lags behind the setpoint but stays on the curve.
This is clearly observed in Fig. 4.7c,d, where the errors in x and y coordinates are correlated
with the x and y coordinates of the trajectory shown in Fig. 4.7a,b. When the particle
is stationary, i.e. during the period 0-8 seconds, and 30-40 s, the error corresponds to a
value of roughly 0.2 µm which can be attributed to an error in localizing the position of
the particle in Labview, as shown in Fig. 4.5. When the particle moves, the particle lags
behind the setpoint, which leads to a positive value of the error when the setpoint’s x or y
coordinate is positive and a negative value for the error when the setpoint’s x or y coordinate
is negative. Indeed, we see this effect manifested in Fig. 4.7c,d where the errors in the x and
y coordinates are correlated with the x and y components of the particle’s trajectory, and
the large value of the errors occur when the setpoint moves through the curved section of
the ‘Figure-8’ trajectory. In these curved sections, the particle tries to follow a straight line
path to the setpoint, and since it generally lags behind the setpoint, this causes the particle
to deviate from the ideal trajectory (as shown in Fig. 4.6 near the two curved sections at
the bottom of the ‘Figure-8’). These errors can be reduced further by appropriately tuning
the weights corresponding to the difference between the setpoint and the particle’s position
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Figure 4.7: The reference and the actual trajectory of the particle during path following.
(a) x coordinate of the particle and the reference trajectory as a function of time, (b) y
coordinate of the particle and the reference trajectory as a function of time, (c) the error
between the x coordinate of the particle and the x coordinate of the reference trajectory
as a function of time and (d) the error between the y coordinate of the particle and the y
coordinate of the reference trajectory as a function of time.
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and the weights corresponding to the flow rates q.
4.3.4 Measuring the velocity field induced by hydrodynamic interactions
In prior work (Chapter 3), we have established that a careful choice of the device height
and channel width allows the error between the height averaged 3-D velocity field and the
2-D Hele Shaw velocity to be reduced to ∼2%. In such a microfluidic device, when the
distance between the two trapped particles is much greater than the particle diameter,
and hydrodynamic interactions are negligible, the model predictive control algorithm is
able to accurately predict the dynamics of each particle, and precisely manipulate both
particles along a user-defined trajectory. On the other hand, when the distance between the
trapped particles is comparable to the particle diameter, hydrodynamic interactions become
important, and this adds an extra disturbance velocity term to the original equation for the
velocity of a single particle in the Hele Shaw flow field. As a consequence, the actual motion
of the particles is no longer governed by the model used by the controller, and when the
particles are brought in close proximity to each other, they start deviating from their set
point position.
In this case, a careful retuning of the controller weights is then necessary to remove
the offset between the desired location of the particle and the actual position. Previously,
we used an integrator to remove experimental offset, but it is well known that adding an
integrator leads to a loss of stability. Developing an alternative method of removing offset and
estimating this disturbance velocity will not only enable the elimination of position offset,
but will also facilitate the direct measurement of the disturbance velocity field experienced
by both particles.
Here, we will use the EKF developed in the previous sections to measure the hydrody-
namic interactions between two particles suspended in a Newtonian fluid. First, we consider
a single sphere suspended in the velocity field described by Eq. (4.2). Assuming that the
center of mass of the particle is at x0, we expand the undisturbed velocity field (i.e. the
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velocity field in the absence of the particle) around the center of mass of the particle as
follows:
u∞(x) = u∞(x0) + (∇Tu∞)|x0(x− x0) +
(x− x0)T∇2u∞|x0(x− x0)
2 + . . . (4.14)
However, all terms beginning from third term are 0, since ∇2u∞ = 0 for the velocity field
in Eq. (4.4). This is because the velocity field is a superposition of the velocities driven
by point sources. Point sources are singularity solutions of the Stokes equation (Eq. (4.1))
associated with a constant or zero pressure field, implying ∇p = 0, so that the Eq. (4.2)
becomes ∇2u = 0. Additionally, the velocity field due to a point source is purely extensional
in nature, so that the gradient of velocity tensor ∇u∞ is symmetric, and thus equal to the
rate of strain tensor E∞. This leads to the following expression










Equation (4.15) is a superposition of a uniform flow (the first term) and extensional flow
(the second term). Hence, the total disturbance velocity generated by a freely suspended
sphere in this flow can be determined by obtaining the disturbance flow for each term,
and then superposing them. For a sphere immersed in uniform flow and moving with the
velocity of the undisturbed flow, the disturbance velocity field is identically zero. For the
second term, we observe that the undisturbed velocity field is driven by a rate of strain
tensor E which is symmetric, hence the disturbance velocity must have contributions from
a potential quadrupole and a stresslet, since these singularities have second order tensorial
constants [42]. Let x̂ denote the position vector from the point x0 to the point x, with its
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magnitude given by r̂ =
√
x̂lx̂l. The disturbance velocity is thus:
uDi =
1
4πQijl qjl︸ ︷︷ ︸
Potential quadrupole













where µ is the viscosity of the fluid.
Finally, we need to determine the constants qjl and pjl. We note that the total velocity
must satisfy no slip on the surface of the sphere and the disturbance velocity must decay to
0 at a large distance from the sphere. el denotes the position vector of an arbitrary point
on the surface and a is the radius of the sphere. The boundary conditions for the velocity
field are then:
uDi = −u∞i at x̂l = ael (4.17)
uDi = 0 at x̂l →∞ (4.18)











The disturbance velocity field and the total velocity field is

























We return to the case for two particles and the previously discussed formulation of the EKF.
Each particle will experience the disturbance velocity generated by the motion of the other
particle. In this case, the disturbance velocity p that is estimated by the EKF should match
the value given Eq. (4.21). The challenge here lies in the fact that p will change with time
as the particles move relative to each other, so the EKF must be able to converge quickly
to a the value of p. Additionally, the disturbance velocity falls off r−2, so particles must be
placed in close proximity to each other so that the estimated value is significant compared
to experimental noise.
We simulate this case in MATLAB. Consider two 10 µm diameter particles suspended
in a Newtonian fluid. We scale all the quantities using the scaling parameters described
in Section 4.2.4. To study interactions between these two particles, we begin by trapping
one particle at x̄1 = [5, 1.5]T and other particle at the origin (x̄2 = 0). Then while keeping
the second particle fixed, the first particle is moved in a sinusoidal motion parallel to the x
axis, i.e. x̄1 = [5 cos(−10πθ), 1.5]T , using the path following algorithm described previously.
The parameters for the path following algorithm were Φmax = 0.05, the controller weights
were set to α = 103, β = 10−6, γ = 103, δ1 = 104 and δ2 = 10−6, and the error covariances
were Q = I4 and S = 10−3I4. Figure 4.8 shows the trajectory of both particles during this
manipulation.
In Fig. 4.9 we compare the theoretical prediction of the disturbance velocity to the value
obtained from the EKF. As is clear from the figure, we obtain a good agreement between
the detected value and the theoretical prediction. Moreover, the interactions estimated for
one particle have the same magnitude as interactions sensed by the other particle, but with
the opposite sign.
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Figure 4.8: The trajectory of both particles during the interaction experiment simulated
over a period of 25 seconds. Particle 1 moves in a sinusoidal trajectory parallel to the x axis
while Particle 2 is kept fixed at the origin.
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Figure 4.9: A comparison of the theoretical value of the disturbance velocity and the value




In this chapter, we have demonstrated the successful implementation of an extended
Kalman filter and a nonlinear model predictive path following control algorithm on the
Stokes trap. Typical microfluidic trapping experiments are highly sensitive to incoming
disturbances. These disturbances might be extrinsic to the device such as fluctuations in
the applied pressure, or intrinsic such as defects in the channel features. Regardless of the
source of these disturbances, we need a robust control algorithm which can achieve an offset
free regulation of the particle’s position. The extended Kalman filter demonstrated here
greatly increases the robustness of the controller by estimating the incoming disturbance
and removing the offset working in conjunction withe MPC controller. On the other hand,
path following allows us even greater flexibility in controlling the precise path followed by
a trapped particle. Together, these improvements greatly increase the robustness and the
versatility of the Stokes trap.
By combining both of these features together, we also studied hydrodynamic interactions
between two particles which are confined using the Stokes trap. By precisely moving one
particle along a reference trajectory while keeping the other particle fixed, we were able to
use the Kalman filter to directly determine the value of the velocity field induced by the
hydrodynamic interactions between the two particles. For Newtonian fluids, the disturbance
velocity has an analytical expression which can be readily evaluated. However, for non-
Newtonian fluids, the rate-of-strain tensor Eij is no longer linearly related to the stress tensor,
which complicates the derivation of the disturbance velocity. The proposed method directly
yields the hydrodynamic interaction (i.e., disturbance velocity) between two particles, which
does not depend on the shape of the particles or the nature of the surrounding buffer. Thus,
this method holds strong potential to enable fundamental studies of interactions between




In this dissertation, we present several different techniques for flow-mediated particle
trapping and manipulation, together with detailed quantitative analysis of these new meth-
ods. We began with a systematic analysis of the automated hydrodynamic trap, which uses a
heuristic control algorithm to confine particles. We modeled each step of the hydrodynamic
trapping process to facilitate a controls-based analysis and simulated the performance of
the trap under varying experimental conditions. We defined the oscillations of the particle
as a metric for the trap performance, and looked at its variation when the Péclet number,
measurement time delay or the system response time was changed. We found that a slow
valve or a slow camera leads to poor trapping performance because of larger oscillations
of the trapped particle. On the experimental side, we implemented discrete time versions
of a proportional (P), proportional-integral (PI) and proportional-integral-derivative (PID)
controller. We found that the P and PD controller are the most effective in reducing the
oscillations of the particle, and the PI controller is not as effective because it is not able to
significantly affect the control action due to the oscillating nature on the error. Although
the automated hydrodynamic trap is very effective at confining individual particles, from the
perspective of trapping multiple particles, it was handicapped by the complexity of the two
layer microfluidic device. Confining multiple particles requires the manipulation of several
flow rates which necessitates a complicated microfluidic device with several membrane valves,
each of which would possibly have a different deformation behavior upon pressurization.
We further pushed the boundaries of flow-mediated trapping by developing the Stokes
trap, which enables confinement and manipulation of an arbitrary number of particles. Mov-
ing from a system that could confine a single particle to multiple particles thus required a
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substantial redesign of the setup. We approached the problem from the perspective of the
degrees of freedom for trapping N particles so we could obtain a solution that was readily
scalable. This approach also greatly simplified the design of the microfluidic device, dis-
carding a complicated two layer design in favor of single layer design. By adopting model
predictive control and a state space formulation, we were able to formulate the trapping
problem in terms of a constrained optimization problem. Recent advances in the computing
power of personal computers, as well as algorithmic improvements in the numerical solu-
tion of nonlinear optimization problems have made it possible to rapidly solve the high
dimensional optimization problem on the microsecond timescale, thus making these control
algorithms feasible for trapping micrometer and nanometer sized particles. Using the Stokes
trap, we demonstrated a significant increase in the tightness of confinement of a single par-
ticle, precise manipulation of two particles along arbitrary paths, as well as the assembly
of a simple structure by trapping two sticky particles and bringing them in close proximity.
During the trapping experiments, it was observed that unmodeled physics led to an offset
between the particle position and the target position. At that time, the objective was only
to reject these disturbances, hence we implemented an integrator that was able to reduce
this offset to an acceptable value. However, in the case of trapping two particles and bring-
ing them together, this disturbance has information about the hydrodynamic interactions
encoded in it, and the integrator does not allow us to extract this information effectively.
The desire to directly measure interactions between particles inspired us to implement an
extended Kalman filter (EKF), which processes noisy measurements of the particle position
and provides the best estimate of the incoming disturbance conditioned on the previous
observations as well as the system model. The EKF was also able to reduce the offset by
sharing the most recent estimate of the disturbance with the model predictive controller.
We also implemented a path following framework that greatly simplifies the manipulation
of particles along arbitrary paths. Here, the motion of the set point is coordinated with
the current position of the particle, such that set point preferentially moves at a fast user
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defined speed as long as the particle is able to keep up with it, and automatically slows
down when the particle lags behind. These two improvements to the Stokes trap led to the
development of a novel method to measure hydrodynamic interactions between two freely
suspended particles. Essentially, the path following framework is used to precisely move
one particle in a sinusoidal motion in the vicinity of the other fixed particle, and the EKF,
by continuously observing the discrepancy in either particle’s motion, is able to rapidly
estimate the velocity field driven by hydrodynamic interactions. This method is agnostic to
the morphology and physical properties of the particle as well as the rheological behavior
of the suspending medium. Thus, this method enables the measurement of hydrodynamic
interactions for a wide variety of particle types.
Moving forward, the Stokes trap holds great promise to enable a multitude of studies in
the fields of colloids and soft matter. For instance, the path following framework enables the
explicit control of the trajectory of individual particles. In this manner, one could achieve
sequential directed assembly, as suggested in a recent publication [31], by introducing sticky
particles through distinct channels, and then automatically assemble them into user-defined
shapes. The four channel version of the Stokes trap contains an unused degree of freedom
when trapping a single particle. This degree of freedom can be exploited to control not
only the 2D center of mass position of the particle but also its orientation. By considering
the angular relaxation speed of anisotropic particles suspended in a non-Newtonian fluid,
it should be possible to infer non-Newtonian rheological properties of the fluid such as the
normal stress difference. In the field of soft materials, the ability to directly determine the
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