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resumo A especificação algébrica de sistemas de software é um importante tópico dos 
denominados  métodos  formais  de  desenvolvimento  de  software.  Neste 
contexto,  modelam-se  programas por  álgebras e as  suas computações  por 
termos, recorrendo-se aos resultados da Álgebra Universal e da Lógica, como 
ferramentas de verificação e apoio ao processo de implementação. Em grande 
parte  dos trabalhos  sobre o  tema presentes  na literatura,  usa-se a  Lógica 
Equacional como lógica de suporte a estes processos. Contudo, esta lógica 
mostra-se limitada para a especificação de programas Orientados a Objectos, 
nomeadamente na especificação de programas com dados encapsulados. A 
separação entre os aspectos internos e externos do sistema induz uma nova 
perspectiva  do  conceito  de  modelação,  segundo  a  qual,  um  objecto  se 
considera como sendo uma realização correcta do sistema, se satisfaz os seus 
requisitos  observacionalmente,  isto  é,  se  os  resultados das  computações 
sobre si  executadas satisfazem esses requisitos, podendo não os satisfazer 
em sentido estrito. Seguindo esta linha de ideias, dois objectos de software 
são  considerados  equivalentes  quando  se  comportam  da  mesma  forma 
perante todas as possíveis computações. Este paradigma é denominado por 
Abordagem  Observacional  de  Sistemas.  Uma  forma  de  adequar  a  Lógica 
Equacional a esta abordagem, é pela substituição da igualdade estrita pela 
relação  de  Igualdade  Observacional,  segundo  a  qual  dois  elementos  se 
consideram iguais quando se comportam da mesma forma perante qualquer 
computação,  isto  é,  se  produzem os  mesmos  outputs  perante  as  mesmas 
computações.
Neste trabalho estuda-se a abordagem observacional  de sistemas segundo 
diferentes  grupos  de  investigação,  com especial  atenção  aos  trabalhos  da 
Lógica  Escondida (por  Goguen-Rosu),  Lógica  Comportamental  e 
Observacional (por  Bidoit-Hennicker)  e  da  Lógica  Algébrica  (por  Pigozzi-
Martins).  Um  ponto  central  do  texto  é  a  generalização  do  processo  de 
desenvolvimento  de  software  por  Refinamento  Passo-a-Passo a  este 
paradigma. Aprofundam-se aqui algumas variantes deste tópico, incluindo o 
caso  onde  se  admitem encapsulamentos  e  desencapsulamentos  de  dados 
durante o processo de refinamento.
 Numa primeira fase do texto o assunto é apresentado ao nível mais geral das 
especificações  algébricas  estruturadas (e  não  exclusivamente  do  caso  das 
especificações flat) e das igualdades comportamentais (congruências parciais 
arbitrárias).
keywords Algebraic specification of software systems, observational equality; behavioural 
equality; observational equivalence; behavioural equivalence; stepwise 
refinement process;
abstract The  algebraic specification of  software systems is  an important  topic of  so-
called  formal methods of software development. In this context, programmes 
are  modelled  by  algebras and computations  executed over  them by terms, 
using  up  the  results  from  Universal  Algebra and  Logic,  as  verification  and 
support tools for the implementation process. In a large majority of the works 
about  this  subject,  it uses  the  Equational  Logic as  support  logic  for  these 
processes. However, this logic  is too restrictive for the specification of object-
oriented programs,  namely,  in  the programs specification with  encapsulated 
data.  The  split  between  the  internal  and  external  aspects  of  the  system, 
induces  a  new perspective  of  the  modelling  concept,  whereby  an  object  is 
considered a correct realization of the system if satisfies observationally their 
requirements, that is, if the results of computations over it executed satisfies 
these  requirements  and  being  able  not  to  satisfy  them in  the  strict  sense. 
Following this principle, two software objects are considered equivalent when 
behave the same way at  all  possible computations.  This paradigm is called 
Observational Approach of Systems. One way to adjust the Equational Logic to 
the observational approach is by replacing the strict equality by the relation of 
Observational Equality, according to which two elements are considered equal 
when behave the same way at the same computations, i.e., if they produce the 
same outputs  before the same computations.                                        
We follow this approach according  to different research groups, with special 
attention  to  the  work  of  Behavioural and  Observational  Logic (by  Bidoit-
Hennicker), the Hidden Logic (by Goguen-Rosu)  and Abstract Algebraic Logic 
(by  Pigozzi-Martins).  A central  point  of  the text  is  the generalization  of  the 
software development process by  stepwise refinement to this paradigm. Here 
some variants of this topic are explored including the case where encapsulated 
and desencapsulated data are allowed during the refinement process. 
In a first stage of the text, the subject is presented to a more general level of 
structured specifications (and not exclusively the case of flat specifications) and 
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A complexidade dos sistemas de software da actualidade requer o estudo de metodolo-
gias rigorosas que permitam um desenvolvimento de programas organizado, consistente
e sustenta´vel. E´ neste contexto que se estuda a especificac¸a˜o formal de sistemas de soft-
ware. De forma intuitiva, o processo de implementac¸a˜o de software pode ser entendido
como a construc¸a˜o de uma sequeˆncia de descric¸o˜es, cada vez mais precisas, do com-
portamento do sistema pretendido. Neste processo, parte-se de uma descric¸a˜o do “que
o sistema deve fazer”e chega-se a` descric¸a˜o de “como o deve fazer”, isto e´, a` descric¸a˜o
da implementac¸a˜o procurada. Por forma a evitar as ambiguidades inerentes a` lingua-
gem natural, devem estar definidos, para este processo, uma sintaxe e um sistema de
infereˆncia, por forma a ser poss´ıvel descrever propriedades e verificar a admissibili-
dade dos passos do processo e uma semaˆntica associada, isto e´, a descric¸a˜o de uma
classe de objectos matema´ticos, denominados de modelos, que satisfac¸am as proprie-
dades da especificac¸a˜o. Sa˜o estas as treˆs componentes oferecidas pelas denominadas
linguagens de especificac¸a˜o formal (cf. [GB99, BH08]). Estas linguagens dividem-se
em dois grandes grupos: as linguagens orientadas a modelos e as linguagens orien-
tadas a`s propriedades, tambe´m conhecidas por linguagens de especificac¸a˜o alge´brica.
Segundo o primeiro grupo, o processo de especificac¸a˜o traduz-se na construc¸a˜o de um
u´nico modelo para realizar o sistema, feita a partir de um conjunto de operadores
primitivos definidos nas pro´prias linguagens de especificac¸a˜o. Segundo a especificac¸a˜o
alge´brica, programas sa˜o vistos como a´lgebras e as computac¸o˜es sobre eles executadas
como termos. Neste contexto, quando se pretende implementar um determinado sis-
tema de software, procede-se da seguinte forma: define-se uma assinatura adequada ao
sistema a implementar, tendo em conta as suas func¸o˜es e tipos de dados e, de seguida,
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expressam-se as propriedades desejadas destas operac¸o˜es num determinado sistema
lo´gico. Desta forma, obte´m-se uma especificac¸a˜o alge´brica do sistema, que consiste na
classe de todas as a´lgebras nesta assinatura que satisfac¸am os requisitos pretendidos,
isto e´, na classe dos poss´ıveis programas para a realizac¸a˜o do sistema. A escolha de
uma a´lgebra de entre esta classe para a implementac¸a˜o do sistema, e´ feita segundo a
metodologia do refinamento passo-a-passo, que consiste no processo pelo qual se refina
esta classe de a´lgebras de forma gradual a partir da introduc¸a˜o de deciso˜es de imple-
mentac¸a˜o, ate´ se encontrar a descric¸a˜o precisa do programa pretendido. Esta descric¸a˜o
consiste numa nova especificac¸a˜o com uma classe de modelos mais pequena, podendo
mesmo, em alguns casos, conter uma u´nica a´lgebra a menos de isomorfismos. Este re-
finamento tem que ser feito de forma a que a classe de modelos resultante do processo
(ou pelo menos o seu reduto por um morfismo de assinaturas) esteja contida na classe
de modelos da especificac¸a˜o original.
Na concepc¸a˜o cla´ssica de especificac¸a˜o alge´brica, sa˜o usados o conceito de modelac¸a˜o
definido no sentido da relac¸a˜o de satisfac¸a˜o Tarskiana e a lo´gica equacional como lo´gica
de suporte ao processo. Contudo, tal como se apresenta de seguida, software desenhado
segundo o paradigma da Orientac¸a˜o a Objectos (OO) requer outras ferramentas mais
adequadas para este fim.
A Orientac¸a˜o a Objectos e´ um paradigma da programac¸a˜o que se desenvolveu em re-
sultado de trabalhos nas a´reas da Simulac¸a˜o (todos os princ´ıpios e conceitos inerentes
a` OO) e da Engenharia de Software (as primeiras implementac¸o˜es neles baseados). Os
seus primeiros passos foram dados nos anos 60-70, sendo que o seu impacto ao n´ıvel
tecnolo´gico se tenha sentido apenas nos anos 90 do se´culo passado. O aumento da
complexidade dos sistemas de software despertou desde cedo a necessidade de desen-
volver uma metodologia de programac¸a˜o mais organizada e eficiente, tanto ao n´ıvel do
desenvolvimento, como ao n´ıvel da sua ana´lise. Segundo este paradigma, o processo de
programac¸a˜o deveria ser efectuado de forma modular, isto e´, a partir da composic¸a˜o
de unidades de programac¸a˜o mais pequenas denominadas por mo´dulos, devendo estas
ser encaradas, na˜o pela forma da sua implementac¸a˜o, mas pelas suas funcionalidades-
abstracc¸a˜o. Desta forma, na˜o so´ se conseguia obter uma visa˜o mais organizada do
sistema final obtido, como tambe´m se podiam utilizar estes mesmos mo´dulos noutros
contextos - reutilizac¸a˜o de componentes de software. Os primeiros passos neste sentido
foram dados pelo aparecimento de linguagens de programac¸a˜o a suportar os conceitos
7de procedimento, sub-rotina, func¸a˜o (estruturas compiladas exclusivamente por algum
programa principal) e, posteriormente, o de mo´dulo (estrutura compila´vel de forma
auto´noma). Todas estas componentes podiam, quando necessa´rio, ser evocadas por um
qualquer programa, sendo que tambe´m se evocavam entre si. Esta primeira abstracc¸a˜o
denominada por abstracc¸a˜o de controlo continuava ainda muito presa a` natureza dos
dados a computar, pelo que, por exemplo, seriam necessa´rios dois mo´dulos distintos
para efectuar uma soma de inteiros ou de reais. Por outro lado, nesta fase, ainda na˜o
havia autonomia real nos mo´dulos, na medida em que o facto de dados definidos num
determinado mo´dulo poderem ser utilizados noutros mo´dulos, implicava que, para se
utilizar um determinado mo´dulo A que por sua vez evocasse um mo´dulo B, seria ne-
cessa´rio utilizar os dois, mais todos os outros de que B dependesse, formando-se, assim,
grandes cadeias de interdependeˆncia e, por conseguinte, programas pesados e desorga-
nizados. Por forma a que tal na˜o acontec¸a, ou seja, para que um mo´dulo de software
seja verdadeiramente auto´nomo (e por conseguinte reutiliza´vel em qualquer contexto),
o paradigma sugere que todo o mo´dulo deva possuir uma estrutura de dados interna,
manipulada exclusivamente a` custa das suas func¸o˜es e a`s quais so´ se tenha acesso (uti-
lizador/outros mo´dulos) via um conjunto de operac¸o˜es, denominada no contexto da
informa´tica por interface. Desta forma, os mo´dulos passam a ser vistos como meca-
nismos de abstracc¸a˜o de dados. Perante o paradigma OO, um objecto e´ um mo´dulo
de software que possui um identificador u´nico, um estado interno e um conjunto de
operac¸o˜es que podem aceder a esse mesmo estado, podendo desta forma ser visto como
uma ca´psula que esconde do exterior os seus dados internos e a sua implementac¸a˜o -
propriedade de encapsulamento de dados. Esta te´cnica e´ fundamental na˜o so´ no sentido
do desenvolvimento eficiente de software modular, como tambe´m na protecc¸a˜o de dados
confidenciais e do pro´prio co´digo de implementac¸a˜o. Observe-se que desta forma, um
objecto OO pode ser visto como uma ma´quina de estados cujas transic¸o˜es se fazem a
partir das operac¸o˜es do mo´dulo. Uma apresentac¸a˜o do paradigma OO, com refereˆncia
a outros conceitos fulcrais tais como classe, hierarquia, processo de modelac¸a˜o OO, etc.,
pode ser encontrada em [Rum91]. Uma apresentac¸a˜o das origens do paradigma pode
ser encontrada, por exemplo, em [Mar00].
A existeˆncia de dados encapsulados nos sistemas desenhados segundo este paradigma,
sugere uma adaptac¸a˜o dos conceitos de modelac¸a˜o estrita e da satisfac¸a˜o Tarskiana,
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mais adequados ao processo de especificac¸a˜o alge´brica de programas com estas carac-
ter´ısticas. Observe-se, por exemplo, que do ponto de vista do utilizador, dois elementos
encapsulados podem ser “considerados como iguais” se devolverem os mesmos outputs
quando submetidos a`s mesmas computac¸o˜es. Por outro lado, duas implementac¸o˜es po-
dem ser “consideradas como equivalentes” se responderem da mesma forma perante
as mesmas computac¸o˜es. Para adequar estes pressupostos a` abordagem alge´brica do
desenvolvimento de software, faz-se uma separac¸a˜o entre os ge´neros da assinatura da
especificac¸a˜o: consideram-se os ge´neros observa´veis, para representar os dados efec-
tivos a que se tem acesso directo e os ge´neros na˜o observa´veis, para representar os
dados encapsulados. Neste contexto, uma computac¸a˜o de resultado observa´vel e´ vista
como um termo de resultado observa´vel, ou seja, um termo cujo ge´nero esteja entre
os ditos ge´neros observa´veis. Por forma a conseguir uma semaˆntica precisa de progra-
mas com dados encapsulados, a abordagem observacional/comportamental sugere que
se substitua a relac¸a˜o de igualdade estrita pela relac¸a˜o de igualdade observacional,1 a
partir da qual, dois elementos na˜o observa´veis se consideram observacionalmente iguais,
se tiverem os mesmos comportamentos perante as mesmas computac¸o˜es de resultado
vis´ıvel, isto e´, se produzirem os mesmos outputs. Perante esta adaptac¸a˜o, para que uma
a´lgebra seja modelo observacional de uma especificac¸a˜o, e´ suficiente que satisfac¸a os
requisitos comportamentalmente observa´veis, podendo na˜o satisfazer estritamente os
na˜o observa´veis (propriedades internas da especificac¸a˜o). Este facto facilita a pra´tica
de reutilizac¸a˜o de componentes de software, na medida em que torna menos restritiva
a concepc¸a˜o de satisfatibilidade standard.
Observe-se que para verificar a igualdade observacional entre dois elementos, e´ ne-
cessa´rio verificar o seu comportamento perante todas as poss´ıveis computac¸o˜es sobre
eles executa´veis, que geralmente, existem em nu´mero infinito. Contudo, em grande
parte dos casos, e´ poss´ıvel definir um subconjunto dessas poss´ıveis computac¸o˜es, su-
ficiente para efectuar este tipo de prova, existindo na literatura va´rios me´todos para
este efeito. E´ tambe´m a partir destes me´todos que se prova a correcc¸a˜o observacio-
nal de implementac¸o˜es, isto e´, que se prova que um determinado programa satisfaz
observacionalmente uma dada especificac¸a˜o. Grande parte dos trabalhos apresentados
sobre este assunto sa˜o no sentido de desenvolver algoritmos eficientes para este tipo de
verificac¸a˜o. Sa˜o va´rios os grupos de investigac¸a˜o a estudar este tema, existindo neste
1Esta relac¸a˜o foi formalizada pela primeira vez por H. Reichel ;
9momento, algumas ferramentas de verificac¸a˜o automa´tica a suportar este tipo de prova
(como sa˜o os casos do BOBJ, CafeOBJ e SPIKE). Contudo, apesar de em resultado
destes trabalhos se terem desenvolvido me´todos de verificac¸a˜o observacional com ele-
vados graus de eficieˆncia, prova-se que na˜o existem algoritmos que verifiquem todos os
teoremas observacionais em todas as especificac¸o˜es. A incompletude destes me´todos
deve-se ao facto do problema da satisfac¸a˜o observacional se encontrar na hierarquia
aritme´tica na classe dos problemas Π02-Hard.
O tema central da presente dissertac¸a˜o e´ o estudo do processo de especificac¸a˜o alge´brica
e verificac¸a˜o de programas orientados a objectos via relac¸a˜o de igualdade observacio-
nal, sendo o objectivo principal do trabalho investigar, cruzar e uniformizar resultados
publicados por diferentes fontes sobre este tema, privilegiando, sempre que poss´ıvel, o
rigor e formalismos inerentes a um texto matema´tico. Grande parte dos trabalhos dis-
pon´ıveis na literatura sobre esta tema´tica sa˜o concebidos e apresentados com o intuito
de resolver problemas concretos de aplicac¸a˜o pra´tica, tais como, o estudo de te´cnicas
para a verificac¸a˜o e demonstrac¸a˜o de propriedades observacionais em especificac¸o˜es de
software. Para este feito, os autores trabalham essencialmente com a igualdade ob-
servacional total em especificac¸o˜es flat (especificadas por um conjunto de equac¸o˜es).
Sa˜o exemplos desta abordagem os trabalhos de J. Goguen, G. Malcolm, de G. Ros¸u,
de A. Bouhoula, R. Diaconescu, K. Futatsugi, P. Padawitz entre outros.2 No cor-
rente texto, parte-se de uma abordagem mais universalista, onde os conceitos e teoria
subjacentes ao tema sa˜o apresentados de um ponto de vista mais abstracto, nomeada-
mente ao n´ıvel da igualdade comportamental parcial (relac¸a˜o de congrueˆncia parcial)
e das especificac¸o˜es estruturadas. Esta abordagem foi desenvolvida por M. Bidoit e R.
Hennicker.3 Os conceitos de igualdade observacional total e especificac¸a˜o flat, sa˜o de-
pois apresentados como casos particulares dos conceitos de igualdade comportamental
parcial e de especificac¸a˜o estruturada, respectivamente.
Um to´pico bastante estudado neste texto e´ o do processo de refinamento passo-a-
passo e, em particular, a sua adaptac¸a˜o a` semaˆntica observacional de sistemas. Numa
grande parte dos trabalhos publicados sobre a abordagem alge´brica ao desenvolvimento
de software, impo˜e-se que a assinatura da especificac¸a˜o inicial do sistema, seja preser-
vada durante o processo de refinamento. Nesta dissertac¸a˜o, estuda-se tambe´m o caso
2cf. [GM00, GM99, Ros¸00, BR02, DF00, Pad98].
3cf. [BH96, Hen97];
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onde estas assinaturas possam variar durante o processo via morfismos de assinaturas e
adapta-se este conceito a` semaˆntica observacional de sistemas. Um to´pico pouco estu-
dado na literatura que aqui se trabalha, e´ o caso onde se admitem variac¸o˜es no conjunto
dos ge´neros observa´veis durante o processo de refinamento, isto e´, o caso onde sa˜o ad-
mitidos encapsulamentos e desencapsulamentos de dados durante este processo. Sendo
neste momento, o interesse do estudo deste to´pico puramente teo´rico, discutem-se aqui
poss´ıveis aplicac¸o˜es deste estudo na pra´tica, nomeadamente aos n´ıveis da verificac¸a˜o e
protecc¸a˜o de co´digo e dados.
Estuda-se tambe´m a semaˆntica observacional de sistemas via relac¸a˜o de Γ-igualdade
observacional. Enquanto que na definic¸a˜o de igualdade observacional se consideram
todas as poss´ıveis computac¸o˜es (efectuadas via input), na relac¸a˜o de Γ-igualdade ob-
servacional sa˜o apenas consideradas computac¸o˜es constru´ıdas a partir de um subcon-
junto Γ do conjunto das operac¸o˜es da assinatura da especificac¸a˜o. Apresentam-se neste
contexto alguns dos mais importantes algoritmos de verificac¸a˜o observacional desenvol-
vidos ate´ ao momento, nomeadamente os me´todos Hidden Coinduction, Behavioural
Coinductive Rewriting, Circular Coinductive Rewriting e Conditional Circular Coin-
ductive Rewriting with Case Analysis.
Outro to´pico estudado no presente trabalho e´ o da abordagem da Lo´gica Alge´brica
Abstracta a` semaˆntica observacional de sistemas, apresentada nos trabalhos de M.Martins
e D.Pigozzi. Esta abordagem tem por objectivo investigar a aplicac¸a˜o de conhecimen-
tos desta a´rea da lo´gica na especificac¸a˜o alge´brica de sistemas. Um dos seus resultados
fulcrais e´ o facto da igualdade observacional poder ser vista como um caso particular da
Congrueˆncia de Leibniz, entidade central da Lo´gica Alge´brica Abstracta. Apresentam-
se neste texto alguns resultados desta abordagem, nomeadamente, uma generalizac¸a˜o
do me´todo da Hidden Coinduction para o caso da Congrueˆncia de Leibniz e uma carac-
terizac¸a˜o da especificabilidade observacional de lo´gicas, ou seja, uma caracterizac¸a˜o do
facto de dada uma determinada lo´gica, saber se e´ poss´ıvel definir uma outra, tal que,
toda a propriedade observacionalmente va´lida na primeira, o seja em sentido estrito na
segunda. Esta caracterizac¸a˜o e´ feita a` custa do estudo dos Sistemas de Equivaleˆncia,
outro importante conceito da Lo´gica Alge´brica Abstracta.
Para terminar a dissertac¸a˜o, estuda-se um importante resultado provado por S.
Buss e G. Ros¸u que situa o problema da satisfac¸a˜o comportamental como sendo um
problema na˜o recursivamente nem co-recursivamente enumera´vel, isto e´, que estabelece
o problema de decidir se uma fo´rmula e´ propriedade observacional de uma especificac¸a˜o
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como na˜o recursivamente nem co-recursivamente enumera´vel. Este facto na˜o so´ implica
a inexisteˆncia de algoritmos que verifiquem todas as propriedades comportamentais em
qualquer especificac¸a˜o, como tambe´m a inexisteˆncia de algoritmos que o refutem. A
demonstrac¸a˜o deste facto, consiste na reduc¸a˜o do problema da satisfac¸a˜o observacional
numa especificac¸a˜o flat a um problema Π02-completo. Por forma a expor este assunto,
reveˆm-se de forma sucinta, alguns conceitos relativos a` teoria da computabilidade, tais
como Ma´quinas de Turing, Func¸o˜es Parcialmente Recursivas e Hierarquia Aritme´tica.
Conclui-se a dissertac¸a˜o com a apresentac¸a˜o de alguns to´picos para desenvolvimento
futuro, sugerindo-se neste contexto, uma formalizac¸a˜o alternativa do conceito de refi-
namento influenciada pelos trabalhos da Lo´gica Alge´brica Abstracta, nomeadamente,
no conceito de traduc¸a˜o lo´gica.
O presente texto esta´ organizado da seguinte forma:
Cap´ıtulo 2 - Preliminares. Apresentam-se neste Cap´ıtulo alguns conceitos e resul-
tados fundamentais para o acompanhamento da tese, nomeadamente ao n´ıvel da
A´lgebra Universal (Heteroge´nea) (Secc¸a˜o 2.1). Introduzem-se tambe´m as noc¸o˜es
de especificac¸a˜o alge´brica estruturada (Secc¸a˜o 2.3), processo de desenvolvimentos
de software por refinamento passo-a-passo (Secc¸a˜o 2.4), sistemas de prova em
especificac¸o˜es estruturadas (Secc¸a˜o 2.5) e sistemas de reescrita (Secc¸a˜o 2.6).
Cap´ıtulo 3 - Igualdade Comportamental. Formaliza-se neste Cap´ıtulos o conceito
de igualdade observacional e adaptam-se alguns conceitos da lo´gica de primeira
ordem a este novo paradigma (Secc¸a˜o 3.1.1). Este trabalho e´ feito, numa primeira
fase, a um n´ıvel mais geral, nomeadamente ao n´ıvel das igualdades comportamen-
tais (relac¸o˜es de congrueˆncia parcial)(Secc¸a˜o 3.1).
Define-se um novo operador de especificac¸o˜es alge´bricas (estruturadas) adequado
ao paradigma comportamental (Secc¸a˜o 3.2).
Faz-se uma breve refereˆncia a` outra importante abordagem a` semaˆntica obser-
vacional de sistemas - a abordagem abstractor. Apresentam-se alguns resultados
que estabelecem a ponte entre esta e a abordagem central do texto (Secc¸a˜o 3.3).
Apresentam-se os conceitos de refinamento comportamental (Secc¸a˜o 3.4) e de re-
finamento observacional e discutem-se algumas considerac¸o˜es sobre este assunto,
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nomeadamente a caracterizac¸a˜o do caso onde se admitem variac¸o˜es no conjunto
dos ge´neros observa´veis durante o processo de refinamento passo-a-passo (Secc¸a˜o
3.4.1).
Apresenta-se um me´todo de verificac¸a˜o de teoremas comportamentais desenvol-
vido por Bidoit-Hennicker - O me´todo do Operador Lift (Secc¸a˜o 3.5.1).
Termina-se o Cap´ıtulo com uma adaptac¸a˜o do me´todo de prova apresentado na
Secc¸a˜o 2.5 para a prova de teoremas comportamentais (Secc¸a˜o 3.6).
Cap´ıtulo 4 - O Caso flat Observacional - Outras Abordagens. Numa primeira
parte do Cap´ıtulo apresenta-se a abordagem da igualdade Γ-observacional de
Goguen-Ros¸u. Faz-se aqui uma apresentac¸a˜o retrospectiva dos me´todos de veri-
ficac¸a˜o observacional propostos por este grupo (Secc¸a˜o 4.1);
Numa segunda parte do Cap´ıtulo apresenta-se a abordagem da Lo´gica Alge´brica
Abstracta a` semaˆntica observacional de sistemas (pelos trabalhos de Pigozzi-
Martins). Nesta parte, apresenta-se a igualdade observacional como um caso
particular da congrueˆncia de Leibniz e generaliza-se o me´todo da hidden coin-
duction para esta relac¸a˜o. Apresenta-se tambe´m o conceito de lo´gica observacio-
nalmente especifica´vel e apresenta-se uma caracterizac¸a˜o desta propriedade numa
dada lo´gica, via propriedades dos sistemas de equivaleˆncia (Secc¸a˜o 4.2).
Cap´ıtulo 5 - Incompletude das Lo´gicas Comportamentais. Apresenta-se neste
Cap´ıtulo um resultado de Buss e Ros¸u, que estabelece o problema da satisfac¸a˜o
observacional na hierarquia aritme´tica.
Numa primeira fase da Secc¸a˜o apresentam-se os conceitos fundamentais da teoria
da recursividade e computabilidade para o acompanhamento da Secc¸a˜o, nomea-
damente os conceitos de func¸a˜o (parcialmente) recursiva e computa´vel, conjuntos
recursivamente enumera´veis e hierarquia aritme´tica (Secc¸a˜o 5.1).
Termina-se o Cap´ıtulo com a apresentac¸a˜o de um exemplo de uma especificac¸a˜o
onde o problema da satisfac¸a˜o observacional esta´ em Π02-Hard. Esta prova e´ feita
pela reduc¸a˜o do problema da satisfac¸a˜o observacional nesta especificac¸a˜o, a um
problema Π02-completo (Secc¸a˜o 5.2).
Cap´ıtulo 6 - Concluso˜es e Desenvolvimentos Futuros. Neste Cap´ıtulo faz-se um




Introduzem-se neste Cap´ıtulo alguns conceitos que esta˜o na base dos assuntos trabalha-
dos no texto, nomeadamente os conceitos subjacentes a` a´lgebra heteroge´nea, morfismos
entre assinaturas, especificac¸o˜es alge´bricas estruturadas e refinamentos.
2.1 A´lgebras Heteroge´neas
A procura de uma homogeneizac¸a˜o na apresentac¸a˜o de va´rios conceitos tais como
congrueˆncia, homomorfismo, produto etc., estudados em diversas estruturas alge´bricas
(grupos, ane´is, etc.), esta´ na base do aparecimento de uma das mais estruturantes
disciplinas da matema´tica moderna - a A´lgebra Universal. Aqui, todos estes conceitos
sa˜o estudados numa entidade mais abstracta - a a´lgebra- particularizando-se depois os
resultados a cada estrutura alge´brica. Para tal, entende-se uma a´lgebra como uma par
A = (A,F), onde A representa o universo da a´lgebra (ou conjunto suporte), e F uma
famı´lia de func¸o˜es.
Os primeiros registos de trabalhos no sentido desta universalizac¸a˜o remotam aos
finais do se´culo XIX sendo, contudo, consensual, que a a´lgebra universal se distingue
como ramo independente da Matema´tica em resultado dos trabalhos de Birkhoff nos
anos 30 do se´culo passado. Desde enta˜o, a sua evoluc¸a˜o tem sido constante e estende-
se desde os trabalhos de Alfred Tarski, ao n´ıvel da Teoria de Modelos e do Ca´lculo
Equacional nas de´cadas de 50 e 60, ate´ ao estudo das ligac¸o˜es entre A´lgebra Univer-
sal e a Lo´gica, investigadas na actualidade pela Lo´gica Alge´brica Abstracta. A sua
aplicac¸a˜o ao n´ıvel da verificac¸a˜o e desenvolvimento de sistemas de software, reflecte-se
na pra´tica da especificac¸a˜o alge´brica de sistemas, na qual programas sa˜o modelados
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por a´lgebras (Secc¸a˜o 2.3). Todo o trabalho desenvolvido no presente texto e´ baseado
nesta abordagem.
A A´lgebra Heteroge´nea Universal (Universal Sorted Algebra) e´ uma generalizac¸a˜o da
teoria da A´lgebra Universal mais adequada a` especificac¸a˜o alge´brica de sistemas. Aqui,
em vez de se considerar um u´nico conjunto suporte para a a´lgebra, e´ considerada uma
famı´lia de conjuntos (ou um conjunto heteroge´neo), sendo as func¸o˜es definidas entre
estes conjuntos. Este formalismo adequa-se mais a`s necessidades da programac¸a˜o, onde
normalmente se trabalha com dados de va´rios ge´neros (por exemplo, naturais, boolenos,
strings, etc). Nesta Secc¸a˜o e´ apresentada a teoria da a´lgebra universal heteroge´nea
essencial para o acompanhamento do texto.
Uma apresentac¸a˜o da teoria da a´lgebra universal (caso homoge´neo) pode ser en-
contrada em [BS81] e em [Gra¨79] (texto mais detalhado). Para uma apresentac¸a˜o da
abordagem heteroge´nea reporta-se o leitor para [STar, LEW00, MT92].
Definic¸o˜es
Seja S um conjunto na˜o vazio cujos elementos sa˜o denominados por ge´neros. Um S-
conjunto A e´ uma famı´lia de conjuntos indexados por S e denotado por (As)s∈S. O
S-conjunto diz-se vazio se para todo s ∈ S, As = ∅. Um S-conjunto diz-se localmente
finito se para todo o s ∈ S, As for um conjunto finito, e diz-se globalmente finito se for
localmente finito e tal que As = ∅ excepto num nu´mero finito de ge´neros. Observe-se
que no caso de S ser finito, todo o S-conjunto localmente finito e´ globalmente finito. A
generalizac¸a˜o dos conceitos da teoria de conjuntos tais como unia˜o, intersecc¸a˜o, produto
Cartesiano, inclusa˜o e igualdade e´ feita componente a componente da seguinte forma:
para A e B S-conjuntos:
A ∪B = (As ∪Bs)s∈S
A ∩B = (As ∩Bs)s∈S
A×B = (As ×Bs)s∈S
A ⊆ B sse As ⊆ Bs para todo o s ∈ S
A = B sse para todo s ∈ SAs = Bs.
Definic¸a˜o 2.1.1 (Func¸a˜o heteroge´nea). Sejam A = (As)s∈S e B = (Bs)s∈S conjuntos
heteroge´neos. Uma S-func¸a˜o heteroge´nea f : A → B, consiste numa S-famı´lia de
func¸o˜es (fs)s∈S definida para cada s ∈ S como uma func¸a˜o fs : As → Bs.
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Definic¸a˜o 2.1.2 (Relac¸a˜o bina´ria heteroge´nea). Seja A = (As)s∈S um S-conjunto.
Uma S-relac¸a˜o bina´ria R ⊆ A×A consiste numa S-famı´lia de relac¸o˜es bina´rias (Rs)s∈S
tal que Rs ⊆ As × As. Normalmente, escreve-se aRsa′ em vez de (a, a′) ∈ Rs.
Definic¸a˜o 2.1.3 (Relac¸a˜o de equivaleˆncia heteroge´nea). Sejam A um S-conjunto e R
uma S-relac¸a˜o bina´ria. A relac¸a˜o R e´ uma relac¸a˜o de equivaleˆncia em A se para todo
o s ∈ S:
 Rs e´ reflexiva, i.e, aRsa, para todo o a ∈ As;
 Rs e´ sime´trica, i.e., se aRsa
′ enta˜o a′Rsa;
 Rs e´ transitiva, i.e., se aRsa
′ e a′Rsa′′, enta˜o aRsa′′.
Para um elemento a ∈ As, define-se classe de equivaleˆncia de a modulo R como o
conjunto a/Rs = {b ∈ As|aRsb}. O conjunto quociente de A por R e´ o S-conjunto
A/R = (As/Rs)s∈S tal que As/Rs = {a/Rs|a ∈ As}.
Definic¸a˜o 2.1.4 (Assinatura heteroge´nea). Uma assinatura heteroge´nea Σ, e´ um par
(S,Ω), onde:
 S e´ um conjunto (de nome de ge´neros);
 Ω e´ um (S∗ × S)-conjunto (de nomes de operac¸a˜o);
onde S∗ representa o conjunto de sequeˆncias finitas de elementos de S.
Os s´ımbolos de func¸a˜o de Ωs1···sn,s dizem-se s´ımbolos de func¸a˜o com argumentos
de ge´neros s1 · · · sn e resultado de ge´nero s. Os elementos de Ω,s dizem-se constantes
de ge´nero s (onde  representa a sequeˆncia vazia de S∗). Um s´ımbolo de func¸a˜o f ∈
Ωs1···sn,s pode tambe´m ser representado por f : s1, . . . , sn → s ∈ Σ, ou simplesmente
f : s1, . . . , sn → s. Identifica-se no seguimento do texto o conjunto Ω pelo conjunto⋃
ω∈S∗,s∈S Ωω,s. Uma assinatura Σ
′ = (S ′,Ω′) diz-se subassinatura de uma assinatura
Σ = (S,Ω) se S ′ ⊆ S e Ω′ω,s ⊆ Ωω,s para todos os ω ∈ S∗ e s ∈ S. Apresentam-se
de seguida alguns exemplos de assinaturas heteroge´neas. As assinaturas veˆm descritas
por extenso acompanhadas de diagrama ilustrativos:
Exemplo 2.1.5 (Espac¸os vectoriais). O conceito de espac¸o vectorial e´ conhecido como
sendo a generalizac¸a˜o natural das noc¸o˜es de espac¸o bi e tridimensional, nos quais
se adicionam vectores e se multiplicam vectores por nu´meros reais (escalares). Para
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especificar estas estruturas pode-se recorrer a uma assinatura com dois ge´neros (o elt
















Exemplo 2.1.6 (As assinaturas ΣAUT−I e ΣAUT−I/O). Um auto´mato1 e´ um ma´quina
abstracta constitu´ıda por um conjunto finito de estados Z, por um conjunto de s´ımbolos





δ : Z,X -> Z(referente a` func¸a˜o de transic¸a˜o do auto´mato);
1 O recurso a exemplos relacionados com o conceito de auto´mato e´ frequente em todo o texto. Esta
escolha deve-se essencialmente ao facto de conceitos bem conhecidos, como e´ o caso da equivaleˆncia
de estados num auto´mato, equivaleˆncia de auto´matos e auto´mato reduzido, aparecerem como casos
particulares de conceitos aqui trabalhados (ver Secc¸a˜o 3);
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z0:-> Z(referente ao estado inicial do auto´mato);
Diz-se que um auto´mato H transita do estado z para o estado z’ pelo input x quando
δ(z,x)=z’, e define-se acc¸a˜o do auto´mato δ̂ : Z,X∗ → Z como a extensa˜o natural de δ
a sequeˆncias de s´ımbolos de X da seguinte forma:
1. δ̂(z,)=z, para todo o estado z, onde  representa a palavra vazia;
2. δ̂(z,xω)=δ(δ̂(z,ω),x), onde z, x e ω representam estado, letra e palavra ar-
bitra´rios respectivamente,
Um auto´mato pode ser utilizado para o reconhecimento de sequeˆncias de s´ımbolos de
X. No contexto da teoria da computac¸a˜o, estas sequeˆncias sa˜o conhecidas por palavras
e o conjunto X por alfabeto. Uma palavra ω ∈ X∗ e´ reconhecida por um auto´mato H, se
a acc¸a˜o δ̂(z0, ω) ∈ Z’, para um determinado Z’ ⊂ Z denominado por subconjunto de
estados finais. Define-se linguagem reconhecida por um auto´mato H como o conjunto
L(H) = {ω ∈ X∗|δ̂(z0, ω) ∈ Z’}.
Uma importante variante destas ma´quinas sa˜o os denominados auto´matos com out-
put, tambe´m conhecidos por ma´quinas sequenciais. Um auto´mato com output consiste
num auto´mato com um alfabeto de s´ımbolos de output B, juntamente com uma func¸a˜o
λ : Z, X → B denominada de func¸a˜o output. Estende-se a aplicac¸a˜o de λ a sequeˆncias
de X∗ pela func¸a˜o λ̂ : Z, X∗ → B∗ definida por:
1. λ̂(z, )=, onde  representa a palavra vazia de B∗;
2. λ̂(z,xω)=λ(z,x)λ̂(δ(z,x), ω), para ω ∈ X∗;






z0:->Z(referente ao estado inicial do auto´mato);
δ : Z,X -> Z(referente a` func¸a˜o de transic¸a˜o do auto´mato);
λ:Z,X ->B;
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Note-se que um auto´mato de ΣAUT−I , pode ser visto como o caso ΣAUT−I/O, onde
B = {0, 1} (rejeita, aceita), e λ tal que se z ∈ Z’, λ(z)=1, onde Z’ representa o
subconjunto de estados finais, raza˜o pela qual, se escolhe trabalhar esta estrutura mais
geral, noutros exemplo do decorrer do texto.
Figura 2.1: Diagrama da assinatura ΣAUT−I/O.

Exemplo 2.1.7 (A assinatura ΣCELL [Ros¸00]). Considere-se um sistema do tipo de
uma ce´lula de memo´ria de um computador, na qual se podem armazenar e ler valores.
Este caso pode ser especificado a partir da assinatura Σ = (S,Ω) com S = {elt, cell},
onde elt representa o ge´nero dos valores a armazenar na ce´lula e cell o das ce´lulas
propriamente ditas e, Ω = {put, get}, onde put denota a func¸a˜o que armazena um
valor elt numa ce´lula cell e get a func¸a˜o que leˆ o valor armazenado em cell.
Figura 2.2: Diagrama da assinatura ΣCELL.
[GEN]




put: elt,cell -> cell;
get:cell -> elt;

Exemplo 2.1.8 (A assinatura ΣSTATE [HWB97]). Considere-se agora um sistema
mais complexo, onde se tem va´rios identificadores (conjunto ID), que podem identificar
elementos (ge´nero elt). Fazendo uma analogia com o exemplo anterior, pode-se agora
pensar num disco duro, onde cada ce´lula de memo´ria e´ identificada por um elemento de
um conjunto de moradas id. A func¸a˜o update, escreve um valor de elt na ce´lula com
uma morada de id, e a func¸a˜o lookup, vai ler o valor elt da ce´lula com morada de









lookup: id,state -> elt;

Segue a definic¸a˜o de um importante conceito da A´lgebra Universal -a Assinatura
das operac¸o˜es derivadas. Intuitivamente, tem-se que dada uma assinatura heteroge´nea
Σ = (S,Ω), uma operac¸a˜o derivada de Σ e´ um termo de TΣ({z1, . . . , zn}), para z1, . . . , zn
varia´veis especiais dos ge´neros s1, . . . , sn ∈ S. A Assinatura das operac¸o˜es derivadas
de Σ e´ a assinatura composta por estas operac¸o˜es nos ge´neros de Σ:
Definic¸a˜o 2.1.9 (Assinatura das operac¸o˜es derivadas). Seja Σ = (S,Ω) uma assina-
tura heteroge´nea. Para qualquer sequeˆncia s1 · · · sn ∈ S∗, seja Is1···sn uma S-famı´lia
de conjuntos 1¯ : s1, . . . , n¯ : sn. Define-se assinatura das operac¸o˜es derivadas de Σ,
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Figura 2.3: Diagrama da assinatura ΣSTATE.
como sendo a assinatura Der(Σ) = (S,Ωder), onde para todo s1 · · · sn ∈ S∗, s ∈ S,
Ωders1···s:n,s = TΣ(Is1···sn)s.
Para algumas considerac¸o˜es sobre este assunto consultar [STar, Secc¸a˜o1.5.2.].
Σ-a´lgebras
As Σ-a´lgebras desempenham o papel de interpretac¸a˜o semaˆntica das assinaturas:
Definic¸a˜o 2.1.10 (Σ-a´lgebra heteroge´nea). Para a assinatura Σ = (S,Ω), uma Σ-
a´lgebra A consiste:
 num S-conjunto A = (As)s∈S, onde para todo s ∈ S, As denota um conjunto na˜o
vazio denominado de domı´nio de ge´nero s;
 para cada s´ımbolo f : s1, . . . , sn → s ∈ Σ, uma func¸a˜o fA : As1×· · ·×Asn → As.
O conjunto de todas as Σ-a´lgebras denota-se por Alg(Σ).
De seguida apresentam-se alguns exemplos de Σ-a´lgebras relativas a`s assinaturas Σ
apresentadas:
Exemplo 2.1.11 (ΣV ECTOR-a´lgebras). Sa˜o exemplos de ΣV ECTOR-a´lgebras os conhe-
cidos espac¸os vectoriais reais.

Exemplo 2.1.12 (ΣAUT−I-a´lgebra). Considere-se a ΣAUT−I-a´lgebra A tal que AX =
{0, 1}, AZ = {e0, e1, e2, e3}, zA0 = e0, e






Para Z’ = {e2}, a ΣAUT−In-a´lgebra A representa o auto´mato que reconhece exactamente
as palavras de (AX)
∗ comec¸adas por 11.
Observe-se que um auto´mato e´ assim definido pelo par 〈H,Z ′〉, onde H e´ uma
Σaut−I-a´lgebra e Z′ ⊆ ZA, na medida em que, por forma a que qualquer auto´mato seja
uma Σaut−I-a´lgebra, na˜o se podem distinguir como constantes os estados finais de H.
Esta limitac¸a˜o pode ser contornada pela introduc¸a˜o na assinatura de um predicado
booleano para a distinc¸a˜o dos estados finais. Uma outra forma natural de tratar estes
casos e´ pelo uso de Order Sorted Algebras (cf. [GD94a]) ou, no contexto da lo´gica
alge´brica abstracta, por matrizes (cf. [BP92] ).

Exemplo 2.1.13 (ΣCELL-a´lgebras ([Ros¸00])). Seguem-se dois exemplos de ΣCELL-
a´lgebras. Considere-se o S-conjunto Aelt = N, Acell = N, com as seguintes func¸o˜es:
getA(n) = n;
putA(m,n) = m.





onde , ω ∈ N∗ representam a palavra vazia e uma lista de naturais respectivamente.
Esta segunda a´lgebra pode ser importante, por exemplo, no caso em que se pretende
guardar o histo´rico dos valores inscritos numa ce´lula.

De seguida, apresentam-se alguns conceitos da a´lgebra universal, adaptados ao caso
heteroge´neo, todos eles utilizados no processo de especificac¸a˜o alge´brica de sistemas
abordado no trabalho:
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Definic¸a˜o 2.1.14 (Homomorfismo). Sejam Σ = (S,Ω) uma assinatura e A e B Σ-
a´lgebras. Um Σ-homomorfismo h : A → B e´ uma S-famı´lia de func¸o˜es hs : As → Bs
tal que, para toda o s´ımbolo de func¸a˜o f : s1, . . . , sn → s ∈ Σ e para todos os a1 ∈
As1 , . . . , an ∈ Asn, se tem que hs(fA(a1, . . . , an)) = fB(hs1(a1), . . . , hsn(an)).
Um homomorfismo injectivo denomina-se por monomorfismo e um homomorfismo
injectivo por epimorfismo. Um homomorfismo e´ um isomorfismo se for monomorfismo
e epimorfismo. Duas a´lgebras A e B dizem-se isomorfas, em s´ımbolos A ∼= B, se existir
um isomorfismo entre elas.
Definic¸a˜o 2.1.15 (Relac¸a˜o de congrueˆncia parcial). Sejam Σ = (S,Ω) uma assinatura
e A uma Σ-a´lgebra. Uma Σ-congrueˆncia parcial em A, e´ uma S-famı´lia de relac¸o˜es
sime´tricas e transitivas (relac¸o˜es de equivaleˆncia parcial) na˜o vazias ≈A= (≈As )s∈S, tais
que para qualquer f : s1, . . . , sn → s ∈ Σ, para quaisquer ai, bi ∈ Asi, 1 ≤ i ≤ n se
ai ≈Asi bi, enta˜o fA(a1, . . . , an) ≈As fA(b1, . . . , bn), isto e´, f e´ compat´ıvel com ≈A (ver
figura 2.1).
Quando para todo o s ∈ S, as relac¸o˜es ≈As sa˜o tambe´m reflexivas, isto e´, quando
para todo a ∈ As ,a ≈As a, a relac¸a˜o ≈A diz-se relac¸a˜o de Σ-congrueˆncia total, ou
simplesmente relac¸a˜o de Σ-congrueˆncia. O domı´nio de definic¸a˜o da congrueˆncia parcial
≈A e´ denotado por Dom(≈A), e define-se como Dom(≈A)s = {a ∈ As|a ≈As a} para
todo s ∈ S.
Figura 2.4: Compatibilidade de uma func¸a˜o com uma relac¸a˜o de congrueˆncia.
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Definic¸a˜o 2.1.16 (Σ-a´lgebra quociente). Sejam A uma Σ-a´lgebra e ≈ uma Σ-congrueˆncia
em A. A a´lgebra quociente de A por ≈ e´ a Σ-a´lgebra A/ ≈ definida da seguinte forma:
 (A/ ≈)s = As/ ≈As , para todo o s ∈ S;
 para toda f : s1, . . . , sn → s ∈ Σ, e para todos os a1/≈As1∈ As1/≈As1 , . . . , an/≈Asn∈
Asn/≈Asn, fA/≈(a1/≈As1 , . . . , an/≈Asn) = f(a1, . . . , an)/≈As .
No caso de ≈ ser relac¸a˜o de congrueˆncia parcial, define-se a´lgebra quociente de A por
≈ como o quociente de Dom(≈A) por ≈A, e denota-se tambe´m por A/≈.
Formaliza-se de seguida os conceitos de varia´vel e conjunto de varia´veis para uma
assinatura. Para tal, associa-se a cada assinatura heteroge´nea Σ = (S,Ω) uma S-
famı´lia V = Vs∈S de conjuntos de tamanho infinito disjuntos dois a dois. Um elemento
de Vs denomina-se por varia´vel de ge´nero s, e a uma S-famı´lia X ⊆ V por conjunto
de varia´veis para a assinatura Σ. Convenciona-se aqui que os elementos de V tenham
nomes diferentes dos nomes dos elementos de Ω.
Definic¸a˜o 2.1.17 (Conjunto TΣ(X)). Sejam Σ = (S,Ω) uma assinatura heteroge´nea
e X um conjunto de varia´veis para Σ. Para cada s ∈ S, define-se (TΣ(X))s, conjunto
de termos do ge´nero s, como o menor conjunto TΣ(X)tal que:
 Para todo o s ∈ S e x ∈ Xs tem-se que x ∈ (TΣ(X))s;
 Se existe uma func¸a˜o f :→ s ∈ Σ, enta˜o f ∈ (TΣ(X))s (constantes);
 Para todo o f : s1, . . . , sn,→ s ∈ Σ, e para todo termo ti ∈ TΣ(X)si , 1 ≤ i ≤ n,
tem-se que f(t1, . . . , tn) ∈ TΣ(X)s.
V ar(t) denota o conjunto de varia´veis que ocorrem no termo t.
E´ bem sabido que sempre que TΣ(X) 6= ∅ e´ poss´ıvel definir de forma natural
operac¸o˜es sobre este conjunto por forma a obter uma Σ-a´lgebra com o conjunto de
suporte TΣ(X) [STar]. Esta Σ-a´lgebra e´ denominada por a´lgebra dos termos.
O conjunto de fo´rmulas que se define a seguir, e´ uma adaptac¸a˜o do conjunto de
fo´rmulas de primeira ordem ao caso heteroge´neo:
Definic¸a˜o 2.1.18 (Fo´rmulas). Sejam Σ = (S,Ω) uma assinatura heteroge´nea e X um
conjunto de varia´veis para Σ. O conjunto das Σ-fo´rmulas denota-se por Flas(Σ) e e´ o
menor conjunto tal que:
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1. Se t, r ∈ TΣ(X)s, enta˜o t=r ∈ Flas(Σ);
2. Se ψ, φ ∈ Flas(Σ) enta˜o ¬φ e ψ ∧ φ ∈ Flas(Σ);
3. Se ψ ∈ Flas(Σ) e x e´ uma varia´vel de tipo s enta˜o ∀x:s.ψ ∈ Flas(Σ);
4. Se {ψi|i ∈ I} e´ uma famı´lia conta´vel de Σ-fo´rmulas, enta˜o
∧
i∈I ψi ∈ Flas(Σ)
e
∨






Uma Σ-fo´rmula do tipo 1. e´ denominada por equac¸a˜o, e o conjunto de todas as Σ-
equac¸o˜es denota-se por EqΣ(X);
Observe-se que os conectivos ∨, → e ∃ sa˜o definidos de forma usual a` custa dos
casos em cima mencionados.
Definic¸a˜o 2.1.19 (Func¸o˜es de valorac¸a˜o e de interpretac¸a˜o). Sejam Σ = (S,Ω) uma
assinatura heteroge´nea, X um conjunto de varia´veis para Σ e A uma Σ-a´lgebra. Uma
func¸a˜o de valorac¸a˜o α : X → A e´ uma S-famı´lia de func¸o˜es (αs : Xs → As)s∈S. Uma
valorac¸a˜o α e´ unicamente estendida a um homomorfismo Iα : TΣ(X)→ A da seguinte
forma:
1. Iαs(x) =def αs(x);
2. Para toda f : s1, . . . , sn → s ∈ Σ, para todo o ti ∈ TΣ(X)si,
Iαs(f(t1, . . . , tn)) =def f
A(Iαs1 (t1), . . . , Iαsn (tn)).
A func¸a˜o Iα e´ denominada por interpretac¸a˜o induzida por α.
As valorac¸o˜es α : X → TΣ(X) denominam-se de substituic¸o˜es.
Definic¸a˜o 2.1.20 (Relac¸a˜o de satisfac¸a˜o Tarskiana (standard)). Sejam Σ uma assina-
tura heteroge´nea e X um conjunto de varia´veis para Σ. Define-se a relac¸a˜o |=, relac¸a˜o
de satisfac¸a˜o (standard), da seguinte forma:
Sejam A uma Σ-a´lgebra, l, r ∈ TΣ(X)s dois termos do ge´nero s, φ e ψ duas Σ-
fo´rmulas, {φi|i ∈ I} um conjunto conta´vel de Σ-fo´rmulas e α : X → A uma func¸a˜o de
valorac¸a˜o.
1. A,α |= l=r, se Iα(l) = Iα(r);
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2. A,α |= ¬φ se A,α |= φ na˜o se verifica;
3. A,α |= φ ∧ ψ se A,α |= φ e A,α |= ψ;
4. A,α |= (∀x : s).φ se para qualquer func¸a˜o de valorac¸a˜o β : X → A tal que
β(y) = α(y), para todo y 6= x se tem que A, β |= φ.
A definic¸a˜o da relac¸a˜o de Satisfac¸a˜o Tarskiana para fo´rmulas possivelmente infinita´rias,
e´ obtida pela introduc¸a˜o de:
 A,α |= ∧i∈I φi sse para todo o i ∈ I se tem que A,α |= φi;
Escreve-se A |= φ quando A,α |= φ para toda a valorac¸a˜o α : X → A, e dada uma
classe de Σ-a´lgebras C, C |= φ significa que para toda a´lgebra A ∈ C, A |= φ. Dado
um conjunto de Σ-fo´rmulas Φ escreve-se A |= Φ se A |= φ para todo o φ ∈ Φ e, de
forma ana´loga, define-se C |= Φ.
Apresentou-se na Secc¸a˜o anterior o conceito de assinatura das operac¸o˜es derivadas
(Definic¸a˜o 2.1.9). Segue-se a definic¸a˜o de A´lgebra das Operac¸o˜es Derivadas :
Definic¸a˜o 2.1.21 (A´lgebra das operac¸o˜es derivadas). Sejam Σ = (S,Ω) uma assina-
tura e A uma Σ-a´lgebra. A a´lgebra das operac¸o˜es derivadas de A e´ uma Der(Σ)-a´lgebra
Ader definida da seguinte forma:
 para todo o s ∈ S, Aders = As;
 para toda a operac¸a˜o f ∈ Ωders1···sn,s, e para todo o a1 ∈ Aders1 , . . . , an ∈ Adersn ,
fA
der
(a1, . . . , an) = Iα(f), para α:Is1···sn → Ader tal que α(1¯) = a1, . . . , α(n¯) = an.
2.2 Morfismos de assinaturas
O conceito de morfismo de assinatura tem um papel central no trabalho de especi-
ficac¸a˜o alge´brica, nomeadamente ao n´ıvel do estudo de refinamentos (Secc¸o˜es 2.4 e
3.4). Introduzem-se nesta Secc¸a˜o alguns conceitos e considerac¸o˜es sobre o assunto:
Definic¸a˜o 2.2.1 (Morfismo de assinaturas). Sejam Σ = (S,Ω) e Σ′ = (S ′,Ω′) duas
assinaturas. Um morfismo de assinaturas σ : Σ → Σ′, e´ um par σ = (σgen, σop), onde
σgen : S → S ′ e σop : Ω → Ω′, tal que, para cada s´ımbolo de operac¸a˜o f : s1, . . . , sn →
s ∈ Σ, σop(f) e´ um s´ımbolo de operac¸a˜o σop(f) : σgen(s1), . . . , σgen(sn)→ σgen(s) ∈ Σ′.
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Definic¸a˜o 2.2.2 (A´lgebra reduto). Sejam A′ uma Σ′-a´lgebra e σ : Σ → Σ′ um mor-
fismo de assinaturas. O σ-reduto de A′ e´ a Σ-a´lgebra A′ σ definida da seguinte forma:
 Para todo s ∈ S, (A′ σ)s = A′σ(s);





′σ : A′ σs1 × · · · × A′ σsn → A′ σs,
tem-se σop(f)
A′ : A′σgen(s1) × · · · × A′σgen(sn) → A′σgen(s).
Observe-se que se σ for a func¸a˜o identidade, A σ e´ a pro´pria a´lgebra A. Quando
se tem Σ ⊆ Σ′, A′ Σ denota a a´lgebra reduto de A pelo morfismo de inclusa˜o. Neste
caso, “sa˜o esquecidos”todos os ge´neros e operac¸o˜es de Σ′ que na˜o esta˜o em Σ. Este
morfismo e´ denotado por ι : Σ ↪→ Σ′. A construc¸a˜o de uma a´lgebra reduto e´ feita no
Exemplo 2.4.5.
Tal como foi apresentado na Secc¸a˜o 2.1, a cada assinatura Σ = (S,Ω) esta´ associada
uma S-famı´lia V de conjuntos infinitos disjuntos dois a dois. Assuma-se, sem perda
de generalidade que, dado um morfismo de assinaturas σ : Σ → Σ′, a S ′-famı´lia
V ′ associada a Σ′ e´ tal que, para todo o s ∈ S, Vs ⊆ V ′σ(s). Assim, a partir do
conjunto X = (Xs)s∈S de varia´veis para Σ, constro´i-se um conjunto de varia´veis X ′
para Σ′ como o S ′-conjunto definido para cada s′ ∈ S ′ como X ′s′ =
⋃
σ(s)=s′ Xs (cf.
[STar, Mar06]). Agora, dada uma assinatura Σ com um conjunto de varia´veis X, um
morfismo de assinaturas σ : Σ→ Σ′ e um termo t ∈ TΣ(X)s, define-se recursivamente
σ(t) ∈ T ′Σ(X ′)σ(s) da seguinte forma:
 para todo o x : s ∈ Xs, σ(x : s) = x : σ(s);
 para toda a constante f :→ s ∈ Σ, σ(f) :→ σ(s) ∈ Σ′;
 para toda a operac¸a˜o f : s1, . . . , sn → s ∈ Σ, para todos os ti ∈ TΣ(X)si ,
σ(f(t1, . . . , tn)) = σ(f)(σ(t1), . . . , σ(tn)).
Dada uma Σ-equac¸a˜o ∀X.t ≈ t′, define-se σ(∀X.t ≈ t′) como sendo a Σ′-equac¸a˜o
∀X ′.σ(t) ≈ σ(t′) e estende-se σ a`s fo´rmulas de Flas(Σ) de forma natural (por exemplo
σ(¬φ) = ¬σ(φ), σ(φ ∧ ψ) = σ(φ) ∧ σ(ψ), etc).
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Para toda a valorac¸a˜o α′ : X ′ → A′, define-se valorac¸a˜o reduto de α′ como sendo a
valorac¸a˜o (α′ σ) : X → A′ σ, tal que (α′ σ)s(x : s) = α′σ(s)(x : σ(s)).
O lema que se segue, estabelece uma correspondeˆncia entre uma valorac¸a˜o e o seu
reduto. Este resultado aparece na literatura pelo nome de Teorema do reduto (cf.
[LEW00, Teorema 5.9]):
Lema 2.2.3. Sejam Σ e Σ′ assinaturas, σ : Σ → Σ′ um morfismo de assinaturas, X
um conjunto de varia´veis para Σ, X ′ um conjunto de varia´veis para Σ′ constru´ıdo como
em cima e t um termo de TΣ(X). Para as valorac¸o˜es β : X
′ → A′ e α : X → A′ σ
tais que β σ= α, tem-se que α(t) = β(σ(t)).
Termina-se a Secc¸a˜o com a apresentac¸a˜o de um resultado central no estudo da
especificac¸a˜o alge´brica de sistemas:
Lema 2.2.4 (Lema da satisfac¸a˜o). Se σ : Σ → Σ′ um morfismo de assinaturas,e φ
uma Σ-equac¸a˜o e A′ uma Σ′-a´lgebra. Enta˜o
A′ |= σ(φ) sse A′ σ|= φ.
A demonstrac¸a˜o do lema pode ser encontrada em [GB92, Lema 60]. O seu impacto
ao n´ıvel da pra´tica da especificac¸a˜o alge´brica de sistemas e´ discutido aquando o estudo
do conceito de refinamento nas Secc¸o˜es 2.4 e 3.4.
2.3 Especificac¸o˜es Alge´bricas Estruturadas
Tal como se referiu na Secc¸a˜o 1, existem duas grandes abordagens ao processo de
especificac¸a˜o formal de software: a orientada a modelos e a alge´brica (ou orientada
a`s propriedades). Apresenta-se nesta Secc¸a˜o o segundo caso, no qual, programas sa˜o
vistos como a´lgebras e os seus termos como computac¸o˜es. Uma especificac¸a˜o alge´brica
de software SP e´ definida por uma assinatura Sig(SP ), e por uma classe de modelos
de SP , denotada por [SP ] e, que seja tal que [SP ] ⊆ Alg(Sig(SP )). As Sig(SP )-
a´lgebras de [SP ] sa˜o conhecidas por realizac¸o˜es correctas ou modelos de SP pois
modelam os poss´ıveis programas para a implementac¸a˜o de SP . Formalmente:
Definic¸a˜o 2.3.1 (Especificac¸a˜o alge´brica). Uma especificac¸a˜o alge´brica SP e´ um par
(Sig(SP ), [SP ]), onde Sig(SP ) e´ uma assinatura e [SP ] uma classe de Sig(SP )-
a´lgebras. A classe [SP ] denomina-se por classe de modelos de SP e Sig(SP ) por
assinatura de SP .
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Quando uma fo´rmula φ e´ satisfeita por todos os modelos de SP , isto e´, quando
[SP ] |= φ diz-se que SP satisfaz φ e escreve-se SP |= φ. Duas especificac¸o˜es SP e SP ′
dizem-se semanticamente equivalentes se Sig(SP ) = Sig(SP ′) e [SP ]=[SP ′]. Uma
especificac¸a˜o SP diz-se inconsistente quando na˜o e´ realiza´vel, isto e´, quando [SP ] = ∅.
Neste contexto, quando se pretende especificar um determinado sistema de software,
define-se uma assinatura adequada aos nomes de ge´neros e func¸o˜es apropriados ao
sistema pretendido e expressam-se os comportamentos desejados destas operac¸o˜es num
determinado sistema lo´gico. Sa˜o muitas as especificac¸o˜es constru´ıdas desta forma:














Exemplo 2.3.3 (CELL ([Ros¸00])). Foi definida no Exemplo 2.1.7 uma assinatura para
especificar o sistema de uma ce´lula de memo´ria de um computador, na qual se podiam
escrever e ler dados. O u´nico requisito que se introduz a` assinatura e´ que o valor que
se leˆ na ce´lula e´ o mesmo que nela se escreveu:










Verifica-se facilmente que ambas as ΣCELL-a´lgebras definidas no Exemplo 2.1.13,
sa˜o modelos de Cell.

Estas especificac¸o˜es sa˜o conhecidas como especificac¸o˜es flat . Contudo, quando se
pretende trabalhar sistemas reais, reconhece-se rapidamente a necessidade de sistema-
tizar o processo da especificac¸a˜o alge´brica, uma vez que, na maior parte dos casos,
a sua complexidade implica uma listagem com grande nu´mero de fo´rmulas e resulta
em especificac¸o˜es dif´ıceis de trabalhar. Por outro lado, existem sistemas na˜o especi-
fica´veis por um conjunto de fo´rmulas num sistema lo´gico (ver Observac¸a˜o 2.3.10). E´
neste contexto que nascem as linguagens de especificac¸a˜o e a especificac¸a˜o estruturada
inspiradas no princ´ıpio da composicionalidade: constroem-se especificac¸o˜es a partir da
composic¸a˜o e extensa˜o de outras especificac¸o˜es mais simples. Este princ´ıpio esta´ de
acordo com as pra´ticas actuais do desenvolvimento modular de software.
Apresenta-se de seguida uma linguagem de especificac¸a˜o com um estrutura bastante
simples, por forma a facilitar a generalizac¸a˜o dos assuntos trabalhados no texto a outros
formalismos mais complexos (ver Observac¸a˜o 2.3.11). A linguagem e´ constitu´ıda por
quatro operadores ba´sicos de construc¸a˜o, juntamente com alguns outros definidos a`
sua custa. Os quatro operadores ba´sicos de construc¸a˜o teˆm as seguintes func¸o˜es: um
serve para a construc¸a˜o de especificac¸o˜es flat (expresso˜es com uma assinatura Σ e
um conjunto de fo´rmulas, denominadas neste contexto por axiomas), outro serve para
a construc¸a˜o de especificac¸o˜es a partir da combinac¸a˜o de outras duas especificac¸o˜es
com a mesma assinatura (union), outro serve para a construc¸a˜o de uma especificac¸a˜o
de assinatura Σ′ a partir de uma especificac¸a˜o sobre Σ e um morfismo σ : Σ → Σ′
(translate) e um outro que serve para a partir de uma especificac¸a˜o Σ′ e de um
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morfismo σ : Σ → Σ′ construir uma especificac¸a˜o em Σ, “preservando”os modelos de
SP (derive). Nesta linguagem, assumem-se os tipos Spec, Flas, Sig, Morph, Opns e
sorts para denotar o conjunto das especificac¸o˜es estruturadas, o conjunto das fo´rmulas,
o conjunto das assinaturas, o conjunto dos morfismos de assinaturas, o conjunto das
operac¸o˜es de Σ e o conjunto dos ge´neros de Σ respectivamente. Segue a definic¸a˜o deste
conjunto de operadores:
Definic¸a˜o 2.3.4 (Operadores ba´sicos de construc¸a˜o de especificac¸o˜es estruturadas).
Entendem-se por operadores ba´sicos de construc¸a˜o de especificac¸o˜es estruturas os ope-
radores flat, union, translate e derive, definidos da seguinte forma:
flat
 Sintaxe:
< ., . >: Sig, F las→ Spec
 Semaˆntica: Sejam Σ uma assinatura heteroge´nea e Φ um conjunto finito de axio-
mas.
Sig(< Σ,Φ >) = Σ
[ < Σ,Φ > ] =def {A ∈ Alg(Σ)|A |= Φ}
union
Sejam SP1 e SP2 especificac¸o˜es sobre a mesma assinatura:
 Sintaxe:
< .+ . >: Spec, Spec→ Spec
 Semaˆntica:
Sig(SP1 + SP2) = Sig(SP1) = Sig(SP2)
[SP1 + SP2] =def [SP1] ∩ [SP2]
translate
 Sintaxe:
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translate . by . : Spec,morph→ Spec
 Semaˆntica: Sejam σ : Σ → Σ′ um morfismo de assinaturas e SP uma especi-
ficac¸a˜o estruturada com Sig(SP ) = Σ.
Sig(translate SP by σ) =def Σ
′
[translate SP by σ] =def {M ′ ∈ Alg(Σ′)|M ′ σ∈ [SP ]}.
derive
 Sintaxe:
derive from . by . : Spec,morph→ Spec
 Semaˆntica: Sejam σ : Σ → Σ′ um morfismo de assinaturas e SP uma especi-
ficac¸a˜o estruturada com Sig(SP ) = Σ′.
Sig(derive from SP by σ) =def Σ
[ (derive from SP by σ) ]=def {M ′ σ∈ Alg(Σ)|M ′ ∈ [SP ]}.
Uma especificac¸a˜o flat SP = 〈Σ,Φ〉 tal que Φ seja um conjunto de equac¸o˜es
denomina-se por especificac¸a˜o equacional. Existem outros operadores muito u´teis no
processo de especificac¸a˜o, com sa˜o os casos dos operadores enrich, export, etc.. A
raza˜o pela qual se distinguiram os quatro operadores ba´sicos (Definic¸a˜o 2.3.4), deve-se
essencialmente ao facto de todos os outros poderem ser constru´ıdos pela composic¸a˜o
destes quatro:
enrich: E´ usado quando se pretende enriquecer uma especificac¸a˜o SP com novos
ge´neros, axiomas e operac¸o˜es. Sejam Σ = (S,Ω), Σ′ = (S ∪ S ′,Ω ∪ Ω′) e ι : Σ ↪→ Σ′
morfismo de inclusa˜o. Enta˜o:
enrich SP by sorts S ′ opns F ′ axioms Φ′ = (translate SP by ι) + 〈Σ′,Φ′〉
export: E´ um caso particular do operador translate, onde o morfismo σ e´ mor-
fismo ι de inclusa˜o, isto e´, para ι : Σ ↪→ Σ′:
export Σ′ from SP = derive from SP by ι.
Sa˜o frequentes as especificac¸o˜es cujos modelos sa˜o gerados por um conjunto finito
de s´ımbolos de func¸o˜es. Esta caracter´ıstica e´ formalizada pelo uso de reachability
constraints :
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Definic¸a˜o 2.3.5. reachability constraints
1. Seja Σ = (S,Ω) uma assinatura heteroge´nea. Uma reachability constraint de Σ
e´ um par R = (SR,ΩR) tal que ΩR ⊆ Ω e
SR = {s ∈ S| existe um f ∈ ΩRω,s}.
Um ge´nero s ∈ SR denomina-se ge´nero constrained e um s´ımbolo de func¸a˜o
f ∈ ΩR e´ denominado s´ımbolo construtor.
2. Um termo construtor e´ um termo t ∈ TΣ′(X ′)s, onde Σ′ = (S,ΩR), X ′s = Xs se
s ∈ S \ SR e, X ′s = ∅ se s ∈ SR. O conjunto dos termos construtores e´ denotado
por TΣ,R.
3. Uma Σ-a´lgebra A, satisfaz a reachability constraint R = (SR,ΩR) se para qual-
quer s ∈ S e para qualquer a ∈ As, existe um termo construtor t ∈ (TΣ,R)s e
uma valorac¸a˜o α : X ′ → A tal que Iα(t) = a. Quando A satisfaz R, escreve-se
A |= R.
Teorema 2.3.6. [Hen97, Facto 2.3.2] Sejam A uma Σ-a´lgebra e R uma reachability
constraint sobre Σ. As seguintes condic¸o˜es sa˜o equivalentes:
1. A |= R;
2. Para qualquer s ∈ S, para qualquer a ∈ As existe um termo construtor t ∈ TΣ,R
do ge´nero s tal que A,α |= ∃V ar(t).x = t, onde x ∈ Xs, x na˜o pertenc¸a a V ar(t)
e α : X → A uma valorac¸a˜o tal que α(x) = a;
3. Para todo s ∈ S,
A |= (∀x : s)
∨
t∈(TR)s
∃V ar(t).x ≈ t,
onde
∨
t∈(TR)s e´ reunia˜o a (infinita) de todos os termos t ∈ (TR)s.
Observe-se que qualquer Σ-a´lgebra satisfaz a reachability constraint (∅, ∅), uma vez
que, neste caso, o conjunto dos termos construtores TΣ,R sa˜o os pro´prios termos TΣ e,
portanto, trivialmente se chega a A |= R. Note-se que o conjunto SR e´ unicamente
determinado por ΩR e, por esta raza˜o, no operador que se define de seguida, considera-
se apenas ΩR em vez do par (SR,ΩR):
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Definic¸a˜o 2.3.7. Define-se o operador reach da seguinte forma:
reach
 Sintaxe:
reach . with . : Spec,Opns→ Spec
 Semaˆntica:
Seja R = (SR,ΩR) uma reachability constaint sobre Sig(SP ).
Sig(reach SP with ΩR) =def Sig(SP )
[reach SP with ΩR] =def {A ∈ [SP ]|A |= R}
Um bom exemplo do partido que se pode tirar do operador enrich, e´ a especificac¸a˜o
dos nu´meros inteiros a partir dos construtores 0 e func¸o˜es sucessor e predecessor:
Exemplo 2.3.8 (INTZERO). Considere-se a seguinte especificac¸a˜o dos inteiros defi-
nida na Observac¸a˜o 2.3.10. Observe-se que esta especificac¸a˜o e´ muito livre, na medida
em que tanto admite ser modelada pelo conjunto dos nu´meros inteiros (com as func¸o˜es
sucessor e antecessor definidas de forma usual), como tambe´m pelo conjunto dos reais,
etc. O uso de reachability constraints restringe a classe de modelos de forma adequada:
Spec INTZERO = reach INT with
[CONS]
0:-> int;
s,p: int -> int;
Figura 2.5: Diagrama da assinatura ΣINTZERO.

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Agora, utilizando as especificac¸o˜es anteriores, apresenta-se uma especificac¸a˜o cla´ssica
de listas finitas de nu´meros inteiros2.
















(∀p,q.bool).p => q =¬(p ∧ ¬ q);
A expressa˜o que se segue especifica listas de inteiros:
Spec INTBOOL = INT + BOOL




2Por forma a que a leitura da especificac¸a˜o se fac¸a de forma mais intuitiva, usa-se notac¸a˜o infix
nas operac¸o˜es :: e . .
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head:list -> int;
tail:list -> list;











(∀x,y:int)(∀l:list).x 6= y→ x ∈ y.l = x ∈ l;
(∀x:int)(∀l:list).x ∈ x.l=true;






Observe-se a importaˆncia da utilizac¸a˜o do operador reach no facto de se preten-
der especificar listas finitas (uma vez que se requer que estas sejam constru´ıdas pelas
func¸o˜es construtoras _._ e _::_ a partir da constante init), na medida em que a
especificac¸a˜o INTLIST’ especifica listas possivelmente infinitas.
Observac¸a˜o 2.3.10. Tal como foi referido, algumas especificac¸o˜es estruturadas na˜o
sa˜o axiomatiza´veis por um conjunto de fo´rmulas, existindo na literatura, algumas ca-
racterizac¸o˜es relativas a esta propriedade. Por exemplo, prova-se que para qualquer
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Figura 2.6: Diagrama da assinatura ΣLIST .
especificac¸a˜o SP constru´ıda exclusivamente a partir de especificac¸o˜es flat pelos opera-
dores union e translation, existe uma especificac¸a˜o flat SP ′ semanticamente equi-
valente a SP (cf. [STar, Tar03]). Quando se restringe o conjunto de fo´rmulas de uma
assinatura Σ ao conjunto das suas equac¸o˜es, isto e´, quando Flas(Σ) = Eq(Σ), este
facto pode ser analisado a` luz do Teorema das Variedades de Birkhoff3, segundo o qual:
“ Uma classe de Σ-a´lgebras e´ equacionalmente apresenta´vel sse for fechada por
suba´lgebras, produtos directos e imagens homomorficas.”
Assim, quando, por exemplo, se escondem operac¸o˜es (pelo operador derive) se-
gundo um determinado morfismo de inclusa˜o σ : Σ ↪→ Σ′ numa determinada espe-
cificac¸a˜o 〈Σ,Φ〉, tem-se que a classe de modelos da especificac¸a˜o derive 〈Σ,Φ〉 by σ
na˜o e´ geralmente fechada por suba´lgebras e, por conseguinte, na˜o e´ axiomatizada por






s: int -> int;
3Este resultado e´ um dos mais importantes Teoremas da A´lgebra Universal. A sua demonstrac¸a˜o
para o caso heteroge´neo pode ser encontrada em [MT92, Teorema 5.2.16]; para o caso homoge´neo,
reporta-se o leitor para [Gra¨79, BS81];
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Tem-se que a Sig(INT)-a´lgebra A definida por Aint = Z, sA(x) = x+1 e pA(x) = x−1,
aA = 0 e bA = 1 e´ modelo de INT. Considere-se agora a especificac¸a˜o
Spec INT’= derive INT by σ
para σ definido da seguinte forma:








Tem-se que a Sig(INT’)-a´lgebra B definida por Bint = N0, sB(x) = x + 1, aB = 0 e
bB = 1 e´ suba´lgebra de A σ. Para que B ∈ [INT’], seria necessa´ria a existeˆncia de um
B′ ∈ [INT] tal que B′ σ= B. Para que tal acontecesse, teria que existir uma func¸a˜o
pB
′
: N0 → N0 tal que juntamente com as func¸o˜es sB′ = sB, aB′ = aB e bB′ = bB





(x))=x, chegando-se a pB
′
(x) = x− 1 que na˜o esta´ definido em intB′. Prova-
se, portanto, que na˜o existe nenhum B′ tal que B′ σ= B e, por conseguinte, INT na˜o
e´ fechada por suba´lgebras. Sai assim do Teorema de Birkhoff que na˜o existe nenhuma
especificac¸a˜o equacional com a classe de modelos de INT’.
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Observac¸a˜o 2.3.11 (Linguagens de especificac¸a˜o alge´brica). Existem na literatura
diversas linguagens e formalismos para a especificac¸a˜o alge´brica de software, como, por
exemplo, as cla´ssicas ACT ONE [EFH83], ASL [SW83], CLEAR [BG80] e EXTEND
ML [ST86]. Uma linguagem de grande destaque na actualidade e´ a linguagem CASL
( Common Algebraic specification Language) [MHST08] que resultou do esforc¸o de
unificar e standardizar as te´cnicas e formalismos de uma vasta gama de linguagens de
especificac¸a˜o alge´brica (incluindo as referidas).4 A linguagem resultante e´ de grande
universalidade, suportando no processo de especificac¸a˜o, por exemplo, o uso de sub-
sorting e de func¸o˜es parciais (cf. [BM04]). A linguagem apresentada nesta Secc¸a˜o
esta´ muito pro´ximo da linguagem ASL. Para uma apresentac¸a˜o retrospectiva de alguns
destes formalismos consultar [BH08, Wir90] ou [EM85, EM90] para a apresentac¸a˜o
dos formalismos mais antigos.
Sa˜o exemplos de linguagens de especificac¸a˜o orientada a modelos (na˜o trabalhada
no presente texto), as linguagens VDM [FL98], Z [WD96] e B [CM08].
2.4 Processo de Refinamento e Implementac¸a˜o
Um dos principais objectivos de especificar algebricamente um determinado sistema e´
o de encontrar a sua descric¸a˜o precisa, de modo a poder implementa´-lo de forma clara,
exacta e livre de ambiguidades. Neste contexto, o processo de programac¸a˜o traduz-se
na construc¸a˜o de uma realizac¸a˜o correcta (um programa P ) de SP , ou pelo menos
numa classe (de Sig(SP )-a´lgebras) [P ] ⊆ [SP ] pequena o suficiente para o trabalho
desejado.
No processo de implementac¸a˜o de uma componente de software, parte-se de uma
especificac¸a˜o inicial SP0 (descric¸a˜o inicial do sistema) e faz-se o seu enriquecimento
com deciso˜es de implementac¸a˜o (vai-se refinando), por forma a obter uma descric¸a˜o
completa do programa pretendido (a´lgebra desejada)5. Este processo gradual de refina-
mentos sucessivos e´ conhecido como o processo de refinamento passo-a-passo (stepwise
refinement) (cf. [STar, ST97, Mar06], ou [San00] para uma apresentac¸a˜o mais geral
do conceito). Naturalmente, o tamanho da classe de modelos da especificac¸a˜o SP vai
diminuindo a` medida que vai sendo enriquecida com novos requisitos, uma vez que se
parte de um caso mais abstracto para um mais concreto. Formalizam-se de seguida
4Este projecto de unificac¸a˜o foi desenvolvido pelo grupo CoFI (ver http://www.cofi.info);
5Em alguns casos esta descric¸a˜o pode mesmo ser uma u´nica a´lgebra (a menos de isomorfismos).
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estes conceitos:
Definic¸a˜o 2.4.1 (Refinamento). Sejam SP e SP ′ duas especificac¸o˜es. SP ′ e´ refina-
mento de SP sse:
1. Sig(SP ) = Sig(SP ′);
2. [SP ′] ⊆[SP ];
SP  SP ′ denota que SP ′ e´ refinamento de SP .
O processo de refinamento passo-a-passo, pode ser entendido como o processo sis-
tema´tico pelo qual, a partir de uma especificac¸a˜o inicial SP0, se constroem sucessiva-
mente novas especificac¸o˜es mais restritivas pela introduc¸a˜o de novos requisitos:
SP0  SP1  SP2  · · · SPn−1  SPn,
onde para todo 1 ≤ i ≤ n, SPi−1  SPi e´ um passo de refinamento. Os refinamentos
SPi−1  SPi sa˜o tambe´m conhecidas por refinamentos individuais ou por passos de
refinamento.
Note-se que se SP  SP ′ e SP ′  SP ′′ tem-se que SP  SP ′′, uma vez que
Sig(SP ) = Sig(SP ′) = Sig(SP ′′) e [SP ′′]⊆[SP ′]⊆[SP ]. Esta transitividade, conhe-
cida por composicionalidade vertical, garante que SP0  SPn.
Exemplo 2.4.2 (Grupos Abelianos). Um grupo abeliano (ou comutativo) e´ todo o
grupo que possui operac¸a˜o comutativa. Assim, a classe dos grupos abelianos pode ser
obtida pelo enriquecimento de GRUPO (do Exemplo 2.3.2) por mais esse requisito:




Exemplo 2.4.3 (CELL (Adaptado de [Ros¸00])). Na especificac¸a˜o CELL definida no
Exemplo 2.3.3, impo˜em-se apenas que uma ce´lula possua exclusivamente um valor es-
crito. A especificac¸a˜o que se segue refine CELL com a imposic¸a˜o de que o seu valor seja
o u´ltimo valor si escrito:
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Spec CELL1= enrich CELL by
[AX]
(∀e,e’:elt)(∀c:cell).put(e,put(e’,c)))=put(e,c);
Tem-se que CELL CELL1, uma vez que a classe de modelos de CELL e´ restringida por
esta nova imposic¸a˜o.

Tal como foi referido, durante o processo de refinamento, a especificac¸a˜o a refinar
e´ enriquecida com novos requisitos e deciso˜es de implementac¸a˜o, sendo natural a ne-
cessidade de modificar a assinatura da especificac¸a˜o inicial, pela introduc¸a˜o de novos
ge´neros e func¸o˜es ou mesmo renomeac¸o˜es, etc.. Este papel pode ser interpretado como
um morfismo de assinaturas. E´ com base no Lema da Satisfac¸a˜o (Lema 2.2.4), que se
apresenta a seguinte generalizac¸a˜o do conceito de refinamento:
Definic¸a˜o 2.4.4 (σ-Refinamento). Seja σ morfismo de assinaturas. Diz-se que SP1 e´
σ-refinamento de SP sse:
1. Sig(SP1) = σ(Sig(SP )) e
2. [SP1] σ ⊆[SP ],
onde [SP1] σ={A σ |A ∈ [SP1]}.
SP  σ SP ′ denota que SP1 e´ um σ-refinamento de SP .
Note-se que quando se considera o morfismo identidade id, o conceito de id-refinamento
coincide com o conceito de refinamento.
Exemplo 2.4.5. Apresenta-se de seguida a especificac¸a˜o dos ane´is. Um anel e´ uma
a´lgebra 〈A,+, ∗〉 tal que 〈A,+〉 e´ grupo abeliano, 〈A, ∗〉 e´ um mono´ide e ∗ e´ uma
operac¸a˜o associativa e distributiva com +. Assim:
Spec ANEL = enrich ABEL by
[OP]









A assinatura da especificac¸a˜o ANEL e´ resultado da aplicac¸a˜o do seguinte morfismo de








Para toda a Sig(ANEL)-a´lgebra A, A σ e´ a Sig(ABEL)-a´lgebra seguinte: os ge´neros
definem-se como
(A σ)elt = Aσgen(elt) = Aelt,





que tal como se pode ver, tem estrutura de grupo. Assim [ANEL] σ⊆ [GRUPOS], e
portanto tem-se que ANEL e´ um σ-refinamento de ABEL, os seja
ABEL σ ANEL.

Exemplo 2.4.6 (CELLNAT). Suponha-se que se pretende especificar um sistema
CELL1 (cf. Exemplo 2.4.3) para usar com nu´meros naturais. Para tal, considere-se
o seguinte morfismo de assinaturas:
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Assim, por forma a chegar a` especificac¸a˜o pretendida pode-se traduzir a especificac¸a˜o
CELL1 por σ e depois axiomatizar o conjunto dos nu´meros naturais nesta nova especi-
ficac¸a˜o. Tem-se por exemplo que CELL1  σ CELLNAT para CELLNAT definida como se
segue:
Spec PRECELLNAT = translate CELL1 by σ




A propriedade da composicionalidade vertical de σ-refinamentos, sai directamente
do resultado do Lema da Satisfac¸a˜o, e do facto da formac¸a˜o de morfismos de assinaturas
ser fechada por composic¸a˜o. Assim, se SP0  σ1 SP1 e SP1  σ2 SP2 tem-se que
SP0  σ2◦σ1 SP2. Para o caso do refinamento passo-a-passo com n passos, tem-se que
SP0  σn◦···◦σ1 SPn.
Exemplo 2.4.7. Tem-se dos exemplos anteriores que, GRUPO  id ABEL, e ABEL  σ
ANEL. Assim, tem-se que GRUPO σ◦id ANEL, ou seja [ANEL]σ◦id⊆[GRUPO], e Sig(ANEL) =
Sig(σ(id(GRUPO))).
Termina-se a Secc¸a˜o com uma caracterizac¸a˜o do conceito de σ-refinamento para o
caso das especificac¸o˜es flat :
Lema 2.4.8. Sejam SP = 〈Σ,Φ〉 e SP ′ = 〈Σ′,Φ′〉 especificac¸o˜es flat e σ : Σ→ Σ′ um
morfismo de assinaturas. Tem-se que, SP  σ SP ′ sse SP ′ |= σ(Φ).
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Demonstrac¸a˜o. Suponha-se que SP  σ SP ′. Enta˜o, para todo o A′ ∈ [SP ′], A′ σ∈
[SP ], isto e´ , A′ σ|= Φ. Assim, pelo Lema 2.2.4, A′ |= σ(Φ). Por outro lado, tem-se
que SP ′ |= σ(Φ), e portanto, para qualquer A′ ∈ [SP ′], A′ |= σ(Φ). Pelo Lema 2.2.4
A′ σ|= Φ, e assim, A′ σ∈ [SP ]. Portanto SP  σ SP ′.
2.5 Sistemas de Prova
Existem dois momentos principais de verificac¸a˜o no processo de especificac¸a˜o de soft-
ware: a validac¸a˜o da especificac¸a˜o inicial e a verificac¸a˜o de passos de refinamento.
A validac¸a˜o consiste na verificac¸a˜o da adequac¸a˜o da especificac¸a˜o (inicial) ao sistema
a implementar, isto e´, na verificac¸a˜o de que os requisitos expressos na especificac¸a˜o
sa˜o, efectivamente, os requisitos impostos pelo sistema a implementar. Sa˜o bastante
frequentes, no processo de especificac¸a˜o, os feno´menos de sub-especificac¸a˜o e sobre-
especificac¸a˜o. No primeiro, a especificac¸a˜o desenhada e´ demasiadamente livre, podendo
resultar em programas na˜o adequados ao sistema a desenvolver. Na segunda, a especi-
ficac¸a˜o desenhada e´ demasiadamente concreta, podendo descartar modelos admiss´ıveis
para a realizac¸a˜o do sistema (dificultando a reutilizac¸a˜o de componentes de software).
A verificac¸a˜o da correcc¸a˜o de passos de refinamento esta´ inerente a todo o processo
de implementac¸a˜o. Todas a deciso˜es de implementac¸a˜o teˆm que ser apoiadas por veri-
ficac¸o˜es, por forma a garantir a preservac¸a˜o da composicionalidade vertical do processo
de refinamento. Deve-se tambe´m, em todos estes passos, verificar a consisteˆncia das
especificac¸o˜es obtidas, isto e´, verificar se as novas especificac¸o˜es admitem efectivamente
modelos. Observe-se que existe uma grande diferenc¸a entre estes dois momentos de
verificac¸a˜o: enquanto que, no segundo caso, existe uma noc¸a˜o de correcc¸a˜o formal
associada ao sistema lo´gico escolhido para a especificac¸a˜o, no primeiro caso esta re-
fereˆncia na˜o existe. Desta forma, para as tarefas de validac¸a˜o, recorre-se normalmente
aos denominados “testing-like methods” [GB99]. Este momento de verificac¸a˜o na˜o e´
trabalhado no presente texto. Para a verificac¸a˜o da correcc¸a˜o de passos de refinamento
recorre-se a` prova no sistema lo´gico associado a` especificac¸a˜o, sendo portanto natural,
o recurso a` verificac¸a˜o automa´tica de teoremas, no processo de especificac¸a˜o alge´brica.6
6A algumas linguagens formais de especificac¸a˜o, esta˜o associadas ferramentas automa´ticas de
ana´lise. Por exemplo, a` linguagem CASL esta´ associada o conjunto de ferramentas Heterogeneous
Tool Set-HETS (cf. [BM04], Secc¸a˜o 11) dispon´ıvel em http://www.cofi.info/tools;
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Apresenta-se nesta Secc¸a˜o um sistema de prova correcto e adequado para a veri-
ficac¸a˜o de propriedades em especificac¸o˜es desenhadas na linguagem definida na Secc¸a˜o
2.3.
Especificac¸o˜es Flat
Quando se pretende verificar uma equac¸a˜o numa especificac¸a˜o flat recorre-se, frequen-
temente, ao ca´lculo equacional:
Definic¸a˜o 2.5.1 (Ca´lculo equacional). Uma Σ-fo´rmula e´ consequeˆncia sinta´ctica de
uma especificac¸a˜o flat SP = 〈Σ,Φ〉, se pode ser derivada pela aplicac¸a˜o das seguintes
regras de infereˆncia:
SP `Σ (∀X).t = t′ para todo (∀X).t = t
′ ∈ Φ;
SP `Σ (∀X).t = t para todo t ∈ TΣ(X);
SP `Σ (∀X).t′ = t
SP `Σ (∀X).t = t′ ;
SP `Σ (∀X).t = t′ e SP `Σ (∀X).t′ = t′′
SP `Σ (∀X).t = t′′ ;
SP `Σ (∀X).t1 = t′1 e SP `Σ (∀X).tn = t′n
SP `Σ (∀X).f(t1, . . . , tn) = f(t′1, . . . , t′n)
para toda f : s1, . . . , sn → s ∈ Σ e ti, t′i ∈ TΣ(X)si , 1 ≤ i ≤ n;
SP `Σ (∀X).t = t′
SP `Σ (∀Y ).Iα(t) = Iα(t′)
para toda α : X → TΣ(Y );
O Teorema que se segue estabelece a adequac¸a˜o e completude do ca´lculo apresen-
tado:
Teorema 2.5.2 (Teorema da completude e adequac¸a˜o do ca´lculo equacional). Sejam
SP = 〈Σ,Φ〉 uma especificac¸a˜o flat e (∀X).t=t′ uma equac¸a˜o. Tem-se que:
SP `Σ (∀X).t=t′ sse SP |= (∀X).t=t′.
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A demonstrac¸a˜o do resultado pode ser encontrada em [STar]. A implicac¸a˜o “ ⇒
” aparece como Teorema da adequac¸a˜o do ca´lculo equacional 7(Teorema 2.4.6), e a
implicac¸a˜o “⇐ ” como Teorema da completude ca´lculo equacional (Teorema 2.4.11).
Especificac¸o˜es Estruturadas
O ca´lculo em cima apresentado na˜o trabalha a verificac¸a˜o de especificac¸o˜es estrutu-
radas constru´ıdas a` custa de operadores de construc¸a˜o (Secc¸a˜o 2.3) que na˜o o flat
aplicado a conjuntos de equac¸o˜es. Para esta verificac¸a˜o, existem na literatura dois ti-
pos de sistemas de prova: os sistemas na˜o composicionais e os sistemas composicionais.
Por princ´ıpio, os sistemas de prova na˜o composicionais transformam uma especificac¸a˜o
estruturada mais complexa numa outra “mais simples”, com os mesmos teoremas.
Assim, o problema de verificar uma propriedade numa especificac¸a˜o e´ reduzido a` ve-
rificac¸a˜o standard num conjunto adequado de axiomas (ver Observac¸a˜o 2.3.10). Um
dos sistemas de prova baseado neste princ´ıpio e´ o da abordagem da forma normal (cf.
[BCH99, Hen97]).
Nos sistemas composicionais a verificac¸a˜o de uma fo´rmula numa especificac¸a˜o e´
feita nas suas “componentes ou sub-especificac¸o˜es”, seguindo regras impostas pela na-
tureza dos operadores utilizados na sua construc¸a˜o. Desta forma, ha´ a possibilidade de
reutilizac¸a˜o de demonstrac¸o˜es existentes nas suas componentes, indo-se assim, ao en-
contro da filosofia da especificac¸a˜o estruturada e, por conseguinte, do desenvolvimento
modular de software.
O sistema de prova que se apresenta de seguida e´ um sistema de prova composicional
apresentado em [Bor99]:




SP1 + SP2 ` φ
SP2 ` φ
SP1 + SP2 ` φ
SP ` φ
translate SP by σ ` σ(φ)
7No texto Soundness of equational calculus;
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SP ′ ` σ(φ)
derive from SP ′ by σ ` φ
SP ` φi para todo o i ∈ I e 〈Σ, {φi|i ∈ I}〉 ` φ
SP ` φ
Existem algumas variantes deste ca´lculo na literatura adequadas a outras escolhas
de operadores ba´sicos de construc¸a˜o (cf. [ST97, Hen97, BCH99]).
O Teorema que se segue estabelece a completude e a adequac¸a˜o do sistema de prova
definido:
Teorema 2.5.4. Sejam SP uma especificac¸a˜o estruturada de assinatura Σ e φ uma
Σ-fo´rmula. Tem-se que:
SP |= φ sse SP ` φ.
A demonstrac¸a˜o deste resultado e´ feita em [Bor99].
2.6 Sistemas de Reescrita
A forma mais natural de verificar a igualdade entre dois objectos e´ a de simplificar
cada um o mais poss´ıvel segundo um conjunto definido de regras, (por exemplo, na
aritme´tica o uso das regras de prioridade da multiplicac¸a˜o) e depois compara´-los entre
si. Formaliza-se nesta Secc¸a˜o este processo para a comparac¸a˜o entre termos de uma
assinatura Σ. Todos os resultados e conceitos que se aqui se apresentam (conflueˆncia,
forma normal, terminac¸a˜o etc.), podem ser estudados e trabalhados numa estrutura
abstracta denominada por sistema abstracto de reescrita (cf. [Der05]) de forma in-
dependente da natureza dos objectos a reescrever. Este assunto pode ser encontrado
para o caso dos sistemas de reescrita de termos sobre assinaturas heteroge´neas, por
exemplo, em [EM85, DJ90, GM96a, STar]. Em [Der05] trabalha-se o caso dos sistemas
de reescrita abstractos, particularizando-se, de seguida, esses mesmos resultados a um
grande nu´mero de sistemas.
Definic¸a˜o 2.6.1 (Regra e sistema de reescrita). Seja Σ = (S,Ω) uma assinatura
heteroge´nea. Uma regra de reescrita r e´ uma expressa˜o u1u2 tal que u1, u2 ∈ TΣ(X)s
para algum ge´nero s ∈ S. Entende-se por sistema de reescrita um conjunto de regras
de reescrita. Muitas vezes denota-se a regra r = u1 B u2 simplesmente por Br.
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Dado um conjunto de equac¸o˜es Φ sobre uma assinatura Σ entende-se por sistema
de reescrita induzido por Φ o sistema R(Φ) = {t1 B t2|t1=t2 ∈ Φ}, e por conjunto de
equac¸o˜es do sistema, o conjunto de equac¸o˜es E(R) = {t1=t2|t1 B t2 ∈ R}. Observe-
se que para todo o conjunto de equac¸o˜es Φ, E(R(Φ)) = Φ e para todo o sistema de
reescrita R, R(E(R)) = R. Dada uma especificac¸a˜o equacional SP = 〈Σ,Φ〉 denota-se
R(Φ) por R(SP ).
Exemplo 2.6.2 (FLAGS). O sistema de reescrita induzido pelos axiomas da especi-





Definic¸a˜o 2.6.3 (Reduc¸a˜o por reescrita). Sejam Σ = (S,Ω) assinatura heteroge´nea,
t1 e t2 ∈ TΣ(X)s dois termos do ge´nero s ∈ S e R um sistema de reescrita sobre Σ.
Diz-se que t1 se reduz num so´ passo a t2 em R por r e escreve-se t1 r t2 sse existe
uma regra de reescrita r = u1  u2 ∈ R e existe uma substituic¸a˜o α : X → TΣ(X) tais
que:
1. α(u1) e´ subtermo de t1;
2. t2 e´ obtido de t1 pela substituic¸a˜o de α(u1) por α(u2).
Um termo t diz-se irredut´ıvel por R, caso na˜o exista nenhuma regra r = u1  u2 ∈ R
nem nenhuma α : X → TΣ(X) tal que α(u1) seja subtermo de t1.
Tem-se desta forma que uma regra r = u1 B u2 do sistema R gera uma relac¸a˜o
bina´ria Br⊆ TΣ(X)×TΣ(X) denominada por reduc¸a˜o por um passo gerada por r, sendo
a relac¸a˜o BR=
⋃
r∈R Br denominada por reduc¸a˜o por um passo gerada por R. O fecho
transitivo da relac¸a˜o R denota-se por 
∗
R, e e´ denominado por reduc¸a˜o em R.
Definic¸a˜o 2.6.4 (Computac¸a˜o terminada e divergente). Sejam Σ uma assinatura he-
teroge´nea e R um sistema de reescrita sobre Σ. Entende-se por:
 computac¸a˜o terminada toda a sequeˆncia t1, . . . , tn de termos de Σ tal que para
todo o i ∈ {1, . . . , n− 1} ti BR ti+1 e tn seja irredut´ıvel por R.
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 computac¸a˜o divergente se existe uma sucessa˜o t1, t2, . . . tal que ti BR ti+1 para
todo o i ≥ 1.
Exemplo 2.6.5. Considerem-se as seguintes regras de reescrita:
f(x)Bg(x)
g(x)Bf(x)
E´ evidente que na˜o existem computac¸o˜es terminantes neste sistema de reescrita.

Definic¸a˜o 2.6.6 (Forma normal e derivac¸a˜o por reescrita). Sejam Σ assinatura he-
teroge´nea, t, t′ ∈ TΣ(X)s e R sistema de reescrita sobre Σ. Diz-se que t′ e´ a forma
normal de t, e escreve-se t IR t′ sse existe uma computac¸a˜o terminada t1, . . . , tn tal
que t = t1 e t
′ = tn. Uma equac¸a˜o t1=t2 deriva-se por reescrita em R, e escreve-se
`R t1=t2, se existe um termo t3 tal que t1 IR t3 e t2 IR t3, isto e´, quando partilham a
mesma forma normal.
As definic¸o˜es que se seguem sa˜o de grande importaˆncia para a caracterizac¸a˜o de
um sistema de reescrita:
Definic¸a˜o 2.6.7 (Sistemas de reescrita terminantes, confluentes e completos). Um
sistema de reescrita diz-se terminante se na˜o permite computac¸o˜es divergentes; diz-se
confluente se existe um t3 tal que t1 B∗R t3 e t2 B∗R t3 sempre que t B∗R t1 e t B∗R t2;
diz-se completo se for confluente e terminante.
Tal como foi referido na introduc¸a˜o da Secc¸a˜o, a comparac¸a˜o de dois termos t1, t2 ∈
TΣ(X)s e´ feita pela comparac¸a˜o das suas formas normais. Contudo, para que tal
seja feito correctamente, e´ necessa´ria a unicidade da forma normal de um termo. A
proposic¸a˜o que se segue caracteriza essa propriedade:
Proposic¸a˜o 2.6.8 (Sistema de reescrita completo). Num sistema de reescrita completo
todo o termo tem uma u´nica forma normal.
O Teorema que se segue estabelece a relac¸a˜o entre um sistema de reescrita e o
ca´lculo equacional (Definic¸a˜o 2.5.1):
Teorema 2.6.9. Seja SP = 〈Σ,Φ〉 uma especificac¸a˜o flat tal que R(SP ) e´ um sistema
de reescrita completo. Tem-se que:
R(SP ) `R t1=t2 sse SP |= t1=t2.
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A demonstrac¸a˜o do resultado anterior pode ser encontrada em [STar, Teoremas




Apresentaram-se no Cap´ıtulo 1 algumas motivac¸o˜es para a adaptac¸a˜o dos conceitos
apresentados no Cap´ıtulo anterior a` especificac¸a˜o alge´brica de programas com dados
encapsulados. Apresenta-se agora um exemplo ilustrativo destas motivac¸o˜es: considere-
se o caso da implementac¸a˜o de uma interface online de uma conta banca´ria, onde o
utilizador dispo˜e das operac¸o˜es saldo e pagamento para consultar o seu saldo e efectuar
pagamentos respectivamente (adaptado de [BH99]). Tem-se, desta forma, que o estado
de duas contas so´ pode ser comparado pelo resultado de operac¸o˜es nelas efectuadas.
Por outro lado, na˜o e´ relevante para o utilizador a forma da implementac¸a˜o interna
do ge´nero de dados conta, podendo, por exemplo, ser implementados sob a forma do
conjunto dos inteiros ou, caso se pretenda guardar o histo´rico de movimentos efectuados
na conta (ver Exemplo 2.1.13), sob a forma de listas de inteiros (a func¸a˜o saldo retorna
o primeiro elemento da lista). Observe-se tambe´m que os comportamentos observa´veis
do programa (pelo utilizador ou por outros mo´dulos) perante ambas as implementac¸o˜es
sa˜o exactamente os mesmos (no caso da interface ser constitu´ıda apenas pelas operac¸o˜es
mencionadas). Por outro lado, dois elementos do ge´nero conta podem responder da
mesma forma perante todas as computac¸o˜es, na˜o sendo realmente iguais. Por exemplo,
no caso de se escolher a segunda hipo´tese de implementac¸a˜o, os elementos c1 = [a, b :: ω]
e c2 = [a, c :: ω
′] sendo diferentes, comportam-se da mesma forma perante todas as
computac¸o˜es
saldo(c), saldo(pagamento(c)), . . . , saldo(pagamento( · · · (pagamento(c)))) · · · ,
havendo assim uma “espe´cie de igualdade”entre estes dois elementos, na medida em
que na˜o se distinguem via computac¸o˜es. Compreende-se, desta forma, que a relac¸a˜o
de igualdade estrita e´ demasiadamente forte para o tratamento semaˆntico de sistemas
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deste tipo. Estas duas equivaleˆncias va˜o ser trabalhadas no texto pelos conceitos de
equivaleˆncia observacional (entre a´lgebras) e igualdade observacional (entre elementos).
Existem duas abordagens ao tema na literatura: uma baseada na equivaleˆncia (com-
portamental/observacional) entre a´lgebras, denominada por abordagem Abstractor e
outra baseada na relac¸a˜o de satisfac¸a˜o comportamental/observacional entre elementos
(Definic¸a˜o 3.1.2), sendo esta, a abordagem central do texto.
3.1 Igualdade Comportamental
A relac¸a˜o de igualdade mostra-se muitas vezes demasiadamente forte para a ana´lise de
sistemas de software com dados encapsulados (Secc¸a˜o 3). Apresenta-se, neste Cap´ıtulo,
como que uma adaptac¸a˜o dos conceitos trabalhados na lo´gica (validade, satisfac¸a˜o, etc.)
mais adequado ao tratamento semaˆntico de programas deste tipo. Para o efeito, numa
primeira fase (nesta Secc¸a˜o), estuda-se a substituic¸a˜o da relac¸a˜o de igualdade estrita por
uma qualquer congrueˆncia parcial (Definic¸a˜o 2.1.15) e, numa segunda (Secc¸a˜o 3.1.1),
por forma a conseguir a semaˆntica procurada, particularizam-se estes resultados ao
caso da congrueˆncia parcial igualdade observacional.
Definic¸a˜o 3.1.1 (Igualdade comportamental e comportamento). Seja Σ = (Σ,Ω)
uma assinatura heteroge´nea. Uma Σ-igualdade comportamental ≈ e´ uma S-famı´lia de
Σ-congrueˆncias parciais (≈A)A∈Alg(Σ) . Para qualquer Σ-a´lgebra A, define-se o com-
portamento de A por ≈A, como sendo a a´lgebra quociente de Dom(≈A) por ≈A. O
comportamento de A por ≈A denota-se por A/ ≈A.
Para uma classe de Σ-a´lgebras C, C/ ≈ denota a classe de Σ-a´lgebras {A/ ≈A |A ∈
C}, e dada uma especificac¸a˜o SP , SP/ ≈ denota a classe [SP ]/ ≈. O comportamento
de A e´ tambe´m conhecido como a “black box view” da a´lgebra A. A analogia da a´lgebra
quociente A/ ≈A com uma caixa negra, deve-se ao facto de A/ ≈A identificar os elemen-
tos comportamentalmente iguais, ou seja, que sa˜o indistingu´ıveis “de fora da caixa”.
Uma outra importante caracter´ıstica de A/ ≈A e´ o facto dos elementos irrelevantes
serem “esquecidos”(elementos na˜o pertencentes a Dom(≈A) na˜o sa˜o considerados).
Define-se, de seguida, a relac¸a˜o de satisfac¸a˜o baseada no conceito da igualdade
comportamental:
Definic¸a˜o 3.1.2 (Relac¸a˜o de satisfac¸a˜o comportamental). Sejam Σ uma assinatura
e ≈= (≈A)A∈Alg(Σ) uma relac¸a˜o de Σ-igualdade comportamental. Define-se a relac¸a˜o
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|=≈, denominada por relac¸a˜o de satisfac¸a˜o comportamental, da seguinte forma:
Sejam A uma Σ-a´lgebra, l, r ∈ TΣ(X)s dois termos do ge´nero s, φ e ψ duas Σ-
fo´rmulas, {φi|i ∈ I} um conjunto conta´vel de Σ-fo´rmulas e α : X → Dom(≈A) uma
func¸a˜o de valorac¸a˜o.
1. A,α |=≈ l=r se Iα(l) ≈A Iα(r) se verifica;
2. A,α |=≈ ¬φ se A,α |=≈ φ na˜o se verifica;
3. A,α |=≈ φ ∧ ψ se A,α |=≈ φ e A,α |=≈ ψ;
4. A,α |=≈ (∀x : s).φ se para qualquer func¸a˜o de valorac¸a˜o β : X → Dom(≈A) tal
que β(y) = α(y), para todos y 6= x se tem que A, β |=≈ φ;
5. A,α |=≈
∧
i∈I φi verifica-se sse para todo o i ∈ I se tem A,α |=≈ φi.
Escreve-se A |=≈ φ quando para toda a valorac¸a˜o α : X → Dom(≈A) se tem que
A,α |=≈ φ.
A relac¸a˜o definida pode ser vista como uma generalizac¸a˜o da relac¸a˜o de satisfac¸a˜o
Tarskiana na medida em que a relac¸a˜o de igualdade estrita e´ a relac¸a˜o de igualdade
comportamental |==.
Dadas uma classe de Σ-a´lgebras C, uma Σ-fo´rmula φ, e uma Σ-igualdade compor-
tamental ≈, escreve-se C |=≈ φ se para toda a Σ-a´lgebra A ∈ C, A |=≈ φ. Dada uma
especificac¸a˜o alge´brica SP de assinatura Σ, escreve-se SP |=≈ φ em vez de [SP ] |=≈ φ.
Dados dois termos t, t′ ∈ TΣ(X), a expressa˜o t ≈A t′ significa que A |=≈ t = t′, e a
expressa˜o t ≈Σ t′ (ou simplesmente t ≈ t′) significa que para toda a Σ-a´lgebra A,
A |=≈ t = t′.
Definic¸a˜o 3.1.3 (Teoria comportamental). Sejam Σ uma assinatura, ≈ uma Σ-igualdade
comportamental e C ⊆ Alg(Σ) uma classe de Σ-a´lgebras. Define-se, teoria comporta-
mental de C por ≈, em s´ımbolos, Th≈(C), da seguinte forma:
Th≈(C) =def {φ ∈ Flas(Σ)|C |=≈ φ}.
O Teorema que se segue, estabelece uma conexa˜o entre as relac¸o˜es de satisfac¸a˜o
standard e de satisfac¸a˜o comportamental:
Teorema 3.1.4. Sejam Σ uma assinatura e ≈ uma Σ-igualdade comportamental. Para
toda Σ-a´lgebra A, toda Σ-fo´rmula φ e para toda a classe de Σ-a´lgebras C, tem-se que:
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1. A |=≈ φ sse A/ ≈A|= φ;
2. SP |=≈ φ sse SP/ ≈|= φ;
3. Th≈(C) = Th(C/ ≈), onde
C / ≈= {A/ ≈A |A ∈ C}.
Demonstrac¸a˜o. A demonstrac¸a˜o do Teorema tem por base o seguinte resultado:
Lema 3.1.5. [Hen97, Teorema 3.3.6] Seja Σ assinatura heteroge´nea e A uma Σ-a´lgebra.
Para toda a Σ-fo´rmula φ e para toda a valorac¸a˜o α : X → Dom(≈A), tem-se que
A,α |=≈ φ sse A/ ≈A, pi ◦ α |= φ, onde pi : Dom(≈A) → A/ ≈A representa o epimor-
fismo cano´nico.
Sejam A e φ tais que A |=≈ φ, e β : X → A/ ≈A uma func¸a˜o de valorac¸a˜o
arbitra´ria. Uma vez que pi e´ epimorfismo cano´nico, tem-se que, existe uma valorac¸a˜o
α : X → Dom(≈A) tal que β = pi ◦ α. Tem-se tambe´m que A,α |=≈ φ (uma vez que
por hipo´tese A |=≈ φ), e pelo Lema 3.1.5 A/ ≈A, pi ◦α |= φ, isto e´, A/ ≈A, β |= φ. Uma
vez que β arbitra´rio, tem-se A/ ≈A|= φ tal como se pretendia (∗).
Sejam agora A, ≈A e φ tais que A/ ≈A|= φ, isto e´, tais que para toda a valorac¸a˜o
β : X → Dom(A), A/ ≈A, β |= φ. Tem-se assim que para toda a valorac¸a˜o α : X → A,
A/ ≈A, α ◦ pi |= φ e pelo Lema 3.1.5 A,α |=≈ φ. Uma vez que α e´ valorac¸a˜o arbitra´ria,
tem-se que A |=≈ φ tal como se pretendia (∗∗).
Por (*) e (**) fica provado 1.. Os pontos 2. e 3. saem directamente de 1..
Assim, pelo Teorema anterior, verificar a validade comportamental de uma fo´rmula
φ numa Σ-a´lgebra A, e´ a mesma coisa que verificar a validade (standard) de φ no
seu comportamento. Contudo, quando se pretende trabalhar ao n´ıvel das classe de Σ-
a´lgebras, o significado na˜o e´ o mesmo. O facto da formac¸a˜o de quocientes na˜o preservar,
no caso geral, a validade de fo´rmulas arbitra´rias, diminui a potencial utilidade pra´tica
do resultado, uma vez que, mesmo que a classe C seja axiomatiza´vel, na˜o ha´ me´todos de
prova para trabalhar a teoria standard C/ ≈ (cf. [BH96]). Outras caracterizac¸o˜es das
teorias comportamentais va˜o ser trabalhadas no seguimento da texto (Secc¸a˜o 3.5.1).
Apresenta-se, de seguida, um exemplo de uma igualdade comportamental:
Exemplo 3.1.6 (Adaptado de [BBK95]). Considere-se a especificac¸a˜o INT definida na
Observac¸a˜o 2.3.10, e a ΣINT -a´lgebra A representada na figura (os c´ırculos representam
os elementos de Aint, e as setas representam a aplicac¸a˜o das func¸o˜es s
A e pA).
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Figura 3.1: Uma ΣINT -a´lgebra.
E´ evidente que a ΣINT -a´lgebra representada na figura na˜o e´ modelo de INT, uma vez
que por exemplo, para α : X → A tal que αint(x) = a1, tem-se que Iα(s(p(x)) = a0,
Iα(x) = a1, falhando assim o axioma (2)(o axioma (1) tambe´m falha para o caso de
α(x) = an−1).
Considere-se a ΣINT -igualdade comportamental:
≈A= {(ai, ai)| para todo o i tal que 2 ≤ i ≤ n− 2} ∪ {〈a0, a1〉, 〈an−1, an〉},
onde 〈x, y〉 representa a congrueˆncia total gerada por x e y.
Tem-se agora que A e´ modelo comportamental de INT segundo ≈A, uma vez que
para α(x) = a1, Iα(s(p(x)) ≈A Iα(x) (e o mesmo acontece para α(x) = an−1).

Outros exemplos interessantes deste tipo de igualdades podem ser encontrados na
literatura (cf. [Hen97]); contudo, a igualdade comportamental mais estudada e´ a igual-
dade observacional que se apresenta na Secc¸a˜o que se segue.
E´, por vezes, necessa´rio considerar sistemas onde so´ varia´veis de determinados
ge´neros sa˜o tidas como varia´veis de Input. Efectivamente, na pra´tica da especificac¸a˜o
alge´brica de sistemas, tal restric¸a˜o surge de forma natural, na medida em que faz todo o
sentido considerar apenas os valores alcanc¸ados pelo sistema via poss´ıveis computac¸o˜es,
isto e´, via perturbac¸o˜es do sistema por input. Por forma a modelar esta situac¸a˜o,
distinguem-se na assinatura da especificac¸a˜o do sistema um conjunto de ge´neros de-
nominado por ge´neros de input do sistema. Assim, para uma assinatura Σ define-se
o conjunto das varia´veis de Input XIn, como sendo o conjunto de varia´veis para Σ
definido da seguinte forma: (XIn)s e´ um conjunto de varia´veis na˜o vazio para s ∈ In
e (XIn)s = ∅ no caso s ∈ S \ In. Para toda a Σ-a´lgebra A, A[XIn] denota a me-
nor suba´lgebra de A “gerada por XIn”definida da seguinte forma: A[XIn]s = {a ∈
As| existe um termo t ∈ TΣ(XIn)s e uma valorac¸a˜o α : XIn → A tal que Iα(t) = a}.
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A Σ-a´lgebra A[XIn] denomina-se por suba´lgebra de A gerada pelo input In. Observe-se
que a a´lgebra A[XIn], admite exactamente os valores alcanc¸a´veis do sistema via com-
putac¸o˜es admiss´ıveis. A assinatura Σ diz-se sens´ıvel a In se para todo s ∈ S \ In, o
conjunto de termos TΣ(XIn)s e´ na˜o vazio, isto e´, se para todo s ∈ S \In existe pelo me-
nos um termo t do ge´nero s, constru´ıdo por s´ımbolos de func¸a˜o de Ω e (possivelmente)
por varia´veis de Xs′ , com s
′ ∈ In.
3.1.1 O Caso Observacional
Tal como foi referido (Secc¸a˜o 3), os ge´neros de uma assinatura podem ser divididos
em ge´neros observa´veis e ge´neros na˜o observa´veis. Esta divisa˜o esta´ na base da igual-
dade observacional. Os ge´neros observa´veis sa˜o tambe´m conhecidos por ge´neros vis´ıveis
(visible sorts) e os na˜o observa´veis por ge´neros escondidos (hidden sorts). Nas repre-
sentac¸o˜es gra´ficas os ge´neros na˜o observa´veis aparecem muitas vezes em sombreado por
forma a que se distingam dos ge´neros observa´veis. Apresentam-se de seguida alguns
exemplos representativos deste tipo de assinaturas:
Exemplo 3.1.7 (Auto´matos). Considerem-se os alfabetos de Input X e de Output B
como ge´neros observa´veis e o ge´nero dos estados Z como um ge´nero na˜o observa´vel:
Figura 3.2: Diagrama de ΣAUT−I/O.

Exemplo 3.1.8 (CELL ([Ros¸00])). Considere-se o caso da ce´lula de memo´ria apre-
sentado no Exemplo 2.4.3. Naturalmente, o utilizador so´ tem acesso ao valor que
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esta´ na ce´lula via get. A assinatura Σcell com o conjunto de ge´neros observa´veis
Obs = {elt} especifica esta situac¸a˜o:
Figura 3.3: Diagrama de ΣCELL.
Exemplo 3.1.9 (STATE). Considere-se agora a especificac¸a˜o STATE descrita no Exem-
plo 2.1.8. Considerando os ge´neros {elt, id} como os ge´neros observa´veis, o ge´nero
{state} representa o estado das ce´lulas com o qual se pode interagir a partir das
func¸o˜es lookup e update da seguinte forma: para atribuir a um valor id de ID um
valor elt, usa-se a func¸a˜o update, enquanto que para consultar o valor de um determi-
nado id, usa-se a func¸a˜o lookup. Voltando a` analogia do disco duro, a func¸a˜o update
escreve o valor elt na ce´lula com morada id e, a func¸a˜o lookup vai ler o valor elt da
ce´lula com morada id. Seja ID uma especificac¸a˜o de identificadores de moradas (por
exemplo a especificac¸a˜o INT definida na Observac¸a˜o 2.3.10).




















[i 6= j→ update(i,n,update(j,m,s))=update(j,m,update(i,n,s))];




Figura 3.4: Diagrama de ΣSTATE.

Exemplo 3.1.10 (FLAGS ([GM99])). Outro exemplo cla´ssico da a´rea e´ o exemplo
Flags que consiste num me´todo de escalonamento de recurso em sistemas partilhados
(na gesta˜o de processadores, impressoras, em redes, etc...). O me´todo funciona da
seguinte forma: a cada recurso esta´ associado uma bandeira ( flag),1que toma o valor
1O uso do s´ımbolo da bandeira esta´ relacionado com os antigos sema´foros de transito;
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“up”quando esta´ a ser utilizado por um processo, voltando a “down”quando esta´ nova-
mente dispon´ıvel. Quando a flag esta´ up o acesso ao esse recurso e´ negado. A u´nica
forma de conhecer a disponibilidade desse recurso e´ atrave´s da func¸a˜o ?up de resultado
booleano. Tem-se enta˜o que Obs = {bool}, e:
Figura 3.5: Diagrama de ΣFLAGS.






up: flag -> flag;
down: flag -> flag;
rev: flag -> flag;





Onde a especificac¸a˜o BOOL representa a especificac¸a˜o usual das a´lgebras boolenas (Exem-
plo 2.3.9).

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Exemplo 3.1.11 (STREAM). Uma outra importante estrutura infinita de dados e´
a estrutura Stream, que consiste numa lista (infinita) de elementos, cujo o primeiro
elemento e´ consulta´vel pela operac¸a˜o head. As operac¸o˜es tail e _::_ retiram e intro-














Figura 3.6: Diagrama de ΣSTREAM .

Tal como foi sugerido na Secc¸a˜o 3, perante a abordagem observacional, dois ele-
mentos sa˜o considerados observacionalmente iguais se na˜o se destingem quando sub-
metidos a experieˆncias de resultado observa´vel. No contexto da ana´lise de sistemas,
tais experieˆncias podem ser compreendidas como computac¸o˜es de resultado vis´ıvel e
sa˜o formalizadas algebricamente a partir do conceito de contexto observa´vel :
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Definic¸a˜o 3.1.12 (Contextos e Contextos Observa´veis). Sejam Σ = (S,Ω) uma as-
sinatura, Obs ⊆ S um conjunto de ge´neros observa´veis, X um conjuntos de varia´veis
para Σ e Z = ({zs})s∈S uma S-famı´lia de conjuntos singulares. Um s-contexto de Σ
e´ um termo c ∈ TΣ(X ∪ {zs})s′, onde a varia´vel zs e´ denominada por varia´vel contex-
tual de c. No caso de s′ ∈ Obs, um s-contexto denomina-se por s-contexto observa´vel
(relativamente ao conjunto Obs) de Σ. O conjunto dos s-contextos de Σ denota-se por
CΣ(s) e o conjunto dos Σ-contextos observa´veis por CObsΣ .
O conjunto das varia´veis na˜o contextuais de um contexto c denota-se por V ar(c), e
c[t] denota o termo obtido pela substituic¸a˜o da varia´vel contextual zs de c pelo termo
t ∈ TΣ(X)s. A notac¸a˜o e a terminologia apresentadas nesta definic¸a˜o variam bastante
de autor para autor. Por exemplo, nos trabalhos de J. Goguen (e seus seguidores),
os contextos observa´veis sa˜o conhecidos como “expirements”e sa˜o denotados por εΣ, o
conjunto C(s) aparece como C[•:s], e uma varia´vel contextual zs aparece como • : s.
Exemplo 3.1.13 (Auto´matos). O conjunto dos contextos observa´veis de CObsΣauto−I/O e´
o conjunto de termos {λ(δ(δ(· · · (δ(zZ , x1))) · · · )xn−1), xn)|x1, . . . , xn ∈ X,n ∈ N} ∪
{zB, zX}.

Exemplo 3.1.14 (FLAGS). Para a assinatura Σ utilizada na especificac¸a˜o FLAGS sa˜o
exemplos de contextos observa´veis de ΣFLAGS os elementos do conjunto
{not}?(up?({up, down, rev}?(zflag))).

E´ com base no conceito de contexto que se define igualdade parcial contextual e
igualdade parcial observacional :
Definic¸a˜o 3.1.15 (Igualdade Parcial Contextual). Sejam Σ = (S,Ω) uma assinatura
heteroge´nea, In ⊆ S o conjunto de ge´neros de input tal que Σ sens´ıvel a In, C um
conjunto arbitra´rio de Σ-contextos e A uma Σ-a´lgebra. Dois elementos a, b ∈ As
dizem-se contextualmente iguais segundo C e In se e so´ se a, b ∈ A[XIn]s e, para
todo o contexto c ∈ C(s), para todas as valorac¸o˜es α, β : X ∪ {Zs} → A[XIn] tais que
α(x) = β(x) para todo o x ∈ X e, α(zs) = a e β(zs) = b, tem-se que Iα(c) = Iβ(c).
Quando a e b sa˜o contextualmente iguais segundo C e In,
escreve-se a ≈AC,In b.
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Definic¸a˜o 3.1.16 (Igualdade Observacional Parcial e Total). Sejam Σ = (S,Ω) uma
assinatura, A uma Σ-a´lgebra, Obs ⊆ S o conjunto de ge´neros observa´veis e In ⊆ S
conjunto de ge´neros de input tal que Σ-sens´ıvel a In. A igualdade parcial em A induzida
por CObsΣ e In denomina-se igualdade observacional parcial, e denota-se por ≈AObs,In.
No caso em que In = S a relac¸a˜o definida diz-se igualdade observacional total ou
simplesmente igualdade observacional. Normalmente escreve-se ≈AObs em vez de ≈AObs,S.
O Teorema que se segue, particulariza a Σ-igualdade observacional (parcial e total),
como casos de Σ-igualdades comportamentais:
Teorema 3.1.17. A igualdade observacional ≈AObs e´ uma congrueˆncia total em A e a
igualdade observacional ≈AObs,In e´ uma Σ-congrueˆncia parcial em A de domı´nio A[XIn].
Demonstrac¸a˜o. A demonstrac¸a˜o do Teorema baseia-se na seguinte caracterizac¸a˜o da
relac¸a˜o de congrueˆncia:
Lema 3.1.18. Sejam Σ = (S,Ω) uma assinatura heteroge´nea, A uma Σ-a´lgebra, f ∈
Ωs1···sn,s, (θs)s∈S uma S-relac¸a˜o bina´ria em A e para todo i ∈ {1, . . . , n}, ai, bi ∈ Ai
elementos tais que aiθsibi. A relac¸a˜o θ e´ compat´ıvel com f sse para todo o i ∈ {1, . . . , n}
se tem que para todas as valorac¸o˜es α, β : X → A, tais que α(x) = β(x) para todo o
xsj ∈ Xsj j 6= i e, tais que α(xsi) = ai e β(xsi) = bi se tem que Iα(f(x1, . . . , xn)) ≈s
Iβ(f(x1, . . . , xn)).
(Caso In = S): considerem-se para um i ∈ {1, . . . , n} os elementos ai, bi ∈ Asi
tais que ai(≈AObs)sibi. Observe-se que a transitividade e simetria de ≈AObs,In saem di-
rectamente da Definic¸a˜o 3.1.1, na medida em que dadas estas hipo´teses, tem-se que
Iα(c) = Iβ(c) ⇒ Iβ(c) = Iα(c), e que dado um elemento di ∈ Asi tal que para
toda a valorac¸a˜o γ : X ∪ {Zsi} → A com β(x) = γ(x) para todo x ∈ X e que
γ(zs) = di se tem que Iα(c) = Iγ(c), tem-se que ai ≈AObs,In di. Pretende-se agora
provar a compatibilidade de ≈AObs,In em Σ (pelo Lema 3.1.18). Por um lado, tem-se
que para todo o c′ ∈ CObsΣ (s), c′[f(x¯, zsi)] ∈ CObsΣ (si), onde f(x¯, zsi) abrevia a expressa˜o
f(x1, . . . , xi−1, zsi , xi+1, . . . , xn). Para o caso em que α(x) = α
′(x) para todo x ∈ X
e α(zsi) = ai e α
′(zs) = f(x¯, ai)) tem-se que Iα′(c′) = Iα′(c′(f(x¯, zsi)), e pela mesma
raza˜o, Iβ′(c
′) = Iβ′(c′[f(x¯, zsi ]). Por outro lado, tem-se por hipo´tese que Iα(c) = Iβ(c)
para todo o contexto c ∈ CObsΣ (si) donde Iα′(c′) = Iβ′(c′), tal como se pretendia.
(Caso In ⊆ S): a demonstrac¸a˜o do caso parcial sai de forma ideˆntica a` da demons-
trac¸a˜o anterior, com a diferenc¸a que as func¸o˜es de valorac¸a˜o α e β teˆm conjuntos de
chegada A[XIn] em vez de A.
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A um modelo comportamental de uma especificac¸a˜o SP a respeito de uma igual-
dade observacional ≈Obs denomina-se modelo observacional de SP a respeito a Obs
ou, sempre que Obs for claro no contexto, simplesmente por modelo observacional de
SP. Desta forma, todos os resultados estudados para o caso da relac¸a˜o de igualdade
comportamental podem ser aplicados no estudo da relac¸a˜o de igualdade observacional.
Exemplo 3.1.19 (Auto´matos). O conceito de equivaleˆncia de estados num auto´mato,
esta´ na base dos bem conhecidos algoritmos de construc¸a˜o de auto´matos reduzidos (cf.
[HUM01, DW02]). Dois estados z1 e z
′
1 de um auto´mato H dizem-se equivalentes
z1 ∼ z′1 sse para qualquer palavra ω ∈ X∗, λ̂(z1, ω) = λ̂(z′1, ω), isto e´, se para toda a
palavra a1 · · · an ∈ X∗,
λ(z1, a1) · · ·λ(zn, an) = λ(z′1, a1) · · ·λ(z′n, an),
onde zi = δ(zi−1, ai−1), 2 ≤ i ≤ n e z′i = δ(z′i−1, ai−1), 2 ≤ i ≤ n.
Tem-se portanto que z1 ∼ z′1 sse
para todo a1 ∈ X,λ(z1, a1) = λ(z′1, a1), e
para todo a1, a2 ∈ X,λ(δ(z1, a1), a2) = λ(δ(z′1, a1), a2), e
para todo a1, a2, a3 ∈ X,λ(δ(δ(z1, a1), a2), a3) = λ(δ(δ(z′1, a1), a2), a3), e
...
pelo que, sai do Exemplo 3.1.13 que, para todo c ∈ CObsΣaut−I/O , para todas a valorac¸o˜es
α1, α2 : X ∪ Z → H tais que α1(x) = α2(x) se x ∈ X e α1(zZ) = z1 e α2(zZ) = z′1,
tem-se que Iα1(c) = Iα2(c). Fica provado que a igualdade entre estados de um auto´mato
na˜o e´ mais do que a Σ-igualdade observacional (∼=≈HObs).

Exemplo 3.1.20 (CELL). Considere-se a especificac¸a˜o CELL1 apresentada no Exemplo
2.4.3 e a Sig(CELL)-a´lgebra B definida no Exemplo 2.1.13. Tem-se que B na˜o e´ modelo
estrito da especificac¸a˜o CELL1, na medida em que, para qualquer ω ∈ N∗ e quaisquer
e,e’ ∈ N se tem que putB(e,putB(e’, ω))=ee’ω e que eω=putB(e,ω). No entanto,
facilmente se verifica que B |=Obs put(e,put(e’,x))=put(e’,x). Tem-se desta forma
que a a´lgebra B e´ modelo observacional de CELL1 na˜o o sendo no sentido estrito.
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Apresentam-se, de seguida, dois lemas que esta˜o na base de grande parte dos
me´todos conhecidos de verificac¸a˜o de propriedades observacionais (nomeadamente nos
descritos nas Secc¸o˜es 3.5.1 e 4.1).
Teorema 3.1.21. Sejam A uma Σ-a´lgebra e ≈A uma Σ-congrueˆncia parcial em A. Se
Dom(≈A) = Dom(≈AObs,In), e se para todos os ge´neros s ∈ Obs, (≈A)s coincide com a
igualdade, tem-se se a ≈A b enta˜o a ≈AObs,In b.
Demonstrac¸a˜o. Sejam a, b ∈ A[XIn], tais que a ≈A b. Tem-se por hipo´tese que ≈A
e´ relac¸a˜o de congrueˆncia parcial, pelo que, para todo o Σ-contexto CΣ, para todas as
valorac¸o˜es α, β : X → A[XIn] tais que α(x) = β(x) se x ∈ X, e α(zs) = a, β(zs) = b
se tem que Iα(zs) ≈A Iβ(zs) (pela propriedade da compatibilidade da Σ-congrueˆncia
parcial). Tem-se tambe´m por hipo´tese que para todo o s ∈ Obs, a relac¸a˜o ≈A coincide
com a relac¸a˜o =, e portanto, em particular para todos os contextos observa´veis c ∈ CObsΣ
Iα(c) = Iβ(c). Logo, pela definic¸a˜o de Σ-igualdade observacional, tem-se que a ≈AObs,In
b, tal como se pretendia demonstrar.
As congrueˆncias ≈ nas condic¸o˜es do Lema 3.1.21 aparecem na literatura denomi-
nadas por congrueˆncias escondidas (hidden congruence). Este resultado que caracte-
riza a Igualdade Observacional como congrueˆncia escondida maximal, esta´ na base da
aplicac¸a˜o de me´todos co-indutivos para a verificac¸a˜o de propriedades observacionais
(Secc¸a˜o 4.1). O Teorema que se segue, estabelece uma caracterizac¸a˜o da Σ-igualdade
observacional ≈AObs,in a partir de uma Σ-igualdade contextual ≈AC,In.
Teorema 3.1.22 (Caracterizac¸a˜o da igualdade observacional por igualdades contex-
tuais). Sejam Σ = (S,Ω) assinatura, Obs ⊆ S conjunto de ge´neros observa´veis, A uma
Σ-a´lgebra e C ⊆ CObsΣ conjunto arbitra´rio de Σ-contextos observa´veis, tal que, para todo
s ∈ Obs, zs ∈ C. Enta˜o, tem-se que ≈AC,In=≈AObs,In sse ≈AC,In for uma Σ-congrueˆncia
parcial.
Demonstrac¸a˜o. Por um lado, tem-se que ≈AC,In e´ Σ-congrueˆncia parcial, uma vez que,
pelo Teorema 3.1.17, ≈AObs,In tambe´m o e´.
Por outro lado, considere-se a Σ-congrueˆncia parcial ≈AC,In. Uma vez que por
hipo´tese C ⊆ CObsΣ , tem-se pela definic¸a˜o de Σ-igualdade contextual (Definic¸a˜o 3.1.15)
que ≈AObs,In⊆≈AC,In (1). Por outro lado, tem-se por hipo´tese que para todo o ge´nero
s ∈ S, zs ∈ C, e portanto, pela definic¸a˜o de Σ-igualdade contextual (Definic¸a˜o 3.1.15),
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tem-se que ≈AC,In coincide com a relac¸a˜o de igualdade = nos ge´neros observa´veis. Uma
vez que por hipo´tese se tem que ≈AC,In e´ relac¸a˜o de Σ-congrueˆncia parcial, sai do Lema
3.1.21 que ≈AC,In⊆≈AObs,In (2). De (1) e (2) fica provado que ≈AC,In=≈AObs,In, tal como se
pretendia.
Um conjunto de contextos indicado em alguns trabalhos (cf. [BH94, BH96, BH98])
como sendo uma boa aproximac¸a˜o de um conjunto com as propriedades do Teorema
3.1.22, e´ o denominado conjunto dos contextos cruciais, que consiste no menor conjunto
de contextos C ⊆ CObsΣ com as seguintes propriedades: para todo o s ∈ Obs, zs ∈ C
e, para toda a func¸a˜o f : s1, . . . , sn → s ∈ Σ, para todo o k ∈ {1, . . . , n} tal que
sk ∈ S \Obs, f(x1, . . . , xk−1, zsk , xk+1, . . . , xn) ∈ C.
3.2 Operador Comportamental
Nesta Secc¸a˜o, considera-se um enriquecimento da linguagem de especificac¸a˜o alge´brica
apresentada na Secc¸a˜o 2.3, por um operador de construc¸a˜o de especificac¸o˜es estrutu-
radas, denominado por operador comportamental. O objectivo de tal enriquecimento
e´ o de encontrar uma forma de trabalhar os conceitos apresentados anteriormente em
especificac¸o˜es estruturadas arbitra´rias. Considere-se o seguinte operador de classes de
Σ-a´lgebras:
Definic¸a˜o 3.2.1 (Classe comportamental). Sejam ≈= (≈A)A∈Alg(Σ) uma Σ-igualdade
comportamental e C ⊆ Alg(Σ) uma classe de Σ-a´lgebras. Define-se classe comporta-
mental de C por ≈ como sendo a classe
Beh≈(C) =def {A ∈ Alg(Σ)|A/ ≈A∈ C}.
Definic¸a˜o 3.2.2 (Igualdade Comportamental Isomorficamente Compat´ıvel). Uma Σ-
igualdade comportamental ≈= (≈A)A∈Alg(Σ) diz-se isomorficamente compat´ıvel se para
quaisquer duas Σ-a´lgebras A e B isomorfas, se tem que A/ ≈A e B/ ≈B tambe´m sa˜o
isomorfas.
A construc¸a˜o classe comportamental induz um novo operador de construc¸a˜o de
especificac¸o˜es estruturadas: o operador behaviour.wrt.. Para este trabalho, define-se
BehEq como sendo o tipo de todas as Σ-igualdades comportamentais isomorficamente
compat´ıveis:
behaviour
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 Sintaxe:
behaviour.wrt. : Spec, BehEq → Spec
 Semaˆntica:
Sig(behaviour SP wrt ≈) =def Sig(SP )
[behaviour SP wrt ≈ ] =def Beh≈([SP ])
Este operador tem um papel central na formalizac¸a˜o da noc¸a˜o de implementac¸a˜o
comportamental a partir da qual, uma implementac¸a˜o e´ vista como comportamental-
mente correcta se os seus comportamentos satisfazem as propriedades requeridas pela
especificac¸a˜o SP .
Assim, a classe de modelos [behaviour SP wrt ≈ ] corresponde a` classe de
todas as Σ-a´lgebras cujos comportamentos pertencem a [SP ], ou seja, o operador
behaviour SP wrt ≈ especifica a classe de Σ-a´lgebras dos “comportamentos dese-
jados”, que pode ser entendida como a classe das “realizac¸o˜es comportamentalmente
correctas” de SP .
O Teorema que se segue ilustra a universalidade da abordagem comportamental em
especificac¸o˜es estruturadas. A partir dele, mostra-se que abordagens que trabalham ex-
clusivamente com especificac¸o˜es flat (caso das abordagens apresentadas no Cap´ıtulo 4)
podem ser encarados como casos espec´ıficos da abordagem apresentada neste Cap´ıtulo.
Teorema 3.2.3. Seja SP = 〈Σ,Φ〉 uma especificac¸a˜o flat e seja ≈ uma Σ-igualdade
comportamental. Enta˜o:
[behaviour SP wrt ≈ ] = {A ∈ Alg(Σ)|A |=≈ Φ}.
Demonstrac¸a˜o. Tem-se por definic¸a˜o do operador behaviour que para qualquer Σ-
a´lgebra A, A ∈ [behaviour SP wrt ≈ ] se e so´ se A/ ≈A∈ [SP ]. Uma vez que SP
e´ especificac¸a˜o flat tem-se que A/ ≈A∈ [SP ] se e so´ se A/ ≈A|= Φ, e portanto, sai do
Teorema 3.1.4 que A |=≈ Φ tal com se pretendia.
Observe-se que existem fo´rmulas e igualdades comportamentais tais que A |= φ e
A 2≈ φ e, por conseguinte, especificac¸o˜es SP tais que [SP ] * [behaviour SP by ≈
]:
Exemplo 3.2.4 ([HN94]). Considere-se a seguinte especificac¸a˜o:
















Considere-se agora uma ΣDEMO-a´lgebra A tal que a
A 6= bA, que cA 6= dA e que f(c)A =
f(d)A. Tem-se que A e´ um modelo estrito da especificac¸a˜o na˜o o sendo em sentido
observacional, na medida em que satisfaz estritamente o segundo axioma na˜o o satisfa-
zendo observacionalmente. Tem-se portanto que [DEMO] * [behaviour DEMO by ≈s ].
Uma Σ-fo´rmula φ diz-se ≈-compat´ıvel se para toda a Σ-a´lgebra A e para toda a
valorac¸a˜o α : X → A, A,α |= φ ⇒ A,α |=≈ φ. Uma especificac¸a˜o SP diz-se compor-
tamentalmente fechada a respeito de ≈ se e so´ se [SP ] ⊆ [behaviour SP by ≈ ],
isto e´, se [SP ]/ ≈⊆ [SP ]. Quando a igualdade comportamental e´ uma igualdade
observacional diz-se que a especificac¸a˜o e´ observacionalmente fechada.
O teorema que se segue caracteriza esta propriedade em especificac¸o˜es flat :
Teorema 3.2.5. [Hen97, Teorema 3.5.4] Sejam SP = 〈Σ,Φ〉 uma especificac¸a˜o flat e
≈ uma Σ-igualdade comportamental. Sa˜o equivalentes as seguintes afirmac¸o˜es:
1. SP e´ comportamentalmente fechada a respeito de ≈;
2. todos os φ ∈ Φ sa˜o ≈-compat´ıveis;
3. SP |=≈ φ, para todos os φ ∈ Φ.
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Existem na literatura algumas caracterizac¸o˜es relativas a` ≈Obs-compatibilidade de
fo´rmulas. Segundo [Hen97, Exemplo 3.3.11], para que uma Σ-fo´rmula φ seja ≈Obs-
compat´ıvel e´ suficiente (mas na˜o necessa´rio) que possa ser representada sob a forma










para Qi ∈ {∀,∃} e pij, qij, tij, rij ∈ TΣ(X) tais que pij, qij termos observa´veis. Uma
Σ-fo´rmula e´ ≈Obs,In-compat´ıvel se for representa´vel como em cima e se possuir apenas,
como varia´veis universalmente quantificadas, varia´veis de Input.
Pelo Teorema 3.2.5 tem-se que sa˜o exemplos de especificac¸o˜es observacionalmente
fechadas as especificac¸o˜es equacionais e as especificac¸o˜es flat axiomatizadas exclusi-
vamente por equac¸o˜es condicionais com premissas observa´veis, na medida em que se
pode representar t1 = t
′
1 ∧ · · · ∧ tn = t′n → t = t′ na forma (
∨
1≤i≤n ti 6= t′i) ∧ t = t′.
Tem-se ainda que toda a especificac¸a˜o constru´ıda a partir dos operadores ba´sicos de
construc¸a˜o apresentados na Definic¸a˜o 2.3.4 com excepc¸a˜o do operador derive e tal que
todos os axiomas das suas especificac¸o˜es constituintes sejam representa´veis como em
cima e´ observacionalmente fechada (cf. [Hen97]).
3.3 Especificac¸o˜es Abstractor
Nas secc¸o˜es anteriores, apresentou-se o estudo da semaˆntica observacional de espe-
cificac¸o˜es alge´bricas via relac¸a˜o de igualdade observacional ≈AObs. Apresenta-se, de
seguida, de forma sucinta, a outra grande abordagem da literatura relativa a este as-
sunto: a abordagem a` semaˆntica observacional de especificac¸o˜es alge´bricas via relac¸a˜o
de equivaleˆncia entre a´lgebras ≡Obs, tambe´m conhecida por abordagem abstractor. En-
quanto que na primeira, a classe de modelos de uma especificac¸a˜o SP , e´ determinada
pela relac¸a˜o de satisfac¸a˜o comportamental |=≈, definida a` custa da relac¸a˜o de igualdade
observacional ≈ (por todas as Sig(SP )-a´lgebras que satisfac¸am os requisitos de SP
segundo ≈Obs), esta segunda e´ determinada a` custa do estudo do fecho da relac¸a˜o de
equivaleˆncia ≡Obs entre Sig(SP )-a´lgebras. Esta abordagem e´ adoptada por va´rios au-
tores tais como H. Reichel, D. Sannella, A. Tarlecki (cf. [Rei85, STar]). Em [BHW95]
faz-se a ponte entre as estas duas abordagens.
Definic¸a˜o 3.3.1 (Relac¸a˜o de equivaleˆncia isomorficamente protegida). Uma relac¸a˜o
de equivaleˆncia ≡⊆ Alg(Σ)×Alg(Σ) diz-se protegida por isomorfismos quando se tem
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que:
Se A e B sa˜o isomorfos, enta˜o A ≡ B.
Definic¸a˜o 3.3.2. Sejam ≡⊆ Alg(Σ) × Alg(Σ) uma relac¸a˜o de equivaleˆncia entre Σ-
a´lgebras isomorficamente protegida e C uma classe de Σ-a´lgebras. Define-se a classe
de Σ-a´lgebras Abs≡(C) da seguinte forma:
Abs≡(C) = {A ∈ Alg(Σ)|A ≡ B para algum B ∈ C}.




abstractor. wrt . : Spec, equiv → Spec
 Semaˆntica:
Sig(abstractor SP wrt ≡) =def Sig(SP )
[abstractor SP wrt ≡ ] =def Abs≡([SP ])
onde equiv representa o conjunto de todas as relac¸o˜es de equivaleˆncia isomorficamente
protegidas em Alg(Sig(SP )).
O conceito que se segue estabelece uma ligac¸a˜o entre as abordagens a` observabili-
dade via igualdade observacional entre elementos e via equivaleˆncia observacional entre
a´lgebras:
Definic¸a˜o 3.3.3 (Relac¸a˜o factoriza´vel). A relac¸a˜o ≡ diz-se factoriza´vel por ≈ quando
se tem:
A ≡ B sse A/ ≈A∼= B/ ≈B .
Diz-se simplesmente factoriza´vel quando existe uma relac¸a˜o ≈ com estas propriedades.
O Caso Observacional
Tal como se referiu na Secc¸a˜o 3, dois programas (com a mesma interface) sa˜o equiva-
lentes observacionalmente se responderem da mesma forma a todas as computac¸o˜es. E´
este o principio formalizado nesta Secc¸a˜o:
70 CAPI´TULO 3. IGUALDADE COMPORTAMENTAL
Definic¸a˜o 3.3.4. Sejam Σ = (S,Ω) assinatura, Obs ⊆ S conjunto de ge´neros ob-
serva´veis e In ⊆ S conjunto de ge´neros de input sens´ıvel a Σ. As Σ-a´lgebras A
e B dizem-se observacionalmente equivalentes A ≡obs,In B, se existe uma S-famı´lia
YIn = (YIn)s∈S, tal que (YIn)s = Ys se s ∈ In e (YIn)s = ∅ caso contra´rio, e duas
valorac¸o˜es α1 : YIn → A e β1 : YIn → B tais que para todo s ∈ In, (α1)s : (YIn)S → A
e (β1)s : (YIn)S → B sobrejectivas, e para todos os termos t, r ∈ TΣ(YIn)s com s ∈ Obs
se tem que:
Iα1(t) = Iα1(r) sse Iβ1(t) = Iβ1(r).
Existem abordagens a` observabilidade mais restritivas do que a que se apresenta
no texto, nomeadamente, as que fixam as interpretac¸o˜es dos ge´neros observa´veis. Esta
abordagem denominada por fixed-data semantics e´, por exemplo, adaptada em [STar,
GM00] entre muitos outros. Efectivamente, esta restric¸a˜o faz bastante sentido no
estudo semaˆntico de objectos de software, na medida em que e´ natural a imposic¸a˜o da
natureza dos aspectos externos do objecto, nomeadamente a natureza dos seus ge´neros
de output, por forma a que seja garantida a sua compatibilidade com outros objectos
do sistema (ver Secc¸a˜o 3). A Definic¸a˜o 3.3.4 adaptada a esta abordagem e´ muito mais
intuitiva relativamente aos propo´sitos descritos no in´ıcio da Secc¸a˜o, na medida em que,
a compatibilidade entre os universos observa´veis de ambas as Σ-a´lgebras (As = Bs
para todo o s ∈ Obs), faz com que duas Σ-a´lgebras se considerem observacionalmente
equivalentes segundo o mesmo conjunto de ge´neros observa´veis Obs ⊆ S, se todos
os Σ-termos observa´veis tomarem os mesmos valores em ambas as a´lgebras, isto e´,
se responderem com o mesmo resultado perante as mesmas computac¸o˜es (cf. [STar,
Definic¸a˜o 8.2.2]).
O Teorema que se segue estabelece a ligac¸a˜o entre a abordagem abstractor e a
apresentada nas secc¸o˜es anteriores. A demonstrac¸a˜o do Teorema pode ser encontrada
em [BHW95, Exemplo 5.4.].
Teorema 3.3.5. Sejam Σ = (S, F ) uma assinatura, Obs ⊆ S conjunto de ge´neros
observa´veis e In ⊆ S conjunto de ge´neros de Input tal Σ sens´ıvel a In. A equivaleˆncia
observacional ≡Obs,In: Alg(Σ) × Alg(Σ) e´ factoriza´vel pela Σ-igualdade observacional
≈Obs,In.
Teorema 3.3.6. Uma especificac¸a˜o SP e´ observacionalmente fechada a respeito a Obs
sse:
[behaviour SP wrt ≈Obs ] =spec [abstract SP wrt ≡Obs ].
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A demonstrac¸a˜o do resultado pode ser encontrada em [STar, Teorema 8.3.29]. Em
particular, tem-se que para toda a especificac¸a˜o SP equacional ou axiomatizada por
um conjunto de equac¸o˜es condicionais com premissas observa´veis,
[behaviour SP wrt ≈Obs ] =spec [abstract SP wrt ≡Obs ].
Exemplo 3.3.7 (Auto´mato minimal e equivaleˆncia de auto´matos). Considere-se no-
vamente a assinatura dos auto´matos com output introduzida no Exemplo 2.1.6. Um
auto´mato H ∈ Alg(ΣAUT−I/O) diz-se reduzido, se para todos o estados z1, z2 ∈ ZH , se
z1 ∼ z2, enta˜o z1 = z2. Prova-se no aˆmbito da teoria da computac¸a˜o que para todo o
auto´mato H, existe um auto´mato reduzido H ′ tal que L(H) = L(H ′) (cf. [HUM01]).
Do Exemplo 3.1.19, sai que H e´ reduzido, se para todos os estados z1, z2 ∈ ZH , se
z1 ≈HObs z2, enta˜o z1 = z2 e, portanto, o auto´mato em questa˜o e´ auto´mato comporta-
mento H/ ≈HObs (Definic¸a˜o 3.1.4).
Outro assunto de interesse da teoria da computac¸a˜o e´ o de verificar se dois auto´mato
H1 e H2 sa˜o equivalentes (observacionalmente). Do Teorema 3.3.5, tem-se que a equi-
valeˆncia observacional ≡Obs e´ factoriza´vel pela igualdade observacional ≈ e, portanto,
quando se pretende verificar se dois auto´matos sa˜o equivalentes (no sentido de acei-




Na Secc¸a˜o 2.4 foram apresentados os conceitos de refinamento entre especificac¸o˜es
estruturadas, assim como o papel deste conceito no processo de desenvolvimento de
software. A pertineˆncia da adaptac¸a˜o destes conceitos a` abordagem comportamental e´
evidente, na medida em que, segundo este prisma, a preservac¸a˜o dos requisitos por refi-
namento deixa de ser estrita para ser apenas comportamental. Assim, um refinamento
e´ comportamentalmente correcto quando o seu comportamento preserva os requisitos
da especificac¸a˜o refinada:
Definic¸a˜o 3.4.1 (Refinamento comportamental). Sejam SP e SP ′ especificac¸o˜es, ≈
uma Σ-igualdade comportamental isomorficamente compat´ıvel, e σ um morfismo de
assinaturas. SP ′ e´ um σ-refinamento comportamental de SP a respeito de ≈ se
behaviour SP wrt ≈  σ SP ′,
72 CAPI´TULO 3. IGUALDADE COMPORTAMENTAL
isto e´, se
 Sig(SP ′) = σ(Sig(behaviour SP wrt ≈)) e
 [SP ′] σ ⊆[behaviour SP wrt ≈],
SP  ≈σ SP ′ denota que SP ′ e´ σ-refinamento comportamental de SP segundo ≈.
O recurso a` utilizac¸a˜o de refinamentos comportamentais na implementac¸a˜o de soft-
ware e´ muito frequente, nomeadamente no caso observacional. Neste caso, os requisitos
de SP so´ teˆm que ser satisfeitos observacionalmente, podendo na˜o o ser estritamente
(ver Exemplo 3.4.6). Os resultados e caracterizac¸o˜es que se obteˆm do estudo dos re-
finamentos comportamentais (para igualdades comportamentais arbitra´rias), sa˜o de
grande importaˆncia no estudo do caso observacional feito na pro´xima Secc¸a˜o.
Na Secc¸a˜o 2.4, apresentou-se o me´todo do refinamento passo-a-passo, como sendo
um processo de refinamentos sucessivos, que a partir de uma especificac¸a˜o mais abs-
tracta SP0, produz uma outra especificac¸a˜o SPn mais concreta, tal que [SPn] σ′⊆
[SP0], para σ′ composic¸a˜o dos morfismos dos passos de refinamento. A generalizac¸a˜o
deste me´todo ao caso comportamental requer algum cuidado, na medida em que dife-
rentes igualdades comportamentais podem ser consideradas nos va´rios passos de refi-
namento. A questa˜o que se coloca e´ a de como controlar a conservac¸a˜o da propriedade
da composicionalidade vertical neste processo. Alguns passos importantes neste estudo
ja´ esta˜o dados como, por exemplo, o da caracterizac¸a˜o de propriedades de suficieˆncia
para esta conservac¸a˜o. Para a apresentac¸a˜o destes resultados e´ necessa´ria a introduc¸a˜o
de alguns conceitos, nomeadamente ao n´ıvel da teoria das relac¸o˜es parciais.
Definic¸a˜o 3.4.2. Sejam A uma Σ-a´lgebra e θA e θ
′
A duas relac¸o˜es de congrueˆncia
parcial em A. Diz-se que θA e´ menor que θ
′
A sse:
1. Dom(θA) ⊇ Dom(θ′A);
2. Para quaisquer a, b ∈ Dom(θ′A), se aθAb enta˜o aθ′Ab;
Escreve-se θA ≤ θ′A para denotar que θA e´ menor que θA.
Dadas duas igualdades comportamentais ≈ e ≈′ em Σ, escreve-se ≈≤≈′ quando
para toda a Σ-a´lgebra A se tem que ≈A≤≈′A. A importaˆncia deste conceito, quando
se pretende trabalhar com refinamentos comportamentais, e´ bastante intuitiva. Por
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exemplo, dadas duas igualdades comportamentais ≈ e ≈′ tais que ≈′≤≈, se uma es-
pecificac¸a˜o SP e´ fechada comportamentalmente por ≈, enta˜o
[behaviour SP wrt ≈′ ] ⊆ [behaviour SP wrt ≈ ],
na medida em que a segunda relac¸a˜o distingue menos elementos do que a primeira (cf.
[Hen97, Proposic¸a˜o 3.6.4]). Nestas condic¸o˜es, se SP  ≈′ SP enta˜o SP  ≈ SP . Em
particular, se SP  SP ′, enta˜o SP  ≈ SP ′ para qualquer ≈ tal que SP seja por si
comportamentalmente fechada.
Definic¸a˜o 3.4.3 (Uniformidade de igualdades comportamentais). Seja Σ uma assi-
natura heteroge´nea. Uma Σ-igualdade comportamental ≈= (≈A)A∈Alg(Σ) diz-se uni-
forme se para qualquer Σ-igualdade ≈′= (≈′A)A∈Alg(Σ) tal que ≈′≤≈ e, para qualquer
Σ-a´lgebra A, se tem que A/ ≈A e´ isomorfo a (A/ ≈′A)/ ≈(A/≈′A).
Sa˜o exemplos de igualdades comportamentais uniformes a igualdade observacional
≈Obs e a igualdade observacional parcial ≈Obs,In. Estas provas, que sa˜o bastante ex-
tensas e tecnicamente complexas, podem ser consultadas em [Hen97, Apeˆndice A]. A
proposic¸a˜o que se segue, tem um papel fulcral na demonstrac¸a˜o do resultado central
da Secc¸a˜o (Teorema 3.4.5). A sua demonstrac¸a˜o pode ser encontrada, por exemplo,
em [Hen97, Corola´rio 3.6.9].
Proposic¸a˜o 3.4.4. Sejam SP e SP ′ especificac¸o˜es estruturadas, tais que Sig(SP ′) =
σ(Sig(SP )), para σ morfismo de assinaturas. Sejam ≈ e ≈′ Sig(SP )-igualdade e
Sig(SP ′)-igualdade comportamentais respectivamente, tais que ≈ seja uniforme e, para
toda A′ ∈ Sig(SP ′)-a´lgebra, se tem que (≈′A′) σ≤≈(A′σ).
Enta˜o, se
[ SP ′]σ⊆[behaviour SP wrt ≈]
tem-se que
[behaviour SP ′ wrt ≈′]σ⊆[ behaviour SP wrt ≈].
Ou seja, nestas condic¸o˜es, se SP  ≈σ SP ′, enta˜o SP  ≈σ behaviour SP ′ wrt ≈′.
O Teorema que se segue, caracteriza as condic¸o˜es de suficieˆncia, para que a com-
posic¸a˜o de σ-refinamentos comportamentais, possua a propriedade da composicionali-
dade vertical. Este resultado e´ apresentado em [Hen97, Teorema 10.5.2] para o caso
onde apenas se consideram morfismos de inclusa˜o.
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Teorema 3.4.5. Sejam SP , SP ′ e SP ′′ especificac¸o˜es estruturadas com Sig(SP ′) =
σ(Sig(SP )) e Sig(SP ′′) = τ(Sig(SP ′)). Sejam ≈ e ≈′ igualdades comportamentais
em Sig(SP ) e Sig(SP ′) respectivamente, tais que ≈ uniforme e que, para toda A′
Sig(SP ′)-a´lgebra, (≈′A′) σ≤≈(A′σ). Se SP  ≈σ SP ′ e SP ′  ≈′τ SP ′′, enta˜o SP  ≈τ◦σ
SP ′′.
Demonstrac¸a˜o. Tem-se por hipo´tese que
[SP ′] σ⊆ [behaviour SP wrt ≈ ] (3.1)
e que
[SP ′′] τ⊆ ]behaviour SP ′ wrt ≈′ [. (3.2)
Pela proposic¸a˜o anterior, tem-se que
[behaviour SP ′wrt ≈′]σ⊆[behaviour SP wrt ≈].
De (3.2) sai que
[SP ′′]τσ⊆[behaviour SP ′ wrt ≈′] σ,
e portanto
[SP ′′]τ◦σ⊆[behaviour SP wrt ≈],
ou seja SP  ≈τ◦σ SP ′′.
3.4.1 Refinamentos Observacionais
O conceitos de modelac¸a˜o observacional e o caso observacional do processo de refina-
mento passo-a-passo sa˜o de grande importaˆncia no processo de especificac¸a˜o e desen-
volvimento formal de software2:
Exemplo 3.4.6 (STATE [HWB97]). Considere-se a seguinte especificac¸a˜o:
Spec STATEPARES = enrich ID by
2Sa˜o exemplos cla´ssicos deste tipo de refinamentos as implementac¸o˜es de streams (Exemplo 3.1.11)
por um array com ponteiro (cf. [STar]) ou por um array com contador (cf. [Sch92]), implementac¸a˜o
de conjuntos por listas (cf. [Hen97]), etc.;






< .,. >:id,elt -> state;










(∀i,j:id)(∀s:state).i 6= j→ lookup(i,<j,d>::s)=lookup(i,s);
Observe-se que STATEPARES na˜o e´ um refinamento estrito da especificac¸a˜o STATE
apresentada no Exemplo 3.1.9, uma vez que o requisito da comutatividade da operac¸a˜o
update imposto em STATE, na˜o e´ estritamente satisfeito por STATEPARES. No en-
tanto, para Obs = {id, elt} o requisito e´ satisfeito observacionalmente, e portanto
STATE ≈Obs,S STATEPARES. 
A caracterizac¸a˜o do processo de refinamento observacional passo-a-passo tem sido
estudada por va´rios autores, sendo que, em todos estes trabalhos, se pressupo˜e a “pre-
servac¸a˜o da observabilidade”das especificac¸o˜es entre passos de refinamento, no sentido
em que, dadas duas especificac¸o˜es SP e SP ′ com conjuntos de ge´neros observa´veis Obs
e Obs′, para que SP ′ seja σ-refinamento observacional SP , e´ imposto que se s ∈ Obs
enta˜o σ(s) ∈ Obs′ e que se s ∈ S \Obs enta˜o σ(s) ∈ S ′ \Obs′ (cf.[GR99a, BHK03]), ou
pelo menos que σ(Obs) = Obs′ (cf.[Mar06]). Contudo, a passagem de ge´neros na˜o ob-
serva´veis a observa´veis e vice-versa, pode ser u´til em diversas situac¸o˜es. Por exemplo,
de acordo com o paradigma da orientac¸a˜o a objectos, apenas os dados de input/output
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de um programa devem estar desencapsulados e, por razo˜es de seguranc¸a, pode ser
necessa´rio encapsular alguns ge´neros de dados numa determinada fase do processo de
refinamento. Por outro lado, desencapsular ge´neros durante este processo, pode ser
vantajoso na aplicac¸a˜o de me´todos de prova (por exemplo, caso se consiga desencapsu-
lar todos os ge´neros, tem-se que a relac¸a˜o ≈Obs,In pode ser interpretada pela relac¸a˜o =).
Estuda-se nesta Secc¸a˜o o caso observacional do processo de refinamento passo-a-passo
no qual na˜o se impo˜e a preservac¸a˜o de observabilidade entre passos de refinamento,
isto e´, o processo de refinamento observacional no qual se admitem o encapsulamento e
desencapsulamento de dados entre passos de refinamento. Este estudo e´ feito exclusiva-
mente para o caso da igualdade observacional total e, em parte do trabalho, restringido
a especificac¸o˜es equacionais. Esta imposic¸a˜o e´ importante na medida em que garante o
fecho observacional de especificac¸o˜es por qualquer igualdade observacional (cf. Secc¸a˜o
3.3). Contudo, alguns destes resultados podem ser estendidos a outros tipos de especi-
ficac¸o˜es, pela imposic¸a˜o de algumas condic¸o˜es relativas ao seu fecho observacional. Os
resultados que se seguem foram recentemente apresentados em [Mad08].
Considerem-se uma assinatura com conjunto de ge´neros observa´veis Obs, e a mesma
assinatura, com a passagem de alguns ge´neros de na˜o observa´veis a observa´veis, isto
e´, com um novo conjunto de ge´neros observa´veis Obs′ tal que Obs ⊆ Obs′. Observe-se
que a relac¸a˜o ≈Obs′ e´ mais estrita do que ≈Obs, na medida em CObsΣ ⊆ CObs′Σ , isto e´,
na medida em que na primeira sa˜o considerados mais contextos do que na segunda.
Obviamente todos os modelos de uma especificac¸a˜o SP segundo |=≈Obs′ tambe´m o sa˜o
por |=≈Obs e, portanto,
[behaviour SP wrt ≈Obs′ ] ⊆ [behaviour SP wrt ≈Obs ].
Pelas mesmas razo˜es, dada uma assinatura Σ com um conjunto de ge´neros observa´veis
Obs1, se se fizer o desencapsulamento progressivo de ge´neros da assinatura inicial,
gera-se uma cadeira Obs1 ⊆ · · · ⊆ Obsn tal que ≈Obs1≥≈Obs2≥ · · · ≥≈Obsn . Chega-se
assim a uma primeira caracterizac¸a˜o da composicionalidade vertical de refinamentos
observacionais: pelo Teorema 3.4.5, se se tiver SP  ≈Obs SP ′ e SP ′  ≈Obs′ SP ′′ para
Obs ⊆ Obs′, tem-se que SP  ≈Obs SP ′′. Estuda-se de seguida esta caracterizac¸a˜o para
o caso geral dos σ-refinamentos observacionais:
Definic¸a˜o 3.4.7 (Morfismo de preservac¸a˜o observacional fraca). Sejam Σ = (S,Ω) e
Σ′ = (S ′,Ω′) duas assinaturas e Obs e Obs′ conjuntos de ge´neros observa´veis para Σ
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e Σ′ respectivamente. Um morfismo de assinaturas σ : Σ → Σ′ diz-se morfismo de
Obs−Obs′-preservac¸a˜o observacional fraca sse para todo s ∈ Obs, σ(s) ∈ Obs′.
O resultado que se segue tem um papel fulcral na caracterizac¸a˜o da composiciona-
lidade vertical de refinamentos observacionais:
Teorema 3.4.8. Para todo o morfismo de Obs−Obs′-preservac¸a˜o observacional fraca




Demonstrac¸a˜o. Sejam a, b ∈ A′ σ tais que a(≈A′Obs′)σb. Tem-se que a(≈A′Obs′)b, e por-
tanto, para todos os contextos c′ ∈ CObs′Σ′ , para todas as valorac¸o˜es α′1, α′2 : X ′ ∪
{Zσ(s)} → A′, tais que α′1(x′) = α′2(x′) para todo o x′ ∈ X ′ e α′1(zσ(s)) = a e




Uma vez que σ e´ morfismo de preservac¸a˜o contextual fraca, todos os contextos de
CObsΣ sa˜o mapeados por σ a contextos de CObs′Σ′ . Assim, pelo facto de A′ σ ser a´lgebra
reduto de A′, tem-se que todos os contextos considerados em ≈A′σObs , tambe´m o sa˜o em
≈A′Obs′ (uma vez que por definic¸a˜o de a´lgebra reduto cA′σ = σ(c)A′), e portanto de (3.3)
tem-se em particular que, para todo o c ∈ CObsΣ , Iα′1(c) = Iα′2(c).
Considerem-se agora as valorac¸o˜es reduto α′1 σ: X → A′ σ e α′2 σ: X → A′ σ.
Pelo Lema 2.2.3 tem-se que
α′1 σ (xs) = α′1(σ(xs)) = α′1(xσ(s)),
α′2 σ (xs) = α′2(σ(xs)) = α′2(xσ(s)),
α′1 σ (zs) = α′1(σ(zs)) = α′1(zσ(s)) e
α′2 σ (zs) = α′2(σ(zs)) = α′2(zσ(s)).
Tem-se tambe´m que α′1(zσ(s)) = a e α
′
2(zσ(s)) = b, e portanto, sai da unicidade de I,
que para todo o contexto c ∈ CObsΣ , Iα′1σ(c) = Iα′1(c) e Iα′2σ(c) = Iα′2(c), ou seja, para
todas as valorac¸o˜es α′1, α
′
2 : X
′ → A′, para todo o contexto c ∈ CObsΣ ,
I(α′1σ)(c) = I(α′2σ)(c). (3.4)
Por outro lado, qualquer que seja a valorac¸a˜o α : X → A′ σ, existe uma valorac¸a˜o
α′ : X ′ → A′ tal que α = α′ σ (todas as valorac¸o˜es αs = α′σ(s)), e portanto, sai de (3.4)
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que para todas as valorac¸o˜es α1, α2 : X
′ → A′ σ, tais que α1(x′) = α2(x′), se x′ ∈ X ′,
α1(zσ(s)) = a, α2(zσ(s)) = b, enta˜o, para todo o c ∈ CObsΣ , tem-se que Iα1(c) = Iα2(c).
Fica assim provado que a(≈A′σObs )b.
Chega-se assim a` seguinte caracterizac¸a˜o da composic¸a˜o de refinamentos observa-
cionais:
Corola´rio 3.4.9. Sejam SP , SP ′ e SP ′′ especificac¸o˜es alge´bricas sobre as assinaturas
Σ, Σ′ e Σ′′ com conjuntos de ge´neros observa´veis Obs, Obs′ e Obs′′ respectivamente.
Sejam σ um morfismo de Obs−Obs′-preservac¸a˜o observacional fraca e φ um morfismo
de Obs′−Obs′′-preservac¸a˜o observacional fraca. Enta˜o, se SP  ≈Obsσ SP ′ e SP ′  ≈Obs′φ
SP ′′, tem-se que SP  ≈Obsφ◦σ SP ′′.
Demonstrac¸a˜o. A demonstrac¸a˜o sai directamente dos Teoremas 3.4.5 e 3.4.8.
Durante o processo de refinamento, pode ser necessa´rio preservar a igualdade ob-
servacional no sentido de (≈A′Obs′) φ=≈(A
′φ)
Obs . A classe de morfismos que se define de
seguida preserva isso mesmo e e´ utilizado na literatura na definic¸a˜o da instituic¸a˜o da
lo´gica observacional (cf. [BHK03, Mar06]). O uso da terminologia forte/fraca foi feito
com o intuito de distinguir a primeira caracterizac¸a˜o desta mais restritiva:
Definic¸a˜o 3.4.10 (Morfismo de preservac¸a˜o observacional forte). Sejam Σ = (S,Ω)
e Σ′ = (S ′,Ω′) duas assinaturas e Obs e Obs′ conjuntos de ge´neros observa´veis para
Σ e Σ′ respectivamente. Um morfismo de assinaturas σ : Σ → Σ′ e´ um morfismo de
Obs−Obs′-preservac¸a˜o observacional forte sse:
 Para todo s ∈ Obs, σ(s) ∈ Obs′;
 Para todo s ∈ S \Obs, σ(s) ∈ S ′ \Obs′;
 Para toda a operac¸a˜o f ′ : s′1, . . . , s
′
i, . . . , s
′
n → s′ ∈ Σ′ tal que si ∈ σ(S), existe
uma func¸a˜o f ∈ Ω tal que φ(f) = f ′;
Observe-se que este morfismo preserva a observabilidade dos ge´neros da assinatura
Σ, e que qualquer que seja o Σ-contexto c ∈ CObsΣ , existe um Σ′-contexto c′ ∈ CObs′Σ′ tal
que c′ = σ(c), e vice-versa.
A introduc¸a˜o de todos os conceitos apresentados foi feita no sentido de encontrar
condic¸o˜es suficientes para a preservac¸a˜o da propriedade da composicionalidade vertical
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entre passos de refinamento. Contudo, esta composicionalidade so´ esta´ assegurada
quando processada pela relac¸a˜o de igualdade observacional considerada no primeiro




σ1 SP1  
≈Obs2
σ2 · · · Obsnσn SPn,
tal que ≈Obs1≥ · · · ≥≈Obsn ,tem-se que SP0  ≈Obs1σn◦···◦σ1 SPn.
O estudo de outras caracterizac¸o˜es da composicionalidade vertical pode ser inter-
essante, uma vez que, por exemplo, segundo a caracterizac¸a˜o apresentada, todos os
ge´neros desencapsulados durante os passos de refinamento tornam a ser encapsula-
dos no final do processo. Pelas razo˜es que se mencionaram no in´ıcio da Secc¸a˜o, a
possibilidade de compor verticalmente refinamentos observacionais, segundo a relac¸a˜o
com mais ge´neros observa´veis aparece muitas vezes como uma situac¸a˜o deseja´vel. E´
esta a caracterizac¸a˜o que se pretende fazer de seguida (para o caso das especificac¸o˜es
equacionais).
Observe-se que para qualquer especificac¸a˜o equacional SP = 〈Σ,Φ〉, e para qualquer
s ∈ Obs, a relac¸a˜o ≈Obs e´ mais estrita do que a relac¸a˜o ≈Obs\{s}, isto e´, ≈Obs≤≈Obs\{s}.
Assim, uma vez que A |=≈Obs Φ⇒ A |=≈Obs\{s} Φ, tem-se que
[behaviour SP wrt ≈Obs ] ⊆ [behaviour SP wrt ≈Obs\{s} ].
Contudo, o reciproco na˜o e´ verdadeiro. Para garantir esta reciprocidade e´ necessa´ria a
imposic¸a˜o de algumas condic¸o˜es sobre Φ. Por exemplo, quando Φs = ∅ e ΦS\Obs = ∅,
tem-se que A |=≈Obs Φ⇔ A |=≈Obs\{s} Φ, e assim
[behaviour SP wrt ≈Obs ] = [behaviour SP wrt ≈Obs\{s} ].
Nestas condic¸o˜es, podem-se compor os refinamentos observacionais SP  ≈Obs\{s}σ SP ′
e SP ′  ≈Obsτ SP ′′ pela relac¸a˜o ≈Obs. Considere-se agora o seguinte resultado:
Lema 3.4.11. Seja Σ = (S,Ω) uma assinatura, Obs um conjunto de ge´neros ob-
serva´veis para Σ e Φ um conjunto de Σ-equac¸o˜es. Para qualquer Σ-a´lgebra A e para
qualquer s ∈ Obs,
A |=≈Obs∪{v} Φ sse
(
A |= Φ′ e A |=≈Obs Φ
)
onde
Φ′ = Φv ∪ {c(t) = c(t′) | t=t′ ∈ Φh, h ∈ S \ (Obs ∪ {v}), c ∈ C{v}Σ (h)}.
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Demonstrac¸a˜o. Seja A |=≈Obs∪{v} Φ. Uma vez que A |=≈Obs∪{v} ΦObs∪{v} implica A |=
ΦObs∪{v}, tem-se que
A |=≈Obs ΦObs (3.5)
e
A |= Φv. (3.6)
Tem-se de (3.6) que A |=≈Obs Φv. Assim, uma vez que para todo o h ∈ S\(Obs∪{v})
CObsΣ (h) ⊆ CObs∪vΣ tem-se que A |=≈Obs Φh para todo o h ∈ S \ (Obs ∪ {v}). Portanto,
A |=≈Obs Φ.
Seja agora t=t′ ∈ Φh, h ∈ S \ (Obs ∪ {v}). Tem-se por hipo´tese que A |= c(t)=c(t′)
para qualquer c ∈ CObs∪vΣ (uma vez que CvΣ ⊆ CObs∪{v}Σ ). Assim, sai de (3.6) que
A |=≈Obs Φ′.
Suponha-se agora que A |=≈Obs∪{v} Φ e A |= Φ′. Seja t=t ∈ Φs. Ha´ treˆs casos a
considerar: (i) s ∈ Obs, (ii) s = v and (iii) s ∈ S \Obs∪ {v}. O primeiro caso e´ o´bvio,
uma vez que A |=≈Obs t=t′ implica que A |= t=t′ e assim A |=≈Obs∪{v} t=t′. No caso (ii),
tem-se que A |=≈Obs∪{v} t=t′ uma vez que por hipo´tese A |= t=t′. Para o caso (iii) basta
observar que CObs∪{v}Σ (s) = CObsΣ (s)∪C{v}Σ (s). De A |= Φ′ tem-se que A |= c(t)=c(t′) para
todo o c ∈ C{v}Σ (s), e de A |=≈Obs t=t′ tem-se que A |= c(t)=c(t′) para todo o c ∈ CObsΣ (s).
Assim A |=≈Obs∪{v} t=t′.
Dada uma especificac¸a˜o equacional SP = 〈Σ,Φ〉 define-se a especificac¸a˜o SPv como
sendo a especificac¸a˜o equacional 〈Σ,Φ′〉 onde Φ′ e´ o conjunto de equac¸o˜es definido no
Lema 3.4.11. Observe-se que pelo Lema anterior se tem que
[behaviour SP wrt ≈Obs∪{v} ] = [behaviour SP wrt ≈Obs +SPv].
O Teorema que se segue permite, a partir de um refinamento observacional a re-
speito de uma relac¸a˜o ≈Obs de uma especificac¸a˜o equacional, construir um refinamento
observacional sobre a mesma especificac¸a˜o a respeito de uma relac¸a˜o mais estrita
≈Obs∪{s}. Este resultado pode ser u´til, por exemplo, quando a determinada altura
do processo de especificac¸a˜o, se decide desencapsular um determinado ge´nero da assi-
natura, sem desperd´ıcio do trabalho desenvolvido. Por outro lado, pode tambe´m ser
u´til quando, no decorrer do processo de especificac¸a˜o, ainda na˜o esta˜o exactamente
decididos quais os ge´neros observa´veis do sistema.
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Teorema 3.4.12. Sejam Φ uma conjunto de Σ-equac¸o˜es, SP = 〈Σ,Φ〉 e SP ′ especi-
ficac¸o˜es e Obs um conjunto de ge´neros observa´veis para Σ. Se SP  ≈Obs SP ′ tem-se
que
SP  ≈Obs∪{s} SP ′ + SPs.
Demonstrac¸a˜o. Tem-se por hipo´tese que [SP ] ⊆ [behaviour SP wrt ≈Obs ] e assim
[SP ]∩[SPs] ⊆ [behaviour SP wrt ≈Obs ]∩[SPs]. Pelo Teorema 3.4.11 tem-se que
[behaviour SP wrt ≈Obs ] ∩ [SPs] = [behaviour SP wrt ≈Obs∪{s} ] e portanto
SP  ≈Obs∪{s} SP ′ + SPs.











Tem-se pelo resultado anterior que a partir de um qualquer refinamento CELL1 ≈{elt}
SP se pode construir o refinamento a respeito de uma relac¸a˜o de igualdade observacio-
nal mais estrita CELL1 ≈{elt,cell} SP + CEll1cell.
Exemplo 3.4.14. Considere-se agora o caso onde se associa a` especificac¸a˜o CELLNAT
(cf. Exemplo 2.4.6) uma a´lgebra booleana com um predicado equality test3 associado
ao ge´nero nat:
Spec CELLNATBOOL = enrich CELLNAT by BOOL




3Um predicado Equality test e´ um predicado booleano que devolve o valor true se dois elementos
forem iguais e que devolve false no caso contra´rio;
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Figura 3.7: Diagrama da assinatura ΣCELLNATEQ.
(∀x:nat).eq(x,x) = true;
(∀x,y:nat).eq(x,y) = true → eq(y,x) = true;
(∀x,y,z:nat).eq(x,y) = true ∧ eq(y,z) = true → eq(x,z) = true;
(∀x:nat).eq(s(p(x)),x) = true;
Suponha-se que se chegou a um refinamento CELLNATEQ  ≈{bool} SP , e que se de-
cide, por alguma raza˜o, desencapsular o ge´nero nat. Por forma a aproveitar o trabalho







e chega-se ao refinamento observacional a respeito a {bool,nat} por SP+CELLNATEQnat.
Observe-se que o uso desta te´cnica tem que ser acompanhada de me´todos comple-
mentares, na medida em que, no caso geral, o conjunto CObsΣ (s) e´ infinito, induzindo
portanto especificac¸o˜es SPs infinita´rias. Contudo, tal como se apresenta no pro´ximo
Cap´ıtulo, em grande parte dos casos e´ poss´ıvel considerar apenas um conjunto finito
de contextos CΣ ⊆ C{s}Σ em vez de todo o conjunto C{s}Σ . Por outro lado, observe-
se tambe´m que alguns dos resultados apresentados exclusivamente para especificac¸o˜es
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equacionais, podem ser, sob algumas imposic¸o˜es, generalizados a outros tipos de es-
pecificac¸o˜es. Por exemplo, note-se que a definic¸a˜o do conjunto Φ′ no Teorema 3.4.11,
em nada depende das equac¸o˜es observa´veis de Φ. Assim, pode-se estender este resul-
tado, por exemplo, a todas as especificac¸o˜es axiomatizadas por um conjunto equac¸o˜es
e equac¸o˜es condicionais com premissas observa´veis.
3.5 Teoremas Comportamentais
Tal como se referiu na Secc¸a˜o 2.5, a verificac¸a˜o de propriedades e´ uma pra´tica inerente
a todo o processo de especificac¸a˜o alge´brica de software sendo, portanto, necessa´rio, o
desenvolvimento de me´todos de prova de teoremas comportamentais em especificac¸o˜es.
O Teorema 3.1.4 estabelece uma relac¸a˜o directa entre a relac¸a˜o de satisfac¸a˜o com-
portamental e a relac¸a˜o de satisfac¸a˜o standard. No entanto, tal como foi observado,
a aplicac¸a˜o pra´tica deste resultado so´ e´ poss´ıvel na verificac¸a˜o de propriedades em
a´lgebras espec´ıficas. Falta responder a` necessidade de verificar propriedades em especi-
ficac¸o˜es, isto e´, em toda a classe dos seus modelos. Por forma a resolver este problema,
M. Bidoit e R. Hennicker propo˜em em [BH96] um me´todo, a partir do qual, a teoria
comportamental de uma classe de a´lgebras e´ reduzida a` teoria standard de uma outra,
na qual se define a axiomatizac¸a˜o da igualdade comportamental em questa˜o. Esta
nova classe de a´lgebras e´ obtida pela aplicac¸a˜o de um operador de a´lgebras e assina-
turas denominado por operador Lift. Faz-se de seguida a apresentac¸a˜o deste me´todo
denominado por me´todo do operador Lift.
3.5.1 O Me´todo do Operador Lift
Dada uma especificac¸a˜o alge´brica, o me´todo de verificac¸a˜o comportamental que se
apresenta e´ constitu´ıdo por quatro etapas distintas: na primeira, enriquece-se a assi-
natura da especificac¸a˜o com um s´ımbolo de predicado bina´rio ∼s por cada ge´nero s da
assinatura, por forma a denotar explicitamente a igualdade comportamental ≈ em s.
Numa segunda etapa, denominada por Axioma´tica Lifting, faz-se uma axiomatizac¸a˜o
de ≈ a` custa de fo´rmulas possivelmente infinita´rias. Numa terceira e u´ltima etapa,
a axiomatizac¸a˜o infinita´ria constru´ıda na etapa anterior e´ transformada numa nova
axiomatizac¸a˜o finita´ria, feita a` custa da introduc¸a˜o de novos ge´neros, novos s´ımbolos
de func¸a˜o e de novos axiomas. Esta axiomatizac¸a˜o e´ denominada por axiomatizac¸a˜o
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finita´ria com parte escondida (Hidden Part).
A Secc¸a˜o esta´ dividida em duas partes: na primeira, faz-se uma apresentac¸a˜o do
me´todo para o caso mais geral das igualdades comportamentais e, na segunda, para o
caso mais espec´ıfico da igualdade observacional.
O Caso Comportamental
Na primeira fase do me´todo do operador Lift, por forma a denotar a igualdade obser-
vacional, a assinatura da especificac¸a˜o e´ enriquecida por um conjunto de s´ımbolos de
relac¸a˜o. As definic¸o˜es que se seguem sa˜o como que uma adaptac¸a˜o de alguns conceitos
apresentados na Secc¸a˜o 2.1, adequados a este enriquecimento:
Definic¸a˜o 3.5.1 (Assinatura (Heteroge´nea) Relacional). Uma assinatura relacional
Σrel e´ um par (Σ, P ), onde Σ = (S,Ω) e´ uma assinatura heteroge´nea e P uma S∗-
famı´lia de conjuntos de s´ımbolos denominados por s´ımbolos de relac¸a˜o.
Note-se que esta definic¸a˜o pode ser vista como uma generalizac¸a˜o do conceito de
assinatura heteroge´nea (Definic¸a˜o 2.1.4), na medida em que qualquer assinatura Σ pode
ser considerada como uma assinatura relacional com P = ∅. Por outro lado, observe-se
que qualquer assinatura relacional pode ser vista como uma assinatura standard, se se
tomar cada s´ımbolo de relac¸a˜o p ∈ PS∗ por um s´ımbolo de func¸a˜o p ∈ ΩS∗,bool, isto e´,
por um predicado booleano.
Os conceitos apresentados na Secc¸a˜o 2.1 ajustam-se ao conceito de assinatura rela-
cional de forma natural:
Definic¸a˜o 3.5.2 (Σrel-estrutura). Sejam Σ uma assinatura heteroge´nea e Σrel = (Σ, P )





A′)f∈Ω) e´ uma Σ-a´lgebra e todo p ∈ Ps1···sn e´ interpretado como uma
relac¸a˜o pA
′ ⊆ A′s1 × · · · × A′sn.
Os conceitos de reduto, homomorfismo e congrueˆncia, sa˜o adatados ao caso rela-
cional de forma natural. A relac¸a˜o tarskiana de satisfac¸a˜o entre Σrel-estruturas e
Σrel-fo´rmulas estende-se da Definic¸a˜o 2.1.20 por:
Para toda a Σrel-estrutura A′, para todos os termos ti ∈ TΣ′(X)si , 1 ≤ i ≤ n e para
α : X → A′, A′, α |= p(t1, . . . , tn) se (Iα(t1), . . . , Iα(tn)) ∈ pA′ .
A definic¸a˜o que se segue, descreve a forma pela qual uma assinatura Σ se transforma
na assinatura L(Σ), assim como, o processo de transformac¸a˜o de uma Σ-fo´rmula φ numa
L(Σ)-fo´rmula L(φ):
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Definic¸a˜o 3.5.3 (Lifting de assinaturas e fo´rmulas). Seja Σ = (S,Ω) uma assinatura
e seja φ uma Σ-fo´rmula.
 L(Σ) =def Σ ∪ {∼s: s, s|s ∈ S}.
 L(φ) =def
∧
y∈V ar(φ) Ds(y)⇒ φ∗, onde φ∗ se define da seguinte forma:
1. Se φ do tipo l = r com l, r ∈ s, enta˜o (l = r)∗ =def l ∼s r.
2. (¬φ)∗ =def ¬(φ∗), (φ ∧ ψ)∗ =def φ∗ ∧ ψ∗, (φ ∨ ψ)∗ =def φ∗ ∨ ψ∗, e de forma
similar se definem conjunc¸o˜es e disjunc¸o˜es infinita´rias.
3. (∀x:s.φ)∗ =def ∀x:s.[Ds(x)⇒ φ∗].
onde Ds(y) abrevia a expressa˜o y ∼s y.
Definic¸a˜o 3.5.4 (Semaˆntica Lifting de uma a´lgebra). Seja Σ = (S,Ω) uma assinatura
e seja ≈= (≈A)A∈Alg(Σ) uma igualdade comportamental.
 Para toda a Σ-a´lgebra A, L(A) e´ a (u´nica) extensa˜o de A a uma L(Σ)-estrutura
tal que:
1. L(A) Σ= A;
2. Para todo s ∈ S, ∼L(A)s =≈As .
Dada uma classe de Σ-a´lgebras C, L(C) denota a classe {L(A)|A ∈ C}.
Pela aplicac¸a˜o deste operador, obte´m-se este importante resultado:
Teorema 3.5.5. [BH96, Teorema 4.2.] Sejam ≈ uma Σ-igualdade comportamental, A
Σ-a´lgebra, C ⊆ Alg(Σ) classe de Σ-a´lgebras e φ uma Σ-fo´rmula. Tem-se que
1. A |=≈ φ sse L(A) |= L(φ);
2. C |=≈ φ sse L(C) |= L(φ).
Nesta fase do me´todo ja´ esta´ estabelecida a ponte entre as teorias comportamen-
tais em C e as teorias standard na classe L(C). Perante este resultado, ja´ se tem
que dadas uma especificac¸a˜o estruturada SP e uma Sig(SP )-fo´rmula φ, SP |=≈ φ sse
L([SP ]) |= L(φ). Contudo, o trabalho de efectuar provas de teoremas comportamen-
tais em L([SP ]) na˜o e´ geralmente poss´ıvel, uma vez que apesar de ≈ estar representado
pelos novos s´ımbolos de predicado em L([SP ]), ainda na˜o esta´ axiomatizada.
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Definic¸a˜o 3.5.6. Sejam Σ = (S,Ω) e Σ1 duas assinaturas tais que Σ ⊆ Σ1, e seja
φ = (φs(xs, ys))s∈S uma famı´lia de Σ1-fo´rmulas tais que, para todo o s ∈ S, φs(xs, ys)
tem exactamente duas varia´veis livres xs e ys, ambas do ge´nero s. Seja Axφ[∼] a




∀xs, ys : s.[φs(xs, ys)⇔ xs ∼s ys].
Para toda a Σ1-a´lgebra A, ALφ(A) denota a (u´nica) extensa˜o de A a uma L(Σ) + Σ1-
estrutura tal que:
1. ALφ(A) Σ1= A;
2. ALφ(A) |= Axφ[∼], ou seja, para todo s ∈ S, para quaisquer a, b ∈ ALφ(A)s,
tem-se que a ∼ALφ(A)s b se e so´ se ALφ(A), α |= φs(xs, ys) para qualquer α tal que
α(xs) = a e α(ys) = b.
Chama-se a ALφ(A) axioma´tica lifting de A induzida pela S-famı´lia de fo´rmulas φ.
O facto de se utilizar uma assinatura Σ1 em vez da pro´pria assinatura Σ na
construc¸a˜o da axioma´tica lifting, deve-se a ser geralmente imposs´ıvel fazer esta construc¸a˜o
por Σ-fo´rmulas finita´rias. Esta nova assinatura e´ obtida pela introduc¸a˜o de novos
ge´neros e func¸o˜es e e´ explicada mais a` frente, na apresentac¸a˜o do conceito de axioma-
tizac¸a˜o finita´ria com parte escondida.
Definic¸a˜o 3.5.7 (Axiomatizac¸a˜o da igualdade comportamental ≈). Sejam Σ = (S,Ω)
uma assinatura, ≈ uma Σ-igualdade comportamental e Beh = (Behs(xs, ys))s∈S uma
famı´lia de Σ-fo´rmulas, tal que para todo o s ∈ S, Behs(xs, ys) contenha apenas duas
varia´veis livres xs e ys, ambas do ge´nero s.
A famı´lia Beh e´ uma axiomatizac¸a˜o para a Σ-igualdade ≈ se para toda a Σ-a´lgebra
A, se tem que ALBeh(A) = L(A). Quando tal axiomatizac¸a˜o existe, diz-se que ≈ e´
axiomatiza´vel.
A especificac¸a˜o flat 〈L(Σ), AxBeh[∼]〉, onde Beh e´ uma axiomatizac¸a˜o de ≈ e
AxBeh[∼] definida como em 3.5.6, designa-se por especificac¸a˜o da igualdade compor-
tamental ≈ induzida por Beh. Observe-se que, dada uma axiomatizac¸a˜o Beh de uma
Σ-igualdade comportamental ≈ e uma classe de Σ-a´lgebras C, tem-se que L(C) =
C+〈L(Σ), AxBeh[∼]〉, uma vez que por definic¸a˜o, L(C) = {L(A)|A ∈ C}, e porque Beh
axiomatizac¸a˜o de ≈, tem-se que L(C) = {ALBeh(A)|A ∈ C} = {B ∈ Alg(L(Σ))|B Σ∈
C e B |= AXBeh[∼]}, isto e´, C + 〈L(Σ), AxBeh[∼]〉.
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Exemplo 3.5.8 (A axiomatizac¸a˜o (infinita´ria) de ≈Obs,In). Sejam Σ = (S,Ω) uma
assinatura, Obs ⊆ S conjunto de ge´neros observa´veis e In ⊆ S conjunto de ge´neros
de input sens´ıvel a Σ. A Σ-igualdade observacional ≈Obs,In induzida por Obs e In
e´ axiomatizada pela S-famı´lia de Σ-fo´rmulas Beh = (Behs(xs, ys))s∈S, definida para
cada s ∈ S da seguinte forma:
Behs(xs, ys) = Ds(xs) ∧Ds(ys) ∧
∧
c[zs]∈CObsΣ
∀V ar(c).D(V ar(c))⇒ c[xs] = c[zs],
onde Ds(x) abrevia a expressa˜o
∨
t∈TΣ(XIn)s ∃var(t).x = t, e D(V ar(t)) abrevia∧
ts′∈V ar(t),s′∈S/InDs′(ts′). Observe-se que estas expresso˜es sa˜o infinita´rias, na me-
dida em que os conjuntos CObsΣ e TΣ(XIn)s sa˜o geralmente infinitos, gerando por isso
conjunc¸o˜es e disjunc¸o˜es infinita´rias.

Teorema 3.5.9. [BH96, Teorema 5.5] Sejam ≈ uma Σ-igualdade comportamental,
Beh uma axiomatizac¸a˜o para ≈, A uma Σ-a´lgebra, C ⊆ Alg(Σ) uma classe de Σ-
a´lgebras e φ uma Σ-fo´rmula. Enta˜o, tem-se que:
1. A |=≈ φ sse ALBeh(A) |= L(φ);
2. C |=≈ φ sse C + 〈L(Σ), AxBeh[∼]〉 |= L(φ).
Nesta fase do me´todo, ja´ se consegue caracterizar a teoria comportamental de uma
classe C pela teoria standard L(C), onde ≈ esta´ axiomatizada. Contudo, tal como
se pode ver no Exemplo 3.5.8, estas axiomatizac¸o˜es sa˜o geralmente infinita´rias e, por
conseguinte, a aplicac¸a˜o de me´todos de prova continua a ser dif´ıcil (ou mesmo im-
poss´ıvel)4. Por forma a resolver esta limitac¸a˜o, o me´todo do operador Lift transforma
as axiomatizac¸o˜es infinita´rias em axiomatizac¸o˜es finita´rias, a partir da introduc¸a˜o de
novos ge´neros e novos s´ımbolos de func¸a˜o. O objectivo deste enriquecimento e´ o de
obter uma linguagem com maior poder de expressa˜o, por forma a conseguir expressar
o mesmo, mas agora sob a forma de expresso˜es finita´rias. Outra considerac¸a˜o que se
deve ter e´ que a nova noc¸a˜o de axiomatizac¸a˜o, contrariamente a` da Definic¸a˜o 3.5.6,
na˜o e´ constru´ıda para toda a Σ-a´lgebra A ∈ Alg(Σ), mas apenas para uma classe
C ⊆ Alg(Σ), o que na˜o limita os objectivos da mesma, uma vez que quando se pre-
tende verificar uma propriedade (comportamental) φ numa especificac¸a˜o SP , ela so´
tem que ser verificada na classe de modelos [SP ] ⊆ Alg(Σ).
4Ja´ em [Wol87], e posteriormente em [Sch92], se mostra a inexisteˆncia de axiomatizac¸o˜es finita´rias
para a igualdade observacional em algumas lo´gicas observacionais, nomeadamente, a do Exemplo
3.1.11. Este assunto e´ abordado no Cap´ıtulo 5;
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Definic¸a˜o 3.5.10 (Axiomatizac¸a˜o finita´ria de ≈ com Parte escondida). Sejam Σ =
(S,Ω) uma assinatura, ≈ uma Σ-igualdade comportamental e C ⊆ Alg(Σ) uma classe
de Σ-a´lgebras. Seja HID = reach 〈ΣH ,ΦH〉 with ΩR uma especificac¸a˜o flat com rea-
chability constraint (Definic¸a˜o 2.3.5) tal que Σ ⊆ ΣH , e seja HBeh = (HBehs(xs, ys)s∈S)
uma S-famı´lia de ΣH-fo´rmulas finita´rias, tais que HBehs(xs, ys) contenha exactamente
duas varia´veis livres xs e ys, ambas do ge´nero s. O par (HID,HBeh) e´ uma axioma-
tizac¸a˜o finita´ria com Parte Escondida da Σ-igualdade comportamental ≈ na classe de
Σ-a´lgebras C se as seguintes condic¸o˜es se verificam:
1. (C + HID) Σ= C, ou seja, para toda a Σ-a´lgebra A ∈ C existe pelo menos uma
AH Σ= A tal que AH ∈ C + HID;
2. Para qualquer A ∈ C e para qualquer AH ∈ [HID + C], tais que AH Σ= A,
tem-se que ALHBeh(AH) L(Σ)= L(A).
Ajusta-se agora o conceito de axiomatizac¸a˜o de ≈:
Definic¸a˜o 3.5.11 (Especificac¸a˜o finita´ria com parte escondida). Sejam ≈ uma Σ-
igualdade comportamental e (HID,HBeh) uma axiomatizac¸a˜o finita´ria com parte es-




∀xs, ys : s.[HBehs(xs, ys)⇔ xs ∼s ys].
A especificac¸a˜o HID + 〈L(C) + ΣH , F inAxHBeh[∼]〉 e´ denominada por especificac¸a˜o
finita´ria com parte escondida HID de ≈ em C.
Teorema 3.5.12. [BH96, Teorema 6.3] Sejam ≈ uma Σ-igualdade comportamental
e C ⊆ Alg(Σ) uma classe de Σ-a´lgebras. Seja (HID, HBeh) uma axiomatizac¸a˜o com
parte escondida de ≈ em C.
1. Para toda Σ-a´lgebra A em C e AH ∈ [C + HID] tal que AH Σ= A, tem-se que
A |=≈ φ sse ALHBeh(AH) |= L(φ);
2. C |=≈ φ sse C + HID + 〈L(Σ) + ΣH , F inAxHBeh[∼]〉 |= L(φ).
O Caso Observacional
Na Secc¸a˜o anterior, descreveu-se um me´todo a partir do qual, a teoria comportamen-
tal de uma classe de a´lgebras e´ reduzida a` teoria standard de uma outra classe, para
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a qual esta´ definida uma axiomatizac¸a˜o finita´ria da igualdade comportamental em
questa˜o. Nesta Secc¸a˜o, particulariza-se este resultado ao caso da igualdade observa-
cional total, sendo que o caso parcial tambe´m e´ tratado, por exemplo, em [BH96].
Em [BH96], e´ descrito um algoritmo para a construc¸a˜o de axiomatizac¸o˜es finita´rias
para qualquer igualdade observacional parcial e qualquer classe de a´lgebras, a partir
da codificac¸a˜o dos contextos e dos termos alcanc¸a´veis por input na parte escondida. A
aplicac¸a˜o destes contextos e a interpretac¸a˜o dos termos e´ aqui especificada por s´ımbolos
de func¸a˜o da parte escondida. Uma adaptac¸a˜o deste trabalho a` terminologia da lo´gica
Γ-observacional e´ posteriormente apresentada por Goguen e Ros¸u em [GR99a] (deno-
minado por processo de Unhiding). Segundo os pro´prios autores, o interesse destes
me´todos e´ estritamente teo´rico, uma vez que o processo da codificac¸a˜o dos contextos
e´ ta˜o complexo como o processo de induc¸a˜o sobre os mesmos. No entanto, tal como se
mostra nos exemplos desta Secc¸a˜o, a aplicac¸a˜o dos resultados da Secc¸a˜o anterior pode
ser u´til na pra´tica da verificac¸a˜o comportamental de propriedades, quando feita ad hoc.
No final da Secc¸a˜o apresenta-se um algoritmo para a construc¸a˜o de axiomatizac¸o˜es fi-
nita´rias para qualquer igualdade observacional (total) em qualquer especificac¸a˜o.
A Axiomatizac¸a˜o Finita´ria da Σ-Igualdade Observacional
Tal como se poˆde observar no Exemplo 3.5.8, a axiomatizac¸a˜o da igualdade observa-
cional e´ em geral infinita´ria, devido a` natureza dos conjuntos de contextos observa´veis
CObsΣ , e dos termos constru´ıdos por varia´veis de input TΣ(XIn). Estuda-se, de se-
guida, o processo pelo qual se ultrapassa a primeira causa de infinitaridade. Seja
Beh = (Behs(xs, ys))s∈S uma axiomatizac¸a˜o (infinita´ria) da igualdade observacional




∀V ar(c).c[xs] = c[ys].
O me´todo do operador Lift contorna a questa˜o da conjunc¸a˜o infinita´ria de contextos
da seguinte forma:
1. Procura um conjunto de contextos finito C tal que ≈AC⊆≈AObs (basta que para
todo o s ∈ Obs, zs ∈ C e que ≈AC seja congrueˆncia - Teorema 3.1.22).
2. Caso na˜o seja poss´ıvel, completa a parte escondida da especificac¸a˜o pela in-
troduc¸a˜o de s´ımbolos de func¸a˜o, a partir dos quais seja poss´ıvel construir um
conjunto de contextos CH apropriado.
90 CAPI´TULO 3. IGUALDADE COMPORTAMENTAL
No exemplo que se segue, e´ poss´ıvel encontrar o conjunto de contextos C referido
em 1.:
Exemplo 3.5.13 (FLAGS). Considere-se a especificac¸a˜o FLAGS do Exemplo 3.1.10.
Pretende-se provar que FLAGS |=≈Obs rev(rev(x))=x (observe-se que a propriedade na˜o
e´ um teorema standard).5 Seja A ∈ [FLAGS] arbitra´ria. Uma vez que o conjunto de
contextos CObsΣFLAGS e´ infinito (Exemplo 3.1.14), tem-se que a axiomatizac¸a˜o de ≈Obs e´
infinita´ria. Considere-se o conjunto de contextos C = {zbool, ?up(zflag)}. Uma vez que
zbool ∈ C, basta que ≈AC seja congrueˆncia parcial, para que ≈AObs=≈AC (Teorema 3.1.22).
Pela Definic¸a˜o 3.1.15, tem-se que
xflag ≈AC yflag sse ?up(xflag) = ?up(yflag) e
xbool ≈AC ybool sse xbool = ybool.
Tem-se que se xflag ≈AC yflag, enta˜o up(xflag) ≈AC up(yflag) e down(xflag) ≈AC down(yflag)
uma vez que (∀x : flag)?up(up(x))=true e (∀x : flag)?up(down(x))=false. Por
outro lado, uma vez que (∀x : flag)?up(rev(x))=not(?up(x)), tem-se que
?up(rev(xflag))=?up(rev(yflag))
e´ o mesmo que not(?up(xflag))=not(?up(yflag)), o que se verifica, uma vez que
?up(xflag) = ?up(yflag). Prova-se desta forma que ≈AC e´ relac¸a˜o de congrueˆncia escon-
dida, e portanto, ≈AObs=≈AC . Assim, a conjunc¸a˜o infinita de contextos em Beh passa a
finita pela substituic¸a˜o de CObsΣFLAGS por {?up(zflag),zbool}.
Agora,
FLAGS |=≈Obs rev(rev(x))=x sse FLAGS+〈L(FLAGS), AxBeh[∼]〉 |=≈AC rev(rev(x)) ∼flag x,
onde AxBeh[∼] =
∧
s∈S AxBeh[∼s] e´ definido por
AxBeh[∼bool] = ∀x, y:bool.[x ∼bool y⇔ x=y], e
AxBeh[∼flag] = ∀x, y:flag.[x ∼flag y⇔ ?up(x)=?up(y)].
De facto, ?up(rev(rev(x)))=not(?up(rev(x)))=not(not(?up(x)))=?up(x), e por-
tanto FLAGS+ 〈L(FLAGS), AxBeh[∼]〉 |=≈AC rev(rev(x)) ∼flag x, tal como se pretendia.

5Em [Mar04, Exemplo 1.2.3.3] pode-se encontrar um exemplo de um modelo observacional desta
especificac¸a˜o que na˜o satisfaz estritamente esta propriedade.
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Tal como ja´ foi referido, contrariamente ao que aconteceu no exemplo anterior,
muitas vezes e´ imposs´ıvel encontrar conjuntos finitos de contextos C substitu´ıveis pelo
conjunto de contextos CObsΣ . Quando tal acontece, procede-se a` introduc¸a˜o de uma parte
escondida na especificac¸a˜o SP (ver Secc¸a˜o 3.5.1). O crite´rio que se segue caracteriza
a parte escondida para a axiomatizac¸a˜o da igualdade observacional total. Observe-se
que esta caracterizac¸a˜o generaliza tambe´m o caso da axiomatizac¸a˜o sem parte escon-
dida, uma vez que esta pode ser vista como o caso onde HID= 〈∅, ∅〉. Segue-se a
caracterizac¸a˜o das axiomatizac¸o˜es finita´rias de ≈Obs:
Teorema 3.5.14. [BH96, Teorema 7.11] Seja C uma classe de Σ-a´lgebras. Seja
HID = reach 〈ΣH ,AxH〉 by ΩH , com Σ ⊆ ΣH . Sejam CH um conjunto arbitra´rio de
ΣH-contextos, e HBeh[CH] o seguinte S-conjunto de ΣH-fo´rmulas definidas para cada




∀V ar(cH)cH [xs] = cH [ys].
Enta˜o, (HID,HBeh[CH]) e´ uma axiomatizac¸a˜o finita´ria com parte escondida da igual-
dade comportamental ≈Obs a respeito de C se:
1. (C + HID) Σ= C;
2. Para qualquer ΣH-a´lgebra AH ∈ [C + HID], ALHBeh(AH) |= Cong∼Σ , isto e´,




f , onde para
cada f ∈ Ωs1···sn,s,
Cong∼f = ∀x1, y1 : s1, . . . , xn, yn : sn.[(
∧
1≤i≤n
xi ∼si yi)⇒ f(x1, . . . , xn) ∼s f(y1, . . . , yn)];
3. existe um conjunto (possivelmente infinito) C ⊆ CObsΣ tal que para todo o s ∈ Obs,
zs ∈ C, e tal que satisfac¸a as seguintes condic¸o˜es:
 Para cada s ∈ S, para cada cH ∈ CH , e para cada α : XH → AH , existe um
contexto c ∈ C(s), e um β : X → AH tais que para qualquer a ∈ (AH)s se
tem Iβa(c) = Iαa(cH), onde Iαa e Iβa sa˜o as u´nicas extenso˜es de Iα e de Iβ
definidas por Iαa(zs) = Iβa(zs) = a;
 Para cada s ∈ S, para cada c ∈ C(s), e para cada α : X → AH , existe um
contexto cH ∈ CH , e um β : XH → AH tais que para qualquer a ∈ (AH)s se
tem Iβa(cH) = Iαa(c), onde Iαa e Iβa sa˜o as u´nicas extenso˜es de Iα e de Iβ
definidas por Iαa(zs) = Iβa(zs) = a.
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Apresenta-se de seguida a axiomatizac¸a˜o finita´ria com parte escondida da igualdade
observacional da especificac¸a˜o STREAM do Exemplo 3.1.11. Esta escolha e´ interessante,
na medida em que em [Wol87]6 e´ demonstrada a impossibilidade de especificar esta
igualdade a partir de um conjunto finito de axiomas:
Exemplo 3.5.15 (STREAM (Adaptado de [BH96])). Considere-se a especificac¸a˜o
STREAM do Exemplo 3.1.11. O conjunto dos contextos cruciais de ΣSTREAM e´ o conjunto
{zelt, top(zstream)}. Obviamente, este conjunto na˜o e´ suficiente para axiomatizar a
igualdade observacional ≈AObs, uma vez que so´ considera os elementos do topo das
streams e intuitivamente se compreende que duas streams sa˜o observacionalmente
iguais, quando possuem os mesmos elementos elt, segundo a mesma ordem. Por esta
raza˜o, o conjunto de contextos a considerar teria de ser {head(tailn(zstream))|n ∈
N}+ {zelt}. Considere-se a seguinte especificac¸a˜o HID:
Spec HID = enrich NAT + STREAM by
[OP]




onde NAT representa a especificac¸a˜o cla´ssica dos nu´meros naturais. Agora, pelo uso do
novo s´ımbolo de func¸a˜o headn(n,s), ja´ e´ poss´ıvel definir um conjunto finito de contex-
tos para axiomatizar finitamente a igualdade observacional, nomeadamente o conjunto
CH = {headn(n,zstream), zelt} e a axiomatizac¸a˜o finita´ria com parte escondida:
HBeh[CH ]Stream(sL,sR) = ∀n:nat.[headn(n,sL)=headn(n,sR)],
HBeh[CH ]elt(xelt, yelt) = [xelt = yelt].
Tem-se que
L(Sig(STREAM)) = Sig(STREAM) ∪ {∼stream: stream× stream},
F inAxHBeh[CH ] = ∀sL,sR:stream.[sL ∼stream sR⇔ (∀n:nat.headn(n,sL)=topn(n,sR))], e
CongSig(STREAM)[∼] = ∀sL,sR:stream,∀x:elt. [(sL ∼stream sR) ⇒ x::sL ∼stream
x::sR ∧tail(sL) ∼stream tail(sR) ∧ head(sL) ∼stream head(sR)].
6Neste trabalho, a especificac¸a˜o STREAM aparece denominada por especificac¸a˜o STACK;
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Observe-se que o ponto 3. do crite´rio anterior verifica-se sempre, uma vez que
para toda a valorac¸a˜o α : X → N, o CH-contexto headn(x,zstream) corresponde ao
CObsSTREAM-contexto head(tailα(x)(zstream)), e vice versa.
Assim, dada uma ΣSTREAM-a´lgebra A tal que HID seja extensa˜o conservativa de A,
e que
A+ HID + 〈L(Sig(STREAM)), F inAxHBeh[CH ]〉 |= CongSig(STREAM)[∼], tem-se que
A |=≈Obs φ sse A+ HID + 〈L(Sig(STREAM)), F inAxHBeh[CH ]〉 |= L(φ),
e portanto, para verificar se A realiza correctamente STREAM, basta verificar se para
todos os axiomas φ de STREAM, A+ HID + 〈L(Sig(STREAM)), F inAxHBeh[CH ]〉 |= L(φ).

Construc¸a˜o de Axiomatizac¸o˜es Finita´rias para Igualdades Observacionais
Arbitra´rias
Tal como foi referido na Secc¸a˜o 3.5.1, apresenta-se em [BH96] um me´todo a partir
do qual se constroem axiomatizac¸o˜es finita´rias para qualquer igualdade observacional
parcial em qualquer classe de a´lgebras.
Apresenta-se nesta Secc¸a˜o a particularizac¸a˜o deste me´todo ao caso total. Considere-
se a seguinte definic¸a˜o:
Definic¸a˜o 3.5.16 (Codificac¸a˜o da definic¸a˜o de contextos). Sejam Σ = (S,Ω) as-
sinatura e Obs ⊆ S conjunto dos ge´neros observa´veis de Σ. Seja HID[Σ, Obs] =
reach 〈ΣH ,ΦH〉 by RH , com ΣH = (SH ,ΩH) a especificac¸a˜o definida da seguinte
forma:
1. Seja Ar[Σ] = {s′ → s|s, s′ ∈ S,
e existe pelo menos um contexto do ge´nero s com varia´vel contextual s’};
2. SH = S ∪ {s[s′→s]|s′ → s ∈ Ar[Σ]};
3. Define-se ΩH como sendo o menor conjunto de s´ımbolos de func¸a˜o tal que:
(a) Para cada s ∈ S, uma constante ks ∈ ΩHs[s→s];
(b) Para cada f : s1, . . . , sn → s ∈ Σ, para cada i ∈ {1, . . . , n} e, para cada s′
tal que s′ → si ∈ Ar[Σ], fi,s′ : s1, . . . , s[s′→si], . . . , sn → ss′→s ∈ ΣH ;
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(c) Para cada s′ → s ∈ Ar[Σ], applys′→s ∈ ΩHs[s′→s]s′,s;
4. RH = (SR,ΩR), onde
(a) SR = SH \ S;
(b) ΩR = {ks|s ∈ S} ∪ {fi,s′ |f : s1, . . . , sn → s ∈ Σ, 1 ≤ i ≤ n e s′ → si ∈
Ar[Σ]};
5. Os axiomas ΦH :
 Para cada s ∈ S, (∀xs :Xs).applys→s(ks, xs) = xs;
 Para cada s′ → s ∈ Ar[Σ] e para cada fi,s′ um axioma:
(∀x : X).applys′→s(fi,s′(x1, . . . , ci, . . . , xn), xs′) = f(x1, . . . , applys′→si(ci, xs′), . . . , xn).
Proposic¸a˜o 3.5.17. [BH96, Proposic¸a˜o 7.13] Considere-se a especificac¸a˜o HID[Σ, Obs]
definida como em cima e o seguinte conjunto de contextos:
CH = {applys′→s(ctx, zs′)|s′ → s ∈ Ar[Σ], s ∈ Obs e ctx varia´vel arbitra´ria mas fixa do ge´nero ss′→s},
e seja HBeh[CH ] a seguinte famı´lia de ΣH-fo´rmulas, definida para cada s ∈ S da
seguinte forma:
HBehCHs (xs, ys) =
∧
cH∈CH(s)
∀V ar(cH)cH [xs] = cH [ys].
Tem-se (HID[Σ, Obs],HBehCH ) e´ uma axiomatizac¸a˜o finita´ria da igualdade observacio-
nal ≈Obs relativamente a qualquer classe C de Σ-a´lgebras.
Observe-se que nesta axiomatizac¸a˜o os contextos sa˜o encarados como elementos de
novos ge´neros constru´ıdos no me´todo. Tem-se assim que, caso se pretenda proceder a`
verificac¸a˜o de propriedades observacionais numa especificac¸a˜o por este me´todo, a com-
plexidade da construc¸a˜o destes ge´neros e´ a mesma que se encontra, por exemplo, numa
prova de propriedades observacionais via induc¸a˜o sobre contextos (ver Secc¸a˜o 4) sendo,
portanto, o interesse destas axiomatizac¸o˜es finita´rias puramente teo´rico. Apresentam-
se de seguida dois exemplos “extremos”da construc¸a˜o de axiomatizac¸o˜es finita´rias por
este me´todo:
Exemplo 3.5.18. Sejam Σ = ({s, v}, {fn : s → v|n ∈ N}) uma assinatura, Obs =
{v} um conjunto de ge´neros observa´veis e SP = 〈Σ, ∅〉 uma especificac¸a˜o. Tem-se
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obviamente que a igualdade observacional ≈v na˜o e´ axiomatiza´vel de forma finita´ria.
Seguindo o me´todo descrito na proposic¸a˜o anterior tem-se que,
CΣ = {fi(zs)|i ∈ N} ∪ {zs, zv}, e
CObsΣ = {fi(zs)|i ∈ N} ∪ {zv},
pelo que, por 1.,
A[Σ] = {s→ v, s→ s, v → v},
e de acordo com 2.,
SH = {s, v} ∪ {s[s→v], s[s→s], s[v→v]}.
De acordo com 3. obte´m-se:
ΩH = {fn : s→ v|n ∈ N} ∪ {ks, kv}∪
{applyv→v : sv→vv → v, applys→s : s[s→s]s→ s, applys→v : s[s→v]s→ v}.
Para RH = (SR,ΩR), tem-se que
SR = SH \ S = {s[s→v], s[s→s], s[v→v]}, e
ΩR = {ks, kv} ∪ {fi1,s|i ∈ N},
e para ΦH tem-se o seguinte conjunto de axiomas:
 (∀xv :Xv).applyv→v(kv, xv) = xv;
 (∀xs :Xs).applys→s(ks, xs) = xs;
 para cada i ∈ N (∀xs :Xs).applys→v(fi1,s(zs), xs) = fi(xs).
De acordo com a proposic¸a˜o anterior, tem-se que
CH = {applyv→v(ctx, zs′), ctx ∈ s[v→v]} ∪ {applys→v(ctx, zs′), ctx ∈ s[s→v]},
que como se pode observar “gera o conjunto”
{zv} ∪ {fi(zs)|i ∈ N},
que na˜o e´ mais do que CObsΣ . Enta˜o, a seguinte famı´lia de equac¸o˜es axiomatiza a
igualdade observacional:
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AxHBehCH :
[x ∼s ys ⇔ (∀ctx:ss→v).applys→v(ctx, xs) = applys→v(ctx, ys)],
[x ∼v yv ⇔ (∀ctx:sv→v).applyv→v(ctx, xv) = applys→v(ctx, yv)].
Considere-se agora o caso em que se tem a assinatura Σ = ({v}, {f, g : v → v})
com o conjunto de ge´neros observa´veis Obs = {v}. Tem-se agora que,
CΣ = {h1(h2(· · ·hn(zv)))|i ∈ N, hi ∈ {f, g}} ∪ {zv} = CObsΣ ,
pelo que, por 1.,
A[Σ] = {v → v},
e de acordo com 2.,
SH = {v} ∪ {s[v→v]}.
De acordo com 3. obte´m-se:
ΩH = {f, g : v → v} ∪ {kv} ∪ {applyv→v : s[v→v]v → v}.
Para RH = (SR,ΩR), tem-se que
SR = s[v→v],
ΩR = {kv} ∪ {f1,s, g1,s},
e para AxH tem-se o seguinte conjunto de axiomas:
 (∀xv :Xv).applyv→v(kv, xv) = xv;
 (∀xs :Xs).applyv→v(f1,s(zs), xs) = f(xs);
 (∀xs :Xs).applyv→v(g1,s(zs), xs) = g(xs).
De acordo com a proposic¸a˜o anterior, tem-se que
CH = {applyv→v(ctx, zs′), ctx ∈ s[v→v]},
que como se pode observar “gera o conjunto”7 CObsΣ . Enta˜o, a seguinte equac¸a˜o axio-
matiza a igualdade observacional:
AxHBehCH :
[xv ∼v yv ⇔ (∀ctx:sv→v).applyv→v(ctx, xv) = applys→v(ctx, yv)].

7Note-se que termos do tipo f(g(· · · (xv))) tambe´m sa˜o entendidos como varia´veis do sort sv→v,
uma vez que sa˜o resultado de aplicac¸o˜es das func¸o˜es {f1,s, g1,s}, que por definic¸a˜o sa˜o de aridade
sv→vv → sv→v.
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Em [BH96], o estudo da axiomatizac¸a˜o finita´ria da igualdade observacional tambe´m
e´ feito para o caso parcial. Por forma a contornar a infinitaridade provocada pela veri-
ficac¸a˜o da definibilidade dos termos (ver Exemplo 3.5.8), introduzem-se novos s´ımbolos
de predicado (DH)s axiomatizados (se necessa´rio por novos s´ımbolos de func¸a˜o). Para
o caso da axiomatizac¸a˜o geral da igualdade observacional parcial, e´ proposta a codi-
ficac¸a˜o dos termos de TΣ(XIn) na parte escondida, especificando a sua aplicac¸a˜o por
novos s´ımbolos de func¸a˜o da parte escondida.
3.6 Sistema de Prova para Especificac¸o˜es Estrutu-
radas com Operadores Comportamentais
Estende-se nesta secc¸a˜o o sistema de prova para especificac¸o˜es estruturadas apresentado
na Secc¸a˜o 2.5 ao caso das especificac¸o˜es estruturadas com operadores comportamentais.
Este sistema e´ apresentado em [Hen97], havendo outros sistemas similares na literatura
adequados a` escolha de outros operadores.
Definic¸a˜o 3.6.1. O sistema de prova para especificac¸o˜es estruturadas apresentado na
Definic¸a˜o 2.5.3 e´ estendido ao trabalho com especificac¸o˜es com reachability constraints
pela introduc¸a˜o dos seguintes axiomas e regras de infereˆncia:
reach SP with ΩR ` GENs para todos os s ∈ Sort(Sig(SP ))
SP ` φ
reach SP with ΩR ` φ
SP ` φi, {φi|i ∈ I} ` φ
SP ` φ
Definic¸a˜o 3.6.2. Sejam 〈L(Σ), AX[∼]〉 especificac¸a˜o da igualdade observacional ≈Obs,In
(Definic¸a˜o 3.5.7), e HID + 〈L(Σ), F inAX[∼]〉 a especificac¸a˜o finita´ria com parte es-
condida de ≈Obs,In relativamente a [SP ]. O sistema de prova para especificac¸o˜es es-
truturadas apresentado na Definic¸a˜o 2.5.3 e´ estendido ao trabalho com especificac¸o˜es
com operadores observacionais pela introduc¸a˜o dos seguintes axiomas:
SP ` φ
(behaviour SP wrt ≈Obs,In) + 〈L(Σ), AX[∼]〉 ` L(φ)
(behaviour SP wrt ≈Obs,In) + 〈L(Σ), AX[∼]〉 ` φ
(behaviour SP wrt ≈Obs,In) ` φ
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SP + 〈L(Σ), AX[∼]〉 ` L(φ)
SP/ ≈Obs,In` φ
SP + HID + 〈L(Σ), F inAX[∼]〉 ` L(φ)
SP/ ≈Obs,In` φ
O Teorema que se segue estabelece a correcc¸a˜o e adequac¸a˜o do sistema de prova
em cima definido:
Teorema 3.6.3. [Hen97, Apeˆndice F] Seja SP uma especificac¸a˜o sobre a assinatura
Σ e φ uma Σ-a´lgebra. Tem-se que
SP |= φ sse SP ` φ.
Cap´ıtulo 4
O Caso flat Observacional - Outras
Abordagens
Tal como ja´ foi referido, o estudo da semaˆntica observacional de sistemas de software
tem um grande potencial na aplicac¸a˜o das pra´ticas de ana´lise e desenvolvimento de pro-
gramas. Por esta raza˜o, existem na literatura va´rios trabalhos com o objectivo de criar
algoritmos eficientes para a verificac¸a˜o observacional de propriedades e outros no sen-
tido de abordar o paradigma a um n´ıvel mais abstracto, por forma a analisa´-lo e estuda´-
lo com recurso a conhecimentos de a´reas mais teo´ricas da matema´tica. Apresentam-se
nesta Secc¸a˜o duas abordagens a este assunto: uma primeira, de orientac¸a˜o mais pra´tica
desenvolvida por J. Goguen e seus seguidores (Secc¸a˜o 4.1) e, uma segunda mais teo´rica,
desenvolvida por M. Martins e D. Pigozzi, na qual se aborda o assunto com base nos
resultados da Lo´gica Alge´brica Abstracta (Secc¸a˜o 4.2).
Efectivamente, o contributo das abordagens escolhidas e´ muito significativo, na
medida em que, por exemplo, em resultado dos trabalhos do grupo de Goguen, sur-
giram alguns dos mais eficientes algoritmos de verificac¸a˜o observacional dispon´ıveis
ate´ ao momento e, dos da Lo´gica Alge´brica Abstracta, uma compreensa˜o do assunto
a um n´ıvel mais abstracto, obtido pelo recurso a conceitos de cariz mais teo´rico (por
exemplo, a utilizac¸a˜o das propriedades da congrueˆncia de Leibniz ). Contudo, existem
outros trabalhos e abordagens que poderiam figurar nesta escolha, como sa˜o os exem-
plos das abordagens de R. Diaconescu e K. Futatsugi [DF00] e de A. Bohoula e M.
Rusinowitch (cf. [BBR98]). A abordagem de R. Diaconescu e K. Futatsugi e´ muito
pro´xima da apresentada na Secc¸a˜o 4.1. Os algoritmos desenvolvidos por este grupo
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esta˜o implementados nas ferramentas de verificac¸a˜o da linguagem de especificac¸a˜o Ca-
feOBJ (ver http://www.ldl.jaist.ac.jp/cafeobj/). A abordagem de A. Bohoula e M.
Rusinowitch, distingue-se das abordagens de Goguen e Diaconescu, na medida em que
se apoia no princ´ıpio da induc¸a˜o contextual ou induc¸a˜o estrutural sobre os contextos,
contrariamente a`s anteriores, que se apoiam nos princ´ıpios da coinduc¸a˜o (Secc¸a˜o 4.1.2).
A induc¸a˜o contextual e´ um princ´ıpio de verificac¸a˜o observacional de propriedades in-
troduzido em [Hen90] que tem por base o conceito de induc¸a˜o estrutural :
Princ´ıpio da induc¸a˜o contextual:
Sejam Σ = (S,Ω) uma assinatura heteroge´nea, Obs ⊆ S um conjunto de ge´neros
observa´veis e ti ∈ TΣ(X)si para i ∈ {1, . . . , n}. A propriedade P (c) verifica-se para
todos os contextos c ∈ CObsΣ se:
1. P (zs) se verifica em todos os s ∈ Obs;
2. Para todos os contextos da forma f(t1, . . . , ti−1, c, ti+1, . . . , tn) tais que f : s1, . . . sn →
s ∈ Σ, s ∈ Obs e c contexto sobre Σ do ge´nero si, tem-se que
P (f(t1, . . . , ti−1, c, ti+1, . . . , tn))
sempre que se verifica P (c′) para todos os subcontextos observa´veis c′ de c.
Desta forma, para se provar a igualdade observacional de dois elementos a, b do
ge´nero s, prova-se que a propriedade c[a] = c[b] e´ verdade para todos os contex-
tos de CObsΣ (s). Por forma a efectuar este tipo de prova eficientemente, A. Bohoula
e M. Rusinowitch recorrem a algumas te´cnicas de verificac¸a˜o indutiva por eles an-
teriormente investigadas, por exemplo, em [BR95, Bou97]. Destes trabalhos sur-
gem os algoritmos de verificac¸a˜o observacional publicados em [BBR98, BR02], e pos-
teriormente implementados na ferramenta de verificac¸a˜o observacional SPIKE (ver
http://www.loria.fr/equipes/cassis/softwares/spike/).
4.1 Abordagem de Goguen
Segundo a Definic¸a˜o 3.1.1, todos os contextos constru´ıdos a partir de todos os s´ımbolos
de operac¸a˜o de Σ e pelas varia´veis de Input sa˜o considerados na definic¸a˜o de Σ-igualdade
observacional parcial. Noutras abordagens a` observabilidade, como sa˜o os casos das
abordagens dos grupos de J. Goguen e de R. Diaconescu (cf. [GM00, GM99, Ros¸00,
DF02]), apenas um subconjunto Γ dos s´ımbolos de operac¸a˜o de Σ, denominado por
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conjunto das operac¸o˜es congruentes, e´ utilizado na definic¸a˜o dos contextos a conside-
rar em ≈ΓObs. Grande parte dos me´todos de prova dispon´ıveis para a verificac¸a˜o de
propriedades observacionais (nomeadamente os apresentados na Secc¸a˜o 4.1.2), foram
desenvolvidos segundo este formalismo, raza˜o pela qual se apresentam na Secc¸a˜o 4.1.1
algumas definic¸o˜es e notac¸a˜o relativas a esta abordagem.
4.1.1 Alguma notac¸a˜o e terminologia
Tal como foi referido, segundo algumas abordagens, apenas alguns s´ımbolos de func¸a˜o
sa˜o considerados para a construc¸a˜o do conjunto de contextos observa´veis. Este princ´ıpio
esta´ na base do conceito de Γ-Igualdade observacional :
Definic¸a˜o 4.1.1 (Γ-Igualdade observacional). Sejam Σ = (S,Ω) uma assinatura,
Obs ⊆ S conjunto de ge´neros observa´veis, A uma Σ-a´lgebra e Γ uma subassinatura
de Σ. Define-se Γ-Igualdade Observacional em A segundo Obs como sendo a relac¸a˜o
≈ACObsΓ , isto e´, como sendo a igualdade contextual total em A induzida pelo conjunto dos
Γ-contextos observa´veis. A relac¸a˜o de Γ-igualdade observacional em A denota-se por
≈ΓObsA. Define-se tambe´m ≈ObsΓ como sendo a famı´lia de relac¸o˜es (≈ObsΓ )A∈Alg(Σ).
De forma ana´loga, definem-se numa a´lgebra A os conceitos de Γ-congrueˆncia e
Γ-congrueˆncia escondida. Segundo esta abordagem, uma especificac¸a˜o (flat) SP =
〈Σ,Φ〉, e´ tambe´m munida por uma subassinatura Γ de Σ, podendo ser representada na
forma SP = 〈(Σ,Γ),Φ〉 (a especificac¸a˜o SP = 〈Σ,Φ〉 com subassinatura de operac¸o˜es
congruentes Γ).
Este formalismo e´, segundo os autores, a forma mais natural de lidar com o na˜o
determinismo de especificac¸o˜es . Este na˜o determinismo e´ apontado como um aspecto
inerente a` especificac¸a˜o alge´brica de programas e refere-se ao grau de liberdade da
interpretac¸a˜o das operac¸o˜es numa especificac¸a˜o. Observe-se que o na˜o determinismo
de uma especificac¸a˜o SP na˜o tem a ver com o determinismo das operac¸o˜es dos seus
modelos, mas sim com o determinismo da especificac¸a˜o na escolha dos modelos, isto
e´, tem-se que dado um modelo P ∈ [SP ], a escolha de uma func¸a˜o fP tal que f ∈
Σ \ Γ, faz-se em absoluta liberdade aos requisitos da especificac¸a˜o (desde que obedec¸a
a` natureza dos ge´neros), sendo que fP tem de ser uma func¸a˜o determinista. E´ tambe´m
natural a presenc¸a deste conceito no processo de refinamento (ver Secc¸o˜es 2.4 e 3.4),
onde em cada passo do processo se incrementa o grau de determinismo da especificac¸a˜o
inicial. Este assunto e´ apresentado, por exemplo, em [GM99].
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A introduc¸a˜o da subassinatura Γ de operac¸o˜es congruentes, requer uma adaptac¸a˜o
no conceito de sistema de reescrita (Secc¸a˜o 2.6), por forma a ser poss´ıvel reescrever
correctamente termos com operac¸o˜es na˜o congruentes (em Γ \ Σ). Desta adaptac¸a˜o
resultam os sistemas de reescrita Γ-observacionais apresentados, por exemplo, em
[GLR00a]. Define-se de seguida a relac¸a˜o de reescrita Γ-observacional:
Definic¸a˜o 4.1.2 (Relac¸a˜o de reescrita Γ-observacional). Seja SP = 〈(Σ,Γ),Φ〉 uma
especificac¸a˜o e Obs o conjunto de ge´neros observa´veis da assinatura Σ. A relac¸a˜o de
reescrita Γ-observacional associada ao sistema de reescrita R(SP ) com respeito a Obs
e´ a mais pequena relac¸a˜o Γ tal que:
 α(l) Γ α(r) para toda a regra l  r ∈ R(SP ) e para toda a valorac¸a˜o α : X →
TΣ(X);
 Se t Γ t
′ e t, t′ ∈ TΣ(X)s para s ∈ Obs, enta˜o σ(W, t) Γ σ(W, t) para todo o
σ ∈ Der(Σ);
 Se tΓ t
′ e t, t′ ∈ TΣ(X)s para s ∈ S \Obs, enta˜o δ(W, t)Γ δ(W, t) para todo o
δ ∈ Γ.
Em [GLR00a, Secc¸a˜o 3.2], e´ apresentado um algoritmo que adapta os verificadores
automa´ticos que suportem reescrita standard a` reescrita Γ-observacional. Este algo-
ritmo e´ denominado por PaintΣ,Γ e esta´ actualmente implementado no verificador
BOBJ.
Todos os me´todos que se trabalham nesta Secc¸a˜o sa˜o para a verificac¸a˜o |=≈ΓObs ,
sendo a sua particularizac¸a˜o ao caso |=≈Obs directa (caso se fac¸a Γ = Σ).
Uma outra diferenc¸a entre a abordagem destes autores e a abordagem central do
texto tem a ver com o conceito de modelo observacional de uma especificac¸a˜o. En-
quanto que no presente texto se entende por SP |=≈obs φ a satisfac¸a˜o [SP ] |=≈Obs φ,
estes autores entendem [behaviour SP wrt ≈Obs ] |=≈Obs φ.
4.1.2 Me´todos de Verificac¸a˜o Γ-Observacional
Apresentam-se nesta Secc¸a˜o alguns algoritmos de prova de propriedades observacionais
implementados em algumas ferramentas de verificac¸a˜o, nomeadamente nos verificadores
da famı´lia OBJ.
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Hidden Coinduction
O Teorema 3.1.21 esta´ na base de grande parte dos me´todos de verificac¸a˜o observacional
de sistemas, nomeadamente nos me´todos coindutivos implementados nos verificadores
de teoremas observacionais BOBJ e CafeOBJ [NSF]. O Teorema que se segue generaliza
o Teorema 3.1.21 ao caso das Γ-congrueˆncias:
Teorema 4.1.3. Sejam Σ uma assinatura, Γ uma subassinatura de Σ e A uma Σ-
a´lgebra. Tem-se que a Γ-igualdade observacional em A e´ a maior Γ-congrueˆncia es-
condida nessa a´lgebra.
Assim, para provar a Γ-igualdade observacional entre dois elementos de uma Σ-
a´lgebra, basta encontrar uma Γ-congrueˆncia escondida nessa a´lgebra e provar que esses
elementos sa˜o congruentes por essa relac¸a˜o:
Algoritmo 1 (Hidden Coinduction). Sejam Σ = (S,Ω) uma assinatura, Γ uma subas-
sinatura de Σ, Obs ⊆ S um conjunto de ge´neros observa´veis e A uma Σ-a´lgebra. Para
provar que a≈ΓObsAa′, para a, a′ ∈ As, s ∈ S, fazer:
1. Definir uma relac¸a˜o bina´ria ≈cand em A;
2. Mostrar que ≈cand e´ uma Γ-congrueˆncia escondida em A;
3. Mostrar que a ≈cand a′;
A relac¸a˜o ≈cand e´ denominada por relac¸a˜o candidata.
Exemplo 4.1.4 (FLAGS [GM99]). Considere-se a especificac¸a˜o FLAGS apresentada
no Exemplo 3.1.10. Dada uma ΣFLAGS-a´lgebra A ∈ [FLAGS], pretende-se provar por
Hidden Coinduction que A |=≈ΓObs rev(rev(x))=x, para Γ = ΣFALGS. Defina-se a
relac¸a˜o bina´ria θ da seguinte forma: para todos os elementos f1, f2 ∈ Aflag, para




b1θboolb2 sse b1 = b2.
Tem-se que θ e´ uma relac¸a˜o de congrueˆncia escondida em A, uma vez que coincide
com a relac¸a˜o = no ge´nero observa´vel bool e e´ congruente com as operac¸o˜es de FLAGS
(Exemplo 3.5.13). Portanto A |=≈ΓObs rev(rev(x))=x.

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No Exemplo 4.1.4 foi poss´ıvel definir uma relac¸a˜o candidata em A exclusivamente a`
custa dos atributos da especificac¸a˜o, isto e´, a` custa de func¸o˜es de resultado observa´vel
com um u´nico elemento na˜o observa´vel. Muitas vezes isto na˜o e´ poss´ıvel e, por forma
a conseguir definir a relac¸a˜o candidata, estende-se a especificac¸a˜o de forma adequada.
Naturalmente, esta extensa˜o tem que ser conservativa, no sentido em que Sig(SP ) ⊆
Sig(SP ′) e que para todo o modelo A ∈ [SP ], exista A′ ∈ [SP ′] tal que A′ Sig(SP )= A.
O exemplo que se segue ilustra uma extensa˜o deste tipo:
Exemplo 4.1.5 (STREAM ([Ros¸00])). Considere-se a especificac¸a˜o STREAM do Exem-
plo 3.1.11. Pretende-se provar STREAM |=≈ΓObs (∀s:stream).head(s)::tail(s)=s. Tem-
se intuitivamente que duas streams sa˜o observacionalmente iguais se tiverem os mes-
mos elementos pela mesma ordem. Contrariamente ao que acontece no exemplo ante-
rior, na˜o e´ poss´ıvel definir uma relac¸a˜o candidata exclusivamente a` custa de atributos.
Por exemplo, a relac¸a˜o s ≈cand s’ sse head(s)=head(s’), na˜o e´ congrueˆncia escon-
dida, uma vez que head(s)=head(s’) na˜o implica que head(tail(s))=head(tail(s’)).
Por forma a conseguir denotar os contextos head(tail( · · · (tail(s)))), considere-se
a seguinte extensa˜o da especificac¸a˜o STREAM:
Spec STREAMheadn=enrich STREAM + NAT by
[OP]




Donde se deduz directamente que:
1. headn(0,e::l)=e;
2. headn(s(n),e::l)=headn(n,l);
Considere-se agora uma ΣSTREAM -a´lgebra A ∈ [STREAM] arbitra´ria e uma relac¸a˜o θA
definida como sendo a igualdade estrita para os ge´neros elt e nat, e definida para
stream como:
lθAstreaml’ sse para todo o n ∈ nat, headnA(n,l) = headnA(n,l’).
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Seja por hipo´tese lθAstreaml’. Pela definic¸a˜o de θ
A
stream, tem-se que para todo o n ∈
nat, headnA(n,l) = headnA(n,l’), e assim headnA(sA(n),l) = headnA(sA(n),l’),
donde para todo o n ∈ nat
headnA(n,tailA(l)) = headnA(n,tailA(l’)),
ou seja, tailA(l)θAstreamtail
A(l’). Tem-se assim que θAstream e´ congrueˆncia escon-
dida. Uma vez que STREAMheadn e´ extensa˜o conservativa de STREAM, so´ falta provar
que
headA(l)::AtailA(l)θAstreaml.
Caso n=0, tem-se por (1) que
headnA(0,headA(l)::AtailA(l)) = headA(l)=headn(0,l).
Por outro lado, tem-se tambe´m que
headnA(sA(n),headA(l)::AtailA(l)) = headnA(n,tailA(l)) = headnA(sA(n),l),
e assim, tem-se por induc¸a˜o que headA(l)::AtailA(l)θAstreaml. Uma vez que A ar-
bitra´ria, chega-se a STREAM |=≈ΓObs (∀l:stream).head(l)::tail(l)=l.

O me´todo coindutivo aqui descrito aparece na literatura como hidden coinduction
e pode ser encontrado, por exemplo, em [GM00, GM99]. Contudo, este me´todo ainda
requer intervenc¸a˜o humana na escolha da relac¸a˜o candidata ≈cand. A automatizac¸a˜o
do processo de coinduc¸a˜o tem vindo a ser estudada ao longo dos tempos, tendo os
trabalhos do grupo de J. Goguen um papel de grande relevaˆncia no que respeita a`
construc¸a˜o de me´todos eficientes para este tipo de prova. Dos seus trabalhos, resulta-
ram os me´todos da Hidden Coinduction, Behavioural Coinductive Rewriting, Circular
Coinductive Rewriting e por fim o Conditional Circular Coinductive Rewriting with
Case Analysis segundo os pro´prios autores: “(...)seems to be the most powerful auto-
mated proof technique now available for behavioral equivalence(...)”(in [GLR02]).Note-
se que esta eficieˆncia na˜o se refere apenas a` rapidez ou complexidade algor´ıtmica dos
me´todos, mas tambe´m a` gama de casos verifica´veis por cada um, na medida em que,
tal como se apresenta no Cap´ıtulo 5, na˜o existem algoritmos que verifiquem todos os
teoremas observacionais em todas as especificac¸o˜es. Em [Ros¸00, Cap´ıtulo IV], pode ser
encontrada uma apresentac¸a˜o retrospectiva do aparecimento desta famı´lia de algorit-
mos (ate´ ao ∆-coinduc¸a˜o circular rewriting), sendo este factor bem explorado.
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A ∆-Coinduc¸a˜o
Tal como foi referido anteriormente, o processo coindutivo apresentado em cima, ne-
cessita de intervenc¸a˜o humana na escolha da relac¸a˜o candidata. Os primeiros passos
dados na automatizac¸a˜o deste me´todo foram no sentido de procurar um conjunto (fi-
nito) de contextos ∆ que de alguma maneira gerasse todo o conjunto CObsΓ , por forma
a induzir uma relac¸a˜o de congrueˆncia escondida ≈∆Obs tal que, dada um Σ-a´lgebra A,
≈∆ObsA ≤ ≈ΓObsA. A definic¸a˜o que se apresenta de seguida, aparece inicialmente em
[BH99] como conjunto completo de contextos :
Definic¸a˜o 4.1.6 (Conjunto completo de observadores). Sejam Σ assinatura e ∆ ⊆ CΣ
um conjunto de contextos de Σ. ∆ diz-se conjunto completo de observadores, se e so´
se para todo o contexto observa´vel c ∈ CObsΣ , existe um subcontexto de c em ∆.
Sa˜o exemplos de conjuntos completos de observadores da assinatura ΣSTREAM





Para o mesmo propo´sito, define-se em [RG00, Definic¸a˜o 14], o conceito de co-
base forte de coinduc¸a˜o1, generalizado posteriormente em [GR99b, Definic¸a˜o 2.6] pelo
conceito de cobase de coinduc¸a˜o:
Definic¸a˜o 4.1.7 (Cobase de coinduc¸a˜o). Sejam SP = 〈(Σ,Γ),Φ〉 uma especificac¸a˜o,
Obs ⊆ S um conjunto de ge´neros observa´veis (para S conjunto de ge´neros de Σ),
SP ′ = 〈(Σ′,Γ′),Φ′〉 uma extensa˜o conservativa de SP , e ∆ ⊆ Σ′. O conjunto ∆ e´ uma
cobase para SP , se para todos os termos t, t′ ∈ TΣ(X)s tais que s ∈ S \ Obs se tem
que, se para todo δ ∈ ∆ apropriado, se verifica SP |=≈ΓObs (∀X)(∀V ar(γ)).δ(t)=δ(t′),
enta˜o SP ′ |=≈Γ′Obs (∀X).t=t
′.
A Proposic¸a˜o que se segue, estabelece uma forma de construir cobases ∆ para o
processo de ∆-coinduc¸a˜o:
1Aparece inicialmente denominado por Cobase de coinduc¸a˜o, na medida em que o conceito mais
geral so´ e´ definido posteriormente;
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Proposic¸a˜o 4.1.8. Todo o conjunto completo de observadores e´ uma cobase.
A demonstrac¸a˜o da proposic¸a˜o baseia-se em dois importantes resultados: toda a
cobase forte e´ cobase e todo o conjunto completo de contextos e´ uma cobase forte (cf.
[Ros¸00, Teorema 41 e Proposic¸a˜o 39]). O resultado anterior pode parecer pouco natural,
na medida em que na Definic¸a˜o 4.1.6, ∆ aparece como um sendo um conjunto de
Γ-contextos de Σ, e na Definic¸a˜o 4.1.7 como uma subassinatura de Σ′. Este facto
compreende-se facilmente se se considerar para a especificac¸a˜o SP = 〈(Σ,Γ),Φ〉 a
especificac¸a˜o SP ′ = 〈(Der(Σ),Γ′),Φ′〉 (Definic¸a˜o 2.1.9).
Observe-se que a definic¸a˜o anterior induz um me´todo de prova observacional, na
medida em que, naquelas condic¸o˜es, para provar que t ≈Γ′Obs t′ se verifica, basta provar
que δ(t) ≈ΓObs δ(t′) se verifica para quaisquer varia´veis de δ e para todos os δ ∈ ∆ apro-
priados. Este princ´ıpio de prova denomina-se por Princ´ıpio da ∆-coinduc¸a˜o. Note-se
que a ∆-coinduc¸a˜o pode ser vista como uma generalizac¸a˜o do me´todo da coinduc¸a˜o
apresentado no Algoritmo 1, na medida em que este me´todo e´ o caso particular onde
SP = SP ′, ∆ = Γ e ≈= {(a, a′)|δ(a1, . . . , an, a) = δ(a1, . . . , an, a′), para todos os δ ∈
Γ, a1, . . . , an ∈ A (apropriados)}. Uma vez que as operac¸o˜es em Γ sa˜o por definic¸a˜o
congruentes, tem-se que ≈ e´ uma congrueˆncia escondida e, pelo Teorema 4.1.3, que
≈∆≤≈Γ, tal como se pretendia. Va´rias caracterizac¸o˜es do conceito de cobase tem vindo
a ser estudadas, nomeadamente as baseadas no conceito da equivaleˆncia semaˆntica de
especificac¸o˜es (para SP ′ = 〈(Der(Σ),Γ′),Φ′〉) (cf. [Ros¸00, Teorema 46]) existindo al-
guns me´todos automa´ticos para a construc¸a˜o de cobases de coinduc¸a˜o (ver, por exem-
plo, o algoritmo Test Set Coinduction implementado no CafeObj, [Mat98, Cap´ıtulo
4]).
O Algoritmo que se segue foi inicialmente apresentado em [Ros99, Secc¸a˜o 6.1] e
implementa o princ´ıpio da ∆-coinduc¸a˜o recorrendo a` reescrita observacional (Secc¸a˜o
4.1.1):
Algoritmo 2 (Behavioural Coinductive Rewriting). O algoritmo recebe como INPUT
uma especificac¸a˜o SP = 〈(Σ,Γ),Φ〉, a indicac¸a˜o de um conjunto de ge´neros observa´veis
de Σ, uma cobase ∆ e um par de Sig(SP )-termos (t, t′). Devolve a resposta SIM caso
t ≈ΓObs t′, ou um conjunto de pares G no caso contra´rio.
1. Fazer G = (t, t′);
2. Reescrever Γ-observacionalmente todos os pares de G(pelo algoritmo PaintΣ,Γ);
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3. Remover de G todos os pares (r, r′) tais que r = r′;
4. Se G = ∅ enta˜o devolver SIM;
5. Se G na˜o possui termos na˜o observa´veis com raiz em ∆ enta˜o devolver G
6. Expandir os pares de G por ∆;
7. ir para 2.
Exemplo 4.1.9 (STREAM ([RG01])). Provou-se por coinduc¸a˜o no Exemplo 4.1.5 que
STREAM |=≈ΓObs (∀s:stream).head(s)::tail(s)=s. Faz-se agora a mesma prova por
∆-coinduc¸a˜o. Tem-se que ∆ = {head(zstream),tail(zstream)} e´ conjunto completo de






tal como se pretendia.

Observe-se agora o exemplo que se segue:
Exemplo 4.1.10 (STREAM ([RG01])). Considere-se a especificac¸a˜o STREAMmerge, ob-
tida pelo enriquecimento de STREAM (Exemplo 3.1.11) pelas func¸o˜es odd, even e merge,
onde as duas primeiras, dada uma stream s, devolvem uma nova stream s’ com os
elementos das posic¸o˜es ı´mpares e pares respectivamente, e a func¸a˜o merge, dadas duas
streams
s=s1::s2::s3:: · · · e s’=s’1::s’2::s’3:: · · · ,














Pretende-se mostrar que STREAMmerge |=≈Obs ∀s:stream.odd(merge(s,s’))=s. Usando
o Algoritmo 2 e a cobase ∆ = {head(zstream),tail(zstream)}, tem-se que
head(odd(merge(s,s’)))=head(merge(s,s’))=head(s).
Por outro lado, tem-se que
tail(odd(merge(s,s’)))=even(tail(merge(s,s’)))
=even(merge(s’,tail(s))).
Uma vez que os termos even(merge(s’,tail(s))) e tail(s) na˜o coincidem nem sa˜o







Observe-se que o me´todo de ∆-coinduc¸a˜o entra aqui em ciclo, uma vez que a conti-
nuac¸a˜o deste processo devolve sucessivamente os pares de termos (u, u’) tais que
u=even(merge(tail( · · · tail(s’),tail( · · · (tail(tail(s))))) e
u’=tail( · · · (tail(tail(s)))).
Obte´m-se um ciclo semelhante a este na verificac¸a˜o da propriedade
STREAMmerge |=≈Obs ∀s:stream.merge(odd(s),even(s))=s,
para ∆ = {head(zstream), tail(zstream)}, tal como se pode ver em [RG01].

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Sa˜o estas circularidades que motivaram o estudo do me´todo da ∆	-coinduc¸a˜o.
Coinduc¸a˜o Circular (∆	-Coinduc¸a˜o)
Por forma a resolver os casos de circularidade observados nas provas por ∆-coinduc¸a˜o
(ver Exemplo 4.1.9), define-se em [RG01] a relac¸a˜o de igualdade observacional circular
coindutiva. Este conceito baseia-se na seguinte relac¸a˜o:
Definic¸a˜o 4.1.11 (Igualdade observacional forte). As func¸o˜es α, β : X∪{Z} → TΓ(X)
dizem-se observacionalmente equivalentes sse α(x) ≈ΓObs β(x) para todo o x ∈ X. Dois
termos t, t′ dizem-se iguais observacionalmente em sentido forte sse para toda a Σ-
a´lgebra A, e para quaisquer τ, τ ′ : X → A tais que τ(x) ≈ΓObs τ ′(x) para todo x ∈ X, se
tem que τ(t) ≈ΓObs τ ′(t′). Quando α e β sa˜o observacionalmente equivalentes escreve-se
α  β, e quando t e t′ sa˜o iguais observacionalmente em sentido forte escreve-se t ∼= t′.
Definic¸a˜o 4.1.12 (Equivaleˆncia ∆	-coindutiva). Os termos t, t′ sa˜o ∆	-coindutivamente
equivalentes sse para todo δ ∈ ∆ se tem que ou δ(W, t) ≈ΓObs δ(W, t′) ≈ΓObs u para algum
Γ-termo u, ou δ(W, t) ≈ΓObs α(c[t]) e δ(W, t′) ≈ΓObs β(c[t′]) para α  β e c < δ. Quando
dois termos t e t′ sa˜o ∆	-coindutivamente equivalentes, escreve-se t ≈∆	 t′.
O Teorema que se segue fundamenta o me´todo da ∆-coinduc¸a˜o circular:
Teorema 4.1.13.
≈∆	≤≈ΓObs
A demonstrac¸a˜o do resultado pode ser consultada em [RG01, Teorema 3]. Resolve-
se de seguida o problema da circularidade resultante da aplicac¸a˜o do Algoritmo 4.1.2
ao Exemplo 4.1.10:
Exemplo 4.1.14 (STREAM ([RG01])). No Exemplo 4.1.10, o me´todo da ∆-coinduc¸a˜o
entrou em ciclo na verificac¸a˜o de STREAMmerge |=≈Obs ∀s:stream.odd(merge(s,s’)=s.
Pretende-se verificar esta propriedade pelo me´todo da ∆	-coinduc¸a˜o. Tal como no
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que vai agora ser adicionado como hipo´tese para a restante prova. Continuando a
seguir o Exemplo 4.1.10, chega-se ao par
(even(merge(tail(s’),tail(tail(s))),tail(tail(s))),
que corresponde ao caso (δ[θ(c[t])], δ[θ(c[t’])]), para c=zstream, δ=tail e θ tal
que θ(s)=tail(s), e portanto fica provado
STREAMmerge |=≈Obs ∀s:stream.odd(merge(s,s’)=s,
tal como se pretendia.

O algoritmo que se segue esta´ implementado na linguagem de verificac¸a˜o BOBJ, e
foi inicialmente apresentado em [GLR00b]:
Algoritmo 3 (Circular Coinductive Rewriting). O algoritmo recebe como INPUT uma
especificac¸a˜o flat SP = 〈(Σ,Γ),Φ〉, uma cobase ∆ e um par de Sig(SP )-termos (t, t′).
Devolve a resposta SIM caso t ≈ΓObs t′, e devolve FALSO ou na˜o termina em caso
contra´rio.
1. Sejam C = ∅ e G = {(t, t′)};
2. Para cada (r, r′) de G fazer:
(a) Passar (r, r′) de G para C;
(b) Para todo δ ∈ ∆ :
i. Sejam u = bnfC(δ[r, x]) e u′ = bnfC(δ[r′, x]);
ii. Se u 6= u′ enta˜o adicionar (u, u′) a G.
onde bnfC(r) representa a derivac¸a˜o do termo r por reescrita Γ-observacional, segundo
o sistema induzido pelas equac¸o˜es de Φ ∪ C¯ para C¯ = {c ≈ c′|(c, c′) ∈ C}, aplicando de
seguida as equac¸o˜es de C a s, caso todas as operac¸o˜es de s (zero ou mais) estejam em
Γ−∆.
Coinduc¸a˜o Circular Condicional com Ana´lise de Casos
O mais recente algoritmo desta famı´lia e´ o Conditional Circular Coinductive Rewri-
ting with Case Analysis apresentado em [GLR02]. Este algoritmo estende o Circular
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Coinductive Rewriting a` verificac¸a˜o de equac¸o˜es condicionais e introduz o conceito de
ana´lise de casos na verificac¸a˜o Γ-observacional de propriedades.
Intuitivamente, a verificac¸a˜o observacional de uma equac¸a˜o condicional numa deter-
minada especificac¸a˜o por este algoritmo baseia-se no seguinte: tomam-se as premissas
da equac¸a˜o condicional por hipo´tese (pela sua passagem a axiomas da especificac¸a˜o) e
verifica-se, na especificac¸a˜o resultante, a sua conclusa˜o por Circular Coinductive Re-
writing. Este princ´ıpio apoia-se num importante resultado:
Teorema 4.1.15 (Teorema da deduc¸a˜o). Sejam SP = 〈(Σ,Γ),Φ〉 uma especificac¸a˜o
flat, t1, . . . , tn, t
′
1, . . . , t
′
n termos de Σ sem varia´veis, Φ
′ = Φ∪{(∀∅).t1=t2, . . . , (∀∅).tn=t′n}
e SP ′ = 〈(Σ,Γ),Φ′〉. Tem-se que
SP ′ |= (∀X).t=t′ sse SP |= (∀X).(t1=t′1) ∧ · · · ∧ (tn=t′n)→ t=t′.
A demonstrac¸a˜o do resultado pode ser encontrada em [Ros¸00, Proposic¸a˜o 26].
Contudo, esta passagem na˜o pode ser directa, na medida em que, para a aplicac¸a˜o do
Teorema anterior, e´ necessa´rio eliminar os quantificadores universais das premissas da
equac¸a˜o condicional. O problema e´ ultrapassado pela criac¸a˜o de uma nova constante
na assinatura da especificac¸a˜o por cada varia´vel destas equac¸o˜es via “Teorema das
Constantes”:
Teorema 4.1.16 (Teorema das constantes). Sejam SP = 〈(Σ,Γ),Φ〉 uma especificac¸a˜o
flat, a (Σ∪X)-equac¸a˜o condicional (∀Y,X).(t1=t′1)∧· · ·∧ (tn=t′n)→ t=t′ e a Σ-equac¸a˜o
condicional (∀Y ).(t1=t′1)∧· · ·∧ (tn=t′n)→ t=t′ para (Σ∪X) assinatura obtida de Σ pela
introduc¸a˜o das varia´veis de X como constantes. Tem-se que
SP |= (∀Y,X).(t1=t′1) ∧ · · · ∧ (tn=t′n)→ t=t′
sse
SP ′ |= (∀Y ).(t1=t′1) ∧ · · · ∧ (tn=t′n)→ t=t′,
para SP ′ = 〈((Σ ∪X),Γ),Φ〉.
A demonstrac¸a˜o do resultado pode ser consultada, por exemplo, em [RG00, Teo-
rema 10]. Desta forma, quando se pretende verificar observacionalmente uma equac¸a˜o
condicional numa especificac¸a˜o, procede-se primeiro a` eliminac¸a˜o dos quantificadores
universais das premissas pela aplicac¸a˜o do Teorema 4.1.16, e depois, procede-se a` ve-
rificac¸a˜o na nova especificac¸a˜o obtida pelo Teorema 4.1.15 (por Circular Coinductive
Rewriting).
4.2. ABORDAGEM DA LO´GICA ALGE´BRICA ABSTRACTA 113
O uso de ana´lise de casos na pra´tica de demonstrac¸a˜o e´ muito frequente. Por
exemplo, e´ muito usual, quando se pretende verificar uma propriedade sobre os inteiros,
proceder-se separadamente a` verificac¸a˜o da propriedade nos casos n = 0, n > 0 e n < 0.
O algoritmo Conditional Circular Coinductive Rewriting with Case Analysis encara a
verificac¸a˜o observacional de uma equac¸a˜o t = t′ pela ana´lise dos casos {ci, . . . , cn}
como a conjunc¸a˜o das verificac¸o˜es SP |=≈Obs t=t′ caso ci, para todo o 1 ≤ i ≤ n. A
apresentac¸a˜o completa destes algoritmos pode ser encontrada em [GLR02].
4.2 Abordagem da Lo´gica Alge´brica Abstracta a`
Igualdade Observacional
A abordagem a` verificac¸a˜o observacional de software que se apresenta nesta Secc¸a˜o
e´ essencialmente influenciada pelos trabalhos da Lo´gica Alge´brica Abstracta-LAA. A
LAA tem por objecto de estudo a associac¸a˜o de classes de a´lgebras a sistemas lo´gicos.
Este trabalho e´ feito no sentido de unificar e generalizar a va´rios sistemas lo´gicos,
resultados verificados em alguns sistemas lo´gicos e algumas classes de a´lgebras em
particular, como sa˜o exemplo das ligac¸o˜es entre o ca´lculo proposicional e as a´lgebras
Boolenas. Um marco central para a afirmac¸a˜o da LAA como a´rea auto´noma da lo´gica,
foi a formalizac¸a˜o do conceito de sistema dedutivo algebriza´vel de Blok e Pigozzi (cf.
[BP98]).
Muitos dos assuntos trabalhados neste texto podem ser estudados segundo esta
abordagem. Por exemplo, o racioc´ınio observacional em equac¸o˜es condicionais e´ apre-
sentado em [MP07], um estudo sobre refinamentos (Secc¸o˜es 2.4 e 3.4) apresenta-se em
[Mar06], a equivaleˆncia observacional entre a´lgebras (Secc¸a˜o 3.3) e´ estudado em [Mar08]
e propriedades de fecho nas classes de modelos observacionais e´ feito em [Mar07].
Perante a abordagem da LAA, as especificac¸o˜es observacionais sa˜o vistas como k-
lo´gicas escondidas e os seus modelos por k-estruturas de dados observa´veis. O conceito
de k-lo´gica e´ de grande abrangeˆncia, na medida em que capta va´rias lo´gicas conheci-
das, como sa˜o os casos da lo´gica equacional (2-lo´gica) e das lo´gicas booleanas(1-lo´gica).
Nesta abordagem, trabalham-se exclusivamente especificac¸o˜es observa´veis, isto e´, es-
pecificac¸o˜es descritas por axiomas de ge´nero observa´vel. Apresentam-se nesta Secc¸a˜o
alguns conceitos e resultados relevantes deste estudo aplicados ao caso equacional.
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4.2.1 Lo´gica Equacional Escondida
Notac¸a˜o e Definic¸o˜es
Tal como se referiu, particularizam-se aqui alguns resultados estudados para as k-
lo´gicas escondidas ao caso equacional. Apresentou-se na Secc¸a˜o 2.3 que uma especi-
ficac¸a˜o alge´brica e´ constitu´ıda por uma assinatura e por uma classe de a´lgebras dessa
assinatura denominada por classe de modelos da especificac¸a˜o. No contexto das lo´gicas
equacionais escondidas existem, para esse efeito, as chamadas Σ-estruturas de dados
que podem ser vistas como estruturas de primeira ordem sobre uma linguagem com
um s´ımbolo de relac¸a˜o de identidade:
Definic¸a˜o 4.2.1 (Estrutura de dados observa´vel). Sejam Σ = (S,Ω) uma assinatura e
Obs ⊆ S um conjunto de ge´neros observa´veis. Uma Σ-estrutura de dados Observa´vel, e´
um par A = 〈A,F 〉, onde A e´ uma Σ-a´lgebra e F ⊆ AObs×AObs para AObs = (As)s∈Obs.
Numa estrutura A = 〈A,F 〉, F pode ser visto como a relac¸a˜o bina´ria que inter-
preta a relac¸a˜o de igualdade em A, desempenhando o papel dos valores de verdade na
estrutura. Nesta Secc¸a˜o na˜o se quantificam varia´veis e utilizam-se as notac¸o˜es ψ(x¯:Q¯)
para denotar ψ(x1 : s1, . . . , xn, sn) e ψ(b¯) = ψ(b1 : As1 , . . . , bn : Asn).
Sintaxe
Na presente Secc¸a˜o considera-se o conjunto das fo´rmulas sobre uma assinatura Σ como
sendo apenas o conjunto de equac¸o˜es e de equac¸o˜es condicionais sobre essa mesma assi-
natura. Denotando-se este conjunto por Fm(Σ), por forma a distingui-lo do conjunto
de fo´rmulas (de primeira-ordem) Flas(Σ) da Definic¸a˜o 2.1.18.
Definic¸a˜o 4.2.2 (Relac¸a˜o de consequeˆncia). Sejam Σ = (S,Ω) uma assinatura hete-
roge´nea. A relac¸a˜o `⊆ P(Eq(X)Obs)× Eq(X)Obs diz-se uma relac¸a˜o de consequeˆncia
se para quaisquerΓ e ∆ conjuntos de Σ-equac¸o˜es observa´veis:
1. Γ ` ψ para todo ψ ∈ Γ;
2. Γ ` ψ e Γ ⊆ ∆ implica que ∆ ` ψ;
3. Se Γ ` ψ, e ∆ ` γ para todo γ ∈ Γ, enta˜o ∆ ` ψ.
A relac¸a˜o de consequeˆncia ` diz-se finita´ria quando Γ ` φ implica que ∆ ` φ para
algum subconjunto ∆ de Γ tal que
⋃
s∈S ∆s e´ finito; a relac¸a˜o diz-se invariante por
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substituic¸o˜es se para toda a substituic¸a˜o σ : Fm(Σ) → Fm(Σ), se tem que Γ ` φ
implica que σ(Γ) ` σ(φ). Uma func¸a˜o com estas caracter´ısticas denomina-se por
substituic¸a˜o.
Definic¸a˜o 4.2.3 (Lo´gica e Lo´gica Escondida). Sejam Σ = (S,Ω) uma assinatura
heteroge´nea, `L uma relac¸a˜o de consequeˆncia invariante por substituic¸o˜es entre Σ-
fo´rmulas e Obs ⊆ S um conjunto de ge´neros observa´veis. Uma Σ-lo´gica escondida e´
um par L = 〈Σ,`L〉. Quando `L e´ finita´ria diz-se que L e´ especifica´vel.
Um importante conceito neste contexto e´ o de teoria. Uma teoria T e´ um conjunto
de fo´rmulas fechado pela consequeˆncia lo´gica, isto e´, T e´ teoria de L se e so´ se T `L ψ
implica que ψ ∈ T . O conjunto de todas as teorias de L denota-se por Th(L). A
menor teoria que conte´m um conjunto de fo´rmulas Γ e´ denominada por conjunto das L-
consequeˆncias de Γ e denota-se por CnL(Γ). Uma fo´rmula deriva´vel por L do conjunto
vazio de fo´rmulas (∅ `L ψ) denomina-se por teorema de L ou L-teorema. O conjunto
de todos os teoremas de uma lo´gica L denota-se por Thm(L). Tal como foi referido,
trabalha-se aqui essencialmente o caso equacional, onde as lo´gicas sa˜o definidas no
estilo de Hilbert (a partir de um conjunto de axiomas e regras de infereˆncia, na forma de
equac¸o˜es e equac¸o˜es condicionais respectivamente), estando a relac¸a˜o de consequeˆncia
lo´gica, definida de forma natural.
Definic¸a˜o 4.2.4 (Lo´gica Equacional Livre Escondida). Sejam Σ = (S,Ω) uma assi-
natura heteroge´nea, e Obs ⊆ S um conjunto de ge´neros observa´veis para Σ. A lo´gica
equacional escondida sobre Σ a respeito de Obs, designa-se por HELObsΣ livre, e´ a lo´gica
escondida definida da seguinte forma:
Axiomas x : s=x : s, para todo o ge´nero s ∈ Obs;
Regras de infereˆncia Para todos os ge´neros s, v ∈ Obs :
x : s=y : s→ y : s=x : s;
x : s=y : s, y : s=z : s→ x : s=z : s;
ψ : s=φ : s→ ζ(x/ψ) : v=ζ(x/φ) : v, para toda ζ ∈ TΣ(X)v, x ∈ Xs.
Sempre que for claro no contexto, escreve-se HELΣ em vez de HEL
Obs
Σ .
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As lo´gicas obtidas da lo´gica equacional livre pela introduc¸a˜o de novos axiomas (na
forma de equac¸o˜es) e de novas regras de infereˆncia (na forma de equac¸o˜es condicionais)
sa˜o designadas por HEL’s aplicadas especifica´veis, ou simplesmente HEL
Exemplo 4.2.5 (FLAGS ([MP07])). Considere-se a assinatura ΣFLAGS utilizada na
especificac¸a˜o FLAGS apresentada no Exemplo 3.1.10. A lo´gica LFLAGS, HEL aplicada
sobre a assinatura ΣFLAGS, e´ obtida de HELFLAGS, pela introduc¸a˜o dos axiomas de
FLAGS. Observe-se que a axiomatizac¸a˜o de FLAGS e´ observa´vel, isto e´, constitu´ıda
exclusivamente por axiomas observa´veis.

Exemplo 4.2.6 (STREAM (Adaptado de [MP07])). Considere-se a assinatura ΣSTREAM
utilizada na especificac¸a˜o STREAM apresentada no Exemplo 3.1.11. A HEL aplicada
LSTREAM sobre ΣSTREAM , e´ a seguinte lo´gica LSTREAM :
Axiomas extra-lo´gica head(x::y)=x;
head(tailn+1(x::y))=head(tailn(y)), para todo o n ≥ 0;
head(tail(push(empty)))=zero, para todo n ≥ 0;
Regras de infereˆncia extra-lo´gica s(x)=s(y)→ x=y.
Observe-se que a axiomatizac¸a˜o apresentada difere da axiomatizac¸a˜o (finita) que se
apresentou no Exemplo 3.1.11. Esta diferenc¸a deve-se ao facto desta abordagem utilizar
exclusivamente axiomatizac¸o˜es observa´veis, isto e´, sob a forma de axiomas observa´veis.

Uma outra classe de lo´gicas importante para o propo´sito do texto e´ a classe das
un-hidden equational logics-UHEL. Esta classe define-se de forma ana´loga a` de HEL
(Definic¸a˜o 4.2.4), considerando todos os ge´neros como observa´veis.
Semaˆntica
Definic¸a˜o 4.2.7 (Consequeˆncia semaˆntica). Seja C uma classe de Σ-estruturas de
dados.
1. Uma igualdade t=t′ do ge´nero observa´vel s′ diz-se uma consequeˆncia va´lida do
conjunto de Σ-fo´rmulas observa´veis Γ em C, em s´ımbolos Γ |=C t=t′, se:
(∀〈A,F 〉 ∈ C)(∀α : X → A)[(∀(r=r′) ∈ Γ), (Iα(r), Iα(r′)) ∈ Fs)
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⇒ (Iα(t), Iα(t′)) ∈ Fs′ ].
2. Uma equac¸a˜o t=t′ do ge´nero observa´vel s e´ va´lida em C se para toda a Σ-estrutura
de dados A = 〈A,F 〉 em C, para toda a valorac¸a˜o α : X → A, se tem que
(Iα(t), Iα(t
′)) ∈ Fs.
3. Uma regra φ1, . . . , φn−1 → φn e´ va´lida em C se {φ1, . . . , φn−1} |=C φn
Caso C = {A}, escreve-se Γ |=A ψ em vez de Γ |={A} ψ.
Definic¸a˜o 4.2.8 (Modelo de uma lo´gica escondida). Uma Σ-estrutura de dados A e´
modelo da HEL L se qualquer L-consequeˆncia sinta´ctica for consequeˆncia semaˆntica
de L, isto e´,
se Γ `L ψ enta˜o Γ |=A ψ.
Denota-se a classe de modelos de L por [L].
Os modelos de uma HELΣ livre sa˜o Σ-estruturas de dados A = 〈A,F 〉 onde A re-
presenta uma Σ-a´lgebra e F uma congrueˆncia na parte observa´vel de A. Em particular
tem-se, o caso 〈A, idAObs〉, onde idAObs representa a relac¸a˜o de identidade nos ge´neros
observa´veis.
Teorema 4.2.9 (Teorema da completude das lo´gicas escondidas). Seja L uma lo´gica
escondida. Tem-se que
`L= |=[L],
ou seja, tem-se que para todo o conjunto de fo´rmulas Γ e para qualquer fo´rmula ψ,
Γ `L ψ sse Γ |=[L] ψ.
Este resultado aparece enunciado e demonstrado para o caso geral das k-lo´gicas
escondidas em [Mar04, Teorema 2.3.18].
4.2.2 Igualdade Observacional como a Congrueˆncia de Leibniz
Apresenta-se nesta Secc¸a˜o a relac¸a˜o de igualdade observacional, como um caso parti-
cular da relac¸a˜o da congrueˆncia de Leibniz, entidade central do estudo da LAA.
Dada uma Σ-estrutura de dados A = 〈A,F 〉 e uma relac¸a˜o de congrueˆncia em A





2 ∈ As, s ∈ Obs se tem que
se (a1, a
′
1) ∈ Θs e (a2, a′2) ∈ Θs enta˜o (a1, a2) ∈ Fs sse (a′1, a′2) ∈ Fs,
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A definic¸a˜o que se segue e´ baseada no seguinte crite´rio de Leibniz :
“Dois objectos no universo de discurso sa˜o iguais se partilham todas as propriedades
que podem ser expressas nessa linguagem de discurso.”
Definic¸a˜o 4.2.10 (Congrueˆncia de Leibniz ). Seja A = 〈A,F 〉 uma Σ-estrutura de
dados. A maior relac¸a˜o de congrueˆncia em A compat´ıvel com F denomina-se por
congrueˆncia de Leibniz, e denota-se por ΩA(F ).
Prova-se que esta congrueˆncia existe sempre (cf. [Mar04, Secc¸a˜o de 2.2.3]). Uma
vez que a congrueˆncia Ω(F ) e´ maximal (Definic¸a˜o 4.2.10), e´ poss´ıvel adaptar, de forma
directa, o me´todo de coinduc¸a˜o apresentado no Algoritmo 1 para a relac¸a˜o ≈AObs a`
relac¸a˜o ΩA(F ):
Algoritmo 4 (Me´todo da coinduc¸a˜o generalizada). Seja A = 〈A,F 〉 uma estrutura.
Para provar que o par 〈a, a′〉 ∈ As esta´ em Ω(F )s:
1. Definir uma relac¸a˜o R em A;
2. Mostrar que R e´ uma congrueˆncia em A compat´ıvel com F ;
3. Mostrar que 〈a, a′〉 ∈ R.
Efectivamente, tal como se veˆ pelo Corola´rio 4.2.13, quando se considera F = idAObs
obte´m-se o pro´prio Algoritmo 1, sendo portanto o Algoritmo 4 uma generalizac¸a˜o do
Algoritmo 1. Por esta raza˜o e´ aqui designado por me´todo da coinduc¸a˜o generalizada.
Teorema 4.2.11. [MP07, Teorema 2.16] Sejam Σ uma assinatura e A = 〈A,F 〉 uma
estrutura sobre Σ. Sa˜o equivalentes as seguintes afirmac¸o˜es:
 (a, a′) ∈ ΩA(F );
 Para todos os pares (ψ, φ) tais que ψ, φ ∈ CObsΣ :
(ψA(a, b¯), φA(a, b¯)) ∈ F sse (ψA(a′, b¯), φA(a′, b¯)) ∈ F.
A caracterizac¸a˜o da congrueˆncia de Leibniz via contextos observa´veis apresentada
no Teorema que se segue, mostra que esta congrueˆncia pode ser vista como uma gene-
ralizac¸a˜o do conceito de ≈AObs, o que se comprova no Corola´rio 4.2.13.
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Teorema 4.2.12. [MP07, Teorema 2.23] Sejam Σ = (S,Ω) uma assinatura com Obs ⊆
S conjunto de ge´neros observa´veis e A = 〈A,F 〉 um modelo de HELΣ. Para todo
s ∈ S, e para todos a, a′ ∈ As, tem-se que a ≈Ω(F )s a′ sse para todo o contexto
observa´vel ψ(zs, x1, . . . , xn) do ge´nero s,
(ψA(a, b1, . . . , bn), ψ
A(a′, b1, . . . , bn)) ∈ Fs,
para quaisquer bi ∈ Asi, para todo 1 ≤ i ≤ n.
O resultado que se segue, estabelece a ponte entre a lo´gica alge´brica e a especificac¸a˜o
e verificac¸a˜o formal de sistemas com dados encapsulados:
Corola´rio 4.2.13. Sejam a, a′ elementos de As. Tem-se que
a ≈AObs a′ sse (a, a′) ∈ ΩA(idAObs).
Para terminar apresenta-se mais uma caracterizac¸a˜o desta relac¸a˜o:
Corola´rio 4.2.14. Ω(F ) e´ a maior congrueˆncia tal que (Ω(F ))Obs = F .
4.2.3 Especificac¸a˜o Observacional
Definic¸a˜o 4.2.15 (Consequeˆncia semaˆntica observacional). Sejam Σ = (S,Ω) uma
assinatura, Obs ⊆ S um conjunto de ge´neros observa´veis para Σ e C uma classe de
Σ-estruturas de dados.
1. Uma igualdade t=t′ diz-se uma consequeˆncia observacional va´lida do conjunto de
Σ-igualdades Γ, em s´ımbolos Γ |=ObsC t=t′, quando se tem que: para toda A =
〈A,F 〉 ∈ C, para toda a valorac¸a˜o α : X → A, se Iα(s) ≈AObs Iα(s′) para toda a
igualdade s=s′ ∈ Γ enta˜o Iα(t) ≈AObs Iα(t′).
2. Uma equac¸a˜o t=t′ diz-se observacionalmente va´lida em C se |=ObsC t=t′. A equac¸a˜o
condicional t1=t
′
1 ∧ · · · ∧ tn=t′n → t=t′ diz-se observacionalmente va´lida em C se
{t1=t′1, . . . , tn=t′n} |=ObsC t=t′.
Tal como ja´ foi referido, a introduc¸a˜o do predicado da igualdade observacional trans-
porta para a lo´gica standard algumas das caracter´ısticas dos sistemas de transic¸a˜o
de estados, apontados como os sistemas mais adequados para o estudo semaˆntico
de programas com dados encapsulados. Assim, e´ importante saber quando e´ que a
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consequeˆncia observacional de uma determinada HEL aplicada L, e´ axiomatizada no
sentido standard, isto e´, quando existe uma lo´gica UHEL L′ tal que todo teorema
observacional em L seja teorema em sentido estrito em L′:
Definic¸a˜o 4.2.16 (Lo´gica Observacionalmente especifica´vel). Seja L uma HEL. Diz-
se que a lo´gica L e´ observacionalmente especifica´vel se existe uma UHEL L′ sobre a
mesma assinatura, tal que |=ObsL =`L′, isto e´, tal que para qualquer conjunto de equac¸o˜es
E ∪ {t=t′},
E |=ObsL t=t sse E `L′ t=t′.
A lo´gica L′ denomina-se por especificac¸a˜o observacional de L.
O sistema de equivaleˆncia e´ uma entidade muito utilizada no estudo de proprie-
dades de sistemas dedutivos. Va´rios resultados acerca da observabilidade das HEL
foram obtidos pelo estudo de propriedades destes sistemas, entre eles a caracterizac¸a˜o
da especificabilidade da consequeˆncia observacional (Teorema 4.2.20) e um me´todo
de verificac¸a˜o observacional (Teorema 4.2.21). Estes resultados sa˜o apresentados em
[MP07], ou em [Mar04], para o caso geral das k-lo´gicas escondidas.
Define-se, de seguida, o conceito de sistema de equivaleˆncia:
Definic¸a˜o 4.2.17 (Sistema de equivaleˆncia). Seja E := ((Es,v(x, y)v∈Obs)s∈S uma S-
famı´lia tal que para todo o s ∈ S, Es(x, y) represente um conjunto possivelmente infinito
de equac¸o˜es observa´veis ψ(x :s, y :s):v=φ(x :s, y :s):v. Enta˜o, E diz-se um sistema de
equivaleˆncia para a HEL L se, para todos os ge´neros s ∈ Obs, Es(x:s, y:s) = {x:s=y:s}
e para todo o s ∈ S \Obs, se verificam as seguintes condic¸o˜es:
1. `L Es(x:s, x:s);
2. Es(x:s, y:s) `L Es(y:s, x:s);
3. {Es(x:s, y:s), Es(y:s, z :s)} `L Es(x:s, z :s);
4. Para toda o s´ımbolo de operac¸a˜o f : s1, . . . , sn → s ∈ Σ,
Caso s ∈ S \Obs enta˜o:⋃{Esi(xi : si, yi : si)|si ∈ S \Obs, i ≤ n} ∪ {xi=yi|si ∈ Obs, i ≤ n}
`L Es(f(x1, . . . , xn):s, f(y1, . . . , yn):s)
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Caso s ∈ Obs⋃{Esi(xi :si, yi :si)|si ∈ S \Obs, i ≤ n} ∪ {xi=yi|si ∈ Obs, i ≤ n}
`L f(x1, . . . , xn):s=f(y1, . . . , yn):s
Uma HEL L diz-se equivalencial se possui um sistema de equivaleˆncia E. No caso
de E, sistema de equivaleˆncia de L, ser tal que
⋃
s∈ObsEs,h seja finito para todo o ge´nero
h ∈ S \Obs, enta˜o diz-se que L e´ finitamente equivalencial.
Apresentam-se de seguida dois exemplos de sistemas de equivaleˆncia:
Exemplo 4.2.18 (FLAGS ([MP07])). Considere-se a lo´gica LFLAGS, definida no Exem-
plo 4.2.5. O sistema E = 〈Ebool, Eflag〉 tal que Ebool(x:bool,y:bool) = {x=y}, e
Eflag(x:flag,y:flag) = {?up(x)=?up(y)} e´ sistema equivalencial de LFLAGS.

Exemplo 4.2.19 (STREAM (Adaptado de [MP07])). Considere-se a lo´gica LSTREAM ,
definida no Exemplo 4.2.6. O sistema E = 〈Enat, Estream〉 tal que Enat(x:nat,y:nat) =
{x=y}, e Enat(x:stream,y:stream) = {head(tailn(x)) = head(tailn(y))|n ≥ 0} e´
sistema equivalencial (na˜o finito) de LSTREAM .

Tal como se discute no Cap´ıtulo 5, existem HEL’s na˜o observacionalmente especi-
fica´veis, sendo por esta raza˜o importante caracterizar uma lo´gica quanto a` sua especifi-
cabilidade observacional. O Teorema que se segue estabelece uma caracterizac¸a˜o desta
propriedade:
Teorema 4.2.20. [MP07, Teorema 3.20] Uma HEL L especifica´vel e´ observacional-
mente especifica´vel sse e´ finitamente equivalencial.
Segue-se um Teorema que estabelece um me´todo efectivo de prova de teoremas
observacionais. Tambe´m aqui o conceito de sistema de equivaleˆncia toma o papel
central:
Teorema 4.2.21. [MP07, Teorema 3.22] Seja L uma HEL equivalencial com sistema
de equivaleˆncia E. Enta˜o, a equac¸a˜o condicional
t1=t
′
1, . . . , tn=t
′
n → t=t′,
tal que ti, t
′
i ∈ si, t, t′ ∈ s e´ observacionalmente va´lida em L sse⋃
i≤n
Esi(ti : si, t
′
i : si) `L Es(t : s, t′ : s).
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Observe-se que o me´todo de verificac¸a˜o de propriedades observacionais introduzido
pelo Teorema anterior e´ muito semelhante ao me´todo da ∆-coinduc¸a˜o apresentado na
Secc¸a˜o 4.1.2 (Algoritmo 2). De facto, um sistema de equivaleˆncia E de uma HEL L
pode ser visto como um caso espec´ıfico de uma cobase (Definic¸a˜o 4.1.7), na qual so´ se
admitem equac¸o˜es observa´veis. No exemplo que se segue, recorre-se ao Teorema 4.2.21,
para verificar uma propriedade observacional:
Exemplo 4.2.22 (FLAGS ([MP07])). Provou-se nos Exemplos 3.5.13 e 4.1.4 que
rev(rev(F)) ≈Obs F. Pretende-se agora provar a mesma propriedade com recurso
ao Teorema 4.2.21. Considere-se para tal, a HELΣFLAGS e o sistema de equivaleˆncia
EFLAGS apresentados nos Exemplos 4.2.5 e 4.2.18. Tem-se que:
`LΣFLAGS ?up(rev(rev(F)))=?up(rev(rev(F))) EFLAGS sistema de equivaleˆncia
`LΣFLAGS ?up(rev(rev(F)))=¬?up(rev(F)) axioma (3) de FLAG
`LΣFLAGS ?up(rev(rev(F)))=¬¬?up(F) axioma (3) de FLAG
`LΣFLAGS ?up(rev(rev(F)))=?up(F) ¬¬x=x axioma de BOOL
e portanto, sai do Teorema 4.2.21 que FLAGS |=ObsL rev(rev(F)) = F, tal como se
pretendia.

A partir do estudo dos sistemas de equivaleˆncia, chegou-se ainda a outros resultados
importantes relativamente a este assunto. Por exemplo, em [Mar07] estabelece-se uma





Nos Cap´ıtulos anteriores apresentaram-se alguns me´todos de verificac¸a˜o de proprie-
dades comportamentais em especificac¸o˜es alge´bricas, todos eles, de alguma forma, de-
pendentes das axiomatizac¸a˜o da igualdade comportamental em questa˜o. Foi tambe´m
por va´rias vezes abordada a problema´tica da procura de axiomatizac¸o˜es (finita´rias)
completas para este racioc´ınio, ficando subentendida a existeˆncia de especificac¸o˜es
com igualdades comportamentais, na˜o finitamente axiomatiza´veis (na pro´pria assi-
natura). Por exemplo, na Secc¸a˜o 3.5.1, por forma a contornar a infinitaridade da
axiomatizac¸a˜o “natural”da igualdade observacional numa especificac¸a˜o (ver Exemplo
3.5.8), apresentou-se um me´todo a partir do qual se constro´i uma nova especificac¸a˜o a
partir da extensa˜o da primeira pela introduc¸a˜o de novos ge´neros, operac¸o˜es e axiomas,
na qual se axiomatiza, de forma finita, a igualdade observacional em questa˜o. Note-se
que, apesar de se conseguir desta forma uma axiomatizac¸a˜o finita´ria da igualdade ob-
servacional, a assinatura da nova especificac¸a˜o ja´ na˜o e´ a mesma e, por conseguinte, na˜o
implica que esta igualdade seja finitamente axiomatiza´vel na assinatura da especificac¸a˜o
inicial. Tambe´m na Secc¸a˜o 4.2.3 se aborda este assunto, aquando da apresentac¸a˜o de
uma caracterizac¸a˜o para a existeˆncia de axiomatizac¸o˜es finita´rias da igualdade obser-
vacional em especificac¸o˜es flat (no contexto, em lo´gicas equacionais escondidas). A
inexisteˆncia deste tipo de axiomatizac¸o˜es foi estudada em va´rios trabalho. Por exem-
plo, em [Wol87, Teorema 6.3], mostra-se a inexisteˆncia de axiomatizac¸o˜es finita´rias (na
forma de conjuntos finito de equac¸o˜es condicionais) para a igualdade observacional na
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especificac¸a˜o STREAM (Exemplo 3.1.11) e em [Sch92], estuda-se esta inexisteˆncia rela-
tiva a` especificac¸a˜o de um contador encapsulado acess´ıvel via atributo “teste zero”. Em
[Mar07], estuda-se uma caracterizac¸a˜o de especificac¸o˜es alge´bricas, quanto a` natureza
da axiomatizac¸a˜o da igualdade observacional. Esta caracterizac¸a˜o e´ feita com base em
propriedades dos sistemas de equivaleˆncia (Definic¸a˜o 4.2.17) e faz a distinc¸a˜o entre as
especificac¸o˜es que admitem sistemas de equivaleˆncia parametrizados, sistemas de equi-
valeˆncia parametrizados finitos, sistemas de equivaleˆncia e sistemas de equivaleˆncia
finitos, complementando a caracterizac¸a˜o de Bidoit e Hennicker (Secc¸a˜o 3.5.1), que
apenas distingue igualdades finitamente e infinitamente axiomatiza´veis.
Observe-se que, caso existissem sempre axiomatizac¸o˜es finita´rias para todas as igual-
dades comportamentais, seria poss´ıvel provar algoritmicamente todas as propriedades
comportamentais em qualquer especificac¸a˜o, na medida em que se podia desenvolver
um algoritmo que gerasse e verificasse todas as provas poss´ıveis, nessas especificac¸o˜es.
No entanto, a existeˆncia de igualdades comportamentais que na˜o admitem axioma-
tizac¸o˜es deste tipo, levanta naturalmente a questa˜o da existeˆncia ou na˜o de algoritmos
que, dada uma qualquer especificac¸a˜o e uma qualquer igualdade comportamental ≈,
provem todas as propriedades ≈-comportamentais.
De facto, demonstra-se que o problema da satisfac¸a˜o comportamental na˜o e´ re-
cursivamente enumera´vel e, por conseguinte, que na˜o existe nenhum algoritmo que, a
partir de uma qualquer especificac¸a˜o e de uma fo´rmula como input, devolva a resposta
“YES”quando a fo´rmula e´ comportamentalmente satisfeita ou que corra indefinida-
mente no caso contra´rio. Para provar este resultado, originalmente apresentado em
[BR00], define-se uma especificac¸a˜o flat finita, onde o problema da satisfac¸a˜o obser-
vacional e´ Π02-Hard e, por conseguinte, na˜o recursivamente enumera´vel. O facto de o
problema da satisfac¸a˜o comportamental ser Π02-Hard na˜o implica so´ a na˜o existeˆncia
de uma axiomatizac¸a˜o completa, mas tambe´m o facto de na˜o haver forma algor´ıtmica
de refutar proposic¸o˜es que na˜o sejam consequeˆncia comportamental de determinada
especificac¸a˜o. A este tipo de problemas chama-se problemas na˜o co-recursivamente
enumera´veis.
A te´cnica utilizada na demonstrac¸a˜o e´ a de reduzir a verificac¸a˜o da satisfac¸a˜o ob-
servacional numa especificac¸a˜o observacional finita a um problema Π02-Hard. O pro-
blema utilizado e´ o cla´ssico problema da Totalidade (ver Secc¸a˜o 5.2.1). Apresenta-se,
neste Cap´ıtulo (Secc¸a˜o 5.2.2), o resultado central de [BR00]. Numa primeira fase do
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Cap´ıtulo, introduzem-se de forma sucinta alguns conceitos da teoria da computabili-
dade necessa´rios ao acompanhamento do texto, nomeadamente, o de func¸a˜o parcial-
mente recursiva (Secc¸a˜o 5.1.1), as ma´quinas de Turing (Secc¸a˜o 5.1.4) e a hierarquia
aritme´tica de conjuntos (Secc¸a˜o 5.1.3).
5.1 Teoria da Recursa˜o e Computabilidade
Faz-se nesta Secc¸a˜o, de forma breve, a apresentac¸a˜o dos conceitos da Teoria da Com-
putac¸a˜o e da Teoria da Recursividade necessa´rios para o desenvolvimento do texto,
nomeadamente a formalizac¸a˜o do conceito de func¸a˜o computa´vel ou calcula´vel por um
algoritmo, isto e´, por um processo efectivo. Sa˜o va´rias as formalizac¸o˜es propostas na
literatura para este feito, destacando-se, de entre elas, os algoritmos de Markov, os
sistemas de derivac¸a˜o de Post, o λ-calculus de Church, as ma´quinas de Turing, as
ma´quinas URM, entre outros. Estes sistemas sa˜o tambe´m conhecidos por modelos de
computac¸a˜o. Um marco central da Teoria da Computac¸a˜o e´ o facto de todas estas
caracterizac¸o˜es, se mostrarem equivalentes, no sentido em que definem a mesma classe
de func¸o˜es - Postulado de Church. Esta classe de func¸o˜es e´ denominada por classe das
func¸o˜es recursivas. Define-se nesta Secc¸a˜o esta classe de func¸o˜es (Secc¸a˜o 5.1.1), assim
como o modelo de computac¸a˜o das ma´quinas de Turing (Secc¸a˜o 5.1.4). Termina-se
com a apresentac¸a˜o dos conceitos de conjunto recursivo e recursivamente enumera´vel
(Secc¸a˜o 5.1.2) e hierarquia aritme´tica de conjuntos (Secc¸a˜o 5.1.3).
5.1.1 λ-Linguagem e Func¸o˜es Parcialmente Recursivas
Define-se nesta Secc¸a˜o a classe das func¸o˜es parcialmente recursivas. Para tal, define-se
de seguida a linguagem λ. As duas construc¸o˜es ba´sicas da linguagem λ sa˜o a aplicac¸a˜o
e a abstracc¸a˜o, sendo que, a expressa˜o (t1t2) denota a aplicac¸a˜o de t1 a t2 e, dada uma
λ-expressa˜o M , λx.M denota a func¸a˜o x→M(x). A regra que se segue relaciona estas
duas construc¸o˜es:
Definic¸a˜o 5.1.1. A seguinte regra denomina-se por β-reduc¸a˜o:
(λn.M)N = [N/n]M,
onde [N/n]M resulta da substituic¸a˜o de n por N em M .
A definic¸a˜o formal da linguagem λ:
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Definic¸a˜o 5.1.2. O λ vocabula´rio, considerando fixado o conjunto de constantes na-
turais C, e´ composto por:
 Um conjunto numera´vel X, cujos elementos se denominam por varia´veis natu-
rais;
 O s´ımbolo λ denominado abstracc¸a˜o;
 Os s´ımbolos ( e ) denominados pareˆntesis esquerdo e direito respectivamente.
Definic¸a˜o 5.1.3. O conjunto dos termos da λ-linguagem denota-se por Λ e define-se
da seguinte forma (considerado fixado o conjunto de constantes naturais C):
 (c1, . . . , cn) ∈ Λ, se c1, . . . , cn ∈ C, n ∈ N;
 x ∈ Λ, qualquer que seja o x ∈ X;
 (t1t2) ∈ Λ, se t1, t2 ∈ Λ;
 (λx1 · · ·xn.t) ∈ Λ se x1, . . . , xn ∈ X, t ∈ Λ.






Observe-se que por exemplo o termo (λxy(M)) representa uma func¸a˜o f : N20 → N0,
enquanto que o termo (λx(λy(M)))representa uma func¸a˜o g : N0 → [N0 → N0].
Introduzem-se de seguida algumas operac¸o˜es de fecho no espac¸o das func¸o˜es, no-
meadamente as operac¸o˜es de composic¸a˜o, recursa˜o e minimizac¸a˜o.
Definic¸a˜o 5.1.5. Sejam
f = λy1 · · · yk.f(y1, . . . , yk) ∈ [Nk0 → N0],
gi = λx1 · · ·xn.gi(x1, . . . , xn) ∈ [Nn0 → N0], 1 ≤ i ≤ k
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func¸o˜es. A func¸a˜o h = λx1 · · ·xn.h(x1, . . . , xn) ∈ [Nn0 → N0] tal que
h(x1, . . . , xn) = f(g1(x1, . . . , xn), . . . , gk(x1, . . . , xn))
diz-se definida por composic¸a˜o a partir de f , g1, . . . , gk.
Definic¸a˜o 5.1.6. Sejam
f = λx1 · · · xn.f(x1, . . . , xn) ∈ [Nn0 → N0],
g = λx1 · · · xnyz.g(x1, . . . , xn, y, z) ∈ [Nn+20 → N0]
func¸o˜es. A func¸a˜o h = λx1 · · ·xny.h(x1, . . . , xn, y) ∈ [Nn+10 → N0] tal que
h(x1, . . . , xn, 0) = (λx1 · · ·xny.h(x1, . . . , xn, y))(x1, . . . , xn, 0) =
= (λx1 · · · xn.f(x1, . . . , xn))(x1, . . . , xn) = f(x1, . . . , xn))
e
h(x1, . . . , xn, y + 1) = (λx1 · · · xny.h(x1, . . . , xn, y))(x1, . . . , xn, y + 1) =
(λx1 · · ·xnyz.g(x1, . . . , xn, y, z))(x1, . . . , xn, y, h(x1, . . . , xn, y)) =
g(x1, . . . , xn, y, h(x1, . . . , xn, y))
diz-se func¸a˜o definida por recursa˜o a partir de f e de g.
Definic¸a˜o 5.1.7. Seja
f = λx1 · · ·xny.f(x1, . . . , xn, y) ∈ [Nn+10 → N0].
A func¸a˜o g = λx1 · · ·xn.g(x1, . . . , xn) definida por g(x1, . . . , xn) = menor y tal que
f(x1, . . . , xn, z) e´ definida para z ≤ y
f(x1, . . . , xn, y) se existe y nestas condic¸o˜es
(5.1)
diz-se definida por minimizac¸a˜o a partir de f .
Normalmente func¸o˜es deste tipo denotam-se por
g = λx1..xnµy(f(x1, . . . , xn, y) = 0) ∈ [Nn0 → N0].
Apresenta-se agora um sistema axioma´tico que define a classe das func¸o˜es parcial-
mente recursivas:
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Definic¸a˜o 5.1.8 (Func¸a˜o parcialmente recursiva [Ser93]). O sistema lo´gico composto
pelos axiomas:
A.1 A func¸a˜o λx.0 ∈ [N0 → N0] e´ parcialmente recursiva;
A.2 A func¸a˜o λx.x+ 1 ∈ [N0 → N0] e´ parcialmente recursiva;
A.3 A func¸a˜o λx1 · · ·xn.xi ∈ [Nn0 → N0] e´ parcialmente recursiva;
e pelas regras de infereˆncia:
Com Sejam
f = λy1 · · · yk.f(y1, . . . , yk) ∈ [Nk0 → N0],
gi = λx1 · · ·xn.gi(x1, . . . , xn) ∈ [Nn0 → N0], 1 ≤ i ≤ k
func¸o˜es parcialmente recursivas. Enta˜o, a func¸a˜o h = λx1 · · ·xn.h(x1, . . . , xn) ∈
[Nn0 → N0] tal que
h(x1, . . . , xn) = f(g1(x1, . . . , xn), . . . , gk(x1, . . . , xn))
e´ tambe´m parcialmente recursiva.
Rec Sejam
f = λx1 · · ·xn.f(x1, . . . , xn) ∈ [Nn0 → N0],
g = λx1 · · ·xnyz.g(x1, . . . , xn, y, z) ∈ [Nn+20 → N0]
func¸o˜es parcialmente recursivas. Enta˜o, a func¸a˜o h = λx1 · · ·xny.h(x1, . . . , xn, y) ∈
[Nn+10 → N0] tal que
h(x1, . . . , xn, 0) = (λx1 · · ·xny.h(x1, . . . , xn, y))(x1, . . . , xn, 0) =
= (λx1 · · ·xn.f(x1, . . . , xn))(x1, . . . , xn) = f(x1, . . . , xn))
e
h(x1, . . . , xn, y + 1) = (λx1 · · ·xny.h(x1, . . . , xn, y))(x1, . . . , xn, y + 1) =
(λx1 · · ·xnyz.g(x1, . . . , xn, y, z))(x1, . . . , xn, y, h(x1, . . . , xn, y)) =
g(x1, . . . , xn, y, h(x1, . . . , xn, y))
e´ parcialmente recursiva.
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Min Seja
f = λx1 · · ·xny.f(x1, . . . , xn, y) ∈ [Nn+10 → N0].
uma func¸a˜o parcialmente recursiva A func¸a˜o g = λx1 · · ·xn.g(x1, . . . , xn) definida
por g(x1, . . . , xn) = menor y tal que
f(x1, . . . , xn, z) e´ definida para z ≤ y
f(x1, . . . , xn, y) se existe y nestas condic¸o˜es
(5.2)
tambe´m e´ parcialmente recursiva.
denomina-se sistema FPR.
As func¸o˜es mencionadas nos axiomas de FPR denominam-se de func¸o˜es iniciais.
Uma outra classe objecto de estudo da teoria da recursividade e´ a classe das func¸o˜es
primitivas recursivas. Esta classe e´ obtida pelo sistema anterior quando se retira a
regra de infereˆncia Min. Desta forma, tem-se que as func¸o˜es parcialmente recursivas
sa˜o todos os teoremas de FPR, i.e. a func¸a˜o f e´ parcialmente recursiva sse `FPR f e,
portanto, verificar se uma func¸a˜o f e´ parcialmente recursiva na˜o e´ mais do que fazer
uma demonstrac¸a˜o de f em FPR (cf. [Ser93]).
Dada uma func¸a˜o parcial f : Nn → N, escreve-se f(a1, ..., an) ↓ quando a func¸a˜o
f esta´ definida para os valores (a1, . . . , an), isto e´, quando existe um b ∈ N tal que
f(a1, . . . , an) = b.
5.1.2 Conjuntos Recursivamente Enumera´veis e Reducibili-
dade
Conjuntos Recursivamente Enumera´veis
Um outro ponto de vista relativo a` computabilidade e´ feito a partir da caracterizac¸a˜o
dos conjuntos recursivos e recursivamente enumera´veis. De forma intuitiva, um conjunto
A diz-se recursivo se existe um processo algor´ıtmico para decidir se um determinado
elemento x pertence ou na˜o a esse conjunto e diz-se recursivamente enumera´vel se
existe um procedimento efectivo para listar os seus elementos. Formalmente:
Definic¸a˜o 5.1.9 (Func¸a˜o caracter´ıstica de um conjunto). Seja A ⊆ N. Define-se
func¸a˜o caracter´ıstica do conjunto A como a seguinte func¸a˜o:
χA(x) =
{
1 caso x ∈ A
0 caso x ∈ A¯
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Definic¸a˜o 5.1.10. Um conjunto A ⊆ N diz-se recursivo se a sua func¸a˜o caracter´ıstica
e´ recursiva e diz-se recursivamente enumera´vel se existe um func¸a˜o recursiva cujo
contradomı´nio seja A.
Seguem-se duas importantes caracterizac¸o˜es relativas a` recursividade de conjuntos:
Teorema 5.1.11. [HR87, Secc¸a˜o 5.1 Teorema II] Seja A ⊆ N um conjunto de nu´meros
naturais. Tem-se que:
A e´ recursivo sse A e A¯ sa˜o recursivamente enumera´veis.
Teorema 5.1.12. [HR87, Secc¸a˜o 5.1 Teorema V] O conjunto A e´ recursivamente enu-
mera´vel sse e´ domı´nio de uma func¸a˜o parcialmente recursiva.
Um importante conceito no que respeita o estudo da complexidade de problemas e´
o conceito de redutibilidade:
Definic¸a˜o 5.1.13. O conjunto A reduz-se ao conjunto B se existe uma func¸a˜o recur-
siva f tal que
(∀x).[x ∈ A⇒ f(x) ∈ B].
Quando f e´ injectiva escreve-se A ≤1 B, e A ≤m B caso contra´rio (o m vem do
termo em ingleˆs many-one, e o 1 e´ sugerido pelo termo one-one reducible). Escreve-se
A ≡1 B quando A ≤1 B e B ≤1 A, e A ≡m B quando A ≤m B e B ≤m A.
Um conjunto A diz-se completo segundo a ordem ≤ se A for recursivamente enu-
mera´vel e para todo conjunto B tal que B recursivo, se tenha que B ≤ A.
5.1.3 Hierarquia Aritme´tica
Uma importante ferramenta para a classificac¸a˜o de conjunto de naturais e´ a hierarquia
aritme´tica. Os primeiros estudos sobre esta hierarquia foram apresentados em 1923
por S. Kleene, raza˜o pela qual tambe´m e´ conhecida por hierarquia de Kleene.
Observe-se que se pode associar a cada conjunto A ⊆ Nk uma relac¸a˜o R(a1, . . . , an),
tal que: A = {(a1, . . . , an) ∈ Nk|R(a1, . . . , an)} e, por conseguinte, e´ poss´ıvel classi-
ficar conjuntos de naturais a partir do estudo destas relac¸o˜es. No entanto, tal como
foi referido, a hierarquia aritme´tica e´ utilizada para classificar conjuntos de naturais
sendo o conjunto apresentado um conjunto de k-uplos de naturais. Efectivamente, este
conjunto pode ser reduzido a um conjunto de naturais, caso se defina uma codificac¸a˜o
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de k-uplos adequada, isto e´, o conjunto {(a1, . . . , an) ∈ Nk|R(a1, . . . , an)} pode ser visto
como o conjunto {a ∈ N|R((a)1, . . . , (a)n)}, onde (a)i representa a i-e´sima componente
obtida pela descodificac¸a˜o de a (cf. [DSW94]).




1 se R(x1, . . . , xn) e´ verdade
0 se R(x1, . . . , xn) na˜o e´ verdade
denomina-se por func¸a˜o caracter´ıstica de R.
Uma relac¸a˜o k-a´ria diz-se recursiva quando a sua func¸a˜o caracter´ıstica o for e diz-se
recursivamente enumera´vel quando for domı´nio de uma func¸a˜o parcial recursiva. Dada
uma relac¸a˜o R(x1, . . . , xn), a relac¸a˜o S = {(x1, . . . , xn−1)|(∃xn)R(x1, . . . , xn)} diz-se
uma projecc¸a˜o de R, e S ′ = {(x1, . . . , xn)|¬R(x1, . . . , xn)} diz-se relac¸a˜o complementar
de R.
Definic¸a˜o 5.1.15 (Hierarquia aritme´tica). Uma relac¸a˜o R esta´ na hierarquia aritme´tica
se R e´ recursiva ou se existe uma relac¸a˜o recursiva S tal que R possa ser obtida de S
por alguma sequeˆncia finita de complementac¸o˜es e/ou projecc¸o˜es.
Teorema 5.1.16 (Teorema da Projecc¸a˜o). Se R e´ recursivamente enumera´vel, enta˜o
qualquer projecc¸a˜o de R e´ uma relac¸a˜o recursivamente enumera´vel. Em particular, se R
e´ relac¸a˜o k-a´ria recursivamente enumera´vel, enta˜o {(x1, . . . , xk−1)|(∃xk)R(x1, . . . , xk)}
e´ recursivamente enumera´vel.
Segue-se uma importante caracterizac¸a˜o desta hierarquia:
Teorema 5.1.17. [HR87, Secc¸a˜o 14.1 Teorema I] Uma relac¸a˜o n-a´ria R esta´ na hie-
rarquia aritme´tica sse R e´ relac¸a˜o recursiva, ou existe um m e uma relac¸a˜o (n+m)-a´ria
recursiva S tal que
R = {(x1, . . . , xn)|(Q1y1) · · · (Qnyn)S(x1, . . . , xn, y1, . . . , yn)}
onde Qi ∈ {∀,∃}, 1 ≤ i ≤ n.
As expresso˜es na forma da relac¸a˜o R do Teorema anterior chamam-se “predicate
form”. Chama-se prefixo de uma relac¸a˜o R definida por uma “predicate form”a` sua
sequeˆncia de quantificadores. Por exemplo, a relac¸a˜o (∀x1).(∃x2)(∃x3) R(x1, x2, x3, x4),
tem prefixo ∀∃∃. Define-se nu´mero de alternaˆncia do prefixo da relac¸a˜o R como sendo
o nu´mero de pares de quantificadores adjacentes distintos do prefixo de R.
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Definic¸a˜o 5.1.18. Para n > 0, um Σ0n-prefixo e´ um prefixo que comec¸a com um
quantificador ∃ e tem nu´mero de alternaˆncia n− 1.
Para n > 0, um Π0n-prefixo e´ um prefixo que comec¸a com um quantificador ∀ e tem
nu´mero de alternaˆncia n− 1.
Um prefixo Π00 e´ um prefixo vazio (sem quantificadores).
Assim, um predicate form tem uma Π0n-forma se tem um Π
0
n-prefixo, e analogamente
se define Σ0n-forma. O supra-´ındice nesta notac¸a˜o refere-se a` hierarquia de conjuntos em
questa˜o, onde, por exemplo, o ı´ndice 0 se refere a` hierarquia aritme´tica e o 1 a` anal´ıtica.
Uma vez que no presente texto se trabalha exclusivamente a hierarquia aritme´tica, o
supra-´ındice destas classes sera´ sempre o 0.
Definic¸a˜o 5.1.19. A classe Σ0n e´ a classe de todas as relac¸o˜es defin´ıveis por uma
Σ0n-forma, e a classe Π
0
n e´ a classe de todas as relac¸o˜es defin´ıveis por uma Π
0
n-forma.
Tem-se da definic¸a˜o anterior que uma relac¸a˜o R esta´ na hierarquia aritme´tica se e
so´ se existe um n tal que R seja membro de Σ0n ou de Π
0
n.
O Teorema que se segue, estabelece algumas propriedades importantes das classes
da hierarquia aritme´tica:
Teorema 5.1.20 (Teorema de Kleene). Para n ≥ 1:
1. ∆0n ⊂ Σ0n e ∆0n ⊂ Π0n;
2. Σ0n ⊂ Σn+1 e Π0n ⊂ Π0n+1;
3. Σ0n ∪ Π0n ⊂ ∆n+1.
A demonstrac¸a˜o do resultado pode ser encontrada em [DSW94, Teorema 5.10].
Teorema 5.1.21. Para qualquer n > 0, (Σ0n − Π0n) 6= ∅.
Tem-se, assim, que todas as relac¸o˜es recursivas esta˜o em Σ0 = Π0 e pelo Teorema da
Projecc¸a˜o, que todas as relac¸o˜es recursivamente enumera´veis esta˜o em Σ1. Pelos Teo-
remas anteriores, tem-se que a classe das relac¸o˜es co-recursivamente enumera´veis esta´
em Π01, e assim, a classe Π
0
2 estende as classes das relac¸o˜es recursivamente enumera´veis,
e co-recursivamente enumera´veis. Do Teorema anterior sai que:
Facto 1. Existem relac¸o˜es em Π02 que na˜o sa˜o recursivamente enumera´veis nem co-
recursivamente enumera´veis.
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E portanto:
Facto 2. Existem conjuntos em Π02 que na˜o sa˜o recursivamente enumera´veis nem co-
recursivamente enumera´veis.
Definic¸a˜o 5.1.22. [Sim08] Dado um n ≥ 1, um conjunto B ⊆ N diz-se um conjunto
Π0n-hard se para todo o conjunto A ∈ Π0n, A ≤ B. Adicionalmente, se B ∈ Π0n diz-se
que B e´ um conjunto Π0n-completo.
Observe-se que e´ poss´ıvel reduzir um problema Π0n-completo a um problema Π
0
n-
hard, isto e´, um problema com a mesma dificuldade mas, possivelmente, noutra classe
da hierarquia aritme´tica.
5.1.4 Ma´quina Turing e Func¸o˜es T -Computa´veis
Tal como foi referido na Secc¸a˜o 5.1, conhecem-se va´rias caracterizac¸o˜es relativas a`
computabilidade de func¸o˜es, sendo provavelmente a que se apresenta de seguida, a que
ilustra de forma mais intuitiva, o cara´cter “mecaˆnico”do procedimento algor´ıtmico.
Uma ma´quina de Turing T pode ser vista como um engenho mecaˆnico de leitura/escrita
(cabec¸a da ma´quina) associado a uma fita de tamanho infinito (em ambas as direcc¸o˜es),
particionada em ce´lulas de igual tamanho, cada qual com um s´ımbolo do alfabeto {0, 1}
inscrito (onde o s´ımbolo 0 representa uma ce´lula em branco). A cabec¸a da ma´quina
pode aceder a uma ce´lula de cada vez, sendo esta denominada a cada instante da
execuc¸a˜o por ce´lula actual de T . Uma ma´quina T e´ definida por um conjunto finito de
estados internos Q = {q0, . . . , qn} e por uma unidade de processamento, que consiste
num conjunto finito de regras deterministas denominadas por instruc¸o˜es, que decidem
cada acc¸a˜o a executar pela ma´quina, em func¸a˜o do seu estado interno e ce´lula actuais.
Uma acc¸a˜o determina uma poss´ıvel alterac¸a˜o do estado interno de T e a execuc¸a˜o de
um dos seguinte comandos:
1. escrever “1” na ce´lula;
2. escrever “0” na ce´lula;
3. andar uma ce´lula para a direita “→ ”;
4. andar uma ce´lula para a esquerda “← ”.
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Uma instruc¸a˜o e´ descrita por um quadruplo 〈q, c, o, q′〉 (normalmente representadas
na forma qcoq′ que significa que “se T esta´ no estado interno q e com ce´lula actual de
valor c, enta˜o executa o e passa para o estado interno q′”, onde o representa um dos co-
mandos em cima descritos. Por exemplo, a instruc¸a˜o q110q2, significa que se a ma´quina
estiver no estado q1, com ce´lula actual de valor 1 enta˜o, escreve (na ce´lula actual) 0,
passa ao estado q2 e permanece na mesma posic¸a˜o. A cada ma´quina esta˜o associados
tambe´m um estado inicial qs e um estado terminal qh, que representam os estados
a partir dos quais a ma´quina deve iniciar e terminar a sua execuc¸a˜o respectivamente.
Uma vez atingido o estado terminal qh, a ma´quina pa´ra a sua execuc¸a˜o (contrariamente
ao caso dos auto´matos (Exemplo 2.1.6), nos quais, encontrado um estado terminal, e´
poss´ıvel transitar para um outro que na˜o o seja). Formalmente:
Definic¸a˜o 5.1.23 (Ma´quina de Turing). Dado um conjunto finito de estados internos
Q com dois estados qs e qh denominados por estados inicial e terminal respectivamente,
sejam B = {0, 1} um conjunto de s´ımbolos denominado por alfabeto e um conjunto
C = {0, 1,→,←} denominado por conjunto de comandos. Uma ma´quina de Turing e´
uma func¸a˜o de Q×B para Q× C.
Va´rias generalizac¸o˜es deste conceito esta˜o presentes na literatura, nomeadamente
o caso onde se consideram diferentes alfabetos de escrita B (cf. [Sip96, Definic¸a˜o 3.1]),
onde se consideram ma´quinas com va´rias fitas (cf. [Sip96, Secc¸a˜o 3.2] ), onde se consi-
deram ma´quinas com va´rias cabec¸as (cf. [HUM01, Secc¸a˜o 7.5]), etc. A formalizac¸a˜o
aqui apresentada pode ser encontrada em [HR87, Secc¸a˜o 1.5].
Qualquer passo da execuc¸a˜o de uma ma´quina de Turing e´ descrito pelo seu estado
interno qi, pela ce´lula actual (posic¸a˜o da cabec¸a da ma´quina) e pela string inscrita
na fita da ma´quina nesse instante. Esta informac¸a˜o denomina-se por descric¸a˜o ins-
tantaˆnea ou configurac¸a˜o da ma´quina. Uma descric¸a˜o instantaˆnea de uma ma´quina
pode-se representar na forma · · · 0a1 · · · anqb1b2 · · · bn0 · · · que significa que a ce´lula ac-
tual e´ a que esta´ a` direita de q, para q estado actual da ma´quina com string inscrita
· · · 0a1 · · · anb1b2 · · · bn0 · · · . A execuc¸a˜o de uma ma´quina fica completamente descrita
pela sucessa˜o das suas configurac¸o˜es.
Tal como acontece com os auto´matos (ver Exemplo 2.1.6), estas ma´quinas podem
ser utilizadas no reconhecimento de linguagens, sendo que a sua principal func¸a˜o e´ a
de “computar”func¸o˜es parcialmente recursivas (Secc¸a˜o 5.1.4). Esta computac¸a˜o faz-se
da seguinte forma: dado um input (x1, . . . , xn), escreve-se na fita de T (inicialmente
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preenchida exclusivamente de 0’s), uma string de x1 + 1 s´ımbolos 1 seguidos de um
s´ımbolo 0, seguido de x2 + 1 s´ımbolos 1 com outro 0 e assim sucessivamente (no se-
guimento do texto, quando se diz “uma ma´quina de Turing com input (x1, . . . , xn)”,
pretende-se dizer “uma ma´quina de Turing com um input”constru´ıdo desta forma). A
execuc¸a˜o de T , iniciada na primeira ce´lula (a` esquerda) diferente de 0 e a partir do
estado qs ∈ Q, gera uma sucessa˜o de acc¸o˜es, que caso atinja o estado qh, inscreve na
fita, o resultado de f(x1, . . . , xn) (sob a forma da quantidade de 1’s inscritos).
Por outro lado, dada uma func¸a˜o parcialmente recursiva f : Nn → N, existe
(pelo menos) uma ma´quina de Turing Tf que a compute, isto e´, que dado um in-
put (x1, . . . , xn) retorne o resultado de f(x1, . . . , xn) no caso de f estar definida em
(x1, . . . , xn), ou no caso contra´rio, continue para sempre a sua execuc¸a˜o. Observe-se
ainda que uma mesma ma´quina de Turing T pode calcular diversas func¸o˜es de dife-
rentes aridades, tal como se pode ver no Exemplo que se segue:







〈q3, 1, 0, qh〉
〈q4, 0, 1, q5〉
〈q5, 1,→, q5〉
〈q5, 0,←, q6〉
〈q6, 1, 0, q7〉
〈q7, 0,←, q8〉
〈q8, 1, 0, qh〉
Esta ma´quina computa as func¸o˜es f(x, y) = x+ y, e f(x) = x.

Ma´quina Universal
Uma ma´quina de Turing T pode ser exclusivamente definida a` custa da sua unidade de
processamento, isto e´, a` custa de um conjunto de instruc¸o˜es expressas sob a forma de
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quadruplos 〈q, c, o, q′〉, na medida em que este conjunto tambe´m define o conjunto Q
dos estados internos de T . Existem processos efectivos a partir dos quais se consegue
codificar um qualquer conjunto deste tipo num natural n e vice versa, ou seja, e´ poss´ıvel
codificar qualquer ma´quina de Turing T num natural n assim como construir uma e
uma so´ ma´quina T a partir de um natural n. Este processo e´ conhecido por Go¨de-
lizac¸a˜o das ma´quinas de Turing. A escolha de um processo concreto para a Go¨delizac¸a˜o
de ma´quinas na˜o e´ aqui fixado, sendo a u´nica condic¸a˜o necessa´ria para o trabalho que
aqui se apresenta, a existeˆncia de uma bijecc¸a˜o via codificac¸a˜o, entre os naturais e as
partes do conjunto das instruc¸o˜es das ma´quinas de Turing. Os algoritmos de Go¨de-
lizac¸a˜o sa˜o normalmente baseados na factorizac¸a˜o de naturais em nu´meros primos.
Em [Bil03, Cap´ıtulo 14] e [HUM01, Secc¸a˜o 8.3], descrevem-se dois processos distintos
para a Go¨delizac¸a˜o de ma´quinas de Turing. Processos similares a este sa˜o elaborados
para outros modelos de computac¸a˜o. Por exemplo, em [Ser93], descreve-se este pro-
cesso para as ma´quinas URM, em [DSW94] e´ descrito para uma linguagem S, e em
[End01, HR87] e´ descrito para as func¸o˜es parcialmente recursivas. Esta te´cnica esta´
na base de importantes resultados ao n´ıvel do estudo da computabilidade de func¸o˜es e
equivaleˆncia entre modelos de computac¸a˜o.
Dado que se pode construir qualquer ma´quina (de forma algor´ıtmica) a partir de
um natural n, e´ poss´ıvel construir uma ma´quina que a partir desse natural e de um
determinado input (para a ma´quina de nu´mero n), simule a execuc¸a˜o da ma´quina de
Turing de nu´mero de Go¨del n a partir desse input. Este e´ o princ´ıpio do conceito de
ma´quina ou programa universal :
Definic¸a˜o 5.1.25. Sejam m,n ∈ N0. Define-se a func¸a˜o Φ(n+1) : Nn+10 → N0, como a
func¸a˜o de aridade n calculada pela ma´quina de Turing cujo nu´mero de Go¨del e´ m. A
func¸a˜o Φ(n+1)(x1, . . . , xn,m) tambe´m se representa por Φ
(n)
m (x1, . . . , xn).
A ma´quina de Turing T que computa a func¸a˜o Φ(n+1) e´ tambe´m conhecida por
Ma´quina de Turing Universal. E´ poss´ıvel portanto, a partir da sequeˆncia
Φ(n)(x1, . . . , xn, 0),Φ
(n)(x1, . . . , xn, 1), . . .
enumerar todas as func¸o˜es parcialmente recursivas de n varia´veis. Define-se de seguida
um predicado que e´ frequentemente utilizado para fazer demonstrac¸o˜es nesta a´rea da
matema´tica.
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Definic¸a˜o 5.1.26 ([DSW94]). Sejam xi, y, t ∈ N para i = 1, . . . , n. Define-se o predi-
cado STP (n) da seguinte forma:
STP (n)(x1, . . . , xn, y, t)
sse
a ma´quina de Turing de nu´mero de Go¨del y pa´ra depois de t ou menos passos, a partir
do input (x1, . . . , xn).
Proposic¸a˜o 5.1.27. [DSW94, Cap´ıtulo 4, Teorema 3.2] Para todo n > 0, o predicado
STP (n)(x1, . . . , xn, y, t) e´ um predicado (primitivo) recursivo.
Outro resultado que aqui se utiliza e´ o seguinte:
Teorema 5.1.28. Para quaisquer m,n > 0, existe uma func¸a˜o total T -computa´vel
Snm(u1, . . . , un, y) ∈ [N(n+1)0 → N0] tal que
Φ(m+n)(x1, . . . , xm, u1, . . . , un, y) = Φ
(m)(x1, . . . , xm, S
n
m(u1, . . . , un, y)).
Este Teorema aparece na literatura como o resultado s-m-n, e encontra-se demons-
trado em [HR87] Secc¸a˜o 1.5, Teorema V.
Corola´rio 5.1.29. [DSW94, Cap´ıtulo 8, Teorema 2.5] Segundo as hipo´teses do Teo-
rema anterior, caso Φy seja uma func¸a˜o total, enta˜o S
n




1, . . . , u
′
n, y)
implica que u1 = u
′
1, . . . , un = u
′
n.
5.2 A Satisfac¸a˜o Comportamental e´ Π02-Hard
5.2.1 Problema da Totalidade
Apresenta-se nesta Secc¸a˜o um problema que, pelas suas propriedades, desempenha
um papel central na demonstrac¸a˜o da incompletude das lo´gicas comportamentais: o
problema da Totalidade. Pela teoria da recursividade, um dado “problema”pode ser
visto como o problema de reconhecer, de forma efectiva, os elementos de um conjunto
ou relac¸a˜o, isto e´, traduz-se no estudo da natureza da func¸a˜o caracter´ıstica do conjunto
das soluc¸o˜es do “problema”. Neste contexto, tem-se que um “problema”e´ solu´vel se o
conjunto das suas soluc¸o˜es for recursivo. Assim, classificar um problema na hierarquia
aritme´tica, significa classificar o seu conjunto de soluc¸o˜es nessa mesma hierarquia.
Dada uma ma´quina de Turing T , define-se o problema da Totalidade de T da seguinte
forma:
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Definic¸a˜o 5.2.1. Seja T uma ma´quina de Turing. O problema TOTALIDADET
consiste no seguinte:
 INPUT: Um inteiro k ≥ 0
 OUTPUT: A ma´quina de Turing T pa´ra em todos os inputs 1j01k, para j ≥ 0?
Quando para um dado k se tem que a ma´quina de Turing T pa´ra em todos os
inputs 1j01k, para todo o j ≥ 0, escreve-se que TOTALIDADET (k) e´ positivo. Segue
uma importante propriedade:
Teorema 5.2.2. Existem ma´quinas de Turing T nas quais TOTALIDADET e´ Π02-
completo.
Demonstrac¸a˜o. Sejam T uma ma´quina de Turing, Ψ(j, k) a func¸a˜o (parcialmente re-
cursiva) computada por T a partir do input 1j01k e Φ o programa universal. Para a
func¸a˜o Ψ(j, k), existe um nu´mero de Go¨del y tal que
Ψ(j, k) = Φ((j, k), y) = Φy(j, k),
e assim, pode-se traduzir o problema da Totalidade pelo predicado
p(k) := (∀j)(∃t)STP ((j, k), y, t).
Uma vez que STP ((j, k), y, t) e´ um predicado recursivo (Proposic¸a˜o 5.1.27), segue da
Definic¸a˜o 5.1.19 que p(k) ∈ Π20, e portanto TOTALIDADET ∈ Π20, qualquer que seja
a ma´quina de Turing T .
Considere-se agora o caso em que Ψ = Φ, isto e´, o caso de T ser a ma´quina universal.
Tem-se por definic¸a˜o de programa universal que Φ(j, k) = Φk(j) e´ a func¸a˜o parcialmente
recursiva de nu´mero k, para k nu´mero de Go¨del para programas universais. Assim,
o problema da Totalidade e´ positivo quando Φk(j) termina para qualquer j ≥ 0, isto
e´, quando Φk(j) e´ func¸a˜o total. Desta forma, o problema da TOTALIDADEΦ(k) e´
positivo para todos os k’s do conjunto A = {k ∈ N|Φk(j) e´ total}.
Pretende-se agora demonstrar que o conjunto A e´ Π02-completo. Tem-se, que
A = {k ∈ N|Φk(j) e´ total}
= {k ∈ N|(∀j)Φk(j) ↓}
= {k ∈ N|(∀j)(∃y)STP (j, y, t)}.
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Pelo Teorema 5.1.27, tem-se que o predicado STP e´ predicado primitivo recursivo e,
portanto, tem-se que P (k) := (∀j)(∃t)STP (j, k, t) ∈ Π20. Logo A ∈ Π02.
Considere-se agora o conjunto B = {w ∈ N|(∀x)(∃y)R(x, y, w)}, para R(x, y, w)
predicado recursivo. Pela Definic¸a˜o 5.1.8, tem-se que a func¸a˜o h(x,w) = miny R(x, y, w)
e´ uma func¸a˜o parcialmente recursiva. Seja e o nu´mero de Go¨del para o programa que
computa a func¸a˜o h. Enta˜o,
(∃y)R(x, y, w)⇔ h(x,w) ↓
⇔ Φ(x,w, e) ↓,
pelo Teorema 5.1.28,
Φ(x, S11(w, e)) ↓ .
Assim sendo, tem-se que:
w ∈ B ⇔ (∀x)(∃y)R(x, y, w)
⇔ (∀x)[Φ(x, S11(w, e)) ↓]
⇔ Φ(x, S11(w, e)) e´ total
⇔ S11(w, e) ∈ A
tem-se pelo Corola´rio 5.1.29 que S11 e´ injectiva, pelo que, sai directamente da de-
finic¸a˜o de ≤1 que B ≤1 A, e portanto, A e´ Π02-completo. Fica assim provada a
existeˆncia de ma´quinas de Turing T (pelo menos a ma´quina universal), onde o problema
TOTALIDADET e´ Π02-completo.
5.2.2 A Satisfac¸a˜o Observacional e´ Π02-Hard
Considere-se uma ma´quina de Turing T tal que o problema TOTALIDADET seja Π
0
2-
completo (Teorema 5.2.2). Em func¸a˜o desta ma´quina, define-se de seguida uma especi-
ficac¸a˜o equacional, por forma a simular algebricamente a sua execuc¸a˜o. Consideram-se,
para tal, uma operac¸a˜o blank para preencher a fita da ma´quina de 0’s, as operac¸o˜es 0r
e 1r para inscrever os s´ımbolos 0 e 1 a` direita de uma string, as operac¸o˜es 0l e 1l para
os escrever a` esquerda, para cada estado q uma operac¸a˜o q para executar os passos da
ma´quina em func¸a˜o da sua unidade de processamento e as operac¸o˜es de resultado boo-
leano willstop e always que, dada uma descric¸a˜o instantaˆnea da ma´quina, indicam
se a sua execuc¸a˜o pa´ra ou decorre indeterminadamente. Assim:










willstop: h -> v;
blank: h -> h;
always: h -> h;
more: h -> h;
q: h -> h, para cada q ∈ Q (uma func¸a˜o para cada estado da ma´quina);
0l : h -> h;
0r : h -> h;
1l : h -> h;
1r : h -> h;
[AX]
1. (∀x:h). blank(m(x))=blank(x) para todo o me´todo m;
2. (∀x:h). m(always(x))=always(x) para todo o me´todo m 6= blank;
3. (∀x:h). m(q(x))=always(x) para todo o me´todo m 6= blank e q tal que m 6= more
ou q 6= qs;
4. (∀x:h).more(qs(x))=qs(1r(x));
5. (∀x:h).b’l(br(x))=br(b’l(x)) para b ∈ {1, 0};
6. (∀x:h).0d(blank(x))=blank(x) para d ∈ {l, r};
7. (∀x:h).willstop(always(x))=true;
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8. (∀x:h).willstop(qh(x))=true;
9. Para toda a instruc¸a˜o qbcq′ da unidade de processamento de T adicionar:
(a) (∀x:h).willstop(q(br(x)))=willstop(q’(cr(x))) caso c = 0 ou c = 1;
(b) (∀x:h).willstop(q(br(x)))=willstop(q’(bl(x))) caso c =→;
(c) (∀x:h).willstop(q(b’l(br(x)))=willstop(q’(b’r(br(x))) para b′ = 0 e
b′ = 1, caso c =←.
Por exemplo, a representac¸a˜o da configurac¸a˜o · · · 0b1 · · · bn0 · · · para bi ∈ {0, 1},
faz-se a partir do termo b1r( · · · (bnr(blank(x))) · · · ), da seguinte forma: limpa-se a
fita x (preenche-se de 0’s) pela func¸a˜o blank, e introduz-se o input, s´ımbolo a s´ımbolo,
pelas operac¸o˜es {1r, 0r}.
Observe-se que a especificac¸a˜o anterior apresenta uma estrutura muito simples,
uma vez que so´ apresenta um ge´nero observa´vel, um ge´nero na˜o observa´vel e operac¸o˜es
una´rias. Este factor e´ importante, na medida em que esta especificac¸a˜o e´ capturada por
diversos formalismos da semaˆntica observacional de sistemas presentes na literatura.
Tem-se, por exemplo, que tanto esta´ de acordo com os formalismos aqui apresentados
(Cap´ıtulo 3) como tambe´m por outros mais restritivos, como e´ o caso das hidden alge-
bras apresentadas em [GD94b], onde se impo˜e que as operac¸o˜es da assinatura possuam
no ma´ximo um argumento de ge´nero na˜o observa´vel.
Lema 5.2.3. Se T pa´ra a partir do input b1 · · · bn, enta˜o
INCOMPLETA |= (∀x:h).willstop(qs(b1r( · · · (bnr (blank(x)))))=true.
Demonstrac¸a˜o. Se a ma´quina T pa´ra a partir do input b1 · · · bn, enta˜o ha´ uma sucessa˜o
de descric¸o˜es instantaˆneas de T comec¸ados por · · · 0qsb1b2 · · · bn0 · · · e terminadas por
· · · b′qhb′′ · · · . Note-se que se se fizer, em cada passo, um rearranjo adequado dos
me´todos a` esquerda dos qi, i ∈ {1, . . . , n}, (pelo axioma 5.), os axiomas do ponto
9. simulam correctamente todos os passos efectuados pela ma´quina. Pela aplicac¸a˜o
sucessiva da transitividade e destes axiomas chega-se a determinada altura da execuc¸a˜o
de T a:
INCOMPLETA |= (∀x:h).willstop(qs(b1r( · · · (bnr (blank(x)))))=
willstop(qh(t(blank(x))))),
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para algum t composto por me´todos de {0l, 0r, 1l, 1r}, e assim, por (8) tem-se que
INCOMPLETA |= (∀x:h).willstop(qs(b1r( · · · (bnr(blank(x)))))=true
tal como se pretendia.
Considere-se agora a seguinte Sig(INCOMPLETA)-a´lgebra A:
 Av = {true, false};
 Ah = ((Q ∪ ⊥))× String × String) ∪, onde  e´ um novo elemento especial;
 willstopA(X) = true, caso X =  ou X = (⊥, S,S’) ou se a ma´quina de Turing




 caso X =  ou X = (q, S, S ′) para q 6= qs
(qs, S, 1S
′) caso X = (qs, S, S ′)




 caso X =  ou X = (q′, S, S ′) para q, q′ ∈ Q
(q, S, S ′) caso X = (⊥, S, S ′)
 noutros casos
 bA(X) =  para todo b ∈ {0l, 0r, 1l, 1r} caso X =  ou X = (q, S, S ′) para todo
o q ∈ Q;
 bAl ((⊥, S, S ′)) = (⊥, Sb, S ′) para todo b ∈ {0, 1} e para quaisquer strings S, S ′
tais que b 6= 0 ou S 6= ;
 bAr ((⊥, S, S ′)) = (⊥, S, bS ′) para todo b ∈ {0, 1} e S, S ′Strings tais que b 6= 0 ou
S ′ 6= ;
 0Al ((⊥, , S ′)) = (⊥, , S ′) para qualquer string S ′;
 0Ar ((⊥, S, )) = (⊥, S, ) para qualquer string S ′.
Facto 3. A especificac¸a˜o INCOMPLETA e´ consistente na medida em que A ∈ [INCOMPLETA].
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Teorema 5.2.4. Dado o inteiro k ≥ 0, seja ek a equac¸a˜o
(∀x:h).qs(0r(1r(1r( · · · (1r(blank(x))) · · · ))))=always(x),
onde 1r ocorre k vezes. Sa˜o equivalentes as seguintes afirmac¸o˜es
1. TOTALIDADET(k) e´ positivo;
2. INCOMPLETA |=≈Obs ek.
Demonstrac¸a˜o. (1. ⇒ 2.) Dada a natureza das operac¸o˜es de Sig(INCOMPLETA), tem-se
que esta so´ admite contextos observa´veis da forma willstop(m1( · · · (mn(zh))), para
todo mi me´todo de INCOMPLETA. Com vista ao absurdo, considere-se que existe um
contexto c ∈ CObs
Sig(INCOMPLETA) tal que na˜o se verifique
INCOMPLETA |= (∀x:h).c[qs(0r(1r(1r( · · · (1r(blank(x))) · · · ))))]=c[always(x)].
Enta˜o:
 caso exista um i ∈ {1, . . . , n} tal que mi = blank, pela aplicac¸a˜o de (1) tem-se
willstop(m1( · · · (blank( · · · (mn(qs(0r(1r(1r( · · · (1r(blank(x))) · · · ))))))) =
willstop(m1( · · · (blank(x)))), e pela mesma raza˜o
c(always(x))=willstop(m1( · · · (blank(x))))
o que e´ contradito´rio! Logo, na˜o existe nenhum i ∈ {1, . . . , n} tal que mi = blank;
 caso exista um i ∈ {1, · · · , n} tal que mi = always, enta˜o, qualquer que seja o
termo t do ge´nero h,
willstop(m1( · · · (always( · · · (mn(t)) · · · )) · · · ))=
willstop(m1( · · · (always(x) · · · ))),
e mais uma vez
(∀x:h).c[qs(0r(1r(1r( · · · (1r(blank(x))) · · · ))))]=c[always(x)].
Chega-se assim a novamente a uma contradic¸a˜o, e portanto, na˜o existe nenhum
i ∈ {1, . . . , n} tal que mi = always;
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 tem-se pelos axiomas 2. e por 7. que, qualquer que seja o contexto c,
c[willstop(x)] = true. (5.3)
Por outro lado, tem-se por (3) que caso mn 6= more, willstop(m1( · · · (mn(qs( · · · ))
= willstop(m1( · · · (mn−1(always( · · · )), e por (2) e (7) resulta
willstop((always(x))=true.
Chega-se assim a novamente a uma contradic¸a˜o, e portanto mn=more.
 caso exista um i < n tal que mi 6= more, tem-se
willstop(m1( · · · (mi(more( · · · (more(qs(0r(1r( · · · )))) · · · )) · · · ))
= willstop(m1( · · · (mi(qs(1r( · · · (1r(0r(1r( · · · )))) · · · )) · · · ))
para n− i ocorreˆncias de 1r antes do me´todo 0r, e por (5.3), chega-se novamente
a uma contradic¸a˜o.
Fica assim provado que o contexto c tem que ser da forma willstop(more( · · · (more(zh))),
para n ocorreˆncias do me´todo more, e pela aplicac¸a˜o sucessiva do axioma 4. obte´m-se
willstop(more( · · · (more(qs(0r(1r( · · · (blank(x))))))
= willstop((qs(1r( · · · (1r(0r(1r( · · · (blank(x)))))).
Tem-se por hipo´tese que TOTALIDADET(k) e´ positivo, e portanto, sai do Teorema
5.2.1 que
willstop((qs(1r( · · · (1r(0r(1r( · · · (blank(x))))))=true.
Por (5.3), chega-se a uma nova contradic¸a˜o!
Portanto na˜o existe nenhum contexto c tal que na˜o se verifique
INCOMPLETA |= (∀x:h).c[qs(0r(1r(1r( · · · (1r(blank(x))) · · · ))))]=c[always(x)],
isto e´, INCOMPLETA |=≈Obs ek tal como se pretendia.
(1. ⇐ 2.) Tem-se que INCOMPLETA |=≈Obs ek, e portanto, para o caso particular do
contexto willstop(zh), tem-se que
INCOMPLETA |= (∀x:h).willstop(qs(0r1r( · · · (1r(blank(x)))))=
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willstop(always(x)),
e pelo axioma 7.,
INCOMPLETA |= (∀x:h).willstop(qs(0r1r( · · · (1r(blank(x)))))=true.
Tem-se tambe´m do Facto 3 que A e´ modelo de INCOMPLETA, e portanto
willstopA((qs, , 1
j01k)) = true.
Pela definic¸a˜o de A, a ma´quina de Turing T pa´ra para o input 1j01k, isto e´, o problema
TOTALIDADET(k) e´ positivo, tal como se pretendia demonstrar.
Chega-se desta forma ao resultado central da Secc¸a˜o:
Facto 4. Em todos os formalismos da semaˆntica observacional de sistemas abordados
no texto existem especificac¸o˜es onde o problema da satisfac¸a˜o observacional e´ Π02-Hard.
Assim sendo, na˜o existem algoritmos que nelas verifiquem todas as proposic¸o˜es obser-
vacionalmente verdadeiras, nem que nelas refutem todas as que na˜o o sejam.
A demonstrac¸a˜o do Teorema sai directamente do facto do problema da Totalidade se
reduzir ao problema da satisfac¸a˜o observacional. Assim, uma vez que TOTALIDADET
e´ Π02-completo, tem-se que o problema da satisfac¸a˜o e´ Π
0
2-hard. Dado que a satisfac¸a˜o
observacional e´ um caso particular da satisfac¸a˜o comportamental, tem-se tambe´m que:
Corola´rio 5.2.5. O problema da satisfac¸a˜o comportamental em algumas especificac¸o˜es
e´ Π02-Hard. Assim sendo, na˜o existem algoritmos que nelas verifiquem todas as pro-






O objectivo proposto para a presente tese foi o de estudar, numa perspectiva alge´brica,
as pra´ticas de verificac¸a˜o e desenvolvimento formal de software com dados encapsula-
dos, via relac¸a˜o de igualdade observacional.
Procurou-se neste trabalho apresentar os assuntos em estudo, a um n´ıvel o mais ge-
ral poss´ıvel, por forma a poderem ser utilizados em diferentes contextos de aplicac¸a˜o.
Neste sentido, escolheu-se a abordagem de Bidoit e de Hennicker para a apresentac¸a˜o
e formalizac¸a˜o dos conceitos centrais da semaˆntica observacional de sistemas (Cap´ıtulo
3). Nomeadamente, apresentou-se esta teoria para o caso das Igualdades Comporta-
mentais em especificac¸o˜es estruturadas, contrariamente a` maior parte das abordagens,
que estudam exclusivamente o caso da Igualdade Observacional em especificac¸o˜es flat.
Com o mesmo intuito, estudaram-se algumas adaptac¸o˜es e generalizac¸o˜es do conceito
de processo de refinamento, nomeadamente a sua generalizac¸a˜o aos σ-refinamentos e
aos σ-refinamentos observacionais. Relativamente ao estudo deste u´ltimo to´pico, fez-se
ainda a caracterizac¸a˜o do caso onde se admitiam variac¸o˜es no conjunto dos ge´neros ob-
serva´veis durante o processo de refinamento e demonstrou-se um resultado pelo qual, a
partir de um refinamento observacional a respeito de uma determinada igualdade ob-
servacional, se constro´i um outro refinamento sobre a mesma especificac¸a˜o, a respeito
de uma relac¸a˜o de igualdade observacional mais pequena. O estudo deste to´pico e´ feito
exclusivamente para o caso das especificac¸o˜es e equacionais.
Outro objectivo central desta dissertac¸a˜o foi o de reunir e unificar diferentes resultados
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relativos ao tema da tese, estudados por diferentes abordagens em contextos distintos.
Neste sentido, deu-se especial atenc¸a˜o aos contributos das abordagens da Γ-igualdade
observacional e da Lo´gica Alge´brica Abstracta, referindo-se tambe´m outros importantes
trabalhos sobre o tema, nomeadamente os desenvolvidos pelos grupos de Diaconescu,
Futsatsugui e Padawitz. Tambe´m se apresentou, ainda que de forma sucinta, a outra
grande abordagem a` semaˆntica observacional de sistemas presente na literatura - a
abordagem abstractor. Esta abordagem, ao inve´s da abordagem central do texto, que
se baseia na relac¸a˜o de Igualdade Observacional entre elementos, centra o seu estudo
numa relac¸a˜o de equivaleˆncia entre a´lgebras. Apresentaram-se ainda alguns resultados
para estabelecer a ponte entre esta estas duas abordagens.
Um outro to´pico presente neste trabalho, ainda que na˜o explicitamente mencionado,
foi o paralelo entre o estudo da semaˆntica observacional de sistemas e a teoria dos
auto´matos. Tal como se referiu na introduc¸a˜o da tese, objectos desenhados segundo
o paradigma OO comportam-se como ma´quinas de transic¸a˜o de estados. De facto, a
abordagem observacional na˜o so´ transporta para a verificac¸a˜o standard (baseada na
lo´gica equacional) propriedades e caracter´ısticas destes sistemas, como tambe´m gene-
raliza muitos dos conceitos estudados na teoria dos auto´matos, nomeadamente o da
equivaleˆncia entre estados de um auto´mato, o da equivaleˆncia entre auto´matos (equi-
valeˆncia de Nerode) e de auto´mato reduzido. Todos estes casos apareceram no texto
a t´ıtulo de exemplo de conceitos e resultados trabalhados (ver Exemplos 2.1.6, 2.1.12,
3.1.7, 3.1.13, 3.1.19 e 3.3.7).
6.1 To´picos Para Trabalhos Futuros
6.1.1 Refinamentos por Traduc¸a˜o
Os conceitos de refinamento e de processo de refinamento passo-a-passo foram trabal-
hados neste texto em va´rios contextos e formalizac¸o˜es. Numa primeira fase, estudou-
se o caso onde se impunha a preservac¸a˜o da assinatura entre passos de refinamento
(Definic¸a˜o 2.4.1); numa segunda, as assinaturas das especificac¸o˜es podiam variar via
morfismos (Definic¸a˜o 2.4.4); numa terceira, adequou-se o processo ao paradigma da
observabilidade; e numa quarta caracterizou-se o caso onde eram admitidas variac¸o˜es
no conjunto dos ge´neros observa´veis durante o processo de refinamento (Secc¸a˜o 3.4.1).
Percebeu-se tambe´m, aquando da apresentac¸a˜o destes conceitos que o crescente grau de
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liberdade na noc¸a˜o de refinamento, induzido por estas diferentes formalizac¸o˜es, se mos-
tra favora´vel a`s pra´ticas de implementac¸a˜o de software por reutilizac¸a˜o de componentes
implementadas.
Sugere-se aqui uma alternativa a` formalizac¸a˜o do conceito de refinamento, baseada
no conceito de traduc¸a˜o lo´gica usado no estudo da Teoria Alge´brica dos Sistemas De-
dutivos pela Lo´gica Alge´brica Abstracta (cf. [BP89, BP98, BR03]). Os resultados e
motivac¸o˜es que aqui se apresentam surgiram no desenvolvimento do presente trabalho
de dissertac¸a˜o, tendo sido recentemente apresentadas com mais algum detalhe, em
[Mad08]. Tal como na Secc¸a˜o 4.2, considere-se aqui o conjunto de fo´rmulas Fm(Σ)
como sendo o conjunto das equac¸o˜es e das equac¸o˜es condicionais sobre a assinatura
Σ. Dadas duas assinaturas Σ = (S,Ω) e Σ′ = (S ′,Ω′) tais que Σ ⊆ Σ′, define-se
Σ − Σ′-traduc¸a˜o τ como sendo uma S-famı´lia (τs(x : s, y : s))s∈S tal que para cada
s ∈ S, τs(x : s, y : s) = (τs,s′(x : s, y : x))s′∈S′ e´ um S ′-conjunto de Σ′-equac¸o˜es
φ(x, y) = ψ(x, y) de ge´nero s′ em duas varia´veis do ge´nero s. Define-se τ -traduc¸a˜o de
uma Σ-equac¸a˜o t = t′ de ge´nero s, em s´ımbolos τ(t = t′), como sendo o S ′-conjunto
de Σ′-equac¸o˜es (τs,s′(t, t′))s′∈S′ e estende-se esta definic¸a˜o a equac¸o˜es condicionais de
forma natural. Esta definic¸a˜o aparece em [BP98] formulada para o caso das k-lo´gicas.
Neste contexto, o conceito de traduc¸a˜o aparece como (k − l)-traduc¸a˜o, que significa
uma traduc¸a˜o de uma lo´gica de dimensa˜o k para uma outra de dimensa˜o l da mesma
assinatura. Um exemplo paradigma´tico de uma traduc¸a˜o deste tipo e´ a traduc¸a˜o do
ca´lculo proposicional cla´ssico na teoria equacional das a´lgebras boolenas [BP98, Exem-
plo 4.1.2].
Observe-se que um morfismo de assinaturas mapeia uma fo´rmula numa outra fo´rmula.
No entanto, uma traduc¸a˜o lo´gica pode mapear uma fo´rmula num conjunto de fo´rmulas.
Este facto, que vai ao encontro da desejada liberdade no conceito de refinamento, moti-
vou a formalizac¸a˜o do conceito de refinamento que aqui se sugere. Por forma a estabe-
lecer uma relac¸a˜o entre as semaˆnticas de uma especificac¸a˜o SP e da sua traduc¸a˜o diz-se
que uma a´lgebra A′ e´ um τ -modelo de SP se para toda a fo´rmula ξ ∈ Fm(Sig(SP )),
SP |= ξ implica A′ |= τ(ξ) e, diz-se que uma traduc¸a˜o τ interpreta SP se existe uma
especificac¸a˜o SP ′ tal que, para toda a fo´rmula ξ ∈ Fm(Σ), SP |= ξ sse SP ′ |= τ(ξ).
Neste contexto mostra-se que se τ interpreta SP , enta˜o a especificac¸a˜o SP τ e´ a τ -
interpretac¸a˜o de SP com maior classe de modelos, onde SP τ representa a especi-
ficac¸a˜o cuja classe de modelos e´ a classe dos τ -modelos de SP [Mad08, Teorema 3.6].
Mais, prova-se tambe´m que se SP for axiomatizada por um conjunto de equac¸o˜es e
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de equac¸o˜es condicionais Φ enta˜o SP τ e´ axiomatizada por τ(Φ)[Mad08, Teorema 3.7].
Tendo em conta esta “preservac¸a˜o de propriedades”via traduc¸a˜o, e dadas uma espe-
cificac¸a˜o SP e uma traduc¸a˜o τ que interprete SP , diz-se que uma especificac¸a˜o SP ′
refina via a traduc¸a˜o τ a especificac¸a˜o SP , em s´ımbolos SP ⇁τ SP
′, se SP τ  SP ′.
Assim, dada uma especificac¸a˜o SP = 〈Σ,Φ〉 e uma traduc¸a˜o τ que interprete SP ,
tem-se que SP ⇁τ SP
′ sse SP ′ |= τ(Φ) (ver Lema 2.4.8).
Considere-se, a t´ıtulo de exemplo, a especificac¸a˜o do conjunto dos nu´meros naturais
NAT, axiomatizada exclusivamente pelo axioma (∀x,y:nat).s(x)=s(y)⇒ x=y, para s
s´ımbolo da func¸a˜o sucessor. Considere-se, tambe´m, a especificac¸a˜o NATEQ onde se
especifica a func¸a˜o booleana “equality test”pelo seguinte conjunto de axiomas:
1. (∀x:nat).eq(x,x)=true;
2. (∀x,y:nat).eq(x,y)=true → eq(y,x)=true;
3. (∀x,y,z:nat).eq(x,y)=true ∧ eq(y,z)=true → eq(x,z)=true;
4. (∀x,y:nat).eq(x,y)=true → eq(s(x),s(y))=true;
5. (∀x,y:nat).eq(s(x),s(y))=true → eq(x,y)=true;
Considere-se agora a traduc¸a˜o τ definida por
τnat,bool(x:nat=y:nat) = {eq(x:nat,y:nat)=true}
e por τs,s′ = ∅ noutros casos. Na˜o e´ dif´ıcil de verificar que NATEQ interpreta NAT por τ
tendo-se, portanto, que NAT⇁τ NATEQ, uma vez que NATEQ |= eq(s(x),s(y))=true⇒
eq(x,y)=true (cf. [Mad08, Exemplo 6.2]). Observe-se que neste exemplo se traduziu
uma especificac¸a˜o axiomatizada em equac¸o˜es do ge´nero nat numa outra axiomatizada
exclusivamente por equac¸o˜es do ge´nero bool. Este facto pode ser importante, por
exemplo, quando se pretende encapsular ge´neros.
Relativamente a trabalhos futuros neste to´pico, seria interessante numa primeira
fase, estudar a integrac¸a˜o deste tipo de refinamentos no processo de refinamento passo-
a-passo apresentado nas Secc¸o˜es 2.4 e 3.4, nomeadamente a sua combinac¸a˜o com os
refinamentos via morfismos de assinatura e a sua adaptac¸a˜o ao paradigma da obser-
vabilidade. Um primeiro passo neste sentido pode ser dado a partir do estudo da
generalizac¸a˜o do conceito de refinamento via traduc¸a˜o ao caso “misto”onde dados um
morfismo σ : Σ → Σ′ e uma Σ − Σ′-traduc¸a˜o τ que interprete SP , SP ⇁τ.σ SP ′ sse
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SP τ  σ SP ′. Um outro to´pico interessante para trabalho futuro e´ o de estudar a
equivaleˆncia entre especificac¸o˜es na perspectiva das traduc¸o˜es lo´gicas. Este trabalho
pode ser feito com base no estudo da equivaleˆncia de sistemas dedutivos no sentido de
[BP98].
6.1.2 Estudo Comparativo entre as Relac¸o˜es ≈Obs,In e ≈ΓObs
Estudaram-se neste trabalho, duas definic¸o˜es para o conceito de igualdade observa-
cional entre elementos: a igualdade observacional parcial ≈Obs,In (Definic¸a˜o 3.1.16)
dos trabalhos de Bidoit-Hennicker, e a relac¸a˜o de Γ-igualdade observacional ≈ΓObs (De-
finic¸a˜o 4.1.1) dos trabalhos de Goguen-Ros¸u. Em ambas as relac¸o˜es, consideram-se
apenas os contextos representantes das “computac¸o˜es admiss´ıveis”, usando-se para este
fim, na primeira relac¸a˜o, os contextos definidos por varia´veis de input e na segunda,
os contextos definidos por operac¸o˜es de Γ. Um interessante to´pico a desenvolver, seria
o de comparar estas duas escolhas, no sentido de estudar a possibilidade de definir
subassinaturas Γ e conjuntos de ge´neros In em func¸a˜o de ≈ΓObs e ≈Obs,In, por forma a
definirem relac¸o˜es equivalentes.
Este trabalho parece poss´ıvel, pela definic¸a˜o de morfismos de assinaturas σ e φ que
enriquec¸am de forma adequada a assinatura da especificac¸a˜o a verificar, de tal forma
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