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This chapter presents a dynamical systems point of view of the study of
systems with delays. The focus is on how advanced tools from bifurcation
theory, as implemented for example in the package DDE-BIFTOOL, can
be applied to the study of delay differential equations (DDEs) arising in
applications, including those that feature state-dependent delays. We discuss
the present capabilities of the most recent release of DDE-BIFTOOL. They
include the numerical continuation of steady states, periodic orbits and their
bifurcations of codimension one, as well as the detection of certain bifurca-
tions of codimension two and the calculation of their normal forms. Two
longer case studies, of a conceptual DDE model for the El Niño phenomenon
and of a prototypical scalar DDE with two state-dependent feedback terms,
demonstrate what kind of insights can be obtained in this way.
1 Introduction
Systems with delays arising in applications come in many different forms. From a general
perspective a DDE is an ordinary differential equation (ODE) with a number of terms that
feature delays. When the delays are zero, or parameters multiplying such terms are zero,
then the DDE reduces to the underlying ODE, that is, a finite-dimensional dynamical
system. When delays are present, on the other hand, one is dealing with an actual DDE
and, hence, with an infinite-dimensional dynamical system. As for ODEs, the task is to
determine the possible dynamics of a given DDE as a function of its parameters. In other
words, what is called for is a bifurcation analysis of the DDE that unveils the division
of parameter space into regions of different behavior. In spite of this difference in the
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dimension of the phase space, the bifurcation theory of DDEs is effectively that of ODEs
in the sense that the same bifurcations of equilibria and periodic orbits arise in both
cases. The complicating issue is that equilibria, periodic orbits and their bifurcations
of a given DDE ‘live’ in an infinite-dimensional space. As is the case for ODEs, this
requires specialized numerical tools for finding and tracking invariant objects and their
bifurcations.
As we will demonstrate, such advanced tools are available today. We focus here on the
capabilities as implemented in the package DDE-BIFTOOL — a Matlab/octave (MAT-
LAB, 2018; Eaton et al., 2017) compatible library for performing numerical bifurcation
analysis of DDEs of different types. DDE-BIFTOOL uses a numerical continuation
approach, originally implemented by Engelborghs et al. (2000b, 2001); Samaey et al.
(2002), and is currently accessible and maintained at sourceforge.net/projects/
ddebiftool (Sieber et al., 2015). Its capabilities are a subset of those of commonly used
tools for ODEs and maps, such as AUTO (Doedel et al., 1999; Doedel, 2007), MATCONT
(Dhooge et al., 2003; Govaerts, 2000) or COCO (Dankowicz and Schilder, 2013). The
bifurcation analysis tool knut offers an alternative, stand-alone implementation (in C++)
of many of the methods used in DDE-BIFTOOL; see (Roose and Szalai, 2007).
In contrast to the tools for ODEs, the package DDE-BIFTOOL permits differential
equations with a finite number of discrete delays in their arguments. More precisely, it
considers differential equations of the form
푀푥′(푡) = 푓 (푥(푡), 푥(푡 − 휏1),… , 푥(푡 − 휏푑), 푝), where (1)
푀 ∈ ℝ푛×푛 and 푓 ∶ ℝ푛×(푑+1) ×ℝ푛푝 → ℝ푛,
which is a DDE with 푑 + 1 delays (where 휏0 = 0 is included in the list of discrete delays).Further, there are 푛푝 system parameters 푝 ∈ ℝ푛푝 . We call the spaceℝ푛, in which 푥(푡) lives,the physical space for (1) (not to be confused with the infinite-dimensional phase space of
the DDE as defined below). The matrix푀 on the left-hand side is most commonly (and
by default) equal to the identity matrix, which corresponds to the case of ‘standard’ DDEs.
Different choices of푀 are used to define other types of DDEs, including equations that
are neutral (featuring delayed derivatives), are of differential algebraic form, or are of
mixed type with both delayed and advances terms.
DDE-BIFTOOL distinguishes two types of DDEs, depending on the nature of the
discrete delays 휏1,… , 휏푑: DDEs with constant delays and DDEs with state-dependentdelays. In the case of constant-delay DDEs the delays 휏1,… , 휏푑 need to be part of thevector 푝 of system parameters. As part of the setup, the user has to specify the list of 푑
indices of 푝 that correspond to the delays 휏1,… , 휏푑 . Alternatively, when dealing withstate-dependent delays one may specify the delays 휏1,… , 휏푑 as functions of current ordelayed states of 푥. More precisely, the user has to specify the number 푑 of delays and
the functions
휏푓푗 ∶ ℝ
푛×푗 ×ℝ푛푝 → ℝ for 푗 = 1,… , 푑, where then
휏푗 = 휏
푓
푗 (푥
0,… , 푥푗−1, 푝) for 푗 = 1,… , 푑, with (2)
푥0 = 푥(푡), 푥푗 = 푥(푡 − 휏푗) for 푗 = 1,… , 푑, such that
푥′(푡) = 푓 (푥0,… , 푥푑 , 푝). (3)
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This recursive definition permits arbitrary levels of nesting such that delays may depend
on delayed states.
We focus here on ‘standard’ DDEs with constant and state-dependent delays. We first
briefly discuss their relevant properties as dynamical systems. Subsequently, we present
the tasks of bifurcation analysis and then discuss how they are performed and set up in
practice in DDE-BIFTOOL; here, we use a constant-delay DDE for the inverted pendu-
lum with delayed control as the illustrating example throughout. We further illustrate
the overall capabilities with two longer case studies: (1) a conceptual DDE model for
the El Niño Southern Oscillation (ENSO) system with negative delayed feedback and
periodic forcing, where the delay is initially constant and then state dependent; and (2)
a prototypical scalar DDE with two state-dependent feedback terms that features only
trivial dynamics in the absence of state dependence.
2 DDEs as dynamical systems
While DDEs with discrete delays are the most common type of DDEs considered for
practical implementation of numerical methods, the underlying mathematical theory does
not distinguish between discrete and, e.g., distributed delays. The general theory permits
general functionals on the right-hand side, of the form
푓̃ ∶ 퐶0([−휏max, 0];ℝ푛) ×ℝ푛푝 → ℝ푛.
Here퐶푘([−휏max, 0];ℝ푛) (or퐶푘 for short) is the space of 푘 times continuously differentiablefunctions — the history segments— on the interval [−휏max, 0], where 휏max is an upperbound for the delays; in particular, 퐶0 is the space of continuous functions on [−휏max, 0]with values in ℝ푛. The general DDE (also called a functional differential equation, FDE)
then has the form
푥′(푡) = 푓̃ (푥푡, 푝), (4)
for the standard case that푀 in (1) is the identity matrix. One looks for solutions 푥(푡) ∈ ℝ푛
with 푡 ∈ [−휏max, 푡end] of (4), and the solution 푥푡 with subscript 푡 is the current historysegment in 퐶0, that is,
푥푡 ∶ [−휏max, 0] → ℝ푛
휃 ↦ 푥(푡 + 휃).
For the DDE (1) with discrete delays the functional 푓̃ has the form
푓̃ (푥, 푝) = 푓 (푥(0), 푥(−휏1),… , 푥(−휏푑), 푝)
for 푥 ∈ 퐶0. In case the delays are state dependent, the 휏푗 are defined as described by (2)when setting 푡 = 0.
2.1 General theory for DDEs with constant delays
For DDEs with constant delays the textbooks by Hale and Verduyn Lunel (1993) and
Diekmann et al. (1995) develop the necessary theory that permits one to consider DDEs
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of the general type (4) (and, hence, (1)) as regular dynamical systems on the phase space
퐶0 of continuous functions over the (maximal) delay interval; these DDEs are referred
to as abstract ODEs by Diekmann et al. (1995). For 푡 = 0 one has to provide an initial
history segment 휙 ∈ 퐶0, and then at each time 푡 ≥ 0 the current state is the function 푥푡,which is also in 퐶0; in particular, 푥0 = 휙. The textbooks show that the map
푋 ∶ [0,∞) × 퐶0 → 퐶0
(푡, 휙) ↦ 푥푡 ,
which maps time 푡 and initial value 휙 to the history segment 푥푡 at time 푡 of the solutionof the DDE, is as regular with respect to its argument 휙 as the right-hand side 푓̃ of (1) is
with respect to its first argument. For example, if 휙 ↦ 푓̃ (휙, 푝) is 퓁 times continuously
differentiable, then so is 휙↦ 푋(푡;휙). Consequently, the general theory transfers many
results of the bifurcation theory for ODEs to the case of DDEs with constant delays. In
particular, the solution map 푋 is eventually compact, which implies that local center
manifolds in equilibria and periodic orbits of DDEs are finite-dimensional and as regular
as the right-hand side 푓̃ . Therefore, the local bifurcation theory of DDEs with a finite
number of constant delays is identical to the local bifurcation theory of ODEs.
2.2 General theory for DDEs with state-dependent delays
For DDEs with state-dependent delays the claim that their local bifurcation theory is
identical to the theory of ODEs is not fully resolved. A review of well established results
and an exposition of the obstacles that one initially faces are described in the review by
Hartung et al. (2006). Even assuming that the state-dependent delays are always bounded
within an interval [0, 휏max], the space of continuous 퐶0 is not a suitable phase space,since no local uniqueness of solutions to initial-value problems can be guaranteed. The
difficulty lies in the fact that for state-dependent delays the functional 푓̃ ∶ 퐶0 → ℝ푛 in
the right-hand side of the DDE is not continuously differentiable (or locally Lipschitz
continuous), even if all coefficients 푓 and 휏푓푗 are smooth. In fact, for general DDEs of
the form (4) the assumption that 푓̃ is continuously differentiable with respect to its first
argument is not satisfied when the delays are state dependent. In fact, the assumption
of regularity of 휙 ↦ 푓̃ (휙, 푝) being satisfied could be considered as the general property
underlying and, hence, defining the constant-delay case of the theory.
Walther (2003) observes that functionals 푓̃ involving state-dependent delays satisfy a
weaker regularity condition, which could be called mild differentiability. For these types
of functionals Walther (2003) proves that for history segments 휙 within the manifold of
compatible initial conditions, defined as
휙 ∈ 퐶1comp ∶=
{
휙 ∈ 퐶1 ∶ 휙′(0) = 푓̃ (휙)
} ,
a unique solution 푋(푡;휙) of the DDE exists and is also in 퐶1comp. Moreover, for each time
푡 ≥ 0, the solution map
푋 ∶ 퐶1comp → 퐶
1
comp
휙 ↦ 푋(푡;휙) (5)
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is continuously differentiable once, which means that 푋 meets the conditions for basic
stability theory. For example, the principle of linearized stability holds for equilibria and
periodic orbits (Skubachevskii and Walther, 2006; Mallet-Paret and Nussbaum, 2011b).
Moreover, local center manifolds exist, are finite-dimensional and are continuously
differentiable once (Stumpf, 2011).
The results for the solution map 푋 cannot be generalized to higher degrees of continu-
ous differentiability; hence, 푋 is not sufficiently regular to support all aspects of local
bifurcation theory. However, there exist some results on higher-order differentiability for
DDEs with state-dependent delays. First, solutions of periodic boundary-value problems
for state-dependent delays can be reduced to finite-dimensional algebraic systems of
equations that are as regular as the coefficients, such as 푓 and 휏푓푗 in (2) and (3). Thus,all computations performed during numerical bifurcation analysis of equilibria, periodic
orbits or their local bifurcations can be performed as expected and depend smoothly on
their data. This includes the standard tasks of continuation of solutions using Newton
iterations and pseudo-arclength continuation, or branching off at singularities. Similarly,
all computations performed during normal form analysis are feasible (Sieber, 2012, 2017).
Furthermore, Krisztin (2006) checked that the techniques used for obtaining 퓁 > 1 times
differentiable local unstable manifolds of equilibria (Krisztin, 2003) are also applicable
to local center manifolds of equilibria.
Thus, the results by Krisztin (2006) strongly suggest that local center manifolds in
DDEs with state-dependent delays are differentiable as often as the coefficients 푓 and
휏푓푗 , even though the solution map 푋 of (5) is not. For this reason, while this is notfully resolved, the local bifurcation theory of DDEs with state-dependent delays is still
expected to be identical to the theory for ODEs. Indeed, this claim is supported by all
theoretical results this far, as well as by numerical investigations such as the one presented
in Section 5.
3 Capabilities of DDE-BIFTOOL demonstrated for the
controlled inverted pendulum
The general theory of Section 2 implies that numerical bifurcation analysis should allow
one to perform a range of tasks for equations of type (1), similar to those arising in the
bifurcation analysis of ODEs. More specifically, the local bifurcations of (standard)
DDEs with both constant and state-dependent delays are the same as those one finds
in ODEs and can, hence, be found in standard textbooks such as (Guckenheimer and
Holmes, 1983; Govaerts, 2000; Kuznetsov, 2013). We do not present or review here this
extensive theory but rather focus on the typical tasks required for the bifurcation analysis
of a given DDE (or ODE), which include:
1. continuation of equilibria in a single system parameter;
2. linear stability analysis at equilibrium points, that is, finding the (leading) eigenval-
ues of their linearization;
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3. detection of codimension-one bifurcations of equilibria and their continuation as
curves in two system parameters; in generic systems, these are the saddle-node
(or fold) bifurcation and the Hopf bifurcation, while in the presence of additional
(symmetry) properties they include the transcritical bifurcation and the pitchfork
bifurcation;
4. detection of codimension-two bifurcations of equilibria; in generic systems, these
include the saddle-node Hopf, Hopf-Hopf, cusp and degenerate Hopf bifurcations;
5. normal form analysis of generic codimension-one and codimension-two bifurca-
tions of equilibria; this includes, for example, computing the Lyapunov coefficient
for the Hopf bifurcation, which determines whether the bifurcation is supercritical
or subcritical, and branching off to secondary solution or bifurcation branches;
6. continuation of periodic orbits in a single system parameter (with automatic adjust-
ment of the period);
7. linear stability analysis of periodic orbits, that is, determining their (leading) Floquet
multipliers;
8. detection of codimension-one bifurcations of periodic orbits and their continuation
as curves in two system parameters; in generic systems, these are the saddle-node
(or fold) bifurcation of periodic orbits, the period-doubling bifurcation and the
torus (or Neimark-Sacker) bifurcation;
9. identification and continuation of connecting orbits between equilibria in a suitable
number of system parameters (depending on the dimensions of the respecitve stable
and unstable eigenspaces of the involved equilibria);
10. computation of unstable manifolds of equilibria and periodic orbits with a single
unstable direction to find, for example, certain invariant tori and global bifurcations.
Continuation tasks require formulating an algebraic system of equations of the form
퐺(푦) = 0, where 퐺 ∶ dom(퐺)→ range(퐺) (6)
is differentiable and the nullspace ker 퐺′(푦) is one-dimensional in solutions 푦 ∈ dom퐺.
For the contination of equilibria and their bifurcations we will have dom(퐺) = ℝ푁+1 and
range(퐺) = ℝ푁 for some problem dependent푁 ∈ ℕ. For the continuation of periodic
orbits and their bifurcations 퐺 will map between infinite-dimensional spaces. In these
cases a discretized problem 퐺d ∶ ℝ푁+1 → ℝ푁 has to be constructed, where푁 dependson the number of mesh points, and may be increased to improve accuracy. Solution loci
of system (6) are generically curves (branches), which are tracked by the continuation
algorithm (Doedel et al., 1999). Within DDE-BIFTOOL, the user specifies two points
near each other on the respective curve of interest; the (pseudo-arclength) continuation
algorithm generates a predictor by extrapolating the secant through the (last) two points
on the curve and then uses Newton iteration to correct the prediction and, hence, find the
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(a)
(b)
Figure 1: Sketch of an inverted pendulum on a cart subject to a control force 퐹 with its equation
in rescaled time units√퐿∕푔 (a), and the linear stability chart in the (푎, 푏)-plane for PD control
퐹 (푡) = 푎휃(푡 − 휏) + 푏휃′(푡 − 휏) and delay 휏 =√2∕4 (b).
next point along the curve; this predictor-corrector step is repeated until a sufficient piece
of the curve defined by (6) has been computed.
Stability computation tasks for DDEs require the creation of a matrix eigenvalue
problem of an approximating, sufficiently large system of ODEs. Normal form analysis for
equilibrium bifurcations in DDE-BIFTOOL computes explicit normal form coefficients
for codimension-one and codimension-two bifurcations, which determine the dynamics
close to the bifurcation according to the textbook by Kuznetsov (2013). The normal form
analysis is also used to construct predictors for starting the continuation of secondary
solution branches that emerge from the respective bifurcation.
3.1 DDE model of the controlled inverted pendulum
Wewill proceed to explain how these different tasks are performed by DDE-BIFTOOL. To
demonstrate how this works in practice, we will use throughout this section the example
of a simple DDE model for balancing an inverted pendulum with delayed feedback,
described by Sieber and Krauskopf (2004a,b),
휃′′(푡) = sin 휃(푡) − 퐹 (푡) cos(푡), where 퐹 (푡) = 푎휃(푡 − 휏) + 푏휃′(푡 − 휏). (7)
The dependent variable 휃(푡) is the angle by which the (approximately mass-less) pendulum
deviates from the upright position. The term 퐹 (푡) is the feedback force exerted by moving
the base of the pendulum, such as the cart sketched in fig. 1(a), to achieve upright balancing.
In (7), the feedback is of proportional-plus-derivative type, where the correcting force
depends linearly on the angle 휃 and on the angular velocity 휃′; one speaks of PD control.
Time in (7) is in units of the intrinsic time scale√푔∕퐿 of the pendulum, where 퐿 is the
length of the pendulum and 푔 is the gravitational acceleration. The delay 휏 models a
reaction delay relative to the intrinsic time scale of the pendulum; hence, varying the delay
is similar to changing the length of the pendulum, where a shorter pendulum corresponds
to a longer delay after scaling.
7
Rewriting (7) as as a first-order system gives
푥′1(푡) = 푥2(푡),
푥′2(푡) = sin 푥1(푡) − cos 푥1(푡)
[
푎푥1(푡 − 휏) + 푏푥2(푡 − 휏)
] . (8)
Hence, the physical space for 푥(푡) = (푥1(푡), 푥2(푡)) is ℝ2, the parameter space for 푝 =
(푝1, 푝2, 푝3) = (푎, 푏, 휏) is ℝ3, and the right-hand side 푓 is
푓 (푥0, 푥1, 푝) =
[
푥02
sin 푥01 − cos 푥
0
1
(
푝1푥11 + 푝2푥
1
2
)] (9)
in the formulation (1) of DDE-BIFTOOL, where푀 is the identity inℝ2. We remark that,
even though the right-hand side 푓 does not depend on 휏, the delay 휏 must be included in
the parameter vector 푝 (as 푝3) for 푓 .We observe that the right-hand side 푓 has the reflection symmetry
푓 (−푥0,−푥1, 푝) = −푓 (푥0, 푥1, 푝).
Therefore, system (8) has two types of solutions: symmetric solutions, which are invari-
ant under this reflection symmetry, and symmetrically related pairs of non-symmetric
solutions. As we will see later on, distinguishing the two types is of practical relevance
because the control force 퐹 (푡) is applied by adjusting the position of the pendulum at its
base, that is, by pushing the cart on which it is mounted in fig. 1(a). For non-symmetric
solutions the average of 퐹 (푡) is non-zero, which implies that the cart accelerates away in
one direction; in particular, the cart position, which we refer to as 훿(푡) in fig. 2 below, is
unbounded. For symmetric solutions, on the other hand, the long-term average of the
force 퐹 (푡) on the cart is zero, which means that the cart position 훿(푡) may be bounded.
Thus, only symmetric solutions correspond to successful balancing of the pendulum.
Mathematically, the reflection symmetry introduces non-generic symmetry-breaking
bifurcations, including pitchfork bifurcations, which require special treatment within
DDE-BIFTOOL.
3.2 Continuation of branches of equilibria
The continuation of equilibria for DDEs is identical to that for ODEs: equilibria 푥eq of
푥′(푡) = 푓 (푥(푡), 푥(푡 − 휏1),… , 푥(푡 − 휏푑), 푝) are given by the nonlinear equation
퐺eq(푦eq) = 푓 (푥eq,… , 푥eq, 푝) = 0,
which is of the general form (6) where the dimension 푁 = 푛 is the dimension of the
physical space. One typically chooses the unknowns 푦eq = (푥eq, 푝푖) for continuation ofequilibria in one of the system parameters 푝푖.The pendulum problem (8) has the upright position 푥 = (0, 0) as its reflection-invariant
trivial equilibrium solution. fig. 1(b) shows the line (dashed) for fixed 푏 = 1.5 and varying
푎 in the (푎, 푏)-plane for 휏 = √2∕4, which corresponds to the single-parameter family of
trivial equilibria (0, 0, 푎).
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3.3 Linear stability analysis of equilibria
The natural next step is the computation of the linear stability for each equilibrium (푥eq, 푝)along the computed branch, which is determined by the stability of the DDE, linearized
in the equilibrium (including 휏0 = 0 into our list of discrete delays),
푀푥′(푡) =
푑∑
푗=0
퐴푗푥(푡 − 휏푗), where 퐴푗 = 휕푓휕푥푗 (푥eq,… , 푥eq, 푝) ∈ ℝ
푛×푛. (10)
The stability of the origin for the linear DDE (10) is determined by the real parts of the
spectrum of its infinitesimal generator, defined by
[푥](휃) = 푥′(휃) with domain
퐷() =
{
푥 ∈ 퐶1 ∶푀푥′(0) =
푑∑
푖=0
퐴푖푥(−휏푖)
}
.
The eigenvalue problem 휆푥 = 푥 in the infinite-dimensional space 퐷() is equivalent
to the 푛-dimensional eigenvalue problem for the characteristic matrix Δ(휆) ∈ ℝ푛×푛,
Δ(휆)푣 = 0, where Δ(휆) = 휆푀 −
푑∑
푖=0
퐴푖 exp(−휆휏푖) (11)
(Kaashoek and Verduyn Lunel, 1992). The problem of finding the right-most eigenvalues
휆 of (or Δ) is fundamentally different from an ODE stability problem, since typically has infinitely many eigenvalues. However, for the most common case where푀 is the
identity, the infinitesimal generator has at most finitely many eigenvalues to the right
of any vertical line in the complex plane. For its linear stability analysis DDE-BIFTOOL
does not solve det Δ(휆) = 0, but instead discretizes the eigenvalue problem 휆푥 = 푥 to
obtain an eigenvalue problem for a pair of large matrices. The approach by Breda et al.
(2005) is to discretize the ODE boundary-value problem
푥′(휃) = 휆푥(휃), 푀푥′(0) =
푑∑
푖=0
퐴푖푥(−휏푖),
on the interval [−휏max, 0] with an 푚th-order pseudospectral approximation (e.g., Cheby-shev polynomials) for 푥 ∶ [−휏max, 0] → ℂ푛 to obtain a matrix eigenvalue problem ofdimension (푚 + 1)푛. Engelborghs and Roose (2002) discretize (10) by using a linear
multistep ODE solver with a small time step ℎ = 휏max∕푚 and express the condition thatthe approximate solution after a single time step, 푥ℎ, satisfies 푥ℎ = 휇푥0 on the uniformgrid with step ℎ on [−휏max, 0]. This is also an eigenvalue problem for large matrices in 휇,from which the eigenvalues 휆 are obtained by the relation 휆 = (log휇)∕ℎ. Both options
are available in DDE-BIFTOOL, which automatically refines the discretization if the
desired right-most eigenvalues are not accurate up to a specified tolerance.
For the pendulum model’s upright equilibrium 푥 = (0, 0) the characteristic matrix
Δ(휆) has the form
Δ(휆) =
[
휆 −1
푎e−휆휏 − 1 휆 + 푏e−휆휏
]
.
9
When increasing 푎 from 0 for 푏 = 1.5 and 휏 = √2∕4, one detects a change of linear
stability at the points 푃 and퐻 in fig. 1(b). At the point 푃 (where 푎 = 1) a real eigenvalue
crosses the imaginary axis from the right to the left half of the complex plane. At this
point 푃 , the trivial equilibrium gains linear stability (under increasing 푎) in a subcritical
pitchfork bifurcation (owing to the reflection symmetry), and a family of non-symmetric
equilibria of the form (푥1, 푥2, 푎) = (푥1, 0, sin 푥1∕(푥1 cos 푥1)) branches off. At the point퐻(at 푎 ≈ 3.6), the linear DDE has a pair of complex eigenvalues ±i휔 ≈ ±0.6i휋 (crossing
from left to right for increasing 푎) such that the upright equilibrium destabilizes in a
Hopf bifurcation. Consequently, for 푏 = 1.5 and 휏 = √2∕4 the upright position of the
pendulum is linearly stable when 푎 ∈ (1, 3.6) (that is, between the points 푃 and 퐻 in
fig. 1).
3.4 Continuation of codimension-one bifurcations of equilibria
Once a bifurcation of an equilibrium (which will typically be of codimeonsion one)
has been detected one may either branch off to follow another branch (of equilibria or
periodic orbits), or continue the bifurcation itself in additional parameters — as a curve
in two chosen system parameters when it is indeed of codimension one. DDE-BIFTOOL
supports continuation of the generic codimension-one bifurcations, the saddle-node (or
fold) and the Hopf bifurcation (Engelborghs and Roose, 1999). The continuation is
implemented for nonlinear systems that extend the nonlinear equation 퐺eq(푦eq) = 0 withthe eigenvalue problem (11) for the critical eigenvalue. For the fold of equilibria the
eigenvalue 휆 is 0 such that the unknowns are 푦feq = (푥feq, 푣feq, 푝푖, 푝푗) ∈ ℝ2푛+2 (with twofree parameters 푝푖 and 푝푗). For the Hopf bifurcation the frequency 휔퐻 is unknown and theeigenvector 푣퐻 is complex such that we have the unknowns 푦퐻 = (푥퐻 , 푣퐻 , 휔퐻 , 푝푖, 푝푗) ∈
ℝ3푛+3 (counting the complex vector 푣퐻 as two real vectors of length 푛). The nonlinearequations for the fold and Hopf bifurcations are
퐺feq(푦feq) =
⎡⎢⎢⎣
푓 (푥feq,… , 푥푓 , 푝)
Δ(푥feq, 푝; 0)푣feq
푣푇feq푣feq − 1
⎤⎥⎥⎦ and 퐺퐻 (푦퐻 ) =
⎡⎢⎢⎣
푓 (푥퐻 ,… , 푥퐻 , 푝)
Δ(푥퐻 , 푝; i휔퐻 )푣퐻
푣̄푇ref푣퐻 − 1
⎤⎥⎥⎦ ,
which are in ℝ2푛+1 and ℝ3푛+2, respectively; here the base points (푥feq, 푝) and (푥퐻 , 푝) areincluded as arguments of the characteristic matrixΔ (since the matrices퐴푖 in (11) dependon them). The scale of the complex eigenvector 푣퐻 ∈ ℂ푛 is fixed with the help of areference vector 푣ref ∈ ℂ푛 and one complex equation (i.e., two real equations).For the balancing pendulum model, the point퐻 is on a curve of Hopf bifurcations,
which can be continued in two parameters. The resulting curve in the (푎, 푏)-plane is
shown in green in fig. 1(b). The eigenvalue zero bifurcation at the point 푃 is not a fold, but
a pitchfork bifurcation due to the equilibrium’s invariance under the reflection symmetry.
Thus, the equation 퐺feq(푦feq) = 0 is singular. An experimental feature of DDE-BIFTOOLpermits the user to add constraints enforcing the symmetry of the equilibrium to make the
extended nonlinear system regular (for example, 푥feq,1 = 0 for the inverted pendulum);see also Section 3.10. For system (8) the pitchfork bifurcation is at 푎 = 1 for any 푏 and 휏,
and this curve 푃 is shown in red in fig. 1(b).
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Along these two curves of codimension-one bifurcations one encounters degenerate
points. At 휔퐻 = 0 the Hopf bifurcation meets the pitchfork bifurcation in a special pointwhere the linearization has a zero eigenvalue of algebraic multiplicity 2; this point lies
at 푏 = 휏 and 푎 = 1 in fig. 1(b). For small 휏 the Hopf bifurcation curve emerges to the
right of the line of pitchfork bifurcations before it bends back to cross this line again at
푏 ≈ 4.5; at this point there is a pitchfork-Hopf bifurcation, where the linearization has an
eigenvalue 0 and an imaginary eigenvalue pair ±i휔ℎ.The Hopf bifurcation curve and the pitchfork bifurcation line bound the region in
fig. 1(b) where the upright position 푥 = (0, 0) is linearly stable; this is indicated with
the label 0, which refers to the number of unstable eigenvalues. Bosschaert et al. (2020)
implemented normal form analysis for generic equilibrium bifurcations of codimension
one or two. Their analysis produces normal form coefficients permitting us to branch off
toward secondary codimension-one branches from codimension-two bifurcation points.
The expressions rely on genericity conditions that are violated at the pitchfork bifurcation
(due to the reflection symmetry), such that the routines provided by Bosschaert et al.
(2020) cannot be applied to the double-zero and pitchfork-Hopf interaction points we
found for the inverted pendulum DDE (8). However, the criticality of the Hopf bifurcation
along the branch of Hopf bifurcation can be determined by computing the Lyapunov
coefficient 퓁1 with the routines from (Bosschaert et al., 2020). The coefficient is negativeeverywhere, meaning that the Hopf bifurcation is supercritical. From this information
the shown numbers of unstable eigenvalues of the upright equilibrium 푥 = (0, 0) in the
other regions of fig. 1(b) can be determined.
3.5 Codimension-three singularity of the inverted pendulum
The region of stability shown in fig. 1(b) shrinks to the single point (푎∗, 푏∗) = (1,
√
2) at
the critical delay 휏∗ =
√
2, at which the upright equilibirum 푥 = (0, 0) has a linearization
with a zero eigenvalue of multiplicity 3. Hence, the critical delay 휏∗ is the largest possibledelay for which the delayed PD control can stabilize the upright position. In (Sieber
and Krauskopf, 2004a,b) we performed an analysis of the bifurcation structure in the
neighborhood of this singularity. Its results are shown in fig. 2 for parameters on an
ellipsoid around the singular point (푎∗, 푏∗, 휏∗) = (1,
√
2,
√
2) of codimension three. The
ellipsoid is parametrized in the new coordinates (훼, 훽, 훾), which are related to the original
coordinates via
푎 = 푎∗ + 푟6훼, 푏 = 푏∗ + 푟2 휏∗3 훽, 휏 = 푏 + 푟
4 휏∗
3
훾 , (12)
훼 = sin(휑휋∕2), 훽 = cos(휑휋∕2) cos(2휋휓), 훾 = cos(휑휋∕2) sin(2휋휓),
where the radius-type scaling parameter 푟 determines the size of the ellipsoid. The unit
sphere in the rescaled (훼, 훽, 훾)-space is then parametrized by the two polar coordinate
angles (휑,휓) ∈ [0, 1] × [0, 1], yielding the representation in fig. 2.
The viewpoint of the sphere in (훼, 훽, 훾)-space is chosen in fig. 2 with a focus on the
region of stability of the upright pendulum, labeled (a) and bounded by the curves 푃 of
pitchfork bifurcation and퐻 of Hopf bifurcation, as well as on nearby regions with more
complicated dynamics of the controlled inverted pendulum. Note from panel (a) of fig. 2
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Figure 2: Bifurcation diagram of the controlled inverted pendulum DDE on an ellipse around the
triple-zero point, with regions of equilibrium stabilization (a), small oscillations (b) and runaway
oscillations (c) of the pendulum. The bounded chaotic dynamics in the area labelled (∗) is shown
separately in fig. 3(b). Curves of codimension-one bifurcations on the ellipse include those of
pitchfork bifurcation 푃 , Hopf bifurcation퐻 , pitchfork bifurcation of periodic orbits 푃po, period
doubling 푃퐷, and connecting orbits 푇∞. Here, 푟 = 1∕2 in the definition (12) of the ellipse.
that successful stabilization of the upright position involves convergence of the position
휃 as well as of the velocity 훿̇ of the cart. As we discuss next, finding additional behavior
of the system beyond stabilization requires the continuation of periodic orbits and their
bifurcations.
3.6 Continuation of periodic orbits
A periodic orbit 푥(푡) with 푥(푡) = 푥(푡 − 푇 ) for some fixed period 푇 > 0 and all times
푡 is given as the solution of a periodic DDE boundary-value problem (BVP). Hence,
obtaining the nonlinear problem 퐺po(푦po) = 0 for the computation and continuation ofperiodic orbits requires a discretization of a periodic BVP. As is common, we rescale the
period to the interval [0, 1] and use the variable 푠 = 푡∕푇 for the rescaled time (and recall
the convention that 휏0 = 0) to obtain
DDE: 푀푥po′(푠) = 푇푓
(
푥po
(
푠 −
휏0
푇
)
[0,1)
,… , 푥po
(
푠 −
휏푑
푇
)
[0,1)
, 푝
)
, (13)
BC: 푥po(0) = 푥po(1), (14)
PC: 0 = ∫
1
0
푥′ref (푠)
푇푥po(푠)d푠 (15)
for the unknowns 푥po(⋅) ∈ 퐶1([0, 1];ℝ푛), 푇 ∈ (0,∞) and a single system parameter
푝푖. In (13) we use the notation 푥po(푠)[0,1) for the ‘wrapped’ evaluation of 푥po(푠), that
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is, (푠)[0,1) = (푠 − f loor(푠)) (and, hence, 푥po(푠)[0,1) = 푥po(푠 − f loor(푠))), where f loor(푠)is the largest integer less than or equal to 푠. Thus, (푠)[0,1) is always in [0, 1) and the
boundary condition (BC) (14) simply expresses the periodicity of the solution. In the
original time, the periodic orbit is then 푡 ↦ 푥po(푡∕푇 )[0,1). A phase condition (PC) isrequired to select a unique and isolated solution of the overall BVP that represents the
periodic orbit. This is the case because, if 푥po(⋅)[0,1) is a solution of (13)–(14), thenso is 푥po(⋅ + 푐)[0,1) for any 푐 ∈ [0, 1). We use here the integral phase condition (15),which fixes the free phase of the present solution 푥po by minimizing the integral distance∫ 10 (푥ref (푠) − 푥po(푠))푇 (푥ref (푠) − 푥po(푠))d푠 to a periodic reference solution 푥ref ; see Doedel(2007) for more details on phase conditions. We may write the infinite-dimensional
nonlinear problem (13)–(15) in the form (6) as
퐺po(푦po) = 0, where 푦po = (푥po(⋅), 푇 , 푝푖) ∈ 퐶1([0, 1];ℝ푛) ×ℝ ×ℝ. (16)
Engelborghs et al. (2000a) and Engelborghs and Doedel (2002) constructed a fixed-
degree piecewise polynomial collocation discretization for (13)–(15). The discretization
stores the approximate solution 푥po(⋅) on a mesh 푠e of 푁푇 subintervals in polynomialpieces of degree 휅, in the form of a vector 푥po,d ∈ ℝ푛(휅푁푇+1). The discretized residual atan arbitrary point 푠 ∈ [0, 1] has the form
퐺DE,d(푥po,d, 푇 , 푝; 푠) =
푀퐸(1)(푠)푥po,d − 푇푓
(
퐸(0)
(
푠 −
휏0
푇
)
[0,1)
푥po,d,… , 퐸(0)
(
푠 −
휏푑
푇
)
[0,1)
푥po,d, 푝
)
.
The matrices 퐸(퓁)(푠) are 푛 × (푛(휅푁푇 + 1)) interpolation (for 퓁 = 0) and differentiation(for 퓁 > 0) matrices, such that 푥(푠) = 퐸(0)(푠)푥po,d and 푥(퓁)(푠) = 퐸(퓁)(푠)푥po,d for allpiecewise polynomials 푥 defined on the mesh 푠e. The overall discretized periodic DDEBVP (13)–(15) has the form
퐺po,d(푦po,d) =
⎡⎢⎢⎢⎣
(
퐺DE,d(푥po,d, 푇 , 푝; 푠c,푗)
)휅푁푇
푗=1[
퐸(0)(0) − 퐸(0)(1)
]
푥po,d
∫ 10 (퐸(1)(푠)푥ref ,d)푇퐸(0)(푠)푥po,dd푠
⎤⎥⎥⎥⎦ , (17)
where (푠c,푗)휅푁푇푗=1 is a suitably chosen collocation mesh. The variable 푦po,d = (푥po,d, 푇 , 푝푖)has dimension푁 = 푛(휅푁푇 +1) + 2 and 퐺po,푑(푦po,d) has 푛휅푁푇 + 푛+1 components. Thematrix 퐸(0)(⋅) provides a natural embedding such that the function
푥po,e(⋅) ∶ 푡↦ 푥po,e(푡) = 퐸(0)(푡∕푇 )[0,1)푥po,d (18)
is a piecewise polynomial approximation of the periodic orbit. The integral in the final
component of 퐺po,d (the phase condition) can be computed exactly as 푥푇ref ,d푊푐 푥po,d withprecomputed quadrature weights 푊c; here the discretized reference solution 푥ref ,d isgenerally chosen as the discretized periodic orbit computed at the last continuation step.
While the definitions for 퐺po,d look identical for constant and state-dependent delays, the
휏푗 in the definition of 퐺DE,d are functions of 푠 and (푥po,d, 푇 , 푝) if they depend on the state.
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Convergence of the discretization for constant delays has only been proven recently by
Andó and Breda (2020). Convergence proofs in earlier papers treated the variables 푇 and
휏푗 as given constants, because considering (for example) the period 푇 as an unknowncreates analytical difficulties similar to those when considering state-dependent delays.
The above description fits the current implementation in DDE-BIFTOOL, generalizing
the original construction by Engelborghs et al. (2000a) and Engelborghs and Doedel
(2002) by separating the construction of the matrices 퐸(퓁)(⋅) from the construction of the
nonlinear problem. Since different discretization methods enter only through different
interpolation matrices 퐸(퓁), different choices of discretization can be made depending
on the matrix푀 . The mesh adaptation is based on the same error estimate and error
equidistribution as those in AUTO (Doedel et al., 1999).
For the inverted pendulum model (8), the periodic orbits that emerge from the Hopf
bifurcations can be computed as solutions of 퐺po,d(푦po,d) = 0 with 퐺po,d(푦po,d) given by(17), for example, with the angle 휙 as the continuation parameter 푝푖. These periodic orbitshave the spatio-temporal symmetry 푥po(푡 + 푇 ∕2) = −푥po(푡), and a typical time profileis shown in fig. 2(b). The symmetric periodic orbits lose their stability in a symmetry
breaking pitchfork bifurcation of periodic orbits, labelled 푃po in fig. 2; see Sections 3.7and 3.8 for the linear stability analysis of periodic orbits. Moreover, a branch of symmetric
periodic orbits terminates when the period 푇 (which is part of the variable 푦po and itsdiscretization 푦po,푑 along the solution branch) goes to infinity; at this point the periodicorbits approach a symmetric heteroclinic connection between the two non-symmetric
saddle equilibria, the locus of which is labeled 푇∞ in fig. 2. Together the curves 푃po and 푇bound the region of stable symmetric periodic orbits, which is labeled (b) in fig. 2. This
type of periodic orbit can be interpreted as partial stabilization of the inverted pendulum:
while the upright pendulum equilibrium is no longer stable, nevertheless, the periodic
motion of the pendulum as well as the velocity of the cart are bounded and initially (close
to the curve퐻) quite small.
3.7 Linear stability analysis for periodic orbits
Linearizing around a solution (푥po(⋅), 푇 , 푝) of (13)–(15) yields a linear DDE with time-periodic coefficient matrices 푠 ↦ 퐴푗(푠) and (if the delays are state-dependent) timeperiodic delays 푠 ↦ 휏푗(푠) of period 1. The eigenvalue problem involves a Floquetmultiplier 휇 ∈ ℂ and an eigenfunction 푥ev ∶ [−휏max∕푇 , 0] ↦ ℂ푛, satisfying
0 =푀푥ev′(푠) −
푑∑
푗=0
퐴푗(푠)푥ev
(
푠 −
휏푗(푠)
푇
)
if 푠 ∈ (0, 1], (19)
휇푥ev(푠) = 푥ev(푠 + 1) if 푠 ∈ [−휏max∕푇 , 0] (20)
(note the absence of wrapping). Here, for state-dependent delays with 휏0 = 0, 휏푗 =
휏푓푗 (푥0,… , 푥푗−1, 푝), 푋0 = 퐼푛, 푥푗 = 푥po(푠 − 휏푗∕푇 )[0,1), and 푥′푗 = 푥po′(푠 − 휏푗∕푇 )[0,1) for
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푗 = 0,… , 푑 we have
퐴푗(푠) = 푇
휕푓
휕푥푗
(푥0,… , 푥푑, 푝)푋푗 and (21)
푋푗 = 퐼푛 −
푥′푗
푇
푗−1∑
퓁=0
휕휏푓푗
휕푥퓁
(푥0,… , 푥푗−1, 푝)푋퓁.
In practice, the arguments of 휕푓∕휕푥푗 have to be evaluated for the approximate periodic
orbit defined by (18), that is, 푥푗 = 푥po,e(푠 − 휏푗∕푇 )[0,1) and 푥′푗 = 푥po,e(푠 − 휏푗∕푇 )[0,1).Szalai et al. (2006) and Sieber and Szalai (2011) showed that the eigenvalue problem
(19)–(20) is equivalent to a finite-dimensional eigenvalue problem Δ(휇)푣 = 0, where
the dimension of the characteristic matrix Δ(휇) may be larger than 푛 but is bounded for
bounded 푇 and 휏max. Yanchuk et al. (2019) constructed a characteristic matrix for thecase of a single delay 휏1 (so, 푑 = 1), which can be large but keeps 푇 − 휏1 bounded (whichis a common scenario for pulse-type periodic solutions in systems with a single large
delay).
Extending the mesh 푠e from the interval [0, 1] to the interval [−휏max∕푇 , 1], a piecewisepolynomial 푥 of degree 휅 on [−휏max∕푇 , 1] is now stored in a vector 푥ev,d of size 푛(휅(푁푇 +
푁휏max) + 1). With the help of the interpolation and differentiation matrices 퐸(퓁)(⋅) on theextended mesh 푠e, we define the 푛 × (푛(휅(푁푇 +푁휏max) + 1)) coefficient matrix for thediscretized residual of the linear DDE (19) at an arbitrary time 푠 ∈ (0, 1]
퐴DE,d(푠) =푀퐸(1)(푠) −
푑∑
푗=0
퐴푗(푠)퐸(0)
(
푠 −
휏푗(푠)
푇
)
.
Then the discretized eigenvalue problem is a (푁1 +푁2)-dimensional generalized matrixeigenvalue problem with (푁1, 푁2) = (푛(휅푁휏max + 1), 푛휅푁푇 ) of the form (Borgioli et al.,2020)
퐴푥ev,d = 휇퐵푥ev,d, with 퐴 =
[
(퐴DE,d(푠c,푗))
휅푁푇
푗=1
0푁1×푁2 퐼푁1×푁1
]
and 퐵 =
[
0푁2×(푁1+푁2)
퐼푁1×푁1 0푁1×푁2
]
.
In the definition for 퐴 we may use the same collocation mesh 푠c as for the computationof the periodic orbit 푥. The interpolation matrix 퐸(0) provides a natural embedding such
that 푥ev,e ∶ 푡 ↦ 퐸(0)(푡∕푇 )푥ev,d is an approximate Floquet eigenfunction corresponding toa Floquet multiplier 휇, where 푥ev,d is the eigenvector of size (푁1 +푁2) from the discretematrix eigenvalue problem. The dimension of the matrix eigenvalue problem can be
reduced to an explicit푁1×푁1 eigenvalue problem by using the first푁2 equations (where
휇 does not show up) to eliminate the components ((푥ev,d)푗)푁1+푁2푗=푁1+1. This corresponds tosolving the discretized monodromy problem for the linear DDE (19), and works whenever
the initial-value problem is well-posed. Yanchuk et al. (2019) observed that an adaptive
mesh 푠e that has been adapted for a good approximation of the periodic orbit 푥po(푡) maygive poor approximations 푥ev,e for the Floquet eigenfunctions 푥ev(푡) even for multipliers
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with |휇| ≈ 1. The eigenfunction 푥ev(푡) may have rapid oscillations where 푥po(푡) isapproximately constant. This is common when the delay 휏 and the period 푇 are relatively
large and 푥po is pulse-like (Yanchuk et al., 2019).
3.8 Continuation of codimension-one bifurcations of periodic
orbits
For generic local bifurcations of periodic orbits DDE-BIFTOOL implements fully ex-
tended defining systems (Govaerts, 2000) by appending the variational problem. The
extended system is formulated in the infinite-dimensional space in a manner that it has
again the form (13)–(15) of a periodic DDE BVP with additional free parameters and
integral constraints. For the continuation of folds of periodic orbits, we consider the
infinite-dimensional nonlinear problem 퐺po(푦po) = 0 where 푦po = (푥po(⋅), 푇 , 푝푖, 푝푗) (thus,adding one free parameter), and append its variational problem, such that we have
퐺fpo(푦fpo) = 퐺fpo(푦fpo, 푦v) = 퐺fpo(푥po(⋅), 푇 , 푝, 푥v(⋅), 푇푣)
=
⎡⎢⎢⎣
퐺po(푥po(⋅), 푇 , 푝)
휕푥po퐺po(푦po)푥v + 휕푇퐺po(푦po)푇v∫ 10 푥v(푠)푇푥v(푠)d푠 + 푇v2 − 1
⎤⎥⎥⎦ .
Here, the variational variables 푦v = (푥v(⋅), 푇v) ∈ 퐶1([0, 1];ℝ푛) × ℝ have the sameformat as (푥po(⋅), 푇 ). Thus, 퐺fpo(푦fpo) has the same format as (13)–(15): it consists ofa periodic BVP of dimension 2푛 (for (푥po(⋅), 푥v(⋅))) with 3 scalar integral conditionssuch that DDE-BIFTOOL uses the discretization 퐺po,d on this extended problem. Thediscretized problem has the overall dimension푁 = 2푛(휅푁푇 + 1) + 4.For the pitchfork bifurcation of periodic orbits found in the bifurcation diagram of the
controlled inverted pendulum this system is singular. However, an experimental feature of
DDE-BIFTOOL lets the user append conditions that enforce a spatio-temporal symmetry
of 푥po, such that the system becomes regular (for example, for the reflection symmetry∫ 10 (푥po)1(푠)d푠 = 0); the bifurcation curve 푃po in fig. 2 was computed in this way. Noticefrom fig. 2(c) that the bifurcating asymmetric periodic orbit in the corresponding region
represents oscillations around a value of 휃 that is not zero; in particular, the velocity 훿̇ of
the cart decreases (or increases). Hence, this type of periodic orbit no longer satifies the
condition for generalized stability of the controlled inverted pendulum.
For the continuation of period doubling and torus bifurcations we append the equation
for the critical eigenfunction in periodic form: if 푥ev(푠 + 1) = 휇푥ev(푠) and |휇| = 1, wemay write 휇 = exp(i휋휔v), where 휋휔v is the rotation number, and introduce 푥v(푠) =
exp(−i휋휔v푠)푥ev(푠). Then the defining system for torus and period doubling bifurcationsappends to (17) the equations
푥v
′(푠) = −i휋휔v푥v(푠) +
푑∑
푗=0
퐴푗(푠)푥v(푠 − 휏푗(푠)∕푇 ) exp(−i휋휔v휏푗(푠)∕푇 ), (22)
0 = ∫
1
0
푥v,ref (푠)푇푥v(푠)d푠 − 1, (23)
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where the 퐴푗 are as defined by (21) in the section on linear stability of periodic orbits.Equation (23) has two real components (or one complex component). It fixes the length
and phase of the complex Floquet vector 푥v, depending on a reference function 푥v,ref .Thus, the defining system 퐺tor(푦tor) = 0 for the torus bifurcation consists of 퐺po(푦po) = 0defined by (17) together with (22)–(23) for the (extended) input vector variables 푦tor =
(푦po, 푥v(⋅), 휔v) = (푥po(⋅), 푇 , 푝푖, 푝푗 , 푥v(⋅), 휔v). Again, the solutions are both representedby discretization vectors 푥po,d and 푥v,d such that the overall dimension of 푦tor is 푁 =
3푛(휅푁푇 + 1) + 5. For the period doubling bifurcation the unknown rotation number 휋휔vequals 휋 (such that 휔v = 1).Apart from these generic codimension-one local bifurcation of periodic orbits, DDE-
BIFTOOL is able to detect and continue connecting orbits between equilibria by means of
a defining system퐺con(푦con) implemented by Samaey et al. (2002). As for the variable 푦pofor periodic orbits, the formulation is that of a DDE BVP and the variable 푦con contains(discretized) orbit segments and an unknown integration time (which is, however, no
longer a period). Moreover, 푦con also contains variables associated with the locations ofthe equilibria and their linearizations, because the setup uses projection boundary condi-
tions to approximate the connecting orbit by an orbit segment with a finite integration
time (Beyn, 1990). The DDE BVP 퐺con(푦con) = 0 can be used to detect connecting orbitsand continue them in a parameter plane when they are of codimension one; however, the
present implementation is restricted to the constant-delay case. An alternative method
for computing connecting orbits that arise as limits of periodic orbits, such as homoclinic
orbits, is to continue a branch of periodic orbits until the period 푇 is very high, indicat-
ing that the parameter is close to the locus of connecting orbits. The continuation of
periodic orbits with a fixed, sufficiently high period in two system parameters is then an
approximation of the sought locus of connections.
This latter approach was used for finding the curve 푇∞ for the controlled invertedpendulum in fig. 2 as the locus of symmetric periodic orbits of large period. Moreover,
we found that for 휙 approaching the curve 푇∞ the branch of symmetric periodic orbits hasan infinite sequence of pitchfork and fold bifurcations when the heteroclinic connection is
approached; this is the case because the dominant eigenvalues of the linearizations at the
non-symmetric saddle equilibria satisfy the (saddle-quantity) condition for a complicated
(or chaotic) Shilnikov bifurcation (Kuznetsov, 2013). The non-symmetric periodic orbits
branching off at these pitchfork bifurcations encounter period doublings for larger 휙 and
then also approach a connecting orbit, namely a non-symmetric homoclinic connection
to a single non-symmetric equilibrium. The curve 푃퐷 in fig. 2, bounding the dark red
region, is the first of these period doubling bifurcations and it has been computed with
the defining system 퐺tor(푦tor) = 0 as defined above.
3.9 Symmetric and non-symmetric chaos in the pendulum
The repeated period doublings of the non-symmetric oscillations in fig. 2 suggest that there
is a region where oscillations can be chaotic. We expect this to occur inside the wedges
formed by the first period doubling curve 푃퐷, and a region with chaotic oscillations is
indeed readily identified inside the largest wedge by numerical simulations. As is shown
in row (a) of fig. 3, initially, these chaotic oscillations of (8) are non-symmetric and they
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Figure 3: Chaotic runaway motion (a) and chaotic bounded motion (b) of the controlled inverted
pendulum DDE; here, panels (a1) and (b1) show the trajectory and (a2) and (b2) the Poincare map
in projection onto the (푥1, 푥2)-plane, while (a3) and (b3) show the time evolution of the velocity 훿̇
of the cart. From [Sieber and Krauskopf (2004b)] © 2004 Elsevier; reproduced with permission.
do not correspond to successful balancing, because they feature run-away acceleration
of the cart balancing the pendulum; see fig. 3(a3). However, further inside the chaotic
region, inside the subregion labelled (∗) in fig. 2, the two symmetrically related non-
symmetric chaotic attractors collide near a homoclinic tangency of the symmetric saddle
periodic orbit. As a result, symmetric chaotic oscillations are possible, as is shown in
row (b) of fig. 3. For these symmetric chaotic oscillations of position 푥1 and velocity 푥2of the pendulum, the cart performs a chaotic walk around its zero velocity; see fig. 3(b3).
Therefore, this type of symmetric chaotic attractor represents a quite extreme form of
generalized stabilization of the inverted pendulum. The homoclinic tangency of the
saddle periodic orbit can be approximated by computing the unstable manifold of the
symmetric saddle orbit and checking if it returns to the symmetric saddle orbit in a
way that is tangent to the stable linear subspace of the symmetric saddle orbit. A brief
description of computations of unstable manifolds of periodic orbits is given as part of
the case study in Section 5; see Sieber and Krauskopf (2004b) for further details of the
overall dynamics of the DDE model (8) of the PD controlled inverted pendulum.
3.10 Some experimental features of DDE-BIFTOOL
We finish the description of the capabilities of DDE-BIFTOOL by mentioning briefly
some features that are still experimental.
Problems with discrete symmetry Similar to the reflection symmetry of the pendulum
model (9), systems with discrete symmetries (for example where
푅푓 (푥0,… , 푥푑 , 푝) = 푓 (푅푥0,… , 푅푥푑 , 푝)
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for some root 푅 of the identity matrix) have additional degeneracies when symmetry
breaking occurs. The user can add additional constraints enforcing the symmetry, and
request that the defining system automatically appends dummy variables to create regular
continuation problems for symmetry-breaking bifurcations. This feature has been used
to find the curve 푃po of pitchfork bifurcation of periodic orbits of (8) on the ellipse inparameter space shown in fig. 2.
Problems with rotational symmetry A common feature of problems with delays in
optics is that they have rotational symmetry, in the simplest case with a single free rotation.
That is, the right-hand side 푓 satisfies
exp(퐴푡)푓 (푥0,… , 푥푑 , 푝) = 푓 (exp(퐴푡)푥0,… , exp(퐴푡)푥푑 , 푝)
for a fixed anti-symmetric matrix 퐴 ∈ ℝ푛×푛 (that is, 퐴푇 = −퐴), and arbitrary 푡 ∈ ℝ and
푥0,… , 푥푑 ∈ ℝ푛. In this case one is interested in tracking (1) any rotating wave, which is
a periodic solution of the form 푥(푡) = exp(퐴휔푡)푥eq, as a relative equilibrium, that is, as
푥eq; and (2) any modulated rotating wave, which is a quasi-periodic solution of the form
푥(푡) = exp(퐴휔푡)푥po(푡) where 푥po has period 푇 , as a relative periodic orbit, that is, as 푥po.Typical examples are the DDE models for semiconductor lasers with optical feedback
from mirrors or with delayed optical coupling, which are invariant under rotation of the
complex electric field (Pieroux et al., 2001; Haegeman et al., 2002; Krauskopf et al., 2000;
Krauskopf, 2005). In fact, the wish to perform the bifurcation analysis of this type of laser
system provided considerable motivation for the early development of DDE-BIFTOOL.
In order to select unique solutions in the presence of this rotational symmetry, the phase of
the electric field was pushed into an additional parameter, which was then set to a specific,
fixed value to implement a phase condition. Generalizing this approach, DDE-BIFTOOL
provides a wrapper around the defining systems in Sections 3.2, 3.4, 3.6 and 3.8 that
introduces the mean rotation frequency 휔 as an additional free parameter and adds an
additional phase condition.
Interface with COCO DDE-BIFTOOL can only continue curves of invariant opbjects
and their bifurcations, that is, it computes one-dimensional solution manifolds of the
respective defining system. The package COCO, on the other hand, has implemented
algorithms for multi-parameter continuation by means of growing atlases of solution
manifolds of arbitrary dimension, which is based on the original algorithm by Henderson
(2002); see Dankowicz and Schilder (2013) for more details. An interface is available
that feeds the defining systems implemented in DDE-BIFTOOL into COCO’s more
general continuation algorithm, and provides constructors to start such a multi-parameter
continuation.
3.11 DDE-BIFTOOL formulation for other types of DDEs
The capabilities we just reviewed, which allow DDE-BIFTOOL to perform the various
tasks required for bifurcation analysis, can be applied to standard DDEs with constant or
state-dependent delays. The latter requires the user to specify the state-dependence in the
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form (2); how this is done in practice is demonstrated in Section 4 for a conceptual DDE
model of the ENSO system and in Section 5 for a scalar DDE with two state-dependent
delays.
Moreover, DDE-BIFTOOL can be used for the study of DDEs beyond the standard form,
whose formulation requires that the matix푀 in (1) is not the identity matrix. Permitting
the matrix푀 to be singular drastically expands the class of DDE one can consider. In
particular, the general form (1) used by DDE-BIFTOOL includes the following types of
DDEs.
3.11.1 Neutral equations (NDDEs)
Neutral DDEs feature delayed derivatives, and this case can be formulated in the frame-
work of (1) by a suitable choice of푀 . As an example, including an acceleration depen-
dence into the feedback term 퐹 in (7) changes the governing equations for the deviation
휃(푡) of the pendulum angle from the upright position to
휃′′(푡) = sin 휃(푡) − cos 휃(푡)[푎휃(푡 − 휏) + 푏휃′(푡 − 휏) + 푐휃′′(푡 − 휏)],
where 푐 is an additional control gain (Sieber and Krauskopf, 2005; Insperger et al., 2013).
This can be formulated within (1) for 푥(푡) = (휃(푡), 휃′(푡), 휃′′(푡)) ∈ ℝ3 and 푝 = (푎, 푏, 푐, 휏) ∈
ℝ4 by setting푀 = diag(1, 1, 0) and
푓 (푥0, 푥1, 푝) =
⎡⎢⎢⎣
푥02
푥03
sin 푥01 − cos 푥
0
1
[
푝1푥11 + 푝2푥
1
2 + 푝3푥
1
3
]
− 푥03
⎤⎥⎥⎦ .
3.11.2 Differential algebraic equations (DAEs)
In a number of applications one encounters algebraic constraints on the variables of a
DDE, leading to a system of DAEs with delays. For example, one may define a state-
dependent delay implicitly, as is done in the position control problem with echo location
measurements discussed by Walther (2002)
푦′(푡) = 푘
[
푦ref −
푐
2
푠(푡 − 휏0)
]
, where 푐푠(푡) = 푦(푡) + 푦(푡 − 푠(푡)).
Here 푦(푡) is the position to be kept at target 푦ref by feedback control. The other state, 푠(푡),is the travel time of an echo location signal sent from position 푦(푡 − 푠(푡)) with speed 푐
to 푦ref and reflected back to 푦(푡) to estimate the current position offset as 푐푠(푡)∕2. Theconstant delay 휏0 is a reaction delay in the application of the feedback control with targetposition 푦ref (similar to the delay in the pendulum feedback in (7), where the referenceposition is the upright angle 0). Here 푥(푡) = (푦(푡), 푠(푡)) ∈ ℝ2 and 푝 = (푦ref , 푘, 푐, 휏0) ∈ 푅4.This can be formulated by setting푀 = diag(1, 0), 푑 = 2 and
휏푓1 (푥
0, 푝) = 푝4 ,
휏푓2 (푥
0, 푥1, 푝) = 푥02 ,
and 푓 (푥0, 푥1, 푥2, 푝) =
⎡⎢⎢⎢⎣
푝2
(
푝1 −
푝3
2
푥21
)
푝3푥02 − 푥
2
0 − 푥
2
2
⎤⎥⎥⎥⎦ .
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3.11.3 Forward-backward/mixed-type equations
Even when all delays are positive in (1), the possibility of adding algebraic equations
permits one to introduce both negative and positive delays. These types of equations do
not describe well-posed initial-value problems but may occur when modeling traveling
waves or periodic wave trains on a space-discrete lattice (Abell et al., 2005). For example,
a wave in a discrete linear diffusion equation traveling with speed 1∕휏 satisfies 푢′(푡) =
Δ[푢(푡 + 휏) + 푢(푡 − 휏) − 2푢(푡)]. This could be formulated by setting 푀 = diag(1, 0),
푝 = (Δ, 휏) ∈ ℝ2, and
푓 (푥0, 푥1, 푝) =
[
푝1[푥11 + 푥
0
2 − 2푥
0
1]
푥01 − 푥
1
2
]
,
such that 푥(푡) ∈ ℝ2 and 푢(푡) = 푥1(푡).
3.11.4 Experimental nature of computations for DDEs beyond the standard form
While the types of problems above can be formulated for input in DDE-BIFTOOL by
using a singular matrix푀 in (1), we stress that any subsequent computations of invariant
objects and their bifurcation must be considered as being of an experimental nature.
Namely, the accuracy of the results obtained by the different numerical computations
we described for standard DDEs is not always guaranteed. See Barton et al. (2006) for
an analysis of convergence properties for neutral DDEs and note that forward-backward
problems and delayed DAEs with index higher than 1 are yet untested.
4 An ENSO DDE model with state dependence
Feedback loops are crucial ingredients in the dynamics of climate systems, where they
arise due to the interactions between various subsystems, including distinct bodies of
water, the atmosphere, land and ice masses; see, for example, (Bar-Eli and Field, 1998;
Dijkstra, 2008, 2013; Kaper and Engler, 2013; Keane et al., 2017; Simonnet et al., 2009)
as entry points to the literature. Such feedback loops are subject to inherent time delays,
mainly as a result of the time it takes to transport mass or energy across the globe
and/or throughout the atmosphere, or due to delayed reactions of subsystems to changing
conditions. Whenever the time delays of feedback loops in climate systems are large
compared to the forcing time scales under consideration, explicit modeling of the delay
makes sense in conceptual models. As a specific example of immediate human and wider
mathematical interest, we consider the El Niño phenomenon — a large increase of the
sea surface temperature in the eastern equatorial Pacific Ocean that occurs about every
3–7 years. This oceanic phenomenon is associated with an atmospheric component, the
Southern Oscillation, and they are jointly known as El Niño Southern Oscillation (ENSO)
variability (Dijkstra, 2008; Graham andWhite, 1988; Kaper and Engler, 2013; Tziperman
et al., 1998; Zaliapin and Ghil, 2010). Large peaks in the sea surface temperature of the
eastern Pacific Ocean near the coast off Peru represent El Niño events, the warm phase
of ENSO, while large drops represent the cool phase known as La Niña.
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Figure 4: Schematic of the negative feedback loop of the thermocline ℎ at the eastern Pacific
Ocean due to energy transport via Rossby and Kelvin wave from the central ocean-atmosphere
interaction zone.
El Niño events have major consequences world-wide, yet they remain notoriously
hard to predict even with sophisticated global climate models (Barnston et al., 2012).
An important aspect of ENSO is that El Niño events tend to occur at the same time
of year, always around Christmas. This suggests locking to the seasonal cycle (with a
period of 1 year), which represents the characteristic forcing time scale of the ENSO
system. Feedback mechanisms in ENSO arise naturally from ocean-atmosphere coupling
processes in the eastern and central equatorial Pacific Ocean, and they have delay times
of many months due to the time it takes waves to propagate across the Pacific Ocean.
In light of the overall complexity of climate systems, conceptual models have much to
offer in terms of elucidating underlying mechanisms behind observed dynamics. Concep-
tual DDE models for ENSO (and some other climate phenomena) have been developed
by Bar-Eli and Field (1998); Dijkstra (2013); Falkena et al. (2019); Ghil et al. (2008);
Kaper and Engler (2013); Tziperman et al. (1994, 1998); Zaliapin and Ghil (2010) to
provide insights into the interplay between delayed feedback loops and different types
of external forcing. Such DDE ENSO models constitute a significant model reduction,
compared to the full description of atmospheric and oceanic dynamics and interaction,
including their velocity and temperature fields. Since the feedback loops and their delay
times are explicit parts of the DDE model, their roles for observed system behaviour can
be investigated readily. Generally, the delays that arise in such models are estimated,
from quantities such as average wave speeds and distances, and taken to be constant.
4.1 The delayed action oscillator paradigm
We consider here an ENSO DDE model that follows the prominent delayed action
oscillator (DAO) paradigm that was first introduced by Suarez and Schopf (1988). There
exist a number of models based on the DAO paradigm; for example, see (Suarez and
Schopf, 1988; Battisti and Hirst, 1989; Tziperman et al., 1994, 1998). The DDE model
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introduced by Ghil et al. (2008) is one of the simplest in that it focuses on the interaction
between the negative delayed feedback and additive seasonal forcing. Its ingredients
are illustrated in fig. 4. The main quantity of interest for the DAO is the depth of the
thermocline, which is the thin and distinct layer in the ocean that separates deeper cold
waters from shallower warm surface water. The thermocline is deeper in the West
and shallower in the East, and this is represented by the tilted bottom plane of fig. 4.
The variable ℎ(푡) denotes the deviation of the thermocline depth from the long-term
thermocline mean in the eastern equatorial Pacific, off the coast of Peru. A positive value
of ℎ corresponds to a larger layer of warm water and, hence, an increased sea-surface
temperature (SST) in the eastern Pacific, while negative ℎ means a decreased SST. In
other words, the variable ℎ can be seen as a proxy for SST. We are concerned here with
the main negative feedback loop: off the equator, a negative anomalous thermocline
depth signal is carried to the western boundary of the ocean via so-called Rossby waves,
which are reflected as Kelvin waves. The oceanic waves of the negative feedback are the
green arrows in fig. 4, and they carry the shallow thermocline perturbation back to the
eastern boundary of the ocean, which is a process that takes on the order of 8 months.
There is also a positive feedback of ℎ with a shorter delay of only about a month. It is
represented by the black arrow in fig. 4 and arises from the fact that a warm SST anomaly
slows down the easterly trade winds, leading to westerly wind anomalies that deepen the
thermocline; see, for example, (Dijkstra, 2013; Keane et al., 2017, 2019) for more details.
4.2 The GZT model
As was done by Ghil et al. (2008), we now consider only the above-mentioned negative
feedback loop and the seasonal cycle, with the goal of demonstrating that their interplay
is sufficient to produce rich dynamical behaviour that is relevant to ENSO. The effects of
including the positive feedback loop into this model are studied in detail in Keane et al.
(2016). The model from (Ghil et al., 2008), which we refer to as the GZT model from
now on, takes the form
ℎ′(푡) = −푏 tanh[휅ℎ(푡 − 휏)] + 푐 cos(2휋푡). (24)
Here, 휏 is the delay time of the negative feedback loop with amplification factor 푏, which
is further characterized by the coupling parameter 휅; note that 휅 is the slope at 0 of the
tanh-function and see (Münnich et al., 1991) for a justification for this simple type of
ocean-atmosphere coupling. Throughout, we fix the parameters 푏 and 휅 to the values
푏 = 1 and 휅 = 11 that were used and justified in previous investigations of the ENSO
phenomenon (Ghil et al., 2008; Zaliapin and Ghil, 2010). In (24) the periodic forcing of
strength 푐 enters as an additive term. Alternatively, one may shift the period-1 response
to the origin such that the seasonal forcing is parametric, as was considered in a simple
DDE ENSO model by Tziperman et al. (1998); Krauskopf and Sieber (2014). We remark
that simple conceptual ENSO DDEs such as the GZT model are of wider interest because
they are rather prototypical: DDE models of much the same structure can also be found
in control theory and machining; see, for example, (Just et al., 2007; Milton et al., 2009;
Purewal et al., 2014; Stépán, 1989).
23
A key feature of system (24) is the periodic forcing term with its explicit dependence
on time 푡; hence, this DDE is non-autonomous. Since DDE-BIFTOOL is designed for
autonomous DDEs, we transform (24) into autonomous form by introducing an artificial
stable oscillation that generates the periodic forcing. For any periodically forced DDE
(or ODE) this can be achieved with the Hopf normal form for a stable periodic orbit of
radius 1; it can be written in complex form as
푧̇(푡) = (1 + 휔푖)푧(푡) − 푧(푡)|푧(푡)|2, (25)
and we set 휔 = 2휋 to have the required forcing period of 1 (year). This two-dimensional
system then drives (24) in its rewritten form
ℎ̇(푡) = −푏 tanh [휅ℎ(푡 − 휏)] + 푐 Re(푧(푡)). (26)
The equivalent autonomous system (26) with (25) is readily implemented in DDE-
BIFTOOL with physical state 푥(푡) = (ℎ(푡),Re(푧(푡)), Im(푧(푡))) ∈ ℝ3, parameter vector
푝 = (푝1, 푝2, 푝3, 푝4) = (푏, 푐, 휅, 휏) ∈ ℝ4 (such that 휏 = 푝4), and right-hand side
푓 (푥0, 푥1, 푝) =
⎡⎢⎢⎣
−푝1 tanh[푝3푥11] + 푝2푥
0
2
푥02 − 2휋푥
0
3 − 푥
0
2((푥
0
2)
2 + (푥03)
2)
푥03 + 2휋푥
0
2 − 푥
0
3((푥
0
2)
2 + (푥03)
2)
⎤⎥⎥⎦ . (27)
fig. 5 presents five stable solutions of (24) as obtained by numerical integration with
the Euler method from initial conditions ℎ ≡ 0 and/or ℎ ≡ 1 after transients have settled
down. Shown are the respective time series of ℎ in panels (a1)–(e1), which are intuitive
in the context of ENSO system since the variable ℎ is a proxy for the SST: maxima and
minima of ℎ represent El Niño and La Niña events, respectively. Panels (a2)–(e2) of
fig. 5 are projections of the corresponding attractors onto the (ℎ(푡 − 휏), ℎ(푡))-plane.
For zero seasonal forcing 푐 = 0 there is an attracting periodic solution; see row (a) of
fig. 5. Its zigzag-like shape and period of 푇 = 4휏 years is due to the fact that the slope
휅 is quite large at 휅 = 11, so that the tanh-function is rather close to a discontinuous
switching function. In the context of ENSO, this stable periodic orbit corresponds to an
El Niño event exaclty every 4.8 years as driven by the delay time of 휏 = 1.2 years. On
the other hand, when the periodic forcing is large compared to the negative feedback one
finds a periodic solution that is quite close to sinusoidal with a period 푇 = 1 year; an
example is shown in row (b) of fig. 5. The observed dynamics is clearly dominated by
the seasonal forcing, meaning that the SST varies exactly with the seasonal cycle.
The interesting case is that of an interplay between negative feedback and the seasonal
cycle when 푏 and 푐 are of the same order. In this regime one may find dynamics on
invariant tori, which may be locked or quasiperiodic. Row (c) of fig. 5 shows a stable
locked periodic solution; in fact, it coexists with the seasonally driven periodic solution
in row (b). Another example of multi-stability are the stable solutions shown in rows (d)
and (e). The projection onto the (ℎ(푡 − 휏), ℎ(푡))-plane in panel (d2) clearly shows that
there is an attracing torus with dynamics that is quasiperiodic (or periodic with a very high
period); the attractor in row (e), on the other hand, is clearly periodic and likely a locked
solution on a different torus. Notice the difference in amplitude between the respective
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Figure 5: Stable solutions of (24), shown as time series in panels (a1)–(e1) and as projections
onto the (ℎ(푡 − 휏), ℎ(푡))-plane in panels (a2)–(e2); throughout 푏 = 1, 휅 = 11 and 휏 = 1.2, 푐 = 0
for (a), 휏 = 1.2, 푐 = 3 for (b) and (c), and 휏 = 0.62, 푐 = 3 for (d) and (e). From [Keane et al.
(2015)] © 2015 Society for Industrial and Applied Mathematics; reproduced with permission.
coexisting stable solutions in rows (b) and (c) and in rows (d) and (e), respectively. An
interpretation of the locked periodic solutions in row (c) and (e) would be a build-up of
the maxima of the SST from year to year until a global maximum, interpreted as an El
Niño event, is reached and the SST decreases until a global minimum, interpreted as La
Niña event, is reached and the process repeats.
fig. 6 shows two maximum maps in the (푐, 휏)-plane of (24), together with curves of
saddle-node bifurcations of periodic orbits SL, period-doubling bifurcations PD, and
torus bifurcations T. Two-parameter maximum maps, which plot for each point of a grid
in parameter space the maximum of a sufficiently long time series after transients have
settled down, have been considered as a convenient way of obtaining an overview of the
overall dynamics (Ghil et al., 2008; Keane et al., 2015). We show two maximum maps
in panels (a) and (b) of fig. 6 in a greyscale where, for each row of fixed delay 휏, the
parameter 푐 is swept up or down in small steps as is indicated by the arrows; here the
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Figure 6:Maximum maps and bifurcation set of (24) in the (푐, 휏)-plane with curves of saddle-
node bifurcations of periodic orbits (SL), period-doubling (PD) and torus bifurcations (T), and
labelled lower resonance tongues. From [Keane et al. (2015)] © 2015 Society for Industrial and
Applied Mathematics; reproduced with permission.
respective previous solution is used as the initial history for the next value of 푐. In this
way, hysteresis loops in 푐 are detected and regions of multistability are identied as regions
in the (푐, 휏)-plane where the two maximum maps do not agree.
The bifurcation curves in fig. 6 explain features of the twomaximummaps. In particular,
the curves SL of saddle-node bifurcations of periodic orbits delineate the elongated shapes.
In fact, they bound resonance tongues that emerge from the line 푐 = 0 of zero forcing and
from the curve T of torus bifurcations, namely at points of 푝∶푞 resonance, some of which
are labelled. In the regions bounded by respective curves SL one finds stable frequency
locked solutions of the fixed frequency ratio 푝∶푞; compare with fig. 5(c) and (e). The
curve T lies near the (roughly diagonal) boundary along which one finds sudden jumps
of the maxima. Notice that this boundary is different for increasing 푐 in panel (a) versus
decreasing 푐 in panel (b) of fig. 6, showing that the curve T is associated with regions
of multistability. As is discussed by Keane and Krauskopf (2018), this involves folding
resonance tongues and the break-up of invariant tori in what are known as Chenciner
bubbles. Overall, fig. 6 confirms that for sufficiently large 푐 solutions are dominated
by the seasonal forcing, while there is an interplay between the forcing and the delayed
feedback for lower values of 푐, specifically, to the left of the torus bifurcation curve T,
where one finds dynamics on invariant tori.
We focus here on the existence of chaotic dynamics caused by this interplay, because
it has been suggested that irregular locked motion of (24) captures important aspects of
ENSO (Ghil et al., 2008; Zaliapin and Ghil, 2010). Regions where such dynamics may
occur are those in fig. 6 that are bounded by curves PD of period-doubling bifurcations,
which are found inside some of the shown resonance tongues. This is a known feature
that occurs when resonance tongues overlap and the corresponding tori lose their normal
hyperbolicity and break up; see, for example, (Broer et al., 1998; Kuznetsov, 2013). To
identify where chaotic dynamics can be found, fig. 7 shows the bifurcation curves in
the (푐, 휏)-plane overlaid on a map of the maximal Lyapunov exponent, as computed for
an upsweep of 푐 with the algorithm for DDEs from (Farmer, 1982). It shows that a
positive maximal Lyapunov exponent indicating chaotic dynamics is generally associated
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Figure 7: Bifurcation set and maximal Lyapunov exponent of solutions in the (푐, 휏)-plane of (24)
[corresponding to that of (32) with 휂푐 = 0 and 휂푒 = 0]. From [Keane et al. (2019)] © 2019 The
Royal Society; reproduced with permission.
with period-doubling cascades and can be found only in small regions of the parameter
plane. Note that some of these regions of positive maximal Lyapunov exponents can be
found where no curves of period-doublings are shown; indeed, there exist infinitely many
higher-order resonance tongues in between those we have shown, and they are expected
to overlap. As demonstrated for a related DDE model by Keane et al. (2016), regions of
chaotic dynamics may also be entered via intermittent transitions that are characterised
by the sudden appearance of chaos at a saddle-node bifurcation (Pomeau and Manneville,
1980). The conclusion to be drawn from fig. 7 is that chaotic dynamics of (24) can be
found, but only for quite specific and small ranges of 푐 and 휏. As we will show next, state
dependence of the feedback loop changes this picture considerably.
4.3 State dependence due to upwelling and ocean adjustment
It is important to recognise that taking a constant value for any delay in a DDE model is
a modelling assumption that must be justified. The assumption of delays being constant
is well justified in certain applications, such as machining (Insperger and Stépán, 2000)
and laser dynamics (Kane and Shore, 2005). On the other hand, delays in many applica-
tions, and certainly in climate modelling, are definitely not constant. While the delays in
conceptual DDE climate models have generally been taken to be constant (Keane et al.,
2017), there are many reasons to suspect that this is not actually be the case. Generally,
the delay times will depend on the state of the system itself, which leads to DDE models
with state-dependent delays. The main questions that need to be addressed from a more
general modelling perspective are:
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Figure 8:Ocean adjustment and upwelling as sources of state-dependence in the ocean-atmosphere
interaction in the central and eastern equatorial Pacific Ocean. From [Keane et al. (2019)] © 2019
The Royal Society; reproduced with permission.
(1) When does state dependence arise from physical processes and what mathematical
forms does it take?
(2) Does state dependence of delays have a significant effect for the observed dynamics
of the respective DDE model?
Specifically for the GZTmodel (24), a non-constant delay in the negative feedback loop
arises from the physics of the coupling of the ocean surface with the thermocline below.
fig. 8 illustrates the heuristic argument for considering two terms with state dependence
in the overall negative delay loop of ENSO, which are not described by and go beyond
the original DAO mechanism; more details can be found in Keane et al. (2019). The
horizontal direction represents longitude along the equator between the basin boundaries
of the Pacific Ocean and the vertical direction represents depth below the ocean surface
with the atmosphere above. The thermocline is sketched as a deviation from its mean,
which is about 50 metres deep in the East and 150 metres deep in the central equatorial
Pacific Ocean. The black arrows represent the four components of the negative feedback
loop. A positive perturbation in the thermocline depth ℎ(푡) in the eastern equatorial
Pacific increases the SST after an upwelling process with associated delay time 휏푒. Theeasterly winds forming the atmospheric component that transports such a perturbation to
the interaction zone in the central Pacific Ocean are considered fast and are modelled as
instanteaneous (as is the case in all DAO models). The interaction zone is reasonably
localised, and it is simplified to a point in mathematical derivations of DAOmodels (Cane
et al., 1990; Jin, 1997). There is then a delay 휏푐 due to the coupling process known asocean adjustment of the SST influencing the thermocline, which depends on the current
thermocline depth ℎ(푡). As in the GZT model without state dependence, Rossby waves
then carry the signal to the western basin boundary and are reflected as Kelvin waves,
which carry the signal back to the East with an associated delay time 휏푤, which weassume here is constant. The total delay time associated with the negative feedback loop
is therefore
휏 = 휏푒 + 휏푐 + 휏푤. (28)
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Here 휏푒 and 휏푐 are state dependent, that is, depend on the thermocline depth ℎ. Todetermine their functional form we summarize briefly the modelling exercise in Keane
et al. (2019), where more details can be found. It is convenient to define the constant part
of the delay 휏 (with respect to the mean thermocline depth) as
휏̄ = 휏̄푒 + 휏̄푐 + 휏푤. (29)
Here 휏̄푒 is the constant time it takes the signal to travel from the mean thermoclinedepth to the surface, and 휏̄푐 is the constant time of the ocean adjustment at the centralPacific associated with the mean thermocline depth. From a correlation analysis of
observational SST and thermocline depth data (Zelle et al., 2004) one concludes that the
two constant delay times 휏̄푒 and 휏̄푐 for the long-term average of the thermocline are 2weeks and 4 months, respectively, which gives the values 휏̄푒 = 2∕52 and 휏̄푐 = 4∕12 (inyears) that we use from now on. Moreover, based on oceanic wave speeds calculated
from TOPEX/POSEIDON satellite data in (Boulanger and Menkes, 1995; Chelton and
Schlax, 1996), realistic values of 휏푤 lie between 5.2 and 7.2 months, that is, in the range
[0.43, 0.6] when scaled to years. Hence, one obtains the estimated range [0.80, 0.97] for
the constant part 휏̄ of the overall delay.
The upwelling delay can be modelled by
휏푒 = 휏̄푒 + 휂푒ℎ(푡 − 휏̄), (30)
where 휂푒 is the inverse of the upwelling speed. Note that the state-dependent term isitself subject to a delay because the thermocline depth signal that ultimately returns to
the eastern equatorial Pacific at time 푡 began its journey at the thermocline one feedback
cycle ago; in (30) this implicitly defined state dependence is resolved by considering
the first-order approximation given by the constant part 휏̄. Maximum deviations in the
thermocline depth in the eastern equatorial Pacific Ocean are about 50 metres (Harrison
and Vecchi, 2001) and it follows, with time measures in years, that the nominal value of
the inverse upwelling speed is 휂푒 ≈ 2∕52 ≈ 0.04.The dependence of the delay time 휏푐 due to mass transport between ocean surface andthe thermocline can be modelled by
휏푐 = 휏̄푐 + 휂푐ℎ(푡), (31)
where 휂푐 is the ocean-adjustment speed. Since the maximum deviations in thermoclinedepth in the central equatorial Pacific Ocean of 150 metres corresponds to about one
third of its mean depth, we obtain similarly the nominal value 휂푐 ≈ (4∕3)∕12 ≈ 0.11 (inunits of years per meter).
4.4 The GZT model with upwelling and ocean adjustment
The resulting state-dependent GZT ENSO DDE model we consider in what follows is
given by (24) with the overall state-dependent delay
휏(ℎ) = 휏̄ + 휂푒ℎ(푡 − 휏̄) + 휂푐ℎ(푡), (32)
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which has the additional parameters 휂푒 and 휂푐 that allow us to ‘switch on’ the two types ofstate dependence. Clearly, for 휂푒 = 휂푐 = 0 this model reduces to the constant-delay GZTDDE. When implementing the state-dependent delay in DDE-BIFTOOL, the expression
for the right-hand side is very similar to that given in (27), but the parameter vector is
changed to 푝 = (푝1,… , 푝6) = (푏, 푐, 휅, 휏̄, 휂푐, 휂푒) ∈ ℝ6, the number of delays is specifiedas 푑 = 2, and the delays are given as functions:
휏푓1 (푥
0, 푝) = 푝4,
휏푓2 (푥
0, 푥1, 푝) = 푝4 + 푝5푥01 + 푝6푥
1
1,
푓 (푥0, 푥1, 푥2, 푝) =
⎡⎢⎢⎣
−푝1 tanh[푝3푥21] + 푝2푥
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0
2((푥
0
2)
2 + (푥03)
2)
푥03 + 2휋푥
0
2 − 푥
0
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0
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⎤⎥⎥⎦ .
Note that the delayed argument appearing in 푓 is now 푥21, instead of 푥11 as was the casein (27). The question is what effects the two types of state dependence have on the
observed dynamics as represented by the bifurcation set in the (푐, 휏̄)-plane. This was
considered by Keane et al. (2019) for ranges of 휂푒 and 휂푐 up to 휂푒 = 0.08 and 휂푐 = 0.22,that is, twice their nominal values. It turns out that, within the ranges of the parameters
considered, state dependence of 휏푒 alone has a negligible effect on the bifurcation set.State dependence of 휏푐, on the other hand, has a significant impact on the bifurcationset in the (푐, 휏̄)-plane, featuring considerably increased and more overlapping resonance
regions. Surprisingly, for 0 < 휏푐 , state dependence of 휏푒 does have a definite influence onthe bifurcation set, namely that of increasing the observed complexity even further.
As an example of the effect of both types of state dependence, fig. 9 shows the bifur-
cation set and maximal Lyapunov exponent of solutions in the (푐, 휏̄)-plane of (24) with
(32) for the case where the upwelling 휂푒 and the ocean adjustment 휂푐 are at the maximumof their considered ranges at 휂푒 = 0.08 and 휂푐 = 0.22, respectively. As for 휂푒 = 휂푐 = 0 infig. 7, shown in fig. 9 are curves SL, PD and T of saddle-node of periodic orbits, period-
doubling and torus bifurcations, respectively. They were computed with DDE-BIFTOOL,
thus, demonstrating that such computations can be performed readily also for DDEs that
feature state dependence. The maximal Lyapunov exponent of solutions was computed
again for an upsweep of 푐 with the algorithm for DDEs from (Farmer, 1982). Note that in
the dark grey region for low values of 휏̄ the delay becomes negative during the integration,
so that a sufficiently long time series to determine the Lyapunov exponent cannot be
found. Similarly, some curves of period-doubling bifurcations stop in this region because
the delay becomes negative along the respective periodic orbit during the continuation.
Comparing fig. 9 with fig. 7 clearly drives home the point that state dependence has a
large effect on the bifurcation set and, hence, on the observable dynamics of the GZT
model (24). In fig. 9 the bifurcation set now extends substantially further into the region
of large forcing 푐: the curve T of torus bifurcation has moved, as have resonance regions
associated with it. In particular, there is now a cluster of overlapping resonance regions
near 휏̄ = 1, that is, in the physically relevant range of the (푐, 휏̄)-plane. Notice that
this cluster is associated with large positive Lyapunov exponents. More generally, state
dependence results in considerably more and larger regions where chaotic dynamics can
be found. Interestingly, there is also a large region of chaotic dynamics for very low
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Figure 9: Bifurcation set and maximal Lyapunov exponent of solutions in the (푐, 휏̄)-plane of (24)
with (32) for 휂푒 = 0.08 and 휂푐 = 0.22; the blue dot indicates the parameter point for the time
series in Figure 10. From [Keane et al. (2019)] © 2019 The Royal Society; reproduced with
permission.
values of 휏̄, near the boundary where the delay becomes negative.
Clearly, introducing a physically motivated state-dependent delay time changes the
overall observed dynamics of the GZT model. We finish by demonstrating that this model
modification leads to dynamics that represents realistic aspects of the ENSO system, more
so than those found in the absence of state dependence. Namely, in the constant delay case,
irregular (chaotic) behaviour could only be found for small pockets of the (푐, 휏̄)-plane
and, as such, could not be considered a prominent feature of the model behaviour. In the
presence of state dependence due to upwelling and ocean adjustment, on the other hand,
this type of behaviour is more prominent, especially in the physically relevant cluster
of period-doublings near 휏̄ = 1. The blue dot in this cluster indicates the parameter
point (푐, 휏̄) = (7.2, 0.95), and fig. 10 shows the corresponding times series and power
spectra in direct comparison with those for the measured Nino3 index. This data is the
spatially averaged SST over 5◦N–5◦S and 150◦W–90◦W as derived from the Optimum
Interpolation SST V2 data by the National Oceanic and Atmospheric Administration
in Boulder, Colorado. The Nino3 time series, which was linearly detrended, is shown
in fig. 10(a1). Prominent in the time series data is the strong annual forcing, which is
represented by the large peak at 1 year in the power spectrum in panel (a2), which was
calculated by using the Welch method with windows of length 15 years and overlapping
across 12 years. Moreover, the Nino3 time series shows characteristic larger maxima, that
is, El Niño events, about every 4 to 7 years, which give rise to the distinct but broad peak
in the power spectrum that is centred near the frequency of about 1∕3.5 years. Indeed,
there is clearly a high degree of variability in the timing of larger maxima and, as we
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Figure 10: Time series of the Nino3 index (a1) obtained from the observational data set NOAA
Optimum Interpolation SST V2 (Jan. 1982 – Dec. 2017) by linear detrending and the correspond-
ing power spectrum (a2); and times series (b1) and corresponding power spectrum (b2) for the
attractor of (24) with (32) for 휂푒 = 0.08 and 휂푐 = 0.22 at the parameter point (푐, 휏̄) = (7.2, 0.95)
indicated in Figure 9. Data for row (a) is provided by the Physical Sciences Division, Earth
System Research Laboratory, NOAA, Boulder, Colorado. From [Keane et al. (2019)] © 2019
The Royal Society; reproduced with permission.
checked, they tend to be seasonally locked. As row (b) of fig. 10 shows, time series and
power spectrum of the thermocline deviation ℎ of the GZT model (24) with delays given
by (32) and 휂푒 = 0.08 and 휂푐 = 0.22 at (푐, 휏̄) = (7.2, 0.95) also possess these importantcharacteristics of ENSO. The solution from which the time series is derived evolves on a
chaotic attractor that lies at the intersection of several resonance tongues. The times series
in panel (b1) clearly lacks certain aspects of the data in panel (a1), and it is not obvious
how exactly the thermocline deviation ℎ as described by the rather simple conceptual
GZT model translates to an observable such as Nino3. Nevertheless, the time series of ℎ
features irregularity in the form of relatively large peaks that occur every 2–7 years, with a
similar broad peak centered near the frequency of about 1∕(2.5 years) as well as seasonal
locking, which is very robust with respect to the choice of parameters. The number and
distribution of large maxima, on the other hand, depends on where the parameters point
is chosen to lie in the regions of overlapping 푝∶푞 resonance tongues. Moreover, the
relative strengths between the peaks in the power spectrum, representing both seasonal
and El Niño time scales can be influenced by the choice of the seasonal forcing strength
푐. Overall, we conclude that solutions with fundamental ENSO characteristics can be
found in appropriate regions of parameter space of the state-dependent GZT model as
considered here.
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5 Resonance phenomena in a scalar DDE with two
state-dependent delays
The previous section demonstrated that state dependence of delays can have a serious
impact on the observed dynamics of a given DDE. On the other hand, the GZT model
for ENSO features complicated dynamics already when the delays are constant. As we
will discuss now, state dependence of delays alone can create complicated nonlinear
dynamics, even when the constant-delay DDE has only trivial, linear dynamics. This
surprising result was obtained in Calleja et al. (2017) for the scalar DDE
푢′(푡) = −훾푢(푡) − 휅1푢(푡 − 푎1 − 푐1푢(푡)) − 휅2푢(푡 − 푎2 − 푐2푢(푡)). (33)
Here, 0 < 훾 is the linear decay rate and 0 ≤ 휅1, 휅2 are the strengths of the two negativefeedback loops with the constant delay times 0 < 푐1, 푎2 and linear state dependence ofstrengths 0 ≤ 푐1, 푐2. For 휅1 = 휅2 = 0, this system is simply a linear scalar equationwhose solutions decay exponentially to the origin with rate 0 < 훾 . For 0 < 휅1, 휅2, on theother hand, (33) is a DDE with two negative feedback loops. For 푐1 = 푐2 = 0 this DDE islinear with the two fixed delays 푎1 and 푎2 and all trajectories of (33) decay to the originor blow up to infinity, depending on the values of 훾 , 휅1 and 휅2; see Bellman and Cooke(1963); Hale (1977); Hale and Verduyn Lunel (1993). In other words, the dynamics of
the system without state dependence in the delay terms is indeed trivial.
The situation is very different with state dependence, that is, for 0 < 푐1, 푐2, in whichcase (33) may show a wide range of behaviours. The two-delay state-dependent DDE
(33) was introduced by Humphries et al. (2012). It is a generalisation of the single-delay
state-dependent DDE, corresponding to setting 휅2 = 0, which was first introduced ina singularly perturbed form as an example problem in (Mallet-Paret et al., 1994) and
considered extensively in (Mallet-Paret and Nussbaum, 2011a). A singularly perturbed
version of the two-delay state-dependent DDE (33) was studied by Humphries et al.
(2016) and Kozyreff and Erneux (2013). Specifically, solutions near the singular Hopf
bifurcations were considered by Kozyreff and Erneux (2013), while large amplitude
singular solutions are constructed and studied by Humphries et al. (2016). We report
here on the work by Calleja et al. (2017) and consider (33) for 푎1 < 푎2 without loss ofgenerality. It was shown by Humphries et al. (2012) that the state-dependent delays can
never become advanced when 휅2 < 훾 , which we assume from now on. Hence, for anyLipschitz contiuous initial condition the initial value problem given by (33) has a unique
solution. Moreover, Humphries et al. (2012) showed that state dependence of the delay
terms changes the dynamics in an essential way. In particular, although it is only linear,
the state dependence of the delays for 0 < 푐1, 푐2 is responsible for nonlinearity in thesystem, and the dynamics of the DDE (33) is no longer linear. Given that it has two
feedback loops, the system is, colloquially speaking, potentially at least as complicated
as two coupled damped nonlinear oscillators.
This realization was the starting point of the extensive bifurcation analysis of the two
delay state-dependent DDE (33) by Calleja et al. (2017), where more details can be found.
The first step is to bring (33) into the form required by DDE-BIFTOOL. To this end, one
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Figure 11: Local torus bifurcation curves 푇1 and 푇푢 of (33) emerging from a Hopf-Hopf bifur-
cation point HH1 at the intersection of curves 퐻1 and 퐻푢, as computed from the normal form
(a1) and by numerical continuation (a2). The bifurcation diagram in the (휅1, 휅2)-plane (b) shows
resonance tongues connecting different points of resonance on 푇1 and 푇푢, which are actually part
of a single closed curve of torus bifurcation. From [Calleja et al. (2017)] © 2017 Society for
Industrial and Applied Mathematics; reproduced with permission.
has to specify the number of delays, 푑 = 2, and define
휏푓1 (푥
0, 푝) = 푎1 + 푐1푥0,
휏푓2 (푥
0, 푥1, 푝) = 푎2 + 푐2푥0,
푓 (푥0, 푥1, 푥2, 푝) = −훾푥0 − 휅1푥1 − 휅2푥2.
Note that here the physical space is one-dimensional since 푥(푡) ∈ ℝ1,푀 = 1 and the
parameter vector is 푝 = (푝1,… , 푝7) = (훾, 휅1, 휅2, 푎1, 푎2, 푐1, 푐2) ∈ ℝ7.
5.1 Hopf-Hopf bifurcation as an organizing center
We focus here on resonance phenomena associated with a point HH1, where a Hopf-Hopf bifurcation occurs. As in (Humphries et al., 2012; Calleja et al., 2017), we fix the
parameters of (33) to 훾 = 4.75 , 푎1 = 1.3, 푎2 = 6, and 푐1 = 푐2 = 1. Thus, parameters
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휅1 and 휅2 are bifurcation parameters, where we restrict to 휅2 ∈ (0, 4.75) so that indeed
휅2 < 훾 . The bifurcation diagram of (33) in the (휅1, 휅2)-plane is shown in fig. 11; hererow (a) focuses on the immediate vicinity of the point HH1, while panel (b) shows therelevant bifurcation set associated with HH1 over a wider range of 휅1 and 휅2.An important contribution of (Calleja et al., 2017) is the computation of the third-order
normal form of the state-dependent DDE in the form of an ordinary differential equation
(ODE) on the center manifold near Hopf-Hopf points; see, for example, (Guckenheimer
and Holmes, 1983; Kuznetsov, 2013) for the respective ODE normal forms. This is
achieved by expanding the state dependence to derive a DDE with terms up to a given
order and with only constant delays. This constant-delay DDE can then be reduced to the
required four-dimensional ODE normal form with standard techniques; see (Bélair and
Campbell, 1994; Guo and Wu, 2013; Wage, 2014). Computation with DDE-BIFTOOL
shows that the pointHH1 lies at (휅1, 휅2) = (2.08092, 3.78680)where the Hopf bifurcationcurves퐻1 and퐻푢 intersect; it features a double pair of purely complex conjugate eigen-values with frequencies (imaginary parts) 휔1 = 2.48710 and 휔2 = 1.58215. The normalform computation at this Hopf-Hopf point, details of which can be found in (Calleja
et al., 2017), shows that HH1 is subcase III of what is referred to as the simple case in(Kuznetsov, 2013). This means that there are two curves of torus (or Neimark-Sacker)
bifurcations emerging from the codimension-two Hopf-Hopf point. When the normal
form coordinates are transformed back into the (휅1, 휅2)-plane, one obtains the bifurcationdiagram shown in fig. 11(a1), featuring the curves퐻1 and퐻푢 and the torus bifurcationcurves 푇1 and 푇푢. Note that all curves are straight lines, whose slopes are determined bythe respective normal form coefficient. The bifurcation diagram in fig. 11(a2) shows the
same bifurcation curves퐻1,퐻푢, 푇1 and 푇푢 but now computed for (33) by continuationwith DDE-BIFTOOL. Note that these curves are no longer straight lines. Comparison
with panel (a1) shows that the nature, order and slopes of the respective bifurcation curves
is indeed as determined by the normal form computation, which strongly supports the
correctness of the expansion method used to derive the Hopf-Hopf normal form of the
full state-dependent DDE (33). This approach has been extended by Sieber (2017) to
all codimension-two bifurcations of steady-states that are defined by conditions on the
linearization. Hence, normal form calculations for these codimension-two bifurcations,
which had been incorporated into the capabilities of the package DDE-BIFTOOL for
constant-delay DDEs by Wage (2014), are now also available for state-dependent DDEs;
see (Sieber et al., 2015).
fig. 11(b) shows that the local curves 푇1 and 푇푢, when continued beyond a neighborhoodof the Hopf-Hopf point HH1, actually form a single curve in the (휅1, 휅2)-plane. Asexpected from theory, along the branches 푇1 and 푇푢 of torus bifurcations one finds pointsof 푝∶푞 resonance, which we include for 푞 ≤ 13. At each such point the Floquet multiplier
is a rational multiple of 2휋 and a resonance tongue emerges where the dynamics on the
torus is 푝∶푞 locked. For parameter points that do not lie in a resonance tongue the rotation
number is an irrational multiple 훼 of 2휋 and the dynamics of the torus is quasiperiodic.
In either case, the bifurcating torus is normally hyperbolic, and hence smooth, near the
respective torus bifurcation. Each resonance region is bounded locally near the point of
푝∶푞 resonance by a pair of saddle-node bifurcations of periodic orbit. Tori with fixed
irrational rotation number 훼, on the other hand, lie on smooth curves that connect to
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Figure 12: Normally hyperbolic quasiperiodic torus of (33) for 휅1 = 4.44 and 휅2 = 3.0 in
projection onto (푢(푡), 푢(푡 − 푎1), 푢(푡 − 푎2))-space (a), represented by a single trajectory (light blue)
together with the Poincaré trace (blue dots) on the (projected) section Σ (green); also shown are
the corresponding function segments represented by 푢푡(휃) (b) and by (푢푡−푎1(휃), 푢푡−푎2(휃)). From[Calleja et al. (2017)] © 2017 Society for Industrial and Applied Mathematics; reproduced with
permission.
the point on the torus bifurcation curve with the corresponding Floquet multiplier. Also
shown in fig. 11(b) are the bounding curves of saddle-node bifurcations for the resonance
points with 푞 ≤ 13. They have been found by identifying, by means of numerical
integration, stable locked periodic orbits near the respective branch of torus bifurcation;
this is possible because the tori bifurcating from 푇1 and 푇푢 are actually attracting (whichis in agreement with the normal form calculation). The subsequent continuation of these
with DDE-BIFTOOL in 휅1 identifies the pair of saddle-node bifurcations, at two specificvalues of 휅2, that form the boundary of the resonance tongue. Once these two points ofsaddle-node bifurcations of periodic orbits have been found, they can be continued in
both 휅1 and 휅2 towards the curves 푇1 and 푇푢 to obtain the respective curves shown in the
(휅1, 휅2)-plane. Note that the gap between the two bounding curves of the 푝∶푞 resonancetongue becomes smaller for increasing 푞.
5.2 Finding and representing smooth invariant tori
As we show now, invariant tori of DDEs can also be computed, including when the delay
is state dependent; see Krauskopf and Green (2003); Green et al. (2003); Calleja et al.
(2017). This is quite straigthforward for an attracting quasiperiodic torus, because it
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is densely filled by any trajectory on it. Such a trajectory can be obtained readily by
numerical integration from an initial condition sufficiently near the torus, after transients
have settled down. Such a torus is a smooth two-dimensional submanifold that lives in
the infinite-dimensional phase space 퐶 of the DDE. Therefore, the question is how to
represent it via a suitable low-dimensional projection. fig. 12 shows with the example of
the smooth attracting quasiperiodic torus of (33) for 휅1 = 4.44 and 휅2 = 3.0 how this canbe achieved. Panel (a) shows the computed long trajectory on the torus in the natural and
convenient projection onto the three-dimensional (푢(푡), 푢(푡− 푎1), 푢(푡− 푎2))-space of (33).Also shown is the intersection set of the trajectory on the torus with the shown section Σ,
which forms a smooth invariant curve as is expected for a quasiperiodic torus.
Note that the representation of the torus in fig. 12(a) looks very much like a two-
dimensional smooth torus in a three-dimensional phase space of an ODE, with an as-
sociated image of the dynamics of the Poincaré map in the two-dimensional section Σ.
However, it is important to recognize that this image is a projection from the infinite-
dimensional phase space 퐶 . In particular, it is an interesting question how best to define
a Poincaré map for a DDE. In general terms, given a section Σ of codimension one in the
phase space 퐶 that is transverse in some region of interest to the (semi)flow Φ푡 generated
by the DDE, the (local) Poincaré map 푃 is defined as
푃Σ ∶ Σ → Σ,
푞 ↦ Φ푡푞 (푞) , (34)
where 푡푞 > 0 is the return time to Σ. The main issue from a practical perspective is how todefine the section Σ. When the DDE has a physical space ℝ푛 of sufficient dimension (at
least three), then it is convenient to consider a codimension-one section Σ ⊂ ℝ푛; requiring
that the headpoint 푞(0) of the point 푞 lies in Σ induces a codimension-one section in
the infinite dimensional phase space 퐶 , which we also refer to as Σ for simplicity; see
(Krauskopf and Green, 2003). Moreover, there is a natural projection onto ℝ푛 and just
considering the headpoints in the section Σ ⊂ ℝ푛 gives what we refer to as the finite-
dimensional Poincaré trace of the dynamics. Unfortunately, this approach is not workable
for (33) because it is a scalar DDE and, moreover, state dependent. Instead, we make use
of the fact that all periodic and quasi-periodic orbits cross repeatedly cross {푢 = 0} ⊂ ℝ
when the parameters are all positive as considered here; therefore, it is natural to use this
condition for defining the Poincaré section as
Σ = {푞 ∈ 퐶 ∶ 푞(0) = 0}. (35)
Clearly, the section Σ is infinite dimensional itself, and the local Poincaré map 푃Σ on Σis defined as the map that takes a downward transversal crossing of zero (where 푞(0) = 0
with 푞′(0) < 0) to the next such crossing. The Poincaré trace in the 푢(푡 − 푎1), 푢(푡 − 푎2))-plane, which is the projection of the infinite-dimensional Σ from (35), is obtained from
the projection onto (푢(푡), 푢(푡− 푎1), 푢(푡− 푎2))-space simply by also requiring that 푢(푡) = 0.This projected section, which we again refer to as Σ for convenience, is shown in fig. 12(a).
The underlying projection onto (푢(푡), 푢(푡 − 푎1), 푢(푡 − 푎2))-space generalises an idea ofMackey and Glass (1977), who were the first to project solutions of DDEs into finite
dimensions by plotting values of 푢(푡−휏) against 푢(푡) for a single-delay DDE. Defining the
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Figure 13: Normally hyperbolic 1∶4 phase-locked torus of (33) for 휅1 = 5.405 and 휅2 = 2.45
in projection onto (푢(푡), 푢(푡 − 푎1), 푢(푡 − 푎2))-space (a1), represented by the stable periodic orbit
(blue), the saddle periodic orbit (red), and its unstable manifold (grey curves), together with the
Poincaré trace on the (projected) section Σ (green) (a2); also shown are the corresponding function
segments represented by 푢푡(휃) (b) and by (푢푡−푎1(휃), 푢푡−푎2(휃)). From [Calleja et al. (2017)] © 2017Society for Industrial and Applied Mathematics; reproduced with permission.
section Σ for (33) by 푞(0) = 0 has the advantage that the two delays are exactly 푎1 and 푎2,that is, constant. fig. 12(b) and (c) illustrates this by showing the function segments of all
the points that generate the Poincaré trace on Σ; tey are represented by 푢푡(휃) in panel (b)and by (푢푡−푎1(휃), 푢푡−푎2(휃)) in panel (c), both as functions of the argument 휃, which runsover the interval [−6, 0] since 푎1 = 푎2 = 6. In particular, fig. 12(c) clearly shows the‘history tails’ over the time interval [−6, 0] associated with headpoints that form the trace
in (the two-dimensional projection of) Σ (given by 휃 = 0); see also (Krauskopf and Green,
2003).
fig. 13 shows an example of an attracting smooth invariant torus with locked dynamics;
namely this example for 휅1 = 5.405 and 휅2 = 2.45 is from the 1 ∶ 4 resonance tongue.Hence, there are a stable periodic orbit and a saddle periodic peridic orbit that both
form a 1 ∶ 4 torus knot. The presentation is as for the quasi-periodic torus in fig. 12.
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Panel (a1) of fig. 13 shows the shows the torus rendered as a surface in projection onto
(푢(푡), 푢(푡 − 푎1), 푢(푡 − 푎2))-space, together with the (projection of the) section Σ. ThePoincaré trace in the (푢(푡 − 푎1), 푢(푡 − 푎2))-plane, that is, the intersection set of the toruswith Σ, is shown on its own in panel (a2). The associated function segments or ‘history
tails’ are shown in fig. 13(c) and (d) as represented by 푢푡(휃) and by (푢푡−푎1(휃), 푢푡−푎2(휃)),respectively, for 휃 ∈ [−6, 0]. The locked dynamics on the torus as represented in
fig. 13(a) is again very reminiscent of what one would expect to find for a torus of a
three-dimensional ODE: its two-dimensional Poincaré trace in panel (a2) clearly shows a
single smooth curve with four points of a stable period-four orbit and four points of an
unstable period-four orbit; see fig. 13(a2). Notice that the invariant curve has a point of
self-intersection; this is due to projection and a reminder that we are dealing with a DDE
with an infinite-dimensional phase space.
As opposed to the case of a quasiperiodic torus, a torus with locked dynamics cannot be
found by numerical integration alone. Indeed, any initial condition will, after transients
have settled down, trace out only the attracting periodic orbit. The torus on which it lies
can be computed as follows. Continuation of the stable periodic orbit in the parameter
휅1 gives, after a fold or saddle-node bifurcation of periodic orbits, the coexisting saddleperiodic orbit for the intitial value of 휅1 = 5.405. As theory predicts, this saddle peridicorbit has one unstable Floquet multiplier and, hence, one unstable eigenfunction, which
we extracted from the DDE-BIFTOOL data; see also (Green et al., 2003). We then used
the eigenfunction to define two initial functions in the local unstable manifold of the
periodic orbit, one on each side and sufficiently cloese to of the saddle periodic orbit.
Trajectory segments that lie on the unstable manifold were then found with numerical
integration from initial functions along the unstable eigenfunction; a selection of them is
shown in fig. 13(b) and (c). The torus was rendered as a surface in (푢(푡), 푢(푡−푎1), 푢(푡−푎2))-space in panel (a1) and as an invariant curve in the (푢(푡−푎1), 푢(푡−푎2))-plane in panel (a2)by ordering a suitable selection of trajectory segments from the Poincaré section back to
itself.
5.3 Locked nonsmooth invariant tori
As was already mentioned in Section 5.1, any computed pair of saddle-node bifurcation
curves shown in fig. 11(b) emerges at a resonance point on the torus bifurcation curve
푇푢 and connects to a point of resonance on the torus bifurcation curve 푇1 (or vice versa).More generally, this is evidence for the observation that, near the Hopf-Hopf point HH1,any 푝∶푞 resonance point on the upper branch 푇푢 is connected by a pair of saddle-nodebifurcation curves with a 푝∶(푝+ 푞) resonance point on the lower branch 푇1. In the regionof locked dynamics bounded by such a pair one, hence, finds 푝∶푞 locked dynamics on a
smooth invariant torus near 푇푢 and 푝 ∶ (푝 + 푞) locked dynamics on a smooth invarianttorus near 푇1. Since a 푝 ∶ 푞 torus knot and a 푝 ∶ (푝 + 푞) torus knot cannot exist onone and the same smooth torus for topological reasons, the torus inside the respective
resonance tongue cannot be smooth throughout in the transition inside the tongue from
the 푝∶ 푞 to the 푝∶ (푝 + 푞) resonance point (or vice versa). On the other hand, without
the requirement that the periodic orbit lies on an invariant two-dimensional torus, it is
possible to transform a periodic orbit with 푞 loops into one with (푝 + 푞) loops; in other
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words, there is indeed no topological obstruction for the bounding curves of saddle-node
bifurcations of periodic orbits to connect in the way we found in fig. 11(b).
fig. 14 shows that it is possible to perform computations that show how an invariant
locked torus of a DDE loses its smoothness and bifurcates further. The key idea here is
to compute the one-dimensional unstable manifold in the Poincaré trace that is associated
with a saddle-periodic orbit with a single unstable Floquet multiplier. In other words, the
approach we used to compute the smooth 1∶4 phase-locked torus in fig. 13 also works
when the torus is no longer smooth; the only requirement is that the saddle-periodic orbit
still exists and has a single unstable Floquet multiplier; see also (Krauskopf and Green,
2003; Green et al., 2003; Calleja et al., 2017; Keane and Krauskopf, 2018). Panel (a) of
fig. 14 shows the resonance tongue in the (휅1, 휅2)-plane that connects the 1∶4 resonanceon 푇푢 with the 1∶5 resonance on 푇1. The line segment at 휅2 = 3.0 indicates the 휅1-rangeof the one-parameter bifurcation diagram shown in panel (b). Specifically, shown is the
value of 푢(푡 − 푎1) when 푢(푡) = 0, that is, the first component of the (푢(푡 − 푎1), 푢(푡 − 푎1))-plane of the Poincaré trace. Inside the resonance tongue we find 1∶4 locking: there are
four branches of the stable periodic orbit and four branches of the saddle periodic orbit,
which meet and disappear in saddle-node bifurcations; these branches were found with
DDE-BIFTOOL by continuation in 휅1, and this computation also confirms that the saddle
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periodic orbit has a single unstable Floquet multiplier throughout the 휅1-range of theresonance tongue when 휅2 = 3.0. Outside the resonance tongue we find quasi-periodicdynamics or dynamics of very high period; it was identified by numerical integration and
is represented by many points in the Poincaré trace whose 푢(푡 − 푎1)-values effectively fillout intervals.
Panels (c) and (d) of fig. 14 show the result of computing the unstable manifold of
the saddle periodic orbit for 휅1 = 6.93 with the approach from Section 5.2. Whilethis is hard to see in the projection onto (푢(푡), 푢(푡 − 푎1), 푢(푡 − 푎1))-space in fig. 14(c),the Poincaré trace in the (푢(푡 − 푎1), 푢(푡 − 푎1))-plane in panel (d) clearly shows that theone-dimensional unstable manifold of the saddle periodic orbit now spirals around the
stable periodic orbit. This means that the stable periodic orbit has two dominant Floquet
multipliers that are complex conjugate, which is confirmed by the computation of the
Floquet multipliers during the continuation of the periodic orbits with DDE-BIFTOOL.
The attracting periodic orbit on the torus developing a pair of complex conjugate Floquet
multiplier is a mechanism for the loss of normal hyperbolicity of an invariant torus that
is known from ODE theory (Aronson et al., 1982). As fig. 14(c) and (d) shows, there is
still a continuous two-dimensional torus, formed by the closure of this unstable manifold,
but this torus is indeed no longer smooth.
Further bifurcations may occur that change the nature of the invariant set in the Poincaré
trace, including homoclinic and heteroclinic tangencies of unstable manifold of saddle
periodic orbits. This happens, for example, when the 1∶4 resonance tongue is crossed
again at 휅2 = 3.0 for larger values of 휅1; see Calleja et al. (2017) for the details. Otherexamples where such global bifurcations in DDEs have been identified via unstable
manifold computations are the transition to chaos in a laser with phase-conjugate feedback
in (Krauskopf and Green, 2003; Green et al., 2003) and the break-up of a torus in the
GZT model of Section 4.2 due to the transition through a bifurcation structure known as
a Chenciner bubble in (Keane and Krauskopf, 2018).
6 Conclusions and outlook
The case studies of the GZT ENSOmodel and of the DDEwith two state-dependent delays
we presented show that core tasks of numerical bifurcation analysis can be performed
for DDEs with finitely many discrete delays, even when the delays are state dependent.
More specifically, the routines that are implemented within the package DDE-BIFTOOL
include the detection and continuation of equilibria, periodic orbits and their bifurcations
of codimension one, of codimension-one connecting orbits between equilibria, as well as
the computation of normal forms of bifurcations of equilibria up to including codimension
two. This suite of tools puts the present capabilities practically at the same level that is
available for ODEs. In other words, the numerical bifurcation analysis of DDEs, whether
they arise in applications or in a theory context, is now perfectly feasible.
One area where the capabilities for DDEs still lag behind that for ODEs is the compu-
tation of normal forms for bifurcation of periodic orbits. The approach to normal form
analysis designed by Dhooge et al. (2003) for MATCONT and extended by Bosschaert
et al. (2020) to equilibria of DDEs with constant delays is, in principle, applicable also
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to periodic orbits and their bifurcations. However, there remain some technical diffcul-
ties. For example, in case delays are bifurcation parameters or are state dependent, the
computation of normal form coefficients may involve the computation of high-order time
derivatives of the piecewise polynomials representing the solution.
We considered here chiefly DDEs in standard form with a finite number of discrete
delays. For this class the discussed tools for the numerical bifurcation analysis are on
very firm ground theoretically when the delays are constant. On the other hand, some
present capabilities of the numerical methods and the software assume properties of
the underlying DDE that have not yet been proven rigorously when the delays are state
dependent. For example, convergence of the collocation schemes used for the representing
periodic orbits has been proved for standard DDE with constant delays, but remains an
open question when the delays are part of the unknowns or state-dependent. Case studies
such as the ones presented here clearly suggest that collocation ‘works well’ also in
such wider circumstances; moreover, the techniques introduced by Andó and Breda
(2020) look promising as a tool for proving this. Similarly and as we also demonstrated,
associated normal form calculations appear to be working perfectly fine when delays are
state dependent and are in agreement with the results of numerical bifurcation analysis.
Yet the proof that the suggested expansion of the state dependence gives the correct
normal form is still outstanding — owing to the fact that regularity results for local center
manifolds in DDEs with state-dependent delays are strictly speaking still open. In spite
of these technical difficulties, we would argue that the tools we presented can be used
with considerable confidence also for DDEs with discrete state-dependent delays.
The methods as implemented in DDE-BIFTOOL actually permit the bifurcation analy-
sis of systems from a far larger class of problems, including neutral DDEs (with constant
or state-dependent delays), differential algebraic equations with delay, possibly of higher
index, and advanced-delayed systems. We explained briefly how these types of systems
can be defined within the framework of the software, so that the different tasks of bifur-
cation theory can be performed also for such DDEs that are not in standard form (with a
non-identity matrix multiplying the left-hand side). However, rigorous regularity results
(such as the existence of smooth local center manifolds or branches of periodic orbits)
and numerical convergence statements are not available yet for many of these problems.
Therefore, when attempting a numerical bifurcation analysis in this wider context it is
presently the responsibility of the user to experiment and test for convergence a-posteriori.
Finally, we hope that this review may encourage the use of numerical tools from
bifurcation theory in the study of systems with delays in different application contexts.
In particular, we would like to stress again that these tools are available and reliable not
only when the delays are constant, but also for the case that delays are state dependent.
Hence, there is no need to approximate state-dependent delays with constant delays. This
message is important from a practical perspective because state dependence may be
responsible for layers of additional dynamics. Indeed, as we have demonstrated, in some
situations it may even generate all of the nontrivial dynamics. Case studies of specific
DDEs beyond the standard form would also be very interesting and are encouraged. While
this is more challenging in terms of ensuring that the results stand up to scrutiny, such
investigations have a role in guiding the further development of theory and methods — in
much the same way as case studies of standard DDEs with constant and state-dependent
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delays have helped us get to where we are now.
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