This section concerns neural networks which are hybrid either in terms of structure or in terms of training algorithms. The counterpropagation network is one that incorporates structural characteristics of the Kohonen and Grossberg networks and it is trained by composite supervised-unsupervised methods. The adaptive critic concept concerns neural network implementations of reinforcement learning where teacher information is available, a supervised learning characteristic, but target outputs are not specified, an unsupervised learning characteristic. The counterpropagation network as well as a number of adaptive critic implementations are taken up in this section.
C2.3.1 Introduction
The use of feedforward networks for the purposes of learning is based on the proven fact (Funahashi 1989 , B2.3 Kolmogorov 1963 ) that such structures with at least two layers of neurons (at least one hidden layer) can be universal function approximators. An example of a feedforward network is shown in figure C2 .3.1. In producing the input-to-output mapping, the network maps the input space in an intermediate space (output of the hidden layer) and subsequently through the output layer, the intermediate space is mapped to the network's output space. The intermediate space can be viewed as an alternative representation of the input space retaining those properties at the original (input) space which pertain to the target learning task. The intermediate space may thus emphasize statistical, topological or other properties of the input space which make the target task describable or expressible, while suppressing other properties or information contained in the original space which do not have an apparent correlation to the target task.
In pure supervised learning methods and algorithms the intermediate mapping emerges in a rather spontaneous way as a result of the overall network adaptation. No specific mechanism is dedicated to the intermediate mapping because in the overall objectives of the method there are no specific or explicit quality criteria or requirements imposed or referring to this intermediate mapping. Such requirements are implicit to the overall adaptation objectives and the intermediate mapping emerges through the adaptation process as one that happens to aid the overall input-output mapping. In other words it can be viewed as a 'fortunate' side effect but otherwise no specialized attention is paid to it. Incidentally, this is the reason for difficulties relating to the generalization capabilities of feedforward networks and for the requirements of extensive trials of various combinations of numbers of hidden layer neurons, initial weights and learning rates (Koutsougeras et al 1992a) .
The combination of supervised and unsupervised techniques allows the exercise of some control over the evaluation of the intermediate mapping, so that the input-to-intermediate and the intermediate-to-output mappings are developed by essentially different methods with objectives tuned to each one's role, while the development of the two individual mappings happens in a synergistic way. Two representative paradigms combining supervised and unsupervised techniques are the subject of this section. First we examine the counterpropagation network and then the concept of adaptive critic networks.
The counterpropagation network was introduced in 1986 by Robert Hecht-Nielsen (1988 , 1987a , 1990 , 1987b who was trying to utilize Kohonen's self-organizing maps for the purposes of function C2.1.1 approximation. The resulting counterpropagation network behaves as a statistically optimal self-adaptive lookup table. If we were to classify it in one of the broader categories then it would belong to the general function approximators. It would work best with continuous mappings from R n → R m (or at least piecewise continuous). The way the network functions can be illustrated intuitively as follows: a hidden layer effectively clusters the input space in a collection of regions by a clustering method based on unsupervised techniques. The output layer, based on supervised techniques, effectively learns the average of the output values associated with each region of the input space. This average value associated with a region then becomes the designated output for all inputs falling within the corresponding input space region.
C2.3.2.1 Topology
There are two functional layers as shown in figure C2 .3.1. The first functional layer (hidden layer) is a typical Kohonen layer. This layer operates according to the classic Kohonen unsupervised scheme (Kohonen 1982a (Kohonen , 1982b (Kohonen , 1988 . Each neuron in this layer effectively functions as a receptor for a certain cluster of inputs, responding when the network's input belongs to this cluster. Typically, each neuron in this layer 'sees' the entire input vector which is fed to the network, so there are connections from every input component to every neuron of this layer. Usually there are no physical connections among neurons in the Kohonen layer; however, as we will see in the following, there is a competition among these neurons and it involves their corresponding network excitation values. So interactions among them effectively exist by means of which a scalar value from each neuron is broadcast to all other neurons in this layer. The output layer consists of m neurons where m is the dimensionality of the output space. Thus, if the target input-output mapping for the overall network is from R n to R m , the output layer consists of m neurons, that is, one neuron dedicated to producing one component of the output vector. This layer produces an output vector for each one of the regions in which the input space has been effectively partitioned by the intermediate layer. Incidentally, the vector which gets to be associated with each region is the average of the outputs associated with those training set samples which fall within that same region. Thus, the only information needed at each neuron of the output layer is which region the input vector falls within. This information is provided by the receptor neuron associated with that region (these receptor neurons are the ones in the hidden layer). Since each neuron of the output layer needs to know which neuron of the hidden layer is active at any given time, there are feedforward (unidirectional) connections from every neuron of the hidden layer to every neuron at the output layer. Since only the region identification is needed at each output neuron, there is no exchange among output neurons and thus no intralayer (lateral) connections.
In summary, the topology of the network is as follows. There are two layers: one hidden and one output layer. All pairs from input lines to neurons of the hidden layer are connected. All pairs of neurons within the hidden layer are laterally effectively connected. All pairs of neurons from the hidden layer to the output layer are connected. No lateral connections within the output layer neurons exist. All connections are unidirectional carrying single scalar values. The direction of computation is feedforward. Connections are unidirectional. Since there is no feedback, for every one connection the inverse one does not exist.
C2.3.2.2 Learning
Different learning paradigms are used for each of the two layers since the hidden layer is adjusted using unsupervised techniques while the output layer is adjusted using supervised ones. As mentioned before, the hidden layer implements a Kohonen self-organizing map while the output layer implements a Grossberg instar (Grossberg 1982 , 1971 , 1969 , Hecht-Nielsen 1990 . C1.1.6 The hidden layer. The input to the network is a vector of real values and is fed to all neurons in the hidden layer. The weights associated with the connections feeding the kth hidden layer neuron form a weight vector W k associated with that neuron. This neuron simply sums up all the weight-scaled inputs feeding to it thereby effectively computing the scalar product W T k X of its associated weight vector W k and the current input vector X. The value computed by each neuron is broadcast to all other neurons of the hidden layer and a competition takes place. The neuron which has produced the largest value wins and stays active while all others are shut off thereby setting their output to 0. Thus, one hidden-layer neuron responds to a given input vector, and it is this same neuron which will provide input to the output layer for determining the final output mapping. So far, the input vector X has been mapped to an intermediate binary vector which has one component set to 1 (corresponding to the active hidden layer neuron) and all others set to 0.
The learning rule (hidden layer).
While the network is still in the adaptation phase, the weight vectors change after the competition step is decided. Only the weight vector of the winning neuron changes by moving closer to the current input X. This is done by means of the rule:
where a(t) is a time-decreasing learning rate which guarantees convergence (stability). Thus the W k is changed by adding to it a fraction of its difference from the current input X. After a number of iterations, each weight vector W k will identify a set S k of input vectors for which the kth neuron will always be winning the competition and W k will approximate their mean. It is also obvious that the kth neuron will still win the competition for any new input vector falling in the region which is bounded by the envelope of the S k vectors.
In this way the input space is partitioned in a number of regions equal to the number of hidden-layer neurons. One hidden-layer neuron is associated with each region and this neuron wins the competition for any future input that falls within this region. Thus the neuron effectively becomes a 'receptor' for its corresponding region (receptive field). This clustering evolves in an autonomous way without teacher feedback. The weight vectors arrange themselves around the input space thereby identifying their receptive fields automatically. The topological distribution of the weight vectors relates to that of the input space samples which constitute the training set.
The output layer. This layer learns to produce the mean output vector value for each of the regions in which the input space has been clustered so far. The rationale is as follows. Let us assume that S k is the set of input vectors which falls within the region which has become the receptive field of the kth hidden layer neuron. Then we may ask what is the output for a new input vector X which falls within the same region (for which the same kth neuron responds). All that is known about the behavior of the overall input-output function which is to be approximated is the set of outputs corresponding to the input vectors in the set S k . Thus, if these values are taken as the basis for a guess, a simple reasonable choice of statistical approximation is to use the average of these values. During the learning phase the weight between the kth neuron of the hidden layer and the ith neuron of the output layer is set to the average of the ith component of the output vectors produced by the inputs which fall within the receptive field of the kth neuron of the hidden layer. Whenever this kth neuron is responding to an input, the weight value associated with the connection from the kth neuron to the ith neuron becomes the output of the ith neuron. Given that the outputs of the hidden layer neurons are binary and that only one of them is nonzero, the activation function of the ith neuron of the output layer can be expressed as y i = W T i B, where B is the intermediate vector produced by the hidden layer and W i is the weight vector associated with the ith neuron.
The learning rule (output layer). Since learning in the output layer is supervised, each output neuron 'sees' the target output which corresponds to each input vector of the training set during training. Specifically, the ith neuron sees the ith component of each such target output vector. The binary vector produced by the hidden layer is input to every output neuron. When the output of the hidden layer is asserted (competition settled) all of the weights associated with all output neurons are updated according to the local rule
where Y i = y i I; I is the unit vector and y i is the target value of the ith output neuron corresponding to the current input. In other words, Y i is a vector with all its components equal to the y i target value. This updating rule (originally used by Grossberg) causes each connection weight to approximate the average values for the corresponding receptive fields as mentioned earlier.
C2.3.2.3 Related neural network models
The backpropagation network (Rumelhart et al 1986) is an alternative to the possible uses of the C1.2 counterpropagation network. A related model was developed by Koutsougeras and Papadourakis in 1991 using a two-layer feedforward structure, sigmoid nonlinear neurons and blended supervised-unsupervised learning (Koutsougeras and Papadourakis 1992b) . Feedforward networks trained by other interesting alternative algorithms have been presented by Psaltis and Neifeld (1988) , Kollias and Anastassiou (1988) , deFigueiredo (1992), Karayiannis (1992) , and Klassen and Pao (Klassen et al 1988) . These networks are also competitors for the uses of the counterpropagation network. Finally, a program package for vector B5.3.5 quantization called LVQ PAK was introduced in 1992 by Kohonen et al (1992) .
C2.3.2.4 Advantages
The advantages of the counterpropagation network lie in its simplicity. The learning rules are simple and easily computable thus the computing requirements are not greedy. The advantages also lie in the fact that it provides a somewhat direct control on the internal representations which are developed for the target function. It does not try to implement a mapping or transformation mechanism that applies uniformly in the entire input space; instead, it clusters the input space in regions and tries to approximate the input-output function independently within each region. An unexpected post-training behavior is less likely than with backpropagation or the model proposed by Koutsougeras. While an optimal number of hidden-layer neurons for a target input-output function cannot be determined a priori, it is not so sensitive to this choice and as a matter of fact with this model the more hidden-layer neurons the better it behaves.
In the corresponding case of backpropagation there is a certain unknown number of hidden-layer neurons beyond which the excessive inherent nonlinearity produces unexpected results.
C2.3.2.5 Disadvantages
The disadvantages of this network are those carried over by the Kohonen layer, and also the fact that within each region of the clustered input space (receptive field) the target input-output function is approximated by a single constant. Let us take these up one by one. First, the Kohonen layer works well with certain initial weight distributions relating to the topology of the intended mapping. In other words, the resulting clustering is sensitive to the choice of initial weights. Second, the output of the entire network depends on the hidden-layer neuron which responds to the input, thus the output over the entire receptive field of each neuron will be constant. Thus, a continuous input-output function will be approximated with piecewise constant segments. This is not the case with the aforementioned competitor networks. problems which are such that the pattern space (input space) can be divided into clusters (segments) so that each cluster contains patterns of a single class. This network can also be used in any application requiring function approximation if piecewise linear approximation with a relatively small number of segments can be acceptable. Since backpropagation is a competitor in these same cases, counterpropagation has not usually been a preference in significant applications.
C2.3.2.7 Hardware implementations
It is rather straightforward to implement simulators for this network, so there are no known hardware implementations of it.
C2.3.2.8 Variations and improvements
Variations of this network are related to variants of the Kohonen self-organizing maps. These reflect ways to deal with the problems associated with the choice of initial weights. There are the methods of radial sprouting of the input and weight vectors (Hecht-Nielsen 1990), the addition of uniformly distributed noise vectors to the input data, or the conscience method of Desieno (1988) . Another interesting variant is to allow more than one neuron in the hidden layer to respond to a given input. In this case the receptive fields of the various hidden-layer neurons are overlapping rather than being disjoint. In this case the output produced by the network should be a weighted sum of the average output values corresponding to all the intersecting receptive fields. However, a good way for assessing the weights that should be used in computing the above weighted sum is not known.
C2.3.2.9 State of the art
An open problem is how to determine the weights to be used for computing the output as the weighted sum of the average outputs of a relevant set of receptive fields, as described in the extension above, where more than one hidden-layer neuron responds to an input. A method using barycentric coordinates is described by Hecht-Nielsen (1990) but such coordinates are not unique and presently no good solution that works better than the original network is known.
C2.3.3 Adaptive critic networks

C2.3.3.1 Purposes
The adaptive critic is a concept referring to an automated agent capable of producing a critique for the 'goodness' or the 'utility' of its input. In most interesting cases the input is the state of an observed system or a sequence of such states or even actions applied to that system. A typical example where this concept applies has been the automatic control of a system known as a 'plant' in the control systems jargon. Such a typical control structure is shown in figure C2 .3.2. According to the arrangement in this figure the control mechanism consists of a module which actually produces the control inputs (actions) to the plant and a critic module which provides a critique to the action module as to how well the latter is doing. The task charged to the critic module is to track the evolution of the plant states or outputs and to pass an evaluation of how likely it is that a global goal (the purpose of the controlling) will be reached with the observed trajectory of states or outputs. In the literature the term 'utility' is used to refer to the likelihood or to a measure of expectation that a future global goal will be reached based on the information at the current state or of a sequence of states within a window extending from the past to the present (Bryson and Ho 1969, Raiffa 1968) . Thus the purpose of the adaptive critic is to approximate the utility as a function of the current state or the recent history of states. If the exact value of this utility corresponding to an input is known then the adaptive critic would reduce to a pure function approximator and any supervised scheme for function approximation can be used to implement it. However, in real-world applications this utility function is not known or it may not even be unique. In such cases target output values are not available for the learning or adaptation and thus pure supervised schemes cannot be applied. Unsupervised schemes seem to be better candidates because they do not assume the availability of target outputs, and instead of a priori targets, it is the rationale behind the design of the scheme that determines its goal and function. However, it is usually the case that the critic receives some sort of feedback which consists of the occasional information that the global goal has been reached or that the control process has led to definite failure. An example is the problem of pole balancing, where the control scheme of figure C2.3.2 is used to balance a pole (the pole is the plant in this case). The critic occasionally receives the information that the pole has fallen (control strategy unrecoverably failed) or that it is still up. This feedback does not provide explicit targets for the critic but rather a reinforcement which can be further used for punishment/reward used in reinforcement learning schemes. Thus the adaptive C3 critic designs can be classified as reinforcement learning methods which places them in between the pure supervised and the pure unsupervised schemes.
The above discussion leads to the credit assignment task which is yet another use of the adaptive critic designs and is necessary to their overall performance goal. Out of the knowledge that a (usually long) sequence of states or control actions has failed or has not failed, the critic has to figure out how to assign credit to the individual states or actions (or to any specific subsequence for that matter). This is a requirement implicit to the goal of determining the utility of an element of a sequence on the basis that the only information is the judgment (evaluation) about the sequence as a whole (as opposed to individual elements). If it is known that a control sequence led to failure, it is challenging to determine which elements in the sequence (or which part of the sequence) led to the unrecoverable downfall.
A number of adaptive critic designs with the above properties have been implemented with neural networks. The most widely known implementations of adaptive critics through neural networks are those proposed by Barto et al (1983) , Anderson (1989 Anderson ( , 1987 and Werbos (1990 Werbos ( , 1989 . Two versions of adaptive critics by Werbos based on backpropagation networks are summarized in the following. The first concerns a general purpose stand-alone critic network and the second assumes a specific structure of the action module that contains a predictive model of the plant to be controlled. Both implement a mechanism that is functionally equivalent to a heuristic dynamic programming (HDP) (Howard 1960, Bryson and Ho 1969) .
C2.3.4 Dynamic programming adaptive critics
Two models of dynamic programming adaptive critics are discussed in this section. These are the heuristic dynamic programming (HDP) and the dual heuristic programming (DHP) critic models which are due to Werbos. The HDP model is basically an extension of the DHP model but it requires a slightly different system architecture.
C2.3.4.1 HDP adaptive critic
Purpose. A crucial assumption in these implementations is that the utility function U(X) is known. This assumption essentially reduces the problem to a function approximation for which the classic supervised method of backpropagation (using a feedforward network) can be directly applied. The twist, however, is that the critic is not called to learn the supplied U(X) function but another function J (X) which Werbos calls the 'strategic utility' function and is supposed to be an approximation of U(X). The rationale of this choice is twofold. First, the real significance of U(X) is in the relative values which it produces for two different events X 1 and X 2 . Any other function which fluctuates in the same way as U(X) would in principle be just as good as U(X) since it would be consistent with U(X) in telling which of any two events X 1 and X 2 has better utility. Second, the function U is defined on a vector X which represents the perceived reality of the state of the plant. However, there may be additional parameters involved in the whole decision-making process and so the reality viewed by the controller may be described as another vector R which contains X (that is, it is an expanded version of X). So J reflects the thesis that the utility function which is actually output by the critic should be good for the vector of the state of reality R which is actually chosen and should condense the information content of U , being equivalent to U for practical purposes without having to be exactly the same as U . This causes a deviation from the principles of the pure supervised schemes in that teacher information is provided for adaptation but the target values are flexible.
Thus the HDP adaptive critic is an approximator for the strategic utility function. It is implemented using backpropagation as a basis. A general utility function U(X(t)) is assumed given. The strategic utility function J (X(t)) is supposed to be an estimate of
Topology. Since this implementation is based on the backpropagation network, the topology is the same. There must be at least two neuron layers (that is, at least one hidden layer). The reason for requiring at least two layers is the proven fact (Funahashi 1989 ) that a feedforward network with two layers and sigmoid neuron activation functions is a universal analytic function approximator. Connection types are interlayer and supralayer connections only. No intralayer connection is allowed. No high-order connections are allowed. Within the constraint that no intralayer connections are allowed, all other feedforward connections are allowable between pairs of neurons. The usual choice is a two-layer topology with sparse interlayer connectivity. The direction of computation is strictly feedforward and thus unidirectional. Since there is no feedback, for every connection the inverse one does not exist. The basic topology remains unaltered during training.
Learning. Basic backpropagation is used for adaptation. However, the originality occurs in determining the targets for the supervised learning scheme which the backpropagation implements. For input X(t) the target is set to J (X(t + 1)) + U(X(t)). In intuitive terms this says that the strategic utility of a state X is the utility U(X) asserted by the teacher plus the strategic utility of the next state to which X leads. Each adaptation pass is carried out in two steps. In the first step the target for input X(t) is computed and in the second step the actual weight update takes place. These steps are as follows:
(i) The X(t + 1) is used as input and the network produces the value J (X(t + 1)).
(ii) Then X(t) is used as input and J (X(t + 1)) + U(X(t)) is used as target and the weights are updated using a backpropagation pass.
Detailed descriptions of the algorithm and the handling of boundary cases can be found in Werbos (1990 Werbos ( , 1989 .
Learning rule. The learning rule is the standard local Delta rule used in the backpropagation network B3.3.3 (Rumelhart et al 1986) .
C2.3.4.2 DHP adaptive critic
Purpose. The rate of change of the strategic utility function can be used as an alternative measure of goodness for the input being evaluated by the critic. Instead of producing a single scalar value as evaluation of the whole input vector, the critic produces a vector of values which reflect evaluations for each component of the input vector. Thus the output of the DHP critic network is a vector of the same dimension as that of the input vector. The ith component of the output vector is an approximation of the partial derivative of the reference strategic utility function with respect to the ith component of the input vector. The strategic utility function is the same J function used in the HDP critic network. In addition, the DHP critic network assumes that the control structure in which it is contained has a particular architecture which is, in fact, the one shown in figure C2 .3.3. There are three backpropagationtype networks in that structure. The A network produces the actions. The C network is the critic. The M network is a model of the plant and is supposed to simulate that plant. Given an input X(t), the network M is supposed to produce an approximation of the expected next input X(t + 1); for example, if X(t) is the plant's current state, M is supposed to predict the next state. Topology. The topology of the C network is the same as that of the HDP critic network, except that this network has as many outputs as inputs. The topologies of the A and M networks are also standard backpropagation networks.
Learning. As noted earlier, the ith output of C is the derivative of the strategic utility function J with respect to the ith input X i . The function J (X) is supposed to have the same form as in the case of the HDP critic approximating J (X(t)) by J (X(t + 1)) + U(X(t)). If L i is the ith output of the DHP critic network, then L i should be:
The V i (t) values are assumed to be available. The L i values are computed by the module M. A pass of the learning algorithm consists of two parts. The first part concerns the computation of the L i values. The second concerns the update of the critic network's weights.
A single pass of the learning algorithm proceeds as follows:
(i) First step: use X(t + 1) as input to the critic network C and set L(t + 1) to the values produced by the critic network C. Use these L(t + 1) values as targets of the M network and extend the use of the standard backpropagation delta rule to the inputs to obtain the derivatives ∂M/∂X i (t). (ii) Second step: set L i (t) to V i (t) plus the values of the derivatives computed in the first step. Use these new values L i (t) as targets of the critic network C when X(t) is input. Update the weights of the network according to standard backpropagation.
In the first step above, the delta rule is used to compute the derivatives ∂J (X(t))/∂X m (t + 1) since in backpropagation the delta rule provides a standardized way to express the effect of a variable on the network's output. Therefore, it should be assumed that the modeler network M has independently been trained beforehand to simulate the plant. The action network A is also adjusted concurrently with the critic network C but as this network does not relate directly to the adjustment of the C network it is outside the scope of this section. Details can be found in Werbos (1990 Werbos ( , 1989 .
Related neural network models. In place of the backpropagation network, one can employ any other scheme which implements the supervised learning mechanism required in the above mechanisms. In terms of functionality, related models are the GDHP adaptive critics (see below) (Werbos 1990) , the adaptive critic element (Barto et al 1983) and Anderson's adaptive critic network (Anderson 1989 (Anderson , 1987 .
Advantages. The HDP is the simplest of the general-purpose adaptive critics implemented by multilayer networks. Other models (like the DHP and GDHP) require the use of an additional module which acts as a model of the plant to be controlled. The HDP model does not require such an extra modeler and thus it is simpler. 
C2.3.5.4 Learning rule
A local learning rule updates each component W i of the weight vector in successive steps as follows:
where β is a learning rate and X i (t) is called the trace of X i computed by X i (t + 1) = λX i (t) + (1 − λ)X i (t), with 0 ≤ λ ≤ 1 being a trace decay rate. In intuitive terms, the ACE learns the expected value of a discounted sum of future failure reinforcement signals. At each step, predictions are adjusted proportionally to the network input and the difference between the new prediction at the current state and the previous prediction at the previous state. This reflects the method of temporal differences developed by Sutton (1984 Sutton ( , 1988 who has also proved convergence theorems for the temporal differences class of algorithms.
C2.3.5.5 Related neural network models
Other related models are the HDP and DHP adaptive critics (Werbos 1990 (Werbos , 1989 ) and Anderson's two-layer adaptive critic network (Anderson 1989 (Anderson , 1987 .
C2.3.5.6 Advantages
The ACE has the advantage of simplicity. With only one neuron it is very versatile and easy to use. However, its significance lies more in the paradigm which it establishes. The ACE has been compared to the BOXES method developed by Michie and Chambers (1968) and has been found superior. The comparison involved the inverted pendulum application in which both systems would be able to achieve incrementally longer balancing times with more experience. The ACE did better because it learns continuously rather than just at failures.
C2.3.5.7 Disadvantages
The ACE assumes the existence of a decoder module which produces a (binary) vector input to the ACE depending on what the plant's state is. A lot depends on this clustering of the plant's state space and its properties. This clustering is extraneous to the ACE and can be done by other methods (e.g. the BOXES method (Michie and Chambers 1968) ). The limited functional capacity of the ACE causes all the burden of a real complex problem to be transferred to the decoder part of the design. Another problem arises from the fact that the ACE learns certain behaviors which apply to the regions in which the plant's state space is partitioned by the decoder. This means that ultimately it approximates a global behavior over all the state space by means of constant segments or segments of very small variability. For very complex (highly nonlinear) target behaviors required for controlling the plant, the state space partition must be very fine so that the behavior required within each region can be approximated by the linear function performed Unsupervised composite networks by the ACE. This problem led to the replacement of the ACE element by a two-layer feedforward network in the work of Anderson (1989 Anderson ( , 1987 .
C2.3.5.8 Typical applications
The pole balancing problem (Barto et al 1983) has been the classic application related to the ACE.
C2.3.5.9 Hardware implementations
No hardware implementations are known by the author.
C2.3.5.10 Variations and improvements
Lin and Kim (1991) describe an extension of Barto's original ACE-ASE control structure where they integrate the cerebellar model articulation controller (CMAC). Also, Anderson's adaptive critic network implements the function of the ACE by a two-layer network (Anderson 1989 (Anderson , 1987 . In this work the decoder which partitions the plant's state space and provides input to the ACE has been replaced by a layer of trainable neurons. Essentially, the decoder-ACE structure has been replaced by a two-layer feedforward backpropagation type of network which learns to perform the decoder-ACE composite function. Being a universal function approximator, the two-layer network can learn (using a backpropagation type of algorithm (Anderson 1987) ) the function that needs to be performed by the system's segment which extends from the raw state variables (former inputs to the decoder) all the way to the output of the former ACE. This also allows the learning of rather complex and nonlinear control behaviors alleviating the disadvantage of the ACE as explained in section C2.3.5.7. Anderson (1989) reports that this scheme works much better than the original ACE.
