Abstract. We (1) characterize the Schubert varieties that arise as variations of Hodge structure (VHS); (2) show that the isotropy orbits of the infinitesimal Schubert VHS 'span' the space of all infinitesimal VHS; and (3) show that the cohomology classes dual to the Schubert VHS form a basis of the invariant characteristic cohomology associated to the infinitesimal period relation (a.k.a. Griffiths transversality).
Introduction
A variation of Hodge structure (VHS) is a complex submanifold of a period domain D that satisfies the infinitesimal period relation (IPR), also known as Griffiths' transversality. The period domain is an open orbit of the compact dualĎ, a rational homogeneous variety, and the IPR extends to an invariant differential system onĎ. The homology classes [X] of the Schubert varieties X ⊂Ď form an additive basis of the integer homology H • (Ď, Z); so it is natural to ask: Which Schubert varieties X ⊂Ď are integrals of the IPR? That is, which Schubert varieties arise as variations of Hodge structure?
Our starting point is the recent Green-Griffiths-Kerr structure theorem, which motivates us to pose the question, not only for period domains D, but in the more general Hodge domains D. The structure theorem is discussed in greater detail in Section 2.1; roughly speaking, the idea is as follows. Like period domains, Hodge domains are complex homogeneous manifolds D = G R /H admitting an invariant differential system I. The Hodge domains admit various realizations as Mumford-Tate domains. Mumford-Tate domains are in turn the proper context in which to consider variations of Hodge structure; for (the lift of) any global variation of Hodge structure Φ is contained in a Mumford-Tate domain D Φ ⊂ D. (The Mumford-Tate domain D Φ is, in general, a proper submanifold of the period domain D.) Moreover, the variation of Hodge structure, a priori an integral of the infinitesimal period relation on D, is an integral of I. And conversely, any integral Y ⊂ D Φ of I, is a variation of Hodge structure; that is, an integral of the infinitesimal period relation on D. This justifies our referring I as the 'infinitesimal period relation on the Hodge domain D,' and to to integrals Y ⊂ D of I as 'variations of Hodge structure. ' The compact dualĎ = G C /P of the Hodge domain is a rational homogeneous variety. As above, the Schubert classes form an additive basis of the integer homology ofĎ, and we generalize the motivating question to: which Schubert varieties X ⊂Ď are variations of Hodge representations of Calabi-Yau type (Proposition B.1). This generalizes [15, Lemma 2.27 ], which gives a necessary condition for a Hodge representation to be of Calabi-Yau type in the case that the corresponding Hodge domain is Hermitian symmetric. Proposition 3.10 is a reduction theorem which asserts that, for the purpose of studying the differential system, we may assume that the IPR is bracket-generating. This is equivalent to (3.14) ; when considering results that follow, keep in mind that this assumption will be in effect from that point on.
Finally, many examples are presented in Appendix A.
Acknowledgements. I benefited from conversations/correspondence with many colleagues. I would especially like to thank J. Daniel, P. Griffiths, M. Kerr and R. Laza for their time and insight.
Preliminaries
In Section 2.1 we review the relevant definitions and results from Hodge theory, and set notation. Section 2.2 presents the relationship between parabolic algebras and grading elements; the latter will play a prominent role in the representation theoretic computations of the paper. Section 2.3 establishes the correspondence between grading elements and Hodge structures.
Hodge groups and representations.
This section reviews some definitions and results from [18] .
Fix n ∈ Z. Let V be a Q-vector space. Set i = √ −1, and let S 1 ⊂ C be the unit circle.
Definition 2.1. A Hodge structure of weight n ∈ Z on V is a homomorphism ϕ : U(R) ≃ S 1 → SL(V R ) of R-algebraic groups such that ϕ(−1) = (−1) n ½. The associated Hodge decomposition V C = ⊕ p+q=n V p,q , with V p,q = V q,p , is given by
(Any of the integers p, q, n may be negative.) The corresponding Hodge filtration is given by F p = ⊕ q≥p V q,n−q . The Hodge numbers h = (h p,q ) and f = (f p ) are
A Hodge structure of weight n ≥ 0 is effective if V p,q = 0 only when p, q ≥ 0.
Definition 2.2. Let Q : V × V → Q be a non-degenerate bilinear form satisfying Q(u, v) = (−1) n Q(v, u) for all u, v ∈ V . A Hodge structure (V, ϕ) of weight n is polarized by Q if the Hodge-Riemann bilinear relations hold:
Q(F p , F n−p+1 ) = 0 , and Q(v, ϕ(i)v) > 0 ∀ 0 = v ∈ V C .
Throughout we assume that the Hodge structure ϕ is polarized. The Mumford-Tate group M ϕ associated to ϕ is the Q-algebraic closure of Im ϕ in SL(V R ). It is the maximal subgroup acting trivially on the Hodge tensors [18, (I.B.1)]. As a consequence, the Mumford-Tate group is reductive [18, (I.B.6)]. Definition 2.2 implies that (2.3) ϕ(S 1 ) ⊂ M ϕ ⊂ Aut(V R , Q) .
Theorem 2.7 describes the relationship between the Mumford-Tate domains associated to two differential realizations of G as a Mumford-Tate group. Let B denote the Killing form on g, and let Ad : G → Aut(g, B) denote the adjoint representation.
Theorem 2.7 ([18, (IV.F.1)]). The triple (G, ρ, ϕ) is a Hodge representation if and only if (G, Ad, ϕ) is a Hodge representation. In this case, the stabilizers of the two associated polarized Hodge structures ρ • ϕ and Ad • ϕ agree. Let H ϕ denote this stabilizer, so that the two Mumford-Tate domains are isomorphic to G R /H ϕ as complex, homogeneous manifolds. Then the two infinitesimal period relations [i] agree under this identification.
Definition 2.8. A Hodge group is a semisimple Q-algebraic group G admitting a Hodge representation. Given a Hodge representation (G, Ad, ϕ), the associated Hodge domain is
and the compact dual isĎ dfn = G(C)/P ϕ .
The compact dualĎ carries a canonical, invariant exterior differential system I corresponding to the IPR associated with the polarized Hodge structure (g, B, Ad • ϕ). The content of Theorem 2.7 is that a Hodge domain may appear in many different ways as a Mumford-Tate domain; however, for each such realization, the IPRs on the various Mumford-Tate domains all coincide under the identification with the Hodge domain. In particular, for the purpose of studying variations of Hodge structure (integrals of the IPR), it suffices to consider Hodge domains. This is the perspective adopted here.
2.2.
Parabolic subalgebras and grading elements. Given a parabolic subalgebra p ⊂ g, let g 0 ⊂ p denote the reductive subalgebra in the Levi decomposition of p. A grading element T ∈ t C is canonically associated with p. Because the grading element acts semisimply (that is, diagonalizably) on every g 0 -module, this association is a very useful tool in the study of parabolic algebras and parabolic geometries. We will see in Section 2.3 that there is a bijection between Hodge structures ϕ and grading elements. We briefly review parabolic subalgebras and grading elements; an excellent reference is [7, §3.2] . Let g C be a semisimple Lie algebra, and t C ⊂ g C a Cartan subalgebra. Let ∆ ⊂ t * C be the roots of g C . Given a root α ∈ ∆, let g α ⊂ g C denote the corresponding root space. Fix a Borel subalgebra b ⊂ g C containing t C . The choice of Borel subalgebra determines the set of positive roots ∆ + ⊂ ∆. Our convention is that b is the direct sum of the Cartan subalgebra t C and the positive root spaces; that is, (2.9)
Let Σ = {σ 1 , . . . , σ r } ⊂ ∆ + denote the simple roots. Given any subspace s ⊂ g C , let
For example, ∆(b) = ∆ + is the set of positive roots.
[i] The infinitesimal period relation is defined in Section 3.2.
Definition. Let Λ rt ⊂ Λ wt ⊂ t * C be the root and weight lattices of g C . The set of grading elements is the lattice Hom(Λ rt , Z) ⊂ it.
Let {T 1 , . . . , T r } be the basis of t C dual to the simple roots, (2.10)
Then the T i form a Z-basis of the grading elements,
Given a grading element T ∈ Hom(Λ rt , Z), every g C -representation U admits a T-graded decomposition
into T-eigenspaces. Each U ℓ is the direct sum of weight spaces U λ ⊂ U ; here λ ∈ Λ wt is a weight of U such that λ(T) = ℓ. In the case that U = g C , we have (2.12)
This has two consequences. First, in the case that U = g C , (2.14)
is a parabolic subalgebra of g C . The reductive and nilpotent subalgebras in the Levi decomposition of p T are, respectively, g 0 and
Moreover, (2.13) implies that
Modulo the action of G ad (C), the parabolic p T contains our fixed Borel subalgebra b; that is b ⊂ Ad g (p T ) for some g ∈ G ad (C). Assuming b ⊂ p T , (2.9) and (2.10) imply
In this case,
is the center of g 0 , and g ss 0 = [g 0 , g 0 ] is the semisimple subalgebra of g 0 generated by the simple roots Σ(g 0 ) = {σ i | n i = 0}.
The second consequence of (2.13) is that each U ℓ is a g 0 -module. Specializing to the case that U = g C , the Killing form B on g C induces an isomorphism (2.16) g of g 0 -modules.
2.2.2.
Grading elements associated to parabolic subalgebras. We now describe a bijective correspondence between nonempty subsets I ⊂ {1, . . . , r}, and parabolic subalgebras p I ⊂ g C that contain the fixed Borel b, [7, §3.2.1]. Given I, define a grading element (2.17)
Let p I be the parabolic subalgebra (2.14) determined by T I . Then b ⊂ p I . Conversely, every parabolic p ⊃ b is of the form p = p I for (2.18)
Example. If I = {1, . . . , r}, then the parabolic subalgebra p I is the Borel b. If I = {i} consists of a single element, then the parabolic p I is a maximal parabolic.
Remark 2.19. Recall the parabolic p T of (2.14). Without loss of generality, b ⊂ p T , and T is of the form (2.15)
and ⊕ s g s (T) are the T I and T-graded decompositions of g C , then g 0 (T) = g 0 (I) and g + (T) = g + (I). However, g ℓ (I) = g ℓ (T), for all ℓ, if and only if T = T I . Moreover, g 1 (T) generates g + (T), as an algebra, if and only if T = T I .
Definition. Given the parabolic p, we say that T I is the grading element associated with the parabolic.
2.3.
Hodge structures and grading elements. In this section we will establish a correspondence between Hodge structures ϕ and grading elements T. Roughly speaking, grading elements are infinitesimal Hodge structures, and we will show the following.
(a) To every Hodge group G and polarized Hodge structure ϕ :
we may canonically associate a grading element T ϕ ∈ Hom(Λ rt , Z). See (2.20) and Lemma 2.27. (b) Conversely, given a complex semisimple Lie algebra g C , a Cartan subalgebra t C ⊂ g C and a grading element T ∈ Hom(Λ rt , Z), there exists an integral form g of g C and polarized Hodge structure ϕ : S 1 → Aut(g R , B) determined by T. The precise statement is given by Proposition 2.35. Let G be a Hodge group. The connected, real Lie groups G R = G Λ with Lie algebra g R are indexed by sub-lattices Λ rt ⊂ Λ ⊂ Λ wt . The fundamental group and center satisfy, π 1 (G Λ ) = Λ wt /Λ and Z(G Λ ) = Λ/Λ rt . The adjoint form is G ad = G Λrt , and the group G Λwt is simply connected. Let Λ * dfn = Hom(Λ, 2πiZ) . Then the maximal torus of G Λ is compact by Theorem 2.6, and given by
In general, a g R -module U admits the structure of a G Λ -module if and only if the weights Λ(U ) of U are contained in Λ. Suppose that ϕ : S 1 → G is a homomorphism of real algebraic groups with image ϕ(S 1 ) ⊂ T = t R /Λ * . Let L ϕ ∈ Λ * be the lattice point such that the line RL ϕ ⊂ Λ * projects to the circle ϕ(S 1 ) ⊂ T . That is, ϕ(e 2πit ) = tL ϕ mod Λ * , for t ∈ R. Fix a representation ρ : G → Aut(V, Q) defined over Q. Suppose that ρ • ϕ defines a polarized Hodge structure on V . Then the group element ρ • ϕ(e 2πit ) ∈ Aut(V C ) acts on V p,q by e 2πi(p−q)t ½. Taking the derivative ∂/∂t at t = 0 implies that L ϕ acts on V p,q by 2πi(p − q)½.
above, we choose 0 ≤ m to be the smallest integer such that V m/2 = 0. The Hodge filtration is
as g 0 -modules. Moreover, the G-invariant polarization Q yields the g 0 -module identification
25. Since T ϕ acts on V ℓ by the scalar ℓ ∈ 1 2 Z, it follows that L ϕ acts on V ℓ by 4πiℓ½. Therefore, if z ∈ S 1 , then ϕ(z) acts on V ℓ by z 2ℓ ½. In particular, ϕ(i) acts on V ℓ by the scalar i 2ℓ . Note that, m is even (respectively, odd) if and only if 2ℓ is even (respectively, odd) for each T ϕ -eigenvalue ℓ. Therefore, ϕ(i) acts on V ℓ by ±½ (respectively, ±i½) if and only if m is even (respectively, odd).
Remark 2.26 (Hodge tensors). Let T (V ) = ⊕ k,ℓ V ⊗k ⊗ (V * ) ⊗ℓ denote the tensor algebra of V . The Lie algebra action of g C on V C induces a Lie algebra action on the complex tensor algebra T (V C ) = T (V ) ⊗ Q C. Let ⊕ q∈Q T q be the T ϕ -graded decomposition (2.11) of T (V C ) into T ϕ -eigenspaces. The Hodge tensors (or Hodge classes)
Lemma 2.27. Let (V, ρ, ϕ) be a Hodge representation of a semisimple, Q-algebraic Lie group G Λ . Then T ϕ is a grading element. That is, T ϕ ∈ Hom(Λ rt , Z) ∩ Hom(Λ,
Proof. It is a consequence of (2.3) that ϕ induces a Hodge structure of weight zero on the Lie algebra g, cf. [18, (I.B.2)]. Explicitly,
By (2.21), each g −ℓ,ℓ is the T ϕ -eigenspace of eigenvalue −ℓ. Since T ϕ ∈ t C , this implies that each root space g α ⊂ g C is contained in one of the g −ℓ,ℓ , and α(T ϕ ) = −ℓ ∈ Z.
Let g C = ⊕g ℓ be the T ϕ -graded decomposition (2.12) of g C , and let p ϕ ⊂ g C be the associated parabolic subalgebra (2.14). Then p ϕ is the stabilizer in g C of the filtration (2.22) . Since p ϕ is parabolic, we may choose the Borel subalgebra b so that b ⊂ p ϕ . As observed in (2.15), (2.29) T ϕ = n i T i , with 0 ≤ n i ∈ Z .
(We will see in Section 3.3 that, for the purposes of considering variations of Hodge structure, we may restrict to the case that n i = 0, 1.) Let h ϕ ⊂ g R be the Lie algebra of H ϕ . As noted in Theorem 2.6, H ϕ is the centralizer of ϕ(S 1 ). It follows from (2.12) that
The real form g R defines complex conjugation on g C = g R ⊗ R C. Since the roots are realvalued on T ϕ ∈ it ⊂ ig R , we have
The first identification is a special case of (2.23), and the second identification is (2.16).) Since T is compact, the algebra g R admits a Cartan decomposition g R = k R ⊕ q R with t ⊂ k R , cf. [24, Proposition 6 .59]. Moreover, the roots ∆ = ∆(g C , t C ) take purely imaginary values on t; as a consequence, either g α ⊂ k C or g α ⊂ p C , cf. [24, p.390] . Recall that the Killing form B is negative-definite on k R and positive-definite on q R . Taken with Remark 2.25, these observations yield the following. . Let g C = ⊕ 2ℓ∈Z g ℓ be the T ϕ -graded decomposition (2.12). Then ϕ gives a polarized Hodge structure on (g, B) if and only if T ϕ is a grading element (that is, T ϕ ∈ Hom(Λ rt , Z) and
The set of compact roots is ∆(k C ); the set of noncompact roots is ∆(q C ). Together (2.29) and (2.33) are equivalent to (2.34)
Proposition 2.35 gives a converse to the composite Lemma 2.27 and Proposition 2.32: given g C and a grading element T ∈ Hom(Λ rt , Z), there exists a integral form g of g C such that the circle ϕ associated to T by (2.20) gives a Hodge structure on (g, B). Proposition 2.35. Fix a complex semisimple Lie algebra g C and grading element T ∈ Hom(Λ rt , Z). Let g C = ⊕ ℓ g ℓ be the T-graded decomposition (2.12). Then there exists a real form g R of g C , defined over Z, a Cartan subalgebra t ⊂ g R , and a Cartan decomposition g R = k R ⊕ q R such that t ⊂ k R (the torus T ⊂ G R is compact), k C = g even and q C = g odd . In particular, the circle ϕ : S 1 → G ad determined by (2.20) defines a Hodge structure (g, B, ϕ).
. That is, x α ∈ g α and h i ∈ t C , and
Then the algebra g is defined over Z. It follows that the Killing form B : g × g → Z is defined over Z. It is straightforward to confirm that g R is a real form of g C with Cartan subalgebra
We close this section with a classification of Hodge representations (Theorem 2.40). First, we review dual representations and real/complex/quaternionic representations in the two remarks below.
Remark 2.36. Let w 0 be the longest element in the Weyl group W = W (g C , t C ). If U is the irreducible g C -module of highest weight µ, then (2.37)
is the highest weight of the dual U * , and −µ * is the lowest weight of U . The permutation −w 0 : ∆ → ∆ preserves the simple roots Σ, and so may be represented by an involution of the Dynkin diagram. The following is Theorem 2.13 of [28, 3.2.6 ]: For g = sl n C (n ≥ 3), so 4n+2 (C) (n ≥ 1), and e 6 , the canonical involution −w 0 of the simple roots coincides with the only nontrivial automorphism of the Dynkin diagram. For all other simple Lie algebras g, the involution is the identity transformation.
Remark 2.38. Let ρ : G → Aut(V ) be a representation defined over Q. Assume V R is irreducible. Then there exists an irreducible complex G C -representation U , of highest weight µ ∈ Λ, such that one of the following holds:
• V C = U . In this case U ≃ U * and U is real.
• V C = U ⊕ U * and U ≃ U * . We say U is complex.
• V C = U ⊕ U * and U ≃ U * . We say U is quaternionic. By (2.21), (2.39a) if U is real or quaternionic, then m = 2µ(T ϕ ).
Assume U ≃ U * , and define 
Theorem 2.40 ([18, (IV.B.6)]). Fix a semisimple Q-algebraic Lie algebra g and a grading element T ∈ Hom(Λ rt , Z).
[ii] Fix a lattice Λ and let
Assume that V R is irreducible, and let U be the associated irreducible representation of highest weight µ ∈ Λ, cf. Remark 2.38. Then (V, ρ • ϕ) gives a polarized Hodge structure (and (G, ρ, ϕ) is a Hodge representation), for an appropriate choice of invariant Q, if and only if (2.33) holds.
3.
Variations of Hodge structure
As noted in Section 2.2, g 0 is reductive; from (2.30) we see that h ϕ is reductive. So there exists h ϕ -module decomposition
Explicitly, from (2.12), (2.30) and (2.31), we see that
The tangent space to D at o is naturally identified with g R /h ϕ as an H ϕ -module; and by (3.1), g R /h ϕ ≃ h ⊥ ϕ , again as H ϕ -modules. In particular, the (real) tangent bundle is naturally identified with a homogeneous vector bundle
The real form g R defines complex conjugation on g C = g R ⊗ R C. By (2.31) and (3.2), there exists a h ϕ -module decomposition
It is a consequence of iT ϕ ∈ t, that J ϕ is real. Moreover, the fact that ad T ϕ | g ℓ = ℓ½, yields both J 2 ϕ = −½, and
[ii] Without loss of generality, T is of the form (2.15).
Finally, since T ϕ acts trivially on g 0 = h ϕ ⊗ R C (indeed, g 0 is the centralizer of T ϕ in g C ), we see that J ϕ is H ϕ -invariant, and therefore defines a homogeneous complex structure, also denoted J ϕ , on T D. Moreover, the holomorphic tangent bundle is naturally identified with the homogeneous vector bundle
, and so defines a homogeneous subbundle. Definition 3.5. The infinitesimal period relation (IPR) is the homogeneous subbundle 
In a mild abuse of nomenclature, we will sometimes refer to I as the IPR.
Any element g ∈ G R may be viewed as a biholomorphism of D. Let g * : T x D → T g·x D denote the associated push-forward map. The following is an immediate consequence of the homogeneity of T 1 .
The IPR extends to the compact dual as follows. The holomorphic tangent bundle of the compact dual is the homogeneous bundle
As noted in Section 2.2, g −1 = g ≥−1 is a p ϕ -module. Therefore, g −1 /p ϕ is an p ϕ -module, and we may define a homogeneous subbundle
LetǍ C =Ǎ ⊗ R C be the graded ring of smooth, complex-valued, differential forms onĎ, and let I ⊂Ǎ C be the graded, differential ideal generated by smooth sections of Ann(T 1 ) ⊂ T * Ď . Then
The subalgebras e ⊂ g −1 ≃ g −1 /p ϕ are precisely the integral elements of
and [e, e] ⊂ e ⊂ g −1 force e to be abelian. We have the following well-known lemma.
Lemma 3.8. There is a bijective correspondence between infinitesimal variations of Hodge structure E ⊂ T o D and subspaces e ⊂ g −1 , such that [e, e] = 0, that identifies E ⊗ R C with e ⊕ e.
In a mild abuse of terminology I will also refer to the abelian subalgebras e ⊂ g −1 as IVHS.
3.3.
Reduction to T ϕ = T I . Given T ϕ as in (2.34), set
In this case, all variations of Hodge structure are trivial; they consist of a single point. So I will assume from this point forward that I = ∅. The proposition below asserts that, for the purpose of studying the IPR, there is no loss of generality in assuming J = ∅. Equivalently, T ϕ = T I . Proposition 3.10. There exists a Q-algebraic semisimple subgroup F ⊂ G with the following properties.
(a) The Q-subalgebra f ⊂ g is a sub-Hodge structure.
that is, the restriction of the IPR on D to C agrees with the IPR on C. Remark. It follows from Lemma 3.7(b) and Proposition 3.10(b) that, modulo the action ofProof. Let f C ⊂ g C be the semisimple subalgebra generated by the simple roots {σ i | i ∈ J}, and let f be the Q-algebraic semisimple subalgebra f C ∩ g. It is clear from the construction of Proposition 2.35 that f ⊗ Q C = f C . Proposition 3.10(e) is immediate.
Let f C = ⊕f s be the T I -graded decomposition (2.12) of f C . Then Proposition 3.10(e) implies
To see this, it suffices to observe that
(Indeed, f C ∩ g − is the smallest subalgebra of g C that contains g ±1 .) It also follows from §2.2.1 and (3.13) that
Therefore, we may define a homogeneous subbundle
of the tangent bundle T D. Since f is a subalgebra of g, it follows that S is an involutive distribution on D. (In fact, S is the smallest involutive distribution containing T 1 .) Therefore, D is foliated by maximal integral manifolds of S. Let F R ⊂ G R be the closed Lie group with Lie algebra f R . It is immediate from the definition of S that the homogeneous (3.6) and (3.12) imply
So any integral of T 1 (equivalently, any VHS on D) is necessarily an integral manifold of S. Proposition 3.10(b) now follows.
Set
Finally to establish Proposition 3.10(d), it suffices to show that f 1 generates f + . (Equivalently, f −1 generates f − .) This is Theorem 3.2.1(1) (and Definition 3.1.2) of [7] .
(3.14)
Assume for the remainder of the notes that G = F . Equivalently, T ϕ = T I = i∈I T i . In this case, (3.9) yields
3.4. Schubert varieties. Schubert varieties are distinguished by the property that their homology classes form an additive basis of the integer homology H • (Ď, Z), cf. [3, 26] . This section is a brief review of Schubert varieties. There are many excellent references; see, for example, [2] . Let B ⊂ G C denote the Borel subgroup with Lie algebra b ⊂ g C . Let W denote the Weyl group of ∆(g C , t C ). Given w ∈ W the B-orbit
If w ∈ W ϕ , then the dimension of C w is the length |w| of w (cf. 
See [25, p. 360, Remark 5.13].
[iv]
(b) The Weyl group of the semisimple component g ss 0 of g 0 is naturally identified with the subgroup W 0 ⊂ W generated by the simple reflections {r j | σ j ∈ ∆(g 0 )}. Each coset W 0 \W admits a unique representative of minimal length, and W ϕ is the set of these minimal representatives [25, Proposition 5.13] .
Remark 3.17. The set ∆(w) has several interesting properties; three of which will be useful to us. (a) Each simple root σ i ∈ Σ determines a reflection r i ∈ W , and these simple reflections generate the Weyl group. In particular, any element w ∈ W may be expressed as w = r i 1 · · · r i ℓ . When ℓ is minimal, we call this expression reduced, and |w| = ℓ is the length of w. The number of elements in ∆(w) is equal to the length of w, [7, Proposition 3.2.14(3)]. That is,
[iv] Beware: there are two Remarks 5.13 in [25] , the second is on p. 361-362.
If w ∈ W ϕ , then
Cf. [25, (5.10.1)]. (c) A set Φ ⊂ ∆ is closed if given any two β, γ ∈ Φ such that β + γ ∈ ∆, it is the case that β + γ ∈ Φ. The mapping w → ∆(w) is a bijection of W ϕ onto the family of all subsets Φ ⊂ ∆(g + ) with the property that both Φ and ∆ + \Φ are closed [25, Proposition 5.10].
Remark 3.17 (c) 
is a nilpotent subalgebra of g C . Let N w ⊂ G C be the associated unipotent Lie subgroup. Then
where ( * ) is due to Remark 3.17(a) and the fact that N w is nilpotent. In particular,
Finally, note that X w = C w yields
3.5. Schubert variations of Hodge structure.
Definition. A Schubert variation of Hodge structure, or Schubert integral of the IPR, is a Schubert variety X w , w ∈ W ϕ , that is an algebraic VHS.
By Remark 3.16(a), ∆(w) ⊂ ∆(g + ). From Remark 3.17(a) and (3.19) it follows that ̺ w (T ϕ ) ≥ |w|. Equations (3.15) and (3.19) imply that Proof. By definition, n w ⊂ g − . By Lemma 3.8, n w is an IVHS if and only if n w ⊂ g −1 and [n w , n w ] = 0. The former is equivalent to ∆(w) ⊂ ∆(g 1 ). The latter then follows from the fact that n w is an algebra and [n w ,
Proof of Theorem 3.25. By Lemma 3.7(b), X w = C w is an integral variety if and only if wX w = N w · o is an integral variety. Since N w ⊂ G C is an Lie subgroup with Lie algebra n w , Lemma 3.7 implies wX w is an integral variety if and only if n w is an IVHS. The proof now follows from Lemma 3.26.
A variation of Hodge structure is maximal if it not contained in any strictly larger VHS. The Bruhat order is the partial order on W ϕ defined by w ≤ w ′ when X w ⊂ X w ′ . Let 
Here, Gr(a, n) is the Grassmannian of a-planes in C n , and LG(n, 2n) ⊂ Gr(n, 2n) is the Lagrangian Grassmannian.
While maximal Schubert VHS of both forms Y 1 and Y 2 may occur in the symplectic case, only Y 1 arises in the case that G C = SL r+1 C. Define
as an element of P ℓ g −1 , via the Plücker embedding. Letn w ⊂ ℓ g −1 denote the corresponding line and let
be the linear span of the G 0 -orbit ofn w . Set
Corollary 3.33. There exists a VHS of dimension ℓ if and only if there exists a Schubert VHS of dimension ℓ.
We will see that the theorem is a straight forward consequence of Kostant's beautiful description [25] of the Lie algebra homology H • (g − ).
Proof. Define δ :
Note that the intersection Gr(ℓ, g −1 ) ∩ ker δ is precisely the set of abelian subalgebras of g −1 . By Lemma 3.8, the fibre admits the identification
(Here, we view ℓ g −1 as a subspace of ℓ g − , and identify Gr(ℓ, g −1 ) with the subset Gr(ℓ, g − ) ∩ P ℓ g −1 .) The map δ satisfies δ 2 = 0, and so defines Lie algebra homology groups
Moreover, δ is a g 0 -module map; therefore, H ℓ (g − ) admits the structure of a g 0 -module. Let
Kostant [25, Corollary 8.1] proved that the g 0 -module decomposition is (3.37)
where I w is an irreducible g 0 -module of highest weight −̺ w , and highest weight line [
Note that, since I w is irreducible and T ϕ lies in the center of g 0 , the grading element T ϕ acts on I w by the scalar −̺ w (T ϕ ). It follows from (3.24) that the −ℓ eigenspace of T ϕ in H ℓ (g − ) is I ℓ . On the other hand, since the eigenvalues of T ϕ on g − are the negative integers −1, . . . , −k, it follows that the eigenvalues of T ϕ on ℓ g − lie in {−ℓ, . . . , −ℓk}. Moreover, the −ℓ eigenspace in ℓ g − is ℓ g −1 . Since the −ℓ eigenspace in ℓ+1 g − is trivial, it follows from (3.36) and (3.37) that
The theorem now follows from (3.35).
Characteristic cohomology of the infinitesimal period relation
In Section 4.1 the three pertinent cohomologies (de Rham, characteristic and Lie algebra) are reviewed. The main result, Theorem 4.13, which describes the invariant characteristic cohomology in terms of dual Schubert classes, is stated and proven in Section 4.2. The exterior derivative also preserves the subspace
• (D) G R denote the corresponding cohomology. Moreover, the homogeneity of T 1 (Lemma 3.7) implies that the differential ideal I is preserved by the (pull-back) action of G R . Therefore, the subspace (A/I) G R ⊂ A/I of G R -invariant elements is well-defined, and preserved by d; the associated cohomology
is the invariant characteristic cohomology. As observed in [17, (III.B)], given a global variation of Hodge structure Φ : S → Γ\D, there is an induced map Φ * :
The image may be viewed as the topological invariants of global variations of Hodge structure that may be defined universally (that is, independently of the monodromy groups Γ).
The projection A G R → (A/I) G R commutes with exterior differentiation, and so induces a map (
denote the induced ring homomorphism of cohomologies.
4.1.2. Lie algebra cohomology. Let a be a Lie algebra. Given θ ∈ ℓ a * and x 0 , . . . , x ℓ ∈ a, define a linear map δ :
It is straightforward to check that δ 2 = 0. In particular, (
• a * , δ) is a complex. The associated Lie algebra cohomology groups are defined by 
In the case a = g R and b = h ϕ , standard arguments yield
cf. [13, 29] . Moreover, I claim that complexifying yields
To see why this is the case, follow the notation in the proof of Proposition 2.35 to defině
and the analog of (4.4) forĎ is 4.1.4. Kostant's theorem. As noted in Section 2.2.1, the subalgebra g − is a g 0 -module. It is straightforward to confirm that δ :
is a g 0 -module map. As a consequence, H ℓ (g − ) naturally admits the structure of an g 0 -module. Kostant [26] showed that H
•
Taken with (4.5), this yields
Kostant described the g 0 -module structure of H • (g − ) as follows. Let H ̺w denote the irreducible g 0 -module of lowest weight ̺ w , cf. (3.19) . By [25, Theorem 5.14],
is a g 0 -module decomposition. Moreover, the modules are inequivalent; that is, given w, w ′ ∈ W ϕ , we have H ̺w ≃ H ̺w ′ if and only if w = w ′ . It is then a consequence of Schur's lemma that
where H * ̺w is the g 0 -module dual to H ̺w . Let
Then (4.6), (4.8) and (4.9) yield (4.10)
4.1.5. Schubert classes. The Schubert classes {[X w ] | w ∈ W ϕ } form a free basis of the integer homology H • (Ď, Z), cf. [3] . The integral homology groups have no torsion [3, 4] ; thus, the Schubert classes also form a basis of H • (Ď, C). Let {x w | w ∈ W ϕ } denote the dual basis of H • (Ď, C); here our degree convention is x w ∈ H 2|w| (Ď, C). Making use of (4.5), we also regard these classes as a basis of H
• (D, C) G R . By Schur's lemma (see also [26, Theorem 5.2] ), dim H w = 1. Under the identification (4.10), Kostant [26] showed that (4.11)
Thus, (4.10) and (4.11) yield
Since the classes x w are represented by real forms, we have H 
2) is surjective with kernel
In particular, the map p I is given by Corollary. The invariant characteristic cohomology vanishes in odd degree. In even degree 2ℓ, the invariant characteristic cohomology is of Hodge type (ℓ, ℓ).
The remainder of this section is given to the proof of the theorem. Use (3.1) to identify
, and let I ⊂ Ann(h ϕ ) be the graded ideal generated by i ⊕ δ(i) ⊂ Ann(h ϕ ) ⊕ 2 Ann(h ϕ ). Then δ preserves I, and this induces a complex (Ann(h ϕ )/I , δ I ). Moreover, since h ⊥ 1 is an h ϕ -module, it follows that I is also an h ϕ -module. Thus, (Ann(h ϕ )/I , δ I ) is a complex of h ϕ -modules. Therefore, the space ( Ann(h ϕ )/I) hϕ of h ϕ -invariants defines a sub-complex (( Ann(h ϕ )/I) hϕ , δ I ). As shown in [17, (III.B.1)], standard arguments (analogous to those establishing (4.4)) yield (4.14)
We now proceed to analyze the complexification H
As an g 0 -module, j ≃ (g ±2 ⊕ · · · ⊕ g ±k ) * . Let δ(j) denote the image of j under the map δ : (g =0 ) * → 2 (g =0 ) * defined by (4.3). Let J ⊂ (g =0 ) * denote the graded ideal generated by j ⊕ δ(j) ⊂ (g =0 ) * ⊕ 2 (g =0 ) * . Then J = I ⊗ R C, and
By (4.15), we have
Note that the map δ : (g ±2 ) * → 2 (g ±1 ) * , defined by (4.3), takes values in
* given by (2.31), the map may be expressed as δ = δ 2 ⊕δ 2 , with δ 2 : (g −2 ) * → 2 (g −1 ) * . Let J 2 ⊂ (g −1 ) * and J 2 = (g −1 ) * be the graded ideals generated by im δ 2 and imδ 2 , respectively. By (4.16) and (4.17), we have
Utilizing (2.31), it follows that (g 1 ) * /J 2 = ( (g −1 ) * /J 2 ) * , so that (4.18) yields
By definition of g −1 , the grading element T ϕ acts on g −1 with eigenvalue −1, and therefore on (g −1 ) * with eigenvalue 1. Therefore, T ϕ acts on ℓ (g −1 ) * /J ℓ 2 by the eigenvalue ℓ, and on its dual by −ℓ. Since T ϕ ∈ g 0 , this forces
This, taken with (4.19), implies ( 2ℓ+1 Ann(h ϕ )/I 2ℓ+1 ) hϕ = 0. Whence, (4.14) yields
To see this, recall that H ℓ (g − ) is an g 0 -module. Therefore, H ℓ (g − ) decomposes into a direct sum of eigenspaces of T ϕ ∈ g 0 . Let H ℓ m ⊂ H ℓ (g − ) denote the eigenspace for the eigenvalue m. Then (4.21)
and
The right-hand side is precisely
Since H ̺w is an irreducible g 0 -module, the grading element T ϕ acts on H ̺w by the scalar ̺ w (T ϕ ). H ̺w .
Together, (4.9), (4.22) and (4.23) yield
The theorem now follows from (4.11).
Appendix A. Examples A.1. Special linear Hodge groups G = A r . Throughout we fix a complete flag
Example. Consider g C = sl 6 C and T ϕ = T 2 + T 4 (equivalently, I = {2, 4}). ThenĎ may be identified with the partial flag variety
The underlying real form g R of Proposition 2.35 is su(2, 4). To see this, note that the noncompact simple roots are Σ(g odd ) = {σ 2 , σ 4 }. The Weyl group element w = (2312) maps
That is, wΣ is a simple system with a single noncompact root, wσ 2 . It now follows from the Vogan diagram classification [24, VI] that g R = su(2, 4). The basis {T w j } dual to ωΣ is
and T w 5 = T 5 ; and
We have g ss 0 ≃ sl 2 C × sl 2 C × sl 2 C , and ∆(g 1 ) = {α ∈ ∆ | α(T 2 + T 4 ) = 1}. The maximal Schubert integrals are indexed by W ϕ I,max = {(2312) , (4521) , (4534)}, cf. Section 3.5; the corresponding root sets are
The three maximal Schubert VHS, each of dimension four, are
[v] As an element of the center z ⊂ g0, Tϕ necessarily acts on an irreducible g0-module by a scalar.
Example. Consider g C = sl 9 C and T ϕ = T 2 + T 4 + T 7 (equivalently, I = {2, 4, 7} 
The maximal Schubert VHS are
The second column describes the maximal integral X w as a homogeneously embedded Hermitian symmetric space; the third column gives the additional condition necessary to distinguish ∆(w) as a subset of ∆(
A.2. Symplectic Hodge groups G = C r . Fix a nondegenerate, skew-symmetric bilinear form ς on C 2r . Throughout,
LG(d, 2r) = {E ∈ Gr(d, 2r) | ς |E = 0}
will denote the Lagrangian grassmannian of ς-isotropic d-planes E ⊂ C 2r .
Example A.1. This is a counter-example to [27, Theorem 1.1.1(a)]. Let g C = sp 10 C and T ϕ = T 2 + T 5 . The underlying real form of Proposition 2.35 is g R = sp(5, R). To see this, let w = (543545) ∈ W . Then
In particular, wΣ is a simple system with wσ 5 (T ϕ ) = −1 odd, and all other wσ j (T ϕ ) even; that is, wσ 5 is the unique noncompact root of wΣ. The claim now follows from the Vogan diagram classification of real Lie algebras [24, VI] .
Let U ω 1 = C 10 be the irreducible g C -module of highest weight ω 1 . Then U ω 1 is self-dual. Moreover, H cpt = 2(T 1 + T 3 + T 4 ) and ω 1 = σ 1 + · · · + σ 4 + 1 2 σ 5 . So ω 1 (H cpt ) = 6 is even. It follows from Remark 2.38 that U ω 1 is real. Set
and V −p ≃ V * p . In particular, the Hodge numbers are h = (2, 3, 3, 2). The Hodge domain D = Sp(5, R)/H ϕ is the period domain for these Hodge numbers. Note that, this example satisfies the hypotheses of [27, Theorem 1. 1.1(a) ].
The maximal Schubert varieties are
The second column describes the maximal integral X w as a homogeneously embedded Hermitian symmetric space; the third column gives the additional condition necessary to distinguish ∆(w) as a subset of ∆(g 1 ) = {α ∈ ∆ | α(T 2 + T 5 ) = 1}. From 
will denote the q-isotropic d-planes E ⊂ C m . In particular, Gr q (1, m) is the smooth quadric hypersurface
We also fix a complete isotropic flag
Example. Consider g C = so 11 C = b 5 and T ϕ = T 3 (equivalently, I = {3}). ThenĎ ≃ Gr q (3, 11) . By the Vogan diagram classification [24, VI] of real, semisimple Lie algebras, the underlying real form g R of Proposition 2.35 is so (6, 5) . We have ∆(g 1 ) = {α ∈ ∆ | α(T 3 ) = 1}. The maximal Schubert VHS are given by:
(a) w = (34543) with ∆(w) = {α ∈ ∆(g 1 ) | α(T 2 ) = 0} and
(b) w = (345421) with ∆(w) = {α ∈ ∆(g 1 ) | α(T 2 + T 4 ) ≤ 1} and
(c) w = (3452312) with ∆(w) = {α ∈ ∆(g 1 ) | α(T 2 + T 5 ) ≤ 1} and
Example A. 
Note that wσ 2 (T ϕ ) = −1, and all other wσ j (T ϕ ) are even. That is, wσ 2 is the unique noncompact root of the simple system wΣ. It follows from the Vogan diagram classification [24, VI] that g R = so(4, 9). Let U ω 1 = C 13 be the irreducible g C -module of highest weight
is even, and Remark 2.38 implies that
and V −p ≃ V * p . In particular, the Hodge numbers are h = (3, 2, 3, 2, 3). The Hodge domain D = SO(4, 9)/H ϕ is the period domain for these Hodge numbers.
The maximal Schubert varieties are (a) w = (564) with ∆(w) = {α ∈ ∆(g 1 ) | α(T 3 ) = 0 , α(T 4 + T 6 ) ≤ 1} and
, and X w = P 3 × Q 3 is a homogeneously embedded Hermitian symmetric space. (c) w = (342312) with ∆(w) = {α ∈ ∆(g 1 ) | α(T 5 ) = 0}, and X w = Gr(3, 5) is a homogeneously embedded Hermitian symmetric space. From (3.21) (or a direct dimension count), we see that the maximal Schubert VHS are of dimensions three and six; the two of dimension six are indexed by w 1 = (565321) and w 2 = (342312). Corollary 3.33 assures us that every IVHS is of dimension at most six. From As noted in Theorem 3.32, the linen w ⊂ |w| g −1 is a G 0 -highest weight line of weight −̺ w . For the two Schubert varieties above, −̺ w 1 = −4ω 3 + 6ω 4 − 3ω 5 and −̺ w 2 = −5ω 3 + 3ω 5 . In particular, as g ss 0 -modules, I w 1 ≃ C ⊗ (Sym 6 C 2 )⊗ C and I w 2 is trivial. In particular, the G 0 -orbit of n w 1 ∈ PI w 1 is naturally identified with the Veronese embedding v 6 (P 1 ), while PI w 2 = {n w 2 }. The orbit v 6 (P 1 ) indexes the set {gw 1 X w 1 | g ∈ G 0 }; each variety gw 1 X w 1 = (gN w 1 g −1 ) · o is a distinct algebraic VHS, of maximal dimension, containing o ∈ D as a smooth point.
Example. Consider g C = so 10 = d 5 and T ϕ = T 2 . The compact dualĎ = D 5 /P 2 may be identified with the q-isotropic 2-planes Gr q (2, C 10 ) = {E ∈ Gr(2, C 10 ) | q |E = 0}. We have ∆(g 1 ) = {α ∈ ∆ | α(T 2 ) = 1}. The maximal Schubert VHS are given by:
(a) w = (235432) with ∆(w) = {α ∈ ∆(g 1 ) | α(T 1 ) = 0} and
(b) w = (235123) with ∆(w) = {α ∈ ∆(g 1 ) | α(T 5 ) = 0} and
(c) w = (234123) with ∆(w) = {α ∈ ∆(g 1 ) | α(T 4 ) = 0} and
Here, if {e 1 , . . . , e 10 } is a basis of C 10 adapted to the filtration C • , thenC 5 = span C {e 1 , . . . , e 4 , e 6 }.
(e) w = (235412) with ∆(w) = {α ∈ ∆(g 1 ) | α(T 1 + T 4 + T 5 ) ≤ 1} and
A.4. The exceptional Hodge group G = E 6 .
Example. In the case g C = e 6 and T ϕ = T 2 , we have dim C D = 21. There are six maximal Schubert VHS, and they are each of dimension ten. The maximal Schubert VHS are given by
The second column gives the additional condition necessary to define ∆(w) as a subset of ∆(g 1 ) = {α ∈ ∆ | α(T 2 ) = 1}; the third column describes the integrals that are homogeneously embedded Hermitian symmetric spaces. Above, S 5 denotes the Spinor variety
Example. In the case g C = e 6 and T ϕ = T 3 , we have dim C D = 25. The maximal Schubert VHS are given by
The second column gives the additional condition necessary to define ∆(w) as a subset of ∆(g 1 ) = {α ∈ ∆ | α(T 3 ) = 1}; the third column describes the integrals that are homogeneously embedded Hermitian symmetric spaces.
Example. In the case g C = e 6 and T ϕ = T 4 , we have dim C D = 29. The maximal Schubert VHS are given by
The second column gives the additional condition necessary to define ∆(w) as a subset of ∆(g 1 ) = {α ∈ ∆ | α(T 4 ) = 1}; the third column describes the integrals that are homogeneously embedded Hermitian symmetric spaces.
Example. In the case g C = e 6 and T ϕ = T 5 , we have dim C D = 25. The maximal Schubert VHS are given by
The second column gives the additional condition necessary to define ∆(w) as a subset of ∆(g 1 ) = {α ∈ ∆ | α(T 5 ) = 1}; the third column describes the integrals that are homogeneously embedded Hermitian symmetric spaces.
Example. Consider the exceptional g C = e 6 and T ϕ = T 2 + T 5 , we have dim C D = 25. The underlying real form g R of Proposition 2.35 satisfies k R = so(10) ⊕ R. To see this, note that the noncompact simple roots are Σ(g odd ) = {σ 2 , σ 5 }. The Weyl group element w = (2431) maps
That is, wΣ is a simple system with a single noncompact root, wσ 1 . The claim now follows from the Vogan diagram classification [24, VI] . The basis {T w j } dual to ωΣ is T w
and T w 6 = T 6 ; and
The maximal Schubert VHS are given by
The second column gives the additional condition necessary to define ∆(w) as a subset of ∆(g 1 ) = {α ∈ ∆ | α(T 2 + T 5 ) = 1}; the third column describes the integrals that are homogeneously embedded Hermitian symmetric spaces.
A.5. The exceptional Hodge group G = F 4 . In the case that g is the exceptional Lie algebra f 4 , there are 15 grading elements T ϕ of the form (3.14). Each is considered in the examples below; these examples, along with Proposition 3.10, yield
Corollary. Variations of Hodge structure inĎ = F 4 (C)/P ϕ are of dimension at most 7.
For the exceptional f 4 , then there are two possibilities for the underlying real form g R = k R ⊕ q R of Proposition 2.35, cf. [24, p.416] . The first, denoted F I, has maximal compact subalgebra k R = sp(3) ⊕ su (2) . The simple roots may be selected so that the unique noncompact simple root is σ 1 . The second, denoted F II, has maximal compact subalgebra k R = so (9) . The simple roots may be selected so that the unique noncompact simple root is σ 4 .
[vi]
Example. Consider the case T ϕ = T 1 . We have dim C D = 15. The underlying real form g R of Proposition 2.35 is F I. The two maximal Schubert VHS are given by
Example. Consider the case T ϕ = T 2 . We have dim C D = 20. If w = (2342321), then wσ 1 is the single noncompact root of wΣ. Therefore, the underlying real form g R of Proposition 2.35 is F I. The two maximal Schubert VHS are given by w = (2341) and ∆(w) = {α ∈ ∆(g 1 ) | α(T 1 + T 3 ) ≤ 1} ; w = (234232) and ∆(w) = {α ∈ ∆(g 1 ) | α(T 1 ) = 0} .
[vi] The ordering on the simple roots is as in [5] , σ1 is a long root and σ4 is a short root.
The maximal X (234232) is a homogeneously embedded LG(3, C 6 ).
Example. Consider the case T ϕ = T 3 . We have dim C D = 20. If w = (34), then wσ 4 is the single noncompact root of wΣ. Therefore, the underlying real form g R of Proposition 2.35 is F II. The unique maximal Schubert VHS is a homogeneously embedded P 2 given by w = (34) and ∆(w) = {α ∈ ∆(g 1 ) | α(T 2 ) = 0}.
Example. Consider the case T ϕ = T 4 . We have dim C D = 15. The underlying real form g R of Proposition 2.35 is F II. The unique maximal Schubert VHS is a homogeneously embedded P 2 given by w = (43) and ∆(w) = {α ∈ ∆(g 1 ) | α(T 2 ) = 0}.
Example. Let T ϕ = T 1 + T 2 . We have dim C D = 21. To see that the underlying real form g R of Proposition 2.35 is F I, let w = (1) ∈ W . Then wσ 1 = −σ 1 , wσ 2 = σ 1 + σ 2 and wσ j = σ j , j = 3, 4. So wσ 1 is the unique noncompact root of wΣ. The Vogan diagram classification [24, p.416 ] yields g R = F I. The two maximal Schubert VHS are homogeneously embedded Hermitian symmetric spaces given by
We have dim C D = 22. In this case the underlying real form g R of Proposition 2.35 is F I. To see this, let w = (3412321) ∈ W . Then 
Example. Let T ϕ = T 1 + T 4 . We have dim C D = 20. To see that the underlying real form g R of Proposition 2.35 is F I, let w = (12321) ∈ W . We leave it to the reader to confirm that wσ 1 is the unique noncompact root of wΣ; the claim then follows from the Vogan diagram classification [24, p.416] . The three maximal Schubert VHS are homogeneously embedded Hermitian symmetric spaces given by
Example. Let T ϕ = T 2 + T 3 . We have dim C D = 22. To see that the underlying real form g R of Proposition 2.35 is F I, let w = (21) ∈ W . We leave it to the reader to confirm that wσ 1 is the unique noncompact root of wΣ; the claim then follows from the Vogan diagram classification [24, p.416] . The two maximal Schubert VHS are homogeneously embedded Hermitian symmetric spaces given by
Example. Let T ϕ = T 2 + T 4 . We have dim C D = 22. To see that the underlying real form g R of Proposition 2.35 is F I, let w = (4321) ∈ W . We leave it to the reader to confirm that wσ 1 is the unique noncompact root of wΣ; the claim then follows from the Vogan diagram classification [24, p.416] . The four maximal Schubert VHS, three of them homogeneously embedded Hermitian symmetric spaces, are given by
Example. Let T ϕ = T 3 + T 4 . We have dim C D = 21. To see that the underlying real form g R of Proposition 2.35 is F II, let w = (4) ∈ W . We leave it to the reader to confirm that wσ 4 is the unique noncompact root of wΣ; the claim then follows from the Vogan diagram classification [24, p.416] . The two maximal Schubert VHS, both homogeneously embedded P 1 s, are given by
We have dim C D = 23. To see that the underlying real form g R of Proposition 2.35 is F I, let w = (342321) ∈ W . We leave it to the reader to confirm that wσ 1 is the unique noncompact root of wΣ; the claim then follows from the Vogan diagram classification [24, p.416] . The two maximal Schubert VHS are given by
Example. Let T ϕ = T 1 +T 2 +T 4 . We have dim C D = 23. To see that the underlying real form g R of Proposition 2.35 is F I, let w = (2321) ∈ W . We leave it to the reader to confirm that wσ 1 is the unique noncompact root of wΣ; the claim then follows from the Vogan diagram classification [24, p.416] . The three maximal Schubert VHS are given by
We have dim C D = 23. To see that the underlying real form g R of Proposition 2.35 is F I, let w = (412321) ∈ W . We leave it to the reader to confirm that wσ 1 is the unique noncompact root of wΣ; the claim then follows from the Vogan diagram classification [24, p.416] . The two maximal Schubert VHS are given by
Example. Let T ϕ = T 2 +T 3 +T 4 . We have dim C D = 23. To see that the underlying real form g R of Proposition 2.35 is F I, let w = (321) ∈ W . We leave it to the reader to confirm that wσ 1 is the unique noncompact root of wΣ; the claim then follows from the Vogan diagram classification [24, p.416] . The two maximal Schubert VHS are given by
We have dim C D = 24. To see that the underlying real form g R of Proposition 2.35 is F I, let w = (42321) ∈ W . We leave it to the reader to confirm that wσ 1 is the unique noncompact root of wΣ; the claim then follows from the Vogan diagram classification [24, p.416] . The three maximal Schubert VHS, all homogeneously embedded P 1 × P 1 s, are given by
A.6. The exceptional Hodge group G = G 2 . In the case that g is the exceptional Lie algebra g 2 , there are 3 grading elements T ϕ of the form (3.14) . Each is considered in the examples below; these examples, along with Proposition 3.10, yield
Corollary. Variations of Hodge structure inĎ = G 2 (C)/P ϕ are of dimension at most 2.
For the exceptional Lie algebra g 2 , Vogan diagram classification [24, p.416] implies that the underlying real form g R = k R ⊕q R of Proposition 2.35 is the split real form with maximal compact subalgebra k R = su(2) ⊕ su(2).
Example. Suppose g C = g 2 and T ϕ = T 1 . We have dim C D = 5. The unique maximal integral X (1) is a homogeneously embedded P 1 given by ∆(1) = {α ∈ ∆ | α(T 1 ) = 1 , α(T 2 ) = 0}.
Example. Suppose g C = g 2 and T ϕ = T 2 . We have dim C D = 5. There is a unique maximal Schubert VHS, X (21) , with ∆(21) = {α ∈ ∆ | α(T 2 ) = 1 , α(T 1 ) ≤ 1}.
Example. Suppose g C = g 2 and T ϕ = T 1 + T 2 . We have dim C D = 5. There are two maximal Schubert VHS, X (1) and X (2) , both are homogeneously embedded P 1 's given by ∆(1) = {α ∈ ∆ | α(T 1 ) = 1 , α(T 2 ) = 0} and ∆(2) = {α ∈ ∆ | α(T 2 ) = 1 , α(T 1 ) = 0}.
Appendix B. Hodge representations of Calabi-Yau type
Definition. A Hodge structure ϕ of weight n on V is of Calabi-Yau type if dim C V m/2 = 1 in the decomposition (2.21).
[vii] A Hodge representation, given by ρ : G → Aut(V, Q) and ϕ : S 1 → G R , is of Calabi-Yau type if the Hodge structure ρ • ϕ on V is of Calabi-Yau type.
Proposition B.1. Let G be a Hodge group. Let ρ : G → Aut(V, Q) and ϕ : S 1 → G R define a Hodge representation. Without loss of generality, the grading element T ϕ = n i T i associated to the circle ϕ by (2.20) is of the form (2.34).
[viii] Assume V R is irreducible, and let U be the associated irreducible, complex G-representation of highest weight µ = µ i ω i
[vii] In the case that ϕ is an effective Hodge structure of weight n ≥ 0, this is equivalent to h n,0 = 1. [viii] As noted in (2.15), the Borel subalgebra b (equivalently, the simple roots Σ ⊂ ∆) may be chosen so that the ni are non-negative. Note that the reduction to (3.14) is not imposed.
(cf. Remark 2.38). Then, the Hodge representation is of Calabi-Yau type if and only if {i | n i = 0} ⊂ {i | µ i = 0}, and one of the following holds:
(a) The representation U is real. Equivalently, µ = µ * , and n i ∈2Z µ(T i ) is an integer.
(b) The inequality µ(T ϕ ) = µ * (T ϕ ) holds. (In this case, U is necessarily complex.)
Remark. Assume that D = G R /H ϕ is Hermitian symmetric. In [15, Lemma 2.27], FriedmanLaza identify {i | n i = 0} ⊂ {i | µ i = 0} as a necessary condition for the Hodge structure ρ • ϕ to be of Calabi-Yau type, and show that U is either real or complex.
Example. Let g be one of the exceptional Lie algebras e 8 , f 4 or g 2 . Fix a lattice Λ rt ⊂ Λ ⊂ Λ wt and Lie group G = G Λ with Lie algebra g (cf. Section 2.3). By Remark 2.36, all representations U of g C are self-dual. Therefore, by Remark 2.38, all irreducible representations U of g C are either real or quaternionic. Moreover,
That is, for any grading element T ∈ Hom(Λ rt , Z), we have T ∈ Hom(Λ, Z). This has two consequences:
• Given any irreducible G C -representation U of highest weight µ ∈ Λ and any grading element T, it follows from Remark 2.38 that U is real. That is, µ(H cpt ) is always even, independent of our choice of ϕ. Thus, U = V C , for some real vector space V .
• Let ϕ : S 1 → T = t R /Λ * be the homomorphism of R-algebraic groups determined by T, cf. §2.3. Then, Theorem 2.40 implies that (V, ϕ) admits the structure of a Hodge representation. Without loss of generality T = n i T i with 0 ≤ n i ∈ Z. Whence, Proposition B.1 implies that the Hodge representation (V, ϕ) is of Calabi-Yau type if and only if µ i = 0 for all i such that n i = 0.
Let T µ be the grading element (2.17) associated to I µ . Let
and U = ⊕ U ℓ respectively be the T µ and T ϕ graded decompositions (2.11). Set
Then, the highest weight line of U is contained in U Proof of lemma. The lemma is a consequence of two facts. First, note that every weight λ of U is of the form λ = µ − (σ j 1 + · · · + σ js ) for some sequence {σ j ℓ } of simple roots with the property that each µ − (σ j 1 + · · · + σ jt ) is also a weight for 1 ≤ t ≤ s. (This is an elementary result from representation theory; see, for example, [24] .) Second, let p µ be the parabolic subalgebra (2.14) determined by T µ . Then p µ is the stabilizer of the highest weight line, cf. [7, Proposition 3.2.5 or Theorem 3.2.8]. Consequently, given a simple root σ i ∈ Σ, λ = µ − σ i is a weight of U if and only if g −σ i ⊂ p µ ; equivalently, i ∈ I µ .
These two facts imply that any weight λ = µ of U is necessarily of the form
Therefore, U µ m is necessarily the highest weight line. The discussion preceding the statement of the lemma yields
. By Remark 2.36, the lowest weight line of U is contained in U −q . In particular, the T ϕ -graded decompositions (2.11) of U and U * are
The proof of Proposition B.1 breaks into three cases.
Proof of Proposition B.1 when U is real. First, as noted in Remark 2.38, U is real if and only if µ = µ * and µ(H cpt ) is even. Since H cpt = 2 n i ∈2Z T i , the latter is equivalent to Proof of Proposition B.1 when U is quaternionic. As noted in Remark 2.38, U is quaternionic if and only if V C = U ⊕ U * and U ≃ U * . Then p = q, so that V m/2 = U p ⊕ U p is of dimension at least two. Therefore, (V, ρ • ϕ) is not a Hodge structure of Calabi-Yau type.
Proof of Proposition B.1 when U is complex . As noted in Remark 2.38, U is complex if and only if V C = U ⊕ U * and U ≃ U * . Swapping U and U * if necessary, we may assume This completes the proof of Proposition B.1.
Appendix C. Proof of Proposition 3.29 C.1. Preliminaries. Let I ⊂ {1, . . . , r} be the index set associated to T ϕ , cf. (3.14), so that
Let X w be a maximal Schubert VHS. By Corollary D.2, this is equivalent to: ∆(w) is maximal, with respect to containment, among the {∆(w ′ ) | w ′ ∈ W ϕ I }. By Lemma 3.8, the IVHS n w , defined by (3.20) , is abelian; equivalently, (C. 1) if α, β ∈ ∆(w), then α + β is not a root.
By (3.15), we may decompose ∆(w) as the disjoint union ⊔ i∈I ∆ i (w) where
In our descriptions of the set ∆ i (w) below, it is essential to keep in mind that α(T j ) = 0 for all α ∈ ∆ i (w) and i = j ∈ I. (This is due to the fact that the positive roots are of the form m a σ a with 0 ≤ m a ∈ Z, cf. [24] .) Write
It will be convenient to set i 0 = 0 and i t+1 = r + 1 .
C.2.
The case G C = SL r+1 C. We will use throughout the proof the standard representation theoretic result that the positive roots of sl r+1 C are of the form
cf. [24] . In particular,
Step 1: Suppose that ∆ i (w) is empty for some
, where a i−1 × a r−i = sl i C × sl r+1−i C is the semisimple subalgebra of g C generated by the simple roots Σ\{σ i }. Therefore,
, where ∆(w 1 ) = ∆(w) ∩ ∆(a i−1 ) and ∆(w 2 ) = ∆(w) ∩ ∆(a r−i ), and I 1 = {j ∈ I | j < i} and I 2 = {j ∈ I | i < j}. The Schubert variety X w is Hermitian symmetric if and only if X w 1 and X w 2 are Hermitian symmetric. So, without loss of generality, we may restrict to the case that ∆ i (w) is nonempty for all i ∈ I.
Step 2: Suppose that i s + 1 = i s+1 for some 1 ≤ s ≤ t − 1. By (C.3), any pair of roots α ∈ ∆ is (w) and β ∈ ∆ i s+1 (w) is of the form
Therefore, α + β is a root, contradicting (C.1). Therefore,
Step 3: Suppose that i s−1 < j < i s ≤ k < i s+1 , and β = σ j + · · · + σ k ∈ ∆(w). I claim that β − σ j ∈ ∆(w) as well. To see this, suppose the converse. Then β − σ j ∈ ∆ + \∆(w). Also, σ j ∈ ∆ + (g 0 ) ⊂ ∆ + \∆(w). Since ∆ + \∆(w) is closed, cf. Remark 3.17 (c) , this implies β ∈ ∆(w), a contradiction. Therefore, β − σ j ∈ ∆(w). Similarly, if i s < k, then β − σ k = σ j + · · · + σ k−1 ∈ ∆(w). It follows by induction that, if σ j + · · · + σ k ∈ ∆(w), then σ j ′ + · · · + σ k ′ ∈ ∆(w) for all j ≤ j ′ ≤ i s ≤ k ′ ≤ k.
Step 4: With respect to the expression (C.3), let j s be the minimal j, and k s the maximal k, as α ranges over ∆ is (w). Suppose that k s + 1 ≥ j s+1 . Let α ∈ ∆ is (w) be a root realizing the maximum value k s , and β ∈ ∆ i s+1 (w) be a root realizing the minimum value j s+1 . Then α = σ a + · · · + σ ks and β = σ j s+1 + · · · + σ b for some i s−1 < a ≤ i s and i s+1 ≤ b < i s+2 . By
Step 3, γ = σ ks+1 + · · · + σ b ∈ ∆(w). However, α + γ is a root, contradicting (C.1). We conclude that (C.4) k s + 1 < j s+1 .
Step 5 ∆ is (w) = {σ j + · · · + σ k | j s ≤ j ≤ i s ≤ k ≤ k s } .
Step 6: Let s < t. Steps 3 and 4 imply α = σ is + · · · + σ ks+1 ∈ ∆(g 1 )\∆(w). Suppose that k s + 2 < j s+1 . Let Φ = ∆(w) ∪ {α}. I claim that Φ = ∆(w ′ ) for some w ′ ∈ W ϕ I . This will contradict the maximality of ∆(w), and taken with (C.4) allows us to conclude that (C.6) k s + 2 = j s+1 for all 1 ≤ s ≤ t − 1 .
To prove the claim, first note that Φ ⊂ ∆(g 1 ). So, if Φ = ∆(w ′ ) for some w ′ ∈ W ϕ , then it follows immediately from (3.24) that w ′ ∈ W ϕ I . By Remark 3.17(c), Φ = ∆(w ′ ) for some w ′ ∈ W ϕ if and only if both Φ and ∆ + \Φ are closed. Since ∆(w) is closed itself, Φ can fail to be closed only if α + β ∈ ∆ for some β ∈ ∆(w). However, it follows from (C.2) and the hypothesis k s + 2 < j s+1 , that α + β is not a root for any β ∈ ∆(w). Thus Φ is closed.
Similarly, since ∆ + \∆(w) is closed (Remark 3.17(c)), to see that ∆ + \Φ = ∆ + \(∆(w) ∪ {α}) is closed, it suffices to show that there exist no β ∈ ∆(g 1 )\Φ and γ ∈ ∆ + (g 0 ) such that β + γ = α. By (C.2), any such pair would necessarily be of the form β = σ is + · · · + σ b and γ = σ b+1 + · · · + σ ks+1 , for some i s ≤ b ≤ k s . By (C.5), σ is + · · · + σ b ∈ ∆(w) ⊂ Φ for all i s ≤ b ≤ k s . Thus, there exists no such β ∈ ∆(g 1 )\Φ, and we may conclude that ∆ + \Φ is closed.
Step 7: Define
From (C.5) and (C.6) we deduce that ∆(w) = {α ∈ ∆(g 1 ) | α(T a ) = 0 ∀ a ∈ A} = {α ∈ ∆(g 1 ) | α(T A ) = 0}.
[ix] From this it follows that (C.7) X w = Gr(i 1 , a 1 ) × Gr(i 2 − a 1 , a 2 − a 1 ) × · · · · · · × Gr(i t−1 − a t−2 , a t−1 − a t−2 ) × Gr(i t − a t−1 , r − a t−1 ) .
This establishes the proposition in the case that G C = SL r+1 C.
[ix] The claim requires our assumption that ∆i(w) is nonempty for all i ∈ I, cf.
Step 1.
Remark. It is can be checked that the maximal Schubert VHS X w satisfying the assumption of Step 1 (that the ∆ i (w) = ∅ for all i) are indexed by subsets A = {a 1 < · · · < a t−1 } satisfying i s < a s < i s+1 for all 1 ≤ s ≤ t − 1.
C.3. The case G C = Sp 2r C. We will use throughout the proof the standard representation theoretic result that the positive roots of sp r+1 C are of the form
and we employ the convention that σ r,r−1 = 0; cf. [24] . In particular, (C.8)
if s < t, ∆ is (w) ⊂ {σ j,k | i s−1 < j ≤ i s ≤ k < i s+1 } ; if i t < r, ∆ it (w) ⊂ {σ j,k | i t−1 < j ≤ i t ≤ k ≤ r} ∪ {σ j,r−1 + σ k,r | i t−1 < j ≤ i t < k ≤ r − 1} ;
if i t = r, ∆ it (w) ⊂ {σ j,r−1 + σ k,r | i t−1 < j, k ≤ r} .
Step 1: Suppose ∆ i (w) is empty, for some i ∈ I. Then ∆(w) ⊂ ∆(a i−1 × c r−i ) = ∆(a i−1 ) ∪ ∆(c r−i ), where a i−1 × c r−i = sl i C × sp 2(r−i) C is the semisimple subalgebra of g C generated by the simple roots Σ\{σ i }. Therefore, X w = X w 1 × X w 2 ⊂ (SL i C/P I 1 ) × (Sp 2(r−i) /P I 2 ), where ∆(w 1 ) = ∆(w) ∩ ∆(a i−1 ) and ∆(w 2 ) = ∆(w) ∩ ∆(c r−i ), and I 1 = {j ∈ I | j < i} and I 2 = {j ∈ I | i < j}. The Schubert variety X w is homogeneous if and only if X w 1 and X w 2 are homogeneous. So, without loss of generality, we may restrict to the case that ∆ i (w) is nonempty for all i ∈ I.
These two observations allow us to update (C.8) to if i t < r, then ∆ it (w) ⊂ {σ j,k | i t−1 < j ≤ i t ≤ k < r} .
In particular, if i t < r, then ∆(w) ⊂ {α ∈ ∆ + | α(T r ) = 0} = ∆ + (a r−1 ), where a r−1 = sl r C is the simple subalgebra of g C = sp 2r C generated by the simple roots Σ\{σ r }. That is, we are reduced to the case that X w is a maximal Schubert VHS of a homogeneously embedded SL r C/P ⊂Ď = G ad /P ϕ . This is precisely the case addressed in Section C.2, and X w is necessarily of the form (C.7).
For the remainder of the proof, assume that i t = r. In particular, the roots of ∆(w) = ⊔ i∈I ∆ i (w) are of the form (C. 9) if s < t, ∆ is (w) ⊂ {σ j,k | i s−1 < j ≤ i s ≤ k < i s+1 } ;
and ∆ r (w) ⊂ {σ j,r−1 + σ k,r | i t−1 < j, k ≤ r} .
Step 4: Fix s < t. With respect to (C.9), let j s be the minimal j, and k s the maximal k, amongst all α ∈ ∆ is (w). If s < t − 1, then the argument of Section C.2, Step 4, yields k s + 1 < j s+1 . It remains to consider the case s = t − 1. With respect to (C.9), let j t be the minimal j over all α ∈ ∆ r (w). Suppose that k t−1 +1 ≥ j t . Let α ∈ ∆ i t−1 (w) be a root realizing the maximum value k t−1 , and β ∈ ∆ r (w) a root realizing the minimum value j t . Then α = σ a,k t−1 for some a ≤ i t−1 , and β = σ jt,r−1 + σ k,r for some j t ≤ k ≤ r.
Step 3(c) applied to β yields γ = σ k t−1 +1,r−1 + σ k,r ∈ ∆ r (w). Then α + γ = σ a,r−1 + σ k,r ∈ ∆, contradicting (C.1). Thus, k s + 1 < j s+1 for all 1 ≤ s ≤ r − 1 .
Step 5: Given s < t, define Φ s = {σ j,k | j s ≤ j ≤ i s ≤ k ≤ k s }. Set Φ t = {σ j,r−1 + σ k,r | j t ≤ j, k ≤ r}. Then ∆ is (w) ⊂ Φ s for all 1 ≤ s ≤ t. Thus ∆(w) ⊂ Φ = ∪ s Φ s . An argument analogous to that of Section C.2, Step 5, yields ∆(w) = Φ. That is, (C.10) ∆ is = {σ j,k | j s ≤ j ≤ i s ≤ k ≤ k s } , for all s < t , ∆ r (w) = {σ j,r−1 + σ k,r | j t ≤ j, k ≤ r} .
Details are left to the reader.
Step 6: Let s < t. Arguing as in Step 6 of Section C.2, we may show that (C.11) k s + 2 = j s+1 for all 1 ≤ s ≤ t − 1 .
Then (C.10) and (C.11) are equivalent to ∆(w) = {α ∈ ∆(g 1 ) | α(T a ) = 0 ∀ a ∈ A} = {α ∈ ∆(g 1 ) | α(T A ) = 0}.
[x] Thus, (C.12) X w = Gr(i 1 , a 1 ) × Gr(i 2 − a 1 , a 2 − a 1 ) × · · · · · · × Gr(i t−1 − a t−2 , a t−1 − a t−2 ) × LG(r − a t−1 , 2(r − a t−1 )) .
[x] The claim requires our assumption that ∆i(w) is nonempty for all i ∈ I, cf.
the minimality of α, implies that ∆ + \Φ α is also closed. By Remark 3.17 (c) , there exists w ′ ∈ W ϕ such that Φ α = ∆(w ′ ). It follows from (3.20) that n w ⊂ n w ′ , contradicting the maximality of n w .
