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Structural Equation Models (SEM) yang juga dapat disebut sebagai simultanoes equation models adalah 
multivariate regression models. SEM mempunyai dua komponen model, yaitu measurement model dan 
structural model. SEM mempunyai dua tujuan dalam analisisnya yaitu untuk menentukan apakah model fit 
berdasarkan data yang dimiliki, dan untuk menguji berbagai hipotesis yang telah dibangun sebelumnya. 
Tujuan penelitian adalah mengkaji dan mengestimasi indikator-indikator dari suatu variabel laten 
(lingkungan, perilaku, pelayanan kesehatan dan derajat kesehatan) dengan pendekatan Confirmatory 
Factor Analysis (CFA), dan mengetahui faktor – faktor yang mempengaruhi derajat kesehatan dengan 
pendekatan SEM dan bootstrap SEM. 
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1. Pendahuluan 
 
Simultanoes equation models dapat juga disebut Structural Equation Models 
(SEM) adalah multivariate regression models (Fox, 2002). Berbeda dengan model linier 
multivariat klasik, di mana variabel respon dan variabel prediktor cukup jelas 
perbedaannya. Sedangkan pada metode SEM variabel prediktornya dapat dijadikan 
variabel respon untuk variabel prediktor lainnya.  
Skrondal dan Hesketh (2005) mengatakan bahwa SEM mempunyai dua 
komponen model, yaitu measurement model dan structural model. Measurement model 
merupakan suatu model yang menghubungkan variabel teramati (observed) atau 
„indicators‟ dengan variabel-variabel laten (un-observed). Structural Model  menetapkan 
hubungan-hubungan antar variabel-variabel laten yang dibentuk dari variabel-variabel 
indikator. Sedangkan Ghozali dan Fuad (2005) mengatakan bahwa SEM mempunyai 
dua tujuan dalam analisisnya yaitu pertama untuk menentukan apakah model “masuk 
akal” atau fit atau model “benar” berdasarkan data yang dimiliki. Kedua untuk menguji 
berbagai hipotesis yang telah dibangun sebelumnya. Variabel laten merupakan konsep 
abstrak, sebagai contoh: perilaku orang, sikap (attitude), perasaan dan motivasi. 
SEM adalah suatu alat statistik yang digunakan bagi para peneliti pada semua 
bidang ilmu seperti sosial, ekonomi, psikologi dan lain sebagainya. Juanda dan Wasrin 
(2001) meneliti tentang hubungan antara tiga variabel konstruk yaitu meneliti variabel 
sumber daya manusia (SDM) yang dapat mempengaruhi pencapaian ekonomi dan 
akhirnya nanti akan mempengaruhi kualitas hidup.  
Penelitian Ratnada dan Yusuf (2001) menyatakan bahwa analisis regresi 
berganda hanya dapat melihat pengaruh langsung terhadap variabel responnya. Tetapi 
untuk melihat besarnya pengaruh baik langsung maupun tidak langsung perlu dilakukan 
analisis lebih lanjut yaitu dengan menggunakan analisis jalur (Path analysis). 
Penelitian-penelitian yang menggunakan metode Confirmatory Factor Analysis 
(CFA) dan Structural Equation Modeling (SEM) pada bidang kesehatan, pendidikan, 
maupun ilmu sosial dan perilaku saat ini, masih kurang memperhatikan adanya asumsi-
asumsi yang harus dipenuhi, sehingga hasil penelitian menjadi bias/tidak valid. 
Penelitian yang tidak memperhatikan adanya asumsi dengan langsung menganalisa 
data yang diperoleh, mengakibatkan hasil analisis tersebut tidak mempunyai 
penyelesaian (divergen). 
Beberapa metode estimasi dalam SEM, diantaranya adalah Maximum Likelihood 
(ML) dan Bootstrap. Metode estimasi ini mempunyai perbedaan yang mendasar, dimana 
ML memerlukan asumsi sampel besar dan variabel-variabel indikator berdistribusi 
multivariat normal, sedangkan Bootstrap tidak memerlukan asumsi distribusi apapun 
serta dapat digunakan dalam sampel kecil (Ockzkowski, 2001). Taksiran Bootstrap 
dapat diperoleh dengan cepat tanpa iterasi untuk beberapa model persamaan struktural  
yang berguna pada tahap awal penelitian (Joreskog, 1998). Bootstrap juga dikenal 
sebagai metode estimasi noniteratif dalam SEM yang dapat menyediakan starting value, 
sehingga dapat mengurangi jumlah iterasi, juga dapat mengurangi kemungkinan 
divergensi bagi penaksir-penaksir iteratif seperti Maximum Likelihood (ML), Generalize 
Least Square (GLS) dan Weighted Least Square (WLS) (Bollen, 1996). Disamping dari 
aspek komputasi, penaksir noniteratif konsisten memiliki nilai tersendiri, di dalam AMOS, 
Linear Structural Relationship (LISREL) dan SmartPLS yang dikenal sebagai initial 
estimates. Seseorang hanya dapat menghitung initial estimates saja dalam AMOS, 
LISREL dan SmartPLS dan tidak menghitung ML atau penaksir lainnya. Ini untuk 
menghemat waktu computer yang dapat digunakan dalam model yang besar, terutama 
ketika model hanya bersifat tentative (Joreskog,1998). 
Wijono (2006) berpendapat bahwa ada beberapa faktor yang mempengaruhi 
derajat kesehatan masyarakat, yaitu faktor lingkungan, faktor perilaku masyarakat dan 
faktor pelayanan kesehatan. Semua faktor tersebut, tidak dapat diukur secara langsung, 
melainkan melalui indikator-indikator yang diketahui. 
Dalam penelitian ini peneliti menggunakan  Confirmatory Factor Analysis (CFA) 
untuk mengetahui validitas dan reliabilitas suatu pengukuran apakah sudah sesuai 
dengan data yang dimiliki. Kemudian untuk mengetahui hubungan kausal antar variabel 
latennya serta model persamaan struktural yang sesuai dengan goodness-of fit dapat 
digunakan pendekatan Structural Equation Modeling (SEM). Sedangkan untuk 
mengetahui kinerja suatu parameter pada hubungan kausal antar variabel laten dapat 
mengunakan bootstrap SEM. 
 
2. Structural Equation Modeling (SEM) 
 
SEM merupakan suatu teknik analisis multivariat yang memungkinkan menguji 
hubungan antara variabel yang kompleks untuk memperoleh gambaran mengenai 
keseluruhan model. SEM dapat menguji secara bersama-sama, yaitu: 
 1. Model struktural: hubungan antara konstruk (variabel laten/unobserved/variabel 
yang tidak dapat diukur secara langsung dan memerlukan beberapa indikator 
untuk mengukurnya) independen dan dependen. 
    2. Model measurement: hubungan (nilai loading) antara indikator dengan konstruk 
(variabel laten) 
Gabungan pengujian model struktural dan pengukuran tersebut memungkinkan 
untuk menguji kesalahan pengukuran (measurement error) sebagai bagian yang tidak 
terpisahkan dari SEM dan melakukan pengujian hipotesis.  
Di dalam SEM kita dapat melakukan 3(tiga) kegiatan secara serempak, yaitu 
pemeriksaan validitas dan reliabilitas instrumen (analisis factor confirmatory), pengujian 
model hubungan antara variabel (analisis path), dan mendapatkan model yang   
bermanfaat untuk prediksi (model struktural dan analisis regresi).  
 
2.1 Model LISREL dan Diagram Alur (Path Diagram) 
 
Joreskog dan Soborn dalam Johnson (1992) menggunakan notasi yang 
dibuatnya dengan model LISREL diberikan sebagai berikut  
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Dari model (2.1), (2.2) dan (2.3) diasumsikan bahwa : 
  *  ,   dan   satu sama lain tidak berkorelasi 
  *  cov( )   
  *    tidak berkorelasi dengan   
  *     tidak berkorelasi dengan   
  *     tidak berkorelasi dengan   
  *    Matriks B mempunyai nilai nol dalam diagonalnya 
  *    Matriks I –B merupakan matriks nonsingular 
  *    ( ) 0E    dan ( ) 0E    
Johnson dan Wichern (1992) memberikan contoh path diagram untuk 
penyebab dan pengaruh dari variabel-variabel : 
 
 
Gambar 2.1 Path Diagram 
 
Bentuk umum matriks diperoleh dari persamaan (2.1) yang ditunjukkan gambar 2.1  
sebagai berikut: 
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dengan 1 2 1cov( , )   , 2 3 2cov( , )   , 1 3 3cov( , )    dan 1 2cov( , ) 0    
 
2.2 Identifikasi Model 
 
Identifikasi model ini dilakukan sebelum mengestimasi parameter.oleh 
karena itu syarat untuk indentifikasi model adalah 
1
2
t s  
di mana  
t  : banyaknya parameter yang diestimasi 
s : jumlah varians dan kovarians antara variabel observasi dari (p+q)(p+q+1) 
p  : jumlah variabel indikator dari variabel endogen 
q  : jumlah variabel indikator dari variabel eksogen  
 
2.3 Struktur Kovarian 
 
Karena η dan ξ tidak diobservasi, sehingga model LISREL tidak dapat dibuktikan 
secara langsunhg. Oleh karena itu, model dan asumsi dapat menggunakan struktur 
kovarians tertentu dengan rumus  sebagai berikut: 
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Untuk matriks kovarians sampel diperoleh  
 
       Menurut Ghozali dan Fuad (2005), matriks kovarians sampel sangat penting bagi 
LISREL. Input dalam LISREL biasanya dapat dilakukan dengan data matriks kovarians. 
Jika variabel terstandarisasi (memiliki rata-rata sebesar 0 dan standar deviasi 1), maka 
kovarians antara X dan Y menjadi nilai korelasi antara X dan Y. Selanjutnya implied 
covariance matrix yang merupakan matriks kovarians antara variabel dalam model 
digambarkan sebagai fungsi dari parameter, dengan rumus : 
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3. Metoda Estimasi dalam SEM 
 
Metode estimasi bertujuan untuk mendapatkan nilai parameter yang tidak 
diketahui dengan menampilkan matriks kovarians ˆ  yang nilainya mendekati matriks 
kovarians dari data sampel (S). Untuk mendapatkan matriks kovarians ˆ  dapat 
dimisalkan 1 2, ,..., nz z z  adalah observasi yang saling bebas dari ( , )
T Tz y x  dan 
( , )T Tz y x  merupakan vektor rata-rata sampel, sehingga 
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Misal fungsi fitting ditulis dengan ( , ( ))F S  , jika estimasi parameter θ disubstitusikan 
dalam ( ) , maka estimasinya ditulis ˆ . Sehingga nilai fungsi  fitting pada ˆ  yaitu 
estimasi dari ( , ( ))F S  . Adapun sifat dari fungsi fitting ini menurut Bollen (1989) yaitu: 
1. ( , ( ))F S   adalah skalar 
2. ( , ( )) 0F S   , ( , ( )) 0F S    jika dan hanya jika ( ) S   
3. ( , ( ))F S   adalah fungsi kontinu dalam S dan ( )  
Pada penelitian ini digunakan metode estimasi Weighted Least Square (WLS). 
Menurut Joreskog dan Sorborn (1996), metode estimasi ini merupakan suatu metode 
yang tidak terpengaruh oleh dilanggarnya multivariate normality. Selain itu data yang 
digunakan sebagian besar berskala ordinal. Fungsi fitting WLS rumusnya adalah  
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dengan 11 21 22 31( , , , ,... )
T
kkS S S S S S  merupakan vektor yang terdiri dari unsur matriks 
segitiga bawah termasuk diagonalnya dari matriks kovarians sampel (S) yang digunakan 
untuk menduga model dan 11 21 22 31( , , , ,..., )
T
kk       merupakan vektor yang terdiri 
dari unsur matriks kovarians ( )  yang dihasilkan dari parameter model. 
Joreskog dan Soborn (1996) menyarankan supaya estimasi parameter model 
untuk SEM yang variabel observasinya berskala ordinal digunakan korelasi polikhorik. 
Sehingga fungsi  fitting (2.10) menjadi 
      1ˆ ˆ( ) ( )
T
WLSF W     
                                                                      (2.11)    
dengan ˆ  yaitu vektor berukuran 
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3.1. Matriks Korelasi 
 
Matriks korelasi yang digunakan terbagi ke dalam tiga jenis korelasi yaitu: 
a). Korelasi polihorik yaitu korelasi yang seluruh variabelnya berskala ordinal. Korelasi 
ini merupakan suatu ukuran asosiasi antara dua variabel yang berskala ordinal. 
Misalkan y dan x  merupakan dua variabel yang berskala ordinal yang masing-masing 
mempunyai c dan d kategori. Dengan ia  dan ib  sebagai treshold, di mana 0 0a b    
dan c da b  . Tresholds diestimasi dengan  
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 di mana 
1(.)  adalah invers dari fungsi yang berdistribusi normal yang       
distandardisasikan, kN  adalah jumlah kasus dalam k-kategori dan c  adalah total jumlah 
dari semua kategori untuk variabel y dan x . Misal ij  adalah peluang pengamatan 
terdapat dalam sel ( , )i j  dan unuk mendapatkan estimasi dari korelasi plihorik 
digunakan fungsi Maximum Likelihood dari pengamatan yaitu  
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  ,   dengan K  sebagai konstanta. 
            Karena asumsi pada SEM yang dibentuk seperti pada (2.2) dan (2.3) adalah  
kontinu untuk variabel laten   dan   sedangkan variabel indikator y  dan x  berskala 
ordinal, maka perlu ada penyesuaian model yaitu menjadi :  
 * yy                                                                                                         (2.12)  
* xx                                                                                                          (2.13)  
dengan *y  dan *x  adalah indikator laten kontinu yang berhubungan dengan (2.1).  
b) Korelasi poliserial yaitu korelasi di mana variabel memiliki variabel ordinal dan 
variabel kontinu. Menurut Olsson dkk (1982) rumus koefisien korelasi poliserial adalah 
sebagai berikut :  
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 dengan i  adalah rata-rata untuk variabel indikator yang berskala kontinu dan iP  
adalah 1( ) ( ) ( )i i iprob Y y a a     .  
c) Korelasi Pearson yaitu korelasi yang semua variabelnya berskala kontinu. 
Korelasi ini diukur berdasarkan asosiasi dua variabel yang berskala kontinu dengan 
rumus : 
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3.2  Indikator untuk Menilai Model Fit 
Evaluasi suatu model fit terhadap hipotesa ˆ ( )S    pada SEM merupakan 
suatu masalah yang masih belum terpecahkan dan sangat sulit. Menurut Ghozali dan 
Fuad (2005), indikator untuk menilai model fit dapat dinilai dari beberapa ukuran yaitu 
Goodness of Fit Indices (GFI) yang merupakan ukuran mengenai ketepatan model 
dalam menghasilkan observed matriks kovarians. Nilainya berkisar 0 dan 1. Indikator 
lainnya adalah Adjusted Goodness of Fit Index (AGFI) dan Root Mean-Square Residual 
(RMR) . Rumusnya adalah: 
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3.3  Maximum Likelihood 
 Estimator yang paling banyak digunakan dalam SEM adalah Maximum 
Likelihood Estimator (MLE). MLE ini secara iteratif akan meminimisasikan fungsi 
( , ( ))F S  sebagai berikut : 
        
1( ) log ( ) ( ( )) log ( )MLF tr S S p q  
        
 di mana diasumsikan ( )  dan S  adalah defenit positif; X  dan Y  adalah multinormal 
distribution, dan S  mempunyai Wishart distribution (Bollen, 1989). Sedangkan p q  
adalah banyaknya variabel teramati ( X dan Y ) dalam model. 
 ML estimator (MLE) mempunyai beberapa karateristik penting dan karateristik ini 
adalah asimtotik sehingga berlaku untuk sampel yang besar (Bollen, 1989).Pertama, 
meskipun estimator tersebut mungkin bias untuk sampel kecil, MLE secara asimtotik 
tidak bias, ke dua MLE adalah konsisten dank e tiga MLE adalah asymptotically effcient, 
sedemikian sehingga di antara estimator-estimator yang konsisten, tidak ada yang 
mempunyai asymptotic variance lebih kecil 
 
3.4. Bootstrap 
 Bootstrap adalah metode yang berbasis komputer yang digunakan untuk 
pengukuran akurasi dari taksiran statistik (pendugaan besaran statistik dan selang 
kepercayaan). Pembootstrapan merupakan teknik nonparametrik secara inferensia dan 
perbedaan  mendasar dengan pendekatan parametrik adalah: 
1) pembootstrapan memerlukan langkah-langkah perhitungan yang sama dan 
berulang-ulang dalam menduga bentuk distribusi statistik sampling. Tidak perlu 
melakukan asumsi distribusi dan formula analitik. 
2) pendekatan parametrik memerlukan asumsi-asumsi awal dan formula analitik untuk 
menduga bentuk distribusi. 
Secara singkat, algoritma bootstrap adalah sebagai berikut: 
1. Ambil sampel berukuran n, yaitu nxxxS ,...,,: 21  
2. Ambil sampel kembali dari S dengan pengembalian berukuran n dan dapatkan 
nilai statistik iˆ  untuk sampel Si. 
3. Lakukan langkah 2 sebanyak D. [D sebanyak 1000 – 5000] 
4. Tentukan nilai statistik dengan bootstrap: 
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4. ANALISIS DATA   
Dengan mengunakan data derajat kesehatan dari dinas kesehatan propinsi 
Sulawesi Selatan tahun 2010, sehingga kerangka konseptual  penelitian ini  pada 
dasarnya adalah kerangka hubungan antara beberapa konsep yang ingin diamati atau 
diukur melalui penelitian yang dilakukan dengan menggunakan pendekatan atau metode 
yaitu: Metode Analisis Faktor Konfirmatori , dan Metode Structural Equation Modeling 
(SEM) 
 
        Model Hipotetik  
 
 
Gambar 2.2. Kerangka Konseptual Penelitian 
Konversi diagram jalur, model struktural, ke dalam model matematika menjadi  
 η = γ1 ξ1 + γ2 ξ2 + γ3 ξ3 + ζ  
atau:  
Derajat kesehatan   =  γ1* Lingkungan + γ2* Perilaku + γ3 * Pelayanan kesehatan + ζ  
Konversi diagram jalur, model pengukuran ke dalam model matematika menjadi  
X1 = λ1 ξ1 + δ1 
X2 = λ2 ξ1 + δ2 
X3 = λ3 ξ1 + δ3 
X4 = λ4 ξ2 + δ4 
X5 = λ5 ξ2 + δ5 
X6 = λ6 ξ2 + δ6 
X7 = λ7 ξ3 + δ7 
X8 = λ8 ξ3 + δ8 
Y  =  λ9 η  + ε1 + λ10 η + ε2 + λ11 η + ε3 + λ12 η + ε4 + λ13 η + ε5 
 
5. KESIMPULAN 
Berdasarkan kerangka konseptual penelitian, maka dapat dimpulkan sebagai 
berikut : 
3) lingkungan berpengaruh terhadap derajat kesehatan 
4) perilaku berpengaruh terhadap derajat kesehatan 
5) pelayanan kesehatan berpengaruh terhadap derajat kesehatan 
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