On the zero pattern properties and asymptotic behavior of continuous-time positive system trajectories  by Santesso, Paolo & Valcher, Maria Elena
Linear Algebra and its Applications 425 (2007) 283–302
www.elsevier.com/locate/laa
On the zero pattern properties and asymptotic behavior
of continuous-time positive system trajectories
Paolo Santesso 1, Maria Elena Valcher ∗
Dip. di Ingegneria dell’Informazione, Univ. di Padova, via Gradenigo 6/B, 35131 Padova, Italy
Received 4 August 2006; accepted 24 January 2007
Available online 13 February 2007
Submitted by H. Schneider
Abstract
In this paper, the zero pattern properties and the asymptotic evolution of the trajectories of a continuous-
time positive system are investigated. To this end, we need to introduce some new tools and to derive some
new results, within the broad research area of nonnegative matrix theory, which enable use to explore the
zero pattern and the elementary modes of the exponential of a Metzler matrix. Specifically, a normal form for
the exponential of a Metzler matrix is provided, and the concept of echelon basis (consisting of eigenvectors
and generalized eigenvectors of the Metzler matrix) is introduced. By making use of these two ingredients, a
detailed result about the dominant mode of each single block appearing in the normal form of the exponential
matrix is provided. This allows to obtain a “modal decomposition” of the exponential matrix, emphasizing
the column dominant modes. As a result, the zero pattern as well as the asymptotic behavior of every free
state evolution, depending on the zero pattern of the initial state, can be easily determined.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
A positive system is a linear state-space model in which the state variables always take positive,
or at least nonnegative, values. The interest in this class of systems is motivated by the large
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number of contexts where the physical meaning of the describing variables naturally constrains
them to take only nonnegative values. For instance, in fields like bioengineering, economic mod-
elling, biology and behavioral science, the describing variables typically represent quantities,
like concentrations, population levels, pressures and flows, that may not have meaning unless
nonnegative. As a particular case, mathematical modeling in pharmacokinetics strongly relies on
the class of internally stable continuous-time positive systems (compartmental models), which
take into account both the nonnegative constraint on the system variables and the conservation
laws that govern the system dynamics [19]. More recently, the context where positive systems have
been fruitfully applied has significantly broadened. Indeed, positive systems have been used for
modeling charge-routing networks [2], fiber-optic filters [3], rendezvous problems [30], TCP-like
congestion control problems [28], etc.
While in the past the positivity constraint has often been ignored or accommodated in order
to take advantage of the well-developed theory of linear systems, in the last two decades system
issues have been addressed specifically for positive systems, thus exploiting the different, but
nonetheless powerful, tools coming out of positive matrix theory and, even more, of graph theory.
The theory of positive systems [10] is deep and elegant, and firmly built upon the classi-
cal nonnegative matrix theory, which has its cornerstone in the celebrated Perron–Frobenius
theorem [6,8,20]. Even though most of the algebraic results available in the literature specifi-
cally focus on nonnegative matrices (or, more generally, on matrices which leave a proper cone
invariant), and hence provide powerful tools for the analysis of discrete-time positive systems,
nonetheless there has been a long stream of research dealing with M-matrices and Z-matrices
[11,15–17,22,23,26,27,32] and providing results which can be restated both for (the dominant
eigenvalues, and hence eigenvectors, of) nonnegative matrices and for the broader class of Metzler
matrices.2 The aim of this paper is to take advantage of this rich family of results to explore in
detail the asymptotic dynamics of continuous-time positive state-space models.
As a matter of fact, research interests in positive systems have mainly focused on the class of
discrete-time systems. Indeed, the two main problems addressed for positive systems have been
the investigation of the structural properties (in particular, reachability and controllability) [7,9,31]
and the positive realization problem (see the survey [4] for the state of the art and a complete list
of references). Both these problems turn out to be significantly simpler in the continuous-time
case with respect to the discrete-time one, as a consequence of the spectral properties of Metzler
matrices and of the invertibility of the exponential matrix. So, while for continuous systems the
solutions of these problems have been derived rather smoothly, the discrete-time case has required
research contributions from several scientists before reaching complete maturity.
A noteworthy exception is represented by the work of Berman, Neumann, Stern and Tsatsom-
eros which has focused on the broader class of continuous-time systems which leave a proper cone
invariant (equivalently, on proper cones which are positively invariant for a given continuous-time
system) and on the reachability cones for this class of systems [5], or, more specifically, on the
reachability cones for continuous-time positive systems [21]. It must be remarked, though, that
reachability in [21] has a rather different meaning, as it does not refer to the forced state evolution,
but to the free state evolution.
Recent results about positive switched systems [24,25] have highlighted that, when allowing
systems to commute among (a finite number of) positive subsystems, the continuous-time case
exhibits highly nontrivial features, which deserve a deep investigation. In particular, the analysis
of the structural properties of continuous-time positive switched systems seems full of challenges
2 Metzler matrices have been sometimes referred to, in the literature, as “essentially nonnegative matrices” [21].
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and at the present time only necessary conditions for positive reachability are available. Even
more, reachability analysis for this class of systems has pointed out the need for more detailed
results about the structure of the exponential matrix of a Metzler matrix, with respect to those
available in the literature. Indeed, in order to obtain necessary and sufficient conditions for the
reachability of continuous-time positive switched systems, it seems mandatory to preliminarily
clarify the zero pattern and dominant modes of eAt , t ∈ R+, when A is Metzler, and to investigate
how the boundary of the cone generated by the columns of eAt evolves, as t goes from 0 to +∞.
All these research issues have been stimulated by the analysis of switched systems, but of course
find an immediate interesting interpretation in the context of positive (non-switching) systems.
So, we have chosen to investigate these algebraic properties within the context of continuous-time
positive systems.
The present analysis has some connection with the aforementioned research activity by Berman
et al., since in both cases the focus is on continuous-time autonomous systems (either positive
or endowed with some positive invariance property). However, the goal we aim to achieve in
this paper is rather different. In [5,21], the attention was either focused on general proper cones
(and not necessarily on the positive orthant) and on investigating conditions ensuring that such
reachability cones were close, or in determining finite time reachability conditions of the positive
orthant, starting from an arbitrary initial condition. In this paper we are specifically interested in
describing the free state evolution of a continuous-time positive system in terms of the system
matrix (generalized) eigenvectors and of their nonzero patterns.
To achieve this goal, we need to introduce some new tools and to derive some new results,
within the broad research area of nonnegative matrix theory, which enable us to explore the
zero pattern and the elementary modes of the exponential of a Metzler matrix. In doing this, we
can resort to a series of significant results obtained by Hershkowitz, Rothblum, Schneider and
others, and pertaining M-matrices (occasionally, Z-matrices) [11,15,17,22,23,26,27,32] or block
triangular matrices [16]. In particular, the concepts of weak i-combinatorial extension and of
preferred basis, together with the results about the index of the dominant eigenvalue, allow us
first to introduce the echelon basis of a vector space and then to determine the dominant modes
of the entries of eAt for a Metzler matrix A.
In detail, the paper is organized as follows: Section 2 briefly introduces continuous-time positive
systems and their evolution. Section 3 provides a normal form to which the exponential matrix of
any Metzler matrix can be easily reduced by means of a simple cogredience transformation, and
investigates the zero pattern of the free state evolution. Both these results turn out to be structural
properties which may be related to the directed graph associated with the system Metzler matrix
and, specifically, to the communicating classes partitioning the set of graph vertices. In Section
4, the concept of echelon basis is introduced and its properties investigated. An echelon basis of a
Metzler matrix A, of size n, is a basis for the whole vector space Rn, consisting of (generalized)
eigenvectors of A. It always exists and it yields information on the zero/nonzero pattern of all
eigenvectors in the basis and, in particular, on the positive entries of the eigenvectors corresponding
to the maximal eigenvalues of the diagonal blocks in a Frobenius normal form. A comparison
between echelon bases and preferred bases is carried on at the end of the section. A detailed result
about the dominant modes of each single block of the exponential matrix, when expressed in its
normal form, is derived in Section 5. This allows to obtain, in Section 6, a “modal decomposition”
of the exponential matrix, which highlights the column dominant modes.
The results obtained in this paper can be easily adjusted to the case when Metzler matrices are
replaced by Z-matrices and, in particular, by M-matrices.
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Before proceeding, we introduce some basic notation. For every k ∈ N, we set 〈k〉 := {1, 2,
. . . , k}. In the sequel, the (i, j)th entry of a matrix A is denoted by [A]i,j . If A is block partitioned,
we denote its (i, j)th block either by Aij or by block(i,j)[A]. In the special case of a vector v, its
ith entry is [v]i and its ith block is blocki[v].
The symbol R+ denotes the semiring of nonnegative real numbers. A matrix A+ with entries in
R+ is a nonnegative matrix (A+  0); if A+  0 and at least one entry is positive, A+ is a positive
matrix3 (A+ > 0), while if all its entries are positive it is a strictly positive matrix (A+  0).
The same notation is adopted for nonnegative, positive and strictly positive vectors. The spectral
radius ρ(A+) of a nonnegative matrix A+ is the modulus of its largest eigenvalue. The Perron–
Frobenius Theorem [6,8,20] ensures that ρ(A+) is always an eigenvalue of A+, corresponding
to a positive eigenvector. We let ei denote the ith vector of the canonical basis in Rn (where n is
always clear from the context), whose entries are all zero except for the ith one which is unitary.
IfS ⊆ 〈n〉, we let eS denote the vector ∑i∈S ei .
Given a matrix A ∈ Rq×r , by the zero pattern of A we mean the set of index pairs corresponding
to its zero entries, namely ZP(A) := {(i, j) : [A]ij = 0}. For a vector v (corresponding to r = 1),
the zero pattern of v is ZP(v) := {i : [v]i = 0}. Conversely, the nonzero pattern is the set of
indices corresponding to the nonzero entries of a matrix A (a vector v) and it is denoted by ZP(A)
(by ZP(v)).
A Metzler matrix is a real square matrix, whose off-diagonal entries are nonnegative. If A is
an n × n Metzler matrix, then there exist a nonnegative matrix A+ ∈ Rn×n+ and a nonnegative
number α such that A = A+ − αIn. As a consequence, the spectrum of A, σ(A), is obtained from
the spectrum of A+ by simple translation. This ensures, in particular, that [29]:
1. λmax(A) = ρ(A+) − α ∈ σ(A) is a real dominant eigenvalue, by this meaning that λmax(A) >
Re(λ),∀λ ∈ σ(A), λ /= λmax(A);
2. there exists a positive eigenvector v1 corresponding to λmax(A).
It is worthwhile to remark that every (generalized) eigenvector of A+ corresponding to some
λ ∈ σ(A+) is a (generalized) eigenvector of A corresponding to λ − α, and conversely.
To every n × n Metzler matrix A we associate [8,17,27] a directed graph G(A) of order n,
with vertices indexed by 1, 2, . . . , n. There is an arc (j, i) from j to i if and only if [A]ij /= 0.
We say that vertex i is accessible from j if there exists a path (i.e., a sequence of adjacent arcs
(j, i1), (i1, i2), . . . , (ik−1, i)) in G(A) from j to i (equivalently, ∃k ∈ N such that [Ak]ij /= 0).
Two distinct vertices i and j are said to communicate if each of them is accessible from the other.
Each vertex is assumed to communicate with itself. The concept of communicating vertices allows
to partition the set of vertices 〈n〉 into communicating classes, say C1,C2, . . . ,C.
The reduced graph R(A) [16,17,27] associated with A (with G(A)) is the (acyclic) graph
having the classes C1,C2, . . . ,C as vertices. There is an arc (j, i) from Cj to Ci if and only if
block(i,j)[A] /= 0. With any class Ci we associate two index sets:4
A(Ci ) := {j : the class Cj has access to the class Ci}
D(Ci ) := {j : the class Cj is accessible from the class Ci}.
3 In the literature, see, e.g., [18,27], positive matrices have also been referred to as semi-positive matrices, while strictly
positive matrices as positive matrices.
4 The symbolsA andD are used to recall the words “arrival” and “departure”, respectively. In [17],A(Ci ) andD(Ci )
have been denoted by below(i) and above(i), respectively.
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Each classCi is assumed to have access to itself. Any (acyclic) path (i1, i2), (i2, i3), . . . , (ik−1, ik)
in R(A) identifies a chain of classes (Ci1 ,Ci2 , . . . ,Cik ), having Ci1 as initial class and Cik as
final class.
An n × n Metzler matrix A is reducible if there exists a permutation matrix P such that
P TAP =
[
A11 A12
0 A22
]
,
where A11 and A22 are square (nonvacuous) matrices, otherwise it is irreducible. It follows that
1 × 1 matrices are always irreducible. In general, given a square Metzler matrix A, a permutation
matrix P can be found such that
P TAP =
⎡
⎢⎢⎢⎣
A11 A12 · · · A1
A22 · · · A2
.
.
.
...
A
⎤
⎥⎥⎥⎦ , (1)
where each Aii is irreducible. (1) is usually known as Frobenius normal form5 of A [13,20].
Clearly, the directed graphs G(A) and G(P TAP) are isomorphic and the irreducible matrices
A11, A22, . . . , A clearly correspond to the communicating classesC1,C2, . . . ,C ofG(P TAP)
(coinciding with those of G(A), after a suitable relabelling). When dealing with the graph of a
matrix in Frobenius normal form (1), for every i ∈ 〈〉,A(Ci ) ⊆ {i, i + 1, . . . , }, whileD(Ci ) ⊆
{1, 2, . . . , i} = 〈i〉, so that A(Ci ) ∩D(Ci ) = {i}. On the other hand, if i > j then6 A(Ci ) ∩
D(Cj ) = ∅, while if i < j the following conditions are equivalent:
A(Ci ) ∩D(Cj ) /= ∅ ⇔ i ∈ D(Cj ) ⇔ j ∈A(Ci ).
Also, a class Ci is distinguished [27] if λmax(Aii) > λmax(Ajj ) for every j ∈ D(Ci ), j /= i.7
If A is irreducible (G(A) has a single communicating class), then λmax(A) is a simple eigen-
value and the corresponding nonnegative eigenvector v1 is strictly positive. Moreover, the only
nonnegative eigenvector or generalized eigenvector of A is v1 (and its positive multiples).
The cyclicity index c(A) [6] of an irreducible matrix A is the greatest common divisor of the
lengths of the cycles in G(A). If c(A) = 1, A is primitive.
Basic definitions and results about cones may be found, for instance, in [1,6,14]. We recall
here only those facts that will be used within this paper. A set K ⊂ Rn is said to be a cone if
αK ⊂K for all α  0; a cone is convex if it contains, with any two points, the line segment
between them. A convex cone K is solid if the interior of K is nonempty, and it is pointed if
K ∩ {−K} = {0}. A closed, pointed, solid convex cone is called a proper cone. A cone K is
said to be polyhedral if it can be expressed as the set of nonnegative linear combinations of a finite
set of generating vectors. This amounts to saying that a positive integer k and an n × k matrix
C can be found, such thatK coincides with the set of nonnegative combinations of the columns
of C. In this case, we adopt the notation K := Cone(C). A proper polyhedral cone K in Rn is
said to be simplicial if it admits n linearly independent generating vectors. In other words,K :=
Cone(C) for some nonsingular square matrix C.
5 In [22,23,27] and related references, the Frobenius normal form is assumed to be lower block-triangular instead
of upper block-triangular. This motivates the aforementioned notations below(i) and above(i) which here would be
confusing.
6 In [17],A(Ci ) ∩D(Cj ) is called the convex hull of i and j .
7 The definition of distinguished class is different from the one adopted in [27], since, again, we are dealing here with
upper block-triangular matrices instead of lower block-triangular ones.
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2. Continuous positive systems and their structural properties
A continuous-time positive system is a continuous state-space model, described by the following
equation:
x˙(t) = Ax(t) + Bu(t), t ∈ R+, (2)
where x(t) and u(t) denote the n-dimensional state variable and the m-dimensional input, respec-
tively, at the time instant t , A is an n × n Metzler matrix and B is an n × m nonnegative matrix.
The state at any time instant t ∈ R+, starting from the nonnegative initial condition x(0), and
under the nonnegative soliciting input u(τ ), τ ∈ [0, t), is given by
x(t) = eAtx(0) +
∫ t
0
eA(t−τ)Bu(τ ) dτ.
Since A is a Metzler matrix, the associated exponential matrix eAt is nonnegative at any time t  0
(see Lemma 1, below), thus ensuring the nonnegativity of the free state evolution; this property
together with the condition B  0 ensures that eA(t−τ)Bu(τ )  0 for every τ ∈ [0, t), and hence
the forced evolution is nonnegative, too.
Apart from these immediate remarks, however, several interesting aspects pertaining the ele-
mentary modes (i.e. the elementary pseudo-exponential functions tk
k! e
λt , k ∈ Z+, λ ∈ C) involved
in the expression of the free state evolution, and their “location” within the state vector x(t), or
the zero pattern of the free state evolution, depending on the initial condition x(0), may be fully
explored by resorting to a graph theoretic approach, based on the structure of the graph G(A),
associated with the Metzler matrix A. As we will see, the dominant modes are determined by the
connections existing between the communicating classes ofG(A) and by the dominant eigenvalues
of the irreducible matrices corresponding to the classes involved.
In order to achieve these goals, our first step is that of investigating in detail the structure of the
normal (upper block-triangular) form to which every exponential matrix of a Metzler matrix can
be reduced. For the sake of simplicity, throughout the rest of the paper, we will steadily assume
that A is an n × n Metzler matrix in Frobenius normal form:
A =
⎡
⎢⎢⎢⎣
A11 A12 · · · A1
A22 · · · A2
.
.
.
...
A
⎤
⎥⎥⎥⎦ , (3)
with irreducible diagonal blocks Aii ∈ Rni×ni , i = 1, 2, . . . , . Correspondingly, we will let
Ci = {(n1 + n2 + · · · + ni−1) + 1, (n1 + · · · + ni−1) + 2, . . . , (n1 + · · · + ni−1) + ni}denote8
the ith communicating class of G(A), associated with Aii . In the statements, we will simply say
that A is a Metzler matrix in Frobenius normal form (3). All the results here obtained are, of
course, true for arbitrary Metzler matrices (and hence, in particular, for nonnegative matrices)
modulo a suitable cogredience transformation. Finally, for every i, j ∈ 〈〉, with i  j , we will
denote by A{i,j} the following submatrix of A:
A{i,j} :=
⎡
⎢⎢⎢⎣
Aii Ai,i+1 · · · Aij
Ai+1,i+1, · · · Ai+1,j
.
.
.
...
Ajj
⎤
⎥⎥⎥⎦ . (4)
8 We assume, by definition, n0 := 0.
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3. Normal form of the exponential matrix and zero pattern of the free state evolution
As a preliminary step, we introduce a technical lemma which presents some elementary prop-
erties regarding the nonzero pattern of eAt .
Lemma 1. Let A be an n × n Metzler matrix, then
(i) eAt  0,∀t  0, and if A is irreducible then eAt  0 for every t > 0;
(ii) ZP(eAt ) = ZP(eA) for every t > 0;
(iii) if v and w are two nonnegative vectors with the same nonzero pattern (i.e., ZP(v) =
ZP(w)), then ZP(eAtv) = ZP(eAtw) for every t  0. So, in particular, if S := ZP(v),
then ZP(eAtv) = ZP(eAteS) for every t  0.
Proof. (i) has been proved in [6] and (iii) is obvious. To prove (ii), assume A = A+ − αIn, with
A+  0 and α  0. Clearly, the nonzero pattern of
eAt = e−αteA+t = e−αt
[
In + A+t + A2+
t2
2! + · · ·
]
(5)
remains the same for every t > 0, so, in particular, it coincides with ZP(eAt ) for t = 1. 
The previous lemma allows us to address the case when A is reducible.
Proposition 1. Let A be an n × n Metzler matrix in Frobenius normal form (3). Then, at every
time instant t > 0
eAt =:A(t) =
⎡
⎢⎢⎢⎣
A11(t) A12(t) · · · A1(t)
A22(t) · · · A2(t)
.
.
.
...
A(t)
⎤
⎥⎥⎥⎦ , (6)
where Aii (t) is strictly positive for every i, while for i /= j the matrix Aij (t) is either strictly
positive or zero. Specifically,
Aij (t) =
{  0, if i ∈ D(Cj )(⇔ j ∈A(Ci ));
0, otherwise.
Proof. The block-triangular structure ofA(t) (and hence the fact thatAij (t) = 0 for i > j ) is
obvious, so we are remained to show the nonzero pattern properties of the blocks Aij (t) for
i  j . Condition i ∈ D(Cj ) holds if and only if for every vertex r in Ci and every vertex s in
Cj there is a path of length say k = k(r, s) from s to r , namely [Ak]rs > 0 for some k ∈ Z+, or,
equivalently, [eA]rs > 0. This amounts to saying that i ∈ D(Cj ) if and only ifAij (1)  0 and
hence, by Lemma 1 point (ii), if and only ifAij (t)  0 for every t > 0. 
Remark 1. The previous result is consistent with the fact that the graph of the positive matrix eA
(and hence of eAt , ∀t > 0) is just the reflexive and transitive closure of G(A). Indeed, from Eq.
(5), evaluated at t = 1, it immediately follows that G(eA) is obtained from G(A) by adding loops
and every arc (j, i) such that the vertex j has access to i in G(A).
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The “on/off” situation of the blocks of A(t) (by this meaning that they are either strictly
positive or zero) entails immediate consequences on the zero pattern of the free state evolution of
system (2), starting from any nonnegative initial condition.
Corollary 1. Let A be an n × n Metzler matrix in Frobenius normal form (3), and let v be a
positive vector in Rn+. Set9
J := {j ∈ 〈〉 : Cj ∩ ZP(v) /= ∅} and I := ∪j∈JD(Cj ).
Then, for every t > 0, ZP(eAtv) = ∪i∈ICi .
Proof. As nonzero blocks inA(t) are strictly positive, we have that for any i ∈ 〈〉
blocki[eAtv] =
∑
j=i
Aij (t) · blockj [v] /= 0
if and only if there exists j ∈ {i, i + 1, . . . , } such that both Aij (t) /= 0 (hence Aij (t)  0)
and blockj [v] /= 0 (and if so, blocki[eAtv]  0). This amounts to saying that there exists j ∈ 〈〉
such that i ∈ D(Cj ) and Cj ∩ ZP(v) /= ∅. So, we have shown that blocki[eAtv] /= 0 if and only
if i ∈ I , and when so, blocki[eAtv]  0. 
Remark 2. From the previous corollary, it immediately follows that the nonzero pattern of eAtv
is the same at every time instant t > 0, and it always includes ZP(v). Even more, ZP(eAtv) is
always the union of the indices corresponding to the classes Ci , i ∈ I , which, in turn, includes
∪j∈JCj . So, as a general result, we have for t > 0
ZP(eAtv) = ∪i∈ICi ⊇ ∪j∈JCj ⊇ ZP(v).
4. Echelon basis
The aim of this section is to introduce a basis of eigenvectors and generalized eigenvectors of
a Metzler matrix A, whose nonzero patterns are related to the block-triangular structure of the
Frobenius normal form of A. Such a vector basis will be useful for describing and investigating
the asymptotic behavior of the exponential matrix eAt .
Definition 1. Let A be an n × n Metzler matrix in Frobenius normal form (3). An ordered family
Be = {v1, v2, . . . , vn} of linearly independent eigenvectors and generalized eigenvectors of A is
said to be an echelon basis for A if
• vj , j ∈ C1, are n1 (possibly generalized) eigenvectors with ZP(vj ) ⊆ C1;
• vj , j ∈ C2, are n2 (possibly generalized) eigenvectors with ZP(vj ) ⊆ C1 ∪ C2 and ZP(vj ) ∩
C2 /= ∅;
• …
• vj , j ∈ C, are n (possibly generalized) eigenvectors with ZP(vj ) ⊆ C1 ∪ C2 ∪ · · · ∪ C and
ZP(vj ) ∩ C /= ∅.
9 The set J is also known [16,27] as the support of v. Notice that, in the general case, supp(v) /= ZP(v) and they
coincide for each vector v if and only if each class consists of a single vertex, namely R(A) = G(A).
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When so, we say that the vector vj ∈ Be corresponds to the class Ci if j ∈ Ci , or, equivalently,
blocki[vj ] /= 0 and blockh[vj ] = 0 for every h > i.
Notice that if vj ∈ Be is a generalized eigenvector of A of order (also called “height” [16,17])
k corresponding to the class Ci and to the eigenvalue λ ∈ σ(A), then blocki[vj ] is a generalized
eigenvector of Aii (of course, corresponding to the same eigenvalue λ, which thus must be in
σ(Aii) and possibly in the spectrum of some other diagonal block) of order not greater than k.
Lemma 2. Every n × n Metzler matrix A in Frobenius normal form (3) admits an echelon
basis.
Proof. The proof can be obtained as a corollary of the Extension Lemma given in [16], which
can be restated, according to the previous setting and notation, as follows:
Let A˜ be an n × n singular Metzler matrix in Frobenius normal form (3), let i be an index in 〈〉
such that A˜ii is singular, and let j be in Ci . For each vector, say v[j ]i , in the generalized nullspace
(i.e. the generalized eigenspace corresponding to the zero eigenvalue) of A˜ii there exists a vector
vj in the generalized nullspace of A˜ which is a weak i-combinatorial extension of v[j ]i , by this
meaning that
• blocki[vj ] = v[j ]i ;
• ZP(vj ) ⊆ ∪k∈D(Ci )Ck ⊆ ∪kiCk.
So, once this lemma is applied to each singular Metzler matrix A − λIn, λ ∈ σ(A), the result
follows. 
Remark 3. (i) The result could also be obtained as an extension of the weakly preferred basis
theorem (Theorem 4.9 in [16]) stating that if A˜ is a singular (upper) block-triangular matrix, then
a basis for the generalized eigenspace of A˜ corresponding to its zero eigenvalue can be found,
whose vectors satisfy the zero pattern constraints described within the previous proof (together
with additional conditions, which are of no interest for the present analysis). Clearly, by applying
the Theorem to each matrix A − λIn, as λ varies within σ(A), we immediately get the desired
echelon basis.
(ii) It can be shown that not every family of n linearly independent generalized eigenvectors
of A can be reduced, by means of a simple permutation, to an echelon basis for A. In particular,
not every Jordan basis for A, namely a family of n linearly independent generalized eigenvectors
ordered by chains, i.e.,B = {v(k)h } h=1,2,...,q
k=1,2,...,nh
, with v(k)h a generalized eigenvector of order k corre-
sponding to the eigenvalue λh, and v(k−1)h = (A − λhIn)v(k)h , is equivalent, up to a permutation,
to an echelon basis. This is the case, for instance, of the diagonal matrix A =
[
1 0 0
0 2 0
0 0 1
]
which
admits as a Jordan basis, for instance,B =
{[
1
0
1
]
,
[
0
1
0
]
,
[
2
0
1
]}
, which cannot be reduced, by simple
permutation, to an echelon basis.
However, it is not difficult to show (one may resort, for instance, to Lemma 3.6 in [16]) that
an echelon basis for A which is also a Jordan basis always exists.
An echelon basis Be can be endowed with nice additional properties.
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Proposition 2. Let A be an n × n Metzler matrix in Frobenius normal form (3), and let
Be := {v1, v2, . . . , vn1 , vn1+1, . . . , vn} = ∪i=1 ∪j∈Ci vj
be any echelon basis for A (satisfying the ordering and nonzero pattern assumptions of Lemma
2). Assume that the first vector of each class Ci , i ∈ 〈〉, namely vn1+···+ni−1+1, is a (possibly
generalized) eigenvector of A corresponding to λmax(Aii), and denote it in the sequel as
vn1+···+ni−1+1 =: vCi =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
w
[i]
1
w
[i]
2
...
w
[i]
i
0
...
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, where w[i]i /= 0. (7)
Then, (possibly modulo a change of sign of all the entries of vCi ) we have that
(i) w[i]i is a strictly positive eigenvector of Aii corresponding to λmax(Aii), and
(ii) for i  2, if it is possible to define the index
ki := min{j < i : for every r ∈ {j, j + 1, . . . , i − 1}
either (a) r ∈ D(Ci ) and λmax(Arr ) < λmax(Aii)
or (b) r ∈ D(Ci ) and λmax(Aii) ∈ σ(Arr)},
then in (7) all blocks w[i]r , for r = ki, ki + 1, . . . , i − 1, satisfy the following condition:
w[i]r =
{  0, if r falls in case (a);
0, if r falls in case (b). (8)
Proof. Let m be the order of vCi as generalized eigenvector of A corresponding to λmax(Aii).
(i) Of course, (A − λmax(Aii)In)mvCi = 0 implies, in particular, (Aii − λmax(Aii)I )mw[i]i =
0. This means that w[i]i /= 0 is a generalized eigenvector (of some order k, with 1  k  m) of Aii
corresponding to λmax(Aii). Since λmax(Aii) is a simple eigenvalue of Aii, it follows that w[i]i is
an eigenvector. On the other hand, since Aii admits a strictly positive eigenvector corresponding
to λmax(Aii) (which is uniquely determined up to positive multiplicative coefficients), w[i]i can
always be assumed strictly positive.
(ii) Suppose that i  2 and the index ki may be defined, and consider the submatrix A{ki ,i} of
A (see (4)). By definition of ki, λmax(Aii) is a simple eigenvalue of A{ki ,i}. So, since vCi is a
generalized eigenvector of order m of A corresponding to λmax(Aii), then⎡
⎢⎢⎢⎢⎣
w
[i]
ki
w
[i]
ki+1
...
w
[i]
i
⎤
⎥⎥⎥⎥⎦
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is an eigenvector of A{ki ,i} corresponding to the same eigenvalue. Even more, Ci represents a
distinguished class of the directed graph associated with A{ki ,i}. So, we may apply10 Theorem
3.7 in [27] (see, also, [12,32]), and deduce that since w[i]i  0, then all blocks w[i]r , for r =
ki, ki + 1, . . . , i − 1, (which are uniquely determined by w[i]i because λmax(Aii) ∈ σ(A{ki ,i−1}))
satisfy (8). This completes the proof. 
Remark 4. (i) Theorem 3.1 in [27] for M-matrices can be obtained as a corollary of the previous
proposition in the special case, when we consider only classes Ci for which ki = 1.
(ii) One may wonder under what conditions there exists an echelon basis of A whose vectors
(either eigenvectors or generalized eigenvectors) are all positive. It is clear that since the last
nonzero block of a vector vi in Be, corresponding to some class Cj , is a (possibly generalized)
eigenvector of the irreducible matrix Ajj , the only way to ensure that blockj [vi]  0 for every
choice of vi is to impose that Ajj has size nj = 1. So, a necessary condition for an echelon basis
to have positive vectors is that all communicating classes consist of a single vertex (i.e., A, in
Frobenius normal form, is upper triangular); equivalently,  = n and hence vi = vCi ∀i.
Assume, now, that A is upper triangular. If ki = 1 for every i ∈ {2, . . . , } = {2, . . . , n} (i.e.
each class Ci is a distinguished class for the graph associated with the submatrix A{1,i}, defined
in (4)), then all nonzero entries (= blocks of unitary size) of vi are necessarily positive. So, we
have shown that if  = n and ki = 1 for every i  2, then A admits a positive echelon basis. Even
more, the basis thus obtained consists of positive eigenvectors and hence is a Jordan basis.
If all the eigenvalues of A are distinct, the previous one is also a necessary condition: indeed, a
positive echelon basis exists only if  = n and ki = 1 for every i  2. In the general case, however,
this is not true and we can derive a weaker sufficient condition by resorting to the preferred basis
theorem for Z-matrices as it has been derived in [17]. Indeed, by restating that result according
to our notation and for Metzler matrices, we get:
Fact 1 (Corollary 5.16 in [17]). Let A be an n × n Metzler matrix in Frobenius normal form
(3), and let λ ∈ σ(A) be a real eigenvalue of A. Let Eλ(A) be the generalized eigenspace of A
corresponding to λ and set S := {i ∈ 〈〉 : λ ∈ σ(Aii)}. Then the following facts are equivalent:
(i) Eλ(A) has a nonnegative basis;
(ii) Eλ(A) has an S-preferred basis;11
(iii) for every j ∈ ∪i∈SD(Ci ), λmax(Ajj )  λ.
(Notice that, as an immediate consequence of point (iii) in the previous corollary, an S-
preferred basis may exist only corresponding to those eigenvalues λ ∈ σ(A) which are dominant
for the diagonal blocks in which they appear, which means that S ≡ {i ∈ 〈〉 : λ = λmax(Aii)}).
So, to ensure the existence of an echelon basis for A consisting of positive vectors, it is sufficient
that (the Frobenius normal form of) A is an upper triangular matrix, and that for every i ∈ 〈n〉,
the vertex i has access only to vertices j  i with ajj  aii . It is worthwhile noticing, however,
10 As a matter of fact, the result was obtained for nonnegative matrices and hence it applies, in its original formulation,
to any matrix A+  0 such that A = A+ − αIn, ∃α  0, and, correspondingly, to the real eigenvalue α + λmax(Aii ) ∈
σ(A+). However, its adjustment to the case of a Metzler matrix is rather straightforward.
11 For the formal definition of an S-preferred basis we refer to Definitions 4.1 and 4.7 in [17]. For the present discussion,
and according to the previous notation, it is sufficient to recall that if {x1, x2, . . . , xr } is an S-preferred basis of Eλ(A)
then, in particular, for every i ∈ 〈r〉, blockj [xi ] is strictly positive if j ∈ D(Ci ) and zero otherwise.
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that the echelon basis obtained under these assumptions may not be a Jordan basis. Consider, for
instance, the two simple triangular matrices:
A1 =
⎡
⎣2 1 00 2 0
0 0 2
⎤
⎦ and A2 =
⎡
⎣2 1 10 2 0
0 0 2
⎤
⎦ .
For neither of them the indices k2 and k3 can be defined, but it is easily seen that both A1 and A2
satisfy the previous sufficient condition and hence admit a nonnegative echelon basis: the canonical
basis {e1, e2, e3}. However, such a basis is a Jordan basis just for A1, while any echelon basis of
A2 which satisfies the constraints of Proposition 2 and is a Jordan basis takes the following form:
Be =
⎧⎨
⎩
⎡
⎣a0
0
⎤
⎦ ,
⎡
⎣∗b
0
⎤
⎦ ,
⎡
⎣ ∗−c
c
⎤
⎦
⎫⎬
⎭ ,
where a, b and c are positive real numbers, while ∗ denotes an arbitrary real number, and hence
it cannot be nonnegative.
(iii) It is worthwhile to conclude the section by providing a general comment about the rela-
tionship between the echelon basis here introduced and the preferred basis treated in [17], for
instance. First of all, an echelon basis of a Metzler matrix A is a basis of the whole vector space
Rn consisting of (generalized) eigenvectors. It yields information on the zero/nonzero patterns of
all the eigenvectors in the basis. It also yields information on the positive entries of eigenvectors
corresponding to the dominant eigenvaluesλmax(Aii) of the diagonal blocks in a Frobenius normal
form. Moreover, it exists for any Metzler matrix.
On the other hand, the existence of a preferred basis, as considered in [17], is always ensured
only for the generalized eigenspace corresponding to λmax(A). It may exist, under suitable con-
ditions, also for the generalized eigenspaces corresponding to the other eigenvalues λmax(Aii),
but in the general case we cannot ensure the existence of a basis of Rn which is obtained as the
union of preferred bases.
Also, a preferred basis consists of positive vectors, but it is not necessarily a Jordan basis (this
problem has been investigated in [22] for M-matrices and dominant eigenvalues). An echelon
basis which is a Jordan basis always exists and Proposition 2 points out which structural and
positivity properties can always be ensured.
5. Block dominant modes of the exponential matrix
In this section we aim to determine the dominant modes for each single block Aij (t) of the
exponential matrix eAt , by this meaning the elementary modes tk
k! e
λt to which the entries of the
block Aij (t) asymptotically align. As we will see, all the entries of the block exhibit the same
dominant mode. As a preliminary step, we introduce the definition of pseudo-exponential growth
rate (given in [11,27] for discrete time matrix sequences).
Definition 2. Given a matrix function M(t), t ∈ R+, (in particular, a vector function) taking
values in Rk×p+ , a real number λ and a nonnegative integer m, we say that M(t) has the pseudo-
exponential growth rate (λ,m) if there exists a strictly positive matrix M∞ ∈ Rk×p+ such that
lim
t→+∞
M(t)
eλt t
m
m!
= M∞.
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When so, we write M(t) ∼ eλt tm
m! .
Also, before proceeding, we need to recall here a known result (see [23] and, for instance,
[27], Corollary 7.5, and references therein) which, within our framework and according to our
notation, easily leads to the following:
Lemma 3. Given a Metzler matrix A in Frobenius normal form (3), the size of the largest Jordan
block relative to the dominant eigenvalue of A, λmax(A), is equal to the maximum number of
classes Ck with λmax(Akk) = λmax(A) that lie in a single chain in R(A).
Proposition 3. Let A ∈ Rn×n be a Metzler matrix in Frobenius normal form (3), and let i and j
be indices in 〈〉 such thatA(Ci ) ∩D(Cj ) /= ∅. Then
(i) the only modes tm
m!e
λt appearing in Aij (t) are those corresponding to eigenvalues λ ∈
σ(Akk), with k ∈A(Ci ) ∩D(Cj ).
Moreover, set
λ∗i,j := max{λmax(Akk) : k ∈A(Ci ) ∩D(Cj )},
and let m¯i,j + 1 be the maximum number of classes Ck with λmax(Akk) = λ∗i,j that lie in a single
chain from Cj to Ci in R(A). Then,
(ii) for each h ∈ Ci and k ∈ Cj we have
[eAt ]h,k ∼ t
m¯i,j
m¯i,j !e
λ∗i,j t ,
namely, t
m¯i,j
m¯i,j !e
λ∗i,j t is the dominant mode in the expression of the (h, k)th entry of eAt .
Proof. (i) Partition the set 〈〉 into the following three disjoint sets:
R := A(Ci ) ∩D(Cj ) = {k1, k2, . . . , kr},
R1 := D(Cj ) \ R,
R3 := 〈〉 \ (R ∪ R1),
with i = k1 < · · · < kr = j . If ri := |Ri |, i = 1, 3, then r1 + r + r3 = . Consider now a per-
mutation matrix P such that in
Â := P TAP =
⎡
⎣Â11 Â12 Â130 Â22 Â23
0 0 Â33
⎤
⎦ (9)
• Â11 is block-triangular, and its diagonal blocks are the r1 matrices Aii with i ∈ R1,
• Â33 is block-triangular, and its diagonal blocks are the r3 matrices Aii with i ∈ R3, and
•
Â22 =
⎡
⎢⎢⎢⎢⎢⎣
Aii Aik2 · · · · · · Aij
0 Ak2k2 · · · · · · Ak2j
0 0
.
.
. · · · ...
0 0 0 Akr−1kr−1 Akr−1j
0 0 0 0 Ajj
⎤
⎥⎥⎥⎥⎥⎦ .
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Correspondingly we get
eAˆt =
⎡
⎢⎣e
Â11t ∗ ∗
0 eÂ22t ∗
0 0 eÂ33t
⎤
⎥⎦ , (10)
and sinceAij (t) = block(i,j)[eAt ] = block(r1+1,r1+r)[eAˆt ] = block(1,r)[eAˆ22t ] it is easy to con-
clude that the only modes tm
m!e
λt appearing in Aij (t) are those corresponding to eigenvalues
λ ∈ σ(Akk), with k ∈A(Ci ) ∩D(Cj ) = {k1, k2, . . . , kr}.
Since the expression ofAij (t) is completely determined by the time evolution of the matrix
eÂ22t , in the sequel of the proof we will uniquely focus on this latter, and simplify our notation
by assuming A = Aˆ22, (i, j) = (1, ) and A(C1) ∩D(C) = 〈〉. Consequently, λ∗i,j will be
replaced by λmax(A) and m¯i,j by m¯, the maximum number of classes Ck with λmax(Akk) =
λmax(A) that lie in a single chain in R(A) minus 1.
(ii) By Lemma 3, none of the elementary modes tm
m!e
λt appearing in the expression of the entries
of eAt can dominate t m¯
m¯!e
λmax(A)t
. So, in particular, for every h ∈ C1 and k ∈ C:
lim
t→∞
[eAt ]h,k
tm¯
m¯!eλmax(A)t
< ∞. (11)
Let Be = {v1, . . . , vn} be an echelon basis for A which is a Jordan basis and satisfies the
additional conditions of Proposition 2. Let vl ∈ Be be the generalized eigenvector of order m¯ + 1
corresponding to λmax(A) of smallest index (i.e. l is minimum among the indices of all vectors
in Be which are generalized eigenvectors of order m¯ + 1 corresponding to λmax(A)). Clearly,
vl = vCg for some class Cg . Moreover v := (A − λmax(A)In)m¯vCg is still inBe and, precisely, it
is an eigenvector of A corresponding to λmax(A) and to some class Cb (so that v = vCb ). Notice
that, by Lemma 5,
eAtvCg = eλmax(A)tvCg + t · eλmax(A)t (A − λmax(A)In)vCg
+ · · · + t
m¯
m¯! · e
λmax(A)t (A − λmax(A)In)m¯vCg
= eλmax(A)tvCg + t · eλmax(A)t (A − λmax(A)In)vCg + · · · +
t m¯
m¯! · e
λmax(A)tvCb .
On the other hand, since the classC1 is accessible from every other class, and hence, in particular,
from Cb, and λmax(Abb) = λmax(A) > λmax(Ahh) for every h < b such that h ∈ D(Cb) (if not,
we would have more than m¯i,j + 1 classes in the chain corresponding to λmax(A), a contradiction),
by Proposition 2, block1[vCb ]  0.
Let k be an arbitrary index in C, and set eAek =: [wT1 · · · wTg · · · wT ]T. Since every
class is accessible from C, eAek  0. By Corollary 3 , the vector
z˜T := [wT1 · · · wTg 0 · · · 0]T
has a positive projection on the generalized eigenvector vCg . Consequently, for every h ∈ C1 and
every k ∈ C, and sufficiently large t , we get
[eAt ]h,k = eTheAtek = eTheA(t−1)[eAek]  eTheA(t−1)z˜
∼ eTh
[
t m¯
m¯!e
λmax(A)tvCb
]
= t
m¯
m¯!e
λmax(A)t
[
block1[vCb ]
]
h
. (12)
So, putting together (11) and (12), we get the result. 
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As an immediate corollary of Proposition 3, we obtain the following result, which extends
to the continuous-time case a result that in the discrete time case was always true for (nonneg-
ative) matrices with primitive diagonal blocks, but could not be true in the general case (unless
introducing a smoothing factor, which compensates for the periodic patterns due to nontrivial
cyclicity indices of the diagonal blocks). The result was nicely described in [27] and we will
paraphrasize here Schneider’s comment: the pseudo-exponential growth of the (i, j)th block of
eAt is determined by the hardest path from Cj to Ci in R(A): a chain that not only reaches the
highest peaks (of dominant eigenvalue λ∗i,j ) but also the maximum number of peaks of that height
(m¯i,j + 1).
Theorem 1. Let A ∈ Rn×n be a Metzler matrix in Frobenius normal form (3). For any pair of
indices i and j in 〈〉, we have:
• ifA(Ci ) ∩D(Cj ) = ∅, thenAij (t) = 0;
• if A(Ci ) ∩D(Cj ) /= ∅, then Aij (t) ∼ eλ
∗
i,j t t
m¯i,j
m¯i,j ! , where λ
∗
i,j and m¯i,j are defined as in
Proposition 3.
6. Asymptotic properties of the exponential matrix and column dominant modes
An interesting decomposition of the exponential matrix eAt , which highlights the dominant
mode of each column and the expression of the associated vector coefficient, can be obtained as
an immediate corollary of Theorem 1.
Proposition 4. Let A be an n × n Metzler matrix in Frobenius normal form (3). Then there exist
(not necessarily distinct) positive eigenvectors of A, v˜j ∈ Rn+, real modes mj(t) = t
m¯j
m¯j !e
λ∗j t , with
λ∗j ∈ R and m¯j ∈ Z+, and strictly positive row vectors cj ∈ R
1×nj
+ , j ∈ 〈〉, such that
A(t) = eAt = [v˜1 v˜2 · · · v˜]
×
⎡
⎢⎢⎢⎣
m1(t)
m2(t)
.
.
.
m(t)
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
c1
c2
.
.
.
c
⎤
⎥⎥⎥⎦+Alc(t), (13)
and for every i ∈ 〈n〉 if we let Cj be the class of vertex i, then
lim
t→+∞
Alc(t)ei
mj (t)
= 0.
Moreover,
λ∗j = max{λmax(Akk) : k ∈ D(Cj )},
and m¯j + 1 is the maximum number of classes Ck with λmax(Akk) = λ∗j that lie in a single chainfrom Cj in R(A).
Remark 5. One may wonder why we initially focused on the dominant modes of each single
blockAij (t) of the exponential matrix, instead of just considering the column dominant modes
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mj(t), as we did in Proposition 4. Of course, if our interest is only in the free evolution of
positive systems, namely in the time evolution of eAtx(0), for x(0)  0 and t ∈ R+, the column
dominant modes provide sufficient information for determining the asymptotic state evolution
from the simple knowledge of ZP(x(0)). This column dominant analysis is satisfactory also when
dealing with the forced evolution. Indeed, as far as we constrain the input to take nonnegative
values, the columns of the exponential matrix are combined by means of nonnegative vector
functions Bu(t)ei , i = 1, 2, . . . , m, and it could be easily shown that the dominant modes of
eA(t−τ)Bu(τ )ei can be deduced from the dominant modes of each column of eAt and of each
entry of Bu(τ )ei , by a sort of “predictable dominant mode property”.
The main motivation for our interest in determining the dominant modes of each block of eAt ,
in fact, comes from the analysis of continuous-time switched systems of the form:
x˙(t) = Aσ(t)x(t) + Bσ(t)u(t),
which commute among say p continuous-time positive systems [24,25], meaning that the switch-
ing sequence σ , defined on R+, takes values in the finite set 〈p〉, and for every i ∈ 〈p〉
x˙(t) = Aix(t) + Biu(t),
represents a positive system. In this setting, the state evolution at any time instant t ∈ R+, start-
ing from a nonnegative initial condition and under the effect of a nonnegative input, involves
products of exponential matrices like eAiτi , τi > 0, and the behavior of such matrix products, say
eAi1 τ1 eAi2 τ2 · · · eAik τk , as each τi tends to infinity depends on the dominant mode of each single
entry of the matrices eAiτi ’s, i = 2, 3, . . . , k.
The following example clarifies that given two Metzler matrices A1 and A2, the simple knowl-
edge of the column dominant modes for each exponential matrix eAit , i = 1, 2, may not allow us
to predict the asymptotic behavior of the columns of the matrix product eA1teA2t .
Example 1. Consider the nonnegative (and hence Metzler) matrices
A1 =
[
1 2
0 3
]
and A2 =
[
3 1
0 2
]
.
It is a matter of simple computation to check that
eA1t =
[
et e3t − et
0 e3t
]
and eA2t =
[
e3t e3t − e2t
0 e2t
]
.
So, the dominant mode of the second column of both eA1t and eA2t is e3t . Correspondingly, we
get
eA1teA2t =
[
e4t e5t + e4t − 2e3t
0 e5t
]
and eA2teA1t =
[
e4t 2e6t − e4t − e5t
0 e5t
]
.
It is clear that the dominant mode in the second column of the matrix eA1teA2t is e5t , while the
dominant mode in the second column of the matrix eA2teA1t is e6t . So, the knowledge of the
column dominant modes for each exponential matrix eAit , i = 1, 2, does not allow us to predict
the dominant mode of the second column of their matrix products.
Proposition 4 clarifies the dominant mode, as well as the asymptotic direction, of each column
of eAt . Clearly, the nonnegative (eigen)vectors to which the columns of eAt asymptotically align
define the region of the positive orthant where the free state evolutions asymptotically lie. This
idea may be better formalized by introducing the concept of asymptotic exponential cone.
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Definition 3. Given an n × n Metzler matrix A, we define its asymptotic exponential cone,
Cone∞(eAt ), as the polyhedral cone generated by the (normalized) vectors v∞j which represent
the asymptotic directions of the columns of eAt , i.e.
v∞j := lim
t→+∞
eAt · ej
‖eAt · ej‖ , j = 1, 2, . . . , n. (14)
The characterization of the vectors v∞j , j = 1, 2, . . . , n, and consequently of Cone∞(eAt ), is
a straightforward corollary of Proposition 4.
Corollary 2. If A is an n × n Metzler matrix in Frobenius normal form (3), then for every j ∈ 〈n〉
v∞j = v˜j‖v˜j ‖ , where v˜j is the nonnegative vector involved in (13). So, Cone∞(eAt ) is generated
by nonnegative eigenvectors (of unitary norm) of A corresponding to the real eigenvalues
μj := max{λmax(Aii) : the class Ci is accessible from the vertex j}.
As a further consequence, Cone∞(eAt ) is A-invariant and therefore eAt -invariant ∀t  0.
Clearly, for every nonnegative initial state x(0)  0, the corresponding free evolution asymp-
totically belongs to Cone∞(eAt ), and, conversely, for every vector v in Cone∞(eAt ) there exists
a nonnegative initial state such that the associated free evolution converges to v.
The asymptotic exponential cone may be seen as the limit set of the polyhedral cone Cone(eAt )
generated by the columns of eAt , as t goes from 0 to +∞. Under this perspective, it is interesting to
remark that, except for the case of a diagonal matrixA (in which case Cone(eAt ) = Cone∞(eAt ) =
Rn+ for every t  0), we have for every 0 < t1 < t2 < +∞:
Rn+ = Cone(eA·0)  Cone(eAt1)  Cone(eAt2)  Cone∞(eAt ).
Notice, also, that while Cone(eAt ) is a (proper) simplicial cone for every t  0, Cone∞(eAt ) is
polyhedral (and hence closed) and pointed, but not necessarily solid.
Clearly, all vectors v ∈ Rn+ which exhibit a nontrivial zero pattern belong to the boundary of
Rn+ and hence to the boundary of Cone(eA·0). The monotonicity of Cone(eAt ), as t goes from
0 to +∞, allows to say that every strictly positive vector, except for those which belong to
Cone∞(eAt ), necessarily lie on the boundary of Cone(eAτ ) for some τ > 0.
Lemma 4. Given an n × n Metzler matrix A and a strictly positive vector v ∈ Rn+, the following
facts are equivalent:
(i) there exists τ > 0 such that v belongs to Cone(eAτ );
(ii) v ∈ Cone∞(eAt ).
Proof. (i) ⇒ (ii) If there exists τ > 0 such that v belongs to Cone(eAτ ), then v = eAτ u, for
some u  0 with ZP(u) =S〈n〉. We want to prove that for every δ > 0 the vector v does not
belong to Cone(eA(τ+δ)) and hence, a fortiori, it does not belong to Cone∞(eAt ). If this were the
case, then
v = eAτ u = eAτ [eAδw]
for some nonnegative w. By the invertibility of eAτ , this would mean u = eAδw. Since ZP(u) =S,
by Lemma 6, it must be ZP(eAτ eS) =S. But then ZP(eAτ u) should beS, too, thus contradicting
the strict positivity assumption on v.
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(ii) ⇒ (i) Conversely, suppose that v  0 and v ∈ Cone∞(eAt ). Notice, then, that v is an
internal point of Cone(eAt )
∣∣
t=0 = Rn+. By the continuity of the exponential matrix and the fact
that Cone(eAt ) is monotonically decreasing with t (in the sense of the inclusion chain mentioned
before), it follows that there exists t¯ > 0 such that v ∈ Cone(eAt¯ ). Define a distance function d(t)
between the vector v and Cone(eAt ) as:
d(t) := inf{‖v − eAtx‖ : x  0}.
Clearly, d(0) = 0 and d(t¯) > 0, moreover d(t) is a continuous function. So, once we define
τ := sup{t  0 : d(t) = 0}, it is easily seen that v ∈ Cone(eAτ ) (as polyhedral cones are closed
sets) and it must lie on the boundary of the cone, namely on some “face”, otherwise it would
contradict the definition of τ . This further proves that τ = max{t  0 : d(t) = 0}. 
When A is irreducible, Cone∞(eAt ) consists of a single half-line (and hence generates a
one-dimensional vector subspace).
Proposition 5. Let A ∈ Rn×n be an irreducible Metzler matrix and let v1 be the strictly positive
eigenvector of unitary modulus of A corresponding to the simple dominant eigenvalue λmax(A).
Then Cone∞(eAt ) = Cone(v1).
Proof. If A is irreducible, the only nonnegative eigenvector of A is v1, and it is easy to see
that (13) holds for v˜j = v1 for every j ∈ 〈n〉. This immediately implies that Cone∞(eAt ) =
Cone(v1). 
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Appendix A. Technical results
The first result is rather standard in linear system theory, and hence we omit the proof.
Lemma 5. Let v(k) be a generalized eigenvector of A ∈ Rn×n of order k corresponding to the
eigenvalueλ and set v(k−i) := (A − λIn)iv(k), for i = 1, 2, . . . , k − 1.Then, at every time instant
t ∈ R, we have
eAtv(k) = eλtv(k) + t · eλtv(k−1) + · · · + t
k−1
(k − 1)! · e
λtv(1).
Proposition 6. Let A ∈ Rn×n be an irreducible Metzler matrix and let B = {v1, . . . , vn} be a
basis of Rn consisting of eigenvectors and generalized eigenvectors of A, with v1 a strictly positive
eigenvector of A corresponding to λmax(A). Then every v ∈ Rn+, v > 0, can be expressed as
v = c1v1 + · · · + cnvn, for suitable complex coefficients ci, with c1 > 0.
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Proof. Suppose that v = c1v1 + · · · + cnvn is a positive vector and let w  0 be a left eigen-
vector of A corresponding to λmax(A). Since all vectors vi , i  2, correspond to eigenvalues
distinct from λmax(A), then wTvi = 0 for every i  2. Consequently, conditions wTv1 > 0 and
0 < wTv = c1 · wTv1, together, ensure that c1 > 0. 
Corollary 3. Let A be an n × n Metzler matrix in Frobenius normal form (3) and let Be =
{v1, v2, . . . , vn} be an echelon basis for A satisfying the assumptions of Proposition 2. If z˜ =∑n
i=1 civi , ci ∈ C, is a positive vector with ZP(z˜) ⊆ ∪ki=1Ci and ZP(z˜) ∩ Ck /= ∅, then the
(possibly generalized) eigenvector of A corresponding to λmax(Akk) and to the class Ck, i.e.
vCk := vn1+···+nk−1+1, is weighted with a positive coefficient in the expression of z˜.
Proof. Assume that z˜ is block partitioned as follows:
z˜T = [zT1 zT2 · · · zTk 0 · · · 0].
It is clearly seen that ci = 0 for all i > n1 + n2 + · · · + nk , since all (linearly independent) vectors
vi for i > n1 + n2 + · · · + nk have nonzero components corresponding to the classes Cj , j > k.
Moreover, it is worth to observe that, due to the structure of the echelon basis,
zk = blockk[z˜] =
∑
i∈Ck
ci · blockk[vi].
Recall now that all subvectors blockk[vi], i ∈ Ck , are the (possibly generalized) eigenvectors of
Akk . As a consequence, since zk > 0, from Proposition 6 we can conclude that cn1+···+nk−1+1 > 0
and hence the vector vCk is weighted by a positive coefficient. 
Lemma 6. Let A be an n × n Metzler matrix in Frobenius normal form (3). If v is a positive
vector andS ⊆ 〈n〉, then
ZP(eAt¯v) =S, ∃t¯ > 0 ⇒
{
ZP(eAteS) =S,∀t > 0
ZP(v) ⊆ S. (15)
Proof. By Lemma 1, part (ii), if ZP(eAt¯v) =S, ∃t¯ > 0, then ZP(eAtv) =S,∀t > 0. So, from
Corollary 1, it immediately follows thatS = ZP(eAtv) ⊇ ZP(v). To prove that ZP(eAteS) =S
for every t > 0, set, as in Corollary 1,
J := {j ∈ 〈〉 : Cj ∩ ZP(v) /= ∅} and I := ∪j∈JD(Cj ).
We know that ZP(eAtv) =S = ∪i∈ICi . On the other hand, we can analogously define
J ′ := {j ∈ 〈〉 : Cj ∩ ZP(eS) /= ∅} and I ′ := ∪j∈J ′D(Cj ),
so that ZP(eAteS) = ∪i∈I ′Ci . We want to prove that I ′ = I . This follows immediately from the
fact that
J ′ = {j ∈ 〈〉 : Cj ∩
(∪i∈ICi) /= ∅} = I,
and hence I ′ = ∪j∈ID(Cj ) = I . 
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