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Resumen
En los u´ltimos an˜os, el trabajo en el a´rea de
negociacio´n automa´tica de agentes inteligentes
a ganado mucha atencio´n dentro de la comuni-
dad de sistemas multiagentes (MAS), Un esce-
nario t´ıpico para la negociacio´n se da cuando
los agentes no pueden alcanzar sus objetivos
por s´ı mismos, y tienen que intercambiar recur-
sos (objetos, conocimientos, etc) para llegar a
cumplirlos. Diversas te´cnicas para modelar ta-
les escenarios se han propuesto en la comuni-
dad, incluyendo el uso del arquitecturas BDI,
la lo´gica de la argumentacio´n, y la programa-
cio´n lo´gica.
La l´ınea de trabajo propuesta, presenta un
enfoque novedoso de negociacio´n automatizada
basada en operadores revisio´n de creencias. A
medida que avanza la negociacio´n, los agentes
generan propuestas que ellos creen que son so-
luciones al problema. Durante este proceso las
creencias de los agentes se actualizan a medida
que el dia´logo ocurre entre los agentes.
El enfoque propuesto establece un escenario
cooperativo, una arquitectura de agente
intencional y un modelo computacional del
motor de decisio´n de cada agente, encargado
de evaluar la propuesta recibida y de generar
la respuesta a presentar. Se ha desarrollado
un algoritmo de alto nivel de este modelo y se
lo ha implementado utilizando programacio´n
lo´gica.
Palabras clave: Sistemas Multiagentes,
Agentes BDI, Negociacio´n, Argumentacio´n.
Contexto
Esta l´ınea de I+D se esta´ llevando a cabo a
trave´s de dos proyectos provenientes de las uni-
versidades vinculadas (PID-UNR y PGI-UNS).
Adema´s, esta´ vinculado a uno de los Proyectos
de Investigacio´n Plurianuales del CONICET
(PIP-CONICET) y a un proyecto de la Comu-
nidad Europea (COST). Tambie´n, hay un Pro-
yecto de Investigacio´n Cient´ıfica y Tecnolo´gica
de La Agencia Nacional de Promocio´n Cient´ıfi-
ca y Tecnolo´gica (PICT-ANPCyT) que se en-
cuentra en evaluacio´n. Los siguientes son los
proyectos vinculados a la tema´tica de la l´ınea
de investigacio´n:
PID-UNR. Tema: “Sistemas multiagentes
y sus aplicaciones en la educacio´n”, dirigi-
do por Dra. Ana Casali. Co´digo: ING308.
(2010-2013).
PIP-CONICET. Tema: “Sistemas de Apo-
yo a la Decision basados en Argumenta-
cion: formalizacion y aplicaciones”, dirigi-
do por Dr. Carlos Chezn˜evar. Co´digo: 112-
200801-02798. (2009-2011).
COST Action IC0801 en “Agreement Te-
chnologies”. Coordinada por la European
Science Foundation, Representante argen-
tino: Dr. Carlos Chezn˜evar. (EU RTD Fra-
mework Programme, 2008-2012).
PGI-UNS. Tema: “Formalismos Argu-
mentativos aplicados a Sistemas Inteligen-
tes para Toma de Decisiones”. Dirigido
por Dr. Alejandro J. Garc´ıa y Dr. Marcelo
A. Falappa. Co´digo 24/ZN18 (2009-2011)
PICT-ANPCyT Tema:“Modularidad de
Estructuras Sema´nticas: Teor´ıa y Aplica-
ciones”. Coordinado por Dr. Mauro Jas-
kelioff, Inv. Responsable: Dra. Ana Casali.
Co´digo: 2009-0015. (en evaluacio´n).
Introduccio´n
Actualmente, la mayor´ıa de las transacciones
e interacciones esta´n mediadas por computado-
ras, tanto en el mundo de los negocios como en
el mundo del entretenimiento. Desde el correo
electro´nico hasta las redes sociales, la manera
en que la gente trabaja y disfruta su tiempo
libre, ha cambiado vertiginosamente en menos
de una generacio´n. Es por esto, que en la co-
munidad a crecido el intere´s de dotar a agentes
inteligentes con la capacidad de negociar [6].
El intere´s de proveer a los sistemas multi-
agentes (MAS) con la habilidad de negociar
ha crecido en la u´ltima de´cada. Por un la-
do, porque en MAS la nocio´n de autonomı´a
juega un rol importante y la negociacio´n es
una buena plataforma para que los agentes de-
cidan que objetivo adoptar en situaciones de
conflicto. Por otra parte, ha aumentado el in-
tere´s en negociacio´n automa´tica en entornos
multiagentes dado la variedad de aplicacio-
nes (e.g. transacciones automa´ticas en subas-
tas electro´nicas, planificacio´n cooperativa) las
cuales van en l´ınea con el concepto de agree-
ment computing en sistemas abiertos de soft-
ware [10]. La investigacio´n en negociacio´n au-
toma´tica trata con tres grandes to´picos: (a)
Protocolos de Negociacio´n, el conjunto de re-
glas que gobiernan la interaccio´n; (b) Objetos
de Negociacio´n: los items sobre los cuales de-
ben alcanzarse los acuerdos y (c) Modelos de
Toma de Decisio´n de los Agentes, el aparato
que utilizan los agentes participantes para de-
cidir sus acciones en pro de alcanzar sus objeti-
vos y en l´ınea con el protocolo de negociacio´n.
En el trabajo de Parsons et al. [7] se ha pre-
sentado el siguiente ejemplo, conocido como
el problema del martillo-clavo-espejo (H-N-M
problem), que ha planteado distintos desaf´ıos
en la investigacio´n referida a la negociacio´n, el
ejemplo relata lo siguiente:
Dos agentes que realizan tareas de manteni-
miento para el hogar tienen objetivos que cum-
plir: Por un lado, el Agente 1 tiene como obje-
tivo colgar un cuadro. Para esto posee un mar-
tillo, un tornillo y un destornillador. Adema´s
posee el conocimiento de co´mo colgar un cua-
dro utilizando un martillo y un clavo, y de
co´mo colgar un espejo utilizando un tornillo y
un destornillador. Por el otro lado, el Agente 2
tiene como objetivo colgar un espejo. Para esto
cuenta so´lo con un clavo y con el conocimie´nto
de co´mo colgar un espejo utilizando un clavo y
un martillo.
Se observa que ninguno de los agentes puede
cumplir sus objetivos por sus propios medios,
en consecuencia tendra´n que negociar de ma-
nera de poder cumplir sus objetivos. Motiva-
dos por este ejemplo, se trabaja en un esque-
ma de negociacio´n para agentes cooperativos
donde se necesita el intercambio de recursos,
para que cada agente logre su objetivo. Este
trabajo presenta un enfoque novedoso a la ne-
gociacio´n automatizada basada en operadores
revisio´n de creencias. Las creencias de los agen-
tes se actualizan a medida que avanza la nego-
ciacio´n, dando lugar a diferentes movimientos
capturados en el dia´logo entre agentes.
Una primera propuesta de la formalizacio´n
de este esquema de negociacio´n cooperativa en-
tre dos agentes, ha sido presentada reciente-
mente en [8]. La formalizacio´n del modelo de
negociacio´n propuesto, incluyendo las nociones
de acuerdos basados en las soluciones para ca-
da agente y las creencias de cuales son solucio´n
del otro agente, han sido formalizados en en
Coq 1. Se ha implementado este esquema de ne-
gociacio´n uno-a-uno basado en operadores de
revisio´n de creencias, en programacio´n lo´gica.
Como caso de estudio, se ha resuelto el pro-
blema del martillo-clavo-espejo en el contexto
de nuestra propuesta. A continuacio´n se mues-
tra el dia´logo entre los dos agentes del ejemplo









Porque: [martillo, clavo & martillo => amurarEspejo]
Para: [amurarEspejo]
A cambio de: [tornillo, destornillador,




A cambio de: [tornillo, destornillador,
tornillo & destornillador => amurarCuadro]
Como trabajo futuro se analiza el uso de
arquitectura de agentes intencionales ma´s ex-
presivas en este esquema de negociacio´n, co-
mo el modelo de agente BDI (Belief-Desire-
Intention) graduado (g-BDI) desarrollado por
Casali et al. [5], para incorporar en el motor de
decisio´n de cada agente, razonamientos que in-
volucren estados mentales graduados. Asimis-
mo, se quiere integrar nociones de argumen-
tacio´n al marco de negociacio´n propuesto. Los
esquema basados en argumentacio´n han tenido
1http://coq.inria.fr/
muy buenos resultados en el campo de la ne-
gociacio´n (e.g. [7]) y se considera que son una
buena alternativa para incorporar en el proce-
so de decisio´n que cada agente utiliza, para la
seleccio´n de la propuesta candidata a ofrecer.
Este camino trae como consecuencia extender
la arquitectura de agentes intencionales y gra-
duados, incorporando tambie´n argumentacio´n.
L´ıneas de investigacio´n y
desarrollo
Para alcanzar los objetivos planteados, se
trabaja en distintas l´ıneas de investigacio´n las
cuales se interrelacionan.
En estos u´ltimos an˜os, el Grupo de Siste-
mas de Informacio´n Inteligentes (UNR) ha tra-
bajado en el disen˜o de distintas arquitecturas
agentes para trabajar en entornos dina´micos
e inciertos. Estas arquitecturas establecen un
punto intermedio entre las especificaciones y
las implementaciones. Entre ellas, se han des-
tacado las que se basan en los sistemas inten-
cionales, las cuales utilizan actitudes mentales
como las creencias (belief), deseos (desire) e
intenciones (intentions). Una de las propues-
tas sobre la que ma´s se ha trabajado es el mo-
delo BDI. El planteo de estas arquitecturas se
ha realizado fundamentalmente sobre actitu-
des mentales bivaluadas. Si se quiere mejorar
la performance de agentes que este´n situados
en dominios reales, se debe considerar que mu-
chas veces estara´n involucrados informacio´n in-
cierta e incompleta, provenientes de distintas
fuentes. Por lo tanto, se ha visto la necesidad
de extender el modelo de agente BDI, propo-
niendo arquitecturas ma´s ricas, que integren
distintos formalismos lo´gicos con otras estra-
tegias de control, de modo de obtener mayor
poder expresivo e inferencial. En esta l´ınea de
investigacio´n, en colaboracio´n con investigado-
res del Instituo de Investigacio´n en Inteligencia
Artificial (IIIA-CSIC, Espan˜a), se han defini-
do arquitecturas BDI graduadas [4, 3]. Se ha
utilizado este modelo de agente para disen˜ar e
implementar agentes recomendadores en el do-
minio tur´ıstico [3] y se ha realizado un disen˜o
en el dominio de la educacio´n [2]. No obstan-
te, en este escenario pueden surgir conflictos
entre los agentes, asociados a creencias o me-
tas contrapuestas en sus bases de conocimien-
to. Desde fines de los an˜os 90, la argumenta-
cio´n ha demostrado constituir un acercamien-
to apropiado para abordar tales situaciones,
permitiendo que un conjunto de agentes esta-
blezca la aceptabilidad conjunta de una con-
clusio´n, razonando colaborativamente a trave´s
de un ana´lisis exhaustivo de los argumentos y
contra-argumentos involucrados en la toma de
una decisio´n.
El Departamento de Cs. e Ing. de la Compu-
tacio´n de la UNS tiene una larga trayectoria
en el a´mbito de la Inteligencia Artificial. Par-
ticularmente, en el LIDIA (Laboratorio en In-
vestigacio´n y Desarrollo en Inteligencia Arti-
ficial) se han desarrollado numerosos proyec-
tos nacionales e internacionales vinculados a la
argumentacio´n y sus aplicaciones tecnolo´gicas
(tales como sistemas recomendadores, sistemas
multiagentes, respuesta inteligente a consultas,
etc.). La argumentacio´n ha emergido como una
disciplina especialmente relevante dentro de la
Inteligencia Artificial, particularmente por sus
aplicaciones en los sistemas multiagentes. Por
un lado, un agente puede recurrir a un dia-
logo argumentativo interno a partir de su ba-
se de creencias para contrastar argumentos a
favor y en contra de la aceptacio´n de una de-
terminada pieza de informacio´n. Por otro lado,
la argumentacio´n puede extenderse al contexto
multiagente, estableciendo dia´logos entre agen-
tes que quieren alcanzar diferentes metas y se
ven obligados a interactuar para llevarlas a ca-
bo (ej. a trave´s de una negociacio´n). En este
sentido, la argumentacio´n ha encontrado una
aplicacio´n importante en el modelo BDI, dado
que permite incorporar un modelo diale´ctico de
razonamiento dentro de la arquitectura de los
agentes [9]. La argumentacio´n tambie´n ha ser-
vido para modelar coaliciones de agentes que
quieren alcanzar un determinado objetivo [1].
En el marco de este trabajo de investigacio´n
conjunta, se plantea desarrollar distintos es-
quemas de negociacio´n entre agentes intencio-
nales que se basen en la revisio´n de creencias y
en la argumentacio´n. Resultados preliminares
pueden verse en [8]. Asimismo, para lograr ma-
yor flexibilidad en el proceso de decisio´n de los
agentes que se encuentran en negociacio´n, se
plantea el desarrollo de un modelo para agentes
de software en el contexto de una arquitectura
BDI graduada basada en argumentacio´n. Para
alcanzar este objetivo se integrara´n la progra-
macio´n en lo´gica rebatible y sus extensiones,
con los sistemas multicontexto utilizados pa-
ra caracterizar una arquitectura BDI gradua-
da, posibilitando el desarrollo de aplicaciones
computacionales sustentadas en el modelo pro-
puesto.
Resultados y Objetivos
Entre los resultados de esta l´ınea de investi-
gacio´n se espera:
Disen˜ar un framework para la negociacio´n
de agentes cooperativos que tienen que in-
tercambiar recursos para alcanzar sus ob-
jetivos.
Aplicar revisio´n de creencias para guiar el
proceso de generacio´n de propuestas en la
negociacio´n de agentes.
Estudiar distintas funciones de seleccio´n
de propuestas, analizar uso de argumen-
tacio´n.
Analizar la utilidad de arquitectura de
agentes intencionales (eg. BDI, g-BDI) en
el proceso de negociacio´n.
Implementar el framework en programa-
cio´n lo´gica y experimentar distintas alter-
nativas.
Caracterizacio´n y disen˜o de un modelo de
agente BDI graduado y argumentativo.
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