In this article, we define an invariant for Lagrangian submanifold and prove that if the Lagrangian submanifold contained in the ball of radius r, then the invariant is less than 4πr 2 . This modifies Gromov's Lagrangian embedding theorem.
Introduction and results
Let (M, ω) be a symplectic manifold. Let J be the almost complex structure tamed by ω, i.e., ω(v, Jv) > 0 for v ∈ T M. Let J the space of all tame almost complex structures. This can be considered as an Lagrangian version of Gromov's symplectic squeezing.
Corollary 1.1 (Gromov [10] )Let (V ′ , ω ′ ) be an exact symplectic manifold with restricted contact boundary and ω ′ = dα ′ . Let V ′ × C be a symplectic manifold with symplectic form ω ′ ⊕ σ = dα = d(α ′ ⊕ α 0 , here (C, σ) standard symplectic plane. If W is a close exact Lagrangian submanifold, then l(V ′ × C, W, ω) == ∞, i.e., there does not exist any close exact Lagrangian submanifold in V ′ × C.
Sketch of proofs:We will work in the framework proposed by Gromov in [10] . In Section 2, we study the linear Cauchy-Riemann operator and sketch some basic properties. In section 3, we study the space D(V, W ) of disks in manifold V with boundary in Lagrangian submanifold W . In Section 3, we construct a Fredholm section of tangent bundle of D(V, W ). In Section 4, we construct an anti-holomorphic section and prove that it is not proper. In section 5, we use Gromov's nonlinear Fredholm alternative to prove Theorem 1.1.
Linear Fredholm theory
For 100 < k < ∞ consider the Hilbert space V k consisting of all maps
where the coordinates on D are (s, t) = s+it, D = {z||z| ≤ 1}. The following result is well known, see [22] . Let (C n , σ = −Im(·, ·)) be the standard symplectic space. We consider a real n−dimensional plane R n ⊂ C n . It is called Lagrangian if the skewscalar product of any two vectors of R n equals zero. For example, the plane p = 0 and q = 0 are Lagrangian subspaces. The manifold of all (nonoriented) Lagrangian subspaces of R 2n is called the Lagrangian-Grassmanian Λ(n). One can prove that the fundamental group of Λ(n) is free cyclic, i.e. π 1 (Λ(n)) = Z. Next assume (Γ(z)) z∈∂D is a smooth map associating to a point z ∈ ∂D a Lagrangian subspace Γ(z) of C n , i.e. (Γ(z)) z∈∂D defines a smooth curve α in the Lagrangian-Grassmanian manifold Λ(n). Since π 1 (Λ(n)) = Z, one have [α] = ke, we call integer k the Maslov index of curve α and denote it by m(Γ), see( [2] ). Now let z : S 1 → R n ⊂ C n be a smooth curve. Then it defines a constant loop α in Lagrangian-Grassmanian manifold Λ(n). This loop defines the Maslov index m(α) of the map z which is easily seen to be zero. Now Let (V, ω) be a symplectic manifold and W ⊂ V a closed Lagrangian submanifold. Let u : D 2 → V be a smooth map homotopic to constant map with boundary ∂D ⊂ W . Then u * T V is a symplectic vector bundle and (u| ∂D ) * T W be a Lagrangian subbundle in u * T V . Since u is contractible, we can take a trivialization of u * T V as
Proof. Since u is contractible in V relative to W , we have a homotopy Φ s of trivializations such that
So, the homotopy induces a homotopyh in Lagrangian-Grassmanian manifold. Note that m(h(0, ·)) = 0. By the homotopy invariance of Maslov index, we know that m(u| ∂D ) = 0.
Consider the partial differential equation
For 100 < k < ∞ consider the Banach spaceV k consisting of all maps
where D as in (2.1).
Proposition 2.2∂ :V p → L p is a real linear Fredholm operator of index n.
Nonlinear Fredholm Theory
Let (M, ω) be a closed symplectic manifold with almost complex structure J M tamed by ω, i.e., ω(·, J M ·) determines a Riemannian metric g M . Let (R 2 , ω 0 ) be the standard symplectic vector space with the adapted metric g 0 and
.e f or x ∈ ∂D and u(1) = p} for k ≥ 100.
Lemma 3.1 Let W be a closed Lagrangian submanifold in V . Then,
.e f or x ∈ ∂D and u(1) = p} is a pseudo-Hilbert manifold with the tangent bundle
is in general complete, however it is enough for our purpose.
Proof: See [3, 13] . Now we consider a section from
follows as in [3, 10] , i.e., let∂ : Proof. According to the definition of the Fredholm section, we need to prove that u ∈ D k (V, W, p), the linearization D∂(u) of∂ at u is a linear Fredholm operator. Note that
where
here A(u) is 2n × 2n matrix induced by the torsion of almost complex structure, see [3, 10] for the computation.
Observe that the linearization D∂(u) of∂ at u is equivalent to the following Lagrangian boundary value problem
One can check that (3.5) defines a linear Fredholm operator. In fact, by proposition 2.2 and Lemma 2.1, since the operator A(u) is a compact, we know that the operator∂ is a nonlinear Fredholm operator of the index zero.
Definition 3.1 Let X be a Banach manifold and P : Y → X the Banach vector bundle. A Fredholm section F : X → Y is proper if F −1 (0) is a compact set and is called generic if F intersects the zero section transversally, see [3, 10] . Definition 3.2 deg(F, y) = ♯{F −1 (0)}mod2 is called the Fredholm degree of a Fredholm section (see [3, 10] ).
Theorem 3.2 Assum that the Fredholm section
Proof: We assume that u : D → V be a J−holomorphic disk with boundary u(∂D) ⊂ W and by the assumption that u is homotopic to the constant map u 0 (D) = p. Since almost complex structure J tamed by the symplectic form ω, by stokes formula, we conclude u : D → V is a constant map. Because u(1) = p, We know that F −1 (0) = p. Next we show that the linearizatioon DF (p) of F at p is an isomorphism from T p D(V, W, p) to E. This is equivalent to solve the equations ∂v ∂s
here J = J(p) = i and A a constant matrix. By Lemma 2.1, we know that DF (p) is an isomorphism. Therefore deg(F, 0) = 1.
Non-properness of a Fredholm section
In this section we shall construct a non-proper Fredholm section F 1 : D → E by perturbing the Cauchy-Riemann section as in [3, 10] .
Anti-holomorphic section
, for convenience we assume n = 1, and W as in section3 and
Now let c ∈ C be a non-zero vector. We consider the equations
here v homotopic to constant map {p} relative to W . Note that W ⊂ V × B r 0 (0) for 4πr 2 0 < s(M, ω).
Lemma 4.1 Let v be the solutions of (4.1), then one has the following estimates
Note that the metric g is adapted to the symplectic form ω and J, i.e.,
By the simple algebraic computation, we have
By the equations (4.1), one get∂
We have
here h(z) is a holomorphic function on D. Note that f (z) is smooth up to the boundary ∂D, then, by Cauchy integral formula
So, we have
Therefore,
This finishes the proof of Lemma.
Proposition 4.1 For |c| ≥ 3r 0 , then the equations (4.1) has no solutions.
Proof. By (4.11), we have
It follows that c = 3r 0 can not be obtained by any solutions.
Modification of section c
Note that the section c is not a section of the Hilbert bundle in section 3 since c is not tangent to the Lagrangian submanifold W , we must modify it as follows: Let c as in section 4.1, we define
Then by using the cut off function ϕ h (z) and its convolution with section c χ,δ , we obtain a smooth section c δ satisfying
for h small enough, for the convolution theory see [12] . Now let c ∈ C be a non-zero vector and c δ the induced anti-holomorphic section. We consider the equations
Then by repeating the same argument as section 4.1., we obtain Lemma 4.2 Let v be the solutions of (4.16) and δ small enough, then one has the following estimates 
Modification of J ⊕ i
Now let V = M × R 2n and J 1 = J M ⊕ i on V and J 2 =J any almost complex structure on M × R 2n . Now we consider the product D 2 × V and almost complex structures on it.
Then by using the cut off function ϕ h (z) and its convolution with section J χ,δ , we obtain a smooth section J δ satisfying
for h small enough, for the convolution theory see [12] . Then as in section 4.2, one can also reformulation of the equations (4.16) and get similar estimates of Cauchy-Riemann equations, we leave it as exercises to reader.
Proof. See [3, 10] .
J−holomorphic section
In this section we show that the boundaries of the Cauchy-Riemann solutions of (4.16) remain in a finite part of the Lagrangian submanifold W by using the monotone inequality.
J-holomorphic section
Recall that W ⊂ Σ ⊂ V =⊂ M × R 2n as in section 3. The Riemann metric g on M × R 2n induces a metric g|W . We assume that n = 1 for convenience.
Now let c ∈ C be a non-zero vector and c δ the induced anti-holomorphic section. We consider the nonlinear inhomogeneous equations (4.16) and transform it intoJ−holomorphic map by considering its graph as in [3, 10] .
Denote by Y Proof. By choose a J such that s(M, ω, J) > 4πr 2 , we know that J−holomorphic sphere is removed. But the results in section 4 shows the solutions of equations (4.16) must denegerate to a cusp curves, i.e., we obtain a Sacks-UhlenbeckGromov's bubble, i.e., disk with boundary in W with its area less that 4πr 2 0 . For more detail, see the proof of Theorem 2.3.B in [10] .
Proof of Theorem 1.1. By Theorem 6.1, it is obvious.
Note 6.1 This work follows from [14] . One can use the work of this paper to reprove or generalizes the results in [14, 15] 
