Although multi-view clustering is capable to use more information than single view clustering, existing multi-view clustering methods still have issues to be addressed, such as initialization sensitivity, the specification of the number of clusters, and the influence of outliers. In this paper, we propose a robust multi-view clustering method to address these issues. Specifically, we first propose a multi-view based sum-of-square error estimation to make the initialization easy and simple as well as use a sum-of-norm regularization to automatically learn the number of clusters according to data distribution. We further employ robust estimators constructed by the half-quadratic theory to avoid the influence of outliers for conducting robust estimations of both sum-of-square error and the number of clusters. Experimental results on both synthetic and real datasets demonstrate that our method outperforms the state-of-the-art methods.
Introduction
Compared to single-view clustering, multi-view clustering is capable to generate more robust clustering models as every view of multi-view data has particular information different from other views so that multi-view data provide more useful information for clustering [Chi and Lange, 2015; Nie et al., 2017; Zhu et al., 2014a] . Recently, reasonably taking full use of the information (e.g., common information and particular information) among different views has been demonstrated to be a key strategy for multi-view clustering beyond single view clustering [Kriegel et al., 2009; Rodriguez and Laio, 2014] .
By considering the way of using the information in multiple views, existing multi-view clustering methods can be categorized into three categories, such as concatenation approach, distributed approach, and centralized approach. Concatenation approach firstly concatenates the feature vectors of every view to form a set of long vectors and then conducts single view clustering on the resulting long-vector representations. Existing concatenation approach is easy to perform, but difficultly yields satisfied clustering performance. For example, high-dimensional representation of long vectors in concatenation approach easily leads to the issue of curse of dimensionality Zhu et al., 2016] . Distributed approach firstly generates clustering results from every view independently, and then proposes strategies to combine these results. Similar to the concatenation approach, distributed approach does not take full use of information of multi-view data yet and thus is unavailable to yield reasonable clustering performance [Sun, 2013] . Centralized approach takes advantage of distinguishing information or common information among multi-view data to more easily achieve better performance, compared to the former two approaches [Yin et al., 2015] . However, centralized approach has well-known drawbacks such as initialization sensitivity [Shah and Koltun, 2017; Zhu et al., 2018] .
Increasingly complex datasets and real-world requirements are creating new demands for multi-view clustering [Xu et al., 2016; Jiang et al., 2015] . Real-world data are often corrupted by outliers [Zhu et al., 2017b; Zhang et al., 2006] , but most existing multi-view clustering methods were designed to equivalently regard every sample without addressing the issue of the influence of outliers. Another challenging task of multi-view clustering is the specification of the number of clusters, which is required as an input. Usually, predefined input needs prior knowledge. Otherwise, the obtained solution is prone to error, especially for conducting multi-view clustering on the datasets with complex distribution or structure [Frey and Dueck, 2007; Fang and Wang, 2012] .
In this paper, we propose a novel Robust Multi-View Clustering (RMVC) method to conduct simple initialization sensitivity, taking sample importance into account to avoid the influence of outliers, and automatically specifying the number of the clusters. To do this, firstly, a sum-of-square error estimation is used to minimize the difference between original samples and their corresponding new representations, aim for resulting in easy initialization, i.e., initializing every new representation as its corresponding original feature to yield fast convergence. Moreover, we extend such a framework from single view data to multi-view data to further improve the clustering robustness by making the full use of the information in multi-view data. Meanwhile, we select robust estimators (based on the half-quadratic theory [Nikolova and Chan, 2007; ) to push a constraint on every sample of every view so that the outliers are removed out the model construction, unimportant samples are assigned small weights, and the important samples are assigned large weights. Secondly, a sum-of-norm regularization is used to control the tradeoff between the model fit (i.e., the sum-of-square error estimation) and the number of clusters, so that the number of clusters can be automatically learnt according to the data distribution, and not need to be specified in advance.
Compared to previous multi-view clustering methods, our proposed RMVC method has the following advantages.
• Its initialization is easy as well as fixed, i.e., initializing every sample with its original feature to achieve very simple and efficient initialization. It is noteworthy that existing multi-view clustering methods (e.g., Nie et al., 2017; Jiang et al., 2015; Cao et al., 2015] ) are very sensitive to the initialization, and the initialization is complex such as a small set of random centroid is firstly initialized and then iteratively refined [Chi and Lange, 2015; Zhu et al., 2014b] . Furthermore, different initializations lead to different clustering results. As a result, heuristic initialization methods should be used. Otherwise, clustering results may lead to a local minima and or even drastically suboptimal results.
• It does not require the input of the number of clusters, i.e., automatically learning the number of clusters according to data distribution by a sum-of-norm regularization. By contrast, most of existing multi-view methods need to specify the number of clusters, which is time consuming as well as needs prior knowledge. Although some methods (e.g., affinity propagation [Frey and Dueck, 2007; Zhu et al., 2017a] ) do not need to assign the number of clusters by users, these methods need to face the initialization issue [Shah and Koltun, 2017; Hocking et al., 2011] .
• It is capable of simultaneously separating outliers from important samples and learning the number of clusters. Most of existing multi-view methods ignored these two constraints and only a few of previous clustering methods considered one of them. Moreover, our method is a general methodology that can be applied to other clustering problems such as single view clustering and semisupervised clustering.
Approach
We summarize all notations used in this paper in table 1.
Robust Clustering
K-means clustering partitions all the samples into K clusters so that every sample belongs to a specific cluster whose centroid is closest to this sample. Specifically, the objective function of k-means clustering [Ding et al., 2005] can be formulated as:
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the trace of X X −1 the inverse of X where G ∈ R n×k is a binary matrix to indicate the samples belonging to a specific cluster out of K clusters, and F ∈ R k×d is the centroid matrix, and · F is a Frobenius norm. Firstly, k-means clustering is sensitive to initialization since it is a non-convex optimization problem, whose optimization easily leads to a local minima or even sometimes drastically suboptimal. Moreover, heuristic initialization methods should be used for k-means clustering since different initializations may lead to considerably different clustering results [Hocking et al., 2011] . Secondly, k-means clustering needs to set the number of clusters by users. It is usually time consuming for selecting an appropriate value for the number of clusters and there is a demand of prior knowledge. Thirdly, most existing clustering methods ignore the influence of outliers so that constructed clustering models deviate to the real ones.
Intuitively, closed samples in some similarity/distance measures should be assigned to the same cluster, and vice versa. As a result, a centroid can be obtained for each cluster. In real applications, we have no idea on the number of clusters, so we denote u i,· (the i-th row of U ∈ R n×d , i = 1, ..., n) as the new representation of the sample x i,· as well as the centroid containing the sample x i,· . We expect to firstly initialize u i,· as x i,· , and then recursively join the closed samples together to form a cluster/group until all the samples are jointed their closest clusters. This results in a sum-of-square error as follows:
where · 2 is an 2 -norm. The minimization optimization of Eq. (2) easily results in trivial solutions, i.e., x i,· = u i,· (i = 1, ..., n). To address this issue, an appropriate constraint (e.g., an p -norm regularization) can be added to have the following formulation:
where · p is an p -norm regularization, (p, q) ∈ ε indicate that the p-th sample x p,· is one of the nearest neighbors of the q-th sample x q,· , i.e., their distance is less then ε, and λ is a tuning parameter balancing two terms of Eq. (3).
In Eq. (3), the first term (i.e., the sum-of-square error estimation) learns the new representation U of X so that recursively updating U which is gradually close to X as well as satisfies the constraint in the second term, i.e., the sumof-norm regularization. The second term requires that U preserves the similarity of X and the new representations of samples from the same cluster are very approximate. Specifically, the similarity of X is preserved by an adjacency matrix W = [w p,q ] p,q=1,...,n ∈ R n×n , which can be constructed by the k Nearest Neighbor (kNN) method, or the mutual kNN method [Brito et al., 1997] , or the sparse representation method [Elhamifar and Vidal, 2013] . On the other hand, if the p-th sample and the q-th sample come the same clustering, i.e., w p,q ≤ ε, then their centroid should be same, i.e., u p,· = u q,· . By inducing the p -norm regularization and tuning the parameter λ, some same-cluster-pairs (i.e., the pair i ↔ j if u i,· = u j,· , i, j = 1, ...n) are generated. Moreover, the larger the value of λ, the more the number of samecluster-pairs is. After the optimization process, all the samples are gathered into clusters, and thus the number of the cluster is decided.
Eq. (3) solves the issue of initialization sensitivity, but does not solve the issue of the specification of the number of clusters well as the p -norm regularization has still limitations on robustly dealing with the outlier edges of W, high-order outliers for short. That is, the outlier edges will still appear instead of diminishing during the process of optimizing U. Moreover, Eq. (3) does not touch the issue of outlier samples (low-order outliers for short) in its first term. In this paper, we have two considerations. Firstly, the outlier edges in W will be suppressed via assigning a small or even zero weight on the difference estimation of u p,· − u q,· . Secondly, the outliers in X will also be assigned small weights. To do this, we employ robust estimators constructed by the half-quadratic theory to have:
(4) where ρ 1 (·) and ρ 2 (·) are robust estimators constructed by the half-quadratic theory [Nikolova and Ng, 2005; Charbonnier et al., 1997; Black and Rangarajan, 1996] . Robust estimators were designed to produce robust estimation that are not unduly affected by outliers and output good performance when there are small departures from parametric distributions [Nikolova and Ng, 2005] . The popular robust estimators include 1 − 2 estimator, Cauchy estimator, Geman-McClure estimator, and so on.
Robust Multi-view Clustering
We denote X v ∈ R n×d v of multi-view data as the feature matrix of the v-th view data, where n and d v , respectively, are the number of samples and the features of the v-th view data. We also denote x v i,j , x v i,· and x v ·,j , respectively, as the element of the i-th row and the j-th column, the vector of the i-th row, and the vector of the j-th column, of the v-th feature matrix. It is noteworthy that the dimensions of different views are usually different. In this paper, we first map the feature matrix X v of each view into a kernel spaceX v ∈ R n×n via a linear kernel. Thus, we extend Eq. (4) into the following Robust Multi-View Clustering (RMVC):
In Eq. (5), we expect to learn a common representation U ∈ R n×n from all m views and save the similarity of every view inŴ v (v = 1, ..., n) which are constructed by the mutual kNN method in this paper. After optimizing Eq. (5), we use the obtainedÛ (i.e., the common representation of multi-view data) to conduct multi-view clustering.
For simplicity, in this paper, we use the 1 − 2 estimator to replace both ρ 1 (·) and ρ 2 (·), i.e.,
where z is a vector or matrix variable, γ 1 and γ 2 are used to control the number of samples involving into the process of optimization in each iteration. Hence, we obtain the final objective function as follows:
where γ v 1 is the tuning parameter of the v-th view dataX v . For efficient optimization and the control of the number of samples involving into the process of optimization in each iteration, the half-quadratic theory usually transfers the robust estimator into its equivalent formulation via adding an extra variable c, i.e., min Based on above analysis, we transfer our objective function in Eq. (7) to the following problem:
where α v ∈ R n×1 and β ∈ R n×n . The vector α v is used to control outlier samples in X v and β is used to control the outlier edges inŴ v .
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Eq. (8) is not convex for all the variables (i.e., U, α v (v = 1, ..., m), β) but is convex for each of them while fixing the others. In this paper, we employ the alternative optimization strategy to optimize Eq. (8), i.e., (i) optimizing α v and β while fixing U and (ii) optimizing U while fixing α v and β. We literately repeat the step (i) and (ii) until the objective value achieves stable or satisfies the predefined demand of stop criteria.
Convergence
To prove the convergence of optimization algorithm (i.e., the alternative strategy), we first denoteÛ (t+1) as the value of (t +1)-th iteration ofÛ. Thus Eq. (8) is changed into:
(9) As the variables α v and β are decided by the half-quadratic theory, whose convergence has been proved in [Nikolova and Ng, 2005 ]. Thus we have
By plugging Eq. (11) into Eq. (10), we have:
Hence, optimization algorithm converges to a local minima.
Experiments
We evaluated our proposed method by comparing with three state-of-the-art multi-view clustering and a single view clustering method on one synthetic multi-view dataset and four real multi-view datasets in term of four clustering metrics, such as ACCuracy of clustering (ACC), Normalized Mutual Information (NMI), Purity, and Adjusted Rand Index (ARI).
Experimental Settings
In our experiments, we evaluated our method by comparing with five comparison methods, which details were summarized as follows:
• We conducted k-means clustering on every view of multi-view data and denoted the worst result and best result, respectively, as Worst and Best.
• As a concatenation approach, Concatenation k-means clustering (ConKM) concatenates the features cross all the views to form a long vector and then conducts kmeans clustering on a single dataset.
• As a distributed approach, Weighted view Collaborative Fuzzy C-means (WvCoFCM) [Jiang et al., 2015] first conducts clustering on each view based on the fuzzy k-means clustering and then combines all the resulting result to output the final clustering result. WvCoFCM takes the importance of each view into account. Table 2 : The details of public multi-view datasets.
• As a centralized approach, Multi-View Self-Paced Learning for Clustering (MSPLC) uses self-paced learning to simultaneously consider both the sample-diversity and the view-diversity. In our experiments, we repeated k-means clustering 20 times and reported their average value for single view clustering and ConKM, and set the value of k as [10, 15, ..., 40] in k-nearest neighbor for the methods such as our proposed method. We also set the number of clusters as the number of real classes for all comparison methods, while our method automatically generates the number of clusters. The ranges of parameters of every method were set by strictly following the corresponding literature. We set the range of parameter λ in our method as λ ∈ [10 −3 , 10 −2 , ..., 10 3 ] and set the stop criteria of the iterative optimization as
where obj(t) stands for the objective value in the t-th iteration.
Synthetic Datasets
The synthetic dataset consisted of five letters (such as "I", "J", "C", "A", and "I"), which were represented by five views. The samples in each letter formed a cluster and were visualized with a color different from others. The first letter and the last letter were far away other letters in first two views, the former two letters and the last two letters were far away from other letters in other two views, and the middle letter was far away from other letters in 5th view. Figure 1 visualized the clustering results of all the methods, where all the clustering methods did not correctly output exact clustering results since the shapes of clusters are different and irregular. However, our method achieved the best clustering performance, compared to all the comparison methods. Actually, it is difficult for the comparison methods to have effective initializations on complex multi-view datasets. For example, random sampling for the initialization was unavailable to obtain initial centroid cross all the clusters, so the final clustering results easily achieved local minima or even sub-optimality. By contrast, our proposed method exactly selected all centroid since the initialization with original samples preserved the structures of the data better than random sampling methods. Thus, our method could easily achieve good clustering performance with simple initialization. In a word, our method outperformed all the comparison methods for multi-view clustering on the synthetic dataset, which was with predefined number of clusters. The experimental results verified the advantages of our method in term of initialization sensitivity via the synthetic dataset.
Real Datasets
We used four real multi-view datasets to evaluate the practical clustering performance of our proposed method. The details of the used datasets are reported in Table 2 and the clustering results of all the methods on these datasets were reported in Table 3 . Obviously, our method achieved the best clustering performance, followed by WvCoFCM, MSPLC and ConKM. For example, the accuracy of our method improved on average by 8.71% and 12.88%, respectively, compared to the best comparison method (i.e., WvCoFCM) and the worst comparison method (i.e., ConKM) on all four datasets. The possible reason is that our method simultaneously takes three constraints into account, i.e., initialization sensitivity, the influences of outliers, and the specification of the number of clusters. By contrast, all the comparison methods only consider a part of these constraints, so that were unavailable to output robust clustering models. In particular, both our proposed method and MSPLC considered the influence of outliers, but MSPLC does not touch other constraints and only took the influence of the low-order outliers into account.
Parameters' Tuning
In this section, we investigated the variations of our method with different parameters' setting.
Firstly, we conducted experiments on our method with different parameters (k and λ) and listed the ACC results in Figure 2 . The results showed that our method is sensitive a little to parameters' setting. For example, our method easily achieved the best clustering performance while setting k ∈ [10, 20] and λ ∈ [10 1 , 10 3 ] on dataset Wisconsin. This indicates that the parameters ranges of our method can be easily adjusted to achieve reasonable clustering performance.
Secondly, we experimentally demonstrated the convergence of our proposed optimization algorithm to solve our objective function Eq. (7) via listing the variations of objective function values in Eq. (7) with different numbers of iterations in Figure 3 . As a result, our proposed optimization algorithm fast converged within 20 iterations.
Thirdly, we conducted experiments to show the feasibility of automatically generating the number of clusters. To do this, we generated different binary matrices via tuning the parameters in our method so that our method outputted different numbers of clusters. We reported the results in Figure 4 , where yellow color is the results while the number of clusters is the real classes. From Figure 4 , the datasets partitioned into different numbers of clusters may yield different clustering results. Moreover, the yellow results may be worse than other results. This indicates that the real class may not be the best number of clusters. This is true in real applications because one cluster may be partitioned into multiple sub-clusters and some clusters may also be categorized into one cluster [Zhu and Martinez, 2006] . Moreover, the results in Figure 4 verified the advantages of our proposed method in terms of the specification of the number of clusters, i.e., flexibly outputting the number of clusters according to data distribution and not needing to preset the number of clusters for clustering.
Conclusion
In this paper, we have proposed a novel robust multi-view clustering method to deal with the issues of existing multiview clustering, such as initialization sensitivity, the influence of outliers, and the specification of the number of clusters. Experimental results on both synthetic and real datasets verified that these constraints affect clustering results as our method considering all of them outperformed the comparison methods only considering a part of these constraints. Table 3 : Clustering results on real multi-view data sets. 
