INTRODUCTION
Mangroves ecosystem is regarded as one of most productive ecosystems in the world due to its significant ecological value and economic value. Mangroves are valuable ecological and economic resources, being important nursery grounds and breeding sites for birds, fish, crustaceans, shellfish, reptiles and mammals; renewable sources of wood; accumulation sites for sediments, contaminants, carbons and nutrients; and offer protection against coastal erosion [1] .
Knowledge of the dynamics of mangroves ecosystem is important in the context of global change.
To obtain this knowledge, remote sensing is an indispensable means, it now has become a major technology for detecting and monitoring mangroves [2] [3] . Supervised classifications are the primary methods for the interpretation of remote sensing image such as decision-tree [4] and SVM [5] . But the accuracy of supervised methods are affected by the quantity and quality of training samples. In addition, mangroves are mainly grown in intertidal shallows, conventional field survey work is very difficult, which would lead to heavy workload and high cost. As a result it is difficult to accurately locate and sketch the distribution of mangroves. Therefore exploring and researching new technologies and methods [6] [7] , especially intelligent approaches [8] [9] to improve classification accuracy for remote sensing image of mangroves has important significance and value for detection and protection of mangroves ecological environment.
Unsupervised methods execute the classification by the inherent similarity of the data classes in multidimensional space. For requiring no prior knowledge of training samples, unsupervised methods gain more and more attention by remote sensing data analysts. For the condition that it is difficult or impossible to collect the data training samples, or it is necessary to take a lot of cost and time to get those data, unsupervised classifications play an important role in remote sensing image, they allow people to be able to get the initial characteristics of all kinds of land cover types and provide the basis for the next design of classifiers and further classification. The aims of this work is to apply the principle of immune network to the cluster of mangroves remote sensing image. We proposed an artificial immune network based unsupervised classification method (AINUC, in short), which is not necessary to define complex objective function. Firstly, the proposed algorithm obtained a certain number of learning samples from data set to be classified randomly, on which the prior knowledge of the training samples was mining. Secondly, the initial nodes of immune network were estabilshed, and the immune network was running to achieve the clustering results. Finally, combined with nearest neighbor mechanism, the classification was performed. The experiment results show that the algorithm can get better clustering result for mangroves remote sensing image than traditional clustering methods.
II. ARTIFICIAL IMMUNE NETWORK
Various aspects of biology have always been the inspiration in developing computational models and problem solving methods. The immune system is one such system that has recently drawn significant attention. There has been considerable interest in exploring and exploiting the potential of artificial immune systems for applications in computer science and engineering. As an artificial immune systems, artificial immune network is based on idiotypic immune network theory [10] which has been proposed by Jerne in the mid-seventies.
The immune network theory suggests that the immune system maintains an idiotypic network of interconnected B cells for antigen recognition. These cells both stimulate and suppress each other in certain ways that lead to the stabilization of the network. Two B cells are connected if the affinity they shared exceeds a certain threshold. The strength of the connection is directly proportional to the affinity they shared [11] . In artificial immune network (AIN) models, the B cell population is made of two sub-populations: the initial population and the cloned population.
The initial set is generated from a subset of raw training data to create the B-cell network. The remainders are used as antigen training items. During the evolution of immune network, antigens are selected randomly from the training set and presented to the areas of the B-cell network. If the binding is successful, then the B-cell is cloned and mutated [12] . The mutation yields a diverse set of antibodies that can be used in the classification procedure. Once a new B cell is created, an attempt is made to integrate it into the network at the closest B Cells. If the new B cell can not be integrated, it is removed from the population. If no bind is successful, then a B-cell is generated using the antigen as a template and is then incorporated into the network.
Evolutionary and dynamic network are the two major characteristics of the immune network.
Immune network has good generalization ability, memory capacity and tolerance to noise; it is capable of concentrating for arbitrarily shaped data. Artificial immune network and networkbased artificial immune system model are the important parts in the research of artificial immune systems. Some excellent models have been widely used in engineering and data analysis, such as resource limited artificial immune system (RLAIS) [13] , aiNet [14] and so on. Relative to the clonal selection algorithm, artificial immune network pays more emphasis on the role of memory cells and interaction among the antibodies in antibody population. The memory ability of the immune network not only relies on memory cells, but also the network structure. Thus it can show better population diversity and more comprehensive understanding on the solved problem.
The specific implementation details of variety of artificial immune network algorithm may vary, but they would have common characteristics and similar functions. Artificial immune network has a good application prospect on data clustering, data compression and data purification. It can be used in the researches of engineering technology and information technology to design various scientific and effective algorithms or models [15] [16].
III. ARTIFICIAL IMMUNE NETWORK CLUSTERING ALGORITHM FOR MANGROVES REMOTE SENSING IMAGE
The processing of artificial immune network clustering algorithm can be developed into 4 steps.
Step 1: Preparing for the sample set and performing data pro-processing.
Step 2: Mining the prior knowledge of the data to be classified and getting the initial antibody nodes of immune network.
Step 3: Calling the artificial immune network clustering algorithm to get the cluster center for each data type.
Step 4: Performing the classification combined with nearest neighbor mechanism.
a. Preparing for the sample set and performing data pro-processing
For the proposed algorithm is one of unsupervised classification method, it is not necessary to know the category of each training sample. The algorithm randomly selects N T data to constitute the training sample set from the data set to be classified. N T should take a appropriate value to guarantee the accuracy and efficiency of the algorithm. Let N be the number of the data to be classified, N C be the number of categories of data to be classified. The relationship of N T , N and N C can be shown by formula (1) .
where k [200, 10] , and the value of k is proportional to the value of N.
The mainly task of data pro-processing is data standardization. In the classification, different features for decision-making have different ranges. Standardization processing normalizes the value of feature to (0, 1], which can avoid that the feature with large value has a greater influence on classification, and let all the features for decision-making have the same weight to classification. Standardized formula is shown by formula (2) .
where X is value the feature to be normalized, and X is the result. Max() and min() are the functions to get the maximum value and minimum value respectively.
b. Mining the prior knowledge of the data to be classified and getting the initial antibody nodes of immune network
In the clustering of immune network, the quality of the initial network nodes has a great impact on efficiency and effectiveness of the algorithm. If the initial network nodes can contain most samples of different categories, then the immune network not only can evolve fast, but also can make the results more precise. Currently, most clustering algorithms do not take full advantage of the prior knowledge of the data to be classified. In this paper, combining with the stochastic method, the fuzzy k-means algorithm (FCM, in short) was used to mining the prior knowledge of the data to be classified. On that the initial nodes of immune network were determined, so that the initial network node can contain various training samples of different categories as much as possible. The processing can be can be described as following steps:
Step1: Selecting N_ran (N_ran >N_ini) data randomly from the data to be classified. where N_ini is the number of initial nodes of immune network.
Step2: Calling the FCM algorithm to cluster the N_ran data
Step3: Repeat step1~step2 for N_cluster times and get the N_cluster results.
Setp4: Selecting randomly a certain number of data for each category which getting by step 3 to form the initial antibody nodes of immune network.
For the N_ran data were selected randomly, which can not ensure that the selected data can contain all categories. By repeating step1 and step2, we can greatly improve the likelihood that and can well reflect the distribution of the original data. The antibodies memory cells (cluster center) can substitute the raw data, which can achieve the purpose of data compression and purifying.
(1) The coding way of the antibody and antigen
The coding way of antibody or antigen is one of the important issues to AIS. Compared with binary code, real encoding way is intuitive, more effective and can avoid repeating the operation of encoding and decoding. Also real code is suitable for remote sensing data. Therefore, the proposed algorithm adopts the real encoding way.
In the immune network algorithm, antibody and antigen share the same coding way, which is composed of characteristic values of all the decision-making features of the training sample. The antigen represents the original data set, while antibody corresponds to the B-cell which is one of node or data item in the immune network, and can represent the characteristic of each class pattern and indicate the network after immune evolutionary.
Let N_ag be the number of antigen, N_ab be the number of antibody. Similarly, the antibody set AB can be described by formula (4) . (4) where ab i ={ab i1 , ab i2 ,,ab iN_f } is the i th individuality of antibody set, and ab ij (i=1N_ab, j=1N_f) is the value of the j th feature of antibody ab i .
By the processing of learning and evolution, artificial immune network recognizes the pattern of the data to be processed, which essentially are the processes that antibodies recognize antigens and evolve themselves to the pattern of the data to be processed constantly. The processing of immune response can be formally described by formula (5).
If N_ag>N_ab is satisfied in formula (5), then the scale of antibody is less than the scale of antigen. which means by the processing of immune response the scale of antibody had been compressed.
(2) Antigen recognition
After the initial antibody immune network are established, the antigens of antigen set come into the network to be recognized by antibody cells one by one. In the artificial immune network system the process of antibody recognizing antigen is performed by calculating the affinity between antibody and antigen. For antibody and antigen share the same encoding ways, the affinity is measured by their Euclidean distance. Also the similarity between antibody and antibody or the similarity between antigen and antigen is measured by Euclidean distance. The affinity is inversely proportion to Euclidean distance, which means the higher the affinity the smaller the distance. The affinity of antibody ab i and antigen ag j can be calculated by formula (6) . In immune algorithm, clone proliferation can not only ensure the diversity of antibodies but also ensure the antibody with high affinity has better chance to enter the next generation.
After antigen recognition, the antibodies which have higher affinity will conduct clone proliferation. The antibody with greater affinity will be cloned more. According to the value of affinity, the n highest affinity antibodies are selected to be the subset of select population Ab {select} .
Then the selected antibodies are submitted to perform the clone operation. The clone size is an increasing function of the antibody affinity. Formula (7) shows the number for the anyone antibody ab in Ab {select} to be cloned. (7) where N_ab is the total amount of antibodies in antibody set, D(ab,ag j ) are the Euclidean distance of ab and ag j , and round() is the operator that rounds the value on parenthesis towards its closest integer. Supporting the antibodies population after clone is Ab {clone} .
(4) Immune mutation
Mutation operator is very important to artificial immune algorithm. It enables the new antibodies to match the antigen more closely, and avoid falling into local optimal solution. The set Ab {select} is submitted to a directed immune mutation process which means affinity maturation. Then a mutated set Ab {mutation} is generated. Each antibody ab k from Ab {clone} will suffer a mutation with a rate  k which is inversely proportional to its affinity (S kj ) to the antigen ag j , the higher the affinity, the smaller the mutation rate. Supporting the antibody after mutation in Ab {mutation} is ab k *, which parent antibody in Ab {clone} is ab k . The mutation operator can be showed by formula (8) . 
certain degree of affinity with the corresponding antigen ag j . The purpose of antibody apoptosis is to remove the antibodies which are generated by clone proliferation and immune mutation but has low affinity with antigen ag j . The antibody apoptosis is performed by setting the corresponding threshold value T aa . If the affinity between the antibody in Ab {mutation} and antigen ag j is greater than T aa , then the antibody will be cleared. Let Ab {aa} be the antibody population collection after antibody apoptosis.
(6) Clonal suppression
The clone proliferation and mutation of antibody is to ensure the diversity of antibody. If any two antibodies after clone and mutation have great similarity, which means one of them is redundant.
For the immune network, the similar antibodies will bring redundant nodes which would affect the evolution speed of immune network. The process of clonal suppression is to eliminate the similar antibodies in Ab {aa} , in order to avoid antibody repetition and improve the efficiency of the algorithm. The clonal suppression is performed by setting the corresponding threshold value T cs . If the affinity of two antibodies is less than T cs , then one of them will be cleared. Let Ab {cs} to be the antibody population collection after performing the clonal suppression on Ab {aa} . The antibodies in Ab {cs} will be entered into the immune network and participate in the network competition, which can make them come into being maturation. The algorithm executes the loop from step 3.1 to step 3.7. After each loop, one generation of antibody is generated. Steps 3.1 to 3.6 describe the clonal selection and affinity maturation processes.
Step 3.7 simulates the immune network activity. In AINUC, the clonal immune response is elicited by each presented antigenic pattern. There are two suppressive steps in this algorithm: the clonal suppression is to eliminate intra-clonal self-recognizing antibodies, while the network suppression is to search for similarities between different sets of clones. The loop will terminate when a criterion is satisfied or a predetermined generation number is reached.
Finally the network antibodies in memory set will represent internal images of the antigens presented to the network.
d. Performing the classification combined with nearest neighbor mechanism
After the learning of AINUC algorithm, the clusters will serve as internal mirrors responsible for mapping existing clusters in the data set onto network clusters. Figure 1 is the illustration of the AINUC algorithm. Figure 1(a) shows the data set (antigens set) composed of three regions with a high density of data. Figure 1(b) shows the network architecture (antibodies in network memory set) generated by AINUC algorithm which can well represent internal images of the antigens in Fig.2 (a) shows the study area. According to field investigation in the area, the land-cover type is defined by seven categories. Table 1 lists all the seven land cover types and their descriptions. In the experiments, spectral features, geographical features and image texture features are integrated to be the decision-making features, which have been proved to be efficient for classification of remote sensing image [6] . Twelve features were extracted for each sample, which are composed by the spectrums of TM image:band1~band7, Normalized Difference Vegetation Index (NDVI), Digital Elevation Model (DEM) and 3 texture features based on GrayLevel Co-occurrence Matrix (GLCM). Mangrove forests are constrained by topographic factors.
Field investigations validate that mangrove forests were not distributed above 8 meter elevation.
Therefore, the digital elevation model (DEM) can be used to exclude non-mangrove pixels that had similar spectral attributes with mangrove pixels, but were above the elevation limiting line. The purpose of cloning is to remove the similar antibody generated by clones proliferation. If the value of T cs is too small, many similar antibodies will enter the memory network, which would increase the burden of network suppression. On the other hand, too greater value of T cs leads to lower speed of immune network evolution, and may affect global property of the algorithm.
The value of T ns will affect the final result of the immune network directly. If T ns is too small, then the final form of network structure will be complex, which is not conducive to subsequent classification. if T ns is too large, the categories generating by immune network are likely to be less which leading to miss some categories. Reasonable value of these three parameters is important to AINUC algorithm, and also their values have a relationship with the specific problems to be solved. After a number of experimental analyses, we found that for mangroves remote sensing images, the best combination of these three parameters is: T aa =0.3, T cs =0.5 and for geometric rectification. Overall accuracy and Kappa coefficient of the classifications were then computed, they are showed in Table 2 . One of the characteristics AINUC algorithms take advantage of a priori knowledge of the sample.
By the fuzzy k-means, the distribution of training samples was mining, and thus initial antibodies of B-cell was determined. For validating the effect of prior knowledge to the clustering, we compared AINUC in two cases. They are using prior knowledge and without prior knowledge respectively. For the later, we just randomly selected N_ini samples from the initial training sample set to be the initial node of immune network. The experiment results are shown in Figure   3 In confusion matrix, the elements of main diagonal are the number of samples which are classified correctly. As shown in Table 3 , the sum of main diagonal elements of AINUC having prior knowledge is larger than those of AINUC without prior knowledge, which shows the using of prior knowledge can improve the classification accuracy effectively. Although AINUC without prior knowledge can identify more mangroves points from the 200 samples, but it misclassify many agricultural land and forest samples into mangroves too. The overall classification accuracy of AINUC having prior knowledge is 81.4%, and the Kappa coefficient is 0.778, both higher than those of AINUC without prior knowledge. All of these results demonstrate that the AINUC algorithm developed in this study is a competent classification method for mangroves satellite images. This is because AINUC is a self-adaptive method which is data-driven and can adjust itself to the data.
V. CONCLUSIONS
A unsupervised classification algorithm was proposed in this paper, which inspired in the clonal selection principle and affinity maturation of the immune network. The antibodies network represents the candidate clustering solutions, while the antigen represents the data to be classified.
A decimal encoding method for antibody and antigen is used which is suited for remote sensing data. The affinity is measured based on Euclidean distance. The clone selection operator, mutation operator and suppression operator are involved in the evolution of immune network. By fuzzy k means algorithm the prior knowledge of training samples was mining, which can improve the classification accuracy effectively. A series of experiments were carried out to test the performances using mangrove remote sensing image. By comparing with traditional clustering algorithm, the algorithm was verified to be a efficient method. For future research, the algorithm will be further explored for more extensive remote sensing applications, and the more self-adaptive method would be carried out.
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