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Cocktail BPSK: Cross Power Utilization for High Data Rates
Bingli Jiao, Yuli Yang and Mingxi Yin
Abstract—This paper proposes a novel transmission strategy,
referred to as cocktail BPSK, where two independent BPSK
symbols are layered with various weights to be transmitted and,
capitalizing on the cross power utilization, will be demodulated at
the receiver without interference from each other. To evaluate the
performance of the proposed scheme, its achievable data rate is
formulated over additive white Gaussian noise (AWGN) channels.
Based on the theoretical analysis, numerical results are provided
for the performance comparisons between the proposed scheme
and conventional transmission schemes, which substantiate the
validity of the proposed scheme. Specifically, when the signal-to-
noise power ratio (SNR) is small, the achievable data rate of the
proposed scheme outperforms the channel capacity achieved by
Gaussian-distributed inputs.
Index Terms—Achievable data rate, mutual information, cock-
tail BPSK, AWGN channel.
I. INTRODUCTION
Ideally, when the transmitted signals form a Gaussian en-
semble, the AWGN channel capacity [1], i.e., the maximum
data rate of the transmission over an AWGN channel, is
achieved at
C = log2(1 + ρ) (1)
in the unit of [bits/sec/Hz], where ρ is the received SNR.
In practice, the transmitted signals are finite-alphabet inputs,
mapped by the information source through modulations, e.g.,
BPSK, QPSK, 8QAM, 16QAM, etc. The data rates of finite-
alphabet inputs can be expressed by logarithmic functions of
their received SNRs as well [2], [3]. Due to an important
feature of the logarithm, when the SNR ρ is small, logarithmic
functions of ρ approximate to linear functions of ρ [4]. As
such, the data rates achieved by finite-alphabet inputs approach
the AWGN channel capacity, i.e., the case of the Gaussian-
distributed input, in the low-SNR region.
Another important feature of the logarithm is its strict
concavity, which leads to log2(ρ) ≤ log2(ρ1) + log2(ρ2) if
ρ = ρ1 + ρ2. Concerning this, in [5] we exploited multiple
data streams to convey the information source for achieving
higher data rate than that of a single data stream. Since both
Euclidean geometry and Hamming distance were involved in
this conception, we have not sorted out a specific solution to
address the complicated operations in previous works.
Tracking the conception of exploiting multiple data streams,
we simplify the construction of this problem and focus on
enabling parallel transmissions to achieve higher data rate in
Euclidean geometry. In the past decades, orthogonal codes
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have been exploited to carry out parallel transmissions in
the Euclidean space [6], [7], where multiple data streams
are combined in parallel transmissions over a single channel.
However, the sum rate of these data streams is not increased
at all in comparison with the rate of a single data stream,
because the orthogonality in Euclidean geometry isolates the
resource(s) allocated among these data streams.
On the other hand, the relaxation of non-orthogonal combi-
nation provides more degrees of freedom for the system design
to improve the transmission rate. Even so, the simultaneous
transmissions of multiple non-orthogonal data steams result
in inter-stream interference and, accordingly, prevent the data
rate gain.
Bearing the natures of both orthogonal and non-orthogonal
combinations in mind, in this paper we embed the cross
power utilization into weighted sum and propose a novel
transmission strategy, referred to as cocktail BPSK, which
allows the layering of two independent BPSK symbol streams
with various weights to be demodulated without the inter-
stream interference, thanks to the cross power utilization.
To detail the proposed scheme and its performance, the
remainder of this paper is organized as follows. Section II
prescribes the basic strategy of cocktail BPSK, i.e., one-
dimensional cocktail BPSK, and its generalization into a two-
dimensional case. In Section III, the analysis framework of
achievable data rate is established for cocktail BPSK over
AWGN channels. Based on the theoretical analyses, Section
IV demonstrates numerical results to compare the proposed
scheme with conventional transmission schemes and substan-
tiate the validity of the proposed scheme. Finally, this paper
is concluded in Section V.
Throughout the paper, the following mathematical notations
are used: Vectors are denoted by boldface lowercase letters.
The real part and the imaginary part of a complex number are
denoted by real(·) and imag(·), respectively. Moreover, p(·)
denotes the probability density function (PDF) of a random
variable, and E{·} represents the expectation (mean) operator.
II. COCKTAIL BPSK
In this section, the transmission strategy referred to as
cocktail BPSK is proposed to transmit the information source
through the layering of two independent BPSK symbol
streams, aiming to achieve high data rate. Herein, the basic
strategy of the proposed scheme is firstly presented as one-
dimensional cocktail BPSK and, then, generalized into two-
dimensional cocktail BPSK to double the achievable data rate.
A. One-Dimensional Cocktail BPSK
Consider two independent BPSK-modulated symbol
streams, x = [x1, x2, · · · ] and z = [z1, z2, · · · ], conveyed over
2a memoryless AWGN channel, where the BPSK symbols
xk, zk ∈ {+1,−1}, k = 1, 2, · · · .
With the proposed cocktail BPSK, the transmitter layers x
and z with various weights. That is, the transmitted signal
in the kth symbol period is a weighted sum of xk and zk,
k = 1, 2, · · · . For simplicity, we shall omit the symbol period
index k.
Without loss of generality, the received signal in an arbitrary
symbol period is expressed as
y = w
[
x
z
]
+ n, (2)
where y is the received signal and n is the received AWGN
component, i.e., a random variable from a normally distributed
ensemble of power σ2
N
, denoted by n ∼ N (0, σ2
N
). The 1× 2
row vector w = [w1, w2] consisting of the two weights in the
layering is defined by
w =
{
[α, 0] if x = z,
[0, β/2] if x 6= z, (3)
where α and β are two positive real numbers (α > β > 0).
In fact, the key to the proposed cocktail BPSK lies in the
design of the two weights. Table I details the 4 equiprobable
cases of the transmitted signal.
TABLE I
EQUIPROBABLE TRANSMITTED SIGNALS IN LAYERED BPSK
Case x z w
[
x
z
]
1 +1 +1 α
2 −1 −1 −α
3 +1 −1 −β/2
4 −1 +1 β/2
Upon receiving y, the receiver will firstly demodulate the
BPSK symbol z in the same way as the demodulation of
conventional BPSK: If y > 0, we choose zˆ = +1; otherwise,
zˆ = −1.
Then, the BPSK symbols x will be demodulated by a
conventional BPSK demodulator as well, based on the de-
modulated symbol zˆ. In detail, the signal sent to the BPSK
demodulator is
x˜ = y − zˆβ. (4)
Subsequently, we have xˆ = +1 if x˜ > 0 or xˆ = −1 if x˜ < 0.
B. Two-Dimensional Cocktail BPSK
Now, we generalize the basic cocktail BPSK into a two-
dimensional scenario, by introducing another dimension com-
posed of BPSK symbols {+j,−j}, where j = √−1 stands
for the imaginary unit. In this dimension, there are two inde-
pendent BPSK-modulated symbol streams as well, denoted by
x′ = [x′1, x
′
2, · · · ] and z′ = [z′1, z′2, · · · ], where x′k ∈ {+j,−j}
and z′
k
∈ {+j,−j}, k = 1, 2, · · · .
Moreover, x′ and z′ are layered in the same way as x and z
are layered, with various weights. As the dimension composed
of {+j,−j} and the dimension composed of {+1,−1} are
orthogonal, the cocktail made with x′ and z′ will be transmitted
together with the layering of x and z.
Without loss of generality, in an arbitrary symbol period,
the received signal of the two-dimensional cocktail BPSK is
expressed as
y′ = w
[
x
z
]
+ w′
[
x′
z′
]
+ n′, (5)
where y′ and n′ ∼ CN (0, σ2
N
) are the complex-valued signal
and the complex AWGN component, respectively, observed at
the receiver of the two-dimensional cocktail BPSK.
The 1 × 2 row vector w′, consisting of the two weights in
the layering of x′ and z′, is designed as
w′ =
{
[α′, 0] if x′ = z′,
[0, β′/2] if x′ 6= z′, (6)
where α′ and β′ are two positive real numbers (α′ > β′ > 0).
At the receiver, the BPSK symbols z and z′ will be firstly
demodulated according to the real part and the imaginary part
of the received signal y′, respectively. Elaborating slightly
further, we have
zˆ =
{
+1 if real(y′) > 0,
−1 if real(y′) < 0; (7)
zˆ′ =
{
+1 if imag(y′) > 0,
−1 if imag(y′) < 0; (8)
Then, by generating the signal x˜′ = y′ − (zˆβ + zˆ′β′), the
BPSK symbols x and x′ will be demodulated as the following:
xˆ =
{
+1 if real(x˜′) > 0,
−1 if real(x˜′) < 0; (9)
xˆ′ =
{
+1 if imag(x˜′) > 0,
−1 if imag(x˜′) < 0; (10)
III. ACHIEVABLE DATA RATE
As the demodulation of cocktail BPSK is exactly the same
as that of conventional BPSK, we shall start the establishment
of the analysis framework with the achievable data rate of
conventional BPSK that is characterized by a function of the
BPSK amplitude A and the AWGN power σ2
N
, expressed
as [1]
RBPSK(A, σ
2
N ) = H(Y )−H(N)
= −
∫ +∞
−∞
p(y)log2p(y)dy − log2(
√
2pieσ2
N
)
(11)
where H(Y ) = E{− log2 p(y)} is the entropy of the received
signal with the PDF of the received signal given by
p(y) =
1
2
1√
2piσ2
N
(
e
−
(y−A)2
2σ2
N + e
−
(y+A)2
2σ2
N
)
. (12)
Moreover, H(N) = log2(
√
2pieσ2
N
) is the entropy of the
AWGN.
3The achievable data rate of one-dimensional cocktail BPSK,
i.e., the basic strategy of cocktail BPSK, denoted by R1, can
be expressed as
R1 = RZ + RX , (13)
where RZ and RX are the achievable data rate of the BPSK
symbol streams z and x, respectively.
As the demodulation of z is equivalent to the demodulation
of conventional BPSK with two equiprobable amplitudes, α
and β/2, the data rate achieved by the BPSK symbol steam z
is calculated using
Rz =
1
2
RBPSK(α, σ
2
N ) +
1
2
RBPSK(β/2, σ
2
N ), (14)
where the function RBPSK(·, ·) is given by (11).
Similarly, the demodulation of the symbol stream x, given
in (4), is equivalent to the demodulation of conventional BPSK
with two equiprobable amplitudes, (α−β) and β/2. Therefore,
the achievable data rate of the BPSK symbol stream x is
obtained by
Rx =
1
2
RBPSK(α− β, σ2N ) +
1
2
RBPSK(β/2, σ
2
N ). (15)
For the purpose of comparison, the AWGN channel capacity
at the point of ρ = 0 is approximated by the Taylor’s expansion
as
C˜
.
= ρ log2 e, (16)
where log2 e is the derivative of the AWGN channel capacity
at ρ = 0 [8].
As shown in the Appendix, around the point of zero SNR,
both the achievable data rates of finite-alphabet inputs and their
derivatives are approximately equal to those of the AWGN
channel capacity. As a result, the achievable data rate of
conventional BPSK at zero SNR can be estimated by
R˜BPSK
.
= ρBPSK log2 e, (17)
where ρBPSK denotes the received SNR in conventional BPSK.
In the performance comparison between one-dimensional
cocktail BPSK and the conventional BPSK, the average re-
ceived SNR of the former is constrained by the received SNR
of the latter. Thus, from Table I, we have
ρBPSK =
1
σ2
N
[
1
2
α2 +
1
2
(
β
2
)2]
. (18)
Based on (14) and (15), (17) will lead to the achievable data
rate of the cocktail BPSK approximated at zero SNR as
R˜1
.
= (ρz + ρx) log2 e, (19)
where
ρz = ρBPSK (20)
and
ρx =
1
σ2
N
[
1
2
(α− β)2 + 1
2
(
β
2
)2]
(21)
are the equivalent SNRs of z and x, respectively, in the cocktail
BPSK demodulation.
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Fig. 1. Data rate comparisons between the proposed cocktail BPSK (C-BPSK)
and conventional transmission schemes over AWGN channels.
Apparently, the difference between R˜1 and R˜BPSK lies in
ρx. That is,
R˜1 − R˜BPSK .= ρx log2 e (22)
at the point of zero SNR.
In the case of two-dimensional cocktail BPSK, the data rate
achieved by the layering of x′ and z′ is denoted by R′1, which
can be obtained in the same way as the formulation of R1.
As a consequence, the data rate of two-dimensional cocktail
BPSK, denoted by R2, is achieved at
R2 = R1 + R
′
1, (23)
where R1 is given by (13) and R
′
1 is obtained by simply
replacing α and β in the calculation of R1 with α
′ and β′,
respectively. If α = α′ and β = β′, we shall have R2 = 2R1.
IV. NUMERICAL RESULTS AND DISCUSSIONS
Herein, we illuminate numerically the performance of the
proposed cocktail BPSK in the metric of achievable data rate
and compare it with conventional transmission schemes.
In Fig. 1, the data rates of cocktail BPSK, given by (13) and
(23) with various ratios of α/β, are compared with conven-
tional BPSK and QPSK schemes over AWGN channels, where
α = α′ and β = β′. As expected, with the increase in SNR,
the data rate of one-dimensional cocktail BPSK converges to
2 bits/sec/Hz, and the data rate of two-dimensional cocktail
BPSK converges to 4 bits/sec/Hz, which pertains to the degrees
of freedom in the cocktail BPSK.
As is shown in this figure, one-dimensional cocktail BPSK
achieves higher data rate than conventional BPSK. Since
R2 = 2R1 herein and the data rate of QPSK is twice that
of BPSK, the two-dimensional cocktail BPSK achieves higher
data rate than conventional QPSK. In particular, the compet-
itive advantage of the cocktail BPSK in the low-SNR region
comes from the cross power utilization in the demodulation,
as justified in (22).
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Fig. 2. Data rate differences between the proposal cocktail BPSK and the
AWGN channel capacity achieved by Gaussian-distributed inputs.
Moreover, with the increase in the ratio of α/β, the data rate
of the cocktail BPSK increases at low SNRs but decreases at
high SNRs, which corroborates the analysis in Section III. As
manifested in (22), the data rate difference between cocktail
BPSK and conventional BPSK increases with the increase
in the difference between α and β, at low SNRs. However,
at high SNRs, the concavity of data rates dominates the
performance. As given in (13), there are four items of BPSK
data rate functions with different SNRs as the arguments.
The items with larger SNRs bend to the horizontal direction
faster than those with lower SNRs. Thus, the former cannot
contribute in the high-SNR region as they do in the low-
SNR region. Consequently, as the SNR increases, the cocktail
BPSK performance gain gets reduced in comparison with the
AWGN channel capacity gain and, eventually, is saturated by
the degrees of freedom.
Specifically at very low SNRs, the data rates of cocktail
BPSK are higher than the AWGN channel capacity. In detail,
Fig. 2 reveals the data rate differences between the cocktail
BPSK and the AWGN channel capacity, i.e., R1−C and R2−
C.
Finally, it is observed from Figs. 1 and 2 that the data
rate of one-dimensional cocktail BPSK and that of the two-
dimensional case converge at the same value when Eb/σ
2
N
decreases to its minimum value for a given ratio of α/β. This
phenomenon is the same as the way in which the achievable
data rates of conventional BPSK and QPSK schemes converge
at the point of Eb/σ
2
N
= −1.59dB, i.e., the fundamental
limit in the Shannon capacity theorem to reliably transmit
one bit of information per unit resource. The relation between
Eb/σ
2
N
and the SNR in one-dimensional cocktail BPSK can
be expressed as Eb/σ
2
N
= (ρz + ρx)/R1, and the relation in
two-dimensional cocktail BPSK is Eb/σ
2
N
= 2(ρz + ρx)/R2,
where ρz and ρx are given by (20) and (21), respectively. Since
R2 = 2R1, the ratio of Eb/σ
2
N
converges to the same value
in both one-dimensional and two-dimensional cases when the
SNR goes to zero.
V. CONCLUSION
In this paper, the cocktail BPSK was proposed to layer
two independent symbol streams at the transmitter on a non-
orthogonal basis and demodulate the layering without inter-
stream interference at the receiver, by taking advantage of
cross power utilization. To demonstrate the performance of
the proposed scheme, its achievable data rate was established
and numerical results were provided for the comparisons with
conventional transmission schemes, which not only substan-
tiated the validity of cocktail BPSK, but also offered useful
references for the power allocation in the proposed scheme.
Furthermore, it should be noted that the achievable data rate of
the cocktail BPSK outperforms the AWGN channel capacity,
at very low SNRs.
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APPENDIX
In Fig. 3, the data rates achieved by the Gaussian-distributed
input, QPSK- and BPSK-modulated signals are plotted as
functions of the decimal SNR ρ over AWGN channels, where
all the curves converge to zero data rate as ρ goes to zero. The
following insights are obtained from this figure: I) The differ-
ence between achievable data rates of finite-alphabet inputs
and the AWGN channel capacity achieved by the Gaussian-
distributed input is an infinitesimal. II) The derivatives of all
curves involved in this figure are approximately of the same
value, i.e., log2 e.
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Fig. 3. Data rates achieved by the Gaussian-distributed input, QPSK-
modulated signals and BPSK-modulated signals over AWGN channels versus
the SNR ρ.
