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We present the conditions under which a symmetric circulant matrix C, with entries from a 
finite field F, can be factored over F as C=AA’, where A is a circulant matrix and A’ denotes 
the transpose of A. 
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1. Introduction 
Let S = (S,), Or i, j< n denote the n x n cyclic permutation matrix, where 
s, = 
i 
1, if i=j-1 (mod-n), 
0, otherwise. 
Clearly, S” = I,, the nth order identity matrix, and S-’ = S”-’ = S’. The polynomial 
matrix 
n-1 
c= c cp!?’ 
i=O 
is called a circulant matrix. It is easy to see that the first row of C=(C,) is given 
by (cocl . . . c,_~) and that 
C;j=Ci+l,j+l =Cj-i, OIi,j<n, 
where all indices are taken module IZ. Thus, row Ci+, is a (right) cyclic shift of C;. 
Circulant matrices are treated extensively in [2]. In particular, it is shown that the 
sum and the product of two circulant matrices, and the inverse of a circulant matrix 
are circulant. Also, from their polynomial form, it should be clear that multiplica- 
tion of circulant matrices is commutative. 
Now, suppose that C is a symmetric circulant matrix over F?? GF(q), a finite 
field of q elements. A matrix A over F is called a factor of C if C=AA’, where A’ 
denotes the transpose of A. Factorization of symmetric matrices over finite fields 
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is investigated in 161, where it is shown that every symmetric matrix has a factor and 
formulas for the minimal number of columns in such a factor are given. Here, we 
are interested in the conditions under which C has a circulant factor A = Cy:i aiS’, 
ai E F. It is easy to see that a symmetric circulant matrix C has a circulant A over 
F iff the associated polynomial c(x) = Cyld CiXi can be factored as 
c(x) = a(x)e,(a(x)) mod(x” - l), (1) 
where 
n-1 
e,(a(x)) = aO+ C UiX”-‘. 
i=l 
This paper presents a complete characterization of the conditions under which 
this is possible. In Section 2 we deal with the special case in which (n,p) = 1, where 
p denotes the characteristic of F. The main result of this section is the following 
theorem. 
Theorem 1.1. For (n,p) = 1, C has a circulant factor iff c(1) and, for even n also 
c(-1), are quadratic residues in F. 
When (n,p)> 1, the polynomial x” - 1 has multiple roots, and the situation is 
considerably more complicated. To state the conditions for the said factorization 
in the general case, we need the following definitions. 
Let n =dt, where (p, t) = 1 and d=p’, r2 0, let @ denote the splitting field of 
x’- 1, and let E(‘) denote the set of roots of unity of order t in @. For z1,z2 E@, 
we define the relation zi -z2 to mean that z1 and z2 belong to the same conjugate 
class, i.e., z1 and z2 have the same minimal polynomial over F. Finally, let Rcf) 
denote a subset of E(‘) containing exactly one representative of each conjugate 
class and let p(z) denote the multiplicity of z as a root of c(x). 
In Theorem 4.1, Section 4, using a variation of the Galois-field Fourier transform 
(see Section 3), we derive a set of equations in the transform domain, which are 
equivalent o system (1). Subsequent analysis of these equations, leads to the follow- 
ing results. 
Theorem 1.2. A nonsingular, symmetric, circulant matrix C of order n over 
F= GF(q) has a circulant factor iff 
(1) when q is odd, c(1) and, for even n also c(-1), are quadratic residues in F; 
(2) when both n and q are even, c,,/~= 0 and, if n = 4m, then 
tr 
( 
CE’ c2i+l , F/GF(2) = 0, 
CO > 
where tr(a, F/GF(2)) denotes the trace of a E F over GF(2). 
Let plkl(x) denote the kth order Hasse derivative of c(x) (see Section 3). Re- c 
moving the nonsingularity restriction, leads to the following most general result. 
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Theorem 1.3. A symmetric irculant matrix C of order n over F= GF(q) has a cir- 
&ant factor iff the following conditions hold: 
(1) q is odd. 
For zeR(‘), if z-z-’ and,u(z) cd, then n(z) is even. In addition, if z2 = 1, then 
(-1) WMz)&(z)l (z) is a quadratic residue in F. (Note that Lemma A. 1 of the appen- 
dix guarantees that p(z) is even when z2 = I .) 
(2) q = 2”, s> 0, and n is even. 
(i) c,/~=O, and 
(ii) for z E R @-{l}, if z-z-’ and n(z)<d, then ,u(z) is even. 
In addition, if n=4m and,u(l)<d-2, then 
cb’(1)+21(1) 
1, ifsisoddandp(l)=2 
tr or 4 (mod -8), 
clP(l)l( 1) 
0, otherwise. 
(Note that in both Theorems 1.2 and 1.3 when q is even and n is odd the condi- 
tions are void.) 
The complete proofs of Theorems 1.2 and 1.3 can be found in [8]. In Section 5, 
we present only an outline of the steps leading from Theorem 4.1 to Theorem 1.2 
and some clarifying remarks regarding the singular case. An important tool 
employed in this paper is the Hasse derivative [3]. Some simple properties, (Pl) 
through (P6), pertaining to this derivative are presented in the appendix. In the se- 
quel we shall make free use of these properties as well as of some fundamental pro- 
perties of finite fields (see [4, Chapter 2; 5, Chapter 41). 
2. Factorization of symmetric circulant matrices: (n, p) = 1 
A direct approach to the proposed problem leads to system (1) of bilinear equa- 
tions. Instead of dealing with this system, we shall use the Galois-field Fourier 
transform, under which an equivalent system is more amenable to analysis. 
Since (n,p) = 1, we have n = t, E(“) = {zO,zl ,...,z~_,), and the polynomial x”-1 
has no multiple roots in @. Let D = (De) denote the n x n matrix defined by 
D,=zj, OSi,j<n. 
Given an n-vector _a over F, the vector 4 e aD = (A(z& A(zl), . . . , A(z, _ 1)) is known 
as the Galois-field Fourier transform of a [l , Chapter 81. Although the definition 
given in [l] has the elements of E @) ordered as powers of a primitive nth root of 
unity, this does not affect the properties of the transform. 
Let a(x) = CrId aixi be the associated polynomial of _a. Clearly, a(z) = A(z) for 
every z E EC”). Also, it is well known that D is a nonsingular matrix. A basic feature 
of this transform is the mapping of time-domain convolutions into frequency- 
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domain products. This follows from the fact that given the polynomials e(x), f(x), 
and g(x) over F, of degree less than n, the congruence e(x)=f(x)g(x) mod(x” - 1) 
holds iff the transforms of the corresponding n-vectors satisfy the equality E(z) = 
F(z)G(z) for every ZEE(“) (the “only if” part is obvious; the “if” part follows by 
noting that E(z) =F(z)G(z), ZEE(“), implies that EC”) is a set of n roots of the poly- 
nomial e(x) -f(x)g(x>, so that xn - 1 divides e(x) -f(x)g(x)). 
Now, let b(x) A @,&a(x)). Clearly, the entries of the vector B = _bo satisfy B(z) = 
A(z-‘), ZEE(“). Thus, system (1) is equivalent to 
C(z) = A(z)A(z-‘), z EE(“). (2) 
However, given a frequency-domain vector 4 over @, the entries of the correspond- 
ing time-domain vector AD-’ do not necessarily lie in F. It is well known [l, 
Theorem 8.2. I] that the necessary and sufficient conjugacy constraints on the spec- 
trum that ensure a time-domain vector over F, are that for every zj EE(“), the 
equality zi = ~7 implies A(zi) = [A(zj 
For zzE(“), let M,(x) denote the minimal polynomial of z over F and let @, 
denote the splitting field of M,(x). We have Qz = GF(qmZ), where m, denotes the 
degree of M,(x). It is easy to see that the above conjugacy constraints on the spec- 
trum imply that A(zi) E QZ,, 0~ i<n. 
For the proof of Theorem 1.1 we need the following lemma. 
2.1. Let E E’“‘. z-z-’ and # 1, m, is z-’ = and 
for polynomial f(x) F such f(z) = f(z) E 4 GF(q’1’2’“Z). 
Since z z- ‘, inverse of root of is also root, and all 
roots different from or -1, is even. since z z-l belong the 
same class and = z, = zq’ some 0< m,. Thus, = 
zPqi=z, that m, 2i and, i= im,. if f(z) 
f(z-‘), we 
f(z) f(z-1) 
so that E CD;. D 
z the conditions of Lemma iff is a palindrome and 
#x + (A polynomial f(x) = EYE”=, xi is called a palindrome if A= f,_i for 
i.) 
of Theorem 1.1. conditions of this theorem are necessary. To 
prove sufficiency, choose the set R(“) so that if and z + z-l, 
z-t E R(“). 2.1 and the preceding it clear our prob- 
lem is to one of Q7, z E IS(“), 
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i 
Aww’), for ~42~‘, (W 
C(z) = [A(z)]~+~(“~)~‘, for z - z-r and z* # 1, (2b) 
MzN2, for 2* = 1. (2c) 
Then, complying with the conjugacy constraints, we can derive the remaining entries 
of 4 and compute _a = AD-‘. 
To satisfy system (2a), choose any value for A(z) in Qz - (0) and set 
A(z-‘) = ‘(‘) - E Qz = @,-I. 
A(z) 
Repeat this for all pairs z, z-r E R(“), z4z-‘. 
Consider now system (2b). Since C is a symmetric matrix, we have C(z) = 
c(z) = c(z-‘). By Lemma 2.1, C(z) E @I. Let or be a primitive element of Qz. Since 
$% - 1 = (phz + l)(qw*)~’ _ 1) 
1 + qw2Mz .
it follows that oz IS a primitive element in @pI and thus there exists a unique 
i in the range 0 I i< q(1’2)mz - 1 such that 
C(z) = (a;)(c#(“2? 
Setting A(z) = ai E Dz, and repeating this for all z E I?(“), z-z-r, z* f 1, will ob- 
viously satisfy system (2b). 
Finally, for z* = 1, Qz = F and, with c(z) being a quadratic residue in F, we have 
A(z)=@@. 0 
The special case in which q is even and n = 2m + 1, can be solved in a much simpler 
way than the more general case covered by Theorem 1.1. Here, we have 
2m 2m 
C(X) = C CiXi= ~ C*iX2i+ C C*i_nX2i-n, 
i=o i=o i=m+l 
so that 
C(X) = 2 CziX*‘+ C 
[ 
2m 
C2i_nX2i 
i=O 
mod(x”- 1). 
i=m+I 1 
Let a(x) L C:<,l ajXiv where 
ai= i 
I&, Osirm, 
6, m<i<n. 
(3) 
By the definition of a(x), (3) can be written as c(x) E [a(x)]* mod(x” - 1). Now, if 
lrism, then m<n-i<n, SO that a,_i=JCZn-Zi-n=G=&=ai. Thus, 
e,(a(x)) = a(x) and, therefore, c(x) = a(x)e,(a(x)) mod(x” - 1). 
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When (n,~)> 1, we cannot use the Galois-field Fourier transform. To cover this 
case, we define a transform, derived from the Hasse derivative, which has quite 
similar properties. 
For a polynomial f(x) = Cyzi fix’ the kth order Hasse derivativef[kl(x) is defin- 
ed by [3; 4, p.303; 71 
The following lemma states a basic property of this operator. 
Lemma 3.1 [4, Lemma 6.511. Let f(x) be a polynomial over an arbitrary field F. 
Suppose y E F is a root off “l(x) for i = 0, 1, . . . , A4 - 1. Then (x - y)M divides f(x). 
Note. It can be shown that if f [M1(y) # 0, the multiplicity of the root y of f(x) is ex- 
actly M. 
Additional properties of the Hasse derivative are stated in the appendix. 
We recall the notation n = dt, where (p, t) = 1 and d =pr, r? 0, and observe that 
the set of nth roots of unity in @ is E(‘) and each of these has multiplicity d. Given 
2 E @‘), we define the n x d matrix H(z) = @&k(z)), where 
Hjk(z) = f 
U 
zi-k, Oli<n, Osk<d. 
Consider an n-vector a over F and its associated polynomial a(x) = CF;i aixi. Then, 
@(z) = (a[Ol(z>, a[‘l(z> 9 *.a, a[d-ll(z)) 44(z). 
Let I+‘)= {zo, z1 ,...,z~_~} and let Hdenote the nxn matrix 
The Hasse 
W(zo) I H(Zl) I .*- IH(z,-,)I. 
transform 4 of a is defined by 
A = aH= Mzo) I &ml) I 0.. I A(z,-111. 
Note that when (n, q) = 1, the Hasse transform reduces to the Galois-field Fourier 
transform. 
Lemma 3.2. The Hasse transform matrix H is nonsingular. 
Proof. It suffices to prove that for vectors (I, b over @, _aH= OH implies _a = 4. Sup- 
pose aH= bH. Then, we have aLkl(z) = bLkl(z) for every z EE(‘) and O<k<d. 
Therefore, I?‘) is a set of t distinct roots of the polynomial a(x) - b(x) and each of 
these has multiplicity at least d. Since deg(a(x) - b(x)) < n, this implies a(x) = b(x), 
or _a=b. 0 
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Next, we are interested in the conditions under which the inverse Hasse transform 
of a given vector over @, is a vector over F. These are given by the conjugacy con- 
straints stated in the following lemma. 
Lemma 3.3. Let _V= [J’(O) 1 -V(l) 1 . . . 1 _V(t - l)] be a given n-vector over @ (here 
each -V(j) = (V,(j)), 05 k<d, is a d-vector). Then, -VW’ is a vector over F iff for 
every zj E E (‘) the equality zi= i zq implies V,(i) = [V,(j)lq, for every O~k<d. 
(Note: under the conditions of this lemma the entries of _V(j) belong to Qz,, 
05j<t.) 
Proof. Suppose that _o =_VW’ is a vector over F and that z;=zy, Zj~ E”‘. Then, 
V,(i) = U'kl(Zi) = U'kl(Z~) = [V'kl(Zj)]q = [V&j)lQ 
for every 01 kid, which proves the necessity of the conditions of the lemma. 
For the sufficiency of the conditions stated in the lemma, it suffices to show that 
they are satisfied by exactly q” n-vectors over @. Recall that R(‘) denotes a subset 
of EC’) containing exactly one representative of each conjugate class, i.e., R(‘) con- 
tains exactly one root of each minimal polynomial M,(x), ZEE(‘). Clearly, if _V 
satisfies the conditions, a set of JR(‘)1 vectors _V( j) can be chosen freely, the others 
being determined by the conjugacy constraints. Since the entries of -V(j) belong to 
dj,, it follows that the number of n-vectors over @ satisfying the conditions is 
The following convolution lemma shows the usefulness of the Hasse transform 
in solving the circulant factorization problem. In the sequel we use capital letters 
to refer to the Hasse transform of a vector denoted by a lower case letter. Thus, 
given a polynomial a(x) = 1::; ajxi, the Hasse transform of (I is denoted by 
4 = [&z,J ( . . . 1 &z-,)1, A(z) = @H(z) = (A,(z)), 0 5 k < d. 
Lemma 3.4. Let e(x), f(x), and g(x) be polynomials over F of degree less than n. 
Then, 
e(x) = f(x)g(x) mod(x” - 1) 
if and only if 
Ed= i Fk-j(Z)Gj(Z), OSk<d, ZER(‘). 
.i = 0 
Proof. In this and subsequent proofs we make free use of properties (Pl) through 
(P6) stated in the appendix. 
Suppose e(x)=f(x)g(x) mod(x” - 1). Then, by (P2), we have 
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elk](x) = [f(x)g(x)]tkl mod(x” - l), 0 5 k < d, 
which, by (Pl), can be written as 
etk1(x) = c flk-“(x)gtjl(x) mod(x” - 1). 
j=O 
Letting x range over 2 E R(‘), proves the “only if” part of the lemma. 
COUVeWdy, SUppOSe E&z) = c;=, f$- j(z) Gj(Z), 0 C: k < d, z E R(‘). Equivalently, 
we can write 
eLkI = i f[k-jl(z)g[jl(z), 0 5 k < d, ZER(‘). 
j=O 
Define b(x) =f(x)g(x). Then, btkl(z) = etkl(z) for every z E R(‘) which, since b(x) and 
e(x) are polynomials over F, also holds for every ZEE(‘). Thus, by Lemma 3.1, 
(x- z)~ divides e(x) - b(x) for every z E EC’). Since jJzeE(,) (x- z)~ =xn - 1, it 
follows that x”- 1 divides e(x)-b(x), or 
e(x) - b(x) = 0 mod(x” - 1). 0 
4. The general case 
The general conditions under which the pertinent factorization is possible are 
stated first in Theorem 4.1 below and then in more concrete terms in Theorems 1.2 
and 1.3. 
As before, let b(x) = @,(a(~)). Since 
b(z) = Zna(Z-l) = a(z-9, 
setting x = z in (P3) yields 
Bk(Z) = (-l)kz-k ;co A;(Z-l)Z-;, O<k<d, ZEE(‘). (4) 
In the sequel the set R(‘) is chosen so that if z E R(‘) and z + ZC’, then z-’ E R(‘). 
Theorem 4.1. Let C be a symmetric irculanf matrix of order n over F and let c be 
the first row of C. Then C has a circulant factor over F iff for every 0 5 k< d and 
every z E R (I) there exist A&) E Qz satisfying: 
ck(Z) = ; i (-Iy’ 
j=O i=lJ 
Ak-j(Z)a;(Z)Z-(‘+j), (5) 
where 
Ai g 
^ i 
Ai(Z-‘), ifz+z-‘orz’=l, 
~Ai(Z)14(~/2)m2, 
otherwise. 
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Proof. Suppose C has a circulant factor A over F, and let a(x) be the associated 
polynomial of A. Then, 
c(x) = a(x)b(x) mod(x” - 1). 
By Lemma 3.4, we have 
C,(z) = i Ak-#)Bj(z), 0 I k < d, ZEE(‘) 
j=O 
and, by (41, 
Ck(Z) = i A&j(Z) 
j=O 
= 5 i (-lr’ J-1 
j=O i=O (’ > j-i 
Ak_j(Z)Ai(Z-l)Z-(i+j). 
If z-z-’ and z2# 1, by Lemma 2.1, m, is even and 
A,JZ-i) = atkl(~-‘) = at~l(~4(“2)mz) = [at”l(z)]4(“z)m’= [/&(z)]4(“2)m’ 
Also, since a is a vector over F, Ak(z) E Qz for all Or k<d. 
Conversely, suppose there exist Ak(z) E cDz, 0 I k< d, z E I?(‘), satisfying (5). To 
extend the validity of (5) to every z E EC’), we note that for each z E E(‘) there exists 
a ZER@) such that Z=Z e q for some integer e, and we define Ak(z) i? [A,Jz)]~~, 
0s k < d. Since E is a vector over F, we have 
(fH(Z))k = C,(Z) =,$ i$o (-l)j( :_i )Axj(z)Ai(Z-‘)Z’ii”, (6) _ 
Orkcd, ZE@). Now, define &z)A(A,(z)), Oskcd, 
A 2 Mzo) I A(Zl) I -** I AC%111, 
and q 4 AH-‘. Since 4 satisfies the conjugacy constraints of Lemma 3.3, the en- 
tries of a belong to F and, with b(x) = Q,@(X)), (6) reduces to 
C,(Z) = i Ak-j(Z)Bj(Z), 0 I k < d, Z EE('), 
j=O 
which, by Lemma 3.4, implies c(x)=a(x)b(x) mod(x” - 1). 0 
For later reference, we split system (5) into three disjoint subsystems: 
(i) If z+z-i, then 
Ak_j(Z)Ai(Z-‘)Z-“‘j’, (54 
(ii) if z-z-i and z2#1, then 
C,(z) = i i (-1)j 
j=O i=O 
Ak_j(z)[Ai(z)]4”‘2’mzz-(i+j), (5b) 
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(iii) if .z2 = 1, then 
C/((z) = ; i (-l)j Ak-j(Z)Ai(Z)Tci+‘), 
j=C) i=lJ 
in accordance with cases (2a), (2b), and (2~) of Theorem 1.1. Note further that the 
equations of system (5) corresponding to k=O are exactly the same as those of 
system (2). 
Since the sets of unknowns of the subsystems (5a), (5b), and (5~) are disjoint, each 
subsystem can be solved independently. Moreover, each value of z in systems (5b) 
and (5~) corresponds to yet another separate subsystem (denoted by (5bz) and (5cz) 
respectively), consisting of d equations with the d unknowns Ak(z), O<k<d. In 
system (5a), each pair (z, z-l) corresponds to a separate subsystem (5az), consisting 
of 2d equations with the 2d unknowns Ak(z) and A,(z-‘), OS k<d. Theorems 1.2 
and 1.3 state the conditions under which each of the above subsystems have a 
solution. 
5. Outline of the solution in the general case 
In this section, we describe the steps towards a solution in the general case. These 
steps lead to the conditions of Theorems 1.2 and 1.3. The reader is referred to [8] 
for the complete proofs. The solution of systems (5bz) and (5cz) is considerably 
simpler when C is nonsingular. In this case, there exists a circulant matrix C such 
that CC=1, or, equivalently, there exists c^(x) such that c(x)t(x)= 1 mod(x” - I). 
Hence, c(x) and x” - 1 are relatively prime over every extension of F, so that 
c(z)#O for every ZE@‘). 
5.1. System (Saz) 
5.1.1. 
We prove that the d equations of (Saz) corresponding to z-l are linear combina- 
tions of the d equations corresponding to z. To this end, we first note that (P4) ex- 
presses the left-hand side of the equation corresponding to z-l and k, as a linear 
combination of the left-hand sides of the equations corresponding to z and i, 
0 5 i 5 k; then we show that the respective right-hand sides satisfy the same relation- 
ship. Thus, system (Saz) is reduced to d equations with the 2d unknowns A&) and 
A,(z-‘), Osk<d. 
5.1.2. 
We solve the first equation as we did for (2a). 
5.1.3. 
The equation corresponding to index k includes, along with all the unknowns 
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whose index is less than k, two new unknowns, A&) and A&-‘). Supposing in- 
ductively that these two new unknowns are the only unassigned ones, the said equa- 
tion yields an obvious solution for A&) and A&‘). This leads to a recursive 
solution of the system over Qz. 
5.2. System (5bz) 
5.2.1. 
We solve the first equation as we did for (2b). 
5.2.2. 
Again, we can take advantage of the triangular structure of the system to derive 
a recursive solution inductively. Given the assignments for Ai( O<i< k<d, the 
equation corresponding to index k takes the form 
X4 (“Z)mz+ (_l)kX = y, 
where y is a fully specified element of Qz satisfying y q(1’2)mzz (-l)k~, and x= 
Ao(z)[A~(z)lq”‘2~‘zz- . By Lemma A.2 of the appendix, this equation has a solu- 
tion x0 over Qz. If C is nonsingular, Co(z) # 0 and the first equation of the system 
implies A,(z)#O. Therefore, in the nonsingular case we can assign 
5.3. System (5cz): oddq 
5.3.1. 
The first equation is identical to (2~). Thus, c(1) and, for even n also c(- l), must 
be quadratic residues in F, and we have A,(z) = jb@. 
5.3.2. 
The equation for k = 1 (in case d > 1) reduces to Ci (z) = 0, which, by (PS), always 
holds. 
5.3.3. 
Next, we show that for every odd kz 3 (in case d> 3), the corresponding equation 
of (51~2) is a linear combination of the preceding equations. To this end, we note 
that, since q is odd and z2 = 1, for every odd k, (P4) can be written as 
d”(Z)Z’. (7) 
Thus, (7) expresses the left-hand side of the equation corresponding to k as a linear 
combination of the left-hand sides of the preceding equations. Next, we show that 
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the right-hand sides satisfy the same relationship. Thus, system (5~) is reduced to 
;(d+ 1) equations with d unknowns (note that odd q implies odd d). 
5.3.4. 
The equations corresponding to even k include the unknowns A,&) and A,_,(z) 
in addition to those appearing in the preceding equations. Suppose these two new 
unknowns are the only ones to be yet unassigned and that C is nonsingular. Then, 
A,(z) ~0, and the said equation yields an obvious solution for Ak(z) and A,_,(z). 
This leads to a recursive solution of the system. It follows that, for odd q, (5cz) has 
a solution over F iff c(z) is a quadratic residue in F. 
System (5c.z): even q 
5.4.1. 
If n is odd, we have d = 1 and thus (5cz) consists of the single equation Co(l) = 
[AO(l)]‘. Since q is even, every element of F is a quadratic residue in F, and we 
have A,,(l) = m. 
5.4.2. 
Suppose n is even. As shown below, this case implies c,/~ = 0. For, if C has a cir- 
culant factor A = (A,) = Cy:i a,S’, with indices taken modulo n, we have 
n-l n-1 
C n/2 = C0,n/2. = c AOhAn/Z,h = c ahah-n/2 
h=O h=O 
n/2-1 n-1 n/2-1 n/2-1 
= h:, 
shah-n/2+ c shah-n/2= c shah-n/2+ c ah+n/2ahe 
h=n/2 h=O h=O 
For every h, ah _ n,2 = ah + n,2. Hence, for even q, cV12 = 0. 
5.4.3. 
As in 5.4.1, the first equation of (5cz) implies A,(l) =m. The second equa- 
tion reduces to C,(l) = 0 which, by (P5), always holds. This completes the proof of 
the case n = 2 (mod -4). 
5.4.4. 
Next, we consider the case n = 4m. As in the case of odd q, we prove that for every 
odd kr3, the corresponding equation of (Scz) is a linear combination of the 
preceding ones. This can be done by using (P6) instead of (P4). Thus, system (5cz) 
is reduced to jd equations with d unknowns (note that even q implies even d). 
5.4.5. 
The equation for k = 2 reduces to 
Cl(l) = L%W12+AoW4(0 (8) 
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Again, if C is nonsingular, A,( 1) = m # 0, and we can replace A I (1) by the new 
variable x g:A,(l)/Ac(l), so that (8) takes the form 
x2+x+ 
cl2’( 1) 
- =o. 
c(1) 
(9) 
It is well known [5, Theorem 151 that (9) has a solution in F iff tr(ct2’(l)/c(l), 
F/GF(2)) = 0. Given that this is the case, set A, (1) =x,&,(l), where x0 is a solution 
of (9). It is easy to see that since q is even and c,,,,=O, c(1) =c, and c12](1) =
c:;’ CZi+l. 
5.4.6. 
As in the preceding cases, if C is nonsingular we complete the solution of system 
(~cz), q even, inductively. This completes the proof of Theorem 1.2. 
When C is singular, the solution of systems (5bz) and (5cz) is more compli- 
cated. Note that if z-z-‘, a(z) =0 implies a(~-‘) = 0, so that the multiplicities 
of z and z-l as roots of a(x) are equal. It follows that if ,u(z)<d, then c(x) = 
a(x)~,(a(x)) mod(x” - 1) implies that p(z) is even and the multiplicity of z as a root 
of a(x) is +p(z) (in case z2 = 1, this is guaranteed by Lemma A. 1). Thus, we must 
assign A,(z) =A,(z) = -0. =APu(zJR-l = 0, and then we proceed with the solution of 
the system following a procedure similar to that employed in the nonsingular case, 
starting with the equation corresponding to index k=y(z). If p(z)ld, the system 
has the trivial solution A&) =A,@) = ... =Ad_,(z) = 0. These steps lead to 
Theorem 1.3 (see [8]). 
Appendix 
We present some simple results pertaining to the Hasse derivative. 
(Pl) [7, p. 911 (nu)lk’= Ck, &lulk-jl. 
Properties (P2) through (I$ refer to fields of prime characteristic p.
can be found in [8]. 
Their proof 
(P2) Let n = dt (d =p’, r> 0), and let f(x) = u(x)o(x) mod(x” - 1). Then, ftkl(x) = 
[u(x)D(x)][~~ mod(x” - 1) for 01 k-cd. (Note that a similar result, with f= 1, is 
presented in [7, p. 931.) 
(P3) Let n=dt (d=p’, rr0) and Oskcd. Then, 
In the sequel C(X) = 1::; CiX’ satisfies Ci = c,_~, 1 pi< n, and z denotes an nth 
root of unity in the splitting field of x” - 1 over GF(q). 
(P4) Let n=dt (d=p’, rz0) and Oskcd. Then, 
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C[“(Z)Z’. 
(PS) Let IZ = dt (d=p’, r>O). Then, over GF(q) we have 
(i) I?‘]( 1) = cn12 when q is even and n = 2 (mod -4) and ~~‘~(1) = 0
otherwise. 
(ii) $I(- 1) = 0 when q is odd and n is even. 
(P6) Let p=2, n =2’t (r>O and t odd), let 0< k<2’ and let c,/~=O. Then, for 
all odd k in the given range, 
C[k’(l) = 1 ;;I (k+; _ i)c”‘(l). 
Lemma A.1. Let II = dt (d=p’, r20). Then, over GF(q) 
(i) the multiplicity ,u(l) of 1 as a root of c(x) is even whenever 
(a) N)<d, and 
(b) either q is odd, or n is even, q is even and c,,/~ =O; 
(ii) the multiplicity ,u(-1) of -1 as a root of c(x) is even whenever ,u-1) <d, q 
is odd, and n is even. 
Proof. Let z E { 1, -l>, provided z= -1 only if n is even. We can assume d> 
,u((z)>O, so that c(z)=O. Suppose c”‘(z)=O, O~i<kld-1, k odd. By (P4), 
c[‘l(z)$ = -C[kl(Z) 
For odd q, this implies c’~~(z.) = 0, validating (ii) and the corresponding subcase of (i). 
When both q and n are even and cnj2 = 0, applying (P6), yields 
G’(l) = c ;;I ( k+:_i)ctii(l) = 0, 
so that the rest of (i) holds. 0 
Lemma A.2. Let YE GF(q”‘), m even. Then, the polynomial f(x) =x~““‘~ + 
(- l)kx - y has q(“*)” roots in GF(qm) provided Ye”‘= (-l)ky, and has no roots 
in GF(qm) if the said condition is not satisfied. 
Proof. Let {a,aq, aq2, .. . . oqm-’ } be a normal basis of GF(qm) over GF(q) (it is 
well known that such a basis exists for all values of q and m). Let y= Cy=i’ yiaq’, 
Y[EGF(~), and suppose /?= CEi’ &aq’, PiEGF(q), is a root of f(x) in GF(qm). 
With indices taken modulo m we have yqm12= Cy=i’ yi_,,,,2aq’ and pqm12= 
CEi’ Pi-42 aq’. Thus, ~=p~~‘*+(-l)~fi ff 
yi=Pi_m/2+(-l)kbi, OSi<m. 
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These m equations are equivalent to the fm pairs of equations 
which imply yq m’Z = (- 1)ky. 
Thus, if f(x) has a root in GF(q”), then yqm’2=(-l)ky. Conversely, if yq”” = 
(-l)kv, then f(x) has qm’2 roots p in GF(qm), where for any choice of pi, 
+msi<m, in GF(q) set bi_m/z=Yi- (-l)kpi. This completes the proof. 0 
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