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Introdution
La théorie de la démonstration est la branhe de la logique qui s'intéresse à la struture des
preuves mathématiques. L'un des résultats essentiels de e domaine est l'élimination des oupures,
qui montre que toute preuve peut être transformée en une preuve élémentaire, mais sans ingénio-
sité don généralement inompréhensible. De son té, l'informatique fondamentale s'intéresse aux
diérents paradigmes de programmation, aux langages, aux programmes et à leur évaluation.
L'objet de la logique de la programmation est l'étude des liens entre alul du point de vue
informatique et struture géométrique des preuves en logique. La lef d'une telle analyse est la
possibilité d'interpréter l'élimination des oupures des systèmes logiques omme l'évaluation dans
ertains langages de programmation.
On herhe à établir le rapport entre l'exéution des programmes dans une lasse donnée de lan-
gages et le proessus de rédution des preuves d'un ertain système logique. La bonne ompréhension
mathématique du té logique permet alors d'analyser le omportement des programmes, inverse-
ment l'informatique suggère les diretions à suivre en logique pour obtenir des systèmes pertinents.
Un tel système doit en partiulier être susamment expressif pour avoir un intérêt informatique et
susamment bien ompris pour apporter une analyse sur le alul. L'élairage réiproque des deux
versants de ette orrespondane est d'autant plus rihe que le lien entre les deux est préis et bien
analysé.
Historiquement, le premier système logique ayant une notion d'élimination des oupures est le
système de logique lassique LK de Gentzen
1
. Dans e premier as, il s'agit d'un résultat d'existene :
il existe une manière d'éliminer les oupures. L'élimination des oupures dénit une transformation
des preuves dont on sait qu'elle termine et qu'elle permet d'assoier à toute preuve, une preuve
élémentaire (sans oupure) mais e résultat n'est a priori pas unique. Le proessus de alul que
ei permet d'interpréter est don fortement non déterministe.
L'interprétation alulatoire de la logique, ou l'interprétation logique du alul, a en fait réelle-
ment débuté ave la logique intuitionniste (minimale) LJ à travers la désormais élèbre orrespon-
dane de Curry-Howard qui expliite le lien entre l'élimination des oupures dans LJ et la rédution
du -alul (programmation fontionnelle). On obtient ette fois une analogie préise dans un adre
déterministe. L'élimination des oupures est alors un proessus qui termine et qui mène à l'unique
preuve sans oupure possible.
L'existene de tradutions, dites ::-tradutions, de la logique lassique dans la logique intui-
tionniste donne un moyen d'analyser également la logique lassique. Cependant, il s'agit d'un biais
indiret qui ne donne pas d'interprétation immédiate des preuves lassiques. Ce n'est que beauoup
plus tard que la possibilité d'interpréter diretement la logique lassique dans un adre alulatoire
déterministe est apparue. Il s'avère que les instrutions de ontrle (all/, exeptions, ...) orres-
pondent à des formules lassiques qui ne sont pas prouvables intuitionnistiquement (loi de Peire,
1
Les notations des systèmes logiques onsidérés sont dénies à l'annexe A.1 page 213.
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raisonnement par l'absurde, tiers exlus, ...). Cette orrespondane a donné naissane en logique à
diérents systèmes pour la logique lassique ('est-à-dire ayant la même prouvabilité que LK) pos-
sédant une élimination déterministe des oupures, e qui donne des extensions de LJ dans lesquelles
on peut interpréter les langages fontionnels ave primitives de ontrle.
Parallèlement à ela est apparue la logique linéaire LL, qui permet en partiulier de raner
l'étude de la logique intuitionniste, et don de préiser l'analyse des langages fontionnels. Des
travaux ont également été faits pour interpréter la logique lassique dans LL mais les tradutions
sont omplexes et moins informatives (elles ahent en réalité des ::-tradutions). De plus les
rapports entre logiques lassique et intuitionniste disparaissent puisque es deux systèmes sont
plongés dans un seul et même système : LL.
À la omplexité de la tradution de la logique lassique dans LL, s'ajoute la diulté d'étudier la
logique linéaire dans son ensemble. Ce système très rihe est omplexe à analyser et de nombreuses
diretions d'étude restent à e jour limitées à des sous-systèmes de LL. Il est souvent néessaire de
se restreindre à des fragments plus failes à étudier mais enore faut-il qu'ils soient susamment
expressifs pour pouvoir y traduire les traits de programmation que l'on souhaite analyser. Ainsi,
an d'étudier LJ sans pour autant devoir aronter le système LL dans son ensemble, il est possible
de se restreindre à la logique linéaire intuitionniste ILL qui, tout en ontenant la tradution de LJ
(don des langages fontionnels), a permis de meilleures avanées dans ertains domaines (réseaux
de preuve, sémantique des jeux, ...).
L'objetif de ette thèse est d'étendre ette approhe à la logique lassique : peut-on aratériser
un sous-système de LL (ou une variante) interprétant de manière direte la logique lassique (don
les langages fontionnels ave primitives de ontrle) et possédant des propriétés plus simples que
LL ?
Notre approhe est basée sur la notion de polarités qui, bien que déjà impliitement présente
en logique intuitionniste, est véritablement issue d'une analyse ne des propriétés de la logique
linéaire. Cette idée a été expliitement introduite par Girard pour son système de logique lassique
déterministe LC et sert de lef de voûte à son programme atuel de Ludique. Partant de LC, il est
naturel de dénir dans LL deux lasses de formules (les formules positives et les formules négatives)
éhangées par la négation et basées sur une séparation en deux lasses des onneteurs de la logique
linéaire. On est alors amené à introduire la logique linéaire polarisée LLP. Il reste à voir si e système
permet de mieux répondre au problème de l'analyse de la logique lassique que LL ou ILL, e qui
revient à aborder les trois questions suivantes qui onstituent la olonne vertébrale de ette thèse :
 Quelles sont les propriétés de LLP et sont-elles plus simples que elles de LL ?
 Quelle est l'expressivité de LLP ? est-elle susante pour la logique lassique et les langages
fontionnels ave ontrle ?
 Est-il possible d'étudier, au niveau linéaire, les rapports entre logiques lassique et intuition-
niste ?
Bien que né de la ontrainte de LL par polarisation, LLP apparaît omme un système logique à
part entière, plus struturé que LL, simpliant notablement sa théorie de la démonstration (réseaux
de preuve polarisés, jeux polarisés, ...) et don l'étude de son élimination des oupures.
De plus, son pouvoir expressif lui permet d'étendre onservativement la relation entre LJ et LL
dont l'analyse a permis des résultats remarquables en théorie des langages fontionnels (sémantique
dénotationnelle, sémantique des jeux, ...) en une relation analogue (mais lassique) entre LK et LLP.
L'image de LJ dans LLP est alors failement délimitable (LL
pol
) et le rapport qu'elle entretient ave
LLP permet d'étudier elui de LJ ave LK.
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Contrairement au as général de LL, pour lequel il est néessaire de onsidérer des fragments
pour l'étude de ertaines notions, nous allons eetuer une étude exhaustive de la théorie de la
démonstration de LLP, tant sur le plan syntaxique que sémantique. On peut montrer que toutes les
branhes usuelles de l'étude de la logique linéaire peuvent être appliquées à LLP dans son intégralité.
Ce sera l'objet de la partie II après des rappels sur quelques notions importantes de LL dans la partie I
(hapitres 1, 2 et 3).
Dans le hapitre 4, nous préisons omment se fait la onstrution de LLP à partir de LL et de
l'idée de polarisation. Puis, nous étudions les propriétés logiques fondamentales de LLP à l'aide du
alul des séquents.
Dans le hapitre 5, nous abordons la prinipale syntaxe utilisée pour LL : les réseaux de preuve.
C'est la prinipale nouveauté due à LL, en supprimant des informations de séquentialité inutiles
du alul des séquents elle larie grandement la proédure d'élimination des oupures grâe à la
diminution du nombre d'étapes à onsidérer. Contrairement au as de LL, nous dénissons des
réseaux pour LLP tout entier ave une proédure omplète d'élimination des oupures. De plus les
polarités permettent de donner un ritère de orretion nettement plus simple que pour LL. Nous
abordons les trois prinipales notions de réseaux ave onneteurs additifs : ave boîtes, ave poids
et par tranhes. L'idée de réseaux par tranhes a été avanée par Girard mais n'a jamais pu être
réellement appliquée jusqu'ii.
Dans le hapitre 6, nous utilisons les espaes de orrélation et les atégories de ontrle pour
dénir les premières sémantiques dénotationnelles de LLP. Cei plae LLP dans le ontexte des
études préédentes puisque es deux notions préexistaient à LLP et fournissent des modèles.
Dans le hapitre 7, la sémantique des jeux usuelle (jeux intuitionnistes) est étendue à une véri-
table dualité Joueur/Opposant (orrespondant à positif/négatif) permettant de dénir un modèle
de jeux pour LLP. Ces jeux polarisés ontiennent les jeux intuitionnistes et larient les relations
entre les diérentes onstrutions par l'introdution d'opérateurs de déalage.
Dans le hapitre 8, après avoir donné une interprétation des onneteurs additifs en géométrie
de l'interation (GoI) qui simplie elle de Girard, nous étendons la GoI aux règles struturelles
généralisées de LLP grâe à une mahine parallèle.
An de montrer l'expressivité de LLP, nous montrerons omment y interpréter les prinipaux
systèmes de logique lassique déterministes onnus, aussi bien pour l'appel par nom que pour l'appel
par valeur. L'étude de es tradutions onstitue la partie III.
Dans le hapitre 9, nous dérivons le ÷ur des trois prinipales tradutions des systèmes las-
siques dans LLP : la tradution polarisée, la tradution positive (orrespondant à l'appel par nom)
et la tradution négative (orrespondant à l'appel par valeur). Ce qui permet, en partiulier, une
lassiation préise des tradutions déjà onnues.
Dans le hapitre 10, nous appliquons la tradution polarisée aux deux prinipaux systèmes
lassiques polarisés : LC et LK

pol
.
Dans le hapitre 11, nous étudions en détails les liens entre LLP et le -alul, aussi bien pour
l'appel par nom que pour l'appel par valeur ainsi que les liens ave deux autres extensions lassiques
du -alul. Comme pour l'interprétation du -alul dans LL, l'interprétation du -alul dans
LLP nous donne des retombées sur le -alul lui-même : la -équivalene.
Dans le hapitre 12, nous terminons les tradutions de systèmes lassiques dans LLP par deux
as de systèmes non déterministes possédant une version déterminisée par nom et une par valeur.
On a ainsi les sous-systèmes déterministes LKQ (appel par valeur) et LKT (appel par nom) de LK
tq
et le

~
Q
-alul (par valeur) et le

~
T
-alul (par nom) pour le

~-alul.
Ces deux parties répondent ainsi aux deux premières questions que nous nous sommes posées.
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La partie IV s'intéresse à e que l'analyse dans LLP apporte sur les systèmes lassiques que l'on a
traduits (on a vu un premier exemple ave la -équivalene).
Dans le hapitre 13, on exploite l'idée que LLP est à LL (ou en tout as son fragment polarisé
LL
pol
) e que LK est à LJ permettant une analyse linéaire du rapport entre lassique et intuition-
niste. Cei se traduit onrètement en montrant que les diérentes tradutions de LLP dans LL que
l'on a renontrées sont des analogues linéaires des ::-tradutions de LK dans LJ (ave ertaines
optimisations).
Dans le hapitre 14, nous étudions le sous-système linéaire MALLP de LLP, un système plus
struturé que le fragment linéaire MALL de LL. Nous montrons que MALLP orrespond préisément
à d'autres fragments linéaires de systèmes lassiques (-alul linéaire par exemple), e qui fait
apparaître l'idée d'une logique lassique linéaire. C'est une idée nouvelle dans la mesure où la logique
lassique est généralement onsidérée omme aratérisée par l'utilisation des règles struturelles sur
toutes les formules. Il apparaît ii que e n'est pas néessairement la aratéristique prinipale de
la logique lassique.
Pour onlure, nous montrons dans le hapitre 15 omment LLP permet d'analyser la dualité
entre appel par valeur et appel par nom. Cette dualité est réapparue réemment dans diérents
travaux et s'exprime de manière partiulièrement laire dans LLP par la dualité entre positif et
négatif.
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Première partie
Rappels
15
Comme son titre l'indique, ette partie ne ontient ni dénitions ni résultats nouveaux, il s'agit
simplement de rappeler un ertain nombre de dénitions et de résultats dans le adre général de la
logique linéaire avant de les appliquer au as polarisé.
Il faut toutefois préiser que la présentation faite dans le hapitre 3 est originale sur diérents
points bien que très fortement inspirée de elle de la thèse de G. MCusker [MC96℄. Elle met
en avant ertaines dénitions qui, bien qu'utilisées dans la littérature, n'étaient pas autant mises
en valeur, en partiulier en e qui onerne l'utilisation des jeux indépendemment des stratégies à
travers les morphismes d'arènes et de parties.
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Chapitre 1
Réseaux de preuve
Nous rappelons dans e hapitre les prinipaux résultats sur les réseaux de preuve pour MELL
ave quantiateurs du seond ordre et sans onstante [Gir87, Gir91b, Dan90, Reg92℄. Les réseaux de
preuve onstituent la prinipale nouveauté syntaxique de la logique linéaire. Inspirés de la dédution
naturelle et utilisant la dualité de LL, ils permettent une représentation des preuves par des graphes
e qui fournit une struture moins séquentielle que les arbres du alul des séquents. Il en déoule
que l'étude de l'élimination des oupures est nettement simpliée puisque que la plupart des étapes
ommutatives néessaires en alul des séquents disparaissent.
L'intégration des onneteurs additifs dans les réseaux de preuve n'ayant à e jour pas de réponse
pleinement satisfaisante, nous aborderons plus tard ette question, dans le adre polarisé, où nous
omparerons les diverses solutions existantes. Il en va de même pour les onstantes.
1.1 Strutures de preuve
1.1. Définition (Strutures de preuve)
Une struture de preuve est un graphe orienté aylique à arêtes pendantes, i.e. dont ertaines arêtes
ont un n÷ud soure mais pas de n÷ud ible (es arêtes sont appelées onlusions de la struture de
preuve). Les n÷uds (ou liens) sont étiquetés par l'un des symboles ax, ut, P, 
, !, ?d , ?, ?w , 8 ou
9 (et orrespondent aux règles du alul des séquents). Les arêtes sont étiquetées par des formules de
LL appelées type de l'arête. L'étiquette de haque n÷ud impose son nombre d'arêtes entrantes (ses
prémisses) et sortantes (ses onlusions) ainsi que des relations entre les types de es arêtes, omme
indiqué sur la gure 1.1. Par exemple un n÷ud 
 a deux arêtes entrantes de types (arbitraires) A
et B et une arête sortante dont le type doit être A
B.
À haque n÷ud ! de prémisse A d'une struture de preuve est assoiée une sous-struture de
preuve (appelée boîte du n÷ud) de onlusions ? ; A. La onlusion A est appelée porte prinipale
et les autres sont les portes auxiliaires. Deux boîtes doivent toujours être soit disjointes soit inluses
l'une dans l'autre. On appelle profondeur d'un n÷ud le nombre de boîtes qui le ontiennent.
Soit n un n÷ud 8 dont la onlusion a type 8XA, on appelle X la variable propre de n. Les
variables propres de deux liens 8 doivent être distintes et les onlusions de la struture de preuve
ne doivent pas ontenir de variables propres libres. Si n est à l'intérieur d'une boîte, sa variable
propre ne doit pas apparaître hors de ette boîte.
Si la onlusion d'un n÷ud ontient, omme variable libre, la variable propre X d'un lien 8, on
dit qu'il dépend de X.
Notations (Représentation et nomenlature) : Les strutures de preuve seront toujours re-
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?d ?w
A A
?
A
 B A P B
A
!A
A
?A
?A ?A
A
8XA
A[
B
=
X
℄
9XA


P
A B A B
?
?A ?A
A
?
A
9 8
!
ax
ut
Fig. 1.1  N÷uds des strutures de preuve pour MELL
présentées ave les arêtes orientées du haut vers le bas e qui permet d'omettre les orientations. Du
fait de ette onvention on parlera de n÷ud (ou d'arête) situé au-dessus ou au-dessous d'un autre, de
haut ou de bas d'une struture de preuve, de monter ou desendre dans une struture de preuve, ...
Un n÷ud à profondeur 0 dont les onlusions sont des arêtes pendantes est appelé n÷ud onlu-
sion. Les n÷uds onlusions et les n÷uds ut à profondeur 0 sont appelés n÷uds terminaux .
1.2. Définition (Taille)
La taille d'une struture de preuve est son nombre de n÷uds.
Nous allons maintenant rappeler la tradution des preuves du alul des séquents MELL dans
les strutures de preuve.
1.3. Définition (Tradution du alul des séquents)
Soit  une preuve de `   en alul des séquents, on lui assoie la struture de preuve S

de
onlusions  , dénie indutivement à partir de  en regardant la dernière règle R (on note 
1
ou

1
et 
2
les preuves des prémisses de R selon qu'elle est d'arité 1 ou 2) :
(ax) S

ontient un unique lien ax.
(ut) On met un lien ut entre les onlusions de S

1
et S

2
qui orrespondent aux formules oupées
dans R.
(
) On met un lien 
 entre les onlusions de S

1
et S

2
qui orrespondent aux formules atives
de R.
(P) On met un lien P entre les onlusions de S

1
qui orrespondent aux formules atives de R.
18
(!) On ajoute à S

1
un lien ! sous la onlusion orrespondant à la formule ative et on lui assoie
S

1
omme boîte.
(?d) On met un lien ?d sous la onlusion de S

1
qui orrespond à la formule ative de R.
(?) On met un lien ? entre les onlusions de S

1
qui orrespondent aux formules atives de R.
(?w) On ajoute à S

1
un lien ?w ave omme onlusion la formule aaiblie dans R.
(8) On ajoute à S

1
un lien 8 sous la onlusion orrespondant à la formule ative dans R. L'absene
de la variable propre dans le ontexte de la règle garantit qu'elle n'apparaît pas libre dans les
onlusions de la struture de preuve.
(9) On ajoute à S

1
un lien 9 sous la onlusion orrespondant à la formule ative dans R.
1.4. Exemple
La preuve du alul des séquents :
ax
` B;B
?
ax
` B;B
?
?d
` B; ?B
?


` B 
B;B
?
; ?B
?
?d
` B 
B; ?B
?
; ?B
?
?
` B 
B; ?B
?
!
` !(B 
B); ?B
?
ax
` A;A
?
?w
` ?(B
?
P B
?
); A;A
?
ut
` ?B
?
; A;A
?
P
` ?B
?
P A;A
?
9
` 9X(?X P A); A
?
donne le réseau de preuve suivant :
ax ax
ax
ut
?d ?d
?


!?w
P
9
B
B
?
B
?
?B
?
?B
?
A
?
?B
?
P A
B 
B
?(B
?
P B
?
)
!(B 
B)
B
?B
?
A
9X(?X P A)
1.5. Définition (Arbre exponentiel)
Soit S une struture de preuve et a une arête de S de type ?A, l'arbre exponentiel de a est l'arbre
des n÷uds ? et ?w (dont les arêtes ont type ?A) situés au-dessus de a dans S.
1.6. Définition (Équivalene struturelle)
L'équivalene struturelle '
s
de strutures de preuve onsiste à modier la struture des arbres
exponentiels. Elle est dénie omme la lture réexive symétrique transitive de la relation de
réériture !
s
:
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?
?w
?
?w
?
?
?
?
?
?
! !
?w
?w
! !
1.2 Critère de orretion
An de aratériser les strutures de preuve qui orrespondent à des preuves du alul des sé-
quent, on est amené à introduire la notion de ritère de orretion. Il s'agit d'une ondition à vérier
sur une struture de preuve pour s'assurer qu'elle peut être transformée en preuve (séquentialisée).
Ce ritère de orretion doit, de plus, être préservé par l'élimination des oupures pour garantir que
les aluls eetués sur les réseaux ne détruisent pas le fait de orrespondre à une preuve. Nous
présentons ii le ritère de orretion le plus répandu : le ritère de Danos-Regnier [DR89℄, mais il
en existe de nombreux autres (voir par exemple [Gir87, Mét94, Lam94, Gue99℄).
1.7. Définition (Struture de preuve séquentialisable)
On donne une dénition réursive du fait que la struture de preuve S est séquentialisable :
 Si S est onstituée d'un unique lien ax, S est séquentialisable.
 Si S possède un lien ut ou 
 terminal et si en le supprimant on obtient deux strutures de
preuve séquentialisables alors S est séquentialisable.
 Si S possède un lien P, ?d , ?, ?w , 8, ou 9 terminal et si en le supprimant on obtient une
struture de preuve séquentialisable alors S est séquentialisable.
 Si S possède, omme unique lien à profondeur 0, un lien ! et si la boîte assoiée à e n÷ud
est séquentialisable alors S est séquentialisable.
1.8. Lemme
Une struture de preuve est séquentialisable ssi elle est la tradution d'une preuve du alul des
séquents.
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1.9. Définition (Graphes de orretion)
Les graphes de orretion à profondeur 0 d'une struture de preuve S sont les graphes (non orientés)
formés des n÷uds à profondeur 0 de S dans lesquels :
 On supprime les arêtes pendantes.
 Chaque lien ! dont la boîte a pour onlusions ? ; A est remplaé par un lien ! généralisé sans
prémisse et ave onlusions ? ; !A :
...
!A ? 
!
 Pour haque lien P, une des deux arêtes prémisses est supprimée.
 Pour haque lien ?, une des deux arêtes prémisses est supprimée.
 Si n est un lien 8, son arête prémisse peut être remplaée par une arête entre n et un lien qui
dépend de sa variable propre.
Un graphe de orretion de S est soit un graphe de orretion à profondeur 0 de S soit un graphe
de orretion à profondeur 0 d'une des boîtes de S.
1.10. Définition (Réseau de preuve)
Une struture de preuve sans aaiblissement est un réseau de preuve ou est orrete si tous ses
graphes de orretion sont ayliques et onnexes.
1.11. Théorème (Séquentialisation)
Une struture de preuve sans aaiblissement est séquentialisable ssi elle est orrete.
Trouver un ritère de orretion pour es strutures de preuve ave aaiblissement est atuelle-
ment un problème ouvert. La diulté vient du fait que l'aaiblissement introduit des disonnexités
dans les graphes de orretion. Une possibilité serait de remplaer la ontrainte de onnexité par
une omptabilité du nombre de omposantes onnexes, en demandant :
(C) Les graphes de orretion sont ayliques et ont une omposante onnexe de plus
que de liens ?w .
Toutefois ette ondition est néessaire pour la séquentialisation mais pas susante omme le montre
l'exemple 1.12.
1.12. Exemple
La formule ((X P X
?
) P (Y P Y
?
)) 
 ?Z n'est pas prouvable dans LL (ar ?Z ne l'est pas)
mais la struture de preuve suivante a ses 8 graphes de orretion ayliques et qui ontiennent 2
omposantes onnexes :
X Y
?
X P X
?
Y P Y
?
?Z
X
?
Y
((X P X
?
) P (Y P Y
?
))
 ?Z
(X P X
?
) P (Y P Y
?
)
ax ax
P P
P
?w
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1.3 Élimination des oupures
1.13. Définition (Étapes d'élimination des oupures)
Pour haque n÷ud oupure, on dénit selon ses n÷uds prémisses, les diérentes étapes d'élimination
des oupures :
(ax)
A A AA
?
ax
ut
(
= P)
A B A
?
B
?
A
B
A
?
B
?
BA
A
?
P B
?
ut
ut


P
ut
(!=?d)
......
?d
!A
A
?
? 
A
? 
A
A
?
?A
?
B
ut
B
!
ut
(!=?)
...
...
...
...
? ?
?
?A
?
?A
?
? 
!A
? 
? 
!A
?A
?
?A
?
!A
? 
?A
?
A
A
A
ut
ut
ut
B
!
!
!
B
B
(!=?w)
......
?w
?w ?w
!A
?  ? 
?A
?
A
ut
!
B
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(!=!)
... ... ...
...
...
!B
?
? !A ? !A
!B
?
?B
?
?B
?
A B
B
A
!! !
!
BB B
0
B
0
ut
ut
(8=9)
A[
B
=
X
℄A[
B
=
X
℄A
?
A
?
[
B
=
X
℄
8XA
?
9XA
8
9
ut
ut
X est substituée par B dans toute la struture de preuve.
1.14. Proposition (Préservation de la orretion)
Soit R un réseau de preuve et R
0
un réduit de R, R
0
est un réseau de preuve.
1.15. Remarque : si R ontient des aaiblissements, on ne prend pas en ompte la onnexité mais
la ondition (C) est préservée.
1.16. Théorème (Normalisation forte et Confluene)
La rédution des réseaux de preuve est fortement normalisante et onuente.
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Chapitre 2
Sémantiques de LL
Nous rappelons dans e hapitre deux sémantiques dénotationnelles aratéristiques de LL. Tout
d'abord la sémantique ohérente [Gir87℄ qui a donné naissane à LL en déomposant l'impliation
intuitionniste. Ensuite nous aborderons la géométrie de l'interation [Gir88℄ pour MELL, ette inter-
prétation géométrique des preuves de logique linéaire est en partiulier à la base de la sémantique
des jeux et de l'analyse logique de la rédution optimale du -alul.
2.1 Sémantique ohérente
Nous reprenons ii les dénitions de [Gir95b℄ onernant les espaes ohérents. Il s'agit de e que
l'on appelle la sémantique ohérente multi-ensembliste alors que les dénitions originelles de [Gir87℄
étaient basées sur une utilisation d'ensembles pour interpréter les onneteurs exponentiels.
Notations :
Ensembles.
 On note a  b l'inlusion (au sens large) de deux ensembles et a ( b l'inlusion strite.
 La somme disjointe a+ b de deux ensembles a et b est l'ensemble (f1g  a) [ (f2g  b).
Multi-ensembles.
 Soit a un ensemble, un multi-ensemble  sur a est une fontion de a dans N.
Le support jj du multi-ensemble  est le sous-ensemble de a onstitué des éléments dont
l'image par  est non nulle.
Un multi-ensemble est dit ni si son support est ni.
 Le multi-ensemble vide (dont le support est vide, 'est-à-dire le multi-ensemble orrespon-
dant à la fontion nulle) est noté " ou [ ℄.
 La somme (ou union) de deux multi-ensembles est tout simplement la somme des fontions,
ave omme élément neutre ".
 Le multi-ensemble ni  sera noté entre rohets ave haque élément x 2 jj répété (x)
fois.
2.1. Exemple
Soient  le multi-ensemble sur fx; y; zg suivant :
x 7! 2
y 7! 3
z 7! 0
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et  le multi-ensemble sur fy; z; tg :
y 7! 2
z 7! 1
t 7! 1
 et  sont des multi-ensembles nis et on les note  = [x; x; y; y; y℄ et  = [y; y; z; t℄. Le support de 
est jj = fx; yg et elui de  est jj = fy; z; tg. La somme + est notée + = [x; x; y; y; y; y; y; z; t℄
et a pour support j+ j = jj [ jj = fx; y; z; tg.
2.2. Définition (Espae ohérent)
Un espae ohérent A est un ouple (jAj;
_
^
A
) où jAj est un ensemble (la trame de A) et
_
^
A
est
une relation symétrique et réexive sur jAj.
Une lique a d'un espae ohérent A, noté a  A, est un sous-ensemble de jAj tel que quels que
soient x et y dans a, on ait x
_
^
A
y.
Notations : Lorsqu'auune onfusion n'est possible, on abrégera
_
^
A
en
_
^
.
On dénit les autres relations de ohérene à partir de
_
^
:
 Cohérene strite : x _ y si x
_
^
y et x 6= y.
 Inohérene : x
^
_
y est le ontraire de x _ y.
 Inohérene strite : x ^ y si x
^
_
y et x 6= y ('est don le ontraire de x
_
^
y).
2.3. Remarque : La donnée d'une seule des relations
_
^
, _,
^
_
et ^ sut à déterminer toutes les
autres.
2.4. Définition (Construtions)
Soient A et B deux espaes ohérents, on dénit les espaes ohérents suivants :
A
?
a pour trame jAj et x
_
^
A
?
x
0
si x
^
_
A
x
0
.
A
 B a pour trame jAj  jBj et (x; y)
_
^
A
B
(x
0
; y
0
) si x
_
^
A
x
0
et y
_
^
B
y
0
.
A P B a pour trame jAj  jBj et (x; y) _
APB
(x
0
; y
0
) si x _
A
x
0
ou y _
B
y
0
.
A B a pour trame jAj + jBj (somme disjointe ensembliste) et (i; x)
_
^
AB
(i; x
0
) si x
_
^
A
x
0
et
(i; x) ^
AB
(j; x
0
) si i 6= j quels que soient x et y ave i; j 2 f1; 2g.
A& B a pour trame jAj+ jBj et (i; x)
_
^
A&B
(i; x
0
) si x
_
^
A
x
0
et (i; x) _
A&B
(j; x
0
) si i 6= j quels
que soient x et y ave i; j 2 f1; 2g.
1 a pour trame f?g en remarquant qu'à isomorphisme près il n'y a qu'un espae ohérent à un
point.
? est également f?g.
0 a pour trame ;, l'espae ohérent à trame vide.
> est également vide.
!A a pour trame l'ensemble des multi-ensembles nis d'éléments de jAj dont les supports sont des
liques de A et x
_
^
!A
y si jx+ yj  A.
?A a pour trame l'ensemble des multi-ensembles nis d'éléments de jAj dont les supports sont des
anti-liques de A (i.e. des liques de A
?
) et x _
?A
y si jx+ yj n'est pas une anti-lique de A.
2.5. Exemple (Cliques)
Soit A un espae ohérent quelonque, l'ensemble vide ; forme une lique de A, appelée lique vide.
Si x et y sont deux éléments de jAj, (x; x) et (y; y) sont ohérents dans A P A
?
(ar soit x _
A
y,
soit x _
A
?
y, soit x = y), don f(x; x) j x 2 jAjg  A P A
?
.
26
Les espaes ohérents permettent de dénir un modèle de LL. Nous rappelons le as proposi-
tionnel :
2.6. Définition (Interprétation de LL)
On interprète les atomes par des espaes ohérents quelonques, les formules de LL par l'espae
ohérent orrespondant. Une preuve  du séquent ` A
1
; :::; A
n
est interprétée par une lique JK
oh
de l'espae ohérent A
1
P ::: P A
n
selon la dernière règle de . On note 
1
la prémisse de ette
dernière règle si elle est unaire ou 
1
et 
2
si elle est binaire.
(ax) JK
oh
= f(x; x) j x 2 jAjg
(ut) JK
oh
= f(x
1
; :::; x
n
; x
0
1
; :::; x
0
m
) j 9y; (x
1
; :::; x
n
; y) 2 J
1
K
oh
^ (y; x
0
1
; :::; x
0
m
) 2 J
2
K
oh
g
(P) JK
oh
= f(x
1
; :::; x
n
; (y; z)) j (x
1
; :::; x
n
; y; z) 2 J
1
K
oh
g
(
) JK
oh
= f(x
1
; :::; x
n
; x
0
1
; :::; x
0
m
; (y; y
0
)) j (x
1
; :::; x
n
; y) 2 J
1
K
oh
^ (x
0
1
; :::; x
0
m
; y
0
) 2 J
2
K
oh
g
(&) JK
oh
= f(x
1
; :::; x
n
; (1; y)) j (x
1
; :::; x
n
; y) 2 J
1
K
oh
g [ f(x
1
; :::; x
n
; (2; y)) j (x
1
; :::; x
n
; y) 2
J
2
K
oh
g
(
i
) JK
oh
= f(x
1
; :::; x
n
; (i; y)) j (x
1
; :::; x
n
; y) 2 J
1
K
oh
g
(!) JK
oh
= f(
P
k
i=1
x
i
1
; :::;
P
k
i=1
x
i
n
; [y
1
; :::y
k
℄) j 81  i  k; (x
i
1
; :::; x
i
n
; y
i
) 2 J
1
K
oh
^ 81  i
0

k; 81  j  n; x
i
j
_
^
x
i
0
j
g
(?d) JK
oh
= f(x
1
; :::; x
n
; [y℄) j (x
1
; :::; x
n
; y) 2 J
1
K
oh
g
(?) JK
oh
= f(x
1
; :::; x
n
; y + z) j (x
1
; :::; x
n
; y; z) 2 J
1
K
oh
^ y
^
_
zg
(?w) JK
oh
= f(x
1
; :::; x
n
; ") j (x
1
; :::; x
n
) 2 J
1
K
oh
g
(?) JK
oh
= f(x
1
; :::; x
n
; ?) j (x
1
; :::; x
n
) 2 J
1
K
oh
g
(1) JK
oh
= f?g
(>) JK
oh
= ;
2.7. Théorème (Modèle ohérent)
Les espaes ohérents sont un modèle dénotationnel de LL, i.e. si  est une preuve qui se réduit en

0
par élimination des oupures alors JK
oh
= J
0
K
oh
.
2.2 Géométrie de l'interation
Les prinipaux résultats de la GoI pour MELL que nous donnons ii ont été initialement dérits
dans [Gir88, DR95, DR99, DHR96℄. De nombreuses présentations de la GoI ont été données :
C
?
-algèbres, semi-goupes inversifs, algèbres de lauses, automates bi-déterministes, ... Une idée
ommune à toutes es présentations est elle de hemin. Par hemin dans une preuve ou un réseau,
nous entendrons hemin dans les formules partant d'une onlusion, montant jusqu'à un axiome,
redesendant par l'autre formule jusqu'à une oupure, remontant jusqu'à un axiome, ... et terminant
dans une onlusion. On interprète une preuve par l'ensemble de ses hemins persistants, i.e. qui ne
sont pas oupés par élimination des oupures. L'objetif de la GoI est de donner une aratérisation
algébrique de es hemins. Conrètement, on dénit algébriquement une famille de hemins que l'on
appelle hemins réguliers et on montre qu'un hemin est régulier si et seulement si il est persistant.
Nous utiliserons ii la présentation qui onsiste à interpréter les preuves (ou les réseaux) omme
des mahines à jetons, les hemins réguliers sont alors eux tels qu'il existe jeton qui parourt e
hemin lors d'une exéution de la mahine.
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2.8. Définition (Jeton)
Un jeton est un triplet (m; b; s) où :
 m est une pile onstruite à partir des symboles g et d (" est la pile vide et j:j la longueur d'une
pile), appelée jeton multipliatif ,
 b et s sont des piles de signatures exponentielles ou piles exponentielles, appelées respetive-
ment pile de boîtes et pile d'équilibrage,
 une signature exponentielle  est dénie par la grammaire :
 ::= ? j g: j d: j pq:
2.9. Définition (Profondeur exponentielle d'un jeton multipliatif)
Soit m un jeton multipliatif et A une formule de MELL, la profondeur exponentielle de m dans A,
notée prof
A
(m), est dénie par :
 prof
X
(") = prof
B
C
(") = prof
BPC
(") = 0,
 prof
X
(m) n'est pas dénie si m 6= ",
 prof
B
C
(g:m) = prof
BPC
(g:m) = prof
B
(m),
 prof
B
C
(d:m) = prof
BPC
(d:m) = prof
C
(m),
 prof
?B
(m) = prof
!B
(m) = prof
B
(m) + 1.
2.10. Remarque : Intuitivement, la profondeur exponentielle d'un jeton multipliatif m dans une
formule A est le nombre de onneteurs exponentiels dans le hamp desquels la sous-formule mul-
tipliative de A dérite par m se trouve.
2.11. Définition (Validité d'un jeton)
Soit R un réseau et a une arête de type A de R, le jeton (m; b; s) est valide pour a si jbj est la
profondeur de a dans R, prof
A
(m) est bien dénie et jsj = prof
A
(m).
2.12. Définition (Mahine abstraite d'interation)
Soit R un réseau de MELL, on dénit la mahine abstraite d'interation (ou IAM) M
R
assoiée à R.
Un état deM
R
est la donnée d'une arête a dans R, d'une diretion l qui est soit " soit # et d'un jeton
(m; b; s) valide pour a, ou bien l'état partiulier ; qui signie que la mahine s'arrête (l'intuition
étant qu'il s'agit d'un message d'erreur). Une transition de M
R
à partir de l'état A
l
(m; b; s) est
donnée par le n÷ud situé au-dessus de A si l=" et par le n÷ud situé au-dessous de A si l=#, omme
dérit i-dessous :
ax ax ax ax
ut ut ut ut
~ ~ ~ ~
~~~~
(d:m; b; s)
"
(m; b; s)
"
(d:m; b; s)
#
(m; b; s)
#
(g:m; b; s)
"
(m; b; s)
"
(m; b; s)
#
(g:m; b; s)
#
(m; b; s)
#
(m; b; s)
"
(m; b; s)
#
(m; b; s)
"
(m; b; s)
"
(m; b; s)
#
(m; b; s)
"
(m; b; s)
#
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où le n÷ud ~ est soit un n÷ud 
 soit un n÷ud P.
?d ?d ?d ?d
(m; b; ?:s)
"
(m; b; s)
"
(m; b; s)
#
(m; b; ?:s)
#
? ? ? ?
? ? ? ?
(m; b; (g:):s)
"
(m; b; :s)
"
(m; b; :s)
#
(m; b; (g:):s)
#
(m; b; (d:):s)
"
(m; b; :s)
"
(m; b; :s)
#
(m; b; (d:):s)
#
!
(m; b; (p
0
q:):s)
"
(m; b; (p
0
q:):s)
#
(m; b; :s)
"
(m;:b; s)
"
(m; b; :s)
#
(m;:b; s)
#
(m;:b; 
0
:s)
"
(m;:b; 
0
:s)
#
!
!
!
Lorsqu'un jeton franhit une porte auxiliaire de boîte, il est modié omme s'il avait traversé un
n÷ud. Auune transition n'est dénie pour les n÷uds ?w .
Un jeton qui monte dans un n÷ud ?d , ? ou une porte auxiliaire peut avoir une jeton qui ne
orrespond pas à l'une des transitions dérites i-dessus. Dans e as, la mahine passe dans l'état
;.
Un état initial (resp. nal) de la mahine est un état dont la formule est une onlusion de R et
dont la diretion est " (resp. #).
La fontion d'interation f
R
est la fontion partielle qui, à tout état initial, assoie l'état nal
(ou ;) atteint par M
R
à partir de et état initial, s'il existe.
2.13. Théorème (Corretion)
Soit R un réseau sans ? dans ses onlusions, si R se réduit en une forme normale R
0
alors
f
R
= f
R
0
.
Démonstration : La preuve onsiste à montrer que f
R
est préservée à travers les étapes de rédution
qui, dans le as des oupures exponentielles, ne onernent que des boîtes sans ontexte. Ces
étapes étant susantes pour atteindre une forme normale à partir d'un réseau sans onlusion
?A. On onlut alors par onuene de la rédution de MELL. 2
2.14. Corollaire (Terminaison)
Soit R un réseau, la fontion f
R
est totale, i.e. le alul de la mahine M
R
à partir d'un état initial
termine.
2.15. Remarque : La ontrainte imposant qu'il n'y ait pas de ? dans les onlusions des preuves est
forte mais permet néanmoins de aluler. Par exemple, il est possible de oder les booléens à l'aide
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des preuves de ` X
?
P X
?
;X 
X (puisqu'il en existe exatement deux distintes). Un alul dont
le résultat nal est un booléen orrespond ainsi à la rédution d'un réseau de onlusions X
?
P X
?
et X 
X qui ne ontiennent pas de ? et don pour lequel l'interprétation par la GoI est orrete.
Il est possible de raner e résultat de orretion en autorisant les ? mais en ne onsidérant que
les étapes de rédution !=?w lorsque la boîte n'a pas de portes auxiliaires. Dans e as on n'a pas
exatement f
R
= f
R
0
mais on peut montrer que les hemins parourus par les jetons dans R et R
0
se orrespondent (omme dérit dans [DR95℄). Pour ela, une méthode onsiste à onsidérer une
variante de MELL, que l'on appellera MELL ave promotion fontorielle, où la règle ! est remplaée
par les deux règles :
`  ; A
!
` ? ; !A
`  ; ??A
??
`  ; ?A
il est lair que la règle usuelle est odable ave es deux règles et que, réiproquement, es règles
sont odables ave les règles usuelles. Le hoix de es règles est disuté un peu plus longuement
dans [Gir95a℄.
On modie alors légèrement l'élimination des oupures par :
`  ; A
!
` ? ; !A
` ; A
?
?d
` ; ?A
?
ut
` ? ;
 !
`  ; A ` ; A
?
ut
`  ;
?d
` ? ;
`  ; A
!
` ? ; !A
` ; ??A
?
??
` ; ?A
?
ut
` ? ;
 !
`  ; A
!
` ? ; !A
!
` ?? ; !!A ` ; ??A
?
ut
` ?? ;
??
` ? ;
`  ; B
?
; A
!
` ? ; ?B
?
; !A
` ; B
!
` ?; !B
ut
` ? ; ?; !A
 !
`  ; B
?
; A ` ; B
ut
`  ;; A
!
` ? ; ?; !A
Dans les réseaux, pour interpréter la nouvelle règle !, on introduit un nouveau n÷ud ?p unaire
dont la prémisse a type A et la onlusion a type ?A. À haque n÷ud ! est assoiée une boîte dont
les onlusions sont prémisses de n÷uds ?p (on dit que es n÷uds ?p sont assoiés au n÷ud !). Tout
n÷ud ?p doit être assoié à un n÷ud !. La nouvelle règle ?? est interprétée par un nouveau n÷ud
unaire. Ce qui donne pour l'élimination des oupures :
(!=?d)
...
...
A
!A
A
?
? 
? 
?A
?
A
A
?
?d
ut
ut
B
?p!
 
 
B
?p
?d ?d
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(!=??)
...
...
!A
? 
??
? 
??A
?
??A
?
?A
?
A
A
!!A
ut
ut
B
B
?p! ! ?p
?p!
??
 
?p
 
?p
?p
??
(!=!)
... ...... ...
? !A ?!B
?B
?
? !A ?
A B
A
ut
ut
!!!
?p ?p ?p ?p?p?p?p?p?p
B
  
BB
?
 
B
0

B B
0
Les transitions de la mahine à jetons sont :
(m; b; :s)
"
(m;:b; s)
"
! ! ! !
(m; b; :s)
#
(m; b; :s)
"
(m;:b; s)
"
?p ?p ?p ?p
(m;:b; s)
#
(m;:b; s)
#
(m; b; :s)
#
?? ?? ?? ??
(m; b; (p
0
q:):s)
"
(m; b; :
0
:s)
"
(m; b; :
0
:s)
#
(m; b; (p
0
q:):s)
#
qui sont ompatibles ave le odage des aniennes règles dans les nouvelles.
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Chapitre 3
Sémantique des jeux
La sémantique des jeux a été utilisée pour fournir à la fois des modèles de systèmes logiques
et de langages de programmation. Nous nous intéressons ii à e qui onerne la logique linéaire
intuitionniste et la logique intuitionniste.
Les dénitions des jeux Abramsky-Jagadeesan-Malaaria (ou AJM ) et elles des jeux Hyland-
Ong/Nikau (ou HO) sont essentiellement reprises de [AJM00, HO00, MC96℄ même si quelques
nouveautés sont introduites dans la présentation (en partiulier le fait de mettre en avant les notions
de a-morphisme et p-morphisme).
Pour une introdution plus détaillée aux jeux, on pourra se référer aux deux thèses [MC96℄
et [Har99℄.
3.1 Jeux linéaires HO
3.1. Définition (Arène HO)
Une arène A est un triplet (M
A
; 
A
;`
A
) où :
 M
A
est un ensemble appelé ensemble de oups,
 
A
est une fontion de M
A
dans fO; Jg,
 `
A
est la donnée d'un sous-ensemble M
i
A
de M
A
appelé ensemble des oups initiaux (on note
`
A
m si m est dans et ensemble et on note M
ni
A
l'ensemble des oups non initiaux) et d'une
relation binaire sur M
A
appelée relation de validation (on note m `
A
n si m valide n). `
A
doit vérier :
 Si `
A
m alors 
A
(m) = O et pour tout oup n 2M
A
, n 0
A
m.
 Si m `
A
n alors 
A
(m) 6= 
A
(n)
3.2. Définition (Suite justifiée)
Une suite justiée de l'arène A est une paire (s; f) où s = m
1
:::m
n
est une suite de oups de A et
f est une fontion de f1; :::; ng dans f0; :::; n   1g telle que pour tout 1  i  n :
 f(i) < i
 si f(i) = 0 alors `
A
m
i
 si f(i) = j 6= 0 alors m
j
`
A
m
i
Lorsque f(i) = j 6= 0, on dit que le oup m
i
pointe sur m
j
ou que m
i
est justié par m
j
. Et lorsqu'il
existe un k  0 tel que f
k
(i) = j 6= 0, on dit que m
i
est héréditairement justié par m
j
.
Une suite justiée est bien ouverte si f(i) = 0 uniquement pour i = 1, i.e. si son seul oup initial
est son premier oup.
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Cette dénition rigoureuse étant donnée, on ne fera presque plus jamais référene à la fontion
f . On onsidérera qu'à haque oup d'une suite justiée est assoié un oup situé avant dans la
suite (ou rien dans le as des oups initiaux), le défaut de e point de vue provient bien entendu du
fait qu'un oup peut apparaître deux fois dans une suite : dans aba si on dit que  est justié par
a, il y a une ambiguïté. Dans la pratique es ambiguïtés seront toujours failement évitées.
Notations (Suites) : Si t est une suite justiée terminant par un oup m tel que 
A
(m) = J
(resp. 
A
(m) = O), et si s est la sous-suite de t ne ontenant pas e dernier oup m, on note
t = sm
J
(resp. t = sm
O
).
On note s  t l'ordre préxe sur les suites et " la suite vide.
Si s est une suite justiée, on note s 
J
t si s  t et le dernier élément de s est un oup J (resp.
O), on dit que s est un J-préxe (resp. O-préxe) de t.
3.3. Définition (Projetion)
Soit s une suite justiée et I un ensemble non vide de oups initiaux de s, on dénit la projetion
s 
I
de s sur I omme la sous-suite de s formée uniquement des oups héréditairement justiés par
un élément de I.
3.4. Définition (Vue)
Soit s une suite justiée, on dénit la vue joueur de s, notée psq, qui est une sous-suite justiée,
par :
 p"q = "
 psm
J
q = psqm
J
 psm
O
q = m
O
si m est initial
 psmtn
O
q = psqmn
O
si n est justié par m
où s et t sont des suites.
La vue opposant est dénie de manière similaire par :
 x"y = "
 xsm
O
y = xsym
O
 xsmtn
J
y = xsymn
J
si n est justié par m
3.5. Définition (Position légale)
Une position légale est une suite justiée s telle que :
 Si tmn  s alors (m) 6= (n).
 Si tm
J
 s alors m pointe dans ptq.
 Si tm
O
 s et m n'est pas initial alors m pointe dans xty.
On note L
A
l'ensemble des positions légales de l'arène A.
Puisque si n est justié par m dans s et n est dans psq alors m est dans psq, on onserve dans
psq les mêmes pointeurs que dans s.
3.6. Définition (Construtions d'arènes)
Somme. Soient A et B deux arènes, on note A+B l'arène somme dénie par :
 M
A+B
= M
A
+M
B
et on identiera (i; x) et x quand ela ne porte pas à onfusion.
 
A+B
= [
A
; 
B
℄, i.e. 
A+B
(1; x) = 
A
(x) et 
A+B
(2; x) = 
B
(x)
 `
A+B
m si `
A
m ou `
B
m
 m `
A+B
n si m et n sont dans A et m `
A
n ou si m et n sont dans B et m `
B
n
Si s est une position légale de A + B, on note s 
A
la sous-suite de s ne ontenant que les
oups dans A, 'est une position légale de A (et de même pour B).
Flèhe. Soient A et B deux arènes, on note A) B l'arène èhe dénie par :
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 M
A)B
=M
A
+M
B
 
A)B
= [
A
; 
B
℄, i.e. 
A)B
(1; x) 6= 
A
(x) et 
A)B
(2; x) = 
B
(x)
 `
A)B
m si `
B
m
 m `
A)B
n si m et n sont dans A et m `
A
n, ou si m et n sont dans B et m `
B
n, ou si m
est dans B, n est dans A et `
B
m et `
A
n
Si s est une position légale de A ) B, on note s 
A
la sous-suite de s ne ontenant que les
oups dans A, 'est une position légale de A (et de même pour B).
3.7. Remarques :
 Soit smn une position légale de l'arène A+B ave m 2M
A
(resp. m 2M
B
) et n 2M
B
(resp.
n 2M
A
), on a 
A+B
(m) = J et 
A+B
(n) = O.
 Soit smn une position légale de l'arène A ) B ave m 2 M
A
(resp. m 2 M
B
) et n 2 M
B
(resp. n 2M
A
), on a 
A)B
(m) = O et 
A)B
(n) = J .
C'est e qu'on appelle habituellement les onditions de swithing .
3.8. Définition (Jeu HO)
Un jeu A est un quadruplet (M
A
; 
A
;`
A
;P
A
) où (M
A
; 
A
;`
A
) est une arène et P
A
, appelé l'ensemble
des parties de A, est un ensemble de positions légales de ette arène non vide et los par préxe qui
vérie que :
(i) Si I est un ensemble de oups initiaux de s 2 P
A
alors s 
I
2 P
A
.
Un jeu est bien ouvert si toutes ses parties sont bien ouvertes.
Notation : P
J
A
désigne l'ensemble de parties de A qui terminent par un oup J .
3.9. Remarque : Lorsqu'un jeu est bien ouvert, la propriété (i) est trivialement vériée puisque
s 
I
= s.
3.10. Définition (Construtions linéaires de jeux)
(>) On note > l'unique jeu dont l'ensemble de oups est vide : (;; ;; ;; f"g).
() Si A et B sont deux jeux, le jeu A  B a omme arène A + B et omme ensemble de parties
P
AB
= fs 2 L
A+B
j s 
A
2 P
A
^ s 
B
2 P
B
g.
(_) Si A et B sont deux jeux, le jeu A_ B a omme arène A) B et omme ensemble de parties
P
A_B
= fs 2 L
A)B
j s 
A
2 P
A
^ s 
B
2 P
B
g.
(&) Si A et B sont deux jeux, le jeu A & B a omme arène A + B et omme ensemble de parties
P
A&B
= P
A
[ P
B
, la seule partie ommune étant ".
3.11. Définition (Morphismes)
Soient A et B deux jeux, on dénit deux notions de morphismes entre jeux :
 Un p-morphisme (ou morphisme de parties) de A dans B est une fontion injetive f de P
A
dans P
B
(respetant les pointeurs) qui préserve la longueur des parties et telle que si s  t
alors f(s)  f(t).
 Un a-morphisme (ou morphisme d'arènes) de A dans B est une fontion f injetive de M
A
dans M
B
telle que :
 
B
Æ f = 
A
 `
B
f(m) ssi `
A
m
 f(m) `
B
f(n) ssi m `
A
n
et telle que la fontion induite sur les ensembles de parties soit un p-morphisme (il sut de
vérier que l'image d'une partie est bien une partie).
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Un x-isomorphisme entre A et B est un x-morphisme de A dans B possédant un x-morphisme
inverse (e qui entraîne que la fontion sous-jaente est une bijetion). On note A '
x
B s'il existe
un x-isomorphisme entre A et B.
On dit qu'un onneteur est x-assoiatif, x-ommutatif, ... si l'isomorphisme sous-jaent est un
x-isomorphisme.
3.12. Proposition (Propriétés struturelles)
  et & sont a-ommutatifs et a-assoiatifs :
AB '
a
B A
A (B  C) '
a
(AB) C
A&B '
a
B &A
A& (B & C) '
a
(A&B) & C
 > est a-neutre pour  et & :
A> '
a
A
A&> '
a
A
Démonstration :
 Les a-assoiativités et a-ommutativités sont immédiates.
 Les a-neutralités de > viennent diretement du fait que, pour tout ensemble A, A+ ; ' A.
2
3.2 Stratégies
3.13. Définition (Stratégie)
Soit A un jeu, une stratégie  sur le jeu A est un ensemble non vide de parties de A terminant par
des oups J et los par J-préxe, tel que :
  est déterministe : si sm
J
2  et sn
J
2  alors m = n.
  est innoente : si smn
J
2 , t 2 , tm 2 P
A
et psmq = ptmq alors tmn 2 .
3.14. Lemme (Image d'une stratégie)
Soient  une stratégie sur le jeu A et f un p-morphisme de A dans B, f() est une stratégie sur
B.
Démonstration : Si s 
J
t alors f(s) 
J
f(t) don f() est lose par J-préxe. La fontion f
est injetive don f() est déterministe. Si f(smn
J
) 2 f(), f(t) 2 f(), f(tm) 2 P
B
et
pf(sm)q = pf(tm)q alors psmq = ptmq et tmn 2 P
A
par innoene de  don f(tmn) 2 P
B
et f() est innoente. 2
3.15. Lemme (a-stratégie)
Soit f un a-morphisme de A dans B, 
f
= fs 2 P
J
A_B
j 8t 
J
s; t 
A
2 P
A
^ t 
B
= f(t 
A
)g est
une stratégie sur A_ B.
Démonstration : L'ensemble 
f
est los par J-préxe par dénition. Si sm
J
; sn
J
2 
f
, supposons
que m 2 A, on a s 
B
= sm 
B
= f(sm 
A
) don js 
B
j = js 
A
j + 1 d'où n 2 A (sinon
sn 
B
= f(sn 
A
) entraînerait s 
B
n = f(s 
A
) e qui ontredirait la propriété sur la longueur)
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et f(sn 
A
) = sn 
B
= s 
B
= sm 
B
= f(sm 
A
) don sn 
A
= sm 
A
d'où m = n et

f
est déterministe. On montre également que 
f
est innoente (en fait sans mémoire) : si
smn
J
2 
f
, t 2 
f
, tm 2 P
A
et si n 2 A alors m = f(n) 2 B puisque smn 2 
f
et
f(tmn 
A
) = f(t 
A
)f(n) = t 
B
f(n) = t 
B
m = tmn 
B
d'où tmn 2 
f
. 2
3.16. Définition (Identité)
Soit A un jeu, la stratégie identité id
A
sur A_ A est la stratégie obtenue par le lemme 3.15 pour
le a-isomorphisme identité entre A et A.
3.17. Définition (Suite d'interation)
L'ensemble des suites d'interation int(A;B;C) est l'ensemble des suites s sur A+B+C ayant des
pointeurs pour haque oup exepté eux initiaux dans C telles que s 
A)B
2 P
A_B
et s 
B)C
2
P
B_C
. La suite s 
A_C
est obtenue en remplaçant le pointeur de haque oup a dans A pointant
sur un oup b dans B (e qui implique que a est initial dans A et b est initial dans B par dénition
de A_ B) par le oup  vers lequel pointe e oup b de B (qui est néessairement un oup initial
dans C), voir [MC96℄ pour plus de détails.
3.18. Définition (Composition)
Soient  : A _ B et  : B _ C deux stratégies, la omposition ;  de  et  est la stratégie sur
A_ C dénie par :
;  = fs 
A_C
2 P
A_C
j s 2 int(A;B;C) ^ s 
A_B
2  ^ s 
B_C
2 g
3.19. Proposition (Catégorie monoïdale de jeux HO)
La atégorie dont les objets sont les jeux HO et les morphismes de A dans B sont les stratégies
innoentes sur A_ B est une atégorie monoïdale symétrique fermée (SMCC) ave produits.
3.3 Exponentielles HO
3.20. Définition (Jeux exponentiels)
Soit A un jeu, le jeu ℄A a pour arène elle de A et P
℄A
= fs 2 L
A
j 8m initial; s 
m
2 P
A
g.
3.21. Remarque : La propriété (i) de la dénition 3.8 entraîne que toute partie de A est une partie
de ℄A.
3.22. Proposition (Propriétés struturelles)
 ℄(A&B) '
a
℄A ℄B.
 ℄> = >.
Démonstration :
 Les arènes de ℄(A&B) et ℄A  ℄B sont les mêmes, l'identité est don une fontion entre
les oups de es deux jeux qui vérie les onditions requises pour être un a-isomorphisme,
il reste toutefois à vérier que la fontion induite sur les ensembles de parties est un p-
isomorphisme (e qui est faux pour les arènes A & B et A  B). Soit s une partie du jeu
℄(A&B), soit m un oup initial de s 
℄A
(= s 
A
), on a s 
A

m
= s 
m
or m est un oup
initial de s don s 
m
2 P
A&B
mais m 2 M
A
don 'est une partie de A. De même, si n
est un oup initial de s 
B
, s 
B

n
est une partie de B don s est une partie de ℄A  ℄B.
Réiproquement, si s est une partie de ℄A ℄B, et si m est un oup initial de s, supposons
que m 2M
A
, s 
m

A
= s 
A

m
est une partie de A (et de même si m 2M
B
).
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 L'arène de ℄> est vide, or il n'y a qu'un tel jeu don ℄> = >. 2
3.23. Définition (Stratégies exponentielles)
Soit A un jeu bien ouvert , on dénit les stratégies suivantes :
(dérélition) d
A
= id
A
: ℄A_ A bien dénie d'après la remarque 3.21.
(ontration) Si s est une partie de ℄A
0
_ ℄A
1
 ℄A
2
(où les indies ne servent qu'à distinguer
les ourrenes) et si I est l'ensemble de ses oups initiaux dans A
1
et J eux dans A
2
, on
note s
1
= s 
I
et s
2
= s 
J
. On peut alors dénir la stratégie 
A
= fs 2 P
J
℄A
0
_℄A
1
℄A
2
j 8t 
J
s; t
1

℄A
0
= t
1

℄A
1
^ t
2

℄A
0
= t
2

℄A
2
g : ℄A
0
_ ℄A
1
 ℄A
2
.
(affaiblissement) w
A
: ℄A_ > est la stratégie f"g.
(promotion) Soit  : ℄A _ B une stratégie, la stratégie 
y
: ℄A _ ℄B est dénie par 
y
= fs 2
L
℄A_℄B
j 8m initial; s 
m
2 g.
3.24. Définition (Composition (bis))
Soit  : ℄A _ B et  : ℄B _ C deux stratégies, on peut les omposer pour obtenir une stratégie
dans ℄A_ C par 
y
;  .
3.25. Proposition (Catégorie artésienne de jeux HO)
La atégorie dont les objets sont les jeux HO bien ouverts et les morphismes de A dans B sont les
stratégies innoentes sur ℄A_ B est une atégorie artésienne fermée (CCC).
3.26. Lemme (!-lemme)
Soit B un jeu bien ouvert et soit  : ℄A_ ℄B une stratégie, on a  = (; d
B
)
y
.
3.27. Remarque : Ce lemme est un résultat de réversibilité du onneteur ℄ dans la sémantique.
3.4 Jeux AJM
3.28. Définition (Arène AJM)
Une arène AJM A est un ouple (M
A
; 
A
) où :
 M
A
est un ensemble appelé ensemble de oups,
 
A
est une fontion de M
A
dans fO; Jg.
3.29. Définition (Jeu AJM)
Un jeu AJM A est un quadruplet (M
A
; 
A
;P
A
;
A
) où (M
A
; 
A
) est une arène AJM et P
A
, appelé
ensemble des parties de A, est un ensemble de suites alternées de oups de A ommençant par un
oup O, enn 
A
est une relation d'équivalene entre parties de même longueur telle que :
 s 
A
t ^ s
0
 s ^ t
0
 t ^ js
0
j = jt
0
j ) s
0

A
t
0
 s 
A
t ^ sm 2 P
A
) 9n(tn 2 P
A
^ sm 
A
tn)
3.30. Définition (Construtions linéaires)
(>) On note > l'unique jeu dont l'ensemble de oups est vide : (;; ;; f"g; f" 
>
"g).
() Si A et B sont deux jeux, le jeu AB est onstruit omme dans le as HO ave omme relation
d'équivalene : s 
AB
t si s 
A

A
t 
A
, s 
B

B
t 
B
et l'entrelaement des parties est le
même (i.e. le i
e
oup de s est dans A ssi le i
e
oup de t est dans A).
(_) Idem.
(&) Si A et B sont deux jeux, le jeu A&B est onstruit omme dans le as HO ave omme relation
d'équivalene : s 
A&B
t si s 
A
t ave s et t dans P
A
ou si s 
B
t ave s et t dans P
B
.
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3.31. Remarque : La notion d'entrelaement de parties étant susamment intuitive, on ne ren-
trera pas dans une dénition tehnique très préise. Une partie u est un entrelaement de deux
parties s et t, si tout oup de u est soit un oup de s soit un oup de t, si réiproquement tout oup
de s ou de t est dans u et si l'ordre des oups de s et de t est respeté dans u (s et t sont don des
sous-suites de u). Si u (resp. u
0
) est un entrelaement de s et t (resp. s
0
et t
0
), on dit que u et u
0
ont
même entrelaement si : le i
e
oup de u est un oup de s ssi le i
e
oup de u
0
est un oup de s
0
(e
qui entraîne que le i
e
oup de u est un oup de t ssi le i
e
oup de u
0
est un oup de t
0
).
La notion de stratégie est la même que pour les jeux HO, exepté que la ondition d'innoene
est remplaée par le fait que les stratégies doivent être sans mémoire :
 smn
J
2  ^ t 2  ^ tm 2 P
A
) tmn
J
2 
Les onstrutions sur les stratégies sont les mêmes que pour les jeux HO en oubliant les infor-
mations de pointeurs.
3.32. Proposition (Catégorie monoïdale de jeux AJM)
La atégorie dont les objets sont les jeux AJM et les morphismes de A dans B sont les stratégies
sans mémoire sur A_ B est une atégorie monoïdale symétrique fermée.
3.33. Définition (Équivalene partielle de stratégies)
Deux stratégies  et  sur un jeu A sont équivalentes, noté    , si la ondition suivante est
vériée :
smn
J
2  ^ t 2  ^ sm 
A
tm
0
) 9n
0
(tm
0
n
0
2  ^ smn 
A
tm
0
n
0
)
ainsi que la ondition symétrique.
Cette relation entre stratégies est une relation d'équivalene partielle et on ne s'intéressera
désormais qu'aux stratégies auto-équivalentes.
3.34. Définition (Jeux exponentiels AJM)
Soit A un jeu, le jeu AJM ℄A est le quadruplet (N M
A
; (i; a) 7! 
A
(a);P
℄A
;
℄A
) où P
℄A
= fs j
8i 2 N; s 
i
2 P
A
g (où s 
i
est la sous-suite de s ontenant les oups d'indie i) et s 
℄A
t s'il
existe une permutation des entiers  telle que pour tout i 2 N, s 
i

A
t 
(i)
et s et (t) ont même
entrelaement (où (t) est obtenue est remplaçant l'indie i par (i) dans haque oup de t).
3.35. Définition (Stratégies exponentielles AJM)
Soit A un jeu AJM, soit k un entier, soient l et r deux injetions de N dans N à images disjointes
et soit p une injetion de N  N dans N, on dénit les stratégies suivantes :
(dérélition) d
A
= fs 2 P
J
℄A_A
j 8t 
J
s; t 
℄A
= k:t 
A
g : ℄A _ A, hanger d'indie k donne
lieu à une stratégie équivalente.
(ontration) 
A
= fs 2 P
J
℄A
0
_℄A
1
℄A
2
j 8t 
J
s;8i 2 N; t 
℄A
0

l(i)
= t 
℄A
1

i
^ t 
℄A
0

r(i)
=
t 
℄A
2

i
g : ℄A
0
_ ℄A
1
 ℄A
2
, hanger de paire d'injetions (l; r) donne également lieu à une
stratégie équivalente.
(affaiblissement) w
A
: ℄A_ > est la stratégie f"g.
(promotion) Soit  : ℄A_ B une stratégie, la stratégie 
y
: ℄A_ ℄B est obtenue en omposant
la stratégie fs 2 P
J
℄A_℄℄A
j 8t 
J
s; t 
℄A
= p(t 
℄℄A
)g : ℄A _ ℄℄A (où si s est une suite de
oups de ℄℄A, p(s) est obtenue en remplaçant haque oup (i; (j;m)) par (p(i; j);m)) et la
stratégie ! = fs 2 P
J
℄℄A_℄B
j 8i 2 N; s 
i
2 g : ℄℄A _ ℄B. Prendre une autre fontion de
odage p donne une stratégie équivalente.
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3.36. Proposition (Catégorie artésienne de jeux AJM)
La atégorie dont les objets sont les jeux AJM et les morphismes de A dans B sont les lasses de
stratégies sans mémoire auto-équivalentes sur ℄A_ B est une atégorie artésienne fermée.
3.37. Définition (Jeu bien ouvert)
Un jeu AJM est bien ouvert si le premier oup d'une partie n'apparaît jamais au ours d'une partie.
3.38. Remarque : Attention, ette notion de bonne ouverture pour les jeux AJM est diérente de
elle des jeux HO.
3.39. Lemme (!-lemme)
Soit A un jeu bien ouvert et soit  : ℄A_ ℄B une stratégie, on a   (; d
B
)
y
.
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Deuxième partie
Logique Linéaire Polarisée
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Cette partie développe une théorie de la démonstration polarisée. Après avoir déni le système
LLP, nous aborderons, dans le adre polarisé, toutes les branhes syntaxiques et sémantiques de
l'étude habituelle de la logique linéaire : alul des séquents, réseaux de preuve, sémantique ohé-
rente, sémantique atégorique, sémantique des jeux et géométrie de l'interation. Cei permettra en
partiulier d'étendre des notions jusqu'ii limitées à de plus petits systèmes que LLP.
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Chapitre 4
Le système LLP
L'introdution, dans LL, de la notion de polarités dénie dans LC [Gir91a℄ et issue des travaux
de J.-M. Andreoli sur la foalisation [And90℄, va nous permettre de dénir le système LLP. Nous
étudions ii les prinipales propriétés logiques de e système pour la plupart provenant des liens
entre négatif et réversibilité et entre positif et foalisation.
4.1 Calul des séquents
Nous allons montrer omment s'eetue la onstrution du alul des séquents de LLP à partir
de l'introdution des polarités dans LL.
4.1.1 Formules polarisées
4.1. Définition (Formule polarisée)
Une formule polarisée est une formule de LL engendrée par la grammaire suivante :
P ::= X j P 
 P j P  P j 1 j 0 j 9XP j !N
N ::= X
?
j N P N j N &N j ? j > j 8XN j ?P
Les onneteurs P, &, ?, > et 8 (resp. 
, , 1, 0 et 9) sont dits négatifs (resp. positifs).
Notations : N et M désigneront des formules négatives et P et Q des formules positives.   et 
seront des multi-ensembles de formules et N un multi-ensemble de formules négatives.
4.2. Remarque : Nous ne onsidérons ii que la quantiation du seond ordre. Les quantiateurs
du premier ordre se traiteraient de manière extrêmement similaire mais néessiteraient d'alourdir
le langage. Il en sera de même pour le reste de ette thèse : réseaux de preuve, logique lassique,
tradutions, ...
4.3. Lemme (Formule positive)
Soit  une preuve de LL ne ontenant que des formules polarisées et n'utilisant pas la règle >, si
`   est la onlusion de  alors   ontient au plus une formule positive.
Démonstration : Par réurrene sur la taille de , en onsidérant haque as de dernière règle pour
 :
(ax)   = P; P
?
ontient exatement une formule positive.
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(ut) Les deux prémisses ontiennent haune au plus une formule positive par hypothèse de
réurrene. Or, parmi les deux formules duales oupées, l'une est néessairement positive
don la onlusion de la règle ne ontient qu'au plus une formule positive.
(P) Cette règle ne modie pas le nombre de formules positives.
(
) Pour que la règle puisse s'appliquer haque prémisse doit ontenir une formule positive
don, par hypothèse de réurrene, exatement une. La onlusion ontient une unique
formule positive qui est le tenseur de elles des prémisses.
(&) Si les prémisses ontiennent une formule positive, 'est la même et elle est dans le ontexte.
Par ontration du ontexte on obtient alors au plus une formule positive dans la onlu-
sion.
(
i
) Pour que la règle s'applique et par hypothèse de réurrene, la prémisse ontient exa-
tement une formule positive qui donne une formule positive dans la onlusion.
(?) Cette règle ajoute une formule négative sans touher aux formules positives.
(1)   = 1 ontient une formule positive.
(8) Cette règle ne hange rien au nombre de formules positives et négatives.
(9) Comme pour la règle 
i
.
(?d) Pour que la règle s'applique, la prémisse doit ontenir une formule positive P qui disparaît
en ?P dans la onlusion.
(?) Comme pour la règle P.
(?w) Comme pour la règle ?.
(!) Les formules du ontexte sont néessairement négatives et on obtient une formule !N
positive. 2
4.4. Définition (LL
pol
)
Le système LL
pol
est le fragment de LL onstitué uniquement des formules polarisées et dont la règle
> n'introduit qu'au plus une formule positive.
4.5. Remarque : Par fragment d'un système logique, on entendra sous-système déni par restri-
tion de l'espae des formules en ne modiant pas les règles. La ontrainte sur les formules doit bien
entendu être stable par restrition à une sous-formule. Cependant le as de la règle > est partiulier,
en eet son rle est que > soit l'élément neutre de &. Conserver la règle de LL autorisant un ontexte
quelonque n'est pas forément néessaire pour ela et peut faire perdre des propriétés du système.
Ainsi dans le as de LL
pol
, la propriété donnée par le lemme 4.3 est ruiale omme nous le verrons
à de nombreux endroits. Il est naturel de ontraindre la règle > à vérier ette propriété, dans la
mesure où l'on peut toujours prouver (>&N) Æ ÆN .
4.6. Définition (LL
+
pol
)
LL
+
pol
est le fragment de LL onstitué des formules faiblement polarisées (formules faiblement positives
et formules faiblement négatives) :
P ::= X j P 
 P j P  P j 1 j 0 j 9XP j !N j !P
N ::= X
?
j N P N j N &N j ? j > j 8XN j ?P j ?N
et dont la règle > n'introduit qu'au plus une formule positive.
Une formule polarisée dont les atomes positifs et négatifs sont sous la portée d'un onneteur
exponentiel est dite à polarité expliite.
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4.7. Lemme (Préservation du type)
Soit N une formule négative à polarité expliite, ` !N
?
; N est prouvable dans LL
+
pol
.
Démonstration : Par réurrene sur la taille de N en onsidérant haque as de onneteur prinipal
(le as de l'atome étant exlu par hypothèse) :
(?) Prouvons ` !1;? :
1
` 1
!
` !1
?
` !1;?
(>) ` !0;> se démontre par une simple règle >.
(P) Si N = N
1
P N
2
, par hypothèse de réurrene, ` !N
?
1
; N
1
et ` !N
?
2
; N
2
sont prouvables.
ax
` N
?
1
; N
1
ax
` N
?
2
; N
2


` N
?
1

N
?
2
; N
1
; N
2
?d
` N
?
1

N
?
2
; ?N
1
; N
2
?d
` N
?
1

N
?
2
; ?N
1
; ?N
2
!
` !(N
?
1

N
?
2
); ?N
1
; ?N
2
` !N
?
1
; N
1
ut
` !(N
?
1

N
?
2
); N
1
; ?N
2
` !N
?
2
; N
2
ut
` !(N
?
1

N
?
2
); N
1
; N
2
P
` !(N
?
1

N
?
2
); N
1
P N
2
(&) Si N = N
1
&N
2
, par hypothèse de réurrene, ` !N
?
1
; N
1
et ` !N
?
2
; N
2
sont prouvables.
ax
` N
?
1
; N
1

1
` N
?
1
N
?
2
; N
1
?d
` N
?
1
N
?
2
; ?N
1
!
` !(N
?
1
N
?
2
); ?N
1
` !N
?
1
; N
1
ut
` !(N
?
1
N
?
2
); N
1
ax
` N
?
2
; N
2

2
` N
?
1
N
?
2
; N
2
?d
` N
?
1
N
?
2
; ?N
2
!
` !(N
?
1
N
?
2
); ?N
2
` !N
?
2
; N
2
ut
` !(N
?
1
N
?
2
); N
2
&
` !(N
?
1
N
?
2
); N
1
&N
2
(8) Si N = 8XN
1
, par hypothèse de réurrene, ` !N
?
1
; N
1
est prouvable.
ax
` N
?
1
; N
1
9
` 9XN
?
1
; N
1
?d
` 9XN
?
1
; ?N
1
!
` !9XN
?
1
; ?N
1
` !N
?
1
; N
1
ut
` !9XN
?
1
; N
1
8
` !9XN
?
1
;8XN
1
(?) Prouvons ` !!P
?
; ?P :
ax
` !P
?
; ?P
!
` !!P
?
; ?P
2
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4.8. Lemme (Règles struturelles polarisées)
Soient N une formule négative et N un multi-ensemble de formules négatives tous les deux à polarités
expliites. Les règles suivantes sont prouvables dans LL
+
pol
:
`  
`  ; N
`  ; N;N
`  ; N
` N ; N
` N ; !N
Démonstration : On utilise essentiellement le lemme 4.7 en introduisant des oupures :
`  
?w
`  ; ?N
` !N
?
; N
ut
`  ; N
`  ; N;N
?d
`  ; ?N;N
?d
`  ; ?N; ?N
?
`  ; ?N ` !N
?
; N
ut
`  ; N
` N;N
1
; :::; N
k
?d
` N; ?N
1
; :::; ?N
k
!
` !N; ?N
1
; :::; ?N
k
` !N
?
1
; N
1
ut
` !N;N
1
; ?N
2
; :::; ?N
k
.
.
.
` !N;N
1
; :::; N
k 1
; ?N
k
` !N
?
k
; N
k
ut
` !N;N
1
; :::; N
k
2
Le système LLP est obtenu en ajoutant es règles à LL
pol
pour toute formule négative. Sur le plan
de la prouvabilité, et enrihissement ne fait qu'ajouter les règles struturelles sur les atomes négatifs
e qui est parfaitement dans l'idée qu'un atome négatif représente une formule négative générique.
Puisque elles-i vérient les règles struturelles il est normal que e soit le as des atomes. Cette
extension pouvant ainsi sembler anodine est en fait essentielle du point de vue des preuves (et pas
simplement de la prouvabilité) omme ette thèse tendra à le prouver ! Contrairement à LL
pol
, LLP
n'est pas un sous-système de LL mais on a LL
pol
= LL \ LLP.
4.1.2 Règles
On aboutit au système LLP dont les règles s'érivent :
ax
` N;N
?
`  ; N ` N
?
;
ut
`  ;
`  ; N;M
P
`  ; N PM
`  ; P ` ; Q


`  ;; P 
Q
`  ; N `  ;M
&
`  ; N &M
`  ; P

1
`  ; P Q
`  ; Q

2
`  ; P Q
` N ; N
!
` N ; !N
`  ; P
?d
`  ; ?P
`  
?w
`  ; N
`  ; N;N
?
`  ; N
>
`  ;>
`  
?
`  ;?
1
` 1
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`  ; N
8
`  ;8XN
`  ; P [
Q
=
X
℄
9
`  ;9XP
Ave les ontraintes suivantes :
 le ontexte   de la règle > ontient au plus une formule positive ;
 la variable X n'est pas libre dans le ontexte de la règle 8.
4.9. Lemme (Formule positive)
Soit  une preuve de LLP, si `   est la onlusion de  alors   ontient au plus une formule positive.
Démonstration : Comme pour le lemme 4.3 puisque les modiations des règles struturelles ne
hangent pas la polarité des formules. 2
4.10. Remarque : Il est également possible d'expliiter le lemme 4.9 dans les règles omme ela
est fait à la setion 10.1.3, en indiquant expliitement les formules positives qui peuvent apparaître
dans les ontextes.
4.2 Propriétés
4.2.1 Règles réversibles
4.11. Définition (Conneteur réversible)
Un onneteur ~ est réversible si pour toute preuve  du séquent `  ; A où ~ est le onneteur
prinipal de A, il existe une preuve sans oupure 
0
de `  ; A dont la dernière règle est une règle
d'introdution de ~.
4.12. Lemme (Conneteurs réversibles de LL)
Les onneteurs réversibles de LL sont P, &, ?, > et 8.
Démonstration : Pour haun des onneteurs, on dénit 
0
de la manière suivante :
(P)

`  ; A P B
ax
` A
?
; A
ax
` B
?
; B


` A
?

B
?
; A;B
ut
`  ; A;B
P
`  ; A P B
(&)

`  ; A&B
ax
` A
?
; A

1
` A
?
B
?
; A
ut
`  ; A

`  ; A&B
ax
` B
?
; B

2
` A
?
B
?
; B
ut
`  ; B
&
`  ; A&B
(?)

`  ;?
1
` 1
ut
`  
?
`  ;?
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(>)
>
`  ;>
(8) Ave un éventuel renommage de la variable liée :

`  ;8XA
ax
` A
?
; A
9
` 9XA
?
; A
ut
`  ; A
8
`  ;8XA
La preuve 
0
s'obtient à partir de 
0
en éliminant les oupures e qui ne modie pas la dernière
règle.
Il reste à montrer que les autres onneteurs ne sont pas réversibles :
(
) Ni ` X;X
?
; Y
?
, ni ` Y;X
?
; Y
?
ne sont prouvables, don une preuve de ` X 
Y;X
?
P
Y
?
ne peut pas terminer par une règle 
.
() ` X;Y
?
et ` Y;X
?
ne sont pas prouvables don une preuve de ` X  Y;X
?
& Y
?
ne
peut pas terminer par une règle .
(1) ` 1;? n'est pas prouvable par la règle 1.
(0) Pas de règle d'introdution pour le onneteur 0.
(9) Toute preuve sans oupure de ` 9XX;8XX
?
termine par une règle ax ou une règle 8.
(?) ` X; !X
?
n'est pas prouvable don une preuve de ` ?X; !X
?
ne peut pas se terminer par
une règle ?d .
(!) Une preuve de ` ?; !> ne peut pas se terminer par une règle ! puisque le ontexte devrait
être de la forme ? . 2
4.13. Remarques :
 La propriété utilisée pour montrer la réversibilité d'un onneteur ~ est l'existene d'une -
expansion de l'identité pour les formules de onneteur prinipal ~ qui termine par une règle
d'introdution de ~.
 La non réversibilité du onneteur ! est un peu partiulière, en eet elle n'est vraie que pare
la règle ! néessite une ontrainte forte sur le ontexte. On a le résultat plus faible suivant : si
` ? ; !A est prouvable dans LL, il existe une preuve sans oupure de ` ? ; !A dont la dernière
règle est une règle !. En partiulier le lemme suivant montre que ! devient réversible dans LLP.
 Ainsi les onneteurs réversibles sont les onneteurs négatifs et (selon le as) le onneteur !
e qui souligne bien que la polarité de e onneteur n'est pas évidente.
4.14. Lemme (Conneteurs réversibles de LLP)
Les onneteurs réversibles de LLP sont P, &, ?, >, 8 et !.
Démonstration : La réversibilité des onneteurs P, &, ?, > et 8 se prouve exatement de la même
manière que dans le lemme préédent ainsi que la non réversibilité des onneteurs 
, , 1,
0, 9 et ?.
Il reste à montrer la réversibilité du onneteur !. Soit  une preuve de `  ; !N dans LLP.
Par le lemme 4.9,   ne ontient que des formules négatives, on peut don onstruire la preuve
suivante :
48
`  ; !N
ax
` N
?
; N
?d
` ?N
?
; N
ut
`  ; N
!
`  ; !N
On obtient le résultat herhé en éliminant les oupures. 2
4.15. Remarque : On peut également dénir une notion plus forte de réversibilité relativement à
une sémantique donnée J:K en demandant dans la dénition 4.11 que JK = J
0
K. Les deux lemmes
i-dessus restent vrais si on onsidère par exemple la réversibilité par rapport à la sémantique
ohérente.
Cei montre que la transformation de  en 
0
, qui orrespond à ertaines permutations de règles,
est sans onséquene. En partiulier ertaines de es permutations seront réalisées par les réseaux
de preuve.
4.2.2 Renversement
Comme on l'a déjà remarqué, LLP n'est pas un sous-système de LL. Pourtant le lemme 4.8
montre que les règles ajoutés dans LLP sont (presque toujours) démontrables dans LL. Cei suggère
une tradution simple de LLP dans LL qui onsiste à remplaer haque règle struturelle généralisée
par sa preuve dans LL. Cette tradution (:)

est appelée renversement . Elle a initialement été étudiée
pour la logique lassique [DJS97, QTdF96℄.
4.16. Définition (Tradution par renversement)
Les formules polarisées sont traduites par (:)

en ajoutant les onneteurs exponentiels appropriés
sur les atomes. Ce qui donne pour les formules positives :
X  !X
P
1

 P
2
 P

1

 P

2
P
1
 P
2
 P

1
 P

2
1  1
0  0
9XP  9XP

!N  !N

et pour les formules négatives, N

= ((N
?
)

)
?
.
Soit  une preuve de `   dans LLP, la preuve 

de `  

dans LL
+
pol
est obtenue en remplaçant
haque règle struturelle généralisée de  par la démonstration orrespondante donnée au lemme 4.8,
puisque les formules obtenues par la tradution (:)

sont à polarité expliite.
L'eet géométrique de ette tradution, lorsque l'on élimine les oupures introduites, est de faire
remonter les règles struturelles à travers les onneteurs logiques négatifs (voir [DJS97℄). Bien que
ette opération puisse paraître anodine, elle ahe en fait une réelle transformation des preuves qui
orrespond à une sorte de CPS-tradution omme nous le montrerons à la setion 13.3.
4.2.3 Conservation
4.17. Lemme (Prouvabilité dans LL
+
pol
et LLP)
Le séquent `  

est prouvable dans LL
+
pol
ssi le séquent `   est prouvable dans LLP.
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Démonstration : Soit  une preuve de `  

dans LL
+
pol
, en remplaçant les !X par X et les ?X
?
par
X
?
, on obtient une preuve de `   dans LLP. Soit  une preuve de `   dans LLP, 

est une
preuve de `  

dans LL
+
pol
. 2
4.18. Lemme (Prouvabilité dans LL
pol
et LLP)
Le séquent `   sans atome est prouvable dans LL
pol
ssi il est prouvable dans LLP.
Démonstration : Puisque LL
pol
 LLP, la première impliation est immédiate. Pour la deuxième,
par le lemme 4.17, `  

est prouvable dans LL
+
pol
mais   =  

puisque   est sans atome. Soit
 une preuve sans oupure de `   dans LL
+
pol
, par propriété de la sous-formule, elle n'utilise
que des formules polarisées et 'est une preuve dans LL
pol
. 2
4.19. Lemme (Réiproque du lemme 4.3)
Si `  ; P;Q ne ontenant que des formules polarisées est prouvable dans LL alors   ontient une
formule négative ave > omme sous-formule sous la portée d'auun onneteur exponentiel.
Démonstration : Par réurrene sur la taille d'une preuve  sans oupure de `  ; P;Q en onsidérant
haque as de dernière règle :
(ax) Impossible puisque la onlusion de  ontient deux formules positives.
(1) Impossible puisque la onlusion de  ontient deux formules positives.
(>) Immédiat.
(P, 
, &, 
i
, ?, 8, 9, ?d , ?, ?w) On applique l'hypothèse de réurrene à la (ou les) pré-
misse(s) e qui donne le résultat, que la formule dans laquelle apparaît > soit ative ou
non.
(!) Impossible puisque la onlusion de  ontient deux formules positives. 2
4.20. Remarque : En partiulier le séquent ` P;Q ne peut pas être prouvable dans LL.
4.21. Lemme
Si le séquent ` N ; P;Q est prouvable dans LL alors ` N ; P; ?Q est prouvable dans LL
pol
.
Démonstration : Il s'agit de onstruire une preuve ne ontenant pas de règles > introduisant plus
d'une formule positive. D'après le lemme 4.19, N = N
0
; N où N ontient > sous la portée
d'auun onneteur exponentiel. On raisonne par réurrene sur la taille de N en onsidérant
haque as de onneteur prinipal pour N :
(>) Si N = > alors ` N
0
; P; ?Q;> est prouvable dans LL
pol
.
(P) Par le lemme 4.12, si N = N
1
P N
2
alors ` N
0
; P;Q;N
1
; N
2
est prouvable dans LL
d'où, par hypothèse de réurrene, ` N
0
; P; ?Q;N
1
; N
2
est prouvable dans LL
pol
et enn
` N
0
; P; ?Q;N
1
P N
2
également.
(&) Si N = N
1
&N
2
alors, par le lemme 4.12, ` N
0
; P;Q;N
1
et ` N
0
; P;Q;N
2
sont prouvables
dans LL. Par hypothèse de réurrene, ` N
0
; P; ?Q;N
1
et ` N
0
; P; ?Q;N
2
sont prouvables
dans LL
pol
don ` N
0
; P; ?Q;N
1
&N
2
également.
(8) Si N = 8XN
1
alors, par le lemme 4.12, ` N
0
; P;Q;N
1
est prouvable dans LL et, en
appliquant l'hypothèse de réurrene, on obtient que ` N
0
; P; ?Q;8XN
1
est prouvable
dans LL
pol
. 2
4.22. Proposition (Conservation propositionnelle)
LL est une extension onservatrie de LL
pol
pour le fragment propositionnel. Ce qui signie que, si
`   est prouvable dans LL et ne ontient que des formules polarisées sans quantiateur et qu'au
plus une formule positive, alors `   est prouvable dans LL
pol
.
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Démonstration : Soit  une preuve sans oupure de `   dans LL, par propriété de la sous-formule, 
ne ontient que des formules polarisées. Cependant,  peut ontenir des règles > introduisant
plus d'une formule positive don  n'est pas néessairement une preuve de LL
pol
.
On raisonne par réurrene sur le nombre de séquents ave plus d'une formule positive appa-
raissant dans . S'il n'y en a auun,  est une preuve de `   dans LL
pol
. S'il y en a n+1, soit
`  un séquent ontenant plus d'une formule positive et tel qu'auun séquent situé au-dessous
dans  ne ontienne plus d'une formule positive. Puisque la onlusion de  ne ontient qu'au
plus une formule positive par hypothèse, il y a néessairement une règle sous `  et elle doit
faire disparaître une formule positive, on en déduit que 'est une règle ?d et que `  ontient
exatement deux formules positives don  = N ; P;Q ave la règle ?d portant, par exemple,
sur Q. En appliquant le lemme 4.21, on obtient que ` N ; P; ?Q est prouvable dans LL
pol
.
Soit 
0
la preuve obtenue en remplaçant la sous-preuve de  qui démontre ` N ; P; ?Q par sa
preuve dans LL
pol
, on peut appliquer l'hypothèse de réurrene à 
0
et on en déduit que `  
est prouvable dans LL
pol
. 2
4.23. Remarque : La propriété préédente est évidemment fausse si on onsidère de manière plus
générale des séquents `   ne ontenant que des formules polarisées (sans ontrainte sur le nombre
de formules positives) puisque, d'après le lemme 4.3, les séquents prouvables dans LL
pol
ontiennent
au plus une formule positive.
La proposition préédente et le lemme 4.18 permettent de montrer que les prouvabilités (pour
les séquents propositionnels de LLP) dans LLP et dans LL sont équivalentes pour les formules sans
atome. Autrement dit et ave un léger abus de langage, LL est une extension onservatrie de LLP
pour le fragment propositionnel sans atome.
Question ouverte : LL est-il une extension onservatrie de LL
pol
au seond ordre ?
La diulté provient du fait que la règle 9 de LL peut aher des formules non polarisées, on
ne peut don plus appliquer simplement la propriété de la sous-formule. Un outil utile pour abor-
der ette question est probablement la sémantique des phases [Gir87℄ mais son utilisation devient
omplexe au seond ordre [Oka99℄.
4.24. Exemple
Par ontre LL n'est pas une extension onservatrie de LLP au seond ordre puisque le séquent
` X 
X;X
?
n'est pas prouvable dans LL alors qu'il l'est dans LLP :
ax
` X;X
?
ax
` X;X
?


` X 
X;X
?
;X
?
?
` X 
X;X
?
4.3 Tradutions vers des fragments
An de larier les résultats de ette setion, on ne onsidère que la partie propositionnelle de
LLP. L'extension aux quantiateurs ne pose pas de problème (remarque 4.34) mais ne sera pas
utile dans la suite.
On va montrer que, sous ertaines onditions, on peut oder LLP dans ertains de ses fragments
modulo des isomorphismes. Cei permet de ramener, pour ertaines questions, l'étude de LLP à
l'étude de fragments plus simples et plus appropriés.
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4.25. Définition (Isomorphisme syntaxique)
Soient A et B deux formules, la paire (
A
; 
B
) est un isomorphisme syntaxique entre A et B si :
 
A
est une preuve de ` A;B
?
.
 
B
est une preuve de ` A
?
; B.
 La preuve obtenue en oupant les onlusions A et A
?
de 
A
et 
B
se normalise en une
-expansion de l'axiome ` B
?
; B.
 La preuve obtenue en oupant les onlusions B
?
et B de 
A
et 
B
se normalise en une
-expansion de l'axiome ` A;A
?
.
4.26. Lemme (Polarités isomorphes)
Soient A et B deux formules polarisées syntaxiquement isomorphes, A et B ont la même polarité.
Démonstration : Raisonnons par l'absurde, en supposant par exemple que A est positive et B est
négative alors, tout simplement, ` A;B
?
n'est pas prouvable par la remarque 4.20. 2
Les tradutions internes de LLP dans des fragments sont toutes basées sur l'utilisation des
isomorphismes suivants :
4.27. Proposition (Quelques isomorphismes syntaxiques polarisés)
Les équivalenes suivantes sont réalisées par des isomorphismes syntaxiques :
A P (B & C) Æ Æ (A P B) & (A P C) (4.1)
A
 (B  C) Æ Æ (A
B) (A
 C) (4.2)
A P > Æ Æ > (4.3)
A
 0 Æ Æ 0 (4.4)
!(A&B) Æ Æ !A
 !B (4.5)
?(AB) Æ Æ ?A P ?B (4.6)
!> Æ Æ 1 (4.7)
?0 Æ Æ ? (4.8)
Démonstration : Les équations 4.1 et 4.2 sont en fait les mêmes par dualité, on n'a don que deux
impliations à démontrer :
ax
` A
?
; A
ax
` B
?
; B

1
` B
?
 C
?
; B


` A
?

 (B
?
 C
?
); A;B
P
` A
?

 (B
?
 C
?
); A P B
ax
` A
?
; A
ax
` C
?
; C

2
` B
?
 C
?
; C


` A
?

 (B
?
 C
?
); A;C
P
` A
?

 (B
?
 C
?
); A P C
&
` A
?

 (B
?
 C
?
); (A P B) & (A P C)
ax
` A;A
?
ax
` B;B
?


` A;B;A
?

B
?

1
` A;B; (A
?

B
?
) (A
?

 C
?
)
ax
` A;A
?
ax
` C;C
?


` A;C;A
?

 C
?

2
` A;C; (A
?

B
?
) (A
?

 C
?
)
&
` A;B & C; (A
?

B
?
) (A
?

 C
?
)
P
` A P (B & C); (A
?

B
?
) (A
?

 C
?
)
De même pour les équations 4.3 et 4.4 :
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>` A;>; 0
P
` A P >; 0
>
` A
?

 0;>
Et de même pour les équations 4.5 et 4.6 :
ax
` A
?
; A

1
` A
?
B
?
; A
?d
` ?(A
?
B
?
); A
!
` ?(A
?
B
?
); !A
ax
` B
?
; B

2
` A
?
B
?
; B
?d
` ?(A
?
B
?
); B
!
` ?(A
?
B
?
); !B


` ?(A
?
B
?
); ?(A
?
B
?
); !A
 !B
?
` ?(A
?
B
?
); !A
 !B
ax
` A;A
?
?d
` A; ?A
?
?w
` A; ?A
?
; ?B
?
ax
` B;B
?
?d
` B; ?B
?
?w
` B; ?A
?
; ?B
?
&
` A&B; ?A
?
; ?B
?
!
` !(A&B); ?A
?
; ?B
?
P
` !(A&B); ?A
?
P ?B
?
Et enore pour les équations 4.7 et 4.8 :
>
` >
!
` !>
?
` !>;?
1
` 1
?w
` ?0; 1
2
Les propositions suivantes sont basées sur l'appliation des équations 4.1, 4.2, 4.3 et 4.4 de la
gauhe vers la droite et des autres équations dans la diretion appropriée.
4.28. Proposition (Tradution interne additive)
Soit A une formule polarisée sans atome, il existe une formule polarisée sans atome A
0
syntaxique-
ment isomorphe à A et ne ontenant auun onneteur multipliatif.
Démonstration : On va appliquer les équations 4.5, 4.6, 4.7, et 4.8 de la droite vers la gauhe.
On raisonne par réurrene sur le ouple (nombre de onneteurs multipliatifs dans A, taille
de A). S'il n'y a pas de onneteur multipliatif dans A, le résultat est prouvé en prenant
A
0
= A. S'il y en a, on onsidère haque as de onneteur prinipal de A sahant que A n'est
pas un atome. Considérons le as où A est négative, le as positif s'obtenant diretement par
dualité :
(?) On a ? syntaxiquement isomorphe à ?0 par l'équation 4.8.
(>) Pas de onneteur multipliatif.
(P) On a A = B P C, l'hypothèse de réurrene donne deux formules sans onneteur
multipliatif B
0
et C
0
syntaxiquement isomorphes à B et C. Par polarisation, B et C
sont négatives don B
0
et C
0
aussi (lemme 4.26). Puisqu'elles ne ontiennent pas de
onneteur multipliatif, leur onneteur prinipal ne peut être que >, & ou ?.
 Si l'une a pour onneteur prinipal > alors A est syntaxiquement isomorphe à > par
l'équation 4.3.
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 Si l'une a pour onneteur prinipal &, supposons que 'est B
0
= B
1
& B
2
alors on
applique l'hypothèse de réurrene à B
1
P C et B
2
P C, e que l'on peut faire puisque
soit B ontient un onneteur multipliatif et alors B
i
P C en ontient moins que A
soit B n'en ontient pas et alors on a déjà vu que B
0
= B don B
i
P C est plus petite
que A. Ainsi on obtient deux formules B
0
1
et B
0
2
et il sut de onsidérer A
0
= B
0
1
&B
0
2
par l'équation 4.1.
 Sinon les deux ont pour onneteur prinipal ? don B
0
= ?B
1
et C
0
= ?C
1
. On a alors
A
0
= ?(B
1
 C
1
) syntaxiquement isomorphe à A par l'équation 4.6.
(&) On applique l'hypothèse de réurrene aux sous-formules immédiates.
(?) On applique l'hypothèse de réurrene à la sous-formule immédiate. 2
On trouvera une manière un petit peu diérente de prouver e résultat à travers le lemme 7.29.
4.29. Lemme
Soit A une formule polarisée ne ommençant pas par un onneteur exponentiel, il existe une for-
mule polarisée A
0
syntaxiquement isomorphe à A telle que soit le onneteur prinipal de A
0
est un
onneteur additif, soit A
0
ne ontient auun onneteur additif.
Démonstration : On applique les équations 4.5, 4.6, 4.7 et 4.8 de la gauhe vers la droite.
On suppose que A est négative, le as positif s'obtient immédiatement par dualité. On raisonne
par réurrene sur le ouple (nombre de onneteurs additifs dans A, taille de A) en supposant
de plus que si A ne ontient pas de onneteur additif alors A
0
= A. On onsidère haque as
de onneteur prinipal pour A :
(?) Pas de onneteur additif don A
0
= A = ?.
(>) A
0
= A = > a un onneteur prinipal additif.
(P) Si A = B P C, on applique l'hypothèse de réurrene à B et C e qui donne deux
formules B
0
et C
0
, on onsidère les as suivants :
 Si le onneteur prinipal de B
0
ou de C
0
est > alors A
0
= > est syntaxiquement
isomorphe à A par l'équation 4.3.
 Si B
0
= B
1
& B
2
, alors A
0
= (B
1
P C
0
) & (B
2
P C
0
) est syntaxiquement isomorphe à
A par l'équation 4.1 et a un onneteur prinipal additif.
 De même si le onneteur prinipal de C
0
est &.
 Sinon, B
0
et C
0
sont sans onneteur additif et on prend A
0
= B
0
P C
0
.
(&) A
0
= A = B & C a un onneteur prinipal additif. 2
4.30. Proposition (Tradution interne multipliative)
Soit A une formule polarisée ommençant par un onneteur exponentiel, il existe une formule
polarisée A
0
syntaxiquement isomorphe à A et ne ontenant auun onneteur additif.
Démonstration : On applique les équations 4.5, 4.6, 4.7 et 4.8 de la gauhe vers la droite.
On suppose que A est positive, don par hypothèse A = !N , le as négatif s'obtient immédia-
tement par dualité et on raisonne par réurrene sur la taille de A. Si N ommene elle-même
par un onneteur exponentiel, on lui applique l'hypothèse de réurrene. Sinon, on applique
le lemme 4.29 à N e qui nous donne une formule N
0
syntaxiquement isomorphe à N . Si N
0
ne ontient pas de onneteur additif, on prend A
0
= !N
0
. Sinon, le onneteur prinipal de
N
0
est un onneteur additif :
(>) On a !> syntaxiquement isomorphe à 1 par l'équation 4.7, don on prend A
0
= 1.
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(&) Si N
0
= B&C, on applique l'hypothèse de réurrene à !B et !C e qui donne les formules
B
0
et C
0
. On a A
0
= B
0

 C
0
syntaxiquement isomorphe à A par l'équation 4.5. 2
4.31. Remarque : En appliquant la même méthode que pour la tradution multipliative, on peut
failement montrer que toute formule polarisée est soit syntaxiquement équivalente à une formule
polarisée sans > soit syntaxiquement équivalente à > puisque :
> P A Æ Æ >
>&A Æ Æ A
!> Æ Æ 1
4.32. Proposition (Tradutions internes positive et négative)
Soit A une formule positive (resp. négative) sans atome, il existe une formule polarisée A
0
syntaxi-
quement isomorphe à A et ne ontenant auun onneteur négatif (resp. positif).
Démonstration : Comme pour les deux propositions préédentes. 2
4.33. Exemple
En distribuant P sur & et 
 sur , la formule polarisée !(?1 P (?& ?(!>
 (1 !?)))) est syn-
taxiquement isomorphe à !(?1 & (?1 P ?(!> (!>
 !?)))), et par les tradutions dérites dans les
propositions préédentes, on obtient les formules syntaxiquement isomorphes :
 !(?!>& ?(!> (!> !?0))) sans onneteur multipliatif,
 !?1
 !(?1 P (?1 P ?!?)) sans onneteur additif,
 !?1
 !?(1 (1 !?0)) sans onneteur négatif.
4.34. Remarque : Si on ajoute à la proposition 4.27, les isomorphismes syntaxiques suivants :
A P (8XB) Æ Æ 8X(A P B) X =2 A
A
 (9XB) Æ Æ 9X(A
B) X =2 A
8X(A&B) Æ Æ (8XA) & (8XB)
9X(AB) Æ Æ (9XA) (9XB)
8X> Æ Æ >
9X0 Æ Æ 0
on peut étendre les résultats préédents à LLP ave quantiateurs en appliquant es isomorphismes
de la gauhe vers la droite en même temps que 4.1 et 4.2 au début de haque tradution.
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Chapitre 5
Réseaux de preuve polarisés
Les réseaux de preuve onstituent la prinipale nouveauté syntaxique due à LL. Ils permettent
de simplier grandement l'étude de l'élimination des oupures en s'aranhissant de la séquentialité
parfois trop importante du alul des séquents. Nous verrons que la ontrainte de polarisation permet
d'une part de simplier les ritères de orretion (grâe à l'introdution d'une nouvelle orientation
des réseaux) et d'autre part de dénir une élimination des oupures omplète pour tout le système
LLP. La prinipale diulté provient des règles struturelles généralisées et des onneteurs additifs.
Nous aborderons trois solutions possibles pour l'introdution de es onneteurs : les réseaux à boîtes,
les réseaux à poids et les réseaux par tranhes, e qui permet une présentation de moins en moins
séquentielle de es objets.
Une grande partie des résultats de e hapitre proviennent de [Lau99, Lau02b, LQTdF00,
LTdF01℄.
5.1 Réseaux à boîtes additives
5.1.1 Strutures de preuve à boîtes
Nous allons dénir la notion de struture de preuve pour LLP. Par rapport à la setion 1.1, nous
allons ajouter les ontraintes propres à LLP mais également étendre le langage aux onneteurs
additifs et aux onstantes à partir de e qui a été fait dans [Gir87, Reg92℄.
5.1. Définition (Struture de preuve polarisée à boîtes additives)
Une struture de preuve polarisée à boîtes additives est une struture de preuve au sens de la
dénition 1.1 onstruite sur les n÷uds de la gure 5.1 telle que les types des arêtes soient des
formules polarisées et onernant les boîtes :
 Les boîtes des n÷uds ! ont pour onlusions N ; N .
 À haque n÷ud & de prémissesN etM sont assoiées deux sous-strutures de preuve (appelées
boîtes) de onlusions  ; N et  ;M telles que si A 2  , les deux onlusions des boîtes
orrespondant à A sont prémisses du même n÷ud C.
 Tout n÷ud C a pour prémisses les onlusions de deux boîtes assoiées au même n÷ud &.
Ce nouveau n÷ud C sert à traduire l'opération de ontration sur le ontexte qui a lieu dans la
règle &.
5.2. Définition (Arêtes et n÷uds positifs et négatifs)
Une arête est positive (resp. négative) si son type est une formule positive (resp. négative).
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Fig. 5.1  N÷uds des strutures de preuve polarisées à boîtes additives ave la s-orientation (le
n÷ud > peut ne pas avoir de onlusion positive).
58
Un n÷ud est positif (resp. négatif ) si toutes ses arêtes sont positives (resp. négatives). Les n÷uds
positifs sont 
, 
i
, 1, 9 et les n÷uds C dont le type est positif (voir setion 5.1.3 à e sujet). Les
n÷uds négatifs sont P, &, ?, > (lorsqu'il n'a pas de onlusion positive voir setion 5.1.3), ?, ?w ,
8 et les n÷uds C dont le type est négatif.
5.3. Définition (Tradution du alul des séquents)
La tradution des règles multipliatives et exponentielles est la même que dans la dénition 1.3, on
y ajoute elle des autres règles. Soit  une preuve de `   en alul des séquents, on lui assoie la
struture de preuve S

de onlusions  , dénie réursivement à partir de  en regardant la dernière
règle R (on note 
1
ou 
1
et 
2
les preuves des prémisses de R selon son arité) :
(&) On ajoute à S

1
et S

2
des liens C entre les onlusions orrespondant deux à deux aux formules
du ontexte et on ajoute un lien & entre les onlusions orrespondant aux formules atives.
Les boîtes du nouveau lien & sont S

1
et S

2
.
(
i
) On ajoute à S

1
un lien 
i
sous la onlusion orrespondant à la formule ative.
(1) S

ontient un unique lien 1.
(?) On ajoute à S

1
un lien ?.
(>) S

ontient un unique lien > ave omme onlusions : > et le ontexte de la règle.
On pourrait étendre la dénition de struture de preuve séquentialisable aux onneteurs que
l'on vient d'ajouter et redémontrer le lemme 1.8. On se ontentera d'assimiler struture de preuve
séquentialisable et tradution du alul des séquents.
5.1.2 Critère de orretion
5.4. Définition (Orientations)
La dénition de struture de preuve donne une orientation des arêtes que l'on appelle orientation
struturelle ou s-orientation. Comme expliqué à la setion 1.1, on y fait référene par les termes
au-dessus, au-dessous, haut, bas, monter, desendre, ...
On dénit une deuxième orientation sur les strutures de preuve polarisées, appelée orientation
polarisée ou p-orientation, en orientant les arêtes négatives vers le bas (don dans le même sens que
pour la s-orientation) et les arêtes positives vers le haut (don dans le sens opposé à la s-orientation).
Exepté dans le as des termes i-dessus et sauf mention expliite, on onsidérera désormais
les strutures de preuve polarisées omme des graphes orientés ave la p-orientation (en partiulier
dans les dénitions qui suivent). On fera référene à la p-orientation par les termes entrant , sortant ,
initial , nal , ...
5.5. Définition (Graphe de orretion)
Le graphe de orretion à profondeur 0 d'une struture de preuve polarisée à boîtes additives S est
le graphe orienté par la p-orientation ontenant les n÷uds à profondeur 0 de S et dans lequel :
 On supprime les arêtes pendantes.
 Chaque lien ! dont la boîte a pour onlusions N ; N est remplaé par un lien ! généralisé sans
prémisse et ave omme onlusions N ; !N :
...
!N N
!
 Chaque lien & dont les boîtes ont pour onlusions  ; N et  ;M , ainsi que les n÷uds C
assoiés, est remplaé par un lien & généralisé sans prémisse et ave omme onlusions
 ; N &M :
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...
 N &M
&
 Si n est un lien 8, pour haque lien n
0
qui dépend de la variable propre de n on ajoute une
arête orientée de n
0
vers n, appelée arête de saut .
Un graphe de orretion de S est soit son graphe de orretion à profondeur 0 soit le graphe de
orretion à profondeur 0 d'une des boîtes de S.
5.6. Remarque : Le point important ii est qu'en utilisant la p-orientation, on se ontente de
onsidérer un seul graphe de orretion à profondeur 0, et il n'est pas néessaire de mutiler les
n÷uds P et ?.
Par onséquent, un n÷ud d'une struture de preuve apparaît dans exatement un de ses graphes
de orretion. En partiulier, on va obtenir un ritère de orretion dont la linéarité est immédiate
alors que e résultat est nettement plus diile pour MELL [Gue99℄.
5.7. Remarque : Un graphe de orretion ne ontient pas de n÷ud C.
5.8. Définition (N÷uds initiaux et finaux)
Un n÷ud initial (resp. nal) d'une struture de preuve est un n÷ud sans arête entrante (resp.
sortante) dans le graphe de orretion auquel il appartient.
5.9. Remarques :
 Les n÷uds ?d , ?w et ? sont toujours initiaux, les n÷uds 1 sont toujours naux.
 Un n÷ud terminal ayant une onlusion positive est toujours initial (ar auun n÷ud à onlu-
sion positive n'a de prémisse négative ou d'autre onlusion positive dans un graphe de or-
retion).
 Un n÷ud négatif terminal est toujours nal (la seule diulté pourrait provenir d'une arête
de saut partant de e n÷ud, or il n'y a pas de variables propres dans les onlusions d'une
struture de preuve).
5.10. Définition (Réseau de preuve polarisé)
Une struture de preuve polarisée à boîtes additives est orrete ou est un réseau de preuve polarisé à
boîtes additives (ou simplement un réseau polarisé) si tous ses graphes de orretion sont ayliques
et possèdent exatement un n÷ud initial non aaiblissement (i.e. ni ?w ni ?).
5.11. Remarque : Le n÷ud initial non aaiblissement est soit un n÷ud ?d soit un n÷ud positif
terminal soit un n÷ud ! ou & généralisé terminal soit un n÷ud > terminal.
5.12. Définition (Royaume)
Le royaume d'une arête a dans un réseau R est le plus petit sous-réseau de R ontenant a.
5.13. Définition (Arbre positif)
On dénit réursivement la sous-struture de preuve A ontenant l'ensemble des n÷uds situés au-
dessus d'une arête positive a, appelé arbre positif de l'arête, selon le n÷ud dont a est onlusion :
(ax) A est réduit au n÷ud ax.
(!) A est onstitué du n÷ud ! et de sa boîte.
(C) A est onstitué du n÷ud & orrespondant, de ses boîtes et de tous les n÷uds C assoiés.
(1) A est réduit au n÷ud 1.
(>) A est réduit au n÷ud >.
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(
) Soient A
1
et A
2
les arbres positifs des prémisses du n÷ud 
, A ontient A
1
, A
2
et le n÷ud 
.
(
i
) Soit A
1
l'arbre positif de la prémisse du n÷ud 
i
, A ontient A
1
et le n÷ud 
i
.
(9) Soit A
1
l'arbre positif de la prémisse du n÷ud 9, A ontient A
1
et le n÷ud 9.
L'arête a est appelée raine de l'arbre. Les arêtes onlusion des n÷uds ax, &, C, > (et les portes
auxiliaires de boîtes !) qui sont dans Amais ne sont pas héréditairement au-dessus de a sont appelées
feuilles de l'arbre, e sont des arêtes négatives.
5.14. Lemme (Royaume positif)
Le royaume d'une arête positive est son arbre positif.
Démonstration : Soit a une arête positive d'un réseau R, le royaume de a dans R est une sous-
struture de preuve, elle doit don ontenir pour haque arête le n÷ud dont elle est onlusion
et pour haque n÷ud ! la boîte qui lui est assoiée (et de même pour les n÷uds &). On en
déduit que le royaume de a ontient l'arbre positif de a. Il reste à montrer que 'est un réseau,
e qui est immédiat réursivement à partir de la dénition 5.13. 2
5.15. Lemme (Ordre partiel)
On dénit, sur les n÷uds et les arêtes d'un réseau de preuve polarisé, la relation x  y si x et y
appartiennent au même graphe de orretion et s'il existe un hemin p-orienté de x à y dans e
graphe (x et y pouvant être deux n÷uds, deux arêtes ou un n÷ud et une arête).
La relation  est une relation d'ordre partiel.
Démonstration : La seule propriété non triviale est l'anti-symétrie qui déoule de l'ayliité des
graphes de orretion. 2
5.16. Remarques :
 Les n÷uds initiaux sont les n÷uds minimaux pour l'ordre , tout n÷ud est don aessible à
partir d'un n÷ud initial selon un hemin p-orienté.
 Si a est une arête positive, pour toute arête b de l'arbre de a à même profondeur que a, on a
a  b.
La présene de boîtes pour les onneteurs additifs nous impose une gestion un peu partiulière
de & et > par rapport aux autres onneteurs négatifs. On verra dans les setions 5.2 et 5.3 que
ei ne ahe rien de signiatif.
5.17. Lemme (Desente négative)
Soit a une arête négative à profondeur 0 d'une struture de preuve polarisée, toutes les arêtes situées
sous a sont négatives, ou autrement dit l'une des trois propriétés suivantes est vériée :
1. a est une onlusion du réseau.
2. a est située héréditairement au-dessus d'une oupure.
3. a est située héréditairement au-dessus d'un n÷ud négatif terminal non additif.
Démonstration : Puisque a est à profondeur 0 et puisque tout lien négatif additif (C, & ou >) a
ses prémisses dans une boîte (ou n'a pas de prémisses), un tel n÷ud ne peut pas se trouver
sous a.
On raisonne par réurrene sur le nombre de n÷uds situés héréditairement au-dessous de a :
 S'il n'y en a auun, a est onlusion du réseau : as 1.
 S'il y en a 1, le n÷ud situé sous a peut être soit une oupure (et on est dans le as 2) soit
un n÷ud P, ? ou 8 qui est un n÷ud négatif et terminal (as 3).
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 S'il y en a n > 1, le n÷ud situé sous a est un n÷ud P, ? ou 8 qui possède une onlusion
négative à laquelle on peut appliquer l'hypothèse de réurrene. 2
5.18. Lemme (Desente positive)
Soit a une arête positive à profondeur 0 d'une struture de preuve polarisée, l'une des trois propriétés
suivantes est vériée :
1. a est située héréditairement au-dessus d'une onlusion positive du réseau.
2. a est située héréditairement au-dessus d'une oupure.
3. a est située héréditairement au-dessus d'un n÷ud ?d .
Démonstration : Par réurrene sur le nombre de n÷uds situés héréditairement au-dessous de a :
 S'il n'y en a auun, a est onlusion positive du réseau : as 1.
 S'il y en a n > 0, le n÷ud situé sous a peut être soit une oupure (et on est dans le as 2),
soit un n÷ud ?d (as 3) soit un n÷ud 
, 
i
ou 9 qui possède une onlusion positive à
laquelle on peut appliquer l'hypothèse de réurrene. 2
5.19. Théorème (Séquentialisation)
Une struture de preuve est séquentialisable ssi elle est orrete.
Démonstration : La première impliation est immédiate par réurrene sur la taille de la struture
de preuve.
Nous démontrons don la deuxième impliation. Soit R un réseau de preuve polarisé (ou une
struture de preuve polarisée orrete), on note G son graphe de orretion à profondeur 0. La
preuve se fait par réurrene sur la taille de R en onsidérant trois as :
 Si G possède un n÷ud négatif terminal non additif, on onsidère haque as de tel n÷ud :
(P; ?) En supprimant e n÷ud, on obtient une struture de preuve R
0
dont on voit ai-
sément qu'elle est orrete don séquentialisable par hypothèse de réurrene. On en
déduit que R est séquentialisable.
(?; ?w) En supprimant e n÷ud, on obtient un réseau R
0
qui est séquentialisable par hy-
pothèse de réurrene puisqu'on n'a touhé qu'à des n÷uds initiaux aaiblissements.
(8) En supprimant e n÷ud n, on obtient un réseau R
0
qui est séquentialisable par hypo-
thèse de réurrene. On en déduit que R est séquentialisable puisque les onlusions
de R
0
(exepté la prémisse de n) ne ontiennent pas la variable propre de n libre et la
règle de 8 peut don s'appliquer.
 Si G ne possède auun n÷ud négatif terminal non additif mais ontient des n÷uds ut, on
onsidère un n÷ud ut n maximal pour l'ordre  parmi les n÷uds ut de G. Soit a (resp.
a
0
) la prémisse positive (resp. négative) de n et soit b une feuille de l'arbre positif A de a,
on a a  b. Le lemme 5.17 appliqué à b implique que b est onlusion de R ar G n'a pas de
n÷ud négatif terminal non additif et si b était situé au-dessus d'un n÷ud ut n
0
, on aurait
n  a  b  n
0
d'où n = n
0
par maximalité de n et don on aurait un yle dans G.
Soit R
0
la sous-struture de preuve de R ontenant tous les n÷uds exeptés n et eux de
A, on va montrer que R
0
est un réseau. La première hose est qu'il s'agit d'une struture de
preuve, la diulté vient de la ontrainte sur l'absene de variable propre en onlusion. Pour
ela, il faut montrer que le type de a
0
ne ontient pas de variable propre libre. Raisonnons
par l'absurde, si 'était le as, le type de a ontiendrait également ette variable et on aurait
don dans G une arête du lien prémisse de a vers le lien 8 orrespondant à ette variable.
Ce lien n'est pas terminal par hypothèse et on note  sa onlusion. Par le lemme 5.17,
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soit  est au-dessus d'un n÷ud négatif terminal non additif e qui est impossible, soit  est
au-dessus d'une oupure. Si ette oupure n
0
n'est pas n ei ontredit la maximalité de n
puisqu'on a un hemin de n vers  puis vers n
0
et si n
0
= n on a un yle dans G.
Montrer alors queR
0
est un réseau est immédiat. A étant également un réseau (lemme 5.14),
on en onlut en appliquant l'hypothèse de réurrene àR
0
et à A queR est séquentialisable.
 Si G ne possède ni n÷ud négatif terminal non additif ni n÷ud ut. Si R possède une arête
positive à profondeur 0, on applique le lemme 5.18 à ette arête et on en déduit que :
 Soit R possède un n÷ud ?d qui est terminal en appliquant le lemme 5.17 à sa onlusion.
Et on applique l'hypothèse de réurrene au réseau obtenu en supprimant e n÷ud.
 Soit R possède une onlusion positive a et R est l'arbre positif A de a (don séquentia-
lisable par la dénition 5.13).
Sinon on onsidère une arête b qui ne soit pas dans A, si elle est négative on a une
oupure ou un n÷ud terminal non additif dans R par le lemme 5.17 et si elle est positive,
par le lemme 5.18, il y a un n÷ud ?d ou une onlusion positive autre que a (puisque
b =2 A) dans R et don au moins deux sommets initiaux non aaiblissements (d'après la
remarque 5.9) ; b ne peut don pas exister.
Si R ne possède que des arêtes négatives à profondeur 0 alors, par le lemme 5.17 et puisque
les n÷uds négatifs additifs sont les seuls n÷uds négatifs à n'avoir pas de prémisses dans G,
G ne possède que des n÷uds > et &. De plus es n÷uds sont initiaux (pas d'arêtes positives)
don il n'y en a qu'un. On onsidère haun des as :
(&) On applique l'hypothèse de réurrene à haune des deux boîtes du n÷ud.
(>) Une struture de preuve réduite à un unique n÷ud > est séquentialisable. 2
5.20. Remarque : Contrairement à la plupart des preuves de séquentialisation, nous avons ii une
preuve par le bas : on utilise diretement une proédure qui fournit une dernière règle.
5.21. Remarque : On a pu donner un ritère de orretion en présene d'aaiblissements et de
onstantes multipliatives. L'exemple 1.12 ne ontredit pas e résultat ar il n'est pas polarisable,
de même que la version simpliée (1 P 1)
? de et exemple.
5.22. Corollaire (Corretion sans oupure)
Une struture de preuve sans oupure, qui possède à profondeur 0 et dans haque boîte un unique
n÷ud initial (non aaiblissement), est orrete.
Démonstration : Par le théorème de séquentialisation et en raisonnant par réurrene sur la pro-
fondeur de la struture de preuve S, il sut de montrer que le graphe de orretion G à
profondeur 0 de S est aylique. On raisonne par l'absurde en supposant que G ontient un
yle . On va montrer, par réurrene sur le nombre d'arêtes de saut que ontient e yle,
qu'il ne peut pas exister :
 Si  ne ontient auune arête de saut, soit  ne ontient que des arêtes positives et il ne
peut pas être un yle (ar 'est un hemin montant dans G qui va s'arrêter dans un n÷ud
1, >, !, & ou ax), soit  ontient une arête négative et en suivant  à partir de ette arête,
on se dirige vers le bas jusqu'à une onlusion puisqu'il n'y a pas de oupures (lemme 5.17)
e qui ne peut pas donner lieu à un yle.
 Si  ontient n > 0 arêtes de saut, on se xe un point de départ dans  et on appelle l
i
le
lien 8 vers lequel est dirigée la i
e
arête de saut a
i
de . On note X
i
la variable propre de
l
i
. Le lien l d'où part a
i+1
est situé sous l
i
puisque  n'emprunte pas d'arête de saut entre
a
i
et a
i+1
et puisque S ne ontient pas de oupures. La onlusion a de l a un type qui
ontient la variable libre X
i+1
, par le lemme 5.17, on a une onlusion négative sous ette
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arête qui ne peut pas ontenir X
i+1
puisque S est une struture de preuve. Or, la seule
manière dont X
i+1
peut disparaître entre a et ette onlusion et en passant dans le n÷ud
l
i+1
, d'où on déduit que l
i+1
se trouve au-dessous de l
i
. En remplaçant dans  le hemin
entre l
i
et l
i+1
par le hemin desendant qui va de l'un à l'autre (et n'utilise pas d'arête de
saut), on obtient un yle ontenant une arête de saut de moins que  et qui don ne peut
pas exister par hypothèse de réurrene. On en onlut que le yle  ne peut pas exister.
2
5.23. Exemple
L'ajout d'arêtes de saut pour les quantiateurs 8 est ependant indispensable en présene de
oupures.
N
?9XN
?
N
?
N N
?
8XN ?N
?
9XN
?
8XN
!N
9XN
?
ax
ax
ax
8
?d
?d
9
P


!
ut
Le seul lien terminal est le lien ut et (8XN) P ?N
?
(qui orrespond à la formule intuitionniste
N ! 8XN) n'est pas prouvable si X 2 N .
5.1.3 Élimination des oupures
Si nous n'avons pas introduit les onneteurs additifs dans le hapitre 1, 'est qu'ils posent de
nombreux problèmes pour les réseaux. L'un des problèmes onerne la séquentialité omme nous
le verrons plus loin (exemples 5.41 et 5.49). Une autre diulté probablement plus essentielle est
la dénition d'une proédure d'élimination des oupures onuente, de préférene pouvant réduire
n'importe quelle oupure d'un réseau (on dira alors que la proédure d'élimination des oupures est
omplète).
5.24. Exemple
ax ax ax ax
& &
C C
ut
Il y a deux possibilités pour réduire ette oupure : soit la boîte de gauhe duplique d'abord la boîte
de droite, soit 'est le ontraire. On obtient deux formes normales diérentes.
Dans le adre polarisé, il est possible de résoudre e onit puisque la symétrie est brisée : lors
d'une telle oupure, l'une des prémisses est positive et l'autre est négative. On peut don hoisir
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un ordre partiulier pour l'élimination de la oupure. Le problème qui se pose alors est de savoir
quelle partie du réseau dupliquer. Dans MELL, e problème est résolu par le fait que seules des
formules ommençant par ! peuvent être dupliquées et à une telle formule est toujours assoiée une
boîte dans un réseau, 'est le andidat idéal à être dupliqué. L'introdution des onneteurs additifs
d'une part et des règles struturelles généralisées d'autre part fait que l'on ne peut pas trouver de
solution aussi direte. Supposons que la formule ontratée soit négative, la formule à dupliquer est
alors positive et on possède un andidat idéal pour la dupliation : l'arbre positif. Si, par ontre, la
formule ontratée est positive, on possède pas de tel andidat, ei provient du fait que l'on peut
aluler de manière simple le royaume d'une arête positive mais pas elui d'une arête négative.
Il en déoule que l'on ne va pas être apable de dénir une proédure d'élimination des oupures
omplète pour les réseaux de LLP. Il faut tout d'abord interdire les ontrations sur des formules
positives, or les seules qui puissent exister sont des ontrations additives. Quand on parlera d'élimi-
nation des oupures dans les réseaux polarisés, on onsidérera don des réseaux pour le sous-système
taLLP de LLP qui impose que le ontexte des règles & ne ontienne pas de formule positive (et de
même pour les règles >). Le lemme suivant montre que ette ontrainte n'est pas trop restritive.
5.25. Lemme (Prouvabilité dans taLLP)
Soit `   un séquent de LLP sans formule positive, `   est prouvable dans LLP ssi `   est prouvable
dans taLLP.
Démonstration : Puisque taLLP est un sous-système de LLP, la deuxième impliation est immédiate.
Passons à la première : soit  une preuve sans oupure de `   dans LLP, on onsidère le réseau
sans oupure R assoié. Si n est un n÷ud C positif ou > ave une onlusion positive, puisque
R est sans onlusion positive, n se trouve héréditairement au-dessus d'un n÷ud ?d , on note
p
n
le moreau de hemin allant de n à e n÷ud ?d . On dénit la taille de n omme le nombre
de n÷uds non C dans p
n
plus la somme pour haque n÷ud 
 de p
n
du nombre de n÷uds
C et > situés au-dessus de sa prémisse qui n'est pas dans p
n
. On dénit alors 
R
omme le
multi-ensemble qui à l'entier k assoie le nombre de n÷uds C positifs ou > dans R de taille k.
On montre, par réurrene sur 
R
en utilisant l'ordre multi-ensemble, que l'on peut éliminer
tous les n÷uds C positifs de R (le as des n÷uds > à onlusion positive étant plus simple).
Pour ela, on hoisit un n÷ud C positif n n'ayant auun n÷ud C dans p
n
, et on onsidère
haque as de n÷ud situé sous n (qui ne peut pas être terminal s'il est positif puisque toutes
les onlusions du réseau sont négatives).
(?d) On remplae e n÷ud par deux n÷uds ?d situés au-dessus des prémisses de n, ainsi n
devient un n÷ud C négatif. On peut appliquer l'hypothèse de réurrene ar 
R
diminue
puisqu'on a supprimé un n÷ud C en diminuant néessairement la taille des autres.
(
) Soit A l'arbre positif de l'autre prémisse du n÷ud 
, on duplique A que l'on plae
dans haune des boîtes du n÷ud & assoié à n ave un n÷ud 
 entre haque opie et
la prémisse orrespondante de n, on ajoute enn les n÷uds C négatifs néessaires sur
les feuilles des opies de A. Soit A ne ontient pas de n÷ud C et omme dans le as
préédent on peut appliquer l'hypothèse de réurrene, soit il en ontient et on vérie
que 
R
diminue également.
(
i
;9) On remplae e n÷ud par deux n÷uds identiques situés au-dessus des prémisses de n,
et on applique l'hypothèse de réurrene. 2
En fait, non seulement la prouvabilité est préservée mais de plus les opérations de ommutation
néessaires pour transformer une preuve de LLP en preuve de taLLP ne sont pas violentes, elles
préservent en tout as la sémantique ohérente.
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Pour e qui est de l'utilisation de es réseaux, il sera important de remarquer que, exepté pour
LC, les tradutions dérites dans la partie III sont à image dans taLLP.
5.26. Remarque : Dans taLLP, les arbres positifs ne ontiennent ni n÷uds & ni n÷uds >.
5.27. Définition (Étapes d'élimination des oupures)
Les étapes d'élimination des oupures pour les réseaux polarisés sont les suivantes :
(ax)
A A AA
?
ax
ut
(
= P)
P Q P
?
Q
?
P Q P
?
Q
?
P
?
P Q
?
P 
Q
ut
ut


P
ut
(&=
i
)
R
1
C
R
2
C
...
...
R
i
N
?
i
N
2
 
 
 
...
N
?
i
N
i
N
1
&N
2
...

i
&
 
N
1
N
?
1
N
?
2
ut
ut
(C)
+ +
+
&
C
ut
1
!
ax
&
ut ut
ax ax
! !
1 1
C
B
i
B
i
B
i
(1=?)
1 ?
1
?
ut
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(>)
... ...
...
+
ax
>
>
1
!
ut
B
i
(!=?d)
......
N
?
N
N
?
N
N
N
?N
?
!N
?d !
ut
ut
B
B
(!=?)
N N
N
?
N N
N
?
N
?
+
+
+
N
?
ut
1
!
ax
ut
ut
?
1
1
!
!
ax
ax
B
i
B
i
B
i
(!=?w)
...
+
N
?
N
?w
?w ?w
ut
ax
1
!
B
i
(!=!)
... ...
N!N
+
N!N
+
N N
!
!
ut
ax
1
!
!
ut
1
ax
B
B
i
B
i
B
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(8=9)
N N
?
[
P
=
X
℄
8XN
N [
P
=
X
℄ N
?
[
P
=
X
℄
9XN
?
8 9
ut
ut
où P remplae X partout dans R.
5.28. Remarque : La dénition des étapes de rédution montre bien que les ontraintes sur les
formules ayant le droit d'être ontratées ou aaiblies et sur elles ayant le droit d'être ontexte de
règles de promotion doivent être ohérentes : ommener par ? dans LL, être négative dans LLP.
5.29. Remarque : Les opérations eetuées sur les strutures de preuve par les étapes de rédution
sont habituellement de deux types : soit loales (y ompris les opérations de boîtes), soit globales
(substitution pour les quantiateurs). On ajoute ii des opérations intermédiaires dues à l'utilisation
des arbres positifs. Il faut en fait onsidérer es opérations omme loales d'une part pare que les
arbres positifs ne sont qu'une généralisation de la notion de boîte et d'autre part pare que la
dupliation, l'eaement, ... d'un arbre positif peuvent se déomposer en étapes loales.
5.30. Proposition (Préservation de la orretion)
Soit R un réseau de preuve polarisé et R
0
un réduit de R, R
0
est un réseau.
Démonstration : On onsidère le as de la oupure !=?d qui est le plus intéressant. Conernant les
sommets initiaux, le réseau de départ a pour seul n÷ud initial non aaiblissement le n÷ud
?d et la boîte ontient également un n÷ud initial non aaiblissement. Après rédution le seul
n÷ud initial non aaiblissement du réseau est elui provenant de la boîte.
Pour l'ayliité, s'il existe un yle dans le réduit soit il provient d'un yle du réseau de
départ e qui est impossible par hypothèse, soit il passe par la oupure, la boîte et une porte
auxiliaire de la boîte. Dans e as, en remplaçant la partie ontenue dans la boîte par l'arête
reliant la porte auxiliaire et le n÷ud !, on obtiendrait un yle dans le graphe de orretion
du réseau de départ. 2
5.1.4 Propriétés
An de prouver de manière simple les propriétés de l'élimination des oupures pour les réseaux
de taLLP, on va passer par une tradution de LLP dans LL
+
pol
qui onsiste à remettre des boîtes.
5.31. Définition (Tradution ave boîtes)
La tradution (:)
b
des formules positives est donnée par :
X
b
= !X
(P 
Q)
b
= !(P
b

Q
b
)
(P Q)
b
= !(P
b
Q
b
)
1
b
= !1
0
b
= !0
(9XP )
b
= !9XP
b
(!N)
b
= !N
b
la tradution des formules négatives s'obtient par dualité.
Soit R un réseau polarisé, le réseau R
b
s'obtient en ajoutant un n÷ud ?d sous haque n÷ud
négatif et un n÷ud ! sous haque n÷ud positif (ave omme boîte, l'arbre positif du n÷ud). Chaque
formule A étant remplaée par sa tradution A
b
.
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5.32. Remarque : Soit A
b
la tradution de la formule A, les onneteurs de A
b
ajoutés par la
tradution sont exatement les onneteurs exponentiels apparaissant sous la forme !P et ?N .
5.33. Lemme (Injetivité de (:)
b
)
La tradution (:)
b
de LLP dans LL
+
pol
est injetive.
Démonstration : On onstruit une fontion f de l'image de la tradution (:)
b
dans LLP. Pour les
formules f(A) est obtenue en supprimant dans A les onneteurs exponentiels apparaissant
sous la forme !P et ?N , on a d'après la remarque 5.32 que f(A
b
) = A. Pour les réseaux
f supprime les n÷uds ?d dont la prémisse est négative et les n÷uds ! dont la prémisse est
positive, on a f(R
b
) = R. On déduit de l'existene de f que (:)
b
est injetive. 2
Le système taLL [DJS97℄ est le sous-système de LL dans lequel les règles & et les règles > sont
ontraintes à avoir un ontexte ? . On voit failement que l'image de taLLP par la tradution (:)
b
est inluse dans taLL.
5.34. Théorème (Simulation de la rédution)
Soit R un réseau polarisé, si R se réduit en R
0
en une étape alors R
b
se réduit en R
0
b
en au moins
une étape dans taLL :
R     ! R
0
(:)
b
?
?
y
?
?
y
(:)
b
R
b
+
    ! R
0
b
Démonstration : On onsidère haque étape de rédution. Un n÷ud ut n dans le réseau R a
exatement un n÷ud orrespondant n
0
dans le réseau R
b
, la rédution de n est simulée par
éventuellement plusieurs rédutions de n
0
:
(ax) Si la formule oupée est négative, l'axiome a pu être mis dans des boîtes à ause des
n÷uds positifs situés sous son arête positive auquel as n
0
à omme prémisse une arête
négative qui est autant de fois porte auxiliaire. La rédution dans R
b
onsiste à d'abord
eetuer les étapes !=! puis l'étape ax pour obtenir R
0
b
. Si la formule oupée est positive,
l'étape est simulée par une étape ax puisque le n÷ud ax n'a été mis dans auune boîte.
(
= P) Simulation par une étape !=?d et une étape 
= P.
(&=
i
) Simulation par une étape !=?d et une étape &=
i
.
(C) Simulation par une étape !=?.
(1=?) Simulation par une étape !=?d et une étape 1=?.
(>) Simulation par une étape >.
(8=9) Simulation par une étape !=?d et une étape 8=9.
Les étapes exponentielles sont simulées par elles-mêmes. 2
5.35. Remarque : Si R est un réseau polarisé, les boîtes de R
b
dont le ! porte sur une formule
positive (que l'on appellera boîtes positives) ontiennent des arbres positifs. Les oupures de R
b
sont
soit des oupures exponentielles, soit des oupures ax, soit des oupures >.
5.36. Proposition (Simulation inverse)
Soit R un réseau polarisé, si R
b
! S et si S
0
est le réseau obtenu en réduisant dans S :
 les oupures 
= P, &=
i
, 1=? et 8=9,
 les oupures !=! et ax situées à profondeur relative 0 dans les boîtes positives qui ne sont pas
des arbres positifs.
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Il existe un réseau polarisé R
0
tel que R
0
b
= S
0
et de plus R! R
0
.
Démonstration : Une fois réduites les oupures néessaires, on peut dénir R
0
omme le réseau
obtenu en supprimant dans S
0
les boîtes positives et les n÷uds ?d situés sous des n÷uds
négatifs. On a alors R
0
b
= S
0
et R! R
0
en réduisant la oupure réduite pour passer de R
b
à
S. 2
5.37. Corollaire (Normalisation forte)
La rédution des réseaux polarisés est fortement normalisante.
Démonstration : Raisonnons par l'absurde en supposant qu'il existe une suite de rédutions innie
entre les réseaux polarisés R
1
, R
2
, ... Par le théorème 5.34, on en déduit que R
b
1
, R
b
2
, ... est
une suite de réseaux de taLL telle que R
b
i
se réduise en R
b
i+1
en au moins une étape e qui est
impossible ar il n'y a pas de suites innies de rédutions dans taLL par normalisation forte
de e système [DJS97℄ (qui est prouvée à l'aide d'une tradution dans MELL). 2
5.38. Remarque : La normalisation forte pour LL n'a en fait jamais été entièrement démontrée
(et nous ne l'utiliserons pas dans ette thèse). Les prinipaux éléments de la preuve se trouvent
dans [Gir87, Dan90, TdF00℄ mais il resterait à les rassembler orretement.
5.39. Corollaire (Confluene)
La rédution des réseaux polarisés est onuente.
Démonstration : Soit R un réseau polarisé et R
1
et R
2
deux réduits. Par le théorème 5.34, R
b
!
+
R
b
1
et R
b
!
+
R
b
2
. Par onuene de taLL [DJS97℄, il existe un réseau S tel que R
b
1
!

S et
R
b
2
!

S. Soit S
0
le réseau obtenu en réduisant dans S les oupures néessaires omme dans
la proposition 5.36, il existe un réseau polarisé R
0
tel que R
1
!

R
0
et R
2
!

R
0
d'où la
onuene. 2
5.40. Remarque : En supposant la normalisation forte, il est possible de prouver plus simplement
la onuene en montrant l'uniité de la forme normale par le lemme 5.33. La preuve plus générale
i-dessus a l'intérêt de s'appliquer également dans un adre non typé où la rédution peut ne pas
terminer (voir setion 11.1).
5.2 Réseaux à poids
Le prinipal défaut des réseaux polarisés ave boîtes additives, 'est-à-dire omme nous les avons
présentés, est qu'ils onservent du alul des séquents une ertaine séquentialité entre les règles &
qui n'a pas de sens alulatoire partiulier (voir exemple 5.41).
Les réseaux à poids ont été introduits par Girard [Gir96℄ pour résoudre e problème dans le
as de LL. Nous allons voir que l'on peut appliquer ette tehnique aux réseaux polarisés et qu'à
nouveau on obtient un ritère de orretion plus simple que pour LL et une élimination des oupures
plus satisfaisante. Les résultats sont prinipalement eux de [Lau99℄ mais généralisés en diérents
points.
5.41. Exemple
Les deux preuves suivantes qui ne diérent que par l'ordre d'appliation des règles & sont identiées
par la sémantique ohérente.
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1
`  ; A;C

2
`  ; B;C
&
`  ; A&B;C

3
`  ; A;D

4
`  ; B;D
&
`  ; A&B;D
&
`  ; A&B;C &D

1
`  ; A;C

3
`  ; A;D
&
`  ; A;C &D

2
`  ; B;C

4
`  ; B;D
&
`  ; B;C &D
&
`  ; A&B;C &D
5.2.1 Poids et strutures de preuve
5.42. Définition (Poids)
Soit P un ensemble de variables booléennes (appelées poids élémentaires), un poids w sur P est un
élément de l'algèbre de Boole libre engendrée par P. On note  l'ordre sur les poids, par un produit
l'inf de deux poids, par une somme le sup de deux poids et par : le omplémentaire.
On suppose désormais xé un ensemble de poids élémentaires P au plus dénombrable.
5.43. Définition (Valuation)
Une valuation ' est une fontion de P dans f0; 1g.
On onsidérera toujours que les valuations s'étendent aux poids omme morphismes d'algèbres
de Boole dans f0; 1g.
Soit ' une valuation et p un poids élémentaire, on dénit '
p
omme la valuation telle que
'
p
(p) 6= '(p) et pour tout q diérent de p, '
p
(q) = '(q).
5.44. Remarque : L'ordre entre les poids peut être déni de diérentes manières équivalentes :
w
1
 w
2
() w
1
= w
1
w
2
() 9w
0
w
1
= w
0
w
2
() w
1
w
2
= 0
() 8' ('(w
2
) = 0) '(w
1
) = 0)
5.45. Définition (Dépendane)
Soit w un poids et p un poids élémentaire, w dépend de p s'il existe une valuation ' telle que
'(w) 6= '
p
(w).
5.46. Définition (Struture de preuve polarisée à poids)
Une struture de preuve polarisée à poids est une struture de preuve au sens de la dénition 1.1
onstruite sur les n÷uds de la gure 5.1 exepté que le n÷ud C peut avoir plus de deux prémisses.
Comme dans la dénition 5.1, les types des arêtes sont des formules polarisées. On a de plus :
 Les boîtes des n÷uds ! ont pour onlusion N ; N .
 À haque n÷ud & est assoié un poids élémentaire (distint de eux des autres), appelé poids
propre du n÷ud. On note P l'ensemble de es poids propres.
 À haque n÷ud est assoié un poids non nul sur P de manière à e que si deux n÷uds n et
n
0
sont reliés par une arête alors leurs poids sont égaux exepté dans deux as :
 Si un n÷ud & a poids w et poids propre p alors ses prémisses ont poids wp et wp.
 Si les prémisses d'un n÷ud C ont poids w
1
, ..., w
n
alors w
i
w
j
= 0 si i 6= j et le poids du
n÷ud C est w
1
+   + w
n
.
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 Les poids des n÷uds onlusions sont tous 1.
 Si w est le poids d'un n÷ud & de poids propre p et si w
0
est un poids de la struture de preuve
dépendant de p alors w
0
 w.
 Si w est le poids d'un n÷ud 8 de variable propre X et si w
0
est le poids d'un n÷ud dépendant
de X alors w
0
 w.
5.47. Définition (Tradution du alul des séquents)
La tradution des règles est la même que dans la dénition 5.3, sauf pour la règle & :
(&) On ajoute à S

1
et S

2
des liens C entre les onlusions orrespondant deux à deux aux formules
du ontexte et on ajoute un lien & entre les onlusions orrespondant aux formules atives.
Soit p un nouveau poids élémentaire, on assoie p au nouveau n÷ud & et on multiplie les
poids de S

1
par p et eux de S

2
par p.
5.48. Remarque : Les poids ainsi obtenus sont toujours des monmes. Nous autorisons ii les poids
des strutures de preuve à être des éléments quelonques de l'algèbre de Boole mais, dans le as plus
général de LL, il est néessaire de demander qu'ils soient des monmes pour obtenir le théorème de
séquentialisation. Avoir des poids quelonques permet de réaliser des identiation plus nes dans
les réseaux et don d'augmenter la anoniité de la représentation.
5.49. Exemple
Voii la tradution de la deuxième preuve de l'exemple 5.41 (on omet le ontexte  ) :

1
C
pq
1
A D
pq

3
C
pq

2

4
D
pq
p
p
B
1
C &D
A&B
C &D
B
A
A B
p
p
C &D
C C
C
& &
&
5.50. Remarque : Dans le as des strutures de preuve à poids, un arbre positif est formé de
n÷uds 
, , 9, C positifs, >, 1, ! et ax.
5.2.2 Critère de orretion
5.51. Définition (Graphes de orretion)
Le graphe de orretion à profondeur 0 d'une struture de preuve à poids S est le graphe orienté
par la p-orientation ontenant les n÷uds à profondeur 0 de S et dans lequel :
 On supprime les arêtes pendantes.
 Chaque lien ! dont la boîte a pour onlusions N ; N est remplaé par un lien ! généralisé sans
prémisse et ave onlusions N ; !N .
 Si n est un lien & de poids propre p et si n
0
est un lien qui dépend de p ou un lien C dont un
lien prémisse dépend de p, on ajoute une arête orientée de n
0
vers n, appelée arête de saut .
 Si n est un lien 8 de variable propre X, pour haque lien n
0
qui dépend de X, on ajoute une
arête orientée de n
0
vers n, appelée également arête de saut .
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Un graphe de orretion de S est soit son graphe de orretion à profondeur 0 soit le graphe de
orretion à profondeur 0 d'une des boîtes de S.
5.52. Définition (Réseau de preuve polarisé à poids)
Une struture de preuve polarisée à poids est orrete ou est un réseau de preuve polarisé à poids
si :
 tous ses graphes de orretion sont ayliques,
 si w
1
, ..., w
n
sont les poids des n÷uds initiaux non aaiblissements (i.e. ni ?w ni ?) alors
w
i
w
j
= 0 pour tout i 6= j.
On retrouve les deux lemmes de desente, la desente négative n'ayant plus de traitement spé-
ique pour les onneteurs additifs.
5.53. Lemme (Desente négative)
Soit a une arête négative à profondeur 0 d'une struture de preuve polarisée à poids, l'une des trois
propriétés suivantes est vériée :
1. a est une onlusion du réseau.
2. a est située héréditairement au-dessus d'une oupure.
3. a est située héréditairement au-dessus d'un n÷ud négatif terminal.
5.54. Lemme (Desente positive)
Soit a une arête positive à profondeur 0 d'une struture de preuve polarisée à poids, l'une des trois
propriétés suivantes est vériée :
1. a est située héréditairement au-dessus d'une onlusion positive du réseau.
2. a est située héréditairement au-dessus d'une oupure.
3. a est située héréditairement au-dessus d'un n÷ud ?d .
5.55. Théorème (Séquentialisation)
Une struture de preuve à poids est séquentialisable ssi elle est orrete.
Démonstration : La première impliation est immédiate par réurrene sur la taille de la struture
de preuve.
Nous démontrons la deuxième impliation de manière similaire au théorème 5.19. Soit R un
réseau de preuve polarisé à poids, on note G son graphe de orretion à profondeur 0. La
preuve se fait par réurrene sur la taille de R en onsidérant trois as :
 Si G possède un n÷ud négatif nal non >, on onsidère haque as de tel n÷ud :
(P; ?;8) En supprimant e n÷ud, on obtient un réseau R
0
qui est séquentialisable par
hypothèse de réurrene. On en déduit que R est séquentialisable.
(?; ?w) En supprimant e n÷ud, on obtient un réseau R
0
qui est séquentialisable par hy-
pothèse de réurrene puisque on n'a touhé qu'à des n÷uds initiaux aaiblissements.
(&) Soit p le poids propre de e n÷ud, on appelle R
0
(resp. R
1
) le graphe obtenu :
 en supprimant e n÷ud dans R,
 en remplaçant p par 0 (resp. par 1) dans haque poids et en ne onservant que les
n÷uds dont le poids obtenu est non nul,
 en remplaçant les n÷uds C devenus unaires par une simple arête,
 en onservant toutes les arêtes qui sont entre deux n÷uds onservés.
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On doit montrer que R
0
et R
1
sont des réseaux, la diulté étant de montrer que e
sont des strutures de preuve. On remarque tout d'abord que l'on a bien un graphe qui
respete le nombre de prémisses et de onlusions des n÷uds ainsi que les ontraintes
de typage puisque si un n÷ud (non C) disparaît, tous les n÷uds (non C) qui lui sont
reliés disparaissent également d'après les ontraintes sur les poids. Les n÷uds C peuvent
soit disparaître pare qu'ils n'ont plus qu'une ou zéro prémisse soit perdre des arêtes
(dont le poids du sommet opposé s'annule) et dans e as le poids du n÷ud dans R
i
est bien la somme des poids de ses prémisses restantes. Les poids apparaissant dans R
i
ne dépendent que des poids propres de n÷uds & présents dans R
i
. Sinon, soit q un tel
poids propre, w
0
le poids dans R du n÷ud qui en dépend dans R
i
et w le poids dans R
du n÷ud & orrespondant, on ontredit le fait que dans R, w
0
 w puisque w s'annule
dans R
i
et pas w
0
. On montre de même que si un n÷ud 8 disparaît, les ourrenes
de sa variable propre également. Les autres propriétés d'une struture de preuve sont
failement préservées, de même que la orretion de R
0
et R
1
.
On en déduit par hypothèse de réurrene que R
0
et R
1
sont séquentialisables et don
que R est séquentialisable.
(C) Un tel n÷ud n'est jamais nal par dénition des graphes de orretion à ause des
arêtes de saut. En eet, les poids des n÷uds prémisses sont non nuls et diérents de 1
don dépendent d'au moins un poids propre.
 Si G ne possède pas de n÷ud négatif nal non >, on onsidère deux as selon que G ontient
ou non des oupures. Ces as se traitent de manière quasiment identique à la preuve du
théorème 5.19. 2
5.56. Remarque : Pour démontrer l'intérêt des réseaux à poids il onvient de donner un exemple
de quotient réalisé par es réseaux et impossible ave les réseaux à boîtes. On onsidère le réseau à
poids suivant :

1
C
pq
A
p
D
pq

3
C
pq

2

4
D
pq
A B B
pq q
1 1
C B
DA
C &DA&B
C C C
& &
C
Ce réseau peut se séquentialiser en haune des preuves de l'exemple 5.41 (on a juste omis les
ontextes), e qui se voit par la parfaite symétrie entre les deux n÷uds &.
Cependant la situation est omplexe puisque même s'il existe un réseau identiant les deux
preuves, il existe aussi pour haune des preuves un réseau qui ne orrespond qu'à elle (exemple 5.49).
Ainsi on obtient trois réseaux pour deux preuves mais ave l'avantage qu'il existe parmi eux un
bon réseau.
5.57. Remarque : On voit bien ii omment s'exprime la dualité positif/négatif dans le adre des
réseaux. Les n÷uds négatifs sont eux pour lesquels on dénit des sauts dans le ritère de orretion
(le as du n÷ud P étant dégénéré). Les n÷uds positifs préservent les royaumes : le royaume d'un
n÷ud positif est l'union des royaumes de ses prémisses (auxquels il faut ajouter le n÷ud lui-même),
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'est e qui nous a permis d'introduire la notion d'arbre positif et don l'élimination des oupures
des réseaux de LLP.
5.2.3 Élimination des oupures
5.58. Remarque : Dans une struture de preuve à poids de taLLP, tous les n÷uds d'un arbre
positif ont même poids puisqu'il ne ontient ni n÷uds C ni n÷uds &.
On reprend les étapes d'élimination des oupures dérites dans la dénition 5.27 en orrigeant
les étapes (&=
i
) et (C).
(&=
i
)
&
N
?
2
N
2
N
1
&N
2
N
1
N
2
N
?
2

2
N
?
1
N
?
2
ut
ut
si i = 1 (resp. i = 2), on remplae p par 1 (resp. 0) dans les poids du réseau obtenu et on
supprime les n÷uds dont le poids s'annule ainsi.
(C)
+ +...
w
n
w
1
w
1
w
n
...
w
+
w
1
w w
n
w
w
w
w
1
w
n
w
n
w
1
w
C
ut
1
!
ax
C
utut
1 1
! !
ax ax
B
i
B
i
B
i
On est ainsi en mesure d'éliminer n'importe quelle oupure, ontrairement au as de LL où seule
une proédure paresseuse peut être dénie.
5.3 Réseaux par tranhes
En terme de quotient réalisé sur les preuves du alul des séquents, les réseaux additifs à boîtes
et à poids ont haun leurs défauts. Nous reprenons ii les résultats de [LTdF01℄ (que l'on étend
aux onstantes et aux quantiateurs) basés sur l'utilisation de la notion de tranhe. Cette notion
naturelle pour les réseaux additifs a été introduite par Girard dès [Gir87℄ mais n'a pas pu, à notre
onnaissane, être utilisée depuis ar elle induit de réelles diultés tehniques dans le as de
LL. Nous allons montrer que pour LL
pol
et en supposant dans ertains as l'absene de oupures
(ontrainte que l'on disutera), on peut résoudre es diultés et obtenir une notion de réseaux
polarisés par tranhes qui ore le quotient satisfaisant par rapport au alul des séquents en terme
de permutations de règles.
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5.3.1 Strutures de preuve par tranhes
5.59. Remarque : Jusqu'ii nous avons déni les strutures de preuve omme des graphes dans
lesquels ont assoie des sous-graphes (appelés boîtes) à ertains n÷uds (! et selon le as &). Une
autre possibilité, qui apparaît d'ailleurs déjà dans la dénition de graphe de orretion, onsiste à
remplaer les n÷uds auxquels sont assoiées des boîtes dans la représentation préédente par des
n÷uds généralisés sans prémisse ayant autant de onlusions que la boîte assoiée. La séquentialité
exprimée par les boîtes est ainsi enore plus expliite : une struture de preuve est onstituée du
graphe à profondeur 0 ontenant des n÷uds généralisés auxquels sont réursivement assoiées des
strutures de preuve. Cette présentation est un peu plus souple et plus pratique pour les questions
de séquentialisation mais ne orrespond pas tout à fait à la représentation naturelle des réseaux
et omplique les dénitions d'élimination des oupures qui reste tout de même le point essentiel.
C'est pourquoi nous avons hoisi jusqu'ii une présentation ave boîtes omme sous-réseaux. Pour les
réseaux par tranhes ette présentation devenant beauoup plus ompliquée à gérer, nous utiliserons
la présentation profondeur par profondeur.
5.60. Définition (Tranhe)
Une tranhe est une struture de preuve au sens de la dénition 1.1 onstruite sur les n÷uds de la
gure 5.1 exepté que les n÷uds !, ?, ?w , ?d , &, C et > n'apparaissent pas mais par ontre on
utilise les nouveaux n÷uds (ave la s-orientation ii) :
...
!N [P
A
A &B
...
[
B
A &B
?
&
1
&
2
[P [PP
[P ?P
!
Le type d'une arête peut être soit une formule polarisée soit une formule positive préédée du symbole
[. On demande de plus que les axiomes n'introduisent que des atomes (struture -expansée).
Les n÷uds ? à un nombre arbitraire (y ompris 0) de prémisses (voir [Reg92℄) permettent de
remplaer les n÷uds ?w et ? en obtenant diretement le quotient de l'équivalene struturelle
(dénition 1.6). Les formules [P orrespondent aux [P ℄ de [Gir96℄, et à la onstrution duale du ℄
du hapitre 3.
5.61. Définition (Struture de preuve par tranhes)
Une struture de preuve par tranhes est soit un ensemble de tranhes sans n÷ud ! soit un ensemble
de tranhes ayant, réursivement, une struture de preuve par tranhes (de onlusions N; [P)
assoiée à haque n÷ud ! de onlusions !N; [P . Si S est l'ensemble de tranhes fs
1
; : : : ; s
n
g, de
onlusions respetives  
i
; [
i
, on demande que les  
i
soient égaux (notés  ) et les onlusions de
S sont  ; [
1
; : : : ; [
n
.
5.62. Définition (Tradution des strutures de preuve à poids)
Soit S une struture de preuve à poids, on dénit l'ensemble de tranhes T ontenant, pour haque
valuation ' des poids à profondeur 0, la tranhe '(S) (et réursivement à haque profondeur). Pour
onstruire '(S), on remplae les n÷uds ?d par des n÷uds [ et les arbres exponentiels sont remplaés
par des n÷uds ?. Si '(S) ontient un n÷ud > à profondeur 0, elle n'apparaît pas dans T . Enn on
remplae les liens ax par leur -expansion.
5.63. Exemple
Nous reprenons les exemples 5.41 et 5.49 traduits en réseau par tranhes :
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&1
&
1
&
1
 
A
 
C
 
D B B

4
D
&
1
&
2
&
2
&
2
&
2
 
A C

1
C &DA&BC &DA&B C &DA&B A&B C &D

3

2
5.64. Remarque : Les strutures de preuve par tranhes qui nous intéressent doivent pouvoir or-
respondre à des preuves de logique, elles ne possèdent don pas de onlusion [. Nous nous restrein-
drons désormais à de telles strutures de preuve par tranhes.
5.3.2 Corretion
Pour les résultats de orretion, on va se restreindre aux strutures de preuve sans oupure. En
eet, en présene de oupures, la notion de reollement de tranhes devient impossible à dénir.
Cette ontrainte n'empêhe ependant pas de aluler, il sut de partir de strutures sans oupure,
d'introduire des oupures et de normaliser jusqu'au bout pour obtenir à nouveau une struture sans
oupure (ei orrespond à un système de rédution à grands pas alors qu'on utilise habituellement
en logique des rédutions à petits pas), voir remarque 5.80.
5.65. Remarque : C'est également pour des questions de reollement que l'on est amené à ne
onsidérer que des strutures -expansés. Sinon on pourrait avoir un axiome non atomique dans une
tranhe et une -expansion dans une autre e qui rendrait le reollement ompliqué.
5.66. Définition (N÷uds équivalents)
Soient S une struture de preuve par tranhes sans oupure et s
1
et s
2
deux tranhes de S. Soit n
1
(resp. n
2
) un n÷ud logique négatif de s
1
(resp. s
2
), on dénit la relation d'équivalene n
1
 n
2
par
réurrene sur le nombre de n÷uds au-dessous de n
1
:
 Si n
1
est onlusion de s
1
, si n
2
est onlusion de s
2
et si leurs onlusions sont les mêmes
alors n
1
 n
2
.
 Si n
1
est prémisse d'un n÷ud m
1
unaire, n
2
est prémisse d'un n÷ud m
2
unaire, m
1
 m
2
et
m
1
et m
2
sont deux n÷uds du même type alors n
1
 n
2
.
 Si n
1
est prémisse gauhe (resp. droite) d'un n÷ud m
1
binaire, n
2
est prémisse gauhe (resp.
droite) d'un n÷ud m
2
binaire, m
1
 m
2
et m
1
et m
2
sont deux n÷uds du même type alors
n
1
 n
2
.
5.67. Remarque : Un n÷ud &
1
et un n÷ud &
2
peuvent très bien être équivalents ('est le seul
as où des n÷uds équivalents ne sont pas du même type) mais leurs prémisses ne le sont pas.
La dénition de l'équivalene de n÷uds négatifs est rendue possible par la forme très partiulière
des strutures de preuve pour LL
pol
: à profondeur 0, sous un n÷ud logique négatif ne peuvent se
trouver que des n÷uds logiques négatifs. L'idée intuitive est alors tout simplement que deux n÷uds
sont équivalents s'ils orrespondent à la même ourrene de onneteur (sous la portée d'auun
onneteur exponentiel) dans une des formules onlusion de l'ensemble de tranhes.
5.68. Définition (Poids dans une tranhe)
Soit S une struture de preuve par tranhes sans oupure de onlusions  , on note &
1
, ..., &
n
les
lasses d'équivalene de n÷uds &
i
à profondeur 0 de S (ou, de manière équivalente, les ourrenes
de onneteurs & dans   sous la portée d'auun onneteur exponentiel). À haque &
i
, on assoie
un poids élémentaire p
i
. Le poids de la tranhe s de S est :
w(s) =
Y
&
i
1
2s
p
i
Y
&
i
2
2s
p
i
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Le poids de S est :
w(S) =
X
s2S
w(s)
Le poids d'un n÷ud n (modulo équivalene) est :
w(n) =
X
n2s
w(s)
On dénit le poids de > dans une formule A de S par réurrene sur la taille de ette formule :
 si A est positive, w
>
(A) = 0
 w
>
(X
?
) = 0
 w
>
(?) = 0
 w
>
(>) = 1
 w
>
(N PM) = w
>
(N) + w
>
(M)
 w
>
(N &M) = pw
>
(N) + pw
>
(M) où p est le poids propre du n÷ud & orrespondant
 w
>
(8XN) = w
>
(N)
 w
>
(?P ) = 0
Le poids de > dans S est :
w
>
(S) = w
>
(P  )
5.69. Définition (Réseau de preuve polarisé par tranhes)
Une struture de preuve polarisée par tranhes S est aeptable si tous ses graphes de orretion
possèdent un unique n÷ud initial non aaiblissement (i.e. ni ?w ni ?) et si w(S) + w
>
(S) = 1 et
pour toutes tranhes s 6= t de S, w(s)w(t) = 0.
Une struture de preuve polarisée par tranhes S est orrete ou est un réseau de preuve polarisé
par tranhes si elle est aeptable et si tous ses graphes de orretion sont ayliques.
5.70. Théorème (Séquentialisation)
Une struture de preuve par tranhes sans oupure est séquentialisable ssi elle est aeptable.
Démonstration : La première impliation ne pose pas de problème. La deuxième se démontre de
manière omparable aux théorèmes 5.19 et 5.55. On raisonne par réurrene sur la taille de la
struture de preuve par tranhes S, 'est-à-dire la somme des nombres de n÷uds de haque
tranhe.
 Si une tranhe de S a un n÷ud P terminal alors les autres tranhes également et on peut
retirer e n÷ud dans toutes les tranhes.
 De même pour un n÷ud 8 ou ?.
 Si une tranhe de S a un n÷ud & terminal de onlusion N &M alors les autres tranhes
ont un n÷ud & équivalent. Soit S
1
(resp. S
2
) l'ensemble des tranhes de S ontenant e
n÷ud sous la forme &
1
(resp. &
2
) dans lesquelles on supprime e n÷ud. Si p est le poids
propre du &, on a w(S) = pw(S
1
) + pw(S
2
) et w
>
(S
1
) + pw
>
(M) = w
>
(S) + pw
>
(N)
don p = pw(S) + pw
>
(S) = pw(S
1
) + pw
>
(S) = pw(S
1
) + pw
>
(S
1
) d'où on déduit que
w(S
1
) + w
>
(S
1
) = 1 puisqu'ils ne ontiennent pas p (et de même pour S
2
). On peut don
appliquer l'hypothèse de réurrene à S
1
et S
2
, et on en déduit que S est séquentialisable.
Si auune tranhe de S n'a de n÷ud négatif logique terminal, alors S ne ontient auun n÷ud
& sinon au-dessous on trouverait un n÷ud négatif logique terminal. On en déduit que toute
tranhe a poids 1 et don que S ontient au plus une tranhe puisqu'elle est aeptable. Si
S est réduite à une tranhe, la séquentialisation ne pose alors auun problème en supprimant
d'abord les n÷uds [ et ?.
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Si S ne ontient auune tranhe alors, par hypothèse, w
>
(S) = 1. On raisonne par réurrene
sur la taille de la onlusion   de S.
 Si   ne ontient pas de formules négatives, w
>
(S) = 0.
 Si   ne ontient que des formules négatives X
?
, ?P ou ?, alors w
>
(S) = 0.
 Si   ontient une formule >, alors S se séquentialise en une règle > introduisant ses onlu-
sions.
 Si   ne ontient pas de formule > mais une formule N P M (resp. N &M ou 8XN), on
applique l'hypothèse de réurrene en enlevant le P (resp. & ou 8) et on ajoute une règle
P (resp. & ou 8) à la (ou les) preuve(s) obtenue(s). 2
Nous pouvons également établir un lien diret entre les strutures de preuve par tranhes et les
strutures de preuve à poids.
5.71. Définition (>-omplément)
Soit S une struture de preuve par tranhes de onlusions N ; P , un >-omplément de S est une
struture de preuve par tranhes dénie de la manière suivante :
Pour haque forêt (formée de n÷uds P, &
j
et 8) des formules de N dont au moins une feuille
est de type >, on onstruit une tranhe de onlusions N ; P en ajoutant un n÷ud ? au-dessus
de haque feuille de type ?, un n÷ud ?w au-dessus de haque feuille de type ?Q, et un n÷ud >
de onlusion prinipale l'une des feuilles de type > et de onlusions auxiliaires les autres >, les
feuilles X
?
et P .
5.72. Remarque : La onstrution du >-omplément n'est pas anonique puisque la porte prini-
pale des n÷uds > est arbitraire si plusieurs hoix sont possibles.
5.73. Exemple
Un >-omplément pour une struture de preuve par tranhes S de onlusions P; (> P ?Q) &
X
?
;> & (? & Y
?
) (où p est le poids propre du premier &, q elui du deuxième et r elui du
troisième) est :
&
1
&
2
&
2
&
2
&
1
&
2
&
1
&
1
&
1
&
1
>& (?& Y
?
)P >& (?& Y
?
)
(> P ?Q) &X
?
P
>
>& (?& Y
?
)
(> P ?Q) &X
?
P >& (?& Y
?
)
(> P ?Q) &X
?
> >X
?
(> P ?Q) &X
?
P
> Y
?
>
?Q?Q?Q
> > > >
?
P P
?w ?w
P
?w
5.74. Lemme (Poids d'un >-omplément)
Soit S une struture de preuve par tranhes, le poids d'un >-omplément de S est w
>
(S).
Démonstration : Soit N ; P les onlusions de S, on raisonne par réurrene sur la taille de N :
 Si N est vide, le >-omplément aussi puisqu'il n'y a pas de >.
 Si N = N
0
; N P M , le poids d'un >-omplément de S et le même que elui d'un >-
omplément de la struture orrespondante de onlusions N
0
; N;M .
 Si N = N
0
;8XN ou N = N
0
;? ou N = N
0
; ?Q, de même.
 Si N = N
0
; N &M , soient S
1
et S
2
les deux strutures orrespondant à S de onlusions
N = N
0
; N et N = N
0
;M , tout >-omplément de S est obtenu à partir d'un >-omplément
de S
1
de poids w
1
et d'un >-omplément de S
2
de poids w
2
en ajoutant des n÷uds &
1
sous
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la onlusion N des tranhes du premier et des &
2
sous la onlusion M des tranhes du
seond. On en déduit que le poids du >-omplément est pw
1
+pw
2
où p est la variable propre
assoiée au & deN&M , or par hypothèse de réurrene, w
1
= w
>
(S
1
) et w
2
= w
>
(S
2
) e qui
permet de onlure que le poids d'un >-omplément de S est pw
>
(S
1
)+ pw
>
(S
2
) = w
>
(S).
 Si N = N
0
;>, le poids d'un >-omplément est 1 puisque toutes les forêts de N ontiennent
une feuille >.
 Si N = X
?
1
; : : : ;X
?
n
, auune forêt de N ne ontient de feuille > don le >-omplément est
vide (i.e. de poids 0). 2
5.75. Proposition (Reollement)
Une struture de preuve par tranhes sans oupure aeptable orrespond à une struture de preuve
à poids.
Démonstration : On onstruit à partir de la struture de preuve par tranhes aeptable S, une
struture de preuve à poids en reollant les n÷uds équivalents.
On note

S l'ensemble des tranhes de S et d'un >-omplément de S de onlusions  ; [
i
,
1  i  k. On onsidère le graphe G dont les n÷uds sont :
 les n÷uds ni P, ni &, ni 8, ni ? des tranhes de

S,
 les lasses d'équivalene des n÷uds logiques négatifs non > (i.e. P, &, 8 et ?),
 les n÷uds C néessaires pour reoller les onlusions des n÷uds > du >-omplément de S
qui se orrespondent,
 les n÷uds C néessaires pour reoller les onlusions de type P et ?P provenant de diérentes
tranhes et orrespondant à la même onlusion de l'ensemble de tranhes,
De plus, les n÷uds [ sont remplaés par des n÷uds ?d et les n÷uds ? sont déomposés en
n÷uds ? et ?w . Enn soit i une des tranhes de

S, pour haque 1  j  k tel que j 6= i on
ajoute des n÷uds ?w sur les ?
j
et des n÷uds C à k prémisses entre es k  1 ourrenes de
haque formule de ?
j
et l'ourrene provenant de la tranhe i.
Les poids propres des n÷uds & et les poids des n÷uds sont obtenus omme dans la déni-
tion 5.68.
On montre que G est une struture de preuve à poids :
 Si n est un n÷ud non & de G, il a néessairement le bon nombre de prémisses et il vérie
les ontraintes de typage.
 Si n est un n÷ud &, il existe une tranhe dans laquelle il apparaît sous la forme &
1
et une
dans laquelle il apparaît sous la forme &
2
. Sinon on suppose qu'il n'apparaît que sous la
forme &
1
, on a
P
s2

S
w(s) qui se déompose en une somme pour les tranhes où le lien
apparaît et elles où il n'apparaît pas :
X
s2

S
w(s) =
X
s2

S
&
1
2s
w(s) +
X
s2

S
&=2s
w(s)
Les termes des sommes sont tous des monmes (dont les produits deux à deux sont nuls)
et eux de la première somme ontiennent p et eux de la seonde ne ontiennent ni p ni
p. Cei est impossible puisque
P
s2

S
w(s) = w(S) +w
>
(S) = 1 (le poids du >-omplément
étant w
>
(S) par le lemme préédent).
 Les poids de deux n÷uds reliés par une arête sont les mêmes puisqu'ils proviennent de la
même tranhe sauf pour :
 les n÷uds & dont les deux prémisses proviennent de tranhes diérentes et le poids du
n÷ud est, par dénition, la somme des poids des prémisses ;
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 les n÷uds C ajoutés entre les n÷uds > qui ont également omme poids la somme des
poids des prémisses ;
 les n÷uds C ajoutés sous les onlusions ?P qui ont poids 1 qui est la somme des poids
de leurs prémisses.
 Les poids des onlusions sont bien 1.
 Si le poids w
0
d'un n÷ud n
0
dépend d'un poids propre p d'un n÷ud n (de type &) de poids
w, on doit montrer que w
0
 w, 'est-à-dire que si n
0
apparaît dans une tranhe alors n
également :
 Si n
0
est un n÷ud logique négatif (non >), il n'y a que des n÷uds logiques négatifs au-
dessous de lui. On raisonne par réurrene sur le nombre de n÷uds & situés au-dessous.
S'il n'y en a auun son poids est 1 et ne dépend pas de p. S'il y en a k+1, on onsidère le
premier & situé sous n
0
, si 'est n alors w
0
 w puisque le poids augmente en desendant
et si 'est n
00
6= n de poids w
00
et de poids propre q alors w
0
= qw
00
ou w
0
= qw
00
don w
00
dépend de p et par hypothèse de réurrene w
00
 w d'où w
0
 w.
 Si n
0
est un n÷ud positif ou un n÷ud >, il n'apparaît que dans une tranhe (on n'a fait
auun reollement entre les n÷uds de e type) don son poids est un monme et il dépend
de p si et seulement si n apparaît dans ette tranhe don w
0
 w.
 Si un n÷ud n
0
de poids w
0
dépend de la variable propre X du n÷ud n (de type 8) de poids
w, d'après la dénition 5.1, si n
0
apparaît dans une tranhe alors n apparaît également dans
ette tranhe don w
0
 w. 2
5.76. Remarque : On a été obligé de se restreindre à LL
pol
pour pouvoir dénir le ritère de
orretion et le reollement qui posent problème en présene des règles struturelles généralisées.
En utilisant une notion de réseaux ave formules loalisées [Gir01℄, on devrait pouvoir étendre es
notions à LLP.
5.77. Remarque : Puisque les strutures de preuve par tranhes sans oupure aeptables sont
séquentialisables, elles orrespondent à des strutures de preuve à poids ayliques et elles sont
don orretes. Cei nous donne un analogue du orollaire 5.22 pour les réseaux à poids et les
réseaux par tranhes.
5.3.3 Élimination des oupures
Pour des raisons de reollement, il ne nous a pas été possible de onsidérer les réseaux par
tranhes pour LLP mais seulement pour LL
pol
. En e qui onerne l'élimination des oupures, il n'est
pas néessaire d'ajouter de ontraintes onernant les formules positives dans le ontexte des règles
additives, 'est un des intérêts des tranhes.
Les nouvelles étapes intéressantes onernent les oupures additives :
(&
i
=
i
)
&
i

i
N
i
N
?
i
N
?
1
N
?
2
N
i
N
?
i
N
1
&N
2
ut
ut
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(&
i
=
j
) i 6= j
&
i

j
;
N
1
&N
2
N
?
1
N
?
2
N
i
N
?
j
ut
La tranhe est supprimée de l'ensemble de tranhes.
Les étapes d'élimination > ont disparu puisque les n÷uds > n'apparaissent pas dans les stru-
tures de preuve par tranhes.
5.78. Proposition (Confluene et normalisation forte)
L'élimination des oupures dans les réseaux polarisés par tranhes est onuente et fortement nor-
malisante.
Démonstration : Il s'agit ii d'une onséquene direte de la onuene et de la normalisation forte
pour MELL.
La onuene étant vraie dans un adre non typé, il sut de remarquer que l'on peut remplaer
les n÷uds & par des n÷uds 8 et les n÷uds  par des n÷uds 9 sans hanger la géométrie.
La normalisation forte s'obtient failement à partir de elle de MELL puisque l'étape (&
i
=
i
)
fait diminuer stritement la taille du réseau et l'étape (&
i
=
j
) stoppe la rédution. 2
Question ouverte : Soient R
1
et R
2
deux réseaux polarisés par tranhes sans oupure ayant la
même sémantique ohérente, R
1
et R
2
sont-ils égaux ?
Une réponse positive est donnée dans [LTdF01℄ ave une ontrainte sur les formules orres-
pondant aux types du -alul ave paires. Le résultat plus général énoné ii paraît tout à fait
vraisemblable.
Cette question d'injetivité de la sémantique ohérente par rapport aux réseaux a été étudiée en
l'absene de onneteurs additifs par L. Tortora de Falo [TdF01℄.
5.79. Exemple
Pour résumer les exemples 5.41, 5.49 et 5.63, on a le diagramme de séquentialisation suivant :
réseaux
à boîtes
réseaux
à poids
réseaux
par tranhesdes séquents
alul

1

2
R
b
1
R
b
2
R
p
1
R
p
3
R
p
2
R
t
5.80. Remarque : La néessité de pouvoir reoller des ensembles de tranhes ne nous permet pas
de onsidérer véritablement des tranhes ave oupures. La dénition d'un ritère de orretion pour
des ensembles de tranhes ave oupures paraît diile à donner.
Pour pouvoir aluler ave des ensembles de tranhes, on est obligé de onsidérer la méthode
suivante : un programme est un objet sans oupure (sinon il sut de aluler sa forme normale),
'est au moment de lui passer ses arguments que l'on est obligé d'introduire des oupures mais
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es oupures sont externes, e n'est qu'au ours de la rédution qu'on les retrouvera au milieu des
objets. Si on pousse la rédution jusqu'à son terme, on aboutit à nouveau à un objet sans oupure
que l'on sait étudier.
Conrètement, si on herhe à aluler la valeur de f(n) où f est de type N ! N et n de type
N, on introduit une oupure entre f et n et on l'élimine jusqu'à obtenir un terme de type N sans
oupure. Or pour un terme sans oupure, on est apable d'analyser la valeur.
Cette approhe est ertes moins souple que elle généralement utilisée en logique et qui onsiste à
pouvoir introduire les oupures à l'intérieur des termes. Cette distintion est tout à fait omparable à
elle entre sémantique opérationnelle à grand pas et à petits pas que l'on renontre en informatique.
La sémantique à grand pas dénit une relation entre programmes (qui sont ii les termes sans
oupure oupés entre eux) et valeurs (les termes sans oupure) alors que la sémantique à petits pas
dénit une relation de rédution de programme en programme (étapes élémentaires de rédution
donnant lieu à des oupures à l'intérieur des termes).
En logique, il existe d'autres ontextes où l'on a été obligé d'imposer une telle restrition, par
exemple :
 omposition des transformations dinaturelles [GSS92℄ ;
 rédution des dessins en ludique [Gir01℄.
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Chapitre 6
Sémantiques statiques de LLP
Historiquement, la première sémantique de LL est la sémantique ohérente. Adaptée à LC [Gir91a℄
par les espaes de orrélation, elle fournit naturellement une sémantique ohérente pour LLP. Une
autre diretion pour la sémantique dénotationnelle des systèmes logiques est l'approhe atégorique.
Nous montrons que les atégories de ontrle [Sel01℄ introduites par P. Selinger fournissent (de deux
manières diérentes par dualité) une notion de modèle atégorique de LLP. Dans es deux as
les dénitions des objets sémantiques étaient onnues avant e travail et sont reprises telles que
données par leurs auteurs. Les nouveautés de e hapitre onsistent à montrer que ela donne lieu
à des modèles dénotationnels de LLP.
Ces sémantiques sont traditionnellement appelées statiques par opposition à la géométrie de
l'interation et à la sémantique des jeux que l'on onsidère omme dynamiques du fait de la dénition
de la omposition et de la temporalité expliite (en e qui onerne les jeux en tout as).
6.1 Espaes de orrélation
Nous reprenons les dénitions données dans [Gir91a℄ pour les espaes de orrélations.
6.1. Définition (Espae de orrélation)
Un espae de orrélation négatif est un triplet (N ; ; ) où N est un espae ohérent ,  est une
lique de N et  est une lique de (N P N )( N . Les liques  et  doivent vérier les équations
suivantes :
(neutralité) 8x 2 jN j;9y 2 ; ((x; y); x) 2 
(ommutativité) 8((x; y); z) 2 ; ((y; x); z) 2 
(assoiativité) 8((x; y); u) 2 ;8((u; z); t) 2 ;9v 2 jN j; ((y; z); v) 2  ^ ((x; v); t) 2 
Un espae de orrélation positif est un triplet (P; "; Æ) où P est un espae ohérent , " est une
anti-lique de P et Æ est une lique de P ( (P 
 P) tels que :
(neutralité) 8x 2 jPj;9y 2 "; (x; (x; y)) 2 Æ
(ommutativité) 8(x; (y; z)) 2 Æ; (x; (z; y)) 2 Æ
(assoiativité) 8(u; (x; y)) 2 Æ;8(t; (u; z)) 2 Æ;9v 2 jPj; (v; (y; z)) 2 Æ ^ (t; (x; v)) 2 Æ
6.2. Remarque : La propriété d'assoiativité permet d'érire dans un espae de orrélation négatif :
a
1
+    + a
n
7! a s'il existe u
1
, ..., u
n 2
tels que ((a
1
; u
1
); a) 2 , pour 1  i  n   2 on ait
((a
i
; u
i
); u
i 1
) 2  et ((a
n 1
; a
n
); u
n 2
) 2 . De la même manière, dans un espae de orrélation
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positif, on note : a [ a
1
+   +a
n
s'il existe u
1
, ..., u
n 2
tels que (a; (a
1
; u
1
)) 2 , pour 1  i  n 2
on ait (u
i 1
; (a
i
; u
i
)) 2  et (u
n 2
; (a
n 1
; a
n
)) 2 .
6.3. Remarque : Les espaes de orrélation négatifs sont des espaes ohérents munis d'une stru-
ture de monoïde pour l'opération P (ou P-monoïde). Tandis que les espaes de orrélation po-
sitifs sont des espaes ohérents munis d'une struture de omonoïde pour l'opération 
 (ou 
-
omonoïde).
Notation : Si N (resp. P) est un espae de orrélation négatif (resp. positif), on notera également
N (resp. P) l'espae ohérent sous-jaent lorsque l'absene d'ambiguïté le permettra.
6.4. Définition (Construtions)
 Soit N = (N ; ; ) un espae de orrélation négatif, l'espae de orrélation positif N
?
est
déni par N
?
= (N
?
; "; Æ) ave :
" = 
Æ = f(z; (x; y)) 2 jN j  (jN j  jN j) j ((x; y); z) 2 g
 Soit P = (P; "; Æ) un espae de orrélation positif, l'espae de orrélation négatif P
?
est déni
par P
?
= (P
?
; ; ) ave :
 = "
 = f((x; y); z) 2 (jN j  jN j) jN j j (z; (x; y)) 2 Æg
 On note ? l'espae de orrélation négatif (?; f?g; f((?; ?); ?)g).
 On note > l'espae de orrélation négatif (>; ;; ;).
 Soient N = (N ; 
N
; 
N
) etM = (M; 
M
; 
M
) deux espaes de orrélation négatifs, l'espae
de orrélation négatif N PM est déni par N PM = (N PM; 
NPM
; 
NPM
) ave :

NPM
= 
N
 
M

NPM
= f(((x; x
0
); (y; y
0
)); (z; z
0
)) j ((x; y); z) 2 
N
^ ((x
0
; y
0
); z
0
) 2 
M
g
 Soient N = (N ; 
N
; 
N
) etM = (M; 
M
; 
M
) deux espaes de orrélation négatifs, l'espae
de orrélation négatif N &M est déni par N &M = (N &M; 
N&M
; 
N&M
) ave :

N&M
= 
N
+ 
M

N&M
= f(((1; x); (1; y)); (1; z)) j ((x; y); z) 2 
N
g [ f(((2; x); (2; y)); (2; z)) j ((x; y); z) 2 
M
g
 Soit A un espae ohérent, l'espae de orrélation négatif ?A est déni par ?A = (?A; "; Æ)
ave :
" = f[ ℄g
Æ = f((x; y); x + y) j x; y; x+ y 2 j?Ajg
 Les onstrutions positives sont obtenues par dualité : 1 = ?
?
, 0 = >
?
, P
Q = (P
?
P Q
?
)
?
,
P Q = (P
?
&Q
?
)
?
et !P = (?P
?
)
?
.
6.5. Remarque : Il est faile de vérier que les onstrutions dénies i-dessus donnent lieu à des
espaes de orrélation omme ela est armé. On a également (N
?
)
?
= N et (P
?
)
?
= P.
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On va montrer maintenant que les espaes de orrélation fournissent un modèle dénotationnel
de LLP.
6.6. Définition (Interprétation de LLP)
Les formules de LLP sont naturellement interprétées par les espaes de orrélation assoiés (de
la même polarité), les atomes (positifs) étant interprétés par des espaes de orrélation positifs
arbitraires. Une preuve  du séquent ` A
1
; :::; A
n
est interprétée par la lique JK
oh
de l'espae
A
1
P ::: P A
n
, obtenue omme dans la dénition 2.6 pour les règles ax, ut, P, 
, &, 
i
, ?, 1, >
et ?d et pour les autres règles, si 
1
est la prémisse de la dernière règle de  :
(!) JK
oh
= f(y
1
; :::; y
n
; [z
1
; :::; z
k
℄) j 9(x
i
j
)
1ik
1jn
81  j  n; y
j
 [
P
x
i
j
2 A
j
^ 81  i 
k; (x
i
1
; :::; x
i
n
; z
i
) 2 J
1
K
oh
g.
(?) JK
oh
= f(x
1
; :::; x
n
; t) j 9y9z (x
1
; :::; x
n
; y; z) 2 J
1
K
oh
^ ((y; z); t) 2 
N
g
(?w) JK
oh
= f(x
1
; :::; x
n
; y) j (x
1
; :::; x
n
) 2 J
1
K
oh
^ y 2 
N
g
6.7. Théorème (Sémantique dénotationnelle)
Soit  une preuve de LLP et 
0
une preuve obtenue à partir de  par élimination des oupures, on
a JK
oh
= J
0
K
oh
.
Démonstration : Extension direte de la preuve de [Gir91a℄ pour LC. 2
Ces résultats peuvent être étendus au seond ordre sans problème grâe au travail de M. Qua-
trini [Qua96℄.
6.2 Catégories de ontrle
Les atégories de ontrle de P. Selinger sont une extension des atégories artésiennes fermées
permettant d'enrihir es modèles du -alul en des modèles du -alul.
Nous reprenons les dénitions données dans [Sel01℄ pour les atégories de ontrle. Nous nous
ontentons d'énoner les résultats généraux dont nous avons besoin à propos de es atégories, on
se référera à [Sel01℄ pour des preuves détaillées.
6.8. Définition (Fonteur binoïdal et atégorie binoïdale)
Soient A , B et C trois atégories, un fonteur binoïdal F de A et B dans C est la donnée pour tout
objet A de A d'un fonteur F
A
de B dans C et pour tout objet B de B d'un fonteur F
B
de A dans
C tels que : pour tout objet A de A et tout objet B de B , on ait F
A
(B) = F
B
(A).
On notera F (A;B) = F
A
(B) = F
B
(A), F (A; g) = F
A
(g) et F (f;B) = F
B
(f) puisque ei
n'entraîne pas d'ambiguïté.
Une atégorie binoïdale A est une atégorie munie d'un fonteur binoïdal P de A et A dans A
(pour lequel on utilisera la notation inxe).
6.9. Remarque : Si F est un fonteur binoïdal, f : A ! A
0
et g : B ! B
0
, la notation F (f; g)
n'est a priori pas dénie pare qu'en général F (f;B
0
) ÆF (A; g) 6= F (A
0
; g) ÆF (f;B), e qui rendrait
la notation ambiguë.
6.10. Définition (Centre)
Soit A une atégorie binoïdale, le morphisme f : A! A
0
est entral , noté f : A

! A
0
, si pour tout
morphisme g : B ! B
0
, (f P B
0
) Æ (A P g) = (A
0
P g) Æ (f P B).
Si f ou g est entral on notera f P g = (f P B
0
) Æ (A P g) = (A
0
P g) Æ (f P B).
Le entre A

de A est la atégorie ayant les mêmes objets que A et omme morphismes unique-
ment les morphismes entraux.
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6.11. Définition (Catégorie prémonoïdale)
Une atégorie binoïdale A est prémonoïdale si le fonteur binoïdal P est assoiatif et possède un
élément neutre ? (les isomorphismes orrespondants a
A;B;C
: (A P B) P C ! A P (B P C),
l
A
: A! A P ? et r
A
: A! ? P A devant être entraux).
Une atégorie prémonoïdale est symétrique si, de plus, P est ommutatif (les morphismes or-
respondants 
A;B
: A P B ! B P A étant entraux).
6.12. Remarque : Le entre A

d'une atégorie prémonoïdale A est une atégorie monoïdale.
6.13. Définition (Monoïde)
Soit A une atégorie prémonoïdale symétrique et A un objet de A , le triplet (A; ; ) ave les
morphismes entraux  : ?

! A et  : A P A

! A est un monoïde si :
(neutralité)  Æ (A P ) = l
A
 1
et  Æ ( P A) = r
A
 1
(assoiativité)  Æ ( P A) =  Æ (A P ) Æ a
A;A;A
(ommutativité)  Æ 
A;A
= 
Notations : Soit A une atégorie artésienne fermée (CCC), on note :
 & le produit artésien,
 > l'objet terminal,
 <f; g> : C ! A&B la paire des morphismes f : C ! A et g : C ! B,
 
1
: A&B ! A et 
2
: A&B ! B les deux projetions,
 t
A
: A! > le morphisme d'objet terminal,
 ev : B
A
&A! B le morphisme d'évaluation,
 f

: > ! B
A
le urryé de f : A! B.
6.14. Définition (Distributivité)
Soit A une atégorie artésienne et prémonoïdale symétrique dont tout objet A est muni d'une
struture de monoïde (A; 
A
; 
A
), on dit que A est distributive si le fonteur binoïdal P est distributif
sur le produit artésien &. C'est-à-dire que l'on a :
 d
A;B;C
= <A P 
1
; A P 
2
> : A P (B & C)

! (A P B) & (A P C) est un isomorphisme,
 ab
A
= t
AP>
: A P >

! > est un isomorphisme.
On note d
0
A;B;C
= l
A
& (B P C); (A P 
C
) & (B P C); d
C;A;B
 1
: A& (B P C)

! (A& B) P C et
on l'appellera morphisme de faible distributivité.
6.15. Définition (Catégorie de ontrle)
Une atégorie de ontrle est une atégorie artésienne fermée et prémonoïdale symétrique telle
que :
 Tout objet A est muni d'une struture de monoïde (A; 
A
; 
A
).
 Elle est distributive.
 Le morphisme s
A;B;C
: B
A
P C ! (B P C)
A
obtenu en urryant :
(B
A
P C) &A
d
0
A;B
A
;C
     ! (B
A
&A) P C
evPC
    ! (B P C)
est un isomorphisme naturel en A, B et C.
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 Les diagrammes suivants ommutent :
B
A
P C
D
s
D;C;B
A
         ! (B
A
P C)
D
s
A;B;C
D
?
?
y
?
?
y
s
D
A;B;C
(B P C
D
)
A
s
A
D;C;B
    ! ((B P C)
D
)
A

    ! ((B P C)
A
)
D
B
A
P B
A

    ! B
A
s
A;B;B
A
?
?
y
x
?
?

<id
A
;id
A
>
(B
A
P B)
A
s
A
A;B;B
    ! (B P B)
A&A
et 
B
A
= 
t
A
B
: ? ! B
A
.
6.16. Définition (Catégorie de o-ontrle)
La atégorie A est une atégorie de o-ontrle si sa atégorie opposée A
op
est une atégorie de
ontrle. On note 
 le produit tensoriel (1 son élément neutre) et  le o-produit (0 son élément
neutre).
6.17. Lemme (Propriétés des morphismes entraux)
Soit A une atégorie de ontrle et f : A

! B un morphisme entral, f est eaçable, i.e. f Æ
A
= 
B
et f est opiable, i.e. f Æ 
A
= 
B
Æ (f P f).
6.18. Lemme (Définition et propriétés de p
A;B;C
)
Le morphisme p
A;B;C
: B
A
! (C P B)
CPA
déni par urryation de :
B
A
& (C P A)
&(CPA)
      ! (C P B
A
) & (C P A)
d
C;B
A
;A
 1
       ! C P (B
A
&A)
CPev
    ! C P B
est entral et vérie les onditions de ohérene suivantes :
B
A
P C
p
A;B;D
PC
      ! (D P B)
DPA
P C
s
A;B;C
?
?
y
?
?
y
s
DPA;DPB;C
(B P C)
A
p
A;BPC;D
      ! (D P B P C)
DPA
et id
A

; p
A;A;B
= id
BPA

.
6.19. Lemme (Réversibilité)
Soit A une atégorie de ontrle, A (>; A P B) ' A

(?
A
; B).
Démonstration : Sans donner plus de détails, si f : > ! A P B on obtient le morphisme ?
A

! B
par :
?
A
p
A;?;B
    ! (B P ?)
BPA
l
B
 1
BPA
      ! B
BPA
B
f
    ! B
>

    ! B
le reste de la preuve se trouve dans [Sel01℄. 2
Nous allons maintenant montrer que les atégories de ontrle et de o-ontrle fournissent des
modèles dénotationnels de LLP.
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6.20. Définition (Interprétation négative de LLP)
Soit A une atégorie de ontrle, on suppose xée une interprétation des atomes négatifs X
?
par
des objets JX
?
K
 

de A , l'interprétation des formules négatives est donnée de la manière suivante :
N PM  JNK
 

P JMK
 

N &M  JNK
 

& JMK
 

?  ?
>  >
?N
?
 ?
JNK
 

Une preuve  est interprétée par un morphisme JK
 

de la atégorie ave deux as selon la forme
du séquent onlusion :
` N
1
; : : : ; N
n
 JK
 

: > ! JN
1
K
 

P : : : P JN
n
K
 

` N
1
; : : : ; N
n
; P  JK
 

: JP
?
K
 


! JN
1
K
 

P : : : P JN
n
K
 

en prenant ? à droite si n = 0.
On dénit JK
 

par réurrene sur la taille de  selon sa dernière règle. Pour simplier l'ériture,
et puisqu'il n'y a pas de onfusion possible, on omettra les J:K
 

sur les formules. An de fatoriser
des as similaires, on notera f : 

! A un morphisme f pouvant être soit f : > ! A soit f : B

! A
(en aord ave les règles de LLP telles qu'elles sont érites à la setion 10.1.3).
(ax) JK
 

= id
JAK
 

: A

! A
(ut) Si A est la formule oupée, on obtient par hypothèse de réurrene un morphisme f : 

!
C P A et un morphisme g : A

! B. On a JK
 

= f ; (C P g) : 

! C P B.
(P) Par hypothèse de réurrene, on obtient un morphisme f : 

! A P B P C et on onstruit
JK
 

: 

! A P (B P C) ave a
A;B;C
.
(
) Par hypothèse de réurrene, on obtient deux morphismes f : A

! C et g : B

! D et on a
JK
 

= f P g : A P B

! C P D.
(&) Par hypothèse de réurrene, on obtient deux morphismes f : 

! A P B et g : 

! A P C
et on a JK
 

= <f; g>; d
A;B;C
 1
: 

! A P (B & C).
(
i
) Par hypothèse de réurrene, on obtient un morphisme f : A
i

! B et on onstruit JK
 

=

i
; f : A
1
&A
2

! B.
(?) Par hypothèse de réurrene, on obtient un morphisme f : 

! A et on onstruit JK
 

=
f ; l
A
: 

! A P ?.
(1) JK
 

= id
?
: ?

! ?
(>) JK
 

= t

; ab
A
 1
: 

! A P >
(!) Par hypothèse de réurrene, on obtient un morphisme f : > ! A P B et, en appliquant le
lemme 6.19, on obtient le morphisme JK
 

: ?
A

! B.
(?d) Par hypothèse de réurrene, on obtient un morphisme f : A

! B, par urryation on obtient
un morphisme f

: > ! B
A
. On onstruit JK
 

= g; l
B
; s
A;?;B
 1
: > ! ?
A
P B.
(?) Par hypothèse de réurrene, on obtient un morphisme f : 

! A P B P B et on onstruit
JK
 

= f ; (A P 
B
) : 

! A P B.
(?w) Par hypothèse de réurrene, on obtient un morphisme f : 

! A et on onstruit JK
 

=
f ; l
A
; (A P 
B
) : 

! A P B.
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6.21. Théorème (Sémantique atégorique négative de LLP)
Soit A une atégorie de ontrle, si la preuve  se réduit en 
0
alors JK
 

= J
0
K
 

.
Démonstration : On montre que l'interprétation est préservée par élimination des oupures. Le as
le plus important (et le plus omplexe) est elui d'une oupure !=?d :
Soient f : > ! A P B et g : A

! C, on note !f : ?
A

! B le morphisme obtenu à partir
de f dans le lemme 6.19 et ?g = g

; l
A
C
; s
A;?;C
 1
: > ! C P ?
A
, on doit montrer que
?g;C P !f = f ; g P B : > ! C P B.
1. On ommene par réérire ?g
>
g

    ! C
A
l
A

?
?
y
?
?
y
l
A
C
(A P ?)
A
(gP?)
A
     ! (C P ?)
A
s
A;?;A
 1
?
?
y
?
?
y
s
A;?;C
 1
A P ?
A
gP?
A
    ! C P ?
A
le premier arré ommute par propriétés des CCCs et le seond par naturalité en C de
s
A;B;C
.
2. On s'intéresse désormais à g P ?
A
;C P !f
A P ?
A
gP?
A
    ! C P ?
A
AP!f
?
?
y
?
?
y
CP!f
A P B
gPB
    ! C P B
e diagramme ommute par entralité de !f et/ou g.
3. En omposant les deux diagrammes préédents, on a ?g;C P !f = l
A

; s
A;?;A
 1
;A P
!f ; g P B. Il nous reste don à montrer que l
A

; s
A;?;A
 1
;A P !f = f : > ! A P B,
pour ela on utilise la dénition de !f donnée dans la preuve du lemme 6.19 :
>
l
A

?
?
y
(A P ?)
A
s
A;?;A
 1
      ! A P ?
A
p
A;AP?;B
?
?
y
?
?
y
APp
A;?;B
(A P B P ?)
APB
s
A;BP?;A
 1
        ! A P (B P ?)
APB
l
APB
 1
APB
?
?
y
?
?
y
APl
B
 1
APB
(A P B)
APB
s
APB;B;A
 1
        ! A P B
APB
(APB)
f
?
?
y
?
?
y
APB
f
(A P B)
>
s
>;B;A
 1
      ! A P B
>

    ! A P B
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le premier arré ommute par la première ondition de ohérene du lemme 6.18 et
les deux autres par naturalité de s
A;B;C
. En utilisant enn la deuxième ondition de
ohérene du lemme 6.18 et les propriétés de CCC, on onlut que le morphisme > !
A P B obtenu est f .
Les autres as néessitant des appliations nettement plus immédiates des dénitions, ils sont
laissés au leteur. 2
6.22. Définition (Interprétation positive de LLP)
Soit A une atégorie de o-ontrle, on suppose xée une interprétation des atomes positifs X par
des objets JXK
+

de A , l'interprétation des formules positives est donnée de la manière suivante :
P 
Q  JP K
+


 JQK
+

P Q  JP K
+

 JQK
+

1  1
0  0
!P
?
 1
JP K
+

Une preuve  est interprétée par un morphisme JK
+

de la atégorie ave deux as selon la forme
du séquent onlusion :
` N
1
; : : : ; N
n
 JK
+

: JN
?
1
K
+


    
 JN
?
n
K
+

! 0
` N
1
; : : : ; N
n
; P  JK
+

: JN
?
1
K
+


    
 JN
?
n
K
+


! JP K
+

en prenant 1 à gauhe si n = 0.
La dénition de l'interprétation des preuves ainsi que la démonstration de la proposition suivante
se déduisent aisément du as des atégories de ontrle puisqu'on ne fait que passer à la struture
opposée.
6.23. Proposition (Sémantique atégorique positive de LLP)
Soit A une atégorie de o-ontrle, si la preuve  se réduit en 
0
alors JK
+

= J
0
K
+

.
Puisque le -alul par nom (resp. par valeur) est un langage interne pour les atégories de
ontrle (resp. o-ontrle), on a ainsi établi sémantiquement les liens qui unissent le -alul et
LLP. On verra, au hapitre 11, la version syntaxique de es résultats à travers les tradutions du
-alul dans LLP. Il en déoule en partiulier que LLP est un langage interne pour les atégories
de ontrle et de o-ontrle.
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Chapitre 7
Jeux polarisés
Un des défauts majeurs des jeux intuitionnistes est l'absene de dualité ou de négation qui
néessiteraient une parfaite symétrie entre Joueur et Opposant. Nous allons montrer qu'il est possible
d'étendre es jeux en des jeux polarisés pour obtenir ette dualité. Un des ingrédients prinipaux
est l'utilisation d'opérateurs de déalage # et ", déjà introduits dans [Lam95, Gir01℄. Ainsi les jeux
polarisés possèdent un grain susamment n pour permettre de larier diérentes propriétés des
jeux intuitionnistes.
Bien que la Logique Linéaire ait servi de guide dans la dénition des sémantiques de jeux, et
bien que la dualité soit au ÷ur de LL, ei n'a pas permis de dénir de bonne notion de jeux ave
une réelle dualité. Le lien ave LLP est don essentiel. Mieux enore, le résultat de dénissabilité
que l'on obtient pour les jeux polarisés est un résultat très fort de sémantique dénotationnelle que
l'on ne sait obtenir que pour des systèmes partiuliers et en tout as pas LL tout entier.
Les jeux polarisés s'avèrent être un outil partiulièrement rihe et préis pour l'analyse de LLP
et don des systèmes lassiques.
Nous présentons ii deux variantes possibles pour l'interprétation des onneteurs exponentiels
qui orrespondent aux deux prinipales traditions de jeux intuitionnistes : les jeux HO et les jeux
AJM.
7.1 Jeux HO polarisés
On étend ertaines dénitions du hapitre 3 pour obtenir une véritable dualité entre les deux
joueurs O et J . Il s'agit prinipalement d'autoriser J à ommener les parties.
7.1. Définition (Arène HO polarisée)
Une arène polarisée A est un quadruplet (
A
;M
A
; 
A
;`
A
) où :
 
A
est soit O (ou de manière équivalente  ) soit J (ou +), appelé polarité de l'arène,
 M
A
est un ensemble appelé ensemble de oups,
 
A
est une fontion de M
A
dans fO; Jg,
 `
A
est la donnée d'un sous-ensemble M
i
A
de M
A
appelé ensemble des oups initiaux (on note
`
A
m si m est dans et ensemble et on note M
ni
A
l'ensemble des oups non initiaux) et d'une
relation binaire sur M
A
appelée relation de validation (on note m `
A
n si m et n sont en
relation). `
A
doit vérier :
 Si `
A
m alors 
A
(m) = 
A
et pour tout oup n 2M
A
, n 0
A
m.
 Si m `
A
n alors 
A
(m) 6= 
A
(n)
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7.2. Remarque : Une arène polarisée négative est exatement une arène au sens de la dénition 3.1.
En partiulier toutes les onstrutions que l'on a vues au hapitre 3 pour les arènes (+, ), ...)
s'appliquent aux arènes polarisées négatives et de même pour les jeux (, _, &, ℄, ...).
7.3. Définition (Vue)
Soit s une suite justiée, on dénit la vue joueur de s, notée psq, qui est une sous-suite justiée,
par :
 p"q = "
 psm
J
q = psqm
J
 psm
O
q = m
O
si m est initial
 psmtn
O
q = psqmn
O
si n est justié par m
La vue opposant xsy est dénie de manière symétrique.
7.4. Définition (Position légale)
Une position légale est une suite justiée s telle que :
 Si tmn  s alors (m) 6= (n).
 Si tm
J
 s et m n'est pas initial alors m pointe dans ptq.
 Si tm
O
 s et m n'est pas initial alors m pointe dans xty.
On note L
A
l'ensemble des positions légales de l'arène A.
Puisque si n est justié par m dans s et n est dans psq alors m est dans psq, on onserve dans
psq les mêmes pointeurs que dans s.
7.5. Définition (Construtions d'arènes polarisées)
Déalage. Soit A une arène polarisée, on note lA l'arène déalage de polarité 
A
(i.e. de polarité
opposée à 
A
) dénie par :
 M
lA
= f?g+M
A
 
lA
(?) = 
A
 
lA
(m) = 
A
(m) si m 2M
A
 `
lA
?
 ? `
lA
m ssi `
A
m
 m `
lA
n ssi m `
A
n pour m;n 2M
A
Produit. Soient A et B deux arènes de même polarité, on note AB l'arène produit dénie par :
 M
AB
=M
i
A
M
i
B
+M
ni
A
+M
ni
B
sauf si M
A
= ; (ou M
B
= ;) auquel as M
AB
= ; (sinon
des oups non initiaux dans A et dans B deviendraient initiaux dans AB).
 
AB
(m
1
;m
2
) = 
A
= 
B
ave m
1
initial dans A et m
2
initial dans B
 
AB
(m) = [
A
; 
B
℄(m) si m n'est pas initial
 `
AB
(m
1
;m
2
) ave m
1
initial dans A et m
2
initial dans B
 (m
1
;m
2
) `
AB
n si m
1
et n sont dans A et m
1
`
A
n ou si m
2
et n sont dans B et m
2
`
B
n
 m `
AB
n si m et n sont dans A et m `
A
n ou si m et n sont dans B et m `
B
n lorsque m
n'est pas initial
Si s est une position légale bien ouverte de AB, on note s 
A
la sous-suite de s ne ontenant
que les oups dans A, 'est une position légale de A (et de même pour B).
7.6. Remarque : On ne onsidérera que les positions légales bien ouvertes dans A  B, ette
ontrainte étant ohérente ave le fait qu'il faut se restreindre aux jeux bien ouverts pour onstruire
la CCC de jeux HO de la proposition 3.25. On pourrait onsidérer les suites légales quelonques de
l'arène A  B mais ela ompliquerait nettement les hoses puisqu'en partiulier s 
A
n'est alors
plus néessairement une position légale de A, l'alternane des joueurs peut être violée. Dans le as
partiulier bien ouvert, la onstrution  orrespond à elle introduite par Honda et Yoshida [HY99℄.
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7.7. Définition (Jeu HO polarisé)
Un jeu polarisé A est un quintuplet (
A
;M
A
; 
A
;`
A
;P
A
) où (
A
;M
A
; 
A
;`
A
) est une arène polarisée
et P
A
, appelé l'ensemble des parties de A, est un ensemble de positions légales de ette arène non
vide et los par préxe qui vérie que :
(i) Si I est un ensemble de oups initiaux de s 2 P
A
alors s 
I
2 P
A
.
7.8. Remarque : Si P
A
6= f"g, l'information donnée par 
A
est redondante.
7.9. Définition (Construtions de jeux polarisés)
((:)
?
) A
?
= (
A
;M
A
; 
A
;`
A
;P
A
).
(") Si P est positif, "P (déalage de P ) est le jeu négatif dont l'arène est lP et dont l'ensemble de
parties est P
"P
= ?:P
P
[ f"g.
(?) On note ? le jeu ayant un oup ? et les deux parties possibles : (f?g; 
?
(?) = O;`
?
?; f"; ?g).
(P) Si N et M sont négatifs et bien ouverts, le jeu négatif bien ouvert N P M a omme arène
N M et omme ensemble de parties P
NPM
= fs 2 L
NM
j s 
N
2 P
N
^ s 
M
2 P
M
g.
(?) Si P est un jeu positif, on note ?P le jeu "[P où [P = (℄P
?
)
?
(ette idée de déomposition des
onstrutions exponentielles est initialement due à J.-Y. Girard [Gir01℄).
(() Si P est un jeu positif et N un jeu négatif, on note P ( N le jeu P
?
P N .
On dénit également, par dualité, les onstrutions donnant lieu à des jeux positifs : 0 = >
?
,
1 = ?
?
, P 
Q = (P
?
P Q
?
)
?
, P Q = (P
?
&Q
?
)
?
, #N = ("N
?
)
?
et !N = #℄N où P et Q sont
positifs et N est négatif.
7.10. Remarque : Soit smn une partie de N PM , si m 2M
N
(resp. m 2M
M
) et n 2M
M
(resp.
n 2M
N
), on a 
NPM
(m) = 0 et 
NPM
(n) = J , 'est la ondition de swithing de P.
7.11. Proposition (Propriétés struturelles)
 P est a-ommutatif et a-assoiatif pour les jeux bien ouverts :
A P B'
a
B P A si A et B sont bien ouverts
A P (B P C)'
a
(A P B) P C si A, B et C sont bien ouverts
 ? est a-neutre pour P par rapport aux jeux bien ouverts :
A P ?'
a
A si A est bien ouvert
 > est a-absorbant pour P :
A P >'
a
>
 P est p-distributif par rapport à & pour les jeux bien ouverts :
A P (B & C)'
p
(A P B) & (A P C) si A, B et C sont bien ouverts
 autres propriétés :
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#(AB)'
a
#A
 #B
!(A&B)'
a
!A
 !B
A_ B'
a
"A
?
P B si B est bien ouvert
℄A_ B'
a
!A( B si B est bien ouvert
#>= 1
!>= 1
Démonstration :
 a-ommutativité et a-assoiativité de P sont immédiates, la bonne ouverture des jeux étant
néessaire ii.
 L'arène du jeu A P ? a pour oups initiaux les paires (a; ?) ave a initial dans A et pour
oups non initiaux les oups non initiaux de A. On onsidère la fontion f de M
AP?
dans
M
A
qui assoie a à (a; ?) pour a initial et a à a pour a non initial. Il est lair que f est un
a-isomorphisme de A P ? dans A.
 Le jeu A P > a un ensemble de oups vide, il est don a-isomorphe à >.
 Les oups initiaux de l'arène (A P B) & (A P C) sont les oups (1; (a; b)) et (2; (a; )) ave
a, b et  initiaux dans A, B et C. Les oups non initiaux de ette arène sont les oups
(1; a), (1; b), (2; a) et (2; ) ave a, b et  non initiaux dans A, B et C. Soit f la fontion de
M
(APB)&(APC)
dans M
AP(B&C)
dénie par :
(1; (a; b)) 7! (a; (1; b))
(2; (a; )) 7! (a; (2; ))
(1; a) 7! a
(1; b) 7! (1; b)
(2; a) 7! a
(2; ) 7! (2; )
f n'est pas un a-isomorphisme puisque qu'elle n'est pas injetive mais la fontion induite sur
les ensemble de parties est un p-isomorphisme. Pour ela il faut essentiellement remarquer
que deux oups (1; a) et (2; a
0
) (ave a et a
0
oups de A) ne peuvent pas être utilisés dans
une même partie de (A P B) & (A P C).
 L'unique oup initial de #(AB) est ? et l'unique oup initial de #A 
 #B est la paire
(?; ?). Les oups non initiaux de #(AB) et de #A
 #B sont les oups de A et de B. On
onsidère la fontion f de M
#(AB)
dans M
#A
#B
dénie par f(?) = (?; ?), f(a) = a et
f(b) = b pour les oups de A et de B. On doit montrer que l'image par f et par f
 1
d'une
partie est une partie. Soit s une partie de #(AB), si 'est la partie vide le résultat est
immédiat et sinon s = ?:t ave t 
A
2 P
A
, don f(s) 
#A
= ?:(f(t) 
A
) = ?:(t 
A
) est une
partie de #A et de même pour la projetion sur #B d'où f(s) est une partie de #A 
 #B.
De la même manière, on montre que si s est une partie de #A 
 #B alors f
 1
(s) est une
partie de #(AB).
 Il s'agit de la omposition de l'isomorphisme préédent et de elui de la proposition 3.22 :
!(A&B) = #℄(A&B) '
a
#(℄A ℄B) '
a
#℄A
 #℄B = !A
 !B
 Les oups initiaux de A_ B sont les oups initiaux de B et les oups initiaux de "A
?
P B
sont les paires (?; b) où b est un oup initial de B. Les oups non initiaux de A _ B et
de "A
?
P B sont les oups de A et les oups non initiaux de B. On dénit la fontion f
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de M
"A
?
PB
dans M
A_B
par f(?; b) = b, f(a) = a pour a 2 M
A
et f(b) = b pour b non
initial dans B. On montre aisément que l'image d'une partie de "A
?
P B est une partie de
A_ B et de même pour l'inverse de f don f est un a-isomorphisme.
 C'est juste l'isomorphisme préédent.
 #> est l'unique jeu joueur à un oup et une partie non vide, 'est-à-dire 1.
 Immédiat d'après l'égalité préédente et ℄> = > (proposition 3.22). 2
On a également toutes les propriété duales des propositions 3.12, 3.22 et 7.11.
7.12. Définition (Stratégie entrale)
Une stratégie  : A _ B est entrale, noté  : A

_ B, si dans haque partie non vide de , le
premier oup J , qui suit un oup initial (don dans B), existe et est dans A.
De même,  : A
1
P : : : P A
n
est entrale en A
i
si dans haque partie de , le premier oup J ,
qui suit un oup initial, est dans A
i
.
7.13. Définition (Déalages de stratégies)
(") Soit  : A _ B une stratégie, par l'isomorphisme de la proposition 7.11 et le lemme 3.14, on
obtient la stratégie " : "A
?
P B.
(#) Soit  : A P B une stratégie, on dénit la stratégie #
A
 : "A
?

_ B par #
A
 = fb? j`
B
bg [ fb ? as j (a; b)s 2 g.
(!) Soit  : A P B une stratégie, on dénit la stratégie !
A
 : ?A
?

_ B par !
A
 = fs 2 P
J
?A
?
_B
j
8b initial dans B;8a initial dans A; s 
b?a
2 #
A
g : ?A
?

_ B
7.14. Remarque : Les deux notions de entralité oïnident par l'isomorphisme de la proposi-
tion 7.11. En eet, si  est une stratégie sur P
?
_ A
1
P : : : P A
n
, alors on a la stratégie
" : "P P A
1
P : : : P A
n
et  est entrale ssi " est entrale en "P .
7.15. Lemme
Si s 2 P
O
(APC)_(BPD)
et s =2 L
BPD
alors :
 soit s 
A_B
2 P
O
A_B
et s 
C_D
2 P
J
C_D
,
 soit s 
A_B
2 P
J
A_B
et s 
C_D
2 P
O
C_D
.
Démonstration : On raisonne par réurrene sur jsj. Sahant que jsj est impair et jsj 6= 1 par
hypothèse, on a s = tm
J
n
O
ave t 2 P
O
(APC)_(BPD)
.
 Si t 2 L
BPD
, on a m;n 2 M
APC
(par ondition de swithing pour l'arène èhe) et m =
(a
1
; 
1
). Si n 2 M
A
alors s 
A_B
= t 
B
a
1
n 2 P
O
A_B
et s 
C_D
= t 
D

1
2 P
J
C_D
, et le
ontraire si n 2M
C
.
 Si t =2 L
BPD
, supposons que l'hypothèse de réurrene nous donne t 
A_B
2 P
O
A_B
et
t 
C_D
2 P
J
C_D
(l'autre as se traitant de la même manière). On ne peut pas avoir m
J
2
M
C
ni m
J
2M
D
(à ause de l'alternane des joueurs dans tm 
C_D
).
 Si n
O
2 A_ B alors tmn 
A_B
2 P
O
A_B
et tmn 
C_D
= t 
C_D
2 P
J
C_D
.
 Si n
O
2 C _ D alors tmn 
A_B
= t 
A_B
m 2 P
J
A_B
et tmn 
C_D
= t 
C_D
n 2 P
O
C_D
.
2
7.16. Proposition (P de stratégies et entralité)
Soit  : A

_ B une stratégie entrale et  : C _ D une stratégie quelonque, d'une part  P  =
fs 2 P
J
(APC)_(BPD)
j s 
A_B
2  ^ s 
C_D
2 g est une stratégie sur (A P C) _ (B P D) et
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d'autre part le diagramme suivant ommute :
A P C
PC
    ! B P C
AP
?
?
y
?
?
y
BP
A P D     !
PD
B P D
où  P C =  P id
C
.
Démonstration : On montre que  P  est une stratégie :
 On a immédiatement que  P  est non vide et lose par J-préxe.
 Le point le plus déliat est le déterminisme. Soit sm
J
; sn
J
2  P  , on onsidère diérents
as pour s sahant que s 6= " puisqu'elle termine par un oup O don s ommene par un
oup (b
1
; d
1
). On onsidère deux as :
 Si s 2 L
BPD
alors s 
A_B
= b
O
1
(par entralité de ) et s 
C_D
= d
1
: : : d
O
k
. Sim 2M
BPD
(resp. n 2 M
BPD
) alors m = d
k+1
2 M
D
(resp. n = d
0
k+1
) et si m 2 M
APC
(resp. n 2
M
APC
) alors m = (a
1
; 
1
) (resp. n = (a
0
1
; 
0
1
)). On en déduit que sm 
C_D
= d
1
: : : d
k
d
J
k+1
ou d
1
: : : d
k

J
1
et sn 
C_D
= d
1
: : : d
k
d
0
k+1
J
ou d
1
: : : d
k

0
1
J
, par déterminisme de  , ei
entraîne que m = d
k+1
= d
0
k+1
= n ou 
1
= 
0
1
ave m = (a
1
; 
1
) et n = (a
0
1
; 
1
), par
déterminisme de , on onlut alors que a
1
= a
0
1
et don dans tous les as m = n.
 Si s =2 L
BPD
alors jsj  1 don s = tm
O
1
. Si m
O
1
2 M
A_B
alors, par le lemme 7.15,
tm
O
1

A_B
2 P
O
A_B
et tm
O
1

C_D
2 P
J
C_D
don m et n sont dans A _ B et, par
déterminisme de , m = n (de même si m
1
2M
C_D
par déterminisme de ).
 Il reste à prouver l'innoene de  P  . Si sm
O
n
J
2  P  , t 2  P  , tm 2 P
(APC)_(BPD)
et psmq = ptmq alors smn 
A_B
, t 
A_B
, smn 
C_D
et t 
C_D
vérient les propriétés
orrespondantes don, par innoene de  et  , on a tmn 
A_B
2  et tmn 
C_D
2  , d'où
tmn 2  P  .
Il est alors aisé de voir que ( P C); (B P ) =  P  = (A P ); ( P D). 2
On a donné les onstrutions linéaires de jeux polarisés et on va désormais ajouter la struture
néessaire à l'interprétation des règles struturelles généralisées.
7.17. Définition (Jeu multiple)
Un jeu A est multiple s'il est bien ouvert et si :
(m1) Pour toute partie s 2 P
A
, de oup initial m et pour tout oup n de s justié par m, on a
s 
mn
2 P
A
, où s 
mn
est la sous-suite de s ommençant parmn suivi des oups héréditairement
justiés par n.
(m2) Pour toute position légale bien ouverte s 2 L
A
de oup initial m, si I + J est une partition
des oups de s justiés par m et si s 
mI
2 P
A
et s 
mJ
2 P
A
, alors on a s 2 P
A
.
7.18. Remarque : La multipliité d'un jeu ne parle pas de sa polarité et A est multiple ssi A
?
est
multiple.
7.19. Lemme (Struture monoïdale des jeux multiples)
Tout jeu négatif multiple a une struture de P-monoïde.
Démonstration : Soit A un jeu négatif multiple, si s est une partie du jeu A
1
P A
2
_ A
0
(les
indies ne servant qu'à distinguer les ourrenes de A), on note s
i
(i 2 f1; 2g) la sous-suite
de s ontenant les oups de A
i
et les oups de A
0
tels que le dernier oup avant elui-i qui
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ne soit pas dans A
0
est dans A
i
. On dénit alors la stratégie de ontration sur e jeu par

A
= fs 2 P
J
A
1
PA
2
_A
0
j 8t 
J
s; t
1
2 id
A
^ t
2
2 id
A
g. La stratégie d'aaiblissement est dénie
sur le jeu ?_ A par w
A
= f"g [ fa? j a 2M
i
A
g.
(neutralité) Soit s 2 int(A
1
P ?; A
1
P A
2
; A
0
) telle que s 
A
1
P?_A
1
PA
2
2 A P w
A
et
s 
A
1
PA
2
_A
0
2 
A
, s est de la forme :
a
1
(a
1
; a
1
)
(a
1
; ?)
a
2
a
2
a
2
a
3
a
3
a
3
a
4
a
4
a
4
.
.
.
A
1
P A
2
A
0
J
O
J
O
J
O
J
A
1
P ?
O
don s 
A
1
P?
est dans la stratégie sur A P ? _ A induite par l'isomorphisme A P
? ' A. Et réiproquement, si s est dans ette stratégie, on peut onstruire une suite
d'interation de la forme i-dessus qui donne une partie dans (A P w
A
); 
A
.
(assoiativité) Tout omme on a déni la ontration sur A P A _ A, on peut dénir
une version ternaire sur A P A P A _ A et on voit failement qu'elle orrespond à
(A P 
A
); 
A
et à (
A
P A); 
A
modulo assoiativité de P.
(ommutativité) Immédiat. 2
7.20. Remarque : La stratégie de ontration A P A _ A orrespond à une stratégie sur A P
"(A
?

A
?
) et la stratégie d'aaiblissement ? _ A à une stratégie sur A P "1. Cei munit don,
par dualité, les jeux positifs multiples d'une struture de 
-omonoïde pour la notion appropriée
de èhe : P ! Q = P ( "Q.
7.21. Proposition (Jeux négatifs multiples)
Soient A et B deux jeux négatifs,
 > et ? sont des jeux multiples.
 ?A
?
est un jeu multiple.
 Si A et B sont multiples alors A P B et A&B sont multiples.
Démonstration :
 Le jeu > n'ayant pas de partie non vide, le résultat est immédiat.
 Les parties de ? ayant au plus un oup, (m1) et (m2) sont immédiatement vériées.
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 Le seul oup initial de ?A
?
est ? don une position légale non vide de e jeu est de la forme
?s ave s 2 L
A
. Soit ?s 2 P
?A
?
, et soit n un oup de s justié par ?, on a (?s) 
?n
= ?(s 
n
)
or, par dénition de [A
?
, s 
n
2 P
A
?
 P
[A
?
don (?s) 
?n
2 P
?A
?
, e qui valide (m1).
Soit ?s 2 L
?A
?
et I + J une partition des oups justiés par ? telle que (?s) 
?I
2 P
?A
?
et (?s) 
?J
2 P
?A
?
, on a s 
I
2 P
[A
?
et s 
J
2 P
[A
?
don s 2 P
[A
?
puisque I + J est une
partition des oups initiaux de s, d'où ?s 2 P
?A
?
e qui valide (m2).
 Soit s une partie de A P B de oup initial (a; b) et soit  un oup justié par (a; b) dans s,
supposons que  2M
A
, s 
(a;b)
est obtenu à partir de s 
(a;b)

A
en remplaçant le premier
oup a par (a; b) puisque tous les oups héréditairement justiés par  dans s sont dans A.
Or A est multiple don s 
(a;b)

A
= s 
A

a
est une partie de A d'où s 
(a;b)
2 P
APB
. Soit
s une position légale de A P B de oup initial (a; b) et soit I + J une partition des oups
justiés par (a; b) telle que s 
(a;b)I
2 P
APB
et s 
(a;b)J
2 P
APB
. On a s 
(a;b)I

A
= s 
A

aI
0
où I
0
= I \M
A
et de même ave J , or I
0
+ J
0
est une partition des oups justiés par a
dans s 
A
don par (m2) pour A, s 
A
2 P
A
. En raisonnant de la même manière, on obtient
s 
B
2 P
B
et don s 2 P
APB
.
 Soit s une partie de A&B, on onsidère le as où s est une partie de A, et la propriété (m1)
pour A donne la propriété (m1) pour A & B. Soit s une position légale de A & B de oup
initial m et I + J une partition des oups de s justiés par m telle que s 
mI
2 P
A&B
et
s 
mJ
2 P
A&B
, supposons que m 2M
A
, on a alors que s 
mI
2 P
A
et s 
mJ
2 P
A
, et s 2 L
A
puisque tout oup de s est héréditairement justié par m don est dans A. La propriété
(m2) pour A donne alors que s 2 P
A
 P
A&B
. 2
7.22. Proposition (Déomposition additive)
Soit N une jeu négatif multiple, il existe des jeux négatifs bien ouverts (N
i
)
i2I
tels que N '
p
&
i2I
?N
?
i
(ave la onvention que l'on obtient > si I = ;).
Démonstration : On onsidère I l'ensemble des oups initiaux de N utilisés dans une partie de N
et pour tout i 2 I on note N
i
le jeu négatif déni par :
 M
N
i
est l'ensemble des oups m de N tels que i valide héréditairement m.
 
N
i
(m) = 
N
(m)
 `
N
i
m si i `
N
m
 m `
N
i
n si m `
N
n
 P
N
i
= fs 2 L
N
i
j is 2 P
N
^ s bien ouverteg
On note M =
&
i2I
?N
?
i
, pour montrer que N '
p
M , on montre que si on note i le oup initial
de ?N
?
i
, on a P
N
= P
M
.
Soient is une partie non vide de N (i 2 I) et J l'ensemble des oups de s justiés par i, pour
tout j 2 J , is 
ij
2 P
N
par multipliité don s 
j
2 P
N
i
d'où, par dénition de [, s 2 P
?N
?
i
.
Soit s une partie non vide de M , il existe un i 2 I tel que s = it 2 P
?N
?
i
. Par dénition de ?,
pour tout oup j de t justié par i, t 
j
2 P
N
i
'est-à-dire it 
ij
= i(t 
j
) 2 P
N
. On en onlut,
par multipliité de N , que s = it 2 P
N
. 2
7.23. Définition (Constrution
^
P)
On note  
A;B
: ?A
?

_ ?(A
?

B
?
) P B la stratégie dénie par  
A;B
= !
A
"d
APB
.
Soit  : ℄A _ B une stratégie, on dénit 
^
PC : ℄(A P C)_ (B P C) de la manière suivante :
" est une stratégie sur ?A
?
P B que l'on ompose ave  
A;C
P B pour obtenir une stratégie sur
?(A
?

 C
?
) P C P B qui est, à a-isomorphisme près, une stratégie sur ℄(A P C)_ (B P C).
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7.24. Théorème (Catégorie de ontrle de jeux)
La atégorie dont les objets sont les jeux négatifs multiples et les morphismes de A dans B sont les
stratégies sur ℄A_ B (ou de manière équivalente !A( B) est une atégorie de ontrle.
Démonstration : On a déjà donné les prinipaux éléments de e résultat :
 Cette atégorie est artésienne fermée par la proposition 3.25 puisque toutes les onstru-
tions préservent la multipliité (proposition 7.21), en partiulier l'exponentielle !A( B est
multiple si B l'est.
 Tout objet est muni d'une struture de monoïde, par le lemme 7.19 (en omposant ave les
dérélitions néessaires).
 Cette atégorie est distributive, par la proposition 3.12 (en omposant ave les dérélitions
néessaires).
Il reste à montrer les propriétés de s
A;B;C
: (?A
?
P B) P C ! ?A
?
P (B P C) et pour e
faire on va montrer que s
A;B;C
est tout simplement l'assoiativité de P e qui entraîne que
'est un isomorphisme et donne diretement la ommutation des diagrammes. Cei s'obtient
en urryant le diagramme ommutatif suivant :
d
0
A;?A
?
;B
PC
d
0
A;?A
?
;BPC
d
0
A;?A
?
PB;C
(?A
?
P B P C) &A
((?A
?
P B) &A) P C (?A
?
&A) P B P C
B P C
l
BPC
? P (B P C)
evPBPCevPC
le triangle ommute par propriétés de d
0
A;B;C
et le arré par dénition de ev. 2
7.25. Proposition (Morphismes entraux)
Soit  : A ! B un morphisme de la atégorie des jeux négatifs multiples,  est un morphisme
entral de la atégorie ssi  = d
A
;
0
: ℄A

_ B ave 
0
stratégie entrale sur A

_ B.
7.26. Remarque : Attention, une stratégie entrale n'est pas néessairement un morphisme en-
tral, omme le prouve la propriété, il faut également une ontrainte de linéarité.
Démonstration : Si  6= d
A
;
0
: ℄A

_ B ave 
0
stratégie entrale sur A

_ B, on onsidère deux
as :
 Soit  n'est pas une stratégie entrale sur ℄A

_ B pare qu'elle ontient la partie b
O
1
b
J
2
, on
onsidère la stratégie non entrale  : ℄? _ ?1 ontenant les parties " et ?
O
m
J
où m est
l'unique oup de 1. On onsidère les deux stratégies ( P ?)
y
; (B P ) et (A P )
y
; ( P ?1),
elles répondent diéremment au oup (b
1
; ?) puisque la première répond m et la seonde
répond b
2
, don  n'est pas un morphisme entral.
 Soit  est entrale sur ℄A

_ B mais il existe une partie s de  qui ontient deux oups
initiaux dans ℄A. Cette partie s peut s'érire b
O
1
a
J
1
a
O
2
ta
0
1
J
: : : où a
1
et a
0
1
pointent sur b
1
et
t ne ontient auun oup initial dans A. On onsidère une stratégie  : ℄C _ D ontenant
la partie d
O
1

J
1

O
2
d
J
2
d
O
3

0
1
J
: : : où 
1
et 
0
1
pointent sur d
1
. On a les ompositions représentées
dans la gure 7.1, d'où on onlue que  n'est pas un morphisme entral.
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℄(A P C) B P D
B
^
P
 !℄(B P C)
(b
1
; d
1
)
(b
1
; 
1
)
(a
1
; 
1
)
a
2
.
.
.
t
.
.
.
(a
0
1
; 
1
)

2

2
d
2
d
3
(b
1
; 
0
1
)
O
J
O
J
.
.
.
J
O
J
(
^
PC)
y
 !
(a
1
; 
0
1
)
O
et
B P D
(b
1
; d
1
)
(a
1
; 
1
)
a
2
.
.
.
t
.
.
.
O
J
O
℄(A P C) ℄(A P D)
(A
^
P)
y
 !

^
PD
 !
(a
1
; d
1
)
(a
0
1
; 
1
)

2
d
2
d
3
J
J
O
J
(a
0
1
; d
1
)
d
2
d
3
.
.
.
(a
0
1
; 
0
1
)
O
Fig. 7.1  Stratégie entrale donnant un morphisme non entral
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On montre maintenant la réiproque, si  = d
A
;
0
: ℄A

_ B ave 
0
stratégie entrale sur A

_
B, soit  : ℄C _ D une stratégie quelonque, on doit prouver que ((d
A
;
0
)
^
PC)
y
; (B
^
P) =
(A
^
P)
y
; ((d
A
;
0
)
^
PD) :
((d
A
;
0
)
^
PC)
y
; (B
^
P) = ((d
A
^
PC); (
0
P C))
y
; (B
^
P)
(1a) = (d
APC
; (
0
P C))
y
; (B
^
P) : ℄(A P C)_ B P D
'
a
"(B
^
P); !
(BPC)
"(d
APC
; (
0
P C)) : ?(A
?

 C
?
) P B P D
= " ; ( 
C;B
P D); (!
(BPC)
"(d
APC
; (
0
P C)) P D)
= " ; (!
C
"d
BPC
P D); (!
(BPC)
"(d
APC
; (
0
P C)) P D)
= " ; (!
C
"d
BPC
; !
(BPC)
"(d
APC
; (
0
P C)) P D)
(2a) = " ; (!
C
("d
BPC
; !
(BPC)
"(d
APC
; (
0
P C))) P D)
(3a) = " ; (!
C
("(d
APC
; (
0
P C))) P D)
= " ; (!
C
("d
APC
; ?(A
?

 C
?
) P 
0
P C) P D)
(3b) = " ; ((!
C
"d
APC
; ?(A
?

 C
?
) P 
0
) P D)
= " ; (( 
C;A
; ?(A
?

 C
?
) P 
0
) P D)
= " ; ( 
C;A
P D); (?(A
?

 C
?
) P 
0
P D)
= "(A
^
P); (?(A
?

 C
?
) P 
0
P D) : ?(A
?

 C
?
) P B P D
'
a
(A
^
P); (
0
P D) : ℄(A P C)_ B P D
(2b) = (A
^
P)
y
; d
APD
; (
0
P D)
(1b) = (A
^
P)
y
; (d
A
^
PD); (
0
P D)
= (A
^
P)
y
; ((d
A
;
0
)
^
PD)
Ce alul peut paraître, à juste titre, un peu rébarbatif, mais il s'avère beauoup plus lair si
on l'érit à l'aide de réseaux. On onsidère 
0
et  omme des réseaux indéterminés (boîtes
noires) de onlusions A
?
; B et ?C
?
;D. Le réseau assoié à la stratégie ((d
A
;
0
)
^
PC)
y
; (B
^
P)
est alors :
!
!
ut
ax
ax
P


?d
?d
ut
ut
ax
ax


?d
!
P

0
B
A
C
?(A
?

 C
?
)
A
?
A
?
!A
!(B P C)

D
?C
?
B
C
?(B
?

 C
?
)
B P D
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l'égalité (1a) orrespond à la rédution !=?d de la oupure de type !A, (2a) orrespond à la
rédution !=! de la oupure de type !(B P C) et (3a) orrespond à la rédution !=?d de la
oupure de même type obtenue. On obtient ainsi le réseau :
ax


?d
!
P
ut

0
B
A
?
C
?(A
?

 C
?
)

B P D
D
?C
?
!C
qui orrespond à la stratégie " ; (!
C
("(d
APC
; (
0
P C))) P D).
En suivant désormais la preuve à partir du bas, le réseau assoié à (A
^
P)
y
; ((d
A
;
0
)
^
PD) est :
ax
ax


?d
!
!
P
ut
ut
ut
ax
ax


?d
!
P
?d
B P D
?(A
?

 C
?
)

?C
?
C
D
A

0
B
A
A
?
D
!(A P D) ?(A
?

D
?
)
A
?
!A
l'égalité (1b) orrespond à la rédution !=?d de la oupure de type !A, (2b) orrespond à
la rédution !=?d de la oupure de type !(A P D) (l'arête de type ?A
?

D
?
n'étant plus
porte auxiliaire de boîte) et (3b) orrespond à la rédution !=! de la oupure de type A qui
fait rentrer 
0
dans la dernière boîte restante. On obtient ainsi également le réseau assoié à
" ; (!
C
("(d
APC
; (
0
P C))) P D).
Les autres égalités sont des appliations des dénitions de ", P,
^
P et  
A;B
. 2
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7.2 Modèle de jeux de LLP
7.27. Définition (Stratégie gagnante)
Une stratégie  est gagnante si pour toute partie s 2  telle que sm
O
2 P
A
il existe un oup n
J
tel
que smn 2 .
7.2.1 Interprétation
On interprète les atomes négatifs X
?
par des jeux négatifs multiples quelonques et une fois
ei xé, on interprète les formules par le jeu orrespondant. Par la proposition 7.21, les formules
négatives sont interprétées par des jeux négatifs multiples.
Si  est une preuve du séquent ` A
1
; : : : ; A
n
ne ontenant pas de formule positive,  est in-
terprétée par une stratégie gagnante sur le jeu A
1
P : : : P A
n
. Si  est une preuve du séquent
` P;A
1
; : : : ; A
n
,  est interprétée par une stratégie gagnante sur le jeu "P P A
1
P : : : P A
n
entrale en "P (si n = 0, on obtient une stratégie sur "P ).
On regarde haque as de dernière règle de  :
(ax) La stratégie "id
A
: "A
?
P A entrale en "A
?
interprète la preuve.
(ut) Soit  : A P B la stratégie interprétant la première prémisse et  : B

_ C la stratégie
obtenue par isomorphisme à partir de l'interprétation de la seonde prémisse, la preuve est
interprétée par ;A P  .
(
) À isomorphisme près les prémisses donnent deux stratégies  : A

_ C et  : B

_ D, on
interprète la preuve par "( P ) : "(A
?

B
?
) P C P D.
(P) La prémisse de la règle et la preuve tout entière sont interprétées de la même manière.
(
i
) La prémisse donne une stratégie  : "A
?
i
P B, on interprète la preuve par  : "(A
?
1
A
?
2
) P B.
(&) Les prémisses donne deux stratégies  : A P C et  : B P C, on interprète la preuve par
<; >; d
C;A;B
 1
: (A&B) P C.
(1) La preuve est interprétée par l'unique stratégie non vide sur le jeu 1.
(?) Par isomorphisme, la stratégie obtenue sur A donne une stratégie sur A P ?.
(>) La preuve est interprétée par la stratégie vide sur le jeu vide A P >.
(!) Soit  : A P B la stratégie obtenue à partir de la prémisse, la preuve est interprétée par
"!
A
 : "!A P B.
(?d) La prémisse donne une stratégie  : "A
?
P B, on interprète la preuve par  : "[A
?
P B.
(?) Puisque tout jeu négatif multiple a une struture de P-monoïde, si  : B P A P A est la
stratégie obtenue pour la prémisse, on interprète la preuve par ; (B P 
A
) : B P A.
(?w) Puisque tout jeu négatif multiple a une struture de P-monoïde, si  : B est la stratégie
obtenue pour la prémisse et 
0
la stratégie sur B P ? obtenue par isomorphisme à partir de
, on interprète la preuve par 
0
; (B P w
A
) : B P A.
7.28. Proposition (Corretion)
Par l'interprétation préédente, les jeux polarisés fournissent un modèle dénotationnel de LLP.
On peut voir e résultat omme un orollaire des théorèmes 6.21 et 7.24 ou le redémontrer
diretement (voir[Lau02a℄).
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7.2.2 Dénissabilité
On va montrer une réiproque de la proposition 7.28. Ces résultats sont onnus sous le nom de
omplétude forte ou dénissabilité.
7.29. Lemme (Déomposition additive (bis))
Soit A le jeu interprétant une formule négative sans atome, il existe des formules négatives (A
i
)
1in
sans atome telles que A '
p
&
1in
?A
?
i
(ave la onvention que l'on obtient > si n = 0).
Démonstration : Par réurrene sur la taille de A :
 A = ?B
?
, immédiat.
 si A = ? alors A '
p
?>
?
.
 si A = > alors n = 0.
 A = B & C, immédiat par hypothèse de réurrene sur B et C.
 A = B P C, par hypothèse de réurrene B '
p
&
1in
?B
?
i
et C '
p
&
1jm
?C
?
j
don par
p-distributivité de P par rapport &, on a
A '
p
&
1in
1jm
(?B
?
i
P ?C
?
j
)
De plus ?B
?
i
P ?C
?
j
'
p
?(B
i
&C
j
)
?
d'où
A '
p
&
1in
1jm
?(B
i
& C
j
)
?
2
7.30. Remarque : Ce résultat a déjà été prouvé de manière un peu diérente dans la proposi-
tion 4.28 puisque les isomorphismes syntaxiques utilisés sont des p-isomorphismes entre jeux. La
proposition 7.22 ne sut pas ii puisqu'elle permet de déomposer tout jeu négatif multiple mais
ne peut pas être appliquée réursivement puisque rien ne garantit que les jeux apparaissant dans la
déomposition soient eux-mêmes multiples.
Une stratégie déterministe, innoente et gagnante peut être vue omme une fontion des parties
nissant par un oup O et qui sont des vues joueurs (dont les oups de l'Opposant pointent toujours
sur le oup qui préède) dans les oups J . Son graphe est ainsi formé de paires (s;m
J
) et 'est e
que l'on utilise dans la dénition suivante :
7.31. Définition (Taille d'une stratégie)
La taille d'une stratégie jj est la somme des longueurs des vues joueurs de son graphe. Si jj est
ni, on dit que  est une stratégie nie.
7.32. Exemple (Stratégie infinie)
La stratégie formée des préxes joueurs de la partie suivante sur le jeu ?!? (dont les trois oups
seront notés ?, ! et ?) n'est pas nie :
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OJ
O
J
O
J
O
?
!
?
!
?
!
?
.
.
.
elle est pourtant déterministe, innoente et gagnante.
Cette stratégie n'est pas l'interprétation d'une preuve de LLP, elle serait l'interprétation de la
pseudo-preuve innie suivante :
.
.
.
` ?!?
?
` ?; ?!?
!
` !?; ?!?
?d
` ?!?; ?!?
?
` ?!?
?
` ?; ?!?
!
` !?; ?!?
?d
` ?!?; ?!?
?
` ?!?
7.33. Lemme (#"-lemme)
Soit  : "A
?

_ "B
?
une stratégie, soit 
0
= fs j ? ? s 2 g : B _ A, 
0
est une stratégie et
 = #
A
"
0
.
Démonstration : Il sut de remarquer que, par entralité, une partie de  ommene néessairement
par le oup ? de "B
?
suivi du oup ? de "A
?
. 2
7.34. Lemme (!-lemme)
Soit  : ?A
?

_ ?B
?
une stratégie, on a  = !
A
("d
A
; P A) et j"d
A
; P Aj < jj.
Démonstration : Puisque ?A
?
= "[A
?
, par le lemme 7.33,  = #
A
"
0
ave 
0
: ℄B _ ℄A. Par
le lemme 3.26, 
0
= (
0
; d
A
)
y
ave 
0
; d
A
: ℄B _ A. Il est faile de vérier que "(
0
; d
A
) =
"d
A
; ( P A) : ?B
?
P A et #
A
"
y
= !
A
" , d'où  = !
A
("d
A
; ( P A)).
Pour e qui est de la taille de , il sut de remarquer que pour toute stratégie  , j j < j! j
puisque j j < j# j. 2
7.35. Remarque : Ces deux derniers lemmes nous donnent la réversibilité de # et elle de ! (obtenue
omme omposition de elles de # et ℄).
7.36. Lemme (Foalisation )
Soit  : (
&
1in
?A
?
i
)

_ ?B
?
une stratégie, il existe 1  i  n tel que  est une stratégie sur
?A
?
i

_ ?B
?
.
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Démonstration : Le jeu ?B
?
a un unique oup initial don, par déterminisme de , le premier oup
J est toujours dans la même omposante i de
&
1in
?A
?
i
, d'où on déduit que  est également
une stratégie sur ?A
?
i

_ ?B
?
. 2
7.37. Remarque : L'interprétation d'une preuve de LLP de ` N ; P est une stratégie entrale ga-
gnante nie sur P
?

_ (P N ) et l'interprétation d'une preuve de ` N est une stratégie gagnante
nie sur P N . Le résultat suivant est don le plus préis que l'on puisse obtenir, séparant les as
des stratégies entrales et non entrales.
7.38. Théorème (Définissabilité propositionnelle)
Soient A et B des formules négatives sans atome :
 Si  est une stratégie entrale gagnante nie sur B

_ A alors  est l'interprétation d'une
preuve de ` B
?
; A dans LLP.
 Si  est une stratégie gagnante nie sur A alors  est l'interprétation d'une preuve de ` A
dans LLP.
Démonstration : Grâe au lemme 7.29, on peut se restreindre aux formules de la forme
&
1in
?A
?
i
et (
&
1jm
?B
?
j
)_ (
&
1in
?A
?
i
).
On raisonne par réurrene sur le ouple (jj; jBj + jAj). On se ramène tout d'abord au as
où n = 1 :
 Si n = 0, le jeu est vide dans les deux as et  également, 'est l'interprétation d'une règle
>.
 Si n > 1, on note 
i
=  
?A
?
i
(resp.  
(
&
1jm
?B
?
j
)_?A
?
i
) qui est une stratégie dénissable
par hypothèse de réurrene (j
i
j < jj) et puisque  =
S
1in

i
, elle est dénissable par
des règles &.
On montre que l'on peut également se ramener à m = 1 si  : (
&
1jm
?B
?
j
)

_ ?A
?
:
 Si m = 0,  ne peut pas être entrale.
 Si m > 1, par le lemme 7.36, il existe j tel que  est une stratégie sur ?B
?
j

_ A et est
dénissable par hypothèse de réurrene puisque j?B
?
j
j < j
&
1jm
?B
?
j
j. On en onlut que
 est dénissable en tant que stratégie sur B

_ A grâe à des règles .
On est don ramené au as où  est une stratégie sur ?A
?
ou sur ?B
?

_ ?A
?
. Pour le seond
as, par le lemme 7.34, il sut de prouver la dénissabilité de "d
B
; P B : ?A
?
P B e qui
s'obtient par hypothèse de réurrene.
Reste don le as  : ?A
?
. Si haque partie de  ne ontient qu'un oup justié par le oup
initial,  est, à isomorphisme près, une stratégie sur A

_ ? dénissable par hypothèse de
réurrene (jAj + 1 < j"[A
?
j). Sinon, il existe une partie de  ayant deux oups justiés par
le oup initial, on dénit la stratégie 
1
: "A
?
1
P ?A
?
2
(où les indies servent juste à séparer
les ourrenes de A) par : si s est une partie de , on obtient une partie de 
1
en mettant
dans A
1
le premier oup joueur et tous les oups justiés par lui et dans A
2
les autres. On a
lairement  = 
1
; 
?A
?
et de plus 
1
= "
2
où 
2
: A
1

_ ?A
?
2
. Par les lemmes 7.29 et 7.36,
on obtient une stratégie 
3
: ?A
?
j

_ ?A
?
. Enn en appliquant le lemme 7.34 à 
3
, on obtient
une stratégie 
4
: ?A
?
P A
j
plus petite que  (e qui n'est pas néessairement le as pour 
1
,

2
et 
3
lorsque A = ?B
?
) et don dénissable par hypothèse de réurrene. 2
7.39. Remarque : Dans e adre sans atome, la dénissabilité dans LLP équivaut à la dénissabilité
dans LL
pol
omme le montre la preuve du théorème.
108
7.40. Exemple (Stratégie ath)
Pour illustrer e résultat et les possibilités d'interprétation de primitives de ontrle des langages de
programmation dans les jeux polarisés, on peut onsidérer la stratégie ath de type (U ! U)! U
où U est un jeu négatif à deux oups q
O
et X
J
. Cette stratégie ontient les deux parties suivantes
et leurs J-préxes :
( U ! U ) ! U
O
J
O
J
et
O
J
J
O
q
q
X
q
q
X
q
X
U est le jeu orrespondant à la formule polarisée ?1 don, par dénissabilité, ath est l'interpré-
tation d'une preuve de LL
pol
de !(!?1( ?1) ( ?1 'est-à-dire ?(!?1
 !?) P ?1. La stratégie étant
entrale, on en déduit même que 'est l'interprétation d'une preuve de ` !?1
1

 !?; ?1
2
(où les indies
distinguent les ourrenes). Cette preuve est :
1
` 1
2
?d
` ?1
2
?w
` ?1
1
; ?1
2
!
` !?1
1
; ?1
2
1
` 1
2
?d
` ?1
2
?
` ?; ?1
2
!
` !?; ?1
2


` !?1
1

 !?; ?1
2
; ?1
2
?
` !?1
1

 !?; ?1
2
7.3 Jeux AJM polarisés
7.41. Définition (Jeu AJM polarisé)
Un jeu AJM polarisé A est un quintuplet (
A
;M
A
; 
A
;P
A
;
A
) où (M
A
; 
A
) est une arène AJM et
P
A
, appelé ensemble des parties de A, est un ensemble de suites alternées de oups de A ommençant
par un oup m tel que 
A
(m) = 
A
, enn 
A
est une relation d'équivalene entre parties de même
longueur telle que :
 s 
A
t ^ s
0
 s ^ t
0
 t ^ js
0
j = jt
0
j ) s
0

A
t
0
 s 
A
t ^ sm 2 P
A
) 9n(tn 2 P
A
^ sm 
A
tn)
7.42. Remarque : Un jeu AJM polarisé négatif est exatement un jeu AJM au sens de la déni-
tion 3.29.
7.43. Définition (Construtions polarisées de jeux)
De manière similaire au as HO, on dénit les onstrutions suivantes :
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(") Si P est un jeu positif, le jeu négatif "P est onstruit omme dans le as HO et la relation
d'équivalene entre parties est ?s 
"P
?t si s 
P
t.
(?) On note ? le jeu ayant un oup ? et les deux parties possibles : (f?g; 
?
(?) = O; f"; ?g;=).
(P) Si N et M sont deux jeux négatifs, le jeu N P M est onstruit omme dans le as HO,
exepté pour l'ensemble de parties qui est donné par P
NPM
= f"g [ f(n;m)s j n(s 
N
) 2
P
N
^m(s 
M
) 2 P
M
g. La relation d'équivalene entre parties est s 
NPM
t si s 
N

N
t 
N
,
s 
M

M
t 
M
et l'entrelaement des parties est le même. Contrairement au as HO, la bonne
ouverture au sens des jeux AJM (dénition 3.37) ne pose ii auun problème.
7.44. Remarque : Si A et B sont des jeux pour lesquels la relation d'équivalene entre parties est
l'égalité, alors 'est également le as pour A  B, A _ B, A & B, #A et A P B (de même pour
les onstrutions duales). L'introdution de ette relation d'équivalene n'est don néessaire que si
l'on s'intéresse aux onneteurs exponentiels.
An d'obtenir un modèle de jeux polarisés pour LLP basé sur les jeux AJM, il nous faut introduire
la notion adéquate de jeux multiples.
7.45. Définition (Jeux AJM multiples)
Un jeu AJM A est multiple si ses oups non initiaux sont des paires ommençant par un entier
(appelé l'indie) et :
 Si s 2 P
A
et i 2 N, s 
i
2 P
A
(où s 
i
est la sous-suite de s formée du premier oup et des
oups d'indie i).
 Si ' est une fontion injetive de N dans N et s 2 P
A
, alors '(s) 2 P
A
et s 
A
'(s) (où '(s)
est obtenue en appliquant ' aux indies e qui ne touhe pas au premier oup).
 Si s 2 P
A
et t 2 P
A
ont le même premier oup et des ensembles d'indies disjoints alors tout
entrelaement de s et t identiant leur premier oup ommun est une partie de A. De plus si
s 
A
s
0
et t 
A
t
0
(ave s
0
et t
0
à indies disjoints) alors si u est obtenue à partir de s et t et
u
0
à partir de s
0
et t
0
en les entrelaçant par le même entrelaement, on a u 
A
u
0
.
7.46. Lemme (Monoïdes)
Tout jeu AJM négatif multiple a une struture de P-monoïde, et les stratégies de ontration et
d'aaiblissement sont sans mémoire.
Démonstration : Soit A un jeu négatif multiple et soient l et r deux injetions de N dans N à images
disjointes, on dénit la stratégie sans mémoire 
l;r
A
sur le jeu A
1
P A
2

_ A
0
(où les indies ne
servent qu'à distinguer les ourrenes) par : (on note entre rohets l'ourrene dans laquelle
le oup est joué)
a[A
0
℄ 7! (a; a)[A
1
; A
2
℄ si a est initial
(l(i); a)[A
0
℄ 7! (i; a)[A
1
℄
(r(i); a)[A
0
℄ 7! (i; a)[A
2
℄
(i; a)[A
1
℄ 7! (l(i); a)[A
0
℄
(i; a)[A
2
℄ 7! (r(i); a)[A
0
℄
Il faut montrer que l'on obtient une stratégie. Soit s une partie joueur induite par ette
fontion, on a l(s 
A
1
) = s 
A
0

l(N)
et r(s 
A
2
) = s 
A
0

r(N)
, par propriétés des jeux multiples,
on en déduit que s est une partie du jeu A
1
P A
2
_ A
0
. Puisque l et r sont des injetions et
sont à images disjointes, on obtient que 'est bien une stratégie déterministe et sans mémoire.
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En utilisant la dénition des jeux multiples et omme pour la dénition 3.35, on montre
failement que, si (l
0
; r
0
) est une paire d'injetions de N dans N à images disjointes, 
l;r
A
 
l
0
;r
0
A
.
Soit w
A
= f"g [ fa? j a initial dans Ag la stratégie d'aaiblissement sur le jeu ?

_ A, on
montre omme pour les jeux HO que A muni de la lasse d'équivalene de 
l;r
A
et de elle de
w
A
a une struture de P-monoïde. 2
7.47. Proposition (Corretion)
En interprétant les formules négatives par des jeux AJM négatifs multiples et les preuves par des
lasses d'équivalene de stratégies pas néessairement sans mémoire, les jeux polarisés AJM four-
nissent un modèle dénotationnel de LLP.
Démonstration : C'est essentiellement la même preuve que pour les jeux HO en omettant les poin-
teurs et en utilisant les stratégies 
l;r
A
et w
A
pour les règles struturelles sur les jeux négatifs
multiples. 2
Il n'est pas possible de prouver de résultat de dénissabilité pour les jeux AJM sans utiliser la
ontrainte que les stratégies soient sans mémoire. Malheureusement... les stratégies sans mémoire ne
fournissent pas un modèle de LLP à ause des onneteurs additifs. On va désormais se restreindre
à MELLP pour obtenir des résultats plus forts.
7.48. Définition (Jeu très bien ouvert)
Un jeu AJM A est très bien ouvert s'il est bien ouvert et si toutes ses parties ommenent par le
même premier oup.
7.49. Lemme
Le jeu AJM interprétant une formule de MELLP est un jeu très bien ouvert si les atomes sont
interprétés par des jeux très bien ouverts.
Démonstration : Immédiat pour les onneteurs 1 et !, le premier oup d'une partie de A 
 B où
A et B sont très bien ouverts ne peut être que la paire des premiers oups des parties de A et
des parties de B. 2
On onsidère désormais que les atomes sont interprétés par des jeux multiples très bien ouverts.
7.50. Lemme
La stratégie AJM interprétant une preuve de MELLP est une stratégie sans mémoire.
Démonstration : La seule onstrution qui ne préserve pas ette propriété de manière évidente est
!
A
. Soit  : A P B une stratégie sans mémoire, les parties de !
A
 : ?A
?

_ B ommenent
par b ? (i; a)(j; ) où (j; ) est obtenu à partir de i et de la réponse (i
0
; ) de  au oup (a; b) or
a et b sont les uniques oups initiaux de A et B don le deuxième oup (i
0
; ) d'une partie de 
est toujours le même (et ne dépend pas de b). Les deux premiers oups des parties de !
A
 sont
toujours les mêmes et ainsi  est uniquement déterminé par la donnée de (i; a) onformément
à l'absene de mémoire. La suite des parties respete la propriété d'être sans mémoire de
manière immédiate puisque  est sans mémoire. 2
7.51. Proposition (Corretion sans mémoire pour MELLP)
En interprétant les formules négatives de MELLP par des jeux AJM négatifs multiples très bien
ouverts et les preuves par des lasses d'équivalene de stratégies sans mémoire, les jeux polarisés
AJM fournissent un modèle dénotationnel de MELLP.
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Démonstration : Appliation immédiate des deux lemmes préédents et de la proposition 7.47. 2
7.52. Lemme (Réversibilité de 
)
Soient C l'interprétation d'une formule de MELLP sans atome et  : A P B

_ C une stratégie
entrale sans mémoire, on a   ((p
1
;) P (p
2
;)); 
l;r
C
où p
1
: A

_ A P B et p
2
: B

_ A P B
sont obtenues à partir de l'identité par aaiblissement sur B et A respetivement.
Démonstration : Soit s une partie de A P B _ C, si  est un oup de s dans C tel que qu'au
moins un oup a été joué dans A P B auparavant alors si le dernier oup dans A P B qui
préède  est dans A (resp. B), on dit que  est dans un A-blo (resp. B-blo). Soit l, r une
paire d'injetions à images disjointes, on note s la suite de oups de A P B _ C obtenue en
appliquant l aux oups de s dans C qui sont dans des A-blos et r à eux qui sont dans des
B-blos.
On note 
0
= ((p
1
;) P (p
2
;)); 
l;r
C
, il est faile de voir que 
0
= fs j s 2 g. Il reste à montrer
que 
0
  et pour ela nous allons avoir besoin du fait que s 
APB_C
s e qui revient à
dire que les indies apparaissant dans les A-blos de s sont disjoints de eux apparaissant
dans ses B-blos. Si s ne ontient pas de A-blo (resp. B-blo) le résultat est immédiat. Sinon
du fait que C est l'interprétation d'une formule de MELLP sans atome, 'est un jeu très bien
ouvert (i.e. ave un unique premier oup 
0
) et ses deuxièmes oups sont formés d'un indie
et d'un oup xe 
1
. Si le même indie i apparaît à la fois dans un A-blo et dans un B-blo,
'est que le oup (i; 
1
) apparaît à la fois dans un A-blo et dans un B-blo puisque s 
C

i
est une partie de C par multipliité. Supposons que la première ourrene est elle dans un
A-blo, puisque l'on passe ensuite dans un B-blo 'est qu'il y a entre temps un oup dans
A et que le premier oup dans A P B après e (i; 
1
) est dans A. Par déterminisme, auto-
équivalene et absene de mémoire de , si O joue après la deuxième ourrene de (i; 
1
)
omme après la première alors J doit également jouer pareil e qui donne une partie de la
forme s
1
a
1
s
2
(i; 
1
)s
3
a
2
s
4
b
1
s
5
(i; 
1
)s
3
a
2
(où s
2
, s
3
et s
5
sont dans C) et ontraint J à jouer le
même oup a
2
dans A, e qui est impossible puisque le oup b
1
dans A P B qui préède est
dans B et on violerait don la ondition de swithing du P.
On peut nalement prouver que 
0
  ; si smn
J
2 , t 2 
0
et sm 
APB_C
tm
0
alors :
 si n 2 M
APB
, alors smn 2 
0
et sm 
APB_C
sm 
APB_C
tm
0
don, puisque 
0
 
0
, il
existe n
0
tel que tm
0
n
0

APB_C
smn et tm
0
n
0
2 
0
;
 si n 2M
C
, soit n est le premier oup de C et le résultat est immédiat, soit n n'est pas initial
et puisque  est entrale, n est soit dans un A-blo soit dans un B-blo. On onsidère le
as d'un A-blo : sml(n) 2 
0
et sm 
APB_C
sm 
APB_C
tm
0
don, puisque 
0
 
0
, il
existe n
0
tel que tm
0
n
0

APB_C
sml(n) 
APB_C
smn et tm
0
n
0
2 
0
.
La ondition réiproque s'obtient de la même manière. 2
7.53. Lemme (!-lemme)
Soit  : ?A
?

_ ?B
?
1
P : : : P ?B
?
n
une stratégie, on a   !
A
("d
A
; P A).
Démonstration : Par isomorphisme, on peut érire ?B
?
1
P : : : P ?B
?
n
'
a
?(B
?
1
 : : :B
?
n
), on
note 
0
la stratégie obtenue sur ?A
?

_ ?(B
?
1
    B
?
n
) et B
?
= B
?
1
     B
?
n
. Puisque
?A
?
= "[A
?
, par le lemme 7.33, 
0
= #
A
"
0
0
ave 
0
0
: ℄B _ ℄A. Par le lemme 3.39, 
0
0

(
0
0
; d
A
)
y
ave 
0
0
; d
A
: ℄B _ A. On a alors 
0
 !
A
("d
A
; (
0
P A)) et don, en appliquant à
nouveau l'isomorphisme,   !
A
("d
A
; ( P A)). 2
Pour ne pas rentrer dans des onsidérations ompliquées onernant la notion de stratégie om-
pate, on va montrer un résultat de dénissabilité loale des stratégies qui signie informellement
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que : de toute stratégie , on peut extraire une dernière règle du alul des séquents dont l'interpré-
tation a pu mener à . Cei peut s'exprimer de la manière suivante, où une pseudo-preuve est une
preuve potentiellement innie puisque rien ne garantit que le proessus d'extration d'une dernière
règle (que l'on peut appliquer réursivement) termine :
7.54. Théorème (Définissabilité propositionnelle loale pour MELLP)
Soient A et B des formules négatives sans atome de MELLP :
 Si  est une stratégie entrale gagnante sans mémoire sur B

_ A alors  appartient à l'in-
terprétation d'une pseudo-preuve de ` B
?
; A dans MELLP.
 Si  est une stratégie gagnante sans mémoire sur A alors  appartient à l'interprétation d'une
pseudo-preuve de ` A dans MELLP.
Démonstration : On raisonne de manière très similaire au théorème 7.38.
On ramène tout d'abord le premier as au deuxième : B s'érit ?B
?
1
P : : : P ?B
?
n
, si n > 1
par le lemme 7.52 on a   (
1
P 
2
); 
l;r
C
, e qui signie que  orrespond à l'interprétation
d'un règle 
 suivie de règles ? appliquées à 
1
et 
2
, auxquelles on applique réursivement
le théorème. Si n = 1, par le lemme 7.53,   !
B
1

1
don  orrespond à l'interprétation d'un
règle ! appliquée à 
1
, à laquelle on applique réursivement le théorème.
Pour le deuxième as, on note A = ?A
?
1
P : : : P ?A
?
n
et puisque  est sans mémoire,  répond
toujours le même premier oup joueur (i; a) dans le même sous-jeu ?A
?
k
. Comme dans la preuve
du théorème 7.38, on peut séparer tous les oups joués par  dans ?A
?
k
ave l'indie i dans une
autre opie de ?A
?
k
, on obtient ainsi une stratégie 
1
: ?A
?
1
P : : : P ?A
?
k
P ?A
?
k
P : : : P ?A
?
n
telle que d'une part  est obtenue en appliquant à 
1
l'interprétation d'une règle de ontration
et d'autre part 
1
= "
2
e qui signie qu'elle orrespond à l'appliation de l'interprétation
d'une règle ?d à 
2
: A
k

_ ?A
?
1
P : : : P ?A
?
n
et on est ramené au premier as.
Les as orrespondant aux onstantes se traitent exatement omme pour le théorème 7.38. 2
7.55. Remarque : An d'étendre e résultat à LLP, on peut onsidérer l'approhe suivante : si
 est une preuve de ` N dans LLP, on l'interprète par la stratégie assoiée à la preuve 
0
de
` !N
0
(ave !N ' !N
0
) obtenue en appliquant la tradution multipliative (proposition 4.30) de
LLP dans MELLP. Le résultat de dénissabilité pour MELLP donne alors la dénissabilité pour LLP
sans atome : soit  : !N
0
une stratégie gagnante nie sans mémoire, par le théorème 7.54 il existe
une preuve de ` !N
0
dont l'interprétation est . En oupant ette preuve sur elle de ` ?N
0
?
; !N
orrespondant à l'isomorphisme !N ' !N
0
, on obtient une preuve de ` !N . Enn, par réversibilité
de la règle ! dans LLP, on obtient une preuve de ` N .
7.4 Liens ave la logique linéaire intuitionniste
7.4.1 Des jeux intuitionnistes aux jeux polarisés
Les jeux intuitionnistes (dans lesquels seul O ommene) apparaissent omme un as partiulier
des jeux polarisés. Or es jeux intuitionnistes fournissent naturellement un modèle de la logique
linéaire intuitionniste alors que les jeux polarisés donnent un modèle de LLP. Via ette interprétation
dans les jeux, ILL apparaît don omme un sous-système de LLP, ette tradution pouvant s'expliiter
syntaxiquement.
On peut en partiulier voir omment la fermeture artésienne de la atégorie des jeux intuition-
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nistes se déompose dans les jeux polarisés :
(℄A ℄B)_ C
' #(℄A ℄B)( C
' (#℄A
 #℄B)( C = (!A
 !B)( C
' #℄A( #℄B( C = !A( !B( C
' ℄A_ ℄B _ C
tout dépend du hoix que l'on fait pour le plaement du #, les jeux intuitionnistes l'assoient ave
( pour donner _ alors que les jeux polarisés l'assoient ave ℄ pour donner !.
Pouvoir se passer des onneteurs  et ℄ omme onneteurs logiques résout naturellement les
questions de bonne ouverture des jeux puisque e sont es deux onneteurs qui sont responsables
de la perte de ette propriété.
ILL a été introduit pour étudier la logique intuitionniste dans un adre plus simple que LL tout
entier au prix (her) d'une perte de la dualité de LL. Il apparaît ii que LLP peut être onsidéré
omme une extension de ILL permettant d'interpréter la logique lassique, redonnant sa plae à la
dualité et possédant ependant les avantages de ILL puisqu'on est en mesure de dénir des réseaux
de preuve, une sémantique des jeux, ...
7.4.2 Jeux de Lamarhe
François Lamarhe a introduit une notion de jeux [Lam95℄ qui lui a permis de montrer un
résultat de omplétude forte pour LL. La base de e travail est une tradution de LL dans ILL, les
jeux sont ensuite utilisés pour interpréter les preuves de ILL. Cependant es jeux utilisent une notion
de déalage qui est exatement elle utilisée ii.
Sans entrer dans une omparaison détaillée entre les jeux polarisés et les jeux de Lamarhe, nous
allons voir que la tradution de LL dans ILL qu'il a utilisée peut se fatoriser par LLP.
On onsidère un système LLP enrihi ave des déalages # et " (dont les règles d'introdution
orrespondent respetivement à la promotion et à la dérélition) et des onneteurs , ℄ et [ omme
ela est suggéré par les jeux. On peut traduire LL sans onstantes additives dans e système par :
X  "X
A
B  #(AB)
AB  "(AB)
1  #>
!A  #℄A
en ajoutant les déalages supplémentaires néessaires à la bonne polarisation des formules.
Le séquent `   est traduit formule par formule puis en ajoutant les " néessaires en tête pour
rendre toutes les formules négatives.
L'image de LL peut alors être traduite dans ILL en utilisant le fait que, d'après les jeux, les
onneteurs de ILL sont les onneteurs négatifs de LLP :
X  X
AB  A
B
A&B  A&B
>  1
℄A  !A
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Le séquent ` N est traduit par N
?
?
` où N
?
est la tradution des formules de N et l'opération (:)
onsiste à supprimer le " de tête.
On obtient ainsi la tradution de Lamarhe.
7.56. Exemple
Nous reprenons l'exemple donné dans [Lam95℄. Soient  et  des atomes négatifs,
( 
?
)
 (? &?) formule initiale
#("( "
?
) #("[ & "0)) tradution brute dans LLP
#("(# #"
?
) "#("[# & "0)) ajout des déalages néessaires
#("(# #"
?
)
 "#("?# & "?)) tradution dans ILL
e qui donne bien le même résultat que la tradution de Lamarhe au # extérieur près.
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Chapitre 8
Géométrie de l'interation
La GoI initialement introduite pour MELL [Gir88℄ a ensuite été étendue à LL tout entier [Gir95a℄.
Cependant la solution est omplexe en partiulier en e qui onerne l'interation entre onneteurs
additifs et onneteurs exponentiels. Avant d'aborder la question de la GoI polarisée nous allons
revenir sur l'interprétation des onneteurs additifs an de simplier la solution donnée par Gi-
rard [Gir95a℄ et d'en donner une version plus parallèle et onforme à l'idée de réseaux.
8.1 Interprétation des onneteurs additifs
Nous reprenons une partie des résultats de [Lau01℄ qui fournissent une interprétation en GoI de
MALL, es résultats sont basés sur des idées provenant de [Gir95a℄ en partiulier en e qui onerne
le système LL
[
.
Le prinipal problème lié à l'interprétation des onneteurs additifs en GoI provient de la dupli-
ation et de l'eaement ontenus dans les étapes d'élimination des oupures additives, par exemple
dans :

1
`  ; A

2
`  ; B
&
`  ; A&B

3
` ; A
?

1
` ; A
?
B
?
ut
`  ;
#

1
`  ; A

3
` ; A
?
ut
`  ;
la preuve 
2
est eaée. La parfaite linéarité de la GoI n'est pas diretement ompatible ave un tel
eaement.
8.1.1 Le système MALL
[
On ajoute un nouveau symbole [ qui permet de marquer ertains séquents omme partiels.
On aura don des séquents de la forme `   et des séquents de la forme `  ; [ signiant qu'une partie
de la preuve peut manquer. Ce symbole n'est pas une formule et auun onneteur ne pourra lui
être appliqué.
Le système MALL
[
est obtenu en ajoutant les deux règles [ et s
[
à MALL (si nous redonnons
les règles de tout le système 'est pare que nous y introduisons des indies sur les formules qui ne
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sont absolument pas à prendre en ompte pour le système mais nous permettrons de distinguer les
ourrenes de formules dans les règles pour donner les transitions de la IAM) :
ax
` A;A
?
`  
1
; A ` A
?
;
1
ut
`  ;
`  
1
; A ` 
1
; B


`  ;; A
B
`  
1
; A;B
P
`  ; A P B
`  
1
; A `  
2
; B
&
`  ; A&B
`  
1
; A

1
`  ; AB
`  
1
; B

2
`  ; AB
[
`  ; [
`  
1
;
1
`  
2
; [ ` 
2
; [
s
[
`  ;
La règle [ montre que les séquents `  ; [ orrespondent à des preuves partielles.
Les deux prémisses de la règle s
[
qui sont marquées ave le symbole [ vont nous permettre de
modier l'élimination des oupures de manière à la rendre linéaire au sens de la GoI.
L'élimination des oupures pour MALL
[
est dénie omme pour MALL exepté pour le as de la
oupure &=
i
:

1
`  
1
; A

2
`  
2
; B
&
`  
3
; A&B

3
` 
1
; A
?

1
` 
2
; A
?
B
?
ut
`  ;
#

1
`  
1
; A

1
3
` 
1
1
; A
?
ut
`  
3
;
2

2
`  
2
; B
[
` B
?
; [
ut
`  
4
; [

2
3
` 
2
1
; A
?
[
` A; [
ut
` 
3
; [
s
[
`  ;
À ause de ette nouvelle étape d'élimination des oupures, MALL n'est pas un sous-système de
MALL
[
stable par rédution.
Nous devons également dénir de nouvelles étapes ommutatives de rédution pour la règle s
[
:

1
`  
1
;
1
; C
1

2
`  
2
; C
2
; [

3
` 
2
; [
s
[
`  
3
;
3
; C

4
` 
1
; C
?
ut
`  ;;
#

1
`  
1
;
1
; C
1

1
4
` 
1
; C
?
1
ut
`  
3
;
3
;
3

2
`  
2
; C
2
; [

2
4
` 
2
; C
?
2
ut
`  
4
;
4
; [

3
` 
2
; [
s
[
`  ;;
et de même si la formule oupée est dans .
8.1. Définition (Quasi forme normale)
Une preuve de MALL
[
est dite en quasi forme normale si elle ne peut pas être réduite par une des
étapes i-dessus.
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8.2. Lemme (Coupures d'une quasi forme normale)
Soit  une preuve de MALL
[
en quasi forme normale et  une oupure présente dans , au moins
une des formules oupées a été introduite par une règle [ et n'a ensuite été ontexte que de oupures.
Démonstration : Tout d'abord si le séquent onlusion de  ne ontient pas [,  peut être réduite
par une étape d'élimination des oupures de MALL, don  n'est pas en quasi forme normale.
Le séquent onlusion de  est don de la forme `  ;; [ et on suppose que  a une prémisse
`  ; A; [ où A est la formule oupée. On montre le résultat par réurrene sur le nombre de
oupures situées au-dessus de  :
 S'il n'y en a auune, soit la règle qui introduit `  ; A; [ est une règle [ et le résultat est
prouvé soit 'est une autre règle et  peut être réduite don  n'est pas en quasi forme
normale.
 S'il y en a n+1, soit la règle qui introduit `  ; A; [ est une oupure et le résultat est prouvé
par hypothèse de réurrene appliquée à ette oupure, soit 'est une autre règle et  n'est
pas en quasi forme normale. 2
Il serait possible de dénir (omme 'est le as dans [Gir95a℄) une proédure omplète d'élimina-
tion des oupures pour MALL
[
, toutefois ei nous imposerait de nombreuses étapes ommutatives
et ompliquerait les hoses inutilement. En eet, nous nous intéressons en fait à la normalisation de
MALL et pour e faire l'élimination partielle des oupures de MALL
[
et l'existene des quasi formes
normales sut grâe à la tradution (:)
\
:
8.3. Définition (Tradution (:)
\
)
Soit  une preuve de MALL
[
dont la onlusion `   ne ontient pas [, la preuve 
\
de `   dans
MALL est obtenue en remplaçant toute sous-preuve de  d'un séquent sans [ terminant par une
règle s
[
par la preuve de sa prémisse sans [.
Comme nous nous intéressons aux preuves de MALL, elles de MALL
[
n'étant qu'un outil, il est
naturel de se restreindre au sous-système de MALL
[
dont les preuves ne ontiennent pas de [ en
onlusion. Ce sous-système est, bien entendu, stable par élimination des oupures et ontient les
réduits des preuves de MALL.
8.4. Lemme (Tradution (:)
\
et forme normale)
Soit  une preuve de MALL
[
en quasi forme normale dont la onlusion ne ontient pas [, 
\
est
une preuve sans oupure de MALL.
Démonstration : D'après le lemme 8.2, toute oupure dans  a une onlusion qui ontient [ et,
puisque la tradution (:)
\
supprime toutes les sous-preuves de tels séquents, les oupures de 
sont eaées dans 
\
. 2
8.5. Remarque : Si  est une preuve de MALL et 
0
est une quasi forme normale de  obtenue
par la rédution de MALL
[
, alors 
\
0
est une forme normale de  par rédution de MALL.
Tout omme les règles & permettent de dénir les tranhes additives dans LL, on peut étendre
ette notion en présene de règles s
[
en onsidérant qu'une tranhe est obtenue en ne gardant qu'une
prémisse des règles & et soit la prémisse `  ; soit les deux prémisses `  ; [ et ` ; [ pour haque
règle s
[
.
Nous allons désormais assoier une notion de poids aux preuves de MALL
[
omme nous l'avons
fait dans les réseaux en suivant [Gir96℄. La notion de poids que l'on va utiliser ii est elle introduite
à la setion 5.2 et sert toujours à dérire les tranhes additives. Les notions de valuation et de
dépendane restent les mêmes, on note w(p) un poids w  p, w(p) un poids w  p et w(6p) un poids
w qui ne dépend pas de p.
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8.6. Définition (Poids littéral)
Un poids littéral est soit un poids élémentaire p soit une négation de poids élémentaire p.
À haque règle & et haque règle s
[
est assoié un poids littéral, appelé poids propre de la règle.
Cei généralise très légèrement le as des réseaux où l'on assoiait toujours un poids élémentaire
aux n÷uds &. De plus on ne va plus imposer que es poids soient tous distints mais on utilise une
ontrainte plus faible :
8.7. Définition (Pondération orrete)
Une preuve  de MALL
[
est dite pondérée si un poids littéral est assoié à haque règle & et s
[
de
.
Une telle pondération est orrete si, lorsque deux règles ont des poids propres orrespondant
au même poids élémentaire, elles se trouvent au-dessus de deux prémisses diérentes d'une règle
& ou bien l'une au-dessus de la prémisse `  ; d'une règle s
[
et l'autre au-dessus d'une de ses
prémisses [. Autrement dit, un poids élémentaire ne peut orrespondre qu'à une seule règle par
tranhe additive.
Si  est une preuve pondérée qui se réduit en 
0
par une étape d'élimination des oupures, on
assoie de manière immédiate une pondération à 
0
, ave les deux as partiuliers suivants :
 dans le as d'une étape &=
i
, la règle s
[
obtenue a le même poids propre que la règle & de
départ si la règle 
i
est une règle 
1
et sa négation si 'est une règle 
2
,
 si une preuve est dupliquée, les deux opies sont pondérées de la même manière.
Si la pondération de  est orrete, il est faile de voir que elle de 
0
également. On va désormais
onsidérer que les preuves sont orretement pondérées.
8.8. Remarque : Si on onsidère que haque sous-preuve est munie du poids de la tranhe à la-
quelle elle appartient, on peut donner un sens au fait que la nouvelle étape de rédution &=
i
est
véritablement linéaire. En eet, avant rédution on a p:
1
+ p:
2
+ 
3
où p est le poids propre de
la règle & et après rédution on obtient p:
1
+ p:
2
+ p:
1
3
+ p:
2
3
, 'est pour ette raison que l'on a
introduit la règle s
[
à trois prémisses (deux prémisses omme dans [Gir95a℄ n'étant pas susantes
pour ela).
8.1.2 La mahine à jetons
On peut désormais étendre la IAM aux onneteurs additifs. Cette extension ne modie pas la
partie multipliative des jetons et en oubliant toute information additive, on retrouve la mahine
pour MLL.
8.9. Définition (Jeton)
Pour le as multipliatif-additif, un jeton est un triplet (m;a;w) où m et a sont des piles onstruites
à partir des symboles g et d et w est un monme e qui entraîne que l'on a toujours w(p), w(p) ou
w(6p).
8.10. Définition (Mahine abstraite)
Un état de la mahine est déni omme dans le as de MELL (dénition 2.12) en utilisant des jetons
(m;a;w).
Les transitions de la mahine sont dénies pour haque règle de la manière suivante, où   (resp.
) signie que la formule de l'état avant la transition est dans le multi-ensemble   (resp. ) et que
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la formule de l'état après la transition est la même.
ax ut
A
"
(m;a;w) ! A
?
#
(m;a;w) A
#
(m;a;w) ! A
?
"
(m;a;w)
A
?
"
(m;a;w) ! A
#
(m;a;w) A
?
#
(m;a;w) ! A
"
(m;a;w)
 
"
(m;a;w) !  
"
1
(m;a;w)

"
(m;a;w) ! 
"
1
(m;a;w)
 
#
1
(m;a;w) !  
#
(m;a;w)

 
#
1
(m;a;w) ! 
#
(m;a;w)
A
B
"
(g:m; a; w) ! A
"
(m;a;w)
A
B
"
(d:m; a; w) ! B
"
(m;a;w) P
A
B
"
("; a; w) ! ; A P B
"
(g:m; a; w) ! A
"
(m;a;w)
A
#
(m;a;w) ! A
B
#
(g:m; a; w) A P B
"
(d:m; a; w) ! B
"
(m;a;w)
B
#
(m;a;w) ! A
B
#
(d:m; a; w) A P B
"
("; a; w) ! ;
 
"
(m;a;w) !  
"
1
(m;a;w) A
#
(m;a;w) ! A P B
#
(g:m; a; w)

"
(m;a;w) ! 
"
1
(m;a;w) B
#
(m;a;w) ! A P B
#
(d:m; a; w)
 
#
1
(m;a;w) !  
#
(m;a;w)  
"
(m;a;w) !  
"
1
(m;a;w)

#
1
(m;a;w) ! 
#
(m;a;w)  
#
1
(m;a;w) !  
#
(m;a;w)
& 
1
A&B
"
(m; g:a; w(p)) ! A
"
(m;a;w(p)) AB
"
(m; g:a; w) ! A
"
(m;a;w)
A&B
"
(m; g:a; w(6p)) ! A
"
(m;a;w:p) AB
"
(m; d:a; w) ! ;
A&B
"
(m; g:a; w(p)) ! ; AB
"
(m; ";w) ! ;
A&B
"
(m; d:a; w(p)) ! B
"
(m;a;w(p)) A
#
(m;a;w) ! AB
#
(m; g:a; w)
A&B
"
(m; d:a; w(6p)) ! B
"
(m;a;w:p)  
"
(m;a;w) !  
"
1
(m;a;w)
A&B
"
(m; d:a; w(p)) ! ;  
#
1
(m;a;w) !  
#
(m;a;w)
A&B
"
(m; ";w) ! ;
A
#
(m;a;w) ! A&B
#
(m; g:a; w:p)
B
#
(m;a;w) ! A&B
#
(m; d:a; w:p)
 
"
(m;a;w(p)) !  
"
1
(m;a;w(p)) s
[
 
"
(m;a;w(p)) !  
"
2
(m;a;w(p))  
"
(m;a;w(p)) !  
"
1
(m;a;w(p))
 
"
(m;a;w(6p)) ! ;  
"
(m;a;w(p)) !  
"
2
(m;a;w(p))
 
#
1
(m;a;w) !  
#
(m;a;w:p)  
"
(m;a;w(6p)) ! ;
 
#
2
(m;a;w) !  
#
(m;a;w:p) 
"
(m;a;w(p)) ! 
"
1
(m;a;w(p))

"
(m;a;w(p)) ! 
"
2
(m;a;w(p))

"
(m;a;w(6p)) ! ;
 
#
1
(m;a;w) !  
#
(m;a;w:p)
[  
#
2
(m;a;w) !  
#
(m;a;w:p)
 
"
(m;a;w) ! ; 
#
1
(m;a;w) ! 
#
(m;a;w:p)

#
2
(m;a;w) ! 
#
(m;a;w:p)
p est le poids propre la règle & ou de la règle s
[
et si le résultat d'une transition est tel que w = 0,
on onsidère que 'est l'état ;.
Les transitions pour la règle 
2
sont dénies de la manière évidente à partir de elles pour la
règle 
1
.
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8.11. Remarque : On peut modier les transitions de la règle & par :
A&B
"
(m; g:a; w(6p)) ! A
"
(m;a;w(6p))
A&B
"
(m; d:a; w(6p)) ! B
"
(m;a;w(6p))
ei ne hange auun des résultats à venir puisque l'information sur p sera ajoutée dans tous les as
lorsque le jeton traversera la règle & vers le bas.
De la même manière on pourrait modier les transitions desendantes dans les ontextes des
règles & et s
[
pour qu'elles ne modient pas le poids.
Ce que l'on herhe à obtenir est que le poids du jeton soit toujours plus petit que elui de la
tranhe dans laquelle il se trouve.
8.12. Définition (Fontion d'interation)
Soit  une preuve, A une onlusion de , et (m;a;w) un jeton, on dénit une fontion partielle
f

, appelée fontion d'interation, assoiée à  selon le résultat du alul de la mahine à jetons à
partir de l'état A
"
(m;a;w), par :
f

(A; (m;a;w)) =
8
>
<
>
:
(B; (m
0
; a
0
; w
0
)) si le alul de la mahine termine dans l'état B
#
(m
0
; a
0
; w
0
)
; si le alul s'arrête dans l'état ;
" si le alul ne termine pas (alul inni)
Notation : Si j est un jeton (m;a;w) et w
0
est un poids, on note j:w
0
le jeton (m;a;w:w
0
) et, de
même, si e est une paire (formule,jeton) (A; j), on note e:w
0
= (A; j:w
0
).
8.13. Lemme (Monotonie par rapport au poids)
Soit  une preuve, e et e
0
deux paires (formule onlusion,jeton) et p un poids littéral n'apparaissant
pas dans  tels que le poids w de e vérie w:p 6= 0,
f

(e) = " ) f

(e:p) = "
f

(e) = e
0
) f

(e:p) = e
0
:p
Démonstration : On montre que, partant de l'état orrespondant à e:p, le alul de la mahine
passe exatement par les mêmes états (ave un poids multiplié par p) qu'en partant de e.
Pour ela il sut de raisonner par réurrene sur la longueur de l'exéution, en montrant que
ette propriété est préservée par toutes les transitions. 2
8.14. Théorème (Corretion)
Si  est une preuve de MALL
[
et 
0
est une quasi forme normale de , alors pour toute paire
(formule onlusion,jeton) e :
 si f

(e) = ; alors f

0
(e) = ;,
 si f

0
(e) = " alors f

(e) = ",
 si f

0
(e) = e
0
alors f

(e) = e
0
,
 si f

(e) = " et f

0
(e) = ; alors il existe un poids w
0
tel que f

0
(e:w
0
) = ".
 si f

(e) = e
0
et f

0
(e) = ; alors il existe un poids w
0
tel que f

0
(e:w
0
) = e
0
:w
0
= f

(e:w
0
).
La néessité d'introduire le paramètre w
0
vient du fait que dans l'étape d'élimination des ou-
pures &=
i
, la preuve 
3
est séparée en deux opies. Or l'équation 
3
= p:
3
+ p:
3
ne orrespond
pas à une identité pour la mahine qui peut avoir besoin de onnaître de l'information sur p dans
le seond as qui n'était pas néessaire dans le premier.
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Démonstration : Il sut de montrer que, pour haque étape d'élimination des oupures, le théorème
est vérié et on onlut par réurrene sur la longueur de la rédution de  à 
0
.
On suppose que la oupure qui est éliminée est la dernière règle de  et on note 
0
la preuve
obtenue. Si e n'est pas le as, il sut de remarquer qu'ajouter les mêmes règles à  et à 
0
préserve le théorème.
On utilise la notation e = ( ; j) ou s =  
"
(m;a;w) lorsque la formule onsidérée est dans le
multi-ensemble   mais désormais il ne s'agit plus néessairement de la même formule avant et
après le alul.
On ne onsidère que le as de la oupure &=
i
qui est de loin le plus important et qui omporte
d'une part l'idée de la preuve pour les autres as et d'autre part toutes les diultés.
Soit p le poids propre de la règle &, on onsidère haque as possible pour e. Les indies et
notations orrespondent à eux donnés dans la règle de rédution page 118.
 Si e = ( ; (m;a;w(p))), on onsidère la suite s
1
, s
2
, ... (resp. s
0
1
, s
0
2
, ...) des états F
"
(m;a;w)
atteints par la mahine M

(resp. M

0
) et où F est dans les onlusions des sous-preuves

1
, 
2
et 
3
(resp. 
1
, 
2
, 
1
3
et 
2
3
).
En fait es états sont tous dans les onlusions de 
1
et 
3
(resp. 
1
et 
1
3
) ave s
1
dans  
1
,
plus préisément :
 Si s
2i+1
= F
"
(m;a;w) ave F =  
1
ou A alors soit s
2i+2
n'existe pas (le alul s'arrête
avant), soit s
2i+2
= A
?
"
(m
0
; a
0
; w
0
) ave f

1
(F; (m;a;w)) = (A; (m
0
; a
0
; w
0
)) ;
 Si s
2i
= A
?
"
(m;a;w) alors soit s
2i+1
n'existe pas, soit s
2i+1
= A
"
(m
0
; a
0
; w
0
) ave
f

3
(A
?
; (m;a;w)) = (A
?
; (m
0
; a
0
; w
0
)).
On a exatement la même propriété pour les états s
0
i
en remplaçant 
3
par 
1
3
, d'où 8i; s
i
=
s
0
i
.
Si la suite s
1
, s
2
, ... est innie alors la suite s
0
1
, s
0
2
, ... également. Si s
1
, s
2
, ... est nie, e peut
être pour trois raisons diérentes. Si s
n
, dans les onlusions de 
k
, est le dernier élément
de ette suite, soit le alul de la mahine M

k
à partir de et état est inni et n'atteint
jamais de nouvel état montant dans les onlusions de 
1
et 
3
, soit M

k
atteint l'état ;,
soit le alul de M

k
à partir de s
n
donne un état desendant dans le ontexte de 
k
et
la mahine M

rend un résultat dans la onlusion de . Dans haun de es trois as, la
même hose se produit pour les s
0
i
.
 Si e = ( ; (m;a;w(p))), soit f

2
(e) = ( ; j
0
) et dans e as f

(e) = ( ; j
0
) = f

0
(e), soit
f

2
(e) = (B; j
0
) et alors f

(e) = " = f

0
(e). Reste les deux as f

2
(e) = ; = f

(e) = f

0
(e)
et f

2
(e) = " = f

(e) = f

0
(e).
 Si e = ( ; (m;a;w(6p))) alors f

(e) = " et f

0
(e) = ".
 Si e = (; (m;a;w(p))), omme dans le as ( ; (m;a;w(p))).
 Si e = (; (m;a;w(p))), soit f

3
(e) = (; j
0
) et dans e as f

(e) = (; j
0
) = f

0
(e), soit
f

3
(e) = (A
?
; j
0
) et dans e as f

(e) = " = f

0
(e), et sinon f

3
(e) = ; = f

(e) = f

0
(e) ou
f

3
(e) = " = f

(e) = f

0
(e).
 Si e = (; (m;a;w(6 p))) alors f

0
(e) = ; mais on peut avoir f

(e) = (F; (m
0
; a
0
; w
0
)) ou
f

(e) = ". Dans e as, puisque la pondération est orrete et puisque w ne dépend pas de
p, par le lemme 8.13 en appliquant le as e = (; (m;a;w(p))), on a f

0
(; (m;a;w:p)) =
(F; (m
0
; a
0
; w
0
:p)) = f

(; (m;a;w:p)) ou f

0
(; (m;a;w:p)) = " = f

(; (m;a;w:p)). Ce
as est extrêmement important puisqu'il montre pourquoi f

et f

0
peuvent diérer. 2
8.15. Corollaire (Corretion ave poids saturé)
Si w est un monme qui ontient p ou p pour tout poids propre p apparaissant dans la preuve 
alors f

= f

0
.
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Démonstration : Le résultat est immédiat à partir du théorème puisque le seul as où f

et f

0
peuvent diérer est f

(e) = e
0
ou " et f

0
(e) = ; mais dans e as f

(e:w
0
) = f

0
(e:w
0
) or
ww
0
= w. 2
8.16. Théorème (Terminaison)
Soit  une preuve et e une paire (formule onlusion,jeton), le alul de la mahine à partir de l'état
initial orrespondant à e termine toujours, autrement dit f

(e) est une fontion totale.
Démonstration : Soit 
0
une quasi forme normale de . Par le théorème 8.14, il sut de montrer
que le alul dans 
0
termine toujours.
Le hemin parouru par le jeton, lors d'un alul de la mahine (si elle n'atteint pas l'état
;), dans une quasi forme normale, est le suivant : le jeton monte jusqu'à un axiome puis
desend jusqu'à une oupure, remonte jusqu'à un axiome, ... Pour que le alul soit inni, il
faut don que le jeton n'atteigne jamais de onlusion et pour ela il doit emprunter au moins
une oupure mais si ela se produit dans une quasi forme normale, par le lemme 8.2, le jeton
remonte ensuite dans une formule introduite par une règle [ où la mahine s'arrête dans l'état
;. L'exéution est don toujours nie dans une quasi forme normale 2
8.1.3 IAM parallèle
An de supprimer les as où la mahine s'arrête par manque d'information sur le poids additif,
nous allons introduire une version parallèle de la IAM. Les états de ette mahine sont des sommes
formelles d'états de la mahine séquentielle. On note 0 la somme vide et l'état partiulier ; est
remplaé par 0.
Les seules transitions que l'on modie sont les suivantes :
&
 
"
(m;a;w(6p)) !  
"
1
(m;a;w:p) +  
"
2
(m;a;w:p)
s
[
 
"
(m;a;w(6p)) !  
"
1
(m;a;w:p) +  
"
2
(m;a;w:p)

"
(m;a;w(6p)) ! 
"
1
(m;a;w:p) + 
"
2
(m;a;w:p)
On note f
p

la fontion partielle assoiée à ette mahine et dénie omme f

(dénition 8.12).
Elle assoie à une paire (formule onlusion, jeton), une somme formelle de telles paires (éventuel-
lement 0).
8.17. Lemme (Simulation)
Si f
p

(A; (m;a;w)) =
P
i
(A
i
; (m
i
; a
i
; w
i
)) alors f

(A; (m;a;w
i
) = (A
i
; (m
i
; a
i
; w
i
)).
Démonstration : Par réurrene sur le nombre d'états empruntés dans la mahine parallèle par
le jeton qui arrive à (A
i
; (m
i
; a
i
; w
i
)), lorsqu'il va de (A; (m;a;w)) à (A
i
; (m
i
; a
i
; w
i
)), en
montrant que haque transition pour e jeton est réalisée par la mahine séquentielle. 2
De manière à simplier les résultats, on onsidère les sommes formelles modulo :
(A; (m;a;w:p)) + (A; (m;a;w:p))  (A; (m;a;w))
8.18. Proposition (Corretion de la mahine parallèle)
Si  est une preuve de MALL
[
et 
0
est une quasi forme normale de , f
p

= f
p

0
.
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Démonstration : De la même manière que pour la mahine séquentielle en remarquant que les as
pathologiques se résolvent. 2
L'eet de la mahine parallèle est de aluler dynamiquement l'information de poids néessaire
de manière à ne pas se bloquer inutilement.
8.1.4 Constantes
Le problème de l'ajout des onstantes est prinipalement elui de l'interation entre ? et &. Si
on onsidère la preuve suivante qui se réduit en l'une des deux preuves possibles de ` 1 1 selon la
valeur de i :
1
` 1

1
` 1 1
?
` 1 1;?
1
` 1

2
` 1 1
?
` 1 1;?
&
` 1 1;?&?
1
` 1

i
` 1 1
ut
` 1 1
en terme de réseau, les deux ? sont déonnetés des preuves de ` 11 et il n'y a don pas de hemin
dans la preuve (sans regarder d'éventuelle information de boîte additive ou de poids) qui relie un
té du & à la preuve de ` 1  1 orrespondante. Si l'on interprète ? omme étant déonneté de
son ontexte, la GoI ne peut pas distinguer les deux preuves obtenues pour i = 1 et i = 2. On va
don être amenés omme dans [Gir95a℄ à rattaher ? à une formule du ontexte e qui orrespond
au odage ? = 9(
 
?
).
On onsidère les règles suivantes pour les onstantes dans MALL
[
:
1
` 1
`  
1
; A
1
?
`  ; A;?
`  
1
; [
>
`  ;>
on distingue expliitement une formule du ontexte dans la règle ? an de résoudre le problème
dérit i-dessus. La règle > est également modiée de manière à oller ave l'idée que toute preuve
partielle peut être onsidérée omme omplétée par l'introdution de > et de façon à pouvoir
linéariser la rédution.
En e qui onerne l'élimination des oupures, la rédution multipliative est la même que dans
MALL, et la rédution > devient une étape ommutative :
`  
2
; A
1
; [
>
`  
1
; A;>
1
` 
1
; A
?
ut
`  ;;>
!
`  
2
; A; [ ` 
2
; A
?
ut
`  
1
;
1
; [
>
`  ;;>
La tradution (:)
\
s'étend de manière immédiate à es nouvelles règles en supprimant la prémisse
des règles > pour retrouver la règle usuelle.
L'alphabet de la pile multipliative des jetons est étendu et devient fg; d;*;+g. Les transitions
pour les nouvelles règles sont :
1 ?
1
"
(m;a;w) ! 1
#
(m;a;w) A
"
(m;a;w) ! ?
#
(* :m; a; w)
A
#
1
(m;a;w) ! ?
#
(+ :m; a; w)
?
"
(* :m; a; w) ! A
"
1
(m;a;w)
> ?
"
(+ :m; a; w) ! A
#
(m;a;w)
>
"
(m;a;w) ! >
#
(m;a;w) ?
"
(m;a;w) ! ; m 6= * :m
0
;+ :m
0
 
"
(m;a;w) !  
"
1
(m;a;w)  
"
(m;a;w) !  
"
1
(m;a;w)
 
#
1
(m;a;w) !  
#
(m;a;w)  
#
1
(m;a;w) !  
#
(m;a;w)
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8.19. Théorème (Corretion ave onstantes)
Le théorème 8.14 est toujours vrai pour MALL
[
ave onstantes.
Démonstration : On onsidère le as d'une oupure 1=? :

1
`  
1
; A
1
?
`  
2
; A
2
;?
1
` 1
ut
`  ; A
!

1
`  ; A
La fontion f

est obtenue en omposant f

1
à gauhe et à droite par la transformation t
due au passage dans les règles ? et 1. On doit montrer que ei ne modie pas f

1
. D'une
part t ne modie pas les jetons passant dans   et d'autre part si un jeton (m;a;w) arrive en
montant dans A, il suit les étapes A
"
2
(m;a;w), ?
#
(* :m; a; w), 1
"
(* :m; a; w), 1
#
(* :m; a; w),
?
"
(* :m; a; w), A
"
1
(m;a;w), il n'a don pas été modié, et de même si (m;a;w) arrive en
desendant dans A
1
.
Le as de la oupure > ne pose auun problème. 2
On a montré que la IAM fournit un modèle dénotationnel de MALL
[
, et on va désormais s'inté-
resser à e que ela induit pour MALL. On ne peut pas espérer obtenir un modèle orret de MALL
dans le as général pour toutes les diérentes raisons qui nous ont poussés à modier les règles de
MALL dans MALL
[
. On herhe don à montrer un résultat restreint aux preuves de ` 1  1 qui
orrespond à un odage possible des booléens puisqu'il y a exatement deux preuves distintes sans
oupure de e séquent.
8.20. Lemme
Si  est une preuve de ` 1 dans MALL
[
, il existe un poids w tel que f

(1; ("; "; w)) = (1; ("; "; w)).
Démonstration : Par le théorème 8.19, on peut se restreindre au as d'une preuve en quasi forme
normale. On raisonne par réurrene sur la taille de ette preuve. Si la dernière règle est une
règle 1, le résultat est prouvé ave w = 1. Sinon la dernière règle ne peut être qu'une règle s
[
de poids propre p et dans e as on applique l'hypothèse de réurrene à la prémisse ` 1 e
qui nous donne un poids w et le résultat est prouvé pour le poids w:p. 2
8.21. Lemme
Si  est une preuve de ` 1; [, alors pour tout e, f

(e) = ;.
Démonstration : Par le théorème 8.19, on peut se restreindre au as d'une preuve en quasi forme
normale. On raisonne par réurrene sur la taille de ette preuve. Si la dernière règle est une
règle [, le résultat est immédiat. Si la dernière règle est une oupure, par propriété des quasi
formes normales, la formule 1 est introduite par une règle [ puis n'est ontexte que de règles
ut et le résultat est immédiat. Si la dernière règle est une règle s
[
, on applique l'hypothèse
de réurrene à haune des prémisses. 2
8.22. Lemme
Si  est une preuve de ` 1 1; [, alors pour tout e, f

(e) = ;.
Démonstration : Par le théorème 8.19, on peut se restreindre au as d'une preuve en quasi forme
normale. On raisonne par réurrene sur la taille de ette preuve omme dans le lemme pré-
édent ave omme as supplémentaire que la dernière règle peut être une règle  et dans e
as on applique le lemme. 2
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8.23. Théorème (Résultat booléen)
Si  est une preuve de ` 1 1, et 
0
une quasi forme normale de  alors

\
0
=
1
` 1

i
` 1 1
et
 soit il existe w tel que f

(1 1; ("; g; w)) = (1 1; ("; g; w)) et dans e as i = 1,
 soit il existe w tel que f

(1 1; ("; d; w)) = (1 1; ("; d; w)) et dans e as i = 2.
Démonstration : Le fait que la preuve 
\
0
soit de la forme annonée est immédiat puisque e sont
les deux seules preuves sans oupure de ` 1 1 dans MALL.
Supposons que i = 1, on raisonne par réurrene sur la taille de 
0
.
 Si la dernière règle de 
0
est une règle , 'est néessairement une règle 
1
par dénition de
la tradution (:)
\
. On applique le lemme 8.20 à la prémisse e qui nous donne un poids w tel
que f

0
(11; ("; g; w)) = (11; ("; g; w)). De plus pour tout poids w
0
, f

0
(11; ("; d; w
0
)) =
;, on ne peut don pas être dans le deuxième as.
 Si la dernière règle de 
0
est une règle s
[
, soit p son poids propre. On applique l'hypothèse
de réurrene à la prémisse ` 1 1 et on obtient un poids w tel que f

0
(1 1; ("; g; w:p)) =
(1  1; ("; g; w:p)). De plus pour tout poids w
0
, f

0
(1  1; ("; d; w
0
)) = ; par hypothèse de
réurrene et par le lemme 8.22.
On onlut nalement par le théorème 8.19. 2
8.24. Remarque : Il n'est pas possible de se restreindre au as w = 1 dans e théorème puisqu'il
existe des preuves  pour lesquelles f

(A; (m;a; 1)) = ; pour toute onlusion A et tout jeton
(m;a; 1) de poids 1 (par exemple la preuve de ` 1 1 page 125).
À nouveau la mahine parallèle permet de résoudre e défaut puisque le poids peut être onstruit
dynamiquement.
8.25. Proposition (Résultat booléen parallèle)
Si  est une preuve de ` 1 1, et 
0
une quasi forme normale de  alors

\
0
=
1
` 1

i
` 1 1
et
 soit f
p

(1 1; ("; g; 1)) 6= 0 et dans e as i = 1,
 soit f
p

(1 1; ("; d; 1)) 6= 0 et dans e as i = 2.
Démonstration : Par la proposition 8.18, il sut de se restreindre au as où  = 
0
. On suppose
que i = 1 et on raisonne par réurrene sur la taille de 
0
. Si la dernière règle est une règle

i
appliquée à une preuve 
0
de ` 1, on a failement f
p

0
(1; ("; "; 1)) 6= 0 e qui permet de
onlure que f
p

0
(1  1; ("; g; 1)) 6= 0 et f
p

0
(1  1; ("; d; 1)) = 0. Sinon la dernière règle est
une règle s
[
et on applique l'hypothèse de réurrene à la sous-preuve 
0
de ` 1  1 e qui
nous donne f
p

0
(1  1; ("; g; 1)) 6= 0 et f
p

0
(1  1; ("; d; 1)) = 0. On en déduit d'une part que
f
p

0
(1  1; ("; g; 1)) 6= 0 et d'autre part que f
p

0
(1  1; ("; d; 1)) = 0, sinon la valeur non nulle
proviendrait néessairement de la prémisse ` 1 1; [ e qui est impossible par les lemmes 8.17
et 8.22. 2
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8.1.5 Interprétation des réseaux
Nous avons interprété les preuves du alul des séquents mais sans réellement utiliser la séquen-
tialité des règles. Il paraît naturel de vouloir dénir la IAM diretement sur les réseaux omme
'est le as pour MELL. La diulté vient du fait qu'il n'y a pas de notion de réseaux pour MALL
[
ave élimination des oupures qui permette de faire entièrement dans les réseaux e que l'on a fait
en utilisant le alul des séquents. Nous allons don devoir nous ontenter de l'approhe suivante :
dénir la IAM sur les réseaux, montrer que l'interprétation d'une preuve du alul des séquents
ne dépend en fait que du réseau assoié et puisque la forme normale d'une preuve du alul des
séquents est une séquentialisation de la forme normale du réseau assoié, on en onlura le résultat
de orretion pour les réseaux de onlusion 1 1.
Ce résultat ne pourrait pas être obtenu ave l'approhe de Girard dans [Gir95a℄ ar elle-i
dépend trop de la séquentialité des preuves.
On utilise ii les réseaux à poids pour MALL tels qu'ils ont été dérits par Girard dans [Gir96℄.
Il s'agit essentiellement de la même dénition que pour les réseaux polarisés à poids (setion 5.2)
exepté que d'une part les poids doivent être des monmes et d'autre part an de résoudre le
problème donné dans l'exemple 1.12 pour la orretion des réseaux en présene de ? et elui donné
au début de la setion 8.1.4, à haque n÷ud ? d'une struture de preuve est assoié un n÷ud non
ut appelé saut du n÷ud ?.
On dénit la IAM omme pour le as de MELL ave les mêmes transitions pour les n÷uds ax,
ut, 
 et P. Pour les autres n÷uds :
? ? ? ?
????
?
1 1
(m;a;w)
"
(m; a;w)
#
;
(m; a;w)
"
(* :m; a; w)
#
(m; a;w)
#
(+ :m; a; w)
#
(* :m; a; w)
"
(m; a;w)
"
(+ :m; a; w)
"
(m; a;w)
#
(m;a;w)
"
m 6= * :m et m 6= + :m
la èhe indique le saut du n÷ud ?, qui est une information utilisée expliitement par la mahine
alors qu'il ne s'agissait a priori que d'un outil pour la orretion.
...
> ;
...
>
...
>
(m; a;w)
"
(m; a;w)
#
(m; a;w)
"
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& & & &
&&&&
C C C
... ....
w
1
w
n
...
(m; g:a;w)
"
(m; a;w:p)
"
(m; a;w)
#
(m; g:a;w:p)
#
(m; a;w)
"
;
(m;a;w)
"
(m; a;w)
"
(m;d:a; w)
"
(m;a;w:p)
"
(m; a;w)
#
(m;d:a; w:p)
#
si le poids w
k
de la prémisse est tel que w  w
k
sinon

1

1

1

1

1

1

2

2

2

2

2

2
(m; "; w)
"
; ;
(m; g:a;w)
"
(m; g:a;w)
"
(m;a;w)
#
(m;a;w)
"
(m; g:a;w)
#
(m;d:a; w)
"
(m; "; w)
"
; ;
(m;a;w)
#
(m;a;w)
"
(m;d:a; w)
"
(m;d:a; w)
#
La fontion d'interation f
R
est obtenue omme préédemment.
8.26. Proposition
Soit R un réseau, si R se séquentialise en  alors f
R
= f

.
Démonstration : Par réurrene sur la taille de R, on remarquant que les ontextes de règles ne
modient pas le jeton dans les transitions de la mahine pour le alul des séquents. Le seul
as plus omplexe est elui d'une règle & mais les opérations sur le ontexte orrespondent
exatement aux transitions des n÷uds C e qui donne le résultat voulu. 2
8.27. Corollaire (Résultat booléen)
Si R est un réseau de onlusion 1 1, et R
0
sa forme normale, alors R
0
est :
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i
1
1
1 1
et
 soit il existe w tel que f
R
(1 1; ("; g; w)) = (1 1; ("; g; w)) et dans e as i = 1,
 soit il existe w tel que f
R
(1 1; ("; d; w)) = (1 1; ("; d; w)) et dans e as i = 2.
Démonstration : Soit  une séquentialisation de R et 
0
sa forme normale (dans MALL), d'après la
proposition préédente, on a f
R
= f

et f
R
0
= f

0
. On onlut alors par le théorème 8.23. 2
8.28. Remarque : On pourrait également dénir la mahine parallèle assoiée à un réseau et
étendre aux réseaux les résultats du alul des séquents.
8.2 GoI parallèle pour MELL
On onsidère ii le système MELL ave promotion fontorielle dérit dans la remarque 2.15.
La diulté du passage de la GoI pour LL à la GoI pour LLP réside dans les règles struturelles
généralisées. Les problèmes à résoudre sont de nature prohe de eux renontrés dans la gestion des
ontrations additives (que doit-on faire si toutes les onlusions d'une preuve sont onlusions de
ontrations ?). Nous allons montrer que l'approhe par mahine à jetons parallèle s'étend à LLP,
en revenant tout d'abord sur le as de MELL.
Dans le as de MELL, la orretion de la GoI est prouvée ave des ontraintes sur les preuves et
la rédution (remarque 2.15), en partiulier on ne onsidère que les rédutions !=?w ave des boîtes
sans porte auxiliaire. Autrement dit ela signie que l'on n'eae auun hemin entrant dans une
boîte par une porte auxiliaire et ressortant également par une porte auxiliaire.
Dans le as partiulier des réseaux qui sont des tradutions de -termes, ette ontrainte ne porte
pas à onséquene, malheureusement lorsque l'on souhaite étendre ei au -alul, la ontrainte
devient trop forte. Sans vouloir entrer dans les détails de la tradution du -alul dans LLP qui
sera dérite dans la partie suivante, si l'on veut raisonnablement appliquer des résultats de GoI
au -alul via ette tradution, il est néessaire de pouvoir libéraliser la ontrainte utilisée pour
MELL.
Le seul moyen de distinguer la preuve suivante de elle où R
1
et R
2
sont inversés est de pouvoir
onstater que la porte prinipale de la boîte ontenant R
2
est oupée sur un aaiblissement, or ei
est impossible ave la mahine à jetons de MELL.
1
? ?
! !?d
ut ut
?w
?
R
1
R
2
?A ?A
?A ?A
?A
!? !?
? 1 ?
?1 ?1
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Nous allons dérire la mahine parallèle pour MELL diretement dans les réseaux ave l'idée
que les bords de boîtes ! servent de points de synhronisation. Cei va nous permettre de prendre
orretement en ompte les hemins qui entrent et sortent d'une boîte par ses portes auxiliaires.
On modie légèrement le notion de jeton donnée à la dénition 2.8 :
8.29. Définition (Jeton)
Un jeton est un triplet (m; b; s) où :
 m est un jeton multipliatif,
 b et s sont des piles exponentielles, où une signature exponentielle est donnée par :
 ::= Æ j ? j g: j d: j pq:
8.30. Définition (Substitution dans une signature exponentielle)
Soit  une signature exponentielle, la signature exponentielle ^ est une substitution de  si elle
est obtenue en remplaçant des ourrenes de Æ dans  par des signatures exponentielles ou, plus
formellement :
 toute signature exponentielle est une substitution de Æ,
 seule ? est une substitution de ?,
 si ^ est une substitution de  alors g:^ est une substitution de g: et d:^ est une substitution
de d:,
 si ^
1
est une substitution de 
1
et ^
2
est une substitution de 
2
alors p^
1
q:^
2
est une substi-
tution de p
1
q:
2
.
On étend ette notion aux piles exponentielles : une substitution d'une pile exponentielle est obtenue
en remplaçant les éléments de la pile par des substitutions.
8.31. Définition (Mahine abstraite parallèle)
Soit R un réseau de MELL, on lui assoie la mahine M
R
dont un état est donné par :
 pour haque arête, un ensemble de jetons valides ave haun une diretion de déplaement "
ou # ;
 pour haque n÷ud !, un ensemble de piles exponentielles.
Les transitions de la mahine sont dénies pour haque n÷ud du réseau et onernent un jeton
plaé sur l'une des arêtes de e n÷ud. Si ; est le résultat d'une transition, ela signie que le jeton
est eaé. On note e ! e
0
le fait qu'il existe une transition de la mahine permettant de passer de
l'état e à l'état e
0
.
ax ax ax ax
ut ut ut ut
(m; b; s)
#
(m; b; s)
"
(m; b; s)
#
(m; b; s)
"
(m; b; s)
"
(m; b; s)
#
(m; b; s)
"
(m; b; s)
#
1
(m; b; s)
"
;?
(m; b; s)
"
1
(m; b; s)
#
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~ ~ ~ ~
~~~~
~ ~
(d:m; b; s)
"
(m; b; s)
"
(d:m; b; s)
#
(m; b; s)
#
("; b; s)
"
("; b; s)
"
("; b; s)
"
(g:m; b; s)
"
(m; b; s)
"
(m; b; s)
#
(g:m; b; s)
#
où ~ est soit un n÷ud 
 soit un n÷ud P.
?d ?d ?d ?d
?d?d
(m; b; ?:s)
"
(m; b; s)
"
(m; b; s)
#
(m; b; s)
"
(m; b; ?:s)
#
(m; b; Æ:s)
"
? ? ? ?
? ? ? ?
??
(m; b; (g:):s)
"
(m; b; :s)
"
(m; b; :s)
#
(m; b; (g:):s)
#
(m; b; (d:):s)
"
(m; b; :s)
"
(m; b; :s)
#
(m; b; (d:):s)
#
(m; b; Æ:s)
"
(m; b; Æ:s)
"
(m; b; Æ:s)
"
(m; b; Æ:s)
"
?? ?? ?? ??
?? ??
(m; b; (p
0
q:):s)
"
(m; b; :
0
:s)
"
(m; b; :
0
:s)
#
(m; b; (p
0
q:):s)
#
(m; b; Æ: Æ :s)
"
132
(m; b; :s)
"
(m;:b; s)
"
! ! ! !
^:
^
b 2 E
E EE E [ f:bg
(m;
^
b; ^:s)
#
(m;:b; s)
#
(m;:b; s)
#
(m; b; :s)
"
^:
^
b 2 E
(m;
^
b; ^:s)
#
(m;:b; s)
#
(m;:b; s)
#
?p ?p ?p ?p
^:
^
b 2 E
(m; ^:
^
b; s)
"
(m; b; :s)
"
où E est l'ensemble assoié au n÷ud ! orrespondant.
L'état initial de la mahine assoie un ensemble vide de piles aux n÷uds ! et un jeton ("; "; Æ
n
)
ave la diretion " dans haque onlusion du réseau (où n est le nombre d'exponentielles en tête
dans le type de la onlusion).
Un état e est aessible s'il existe une suite de transitions qui mène de l'état initial à e.
8.32. Remarque : La validité des jetons est bien préservée par toutes les transitions de la mahine.
Si la pile b d'un jeton est non vide (e qui est équivalent à dire que le jeton n'est pas à profondeur
0), elle ne peut pas être modiée si le jeton ne sort pas de la boîte dans laquelle il se trouve.
8.33. Lemme (Confluene)
Soit R un réseau et e
1
un état de M
R
, si e
1
! e
2
et e
1
! e
3
alors il existe un état e
4
tel que
e
2
! e
4
et e
3
! e
4
.
Démonstration : Il sut de remarquer que l'appliation de la transition qui mène de e
1
à e
2
ne
peut pas empêher d'appliquer ensuite elle qui aurait mené à e
3
puisque l'appliation d'une
transition ne peut qu'augmenter l'espae des transitions possibles (dans le as d'un jeton
arrivant en montant dans un n÷ud ! par exemple). 2
8.34. Proposition (Simulation)
Soient R un réseau, R
0
un réduit de R et j un jeton, s'il existe un état aessible de M
R
ontenant
le jeton j desendant dans une onlusion A alors il existe un état aessible de M
R
0
ontenant le
jeton j desendant dans la même onlusion A.
Démonstration : On suppose que R
0
est obtenu à partir de R par une étape de rédution, sinon il
sut de raisonner par réurrene sur le nombre d'étapes entre R et R
0
.
On raisonne de la façon suivante : on dénit une fontion f qui, à haque état aessible de
M
R
, assoie un état de M
R
0
de manière à e que :
1. e
0
i
! f(e
i
) où e
i
est l'état initial de M
R
et e
0
i
elui de M
R
0
,
2. si e
1
! e
2
alors f(e
1
) !

f(e
2
),
3. si, dans l'état e, le jeton j desend dans une onlusion A de R alors 'est également le
as dans f(e),
On onsidère haque as d'élimination des oupures en utilisant les notations de la setion 1.3,
modiées à la n de la setion 2.2 :
(ax) On dénit f en assoiant à tout jeton dans la prémisse de type A de la oupure ou dans
la onlusion de type A non oupée de l'axiome, le même jeton dans l'arête de type A
obtenue et à tout jeton montant (resp. desendant) dans l'arête de type A
?
, le même
jeton desendant (resp. montant) dans l'arête de type A. Les autre jetons sont juste
reopiés par f dans les arêtes orrespondantes et les ensembles assoiés aux n÷uds ! ne
sont pas modiés.
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1. L'état initial est préservé par f puisque, si la onlusion A de l'axiome est une
onlusion de R, le jeton qu'elle ontient n'est pas modié.
2. f ne fait qu'identier des états qui s'obtenaient par rédution.
3. Immédiat.
(
= P) On dénit f en remplaçant tout jeton (g:m; b; s)
"
(resp. (g:m; b; s)
#
) dans une prémisse
de la oupure par le jeton (m; b; s)
"
(resp. (m; b; s)
#
) dans la prémisse orrespondante de
la oupure entre A et A
?
(et de même ave d dans la oupure entre B et B
?
).
On remarque que f est bien dénie sur tout état aessible de M
R
puisqu'un tel état ne
peut pas ontenir de jeton ("; b; s)
l
dans une prémisse de la oupure.
1. Immédiat, tout omme 3.
2. f ne fait qu'identier des états qui s'obtenaient par rédution.
(1=?) f est tout simplement l'identité pour les arêtes qui ne sont pas les prémisses de la
oupure et oublie les jetons présents dans les prémisses de la oupure. Les diérentes
propriétés sont immédiates.
(!=?d) Soit e un état aessible de M
R
et E l'ensemble de piles assoié au n÷ud ! (qui ne
peut ontenir que des éléments de la forme ?:b), s'il y a un jeton dans la boîte alors il est
de la forme (m; ?:b; s), en eet il est de la forme (m;:b; s) par validité et :
 soit il est entré par la porte prinipale et il est néessairement passé par le n÷ud ?d
don  = ?,
 soit il est entré par une porte auxiliaire et :b 2 E don  = ?,
à un tel jeton, on assoie par f le jeton (m; b; s) dans l'arête orrespondante ave la
même diretion. Si e ontient un jeton dans la prémisse !A (resp. ?A
?
) de la oupure
alors, omme i-dessus, il est de la forme (m; ?:b; s) et on lui assoie le jeton (m; b; s) dans
la prémisse A (resp. A
?
) de la oupure dans R
0
. Les autre jetons ne sont pas modiés
par f .
1. Immédiat, tout omme 3.
2. La seule transition à vérier est elle qui onerne les portes auxiliaires de la boîte
qui est bien simulée par le n÷ud ?d . Les autres sont immédiates.
(!=?w) f supprime tout simplement les jetons ontenus dans les arêtes eaées par la rédu-
tion. Les propriétés sont immédiates.
(!=?) Soit e un état aessible de M
R
et E l'ensemble de piles assoié au n÷ud !, E est
onstitué de piles (g:):b et (d:):b, on note E
g
= f:b j (g:):b 2 Eg et E
d
= f:b j
(d:):b 2 Eg. On assoie E
g
à la boîte oupée sur la prémisse gauhe de la ontration
et E
d
à elle oupée sur la prémisse droite.
 à un jeton (m; b; (g:):s) (resp. (m; b; (d:):s)) dans une prémisse de la oupure, on
assoie le jeton (m; b; :s) dans la oupure gauhe (resp. droite),
 à un jeton (m; (g:):b; s) (resp. (m; (d:):b; s)) dans la boîte, on assoie le jeton or-
respondant (m;:b; s) dans la boîte gauhe (resp. droite),
 à un jeton (m; b; Æ:s) montant dans la onlusion d'une porte auxiliaire de la boîte, on
assoie un jeton (m; b; Æ:s) dans haque prémisse de la ontration orrespondante,
 à un jeton (m; b; (g:):s) (resp. (m; b; (d:):s)) montant dans la onlusion d'une porte
auxiliaire de la boîte, on assoie un jeton (m; b; :s) dans la prémisse gauhe (resp.
droite) de la ontration orrespondante,
 aux autres jetons dans la onlusion d'une porte auxiliaire de la boîte, on assoie le
même jeton dans la onlusion de la ontration orrespondante.
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En e qui onerne les propriétés :
1. Immédiat, tout omme 3.
2. On vérie que les transitions sur les portes auxiliaires sont bien simulées, les autres
ne posent pas de problèmes. Le point le plus déliat onerne le as d'un jeton
(m; b; Æ:s) qui traverse vers le haut une porte auxiliaire. En eet lorsque l'on simule
ette transition dans la mahine M
R
0
, le jeton va d'abord monter dans la ontra-
tion puis franhir l'une des portes auxiliaires (e qui orrespond à la transition dans
M
R
), le problème est qu'il peut rester bloqué dans l'autre porte auxiliaire et pour
que la simulation soit vraie, il faut que l'état obtenu soit l'image de l'état résultant
de la transition dans M
R
, 'est pour ela que la dénition de f fait monter auto-
matiquement les jetons (m; b; Æ:s). On a le même type de phénomène ave les jetons
(m; b; (g:):s) et (m; b; (d:):s) qui montent dans les onlusions de portes auxiliaires
de la boîte.
(!=??) Soit e un état aessible de M
R
et E l'ensemble de piles assoié au n÷ud !, E est un
ensemble de piles de la forme (p
0
i
q:
i
):b
i
, on assoie à la boîte extérieure l'ensemble des

i
:b
i
et à la boîte intérieure l'ensemble des 
0
i
:
i
:b
i
. Conernant les jetons :
 à un jeton dans une prémisse de la oupure don de la forme (m; b; (p
0
i
q:
i
):s), on
assoie le jeton (m; b; 
i
:
0
i
:s) dans l'arête orrespondante,
 à un jeton (m; (p
0
i
q:
i
):b; s) dans la boîte, on assoie le jeton (m;
0
i
:
i
:b; s) dans l'arête
orrespondante,
 à un jeton (m; b; (p
0
i
q:
i
):s) montant dans une porte auxiliaire de la boîte, on assoie
le jeton (m; b; 
i
:
0
i
:s) dans la onlusion de la porte auxiliaire orrespondante de la
boîte extérieure et le jeton ,(m;
i
:b; 
0
i
:s) dans elle de la boîte intérieure.
En e qui onerne les propriétés :
1. Immédiat, tout omme 3.
2. On vérie que les transitions sur les portes auxiliaires de la boîte sont bien simu-
lées, les autres ne posant pas de problèmes. Le point le plus déliat est elui d'un
jeton (m; b; (p
0
i
q:
i
):s) montant dans une porte auxiliaire de la boîte puisqu'après
la transition il reste présent dans ette porte auxiliaire dans M
R
et dans les portes
auxiliaires des deux boîtes dans M
R
0
.
(!=!) Soit e un état aessible de M
R
, E
1
l'ensemble de piles assoié au n÷ud ! de onlusion
!A, et E
2
l'ensemble de piles assoié au n÷ud ! de onlusion !B, on a E
2
 E
1
. On assoie
E
1
à l'unique boîte obtenue dans R
0
et à haque jeton (m; b; :s) dans une prémisse de
la oupure, on assoie le jeton (m;:b; s) dans la prémisse orrespondante de la oupure
dans R
0
.
1. Immédiat, tout omme 3.
2. Pas de diultés puisque le fait de remplaer E
2
par E
1
pour les portes auxiliaires
? autorise plus de transitions dans M
R
0
.
En utilisant f et ses trois propriétés, on peut désormais terminer la preuve : si e est aessible
alors e
i
!

e par dénition, don on a f(e
i
) !

f(e) par (2) et e
0
i
! f(e
i
) par (1) don
f(e) est un état aessible de M
R
0
et par (3), si j desend dans la onlusion A dans e, 'est
également le as dans f(e). 2
8.35. Exemple
La réiproque de la proposition n'est pas vériée, il peut y avoir plus de jetons qui arrivent dans les
onlusions de R
0
que dans elles de R, si R!
+
R
0
:
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ax
?w
!
?p ?p
ut
ut
! !
ax
ax
?p
P
ax
P
?p
?w
!
?(A P A
?
)
A
?

A A P A
?
?B
!?B
?B
A A
?
!?B ?(A P A
?
)
A A
?
auun jeton ne peut arriver dans la onlusion ?(A P A
?
) de R alors que les jetons (g; "; Æ) et
(d; "; Æ) arrivent dans elle de R
0
.
8.3 GoI polarisée
8.3.1 GoI pour MELLP
De manière à obtenir la réiproque de la proposition 8.34, on va se plaer dans un adre polarisé.
On onsidère les réseaux pour MELLP ave promotion fontorielle, i.e. ave des n÷uds ?p et ??, ...
e qui impose d'avoir des n÷uds ?d dont la prémisse a type N , et des n÷uds ! dont la prémisse a
type P .
La notion de jeton multipliatif est étendue ave une onstante ? :
m ::= " j ? j g:m j d:m
Les formules polarisées ayant une struture exponentielle impliite, le type d'un jeton valide doit
avoir une signature de plus qu'auparavant dans la pile s.
L'état initial de la mahine assoie un ensemble vide de piles aux n÷uds !, un jeton (?; Æ
k
; Æ) ave
la diretion # dans la onlusion de haque n÷ud 1 et ! à profondeur k (où Æ
k
est la pile exponentielle
ontenant k signatures exponentielles qui sont toutes égales à Æ), et un jeton ("; "; Æ
n+1
) ave la
diretion " dans haque onlusion du réseau (où n est le nombre d'exponentielles en tête dans le
type de la onlusion).
Les transitions sont les mêmes que pour MELL en ajoutant les transitions suivantes :
1
~ ~
;
(?; b; s)
"
(?; b; s)
"
(?; b; s)
"
(?; b; s)
"
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?d
(?; b; ?:s)
"
;
La substitution lors de la traversée du bord d'une boîte est remplaée par l'uniation.
8.36. Lemme (Aessibilité)
Soit R un réseau et a une arête de R à profondeur 0, il existe un état aessible de M
R
ontenant
un jeton (m; "; Æ
n
) dans l'arête a ave une diretion opposée à elle de a pour la p-orientation.
Démonstration : D'après le ritère de orretion, il existe un hemin du graphe de orretion à
profondeur 0 qui mène de a à une arête nale, 'est-à-dire une onlusion du réseau ou une
onlusion de n÷ud 1. On raisonne par réurrene sur la longueur du plus ourt hemin de a
à une arête nale.
Si a est une arête nale, l'état initial vérie la propriété. Sinon, on raisonne selon le n÷ud n
dans lequel a est entrante :
 si n est un n÷ud ax, ut, P, 
, ? ou ??, le résultat est immédiat par hypothèse de réur-
rene ;
 si n est un n÷ud !, l'état initial vérie la propriété. 2
On utilise la variante de MELLP ave promotion fontorielle pour obtenir une meilleure adéqua-
tion de l'élimination des oupures ave la GoI. Cependant la syntaxe qui nous intéresse réellement
est elle de MELLP, on va don se restreindre pour la proposition suivante au as d'un réseau qui
est la tradution d'un réseau de MELLP.
8.37. Proposition (Simulation)
Soient R un réseau dans MELLP ave promotion fontorielle qui est la tradution d'un réseau de
MELLP, R
0
sa forme normale et j un jeton ; il existe un état aessible de M
R
ontenant le jeton
j desendant dans une onlusion A ssi il existe un état aessible de M
R
0
ontenant le jeton j
desendant dans la même onlusion A.
Démonstration : On raisonne omme dans la proposition 8.34, e qui donne la première impliation
dans tous les as et la seonde exepté pour les oupures !=?d et !=!. L'hypothèse que R est la
tradution d'un réseau de MELLP, nous permet de onsidérer la stratégie de rédution qui ne
fait de rédution !=! que juste après la rédution !=?? orrespondante. De plus on va appliquer
ette stratégie profondeur par profondeur en ommençant par la profondeur 0.
On onsidère une étape de rédution de R à R
0
:
(!=?d) Si la oupure éliminée est à profondeur 0, par le lemme d'aessibilité, il existe un état
aessible e
0
de R tel que qu'il y ait un jeton (m; "; Æ
n
) desendant dans la prémisse de
la dérélition. Si la oupure éliminée est à profondeur k, puisqu'il n'y a plus de oupures
à profondeur inférieure, il existe un état dans lequel toutes les onlusions de la boîte
dans laquelle se trouve la oupure ontiennent un jeton montant de la forme (m; Æ
k
; Æ
p
)
(il sut de faire monter jusque là les jetons plaés dans les onlusions du réseau dans
l'état initial), on peut alors appliquer le lemme d'aessibilité dans la boîte et on obtient
un état aessible e
0
tel que qu'il y ait un jeton (m; Æ
k
; Æ
n
) desendant dans la prémisse
de la dérélition.
En appliquant à e
0
les transitions orrespondant au n÷ud ?d , à la oupure et au n÷ud !,
on obtient un état e
1
dans lequel l'ensemble E assoié au n÷ud ! ontient la pile ?:Æ
k
. En
utilisant une fontion inverse de elle dérite dans la preuve de la proposition 8.34, on voit
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que la simulation des transitions dans la oupure ne pose pas de problèmes et onernant
la simulation des transitions dans les dérélitions dans R
0
: si une telle transition a lieu
entre les états e et e
0
alors ette transition est simulée dans R après avoir appliqué les
transitions néessaires pour passer de f
 1
(e) à un état dans lequel E ontient ?:Æ
k
, e
qui est possible par onuene.
(!=!) On utilise le fait que l'étape qui préède est une étape !=?? e qui entraîne que la boîte
de droite ontient une boîte. À haque état aessible de R
0
on assoie un état aessible
de R par :
 Si E
1
est l'ensemble de piles assoié à la boîte de extérieure dans R
0
, et E
00
2
elui assoié
à la boîte intérieure, pour tout :b 2 E
00
2
on a b 2 E
1
. Dans R, on assoie E
1
à la boîte
de gauhe, E
0
2
= fb j :b 2 E
00
2
g à la boîte de droite extérieure et E
00
2
à la boîte de
droite intérieure. On a E
0
2
 E
1
, en raisonnant omme pour la proposition 8.34.
 À un jeton dans une prémisse de la oupure don de la forme (m;:b; s), on assoie le
jeton (m; b; :s) dans l'arête orrespondante,
 À un jeton dans la boîte extérieure, on assoie le même jeton dans l'arête orrespon-
dante,
 À un jeton (m; b; 
1
:
2
:s) montant dans une porte auxiliaire de la boîte extérieure dont
la prémisse est porte auxiliaire de la boîte intérieure, on assoie le jeton (m; b; 
1
:
2
:s)
l'arête orrespondante et le jeton (m;
0
1
:b
0
; 
2
:s) dans l'arête située au-dessus si ela
orrespond à une transition orrete par rapport à E
1
dans R
0
.
On vérie alors que les transitions de R
0
sont simulées dans R.
Le fait que MELLP autorise à dupliquer et à eaer des arbres positifs omplets ne hange
absolument rien par rapport au as d'une boîte puisque les informations multipliatives et
exponentielles sont déorrélées grâe à l'utilisation de piles indépendantes. 2
8.38. Exemple
On voit, dans le réseau i-dessous, la néessité de pouvoir monter dans une ontration sans infor-
mation partiulière, la néessité de s'arrêter sur les portes auxiliaires et l'eet de la synhronisation
sur le bord d'une boîte.
?
ut
ax
ax
?d
?w
P
P
!


?d
P


?w
?w
?w


P
ax
!
!
?
?(!N 
 !N 
N
?
) P N
N
?N
?
?N
?
N
?
?N
?
P ?N
?
P N
!(?N
?
P ?N
?
P N)
N
?
!N 
 !N 
N
?
N
R
2
R
1
N
N
N
N
?
N
N
!N
!N
N
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Sans tout ela, il est impossible de distinguer ette preuve de elle qui éhange R
1
et R
2
ou bien
de elle qui, dans la boîte de droite, éhange les n÷uds ?w et ?d .
8.3.2 Conneteurs additifs
Deux solutions s'orent alors à nous pour ajouter les onneteurs additifs. On peut utiliser les
poids additifs et la méthode de la setion 8.1 en l'adaptant aux exponentielles omme dans [Lau01℄.
La deuxième solution onsiste à utiliser impliitement la tradution multipliative de LLP dans
MELLP (proposition 4.30), ainsi :
 un n÷ud & a les mêmes transitions qu'un n÷ud 
 situé sous deux n÷uds !,
 un n÷ud  a les mêmes transitions qu'un n÷ud P situé sous un n÷ud ?d et un n÷ud ?w ,
 un n÷ud C a les mêmes transitions qu'un n÷ud ? situé sous deux n÷uds ?p,
 un n÷ud > a les mêmes transitions qu'un n÷ud 1 pour la porte prinipale et que des n÷uds
?w pour les portes auxiliaires.
8.39. Exemple
Si on applique ette deuxième proédure au réseau qui orrespond à la preuve de alul des séquents
de ` 1 1 donnée au début de la setion 8.1.4 pour i = 1 :

1C
1
1
? ?
&
ut
1

2

1
1 1
1 1?&?
p p
1
pp
p p
le alul de la mahine nous donne le jeton (g; "; (g?):?) dans la onlusion, e qui orrespond bien
à une preuve de 1 1 utilisant 
1
.
Le réseau que l'on a impliitement utilisé pour ela, est :
1 1
1
?d
?d
?d ?w ?w
?w
P
P P
ut
??
! !


?p ?p
?
8.40. Remarque : Il est possible de relier la géométrie de l'interation polarisée ave la sémantique
des jeux polarisés dans l'esprit des travaux de P. Baillot [Bai99℄. Ainsi, on pourrait montrer que la
mahine parallèle que nous avons dénie pour la GoI polarisée est très étroitement liée aux jeux
AJM polarisés.
Bien qu'issus d'une approhe diérente basée sur l'analyse de la GoI parallèle pour les onne-
teurs additifs en partant du travail de J.-Y. Girard [Gir95a℄, les résultats i-dessus semblent forte-
ment liés à eux donnés par S. Abramsky et R. Jagadeesan [AJ94℄.
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Troisième partie
Interprétation des systèmes lassiques
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Par logique lassique, on entend généralement alul des séquents LK de Gentzen. Cependant du
point de vue alulatoire, l'élimination des oupures dans e système est fortement non déterministe
et e n'est pas le propos de ette thèse.
Nous ne onsidérerons que les systèmes lassiques onstrutifs (ou déterministes) dont l'étude et
le nombre ont été très importants es dix dernières années. L'aspet qui nous intéresse est l'extension
de l'expressivité algorithmique des preuves que ela apporte par rapport au as intuitionniste, sans
pour autant quitter le domaine du alul déterministe.
Nous nous intéresserons aux systèmes lassiques déterministes ou à des fragments déterministes
de systèmes plus vastes omme pour LK
tq
sans ouleur [DJS97, UB99℄ ou le

~-alul [CH00℄, ...
Un ertain nombre de résultats que nous présentons ii s'apparentent à eux obtenus par Danos-
Joinet-Shellinx [DJS97℄ pour l'analyse des systèmes lassiques en logique linéaire. Les nouveautés
prinipales dérites ii sont d'une part l'introdution de tradutions utilisant moins de onneteurs
exponentiels que dans le as de LK
tq
et d'autre part la lariation des liens ave l'appel par nom et
l'appel par valeur. On verra au hapitre 13, que e ranement sur les exponentiels est signiatif.
De plus nous préiserons les rapports entre les diérents systèmes lassiques grâe à ette analyse
dans LLP.
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Chapitre 9
Tradutions
Les systèmes lassiques que nous allons interpréter dans LLP sont de deux atégories : les sys-
tèmes polarisés (LC et LK

pol
) qui possèdent expliitement deux lasses de formules (positives et né-
gatives) et les systèmes déterministes non polarisés (-alul, -alul, -alul, LKT, LKQ, ...).
Pour les premiers, les tradutions respetent tout simplement les polarités en traduisant les formules
lassiques positives par des formules linéaires positives et de même pour les négatives, on parlera
de tradution polarisée. En e qui onerne les autres systèmes qui ne possèdent qu'une lasse de
formules, deux tradutions sont possibles : traduire toutes les formules par des formules positives
(tradution positive), e qui orrespond à l'appel par valeur, ou bien toutes par des formules néga-
tives (tradution négative), e qui orrespond à l'appel par nom.
9.1 Tradution polarisée
Les systèmes lassiques que l'on est intéressé à traduire ii utilisent deux onjontions (multi-
pliative ^
m
et additive ^
a
) et deux disjontions (multipliative _
m
et additive _
a
), orrespondant
à elles de la logique linéaire.
9.1. Définition (Formules positives et négatives)
On appelle formule positive toute formule lassique dont le onneteur prinipal est X, V , F , ^
m
,
_
a
ou 9.
On appelle formule négative toute formule lassique dont le onneteur prinipal est :X, :V ,
:F , ^
a
, _
m
ou 8.
9.2. Définition (Tradution polarisée des formules et séquents)
La tradution polarisée (:)

des formules traduit les formules lassiques positives (resp. négatives)
en formule polarisée positive (resp. négative). Elle est dénie sur les formules atomiques par :
X  X
:X  X
?
V  1
:V  ?
F  0
:F  >
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et selon la polarité des sous-formules pour les autres onneteurs :
A B (A ^
m
B)

(A ^
a
B)

(A _
m
B)

(A _
a
B)

(8XA)

(9XA)

+ + A


B

?A

& ?B

?A

P ?B

A

B

8X?A

9XA

+   A


 !B

?A

&B

?A

P B

A

 !B

  + !A


B

A

& ?B

A

P ?B

!A

B

8XA

9X!A

    !A


 !B

A

&B

A

P B

!A

 !B

Le séquent lassique `  ;, où   ne ontient que des formules positives et  que des formules
négatives, est traduit par ` ? 

?
;

.
9.2 Tradution positive
9.3. Définition (Tradution positive des formules et séquents)
La tradution positive (:)
+
des formules est dénie par :
X  X
V  1
F  0
:A  !(A
+
)
?
A ^B  A
+

B
+
A _B  A
+
B
+
8XA  !8X?A
+
9XA  9XA
+
A! B  !(A
+
( ?B
+
)
A B  A
+

 !B
+
?
Le séquent lassique   `  est traduit par `  
+
?
; ?
+
.
9.3 Tradution négative
9.4. Définition (Tradution négative des formules et séquents)
La tradution négative (:)
 
des formules est dénie par :
X  X
?
V  >
F  ?
:A  ?(A
 
)
?
A ^B  A
 
&B
 
A _B  A
 
P B
 
8XA  8XA
 
9XA  ?9X!A
 
A! B  !A
 
( B
 
A B  ?(!A
 

B
 
?
)
Le séquent lassique   `  est traduit par ` ?( 
 
)
?
;
 
.
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Chapitre 10
Systèmes lassiques polarisés
Nous débutons l'étude des tradutions de systèmes lassiques dans LLP, par les systèmes les plus
prohes puisqu'ils possèdent une polarisation expliite. En partiulier, LC est l'anêtre de LLP.
10.1 LC
Le système de logique lassique déterministe LC, pour lequel est apparue l'idée de polarisation,
a été introduit par J.-Y. Girard [Gir91a℄ puis étendu au seond ordre par M. Quatrini [Qua96℄. Il
s'agit d'un des premiers systèmes qui donne une version déterministe de LK, don dont on puisse
espérer donner une interprétation alulatoire séquentielle.
10.1.1 Formules
Les formules de LC sont onstruites à partir des atomes X et des onstantes V et F (tous les
trois positifs) à l'aide des onneteurs ^, _, :, 9 et 8. La polarité des formules non atomiques est
donnée par :
A B A ^B A _B :A 9XA 8XA
+ + + +   +  
+   +  
  + +   + +  
       
10.1.2 Règles
Dans les règles qui suivent, les séquents sont de la forme `  ; ou   (de même que  dans les
règles) est un multi-ensemble de formules quelonques et  (le bénitier) est soit vide soit onstitué
d'une unique formule positive.
ax
` :P ;P
`  ;P ` :P;;
ut
p
`  ;;
`  ; N ; ` :N;;
ut
n
`  ;;
`  ;P ` ;Q
^
`  ;;P ^Q
`  ;P ` ; N ;
^
`  ;;P ^N
`  ;M ; ` ;Q
^
`  ;;M ^Q
`  ;M ;  `  ; N ; 
^
`  ;M ^N ; 
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`  ; A;B; 
_
`  ; A _B; 
A _B négative
`  ;P
_
`  ;P _Q
`  ;Q
_
`  ;P _Q
V
`;V
:F
`  ;:F ; 
`  ;P
de
`  ; P ;
`  ;
wk
`  ; A; 
`  ; A;A; 
o
`  ; A; 
`  ; A; 
8
`  ;8XA; 
X =2  ;
`  ; N [
P
=
X
℄;
9
`  ;9XN
`  ;P [
Q
=
X
℄
9
`  ;9XP
10.1.3 Tradution dans LLP
Grâe aux polarités, le système LC ne néessite pas de mentionner expliitement si un onneteur
est multipliatif ou additif, on a ependant la orrespondane suivante :
A ^B A _B
+ A ^
m
B A _
a
B
  A ^
a
B A _
m
B
On peut alors traduire les formules de LC en formules polarisées en utilisant la tradution (:)

donnée à la setion 9.1. En eet on peut exprimer les règles de LLP ave un bénitier (  et  ne
ontenant que des formules négatives) en utilisant (et en intégrant) le lemme 4.9 :
ax
` N;N
?
`  ; N; ` N
?
;
ut
`  ;;
`  ; N;M;
P
`  ; N PM;
`  ; P ` ; Q


`  ;; P 
Q
`  ; N; `  ;M;
&
`  ; N &M;
`  ; P

1
`  ; P Q
`  ; Q

2
`  ; P Q
`  ; N
!
`  ; !N
`  ; P
?d
`  ; ?P
`  ;
?w
`  ; N;
`  ; N;N;
?
`  ; N;
>
`  ;>;
`  ;
?
`  ;?;
1
` 1
`  ; N;
8
`  ;8XN;
X =2  ;
`  ; P [
Q
=
X
℄
9
`  ;9XP
On étend la tradution (:)

aux séquents ave bénitier en traduisant le séquent de LC `  ;;,
où   ne ontient que des formules positives et  que des formules négatives, par ` ? 

?
;

;

(qui est bien un séquent de LLP puisqu'il ontient au plus une formule positive).
10.1. Proposition (Simulation)
À travers la tradution (:)

, la rédution de LLP simule la rédution de LC.
Démonstration : La proédure d'élimination des oupures de LC donnée dans [Gir91a℄ n'est pas
dérite en détails et il serait fastidieux de le faire ii d'autant plus que d'après le résultat
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que nous sommes entrain de prouver elle se déduit failement de elle de LLP. Nous nous
ontentons don de donner une preuve au même niveau de préision que la desription de
l'élimination des oupures de LC dans [Gir91a℄.
 Si la oupure à éliminer est une ut
n
, elle est traduite par une oupure exponentielle, la
rédution dans LLP ommene don par dupliquer la tradution de la preuve de `  ; N ;
si :N a été ontratée jusqu'à e que l'une des ourrenes de :N soit introduite par une
règle de dérélition et la oupure devient une oupure non exponentielle. C'est exatement
la dénition de l'élimination de ette oupure dans LC.
 Si la oupure à éliminer est une ut
p
, elle est traduite par une oupure non exponentielle
et, dans LLP, la preuve de la formule positive est dupliquée si la formule négative oupée a
subi des règles de ontration et ei jusqu'à e que l'une des ourrenes de ette formule
négative soit onlusion d'une règle logique. C'est exatement e qui se passe dans LC. 2
Ce résultat autorise à utiliser les réseaux polarisés omme syntaxe pour LC, e qui résout un
problème ouvert posé par Girard :
Trouver une meilleure syntaxe (qui serait à LC e que le -alul typé est à LJ) pour
la normalisation [. . .℄ Des réseaux de preuve pourraient être la solution, l'absene de
réseaux pour la logique linéaire omplète pouvant être ompensée par le fait que seules
ertaines ongurations linéaires sont utilisées. (Girard [Gir91a℄)
Pour être préis, le fait que l'on ait dû restreindre LLP à taLLP pour pouvoir éliminer orretement
les oupures dans les réseaux néessite d'ajouter la même ontrainte sur LC : le bénitier doit être
vide dans les règles ^ sur des formules négatives et dans les règles :F . Le sous-système obtenu
ontenant toujours la tradution de LK dans LC dérite dans [Gir91a℄ puisqu'il s'agit de traduire le
séquent `   de LK par `  ; dans LC, l'usage des séquents ave bénitier est don réduit aux étapes
intermédiaires et est parfaitement ompatible ave ette ontrainte.
10.2. Corollaire
Tout modèle dénotationnel de LLP fournit un modèle dénotationnel de LC.
10.1.4 Tradution inverse
Le peu de diérene entre LC et LLP nous permet de dénir une tradution inverse (:)
Æ
de LLP
dans LC. Il sut de préiser omment on traduit les formules qui ne sont pas l'image par (:)

d'une
formule de LC :
!N 
 !M  (N
Æ
^ V ) ^ (M
Æ
^ V )
?P P ?Q  (P
Æ
_ :V ) _ (Q
Æ
_ :V )
!N  N
Æ
^ V
?P  P
Æ
_ :V
Le séquent ` N ; P de LLP est traduit par ` N
Æ
;P
Æ
dans LC.
Si A est une formule de LC, on a ainsi (A

)
Æ
= A. Réiproquement si B est une formule de LLP,
on n'a pas néessairement d'égalité mais tout de même (B
Æ
)

' B.
En appliquant ette tradution aux preuves, e qui supprime les règles !, on obtient (

)
Æ
= .
Réiproquement (
Æ
)

et  ne dièrent que par la position de ertaines règles ! et des appliations
de 
1 et P ?.
10.3. Exemple
Conernant les formules, on a ((!N 
 !M)
Æ
)

= (!N 
 1)
 (!M 
 1) ' !N 
 !M .
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Et pour les preuves :
ax
` P; P
?
?d
` ?P; P
?
!
` ?P; !P
?
?w
` N; ?P; !P
?
ax
` Q;Q
?


` N; ?P; !P
?

Q;Q
?
(:)
Æ
 !
ax
` :P ;P
de
` :P; P ;
wk
` :P; P;:V ;
_
` :P; P _ :V ;
wk
` N;:P; P _ :V ;
ax
` :Q;Q
^
` N;P _ :V;:Q; (:P ) ^Q
puis
(:)

 !
ax
` P; P
?
?d
` ?P; P
?
?
` ?P;?; P
?
P
` ?P P ?; P
?
?w
` N; ?P P ?; P
?
!
` N; ?P P ?; !P
?
ax
` Q;Q
?


` N; ?P P ?; !P
?

Q;Q
?
qui induit une ommutation de règles et l'introdution d'un P ?.
10.4. Corollaire
Tout modèle dénotationnel de LC fournit un modèle dénotationnel de LLP.
Démonstration : On note J:K
LC
l'interprétation dans le modèle de LC et on interprète les preuves de
LLP par JK
LLP
= J
Æ
K
LC
. Soit  une preuve de LLP de forme normale 
0
, si  = 
0

et si 
0
0
est la forme normale de 
0
dans LC, alors JK
LLP
= J
Æ
K
LC
= J(
0

)
Æ
K
LC
= J
0
K
LC
= J
0
0
K
LC
=
J(
0
0

)
Æ
K
LC
= J
0
0

K
LLP
or, par simulation de la rédution de LC, 
0
0

est une forme normale de
 don 
0
= 
0
0

par onuene. On en onlut que JK
LLP
= J
0
K
LLP
.
Si  n'est pas de la forme 
0

, alors (
Æ
)

et  dièrent par la position de ertaines règles !
(qui sont réversibles) et par des isomorphismes liés aux onstantes mais ei est identié par
la sémantique et on est ramené au as préédent. 2
10.2 LK

pol
10.2.1 Le système
LK

pol
est le sous-système polarisé de LK
tq
vériant la -ontrainte : toute formule positive ative
dans une règle logique est prinipale.
Tout omme le bénitier de LC, la -ontrainte est une ontrainte de foalisation [And90℄, epen-
dant elle est un peu plus forte que elle donnée par le bénitier (exemple 10.5).
10.5. Exemple
On onsidère la preuve suivante dans LC :
ax
` :X;X
ax
` :Y ;Y
^
` :X;:Y ;X ^ Y
_
` :X _ :Y ;X ^ Y
_
` :X _ :Y ; (X ^ Y ) _ Z
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Sa tradution naturelle dans LK
tq
est :
ax
` :X;X
ax
` :Y; Y
^
m
` :X;:Y;X ^
m
Y
_
m
` :X _
m
:Y;X ^
m
Y
_
a
1
` :X _
m
:Y; (X ^
m
Y ) _
a
Z
mais elle ne vérie pas la -ontrainte puisque la formule positive X^
m
Y est ative dans la règle _
a
1
et présente dans le ontexte de la règle _
m
qui préède. La preuve du séquent ` :X _
m
:Y; (X ^
m
Y ) _
a
Z dans LK

pol
est :
ax
` :X;X
ax
` :Y; Y
^
m
` :X;:Y;X ^
m
Y
_
a
1
` :X;:Y; (X ^
m
Y ) _
a
Z
_
m
` :X _
m
:Y; (X ^
m
Y ) _
a
Z
elle orrespond à la preuve de LC :
ax
` :X;X
ax
` :Y ;Y
^
` :X;:Y ;X ^ Y
_
` :X;:Y ; (X ^ Y ) _ Z
_
` :X _ :Y ; (X ^ Y ) _ Z
La tradution de LK

pol
dans LL a été étudiée par Danos-Joinet-Shellinx via le P-plongement.
Cependant ette tradution néessite l'introdution de oupures. An de résoudre e problème,
M. Quatrini et L. Tortora de Falo ont introduit la -ontrainte dans le système LK
;
pol
[QTdF96℄ e
qui, en restreignant le système de départ, permet d'obtenir que le P-plongement n'introduise plus de
oupures (les as déliats sont éliminés). LLP permet une autre approhe, en eet on onstate que
l'image du P-plongement est ontenue dans LL
pol
et plutt que de ontraindre le système de départ,
il est également possible d'étendre le système d'arrivée en passant de LL
pol
à LLP. Nous présentons
tout d'abord ette tradution de LK

pol
dans LLP, la tradution de LK
;
pol
dans LL
pol
apparaissant
ensuite omme un as partiulier même si historiquement les résultats ont été donnés dans l'ordre
inverse.
Nous donnons ii les prinipaux résultats de [LQTdF00℄.
10.2.2 Tradution dans LLP
Grâe à la -ontrainte, la tradution (:)

(qui orrespond au P-plongement [DJS97℄) permet de
traduire LK

pol
dans LLP.
10.6. Proposition (Simulation)
À travers la tradution (:)

, la rédution de LLP simule la rédution de LK

pol
.
Démonstration : Soit  une preuve de LK

pol
qui se réduit par une étape d'élimination des oupures
en 
0
. On onsidère les diérents types de oupures du tq-protoole (voir annexe C.3) :
 Si la oupure est de type L, on obtient une oupure logique dans 

qui se réduit de la
même manière.
 Si la oupure est de type S
2
, par la -ontrainte, la tradution de la sous-preuve ontenant
la formule de ouleur q est un arbre positif. Dans LK

pol
, ette sous-preuve est dupliquée
et mise aux feuilles de l'arbre struturel de la formule t, 'est exatement e qu'il se passe
dans le réseau 

.
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 Si la oupure est de type S
1
, la formule oupée de ouleur q est traduite par une formule ?P
et la tradution de la sous-preuve ontenant la formule de ouleur t se termine par une règle
!. Dans LK

pol
, ette sous-preuve est dupliquée et mise aux feuilles de l'arbre struturel de la
formule q, 'est exatement e qu'il se passe dans le réseau 

puisque que ette sous-preuve
est traduite par une boîte. 2
10.7. Corollaire
Tout modèle dénotationnel de LLP fournit un modèle dénotationnel de LK

pol
.
10.2.3 Renversement
La -ontrainte a été introduite par M. Quatrini et L. Tortora de Falo dans [QTdF96℄, puis
détaillée dans [LQTdF00℄.
10.8. Définition (-ontrainte)
Soit  une preuve de LK

pol
,  est -ontrainte si elle ne ontient pas :
 de règle struturelle sur une formule négative non atomique,
 de règle irréversible dont une formule négative ative est dans un ontexte ontenant une
formule négative non atomique,
 de oupure S
1
dont la formule positive n'est pas prinipale dans un axiome et dont la formule
négative est dans un ontexte ontenant une formule négative non atomique.
Le sous-système de LK

pol
ne ontenant que des preuves -ontraintes est appelé LK
;
pol
.
On ne onsidère ii que des preuves sans quantiateur du seond ordre sinon la proposition
suivante est violée et la -ontrainte n'est don plus appropriée.
10.9. Exemple
La -ontrainte n'est pas stable par rédution au seond ordre :
.
.
.
` P
.
.
.
` N;:X
^
m
` P ^
m
N;:X
8
` P ^
m
N;8X:X
.
.
.
` Q
9
` 9XX
ut
` P ^
m
N
!
.
.
.
` P
.
.
.
` N;:Q
^
m
` P ^
m
N;:Q
.
.
.
` Q
ut
` P ^
m
N
Cei provient du traitement partiulier des atomes par la -ontrainte.
10.10. Proposition (Stabilité)
Soit  une preuve de LK

pol
-ontrainte, si  se réduit en 
0
alors 
0
est -ontrainte.
10.11. Définition (-preuve)
Soit N une formule négative de LK

pol
, la -preuve assoiée à N est la preuve de ` :N;N obtenue
(du bas vers le haut) en appliquant les règles d'introdution des onneteurs réversibles de N puis
elles des onneteurs duaux dans :N puis en reommençant sur les axiomes obtenus.
10.12. Exemple
La -preuve de ` :X ^
m
((:Y _
m
:V ) _
a
Z);X _
m
((Y ^
m
V ) ^
a
:Z) est :
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ax
` :X;X
ax
` :Y; Y
V
` V
^
m
` :Y; Y ^
m
V
:V
` :Y;:V; Y ^
m
V
_
m
` :Y _
m
:V; Y ^
m
V
_
a
1
` (:Y _
m
:V ) _
a
Z; Y ^
m
V
^
m
` :X ^
m
((:Y _
m
:V ) _
a
Z);X; Y ^
m
V
ax
` :X;X
ax
` Z;:Z
_
a
2
` (:Y _
m
:V ) _
a
Z);:Z
^
m
` :X ^
m
((:Y _
m
:V ) _
a
Z);X;:Z
^
a
` :X ^
m
((:Y _
m
:V ) _
a
Z);X; (Y ^
m
V ) ^
a
:Z
_
m
` :X ^
m
((:Y _
m
:V ) _
a
Z);X _
m
((Y ^
m
V ) ^
a
:Z)
10.13. Proposition (Complétude)
Soit  une preuve de `   dans LK, il existe une preuve 

de `   dans LK
;
pol
.
Démonstration : Nous donnons juste les éléments dont nous aurons besoin pour la proposition 10.15.
Soit R une règle de  ne vériant pas la -ontrainte et soit N la formule négative non atomique
qui en est la ause, on introduit, après R, une oupure entre N et la -preuve de ` :N;N
et on élimine ette oupure. On vérie alors que N n'est plus un obstale à la -ontrainte. 2
10.14. Proposition (Tradution de LK
;
pol
dans LL)
En modiant la tradution (:)

sur les atomes par X  !X, on obtient une tradution de LK
;
pol
dans
LL
+
pol
qui simule la rédution.
Les preuves détaillées de es propositions se trouvent dans [LQTdF00℄.
10.15. Proposition (Simulation du renversement)
À travers la tradution (:)

, le renversement de LLP (dénition 4.16) simule le renversement de
LK

pol
.
LK

pol
(:)

    ! LLP

?
?
y
?
?
y

LK
;
pol
(:)

    ! LL
+
pol
Démonstration : Soit  une preuve de LK

pol
, on onsidère une étape de renversement (omme dérit
dans la preuve de la proposition 10.13). La formule N que l'on oupe est négative non atomique
don sa tradution par (:)

est une formule négative ne ommençant pas par ?. Le renversement
de  onsiste à ouper N ave la -preuve de ` :N;N . Le renversement de 

onsiste, lui,
à ouper la tradution de N ave la preuve de ` !N

?
; N

. Par simulation de la rédution
(proposition 10.6), l'élimination de la oupure introduite dans  donne une preuve 
0
dont la
tradution 
0

est la preuve obtenue en réduisant la oupure introduite dans 

. 2
Alors que pour le as propositionnel on a le hoix entre la paire LK
;
pol
/LL
pol
et la paire LK

pol
/LLP,
lors du passage au seond ordre seule la deuxième solution persiste puisque la -ontrainte n'est
plus stable par rédution.
En fait, omme on le verra à la setion 13.3, passer de LK

pol
/LLP à LK
;
pol
/LL
pol
, par renversement,
orrespond à eetuer une ::-tradution, peut-on alors dire que LK
;
pol
est réellement un système
de logique lassique ?
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Chapitre 11
-alul
Le -alul [Par92℄ est une extension du -alul permettant une interprétation alulatoire de
la logique lassique. Les dénitions de base sont rappelées en annexe D.
L'objetif de e hapitre est d'étudier les tradutions du -alul dans LLP aussi bien pour
l'appel par nom que pour l'appel par valeur. Cette étude étend elle eetuée dans LL pour le -
alul [Dan90, Reg92, Reg94℄. En partiulier, la tradution des -termes en réseaux polarisés nous
permet de généraliser la -équivalene du -alul qui identie des termes ne diérant que par des
informations de séquentialité inutiles.
Par le biais de LLP, on préise les liens entre le -alul et LC restés longtemps obsurs.
Ce hapitre est basé sur [Lau02b℄ dont il reprend et étend les résultats. Nous ne onsidérerons
que le fragment multipliatif exponentiel de LLP (MELLP) qui sut pour l'étude du -alul tel
qu'il a été introduit par M. Parigot puisque l'on n'utilise que le onneteur impliation.
11.1 Réseaux polarisés purs
Les réseaux purs, qui sont aux réseaux e que les -termes purs sont aux -termes typés, ont
été introduits dans un adre multipliatif et exponentiel [Dan90, Reg92℄. Les réseaux polarisés
permettent d'étendre ette notion an de orrespondre au -alul pur (il est également possible
d'ajouter les onneteurs additifs).
Pour MELLP, omme pour MELL, l'idée est de quotienter les types par l'équation O ' !O (
O = ?O
?
P O orrespondant à l'équation D ' D ! D du -alul pur. En notant I = O
?
, on
obtient alors quatre types : O, I, !O et ?I, où O et ?I sont négatifs et I et !O sont positifs.
Un réseau polarisé peut être vu omme une déoration d'un réseau polarisé pur par des formules
de LLP (respetant les polarités et les ? et ! initiaux).
11.1. Proposition (Confluene)
La rédution des réseaux polarisés purs est onuente.
Ce résultat peut se prouver diretement ou par tradution dans les réseaux purs [Dan90℄ de la
même manière que pour le orollaire 5.39.
11.2 Tradution négative
11.2. Définition (Tradution des -termes)
En utilisant la tradution négative pour les formules, on traduit un -terme typé (ou son jugement
de typage, voir lemme D.3) ayant les variables libres x
1
, ..., x
n
et 
1
, ..., 
m
en un réseau polarisé à
153
n+m+1 onlusions étiquetées par x
1
, ..., x
n
, 
1
, ..., 
m
ayant les types orrespondants exepté une
onlusion qui orrespond à la sortie du terme et à omme type la tradution de elui du terme. On
dénit ette tradution par réurrene sur la taille du terme en donnant simultanément la tradution
des termes nommés (pour lesquels toutes les onlusions sont étiquetées par une variable) :
(x)
A
?
x
?A
?
A
ax
?d
()

j
x
B
x
i

j
!A( B
x
i
tt
?A
?
?A
?
x
B
P
si x n'est pas libre dans t, on introduit un n÷ud ?w .
()
y
k

l
y
k

l
x
i
u

j
x
i
u

j
v
v
ax
!


ut
B
!A
B
?
A
?A
?
P B
!A( B
A
on plae des n÷uds ? entre les onlusions orrespondant à des variables ommunes à u et v.
()
x
i
t

j
x
i
t

j

A
A
si  n'est pas libre dans t, on introduit un n÷ud ?w .
()
?
x
i

j
t
 x
i

j

t

A
A
A
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si  n'est pas libre dans t, il n'y a pas de n÷ud ? à introduire et on hange juste la onlusion
distinguée du réseau.
Notation : représente la onlusion distinguée d'un réseau et une anienne onlusion
distinguée.
11.3. Remarque : Cette tradution peut se déomposer en une tradution du -alul dans le
alul des séquents LLP suivie de la tradution de e alul des séquents en réseaux.
11.4. Exemple
Le réseau de l'exemple 8.38 est la tradution du -terme :
(
(A!A!A)!A
[℄f
A!A!A
:
A
[℄d
A!A!A
:((f)Æ
A
[℄u
A
1
)Æ
A
[℄u
A
2
)x
A
:y
A
:x
De la même manière, les -termes purs se traduisent en réseaux polarisés purs si on applique
l'équation O ' !O ( O aux types négatifs. C'est ette version non typée que l'on onsidère
désormais, le as typé n'étant alors qu'un as partiulier via les déorations de types appropriées.
11.5. Exemple
Le -terme ([℄x:Æ[℄x)[℄x:Æ[℄x est un équivalent pour la -rédution du élèbre
(x:(x)x)x:(x)x et orrespond au réseau polarisé pur :
ax
ax
?d
?d
?w
?w
P
P
?
?
!
ax
ut


11.6. Lemme (Tradution de substitution)
 Soit t un -terme, le réseau (t[
y
=
x
℄)
 
est struturellement équivalent au réseau obtenu à
partir de t
 
en ajoutant un n÷ud de ontration sous les onlusions orrespondant à x et y
si x et y sont libres dans t et n'ajoutant rien sinon.
 Soit t un -terme, le réseau (t[

=

℄)
 
est struturellement équivalent au réseau obtenu à
partir de t
 
en ajoutant un n÷ud de ontration sous les onlusions orrespondant à  et 
si  et  sont libres dans t et en n'ajoutant rien sinon.
Démonstration : Par réurrene sur la taille de t en onsidérant haque onstrution du -alul :
 Si t = x, (t[
y
=
x
℄)
 
= y
 
= t
 
et si t est une autre variable t[
y
=
x
℄ = t.
 Si t = z:u, t[
y
=
x
℄ = z:(u[
y
=
x
℄), il sut d'appliquer l'hypothèse de réurrene à u.
 Si t = (u)v, t[
y
=
x
℄ = (u[
y
=
x
℄)v[
y
=
x
℄, soit ni u ni v ne ontient à la fois x et y libre et on
applique simplement l'hypothèse de réurrene soit l'un des deux termes ontient les deux
variables. On ne onsidère que le as où les deux termes ontiennent les deux variables, les
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autres as étant des as partiuliers plus simples. Le réseau ((u[
y
=
x
℄)v[
y
=
x
℄)
 
ontient une
ontration sur u
 
et une ontration sur v
 
à l'intérieur de boîte due à l'appliation et
enn une ontration entre es ontrations :
v
 
u
 
ax
?
?
?
!
ut


e réseau est struturellement équivalent à :
v
 
u
 
ax
!


ut
? ?
?
 Si t = [℄u, t[
y
=
x
℄ = [℄(u[
y
=
x
℄), il sut d'appliquer l'hypothèse de réurrene à u.
De même pour la -substitution ave omme seul as diérent :
 Si t = [
0
℄u, on distingue deux as selon que 
0
=  ou  ou que 
0
n'est ni l'une ni l'autre.
Dans le premier as, on a t[

=

℄ = [℄u[

=

℄ e qui donne le résultat ave l'équivalene
struturelle. Dans le seond as, on a t[

=

℄ = [
0
℄u[

=

℄ et on applique l'hypothèse de
réurrene. 2
11.7. Lemme (-substitution)
Soient u et v deux -termes n'ayant auune variable libre en ommun. Le réseau :
ut
!
u
 
x
v
 
se réduit en au moins une étape en un réseau struturellement équivalent à (u[
v
=
x
℄)
 
.
Démonstration : Par réurrene sur la taille de u :
 Si u est une variable alors u = x et le résultat est obtenu par une rédution !=?d et une
rédution ax.
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 Si u = y:t, on applique l'hypothèse de réurrene à t e qui donne le résultat puisque
u[
v
=
x
℄ = y:(t[
v
=
x
℄).
 Si u = (t)t
0
, on applique l'hypothèse de réurrene à t et à t
0
s'ils ontiennent tous les
deux la variable x et sinon uniquement à elui qui la ontient. Le réseau se réduit don en
u[
v
=
x
℄ = (t[
v
=
x
℄)t
0
[
v
=
x
℄ en ajoutant si néessaire une étape !=? et une étape !=!.
 Si u = [℄t, on applique l'hypothèse de réurrene à t e qui donne le résultat puisque
u[
v
=
x
℄ = [℄(t[
v
=
x
℄). 2
11.8. Lemme (-substitution)
Soient u et v deux -termes n'ayant auune variable libre en ommun. Le réseau :
!
ax


ut
u
 

v
 
se réduit (éventuellement en 0 étape) en un réseau struturellement équivalent à (u[
[℄(w)v
=
[℄w
℄)
 
.
Démonstration : Par réurrene sur la taille de u :
 u ne peut pas être une variable.
 Si u = x:t, on applique simplement l'hypothèse de réurrene à t.
 Si u = (t)t
0
, on applique l'hypothèse de réurrene à t et à t
0
s'ils ontiennent tous les
deux la variable  et sinon uniquement à elui qui la ontient. Le réseau se réduit don en
u[
[℄(w)v
=
[℄w
℄ = (t[
[℄(w)v
=
[℄w
℄)t
0
[
[℄(w)v
=
[℄w
℄ en ajoutant si néessaire une étape !=? et une
étape !=!.
 Si u = [℄t, soit  6=  et on applique simplement l'hypothèse de réurrene à t, soit
 =  et il faut en plus appliquer un rédution !=? si  2 t et enn si  =2 t, il n'y a pas
de rédution à faire. 2
11.9. Proposition (Simulation)
Si u se réduit en v (en appel par nom) alors u
 
se réduit en v
 
.
Démonstration : On onsidère les deux rédutions possibles :
() On réduit dans u un rédex (x:t)t
0
. Pour ela on substitue toutes les variables libres de t
0
par des variables n'apparaissant pas dans t e qui donne un terme t
00
, par le lemme 11.7 le
sous-réseau de u
 
orrespondant au rédex se réduit en t[
t
00
=
x
℄ après une première rédution

= P. Enn par le lemme 11.6, on remplae les variables libres de t
00
pour obtenir t
0
et le
sous-réseau orrespondant à t[
t
0
=
x
℄.
() On applique de la même manière les lemmes 11.8 et 11.6 2
11.3 Surjetivité
11.10. Définition (Tradution des -termes ave rédution multipliative)
Soit u un -terme, le réseau u

est obtenu en éliminant dans u
 
les oupures multipliatives.
Cette tradution permet de supprimer de la séquentialité inutile dans les réseaux. Il faut remar-
quer que puisque l'élimination des oupures multipliatives se fait en temps linéaire (et en partiulier
157
termine toujours), 'est une opération légère et qui ne orrespond qu'à une partie très partiulière
du alul, la part importante étant réalisée par les autres étapes.
Grâe à ette tradution, on obtient que la tradution d'un terme en forme normale donne un
réseau sans oupure ar toute oupure du réseau orrespond à un rédex du terme. En ontrepartie
on perd la possibilité d'avoir un résultat de simulation aussi préis que pour la tradution (:)
 
.
11.11. Exemple
La rédution suivante :
((:u)v
1
)v
2
!

(:u[
[℄(w)v
1
=
[℄w
℄)v
2
!

:u[
[℄((w)v
1
)v
2
=
[℄w
℄
est réalisée en une seule étape dans le réseau (((:u)v
1
)v
2
)

, la tradution du terme entral ne
peut don pas être obtenue par rédution à partir de elle du terme de gauhe.
Cependant le résultat de simulation à grands pas reste valable :
11.12. Proposition (Simulation via (:)

)
Si u
0
est la forme normale de u (en appel par nom) alors u

0
est la forme normale de u

.
Démonstration : Par la proposition 11.9, u
 
se réduit en u
 
0
et par dénition de (:)

, u
 
0
se réduit
en u

0
, de plus u

0
est sans oupure puisque u
0
est une forme normale, on en onlut don que
u

0
est la forme normale de u
 
don elle de u

par onuene (u

étant un réduit de u
 
). 2
11.13. Proposition (Surjetivité)
Soit R un réseau polarisé de MELLP vériant les propriétés suivantes :
 exatement une prémisse de haque n÷ud 
 est de type !N
 exatement une prémisse de haque n÷ud P est de type ?P
 pas de onlusion positive
 pas de n÷ud ?w terminal de type ?P
 uniquement des oupures struturelles
il existe un -terme u tel que u

= R.
Exerie : Vous avez bien ompris la preuve du théorème 5.19 et la dénition 11.2 ? Vous pouvez
démontrer la proposition i-dessus (la solution se trouve dans [Lau02b℄).
11.14. Définition (Peignes positifs)
Dans un réseau vériant les hypothèses de la proposition préédente, les arbres positifs sont :
 soit des peignes de n÷uds 
 dont toutes les dents sont des boîtes sauf la dernière qui est un
n÷ud ax,
 soit une simple boîte et on dit alors que l'arbre positif est plat .
11.15. Proposition (Simulation réiproque)
Si R
0
est la forme normale de u

(ou de u
 
) alors la forme normale u
0
de u existe et u

0
= R
0
.
Démonstration : On onsidère une rédution nie de u

en forme normale qui réduit toutes les
oupures multipliatives après haque rédution de oupure struturelle, e qui est toujours
possible, si u

est normalisable, puisque les rédutions multipliatives font diminuer la taille
du réseau.
On raisonne par réurrene sur la longueur de la rédution de u

. Si u

! R
1
!

R
2
où la
première rédution est exponentielle et la seonde est multipliative, en réduisant dans u le
rédex orrespondant à la première oupure éliminée, on obtient un terme u
0
et on a u
0

= R
2
et par hypothèse de réurrene, u
0
est normalisable don u est normalisable.
Soit u
0
la forme normale de u, par simulation on a u

!

u

0
et don par onuene des
réseaux, u

0
= R
0
. 2
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11.4 -équivalene
La tradution (:)

n'est absolument pas injetive et on va désormais herher à aratériser les
termes qui sont traduits par le même réseau en étendant le résultat du -alul [Reg94℄.
11.4.1 Dénition
11.16. Définition (Contextes atomiques)
Un ontexte atomique C
0
est un terme obtenu en appliquant l'une des onstrutions du -alul à
un trou au lieu d'un terme :
C
0
::= y:[ ℄ j [℄[ ℄ j ([ ℄)u
Un ontexte atomique nommé N
0
se onstruit de la même manière mais en appliquant les onstru-
tions des termes nommés :
N
0
::= [℄y::[ ℄ j [℄(:[ ℄)u
La variable  (resp. x) est dite liée dans C
0
si  =2 C
0
[Æ[℄x℄ (resp. x =2 C
0
[x℄). C
0
est dit sans
 (resp. sans x) si  (resp. x) =2 C
0
et si  (resp. x) n'est pas liée dans C
0
. On utilise la même
terminologie pour un ontexte atomique nommé N
0
.
11.17. Définition (Contextes)
Un ontexte C est un terme ontenant un trou à la plae d'un sous-terme, déni de la manière
suivante :
C ::= [ ℄ j y:C j [℄C j (C)u
Un ontexte nommé N est un terme nommé ontenant un trou à la plae d'un sous-terme nommé :
N ::= [ ℄ j [℄C[:[ ℄℄
Les notions de variable liée dans un ontexte, ontexte sans  ou sans x sont les mêmes que pour
les ontextes atomiques.
Notation : La substitution du trou d'un ontexte par un terme est la substitution qui ne onsidère
pas l'-équivalene et autorise la apture de variable. L'égalité de ontexte est alors modulo renom-
mage des variable liées telles que le trou n'est pas dans le hamp du lieur. Par ontre une fois la
substitution eetuée, on obtient un -terme et on onsidère don l'égalité modulo -équivalene.
On a ainsi :
x:[ ℄ 6= y:[ ℄
x:[x℄ = x:x 6= y:[x℄ = y:x
x:[x℄ = x:x = y:[y℄ = y:y
([ ℄)x:(z)x = ([ ℄)y:(z)y
([t℄)x:(z)x = (t)x:(z)x = ([t℄)y:(z)y = (t)y:(z)y
Autrement dit C = C
0
ssi pour tout u, C[u℄ '

C
0
[u℄ en tant que termes.
11.18. Définition (-équivalene)
La -équivalene est la plus petite relation de ongruene (i.e. préservée par abstration et applia-
tion) sur les -termes ontenant les équivalenes suivantes :
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 généralisation de la -équivalene du -alul aux ommutations de -rédex ave toutes les
onstrutions du -alul,
((x:u)v)w '

(x:(u)w)v x =2 w (
1
)
(x:y:u)v '

y(x:u)v x 6= y, y =2 v (
2
)
(x[℄u)v '

[℄(x:u)v  =2 v (
3
)
 nouvelles ommutations spéiques au -alul,
[
0
℄([
0
℄(:u)v)w '

[
0
℄([
0
℄(:u)w)v  =2 v,  =2 w (push=push)
[
0
℄x:[
0
℄y::u '

[
0
℄y:[
0
℄x::u x 6= y (pop=pop)
[
0
℄([
0
℄x::u)v '

[
0
℄x:[
0
℄(:u)v x =2 v,  =2 v (push=pop)
ave  6= ,  6= 
0
et 
0
6=  dans es trois équations ;
 les - et -rédutions usuelles du -alul.
[℄:u '

u[

=

℄ ()
[℄u '

u  =2 u ()
Ces équations (exeptées () et ()) peuvent également se résumer à l'aide de la notion de
ontexte atomique :
 ommutation d'un -rédex ave un ontexte atomique :
C
0
[(x:u)v℄ '

(x:C
0
[u℄)v (
i
)
où C
0
est sans x et auune variable libre de v n'est liée dans C
0
,
 ommutation de deux ontextes atomiques nommés :
N
0
[N
0
0
[u℄℄ '

N
0
0
[N
0
[u℄℄ (p=p)
où pour tout  (ou x) liée dans N
0
(resp. N
0
0
), N
0
0
(resp. N
0
) est sans  (ou sans x).
Ces équations peuvent se justier opérationnellement en regardant e à quoi elles orrespondent
dans la mahine de Krivine [Kri92℄ (voir annexe D.4).
Considérons, par exemple, le as de l'équation (push/pop) (e qui devrait élairir le hoix du
nom de ette équation). Supposons que le alul ommene dans l'état (([
0
℄([
0
℄x::u)v; e); ")
où e ontient (
0
= 
1
) et (
0
=  :: 
2
) ( =2 ), la mahine fait les opérations suivantes :
 restaurer 
1
;
 mettre (v; e) sur 
1
;
 mémoriser la nouvelle pile (v; e) :: 
1
ave le nom  dans l'environnement ;
 restaurer la pile  :: 
2
;
 dépiler  et la mémoriser ave le nom x dans l'environnement ;
 sauvegarder 
2
ave le nom .
Si on note e
0
l'état obtenu en ajoutant ( = (v; e) :: 
1
), (x = ) et ( = 
2
) dans e, la ma-
hine atteint l'état ((u; e
0
); "). On peut vérier qu'en partant de l'état (([
0
℄x:[
0
℄(:u)v; e); "),
la mahine passe par les mêmes étapes (juste dans un ordre diérent, et ave un environnement
légèrement diérent assoié à v e qui est sans onséquene puisque x =2 v et  =2 v).
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11.4.2 Adéquation
On va montrer que la -équivalene aratérise exatement le quotient sur les -termes réalisé
par la tradution (:)

dans les réseaux.
Tout d'abord, on généralise la -équivalene à des ontextes nommés quelonques :
11.19. Lemme (pop out)
Si N est sans x et sans 
0
, si  n'est pas liée dans N et si 
0
=2 u, alors :
N [[℄x:u℄ '

[℄x:
0
:N [[
0
℄u℄
Démonstration : Par réurrene sur N :
 Si N = [ ℄ :
[℄x:u'

[℄x:
0
[
0
℄u par ()
 Si N = [℄:[ ℄ :
[℄[℄x:u'

[℄[℄x:
0
[
0
℄u par ()
'

[℄x:
0
[
0
℄u[

=

℄ par ()
'

[℄x:
0
[℄[
0
℄u par ()
 Si N = [℄y:C[:[ ℄℄ :
[℄y:C[:[℄x:u℄'

[℄y:
0
[
0
℄C[:[℄x:u℄ par ()
'

[℄y:
0
[℄x:
0
[
0
℄C[[
0
℄u℄ par réurrene
'

[℄x:
0
[℄y:
0
[
0
℄C[[
0
℄u℄ par (pop/pop)
'

[℄x:
0
[℄y:C[[
0
℄u℄ par ()
 Si N = [℄
0
[
0
℄C[:[ ℄℄ :
[℄
0
[
0
℄C[[℄x:u℄'

[℄
0
[℄x:
0
[
0
℄C[[
0
℄u℄ par réurrene
'

[℄x:
0
[
0
℄C[[
0
℄u℄[

=

0
℄ par ()
'

[℄x:
0
[℄
0
[
0
℄C[[
0
℄u℄ par ()
 Si N = [℄(C[:[ ℄℄)v :
[℄(C[[℄x:u℄)v'

[℄(
0
[
0
℄C[[℄x:u℄)v par ()
'

[℄(
0
[℄x:
0
[
0
℄C[[
0
℄u℄)v par réurrene
'

[℄x:
0
[℄(
0
[
0
℄C[[
0
℄u℄)v par (push/pop)
'

[℄x:
0
[℄(C[[
0
℄u℄)v par ()
2
11.20. Lemme (push out)
Si N est sans 
0
, si  n'est pas liée dans N , si 
0
=2 u et si auune des variables libres de v n'est
liée dans N , alors :
N [[℄(u)v℄ '

[℄(
0
:N [[
0
℄u℄)v
Démonstration : Par réurrene sur N :
 Si N = [ ℄ :
[℄(u)v'

[℄(
0
[
0
℄u)v par ()
 Si N = [℄:[ ℄ :
[℄[℄(u)v'

[℄[℄(
0
[
0
℄u)v par ()
'

[℄(
0
[
0
℄u[

=

℄)v par ()
'

[℄(
0
[℄[
0
℄u)v par ()
 Si N = [℄x:C[:[ ℄℄ :
[℄x:C[:[℄(u)v℄'

[℄x:
0
[
0
℄C[:[℄(u)v℄ par ()
'

[℄x:
0
[℄(
0
[
0
℄C[[
0
℄u℄)v par réurrene
'

[℄(
0
[℄x:
0
[
0
℄C[[
0
℄u℄)v par (push/pop)
'

[℄(
0
[℄x:C[[
0
℄u℄)v par ()
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 Si N = [℄
0
[
0
℄C[:[ ℄℄ :
[℄
0
[
0
℄C[[℄(u)v℄'

[℄
0
[℄(
0
[
0
℄C[[
0
℄u℄)v par réurrene
'

[℄(
0
[
0
℄C[[
0
℄u℄)v[

=

0
℄ par ()
'

[℄(
0
[℄
0
[
0
℄C[[
0
℄u℄)v par ()
 Si N = [℄(C[:[ ℄℄)w :
[℄(C[[℄(u)v℄)w'

[℄(
0
[
0
℄C[[℄(u)v℄)w par ()
'

[℄(
0
[℄(
0
[
0
℄C[[
0
℄u℄)v)w par réurrene
'

[℄(
0
[℄(
0
[
0
℄C[[
0
℄u℄)w)v par (push/push)
'

[℄(
0
[℄(C[[
0
℄u℄)w)v par ()
2
11.21. Remarque : Dans ertains as partiuliers, la -rédution peut modier la tradution d'un
terme en e qui onerne ses liens ?w naux. Par exemple [℄Æ:u !

u si Æ =2 u et ([℄Æ:u)

est
obtenu en ajoutant un n÷ud ?w orrespond à  au réseau u

. C'est pourquoi on étendra désor-
mais l'équivalene struturelle '
s
des réseaux en onsidérant équivalents des réseaux qui dièrent
uniquement par des aaiblissements naux.
11.22. Théorème (Corretion)
Soient t et t
0
deux -termes, t '

t
0
) t

'
s
t
0

.
Démonstration : Nous démontrons que les équations de la -équivalene sont bien réalisées par la
tradution dans les réseaux.
(
1
) Les deux réseaux (((x:u)v)w)
 
et ((x:(u)w)v)
 
se réduisent tous les deux multiplia-
tivement à :
v

w

u

x
ax
!


utut
!
Puisque (:)

s'obtient à partir de (:)
 
en éliminant toutes les oupures multipliatives,
en réduisant e réseau on obtient (((x:u)v)w)

et ((x:(u)w)v)

qui sont don égaux.
(
2
) Les deux réseaux (((x:y:u)v)

et (y:(x:u)v)

sont égaux à :
v

u

x
y
!
ut
P
(
3
) Les deux réseaux (((x:[℄u)v)

et ([℄(x:u)v)

sont égaux à :
v

u


x
()
ut
!
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modulo '
s
à ause de l'ordre des ontrations au-dessus de .
(push/push) Les deux réseaux ([
0
℄([
0
℄(:u)v)w)

et ([
0
℄([
0
℄(:u)w)v)

sont égaux
à :
u

w

v

 
ax ax
!!

 

utut

0

0
(pop/pop) Les deux réseaux ([
0
℄x:[
0
℄y::u)

et ([
0
℄y:[
0
℄x::u)

sont égaux
à :
u

x
y


PP

0

0
(push/pop) Les deux réseaux ([
0
℄([
0
℄x::u)v)

et ([
0
℄x:[
0
℄(:u)v)

sont égaux
à :
u

v


x

P
ut


!
ax

0

0
() ([℄:u)

et (u[

=

℄)

sont égaux modulo '
s
par le lemme 11.6 et la remarque 11.21.
() Le réseau ([℄u)

est exatement le réseau u

si  =2 u. 2
La réiproque néessite quelques lemmes intermédiaires.
11.23. Lemme
Soit [℄u un terme nommé ontenant une variable libre  telle que la onlusion de ([℄u)

orres-
pondant à  ne soit ni porte auxiliaire d'une boîte ni onlusion d'un n÷ud ?. Il existe un ontexte
N sans  et un -terme u
0
tels que [℄u = N [[℄u
0
℄ ave  =2 u
0
.
Démonstration : Si  =  alors néessairement  =2 u sinon la onlusion orrespondant à  dans
([℄u)

serait onlusion d'un n÷ud ?. Dans e as le résultat est prouvé ave N = [ ℄.
Si  6= , on raisonne par réurrene sur la taille de u :
 Si u = x, on a néessairement  =  puisque  est libre dans [℄u.
 Si u = x:u
0
, on peut appliquer l'hypothèse de réurrene à [℄u
0
, don [℄u
0
= N [[℄u
0
℄ or
N 6= [ ℄ puisque  6=  d'où N = [℄C[:[ ℄℄ et enn [℄u = [℄x:C[[℄u
0
℄.
 Si u = (u
0
)v,  ne peut pas être à la fois libre dans u
0
et v puisque la onlusion assoiée
dans ([℄u)

n'est pas onlusion d'un n÷ud ? et  ne peut pas être libre dans v puisque
la onlusion assoiée n'est pas porte auxiliaire d'une boîte. On en déduit que  est libre
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dans u
0
et pas dans v et que l'on peut appliquer l'hypothèse de réurrene à [℄u
0
, don
[℄u
0
= N [[℄u
0
℄ ave N = [℄C[:[ ℄℄ (ar on a à nouveau N 6= [ ℄) d'où, enn [℄u =
[℄(C[[℄u
0
℄)v.
 Si u = [
0
℄u
0
, alors  6=  puisque  est libre dans u. On peut appliquer l'hypothèse de
réurrene à [
0
℄u
0
, d'où [
0
℄u
0
= N [[℄u
0
℄ et don [℄u = [℄:N [[℄u
0
℄. 2
11.24. Lemme
Si t est un terme nommé et si t

a un n÷ud P terminal (dont la onlusion orrespond à la variable
libre ), alors il existe un terme t
0
tel que t '

[℄x:t
0
et t

0
est le réseau obtenu en supprimant
e n÷ud P dans t

.
Démonstration : On raisonne par réurrene sur la taille de t :
 Si t = [℄x, t

ne ontient pas de n÷ud P.
 Si t = [℄y:u, si  =  le résultat est prouvé, sinon par hypothèse de réurrene [℄u '

[℄x:t
0
où  =2 u, don :
t= [℄y:u
'

[℄y:[℄u ()
'

[℄y:[℄x:t
0
'

[℄y:[℄x:
0
[
0
℄t
0
()
'

[℄x:
0
[℄y:[
0
℄t
0
(pop/pop)
 Si t = [℄:t
0
, on applique l'hypothèse de réurrene à t
0
e qui donne un terme t
0
tel que
t
0
'

[℄x:t
0
don :
t'

[℄[℄x:t
0
'

[℄x:t
0
[

=

℄ ()
 Si t = [℄(u)v
1
: : : v
n
où n > 0 et u n'est pas une appliation, on onsidère haque as
possible pour u :
 Si u = x alors t

ne ontient pas de n÷ud P à profondeur 0.
 Si u = y:u
0
, par hypothèse de réurrene [℄(u
0
)v
2
: : : v
n
'

[℄x:t
0
, si on hoisit x non
libre dans v
1
, on a alors :
t= [℄(y:u
0
)v
1
v
2
: : : v
n
'

[℄(y:(u
0
)v
2
: : : v
n
)v
1
(
1
)
n 1
'

[℄[℄(y:(u
0
)v
2
: : : v
n
)v
1
()
'

[℄(y:[℄(u
0
)v
2
: : : v
n
)v
1
(
3
)
'

[℄(y:[℄x:t
0
)v
1
'

[℄[℄(y:x:t
0
)v
1
(
3
)
'

[℄(y:x:t
0
)v
1
()
'

[℄x:(y:t
0
)v
1
(
2
)
 Si u = [
0
℄u
0
, si  6=  alors  6=  et on peut appliquer l'hypothèse de réurrene à
[
0
℄u
0
d'où [
0
℄u
0
'

[℄x:t
0
et :
t= [℄([
0
℄u
0
)v
1
: : : v
n
'

[℄([℄x:t
0
)v
1
: : : v
n
'

[℄x:
0
[℄([
0
℄t
0
)v
1
: : : v
n
lemme 11.19
et si  = , la onlusion distinguée de (([
0
℄u
0
)v
1
: : : v
n
)

est un n÷ud P, on en déduit
que la onlusion distinguée de ([
0
℄u
0
)

est un n÷ud P ou ax pour qu'une rédution
multipliative puisse avoir lieu lors de la tradution de l'appliation aux v
i
sinon on
obtiendrait le n÷ud ax de l'arbre positif formé des v
i
omme onlusion distinguée de
(([
0
℄u
0
)v
1
: : : v
n
)

. Cei nous permet d'appliquer le lemme 11.23 à [
0
℄u
0
, on obtient
[
0
℄u
0
= N [[℄u
00
℄ et :
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t= [℄([
0
℄u
0
)v
1
: : : v
n
'

[℄(:N [[℄u
00
℄)v
1
: : : v
n
'

N [[℄(u
00
)v
1
: : : v
n
℄ lemme 11.20
'

N [[℄x:t
0
℄ réurrene
'

[℄x:
0
:N [[
0
℄t
0
℄ lemme 11.19
2
11.25. Lemme
Si t est un terme nommé et si t

n'a pas de n÷ud négatif terminal mais ontient un n÷ud ut
maximal dont l'arbre positif n'est pas plat et à  omme variable assoiée à la onlusion de son lien
ax, il existe t
0
et v tels que t '

[℄(t
0
)v et t

0
est le réseau obtenu en supprimant la boîte ontenant
v

dans t

(modulo rédution multipliative).
Démonstration : On raisonne par réurrene sur la taille de t. La onlusion orrespondant à  dans
t

étant elle d'un n÷ud ax, on peut appliquer le lemme 11.23, d'où t = N [[℄t
0
℄ ave soit
N 6= [ ℄ et on peut appliquer l'hypothèse de réurrene à [℄t
0
e qui donne [℄t
0
'

[℄(t
0
)v et,
par le lemme 11.20, t '

[℄(
0
:N [[
0
℄t
0
℄)v ; soit N = [ ℄ et on est dans l'un des as suivants :
 Si t = [℄x, t

ne ontient pas de oupure.
 Si t = [℄x:u, t

a un n÷ud négatif P ou ? terminal.
 Si t = [℄:t
0
, il sut d'appliquer l'hypothèse de réurrene à t
0
[

=

℄.
 Si t = [℄(u)v
1
: : : v
n
où n > 0 et u n'est pas une appliation, on onsidère haque as
possible pour u :
 Si u = x, le résultat est prouvé ave v = v
n
.
 Si u = x:u
0
, on a :
t= [℄(x:u
0
)v
1
v
2
: : : v
n
'

[℄(x:(u
0
)v
2
: : : v
n
)v
1
(
1
)
n 1
'

[℄(x:[℄(u
0
)v
2
: : : v
n
)v
1
()
'

[℄(x:[℄(t
0
)v)v
1
réurrene
'

[℄(x:(t
0
)v)v
1
()
'

[℄(x:t
0
)v
1
v (
1
)
 Si u = [℄u
0
, soit le lemme est vérié pour v = v
n
, soit omme dans le lemme 11.24, la
onlusion de ([℄u
0
)

orrespondant à  est onlusion d'un n÷ud ax ou P pour qu'il y
ait pu avoir rédution multipliative lors de la tradution et dans e as on peut appliquer
le lemme 11.23 à [℄u
0
d'où [℄u
0
= N [[℄u
00
℄ et :
t= [℄([℄u
0
)v
1
: : : v
n
'

[℄(:N [[℄u
00
℄)v
1
: : : v
n
'

N [[℄(u
00
)v
1
: : : v
n
℄ lemme 11.20
'

N [[℄(t
0
)v℄ réurrene
'

[℄(
0
:N [[
0
℄t
0
℄)v lemme 11.20
2
11.26. Lemme
Si t est un terme nommé et si t

n'a pas de n÷ud négatif terminal mais ontient un n÷ud ut
maximal dont l'arbre positif est plat, il existe v tel que, pour tout  2 t ( =2 v), il existe un terme t
0
tel que t '

[℄(x:t
0
)v et [℄t

0
est le réseau obtenu en supprimant la oupure et la boîte ontenant
v

dans t

.
Démonstration : Il onvient tout d'abord de onstater que la validité de v pour tout  2 t ( =2 v)
n'est absolument pas une ontrainte puisque si on obtient le résultat pour un  partiulier,
on l'obtient automatiquement pour tous les autres :
165
t'

[℄(x:t
0
)v
'

[
0
℄
0
[℄(x:t
0
)v ()
'

[
0
℄(x:
0
[℄t
0
)v (
3
)
On raisonne par réurrene sur la taille de t :
 Si t = [℄x, t

ne ontient pas de oupure.
 Si t = [℄x:u, t

a un n÷ud négatif P ou ? terminal.
 Si t = [℄:t
0
, il sut d'appliquer l'hypothèse de réurrene à t
0
[

=

℄.
 Si t = [℄(u)v
1
: : : v
n
où n > 0 et u n'est pas une appliation, on onsidère haque as
possible pour u :
 Si u = x, t

ne ontient pas de oupure dont l'arbre positif soit plat à profondeur 0.
 Si u = y:u
0
, en appliquant n  1 fois (
1
) on a t '

[℄(y:(u
0
)v
2
: : : v
n
)v
1
. Soit le lemme
est vérié ave v = v
1
, soit on applique l'hypothèse de réurrene à [℄(u
0
)v
2
: : : v
n
ave
 =2 (u
0
)v
2
: : : v
n
:
t'

[℄(y:(u
0
)v
2
: : : v
n
)v
1
'

[℄(y:[℄(u
0
)v
2
: : : v
n
)v
1
()
'

[℄(y:[℄(x:t
0
)v)v
1
réurrene
'

[℄(y:(x:t
0
)v)v
1
()
'

[℄(y:x:t
0
)v
1
v (
1
)
'

[℄(x:(y:t
0
)v
1
)v (
2
)
 Si u = [
0
℄u
0
, soit l'arbre positif plat fait partie du sous-réseau de t

orrespondant à
[
0
℄u
0

et en y appliquant l'hypothèse de réurrene, on obtient :
t'

[℄([
0
℄u
0
)v
1
: : : v
n
'

[℄([
0
℄(x:t
0
)v)v
1
: : : v
n
réurrene
'

[℄(x:[
0
℄t
0
)vv
1
: : : v
n
(
3
)
'

[℄(x:([
0
℄t
0
)v
1
: : : v
n
)v (
1
)
n
soit il y a eu rédution multipliative lors de la tradution de l'appliation aux v
i
et omme
dans le lemme 11.24 on peut appliquer le lemme 11.23 à [
0
℄u
0
d'où [
0
℄u
0
= N [[℄u
00
℄ et :
t= [℄([
0
℄u
0
)v
1
: : : v
n
'

[℄(:N [[℄u
00
℄)v
1
: : : v
n
'

N [[℄(u
00
)v
1
: : : v
n
℄ lemme 11.20
'

N [[℄(x:t
0
)v℄ réurrene
'

[℄(
0
:N [[
0
℄x:t
0
℄)v lemme 11.20
'

[℄(
0
[
0
℄x:
0
:N [[
0
℄t
0
℄)v lemme 11.19
'

[℄(x:
0
:N [[
0
℄t
0
℄)v ()
2
11.27. Théorème (Complétude)
Soient t et t
0
deux -termes, t

'
s
t
0

) t '

t
0
.
Démonstration : On raisonne par réurrene sur la taille de e réseau R = t

en montrant simul-
tanément le résultat pour les termes et les termes nommés et en suivant le même shéma que
dans la preuve du théorème 5.19. Si t est un terme nommé, R n'a pas de onlusion distinguée
et on onsidère les as suivants :
 SiR a un n÷ud P terminal dont la onlusion orrespond à la variable , par le lemme 11.24,
il existe des termes u et u
0
tels que t '

[℄x:u et t
0
'

[℄x:u
0
ave u

'
s
u
0

. On a
alors, par hypothèse de réurrene, u '

u
0
et don t '

t
0
.
 Si R a un n÷ud ? terminal de type ?P dont la onlusion orrespond à la variable x,
il existe u et u
0
tels que t = u[
x
=
y
℄ et t
0
= u
0
[
x
=
y
℄ et u

= u
0

est le réseau obtenu en
supprimant e n÷ud ? dans R. Par hypothèse de réurrene, u '

u
0
et don t '

t
0
.
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 Si R a un n÷ud ? terminal de type N 6= ?P , idem.
 Si R a un n÷ud ?w terminal de type N 6= ?P , idem.
 Si R n'a pas de n÷uds négatifs terminaux mais ontient une oupure maximale dont l'arbre
positif n'est pas plat, par le lemme 11.25, il existe u, u
0
, v et v
0
tels que t '

[℄(u)v et
t
0
'

[℄(u
0
)v
0
, or par hypothèse de réurrene u '

u
0
et v '

v
0
don t '

t
0
.
 Si R n'a pas de n÷uds négatifs terminaux mais ontient une oupure maximale dont l'arbre
positif est plat, par le lemme 11.26, il existe u, u
0
, v et v
0
tels que t '

[℄(x:u)v et
t
0
'

[℄(x:u
0
)v
0
. Par hypothèse de réurrene, [℄u '

[℄u
0
et v '

v
0
don t '

t
0
.
 SiR n'a ni n÷ud négatif terminal ni oupure à profondeur 0 alorsR est un arbre positif (ave
un n÷ud ?d au-dessous), t = (x)v
1
: : : v
n
et t
0
= (x)v
0
1
: : : v
0
n
, on peut appliquer l'hypothèse
de réurrene aux v
i
e qui donne pour tout i, v
i
'

v
0
i
et don t '

t
0
.
Si t et t
0
sont des termes (non nommés), soit  une variable n'apparaissant ni dans t ni dans
t
0
, on a t '

[℄t et t
0
'

[℄t
0
ave ([℄t)

'
s
([℄t
0
)

de même taille que t

, on peut
don appliquer le as des termes nommés e qui donne [℄t '

[℄t
0
et don t '

t
0
. 2
11.4.3 Propriétés
11.28. Proposition
Soient u et v deux -termes, si u '

v alors u '

v.
Démonstration : On va montrer que l'on peut démontrer haune des équations de la -équivalene
à l'aide de elles de la -équivalene :
(
i
) Réalisée par la -équivalene.
(push/push) Réalisée par la -équivalene :
[
0
℄([
0
℄(:u)v)w'

[
0
℄([
0
℄:u[
[℄(t)v
=
[℄t
℄)w
'

[
0
℄(:u[
[℄(t)v
=
[℄t
℄[

0
=

℄)w
= ([
0
℄(:u[
[℄(t)v
=
[℄t
℄)w)[

0
=

℄  =2 w
= ([
0
℄(:u)w)[
[℄(t)v
=
[℄t
℄[

0
=

℄  =2 v
'

[
0
℄:([
0
℄(:u)w[
[℄(t)v
=
[℄t
℄)
'

[
0
℄([
0
℄(:u)w)v
(push/pop) Réalisée de la même manière par la -équivalene.
(pop/pop) Il faut ii la -équivalene :
[
0
℄x:[
0
℄y::u'

[
0
℄[
0
℄x:[℄y::u  6=  et  6= 
0
'

[
0
℄y:([
0
℄x:[℄y::u)y y 6= x
'

[
0
℄y:[
0
℄x:[℄(y::u)y
'

[
0
℄y:[
0
℄x:[℄:u
'

[
0
℄y:[
0
℄x::u
() Réalisée par la -équivalene.
() Réalisée par la -équivalene. 2
La -équivalene réalise des identiations entre termes qui sont plus omplexes que dans le
as du -alul. En partiulier elle permet d'identier des termes normaux et non normaux (y
ompris si on onsidère les termes normaux pour les - et -rédutions) : soit t un terme los et
u = x:[℄([℄y:Æ[℄x)t et v = x:[℄y:Æ[℄(x)t, on a u '

v ('est une variante de
(push/pop) et un as partiulier du lemme 11.20) et on a également u!
+
v :
u !

x:[℄[℄y:Æ[℄(x)t !

v
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Il n'y a don auun espoir que la -équivalene préserve les longueurs de rédution omme 'est le
as pour le -alul [Reg92℄. La raison est que le -alul ontient des -rédex linéaires qui n'ont
pas de réelle signiation opérationnelle. Plus préisément, nous allons maintenant montrer que la
-équivalene identie les termes qui ne diérent que par des -rédex linéaires.
11.29. Définition (-rédex linéaire)
Un -rédex est dit linéaire s'il est de la forme (:N [[℄u℄)v où N est un ontexte nommé sans 
et  =2 u. La taille du -rédex est le nombre de  dans le terme :N [[℄u℄ après avoir remplaé
toute appliation (t)t
0
par t.
On montre que la -rédution linéaire termine et est inluse dans la -équivalene.
11.30. Proposition (Élimination des -rédex linéaires)
Soit u un -terme, la -rédution linéaire de u termine et on obtient un terme u
0
tel que u
0
'

u.
Démonstration : On montre que tout -rédex linéaire peut être soit remplaé par un plus petit soit
éliminé et de manière ompatible ave la -équivalene :
(:N [[℄u℄)v'

[℄(:N [[℄u℄)v ()
'

:N [[℄(u)v℄ lemme 11.20
don soit le nombre de -rédex linéaires diminue soit la taille d'un de es rédex, au moins,
diminue sans que elle des autres augmente. 2
11.31. Lemme (Rédution infinie)
Si u admet une suite innie de rédutions, alors u

également.
Démonstration : Certaines -rédutions (en partiulier les -rédutions linéaires) sont traduites par
0 étapes de rédution dans les réseaux. Il sut de remarquer que la réiproque est vraie : si
u !

v et u

= v

alors la -rédution orrespond néessairement à un -rédex linéaire,
or il ne peut pas y avoir de suite innie de -rédutions linéaires dans un -terme. On en
déduit que toute rédution innie d'un -terme ontient un nombre inni de rédutions qui
ne soient pas des -rédutions linéaires, don u

a une suite innie de rédutions. 2
11.32. Proposition (Propriétés de préservation)
Soient u et v deux -termes tels que u '

v.
 Si u est normalisable alors v est normalisable et leurs formes normales sont -équivalentes.
 Si u admet une forme normale de tête alors v aussi.
 Si u est fortement normalisable, alors v est fortement normalisable.
 Si u est typable de type A alors v est typable de type A.
Démonstration : Il s'agit essentiellement de orollaires du théorème 11.27 qui pourraient également
être démontrés diretement à l'aide des équations de la -équivalene.
 Si u est normalisable alors u

est normalisable par simulation et puisque v

'
s
u

, v est
normalisable par la proposition 11.15.
 De la même manière que le as préédent en remarquant que la rédution de tête du -
alul orrespond à la rédution à profondeur 0 des réseaux.
 Grâe au lemme 11.31, et en raisonnant omme dans la proposition 11.15.
 Si u est typable de type A alors u

'
s
v

est typable de type A
 
(dénition 11.2) et en
suivant les étapes de la tradution de v ei donne une dérivation de typage de v ave le
type A. 2
168
11.33. Exemple
Regardons les transformations réalisées sur les dérivations de typage par la -équivalene. Par
exemple ave l'équation (push/pop), si  ; x : A ` u j  : C ! D; : B; et  
0
` v : C j 
0
, on a :
 ; x : A ` u j  : C ! D; : B;
  abs
 ; x : A ` :u : B j  : C ! D;
abs
  ` x::u : A! B j  : C ! D;

  ` [
0
℄x::u : C ! D j 
0
: A! B;  
0
` v : C j 
0
app
 ; 
0
` ([
0
℄x::u)v : D j 
0
: A! B;;
0
name
 ; 
0
` [
0
℄([
0
℄x::u)v j 
0
: D;
0
: A! B;;
0
et
 ; x : A ` u j  : C ! D; : B;
  abs
 ; x : A ` :u : C ! D j  : B;  
0
` v : C j 
0
app
 ; 
0
; x : A ` (:u)v : D j  : B;;
0

 ; 
0
; x : A ` [
0
℄(:u)v : B j 
0
: D;;
0
abs
 ; 
0
` x:[
0
℄(:u)v : A! B j 
0
: D;;
0
name
 ; 
0
` [
0
℄x:[
0
℄(:u)v j 
0
: D;
0
: A! B;;
0
Depuis le début de e hapitre, nous avons onsidéré le -alul tel qu'il a été introduit par
M. Parigot et nous avons étudié en détails les liens ave les réseaux polarisés. Toutefois ei n'uti-
lise qu'un fragment de LLP, pas de onneteurs additifs en partiulier. Toute ette étude peut être
étendue au -alul omplet (annexe D.5) et on montrerait que la tradution utilise alors l'inté-
gralité des onneteurs de LLP, plus préisément on pourrait énoner un résultat de surjetivité de
la tradution des termes en réseaux.
Il faut ependant remarquer que les règles de rédution du -alul de Selinger (don du -
alul omplet) ne sont pas dénies (exepté par une CPS-tradution). En onsidérant que de telles
règles devraient mener à une généralisation du théorème 11.9, on pourrait les dénir à partir de la
proédure d'élimination des oupures de LLP et elles seraient automatiquement ompatibles ave
la sémantique des atégories de ontrle. Donner expliitement toutes es règles serait fastidieux et
donnerait lieu à de nombreuses règles de rédution ommutative quotientées par la (généralisation
de la) -équivalene.
11.5 Autres -systèmes lassiques par nom
11.5.1 -alul
Nous étudions ii la tradution du -alul [Kri94℄ (variante du alul de Felleisen [Fel86℄) dans
LLP.
11.34. Définition (-alul)
Les termes du -alul sont donnés par :
t ::= x j x:t j (t)t j 
Les règles de rédution sont la -rédution et :
()tt
1
: : : t
n
!

(t)x:(x)t
1
: : : t
n
Le système de typage assoié à e alul est elui du -alul enrihi par la règle :
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  `  : ((A! ?)! ?)! A
On ne onsidère la rédution !

que si le terme ()tt
1
: : : t
n
a type ?.
En utilisant la tradution négative (:)
 
pour le -alul (omme dérite pour le -alul) et en
traduisant la onstante  par le réseau :
ax
?
?d
P
!


?d
P
1
on obtient une simulation de la rédution du -alul par elle des réseaux polarisés modulo -
expansion sur les axiomes de type ` 1;? et ommutation des n÷uds ? ave les portes auxiliaires
de boîtes (e qui orrespond à la réversibilité de ? ou à l'équivalene struturelle pour les aaiblis-
sements).
Démonstration : Grâe au théorème 11.9, il sut de montrer la simulation de la rédution !

. Le
réseau (()tt
1
: : : t
n
)
 
:
ax
ax
!
!
!
!
P
P
?d
?d
?
1








ut
t
 
t
 
1
?
t
 
n
donne, par rédution et -expansion, le réseau :
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1?
?
P
1






!
!
!
?d
ut
?
t
 
t
 
n
t
 
1
qui est (modulo ommutation de ? ave la boîte) une -expansion de ((t)x:(x)t
1
: : : t
n
)
 
. 2
11.5.2 -alul
Nous étudions ii la tradution du -alul [DK00℄ dans LLP.
11.35. Définition (-alul)
Les termes du -alul sont donnés ave les piles de termes par :
t ::= x j x:t j (t)t j x:t j ?
t
j ?

 ::= " j t:
Un programme est une paire t; . Les règles de rédution pour les programmes sont :
(t)u;  ! t; u:
x:t; u: ! t[
?
u
=
x
℄; 
?
u
;  ! u; 
x:t;  ! t[
?

=
x
℄; 
?

; t:
0
! t; 
Le système de typage des termes assoié à e alul est elui du -alul enrihi par la règle :
 ; x : A! B ` t : A

  ` x:t : A
Conernant les programmes, si t : A
1
!    ! A
n
! A et si les termes de  ont types A
1
, ..., A
n
,
alors t;  a type A.
On utilise la tradution négative (:)
 
pour le -alul, en ajoutant pour les nouvelles onstru-
tions :
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 = t
1
: : : t
n
t
 
n
t
 
1
ax
!
!




x:t
A
t
 
A
A
?
B
ax
?d ?w
P
!
ut
?
?


 
?d ?w
P
et la tradution de ?
t
est la même que elle de t.
Le programme t;  est traduit en plaçant une oupure entre la tradution t et elle de  :
t
 

 
ut
11.36. Proposition
La rédution des réseaux polarisés simule elle du -alul par la tradution i-dessus.
Démonstration : On onsidère haune des règles de rédution :
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 (t)u;  ! t; u: : ette règle est simulée par une simple rédution ax.
 x:t; u: ! t[
?
u
=
x
℄;  : la tradution du programme x:t; u: est la même que elle du
terme (x:t)ut
1
: : : t
n
où  = t
1
: : : t
n
, or d'après le théorème 11.9 le réseau obtenu se réduit
en la tradution de (t[
u
=
x
℄)t
1
: : : t
n
qui se réduit en elle du programme t[
?
u
=
x
℄;  par des
rédutions ax.
 ?
u
;  ! u;  : les deux programmes sont traduits à l'identique.
 x:t;  ! t[
?

=
x
℄;  : par rédution de (x:t; )
 
, on obtient le réseau :

 

 
?d ?w
P
!
ut ut
?
t
 
qui, d'après le lemme 11.7, se réduit en (t[
?

=
x
℄; )
 
.
 ?

; t:
0
! t;  : le réseau (?

; t:
0
)
 
:

0
 

 
?d ?w
P
!


ut
t
 
se réduit en (t; )
 
modulo un n÷ud ?w terminal. 2
11.37. Remarque : Le terme de l'exemple 11.5 s'érit simplement en -alul : (x:x)x:x.
11.6 Tradution positive
Comme on a traduit le -alul par nom dans LLP par la tradution négative, on va désormais
traduire le -alul par valeur dans LLP par la tradution positive. Cette idée est initialement due
à P. Selinger.
La tradution des diérentes onstrutions des -termes est donnée de la manière suivante :
(x)
ax
?d
x
A
?
?A
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()
A
?
?B
?!(A( ?B)
A
?
?B
P
!
?d
t
+
x
t
+
()
?B
?!(A( ?B) !?(A
 !B
?
)
?A
t
+
u
+
?!(A( ?B)
t
+
u
+
?A
ax ax


?d
!
!
ut
ut
()
t
+
x
i

j
t
+

j
x
i
()

j
x
i

?

x
i
 
j
t
+
t
+
On obtient t
+
en éliminant les oupures !=?d dans le réseau ainsi obtenu.
11.38. Lemme (-substitution)
Soient t et v deux -termes, si v est une valeur et si on note R
v
le réseau obtenu en supprimant
le n÷ud ?d situé au-dessus de la onlusion distinguée de v
+
, alors le réseau :
ut
R
v
t
+
x
se réduit en (t[
v
=
x
℄)
+
.
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Démonstration : On raisonne par réurrene sur la taille de t :
 Si t = x, le résultat est obtenu par une simple rédution ax.
 Si t = x:u, on applique l'hypothèse de réurrene à u.
 Si t = (u)u
0
, on applique l'hypothèse de réurrene à u et à u
0
s'ils ontiennent tous les deux
la variable x et à elui qui la ontient sinon.
 Si t = [℄u, on applique l'hypothèse de réurrene à u. 2
11.39. Lemme (-substitution à droite)
Soient t et u deux -termes, le réseau :
ax ax


?d
!
!
ut
ut
t
+
u
+

se réduit en (t[
[℄(w)u
=
[℄w
℄)
+
.
Démonstration : Comme pour le lemme préédent par réurrene sur la taille de t. 2
11.40. Lemme (-substitution à gauhe)
Soient t et v deux -termes, si v est une valeur et si on note R
v
le réseau obtenu en supprimant
le n÷ud ?d situé au-dessus de la onlusion distinguée de v
+
, alors le réseau :
ax ax


?d
!
ut
ut

t
+
R
v
se réduit en (t[
[℄(v)w
=
[℄w
℄)
+
.
Démonstration : Par réurrene sur la taille de t :
 t ne peut pas être une variable.
 Si t = x:u, on applique l'hypothèse de réurrene à u.
 Si t = (u)u
0
et si un seul des deux termes ontient la variable , il sut d'appliquer
l'hypothèse de réurrene à e terme. Si u et u
0
ontiennent , après deux étapes de rédution
!=? (la première dupliquant la boîte et la seonde dupliquant R
v
), on applique l'hypothèse
de réurrene à u et à u
0
.
 Si t = [℄u, soit  6=  et on applique l'hypothèse de réurrene à u, soit  =  et  2 u
et on applique deux étapes de rédution !=? avant d'appliquer l'hypothèse de réurrene à
u, soit, enn,  =  et  =2 u et le résultat est immédiat. 2
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11.41. Proposition (Simulation)
Si u se réduit en v (en appel par valeur) alors u
+
se réduit en v
+
.
Démonstration : On onsidère les diérentes rédutions possibles :
(
v
) Après une rédution !=!, une rédution !=?d et une rédution 
= P, le réseau ((x:t)v)
+
donne le réseau du lemme 11.38 qui se réduit don en (t[
v
=
x
℄)
+
.
() On applique diretement le lemme 11.39.
(
v
) Puisque les oupures !=?d sont réduites dans (:)
+
, on peut appliquer le lemme 11.40. 2
Nous arrêtons ii la liste des -systèmes que l'on traduit dans LLP, il paraît naturel que d'autres
extensions lassiques déterministes du -alul puissent également se traduire dans LLP.
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Chapitre 12
Systèmes à variantes Q et T
12.1 LK
tq
Le système LK
tq
est un système dont l'élimination des oupures est non déterministe, qui a été
introduit par Danos-Joinet-Shellinx [DJS95℄ dans le adre de leur analyse de la logique lassique
par la logique linéaire. Il possède deux sous-systèmes déterministes duaux LKQ et LKT. Ces deux
systèmes sont basés sur deux tradutions diérentes de l'impliation lassique en logique linéaire.
Nous allons voir que es tradutions peuvent se fatoriser par les tradutions (:)
+
et (:)
 
dans LLP.
12.1.1 LKQ
Le système LKQ a été déni en utilisant la q-tradution de la èhe : !(A( ?B). Nous allons
voir qu'elle orrespond à la tradution (:)
+
et permet de traduire LKQ dans LLP.
ax
A `;A
  ` ;A  
0
; A ` 
0
; 
ut
 ; 
0
` ;
0
; 
  ` ; A;   
0
; A ` 
0
;
ut
 ; 
0
` ;
0
; 
 ; A ` ; B;
!
R
  ` ;A! B
  ` ;A  
0
; B ` 
0
;
!
L
 ; 
0
; A! B ` ;
0
;
  ` ; A;
8
R
  ` ;8XA
 ; A[
B
=
X
℄ ` ;
8
L
 ;8XA ` ;
  ` ;A
de
  ` ; A;
  ` ;
wk
R
  ` ; A; 
  ` ;
wk
L
 ; A ` ;
  ` ; A;A; 
o
R
  ` ; A; 
 ; A;A ` ;
o
L
 ; A ` ;
On traduit LKQ dans LLP par la tradution (:)
+
en traduisant les séquents par :
  ` ;  `  
+
?
; ?
+
;
+
Cette tradution arrive en fait dans LL
pol
, les règles struturelles généralisées ne sont pas néessaires
mais ei est uniquement le as pare qu'on n'utilise que les onneteurs ! et 8, des onneteurs
omme ^ ou 9 néessiteraient de onsidérer LLP à la plae de LL
pol
.
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12.1. Proposition (Simulation)
Par la tradution (:)
+
, la rédution de LL
pol
simule elle de LKQ.
Démonstration : Puisqu'on ne onsidère que le fragment !, 8 e résultat est elui pour la q-
tradution de [DJS95℄. 2
12.1.2 LKT
Le système LKT a été déni en utilisant la t-tradution de la èhe : !?A ( ?B. Nous allons
voir qu'elle orrespond à la tradution (:)
 
et permet de traduire LKT dans LLP.
ax
A;` A
;  ` ; A A;  
0
` 
0
ut
; ; 
0
` ;
0
;   ` ; A ; 
0
; A ` 
0
ut
; ; 
0
` ;
0
; ; A ` ; B
!
R
;  ` ; A! B
;   ` ; A B;  
0
` 
0
!
L
A! B;  ; 
0
` ;
0
;  ` ; A
8
R
;  ` ;8XA
A[
B
=
X
℄;   ` ;
8
L
8XA;   ` ;
A;   ` 
de
;A;  ` 
;  ` 
wk
R
;  ` ; A
;  ` 
wk
L
; ; A ` 
;  ` ; A;A
o
R
;  ` ; A
; ; A;A ` 
o
L
; ; A ` 
On traduit LKT dans LLP par la tradution (:)
 
en traduisant les séquents par :
;  `   ` 
 
?
; ? 
 
?
;
 
En omposant ette tradution ave la tradution (:)
b
, on retrouve la t-tradution de LKT dans LL :
A! B  !A( B  !?A( ?B
Cette remarque sera appliquée au -alul dans la setion 13.1.
12.2. Proposition (Simulation)
Par la tradution (:)
 
, la rédution de LLP simule elle de LKT.
Démonstration : Il s'agit essentiellement d'un as partiulier de la proposition 10.6. 2
12.2

~-alul
Le

~-alul, introduit par Curien-Herbelin [CH00℄, est un alul non déterministe pour la
logique lassique. Il possède deux sous-systèmes déterministes (

~
Q
-alul et

~
T
-alul) basés
sur les deux orientations de la paire ritique :
(:; e) !

[
e
=

℄
(v; ~x:) !
~
[
v
=
x
℄
qui odent respetivement l'appel par valeur et l'appel par nom.
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12.2.1

~
Q
-alul
Les termes du

~
Q
-alul sont prinipalement divisés en trois atégories : les ommandes (ou
programmes) , les termes v et V et les environnements (ou ontinuations) e.
 ::= (v; e)
V ::= x j x:v j e:V
v ::= : j V
e ::=  j ~x: j V:e j :e
Les règles de rédution obtenues en déterminisant la paire ritique du

~-alul par la distin-
tion entre v et V (e qui revient à d'abord eetuer les rédutions ) sont :
(x:v
1
; V
2
:e) ! (V
2
; ~x:(v
1
; e))
(e
2
:V; :e
1
) ! (:(V; e
1
); e
2
)
(:; e) ! [
e
=

℄
(V; ~x:) ! [
V
=
x
℄
Les règles de typage de e alul sont prohes des règles du système logique LKQ, ave quatre
sortes de jugements (une par atégorie syntaxique) :
 : (  ` )
  ` V : A;
  ` v : A j 
  j e : A ` 
Ce qui donne, en suivant la dénition des termes :
ax
x : A ` x : A;
ax
j  : A `  : A
  ` v : A j   
0
j e : A ` 
0
ut
(v; e) : ( ; 
0
` ;
0
)
 ; x : A ` v : B j 
!
R
  ` x:v : A! B;
  ` V : A;  
0
j e : B ` 
0
!
L
 ; 
0
j V:e : A! B ` ;
0
  j e : A `   
0
` V : B;
0
 
R
 ; 
0
` e:V : B  A;;
0
  j e : B `  : A;
 
L
  j :e : B  A ` 
  ` V : A;
de
  ` V : A j 
 : ( ; x : A ` )
~
  j ~x: : A ` 
 : (  `  : B;)

  ` : : B j 
  j  `  j 
wk
R
  j  `  j ; A
  j  `  j 
wk
L
 ; A j  `  j 
  j  `  j ; A;A
o
R
  j  `  j ; A
 ; A;A j  `  j 
o
L
 ; A j  `  j 
Ce qui signie que l'on a les règles struturelles sur les ontextes pour tous les types de jugements.
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On traduit le

~
Q
-alul dans LLP par la tradution (:)
+
en traduisant les jugements par :
 : (  ` )  `  
+
?
; ?
+
  ` V : A;  `  
+
?
; ?
+
; A
+
  ` v : A j   `  
+
?
; ?
+
; ?A
+
  j e : A `   ` A
+
?
; 
+
?
; ?
+
En omposant ette tradution ave la tradution (:)
b
, on retrouve la tradution du

~
Q
-alul
dans LL dérite par Curien-Herbelin.
12.3. Proposition (Simulation)
Par la tradution (:)
+
, la rédution de LLP simule elle du

~
Q
-alul.
Démonstration : Dans la mesure où la rédution du

~
Q
-alul orrespond à l'élimination des
oupures de LKQ, il s'agit essentiellement d'un orollaire de la proposition 12.1. 2
12.2.2

~
T
-alul
Les termes du

~
T
-alul possèdent les mêmes atégories syntaxiques que pour eux du

~
Q
-
alul ave une distintion entre deux types d'environnements e et E ette fois.
 ::= (v; e)
v ::= x j : j x:v j E:v
E ::=  j v:E j :e
e ::= ~x: j E
Les règles de rédution obtenues en déterminisant la paire ritique du

~-alul par la distin-
tion entre e et E (e qui revient à d'abord eetuer les rédutions ~) sont :
(x:v
1
; v
2
:E) ! (v
2
; ~x:(v
1
; E))
(E
2
:v; :e
1
) ! (:(v; e
1
); E
2
)
(:; E) ! [
E
=

℄
(v; ~x:) ! [
v
=
x
℄
Les règles de typage de e alul sont, ette fois, prohes des règles du système logique LKT,
ave toujours quatre sortes de jugements :
 : (  ` )
  ` v : A j 
 ;E : A ` 
  j e : A ` 
Ce qui donne :
ax
x : A ` x : A j
ax
; : A `  : A
  ` v : A j   
0
j e : A ` 
0
ut
(v; e) : ( ; 
0
` ;
0
)
 ; x : A ` v : B j 
!
R
  ` x:v : A! B j 
  ` v : A j   
0
;E : B ` 
0
!
L
 ; 
0
; v:E : A! B ` ;
0
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 ;E : A `   
0
` v : B j 
0
 
R
 ; 
0
` E:v : B  A j ;
0
  j e : B `  : A;
 
L
 ;:e : B  A ` 
 ;E : A ` 
de
  j E : A ` 
 : ( ; x : A ` )
~
  j ~x: : A ` 
 : (  `  : B;)

  ` : : B j 
  j  `  j 
wk
R
  j  `  j ; A
  j  `  j 
wk
L
 ; A j  `  j 
  j  `  j ; A;A
o
R
  j  `  j ; A
 ; A;A j  `  j 
o
L
 ; A j  `  j 
Ce qui signie que l'on a les règles struturelles sur les ontextes pour tous les types de jugements.
On traduit le

~
T
-alul dans LLP par la tradution (:)
 
en traduisant les jugements par :
 : (  ` )  ` ? 
 
?
;
 
  ` v : A j   ` ? 
 
?
;
 
; A
 
 ;E : A `   ` A
 
?
; ? 
 
?
;
 
  j e : A `   ` ?A
 
?
; ? 
 
?
;
 
En omposant ette tradution ave la tradution (:)
b
, on retrouve la tradution du

~
T
-alul
dans LL dérite par Curien-Herbelin.
12.4. Proposition (Simulation)
Par la tradution (:)
 
, la rédution de LLP simule elle du

~
T
-alul.
Démonstration : Dans la mesure où la rédution du

~
T
-alul orrespond à l'élimination des
oupures de LKT, il s'agit essentiellement d'un orollaire de la proposition 12.2. 2
12.5. Remarque : Les

~
Q
-alul et

~
T
-alul herhent à faire apparaître au maximum la
symétrie entre appel par valeur et appel par nom, mais on voit que le point lef qui ne peut pas
être rendu symétrique est la règle de dérélition.
Cei termine notre desription de tradutions de systèmes lassiques dans LLP. Il n'y a, à notre
onnaissane, atuellement auun alul lassique déterministe qui ne puisse pas être ainsi traduit.
Cei onforte l'idée que LLP puisse servir de adre uniateur à l'étude de es systèmes.
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Quatrième partie
Analyse linéaire de la logique lassique
183
La partie préédente a permis de montrer l'expressivité de LLP, et omment les systèmes las-
siques déterministes onnus se traduisent dans LLP. On s'intéresse désormais aux apports de ette
analyse dans LLP pour les diérents systèmes. Nous développons trois points où es apports sont
partiulièrement marquants.
Nous analysons tout d'abord les ::-tradutions (ou CPS-tradutions) à travers la logique li-
néaire, e qui onrme le statut de système lassique de LLP par rapport à LL ayant un statut plutt
intuitionniste.
Nous introduisons ensuite la notion de logique lassique linéaire du point de vue syntaxique
et sémantique, dont l'objetif est de montrer que la struture importante des preuves de logique
lassique peut en grande partie être étudiée en l'absene de règles struturelles (ontration et
aaiblissement).
Enn nous expliitons les rapports entre dualité appel par nom/appel par valeur et LLP, donnant
une interprétation logique de es deux notions fondamentales dans les langages de programmation.
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Chapitre 13
CPS-tradutions
La possibilité de traduire aussi bien la logique intuitionniste que la logique lassique dans des
systèmes linéaires ore un adre pour l'analyse des CPS-tradutions. Il apparaît que elles-i or-
respondent à des tradutions de LLP dans LL que l'on a naturellement renontrées lors de l'étude
de LLP. De plus le as linéaire suggère des optimisations possibles pour les CPS-tradutions.
Ce hapitre est le produit d'un travail en ollaboration ave L. Regnier [LR02℄.
De manière à prendre en ompte ertaines optimisations de linéarité, on onsidère un -alul
enrihi ave un type :
o
A orrespondant aux onstrutions suivantes :
 ; x : A ` u : ?
x linéaire
  ` `x:u : :
o
A
  ` u : :
o
A  ` v : A
 ; ` (u)
`
v : ?
La signiation de x linéaire, qui permet l'introdution du onneteur :
o
, reste à préiser selon
le ontexte (par nom ou par valeur).
13.1 Tradution de Plotkin par nom
La CPS-tradution par nom de Plotkin [Plo75℄ (légèrement orrigée dans [HD97℄) s'étend natu-
rellement en une tradution du -alul dans le -alul, que nous rappelons ii en introduisant
des informations de linéarité.
La ontrainte x linéaire signie, pour l'appel par nom, que x apparaît exatement une fois
dans le terme et pas en position d'argument.
Tradution des types (:)
n
: (où :A qui équivaut à A ! ? est à onsidérer omme une version
non linéaire de :
o
A)
X  X
A! B  ::
o
A
n
! ::
o
B
n
  ` A j   ::
o
 
n
;:
o

n
` ::
o
A
n
Tradution des termes :
x  k
:
o
A
n
:(x
::
o
A
n
)k
x:u  k
:
o
(A!B)
n
:(k)
`
x
::
o
A
n
:u
::
o
B
n
(u)v  k
:
o
B
n
:(u
::
o
(A!B)
n
)`m
(A!B)
n
:(m)v
::
o
A
n
k
:u  
:
o
A
n
:u
?
[℄u  (u
::
o
A
n
)
:
o
A
n
on a omis les (:)
n
dans les termes traduits pour alléger l'ériture.
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13.1. Remarque : Le remplaement de ertains : par des :
o
vient du fait que, dans la tradution
d'un terme, une ontinuation k (ou ) utilise toujours son argument de manière linéaire.
Si on rane la tradution (:)
 
du -alul dans LL ave (:
o
A)
 
= A
 
?
et en omettant les
onlusions ? :
x
A
:u
?
u
 
u
 
?A
?
?A
?
x
(u
:A
)v
A
?A
?
!A
A
ut
!
u
 
v
 
u
 
A
?A
?
v
 
`x
A
:u
?
u
 
u
 
A
?
A
?
x
(u
:
o
A
)
`
v
A
A
?
A
ut
u
 
v
 
A
A
?
u
 
v
 
on obtient le diagramme :
-alul
(:)
n
    ! -alul
(:)
 
?
?
y
?
?
y
(:)
 
LLP     !
(:)
b
LL
+
pol
modulo rédution ax et -expansion.
Démonstration : Regardons tout d'abord la tradution des jugements. Si on part du jugement
  ` A j  du -alul et qu'on le traduit par (:)
n
on obtient ::
o
 
n
;:
o

n
` ::
o
A
n
qui
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donne, par la tradution (:)
 
, ` ?! 
n
 
?
; ?
n
 
; ?A
n
 
. Si maintenant on traduit   ` A j 
d'abord par (:)
 
e qui donne ` ? 
 
?
; A
 
;
 
puis par (:)
b
, on obtient ` ? 
 
b
?
; A
 
b
;
 
b
.
Il nous reste à omparer A
n
 
et A
 
b
lorsque A est un type du -alul. On va montrer que
A
 
b
= ?A
n
 
par réurrene sur la taille de A :
X
n
 
= X
 
= X
?
X
 
b
= X
?
b
= ?X
?
= ?X
n
 
(A! B)
n
 
= (::
o
A
n
! ::
o
B
n
)
 
= !?A
n
 
( ?B
n
 
(A! B)
 
b
= (!A
 
( B
 
)
b
= ?(!A
 
b
( B
 
b
)
= ?(!?A
n
 
( ?B
n
 
)
= ?(A! B)
n
 
On a montré que le diagramme ommute pour les jugements, on va maintenant le prouver
pour les termes.
 La tradution du terme k
:
o
A
n
:(x
::
o
A
n
)k donne le réseau :
ax
ax
ax
!
?d
?d
ut
P


x
k
qui est, modulo rédution ax et -expansion, un axiome ave une dérelition, 'est-à-dire
(x
 
)
b
.
 Par la tradution (:)
 
, le terme k
:
o
(::
o
A!::
o
B)
:(k)
`
x
::
o
A
:u
::
o
B
donne le réseau :
?B?!A
?
P
ut
ax
?d
?(!?A( B)
k
u
 
qui est, après rédution ax, la tradution (:)
b
du réseau assoié au -terme x:u.
 Par la tradution (:)
 
, le terme k
:
o
B
:(u
::
o
(::
o
A!::
o
B)
)`m
::
o
A!::
o
B
:(m)v
::
o
A
k donne
le réseau :
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!!
!
ut
ut
ut
ax
ax
ax


?d
v
 
u
 
m
k
'est-à-dire, modulo rédution ax et -expansion, la tradution (:)
b
du réseau assoié au
-terme (u)v.
 Par la tradution (:)
 
, le terme 
:
o
A
:u
?
donne le même réseau que la tradution (:)
 
du terme u si  est libre dans u et ajoute un n÷ud ?w sinon, omme 'est le as pour la
tradution de :u.
 Par la tradution (:)
 
, le terme (u
::
o
A
)
:
o
A
donne, modulo -expansion et rédution ax,
le même réseau que la tradution (:)
 
du terme u si  n'est pas libre dans u et ajoute un
n÷ud ? sinon, omme 'est le as pour la tradution de [℄u. 2
13.2 Tradution de Plotkin par valeur
On eetue un travail similaire sur la tradution de Plotkin par valeur (plus préisément sur
la variante introduite par P. Selinger pour un langage ave paires [Sel01℄). Cependant, dans le
as de l'appel par nom, l'optimisation de la tradution par des informations de linéarité est assez
faile à appréhender alors qu'ii elle est plus diile à perevoir. Il faut tout d'abord onsidérer le
remplaement de ertains : par :
o
ainsi que les ` omme des annotations (le sens de x linéaire
tel qu'il apparaît dans la règle de typage de `x:u n'étant pas le même que pour l'appel par nom).
Tradution des types (:)
v
:
X  X
A! B  :(A
v
^ :B
v
)
A ^B  A
v
^B
v
  ` A j    
v
;:
v
` :
o
:A
v
Tradution des termes :
x  `k
:A
v
:(k)x
A
v
x:u  `k
:(A!B)
v
:(k)p
A
v
^:B
v
:(u[

1
p
=
x
℄
:
o
:B
v
)
`

2
p
(u)v  `k
:B
v
:(u
:
o
:(A!B)
v
)
`
m
(A!B)
v
:(v
:
o
:A
v
)
`
n
A
v
:(m)<n; k>
:u  `
:A
v
:u
?
[℄u  (u
:
o
:A
v
)
`

:A
v
<u; v>  `k
:(A^B)
v
:(u
:
o
:A
v
)
`
m
A
v
:(v
:
o
:B
v
)
`
n
B
v
:(k)<m;n>

i
u  `k
:A
v
i
:(u
:
o
:(A
1
^A
2
)
v
)
`
p
A
v
1
^A
v
2
:(k)
i
p
On onstate qu'à travers la tradution, les termes de type :
o
:A sont toujours utilisés omme
fontion dans une appliation (u dans la tradution de x:u ou u et v dans la tradution de (u)v, ...).
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C'est e qui justie l'optimisation de ::A en :
o
:A pour es termes. Cette optimisation fontionne
également si le terme est utilisé dans une -abstration, bien que e as n'apparaisse pas ii.
Autrement dit, on peut également dénir la tradution en mettant ::A puis dénir l'optimi-
sation en remplaçant de manière uniforme tous les ::A par :
o
:A si auun n'est argument d'une
appliation ni une variable. Cei fontionne à ause de la forme partiulière des termes obtenus dans
l'image de la tradution, l'optimisation n'est pas possible en général. Par exemple, le terme :
(y
B!::A
:(t
::A!C
)(y)x
B
)x
B
:u
::A
ne peut pas être optimisé puisque (y)x de type ::A apparaît omme argument d'une appliation,
l'optimisation de u
::A
en u
:
o
:A
asserait le typage (en eet e (y)x va se réduire en u).
On onsidère omme tradution positive du -alul dans LL, la variante (:)
y
de (:)
+
qui supprime
les exponentiels liés à la logique lassique (tradution de la èhe) et rajoute eux néessaires pour
arriver dans LL (tradution de la onjontion). Cette tradution est dérite par exemple dans [DR99℄.
X  !X
A! B  !(A
y
( B
y
)
A ^B  !(A
y

B
y
)
:A  !A
y
?
:
o
A  A
y
?
  ` A  `  
y
?
; A
y
Cette tradution fontionne pare que la tradution d'un type (exepté pour :
o
A) ommene tou-
jours par un ! e qui garantit la possibilité d'eetuer les règles struturelles intuitionnistes.
Pour l'abstration et l'appliation des termes ave type :A, on utilise omme tradution :
x
A
:u
?
u
+
u
+
!A
?
A
?
!
x
(u
:A
)v
A
!A
?
A
?A
?d
ut
u
+
v
+
u
+
A
!A
?
v
+
`x
A
:u
?
u
+
u
+
A
?
A
?
x
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(u
:
o
A
)
`
v
A
AA
?
ut
A
A
?
u
+
v
+
v
+
u
+
et pour les paires :
<u
A
; v
B
>
!


B
A
u
+
v
+
!(A
B)
u
+
v
+
u[

1
z
A^B
=
x
A
;

2
z
A^B
=
y
B
℄
C
u
+
u
+
A
? ?d
P
x y
C
?(A
?
P B
?
)
B
?
z C
On obtient le diagramme :
-alul
(:)
v
    ! -alul
(:)
+
?
?
y
?
?
y
(:)
y
LLP     !
(:)
b
LL
+
pol
modulo rédution ax.
Démonstration : La tradution des jugements de haque té du diagramme donne :
  ` A j 
(:)
v
 !  
v
;:
v
` :
o
:A
v
(:)
y
 ! `  
v
y
?
; ?
v
y
; ?A
v
y
  ` A j 
(:)
+
 ! `  
+
?
; ?A
+
; ?
+
(:)
b
 ! `  
+
b
?
; ?A
+
b
; ?
+
b
Pour que les résultats oïnident, il reste à montrer que A
v
y
= A
+
b
. Cei s'obtient par réur-
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rene sur la taille de A :
X
v
y
= X
y
= !X
X
+
b
= X
b
= !X
(A! B)
v
y
= (:(A
v
^ :B
v
))
y
= !?(A
v
y
?
P ?B
v
y
)
(A! B)
+
b
= (!(A
+
( ?B
+
))
b
= !?(A
+
b
( ?B
+
b
)
(A ^B)
v
y
= (A
v
^B
v
)
y
= !(A
v
y

B
v
y
)
(A ^B)
+
b
= (A
+

B
+
)
b
= !(A
+
b

B
+
b
)
On va montrer maintenant que le diagramme ommute pour les termes :
 Le -terme `k
:A
:(k)x
A
donne, par la tradution (:)
y
, le réseau :
ax
?d
ut
ax
A
?
?A
x
k
qui est bien elui que l'on obtient par (x
+
)
b
.
 La tradution (:)
y
du terme `k
:(A^:B)
:(k)p
A^:B
:(u[

1
p
=
x
A
℄
:
o
:B
)
`

2
p est le réseau :
ax
ax
ut
ut
!
?d
?d
P
u
+
x

2
p
A
?
k
p
?B
?!?(A
?
P ?B)
qui est (x:u)
+
b
modulo rédution ax.
 La tradution (:)
y
du terme `k
:B
:(u
:
o
::(A^:B)
)
`
m
:(A^:B)
:(v
:
o
:A
)
`
n
A
:(m)<n; k> est le
réseau :
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?A
v
+
u
+
!?!(A
 !B
?
)?!?(A
?
P ?B)
?B
!
ut
ax
ax
ut
!
!


?d
ax
ut
k
A
n
m
!B
?
!A
?
'est-à-dire ((u)v)
+
b
(modulo rédution ax).
 La tradution (:)
y
du terme `k
:(A^B)
:(u
:
o
:A
)
`
m
A
:(v
:
o
:B
)
`
n
B
:(k)<m;n> est le réseau :
ax
ax
ax
ut
!
P
?d
ut
!
!
ut
n
m
A B
k
v
+
?B
u
+
?A
?!(A
B)
'est-à-dire (<u; v>)
+
b
(modulo rédution ax).
 La tradution (:)
y
du terme `k
:A
:(u
:
o
:(A^B)
)
`
p
A^B
:(k)
1
p est le réseau :
ax
ut
!
?w
?d
P
?d
ut
ax
k
A
B
?
A
?
u
+
?!(A
B) !?(A
?
P B
?
)

1
p
?A
'est-à-dire (
1
u)
+
b
(modulo rédution ax).
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 Le réseau assoié au terme `:u par (:)
y
est le même que elui assoié à u si  est libre dans
u et néessite l'ajout d'un aaiblissement sinon, omme 'est le as pour (:u)
+
b
.
 Le réseau assoié au terme (u)
`
 par (:)
y
est le même que elui assoié à u si  n'est pas
libre dans u et néessite l'ajout d'une ontration sinon, omme 'est le as pour ([℄u)
+
b
.
2
13.3 Tradution de Krivine
On reprend la tradution du fragment 8,! de la logique lassique dans la logique intuitionniste
donnée par J.-L. Krivine [Kri90℄ (des tradutions similaires mais utilisant une double négation
sont étudiées dans [Kle52℄). On introduit ependant un ranement en onstatant des propriétés de
linéarité (au sens de l'appel par nom).
Nous redonnons la preuve, due à J.-L. Krivine, des propriétés de ette tradution (lemmes 13.2
et 13.3 et proposition 13.4) ar elle est utile pour faire le lien ave LLP.
La tradution des types est donnée par :
X  :X
A! B  A
r
! B
r
8XA  8XA
r
Le séquent   `  est traduit par  
r
;:
o

r
`.
13.2. Lemme (Élimination des ::
o
)
Le séquent ::
o
A
r
` A
r
est prouvable dans LJ.
Démonstration : Par réurrene sur la taille de la formule A. On donne par ailleurs le -terme 
A
de type ::
o
A
r
! A
r
orrespondant.
(X) 
X
= k
0
:(k
0
)`k:(k)x
X ` X
X;:X `
X ` :
o
:X
X;::
o
:X `
::
o
:X ` :X
(!) 
A!B
= k:a:(
B
)b:(k)`f:(b)
`
(f)a
A
r
` A
r
B
r
` B
r
A
r
; A
r
! B
r
` B
r
A
r
;:
o
B
r
; A
r
! B
r
`
A
r
;:
o
B
r
` :
o
(A
r
! B
r
)
::
o
(A
r
! B
r
); A
r
;:
o
B
r
`
::
o
(A
r
! B
r
); A
r
` ::
o
B
r
::
o
B
r
` B
r
::
o
(A
r
! B
r
); A
r
` B
r
::
o
(A
r
! B
r
) ` A
r
! B
r
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(8) 
8XA
= k:(
A
)f:(k)`a:(f)
`
a
A
r
` A
r
8XA
r
` A
r
8XA
r
;:
o
A
r
`
:
o
A
r
` :
o
8XA
r
:
o
A
r
;::
o
8XA
r
`
::
o
8XA
r
` ::
o
A
r
::
o
A
r
` A
r
::
o
8XA
r
` A
r
::
o
8XA
r
` 8XA
r
2
13.3. Lemme ((:)
r
et substitution)
Soient A et B deux formules, A
r
[
:
o
B
r
=
X
℄ ` (A[
B
=
X
℄)
r
est prouvable dans LJ.
Démonstration : Par réurrene sur la taille de A :
 Si A = Y 6= X, immédiat.
 Si A = X, A
r
= :X don A
r
[
:
o
B
r
=
X
℄ = ::
o
B
r
et (A[
B
=
X
℄)
r
= B
r
, or par le lemme 13.2,
::
o
B
r
` B
r
.
 Les autres as sont de simples appliations de l'hypothèse de réurrene. 2
13.4. Proposition
Si   `  est prouvable dans LK alors  
r
;:
o

r
` est prouvable dans LJ.
Démonstration : La tradution des règles struturelles ne pose auun problème, il sut de montrer
omment on traduit les autres règles en appliquant les lemmes 13.2 et 13.3 :
X
r
` X
r
X
r
;:
o
X
r
`
 
r
; A
r
;:
o

r
;:
o
B
r
`
 
r
; A
r
;:
o

r
` ::
o
B
r
::
o
B
r
` B
r
 
r
; A
r
;:
o

r
` B
r
 
r
;:
o

r
` A
r
! B
r
 
r
;:
o

r
;:
o
(A
r
! B
r
) `
 
r
;:
o

r
;:
o
A
r
`
 
r
;:
o

r
` ::
o
A
r
::
o
A
r
` A
r
 
r
;:
o

r
` A
r
 
0
r
; B
r
;:
o

0
r
`
 
r
; 
0
r
;:
o

r
;:
o

0
r
; A
r
! B
r
`
 
r
;:
o

r
;:
o
A
r
`
 
r
;:
o

r
` ::
o
A
r
::
o
A
r
` A
r
 
r
;:
o

r
` A
r
 
r
;:
o

r
` 8XA
r
 
r
;:
o

r
;:
o
8XA
r
`
 
r
; (A[
B
=
X
℄)
r
;:
o

r
` A
r
[
:
o
B
r
=
X
℄ ` (A[
B
=
X
℄)
r
 
r
; A
r
[
:
o
B
r
=
X
℄;:
o

r
`
 
r
;8XA
r
;:
o

r
`
2
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On peut traduire la logique intuitionniste dans LL par la tradution négative que l'on omplète
par :
:
o
A  A
?
L'énoné du lemme 13.2 devient, par tradution, ` !A
?
; A où A est une formule négative. On
onstate que 'est le lemme 4.7 et que la preuve est basée sur la même réurrene et les mêmes
preuves de alul des séquents.
Reste à remarquer que si A est une formule lassique, A
 

= A
r
 
et on obtient le diagramme
suivant :
LK
(:)
r
    ! LJ
(:)
 
?
?
y
?
?
y
(:)
 
LLP     !
(:)

LL
+
pol
qui montre que la tradution par renversement n'est pas quelque hose d'anodin mais plutt de
l'ordre d'une CPS-tradution puisqu'elle permet de simuler la tradution de Krivine de la logique
lassique dans la logique intuitionniste. Cei onforte l'idée que LLP est un système lassique alors
que LL
pol
(ou LL
+
pol
) est un système intuitionniste.
13.5. Remarque : Pour ompléter le tableau, il onviendrait de dénir, par dualité, une tradution
de Krivine par valeur. On peut en eet obtenir une telle tradution en ombinant renversement et
tradution positive, ependant le langage ible est un système dual de LJ ave au plus une formule
à gauhe e qui est peu standard.
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Chapitre 14
Logique lassique linéaire
La dénition et l'étude des jeux polarisés suggèrent qu'il est intéressant de séparer les onneteurs
exponentiels en deux parties "[ ou #℄ dont seule la deuxième est responsable des règles struturelles
(ette idée provenant initialement de la ludique de Girard). On est ainsi amené à introduire un
fragment de LLP n'utilisant pas les règles struturelles. On va voir que e système permet de oder
une partie linéaire de la logique lassique qui est susante pour ontenir la plupart des méanismes
de ontrle, rejetant l'idée que la aratéristique prinipale de la logique lassique est liée aux règles
struturelles.
14.1 MALLP
14.1.1 Formules polarisées linéaires
Les formules polarisées linéaires sont obtenues omme les formules polarisées mais en remplaçant
les onneteurs exponentiels par les déalages.
On néglige ii les quantiateurs pour simplier la présentation mais il n'y aurait auune diulté
à les prendre en ompte omme on l'a fait pour LLP.
P ::= X j P 
 P j P  P j 1 j 0 j #N
N ::= X
?
j N P N j N &N j ? j > j "P
14.1.2 Règles
Les règles sont issues de elles de LLP en supprimant prinipalement les règles struturelles.
ax
` N;N
?
`  ; N ` N
?
;
ut
`  ;
`  ; N;M
P
`  ; N PM
`  ; P ` ; Q


`  ;; P 
Q
`  ; N `  ;M
&
`  ; N &M
`  ; P

1
`  ; P Q
`  ; Q

2
`  ; P Q
` N ; N
#
` N ; #N
`  ; P
"
`  ; "P
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>`  ;>
`  
?
`  ;?
1
` 1
N ne ontient que des formules négatives et le ontexte de la règle > ontient au plus une
formule positive.
14.1. Lemme (Réversibilité)
Le onneteur # est réversible mais le onneteur " ne l'est pas.
Démonstration : Il s'agit de la même preuve que pour la réversibilité de ! dans LLP :

`  ; #N
ax
` N
?
; N
"
` "N
?
; N
ut
`  ; N
#
`  ; #N
Le séquent ` "X;X
?
n'étant pas prouvable puisqu'il ontient deux formules positives alors
que ` "X; #X
?
l'est, " ne peut pas être réversible. 2
En utilisant la tradution négative de la logique lassique (setion 9.2) où l'on remplae ! par #
et ? par ", on traduit dans MALLP un sous-système de la logique lassique n'utilisant pas les règles
struturelles.
Notation : De la même manière que A( B est une notation pour A
?
P B, on utilisera A_ B
pour "A
?
P B. Cette notation est partiulièrement utile pour la tradution négative puisque (A!
B)
 
= A
 
_ B
 
14.2. Exemple
On peut traduire ertaines tautologies lassiques linéaires dans MALLP en utilisant la tradution
négative :
(::A! A)
 
= "#A_ A
ax
` A
?
; A
"
` "A
?
; A
#
` #"A
?
; A
"
` "#"A
?
; A
P
` "#"A
?
P A
(A! ::A)
 
= A_ "#A
ax
` A
?
; A
"
` "A
?
; A
#
` "A
?
; #A
"
` "A
?
; "#A
P
` "A
?
P "#A
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(::A! ::A)
 
= "#A_ "#A
ax
` A
?
; A
"
` "A
?
; A
#
` "A
?
; #A
"
` "A
?
; "#A
#
` #"A
?
; "#A
"
` "#"A
?
; "#A
P
` "#"A
?
P "#A
ax
` A
?
; A
"
` "A
?
; A
#
` #"A
?
; A
"
` "#"A
?
; A
#
` "#"A
?
; #A
"
` "#"A
?
; "#A
P
` "#"A
?
P "#A
La première preuve est tout simplement une -expansion d'un axiome, par ontre la seonde qui
est obtenue par élimination des oupures entre les preuves préédentes n'est pas du tout de la même
nature e qui orrespond au fait que ::A 6' A.
(A! A)
 
= A_ A = "A
?
P A = (:A _A)
 
ax
` A
?
; A
"
` "A
?
; A
P
` "A
?
P A
14.3. Remarque : Les preuves deMALLP sont des déorations des preuves deMALL, en partiulier,
toute sémantique dénotationnelle de MALL est une sémantique dénotationnelle de MALLP ave
#A = A e qui dégénère la struture de MALLP. En eet, la propriété ruiale de MALLP est de
pouvoir exprimer une négation :A = "A
?
qui vérie ::A 6' A, tout en restant dans un adre où
règne une véritable dualité A
?
?
= A.
Conernant la syntaxe, toutes les solutions que nous avons présentées dans le hapitre 5 pour
les réseaux polarisés peuvent s'appliquer à MALLP ave des boîtes pour le onneteur #.
14.2 -alul linéaire
On dit qu'un terme est linéaire si haque variable a exatement une ourrene, en partiulier
pour les variables liées. Si on s'en tient aux dénitions des annexes D.1 et D.2, on a le lemme
suivant :
14.4. Lemme (Dégénéresene du -alul linéaire)
Un -terme linéaire est -équivalent à un -terme linéaire.
Démonstration : Par réurrene sur le nombre de  dans t. S'il n'y en a pas le résultat est prouvé.
Sinon on onsidère un sous-terme [℄u de t tel qu'il n'y ait pas de  dans u. u étant un
-terme, il ne ontient ni  ni  et pour que [℄u soit linéaire, il faut que [℄u ontienne
exatement une ourrene de  don  = , d'où [℄u '

u. Par hypothèse de réurrene
appliquée à t[
u
=
[℄u
℄, on en déduit que t est -équivalent à un -terme. 2
On onsidère don, omme dans l'annexe D.5, des -terme où les onstrutions  et [℄ sont
indépendantes. Un tel -terme linéaire n'est pas forément un -terme omme le montrent les
exemples suivants.
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14.5. Exemple (Appel par nom)
Les -termes linéaires orrespondant aux preuves de l'exemple 14.2 sont :
f
::A
:
A
:(f)x
A
:[℄x : ::A! A
x
A
:k
:A
:(k)x : A! ::A
f
::A
:g
:A
:(f)x
A
:(g)x '

f
::A
:f : ::A! ::A
f
::A
:g
:A
:(g)
A
:(f)x
A
:[℄x : ::A! ::A
14.6. Remarque : Le -terme f
::A
:
::A
:(f)x
A
:[℄g
:A
:(g)x : ::A ! ::A a la même
tradution négative que le terme f
::A
:g
:A
(f)x
A
:(g)x si on applique les simpliations dérites
au hapitre préédent pour traduire (u
:A
)v
A
et x
A
:u
?
. Pourtant ils ne sont pas -équivalents pour
les équations de la dénition 11.18, en eet les simpliations orrespondant au type :A (ou ?)
introduisent de nouvelles équations dans la -équivalene.
14.7. Exemple (Appel par valeur)
Les -termes linéaires en appel par valeur orrespondant aux preuves de l'exemple 14.2 (modulo
quelques règles nales uniquement déterminées par le type) sont :
 pour les deux premières preuves :
x
A
:k
:A
:(k)x : A! ::A
f
::A
:
A
:(f)x
A
:[℄x : ::A! A
 la première preuve de ` "#"A
?
; "#A est la tradution des deux termes suivants :
f
::A
:g
:A
:(g)
A
:(f)x
A
:[℄x : ::A! ::A
f
::A
:g
:A
:(f)x
A
:(g)x : ::A! ::A
e sont don des -termes -équivalents pour la tradution positive.
 alors que la seonde preuve est la tradution du terme :
f
::A
:
::A
:(f)x
A
:[℄g
:A
:(g)x : ::A! ::A
14.8. Remarque : On vient de voir un exemple des fortes diérenes entre la -équivalene par
nom (orrespondant à la tradution négative) et la -équivalene par valeur (orrespondant à la
tradution positive) puisque parmi les trois -termes suivants :
f::(f)x:[℄g:(g)x
f:g:(f)x:(g)x '

f:f
f:g:(g):(f)x:[℄x
la tradution négative identie les deux premiers et la tradution positive identie les deux derniers.
Comme on en a vu des exemples, les tradutions positives et négatives permettent d'envoyer le
-alul linéaire dans MALLP en utilisant # à la plae de ! et " à la plae de ?. Ces tradutions
donnent lieu à des simulations de la rédution.
14.3 Ludique multipliative et additive
Dans son artile sur la ludique [Gir01℄, J.-Y. Girard dérit un système foaliséMALL
f
pourMALL.
Ce système ne possède auune ontrainte portant sur le nombre de formules positives ontrairement
à e qui se passe dans MALLP. Nous allons voir que les ontraintes de foalisation font qu'il est
possible de traduire très diretement MALL
f
dans MALLP malgré ette diérene.
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14.3.1 Le système MALL
f
Les formules de MALL
f
sont les formules positives de MALLP, les séquents sont de la forme
  ` ; où  ontient au plus une formule et si  est non vide alors   ne ontient que des atomes.
Les règles sont les suivantes :
ax
X `;X
  ` ;P  
0
; P ` 
0
; 
ut
 ; 
0
` ;
0
; 
  ` ; P ;  
0
; P ` 
0
;
ut
 ; 
0
` ;
0
;
  ` ;P
de
  ` ; P ;
  ` ; P ;
"
 ; #P
?
` ;
 ; P ` ;
#
  ` ; #P
?
  ` ;P  
0
` 
0
;Q


 ; 
0
` ;
0
;P 
Q
 ; P;Q ` ;
P
 ; P 
Q ` ;
  ` ;P

1
  ` ;P Q
  ` ;Q

2
  ` ;P Q
 ; P ` ;  ; Q ` ;
&
 ; P Q ` ;
1
`; 1
  ` ;
?
 ; 1 ` ;
>
 ; 0 ` ;
14.9. Remarque : Ce système est quasiment identique au système obtenu en -expansant les
axiomes dans LK

pol
et en supprimant les règles struturelles.
14.3.2 MALL
f
et MALLP
Pour traduire MALL
f
dans MALLP, il sut de traduire les formules par elles-mêmes et le séquent
  ` ; par `  
?
; ";. Les règles sont alors immédiates à traduire.
Il est faile de voir que ette tradution donne une simulation de l'élimination des oupures de
MALL
f
par elle de MALLP.
14.10. Proposition (Modèle de jeux pour MALL
f
)
Les jeux polarisés fournissent un modèle dénotationnel de MALL
f
.
On a le hoix entre la tradution qui préède ou une dénition direte de l'interprétation de
MALL
f
dans les jeux polarisés qui ne néessite pas d'ajouter de " systématiques sur les formules
positives. En eet on peut interpréter le séquent   ` ; par une stratégie sur (
?
)
?
_ (P
 
?
) entrale en 
?
s'il est non vide.
14.11. Remarque : On montrerait réiproquement que tout réseau de MALLP peut se séquentia-
liser en une preuve de MALL
f
.
La possibilité de traduire le -alul linéaire et MALL
f
dans MALLP montre que MALLP n'est
pas un système ad ho mais orrespond bien à une notion générale de logique lassique linéaire. On
pourrait traduire de même LC (ou LK

pol
) sans règle struturelle.
14.4 Catégories de ontrle linéaires
Nous allons désormais herher une notion atégorique de modèle de la logique lassique linéaire.
Le point de départ étant le modèle des jeux polarisés, les atégories que l'on va dénir posséderont
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un onstruteur  qui n'est pas déni dans la syntaxe de MALLP, il ne s'agit don pas de la notion
la plus générale possible de modèle atégorique de MALLP.
La notion de atégorie faiblement distributive a été introduite par Cokett-Seely [CS97℄ pour
étudier les modèles de MLL et de son fragment intuitionniste. On pourra également se référer
à [BCST96℄.
14.12. Définition (Catégorie faiblement distributive symétrique)
Une atégorie faiblement distributive symétrique est une atégorie munie de deux bifonteurs (pro-
duits tensoriels)  d'élément neutre I et P d'élément neutre ?, ave les isomorphismes naturels
suivants :
 a

: (AB) C

! A (B C)
 s

: AB

! B A
 u

: A I

! A
 a
P
: (A P B) P C

! A P (B P C)
 s
P
: A P B

! B P A
 u
P
: A P ?

! A
ainsi que la transformation naturelle de faible distributivité :
 Æ
A;B;C
: A (B P C)! (AB) P C
Ces transformations naturelles doivent vérier un ensemble de onditions de ohérene que nous ne
rappellerons pas ii.
Ajouter la négation revient à ajouter une fontion : des objets dans les objets ave les mor-
phismes suivants :
 
A
: A :A! ?
 
A
: I ! :A P A
vériant la ondition de ohérene :
id
A
 
A
; Æ
A;:A;A
; 
A
P id
A
;u
P
= u

14.13. Proposition
La notion de atégorie faiblement distributive symétrique ave négation oïnide ave elle de até-
gorie ?-autonome.
14.14. Définition (Catégorie pré faiblement distributive symétrique)
Une atégorie pré faiblement distributive symétrique est une atégorie faiblement distributive symé-
trique dans laquelle le seond produit tensoriel n'est pas un bifonteur mais seulement un fonteur
binoïdal [PR97℄ (on notera  le produit tensoriel et P le tenseur binoïdal). Les isomorphismes na-
turels a

, s

, u

, a
P
, s
P
et u
P
doivent être entraux ainsi que la transformation naturelle Æ
A;B;C
.
Une atégorie pré faiblement distributive symétrique ave négation n'est pas néessairement
?-autonome puisqu'on n'a pas en général A ' ::A, ontrairement à e qu'il se passe pour les
atégories faiblement distributives du fait que P est bifontoriel.
14.15. Proposition
Une atégorie pré faiblement distributive symétrique ave négation est une atégorie monoïdale
symétrique fermée ave B
A
= :A P B.
Démonstration : Soit f : A  B ! C, on lui assoie f
0
: A ! C
B
déni par f
0
= u

;A 

B
; Æ
A;B;:B
; f P :B.
Réiproquement, on note ev : C
B
B ! C le morphisme déni par ev = Æ
B;:B;C
; 
A
P C;u
P
et si g : A! C
B
, on dénit g
0
: AB ! C par g
0
= g B; ev.
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Ces deux fontions sont des bijetions inverses l'une de l'autre. En eet, le diagramme suivant
ommute :
AB
Au

?
?
y
A I B
A
B
B
?
?
y
A (B P :B)B
Æ
A;B;:B
B
       ! ((AB) P :B)B
(fP:B)B
       ! (C P :B)B
AÆ
B;:B;B
?
?
y
Æ
B;:B;AB
?
?
y
?
?
y
Æ
B;:B;C
A (B P (:B B))
Æ
A;B;:BB
       ! (AB) P (:B B)
fP(:BB)
       ! C P (:B B)
A(BP
B
)
?
?
y
(AB)P
B
?
?
y
?
?
y
CP
B
A (B P ?)     !
Æ
A;B;?
(AB) P ?     !
fP?
C P ?
u
P
?
?
y
?
?
y
u
P
AB     !
f
C
par lignes :
 ondition de ohérene de Æ
A;B;C
 naturalité de Æ
A;B;C
 naturalité de Æ
A;B;C
 entralité de 
A
 naturalité de u
P
La partie supérieure droite est la dénition de (f
0
)
0
et la partie inférieure gauhe est f par la
ondition de ohérene de :.
Le diagramme suivant ommute également :
A
u

    ! A I
A
B
    ! A (B P :B)
Æ
A;B;:B
     ! (AB) P :B
g
?
?
y
gI
?
?
y
g(BP:B)
?
?
y
(gB)P:B
?
?
y
C P :B
u

    ! (C P :B) I
(CP:B)
B
        ! (C P :B) (B P :B)
Æ
(CP:B);B;:B
         ! ((C P :B)B) P :B
Æ
I;:B;C
?
?
y
Æ
BP:B;:B;C
?
?
y
Æ
B;:B;C
P:B
?
?
y
C P (:B  I)         !
CP(:B
B
)
C P (:B  (B P :B))         !
CPÆ
:B;B;:B
C P (:B B) P :B
CP
B
P:B
?
?
y
C P ? P B
CPu
P
?
?
y
C P B
par lignes :
 naturalité de u
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 fontorialité de 
 naturalité de Æ
A;B;C
 naturalité de Æ
A;B;C
 ondition de ohérene de Æ
A;B;C
La partie supérieure droite est la dénition de (g
0
)
0
et la partie inférieure gauhe est g par la
ondition de ohérene de :. 2
L'introdution de l'exponentielle autorise à noter ?
A
' :A puisque ?
A
= :A P ? et :A P
? ' :A par u
P
.
14.16. Définition (Catégorie de ontrle linéaire)
Une atégorie de ontrle linéaire est une atégorie pré faiblement distributive symétrique ave
négation qui est également artésienne et distributive.
Dans une atégorie de ontrle linéaire, on peut dénir les morphismes suivants :
 s
A;B;C
= a
P
: B
A
P C

! (B P C)
A
par B
A
= :A P B,
 p
A;B;C
: B
A

! (B P C)
APC
est le urryé de Æ
B
A
;A;C
; ev P id
C
: B
A
 (A P C) ! B P C,
 
A
= p
?
A
;?;A
; (? P A)

A
;u

;u
P
: ?
?
A
! A.
14.17. Remarque : Si l'on est en mesure de dénir les atégories de ontrle linéaires qui sont
basées sur le morphisme Æ
A;B;C
, 'est pare que dans l'axiomatique des atégories de ontrle, le
morphisme d
0
A;B;C
est réellement le point important, plus que la vraie distributivité d
A;B;C
.
14.18. Proposition (Catégorie de ontrle linéaire de jeux)
Les jeux AJM polarisés (sans relation d'équivalene) forment une atégorie de ontrle linéaire en
prenant I = > et :A = "A
?
.
Démonstration : Il n'est pas utile d'introduire la relation d'équivalene entre parties d'après la
remarque 7.44.
En utilisant e que l'on a déjà vu dans les hapitres 3 et 7, il nous sut de dénir la stratégie
Æ
A;B;C
: A (B P C)

_ (AB) P C.
Soit s est une partie du jeu (A  B) P C, on note ~s la partie de A (B P C) obtenue de la
manière suivante :
 si le premier oup de s est de la forme (a; ), on le remplae par a et on remplae le premier
oup dans b (s'il existe) par (b; ), les autre oups restent inhangés ;
 si le premier oup de s est de la forme (b; ), ~s = s.
On dénit Æ
A;B;C
= fs 2 P
J
A(BPC)_(AB)PC
j 8t 
J
s; t 
A(BPC)
=
^
(t 
(AB)PC
)g.
On vérie alors que les axiomes de atégorie de ontrle linéaire sont satisfaits. 2
Ce résultat montre que l'on peut ne pas avoir A ' ::A dans une atégorie de ontrle linéaire.
Cependant une atégorie ?-autonome est une atégorie de ontrle linéaire, il y a don des atégories
de ontrle linéaires ave A ' ::A qui ne sont pas dégénérées (i.e. telles qu'il existe deux objets
ave plus d'un morphisme entre eux). Dans le as des atégories de ontrle, si A ' ::A (ou, de
manière équivalente, si P est un bifonteur), on obtient une atégorie dégénérée (algèbre de Boole).
14.19. Remarque : Dans la atégorie de ontrle linéaire des jeux polarisés, on a I = >. Cei n'est
a priori pas imposé par l'axiomatique des atégories de ontrle linéaires (même si on a I ` > puisque
> est terminal). Cette propriété est-elle vériée dans beauoup d'exemples onrets et devrait-elle
être imposée dans l'axiomatique ? Nous reviendrons sur ette question dans le adre de la logique
lassique ane.
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14.20. Exemple (Non définissabilité)
Il n'y a pas de résultat de dénissabilité diret ii à ause de l'existene de stratégies orrespondant
à des règles struturelles sur de petits types. La stratégie formée des deux parties suivantes (et de
leurs préxes), sur le jeu "1 P "1 _ "1, est une pseudo-ontration qui n'a pas de ontre-partie
syntaxique :
( "1 P "1 ) _ "1
? O
( ? ; ? ) J
1 O
1 J
et
? O
( ? ; ? ) J
1 O
1 J
Introduire une ontrainte expliite de linéarité omme dans [Gir01℄ permetrait ertainement d'ob-
tenir un résultat de dénissabilité.
14.21. Lemme (Réversibilité)
Soit A une atégorie de ontrle linéaire, A (I; A P B) ' A

(:A;B).
Démonstration : Soit f : I ! A P B, on note f
0
: :A

! B le morphisme entral déni par
f
0
= p
A;?;B
; (? P B)
f
;u
P
.
Soit g : :A

! B, on note g
0
: I ! A P B le morphisme déni par g
0
= 
A
;A P g.
Ces deux bijetions sont inverses l'une de l'autre, même preuve que pour le lemme 6.19. 2
14.22. Définition (Interprétation de MALLP)
Une formule négative N est interprétée par un objet JNK
l
de la même manière que dans la déni-
tion 6.20 ave :
"N
?
 :JNK
l
Une preuve  est interprétée par un morphisme JK
l
de la atégorie ave deux as selon la forme
du séquent onlusion :
` N
1
; :::; N
n
 JK
l
: > ! JN
1
K
l
P ::: P JN
n
K
l
` N
1
; :::; N
n
; P  JK
l
: JP
?
K
l

! JN
1
K
l
P ::: P JN
n
K
l
en prenant ? à droite si n = 0.
Les règles sont interprétées omme dans la dénition 6.20, reste à dénir les deux nouveaux as :
(") Partant d'un morphisme f : A

! B, par urryation on obtient un morphisme g : > ! B
A
.
On onstruit JK
l
= g;u
A
P
; s
A;?;B
 1
: > ! :A P B.
(#) Partant d'un morphisme f : > ! A P B, on obtient le morphisme JK
l
: ?
A

! B par le
lemme 14.21.
14.23. Proposition (Corretion des atégories de ontrle linéaires pour MALLP)
Soit A un atégorie de ontrle linéaire, si la preuve  de MALLP se réduit en 
0
alors JK
l
= J
0
K
l
.
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Démonstration : Il s'agit de la même preuve que pour le théorème 6.21 en remplaçant les propriétés
de CCC par elles de SMCC. On va se ontenter de montrer que les onditions de ohérene,
qui sont utilisées dans ette preuve, sont valides pour les atégories de ontrle linéaires.
Tout d'abord :
p
A;BPC;D
(:A P B) P C
:(D P A) P (D P B P C)
:A P (B P C) (:(D P A) P (D P B)) P C
s
A;B;C
s
DPA;DPB;C
p
A;B;D
PC
puisqu'il s'agit de la urryation de :
C P ((:A P B) (A P D))
((:A P B P C)A) P D
C P B P D
C P ((:A P B)A) P D
Æ
APD;:APB;C
CP(p
A;B;D
(APD))
(:A P B P C) (A P D)
(p
A;B;D
PC)(APD)
CP(ev(APD))CPevPD
(:(A P D) P B P D P C) (A P D)
C P ((:(A P D) P B P D) (A P D))
Æ
APD;:(APD)PBPD;C
Æ
A;:APB;C
PD
Æ
:APBPC;A;D
CPÆ
:APB;A;D
les deux arrés du haut ommutent par naturalité de Æ
A;B;C
et elui du bas par dénition de
p
A;B;C
. De plus, (Æ
A;:APB;C
P D); (C P ev P D) = ev P D e qui permet de onlure.
On a également id
A

; p
A;A;B
= id
BPA

puisque le diagramme suivant ommute :
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I  (B P A) A
A
 (B P A)
B P (I A) B P (A
A
B)
id
A

(BPA)
BP(id
A

A)
B P A
Æ
I;A;B
Æ
A
A
;A;B
BPu

BPev
par naturalité de Æ
A;B;C
et propriétés de SMCC. 2
14.5 Logique lassique ane
Si l'on ontinue à suivre la sémantique des jeux polarisés, en partiulier à travers les questions de
dénissabilité, on est amené à ajouter la règle d'aaiblissement sur les formules négatives (elle-i
étant validée par les jeux) e qui donne un autre sous-système de LLP que l'on appelle MAALP. Il
est obtenu en ajoutant la règle suivante à MALLP :
`  
"w
`  ; N
On obtient, dans MAALP, la dénissabilité des onstantes multipliatives à partir des onstantes
additives : 1 ' #> et ? ' "0 ('est la version linéaire des isomorphismes 1 ' !> et ? ' ?0 de LL
que l'on retrouve dans LLP).
>
` >
#
` #>
?
` #>;?
1
` 1
"w
` 1; "0
14.24. Remarque : La question de savoir s'il faut onsidérer I ' > se pose également en logique
lassique ane ave quelques éléments de réponse supplémentaires. Puisque #> ' 1, I est l'élément
neutre de  et 1 elui de 
, on a :
#> ' #(> I)
' #>
 #I
' 1
 #I
' #I
d'où, par réversibilité de #, #> ` I, et puisque > est terminal I ` >. Ce qui ne donne toujours pas
pour autant > ' I !
14.25. Remarque : Si l'on onsidère, dans les espaes ohérents, la restrition de ! à # en dénissant
j#N j omme l'ensemble des multi-ensembles d'éléments de N ontenant au plus un élément (e qui
donne un espae ohérent isomorphe à ?&N ), on obtient un modèle de MAALP.
14.26. Proposition (Modèle de jeux pour MAALP)
Les jeux polarisés fournissent un modèle de MAALP.
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Savoir lequel des deux systèmes MALLP et MAALP est le plus valable reste une question à
étudier.
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Chapitre 15
Dualité du alul
La distintion entre appel par nom et appel par valeur est essentielle et bien onnue en informa-
tique. L'expression logique du lien entre es deux modes de alul sous forme d'une dualité (suggérée
par Filinski [Fil89℄) est réapparue réemment [Sel01, CH00℄ et semble être extrêmement rihe. Il
s'avère qu'elle s'exprime de manière partiulièrement simple dans LLP omme la dualité entre po-
sitif et négatif : deux termes ou types sont duaux s'ils se traduisent de la même manière dans LLP,
elui en appel par nom à l'aide de la tradution négative et elui en appel par valeur à l'aide de la
tradution positive. Ce qui peut se résumer au niveau des formules par le tableau suivant :
appel par nom LLP appel par valeur
négatif
?
! positif
:A ?A
?
! !A
?
:A
A ^B A&B ! AB A _B
A _B A P B ! A
B A ^B
V > ! 0 F
F ? ! 1 V
A! B = :A _B !A( B ! B 
 !A
?
B  A = B ^ :A
A B = :(A! B) ?(!A
B
?
) ! !(B( ?A) B ! A = :(B  A)
::
o
A ?A :
o
:A
15.1. Remarque : Un point important de e tableau est la dénissabilité de A   B en appel par
nom et de A! B en appel par valeur, omme négation d'un autre onneteur. Ces onneteurs ne
sont pas primitifs e qui explique les diultés que l'on a à les prendre en ompte. Cette diulté
est surtout apparue historiquement dans le as de l'impliation par valeur ar le onneteur ! est a
priori plus naturel d'un point de vue alulatoire que la diérene. Cei n'est semble-t-il pas fondé
et entre parfaitement dans e adre de dualité.
15.2. Exemple
Les exemples 14.5 et 14.7 donnent des -termes éhangés par dualité puisque la tradution négative
des premiers donne les mêmes réseaux que la tradution positive des seonds.
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Comme nouvel exemple, on peut traduire le -terme orrespondant à all/ en appel par nom :
f
(A!B)!A
:
A
[℄(f)x
A
:Æ
B
[℄x : ((A! B)! A)! A
e qui donne, omettant le f , le réseau :
ax
?d ?w
P
!
ax


?
A
?
A A
A!(?A
?
P B)
A
?
A
?
B
!(?A
?
P B)
Ce réseau est la tradution positive du -terme <d:x; x> (alors qu'il pourrait s'agir a priori d'un
-terme), e qui donne le terme los :
x
A
:<d
B
:x; x> : A! ((B ! A) ^A)
On retrouve bien ainsi les tradutions syntaxiques de Selinger [Sel01℄ entre le -alul par nom et
le -alul par valeur.
En e qui onerne le lien ave les autres inarnations de ette dualité, on a vu que les formules
négatives de LLP peuvent être interprétées par les objets d'une atégorie de ontrle (modèle de
l'appel par nom) et que les formules positives peuvent être interprétées par les objets d'une atégorie
de o-ontrle (modèle de l'appel par valeur).
Pour e qui est du travail de Curien-Herbelin [CH00℄, les systèmes duaux

~
Q
-alul et

~
T
-
alul qui orrespondent à l'appel par valeur et à l'appel par nom sont traduits dans LLP par la
tradution positive (:)
+
et la tradution négative (:)
 
en simulant la rédution. Ces tradutions
fatorisent via LLP les CPS-tradutions données par Curien-Herbelin de leur alul dans le -alul.
Comme pour les tradutions de Plotkin (hapitre 13), les deux CPS-tradutions se trouvent uniés
par la tradution (:)
b
dans LLP.
Il ressort de ette étude que la dualité appel par nom/appel par valeur est une propriété lef de la
logique lassique. De plus les propriétés de ette dualité sont essentiellement indépendantes des règles
struturelles (ontration et aaiblissement) et basées sur les questions de foalisation (déalages,
boîtes, ...). L'analyse de ette dualité doit don pouvoir être prinipalement eetuée dans le adre
de la logique lassique linéaire (ou ane) : MALLP, MAALP, -alul linéaire, ludique, ...
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Annexe A
Notations logiques
A.1 Systèmes logiques
LL Logique Linéaire [Gir87℄
MLL fragment multipliatif de LL
MALL fragment multipliatif et additif de LL
MELL fragment multipliatif et exponentiel de LL
ILL Logique Linéaire Intuitionniste par exemple [Sh94℄
taLL sous-système de LL ave ontextes additifs ?  [DJS97℄
MALL
f
fragment multipliatif et additif de la ludique [Gir01℄
LJ Logique Intuitionniste
LK Logique Classique de Gentzen [Gen67℄
LC Logique Classique de Girard [Gir91a℄
LK
tq
Logique Classique de Danos-Joinet-Shellinx [DJS97℄
LK

pol
sous-système polarisé et -ontraint de LK
tq
[DJS97℄
LK
;
pol
sous-système -ontraint de LK

pol
[QTdF96, LQTdF00℄
LKQ sous-système q ave ! et 8 de LK
tq
[DJS95℄
LKT sous-système t ave ! et 8 de LK
tq
[DJS95℄
LL
[
ranement de LL linéarisant la rédution additive [Gir95a℄
MALL
[
fragment multipliatif et additif de LL
[
LLP Logique Linéaire Polarisée hapitre 4
LL
pol
fragment polarisé de LL dénition 4.4
LL
+
pol
fragment polarisé de LL ave formules ?N et !P dénition 4.6
taLLP sous-système de LLP ave ontextes additifs négatifs setion 5.1.3
MELLP fragment multipliatif et exponentiel de LLP
MALLP fragment multipliatif et additif de LLP ave # et " setion 14.1
MAALP fragment multipliatif et additif ane de LLP (MALLP + "w) setion 14.5
A.2 Calul des séquents
A.2.1 Règles
Dans une règle du alul des séquents introduisant le onneteur ~ :
 
1
` A
i
1
;
1
: : :  
n
` A
j
n
;
n
 
1
; : : : ; 
n
` ~(A
i
1
; : : : ; A
j
n
);
1
; : : : ;
n
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on dit que la formule ~(A
i
1
; : : : ; A
j
n
) est prinipale et que les formules A
i
1
, ..., A
j
n
sont atives.
A.2.2 -expansion
Soit ~ un onneteur dont l'une des règles d'introdution (gauhe ou droite) est réversible et
l'autre non ('est le as de tous les onneteurs que l'on onsidère), une -expansion de la preuve
ax
A~B ` A~B
est une preuve obtenue à partir de
ax
A ` A
(ou d'une -expansion) et de
ax
B ` B
(ou d'une -expansion) en appliquant d'abord la règle d'introdution irréversible de ~
puis la règle réversible.
Cette notion s'applique de la manière naturelle si on est dans un alul monolatère.
A.1. Exemple
ax
` A;A
?
?d
` A; ?A
?
!
` !A; ?A
?

1
` !A (B
?

 C
?
); ?A
?
ax
` B
?

 C
?
; B P C

2
` !A (B
?

 C
?
); B P C
&
` !A (B
?

C
?
); ?A
?
& (B P C)
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Annexe B
LL
Le système LL a été introduit par J.-Y. Girard dans [Gir87℄.
B.1 Formules
Les formules linéaires sont dénies par la grammaire :
A ::= X j A P A j A&A j ? j > j 8XA j ?A
j X
?
j A
A j AA j 1 j 0 j 9XA j !A
Si A est une formule, A
?
est dénie en utilisant les lois de De Morgan par réurrene sur la
taille de A :
X
?
= X
?
(X
?
)
?
= X
(A P B)
?
= A
?

B
?
(A
B)
?
= A
?
P B
?
(A&B)
?
= A
?
B
?
(AB)
?
= A
?
&B
?
?
?
= 1
1
?
= ?
>
?
= 0
0
?
= >
(8XA)
?
= 9XA
?
(9XA)
?
= 8XA
?
(?A)
?
= !A
?
(!A)
?
= ?A
?
On a alors, pour toute formule A, (A
?
)
?
= A.
B.2 Règles
ax
` A;A
?
`  ; A ` A
?
;
ut
`  ;
`  ; A;B
P
`  ; A P B
`  ; A ` ; B


`  ;; A
B
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`  ; A `  ; B
&
`  ; A&B
`  ; A

1
`  ; AB
`  ; B

2
`  ; AB
` ? ; A
!
` ? ; !A
`  ; A
?d
`  ; ?A
`  
?w
`  ; ?A
`  ; ?A; ?A
?
`  ; ?A
>
`  ;>
`  
?
`  ;?
1
` 1
`  ; A
8
`  ;8XA
`  ; A[
B
=
X
℄
9
`  ;9XA
La variable X n'est pas libre dans le ontexte de la règle 8.
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Annexe C
LK
(tq)
Le système LK
tq
a été introduit par Danos-Joinet-Shellinx dans [DJS97℄.
C.1 Formules
Les formules de LK
tq
sont :
A ::= X j A ^
m
A j A _
a
A j V j F j 9XA
j :X j A _
m
A j A ^
a
A j :V j :F j 8XA
et :A est dénie en appliquant les lois de De Morgan (omme pour LL à la setion préédente) e
qui éhange onjontion multipliative (resp. additive) et disjontion multipliative (resp. additive).
On a alors ::A = A.
C.2 Règles
ax
` A;:A
`  ; A ` :A;
ut
`  ;
`  ; A ` ; B
^
m
`  ;; A ^
m
B
`  ; A;B
_
m
`  ; A _
m
B
`  ; A
_
a
1
`  ; A _
a
B
`  ; B
_
a
2
`  ; A _
a
B
`  ; A `  ; B
^
a
`  ; A ^
a
B
`  
wk
`  ; A
`  ; A;A
o
`  ; A
V
` V
`  
:V
`  ;:V
:F
`  ;:F
`  ; A
8
`  ;8XA
X non libre dans  
`  ; A[
B
=
X
℄
9
`  ;9XA
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C.3 tq-protoole
À haque formule (et ses sous-formules) d'une preuve de LK
tq
, on assoie une ouleur t ou q per-
mettant de déterminer omment les oupures doivent être éliminées (les ouleurs doivent respeter
les lasses d'identité [DJS93℄).
C.1. Définition (Coupures)
Une oupure est dite :
 de type S
1
, si la formule oupée de ouleur q n'est pas prinipale.
 de type S
2
, si la formule oupée de ouleur q est prinipale mais pas la formule de ouleur t.
 de type L, si les deux formules oupées sont prinipales.
Le tq-protoole est déni selon le type des oupures : soit  une preuve, on onsidère une oupure
dans  et on la réduit de la manière suivante :
(S
1
) La prémisse 
0
de la formule t est dupliquée et plaée aux feuilles de l'arbre struturel de la
formule q, trois as sont possibles :
 la feuille est une règle logique et on introduit une oupure entre 
0
et la onlusion de ette
règle ;
 la feuille est un aaiblissement et on le remplae par des aaiblissements sur le ontexte de
la formule t ;
 la feuille est un axiome et on élimine la oupure axiome induite e qui introduit 
0
omme
preuve de l'autre onlusion de l'axiome.
(S
2
) On duplique ette fois-i la prémisse de la formule q de la même manière que dans le as
préédent.
(L) On applique le as lef orrespondant.
Le tq-protoole dénit une élimination des oupures onuente et fortement normalisante.
C.2. Exemple
Une même preuve de LK peut être déorée de plusieurs manières en preuve de LK
tq
, et ei donne
lieu à des rédutions diérentes :
ax
` (:A)
q
; A
t
wk
` (:A)
q
; A
t
; (A
t
_
a
B
t
)
q
_
a
1
` (:A)
t
; (A
t
_
a
B
t
)
q
; (A
t
_
a
B
t
)
q
o
` (:A)
t
; (A
t
_
a
B
t
)
q
V
` V
t
wk
` ((:A)
q
^
a
(:B)
q
)
t
; V
t
ut
` (:A)
q
; V
t
#
V
` V
t
wk
` (:A)
q
; V
t
wk
` (:A)
q
; V
t
; V
t
o
` (:A)
q
; V
t
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et
ax
` (:A)
t
; A
q
wk
` (:A)
t
; A
q
; (A
q
_
a
B
t
)
t
_
a
1
` (:A)
t
; (A
q
_
a
B
t
)
t
; (A
q
_
a
B
t
)
t
o
` (:A)
t
; (A
q
_
a
B
t
)
t
V
` V
q
wk
` ((:A)
t
^
a
(:B)
q
)
q
; V
q
ut
` (:A)
t
; V
q
#
V
` V
q
wk
` (:A)
t
; V
q
En l'absene de ouleurs e protoole reste fortement normalisant [UB99℄.
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Annexe D
-alul
Le -alul a été introduit par M. Parigot dans [Par92℄.
D.1 Termes
Les -termes sont onstruits à partir de deux ensembles disjoints de variables, les -variables
notées x, y, z, ... et les -variables notées , , , ...
t ::= x j x:t j (t)t j [℄t
 et  sont des lieurs et les -termes seront toujours onsidérés modulo -équivalene. On note
x 2 t (resp.  2 t) si la variable x (resp. ) est libre dans t.
Si t est un terme et  une -variable, on dit que [℄t est un terme nommé.
D.1. Définition (Variable de tête)
On dénit la variable de tête d'un terme par réurrene sur la taille du terme :
 la variable de tête de x est x,
 la variable de tête de x:t est elle de t,
 la variable de tête de (t)u est elle de t,
 la variable de tête de [℄t est elle de t.
D.2 Typage
Les types sont A ::= X j A! A , les jugements de typage sont de la forme   ` t : A j .
Les règles de typage :
var
x : A ` x : A j
 ; x : A ` t : B j 
abs
  ` x:t : A! B j 
  ` u : A! B j   
0
` v : A j 
0
app
 ; 
0
` (u)v : B j ;
0
  ` t : A j  : B;

  ` [℄t : B j  : A;
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où  ; 
0
dénote l'union des deux ensembles de délarations   et  
0
ave la onvention qu'ils ne
doivent pas ontenir deux délarations ontraditoires omme x : A et x : B ave A 6= B.
D.2. Lemme (Contexte de typage)
Si le jugement   ` t : A j  est dérivable alors   et  ontiennent, respetivement, les -variables
et les -variables libres de t.
Démonstration : Par réurrene sur la taille de la dérivation de typage, en onsidérant haque as
de dernière règle :
(var) Immédiat.
(abs) x:t ne ontient plus la -variable x libre, et elle a été supprimée du ontexte  .
(app) Les variables libres de (u)v sont la réunion de elles de u et de elles de v.
() [℄t ne ontient plus la -variable  libre, et elle a été supprimée du ontexte  mais
ontient désormais la -variable libre  qui a été rajoutée dans . 2
D.3. Lemme (Uniité du typage)
Étant donnés un -terme t, un type A et des types A
1
, ..., A
n
pour ses variables libres, il existe
au plus une dérivation de typage pour t lui donnant le type A et donnant les types A
1
, ..., A
n
à ses
variables libres.
Démonstration : Par réurrene sur la taille de t en onsidérant haune des onstrutions de
termes. D'après le lemme D.2, on sait déjà qu'il existe au plus un jugement de typage.
(x) Immédiat.
() La dernière règle de typage de x:t ne peut être que (abs) et on applique l'hypothèse de
réurrene à t.
() La dernière règle de typage de (u)v ne peut être que (app) et on applique l'hypothèse de
réurrene à u et v.
() La dernière règle de typage de [℄t ne peut être que () et on applique l'hypothèse de
réurrene à t. 2
D.4. Remarque : On a utilisé le fait que le système de typage est dirigé par la syntaxe, i.e. étant
donné un terme il n'existe qu'une règle de typage qui a pu y mener.
En partiulier si t est un -terme los, étant donné un type A, il existe au plus une dérivation
de typage pour typer t de type A.
D.3 Rédution
D.3.1 Appel par nom
On reprend les règles de rédution telles qu'elles ont été données par M. Parigot [Par92℄ pour
l'appel par nom.
(x:u)v !

u[
v
=
x
℄
(:u)v !

:u[
[℄(w)v
=
[℄w
℄
x:(t)x !

t x =2 t
[℄:t !

t[

=

℄
[℄t !

t  =2 t
On dit que u se réduit en v (noté u! v) si u se réduit en v par une - ou -rédution.
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D.3.2 Appel par valeur
La variante en appel par valeur du -alul a été donnée par L. Ong et C. Stewart [OS97℄. Les
règles de rédution sont les suivantes :
(x:t)v !

v
t[
v
=
x
℄
(:t)t
0
!

:t[
[℄(u)t
0
=
[℄u
℄
(v):t !

v
:t[
[℄(v)u
=
[℄u
℄
[℄:t !

t[

=

℄
[℄t !

t  =2 t
où v est une valeur , 'est-à-dire ommene par un .
D.4 Mahine de Krivine
La mahine de Krivine [Kri92℄ est une mahine abstraite à pile permettant d'évaluer les -
termes. Nous rappelons ii la version en appel par nom.
Un état de la mahine est une paire ;  où  est une lture, 'est-à-dire une paire (t; e). t est
un -terme,  est une pile de ltures et e est un environnement 'est-à-dire une pile de paires
(x = ) où x est une -variable et ( = ) où  est une -variable.
Les transitions de la mahine sont déterminées par le terme de la lture de la manière suivante :
(x; e); 
(jump)
; 
(x:u; e);  :: 
(pop)
(u; (x = ) :: e); 
((u)v; e); 
(push)
(u; e); (v; e) :: 
(:u; e); 
(store)
(u; ( = ) :: e); "
([℄u; e); 
(restore)
(u; e); 
0
Dans (jump), on dépile dans e jusqu'à trouver une aetation (x = ) pour x.
Dans (restore), on dépile dans e jusqu'à trouver une aetation ( = 
0
) pour .
D.5 Extension aux autres onneteurs
On a dérit la partie propositionnelle du -alul tel que l'a dénie M. Parigot ave ! omme
seul onneteur. Il est possible d'étendre e alul aux autres onneteurs lassiques et au seond
ordre, on parlera de -alul omplet. En regroupant par exemple les aluls de Parigot [Par92℄
ave seond ordre et de Selinger [Sel01℄, on obtient :
Les termes et les types :
t ::= x j ? j x:t j (t)t j :t j [℄t
j <t; t> j 
1
t j 
2
t j (; ):t j [; ℄t
A ::= X j A! A j A ^A j A _A j V j F j 8XA
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Et les règles de typage :
var
x : A ` x : A j
onst
  ` ? : V j 
  ` t : A j 
name
  ` [℄t : F j  : A;
  ` t : F j  : A;
  abs
  ` :t : A j 
 ; x : A ` t : B j 
abs
  ` x:t : A! B j 
  ` u : A! B j   
0
` v : A j 
0
app
 ; 
0
` (u)v : B j ;
0
  ` u : A j    ` v : B j 
paire
  ` <u; v> : A ^B j 
  ` t : A ^B j 
proj
1
  ` 
1
t : A j 
  ` t : A ^B j 
proj
2
  ` 
2
t : B j 
  ` t : F j  : A;  : B;
  abs
d
  ` (; ):t : A _B j 
  ` t : A _B j 
name
d
  ` [; ℄t : F j  : A;  : B;
  ` t : A j 
gen
  ` t : 8XA j 
  ` t : 8XA j 
inst
  ` t : A[
B
=
X
℄ j 
La variable X n'est pas libre dans le ontexte de la règle (gen).
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Résumé :
Issue des travaux sur la logique linéaire et l'analyse alulatoire de la logique lassique, la notion
de polarités semble jouer un rle essentiel dans l'étude atuelle des systèmes logiques. La polarisation
est une ontrainte qui simplie les objets tout en onservant une expressivité susante d'un point
de vue informatique.
L'objet de ette thèse est d'étudier et d'exploiter ette nouvelle struture an en partiulier de
mettre à jour les relations entre la logique lassique et la logique linéaire (LL). L'introdution des
polarités dans LL permet de mieux appréhender e vaste système et de prolonger le développement
de diérents outils trop omplexes en l'absene de ette ontrainte. Nous dénissons ainsi, pour la
logique linéaire polarisée (LLP), des réseaux de preuve intégrant les onneteurs additifs de manière
satisfaisante, une sémantique des jeux polarisés qui réonilie jeux et dualité, une géométrie de l'in-
teration parallèle et d'autres sémantiques dénotationnelles basées sur des notions onnues (espaes
de orrélation, atégories de ontrle).
Il est important de montrer que malgré ette ontrainte, LLP reste un système susamment
expressif. Pour ela nous étudions en détail les tradutions des diérents systèmes de logique las-
sique déterministe onnus (LC, -alul, ...) aussi bien en appel par nom qu'en appel par valeur.
De surroît, les tradutions obtenues pour es systèmes sont plus simples que elles vers LL.
Enn la souplesse de es tradutions nous permet d'analyser plus nement ertaines propriétés
de la logique lassique tout omme LL permet d'analyser la logique intuitionniste. On peut ainsi
étudier un équivalent linéaire des CPS-tradutions.
Mots-Clés : Logique linéaire  Logique lassique  Lambda alul  Polarités  Réseaux de preuve
 Sémantique des jeux  Géométrie de l'interation.
Title : A study of polarization in logi
Abstrat :
Coming from the study of linear logi and from the omputational analysis of lassial logi,
the notion of polarities seems to have a very important plae in the reent study of logial systems.
The polarization onstraint simplies objets without reduing the omputational expressivity too
muh.
This thesis deals with the study of this new struture given by polarities in order to enlighten the
relations between lassial logi and linear logi (LL). The introdution of polarities in LL allows
to better understand this omplex system. In partiular, we dene for this polarized linear logi
(LLP) : a notion of proof-nets dealing with the additive onnetives, a polarized game semantis
reoniliating games and duality, a parallel geometry of interation and some other denotational
semantis based on already known strutures (orrelation spaes, ontrol ategories).
An important point is that LLP is still expressive enough. We preisely study the translations
of the various deterministi systems for lassial logi (LC, -alulus, ...) both for all-by-name
evaluation and for all-by-value. Moreover these translations are simpler than translations of the
lassial systems into LL.
These simplied translations allow to preisely analyze in LLP some properties of lassial logi
as LL allows to analyze intuitionisti logi. In partiular it is possible to study a linear equivalent
of CPS-translations.
Keywords : Linear logi  Classial logi  Lambda alulus  Polarities  Proof-nets  Game
semantis  Geometry of interation.
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