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BAD REPRESENTATIONS AND HOMOTOPY OF CHARACTER
VARIETIES
CLE´MENT GUE´RIN, SEAN LAWTON, AND DANIEL RAMRAS
Abstract. Let G be a connected, reductive, complex affine algebraic group, and let
Xr denote the moduli space of G-valued representations of a rank r free group. We
first characterize the singularities in Xr, resolving conjectures of Florentino-Lawton.
In particular, we compute the codimension of the orbifold singular locus using
facts about Borel-de Siebenthal subgroups. We then use the codimension bound to
calculate higher homotopy groups of the smooth locus of Xr, proving conjectures of
Florentino-Lawton-Ramras. Lastly, using the earlier analysis of Borel-de Siebenthal
subgroups, we prove a conjecture of Sikora about CI Lie groups.
1. Introduction
Let Xr(G) := Hom(Fr, G)//G be the moduli space of subgroups of a complex affine
algebraic group G arising as the homomorphic image of a free group of rank r up to
conjugation. In [FLR17], Florentino-Lawton-Ramras initiated a systematic study, kin
to [BGPG08], of the homotopy groups of Xr(G), its Geometric Invariant Theoretic
(GIT) stable locus, and also its smooth locus Xr(G). Among many theorems in
[FLR17], it is proved that pi2(Xr(G)) ∼= Z/nZ when G is the general or special linear
group of complex n × n matrices. It was then conjectured that this result should
generalize to:
pi2(Xr(G)) ∼= pi1(PG),
where now G is connected and reductive, and PG is the quotient of G by its center.
In this paper we prove this conjecture and go further and compute pik for 0 6 k 6 4
of the smooth locus of Xr(G). Additionally, we obtain periodicity-type results in the
higher homotopy groups for the classical groups G (types An, Bn, Cn, Dn) and some
additional higher homotopy groups for the exceptional groups G2, F4, and E6, E7, E8.
Surprisingly, we show in a stable range, that
pik(Xr(G)) ∼= pik(G)r × pik−1(PG).
These results comprise Theorem 5.9 and its corollaries.
The proofs of the above theorems rely on a close analysis of the singular locus of
these moduli spaces, and in particular, the orbifold singularities. Consequently, we
characterize (in Theorems 4.9, 4.10, 4.14) the singular and smooth loci in Xr(G),
resolving conjectures and generalizing theorems in [FL12, FLR17]. Our classification
of orbifold singularities and the resulting bounds on codimension (Theorems 3.13 and
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2 C. GUE´RIN, S. LAWTON, AND D. RAMRAS
5.4) build on the fundamental work in the thesis of Gue´rin [Gue´18a, Gue´18b]. In
particular, we define and study Borel-de Siebenthal subgroups, which are, loosely
speaking, proper subgroups of a Lie group whose maximal torus is equal to the max-
imal torus of the ambient group.
Using our results on orbifold singularities, we settle the following conjecture of
Sikora as well. A complex reductive Lie group G has property CI if the centralizer
of every irreducible subgroup of G coincides with the center of G. In [Sik12] it is
asked whether the special linear groups are the only simple CI groups. We answer
this question affirmatively with Theorem 7.3.
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2. Character Varieties: Good, Bad, and Ugly
2.1. Reductive Groups. Unless otherwise stated, G will always be a connected
complex reductive affine algebraic group (connected, reductive C-group for short). It
is a non-trivial theorem that every such group is the complexification of a compact Lie
group (and vice versa). Consequently, every such group is linear (admits a faithful
algebraic representation) and has at most a finite number of components. When
G is further assumed to be connected, the central isogeny theorem shows that G ∼=
DG×F T where DG = [G,G] is the derived subgroup, T is a maximal central algebraic
torus (product of C∗’s), and F = DG∩T is central and finite. We note that a complex
affine algebraic group G is reductive if and only if its radical is an algebraic torus (or
equivalently its unipotent radical is trivial); this is often taken as the definition of
reductive. As a reference, the reader is encouraged to see [Mil17].
A maximal connected solvable subgroup of G is called a Borel subgroup. A closed
subgroup P is parabolic if P contains a Borel subgroup. This is equivalent to G/P
being a projective variety. A Levi subgroup of a subgroup H ⊂ G is a connected
subgroup L such that H is a semi-direct product of L and the unipotent radical of
H. Thus all Levi subgroups are reductive. A traditional reference for this material is
[Bor91].
2.2. Representations. A G-representation of Fr, or simply a representation when
the context is clear, will be a group homomorphism from a rank r free group Fr
to G. The reason for this is that there exists a faithful algebraic representation
G ↪→ GLn(C) for some natural number n, and so for all ρ ∈ Hom(Fr, G), ρ is naturally
a representation of Fr. To make this more canonical, we can assume n is minimal.
Since Hom(Fr, G) is naturally identified with the Cartesian product G
r, and G is
an affine variety, Hom(Fr, G) can be given the structure of an affine variety too; it is
necessarily irreducible if G is connected. As such, its C-points are a smooth manifold
(a product of Lie groups, in fact) in the analytic topology.
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The natural equivalence for representations is conjugation. Precisely, G acts ratio-
nally on Hom(Fr, G) by g · ρ(w) = gρ(w)g−1 for all w ∈ Fr. Let Z(G) be the center of
G, and PG := G/Z(G). Then PG acts on Hom(Fr, G) by conjugation as well since
the center acts trivially. When referring to “orbits” and “stabilizers” we will always
be referring to the conjugation action of G or PG unless otherwise specified. A repre-
sentation ρ ∈ Hom(Fr, G) is irreducible if the image ρ(Fr) is not contained in a proper
parabolic subgroup of G. By [Sik12, Proposition 15], a representation ρ ∈ Hom(Fr, G)
is irreducible if and only if its stabilizer in PG is finite, which means that ρ is stable in
the affine GIT sense (see [FC12, Proposition 5.11] or [Sik12, Corollary 31]). We denote
the set of irreducible representations by Hom(Fr, G)
irr ⊂ Hom(Fr, G), and its com-
plement Hom(Fr, G)
red is the set of reducible representations. As shown in [Sik12],
Hom(Fr, G)
red is an algebraic subset of Hom(Fr, G). And hence, Hom(Fr, G)
irr is
Zariski open (and non-empty if and only if r > 2 by [Gel08, Lemma 1.8] and [Sik14,
Proposition 3.1]).
A representation ρ is completely reducible if for every proper parabolic P containing
ρ(Fr), there is a Levi subgroup L < P with ρ(Fr) < L. Note that irreducible represen-
tations are vacuously completely reducible. By [Sik12], a representation ρ : Fr → G
is completely reducible if and only if it is polystable (has a closed conjugation orbit),
so Hom(Fr, G)
irr lies inside the polystable locus Hom(Fr, G)
∗.
2.3. Characters. With respect to the analytic topology on Hom(Fr, G), the orbit
space will be denoted Qr(G) := Hom(Fr, G)/G, whose topology is the quotient
topology from the surjective function Hom(Fr, G) → Qr(G) given by ρ 7→ Orb(ρ)
where Orb(ρ) is the conjugation orbit of ρ. The polystable quotient Pr(G) :=
Hom(Fr, G)
∗/G is a subspace of Qr(G) that is a priori a T1-space. We will con-
sider the GIT quotient Xr(G) := Spec(C[Hom(Fr, G)]G) where C[Hom(Fr, G)] is the
coordinate ring of the affine variety Hom(Fr, G) ∼= Gr, and C[Hom(Fr, G)]G is the
ring of invariants induced by the conjugation action on Hom(Fr, G). We will denote
[ρ] = piG(ρ) where piG : Hom(Fr, G)→ Xr(G) is the GIT quotient map.
As an affine variety, Xr(G) has both the Zariski topology and the analytic topol-
ogy on its C-points (the latter topology being the subspace topology associated to
the embedding into Cn arising from a choice of finite generating set for the ring
C[Hom(Fr, G)]G). With respect to the analytic topology, Xr(G) is homeomorphic to
Pr(G) [FL14, Theorem 2.1] and homotopy equivalent to Qr(G) [FLR17, Proposition
3.4]. Consequently, all homotopy invariant theorems in this paper apply to Pr(G) and
Qr(G) as well.
Unless otherwise stated, we will be considering the analytic topology for all spaces in
this paper that have both the Zariski and analytic topology available. As the analytic
topology on a complex affine variety V ⊂ Cn is the subspace topology induced by
the Euclidean metric topology on Cn, we will refer to open sets in this topology as
“Euclidean” open sets and open sets in the Zariski topology as “Zariski” open sets.
In particular, Xr(G) is naturally a metric space and inherits many other topological
properties from being a complex affine variety with the analytic topology: triangu-
lable, finitely stratified by holomorphic sub-manifolds, and homotopy equivalent to a
finite CW complex.
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Let Xr(G)
irr ⊂ Xr(G) denote the quotient of Hom(Fr, G)irr. Also, let Xr(G)red =
Xr(G)−Xr(G)irr be the reducible locus. A general fact from GIT is that with respect
to the quotient morphism piG : Hom(Fr, G) → Xr(G), each fiber contains a unique
closed orbit. From this and the fact that every completely reducible representation is
polystable, we conclude
Xr(G)
red ∼= (Hom(Fr, G)red ∩Hom(Fr, G)∗)/G.
Moreover, Xr(G)
red is a subvariety of Xr(G) since the irreducible locus, being the
GIT quotient of the stable locus [Sik12], is Zariski open and so its complement is
Zariski closed (hence an algebraic set). We note, if it was not clear already, that
we will be using the terms “variety” and “subvariety” to mean “algebraic set” and
“algebraic subset” respectively (irreducibility of algebraic sets will be noted explicitly
when relevant if it holds).
Definition 2.1. Following [JM87], we define the good locus to be the subspace
Hom(Fr, G)
good ⊂ Hom(Fr, G)irr
of representations whose PG-stabilizer is trivial. We let Xr(G)
good ⊂ Xr(G) be the
quotient Hom(Fr, G)
good/G and likewise call it the good locus. Representations in the
good locus will be called good.
Both Hom(Fr, G)
good and Xr(G)
good are Zariski open by [JM87, Proposition 1.3].
There is another locus that is important to consider. Let Hom(Fr, G)
zd be the set
of representations whose image is Zariski dense. This set is contained in the good
locus for obvious reasons, but is generally not equal to it. For example, if one takes
the principal SL2(C) inside some complex reductive group G, then any representation
that is Zariski-dense in SL2(C) will induce (with this principal inclusion) a good
representation in G whose image is not Zariski dense (see [Bou98]).
To analyze the Zariski dense locus, we will need the following fact regarding Zariski
closed subgroups.
Lemma 2.2. Let G be a semisimple C-group and let T be a complex algebraic torus.
If H is a subgroup of G× T then H is Zariski dense if and only if the projections of
H onto the two factors are Zariski dense.
Proof. Let p1 : G× T → G and p2 : G× T → T be the projections onto the factors of
G× T .
First assume that H is Zariski dense in G × T . Then by continuity of p1 and p2,
p1(H) and p2(H) are both Zariski dense.
Now assume that p1(H) and p2(H) are Zariski dense in G and T , respectively. Let
K denote the Zariski closure of H. Then K is a subgroup of G × T , and we claim
that K surjects onto G and T via the corresponding projections. Indeed, since G and
T are compact in the Zariski topology, the projections are closed maps (with respect
to the Zariski topology) and hence pi(K) is a Zariski closed set containing pi(H).
By Goursat’s lemma (see [Gou89, Sections 11-12] or [Lam58, Section 2]), Ker(p1)∩
K is normal in T , Ker(p2)∩K is normal in G, and K is identified through p1× p2 as
the graph of an isomorphism between G/(Ker(p2) ∩K) and T/(Ker(p1) ∩K). Since
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G/(Ker(p2) ∩K) is a semisimple Lie group and T/(Ker(p1) ∩K) is abelian, both of
these (isomorphic) quotients must be trivial.
As a result, G = Ker(p2) ∩ K and T = Ker(p1) ∩ K. It follows that K contains
both factors G and T , whence K = G× T . 
Proposition 2.3. If r > 2 and G is a connected, reductive C-group, then Xr(G)zd :=
Hom(Fr, G)
zd/G is Euclidean dense in Xr(G).
Proof. When r > 2 [Gel08, Lemma 1.8] implies Homzd(Fr, G) ⊂ Hom(Fr, G) is non-
empty.
For our first case, suppose G is semisimple. Then Homzd(Fr, G) is Zariski open by
[AB94, Proposition 8.2] and hence dense since Hom(Fr, G) is connected. Let
piG : Hom(Fr, G)→ Xr(G)
be the GIT quotient map. Every Zariski dense ρ is irreducible and, hence, a stable
point of the action of G by conjugation, by [Sik12, Corollary 31]. By [Dol03] (Theorem
8.1 and Property (iv) of a good categorical quotient), pi−1G ([ρ]) is the (set-theoretic)
G-orbit of ρ. Thus, since Hom(Fr, G)
zd is invariant under the conjugation action, we
conclude that pi−1G (piG(Hom(Fr, G)
zd)) = Hom(Fr, G)
zd. Thus, Xzdr (G) is Zariski open
and hence dense in Xr(G).
Now assume G is connected and reductive. Then G ∼= DG×F T where DG = [G,G]
is semisimple, T is a central algebraic torus, and F = T ∩ DG is a finite central
subgroup. From this, by [Sik15, Proposition 5] or [BLR15], the inclusions of DG and
T into G induce an isomorphism ϕ : Xr(DG)×F r Xr(T )→ Xr(G).
Lemma 2.2 implies that ϕ maps the subspace Xr(DG)
zd×F rXr(T )zd ⊂ Xr(DG)×F r
Xr(T ) into Xr(G)
zd, so to complete the proof it will suffice to show that Xr(DG)
zd×F r
Xr(T )
zd is Euclidean dense in Xr(DG)×F r Xr(T ), and for this it suffices to show that
Xr(DG)
zd and Xr(T )
zd are Euclidean dense in Xr(DG) and Xr(T ), respectively.
We have seen above that Xr(DG)
zd is non-empty and also Zariski open in Xr(DG).
Since Xr(DG) is irreducible, it follows that Xr(DG)
zd is Euclidean dense in Xr(DG).
Since the set of elements of T r generating Zariski dense subgroups in T is Euclidean
dense, Xr(T )
zd is dense in Xr(T ) = T
r, completing the proof. 
Remark 2.4. Proposition 2.3 and its proof are a special case of [LS19, Lemma 6].
Lawton notes that there is a minor mistake in the published version of [LS17] that
does not change any of the main results and is corrected in the arXiv update [LS19].
Precisely, in Theorem 6, and Corollaries 7, 8, and 10 in [LS17], “irreducible” needs
to be replaced by “Zariski-dense”.
In contrast to the good locus, we have the following definition.
Definition 2.5. Define bad representations as the collection of irreducible represen-
tations that are not good; that is, whose stabilizer is strictly larger than the center of
G.
The collection of bad representations, denoted Hom(Fr, G)
bad, is thus Zariski closed
in the irreducible locus (again this follows from [JM87, Proposition 1.3]). We let
Xr(G)
bad := Hom(Fr, G)
bad/G ⊂ Xr(G).
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We denote the smooth locus Xr(G) := Xr(G) − Xr(G)sing, where Xr(G)sing is the
subvariety of (algebraic) singular points (which are necessarily differential singular-
ities by [Mil68]). As shown in [FL12] and more generally in [Sik12], the subspace
Xr(G)
good is a manifold in Xr(G) and Xr(G)irr is an orbifold in Xr(G). In particu-
lar, bad representations are at worst orbifold singularities (a priori). Moreover, both
Hom(Fr, G)
irr and Hom(Fr, G)
good are Zariski open (non-empty for r > 2) subspaces
of Gr, and as such are smooth submanifolds.
Definition 2.6. Define an ugly representation to be one that is a topological singu-
larity in Xr(G) with respect to the analytic topology.
In other words, ρ is ugly if and only if every open set around [ρ] is not homeomorphic
to a Euclidean space. When G is connected we can say more: if [ρ] is not ugly, then it
has a neighborhood homeomorphic to Cd, where d = dimCXr(G). This follows from
Invariance of Domain together with density of the smooth locus.
We note here that:
dimCXr(G) = (r − 1) dimCG+ dimC Z(G)
if r > 2 and dimCX1(G) = Rank(G), where the rank of G is the dimension of one
of its Cartan subgroups (the centralizer of a maximal torus). In [FL12], it is shown
when G is GLn(C) or SLn(C) that there exists ugly representations if and only if
(r − 1)(n− 1) > 2; in these cases they are in the reducible locus.
Here is a Venn diagram of the previously defined subspaces of representations:
Not Polystable
Good
Zariski Dense
Bad
Ugly
Singular (Algebraic/Orbifold)
Ugly
Singular (Algebraic)
Completely Reducible
(non−irreducible)
IrreducibleReducible
Figure 1. Venn Diagram of Representations.
In Section 4, we will show that if r > 3, or r > 2 and the Lie algebra of DG has
only simple factors of rank 2 or more, then the singular locus coincides with the union
of the bad locus with the reducible locus and all algebraic singularities are in fact
topological (ugly).
3. Bounding the codimension of bad representations
To prove our main theorems, we need to bound the codimension of the bad locus.
To do so, we need to study the Lie algebras of reductive C-groups. One can find the
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following terms, facts and notation in any standard text covering Lie algebras like
[OV90], or [FH91].
A complex Lie algebra g is reductive if its radical (largest solvable ideal) is equal
to its center. There are many equivalent formulations. In particular, g is a direct
sum of its center and a finite number of simple subalgebras (not containing any non-
trivial proper ideals). If G is a reductive C-group, then its Lie algebra g is a complex
reductive Lie algebra.
A Cartan subalgebra h ⊂ g is a maximal abelian subalgebra such that adH is
diagonalizable for each H ∈ h. Given a Cartan subalgebra, a root (or more specifically,
an h-root) is a non-zero element α ∈ h∗, the dual of h, for which there exists a non-zero
X ∈ g with α(H)X = [H,X] = adH(X) for all H ∈ h. So for each root α we have a
generalized adh-eigenspace
gα = {X ∈ g : adH(X) = α(H)X for all H ∈ h}.
It is a standard fact that each gα is one-dimensional (over C).
The following definition, which can be found in [Rub92], will be important for our
purposes.
Definition 3.1. Let g be a Lie algebra. We say that a subalgebra s ⊂ g is regular if
it contains a Cartan subalgebra of g.
Lemma 3.2. Let s ⊂ g be a regular subalgebra of the Lie algebra g, and let h be a
Cartan subalgebra of g that is contained in s. Then
s = h⊕
⊕
α∈∆′
gα,
where ∆′ ⊂ ∆ is the set of h–roots satisfying gα ∩ s 6= 0.
Note that since dimC gα = 1, the condition gα ∩ s 6= 0 is equivalent to gα ⊂ s.
Proof. Since h ⊂ s and each element of g can be written in the formX = H+∑α∈∆Xα
(with H ∈ h and Xα ∈ gα), it suffices to check that whenever such an element X lies
in s, each term Xα actually lies in s. Moreover, since h ⊂ s, it suffices to prove the
statement: If X =
∑
α∈∆Xα ∈ s, for some Xα ∈ gα, then Xα ∈ s for each α. For any
such vector X, let n(X) denote the number of non-zero terms Xα. We will prove the
statement by induction on n(X).
For the base case, n(X) = 1, there is nothing to prove. For the induction step, let
{α1, . . . , αk} be a basis for SpanC{α : Xα 6= 0}.
If k = 1, then writing α = α1, either X = Xα and there is nothing to prove, or else
−α ∈ ∆ and X = Xα + X−α for some X−α ∈ g−α. In this case, choose H ∈ h with
α(H) 6= 0. Then
[H,X] = α(H)Xα − α(H)X−α = α(H)(Xα −X−α) ∈ s,
so Xα −X−α ∈ s as well, and after adding X we see that Xα, X−α ∈ s, as desired.
If k > 2, choose an element H1 ∈ h such that αi(H1) is non-zero if and only if i = 1.
Then setting X ′ = X −∑iXαi , we have
[H1, X] = α1(H1)Xα1 + [H1, X
′] ∈ s.
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We can apply our induction hypothesis to the element α1(H1)Xα1 + [H1, X
′], so we
conclude that Xα1 ∈ s. Applying the induction hypothesis to X −Xα1 , we find that
all the remaining terms in X also lie in s.

We note, as the reader may be wondering, that regular elements in a Lie algebra
(elements with minimal dimensional centralizers) are not directly related to the regular
subalgebras as defined above. However, a key example of a regular subalgebra is the
centralizer of a semisimple element (an element that is diagonalizable with respect to
a finite dimensional representation of G).
Lemma 3.3. Let G be a connected, reductive C-group with Lie algebra g. If g ∈ G is
a non-central semisimple element, then the centralizer
zg(g) := {X ∈ g | Adg(X) = X}
is a regular reductive subalgebra of g.
Proof. A Cartan subgroup of G is a subgroup such that its Lie algebra is Cartan.
Since g is semisimple, there exists a Cartan subgroup containing g. Now let h be the
corresponding Cartan subalgebra, and since g is reductive, we know g = h⊕⊕α∈∆ gα
where ∆ is the set of roots with respect to h. Since the derivative of Ad is ad, we
have h ⊂ zg(g). Now let ∆′ ⊂ ∆ be the h-roots α such that zg(g) ∩ gα 6= 0. Then by
Lemma 3.2,
zg(g) = h⊕
⊕
α∈∆′
gα.
Since the center of g is contained in h and zg(g) contains h, the center of zg(g)
is equal to the center of g. So to show zg(g) is reductive it suffices to show that its
quotient by the center of g is a semisimple Lie algebra. This latter fact is equivalent to
∆′ being stable by multiplication by −1. For each α ∈ ∆∪{0} ⊂ h∗, set λα = eα(H0).
Then Adg(X) = λαX, and λα+β = λαλβ. Moreover, λ0 = 1, and hence for each
α ∈ ∆ we have
1 = λ0 = λαλ−α. Now, α ∈ ∆′ if and only if λα = 1, so we conclude that if α ∈ ∆′
then −α ∈ ∆′ too. Thus, ∆′ is stable under multiplication by −1 and so zg(g) is
reductive. 
We will call a subgroup of G bad if it is not contained in a parabolic subgroup and its
centralizer is not equal to Z(G) (see [Gue´18a], for example). Thus, a G-representation
of Fr is bad if and only if its image is a bad subgroup.
To understand bad subgroups we will need to understand maximal regular sub-
algebras. Such a subalgebra is either parabolic (contains a Borel subalgebra, i.e. a
maximal solvable subalgebra) or reductive. The latter case leads to the following
definition (see [Rub92, BdS48]).
Definition 3.4. Let G be a reductive C-group and let g be a reductive Lie algebra.
We say that a reductive subalgebra of g is a Borel-de Siebenthal subalgebra if it is
proper, has the same rank as g and s/z(g) is semisimple. A subgroup of G is said to
be a Borel-de Siebenthal subgroup of G if it is connected and its Lie algebra is a
Borel-de Siebenthal subalgebra of Lie(G).
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One easily shows that every Borel-de Siebenthal subalgebra is regular. When g is
semisimple, a Borel-de Siebenthal subalgebra is a semisimple proper subalgebra of g
of maximal rank. In the sequel we will write BdS to abbreviate “Borel-de Siebenthal”.
Example 3.5. The subalgebra so(2n,C) inside so(2n + 1,C) is a BdS subalgebra as
they both have rank n. The subalgebras sp(2k,C)× sp(2n−2k,C) inside sp(2n,C) are
BdS subalgebras for 1 6 k 6 n − 1 since the rank of the former is k + (n − k) = n
which is the rank of the latter.
Remark 3.6. Parabolic subalgebras of g, up to conjugation, are in bijection with
subsets of nodes of the Dynkin diagram of g, see [Bor91]. So maximal parabolic sub-
algebras are classified up to conjugation by removing a single vertex from the Dynkin
diagram of the original Lie algebra. While it is not trivial, it is also possible to classify
BdS subalgebras up to conjugation. Using the isomorphism
z(g)× [g, g]→ g
and the fact that semisimple algebras are direct sums of simple ones, it suffices to
do it in the simple case. Then, the classification comes down to classifying sub-root
systems of the root system of g which have the same rank as g. Such an analysis leads
to Table 3 of maximal BdS subalgebras.
For ρ : Fr → G we let ZG(ρ) be the centralizer of the image of ρ. In these terms,
ρ : Fr → G is a bad representation if and only if ρ is irreducible and ZG(ρ)/Z(G) is
not trivial.
Proposition 3.7. Let ρ be an irreducible representation, then ZG(ρ)/Z(G) is fi-
nite. Consequently, if g ∈ G commutes with an irreducible representation it must be
semisimple.
Proof. Corollary 17 in [Sik12] says ZG(ρ)/Z(G) is finite in slightly different language.
Thus, if g ∈ G commutes with ρ then, gZ(G) has finite order in ZG(ρ)/Z(G), and
thus there exists n so gn is central. Since Z(G) ∼= (C∗)k × A for some finite abelian
group A, we can write gn = sna for some s ∈ (C∗)k, a ∈ A, and now g = (gs−1)s is a
product of a finite order (hence semisimple) element with a central element. Thus, g
is semisimple. 
Proposition 3.7 and Lemma 3.3 together allow us to prove the following character-
ization of bad representations.
Proposition 3.8. Let G be a connected, reductive C-group. Then the image of a bad
representation ρ : Fr → G is contained in the normalizer of some Levi subgroup of a
proper parabolic subgroup or of some BdS subgroup of G.
Proof. Let B = ρ(Fr) be a bad subgroup of G. Since B is bad, there exists a non-
central element ξ commuting with every element of B. Proposition 3.7 implies that ξ
is semisimple.
Let Z := ZG(ξ)
0 be the identity component of ZG(ξ) = {g ∈ G | gξg−1 = ξ}. Let
N be the normalizer of Z. Then since bzb−1ξ = ξbzb−1 for all z ∈ Z and all b ∈ B,
and conjugation preserves identity components, we conclude B ≤ N .
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By Lemma 3.3, the Lie algebra z of Z is regular and reductive. If z/z(g) is semisimple
then Z is a BdS subgroup by definition and we are done.
Otherwise, let t be the inverse image in Z of the radical of z/z(g). We claim that
t is abelian. Indeed, since z is reductive, so is z/z(g), and hence the radical t/z(g) is
abelian; but then t ⊂ z is a solvable ideal in z, so it too is abelian. Now t exponentiates
to a torus (i.e. a connected, semisimple, abelian group) in Z which is central in Z
but not in G. In particular, L = ZG(Z(Z)
0) is proper. Since B normalizes Z, B
normalizes L. Since Z(Z)0 is a torus, its centralizer in G is a Levi subgroup of a
parabolic subgroup of G, which must be proper since L is proper. 
Recall that a complex Lie algebra g is the semi-direct product of its radical and
a semisimple subalgebra called a Levi subalgebra. Proposition 3.8 highlights a di-
chotomy that motivates the following definition.
Definition 3.9. Let G be a reductive C-group, g its Lie algebra, and ρ : Fr → G a
bad representation. We say that ρ is:
Type 1 if ρ(Fr) normalizes a Levi subalgebra of a proper parabolic subalgebra,
and
Type 2 if ρ(Fr) normalizes a BdS subalgebra.
There is nothing preventing a bad representation to be both of Type 1 and Type
2. When G is simply connected, only bad representations of Type 2 may arise (see
Section 7 for details).
For a subalgebra s of a Lie algebra g, let ng(s) := {X ∈ g | [X,Y ] ∈ s, for all Y ∈ s}
be the normalizer of s.
Lemma 3.10. Let g be a reductive group and s be a regular subalgebra of g. Then
ng(s) = s.
Proof. Clearly, s ⊂ ng(s). Let h be a Cartan subalgebra of g contained in s. It follows
that ng(s) is regular (since it contains h). By Lemma 3.2 we may write
h ⊂ ng(s) = h⊕
⊕
α∈∆′
gα
where ∆′ is the subset the set of h–roots gα of g satisfying gα ∩ ng(s) 6= 0. Then, for
any H ∈ h ⊂ s, α ∈ ∆′ and non-zero Xα ∈ gα, since Xα normalizes s we have
[Xα, H] = α(H)Xα ∈ s.
If Xα does not belong to s, then we must have α(H) = 0. But H was an arbitrary
element of h, so α = 0, which contradicts α ∈ ∆′. As a result, Xα must belong to s
and therefore ng(s) is contained in s. 
A subgroup A of G is said to normalize a subgroup B if A ≤ NG(B). For example,
B always normalizes itself. We have shown in Proposition 3.8 that bad subgroups
normalize a Levi subgroup of a parabolic subgroup in G, or a BdS subgroup of G.
Corollary 3.11. Let G be a reductive C-group and S a connected subgroup containing
a Cartan subgroup of G, then NG(S)/S is a finite group.
HOMOTOPY OF CHARACTER VARIETIES 11
Proof. Lemma 3.10 implies that NG(S)/S is a discrete group. Since NG(S) is alge-
braic, it has a finite number of connected components. Thus, NG(S)/S is finite.

The next lemma, which generalizes [FLR17, Theorem 2.9] will be used give a lower
bound on the codimension of the bad locus.
Lemma 3.12. Let G be a reductive C-group, r > 2 and H be an algebraic subgroup
of G. Let
ϕH : G×Hom(Fr, H)→ Hom(Fr, G)
be defined by (g, ρ) 7→ gρg−1. Let H be the image of ϕH . Then
codimC(H) > (r − 1)codimC(H).
Proof. For each ρ = gψg−1 ∈ H, with ψ : Fr → H, the fiber of ϕH over ρ contains the
subspace {(gh, h−1ψh) : h ∈ H}, which is homeomorphic to H. Hence each fiber of
ϕH has dimension at least the dimension of H. The result now follows from Hardt’s
Theorem [Har80] (see also [Cos00, Corollary 4.2]).

We remark that H in the above lemma is exactly the set of representations ρ :
Fr → G which are conjugate in G to a representation with values in H. We now put
together the above results to obtain a bound on codimension of the bad locus.
Theorem 3.13. Let G be a connected, reductive C-group and r > 2. Then
codimC(Hom
bad(Fr, G)) > 2(r − 1)Rank(DG).
Proof. By Proposition 3.8, for each bad representation ρ there exists a subgroup
S < G, which is either a Levi subgroup of a proper parabolic subgroup or a BdS
subgroup, such that the image of ρ is contained in the normalizer NG(S). Recall
parabolic subgroups P are in bijection (up to conjugation) with subsets of nodes
from the Dynkin diagram of g, and Levi subgroups of a parabolic are all conjugate
by elements of P . So up to conjugation, there is a finite number of subgroups S to
consider of Type 1. For the case of BdS subgroups (Type 2), the fact that there are
only finitely many up to conjugation follows from [Tit55]. Thus, up to conjugation,
the image of a given bad representation is in NG(S) where S is chosen from a finite list
S. To make this list optimally short, we let it be the collection, up to conjugation, of
maximal proper parabolic subgroups with the collection of maximal BdS subgroups.
Now we apply Lemma 3.12. Let NS be the image of ϕNG(S), where ϕNG(S) is the
map in Lemma 3.12. So Hom(Fr, G)
bad ⊂ ∪S∈SNS . Thus,
dimC(Hom(Fr, G)
bad) 6 max
S∈S
dimCNS
which implies
codimC(Hom(Fr, G)
bad) > r dimC(G)−max
S∈S
dimCNS ,
and so
codimC(Hom(Fr, G)
bad) > min
S∈S
codimCNS .
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From Lemma 3.12, for each S ∈ S, codimC(NS) > (r− 1)codimC(NG(S)). Therefore,
it suffices to prove:
min
S∈S
codimC(NG(S)) > 2Rank(DG).
Lemma 3.11 now yields
codimC(NG(S)) = codimC(S),
and it remains to show
min
S∈S
codimC(S) > 2Rank(DG).
Since G and S are connected it suffices to do this for the corresponding Lie algebras.
Since reductive complex Lie algebras are products of simple Lie subalgebras with a
central Lie subalgebra (the radical), the required codimension result follows from the
case of simple Lie algebras.
This latter fact is a consequence of the explicit classification of Levi subalgebras of
maximal parabolic subalgebras, and maximal BdS subalgebras in simple Lie algebras.
This classification in the case of maximal parabolic subalgebras can be derived from
[Bor91]. The classification of BdS subalgebras follows from work of [Tit55]. We
tabulate the codimension of all such simple Lie algebras in Tables 2 and 3 in Appendix
A, finding the required codimension bound in each case. 
Remark 3.14. A couple remarks are in order. When referring to Tables 2 and 3, one
might be tempted to think there are a few low rank exceptions to the above theorem.
However, this is not the case since there are the following low rank isomorphisms:
sp(2,C) ∼= sl(2,C), and sp(4,C) ∼= so(5,C). And so(4,C) ∼= sl(2,C)× sl(2,C) and so
is not simple. The last case that is not addressed in the tables is when G = SO(2,C).
In that case, it is easy to see that the bad locus is empty. So codimCHom(Fr, G)
bad =
dimCG
r = r > 2Rank(DG) = 0 since the derived subgroup of an abelian group is
trivial, and so has rank 0.
4. The Singular Locus
In this section we undertake a close analysis of singularities in Xr(G) in both the
algebraic and topological categories.
4.1. Local Structure. For a subset X of a group G, let ZG(X) be the group of
elements in G that commute with all elements in X. We let ZG(ρ) for ρ ∈ Hom(Fr, G)
be ZG(ρ(Fr)).
Lemma 4.1. Let G be a reductive C-group. Let Γ be a subgroup of G containing
Z(G) such that Γ/Z(G) is finite, and non-abelian. If γZ(G) ∈ Γ/Z(G) is not central
in Γ/Z(G), then dimC ZG(Γ) < dimC ZG(γ).
Proof. Since Γ/Z(G) is finite, γ needs to be semisimple (compare Proposition 3.7).
Write γ = Exp(X) with X ∈ g. Then ZG(γ) contains the 1-parameter subgroup
generated by X while ZG(Γ) does not, whence the result. 
Proposition 4.2. Let G be a reductive C-group and r > 2. Bad representations
Fr → G with abelian (non-trivial) stabilizers in PG are Euclidean dense (and hence
Zariski dense) in the locus of bad representations Fr → G.
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Proof. Let ρ be a bad representation and assume its stabilizer ZG(ρ)/Z(G) in PG is
non-abelian. Let ξ be in ZG(ρ) and assume ξZ(G) is not central in ZG(ρ)/Z(G).
By the preceding lemma applied to ZG(ρ) and ξ, dimC ZG(ZG(ρ)) < dimC ZG(ξ).
It follows that dimCHom(Fr, ZG(ZG(ρ))) < dimCHom(Fr, ZG(ξ)), and therefore the
complement of Hom(Fr, ZG(ZG(ρ))) is dense in Hom(Fr, ZG(ξ)).
Given an open subset of Hom(Fr, ZG(ξ)) containing ρ, up to intersecting with the
irreducible locus, we may assume that it is an open subset of the irreducible locus.
Call this neighborhood U . From the previous paragraph, there exist representations
in ZG(ξ) that do not commute with ZG(ρ). Therefore, in U there is an irreducible
representation ρ′ commuting with ξ but not with ZG(ρ) and thus a bad representation
ρ′ with a strictly smaller centralizer.
If ZG(ρ
′)/Z(G) is abelian, we are done and if it is not we may repeat the above
argument to find a bad representation with a strictly smaller stabilizer in PG. Since
the stabilizer is finite, this process will eventually stop. 
For a group G acting on a space X, we denote the fixed locus by XG. We now
show that for bad representations, the action of the stabilizer on cohomology never
includes pseudoreflections (compare [Ric88, Lemma 8.5]).
Proposition 4.3. Let G be a connected, reductive C-group and r > 2. If ρ : Fr → G
is a bad representation commuting with ξ /∈ Z(G). Then
codimCH
1(Fr; gAdρ)
〈ξ〉 > 2.
Proof. First, Adξ is of finite order since ZG(ρ)/Z(G) is finite. Then we have the
decomposition:
g = g〈ξ〉 ⊕ V,
where V is a sum of eigenspaces of ξ for eigenvalues 6= 1. It follows that the decom-
position above is stable under ρ. As a result, we have :
H1(Fr; gAdρ) = H
1(Fr; g
〈ξ〉
Adρ
)⊕H1(Fr;V )
where the action of ξ is determined by the action on the coefficients of in cohomology.
In particular,
H1(Fr; gAdρ)
〈ξ〉 = H1(Fr; g
〈ξ〉
Adρ
).
The dimension of H1(Fr;V ) is computed as:
r dimC V − (dimC V − dimC V Fr) = (r − 1) dimC V + dimC V Fr .
It follows that
codimCH
1(Fr; gAdρ)
〈ξ〉 > (r − 1) dimC V ≥ dimC V.
Since V is, by definition, complementary to g〈ξ〉 = z(ξ) = Lie(ZG(ξ)), we have
dimC V = codimCZG(ξ) and since ZG(ξ) is regular and reductive (by Lemma 3.3),
codimCZG(ξ) is even and therefore greater than or equal to 2 (since ξ /∈ Z(G)). 
Lemma 4.4. A representation [ρ] ∈ Xr(G) is singular (respectively ugly) if and only
if [0] is an algebraic (respectively topological) singularity in H1(Fr; gAdρ)//Stab(ρ). In
fact, if [ρ] is not ugly in Xr(G), then H
1(Fr; gAdρ)//Stab(ρ) is homeomorphic to a
Euclidean space.
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Proof. Let [ρ] ∈ Xr(G). Without loss of generality, we can assume ρ is polystable since
there exists a unique closed orbit in [ρ]. Using the Luna Slice Theorem [Dre´04, Lun73],
[FL12, Sik12, HP04] shows for every polystable ρ ∈ Hom(Fr, G), there is a formal e´tale
neighborhood of [ρ] ∈ Xr(G) of the form H1(Fr; gAdρ)//Stab(ρ), where H1(Fr; gAdρ) is
group cohomology with coefficients in the Adρ-module g, and Stab(ρ) is the stabilizer
of ρ in PG. The C-points of H1(Fr; gAdρ) are isomorphic to a C-vector space V where
0 corresponds to [ρ], and Γ := Stab(ρ) is a subgroup of PG acting linearly (and so
fixes 0). As a formal neighborhood, there is an e´tale map V//Γ→ Xr(G).
Consequently, since e´tale maps are isomorphisms on tangent spaces, [ρ] is alge-
braically singular if and only if [0] is algebraically singular. Moreover, the e´tale map
V//Γ→ Xr(G) is also a local analytic isomorphism since we are over C, and hence it
also preserves topological singularities.
The final statement of the lemma follows from the more general fact that if Γ is a
reductive group acting linearly on a C-vector space V , and there is a neighborhood of
[0] ∈ V//Γ that is homeomorphic to Euclidean space, then V//Γ itself is homeomorphic
to Euclidean space. To prove this, we start by choosing a Γ-invariant norm on V . Since
Γ is reductive and acting linearly, this is accomplished by averaging any Hermitian
norm on V over a maximal compact subgroup of Γ. However, this norm is then Γ-
invariant by Weyl’s Unitary trick (see [Dol03]). Since all norms on finite dimensional
C-vector spaces are linearly equivalent, balls and spheres in this Γ-invariant norm are
homeomorphic to ordinary balls and spheres. Now Γ acts on each sphere
S = {v ∈ V : |v| = 1}
with respect to this new norm |·|, and in fact by linearity of the action, the scaling map
s : S → S′ , given by scaling each vector to have the desired length, is Γ-equivariant
(that is, g(sv) = sg(v) since s is just scalar multiplication by ′/). We now claim
that V//Γ is homeomorphic to the open cone
CR(S1//Γ) := (S1//Γ× [0,∞))/(S1//Γ× {0}),
where S1 is the unit sphere in V (with respect to the Γ-invariant metric). Indeed,
the map S1 × [0,∞) → V given by sending (x, t) 7→ tx is Γ-equivariant and is an
open map, and hence descends to an open map S1//Γ × [0,∞) → V//Γ. This map is
surjective and injective away from 0, and becomes bijective (hence a homeomorphism
by openness) once we factor it through the open cone. Now Kwun’s theorem [Kwu64]
on uniqueness of open cone neighborhoods says that if there exist a neighborhood U
of [0] in V//Γ that is homeomorphic to Cn ∼= C(S2n−1), then since U and V//Γ are
both open cone neighborhoods of [0], they must be homeomorphic. 
In the next subsection we will need to closely analyze the local model
H1(Fr; gAdρ)//Stab(ρ)
for reducible representations ρ. We will show (in the proof of Theorem 4.10) that
generically (in the reducible locus) Stab(ρ) is isomorphic to C∗, and there is a decom-
position
H1(Fr; gAdρ)
∼=
N⊕
n=−N
Cdn ,
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for some non-negative integers d−N , . . . , dN satisfying dn = d−n, so that the action of
C∗ ∼= Stab(ρ) is the diagonal action induced by λ · v = λnv for v ∈ Cdn . We will call
the numbers n so dn 6= 0 weights, and we call the action of C∗ on Cdn the scalar action
of weight n. Let L := ⊕Nn=1Cd−n and R := ⊕Nn=1Cdn . The diagonal actions of C∗ on
L and R give rise to a C∗ × C∗ action on L⊕R such that the action of the diagonal
C∗ ∼= ∆ ⊂ C∗×C∗ recovers the action of Stab(ρ). Let pi∆ : L⊕R→ (L⊕R)//∆ be the
GIT projection map with respect to the action by ∆. Notice that the ∆-orbits in L⊕R
are all closed outside of pi−1∆ ([0]) = L⊕{0}∪{0}⊕R. Let (L⊕R)∗ := (L⊕R)−pi−1∆ ([0])
and note that (L⊕R)∗//∆ = (L⊕R)∗/∆ ∼= (L⊕R)//∆−{[0]}. Then pi∆ : (L⊕R)∗ →
(L⊕R)∗/∆ is a geometric quotient. Note also that (L⊕R)∗/(C∗×C∗) ∼= P(L)w×P(R)w
where P(L)w ∼= P(R)w are weighted projective spaces (see [Dol82]).
To understand this particular local model, we need the following lemmata.
Lemma 4.5. Let k1, . . . km be non-zero integers. Define an action of T = C∗ on Cm
by t · (v1, . . . , vm) = (tk1v1, . . . , tkmvm). Let Υ =
∏m
i=1 µi, where µi ⊂ C∗ is the group
of i-th roots of unity, and let Γ = C∗ ×∏mi=1 µi. Define an action of Γ on Cm by
(λ, ζ1, . . . , ζm) · (v1, . . . , vm) = (λ1ζ1v1, . . . , λmζmvm), where i = ki/|ki|. Then the
map f : Cm → Cm, given by
(v1, . . . , vm) 7→ (v|k1|1 , . . . , v|km|m ),
induces a homeomorphism Cm/Γ
∼=−→ Cm/T.
Consequently, in the notation established above,
(1) (L⊕R)∗/∆ ∼= ((L⊕R)∗/C∗)/Υ,
where C∗ acts diagonally by scalar multiplication (weight 1 on R and weight −1 on
L) and Υ is a finite group acting trivially on the homology of (L⊕R)∗/C∗.
Proof. It follows from the definitions that the composition Cm f−→ Cm → Cm/T is
invariant under the action of Γ in the domain. A short computation shows that the
induced map Cm/Γ
∼=−→ Cm/T is bijective, and it is an open map because f and
the quotient map Cm → Cm/T are both open. The homeomorphism (1) is obtained
by restriction, and the action of Υ is homologically trivial because it extends to the
ordinary scalar action of the path-connected group (C∗)m (m = dimC(L⊕R)). 
Lemma 4.6. The space (L⊕R)∗/∆ has non-trivial rational homology in dimensions
0, 2, . . . , 2M, 2M + 1, . . . , 4M + 1, where M = dimC(L) − 1 = dimC(R) − 1 is the
(complex) dimension of the (unweighted) projective spaces P(L) ∼= P(R). In particular,
(L⊕R)∗/∆ does not have the rational homology of a sphere unless L and R are one-
dimensional.
Proof. All homology groups will be taken with rational coefficients. By Lemma 4.5,
we have
H∗((L⊕R)∗/∆) ∼= H∗((L⊕R)∗/C∗),
where on the right-hand side, C∗ is acting by scalar multiplication in the vector space
L ⊕ R, with weight 1 on R and weight −1 on L. This action is the diagonal of the
16 C. GUE´RIN, S. LAWTON, AND D. RAMRAS
C∗×C∗ action given by scalar multiplication in L and R separately (again with weight
1 on R and weight −1 on L). Consider the quotient map
(L⊕R)∗/C∗ −→ (L⊕R)∗/(C∗ × C∗) = P(L)× P(R).
This map is the quotient map for the natural action of the quotient group (C∗ ×
C∗)/C∗ ∼= C∗, and in particular is a locally trivial C∗–bundle. Since C∗ ' S1 has
homology in dimensions 0 and 1 only, the Serre spectral sequence for this bundle has
all differentials equal to zero after the second page. The Ku¨nneth Theorem shows
that the homology of P(L)× P(R) is concentrated in even degrees, and
H2k(P(L)× P(R)) ∼= Qk+1
for 0 6 k 6M and
H2M+2k(P(L)× P(R)) ∼= QM−k+1
for 0 < k 6M . This implies that every differential out of the groups
E22k,0
∼= H2k(P(L)× P(R))
with 0 6 k 6M has non-zero kernel, while every differential into the groups
E22M+2k,1
∼= H2M+2k(P(L)× P(R))
with 0 6 k 6 M has non-trivial cokernel. Hence E∞2k,0 is non-zero for 0 6 k 6 M ,
while E∞2M+2k,1 is non-zero for 0 6 k 6M , giving the desired result. 
Lemma 4.7. Let X be a space with the rational homology of a point, and consider a
(closed) point x0 ∈ X such that H∗(X−{x0};Q) is finitely generated in each degree. If
X×Rn−{(x0, 0)} has the same rational homology as the sphere Sk for some k > n−1,
then X−{x0} has the same rational homology as Sk−n (where, by convention, we take
Sm to be the empty space if m < 0), and X × Rn − {(x0, 0)} cannot have the same
rational homology as Sk if 0 6 k < n− 1.
Proof. We prove the statement by induction on n. Again, all homology groups are
rational.
For n = 0 the statement is immediate. Next, consider the case n = 1, and say
X × R − {x0, 0} has the rational homology of Sk for some k > 1 (we will consider
the case k = 0 separately). Consider the Mayer–Vietoris sequence associated to the
decomposition
X × R− {(x0, 0)} = (X × (R− {0}) ∪ ((X − {x0})× R).
Note the homotopy equivalences X × (R − {0}) ' X∐X and (X − {x0}) × R '
X − {x0}. These open sets intersect in
(X − {x0})× (R− {0}) ' (X − {x0})
∐
(X − {x0}).
The Mayer-Vietoris sequence now has the form (in part)
0 −→ Hk(X − {x0})⊕Hk(X − {x0}) i−→ Hk(X − {x0}) −→ Hk(Sk) = Q
−→ Hk−1(X − {x0})⊕Hk−1(X − {x0}) −→ Hk−1(X − {x0}) −→ 0.
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The map i must be injective, which implies that Hk(X − {x0}) = 0 (here we use
the assumption that Hk(X − {x0}) is finitely generated). The remaining short exact
sequence
0 −→ Q −→ Hk−1(X − {x0})⊕Hk−1(X − {x0}) −→ Hk−1(X − {x0}) −→ 0
shows that Hk−1(X−{x0}) ∼= Q, as desired. Similar (in fact, simpler) reasoning gives
H˜∗(X −{x0}) = 0 for ∗ 6= k− 1, as desired. Now say k = 0, so that X ×R−{(x0, 0)}
has the rational homology of S0. We claim that in this case we must have X = {x0},
in which case the statements of the lemma hold trivially. Indeed, when k = 0, the
above Mayer–Vietoris sequence has the form
H0(X − {x0})⊕H0(X − {x0}) ↪→ H0(X − {x0})⊕H0(X)⊕H0(X) H0(S0),
and since H0(X) = Q, we find that H0(X − {x0}) = {0}, meaning that X − {x0} is
empty. This proves the lemma for n = 1 (note that in this case the last statement of
the lemma is vacuous).
Now we assume the statements of the lemma for n = 0, 1, . . . ,m − 1 and consider
the case for n = m (m > 2).
Say X has the rational homology of a point, and assume X × Rm − {(x0, 0)} has
the same rational homology as Sk for some k > m− 1. We have
X × Rm − {(x0, 0)} = (X × Rm−1)× R− {(x0, 0, 0)}.
Note that Y := X×Rm−1 ' X has the rational homology of a point, and Y −{(x0, 0)}
has finitely generated rational homology by a Mayer–Vietoris argument similar to that
above. The induction hypothesis for n = 1 implies that X ×Rm−1−{(x0, 0)} has the
same rational homology as Sk−1, and the induction hypothesis for n = m − 1 shows
that X − {x0} has the same rational homology as Sk−1−(m−1) = Sk−m, as desired.
We also need to show that X ×Rm − {(x0, 0)} cannot have the homology of Sk with
0 6 k < m− 1. If it did, then writing
X × Rm − {(x0, 0)} = (X × R)× Rm−1 − {(x0, 0, 0)},
the induction hypothesis for n = m − 1 gives a contradiction if 0 6 k < m − 2, and
it remains to show that X ×Rm − {(x0, 0)} cannot have the homology of Sm−2. If it
did, then writing
X × Rm − {(x0, 0)} = (X × Rm−1)× R− {(x0, 0, 0)},
then the induction hypothesis for n = 1 shows that X × Rm−1 − {(x0, 0)} has the
homology of Sm−3, and repeating this argument we eventually find that X × R −
{(x0, 0)} has the homology of the empty space S−1, but this is impossible as X×R−
{(x0, 0)} is non-empty. 
Lemma 4.8. Let d−N , . . . , dN be non-negative integers such that dn = d−n. Define
the action of C∗ on Cdn by λ · v = λnv. Then(
N⊕
n=−N
Cdn
)
//C∗ ∼= Cd0 ×
⊕
n6=0
Cdn
 //C∗
has a topological singularity at [0] if and only if
∑
n>1 dn > 1.
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Proof. First, say
∑
n>1 dn > 1. Let V =
⊕N
n=−N Cdn and let X = V//C∗. The stan-
dard contracting homotopy of V , namely Ht(v) = tv, induces a contracting homotopy
of X, so in particular X has the homology of a point. Moreover, Lemma 4.6 shows
that the rational homology of
(⊕
n6=0Cdn
)
//C∗ is finitely generated, and is not that
of a sphere. By Lemma 4.7, the homology of X − {[0]} is not that of a sphere either.
However, if X had a Euclidean neighborhood U ∼= Rk around [0], we would have
H∗(X,X − {[0]}) ∼= H∗(Rk,Rk − {0})
by excision, and by comparing the long exact sequences of these pairs we find that
H∗(X − {[0]}) ∼= H∗(Rk − {0}) ∼= H∗(Sk−1). Hence X has a topological singularity
at [0].
Conversely, if
∑
n>1 dn = 1, then (C⊕Cd0 ⊕C)//C∗ ∼= Cd0 × (C⊕C)//C∗, where on
the right C∗ acts with weights −n and n on the left and right factors (respectively).
The multiplication map C×C→ C induces a homeomorphism (C⊕C)//C∗ ∼=−→ C, so
we find that (C⊕ Cd0 ⊕ C)//C∗ is homeomorphic to Cd0+1 in this case. 
4.2. Algebraic and Topological Singularities. In this subsection, we generalize
some results from [FLR17] and [FL12]. From [FL12], if G is SLn(C) or GLn(C) then
Xr(G) = Xr(G)good = Xr(G)irr
as long as (r − 1)(n − 1) > 2. From [HP04], this result does hold true when G =
PSL2(C).
Conjectures 3.34 and 4.8 in [FL12] propose that if r > 3, or r > 2 and Rank(G) is
sufficiently large, then Xr(G)
red ⊂ Xr(G)sing.
[FL12, Remark 3.33] shows that X2(PSL2(C)) has smooth points which are re-
ducible and singular points which are irreducible; so a condition on the rank of G
when r = 2 is necessary. [FLR17, Examples 7.2 and 7.3] show that there are Lie
groups H of arbitrarily large rank with the property that X2(H) has smooth re-
ducibles and singular irreducibles (and H does not have to be a product with a rank
1 Lie group for this to happen; although H does need to be a local product with a
rank 1 Lie group, as we will see).
Those examples show that for r = 2 the rank of the Lie group G being large is not
sufficient for the conjecture to hold. [FLR17, Theorem 7.4] shows that when r > 2
and DG has only local simple factors of rank 2 or more, then Xr(G)
red ∪Xr(G)bad =
Xr(G)
sing.
We now generalize this theorem to deal with groups G whose derived subgroup has
rank 1 factors.
Theorem 4.9. Let G be a connected, reductive C-group. Assume either r > 2 and
the Lie algebra of DG has no rank 1 simple factors, or that r > 3. Then
Xr(G)
sing = Xr(G)
red ∪ Xr(G)bad,
and all points in Xr(G)
bad are orbifold singularities.
We note that item (1) resolves the first part of [FL12, Conjecture 3.34]. We note
(again) that [FLR17, Examples 7.2 and 7.3] show when r = 2, item (1) may be false
HOMOTOPY OF CHARACTER VARIETIES 19
if DG locally has rank 1 factors, so item (1) in Theorem 4.9 is sharp and cannot be
generally improved.
Proof. We prove the theorem in the following steps:
(1) Xr(G)
red ⊂ Xr(G)sing,
(2) Xr(G)
bad ⊂ Xr(G)sing, and all points in Xr(G)bad are orbifold singularities,
(3) Xr(G)
good = Xr(G).
If r > 2 and the Lie algebra of DG has only simple factors of rank 2 or more, then
this is the content of [FLR17, Theorem 7.4]. So we now assume r > 3.
The second part of (2) follows generally from the first part of (2) since Xr(G)
irr is
always an orbifold and Xr(G)
good ⊂ Xr(G) is always a smooth manifold, and now we
see that (3) follows from (1) and (2).
(1): Let G be a connected, reductive C-group, DG the derived subgroup [G,G],
and D˜G the universal cover of DG. Then D˜G =
∏
iGi is a finite product of simple Lie
groups and [FL14, Proposition 2.9] says Xr(
∏
iGi)
∼= ∏iXr(Gi). Now, for r > 3 and
G is simple, we have Xr(G)
red ⊂ Xr(G)sing: for Rank(G) ≥ 2 see [FLR17, Theorem
7.4], and for Rank(G) = 1 see [FL12, Theorem 3.21] and [FLR17, Corollary 7.9].
Observe that [ρ] ∈ Xr(
∏
iGi)
∼= ∏iXr(Gi) is reducible if and only if it is reducible in
some Xr(Gi), and likewise it is singular if and only if it is singular in some Xr(Gi).
Thus, if r > 3, we have Xr(D˜G)red ⊂ Xr(D˜G)sing. However, [FLR17, Theorem 7.8]
proves that if Xr(D˜G)
red ⊂ Xr(D˜G)sing, then Xr(G)red ⊂ Xr(G)sing, proving item
(1).
(2): Next, [NR69, Lemma 4.4] proves that if f : X → Y is a morphism from an n
dimensional complex manifold to a normal n-dimensional variety, and the set S where
f is not locally injective has codimension at least 2, then f(S) is the singular set of
Y .
Let [ρ] ∈ Xr(G) be bad. Then ρ is polystable since ρ is irreducible and all irreducible
representations are polystable. By Lemma 4.4, there is a formal e´tale neighborhood
of [ρ] ∈ Xr(G) of the form V//Γ := H1(Fr; gAdρ)//Stab(ρ), where Γ := Stab(ρ) is the
finite stabilizer of ρ in PG. We note that V has the same dimension as Xr(G) since
ρ is irreducible, and since Γ is finite the dimension of V//Γ is also equal to Xr(G).
Since Γ is finite, every point in V where piΓ : V → V//Γ is not locally injective has a
non-trivial stabilizer (in fact, the reverse implication also holds) and so Proposition
4.3 allows us to apply [NR69, Lemma 4.4]. We thus conclude that [0] is singular in
V//Γ and therefore [ρ] is singular in Xr(G) by Lemma 4.4. Thus, the first part of item
(2) holds, and as noted above the of the theorem follows. 
As shown in [FL12], if G = SLn(C) or GLn(C) then generically, reducible represen-
tations are ugly. We now generalize this result.
Theorem 4.10. All reducible representations are ugly if r > 3 for any connected,
reductive C-groups G, or if r > 2 and the Lie algebra of DG has only simple factors
of rank 2 or more.
Proof. First note that if a point [ρ] ∈ Xr(G) is not ugly, then there exists a Euclidean
open set around [ρ] that is homeomorphic to a Euclidean ball. Thus, all points in that
Euclidean set are also not ugly. And so the collection of non-ugly points in Xr(G) is
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an open set; that is, being ugly is a closed condition in Xr(G). Since the conjugate of
an ugly representation is still ugly (as it gives the same point in Xr(G)), we conclude
that the ugly locus in Hom(Fr, G) is also closed.
This alone shows that all reducibles are ugly in Xr(SLn(C)) if r > 3 and n > 2 or if
n > 3 and r > 2, since [FL12] shows that a Euclidean dense set of reducibles is ugly
in these cases. We now generalize this to arbitrary G.
Let G be a connected, reductive C-group. We say that L is quasi-irreducible if it is
a Levi subgroup of a maximal parabolic subgroup of G. Let ρ : Fr → G be a repre-
sentation. We say that ρ is quasi-irreducible if its Zariski-closure is quasi-irreducible.
(This definition can be viewed as a generalization of the reducible representations
shown to be ugly in [FL12]; namely the representations in SLn(C) conjugate to a
representation having two non-trivial irreducible blocks.)
Up to conjugation we have only finitely many maximally non-irreducible subgroups
in G (at most the number of conjugacy classes of maximal parabolic subgroups of G;
that is, the rank of G).
We claim that quasi-irreducible representations are generic. Precisely, the sub-
set of quasi-irreducible representations Homqi(Fr, G) is Euclidean dense in the (con-
structible) subset of polystable, reducible representations in Hom(Fr, G). This simply
comes from the fact that completely reducible and non-irreducible representations
ρ : Fr → G have to be contained in a parabolic subgroup of G and therefore a maxi-
mal parabolic subgroup. Since they are also completely reducible they factor through
the inclusion of a maximally non-irreducible subgroup of G. Now the result follows
from the general fact that Zariski-dense representations of a free group of rank at least
2 in a connected reductive group are Euclidean dense in the representation variety of
that reductive group by Proposition 2.3.
Now, we prove that quasi-irreducible representations are ugly. First let us begin
with the Zariski-closure of ρ(Fr), which we denote by L. Let us show that ZG(L)/Z(G)
is isomorphic to C∗.
Fix a Cartan subgroup H of G. Up to conjugation we may assume that H is
a subgroup of a Levi subgroup L of the maximal parabolic subgroup P . Since H
contains the center of G, we may write its Lie algebra as z⊕ h, where z is the center
of g. Let l ⊂ p ⊂ g denote the Lie algebras of L and P .
Recall that we have the following decomposition:
g = z⊕ h⊕
⊕
α∈∆
gα,
where as usual, ∆ is the set of generalized eigenvalues of h (these are linear forms
on h) and gα are the corresponding generalized eigenspaces of dimension 1. We fix a
non-zero vector Xα in each. We recall that we may choose in ∆ a set of simple roots
α1, . . . , αm so that any root is a positive sum of these αi or a negative sum of these
αi. Define (H1, . . . ,Hm) to be the dual basis in h to (α1, . . . , αm) in h
∗.
For a fixed αi, we may construct:
pi := z⊕ h⊕
⊕
α∈∆+
gα ⊕
⊕
α∈∆−∩〈αj |j 6=i〉
gα.
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Up to conjugation, the Lie algebras of maximal parabolic subgroups are of the form
above. Thus we may assume that p = pi. Finally, if we define
li := z⊕ h⊕
⊕
α∈∆∩〈αj |j 6=i〉
gα,
then li is conjugate to the Lie algebra each Levi subgroup of P . Thus we may assume
that l = li.
Now note that P = RadU (P ) o L and since both P and its unipotent radical
RadU (P ) need to be connected, L is connected as well. It follows that for x ∈ G,
x ∈ ZG(L) if and only if x ∈ ZG(l).
Furthermore, L contains the Cartan subgroup H, which is its own centralizer. It
follows that if x ∈ ZG(L) then x ∈ ZG(H) = H. Therefore, we may write any element
x ∈ ZG(L) as x = zExpG(λ1H1 + · · ·+ λmHm) where λ1, . . . , λm ∈ C and z ∈ Z(G).
Finally, any x of this form will commute with h and for α = n1α1+· · ·+nmαm ∈ ∆,
we have
Ad(x) ·Xα = Exp(α(λ1H1 + · · ·+ λmHm))Xα = Exp(n1λ1 + · · ·+ nmλm)Xα.
Thus in the case α = αj , we see that in order to have Ad(x) · Xαj = Xαj , we need
λj ∈ 2pi
√−1Z.
It follows that x = zExpG(X) ∈ h belongs to ZG(L) if and only if X ≡ λHi in
h/〈2pi√−1Hj | 1 ≤ j ≤ r〉Z, where 〈2pi
√−1Hj | 1 ≤ j ≤ r〉Z is the additive subgroup
of h generated by the elements 2pi
√−1Hj .
It follows that ZG(L) is generated by Z(G) and a 1-parameter subgroup t 7→
Exp(tHi), whence ZG(L)/Z(G) is isomorphic to C∗.
We now denote for n 6= 0,
un :=
⊕
α∈∆
α=nαi+
∑
j 6=i njαj
gα.
Then it is clear that
g = l⊕
⊕
n6=0
un.
Furthermore, with respect to C∗ ∼= ZG(L)/Z(G), C∗ acts trivially on l and for λ ∈ C∗
and v ∈ un, we have λ · v = λnv.
Now Stab(ρ) ≤ PG is exactly ZG(L)/Z(G) ∼= C∗, so the infinitesimal action on
H1(Fr; gAdρ) is given by the action (as above) on the corresponding coefficients of:
H1(Fr; gAdρ) = H
1(Fr; lAdρ)⊕
⊕
n6=0
H1(Fr; (un)Adρ),
that is, C∗ acts trivially on H1(Fr; lAdρ) and acts on H1(Fr; (un)Adρ) by λ · v = λnv.
By Lemma 4.4, [ρ] is ugly if and only if [0] is a topological singularity in
H1(Fr; gAdρ)//Stab(ρ),
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and we have established that, for some N > 0,
H1(Fr; gAdρ)//Stab(ρ)
∼=
(
N⊕
n=−N
Cdn
)
//C∗ ∼= Cd0 ×
⊕
n6=0
Cdn
 //C∗,
as in Lemma 4.8 below (we include H1(Fr; lAdρ) as the factor Cd0).
Now by direct computation we have:
dimCH
1(Fr; (un)Adρ) = dimC Z
1(Fr, (un)Adρ)− dimCB1(Fr, (un)Adρ)
= dimC Z
1(Fr, (un)Adρ)− dimC un + dimC Z0(Fr, (un)Adρ)
= r dimC un − dimC un + dimC uρ(Fr)n
= (r − 1) dimC un,
because the Zariski-closure of ρ(Fr) contains a Cartan subgroup of G which has no
non-zero fixed point on un. Since dimC un > 1, Lemma 4.8 finishes the proof so long
as r > 3.
Finally, if r = 2, it suffices to prove that
∑
n≥1 dimC un > 2 provided that g has no
simple factor of rank 1. This is equivalent to the fact that g has at least two positive
roots. One may easily check this for any simple complex Lie algebra g which is not
sl2 and therefore we may again apply Lemma 4.8 to complete the proof. 
Remark 4.11. The first paragraph in the proof of Theorem 4.10, that the ugly locus
is closed, proves [FL12, Conjecture 4.8] to be true since [FL12] shows that a Euclidean
dense set of reducibles is ugly in the cases considered in [FL12, Conjecture 4.8].
Remark 4.12. We note that with respect to the actual application of Lemma 4.8
to Theorem 4.10, that d1 > 1 since there is always a simple root with eigenvalue 1.
Moreover, the situation when
∑
n>1 dn = 1 does in fact occur in
Hom(F2,SL2(C))//SL2(C) ∼= C3,
see [FL12].
A priori it is not clear if bad representations are ugly or not. Such a representation
has a formal neighborhood that is a finite group quotient of affine space. By the
Chevalley-Shephard-Todd Theorem [ST54, Che55], the quotient is smooth if and only
if the finite group is generated by pseudoreflections. But such a quotient, even if
singular, can be topologically a manifold as the next example shows.
Example 4.13. Let Γ be the binary icosahedral group; that is, the group of symmetries
of the icosahedron (this group is of order 120, and is isomorphic to SL2(F5)). The
rotations in Γ are naturally a subgroup of SO(3) and Γ is the inverse image of this
subgroup under the double covering SU(2)→ SO(3). We call the inclusion
Γ ↪→ SU(2) ↪→ GL2(C)
the “standard representation.” Now consider the homomorphism α : Γ → GL3(C)
equal to the direct sum of the standard representation of Γ with a trivial representation.
Then α defines an action on C3, and the quotient C3/Γ is a normal, topological
manifold that is algebraically singular [Law19, Jason Starr’s example].
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Note that in the above example, for each rotation γ ∈ Γ, the codimension of
the fixed locus (C3)γ has codimension 1, since the same is true for the standard
representation.
We now show that bad representations are ugly if r > 3.
Theorem 4.14. Let G be a connected, reductive C-group, and assume either r > 3,
or r > 2 and the Lie algebra of DG has only simple factors of rank 2 or more. Let
[ρ] ∈ Xr(G). If ρ is bad, then ρ is ugly.
Proof. We repeat the set-up from Lemma 4.4. Let [ρ] ∈ Xr(G) be bad; we assume
that ρ is polystable (in fact, stable). There is a formal e´tale neighborhood of [ρ] of
the form V//Γ, where V := H1(Fr; gAdρ) is a C-vector space, [0] corresponds to [ρ],
and Γ := Stab(ρ) is a finite subgroup of PG acting linearly (and so fixes 0). There is
an e´tale map V//Γ→ Xr(G); this is a local analytic isomorphism since we are over C.
Since the ugly locus is closed and the bad locus is closed, it suffices to show that
generic bad representations are ugly. This condition is The set of bad representations
with abelian stabilizer is generic by Proposition 4.2, so we will assume Γ is abelian.
Under the assumptions of the theorem, Proposition 4.3 now shows that the action of
Γ on V does not include any pseudoreflections. We also note that if Γ does not act
effectively (faithfully), then ∆ := ∩v∈V StabΓ(v) is a normal subgroup and V//Γˆ ∼= V//Γ
where Γˆ := Γ/∆. Since we have shown that bad representations are singular, we know
Γ cannot act trivially on V . So without loss of generality, we may assume Γ is a non-
trivial abelian group, acting effectively.
Let F ⊂ V denote the set of vectors fixed by some non-trivial element of Γ; this is
a union of linear subspaces, invariant under the action of Γ. Since Γ does not act by
pseudoreflections, F has codimension at least 2.
We now prove that V//Γ has a topological singularity at [0]. In what follows we
replace // with / since Γ is finite and hence these quotients are equivalent. Say
dimC(V ) = n. For a space X, let X
+ denote its one-point compactification. Then
V + ∼= S2n, and since F is a union of linear subspaces, F+ is is a union of spheres (of
dimension at most 2n− 4).
We claim (?) F+/Γ ∼= (F/Γ)+ is locally contractible, and (? ?) has no integral
homology in dimensions greater than 2n− 3. We prove (?) and (? ?) below, but first
let us see how they are used.
Since Γ acts freely on F , the quotient map V −F → V/Γ−F/Γ is a covering map,
and V − F is simply connected because F is a union of smooth submanifolds of V ,
each with real codimension greater than 2. So pi1(V/Γ − F/Γ) = Γ, and since Γ is
abelian, H1(V/Γ− F/Γ) = Γ as well.
We have (V/Γ)+ − (F/Γ)+ = V/Γ − F/Γ. Assume F 6= {0}; the case F = {0} is
easier and treated at the end. If V/Γ is a topological manifold around [0], then by
Proposition 4.4, V/Γ is homeomorphic to a Euclidean space; by dimension count, we
must in fact have V/Γ ∼= V , and so (V/Γ)+ ∼= S2n. By (?), we may apply Alexander
Duality, yielding:
H1(V/Γ− F/Γ) ∼= H1((V/Γ)+ − (F/Γ)+) ∼= H2n−2((F/Γ)+).
This contradicts the (? ?), since the left hand side is non-zero but the right hand side
is zero.
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If F = {0}, then Γ acts freely on V − {0} ' S2n−1 and so pi1(V/Γ − {[0]}) ∼= Γ.
This is also a contradiction, because V/Γ− {[0]} ∼= Cn − {0} ' S2n−1.
Therefore, we have shown that if ρ is a bad representation such that Stab(ρ) is
abelian and acts on V without pseudoreflections, then Xr(G) has a topological singu-
larity at [ρ]. Since this such representations form a generic subset of the bad locus, we
have shown that bad representations are ugly (under the hypotheses of the theorem).
Proof of (?): Local contractibility at all points other than ∞ is immediate since
F/Γ is an algebraic subset of V/Γ, hence triangulable (see [Hof09]).
Let |− | be a Γ-invariant norm on V . We claim that UN := F+∩{v ∈ V : |v| > N}
admits a Γ-equivariant deformation retraction to ∞ ∈ F+, which then descends to
a deformation retraction of UN/Γ to [∞] ∈ F+/Γ (giving the desired contractible
neighborhoods around [∞]). The deformation retraction is just given by sending
v 7→ (1/(1− t))v at time t. This is Γ-equivariant since Γ acts linearly.
Proof of (? ?): We study the homology of (F/Γ)+ using the Mayer-Vietoris sequence
for the open cover consisting of F/Γ and (F/Γ)+−{[0]}. The latter set is contractible
(as proven in the previous paragraph), so it will suffice to show that F/Γ and
F/Γ ∩ ((F/Γ)+ − {[0]}) = F/Γ− {[0]}
each have no integral homology in dimensions greater than 2n− 4. By the Universal
Coefficient Theorem, it is enough to check this in cohomology. Both spaces are locally
contractible, so their integral cohomology agrees with their Cˇech cohomology, and thus
it is enough to verify that these spaces have topological covering dimension at most
2n− 4 (see [Eng75] for a discussion Cˇech cohomology and covering dimension).
But F is a simplicial complex of dimension at most 2n− 4, and finite quotients do
not increase covering dimension ([Pea75, Proposition 9.2.16]) so F/Γ also has covering
dimension at most 2n− 4, as does its open subspace F/Γ−{[0]}. This completes the
proof of (? ?). 
We note that the binary icosahedral group has trivial abelianization, so the argu-
ments in the proof of Theorem 4.14 do not apply to Example 4.13.
Remark 4.15. In [FLR17], it is shown that pi2(Xr(G)) = 0 if DG has its Lie algebra
isomorphic to a product of special linear groups. Given the results in Section 7 this
shows that if G is a CI group, then pi2(Xr(G)) = 0.
As in the proof of the above theorem, let [ρ] ∈ Xr(G) be bad and consider an e´tale
neighborhood of [ρ] of the form V//Γ, where V is a C-vector space, [0] corresponds to
[ρ], and Γ is a finite subgroup of PG acting linearly. The Topological Form of Zariski’s
Main Theorem ([Mum99]) implies any path-connected open neighborhood around [0]
has its smooth part (the complement of the singular locus) path-connected. Let S be
the singular locus in V//Γ (which has codimension at least 2 by normality), and let
p : V → V//Γ be the quotient map (which has path-lifting by [LR15]). By Proposition
4.3 the set of points where Γ does not act locally injective is codimension at least 2,
and so by [NR69, Lemma 4.4] p−1(S) is this collection.
Let U be a path-connected open neighborhood of [0]. Since {0} = p−1([0]) and [0] ∈
U , we conclude that p−1(U) is path-connected and so by codimension W := p−1(U−S)
is path-connected too. Since p is a quotient map, W is saturated and so Γ acts on
W . It acts freely since we have removed the points that map to singularities. Since Γ
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is finite and so discrete, we have that p : W → U − S is a non-trivial covering map.
Thus, U − S cannot be simply connected.
Thus, the proof in [FLR17] that pi2(Xr(SLn(C))) = 0 cannot generalize to other
reductive C-groups G if G is not CI since the proof in [FLR17] required the existence
of neighborhoods, in particular around bad representations, whose smooth locus was
simply connected (which we just showed is impossible if G is not CI since in that case
there will always be bad representations).
5. Homotopy Groups of Good Representations
In this section we compute the homotopy groups of the smooth locus of Xr(G) when
G is a connected, reductive C-group and when r > 3. In these cases, the smooth locus
Xr(G) is equivalent to the good locus Xr(G)good = Hom(Fr, G)good/G. Many of our
results hold true for the good locus (whether or not it is equal to the smooth locus)
so long as r ≥ 2, so we state and prove most of our theorems in that context.
Remark 5.1. The reader may be wondering why we exclude the r = 1 case. This is
because the irreducible locus, and so the good locus, are empty when r = 1. Moreover,
the topology of this case is understood. We have X1(G) ∼= T/W , where T is a maximal
torus in G and W is its Weyl group. Moreover, T/W is contractible when G is
semisimple, as it is a quotient of an affine space.
We begin by reviewing some lemmata in [FLR17, BL15] that we will find useful.
Lemma 5.2 (Lemma 4.4 in [FLR17]). Let G be a connected Lie group, an assume
r > 2. Then for each ρ ∈ Gr, the map PG → Gr given by [g] 7→ [g]ρ[g]−1 is
nullhomotopic.
Lemma 5.3 (Lemma 2.2 in [BL15]). Let G be a connected, reductive C-group, and
assume r > 2. Then
Hom(Fr, G)
good → Xr(G)good
is a principal PG-bundle.
Now, we put together the main theorem from the previous section (Theorem 3.13)
with a generalization of [FLR17, Theorem 2.9].
Theorem 5.4. Let G be a connected, reductive C-group, and assume r > 2. Then
codimCHom(Fr, G)
red > (r − 1)Rank(DG),
and
codimCHom(Fr, G)
bad > 2(r − 1)Rank(DG).
Proof. For the bad locus, this is the content of Theorem 3.13.
Now consider the reducible locus. The desired result is essentially contained in the
proof of [FLR17, Theorem 2.9]; we briefly outline the computation. First, one finds
that
codimC
(
Hom(Fr, G)
red
)
> (r − 1) (dimC(G/Pmax)) ,
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where Pmax is a maximal dimensional proper parabolic subgroup of G. The Bruhat
decomposition of the flag variety G/Pmax ∼= DG/(Pmax ∩ DG) shows this quotient
contains a maximal torus T of DG, giving
codimC
(
Hom(Fr, G)
red
)
> (r − 1) (dimC(G/Pmax)) > (r − 1)Rank(DG).

We now turn our attention to homotopy groups, beginning with Hom(Fr, G)
good.
Lemma 5.5. Assume r > 2. The inclusion map induces an isomorphism
pik
(
Hom(Fr, G)
good
) ∼=−→ pik (Hom(Fr, G)) ∼= pik(G)r
for k 6 2(r − 1)Rank(DG)− 2, and is a surjection for k = 2(r − 1)Rank(DG)− 1.
Proof. Since there are only finitely many conjugacy classes of proper parabolic sub-
groups of G, the reducible locus is the union of finitely many algebraic sets of the
form
HP = ∪g∈G/PHom(Fr, gPg−1)
where P < G is a proper parabolic. Since G/P is complete, HP is Zariski closed; see
[Sik12, Proposition 27]. Consequently, the irreducible locus is Zariski open, and the
reducible locus is a finite union of locally closed submanifolds. By [JM87, Proposition
1.3], the bad locus is Zariski closed. Consequently, the bad locus (as an algebraic
variety) is likewise a finite union of locally closed submanifolds. The good locus is
exactly the complement of the reducible locus and the bad locus in Hom(Fr, G).
By Theorem 5.4,
codimRHom(Fr, G)
red > 2(r − 1)Rank(DG),
and
codimRHom(Fr, G)
bad > 4(r − 1)Rank(DG).
Therefore, since Hom(Fr, G) ∼= Gr is a smooth manifold and the complement of
Hom(Fr, G)
good is a finite union of locally closed submanifolds of codimension at
least 2(r − 1)Rank(DG), by transversality every map Sk → Hom(Fr, G) with k 6
2(r − 1)Rank(DG) − 1 is homotopic to a map into the good locus, and for k 6
2(r− 1)Rank(DG)− 1 every homotopy between such maps can be deformed into the
good locus. Our use of transversality in this context is analogous to [Ram08, Corollary
4.8]. 
We now put two of the previous results together.
Lemma 5.6. Let r > 2. For any ρ ∈ Hom(Fr, G)good, the orbit-inclusion map
PG → Hom(Fr, G)good, [g] 7→ [g]ρ[g]−1, induces the zero map on homotopy groups
in dimensions less than 2(r − 1)Rank(DG)− 1.
Proof. By Lemma 5.2, the composite map
PG→ Hom(Fr, G)good → Hom(Fr, G)
is nullhomotopic, and by Lemma 5.5, the second map in this composition is an iso-
morphism in the stated range. 
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Theorem 5.7. Let r > 2 and G a connected, reductive C-group. Then pi0(Xr(G)good)
is trivial, and pi1(Xr(G)
good) ∼= pi1(G)r if r > 3 or Rank(DG) > 2.
Proof. Since Hom(Fr, G) ∼= Gr is irreducible, then so is Hom(Fr, G)good as it is Zariski
open. Thus, Xr(G)
good is irreducible too and hence connected.
Since Hom(Fr, G)
good → Xr(G)good is a principal PG-bundle, there is a long exact
sequence in homotopy:
· · · → pi1(PG)→ pi1(Hom(Fr, G)good)→ pi1(Xr(G)good)→ pi0(PG) = 0.
Lemma 5.6 and Lemma 5.5 then imply pi1(Xr(G)
good) ∼= pi1(G)r as long as 1 6 2(r −
1)Rank(DG)− 2. This is the case when r > 3 or Rank(DG) > 2. 
Remark 5.8. The fundamental group of G, always abelian, is the same as that of its
maximal compact subgroup K since G deformation retracts to K. A standard result
(see [Hal15]) gives the fundamental group of K. Precisely, let k be the Lie algebra of
K and let t be a maximal commutative subalgebra of k. Then pi1(K) ∼= Γ/Λ, where Γ is
the kernel of the exponential mapping for t and Λ is the lattice generated by the real co-
roots. Thus, the fundamental group of Xr(G)
good ∼= (Γ/Λ)r for (r−1)Rank(DG) > 2.
With the 0-th and 1-st homotopy groups computed for the good locus, we now turn
our attention to the higher homotopy groups.
By work in [FLR17, Theorem 3.3] it suffices to consider the semisimple case for G
since
pik(Xr(G)
good) ∼= pik(Xr(DG)good)
for k > 2. We also note that pik(PG) = pik(G) for k > 2 since G→ PG is a fibration
whose fiber (an algebraic torus cross a finite group) is pik-trivial for k > 2. This then
implies pik(G) = pik(DG) for k > 2 since PG = PDG.
Theorem 5.9. Assume 2 6 k 6 2(r − 1)Rank(DG)− 2. Then
pik(Xr(G)
good) ∼= pik(G)r × pik−1(PG),
and in particular,
pi2(Xr(G)
good) ∼= pi1(PG).
Proof. First we note that 2 6 k 6 2(r−1)Rank(DG)−2 implies (r−1)Rank(DG) > 2
and so r > 2 and Rank(DG) > 1.
Since Hom(Fr, G) is an irreducible algebraic set, every non-empty Zariski open
subset of Hom(Fr, G) is path connected, and it follows that Xr(G)
good is also path
connected.
By Lemma 5.3
PG→ Hom(Fr, G)good → Xr(G)good
is a PG-bundle (where the first map is the inclusion of an adjoint orbit). Hence we
have an exact sequence
(2) · · · → pi1(PG)→ pi1(Hom(Fr, G)good)→ pi1(Xr(G)good)→ 0.
When 2 6 k 6 2(r− 1)Rank(DG)− 2, Lemma 5.6 implies the long exact sequence
breaks into short exact sequences:
0→ pik(Hom(Fr, G)good)→ pik(Xr(G)good)→ pik−1(PG)→ 0.
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Lemma 5.5 implies pik(Hom(Fr, G)
good) ∼= pik(G)r and so we can write the short exact
sequences as:
(3) 0→ pik(G)r → pik(Xr(G)good)→ pik−1(PG)→ 0.
Thus, if r > 3 or Rank(DG) > 2, we have for k = 2 that pi2(Xr(G)good) ∼= pi1(PG)
since pi2(G) = 0 for all G.
By Proposition 6.1 in the following Section 6, these short exact sequences split
(non-canonically) if 3 6 k 6 2(r − 1)Rank(DG)− 2.

Corollary 5.10. Assume (r − 1)Rank(DG) > 4, and let s be the number of simple
factors of the Lie algebra of DG, and t the number of those factors of type A1, B1, or
Cn for n > 1. Then pi3(Xr(G)good) ∼= Zsr and pi4(Xr(G)good) ∼= (Z2)rt × Zs.
Proof. The universal cover of DG has the form
∏s
i=1Gi where each Gi is simple and
simply connected, and s is the number of simple factors of the Lie algebra of DG.
Since pik(G) ∼= pik(DG) for k > 2, we conclude that pik(G) ∼= ⊕ipik(Gi) for k > 2.
By [Bot56], pi3(G) = Z if G is simple. By [BS58], pi4(G) = 0 or pi4(G) ∼= Z2 if G is
simple; it is Z2 exactly when G is of type A1, B1, or Cn for n > 1 (and 0 otherwise).
Thus, because of the splitting in Theorem 5.9 if r > 3 and Rank(DG) > 2, we have
that
pi3(Xr(G)
good) ∼= Zsr
, and
pi4(Xr(G)
good) ∼= (Z2)rt × Zs
where t is the number of simple factors of type A1, B1, or Cn for n > 1 in the Lie
algebra of DG.

Corollary 5.11. Let r > 3. Then the good locus is the smooth locus, and so the above
theorem and corollary are true when replacing Xr(G)
good by the smooth locus Xr(G).
Corollary 5.12. Given Bott periodicity for the classical groups An, Bn, Cn, and Dn
[Bot59], and pik(Xr(G)
good) ∼= pik(G)r×pik−1(PG) for 1 6 k 6 2(r−1)Rank(DG)−2,
it follows that Xr(G)
good also exhibits periodic homotopy within appropriate stable
ranges for the classical groups.
See Example 5.15 for a more precise formulation of Corollary 5.12.
Example 5.13. By similar reasoning as used in the proof of Corollary 5.10, if (r −
1)Rank(DG) > 4, we conclude that:
pi5(Xr(G)
good) ∼=
m⊕
i
pi5(Gi)
r ⊕ (Z2)t,
where t is the number of simple factors of type A1, B1, or Cn for n > 1 in the universal
cover of DG, itself a product of the simple simply connected C-groups G1, ..., Gm. By
results in [Bot59, BS58, MT64a, MT64b, Mim67] we can calculate the fifth homotopy
group of all simple G. In particular, if Gi is exceptional, then pi5(Gi) = 0. If Gi is
of type An, then pi5(Gi) ∼= Z if n > 2 and pi5(Gi) ∼= Z2 if n = 1. If Gi is of type
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Bn, then pi5(Gi) ∼= 0 if n > 3, and pi5(Gi) ∼= Z2 if n = 1, 2. If Gi is of type Cn,
then pi5(Gi) ∼= Z2 for all n > 1. If Gi is of type Dn, then pi5(Gi) ∼= 0 if n = 1 or
n > 4, pi5(Gi) ∼= Z if n = 3, and pi5(Gi) ∼= (Z2)2 if n = 2. So although it is not a
clean formula, this completely describes the fifth homotopy groups of Xr(G)
good when
(r − 1)Rank(DG) > 4.
In short, if one knows the homotopy groups of G, then Theorem 5.9 allows one to
compute the k-th homotopy groups of Xr(G)
good for sufficiently large r. As an example
of this, we list the k-homotopy groups for 0 6 k 6 15 when G is an exceptional Lie
group.
Example 5.14. We consider the complex adjoint type of each exceptional Lie group
below. They are all simply connected except E6 and E7 with fundamental group Z3
and Z2 respectively. Since they are of adjoint type, G = PG in each case.
We assume that r > 2 generally. However, if a cell is highlighted red then we
have assumed r > 3, if it is highlighted orange then we have assumed r > 4, if it is
highlighted yellow then we have assumed r > 5, and if it is highlighted green, then we
have assumed r > 6.
An “?” in a cell of the table means that the homotopy groups needed for the com-
putation are not known (as far as we know). Although for E6, E7, and E8, for the
cases where there is an ? and beyond, the 2 and 3-primary parts of the homotopy
groups are known; see [Kac68, KM99]. So one can obtain corresponding facts about
the homotopy groups of Xr(G)
good in these cases.
Our main sources of reference for the computations in the following table, aside
from Theorem 5.9, are [BS58, Mim67].
k \G G2 F4 E6 E7 E8
0 0 0 0 0 0
1 0 0 (Z3)r (Z2)r 0
2 0 0 Z3 Z2 0
3 Zr Zr Zr Zr Zr
4 Z Z Z Z Z
5 0 0 0 0 0
6 (Z3)r 0 0 0 0
7 Z3 0 0 0 0
8 (Z2)r (Z2)r 0 0 0
9 (Z6)r ⊕ Z2 (Z2)r+1 Zr 0 0
10 Z6 Z2 ? 0 0
11 Zr ⊕ (Z2)r Zr ⊕ (Z2)r ? Zr 0
12 Z⊕ Z2 Z⊕ Z2 ? ? 0
13 0 0 ? ? 0
14 (Z168)r ⊕ (Z2)r (Z2)r ? ? 0
15 (Z2)r+1 ⊕ Z168 Zr ⊕ Z2 ? ? Zr
Table 1. pik(Xr(G)
good) ∼= pik(G)r ⊕ pik−1(PG)
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Although the last row of the above table stops at k = 15, one can easily compute
the homotopy groups up to k = 22 for G2 and F4 using [Mim67]. For example,
pi22(Xr(G2)
good) ∼= Z1386 ⊕ Z8 if r > 7 and pi18(Xr(F4)good) ∼= Z720 ⊕ Z3 if r > 4.
We now illustrate the periodicity that comes from Theorem 5.9 for the classical
groups An, Bn, Cn, and Dn (Corollary 5.12).
Example 5.15. For this example, we refer to [Bot59]. We assume r > 2. First, if
k 6 n− 2 then k 6 2(r − 1)Rank (SO(n,C))− 2 which then implies
k + 8 6 2(r − 1)Rank (SO(n+ 8,C))− 2,
since Rank (SO(n,C)) =
{
n/2, if n is even
(n− 1)/2, if n is odd. Thus, if 2 6 k 6 n− 2, then
pik
(
Xr(SO(n,C))good
) ∼= pik(SO(n,C))r ⊕ pik−1(SO(n,C))
∼= pik+8(SO(n+ 8,C))r ⊕ pik+7(SO(n+ 8,C))
∼= pik+8
(
Xr(SO(n+ 8,C))good
)
.
So in particular, pik
(
Xr(SO(n,C))good
) ∼= Z for all k ≡ 7 mod 8 and n ≡ 9 mod 8
so long as k > 7 and n > 9.
Likewise, there is pik-periodicity in the An series for k 6 2n + 1 (shift in n is +1
and shift in k is +2) and Cn series for k 6 4n+ 1 (shift in n is +4 and shift in k is
+8).
On the other hand, our result shows that the homotopy groups can vary consistently
in r once r gets sufficiently large.
Example 5.16. From [Mim67], pi22
(
Xr(SO(9,C))good
) ∼= (Z11!/32)r⊕(Z8)r⊕(Z2)2r⊕
Z12 for all r > 4. There are many other examples along these lines.
6. Splitting short exact sequences
The goal of this section is to prove the following proposition.
Proposition 6.1. In dimensions 3 6 k 6 2Rank(DG)(r − 1)− 2, we have
pik
(
Xr(G)
good
) ∼= pik(G)r × pik−1(G).
The following algebraic fact now implies that the short exact sequences (3) admit
(non-canonical) splittings.
Lemma 6.2. If 0→ A i→ B q→ C → 0 is a short exact sequence of finitely generated
abelian groups, and there exists an isomorphism B
∼=→ A×C, then the sequence splits.
Proof. This follows from the results in [Miy67]. 
We now prepare for the proof of Proposition 6.1, which will be at the end of this
section.
Given a topological group K, we let BK be its classifying space and pi : EK → BK
denote a universal principal K-bundle; that is, a (right) principal K-bundle with EK
contractible. We note that there are at least two functorial constructions of EK:
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Milnor’s infinite join construction (which works for all topological groups) and the
standard simplicial bar construction (which works for all Lie groups). Either of these
models will suffice for our purposes below.
Definition 6.3. Let K be a topological group, and let X be a (left) K-space. Then
the homotopy orbit space for the action of K on X is the space
XhK := EK ×K X = (EK ×X)/K,
where K acts by (e, x) · k = (ek, k−1x).
We record some standard facts regarding homotopy orbit spaces.
First, the homotopy orbit space XhK admits a natural map to BK, induced by the
projection EK → BK. This map is a fiber bundle with fiber X, locally trivial over
each open set in BK over which EK is trivial. This map pX : XhK → BK is known
as the standard fibration.
The next fact may be found, for instance, in Atiyah-Bott [AB83, Section 13].
Lemma 6.4. Let X be a K-space such that the projection map X → X/K is a
principal K-bundle. Then the map XhK → X/K, sending [(e, x)] ∈ EK ×K X to
[x] ∈ X/K, is a weak homotopy equivalence.
Recall that a map f : X → Y is said to be n-connected if the induced map on
homotopy groups is an isomorphism in degrees less than n and is surjective in degree
n.
Lemma 6.5. If X → Y is an equivariant map of K-spaces, and f is n-connected,
then so is the map fhK : XhK → YhK induced by f .
Proof. The lemma follows by applying the 5-Lemma to the diagram of long exact
sequences in homotopy induced by the commutative diagram
X //
f

XhK
pX //
fhK

BK
=

Y // YhK
pY // BK.

With these lemmata complete, we now prove Proposition 6.1.
Proof. Now consider the principal PG-bundle
PG −→ Hom(Fr, G)good −→ Xr(G)good.
Lemma 6.4 shows that we have a weak equivalence
(4) Xr(G)
good ' (Hom(Fr, G)good)hPG.
By Lemma 5.5, the inclusion
Hom(Fr, G)
good ↪→ Gr
is (2Rank(DG)(r − 1)− 1)-connected map, so Lemma 6.5 implies the induced map
(5) (Hom(Fr, G)
good)hPG −→ (Gr)hPG
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is (2Rank(DG)(r − 1) − 1)-connected as well. Since the identity element e ∈ Gr is
fixed under conjugation, the fibration
(6) (Gr)hPG → BPG
admits a splitting, defined by [x] 7→ [x, e] ∈ EPG ×PG Gr; this splitting is con-
tinuous because the map EPG → EPG ×PG Gr, x 7→ [x, e], is continuous, and
BG ∼= EPG/PG (as holds for all principal bundles). It follows that the long exact
sequence associated to (6) breaks up into into split short exact sequences of the form
(7) 0 −→ pik(Gr) −→ pik ((Gr)hPG) −→ pik(BPG) −→ 0.
The map G → PG is a fibration with fiber Z(G), which is a product of a finite
group and an algebraic torus, and hence has trivial homotopy groups in dimensions
greater than 1. Consequently, q∗ is an isomorphism on homotopy in dimensions ∗ > 2
(note that pi2(G) = pi2(PG) = 0 since G and PG are Lie groups). Hence for k > 3,
we have
pik(BPG) ∼= pik−1(PG) ∼= pik−1(G).
Combining these statements with the split short exact sequences (7), we find that
pik ((G
r)hPG) ∼= pik(G)r ⊕ pik−1(G)
for k > 3. We saw above that the map (5) is (2Rank(DG)(r − 1)− 1)-connected, so
this completes the proof of Proposition 6.1. 
7. A generalization of Schur’s lemma
In this section we will characterize connected, reductive C-groups containing no bad
subgroup. These are called CI-groups (see [Sik12] for definition). We will also give a
rather simple description for the bad locus of character varieties in simply connected
semisimple C-groups.
If G is semisimple, let ΛG denote the lattice generated by the roots in the dual of
the Lie algebra of a fixed Cartan subgroup of G (see [FH91, Chapter 23]).
We begin with a lemma about the centralizers of BdS subgroups. We shall use the
fact, which follows from the definition, that a BdS subgroup of G is defined, up to
conjugation, by a sub-root system of the root system of G with identical rank. The
lemma itself comes from Borel and de Siebenthal’s article (done in the compact case
but is essentially identical), see [BdS48].
Lemma 7.1. Let S be a BdS subgroup of a connected, reductive C-group G. Then
ZG(S) = Z(S) and furthermore, we have an isomorphism between
ZG(S)/Z(G) and ΛG/ΛS .
Proof. Let H be a Cartan subgroup of S (it is then a Cartan subgroup in G). Since
H is a Cartan subgroup of G, ZG(H) = H whence ZG(S) 6 ZG(H) 6 S, therefore
ZG(S) = Z(S).
Fix α1, . . . , αr a system of simple roots for G and β1, . . . , βr a system of simple
roots for S. Let ΓG (respectively ΓS) be the lattice of elements in h which are sent to
integers via the functionals in ΛG (respectively ΛS).
Using the functoriality of the exponential map, one sees that an element h =
Exp(X) ∈ H will commute with all elements in G (respectively S) if and only if X
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belongs to 2
√−1piΓG (respectively 2
√−1piΓS). Whence ZG(S)/Z(G) is isomorphic
to 2
√−1piΓS/2
√−1piΓG which is isomorphic to ΓS/ΓG.
Finally, since ΛG/ΛS is finite, there is a perfect pairing between ΛG/ΛS and ΓS/ΓG
induced by the perfect pairing h∗ × h → C. In particular, ΓS/ΓG is isomorphic to
ΛG/ΛS . 
We immediately deduce the following corollary:
Corollary 7.2. Any BdS subgroup in a connected, reductive C-group is bad.
Proof. Let G be a connected, reductive C-group and S be a BdS subgroup. Because
of the preceding lemma, if we had ZG(S) = Z(G) then we would have ΛG = ΛS . This
is impossible because this would imply that G = S. As a result, ZG(S) 6= Z(S).
It is a routine verification to show that if L is a Levi subgroup of a parabolic
subgroup of G then dimC ZG(L) > dimC Z(G). If S were contained in a parabolic
subgroup then it would be contained in one of its Levi subgroups since S is reductive
and we would therefore have dimZG(S) > dimZ(G). The preceding lemma implies
that dimZG(S) = dimZ(G), and so S is not contained in any parabolic subgroup of
G. Therefore, S is irreducible. 
It is easy to see that SLn(C) and GLn(C) are CI by Schurs lemma (see [FL12,
Lemma 3.5]), and On(C),Sp2n(C),PSLn(C) are not CI (see [FL12, Proposition 3.32]).
In [Sik12, Question 19], Sikora asks: Are GLn(C) and SLn(C) the only CI-groups?
We now give a characterization of such groups, answering Sikora’s question.
Theorem 7.3. A connected, reductive C-group is a CI-group if and only if its derived
subgroup is a product of special linear groups.
Proof. First, notice that if pi : G1 → G2 is a finite covering of connected, reductive
C-groups and S is a bad subgroup of G1 then pi(S) is a bad subgroup of G2.
Secondly, for any connected, reductive C-group G there is a finite cover Z(G) ×
[G,G] → G sending (z, s) to zs. If S is a bad subgroup of [G,G] then it is a bad
subgroup of Z(G)× [G,G] whence it is a bad subgroup of G. On the other hand, if S
is a bad subgroup of G then 〈Z(G), S〉∩ [G,G] is a bad subgroup of [G,G]. So that G
contains a bad subgroup if and only if [G,G] contains a bad subgroup. As a result, it
suffices to show that among semisimple groups, the only CI-groups are the ones that
are products of SLn(C) for potentially varying n.
If G is simply connected and semisimple then G is isomorphic to a product of simple
simply connected groups G1,. . . ,Gm. Thus, G contains a bad subgroup if and only if
there exists i such that Gi contains a bad subgroup. Because of Schur’s lemma, simple
groups isomorphic to SLn(C) do not contain bad subgroups and because of Table 3
any other simply connected simple group contains a BdS subgroup and thus a bad
subgroup by the preceding corollary. So the only CI-groups among simply connected
semisimple groups are products of special linear groups.
Thus, if G is semisimple and a CI-group, the first sentence of this proof implies that
the universal cover of G has to be a product of special linear groups. Furthermore,
one can construct a bad subgroup in any non-trivial quotient of a special linear group
(see Lemma 7.4).
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Therefore, G is CI if and only if DG is isomorphic to a product of special linear
groups. 
Lemma 7.4. Let G be a product of special linear groups and C be a non-trivial central
subgroup of G, then G/C is not a CI-group.
Proof. Let n > 1, let ξ be a primitive n-th root of the unity and d dividing n. We
define
gn,d = λn,d

In
d
ξ
n
d In
d
. . .
ξ
n
d
(d−1)In
d
 and Mn,d := λn,d

In
d
In
d
. . .
In
d

where λn,d is chosen so that det(gn,d) = det(Mn,d) = 1. It follows that gn,d and Mn,d
are in SLn(C) and satisfy [gn,d,Mn,d] = ξ
n
d .
One sees that Mn,d acts by conjugation on the subgroup Dn,d of SLn(C) generated
by unimodular matrices which are diagonal by blocks of size n/d.The group generated
by Dn,d and Mn,d acts naturally on Cn and fixes no proper non-trivial subspace of
Cn. It follows that the group generated by Dn,d and Mn,d is irreducible.
Let G be SLn1(C)× · · · × SLns(C) and C a non-trivial central subgroup of G. We
take c ∈ C such that c 6= 1G and write c = (ξ
n1
d1
1 In1 , . . . , ξ
ns
ds
s Ins) where di divides ni
and ξi is a ni-th root of unity. We denote pi : G→ G/C the natural projection.
Let g = (gn1,d1 , . . . , gns,ds), M = (Mn1,d1 , . . . ,Mns,ds) and S be the group generated
by M and Dn1,d1 × · · · ×Dns,ds . Because the projection of S for each factor of G is
irreducible, S is itself irreducible and thus pi(S) is too. Furthermore [g,M ] = c by
construction. Since g commutes with Dn1,d1 × · · · × Dns,ds , we deduce from this
ZG/C(pi(S)) contains pi(g). Since g is not central in G, it follows that G/C is not a
CI-group. 
Remark 7.5. In Section 2, it is shown that Xr(G)
red ⊂ Xr(G)sing if r > 3, or r > 2
and the rank of the simple factors of the Lie algebra of DG are at least 2. Conversely,
if r = 2 there are semisimple Lie groups G of arbitrarily large rank so Xr(G) contains
smooth reducibles; [FLR17, Example 7.2]. These two facts together resolve the first
part of [FL12, Conjecture 3.34]. The second part of [FL12, Conjecture 3.34] states
that Xr(G)
red = Xr(G)
sing if and only if DG is isomorphic to a product of special
linear groups. Given that we have shown in Section 2, that bad representations are
singular whenever r > 3, or r > 2 and the rank of the simple factors of the Lie algebra
of DG are at least 2, this conjecture is equivalent to statement that the only CI groups
are those whose derived subgroup is a product of special linear groups. So the above
theorem affirmatively resolves the second part of [FL12, Conjecture 3.34] too.
As a result of the above theorem, Schur’s Lemma (elements commuting with an
irreducible subgroup are central) is true in only one simple C-group: the special linear
group. The main reason for CI-groups G are interesting is that the irreducible locus of
the G-character variety of a free group/surface group is a manifold (see [FL12, Sik12]).
Next, we focus on the case when G is simply connected.
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The first lemma is fundamental to our discussion. It is true in greater generality
than we state (see [OV90, Chapter 4]).
Lemma 7.6. Let G be a semisimple simply connected C-group and g a semisimple
element in G. Then ZG(g) is connected.
Proof. A proof is given in [Hum95], for example. 
The next corollary is a direct consequence of this lemma.
Corollary 7.7. Let G be a semisimple simply connected C-group and ρ : Fr → G a
bad representation. Then ρ(Fr) is contained in a BdS subgroup.
Proof. Let g be an element commuting with ρ(Fr). Since ρ is irreducible, g is semisim-
ple (by Proposition 3.7). From Lemma 3.3, it follows that zg(g) is either contained in a
parabolic subalgebra or is a BdS subalgebra. Because of the preceding lemma, ZG(g)
needs to be connected. As a result, if zg(g) were contained in a parabolic subalgebra
then ZG(g) would be contained in a parabolic subgroup which would contradict the
irreducibility of ρ. It follows that zg(g) is a BdS subalgebra and therefore ZG(g) is a
BdS subgroup. 
As a result, if we want to compute the bad locus of G-character varieties when G
is simply connected, it suffices to understand the irreducible characters (equivalence
classes of irreducible representations) that factor through the inclusion of maximal
BdS subgroups in G.
We now illustrate this principal with the lowest rank exceptional Lie group. By def-
inition (see for example [vdBS59], [FH91] or [Rac74]), G2 is the automorphism group
of a non-commutative, non-associative complex algebra OC := O ⊗R C of complex
dimension 8 (the bi-octonians), where O is the usual octonians.
Since G2 is simply connected, bad subgroups are contained in BdS subgroups by
Corollary 7.7. From Table 3, we see that for G2 there are only two types of BdS
subgroups: type A2 and A1 ×A1.
Root system of g2 Root system of sl3 inside g2 Root system of so4 inside g2
Figure 2. BdS Subalgebras of g2.
In the second diagram in Figure 2, the sub-root system is of index 3 while in the
third diagram, the sub-root system is of index 2. It follows (see Chapter 23 §2 in
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[FH91]) that the center of the BdS subgroup of type A2 is of order 3 and the center
of the BdS subgroup of type A1×A1 is of order 2. Then, the two BdS subgroups are
identified as SL3(C) and SO(4,C).
These two subgroups may be constructed using the minimal dimensional represen-
tation of G2.
The algebra OC = O ⊗R C contains a copy of C ⊗R C and H ⊗R C as subalgebras
(where H is the quaternions). The subgroup SL3(C) can be identified as the subgroup
of G2 that point-wise fixes the sub-algebra C ⊗R C, while SO(4,C) can be identified
as the stabilizer of the sub-algebra H⊗R C.
As a result bad representations in G2 correspond to irreducible representations
stabilizing non-degenerate sub-algebras of OC.
Lastly, note that the map from Xr(S) to Xr(G) induced by the inclusion of S
into G has no reason to be injective in general. For instance, one may check that
Xr(SL3(C))irr to Xr(G2)irr is 2-to-1 onto its image. This follows from the fact that
SL3(C) is of index 2 in its G2-normalizer. The corresponding map for SO(4,C) is
more complicated.
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Appendix A. Maximal Parabolic and BdS Subalgebras
In this appendix, we compute the codimension of Lie subalgebras of simple Lie
algebras referred to in the proof of Theorem 3.13. In the first table, we consider
the codimension of a Levi subalgebra l in a maximal parabolic subalgebra of the
corresponding simple Lie algebra.
g dimC g [lk, lk] codimC(g, lk) mink codimC(g, lk)
Ar r(r + 2) Ak−1 +Ar−k, 1 6 k 6 r 2k(r + 1− k) 2r
Br r(2r + 1) Ak−1 +Br−k, 1 6 k 6 r k(4r + 1− 3k) 2(2r − 1)
Cr r(2r + 1) Ak−1 + Cr−k, 1 6 k 6 r k(4r + 1− 3k) 2(2r − 1)
Dr r(2r − 1) Ak−1 +Dr−k, 1 6 k 6 r − 3 k(4r − 1− 3k) r(r − 1), if r = 3, 4
Ar−3 +A1 +A1, k = r − 2 r2 + 3r − 10 4(r − 1), if r > 4
Ar−1, k = r − 1, r r2 − r
G2 14 A1, k = 1, 2 10 10
F4 52 C3, k = 1 30 30
A1 +A2, k = 2, 3 40
B3, k = 4 30
E6 78 D5, k = 1, 5 32 32
A1 +A4, k = 2, 4 50
A1 +A2 +A2, k = 3 58
A5, k = 6 42
E7 133 D6, k = 1 66 54
A1 +A5, k = 2 94
A1 +A2 +A3, k = 3 106
A4 +A2, k = 4 100
D5 +A1, k = 5 84
E6, k = 6 54
A6, k = 7 84
E8 248 E7, k = 1 114 114
A1 + E6, k = 2 166
A2 +D5, k = 3 194
A3 +A4, k = 4 208
A4 +A2 +A1, k = 5 212
A6 +A1, k = 6 196
D7, k = 7 156
A7, k = 8 184
Table 2. Classification of Levi subalgebras in maximal parabolic sub-
algebras of simple Lie algebras.
To emphasize the ambient algebra, we write codimC(g, s) for the codimension of s
in g in the above (and below) table.
We recall, that once we choose a Cartan subalgebra h and a set of simple roots
{α1, . . . , αr} to go with it, conjugacy classes of maximal parabolic subalgebras in
simple Lie algebras are in one-to-one correspondence with the set of simple roots (see
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Chap. IV, 14.17 in [Bor91] for instance). Now lk refers to a Levi subalgebra in the
maximal parabolic subalgebra pk associated to the simple root αk (this description of
simple roots is as in Chapter 22 of [FH91]).
Using this correspondence, the root system (and thus the isomorphism class) of
[lk, lk] can easily be seen by removing the corresponding node on the Dynkin diagram.
Finally, one uses the fact that for Levi subalgebras of maximal parabolic subalgebras,
one has
lk = [lk, lk]⊕ C.
Using the fact that codimC(g, lk) = 2codimC(g, pk), one also has the minimal codi-
mension of parabolic subalgebras.
In the second table, we compute the codimension of BbS subalgebras relevant to
Theorem 3.13.
g dimC g s codimC(g, s) mins codimC(g, s)
Ar r(r + 2) ∅ ∅ ∅
Br r(2r + 1) Dk +Br−k, 2 6 k 6 r 2k(2r − 2k − 1) 2r
Cr r(2r + 1) Ck + Cr−k, 1 6 k 6 r − 1 4k(r − k) 4(r − 1), r > 2
Dr r(2r − 1) Dk +Dr−k, 2 6 k 6 r − 2 4k(r − k) 8(r − 2), r > 3
G2 14 A1 + A˜1, k = 1 8 6
A2, k = 2 6
F4 52 A1 + C3, k = 1 28 16
A2 + A˜2, k = 2 36
A3 + A˜1, k = 3 34
B4, k = 4 16
E6 78 A5 +A1, k = 2 40 40
A2 +A2 +A2, k = 3 54
E7 133 D6 +A1, k = 1, 6 64 64
A7, k = 2 90
A5 +A2, k = 3, 5 100
A3 +A3 +A1, k = 4 70
E8 248 D8, k = 1 112 112
A8, k = 2 162
A1 +A7, k = 3 188
A1 +A2 +A5, k = 4 200
A4 +A4, k = 5 202
D5 +A3, k = 6 182
A2 + E6, k = 7 128
A1 + E7, k = 8 168
Table 3. Classification of maximal BdS subalgebras in simple Lie algebras.
We recall from [Dyn52] or [Tit55] that one can associate to any simple root of g
a BdS subalgebra of g. Furthermore, all maximal BdS subalgebras (if any) can be
chosen among these subalgebras (however, not all such BdS subalgebras are maximal,
see [Tit55]).
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In Table 3 we use the same enumeration as in Table 2. Also, the symbol X˜ used in
this table denotes a non-conjugate copy of the group X. The isomorphism class of the
corresponding BdS subalgebra can also be read off the Dynkin diagram. In practice,
one needs to add the minimal root of the root system to the Dynkin diagram and
delete the k-th node to get the Dynkin diagram of the BdS subalgebra. One can
compute its dimension from this.
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