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A graph is strongly path connected if between each pair of distinct vertices 
there exist paths of all lengths greater than or equal to the distance between the 
vertices. 
It is shown that the squares of both bridgeless connected DT-graphs and 
blocks are strongly path connected. Thus as a corollary both these classes of 
graphs are Hamiltonian, Hamiltonianconnected, and vertex and edge pancyclic. 
1. INTRoDuOTI~N 
Recently the Plummer-Nash-Williams conjecture, that the square of a 
block is Hamiltonian, was proved by H. Fleischner, [3, 41. Stronger 
statements about the square of a block followed. In [l], Chartrand, 
Hobbs, Jung, Kapoor and Nash-Williams proved that the square of a 
block is Hamiltonian connected and in [7], Hobbs proved that the square 
of a block is vertex pancyclic. In this paper a result which encompasses all 
of the preceding results will be proved. We will prove that between any 
two vertices in a block there exists a path of length i in the square, for 
every i greater than or equal to the distance between the vertices in the 
square. 
The primary motivation for the investigations of this paper come from a 
conjecture of the authors. The conjecture is that every Hamiltonian- 
connected graph also satisfies the property that each pair of distinct 
vertices in the graph is connected by paths of all lengths greater than or 
equal to one half the cardinality of the graph. From the comments of the 
preceding paragraph it is clear that the conjecture holds in the square of a 
block. 
The strategy employed in the proofs of the main results of the paper is 
similar to that of Fleischner [3, 41 and Hobbs [7]. 
* This research was supported by a Grant from the Memphis State University Faculty 
Research Fund. 
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2. NOTATION AND PRELIMINARY RESULTS 
Terminology not specifically mentioned in this section will follow that 
in [6]. 
In this paper all graphs will be undirected, finite, and have no loops or 
multiple edges. If G is a graph, V(G) will denote its vertex set and E(G) 
its edge set. The number of vertices of G will be denoted by j G /. The degree 
of a vertex v in a graph G will be written vJv). Let V,(G) = 
(v E V(G): VJV) = i}. The distance between two distinct vertices u and v 
will be denoted by d&u, v) and d(G) = max {dc(u, v): u, v E V(G)}. If 
(u, v) is an edge of G, there are times when (u, v) will be used to denote the 
subgraph of G induced by this edge. 
By P(Z) [respectively, C(r)] we will mean a path (respectively, cycle) with I 
vertices. A path with vertices {x1 , x2 ,..., x,} will be written (x1 , x2 ,..., x1) 
while a cycle with the same vertices will be written (x1 , x2 ,..., x1 , x,), 
the indices taken modulo 1. By Pz(u, v) we will mean a path between u and 
v containing 1 vertices. If the length of the path is not important, the I 
may be deleted. Note that a path containing I vertices is of length I - 1. 
If H is a subgraph of G, then G - H = (G - E(H)) - V,(G - E(H)). 
This definition differs from the usual one for G - H. The set of edges of a 
graph G which are incident only with vertices of degree 3 or more will be 
denoted by D(G). A graph G is a DT-graph if every edge of G is incident 
to a vertex of degree 2 and an ADT-graph if D(G) = 4. Thus every DT- 
graph is a ADT-graph and the two are the same for graphs with no vertices 
of degree 1. A subgraph H of G is a DT-subgraph of G if every edge of H is 
incident with a vertex of degree 2 in G. 
A graph G with n vertices is Hamiltonian if G contains a C(n) and is 
Hamiltonian-connected if a Pn(u, v) exists for each pair of distinct vertices 
u and v. A graph G is vertex pancyclic (edge pancyclic) if for each v E V(G) 
(e E E(G)) there exists a cycle C(i), (3 ,( i < n), containing v (e). A graph 
G is strongly path connected if Pi(u, v) exists for all u # v in V(G), 
dc(u, v) < i < n. A graph G is an Euler graph if G is empty or each vertex 
has even degree greater than 0. It is not necessarily connected. 
A graph G is an EP-graph if G is connected, G = E u P, where E is an 
Euler graph and P (possibly empty) is the union of disjoint nontrivial 
paths each edge of which is a bridge of G, and E and P are edge disjoint. 
A graph G is an EJP-graph if G is connected, G = E u J u P, where E is 
an Euler graph, J is an open trail with J n E = $ and P (possibly empty) 
is the union of disjoint nontrivial paths each edge of which is a bridge of G, 
and E u J and P are edge disjoint. A graph G is a [v, W] - EP 
graph ([v, w] - EJP graph) if G is an EP-(EJP-) graph with v and w 
distinct vertices in some component of E (endvertices of J) and each is at 
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most an endvertex of a path in P. If a * is placed over z, (or w) then v (or w) 
is not on any path of P. 
The term block will be used to denote a 2-connected graph. A block G 
is a minimal block if for any edge h of G, G - h is not a block. A graph 
G is called a block-chain if its block-cutvertex graph is a nontrivial path, 
and the blocks of the chain containing only one cutvertex are called 
endblocks. 
A particular class of graphs arise frequently in the paper and hence are 
described here. Let G be a graph containing distinct vertices u and w, 
cycles {Ci}:,, , {Cj’}jm_l , and paths {Pk}EzI such that 
(9 G = (j Ci u ij Cj’ u rj PI, , 
i=O j=l h-=1 
(ii) for all i # j, Ci n Cj = (0, w}, 
Ci’ n Cj’ = {?I}, 
Pi n Pj = 4, and 
(iii) for all i, j, Ci n Cj’ = (27) 
Pi n Cj’ = 4, 
with vj # D. 
The cycles C,(O < i < I) are called the petals of the graph with Co called 
the center. The cycles Ci’ (1 < j < m) are called the side petals and the 
Pk (1 < k < n) are called the stems. If m = n = 0 the graph G is called a 
[a, w]-flower (sometimes it will be referred to as just a flower). Whenever 
the terms “stem” or “side petals” are used, it is to be understood that 
possibly n > 1 or m 3 1. See Fig. 1 for a flower with side petals and stems. 
Note that a [v, w] - flower with stems is a [a*, w] - EP-graph. 
r--L / stems 
petals 
FIG. 1. Flower with side petals and stems. 
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The following theorems will be used frequently and thus are stated for 
easy reference. Although these theorems are essentially proved in the 
paper referenced, they do not necessarily appear in the form given here. 
THEOREM 2.1 (Fleishner [3]). If G is a connected bridgeless graph 
containing distinct vertices v and w, then there exists a [v*, w] - EP 
spanning subgraph H of G. If v and w are on a cycle K, then H can be chosen 
such that K 2 E. 
THEOREM 2.2 (Fleishner [3]). Zf G is an ADT - [u*, w] - EP graph 
with all of the neighbors of v and w of degree 2, then G2 contains 
a Hamiltonian cycle which contains two edges qf G incident with v and one 
edge of G incident with w. 
THEOREM 2.3 (Fleishner [3]). Zf G is an ADT - [v*, w] - EJP graph 
with all of the neighbors of v and w of degree 2, then there exists a 
Hamiltonian path in G2 between v and w which contains an edge of G inci- 
dent with v. 
THEOREM 2.4. (Fleishner [3]). Zf G is an ADT - [v, w] - EJP graph 
such that 
(i) [f v belongs to a path of P then the successor of v in the trail J is 
at most an endvertex of a path of P and 
(ii) if w belongs to a path of P then the predecessor of w in the trail J 
is at most an endvertex of a path P, 
then G2 contains a Hamiltonian path from v to W. 
3. RESULTS 
The following is a slight generalization of a result of Hobbs [7] and the 
proof is essentially the same. 
LEMMA 3.1. Let G be a connected Euler graph with connected subgraph 
H. Zf there is a cycle in G which is disjoint from H then there is a cycle K in G 
disjoint from H such that G - K is connected. 
Proof. Let G, = G and let L, be a cycle in G,, which is disjoint from H. 
If G - LO is connected, let K = L, . If G - L,, is not connected there 
exists a component G1 of G - L, which is disjoint from H. Every com- 
ponent of G - L, is Euler, hence there exists a cycle L, in G, . 
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If for i 3 1, Gi and Li have been chosen, let K = Li if G - Li is 
connected. If G - Li is not connected, then all of the components of 
G - LieI other than Gi are connected and are connected together by 
Li-1 in G - Li , so one of the components of G - Li must be a subgraph 
of Gi . Let Gi+l be such a component and let Li+l be a cycle in Gi+l . 
Since G is finite and since Gi+r is a proper subgraph of Gi for all i > 0, 
there exists an integer k such that G - LI, is connected. Since Lk is a sub- 
graph of G, , L, and H are disjoint. Thus the lemma is proved by letting 
K = L, . 
LEMMA 3.2. If G is a [v*, w] - EP graph with v and w on a cycle C, X 
an edge of C, and G - h an ADT-graph, then one of the following occur. 
(i) The graph G is a [v, w] -flower with possibly side petals. 
(ii) There exists a subgraph G’ of G with I G’ j = I G / - 1 such 
that G’ is a [v*, w] - E’P’ graph with C C E’. 
Proof. Assume G is not a [v, w] - flower (with possibly side petals). 
We will show that (ii) occurs. If there is a vertex u in P of degree 1, then 
let G’ = G - 0. Clearly G’ satisfies (ii), so assume G has no vertex of 
degree 1. 
To complete the proof we will exhibit a cycle K which is edge disjoint 
from C and such that G - K is connected and either v is not a vertex of 
K or if v is a vertex of K there exists a vertex u # U, w of K with vG(u) > 2. 
Assume K = (x1, x2 ,..., xl , x,). If v is not a vertex of K, let 
H = G - {(xi , xi+d : vG(xi) > 2) 
and if K = (u = x, , xz ,..., xj = v ,..., x1 , x1) with v~(x~) = 2 (2 ,< i <j), 
let H = G - [{(xi , Xi+l) : i # 1, vG(xi) > 2) u (xiwl , x~)]. In either case 
H is a [v*, w] - E’P’ graph with I H I = I G I. Since G - X is an ADT- 
graph, H has a vertex u in P’ of degree 1 (in fact Xi+l has degree 1 in H 
if xi # u and yG(xi) > 2). Hence let G’ = H - cr. 
It is thus sufficient to exhibit the cycle Kjust described. If E has at least 
two components, let R be a component of E such that R n P = {z}, 
z a vertex of G, and R n C = $. If R contains a cycle disjoint from z, then 
R contains a cycle C’ disjoint from z such that R - c’ is connected by 
Lemma 3.1, hence G - C’ is connected. Let K = C’. If every cycle of R 
contains z, then we can let K be any cycle of R. If E has only one com- 
ponent then G = E, since G has no vertex of degree 1. If G has a cycle 
disjoint from C then by Lemma 3.1, G has a cycle K disjoint from C such 
that G - K is connected; hence we can assume every cycle in G 
intersects C. Since G is Euler and G # C, G - C is a nontrivial Euler 
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graph which contains at least one cycle. In addition since G is not a 
[v, w] - flower (with possibly side petals), G - C contains a cycle C’ 
which either does not contain z, or contains a vertex u # U, w such that 
V&U) > 2. Since all cycles of G intersect C and every vertex is on some 
cycle, G - C’ is connected. The proof is complete by letting K = C’. 
LEMMA 3.3. If H is a subgraph of a block G such that H is a 
[v, w] -flower with t side petals (t > 0), then there exists a subgraph H’ of 
G with / H’ 1 > 1 H 1 such that H’ is a [v, w] -frower with stems and t - 1 
side petals. Also f(v, w) E H, then (v, w) E H’. 
Proof. Let {Ci : 0 < i < r} be the petals of H and {Ci’ : 1 < j ,( t} be 
the side petals. The graph G - u is connected since G is a block but 
H - v is not connected. Therefore there exists a path in G - v 
between (UL, CJ - o and (u1-r C,‘) - v. Let P = (zl , z, ,..., z,) be such 
a path of shortest length. We can assume with no loss of generality that 
P n C, = (zl}, P n Ct’ = {z,} and P is disjoint from the remaining 
petals and side petals except possibly zr might equal w. Thus 
CT = (v = x1 ) x2 )...) Xl = w ),..) x, = Zl )...) x, , Xl) 
G' = (0 = Yl > Y2 ,..., Y, = z, ,*.., Y, 3 Yl). 
We will assume C, is so labeled that if (v, w) E C, then w = x2. The 
graph H’ = (H u P) - ((x, , v), (y, , v)} is a flower with petals 
{Ci : 0 < i < r - I} U ((v = y, , y, ,..., y, = z, ,..., z1 
&I 9 &T-l ,.*., x2, v)>, 
side petals {Cj’: 0 <j < t - l}, and stems (x, , x,+r ,.,., x,J and 
(YPYY %I+1 >..-> Y,). 
Note that the edge (v, w) is not affected by this change and so if (v, w) E H 
then (v, w) E H’. 
LEMMA 3.4. If G is a [v, w] -flower with r the number of edges in a 
largest cycle of G, then for each 1, [(r + 4)/2] < 1 < 1 G 1, G2 contains a 
C(1) with two edges incident to v and one edge incident to w in G. 
Proof. Let {Ci : 0 < i < t} be the petals of G and let Ci = (v = 
xi1 , xi2 ,***, xis, = WY.., Xiii , v). There is no loss of generality in assuming 
r = r, 3 rl *.* 2 rt . It 1s straightforward to check that for each j, 
[(r + 4)/2] < j < r, C,Z contains a C(.j) with two edges incident to v and 
one edge incident to w in C,, . If t = 0, the lemma follows, so assume 
BLOCK SQUARED PATH CONNECTED 53 
t > 1. If z, and z2 are vertices of G - C,, which are adjacent to w in G, 
then 
(0 = x01 , &x? ,..-, x0,,-1 , Zl , xoso = WY.., Xor, , 4 
is a C(r + 1) and (0 = xol, xoz ,..., x0,+, zl, z2, xos, = w,..., xovo, 4 
is a C(r + 2) of the desired type. 
For each j, [(r + 4)/2] < j < r, C,” contains a Pi(u, xo7) with an edge 
incident to v and one edge incident to xor in Co . Also in Ci2, (1 < i < t), 
there exists for each j, [(q - 2)/2] + [(ri - Q/2] + 2 < j < ri - 2, a 
Pj(xi2, xir,) which does not contain u or w. In G2 a C(Z) of the desired type 
can be constructed using the vertices of the paths just described for all 
I 3 Kc - 2)/21 + [(rl - s,)/21 + 2 + Kr + 4)/21. Since 
rl < r, Kc - W21 + [(rl - s,)Pl + 2 + [(r + 4)/21 <r + 3. 
Thus there exists C(2) of the desired type for all I 3 r + 3, which completes 
the proof. 
LEMMA 3.5. Let G be a [v, w] -power containing the edge (u, w). 
If r is the number of vertices in a longest path between v and w, then there 
exists in (G - (u, w))” a Pl(v, w) with one edge incident to v in G for all I, 
Kr + WI < 2 < I G I. 
Proof. Let {Ci : 0 < i < t} be the petals of G and let Ci = (U = 
xi1 , xi2 ,-.., w = xis, ,..., Xir, , 0). There is no loss of generality in assuming 
Co = (u = xol , xo2 ,..., x0, = w, u) and P = (u = xol , xo2 ,..., x0,. = w) 
is a path of longest length between u and w. For each Z, [(r + 3)/2] < 
1 < r, P2 contains a Pl(v, w) with one edge incident to v in P. If t = 0, 
the lemma is proved, so assume t >, 1. For any i > 1, there exists in the 
graph (P u Ci)2 a PG(u, w) containing the edge (v, xo2) for all 1, r < I < 
r + 2 + max {si - 3, ri - si - l}. 
In the graph Ci2 (i > l), there exists Pz(xiS,--l , &,+I) not containing v or 
w for all Zi , [(si - 2)/2] + [(ri - 421 + 2 < 4 < ri - 2. Also in Co2 
there exists a Pi(u, xorO-J containing the edge (v, xo2) for all j, [(r + 2)/2] < 
j < r - 1. From the paths just described a Pl(v, w) can be constructed in 
(G - (v, w))” containing the edge (0, xo2) for all 
13 1 + Kr + 2)/4 + min {bi - 2)/21 + [(ri - sJ21) + 2. 
Since si < r, 
3 + [(r + 2)/21 + Ksi -WI + Pi -WI 
<r+3+[(ri-ssi)/21 <r+3+ri-ssi-1. 
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Therefore there exists a P,(u, w) in (G - (0, w))” of the desired type for all 
I 2 [(r + 3)/2], which completes the proof. 
LEMMA 3.6. Let G be a DT - block containing the distinct vertices v 
and w, all of whose neighbors are of degree 2 in G. If r is the number of 
vertices in a largest cycle containing v and w and s is the number of vertices in 
a longest path between v and w, then G2 contains 
(i) a C(1) with two edges incident to v in G and one edge incident to 
w in G for each 1, [(r + 4)/2] < I < 1 G I. 
and 
(ii) a Pl(v, w) with one edge incident to v in G for each I, 
N~fWl<~<lGl. 
Proof. By Theorem 2.1 and Lemmas 3.2 and 3.3 there exists a subgraph 
H of G which is a [v, w] - flower such that for each i, I H I < i < 1 G 1, 
there is an ADT - [v*, w] - EP subgraph Hi of G with i vertices. By 
Theorem 2.2, Hi2 and hence G2 has a C(i) satisfying part (i). The proof of 
part (i) is completed by Lemma 3.4. 
Consider the graph G’ = G u (v, w). By Theorem 2.1 and Lemmas 3.2 
and 3.3 there exists a subgraph H of G’ which is a [v, w] - flower in which 
the edge (v, w) is on the center of the flower. Also for each i, 1 H 1 < i < 
1 G I, there exists a subgraph Hi of G’ with i vertices such that Hi - (v, w) 
is an ADT - [v*, w] - EJP graph. By Theorem 2.3, (Hi - (v, w))” and 
hence G2 contains a Pi(v, w) satisfying (ii). The proof of part (ii) is com- 
pleted by Lemma 3.5. 
LEMMA 3.1. If G is a [v, w] -flower with possibly side petals which 
has center C, a cycle containing the edge (v, w), then for 1 C / < i < I G 1, 
Pi(v, w) exists in (G - (v, w))“. 
Proof. We will sh8w for each i, j C ] < i < ] G /, that there 
exists a subgraph Hi of G - (v, w) containing i vertices which is an 
ADT - [v, w] - EJP graph. By Theorem 2.4, Hi2 and hence (G - (v, w))” 
contains a path between v and w with i vertices. The graph G - (v, w) is a 
DT - [v, w] - EJP graph with E = P = $, so let HIGl = G - (v, w). 
Assume Hj is defined for some j, I C I < j < I G I. If Hj has a vertex u of 
degree 1, then let HjV1 = Hi - (T. If Hi u {(v, w)} is a [v, w] - flower with 
a side petal C’ = (v = x1 , x2 ,..., xt , x1) then let HjW1 = Hi - x2 . If 
Hj u {(v, w)) is a flower (with no side petals) with a petal 
C' = tv = Yl 7 Y-2 ,..., Ys = W,...,Yt , Y,) f c, 
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then let ZZ,-r = ZZi - { yz , (w, y,+r)). The graphs ZZi defined by this 
procedure are ADT - [u, w] - EJP graphs, which completes the proof. 
THEOREM 3.8. The square of a connected bridgeless DT - graph is 
strongly path connected. 
Proof. Let G be a connected bridgeless DT - graph and let U, w be 
distinct vertices of G. Let G’ = G u (0, w) and let P be a path of minimal 
length from v to w in G’ - (u, w). Such a path exists since G is a connected 
bridgeless graph. Let C denote the cycle P U (u, w). If (u, w) E E(G) then 
C C G and C2 contains a Pi(u, w) for all i, 2 < i < I C I. If (u, w) $ E(G) 
then P2 contains a Pi(u, w) for all i, [(do(u, w) + 3)/2] < i < I P I. Note 
that if (u, w) $ E(G) then d&u, w) + 1 = [(dG(u, w) + 3)/2]. Therefore 
we must only show that Pi(u, w) exists in G2 for all i, ( C I < i < I G I. 
We will consider two cases. 
Case I. vc(w) > 2 or vG(w) = vc,(w) = 2. 
By Theorem 2.1, there exists a spanning [u*, w] - EP graph G, of G’ 
such that C C E. By Lemma 3.2 there exists a subgraph H of G’ which is 
a [u, w] - flower with possibly side petals and center C such that for each i, 
I H I < i < I G 1, there exists a subgraph Hi of G’ containing i vertices 
which is a [u*, w] - EP graph with CC E. Thus Hi - (u, w) is a 
[u*, w] - EJP graph. The restrictions on v~(w) and the fact that G is a 
DT - graph give that Theorem 2.4 applies. Therefore (Hi - (u, w))~, 
and hence G2, contains a Pi(u, w). Lemma 3.7 applied to H completes 
the proof of this case. 
Case ZZ. vG(w) = 2 and V&W) = 3. 
Let z # u be the vertex on P which is adjacent to w on P. By Theorem 
2.1, there exists a spanning [u*, z] - EP graph Gr of G’ such that C C E. 
By Lemma 3.2 there exists a [u, z] - flower H with possible side petals 
and center C such that for each i, I H 1 < i < 1 G 1, there exists a subgraph 
Hi of G’ containing i vertices which is a [u*, z] - EP graph with C S E. 
Therefore Hi - (u, w) is a [u*, w] - EJP graph (since vG(w) = 2). By 
Theorem 2.4, (Hi - (u, w))~, and hence G2, contains a Pi(u, w) for all i, 
I H ) < i < I G (. The graph H is a bridgeless connected DT - graph 
with v~(w) = 2 and satisfies the conditions of Case I. Therefore 
(H - (u, w))~, and hence G2, contains a Pi(z), w) for all i, I C / < i < ) H I. 
This completes the proof. 
LEMMA 3.9. Zf G is a minimal block such that D(G) # $ and if w, u 
are distinct vertices in V(G), then there exists a h in D(G) such that 
either 
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(i) the vertices v and w are in distinct endblocks in the block chain 
G - h and are not cutvertices oJ’G - A. 
or 
(ii) one of the endblocks qf G - A, say B, is a DT-subgraph of G 
which does not contain both v and w and if B contains either v or w, it is 
a cutvertex of G - A. 
Proof. First observe that for any edge h, G - h is a block chain [2, 
Theorem I]. Also if X E D(G) then each endblock is not a path. 
Suppose the theorem is false. Let X, be any element of D(G) and let B, 
be an endblock of G - h, such that V(B,) n {u, v} is of smallest car- 
dinality. Clearly B, includes at most one of v and w; if it contains one, 
we assume it is v. If v E V(B,), then we can assume v is a cutvertex of 
G - h, by the failure of (i). Since (ii) fails B, is not a DT-subgraph of G, 
E(B,) n D(G) # 4. Consider the block chain G - X, for 
h, E E(BJ n D(G). 
One of the endblocks of G - h, , say B, , is properly contained in BI . 
Therefore w $ Bz and v is in B, only if it is a cutvertex of G - h, . Since by 
assumption ii) fails, B, is not a DT-subgraph of G. This process gives for 
k a sequence of blocks {Bi : 1 ,( i < k} with the same properties as B, . 
Also 1 B1 1 > 1 B,] > ... > /B, I. Since 1 G [ is finite, this gives a 
contradiction. 
LEMMA 3.10. Let G be a block with an edge X such that G - X is a block 
chain with blocks G, , G, ,.,., GI, (k 3 2) and let v and w be vertices which 
are not cutvertices of G - X with v in the endblock G, and w in the endblock 
Gk . Zf each Gj2(1 < j < k) is strongly path connected, then Pi(v, w) exists 
in G2 for all i, [(dc(v, w) + 3)/2] < i < I G I. 
Proof. Let {ui} = Gi n Gi+l , (1 < i < k - I), and let u,, E G, and 
uK E G be the endvertices of the edge h. Also let 
Q = (v = x, , x2 ,..., xt = w) 
be a path of minimal length from v to w in G. Let G’ = G - A. 
In Q2, and hence in G2, Pi(v, w) exists for all i, [(l + 2)/2] < i < 1. 
Note that dc(v, w) + 1 = Z, and hence Pi(v, w) exists for all i, 
W&, w) + WI < i < &Au, 4 + 1. 
Since each G&I < i < k) is strongly path connected, there exists a Pj(v, u,) 
in Gla for dc,(v, ul) + I < j < / G1 1, a Pj(uh-I , w) in Gfi2 for 
dck(uk--l , 4 + 1 < j < I Gk I, 
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and for all i, (2 < i < k - l), a P&,-l , ui) in Gi2, 
Therefore there exists a Pj(o, w) in (G’)2 for d&u, w) + 1 < j < / G’ I. 
If &(u, w) = &(v, w) the lemma is proved, so assume not. Thus for 
some n, (1 < it -=z I), (x, , x,+~) = X. 
Let P’ = (a = x1, x2 ,..., x,) and P” = (x,+~ ,..., x1 = w). Also let 
P, be a path of shortest length in G’ from P’ to P”. Consider the graph 
P = Q u P, which contains a path of G of shortest length from u to w 
and contains a path in G’ from v to w. It is easily verified that P2, and 
hence G2, contains a Pj(v, w) for &(a, w) + 1 < j < I P I. Since 
I P I >, 4A4 w) + 1, 
the lemma is proved. 
THEOREM 3.11. The square of a block is strongly path connected. 
Proof. The proof will be by contradiction. Let G be a block with a 
minimal number of vertices and with minimal 1 D(G)1 such that the theorem 
fails. Since the theorem clearly holds when 1 G ) < 3 or when D(G) = I# 
by Theorem 3.8, we will assume ( G 1 > 3 and ( D(G)1 3 1. 
If X E E(G), we claim G - X is not a block. This is clear if X 4 D(G) for 
then G - X has a vertex of degree 1. If h E D(G) and G - A is a block, 
then by the minimality of 1 D(G)/, (G - Q2 is strongly path connected. 
Therefore for distinct vertices u and w in G, Pi(u, w) exists in G2 for all i, 
[(d&u, w) + 3)/2] B i < ( G I. If dG(u, w) = d&u, w), the proof is 
complete. If dG(u, w) = k < 1 = d&u, w), then there exists a path 
PI = (u = x1 ,..., xj , z1 ,..., zt , xi+1 ,..., w) of length k in G and a path 
P, = (u = x1 ,..., xi , y1 ,..., yr , x~+~ ,..., w) of length 1 in G - h such that 
{z1 3 zz ,-a.> 4 n { Yl 9 Y2 P.--T yr} = 4. It is easily verified that (PI u P2)“, 
and hence G2, contains Pi(u, w) for all i, 
K44u, 4 + WI d i < IP, u P, I. 
Thus G2 is strongly path connected and the claim is proved. Hence G is a 
minimal block. 
Let u and z be distinct vertices of G. Since G is a minimal block with 
I D(G)1 > 1, Lemma 3.9 applies. If (i) of Lemma 3.9 holds then Lemma 
3.10 implies G2 contains P$(u, z) for all i, [(dc(u, z) + 3)/2] < i < 1 G I. 
Thus we assume (ii) of Lemma 3.9 holds. Hence there exists an edge 
h = (x, w) in D(G) such that G - h contains an endblock B which is a 
DT - subgraph of G with u 6 B and z E B only if it is a cutvertex of 
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G - A. Denote the cutvertex of G - X which belongs to B by u and let w 
be the endvertex of h in B. Note that B is not a path since vG(w) > 3, 
and (w, a) 6 E(G), since G is a minimal block and G - (v, w) would be a 
block. Therefore / B / 3 4. 
Let G, (GJ be the graph obtained from G by replacing B by a longest 
(shortest) path P, (PJ between w and v in B. Clearly 1 II < 1 D(G)1 
and Gi is a block which is a subgraph of G for i = 1, 2. Therefore G12, Gz2 
are strongly path connected. Since dc,(u, z) = &(u, z), Pi(U, z) exists in 
G2 for all i, [(&(u, z) + 3)/2] < i < I G, 1, and 
[(4+, 4 + 3w1 G i < I G, I. 
Since G1 - P, is connected, / G, / 3 I G, - PI / > &(u, z) + 1, and so 
1 G, I > [(dc,(u, z) + 3)/2]. Therefore Pi(u, z) exists in G2 for all i, 
Now consider the graph G’ obtained from G by replacing B by a path Q 
of length 3. By the minimality of G, (G’)2 is strongly path connected. Let 
P’ be a Plc,r(u, z) in (G’)2 using a maximal number of edges in G’. We will 
use P’ and the DT - subgraph block B to show that Pi(u, z) exists in G2 
for ) G, 1 < i < / G I. The procedure used parallels that of Fleischner [4]. 
First let Q = (w, a, b, c) with (x, w), (y, a), (p, x), and (s, x) in E(G - B) 
and possibly (c, v) and (d, a) in E((G - A) - B)(see Fig. 2). 
1-e; 
FIGURE 2. 
Since P’ uses a maximal number of edges in G’, 13 possible cases occur, 
as in [4]. These 13 cases can be reduced to the following 6 cases by the 
proof of Theorem 9 [5]. 
Case 1. P’ = . ..w. a, b, v ,... 
Case 2. P’ = . ..w, a, b, y,.. . 
Case 3. P’ = . ..x. a, b, w ,... 
Case 4. P’ = . ..x. a, v ,..,, y, b, w ,... or y, b, w ,..., x, a, v 
Case 5. P’ = .,.x, a, v, b, w ,... 
Case 6. P’ = . ..y. b, w, a, v ,... 
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Case 1. Replace in P’ the path (w, a, b, v) by a Pj(w, v) in B2. By 
Theorem 3.8, Pj(w, v) exists for all j, [(&(u, w) + 3)/2] < j d 1 B I. 
Since [(&(D, w) + 3)/2] < ) P, 1 + 1 the proof of this case is complete. 
Case 2. By Lemma 3.6 there is in B2 a P,(w, v), say P”, which contains 
an edge (ul , a) E B for all j, [(I PI I + 3)/2] < j < I B [. Replace in P’ 
the path (w, a, b, v) with (P” u (ui , y)) - (ul , u). Again since 
[(I pl I + 3m1 G I 4 I + 1, 
the proof of this case is complete. 
Case 3. By Lemma 3.6, there is in B2 a C(j), say C, containing edges 
(w, w,), (u, rl) and (0, VJ in B for each j, [(I + 4)/2] < j < I B 1, where r 
is the number of vertices in the largest cycle in B containing v and w. 
From C form C* = (C u (ul , Q)) - {(v, uJ, (u, Q)}, which is a C( j - 1) 
in B2 which does not contain v. Now replace in P’ the path (w, b, a, x) 
with (C* U (x, wJ) - (w, wl). Note that r d 2 / P, I - 2, thus 
Kr + WI d I PI I + 1 
and j - 1 is as small as / P, 1, which completes the proof of this case. 
Case 4. By Lemma 3.6, there is in B2 a C(j), say C, containing edges 
(w, wl) and (0, q) in B for each j, [(r + 4)/2] < j < / B 1, where r is the 
number of vertices in the largest cycle in B containing v and w. Thus 
C = Pi(w, , v) u (v, ol) u P,(v, , w) u (w, wl) with 
pdw, V) n pdv, ,w) = + 
and 1 + i = j. Now replace in P’ the path (x, a, v) with the path 
(x, wl) u Pi(w, , V) and the path ( y, b, w) with the path 
(Y, VI> u Plh 9 4. 
Again since [(r + 4)/2] < 1 P, / + 1, the proof of this case is complete. 
Case 5. By Lemma 3.6 there is for each j, [(r + 4)/2] < j < ( B ( 
(r as before) a C(j), say C, which contains the edge (wl , W) E B and the 
vertex V. In P’ replace the path (x, a, v, b, w) with (C u (x, w,)) - (wl , w). 
The proof is again complete since [(r + 4)/2] < ( P, ( + 1. 
Case 6. This case is handled the same as Case 5. 
Since all possible cases have been considered, this establishes the 
theorem. 
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COROLLARY 3.12. If G is a connected-bridgeless DT - graph or a block, 
then 
(i) For u # w, Pi(o, w) exists for [(d(G) + 3)/2] < i < 1 G I. 
(ii) (Fleischner [3] and [4], Chartrand, Hobbs, Jung, Kapoor, 
Nash-Williams [l]). G2 is Hamiltonian for I G / > 3 and always Hamil- 
tonian connected. 
(iii) (Hobbs [6]) G2 is vertex pancyclic for I G / > 3. 
(iv) G2 is edge pancyclic for 1 G / 3 3. 
Proof. Parts (i) and (ii) are immediate from Theorems 3.8 and 3.11. 
Let a, w E G with dc8(u, w) = 1. Thus do(u, w) < 2, so Ge contains a 
Pi(u, w) for 2 < i < 1 G I by Theorems 3.8 and 3.11. Therefore 
Pi@, 4 u (0, 4 
is a C(i) containing v and edge (v, w). This proves parts (iii) and (iv). 
Remarks. Several comments should be made about strongly path 
connected graphs. 
First the graph G, such that UC,) = {q , u2 ,..., u,} and E(G,) = 
{(ui,Wifj, i,j>2)U{(u 1 , v2)} u {ul , uz} is a graph which is both 
edge and vertex pancyclic but not even Hamiltonian-connected, therefore 
not strongly path connected. Secondly there exist Hamiltonian-connected 
graphs which are not strongly path connected. For an example, let G, 
be a graph such that 
F’(G,) = h , u2 ,..., uzle), k 2 3, E(G,) 
= Nui , ui+d(mod W I j = 1, L., 2kl U {(ul , G)) u b7~-~ , u2d> 
u {(ui , u<+~)I i = 2, 4, 6 ,..., 2k - 4}. 
The graph Gz for k = 5 is shown in Fig. 3. Inspection shows that G, is 
Hamiltonian-connected but PI(ul , u,~) does not exist for i < k so that 
G, is not strongly path connected. 
“2 “5 “6 “9 
FIG. 3. G,fork = 5. 
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Presently the authors know of no Hamiltonian-connected graphs for 
which Pi(u, u) fails to exist for some distinct pair of vertices u and u and 
for some i > 1 G l/2 + 1. It would be interesting to know if all Hamil- 
tonian-connected graphs automatically have Pi(u, U) existing for all distinct 
vertices u and ZJ and all i 2 / G //2 + 1. As noted above Gz is such a 
graph where Pi(v, , vzJ does not exists for i < 1 G l/2 = k. 
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