Abstract. In this paper, we describe methods for constructing shape priors using orientation information to model white matter tracts from magnetic resonance diffusion tensor images (DTI). Shape Normalization is needed for the construction of a shape prior using statistical methods. Moving beyond shape normalization using boundary-only or orientation-only information, our method combines the idea of sweeping and inverse-skeletonization to parameterize 3D volumetric shape, which provides point correspondence and orientations over the whole volume in a continuous fashion. Tangents from this continuous model can be treated as a de-noised reconstruction of the original structural orientation inside a shape. We demonstrate the accuracy of this technique by reconstructing synthetic data and the 3D cingulum tract from brain DTI data and manually drawn 2D contours for each tract. Our output can also serve as the input for subsequent boundary finding or shape analysis.
Introduction
Shape priors are powerful tools for image analysis [1, 2, 3, 4, 5, 6, 7, 8] . In cases where the signal-to-noise ratio is low, using a prior model, typically generated by manual delineation, can substantially improve the accuracy of the end result. With Magnetic Resonance Diffusion Tensor Imaging (MR-DTI) [9, 10, 11] , see Fig. 1 (left), one can now evaluate directional structural information within a volume in addition to the boundary of a shape. There is a natural demand for incorporating volumetric structural information into prior models for DTI data [12, 13, 14] . Such models are useful for quantifying and comparing white matter structure in neurologic and psychiatric disorders.
Shape Representation
Common shape representations include the boundary mesh [3, 8] , the distance map [1, 4, 5, 7] , and coefficients of harmonic functions [6] . In the context of shape sampling, we can manually specify boundary points and use straight lines in 2D or triangles in 3D to represents the actual boundary of a shape. A distance map can be computed based on the shortest distance from each point to the boundary. Such implicit representations have the advantage of representing complex shapes using a single map. On the other hand, a projection from boundary points to harmonic functions transforms the representation from the spatial to a frequency domain. A frequency representation is generally shift and rotation invariant as well as continuous in the spatial domain and therefore easy to resample.
Point Correspondence in a Volume
Shape normalization [15] establishes a common ground for comparing shapes. Boundary samples on one training shape need to be at the same relative locations on all the others in order to provide a meaningful comparison. If point correspondence cannot be established manually, this could be a point-based registration problem. When using a labeled map, for example the FA map in Fig. 1 (left), instead of boundary points, this could be an intensity-based registration [16] . However, accurate non-rigid intensity-based inter-subject registration can be very difficult for small structures. Assuming intensity maps can be registered reasonably well, if no interior landmark points or features [3] are given, internal point correspondence established over these homogeneous regions through registration is purely controlled by the interpolation between boundaries and smoothing constraints, which are unrelated to the internal structure of the training shape. In cm-reps [17] , a shape is parameterized based on an object map and a manual skeleton, which provides interior landmarks, using the idea of inverseskeletonization. Sun et al. [15] further analyze the cm-rep approach targeted at the corpus callosum from 2D brain DTI.
Training Shape with Orientation Data
Our goal is to create a set of normalized 3D training shapes with meaningful interior point correspondence. In most cases, specifying internal landmark points over all shapes would be impractical. So, we restrict our input to a limited number of 2D contours, see Fig. 1 (right) , which are drawn on several slices of an image volume. Unlike previous surface-driven [15, 17] or line-based orientationdriven [12, 14] normalization techniques, we represent the training shapes using combinations of continuous basis functions and incorporate orientation data into our normalization process. The analysis of normalized shapes and their underlying orientation patterns can be performed on either the frequency domain or at freely selected spatial locations without the problem of under-sampling or re-meshing.
Fourier Surface and Volume in 3D
We begin with a set of 2D manual contours drawn on z-planes, see Fig. 1 
(right).
We represent each individual contour as a closed curve, with x(β s ), y(β s ) expressed in terms of the arc-length parameter β s ∈ [0, 2π] and decompose as Fourier series. The Fourier coefficients of the contour at each z level are themselves decomposed as Fourier series over the range α s ∈ [0, π]. We construct the Fourier surface [6] :
are the number of harmonics used to represent the long-axis and circumferential variations. To compute the coefficients a ij for all frequencies, we perform Fourier Transforms:
Although we define the contours' α s parameter up to π, the x(α s , β s ) are repeated in reverse z-direction such that we have a full period of samples, see [6] for details. The other a ij can be computed similarly. To perform integration in (2) by discrete summations, S(α s , β s ) is preprocessed to be equally spaced. After computing the surface coefficients a ij (k 1 , k 2 ) from the input contours, our goal is to solve for the unknown coefficients a ij (k 1 , k 2 , k 3 ), defined in Eq. (3), which also carry orientation information from the image data D(x, y, z) ∈ 6 . D is the symmetric diffusion tensor computed at each voxel from the DTI data. This computation can be performed by inverse Fourier Transform of V (α, β, γ) :
where V (α, β, 0) = S(α s , β s ) are the boundary conditions (4) which is an extension of the Fourier surface with an additional parameter γ representing the boundary-to-axis variation of the volume. K 3 defines the number of harmonics used for this variation. Generally, parameter α = α s and β = β s . Also, we do not have interior samples of V . In the next section, we will discuss our method of generating ordered samples of V (α, β, γ) from S(α s , β s ). The input structural orientation data is given by the eigen-decomposition of D and taking the main eigenvector v denoting the orientations of the underlying tissue. We will represent the orientations by the partial derivative of V (α, β, γ) w.r.t. α:
Volumetric Parameterization through the Sweeping Plane
Similar to the challenge in white matter fiber tracking [11, 12, 13] , v(D) contains noise and irrelevant orientations belonging to other structures and thus we cannot normalize the shape solely depending on the data orientations. Our method combines the idea of sweeping [18, 13] and inverse-skeletonization [15] to generate ordered samples of V (α, β, γ) which satisfies (4) as well as (5). Without specifying a skeleton, we iteratively track the tract's axis V (α, β, π) from the orientation data. We use a sweeping plane to assist the estimation to reduce local tracking error by taking boundary information into account. With the estimated axis position and a 2D boundary extracted from the input surface S(α, β), we find the inverse-skeleton on the sweeping plane by solving a minimum energy front propagation equation using a 2D level set method [19] , see Fig. 2 (right), as described below: Assume the first manual contour is the same in our final volume, i.e. V (0, β, 0) = S(0, β s ). Let N (α 0 , β, γ) be the inward normal of the contour. We solve for V (α 0 , β, γ), the area enclosed by V (0, β, 0), according to:
Here, K(β, γ) is the curvature of the evolving front and ε is a small constant. Let V (α 0 , β, γ) be the first sweeping plane, see Fig. 2 (left) . Let x(α 0 ),ȳ(α 0 ),z(α 0 ) = V (α 0 , β, π) be the estimated tract's axis location relative to the first contour. We then compute the average orientation f (α 0 ) from D over a neighborhood Ω of the most recent axis point defined by the maximum inscribed disc from that point: D(x, y, z) )dxdydz (7) with weighting function and maximum axis point-to-boundary distance:
Now we move to the next α value by advancing Δα step in the parametric space and Δs step in the image space along the average orientation:
Before going back to (6), we need V (α 1 , β, 0) which is not S(α 1 , β s ) in general except when α = α 0 . However, we know that V (α 1 , β, 0) must be on S(α s , β s ). So we reconstruct V (α 1 , β, 0), which will later become part of the reconstructed surface, from parameterized data points by the intersection between the sweeping plane passing through V (α 1 , β, π) with the normal f (α 1 ) and the input surface S(α s , β s ). That is, we solve by gradient descent on a set of surface parameters {(α s , β s )} for:
After looping through Equations (6)- (12) for all α ∈ [0, π], we obtain a set of P sweeping planes with nested level contours on each plane. P will increase if Δs decreases. From the nested contours on each plane, we sample K 3 number of contours with uniform separation. The first contour on each plane must be the boundary and the last one must be the tract axis. Each level contour is also equally sampled, having 2K 2 number of points, with the first point defined as the closest point to the previous contour. The first boundary point is defined to be the closest point to the first boundary point on the previous plane. In order to measure the distance of points between two sweeping planes, we apply a rigid transformation to align their tract centers and plane orientations. At the end, we have P × 2K 2 × K 3 number of ordered points of V (α, β, γ). We then project our sampling points V (α, β, γ) into Fourier space defined by (3) and take derivatives to obtain the orientation vectors. 
Experimental Results
As a validation, we synthesize a tract with orientations by sampling the tangents of a portion of a parametric conical spiral [20] . K 1 = 10 is the number of input contours. K 2 = 41 and K 3 = 6 are user-defined. K 1 and K 2 are the same in S(α s , β s ) so that V (α, β, γ) reconstructs S(α s , β s ) with very small numerical errors. Table 1 compares results on a synthetic image. Input contours are obtained from numerical intersections of vertical planes and the spirals at different locations. The table shows the range of results from 5 sets of contours, and there are 10 contours in each set. Synthetic tensors are formed from the spiral tangents with additional gaussian noise variance from 0.01 to 0.2. With orientation noise variance below 0.1, the basis function approach with sweeping performs the best in terms of average and maximum error as well as error variance. Using basis functions has a smoothing effect which slightly increases the minimum error. However, finite differences are sensitive to individual inaccurate input contours. When orientation data becomes unreliable, the average error of the first method will be similar to the finite difference schemes; however, it is still better in terms of maximum error and error variance. We also applied this method to a set of 18 normal human MR-DTI images with manually traced cingula. Fig. 3 shows our reconstructed orientations of the cingulum tract from real DTI data and visually compares to the original main diffusion direction. Our process filtered out unaligned diffusion vectors, mostly near the tract boundary, which are likely due to partial volume effects or were corrupted by noise. Additional reconstructed surfaces and orientations are given in Fig. 4 . Our method does not change the input surface S(α s , β s ), but modifies its parameterization to become V (α, β, 0). 
Conclusion
We demonstrated a technique to parameterize tracts with boundary and volumetric orientations. Using volumetric basis functions makes the computation of the derivative simple, flexible and precise, which is important for brain tractography [18] based on a prior model derived from these training shapes. Future work includes improving the manual tract surface S(α s , β s ) by simultaneously sweeping the FA data.
