History of the numerical aerodynamic simulation program by Ballhaus, William F., Jr. & Peterson, Victor L.
N 87- 25 999
HISTORY OF THE NUMERICAL AERODYNAMIC SIMULATION PROGRAM
Victor L. Peterson and William F. Ballhaus, Jr.
NASA Ames Research Center
ABSTRACT
NASA's Numerical Aerodynamic Simulation (NAS)
program has reached a milestone with the comple-
tion of the initial operating configuration of the
NAS Processing System Network. This achievement
is the first major milestone in the continuing
effort to provide a state-of-the-art supercomputer
facility for the national aerospace community and
to serve as a pathfinder for the development and
use of future supercomputer systems. The underly-
ing factors that motivated the initiation of the
program are first identified and then discussed.
These include the emergence and evolution of com-
putational aerodynamics as a powerful new capabil-
ity in aerodynamics research and development, the
computer power required for advances in the disci-
pline, the complementary nature of computation and
wind tunnel testing, and the need for the govern-
ment to play a pathfinding role in the development
and use of large-scale scientific computing sys-
tems. Finally, the history of the NAS program is
traced from its inception in 1975 to the present
time.
INTRODUCTION
The Numerical Aerodynamic Simulation (NAS)
program is an outgrowth of the discipline of com-
putational fluid dynamics. However, the NAS sys-
tem is now recognized to be an important facility
for advancing all of the computationally intensive
aerospace disciplines and for serving in a path-
finder role for the development and use of future
supercomputer systems. In fact, the NAS Program
began to influence both discipline-oriented users
and developers of supereomputers even before the
system was first assembled. The NAS has drawn
national attention to the importance of scientific
computers to the country's technology base and has
served as a focal point for the large-scale scien-
tific computing community.
The NAS program will provide a leading edge
computational capability to the national aerospace
community. It will stimulate improvements to the
entire computational process ranging from problem
formulation to publication of results. The pro-
gram has been structured to focus on the develop-
ment of a complete computer system that can be
upgraded periodically with minimum impact on the
user and on the ever increasing inventory of
applications software. The NAS system, in its
initial operating configuration, is already serv-
ing over 200 users nationwide at over 20 remote
locations. These numbers will continue to
increase as the system matures to its extended
operating configuration including two powerful
supercomputers, all of the necessary supporting
equipment, and well established communications
links.
The objectives of this paper are twofold:
I) to identify the factors that led to the initia-
tion of the NAS Program, and 2) to review the
evolution of the NAS Program from its inception in
1975 to the present time. Included in the discus-
sion are brief reviews of the evolution of compu-
tational aerodynamics, computer requirements for
future advances, the complementary roles of compu-
tation and experiment, and the historical role of
the government in the development and use of
large-scale scientific computing systems.
FACTORS MOTIVATING THE NAS PROGRAM
The underlying motivations for the NAS pro-
gram are a composite of four principal factors:
I) the emergence and evolution of computational
aerodynamics as a powerful new capability in aero-
dynamics research and development; 2) the demands
that this relatively new discipline places on
computer systems; 3) the use of computation as a
complement to wind-tunnel testing; and 4) the long
standing, recognized need for the government to
play a pathfinding role in the development and use
of large-scale scientific computing systems. Each
of these factors will be briefly discussed prior
to describing the evolution of the program.
Emergence and Evolution of Computational
Aerodynamics
Electronic computers were used to assist with
aerodynamic analyses ever since they became avail-
able to the aeronautical researchers in the
1950s. Prior to 1970, aerodynamic analyses were
limited primarily to the solution of the linear-
ized inviscid flow equations and to the equations
governing the behavior of the viscous boundary
layer adjacent to an aerodynamic surface. Com-
puters of the IBM-360 and CDC-66OO class permitted
these equations to be solved for the flows about
idealized complete aircraft configurations, but
only for situations where the flows were every-
where either subsonic or moderately supersonic and
everywhere attached to the surfaces over which
they passed. Some attempts were made to include
the nonlinear terms in the inviscid flow equations
and solve for transonic flows about airfoils, but
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thesewerelimitedto theveryrestrictive situa-





puters. Thefirst majoradvancein solvingfor
thenonlineartransonicflowsaboutpractical
lifting airfoil_ withembeddedshockwaveswas







of unsteadyflowsaboutairfoils appearedin the
literature byBallhaus,Jr., et al. (1975),and
thefirst flutter analysisfor a sweptwingwas
publishedabout6 yr agobyBorlandandRizzetta(1981). Researchontheaeroelasticbehaviorof














ure2. Thesequationsaccountfor mostof the
physicsof interest in fluid-dynamicflows. The
processof time-averagingtheNavier-Stokesqua-

























configurationat angleof attackbyFloreset al.(1987).Relativelylargeamountsof computertime




Figure3 displaysa perspectiveon theeffect
that increasingcomputerpowerhashadoncomputa-


























that wereidentified in theworkbyChapman(1979). Eachlevel of approximationresolvesthe
underlyingphysicsto a differentdegree,provides
a different level of understanding,andrequiresa








of a ClassVI machine,whichis definedhereto
havea processingspeedof 30million floating-
pointoperationspersecond(MFLOPS)anda memory















fluid dynamicists.In fact, theexperimentalists
arebeingguided,to a largeextent,bycomputa-
tional researchprogramswhicharebasedeither on
the large-eddysimulationapproximationr on the





plannedcomputersin figure4 . Computerslarge


















for becominganeffectivecomplementto fluid- and
aero-dynamicexperimentsfor a numberof rea-









tantly different ways. Increasedcomplexityand
broadenedperformanceenvelopesof aircraft caused
thenumberof windtunnelhoursexpendedin the
developmentof newaircraft to increasexponen-
tially with time. In Fact,this increaseamounts
to asmuchasa factor of about1,O00overan
80yr period(50hr for theWrightFlyercompared




bynearlya million fold in 80yr, whilethe cost
of numericallysimulatinga givenflow is shownby
thedatain figure 5 to havedecreasedbya factor









istic turbulencelevels,andtest gas(of concern
for thedesignof vehiclesfor flight in theatmo-
spheresof otherplanets). Ontheotherhand,if
it is acceptedthat thephysicsof fluid flowscan
bedescribedpreciselybymathematicalequations,
thentheonlyfundamentallimitationsof thecom-




















test modelsto improveresolutionof thephysical





















lus. In fact, this viewwasreinforcedbythe
informationsummarizedin table2 whichshowsthe
historical role of thegovernmenti stimulating
thedevelopmentof advancedcomputers.Every




computerdevelopmentu dertakento satisfy a driv-
ing need.Theneedfor asuperiordesigncapabil-
ity for aerospacevehicleswas,andstill is, a
strongdriver for theNASProgram.
NASAfirst becameinvolvedwith thepathfind-
ing role in large-scalescientific computersin a
formalwaywhen,in 1972,it joinedwith the
AdvancedResearchandDevelopmentProjectsAgency(nowDARPA)to test thefeasibility of the
ILLIAC-IVcomputer.TheILLIACProjectwasorigi-















Research,Inc. hadyetto producea machineand






















accruedin fourmajorareas. First, in computer
technology,theILLIAC-IVwasthefirst large
machineto havemultipleprocessorsworkingin
parallel, thefirst to employemitter-coupled










































vehicledesigntools to maintaina leadership
positionin the intensifyinginternationalcompe-
tition in boththecommercialndmilitary air-





















of otherscientific disciplines. Its mainmemory
hadto accommodatea problemdatabaseof
31-million64-bitwords.Tokeepdevelopment
















anddefinition of candidateconfigurationsfor a







mentsthat wereestablishedfor this study
included: I) thecapabilityto completeselected
numericalsolutionsof theNavier-Stokesquationsfor grid sizesrangingfrom5 × 105to I × 10_
pointsandwall-clocktimes(exclusiveof input-
datapreparationandoutput-datanalysis)ranging
from5 to 15min;2) a workingmemoryof 40× 106
words;3) anarchivalstorageof at least 10× 109
















purposesof furtherclarifying theneedfor a
large-scalecomputersystemfor computational
aerodynamicwork,for confirmingthat thedesign
goalswereconsistentwith theneedsof thepro-jectedusersof thefacility andfor validating


















economicsat that point in timewouldnot support
thedevelopmentof largespecializedprocessors
withoutthe infusionof governmentcapital. The
marketat that timewasuncertain,andit wasnot
clear that enoughmachinescouldbesold to amor-
tize thedevelopmentcosts. Finally, theaircraft
industryreaffirmedtheneedfor theproposed
facility for usein solvingspecialdesignprob-




Anassessmentof theutility of theComputa-
tional AerodynamicDesignFacility for disciplines




solvingthefluid dynamicequationsthat it would
notbeusefulfor otherwork. It wouldalsopro-
videguidanceasto howthedesigncouldbe





















after theworkshopthat a computationalresource



















hadmaturedsignificantlyin the3 yr sincethe
projectwasfirst conceived.Newnumerical
methodsweredevelopedandexistingmethodswere
refined. Thisled to therealizationthat if the
sizeof theon-lineorworkingmemorywas
increasedto 240× 106words,thefacility could
beusednotonlyto estimatetheperformanceof
relativelycompleteaircraft configurations,but
alsoto serveasaneffectivetool to studythe
physicsof turbulentflows,a subjectthat had
eludedresearchersfor morethan80years. A
correspondingincreasein theoff-line file stor-
agefrom10× 109to approximately100_ 109words
wasrequiredto accommodatethelargerdatasets.
AUserSteeringGroupwasformedin July 1978






were: I) selectionof userlanguages;2) manage-




agencies.Thegroupis still active, althoughits
namewaseventuallychangedto theUserInterface































































theextentthat it no longerappearednecessary






Third, the importanceof couplingadvance-
















the leadingedgeof thestate of theart, while
simultaneouslyprovidinguninterruptedserviceto

















wasapprovedbyCongressasa newstart for NASA
in thePresident'sbudgetfor fiscal year1984.




of the initial operatingcapabilitybeganin
earnest.Thein-houseprojectteamwasexpanded,





1985.Afterabout9 moof test andintegration,










maturityuntil it couldbelocatedin thenew
buildingthat wasbeingconstructedasits ulti-
matehome.Constructionof this newbuilding
startedin theSpringof 1985,andit wasready
for occupancyat theendof 1986.Thesystemwas
shutdownfor severalweeks,dismantled,reassem-
bledin thenewbuilding,andbroughtbackinto

























asairfoils or axisymmetricaircraft components.












initial effort grewwith timeand,in thefall of
1983,it becamea majornewprogramfor NASAwith
twoprincipalobjectives: I) to providea super-
computerfacility for thenationalaerospaceom-
munitythat wouldbemaintainedascloseto the
stateof theart as possible,and2) to serveasa
pathfinderfor thedevelopmenta duseof future
supercomputersystems.TheNASProgramwill reach
its first majormilestonein Marchof 1987when
its initial capabilitywasdeclaredoperational.
Already,it wasservingover200usersnationwide,






conceivedin 1975.Evenso, initial forecastsof




the intervening12yr that wouldtemperthedesire
to pushthedevelopementor large-scalecomputer
systemsfor thecountry'saerospaceprogramas
fast asthetechnologywill allow. In fact,
supercomputersarenowrecognizedasbeingabso-
lutely essentialfor manyfields of scienceand
engineering,andall arebenefitingfromthe
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Table I.- Governing equations, results, and computer requirements for computational
aerodynamics.
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Table 2.- Historical role of the Government as a
prime driver in advancing computer capability.
TIME DRIVING NEED SPONSOR COMPUTER
DEVELOPED
MID 1940'S MULTITUDE OF BALLISTIC TABLES BRL ENIAC
(WW II)
EARLY MID DEW AIR DEFENSE FOR TRACKING USAF AN FSQ7
1950'S BOMBER FLEET
EARLY SUPERIOR DESIGN CAPABILITY FOR AEC COC 6600
1960'S SMALL NUCLEAR DEVICES
LATE ANTI ICBM CONTROL SYSTEM {NEED DARPA ILLIAC IV
1960S kLIM;NATED POLITICALLY PRIOR
TO COMPLETION iN 19721






VACUUM TUBE IBM 701,
ELECTRONIC UNIVACI
COMPUTING












Table 3.- NAS User Interface Group.
FUNCTION
• INFORMATION CHANNEL BETWEEN USER COMMUNITY AND PROJECT
• IDENTIFY AND DISCUSS USER-ORIENTED ISSUES, e.g,, REMOTE ACCESS
PARTICIPATING ORGANIZATIONS
• AIRFRAME COMPANIES
BOEING AEROSPACE, GENERAL DYNAMICS, GRUMMAN AEROSPACE, LOCKHEED-CALIF,,
LOCKHEED-GA,, McDONNELL DOUGLAS, NORTHROP, ROCKWELL, VOUGHT
• ENGINE COMPANIES
DETROIT DIESEL ALLISON, GENERAL ELECTRIC, PRATT AND WHITNEY
• DEFENSE DEPARTMENT
AFWAL, AEDC, BRL, DTNSRDC, NUSC
• GENERAL AVIATION
GENERAL AVIATION MANUFACTURERS ASSOC. (GATES-LEAR JET)
• ROTORCRAFT
AMERFCAN HELICOPTER SOCIETY (UNITED TECHNOLOGY CORP, RES, CENTER)
• UNIVERSITIES
STANFORD, UNIVERSITY OF COLORADO, SCRIPPS INSTITUTION OF OCEANOGRAPHY,
PRINCETON, MASSACHUSSETTS INSTITUTE OF TECHNOLOGY
• NATIONAL SCIENCE FOUNDATION (NSF)
• NATIONAL CENTER FOR ATMOSPHERIC RESEARCH (NCAR)
• NASA
AMES, GODDARD, LANGLEY, LEWIS
STEADY
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Figure 4.- Computer speed and memory requirements for aerodynamic calculations compared with
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IMPROVEMENTS COMPOUND TO RESULT IN 105 REDUCTION IN COST I
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Figure 5.- Comparison of numerical simulation cost trend resulting from improvements in
computers with that resulting from improvements in algorithms.
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