Euler number is a fundamental topological feature of an image. In this paper, a novel algorithm for computing the Euler number of a binary image based on divide-and-conquer paradigm, is proposed, which outperforms signi cantly the conventional techniques used in image processing tools. The algorithm can be easily parallelized for computing the Euler numberof an NN image in ON time, with ON processors.
Introduction
Topological properties serve the purpose of representing geometric shape of an image. They remain invariant under any arbitrary rubber-sheet transformation 2, 3, 7 and hence, are very useful in image characterization for matching shapes, recognizing objects, image database retrieval, and many other numerous image processing and vision applications. An important topological feature of an image is the Euler number or genus, which is the di erence between the number of connected components and the number of holes 1, 2 .
Euler number plays an important role in image characterization. It can be used in medical diagnosis from cell images, e.g., detection of malaria infected cells, as the Euler number of an infected cell is often di erent from that of a good one. Critical image processing applications involve large amount of data and at the same time demands for real-time response. Fast computation of the Euler number of an image is therefore, an indispensable task in various missions.
Dyer proposed an algorithm to compute the Euler number of an image represented by a quadtree 4 . Samet and Tamminen improved the algorithm further by using a new staircase type of data structure to represent the blocks that have already been processed 5 . However, it is not suitable for VLSI implementation, as the sizes of the leaf nodes are unequal, and the This work is funded by a grant from Intel Corporation, USA PO CAC042717000 y Current address: sabya@synopsys.com number of leaf nodes varies widely for di erent image samples. Pratt 7 has described a method based on local pattern counting which is used in commercial image processing tools like MATLAB 8 . The time complexity of this method is ON 2 for an NN image. For large images, even a quadratic algorithm may be inadequate to meet critical time requirements. A faster algorithm is thus needed to handle large binary images. Recent advances in parallel processing and VLSI technology can be exploited to develop high performance algorithm and architecture that achieves real-time goals. In this paper, a new algorithm that computes the Euler number of a binary image is proposed, based on divide-and-conquer approach. Although the worst case complexity of the algorithm is ON 2 , its average-case behavior outperforms the earlier algorithms signi cantly. Next, a parallel version of the algorithm is described that takes ON time for an NN image, using ON simple processors, which can be readily mapped to a simple VLSI architecture. The proposed algorithm can easily be implemented with a special purpose VLSI chip serving as a co-processor to the host computer to expedite computation.
Preliminaries
The most e cient and simplest algorithm for computing Euler number of an image works by looking into local patterns 7 . Consider the following set of 22-pixel patterns called bit quad: 
This method is used in MATLAB image processing toolbox 8 and henceforth, we shall refer it as Pratt algorithm.
In the proposed divide-and-conquer approach, the input image is partitioned into a number of disjoint atomic images. By atomic is meant a small part of the input image which need not be decomposed further. The Euler number of each atomic image, which i s substantially smaller in size compared to the input image, can be computed by the method described above. Once the Euler numbers of all atomic images are evaluated, the Euler number of the original image can be computed by using a simple arithmetic rule. The given image is partitioned recursively by arbitrary cut-lines. A cut line is a sequence of pixels from one boundary of the image to its opposite boundary, where each pixel has exactly two neighboring pixels along the cut-line except the start and end pixels which h a ve only one neighbor each. Without any loss of generality, we restrict the choice of cut-lines to only horizontal and vertical directions. Since a binary image is normally represented as a 2-D 0 , 1 pixel matrix, any r o w o r column of the matrix can be used to designate a cutline. A run on a cut-line is de ned to be a maximal sequence of 1-pixels. Procedure Euler computes Euler number of the atomic image by the method described in Pratt 7 . The basis of procedure Contrib is described below.
Contribution computation
In this section, we describe a method for computing contribution of the line L that partitions the image S into two sub-images S 1 and S 2 as mentioned in equa- 
Complexity and Results
Although the asymptotic time complexity of procedure ComputeEuler is ON 2 which is same as that of the method described in 7 for a NN image, its average case performance is found to be much better. In the Pratt algorithm, each pixel of the image is accessed twice except the boundary pixels which are accessed only once. On the other hand, in the proposed method, each pixel along a cut-line is accessed only once, and pixels in the sub-images which are adjacent to 0's in the cut-line, need not be checked. Thus, the number of pixel accesses is signi cantly reduced on the average and consequently, w e s a ve time as we need fewer memory references. Experimental results of our implementation demonstrate the savings in computation time, and are shown below. The algorithm has been implemented in C and the code runs on both Solaris 2.6 and Linux platforms. We h a ve tested the program on several hundred images out of which results for 10 examples 10 are tabulated below. The performance of our algorithm has been compared with the most e cient implementation of Pratt 4 Parallel Implementation
The Algorithm
Let there be K atomic images for K-1 cut-lines. The parallel architecture that ts naturally to this divide-and-conquer algorithm is a binary tree. We use two t ypes of processing elements PE's. Type-1 PE computes procedure Contrib and evaluates equation 3. Type-2 PE computes the Euler number of an atomic image, i.e., computes procedure Euler. The PE's are organized in a binary tree, in which the type-2 PE's are leaf nodes and the type-1 PE's are non-leaf nodes. There are K-1 type-1 PE's denoted by P E 1;1 ; P E 1;2 ; : : : ; P E 1;K,1 and K type-2 PE's denoted by P E 2;K ; P E 2;K+1 ; : : : ; P E 2;2K,1 .
Each type-1 PE, P E 1;i where i 6 = 1 is connected to P E 1;i=2 if i is even and to P E 1;i,1=2 if i is odd. Each type-2 PE, P E 2;j is connected to P E 2;j=2 if j even and to P E 2;j,1=2 if j odd. Let the cutlines be L 1 ; L 2 ; : : : ; L K,1 . The contribution of L i is computed by P E 1;i . Let the atomic images be S 1 ; S 2 ; : : : ; S K , where the Euler numberofS j is computed by P E 2;j+k,1 . The atomic images S j and S j+1 , where j is 1, 3, : : : , K-1, have been generated by the cut-line L j+k,1=2 . If L i partitions an image S into S 1 and S 2 then all computations for S 1 are done in left sub-tree of node P E 1;i , and those for S 2 are done in right sub-tree of node P E 1;i . Let h be the height o f the tree.
SIMD SM CREW Algorithm
Step 1a : for i = 1 to K-1 do in parallel P E 1;i computes contribution of line L i ; endfor.
Step 1b : for i = 1 to K do in parallel P E 2;i computes ES i ; P E 2;i sends the result to its parent; endfor.
Step 2 : for l = h-1 downto 2 do for i = 2 l,1 to 2 l , 1 do in parallel P E 1;i evaluates eq.3; P E 1;i sends the result to its parent; endfor. endfor. P E 1;1 evaluates eq.3 and outputs result.
VLSI Architecture
The organization of the PE's is depicted in Figure 2 . When all the pixels are visited, the Euler numberis computed from the counter values by using equations 1 and 2.
Computational Complexity
The proposed architecture requires 2K-1 PE's for an input image of size NN which is partitioned into K atomic images. Let the maximum size of an atomic image be nm n m where
By incorporating a memory prefetch bu er, data can be supplied to the PE's in a single clock cycle. In step 1, all the PE's are active. The time needed for executing step 1 is the maximum time taken by a PE to compute procedure Euler of Contrib. In a CREW model each t ype-1 PE needs i 1 clock cycle to read three pixel data, ii 1 clock cycle for the combinational circuit, and iii 1 clock cycle to drive the counters. Moreover, these three operations can be executed in a three-stage pipeline. Hence, each t ype-1 PE takes P clock cycles where P is the length of the cut-line which is at most N. Since Step 1a in the algorithm is executed in parallel, computation of contribution takes only N clock cycles. Each t ype-2 PE needs i 1 clock cycle to read pixel data, ii 1 clock cycle to decode and evaluate the Boolean functions, and iii 1 clock cycle to drive the counters. Similarly these three operations also can be executed in a three-stage pipeline. 
Conclusion
We have presented a fast recursive algorithm for computing the Euler number of a binary image, that provides a signi cant s a vings in computation time. A parallel version of the algorithm is then described that runs in ON time on a tree architecture with ON simple processing elements, for an NN image. The AT-measure of the implementation is ON 2 which i s optimum. A hardware implementation of the scheme has been proposed. Since the architecture needs simple interconnections among only two t ypes of processing elements, it is highly suitable for single-chip VLSI implementation. 
