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1. Introduction
In this work, we present a simple, short and eﬃcient criterion for the fundamental unit of a real
quadratic order to be a quadratic residue modulo a given prime in the case when the norm of the
fundamental unit is −1. This yields numerous results in the literature as consequences and markedly
simpliﬁes the task of determining when this occurs. Furthermore, we prove conjectures left in [16]
at the end of this presentation and, in the process, show the power of continued fractions and genus
theory in deciding all of this.
2. Notation and preliminaries
We require background on Gauss’ genus theory the details of which may be found, for instance, in
[10, Chapter 3]. We begin with the basics on binary quadratic forms. An integral binary quadratic form,
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f (x, y) = ax2 + bxy + cy2 with a,b, c ∈ Z,
with discriminant D = b2 − 4ac. The form is primitive when gcd(a,b, c) = 1. If n ∈ Z and there are
x, y ∈ Z such that f (x, y) = n with gcd(x, y) = 1, then f is said to represent n. For simplicity we
denote a form by f = (a,b, c) suppressing the variables. The principal form is given by
(1,0,−D/4) or (1,1, (1− D)/4) (2.1)
according as D ≡ 0 (mod 4) or D ≡ 1 (mod 4) respectively.
The following is the standard deﬁnition of equivalence of binary quadratic forms which we state
explicitly since, in Section 3, we will be using the formulation for the coeﬃcients given herein quite
extensively. Henceforth form will mean a binary quadratic form. For more background see [10, Chap-
ter 3].
Deﬁnition 2.1. Two forms f and g are said to be equivalent, denoted by f ∼ g , if there exist integers
p, q, r, s such that the matrix
( p q
r s
) ∈ SL(2,Z) takes f = (a,b, c) to g = (a′,b′, c′) via
a′ = f (p, r), b′ = b(ps + rq) + 2(apq + crs), and c′ = f (q, s). (2.2)
In this work, we are primarily interested in forms that are positive deﬁnite, namely those for which
D < 0 and a > 0. Under what is known as the Dirichlet composition the primitive forms of discriminant
D comprise a ﬁnite group CD , called the form class group, with cardinality hD = |CD |, called the form
class number. The form class group can be shown to be isomorphic to the narrow ideal class group,
which in the case of positive deﬁnite forms is the same as the wide ideal class group – see [10, Theo-
rems 3.5–3.6, pp. 110–113]. Note that in CD the inverse of f = (a,b, c) is given by f −1 = (a,−b, c).
If f ∼ g then f and g represent the same integers. However if f  g , then there is the problem of
distinguishing those numbers represented by f from those represented by g . Gauss’s notion of genus
was created to express this type of distinction. We deﬁne this as follows. First we need the following
assignment of characters to forms where the discriminant D of the form is the discriminant F of a
quadratic ﬁeld.
Deﬁnition 2.2. Let F be a quadratic ﬁeld with discriminant F ,
|F | = p1p2 · · · pr if F ≡ 1 (mod 4),
and
|F | = 2α p2 · · · pr if F ≡ 0 (mod 4),
where α = 2,3 and p j , for j = 1,2, . . . , r ∈ N, are distinct odd primes.
Suppose that n is a nonzero integer with gcd(2F ,n) = 1. Let χ1(n) be deﬁned as the following,
where ( ∗∗ ) denotes the Jacobi symbol:
χ1(n) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
( np1
) if F ≡ 1 (mod 4),
(−1|n| ) · sign(n) if F ≡ 12 (mod 16),
( 2|n| ) if F ≡ 8 (mod 32),
(−2 ) · sign(n) if F ≡ 24 (mod 32).
(2.3)|n|
R.A. Mollin, A. Srinivasan / Journal of Number Theory 132 (2012) 103–116 105For j = 2,3, . . . , r let χ j(n) be the Jacobi symbol ( np j ). Then the χ j are called the assigned characters
of F and their assigned values are given by
(
χ1(n),χ2(n), . . . ,χr(n)
)
. (2.4)
If n is represented by a form f of discriminant F , then (2.4) give the generic characters of the form f ,
denoted by χ j( f ) for j = 1,2, . . . , r.
Note that all integers n relatively prime to 2F , which are represented by forms in a given equiva-
lence class of CF , have the same generic characters, and the Jacobi symbol (
F|n| ) = 1. Hence, generic
characters of f do not depend on the integers represented by f so the notion of characters of f is a
well-deﬁned one. Thus, we have the tools to deﬁne the following.
A class of forms in CF having the same generic characters is called a genus of forms. The genus
of forms having all assigned characters equal to 1 must contain the principal form and is called
the principal genus PF . Each genus contains the same number of forms. Indeed, if r is the number of
distinct prime divisors of F , then the hF equivalence classes of forms in CF can be subdivided into
2r−1 genera consisting of hF /2r−1 classes of forms each, which comprise a subgroup GF , called the
genus group, of CF under Dirichlet composition – see [10, Theorem 3.14, p. 142]. The principal genus
PF plays a special role. Gauss proved that PF ∼= C2F , namely the principal genus consists just of
the squares under composition, hence called his duplication or squaring theorem. More than that, the
squares are in a special form as follows. The forms of order dividing 2 in CF are called the ambiguous
forms that comprise a subgroup of CF denoted by AF which has cardinality |AF | = 2r−1. Thus,
putting all this together,
AF ∼= GF ,
called Gauss’ principal genus theorem. Now we relate the orders of the various groups to suit our
purpose herein. Given the above elucidation, we have
∣∣CF : C2F
∣∣= |CF : PF | = 2r−1 = |AF | = |GF |. (2.5)
By similar arguments, if C4F denotes the fourth powers in CF , then we have |C2F : C4F | is the
number of ambiguous classes in C2F and
∣∣CF : C4F
∣∣= |CF : PF | · ∣∣PF : C4F
∣∣. (2.6)
In Section 3 we will have need of a more general set-up than above so we cite the following for
non-maximal orders – see [8, Section 1.5, pp. 23–30] for background on general quadratic orders. Also
see [15, p. 138] and [3, p. 55] for characters for a general discriminant.
Theorem 2.1. If  is a nonzero, non-square discriminant and s is the number of distinct odd prime divisors
of , then the genus group G is isomorphic to the group of ambiguous forms A and
|G| =
⎧⎨
⎩
2s−1 if  ≡ 1 (mod 4) or 4 (mod 16),
2s if  ≡ 12 (mod 16) or 8,16,24 (mod 32),
2s+1 if  ≡ 0 (mod 32).
(2.7)
Proof. See [5, Proposition 5.2, p. 164]. 
In Section 3, we will employ the following notion which is not well known but important since
the solutions of the Pell equation provide automorphisms of quadratic forms deﬁned as follows.
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M
(
a b/2
b/2 c
)
Mt =
(
a b/2
b/2 c
)
where Mt is the transpose of M . The set of all automorphisms of f forms a group. This group is
known to be, for a non-square discriminant F ,
⎧⎪⎨
⎪⎩
Z/2Z if F < −4,
Z/4Z if F = −4,
Z/6Z if F = −3,
Z/2Z ⊕ Z if F > 0.
(2.8)
Remark 2.1. An important fact that we will need in Section 3 is given in this discussion. Let f , g
be two forms of discriminant . Then f and g are in the same genus if and only if they represent
the same values modulo ||. Note that it is possible for f and g to be in the same genus, yet there
may exist an integer n such that g(x, y) = n but there are no integers X , Y such that f (X, Y ) = n.
However if f and g are in the same genus, then it must hold that there exist integers u, v such that
f (u, v) ≡ n (mod ||). This means that f and g are in the same genus if and only if they represent
the same values in
U =
{
m ∈
(
Z
||Z
)∗
: there is an odd prime p ∈m and (/p) = 1
}
.
For a thorough and detailed discussion, proof, and illustration of these facts, see [10, Theorem 3.12,
pp. 132–135] for ﬁeld discriminants and [5, §5.3] for general discriminants but, in the latter, not with
the speciﬁcity we have described above.
In [16] Sun related quartic residues modulo a prime to representation of those primes by certain
binary quadratic forms and left conjectures at the end of the work. We make explicit connections with
continued fractions which are intimately related to the solution of the Pell equation, not made in [16].
In Section 4 we prove these conjectures as well as link the notions of genus theory, quartic residues,
continued fractions, and solutions of the Pell equation. To this end, we develop more background on
continued fractions and quartic residue symbols.
Herein, we will be concerned with the simple continued fraction expansions of quadratic irra-
tionals α = (P +√D )/Q where D ∈ N, D is not a perfect square and P2 ≡ D (mod Q ) with P , Q ∈ Z
and Q 	= 0. We denote this expansion by
α = 〈q0;q1,q2, . . . ,q−1,ql 〉,
where  = (α) is the period length, q0 = α (the ﬂoor of α). The norm of α is given by N(α) =
(P2 − D)/Q 2. The kth convergent of α for k 0 is given by
Ak
Bk
= 〈q0;q1,q2, . . . ,qk〉 = qk Ak−1 + Ak−2qkBk−1 + Bk−2 , (2.9)
where A−2 = 0, A−1 = 1, B−2 = 1, B−1 = 0. The complete quotients are given by (Pk +
√
D )/Qk , where
P0 = P , Q 0 = Q , and for k 1,
Pk+1 = qkQk − Pk, (2.10)
qk =
⌊
Pk +
√
D
Q
⌋
, (2.11)k
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D = P2k+1 + QkQk+1. (2.12)
We will also need the following facts (which can be found in most introductory texts in number
theory, such as [9]; also, see [8] for a more advanced exposition):
AkBk−1 − Ak−1Bk = (−1)k−1. (2.13)
Also, if we deﬁne for any k ∈ N,
Gk−1 = Q 0Ak−1 − P0Bk−1, (2.14)
then
Gk−1 = PkBk−1 + QkBk−2, (2.15)
and
G2k−1 − B2k−1D = (−1)k QkQ 0. (2.16)
In particular,
G2−1 − B2−1D = (−1)(Q 0)2. (2.17)
In what follows, for a general discriminant , with associated radicand D , and conductor f , the
value σ is deﬁned by
σ =
{
2 if D ≡ 1 (mod 4), and f is odd,
1 otherwise.
(2.18)
(The reader unfamiliar with the notions of a general discriminant and radicand may consult [8, Sec-
tion 1.5, pp. 23–24].)
If α = (σ − 1 + √D )/σ and Q 0 = 1, then Gl−1 + Bl−1
√
D is the fundamental solution of the Pell
equation X2 − DY 2 = (−1)l denoted by 4D . By fundamental solution X + Y
√
D , we mean that X , Y
have the least positive values possible.
Remark 2.2. Note that via (2.17), it follows that the fundamental unit of Z[√D ], namely the funda-
mental solution of the Pell equation x2 − Dy2 = (−1)l , is given by Gl−1 + Bl−1
√
D = Al−1 + Bl−1
√
D .
We use Z[√4D ] = Z[√D ] to emphasize the fact that we are dealing with the real quadratic order
Z[√D ] of discriminant 4D , which may not equal the maximal order or ring of integers in Q(√D ).
For instance, if D ≡ 1 (mod 4) is square-free, then the maximal order in Q(√D ) is Z[(1 + √D )/2]
and Z[√D ] is an order of index 2 in the maximal order – see [8, Section 1.5, pp. 23–30] for back-
ground on quadratic orders in general. Moreover for an odd prime p ≡ 1 (mod 4) with (D/p) = 1, if
4D ≡ x4 (mod p) in Z[
√
D ] then the symbol (4D/p)4 is deﬁned as +1 and is −1 otherwise. Simi-
larly if 4D ≡ x2 (mod p) in Z[
√
D ] then (4D/p) = 1 and −1 otherwise. Note that if we are dealing
with the maximal order Z[(1+ √D )/2] when D ≡ 1 (mod 4), then in the case when D ≡ 5 (mod 8)
with fundamental unit D = (a0 + b0
√
D )/2 with a0b0 odd, we are dealing with a congruence in
Z[(1+ √D )/2] and the fundamental unit is (Gl−1 + Bl−1
√
D )/2.
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Theorem 2.2. If D ≡ 1,2 (mod 4) is a non-square integer, then there is a solution to x2 − Dy2 = −1 if and
only if x0 ≡ −1 (mod 2D), where (x0, y0) is the fundamental solution of x2 − Dy2 = 1.
Proof. See [13]. 
3. Quartic and quadratic residuacity
The following links solutions of the negative Pell equation x2− p2cy2 = −1 with quartic residuacity
of the fundamental unit 4c of the real quadratic order Z[
√
4c ], of discriminant F = 4c where F =
Q(
√
c ), together with solutions of a congruence involving 4c modulo p in Z[
√
p2c ]. The following
which does not appear to be explicit in the literature, extends some results of our earlier work in [12].
It should be noted however, that in [2] results were obtained involving splitting of primes in Kummer
extensions that may be interpreted as part of the following. Yet, no continued fractions connections
were made, specially with respect to our use of Theorem 2.2. See Remark 2.2 for a reminder as to
why we use the order Z[√4c ] below. Thus the following continued fractions approach has not been
used before and the results are not heretofore in the literature.
Theorem 3.1. Let c > 1 be a non-square integer, 4c the fundamental unit of Z[
√
4c ], p a prime with p − 1 =
2αt where α  2, t is odd, and the Legendre symbol equality (c/p) = 1 holds. Then if  = (√p2c ) = (√D )
the following are equivalent.
1.  is odd.
2. A2−1 ≡ −1 (mod cp2) in the simple continued fraction expansion of
√
D.
3. (p−1)/2
α−1
4c ≡ −1 (mod p) in Z[
√
4c ].
4. (a) If α = 3, then ( 4cp )4 = −1 and ( 4cp ) = 1.
(b) If α = 2, then ( 4cp ) = −1.
Furthermore, if α  4, then 1–3 imply that ( 4cp )4 = 1.
Proof. The equivalence of 1 and 2 is Theorem 2.2. The equivalence of 1 and 3 is a consequence
of a result of Jensen [6] which we proved via our results in [12] in a very elementary fashion. The
equivalence of 3 and 4 follows from an easy computation using Euler criterion, as does the implication
for α  4. 
Remark 3.1. Note that in the case α  4 in Theorem 3.1, the condition on the quartic residue symbol
is not suﬃcient. For instance, if D = 2 · 11532 = cp2, then  = 10, but ((1 + √2 )/p)4 = 1. The latter
follows from a result of Emma Lehmer [7] that says that for p ≡ 1 (mod 16), ((1 + √2 )/p)4 = 1 if
and only if p = c2 +128d2 and we have 1153 = 12 +128 ·32. A related result is that if p ≡ 1 (mod 8),
then ((1 + √2 )/p) = 1 if and only if p = a2 + 64b2 = c2 + 32d2 (see [1]). Indeed, in [7], it is shown
that if p = c2 + 32d2 = 8n + 1, then
(8/p)4 = (−1)d+n. (3.19)
This will come handy in what follows.
When c = 2 we have a nice situation that goes back at least to Perrot [14] in 1888. Given that
we proved the Perrot result in [12] in an elementary fashion and we have use of it below it is worth
stating it here for the convenience of the reader.
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1. If
p ≡ 9 (mod 16) with p = u2 + 2v2 and 8 | v (3.20)
then  is odd.
2. If
p ≡ 1 (mod 8) with p = u2 + 2v2 and  is odd (3.21)
then 8 | v.
Proof. See [14] or [12] for an elementary proof. 
The above allows for a criterion for 4c to be a quadratic residue modulo p. This is immediate
from Theorem 3.1.
Corollary 3.2. Under the hypothesis of Theorem 3.1, 4c is a quadratic residue modulo p if and only if  is even
and if p ≡ 9 (mod 16), then (4c/p) = 1, while if p ≡ 1 (mod 16), then (4c/p) = −1.
Although Corollary 3.2 gives us a general criterion for (4c/p) = 1, it does so in terms of the order
Z[√p2c ], necessarily, since it is based upon Theorem 3.1. We go considerably further in what follows.
In what follows the A j are from the simple continued fraction expansion of
√
c via (2.9).
Lemma 3.1. Suppose p ≡ 1 (mod 4) is a prime with representation p = a2+b2 , a is odd, (c/p) = 1, (√4c ) is
odd, and 4c = a0 + b0√c is the fundamental unit of Z[
√
4c ]. Then for exactly one value of γ = ±1 uniquely
determined by the congruence A−1 ≡ −γ A−1(l−1)/2A(l−3)/2 (mod b0c)
T =
(
γ A(−3)/2 γ A(−1)/2
U V
)
∈ SL(2,Z),
where
U = (A−1A(−3)/2 − γ A(−1)/2)/(b0c) ∈ Z,
and
V = (A−1A(−1)/2 + γ A(−3)/2)/(b0c) ∈ Z,
and for this value, T takes the form f = (b0,−γ 2a0,b0c) to (1,0,1).
Proof. First of all, we note that from [12, (4.39)–(4.40)]
b0c = A2(−3)/2 + A2(−1)/2. (3.22)
Now by (2.17) and Remark 2.2, a20 − b20c = A2−1 − B2−1c = −1 so it follows from (3.22) that
A2−1 ≡ −1 ≡
(
A−1(−3)/2A(−1)/2
)2
(mod b0c). (3.23)
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satisfying (3.22), so
A−1 ≡ −γ A−1(l−3)/2A(l−1)/2 (mod b0c) (3.24)
for exactly one choice of +1 or −1 in the deﬁnition of γ . Hence,
U = (A−1A(−3)/2 − γ A(−1)/2)/(b0c) ∈ Z. (3.25)
By a similar argument to the development of (3.24), we get that
A−1 ≡ −γ A−1(l−1)/2A(l−3)/2 (mod b0c)
from which we get
V = (A−1A(−1)/2 + γ A(−3)/2)/(b0c) ∈ Z. (3.26)
Also,
γ A(−3)/2V − Uγ A(−1)/2 = 1
from (3.22) and (3.25)–(3.26), so T ∈ SL(2,Z).
Now we conclude the lemma by showing that f actually is taken to (1,0,1) via T . We do this by
showing that T−1 = ( V −γ A(l−1)/2−U γ A(l−3)/2
)
takes (1,0,1) to f . Since
(V x− γ A(−1)/2 y)2 + (−Ux+ γ A(−3)/2)2
= (V 2 + U2)x2 − 2γ (V A(−1)/2 + U A(−3)/2)xy + (A2(−1)/2 + A2(−3)/2)y2,
with U2 + V 2 = b0, γ (V A(−1)/2 +U A(−3)/2) = γ a0, and b0c = A2(−1)/2 + A2(−3)/2, then (1,0,1) goes
to (b0,−2γ a0,b0c) and the result is secured. 
The following, our principal result, gives us a criterion for the fundamental unit of Z[√4c ] to be
a quadratic residue modulo p in terms of genus theory and an approach taken by the ﬁrst author in
[10] that was inspired by the second author who was a proof reader at the time the book was being
written.
To understand that the terms in the following are well deﬁned, we need to have a preamble to
describe the process. Suppose that c ∈ Z is not divisible by an odd prime p. Then for 4c to be a
quadratic residue modulo p given the Legendre symbol (c/p) = 1, we require that either the norm
N(4c) = 1 or N(4c) = −1 and p ≡ 1 (mod 4). This makes the concept of 4c being a quadratic
residue modulo p a well-deﬁned one. For instance, if c = 2 and p = 41, for which (c/p) = 1, then
1+ √2 ≡ (18+ 8√2 )2 (mod 41)
since (18 + 8√2 )2 = 1 + √2 + 41(11 + 7√2 ). In other words, in Z[√2 ], 8 is a square mod-
ulo 41. Observe that this is an illustration of Corollary 3.2 as well since (
√
2 · 412 ) = 4 and
p = 41 ≡ 9 (mod 16) with (8/p)4 = 1 by (3.12).
With the above in mind, we have the following, which considerably simpliﬁes the results of
Sun [16] wherein one needs to ﬁnd a speciﬁc subgroup of the class group and the formulation is
quite complicated. Indeed our Legendre symbol criterion, (3.27) below, is as simple as possible.
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and (
√
4c ) is odd. Then the following are equivalent.
1. 4c = a0 + b0√c is a quadratic residue modulo p.
2. The form (a,−2b,−a) represents
q ≡ 2−1(aa0 − bγ )(aA(−3)/2 + bA(−1)/2)−2 (mod p),
where γ = ±1 is uniquely determined in Lemma 3.1.
3. The Legendre symbol equality
(
2−1(aa0 + b)
p
)
= 1 (3.27)
holds.
Proof. First assume 1, that 4c is a quadratic residue modulo p. Then
4c ≡ (u + v
√
c )2 (mod p). (3.28)
It follows that
u2 + cv2 ≡ a0 (mod p)
and
2uv ≡ b0 (mod p). (3.29)
Hence,
b0u
2 − 2a0uv + b0cv2 ≡ 0 (mod p).
Thus, there exists an integer φ such that
b0u
2 − 2a0uv + cb0v2 = pφ. (3.30)
Now let A = ( γ u u′
v v ′
) ∈ SL(2,Z), namely γ uv ′ − vu′ = 1 where γ = ±1. Also, set the form f =
(b0,−γ 2a0,b0c), where the discriminant of f is given by
4a20 − 4b20 = 4
(
a20 − b20c
)= −4.
Note that from (3.30), f goes to g = (pφ, B,C) via A where B,C ∈ Z.
Let S = ( α α′
β β ′
)
be such that S takes (1,0,1) to g . Hence, α2 + β2 = pφ. It follows that there exist
m,n ∈ Z such that φ =m2 + n2 and
α = am − bn and β = bm + an. (3.31)
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s s′
)
be the matrix given in Lemma 3.1. We have R = T S takes f to g . It follows that AR−1
is an automorphism of f . By (2.8) there are only four automorphisms of f , namely, ±I = ±( 1 0
0 1
)
and
±( a0 −cb0b0 γ a0
)
.
Consider the case where AR−1 = I that is A = R = T S . Then γ uv = rα + r′β and v = sα + s′β .
Thus we have
γ uv = (rα + r′β)(sα + s′β)= α2rs + r′s′β2 + αβ(rs′ + sr′)
= (am − bn)2rs + r′s′(bm + an)2 + (am − bn)(bm + an)(rs′ + sr′)
=m2(a2rs + r′s′b2 + (rs′ + sr′)ab)+mn(−2abrs + r′s′2ab + (rs′ + sr′)(a2 − b2))
+ n2(rsb2 + r′s′a2 + (rs′ + sr′)(−ab)),
and by replacing a2 by −b2 via p = a2 + b2 we get the former is
≡m2(a2rs + r′s′(−a2)+ (rs′ + sr′)ab)
+mn(−2abrs + r′s′2ab + (rs′ + sr′)(−b2 − b2))
+ n2(rs(−a2)+ r′s′a2 + (rs′ + sr′)(−ab)) (mod p).
It follows that
γ uv ≡ am2(ars − ar′s′ + b(rs′ + sr′))
− 2bmn(ars − ar′s′ + b(rs′ + sr′))
− an2(ars − ar′s′ + b(rs′ + sr′)) (mod p),
so
γ uv ≡ (am2 − 2bmn − an2)(ars − ar′s′ + b(rs′ + sr′)) (mod p).
Now, by (3.29), which is tantamount to uv ≡ 2−1b0 (mod p) we get
(
am2 − 2bmn − an2)(ars − ar′s′ + b(rs′ + sr′))≡ γ 2−1b0 (mod p),
or
(
am2 − 2bmn − an2)≡ γ 2−1b0(ars − ar′s′ + b(rs′ + sr′))−1 (mod p). (3.32)
In the other cases we obtain similarly the condition (3.32) namely h = (a,−2b,−a) represents q
modulo p given by the following where the values of r, s, r′ , s′ are replaced by their representative
values in Lemma 3.1:
2−1b20c
(
aa0
(
A2(−3)/2 − A2(−1)/2
)− 2γ aA(−1)/2A(−3)/2
+ b(2a0A(−1)/2A(−3)/2 + γ (A2(−3)/2 − A2(−1)/2))−1
≡ 2−1b20c(aa0 + bγ )
(
A2(−3)/2 − A2(−1)/2
)+ 2A(−1)/2A(−3)/2(a0b − aγ ))−1
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≡ 2−1ab−1(aa0 + bγ )(aA(−3)/2 + bA(−1)/2)−2
≡ 2−1(aa0 − bγ )(aA(−3)/2 + bA(−1)/2)−2 = q (mod p),
which is 2. Note that in the above computation we have used the fact that p = a2 +b2. Now assuming
2 holds and since we are concerned only with Legendre symbol equalities in 3, then we may ignore
the squares in q, so since we have the Legendre symbol equality (h(m,n)/p) = (q/p) and since h
is a form of discriminant 4p and h(m,n) is an integer represented by it, we have (h(m,n)/p) =
(2−1(aa0 − bγ )/p) = 1. Furthermore, since we have the Legendre symbol equalities:
(
(aa0 − bγ )(aa0 + bγ )
p
)
=
(
a2a20 − b2
p
)
=
(
a2a20 + a2
p
)
=
(
a2(a20 + 1)
p
)
=
(
a2b20c
p
)
=
(
c
p
)
= 1,
then
(
aa0 − bγ
p
)
=
(
aa0 + bγ
p
)
,
so whatever the sign of γ
(
aa0 − b
p
)
=
(
aa0 + b
p
)
.
Hence, (2−1(aa0 + b)/p) = 1, which is 3.
Assuming 3 we have (2−1(aa0 + b)/p) = 1. By Dirichlet’s theorem – see [10, Theorem 7.7, p. 28]
for instance – there is a prime Q ≡ 2−1(aa0 + b) (mod p). Thus, the Legendre symbol equality holds:
(Q /p) = (2−1(aa0 + b)/p) = 1. Hence 2−1(aa0 + b) is represented by a form of discriminant 4p. As
there is only one genus by Theorem 2.1, we have by Remark 2.1, each form represents 2−1(aa0 +b) so
there exist m,n ∈ Z such that h(m,n) = Q ≡ q (mod p). Working the above equations backwards we
have that 4c is a quadratic residue modulo p, which is 1 and thereby completes the logical circle. 
Example 3.1. Let c = 41, p = 2633 = a2 + b2 = 432 + 282, with a0 = 32, b0 = 5. We have
(
2−1(aa0 + b)/p
)= (1317 · (43 · 32+ 28)/2633)= 1,
so 4·41 = 32+ 5
√
41 is a quadratic residue modulo p. Indeed,
32+ 5√41 ≡ (688+ 863√41 )2 (mod 2633).
Remark 3.2. It is worth noting that in the proof of Theorem 3.2, the form h = (a,−2b,a) is an element
of order 4 in the form class group of discriminant 4p, which is isomorphic to the narrow class group.
These are the elements that map to elements of order 2 in the wide (ordinary) ideal class group under
the natural mapping – see [10, Theorem 3.5, p. 110]. In the wide ideal class group these elements
are in ambiguous classes without ambiguous ideals in them. For more background on this see [10,
Theorem 3.9, p. 121] for a criterion in terms of such classes for a positive discriminant to be the sum
of two relatively prime squares when the fundamental unit of the underlying real quadratic order has
norm 1 – also see [11].
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for the real quadratic order Z[(1+ √c )/2] when c ≡ 5 (mod 8). Note that in Example 3.1, the funda-
mental unit therein is the fundamental unit of the maximal order Z[(1+√41 )/2] even though we are
dealing with the order Z[√41 ] of index 2 in the maximal order. This is because when c ≡ 1 (mod 8)
the fundamental unit of the two orders is the same. Thus, in what follows we concentrate on the
real quadratic order orders with positive discriminant D ≡ 5 (mod 8) wherein x2 − Dy2 = −4 has a
solution with gcd(x, y) = 1. Note as well that this follows from Theorem 3.2 readily since the funda-
mental unit of Z[√c ], when the fundamental unit of Z[(1+√c )/2] is of the form c = (a0 +b0√c )/2
with a0b0 odd, is given by 3c – see [8, Theorem 2.1.4, p. 53] for proofs of these facts and background
information.
Corollary 3.3. Let c ≡ 5 (mod 8) be prime with p = a2 + b2 , a is odd, (c/p) = 1, and ((1 + √c )/2) is odd
with c = (a0 + b0√c )/2 the fundamental unit having a0b0 odd. Then c is a quadratic residue modulo p if
and only if the Legendre symbol equality holds:
(
aa0(a20 + 3) + 2b
p
)
= 1. (3.33)
Proof. By the discussion preceding the corollary, 3c is the fundamental unit of Z[
√
c ] so we merely
invoke Theorem 3.2 to get that since c is a quadratic residue modulo p if and only if 3c is one, then
c is a quadratic residue modulo p if and only if
(
2−1(a8−1(a30 + 3a0b20c) + b)
p
)
= 1. (3.34)
However, since a20 − b20c = −4, then 3b20c = 3a20 + 12, so (3.34) becomes (3.33). 
Remark 3.3. What is hidden in Corollary 3.3 is that once one knows a quadratic residue for the
fundamental unit of Z[√c ], then one can explicitly get the quadratic residue for the order Z[(1 +√
c )/2] as follows. Suppose that
3c ≡ (u + v
√
c )2 (mod p).
Then it follows that
c ≡
(
−1c (u + v
√
c )
)2
(mod p).
This and more are illustrated in the following.
Example 3.2. Let c = 61 and p = 5 = a2 + b2 = 12 + 22 for which a0 = G2 = 39, b0 = B−1 = B2 = 5.
Then
(
aa0(a20 + 3) + 2b
p
)
=
(
1 · 39(392 + 3) + 2 · 2
5
)
= 0.
Thus 61 = (39 + 5
√
61 )/2 is not a quadratic residue modulo 5. However for the prime p = 269 =
132 + 102,
(
aa0(a20 + 3) + 2b
p
)
=
(
13 · 39(392 + 3) + 2 · 10
269
)
= 1
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39+ 5√61
2
≡
(
257+ 829√61
2
)2
(mod 269).
Now we illustrate the comment in Remark 3.3. Since
361 = 29718+ 3805
√
61
and
29718+ 3805√61 ≡ (188+ 204√61 )2 (mod 269)
then
61 = 39+ 5
√
61
2
≡
[(
39+ 5√61
2
)−1
(188+ 204√61 )
]2
(mod 269)
≡
[(
39+ 5√61
2
)
(188+ 204√61 )
]2
≡ (27444− 3805√61 )2 (mod 269).
4. Proof of conjectures
In this section we prove conjectures left by Sun at the end of [16]. At the time of submission of the
current article, we were not aware that these conjectures have already been proved in [4]. As these
conjectures were proved independently, we include the proof here mainly to highlight the power of
our methods used to prove our main results.
The notation developed in Section 2 is in force. We will also require a class number formula that
relates the various orders of negative discriminants. This is given as follows – see [8, Footnote 1.5.9,
pp. 25–26], for the general deﬁnition for arbitrary orders and [8, Section 5, pp. 23–30] for the general
background on orders. In the following  ≡ 0 (mod 4) is a negative discriminant with  = f 20,
where 0 is a fundamental discriminant, and f is its conductor.
h = h0ψ0( f), (4.35)
where
ψ0( f) = f
∏(
1− (0/p)/p
)
,
with the product taken over all distinct primes dividing f and (∗/∗) is the Kronecker symbol. The
following proves the aforementioned conjectures of Sun concerning C4 for  < 0. Herein h
4
 = |C4|
and h = |C|.
Theorem 4.1.
1. Let p ≡ 1 (mod 8) be prime. Then h4−8p = h4−128p = h−8p/4.
2. Let p ≡ 1 (mod 24) be prime. Then h4−24p = h4−384p = h−24p/8.
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h4−8pq = h4−128pq =
{
h−8pq/16 if (p/q) = 1,
h−8pq/8 if (p/q) = −1.
Proof. For part 1, suppose that p ≡ 1 (mod 8) with  = −8p. Then the order of the genus group
|G| = 2 by (2.5) and the two ambiguous forms are e = (1,0,2p) and f = (2,0, p). Also e is in
the principal genus by (2.1). We now show that f is in the principal genus as well. If n = p + 2,
then gcd(n,2) = 1 and n is represented by f . By (2.3) the assigned characters are χ1( f ) =
(−2/(p + 2)) = 1 and χ2( f ) = ((p + 2)/p) = (2/p) = 1 since p ≡ 1 (mod 8). Hence f is in the prin-
cipal genus P , so |P : C4| = 2, so from (2.6), we have h4 = h/4. Also, by (4.35), h−128p = 4h−8p .
From (2.7) we have |G−128p | = 4. By a similar argument to the above it follows that all the four
ambiguous forms for −128p are in the principal genus (see [3, p. 55] for the assigned characters of
−128p), so |P−128p : C4−128p | = 4. Thus, |C−128p : C4−128p | = 16. Hence, h4−128p = h−128p/16 = h−8p/4.
This completes part 1.
For part 2 observe that if  = −24p with p ≡ 1 (mod 24), then |G| = 4 and the four ambiguous
forms are (1,0, p), (3,0,2p), (2,0,3p) and (6,0, p). Note that (3,0,2p) represents 2p + 3 which is
coprime to 2. Moreover, ((2p + 3)/3) = (2p/3) = −(p/3) = −1 as p ≡ 1 (mod 3). Thus (3,0,2p)
is not in the principal genus. Similarly, (2,0,3p) is not in the principal genus as ((3p + 2)/3) =
−1. However the form (6,0, p) is in the principal genus as it can be shown that for the integer
p + 6 represented by (6,0, p) all the generic character values are equal to 1. Hence there are two
ambiguous forms in P−24p and |P−24p : C4−24p | = 2. Combining this fact with |G−24p| = 4 it follows
that |C−24p : C4−24p | = 8 and hence h−348p = h−24p/8. By (4.35) h−384p = 4h−24p and part 2 follows.
For part 3 we prove only that h4−8pq = h−8pq/16 when (p/q) = 1 since the balance follows in
a similar manner. For  = −8pq we have |G| = 4 and the four ambiguous forms are (1,0,2pq),
(2,0, pq), (p,0,2q) and (q,0,2p). For the integer m = pq + 2 represented by f = (2,0, pq), we have
χ2( f ) = χ3( f ) = 1 as (2/p) = (2/q) = 1 since p ≡ q ≡ 1 (mod 8). Moreover m ≡ 3 mod 8 and hence
χ1( f ) = 1 and therefore f is in the principal genus. For the form g = (p,0,2q), we consider m =
p + 2q and note that χ2(g) = (m/p) = (2q/p) = 1 if (p/q) = 1. Similarly the other characters also
have value 1. In the same manner we can show that the form (q,0,2p) is also in P−8pq . Thus in
this case all four ambiguous forms are in the principal genus and so |P−8pq : C4−8pq| = 4 and hence
|C−8pq : C4−8pq| = 16, which gives h4−8pq = h−8pq/16. 
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