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I. INTRODUCTION
We consider vectors (also referred to as signals) in H = N (resp., H= N ). The goal is to find an efficient representation of a signal s 2 H. One well-known way to do this is to take an orthonormal basis 8 = D are no longer linearly independent and the representation of s is not unique. The hope is that among all possible representations of s there is a very sparse representation, i.e., a representation with few nonzero coefficients. The tradeoff is that we have to search all possible representations of s to find the sparse representations, and then determine whether there is a unique sparsest representation. Following [1] and [2] , we will measure the sparsity of a rep- 
It turns out that the optimization problem (2) is much easier to handle than (1) through the use of linear programming (LP), so it is important to know the relationship between the solution(s) of (1) and (2) , and to determine sufficient conditions for the two problems to have the same unique solution. This problem has been studied in detail in [1] and later has been refined in [2] 
is the coherence of the dictionary. The special case where D D D is the union of L 2 bases is studied in Section III, leading to explicit suf-
and for 2 f0; 1g with
1 Parallel work done independently by Donoho and Elad [3] also addresses the question of generalizing previous results to general dictionaries. Though there are some similarities between this work to the work in [3] , a somewhat different perspective on the problem is adopted and the proofs use different techniques.
0018-9448/03$17.00 © 2003 IEEE In the case L = 2 we simply recover the main result from [2] , and for L 6 we obtain a condition that is less restrictive than the condition for arbitrary dictionaries. In Section IV, we construct highly redundant dictionaries where the results of the present correspondence give fairly relaxed conditions for (1) and (2) 
The kernel of the dictionary will play a special role
as well as the integer quantity (called spark of the dictionary in [3] )
kxk 0 :
By refining ideas from [2] we have the following lemma. Proof: The lemma was used without being stated explicitly in [1] and [2] , in the special case = 1 and with D D D a union of two orthonormal bases. The proof follows the same steps as in [1] and [2] . The following lemma shows that such conditions are intimately related
. We denote by dxe the smallest integer not smaller than x, i.e., dxe 0 1 < x dxe. The first statement immediately follows. The second statement is almost trivial. Assuming that condition (9) holds true with and f, we know that when kk 0 < f, , then it will also hold for = 0 with the same constant. This fact will be extensively used to find sufficient conditions so that a solution to the`1 problem also solves uniquely the`0 problem. 
Eventually, Elad and Bruckstein used another technique to obtain condition (9) for = 1 (and, thus, for = 0) with
Feuer and Nemirovsky [4] recently proved that the above constant is essentially the best one to get condition (9) for = 1, in particular it cannot be replaced with the less restrictive constant (11). Next we show that the result with the most restrictive of the constants, that is, (10) , extends to the case of arbitrary dictionaries. In the next section, we will consider results for dictionaries built by taking the union of L 2 orthonormal bases.
then is the (unique) solution to both the`0 and the`1 minimization problems.
Proof: As already noticed, we will just need to show that (9) holds for = 1 with f := (1 + 1=M )=2. 
Summing over k 2 S we get P1(S; D D D) 1 kxk1
as soon as card (S) < (1 + 1=M )=2.
Note that the above line of arguments can be modified slightly to prove that for arbitrary dictionaries we have the generalized uncertainty principle 
where 1N 2 N is a column vector with all entries equal to one.
For each l, summing over the nonzero coordinates of X l we obtain kX l k1 MkX l k0 1 l 6 =l kX l k1. It follows that 
then the unique solution to the`0 problem is .
For L = 2, we find again the least restrictive condition (11) of Elad and Bruckstein. As we increase the number L of bases while keeping M constant (we will see in Section IV that it is indeed possible to have up to L = N + 1 orthonormal bases with perfect separation M = 1= p N, for N a power of two), Condition (20) gets more and more restrictive. It is only natural that we have to pay a price for increasing the redundancy of the dictionary. For small enough values of L, (20) is less restrictive than (13) . For L 1 + 1=M , however, the bound in Corollary 1 becomes more restrictive than the general result from Theorem 1, so the latter should be used in this case.
Let us now consider the`1 minimization problem with unions of orthonormal bases. For pairs of bases, the general result of Theorem 1 was improved in [2] Let us proceed as in [2] : by replacing the equality constraints (24) with two inequalities, we now have a classical linear programming problem, which can be put into canonical form 
If there is some value of l for which k l k0 = 0, the associated constraint is stronger and becomes
Obviously, (27) (resp., (28)) can always be satisfied by taking b = g() + and c = 0g() 0 with g() := M( 06()) (resp., g() := 0M6()). show that indeed max g() = max(g(0); g(k 1 k0)), and that when the maximum is g(0) it does not satisfy the constraint (29). So, in this case, the sufficient condition g(k 1 k0) > 01=2 is, in a sense, optimal for the type of argument we have presented.
In the case where k l k 0 = 0 for some l (i.e., k 1 k 0 = 0), we notice that 6() is a piecewise-linear increasing function, so max g() = we get the same result. In both cases, we reach the conclusion using Theorem 2.
The sufficient conditions in Corollary 1 and 2 are very similar, but the latter is a bit more restrictive, with a gap 1=2 0 ( p 2 0 1) 0:086 in the constant in front of 1=M. N) , and we will use the following theorem to build examples of such dictionaries. We refer to [6] and [7] for a proof of Theorem 3. The dictionaries from Theorem 3 are called Grassmannian dictionaries due to the fact that their construction is closely related to the Grassmannian packing problem, see [6] and [7] for details. to ensure that the (most difficult)`0 minimization problem admits as a unique solution.
The proofs of the above results are based on the techniques introduced in [1] and [2] so the main contribution of the present correspondence is to point out that we are not restricted to dictionaries that are the union of two orthonormal bases. We can consider more general dictionaries and still enjoy all the practical benefits from restating the problem as a linear programming minimization problem and get the`0 minimizer for "free" in cases where the output from the LP algorithm has few nonzero entries.
Finally, we should note that many natural and useful redundant dictionaries such as the discrete Gabor dictionary, unions of bi-orthogonal discrete wavelet dictionaries, etc., cannot be written as a union of two orthonormal bases and thus were not covered by the results in [1] and [2] .
