In this paper, we derive necessary optimality conditions for optimization problems defined by non-convex differential inclusions with endpoint constraints. We do this in terms of parametrizations of the convexified form of the differential inclusion and, under additional assumptions, in terms of the inclusion itself.
Introduction
Consider the optimization problem P: minimize g 0 (x(1)) subject to x* (t) # F(t, x(t))
a.e. in [0, 1],
where F is a closed-valued multifunction measurable in t and Lipschitzian in x, and g=( g 0 , g 1 ): R N Ä R_R M is locally Lipschitzian. (The endpoint constraint of the form x(1) # C, where C is a closed set, is a special case of the above obtained by setting g 1 (x(1))=dist(x(1), C) :=inf [ |x(1)&y| : y # C].) We are concerned with necessary conditions for a solution to P. If F(t, x) admits a parametrization, i.e. there exist a set U and a function f(t, x, u) such that F(t, x)=[ f(t, x, u) : u # U] and if certain regularity conditions are satisfied then the maximum principle and its various generalizations (see [26, 30] ) concerning the control system defined by ( f, U ) provide necessary conditions for a solution to P. However, for a nonconvex-valued multifunction F it is very difficult to determine whether such a parametrization exists. On the other hand, a variant of Lojasiewicz'es parametrization theorem [17] shows that under fairly general conditions such a parametrization exists when F is convex-valued (Section 4).
Article No. 0006 Therefore, it would be useful to establish necessary conditions for a solution to (the original, unrelaxed) problem P in terms of parametrizations for the convex closure coF of F. This is the main purpose of this paper. Crudely speaking, our main result is that a solution to problem P satisfies the same generalized maximum principle as do optimal solutions to the problem with the relation x* # F(t, x) replaced by the control system determined by a parametrization of coF. Under an additional assumption of the existence of a C 1 representation of coF with a compact parameter set, this necessary condition will lead to an intrinsic (independent of parametrizations) necessary condition in terms of the generalized derivative of the Hamiltonian associated with F, and an example shows that without the C 1 assumption on the parametrization and the compactness assumption on the parameter set such a condition is not valid in general.
This research is related to the well known open question raised by Clarke [2, 3] concerning the validity of the Hamiltonian necessary condition for optimization problems involving nonconvex differential inclusions and endpoint constraints. The results in this paper do not answer Clarke's question because our necessary condition is expressed in terms of a parametrization of the convexified inclusion while Clarke's question concerns an intrinsic condition expressed in terms of the Hamiltonian of the differential inclusion. However, our results shed some new light on this open problem in the following two respects: 1. We show that the Hamiltonian necessary condition is valid and can be strengthened for an optimization problem involving a nonconvex differential inclusion and endpoint constraints provided the convexification of the right hand side of the differential inclusion has a C 1 parametrization (Corollary 3.2). 2. We construct an example (Example 5.2) with a convex differential inclusion for which our parametrized necessary condition is stronger than the Hamiltonian necessary condition proved by Clarke for the convex case.
The Euler Lagrange condition is another type of an intrinsic necessary condition that had received much attention. Recently, using discrete approximations, Mordukhovich [21 24 ] derived refined Euler Lagrange conditions for Bolza problems with nonconvex differential inclusions and general endpoint constraints and for free time problems. In particular, for a Mayer problem, Mordukhovich'es refined Euler Lagrange necessary condition applies to optimization problems involving nonconvex differential inclusions and endpoint constraints with the usual Lipschitz assumption about the inclusion. Since, in the convex case, Mordukhovich'es refined Euler Lagrange necessary condition implies the Hamiltonian necessary condition, it is the strongest intrinsic necessary condition in the literature for optimization problems involving convex differential inclusions and endpoint constraints. Interestingly, for Example 5.2, our parametrized necessary condition is stronger than the latter condition. nonconvex differential inclusions There is abundant literature on necessary conditions for problem P in terms of various generalized derivatives of F or its associated Hamiltonian under additional assumptions on F (usually convexity) or endpoint constraints. We refer to [3, 4, 7, 8, 13 15, 18 24] for more details and the references to much of the recent literature.
The proof of our main result, roughly speaking, is as follows: consider a parametrization ( f (t, x, u), U ) of coF(t, x). For any given solution x(t) to the original differential inclusion x* (t) # F(t, x(t)), Filippov's Lemma [6, 25] implies that there exists a measurable mapping u: [0, 1] Ä U such that x* (t)=f (t, x(t), u(t)) a.e. in [0, 1] . Denote the collection of all such measurable controls u by U F . Then problem P is equivalent to the following optimal control problem P$:
We then follow the road mapped by Warga [26, 30] . Denote by S(U ) the (compact convex) set of relaxed controls corresponding to U. Consider, at the same time, the corresponding convexified optimization problem with U F replaced by S(U ). Then a controllability-extremality alternative can be deduced by (a) proving that U F is an``abundant'' subset of S(U ) and (b) applying the nonsmooth open covering theorem in [30] which, in particular, yields a necessary condition for a solution to problem P$. The property of U F being an abundant subset of S(U ) is established by invoking a recent result of A. Fryszowski and J. Rzezuchowski [9] . Similar arguments extend this result to problems with unilateral constraints and also yield a strengthened Kaskosz type necessary condition [11, 34] . After the completion of this paper the author noticed that H. D. Tuan proved a result similar to Theorem 6.1 in Section 6 independently.
The remainder of this paper is arranged as follows: in Section 2 we briefly describe notations and background material that will be used later; in Section 3 we state and prove the main results; in Section 4 we discuss a parametrization theorem; Section 5 contains some comments and examples; and we discuss an extension of the main result in Section 6.
Preliminaries
Let R n be the usual n-dimensional Euclidean space with the inner product ( } , } ) and norm | } |. An element x # R n is represented by an n-dimensional column vector and we denote its transpose by x . We denote A parametrization is called C 1 if it is Lipschitzian, f (t, }, u) is differentiable for all (t, u) # [0, 1]_U, and the function (x, u) Ä f x (t, x, u) is continuous for almost all t.
Differential Inclusions
R n be a multifunction. An absolutely continuous function x that satisfies the differential inclusion
is called a solution to (1) . We denote the set of all solutions to (1) by S F . 
Generalized Derivatives
(ii) for every compact V*/V there exists a neighborhood V of V* in V and a sequence of such that
We write Definition 2.3.2 [3] . If h is Lipschitzian, the sets
define a derivate container [29] . We write
and call it Clarke's generalized Jacobian of h at v. When h depends on additional arguments, say h=h(x, y), we write x h(x, y) to represent the generalized Jacobian of h with respect to x.
Extremality
Let U be a compact metric space and 
, where $ u is the Dirac measure concentrated at u. We now consider the (relaxed) control system
Under our assumptions on f, for each _ # S(U ) there corresponds a unique (local) solution of (2) . We denote such a solution by x(_, f )(t). Let g: R n Ä R m be a locally Lipschitzian function. Following Warga [31] , we define the concept of g-extremal for _Ä (relative to f ).
and an absolutely continuous function p(t) such that
where xÄ (t) :=x(_Ä , f )(t).
Main Results
Throughout this section we assume that g=( g 0 , g 1 ): R n Ä R_R m is locally Lipschitzian and F: [0, 1]_V Ä 2 R n and V satisfies the following conditions: (H1) F(t, x, u) is measurable in t and continuous in (x, u); (H2) there exists an integrable function k( } ) such that, for any x, y # V,
(H3) F is integrably bounded, i.e. there exists an integrable function
We associate with a multifunction F a Hamiltonian H defined by
Consider the differential inclusion
Definition 3.1. We say that x # S F is a g-extremal(L) (for Lojasiewicz extremal [16] ) if for any Lipschitz parametrization ( f (t, x, u), U ) of coF(t, x) and any measurable function u: [0, 1] Ä U such that x* (t)=f (t, x(t), u(t)), u is a g-extremal with respect to f.
Our main result is:
Remark 3.1. As we verify in Section 4, there always exists (at least one) Lipschitzian parametrization for coF when F satisfies assumptions (H1), (H2) and (H3).
We will first discuss some corollaries of Theorem 3.1 and defer the proof of Theorem 3.1 to the end of this section. The following corollary is obvious.
Corollary 3.1. Let x # S F be a solution to the optimization problem P.
Then x is a g-extremal(L).
When coF has a C 1 parametrization we can derive an intrinsic necessary condition.
Corollary 3.2. Let x # S F and let 4g(x(1)) be a derivate container of g at x(1). Assume that coF has a C 1 parametrization. Then either g(
, and an absolutely continuous function p(t) such that
Proof. Let ( f, U ) be a C 1 representation of coF and _ # S(U ) satisfy x* (t)=f (t, x(t), _(t)) a.e. in [0, 1] . By Theorem 3.1, _ is a g-extremal (relative to f ). Thus there exist l # R m , h # 4g(x(1)), and an absolutely continuous function p(t) such that
We need only to show that &p* (t) # x H(t, x(t), p(t)). Observe that [3] x H(t,
where
We have, for any v # R n ,
Therefore &p* (t) # x H(t, x(t), p(t)).
Q.E.D.
We now turn to the proof of Theorem 3.1. Set
& and K/X convex. We say that a subset U of K is ,-abundant in K if, for any given x 1 , ..., x N # K, there exists a sequence of functions * Ä u n (*) from T$ N to U such that i. lim n ,(u n (*))=,(
The following proposition follows directly from the definition.
Proposition 3.1. Assume that U is ,-abundant in K. Then, for any continuous function :
We need the following modification of Warga's extremality-controllability alternative [30 
Proof. The theorem is the same as [30, Theorem 3.1] except that the assumption that U is an abundant subset of S(U ) in [30] is replaced by the weaker assumption that U is a g(x( }, f )(1))-abundant subset of S(U ) and the extremal condition in pointwise form in [30] is replaced by the extremal condition in integral form. The proof of Theorem 3.1 in [30] is valid here up to the point where the extremal condition in integral form is derived since only the weaker assumption that U is a g(x( }, f )(1))-abundant subset of S(U ) is needed in the proof.
Proof of Theorem 3.1. Let xÄ # S F . Assume that g(xÄ (1)) Â int[ g(x(1)) :
We proceed to show that xÄ is a g-extremal(L).
Let ( f, U ) be a Lipschitzian representation of coF(t, x) and uÄ : [0, 1] Ä U a measurable function such that xÄ * (t)=f (t, xÄ (t), uÄ (t)) a.e. in [0, 1].
We need to show that uÄ is a g-extremal (relative to f ). To this end, first we define U F to be the collection of all measurable functions from [0, 1] to U such that there exists an x # S F with x* (t)=f (t, x(t), u(t)) and show that U F is g(x( } , f ) (1) 
(We should note here that the assumption that F is defined for all x # R n in [9, Theorem 2] is not essential. Since V is assumed to be open, the proof of Theorem 2 in [9] is valid under our assumptions (H1) (H3) without any change.) Let u i (*)( } ) # U F be such that x* i (*)(t)=f (t, x i (*)(t), u i (*)(t)).
Then the uniqueness of the solution to (2) implies that
Next we observe that
Thus,
It follows, invoking Theorem 3.2, that there exist
Since all measurable functions u: [0, 1] Ä U belong to S(U ), relation 4 and a standard argument (see, e.g., [26] ) lead to the pointwise form of maximum principle:
Existence of Lipschitz Parametrization
We prove in this section a variant of Lojasiewicz'es parametrization theorem [17] stating that a convex-valued multifunction satisfying assumptions (H1), (H2), and (H3) (in Section 3) admits a Lipschitz parametrization. Let U be the collection of all selections , of F that satisfy (i) and (ii). Consider any , # U as a mapping t Ä ,(t, } ):
Since , is a selection of F and F is integrably bounded, Then f is a Lipschitz parametrization of F.
Examples and Comments
Theorem 3.1 may sometimes yield stronger results than the maximum principle in control formulation. The following is an example. 1 , g 1 (x)=x 2 and x 0 =0. It is easy to see that x(t)=0 is not a solution to P because the control (u 1 (t), u 2 (t))=(&1, &1) yields the trajectory (x 1 (t), x 2 (t))=(&t, 0) and a negative value of g 0 (x(1)). However, applying the nonsmooth maximum principle (see e.g. [30] ), we cannot rule out x(t)=0 as a candidate for extremal. Indeed, let uÄ be a control corresponding to x(t)=0. Then uÄ (t)=(u 1 (t), 0) . Thus the corresponding adjoint trajectory p =(0, 1) satisfies
as well as the transversility conditions (when we take l=(0, 1) ).
where f (x, w)=(w 1 , 2x 1 w 2 ) we can use Theorem 3.1 to rule out x(t)=0 as a candidate for a solution to P. Indeed w Ä =(0, 1) is a control corresponding to the solution x(t)=0. If x(t)=0 were a solution to problem P then there would exist a nontrivial (because of the transversality condition) adjoint trajectory p such that p* 1 =&2p 2 , p* 2 =0 and 0= max
But (3) implies that p 1 =0 which in turn implies p 2 =0, showing that p must be trivial. This example shows the importance of choosing a proper form of parametrization when applying Theorem 3.1. For discussion about relations between extremals under different parametrizations we refer to [16, 35] . We ought to mention that a similar conclusion can be reached by applying the Kaskosz maximum principle [11] .
It is interesting that a convexified version of Example 5.1 is an example for which our parametrized necessary condition in Theorem 3.1 is stronger than the intrinsic condition in Corollary 3.2, the Hamiltonian necessary condition [3] and the refined Euler Lagrange condition [21, 23] . 1 , g 1 (x)=x 2 and x 0 =0. This is a convexified version of Example 5.1 and, therefore, again x(t)=0 is not a solution to P. In the last paragraph of Example 5.1 we have shown that we can use Theorem 3.1 to rule out x(t)=0 as a candidate for a solution to P. We now show that the intrinsic condition in Corollary 3.2, the Hamiltonian necessary condition [3] and the refined Euler Lagrange condition [21, 23] cannot rule out x(t)=0 as a candidate for a solution to P.
In fact, we can calculate directly that H(x, p)= | p 1 | +2 |x 1 p 2 | and
. Thus, p=(0, 1) also satisfies &p* # p x H(0, p).
Therefore, the``intrinsic'' condition given in Corollary 3.2 cannot rule out x(t)=0 as a candidate for a solution to P. Since the intrinsic necessary condition in Corollary 3.2 implies the Hamiltonian necessary condition when both of them apply, the same conclusion is true for the later. Now we turn to the refined Euler Lagrange condition [21, 23] . For x(t)=0 in our example, the refined Euler Lagrange condition takes the following q. j. zhu form: there exist an absolutely continuous function p: [0, 1] Ä R 2 and a *=(* 0 , * 1 ), not both zero, such that &p(1)=(* 0 , * 1 ) and
where D* is the coderivative introduced by Mordukhovich. Condition (4) is equivalent to
where N is the normal cone defined by
Here 6(x, 0) is the Euclidean projector of x on the closure of 0 and limsup denotes the Kuratowski Painleve upper limit for multifunctions (cf. [21] for details and additional references). Let x=(x 1 , x 2 ), y= ( y 1 , y 2 ) # R 2 be points close to 0. Then a direct calculation yields Therefore, (5) is equivalent to
With p(t)=(0, 1) and *=(0, &1), the refined Euler Lagrange condition is satisfied for x(t)=0. Thus this necessary condition cannot rule out x(t)=0 as a candidate for a solution to P.
The next example, adapted from [16, Example 3] , will show that the assumption of compactness of U and continuity of f x (t, } , } ) in Corollary 3.2 cannot be dispensed with. To show this, we shall apply a special case of a result of Ioffe [10] about the existence of a``semi-C 1 '' parametrization of a multifunction. This special case is obtained from Ioffe's Theorem 1 in [10] by defining L in [10, Theorem 1] to be the set of all C 1 mappings from R n to R n . nonconvex differential inclusions Theorem 5.1 (Ioffe [10, Theorem 1] ). Let F: [0, 1]_V Ä 2 R n be a multifunction satisfying assumptions (H1), (H2) and (H3). If F is convexvalued and, for every (t 0 , x 0 ) and v 0 # F(t 0 , x 0 ), there exists a selection , of F such that , is measurable in t, C 1 in x and ,(t 0 , x 0 )=v 0 then F has à`s emi-C 1 '' representation ( f (t, x, u), U ) such that f is measurable in t, C 1 in x and continuous in (x, u).
It is obvious that f is a Lipschitzian (but not C 1 ) representation of F with compact parameter set U :
We now prove that F also has a``semi-C 1 '' parametrization (with noncompact parameter set U ). By Ioffe's Theorem, we need only show that, for every x and v # F(x), there exists a C 1 selection , of F such that ,(x)=v. To this end, let : R Ä R be a C 1 function such that (t)=0 for t 0, (t)=1 for It is easy to check that, in each of these three cases, , is a C 1 selection of F that satisfies ,(xÄ )=vÄ . Thus, F has a parametrization ( f (x, u), U ) such that f is continuous and C 1 in x. Observe that, for any x # S F , we have
Therefore, x(t)=0 is a solution to problem P. We show that x(t)=0 does not satisfy the necessary condition given in Corollary 3.2. If on the contrary Corollary 3.2. were applicable then by the transversality condition there would be an nontrivial adjoint trajectory p satisfying the necessary conditions in Corollary 3.2. Let us calculate that
It follows that if 0=p(t) x* (t)=H(0, p(t)) then p(t)=(0, p 2 (t)) with p 2 (t) 0. Notice that, for such a p(t),
x H(0, p(t))=( p 2 (t), 0) , and therefore, the adjoint inclusion in Corollary 3.2 becomes p* 1 =&p 2 and p* 2 =0. Since p 1 =0 we also have p 2 =&p* 1 =0 which shows that p must be trivial. We conclude this section by remarking that (as pointed out in Section 3 of [34] ), using nonuniquely determined (but not necessarily convexvalued) 4g instead of uniquely determined convex-valued g in Theorem 3.1 may, in some cases, yield more accurate results.
Extension
Theorem 3.1 can be extended to problem involving unilateral constraints and strengthened to yield a Kaskosz-type necessary condition by using the extension of Kaskosz' maximum principle in Warga [34, Theorem 2.2] . The modification of Theorem 2.2 in [34] to suit our purpose is similar to our argument in the proof of Theorem 3.1. Therefore, we only state the result.
nonconvex differential inclusions
Consider the optimization problem P 1 : minimize g 0 (x(1)) subject to x* (t) # F(t, x(t))
a.e. in [0, 1], x(0)=x 0 , g 1 (x(1))=0, g 2 (t, x(t)) # A, where g 2 : [0, 1]_V Ä R p is continuous and bounded, g 2 (t, } ) Lipschitz and A a closed convex set in R p with a nonempty interior. Let g=( g 0 , g 1 ) and assume that F satisfies the conditions described in Section 3.
Let r: iii.
co . Remark 6.1. As shown in [11, 12, 34] by examples, the Kaskosz-type maximum principles sometimes yield better results than the usual maximum principle.
