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En el presente artículo se propone un algoritmo de detección de mosca blanca en la planta 
de plátano mediante inteligencia artificial, con el fin de que el monitoreo e identificación se 
hagan de forma oportuna y que la producción satisfaga las necesidades del mercado. Para 
desarrollar la solución fue utilizado el software Matlab en el cual mediante instrucciones de 
código se realizó la implementación de técnicas de procesamiento de imágenes tales como 
cambios de modelo de color, umbralización, binarización, filtros de tipo Sobel y por rango y 
aplicación de operaciones morfológicas. Dicho algoritmo cuenta con un clasificador de tipo 
supervisado específicamente una máquina de soporte vectorial que fue entrenada para la 
detección y clasificación de las hojas sanas y con plaga de mosca blanca.  
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Introducción 
El cultivo de plátano es uno de los más sembrados en Colombia y tiene como finalidad 
abastecer los mercados internacionales y también el mercado nacional. Dicha actividad 
económica genera empleos en más de ocho departamentos del país. Para que se dé una cosecha 
de calidad y se pueda proveer el plátano en las cantidades requeridas por los consumidores es 
necesario que las plantas se encuentren libres de plagas. 
La plaga conocida como mosca blanca ha impactado de forma negativa las plantaciones a 
tal punto de provocar pérdidas del 50% de la producción de plátano, lo que genera un alto 
impacto negativo para el sector agrícola. Es por esta razón que se propone una técnica de 
monitoreo de los cultivos mediante un algoritmo de inteligencia artificial.  
Mediante diversas técnicas se buscará identificar la plaga mosca blanca generando un 
algoritmo que procese las imágenes y determine cuando se encuentran afectadas o no por la 
plaga.  
La construcción del algoritmo requiere de etapas de procesamiento de las imágenes hasta 
llegar a una segmentación adecuada que entregue la información de presencia de la plaga en la 
hoja o que no identifique elementos en el caso de una hoja sana. Para complementar el 
procesamiento y permitir la clasificación es necesario hacer uso del Machine Learning de 
inteligencia artificial, que facultará al algoritmo para analizar los datos resultantes y entregar el 
resultado correcto para cada imagen. 
Con el algoritmo se tecnificará el proceso de supervisión que se realiza en las 
plantaciones de plátano, haciendo el proceso más efectivo en la identificación de la plaga lo que 
conllevará a tomar acciones correctivas inmediatas, de esta forma evitar afectaciones en la 
producción de tan importante alimento para nuestro país y el mercado extranjero. 
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Pregunta de investigación  
¿Cuál es el algoritmo de inteligencia artificial que permite identificar la presencia de mosca 






















Planteamiento del problema 
En las zonas productoras de plátano se presenta de forma cotidiana ataques a las plantas por parte 
de plagas. Las plagas son organismos animales o vegetales que destruyen y atacan los cultivos 
(Forero, 2019).  
Para el caso específico del cultivo de plátano se encuentran en la actualidad una gran 
variedad de especies, siendo uno de los más importantes la mosca blanca que ha afectado miles 
de hectáreas en cultivos de los departamentos de Quindío, Risaralda y Meta. La mosca blanca ha 
afectado los cultivos de forma crítica, provocando pérdidas de hasta 50% de la producción. El 
riesgo que genera esta plaga en los cultivos de plátano se debe a su rápida reproducción y fácil 
dispersión en determinadas condiciones ambientales, generando pérdidas económicas 
importantes. (DANE, 2016, p. 1) 
La mosca blanca succiona la sabia de la planta, limitando la conducción de alimentos de 
los tallos y las hojas, dicha condición se refleja con un color amarillento en las hojas, que se 
secan o se caen, afectando la calidad del racimo que requiere como mínimo ocho hojas 
funcionales.  
El instituto colombiano agropecuario, ICA, ha determinado que para atacar dicha plaga se 
requiere un monitoreo constante de las plantaciones y también de especies arvenses, para 
evidenciar la presencia de la plaga “la mosca blanca”. Teniendo plena identificación de esta 
plaga se pueden efectuar acciones con insecticidas. Posteriormente la eliminación de las partes 
de la hoja afectadas, buscando mantener la cantidad mínima de funcionalidad de la planta de 
plátano.  Finalmente compostar esas hojas con productos químicos o con exposición directa al 
sol. (DANE, 2016, p. 14). 
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Dado que se requiere dar solución a la identificación de mosca blanca en los cultivos de 
plátano, se propone una técnica de monitoreo basada en un algoritmo de inteligencia artificial, 
que permita evidenciar la presencia de la plaga por medio de procesamiento de imágenes y de 
esta forma identificarla antes que haya alterado el proceso natural de la plantación. 
 










La presencia de la mosca blanca impacta de forma negativa la obtención de una cosecha de 
calidad, afectando de forma directa el abastecimiento nacional e internacional del plátano y por 
lo tanto perjudica el empleo del sector.  
Teniendo en cuenta las pérdidas productivas que se han registrado en Colombia a raíz de 
la presencia de la plaga “mosca blanca”, es necesario adoptar medidas preventivas y de 
monitoreo permanente, para evitar la propagación de la plaga. Por esta razón, desde la rama de la 
ingeniera electrónica es posible aportar una solución basada principalmente en procesamiento 
digital de imágenes, diseñando e implementando un control de plagas mediante técnicas de 
tratamiento de imágenes e inteligencia artificial, que permitirá la detección de la mosca blanca en 
las hojas de plátano.  
Una identificación mediante medios tecnológicos permitirá realizar inspecciones de 
forma rápida, sin importar las dimensiones de los cultivos y por ende podrán realizarse acciones 
correctivas en las plantas que estén afectadas, lo que ayudara a optimizar el proceso productivo y 
evitar las pérdidas económicas. 
 A partir de dicha implementación podrá tecnificarse más los procesos agrícolas que en la 
actualidad siguen basados en prácticas tradicionales que con ayuda de los avances tecnológicos 






Marco referencial    
Marco conceptual:  
Cultivo de Plátano en Colombia:  
El plátano es el cultivo frutal más sembrado en Colombia y hace parte del consumo cotidiano de 
los colombianos en sus diversas variedades. En el país existen cuatro zonas principales de 
cultivo, las cuales son Urabá y Noreste de Antioquia (Choco, Córdoba), Centro (Caldas, 
Quindío, Risaralda, Tolima.), Llanos orientales (Arauca, Meta y Casanare.) y Sur del Cauca 
(Cauca y Valle del Cauca), siendo el departamento de Antioquia el principal productor con 
61.000 hectáreas. (Minagricultura, 2018, p. 3 - 4)   
De acuerdo a la información publicada por Minagricultura (2018) “alrededor del 91% del 
plátano producido es destinado a la exportación” (p.6). 
Bélgica, compra casi 600.000 toneladas por año, seguido de Estados Unidos e Italia con 
casi 300.000 toneladas adquiridas, cada uno. China es un potencial comprador del plátano para 
Colombia, aunque este mercado también es competido con Ecuador. Colombia ocupa el 4° lugar 
en producción, rendimiento y área sembrada de plátano a nivel mundial, después de Uganda, 
Camerún y Ghana. (López, 2019) 
Mosca Blanca 
La mosca blanca se reproduce con rapidez en climas templados y húmedos. Su tamaño se 
encuentra entre 1 y 3mm. Es un insecto que una vez ha aparecido es muy difícil de controlar, 
debido a que su ciclo de vida está entre los 10 y los 30 días. Durante estos pueden llegar a 
reproducirse en varias ocasiones poniendo entre 80 y 300 huevos cada vez. (CERTIS , 2017).  
Principalmente se puede detectar su presencia mirando el envés de las hojas, pues es la 
zona más porosa de la planta y donde mejor acceso tienen a la savia, aunque en ocasiones se 
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localiza en los tallos. La mosca blanca ataca a las plantas a través de su aparato bucal 
succionador con el que se alimenta de la savia de estas. (CERTIS , 2017).  
Su alimentación desencadena la muerte del tejido en las hojas afectando la calidad y el 
peso de los racimos de plátano. (Simmonds, 2016). 
Procesamiento de Imágenes  
Una imagen es una matriz de pixeles, su análisis permite extraer información de la imagen. A 
nivel computacional las imágenes son representadas de forma numérica. (Centeno, 2019). 
Para describir la composición de una imagen a nivel de sus pixeles 6Letras (2016) menciona que 
estos están definidos por modelos de color, los cuales están compuestos por una galería o gama 
de colores. La diferencia entre los modelos está basada en cuántos canales usan para cada color y 
su profundidad. Los canales almacenan la información del color y la profundidad es descrita por 
la cantidad de bits de cada pixel. 
El espacio de color RGB, se encuentra formado por tres colores lumínicos que son el 
rojo, verde y azul. Usualmente, se utiliza en formatos digitales. El espacio de color CMYK, 
compuesto por los colores cian, magenta, amarillo y negro, habitualmente es utilizado en los 
medios impresos. El espacio de color LAB, está conformado por tres canales que son la 
Luminosidad, a y b, y es aquel que se asemeja más a la percepción del ojo del ser humano. El 
espacio de color HSB (Hue – Saturation – Brightness) muestra un valor de color por medio de la 
combinación entre el tono la saturación y el brillo. (6Letras, 2016). 
Segmentación de Imágenes  
La segmentación de imágenes consiste en dividir una imagen en partes o regiones, basadas en las 
características de los pixeles, como color o textura. Por ejemplo, una búsqueda por regiones halla 
discontinuidades abruptas evidenciando los bordes de objetos en la imagen. (MathWorks, 2021). 
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Técnicas de Segmentación  
Binarización. Es una técnica que realiza una conversión de los valores de una imagen a color 
(RGB) a escalas de grises en blanco y negro con valores de 0 y 1. Proporciona contornos más 
nítidos y claros de diversos elementos de una imagen. La extracción de características mejora el 
aprendizaje de los modelos de inteligencia artificial. (Global, 2019). 
Global (2019) afirma que en el proceso de Binarización, se selecciona un valor umbral 
definido por el análisis del histograma de la imagen de escala de grises, donde todos los valores 
por encima se clasificarán como pixeles blancos y los restantes como pixeles negros. 
Detección de Bordes. En una imagen siempre existe un borde entre dos regiones adyacentes con 
valores de pixeles diferentes de la escala de grises. Los bordes son considerados discontinuidades 
locales en la imagen. 
Sobel. Utiliza dos matrices para detección de bordes, una matriz para deyección en eje 
horizontal y otra para detección en el eje vertical. La detección de bordes funciona 
convolucionando estas matrices sobre la imagen. (Sharma, 2019). 
Canny. Este método utiliza dos umbrales con el fin de detectar bordes débiles y fuertes, 
debido al uso de los dos umbrales evita engaños de ruido. Calcula el degradado mediante la 
derivada de un filtro Gaussiano (MathWorks, 2021). 
Inteligencia Artificial – Machine Learning 
El Machine Learning es un aprendizaje basado en el análisis de datos, que requiere de un 
entrenamiento para su efectividad, usando algoritmos. Gracias a dicho entrenamiento la maquina 




Aprendizaje Supervisado.  
Aprendizaje basado en un conjunto de datos ingresados que han sido clasificados, 
generando resultados de salida esperados. Los algoritmos utilizan ejemplos pre – procesados, que 
son evaluados mediante datos de prueba. Su finalidad es hallar patrones que puedan ser aplicados 
en procesos. Un ejemplo podría ser la identificación de características específicas en una 
cantidad de imágenes determinadas.  (Hurwitz. J & Kirsch D., 2018). 
Aprendizaje no Supervisado  
Maneja una cantidad masiva de datos que no han sido clasificados, por lo tanto, se realiza 
un análisis repetitivo que mediante algoritmos clasifica la información buscando una relación 
entre ellos. Un ejemplo de este tipo de aprendizaje es la clasificación de correos electrónicos no 
deseados. (Hurwitz. J & Kirsch D., 2018). 
Aprendizaje Reforzado  
No posee clasificación de datos. El algoritmo permite recibir retroalimentación lo cual 
conduce a una mejor decisión en la salida, este aprendizaje estaba basado en la prueba y error, de 
esta forma determina los resultados exitosos que conllevan a la efectividad de la toma de 
decisiones del proceso analítico. (Hurwitz. J & Kirsch D., 2018). 
Técnicas de Machine Learning  
Máquinas de Soporte Vectorial 
Son un conjunto de algoritmos clasificadores que se utilizan en diversas aplicaciones tales como 
detección de personas u objetos, clasificación de contenido web, correos electrónicos, entre 
otros. Construyen un hiperplano en un espacio multidimensional para separar las clases, dicho 
hiperplano es construido de forma iterativa, lo que minimiza el error. Su objetivo en encontrar un 
hiperplano que divida de la mejor manera el conjunto de datos en clases. 
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Vectores de soporte. Puntos de datos más cercanos al hiperplano. Dichos puntos son de 
alta importancia para la construcción del clasificador 
Margen. Es la distancia que se tiene entre los vectores de soporte y que separa las clases. 
(MathWorks, 2021). 
Regresión Lineal 
Es una técnica paramétrica es decir que antes de revisar los datos, es posible conocer cuántos 
parámetros o coeficientes se van a requerir el análisis y clasificación. En el caso que se esté 
evaluando una sola variable, x, la línea requerirá 2 parámetros. 
El aprendizaje mediante regresión lineal consiste en encontrar cuáles son los mejores 
parámetros (coeficientes) para los datos que se tengan. Los mejores coeficientes serán los que 














Estado del arte:  
A continuación, se describirán investigaciones previas realizadas a nivel local nacional e 
internacional en cuanto al análisis y procesamiento de imágenes en plantas de cultivos. 
Internacional  
Francis, Sahaya y Anoop (2018) realizaron la investigación Identification of leaf diseases in 
pepper plants using soft computing techniques, el cual surgió a partir de la necesidad de realizar 
un monitoreo más efectivo de las plantaciones debido a que su ejecución de forma tradicional no 
permitía acciones a tiempo que contrarrestaran los hallazgos. La metodología utilizada fue el 
diseño de un algoritmo en Matlab, en el cual inicialmente se estableció una umbralización en la 
cual se le asignó un valor de 0 a los pixeles de color verde. Posteriormente se realizó una 
extracción y descarte de los pixeles verdes; con los pixeles resultantes mediante el modelo de 
color HSV se le asigno el valor 1 a la zona de la enfermedad. Como resultados se identificó 
presencia de enfermedad en la planta de pimienta, cuyo análisis de datos fue ejecutado mediante 
redes neuronales  
 
Figura 2. Detección de las regiones enfermas de la planta. (Francis, Sahaya, & Anoop, 2016). 
Kitpo y Inoue (2018) en su artículo Early rice disease detection and position mapping 
system using drone and iot architecture, buscó mejorar la revisión de cultivos de arroz que 
disminuyera las pérdidas ocasionadas por las plagas y enfermedades. La metodología utilizada 
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fue el diseño de un algoritmo de detección en Matlab, en el cual se transformó la imagen del 
espacio de color RGB a HSV. Con la nueva imagen generada se generó un histograma que 
permitió establecer los valores de pixeles a aislar en colores grises, blancos y rojo. 
Posteriormente fue necesario calcular la intensidad para determinar una diferencia e entre el eje 
menor y mayo de la imagen que conduciría a la identificación. Como resultados se obtuvo la 
identificación de enfermedades en diversas plantas de arroz, dichos resultados fueron evaluados 
bajo una máquina de soporte vectorial. 
 
Figura 3. Identificación de cuatro tipos de enfermedades en los cultivos de arroz. (Kitpo & Inoue, 
2018). 
Devaraj, Rathan, Jaahnavi e Indira (2019) propusieron en su publicación identification of 
plant disease using image processing technique, un algoritmo en Matlab que permitiera 
encontrar e identificar enfermedades en cultivos y así evitar la afectación del sector agrícola en 
cuanto a las pérdidas que se generan producto de los ataques de plagas y enfermedades. La 
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metodología estuvo basada en cargar una imagen, pre – procesarla cambiando su tamaño, 
segmentarla filtrando el ruido, mejorando su contraste y realizando una conversión a escala de 
grises. Como resultado se extrajo la zona enferma y el análisis fue efectuado mediante bosques 
aleatorios. 
 
Figura 4. Resultados identificación de enfermedades usando procesamiento de imágenes. 
(Devaraj, Rathan, Indira, & Jaahnavi, 2019). 
Nacional  
Herrera, Medina, Beleño y Gualdrón (2016), describieron en su artículo Diseño de un sistema 
automático de selección de frutos de café mediante técnicas de visión artificial, un algoritmo 
desarrollado en Python discriminado en dos etapas una de selección de frutos de café y en la 
segunda una identificación de broca en el fruto de café. La metodología desarrollada para la 
detección de la plaga en el fruto consistió en la conversión de la imagen a escala de grises y 
posterior binarización para determinar un umbral, a partir de allí los valores que estuvieran 
superiores serían tomados como parte de la plaga. Los resultados obtenidos fueron la 
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identificación de broca en el fruto de café mediante la extracción de pixeles oscuros de la 
imagen, los resultados fueron clasificados y evaluados mediante regla del mínimo error de 
Bayes. 
 
Figura 5. Resultados detección de broca en frutos de café. (Herrera, Medina, Beleño, & 
Gualdron, 2016). 
Local  
Calderón y Hurtado (2019) realizaron la investigación Machine Learning en la detección de 
enfermedades en plantas, en la cual se plantea la importancia del sector agrícola del país y la 
importancia de la identificación temprana de plagas y enfermedades para prevenir perdidas de las 
cosechas. La metodología usada consistió en una investigación de las principales técnicas de 
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algoritmos utilizados para la detección de enfermedades como lo son redes neuronales 
convolucionales, bosque aleatorio, aprendizaje de reglas de asociación máquinas de vectores de 
soporte. Los resultados determinaron que el algoritmo de bosque aleatorio permite la mejor 
identificación a partir de esta información establece pasos como la extracción de características 
mediante el histograma de un gradiente orientado (HOG, las pruebas arrojaron una efectividad de 


















Objetivos    
Objetivo general 
Diseñar un algoritmo de inteligencia artificial para la detección de la mosca blanca en las 
hojas de plátano por medio de procesamiento de imágenes. 
 
Objetivos específicos 
Examinar del estado del arte sobre inteligencia artificial y procesamiento de imágenes 
para la detección de plagas en cultivos. 
Proponer una base de datos que contenga imágenes de la hoja de plátano con y sin 
presencia de la mosca blanca. 
Seleccionar las técnicas apropiadas para el procesamiento de imágenes que permita 
clasificar entre hojas que contengan la mosca blanca y hojas sanas. 
Determinar qué características se requieren en el clasificador para la detección de la 






El algoritmo desarrollado en Matlab efectuará un análisis de las características de la imagen de 
hoja de plátano en entornos controlados mediante unas etapas de procesamiento, como se 
evidencia en la figura 6. 
 
Figura 6. Diagrama de flujo general del algoritmo de detección de mosca blanca. (Autor). 
El procesamiento está compuesto por aplicación de técnicas en la imagen en escala de 
grises (Figura 7) y en la imagen en espacio de color RGB (Figura 8).  
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Figura 7. Diagrama de flujo de procesamiento 1 de las imágenes. (Autor). 
 
Figura 8. Diagrama de flujo procesamiento de imágenes RGB. (Autor). 
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Los procesamientos se unificarán con el fin de obtener la imagen final para realizar el 
estudio de las características como se muestra en la figura 9. 
 
Figura 9. Diagrama de flujo del procesamiento completo de la imagen. (Autor). 
Completando el procesamiento de la imagen se realiza la creación de un vector que por 
medio de sus valores máximos y mínimos permitirá realizar la extracción de las características 
que, mediante el análisis, determinarán la condición de la planta respecto a la presencia de la 
plaga mosca blanca. Dicho proceso es mostrado en la figura 10. 
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Figura 10. Diagrama de flujo obtención de características. (Autor). 
Las características resultantes darán la información requerida para el entrenamiento de 
tipo supervisado del algoritmo como se muestra en la figura 11, completando los pasos de 
identificación de las plantas sanas de plátano y aquellas que contienen plaga mosca Blanca. 
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Figura 11. Diagrama de flujo obtención de características. (Autor). 
En la primera etapa (Figura 12), el programa leerá la imagen en espacio de color RGB 
para posteriormente convertirla en escala de grises (Figura 13). Luego se realizará una técnica de 
umbralización adaptable de la imagen a escala de grises que contendrá valores decimales entre O 
y 1, la cual proporciona un mejor umbral para la binarización inicial de la imagen (Figura 14). 
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Figura 12. Lectura imagen RGB, escala de grises, umbralización y binarización. (Autor). 
 
Figura 13. Resultados muestra de imagen RGB y escala de grises. (Autor). 
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Figura 14. Resultado de binarización inicial. (Autor). 
En la segunda etapa (Figura15), es necesario remover el ruido que muestra la imagen 
binarizada para que exponga la información de la plaga y no demás elementos del entorno, para 
lograr dicha condición se incorpora un filtro por rango que a partir de la imagen a escala de 
grises exhibe los contornos de la imagen seguida de una binarización como se evidencia en la 
Figura 16 y una técnica de técnica de Sobel para la detección de bordes, lo que permite 
identificar las texturas adicionales presentes en la hoja de plátano. 
La imagen Sobel contiene poca información de la plaga razón por la cual se adiciona la 
operación morfológica de dilatación, que permite reconstruir parte de la información de la 
imagen. Para su ejecución se requiere la asignación de un elemento estructurante; dicho elemento 
varia en cuanto a su forma y de acuerdo a las pruebas realizadas el elemento tipo disco añade 
pixeles de forma propicia a los bordes que han sido encontrados, complementando la 
información de identificación de la plaga mosca blanca (Figura 17). 
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Figura 15. Filtro de rango, Sobel y dilatación. (Autor). 
 
Figura 16. Resultado imagen binarizada a partir de la imagen de rango local. (Autor). 
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Figura 17. Resultado aplicación de técnicas Sobel y dilatación. (Autor). 
Las imágenes binarizadas en las instrucciones anteriores aún necesitan ajustes para la 
correcta identificación de la mosca blanca lo que implica la adición de compuertas al algoritmo 
como lo muestra la Figura 18. 
La imagen binarizada inicial, la imagen binarizada por rango local y la imagen con 
técnicas de Sobel y dilatación se evaluarán mediante compuertas AND para dar origen a una 
nueva imagen que contendrá los elementos de valor 1 que coincidan en las tres imágenes, los 
demás pixeles serán descartados. Posteriormente se implementan compuertas OR dando origen a 
una imagen que mostrara aquellos pixeles de valor 1 que se encuentren en cualquiera de las 
imágenes. Dicha implementación de compuertas se expone en la Figura 19. 
Con el fin de completar la información entregada en la imagen de la plaga mosca blanca 
es adicionada una técnica de llenado de orificios (Figura 20).  
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Figura 18. Aplicación de compuertas lógicas. (Autor). 
 
Figura 19. Resultado aplicación de compuertas. (Autor). 
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Figura 20. Operaciones morfológicas de llenado de orificios y dilatación a la imagen resultante. 
(Autor). 
En la tercera etapa, Figura 21, se descompondrá la imagen RGB en sus tres capas con el 
objetivo de realizar una resta de pixeles. Después de efectuar las restas entre capas, la resta de los 
pixeles azules fue la que permitió la eliminación del fondo con mayor entrega de información de 
la plaga, como lo expone la Figura 22. 
 
Figura 21. Descomposición de capas y resta capa azul. (Autor). 
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Figura 22. Resultado resta de pixeles azules. (Autor) 
A la imagen restada se le realizará una umbralización adaptativa y posteriormente se 
binarizará (Figura 23), dicha imagen resultante ha tomado los valores correspondientes a la plaga 
como 0 y el fondo como 1, por esta razón es necesario negar la imagen para que mantenga los 
parámetros de segmentación de igual forma que con las imágenes procesadas (Figura 24). La 
operación morfológica de dilatación es aplicada a la imagen binarizada con un elemento 
estructurante de tipo disco de dos pixeles para complementar la información obtenida en la etapa 
de binarización.  
 
Figura 23. Umbralización y binarización imagen restada. (Autor). 
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Figura 24. Resultados umbralización, binarización y negación de la imagen restada. (Autor). 
Finalmente se realiza una unión de procesamientos (Figura 25), con la imagen resultante 
de la implementación de las compuertas y la imagen binarizada de la resta de pixeles azules 
(Después de la aplicación de las operaciones morfológicas), mediante una multiplicación donde 
solo se conservarán los pixeles con valor 1, como se evidencia en la Figura 26. Para la 
eliminación de ruido de la imagen se ha incorporado un filtro de remoción de pixeles. 
 
Figura 25. Aplicación de dilatación, llenado de orificios y filtro de eliminación de pixeles a la 
imagen restada. (Autor). 
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Figura 26. Resultado unión de procesamientos. (Autor). 
En la cuarta etapa será necesaria una conversión del tipo de dato como muestra la Figura 
27, para efectuar una multiplicación de pixeles de las diferentes capas de la imagen RGB dando 
origen a la imagen a la cual se le extraerá los valores mínimos y máximos de los ochos bits de los 
valores de la matriz de la imagen mediante un ciclo condicional “for”.  
 
Figura 27. Conversión de tipo de dato y multiplicación por capas. (Autor). 
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Mediante el ciclo “for” se hará un recorrido por la matriz de pixeles donde inicialmente 
se tomará el valor máximo por cada fila de la matriz de cada capa y posteriormente se tomará el 
valor máximo encontrado en toda la matriz, es decir que se tendrán tres valores máximos como 
resultantes, uno por la capa roja, uno por la capa verde y uno por la capa azul (Figura 28). Este 
mismo proceso se efectúa para los valores mínimos (Figura 29). Con el fin de realizar un 
correcto análisis de los datos se excluyeron los valores de pixeles 1 y 255. 
 
Figura 28. Determinación de vector de valores máximos. (Autor). 
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Figura 29. Determinación de vector de valores mínimos. (Autor). 
Los valores obtenidos en el vector de máximos y mínimos serán utilizados para 
determinar las características de análisis del algoritmo. Dichas características son el promedio, 




Figura 30. Cálculo de características de análisis. (Autor). 
En la quinta etapa se ejecutará el entrenamiento del sistema de detección mediante 
una base de datos elaborada en Excel con cinco imágenes enfermas y cinco imágenes sanas de 
hoja de plátano, dichas imágenes fueron obtenidas en internet. En este documento de Excel se 
definirá las características de clasificación de acuerdo a cada imagen, definiendo el valor 0 para 
las hojas sanas y el valor 1 para las hojas con presencia de plaga mosca blanca (Figura 31). 
 
Figura 31. Excel de entrenamiento de la máquina de soporte vectorial. (Autor). 
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Para el aprendizaje supervisado fue implementada una máquina de soporte vectorial 
(SVM – Support Vector Machine) que es de mucha utilidad en problemas binarios como es el 
caso de la detección de plaga mosca blanca, ya que se requiere definir si hay o no presencia de la 
plaga. El algoritmo genera un hiperplano a partir del cual separa los datos asignándoles un 
espacio dimensional mediante funciones denominadas Kernel, que para el caso específico del 
algoritmo de detección es de tipo lineal que contribuye a la clasificación entre dos clases (Figura 
32). 
 
Figura 32. Entrenamiento – Maquina de soporte vectorial. (Autor). 
Para que pueda implementarse la SVM se requiere que el software Matlab lea la base de 
datos de entrenamiento en Excel. Iniciando con la lectura de las características alojadas en las 
primeras 14 columnas, seguido de la lectura de la columna 15 que es la que define la 
clasificación de la imagen.    
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La SVM requiere la base de datos de entrenamiento y una base de datos de prueba, 
también desarrollada en Excel, donde se alojan datos de nueve imágenes sanas y nueve imágenes 
con presencia de plaga como se muestra en la Figura 33. 
 
Figura 33. Excel de prueba para la máquina de soporte vectorial. (Autor). 
Finalmente, si el valor obtenido en la clasificación corresponde a 0 el usuario recibirá el 
mensaje de que la imagen procesada es de una hoja sana. Si el valor es 1 el usuario sabrá que la 












Imágenes procesadas  
A continuación, se muestran los resultados de cada etapa del procesamiento de las imágenes de 
hoja de plátano tanto enfermas como sanas. 
 
Figura 34. Resultados imagen Mosca_Blanca_4 – Procesamiento 1. (Autor). 
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Figura 36. Resultado de clasificación de la imagen Mosca_Blanca_4. (Autor). 
 En los diagramas de las Figuras 34, Figura 35, Figura 37 y Figura 38 se muestran los 
pasos de procesamiento de la imagen que conllevan a la segmentación final, donde se observa el 
área afectada por la plaga, mosca blanca. 
Por otra parte, en las Figuras 36 y Figura 39 se evidencia la clasificación de la hoja, que 
para el caso indica al usuario que la imagen procesada tiene presencia de mosca blanca. 
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Figura 37. Resultados imagen Mosca_Blanca_9 – Procesamiento 1. (Autor). 
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Figura 39. Resultado de clasificación de la imagen Mosca_Blanca_9. (Autor). 
Continuando con la muestra de resultados se expone en la Figura 40, Figura 41, Figura 43 
y Figura 44, el procesamiento realizado a hojas no afectadas por la plaga, obteniendo una imagen 
sin ninguna área resaltada. 
En cuanto a la clasificación se muestra en la Figura 42 y Figura 45, que la clasificación 











Figura 40. Resultados imagen Hoja_Sana_7 – Procesamiento 1. (Autor). 
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Figura 43. Resultados imagen Hoja_Sana_9 – Procesamiento 1. (Autor). 
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Figura 45. Resultado de clasificación de la imagen Hoja_Sana_9. (Autor). 
Análisis del modelo  
La curva ROC muestra el rendimiento de un modelo de clasificación en todos los 
umbrales de clasificación. Esta curva requiere dos parámetros que son la tasa de verdaderos 
positivos y la tasa de falsos positivos. 











𝑇𝑃 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 − 𝑉𝑒𝑟𝑑𝑎𝑑𝑒𝑟𝑜 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑜 
𝐹𝑃 = 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 − 𝐹𝑎𝑙𝑠𝑜 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑜 
𝑇𝑁 = 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 − 𝑉𝑒𝑟𝑑𝑎𝑑𝑒𝑟𝑜 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑜 
𝐹𝑁 = 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 − 𝐹𝑎𝑙𝑠𝑜 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑜 
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Para realizar el análisis de los resultados se requiere determinar la cantidad de verdaderos 
positivos, verdaderos negativos, falsos negativos y falsos positivos como se presenta en la Tabla 
1. 
Tabla 1. 
Resultados análisis del modelo 
Realidad Predicción  TN TP FP FN 
0 0 1 0 0 0 
0 0 1 0 0 0 
0 0 1 0 0 0 
0 0 1 0 0 0 
0 0 1 0 0 0 
0 0 1 0 0 0 
0 0 1 0 0 0 
0 0 1 0 0 0 
0 0 1 0 0 0 
1 1 0 1 0 0 
1 1 0 1 0 0 
1 1 0 1 0 0 
1 0 0 0 1 0 
1 1 0 1 0 0 
1 1 0 1 0 0 
1 1 0 1 0 0 
1 1 0 1 0 0 
1 1 0 1 0 0 
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Resultado 9 8 1 0 
 
Tabla 2. 




 1 0 
Realidad 
1 TP  FP  





 1 0 
Realidad 
1 8 1 
0 0 9 
 
En la tabla 2 se realiza la comparación entre la realidad y la predicción del modelo, a partir de la 
condición de imagen de hoja sana con valor 0 y con presencia de plaga con valor 1, a partir de la 
sumatoria de las condiciones se determinarán los principales aspectos de análisis de resultados. 
 
La tasa de verdaderos positivos TPR es conocida también como sensibilidad, su valor 











𝑇𝑃𝑅 = 1 
La tasa de verdaderos positivos TFR al igual que la especificidad permiten conocer la 























𝐸𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.9 
 
𝐹𝑃𝑅 = 1 − 𝐸𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 1 − 0.9 
1 − 𝐸𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.1 
La precisión evalúa los resultados positivos de aquellos posibles en esta condición, es 














𝑃𝑟𝑒𝑠𝑖𝑐𝑖ó𝑛 = 0.888888889 
La exactitud describe que tan acertado es el modelo en cuanto a todos los resultados 
generados ya sea para la identificación de hojas sanas como para la de hojas de plátano con 
presencia de plaga mosca blanca. 
𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =
𝑇𝑃 + 𝑇𝑁










𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 = 0.944444444 
La tasa de error muestra los fallos del clasificador. 
𝐸𝑟𝑟𝑜𝑟 =
𝐹𝑃 + 𝐹𝑁










𝐸𝑟𝑟𝑜𝑟 = 0,055555555 
En la tabla 3 se muestran los resultados y sus porcentajes. 
 
Tabla 3. 













1 0,1 0,9 0,888 0,944 0,055 
Porcentaje % Porcentaje % Porcentaje % Porcentaje % Porcentaje % Porcentaje % 
100 10 90 88,8 94,4 5,55 
Finalmente. la curva ROC es representada en un gráfico de dos ejes en los cuales la tasa 
de verdaderos positivos (TPR) es denominada como sensibilidad y la tasa de falsos positivos 
(FPR) es definida como 1- especificidad. En la Figura 46, se muestra los puntos obtenidos en el 
algoritmo de acuerdo a cada tasa calculada, mostrando que el modelo tiene una exactitud de 
94,4% y una precisión de 88,8%. 
 






La segmentación de imágenes es una herramienta importante para la extracción de 
información específica como lo fue la presencia de plaga mosca blanca en las hojas de plátano. 
La construcción del algoritmo necesita conocimientos generales de programación del 
software Matlab acompañado de las funciones que permiten procesar imágenes y adicionalmente 
requiere de estudios conceptuales de tratamiento de imágenes para la comprensión de cada 
instrucción. 
La resta de pixeles contribuyo a la eliminación del fondo en las imágenes sanas 
disminuyendo la presencia de ruido en la segmentación. 
Para la obtención de una binarización adecuada se requiere la utilización de diferentes 
técnicas. 
La implementación de las compuertas lógicas permitió mayor obtención de información 
de cada una de las imágenes procesadas de igual forma las operaciones morfológicas fueron 
fundamentales para complementar dicha información resultante. 
El análisis generado mediante la implementación de la máquina de soporte vectorial 
proporciono una correcta clasificación en la mayoría de las imágenes procesadas. 
Los resultados obtenidos en el análisis de la matriz de confusión demostraron una 
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