The possibility to guide and control magnetic nanoparticles in a non-invasive manner has spawned various applications in biotechnology such as targeted drug delivery and sensing of biological substances.
I. INTRODUCTION
Molecular communication (MC) is one of the mechanisms that biological cells use to communicate with each other [2, Ch. 16] . In natural MC systems, information is conveyed by specific patterns of molecule releases, e.g., different numbers or different types of molecules.
Thereby, in typical diffusive MC environments, the information molecules propagate by Brownian motion where the movement of particles is due to thermally induced collisions with the molecules of the embedding liquid.
On the other hand, synthetic biology is able to create artificial and genetically modified cells [2, Ch. 10] . Such synthetic nanomachines, e.g., programmed drug bearing cells, could cooperate and fight a local infection by adjusting the release of a pharmaceutical in a coordinated and controlled manner [3, Ch. 8] . For this smart collaboration of nanomachines, communication is essential.
Thereby, a message might trigger a certain chemical process which, in turn, may cause a desired action at a receiving nanomachine. For example, a ligand binding to a receptor embedded in the membrane of a receiving cell could initiate a signaling cascade inside the cell which alters its state. In this context, MC has recently attracted considerable attention as a biocompatible approach for synthetic communication at the cellular level. Communication theoretic frameworks have already proven useful for analyzing natural MC systems [4] . Moreover, for the design of artificial MC networks, basic communication theoretic tools have been developed to achieve robust and efficient signaling [3] .
For MC, usually naturally occurring molecules such as proteins are considered as information carriers [3, Ch. 2] . However, apart from the challenges that need to be overcome for realizing synthetic biological MC systems at nanoscale [5] , there are also severe inherent limitations. In particular, the movement of the information carriers induced by Brownian motion is random and cannot be stirred towards the receiver, i.e., many of the released molecules may not arrive at the receiver. Moreover, molecules suspended in a fluid are very sensitive to fluid flow which easily dominates the diffusive movement and in many cases (e.g., in blood vessels) cannot be externally controlled. In this paper, we will show that these problems can be mitigated by using magnetic nanoparticles (MNPs) as information carriers and by guiding them via an external magnetic field.
For targeted drug delivery and many other biotechnological applications, MNPs are already widely used [6] , [7] . Moreover, MNPs are also naturally occurring in certain bacteria which use them for navigation in the earth's magnetic field [8] . Synthetic MNPs usually consist of a (bio-)polymer coating with embedded superparamagnetic iron oxide nanoparticles (SPIONs), which we will refer to as the magnetic core, and a non-magnetic coating [9] . The thin coating ensures biocompatibility and stability, i.e., it prevents agglomeration of the nanoparticles. Moreover, the particle surface can be functionalized with binding sites that are selective to specific molecules [10] .
In this way, MNPs can directly bind to cell membrane receptors or carry target molecules which in turn can be chemically recognized by cells. Also, by exploiting their magnetic properties, MNPs themselves can be detected by external devices [6] . This allows for the monitoring of MNP-mediated transport processes and also makes MNPs prime candidates as information carriers as was recently demonstrated in a macroscale MC testbed [11] . However, most importantly, MNPs can be externally guided by applying a magnetic field. Thereby, the magnetic force crucially depends on the magnetic field gradient rather than the magnitude of the magnetic field. Thus, relatively large forces can be realized by optimizing the design of the magnet to exhibit large magnetic field gradients, see e.g. [12] where the arrangement of spatial arrays of permanent magnets was optimized for this purpose in order to overcome blood flow. Other known use cases of MNPs include separation of biological material, drug targeting, single cell actuation, and hyperthermia [6] , [13] . More specifically, MNPs can be attached to genes within a cell [14] , loaded with drugs [15] , attached to cellular ion channels [16] and the cell surface [17] , and be used to steer magnetotactic bacteria [18] . Moreover, MNPs can be finely controlled such as in magnetic tweezers [19] and also precisely detected for biosensing [20] .
Using MNPs as information carriers for MC is motivated by applications such as target detection in blood vessels or within systems of pipelines because they are chemically stable and allow for external control and supervision [13] . As MNPs are already used in microfluidic settings [9] , in this paper, we analyze MNP based MC in a simple microfluidic channel to quantify the resulting gains in terms of the amplitude of the impulse response and the symbol error rate.
Although MNPs are applicable for MC in duct channels with arbitrary cross sections, including e.g. blood vessels, here we focus on a rectangular cross section for analytical tractability.
Despite their widespread use in contemporary biotechnology, to the best of our knowledge, for synthetic MC, MNPs have only been considered in [11] , [21] , [22] . In particular, the authors of [21] showed that MNPs attached to DNA can initiate gene expression if subjected to an external magnetic field. A wearable device detecting changes of inductance when MNPs pass through a coil was devised in [22] . Finally, for a testbed at macroscale, the magnetic properties of MNPs were used for their detection in a flow-based system [11] . However, to the best of the August 16, 2018 DRAFT authors' knowledge, the benefits of guiding MNPs with an external magnetic field have only been investigated before in the conference version of this work [1] .
Compared to [1] , in addition to generally extended discussions and more results, the twodimensional environment with fully reflective boundaries in [1] , is expanded to a three-dimensional environment with partial particle adsorption at the boundaries. Modeling particle adsorption, which can be due to reactions at the boundaries, is crucial as it can usually not be avoided or might be even desirable in applications relying on these reactions [23] , [24] . In addition, we consider a refined particle model where each MNP is modeled as a compound embedded with several SPIONs [9] . We also study how a realistic magnetic field impacts the achievable magnetic force close to and far from the magnet, respectively, which was not considered in [1] .
The main contributions of this paper can be summarized as follows:
1) We propose the use of MNPs as information carriers and characterize their physical
properties. Thereby, we model the particle movement in an external magnetic field as diffusion with drift similar to fluid flow. In contrast to fluid flow, a magnetic field can be directed in a desired direction, even towards solid boundaries. Moreover, we show that the magnetic force critically depends on the particle size.
2) To illustrate the benefits of using MNPs for MC in a realistic environment, we consider a straight microfluidic channel with rectangular cross section. We analyze the time-variant spatial particle distribution subject to the combined effect of fluid flow and magnetic drift and partially adsorbing boundaries [24] . As it is difficult to produce many particles having exactly the same size, we also take into account the typical log-normal distribution of the particle radius [25] in our mathematical expressions. We apply the derived impulse response to exemplarily study on-off keying (OOK) modulation.
3) For the considered model, we calculate the symbol error rate (SER) to evaluate the system performance. Thereby, the system is affected by fluid flow which, on the one hand, removes leftover MNPs from the microfluidic channel but, on the other hand, may also prevent information-carrying MNPs from reaching the receiver (RX). We show that applying a magnetic force can drastically reduce the SER by increasing the number of observed particles.
This paper is organized as follows. In Section II, we introduce the system model and the magnetic properties of the MNPs. Based on this model, we derive the exact spatial distribution of the MNPs and the channel impulse response in Section III. In Section IV, a statistical analysis of the received signal is provided. Simulation results are presented in Section V. Finally, Section VI concludes the paper.
II. SYSTEM MODEL
In this section, we first introduce the considered system geometry. Then, we discuss general properties of MNPs and the considered magnetic field. Finally, we present the adopted modulation and detection schemes.
A. System Geometry
As example model, we consider a straight duct with rectangular cross section 1 with height h, width w, and infinite axial extent. In particular, the particles diffuse only within Fig. 1 . In addition to diffusion, in several applications of mass transport via MNPs, MNPs can be lost at boundaries or are required to bind to a target region [13] . Hence, we also model chemical reactions and adhesion of MNPs on the inner surfaces of the duct by the adsorption coefficient k a which specifies the rate of particle adsorption over time in the y-and z-directions with respect to the concentration at the boundary [24] . We note that this description naturally includes the special cases of fully reflecting boundaries for k a = 0 and fully adsorbing boundaries for k a → ∞. For this channel, we assume a point transmitter (TX) positioned at (x, y, z) = (−d, 0, z 0 ) wants to deliver a message to the RX which is located at (x, y, z) = (0, 0, 0), see Fig. 1 . We also assume that fluid flow with uniform 2 velocity v f carries the MNPs downstream in positive x-direction but possibly past the RX. The RX is modeled as a passive transparent observer. As received signal, we consider the number of particles inside the cuboid defined by
To increase the number of particles arriving at the RX, a magnet creating the magnetic flux density B is placed below the channel dragging 1 The study of non-rectangular microfluidic system geometries, e.g., a cylindrical geometry as a first order model of a blood vessel, is left for future work, see also [26] . For comparison, in Section V, we present simulation results for both a rectangular and a circular cross section. 2 Flow is a complex phenomenon. In general, the flow profile is not uniform, e.g., the flow velocity can be zero at the boundaries and maximal in the center of the duct. For simplicity, we will neglect these effects in this paper and focus on uniform flow which still captures the main mass transport phenomena. Furthermore, uniform flow is a typical model when the flow is induced by electroosmotic pumps [27] . Nevertheless, exploring the effect of non-uniform flow on the particle transport in MC systems constitutes an interesting topic for future research [28] . particles in negative z-direction towards the RX with velocity v m . In the following subsection, we investigate the dependence of the magnetic drift velocity on the magnetic field.
B. Magnetic Nanoparticle Dynamics
Embedding SPIONs in non-magnetic and non-reactive material is a typical approach for designing biocompatible MNPs [29] . This yields physical stability of the particles and ensures that undesired reactions with the SPIONs are avoided. Therefore, we model the MNPs as composites consisting of N s SPIONs embedded in a non-magnetic material, see during MNP synthesis, the actual particle sizes may differ from the intended size. Thereby, the log-normal distribution usually provides a good fit to experimentally observed particle sizes [25] .
Motivated by this, for the hydrodynamic particle radius, R h , we assume a log-normal distribution with mean µ h and standard deviation σ h . In the remainder of this paper, we will refer to µ h as the nominal particle size, i.e., the target particle size for production of the MNPs.
We model the externally applied magnetic field by the magnitude of the magnetic flux density B(z), which is a function of z only, i.e., we assume the field to be uniform across x and y, reasoning that the gradients in x-and y-direction are negligible because of the geometry of the magnet. Thereby, the magnitude of the magnetic flux density gradient, B (z), increases towards the magnet, i.e., in negative z-direction. Each SPION is affected by the applied magnetic field B in terms of the magnetization M(B). In particular, considering the thermal energy per particle respectively. We note that (1) implies M(B = 0) = 0, which is in contrast to larger ferromagnetic materials for which M does not only depend on the current value of B but also on previous values of B and in general is nonzero, i.e., SPIONs show no hysteresis. This behavior is also referred to as superparamagnetism [9] .
Given the SPION volume V s and their average magnetization in (1), the force on an MNP with N s embedded SPIONs 4 in a magnetic field B in negative z-direction (cf. Fig. 1 ) is given by [9] 
where ∂ ∂z is the partial derivative with respect to z. The movement of the MNPs is subject to a magnetic drift with velocity v m , which is due to the magnetic force F m , and Brownian motion, which can be characterized by diffusion coefficient D.
It is known that applying a force F m on a small particle, such as an MNP, immersed in a liquid of viscosity η quickly 5 accelerates the particle to the terminal velocity
where ζ is the friction coefficient which by Stokes' law is given by ζ = 6πηR h . In summary, we
where we have used N s = C s · 4/3πR 3 h . The magnet-induced motion superimposes the motion caused by the fluid flow, i.e., the overall drift vector is given by
Eq. (3) can be easily evaluated for a given magnetic field B(z) but does not give simple insight into how the magnetic drift velocity depends on the magnetic field B(z). To gain insight, the following special cases can be considered. On the one hand, for very large values of B, i.e., when the microfluidic channel is very close to the magnet, according to (1) 
On the other hand, for small values of B, i.e., when the microfluidic channel is far from the magnet, we can linearize the Langevin function as
In summary, for small and large B, v m in (3) can be approximated by
Thereby, the force points towards the magnet because this is the direction of increasing magnetic field strength. From (3) and (4), we can conclude that the magnetic drift velocity crucially depends on the magnetic field gradient.
By thermodynamic reasoning [30, Ch. 4] , friction coefficient ζ is linked to the diffusion coefficient D by the Einstein relation k B T f = Dζ. Hence, given the viscosity η and the temperature of the fluid T f , D can be determined as
which also depends on the MNP size but to a lesser degree than v m in (3). In contrast, the fluid flow velocity v f is not affected by (small) changes of R h .
C. Magnetic Field
Eq. (3) is valid for general magnetic fields B(z). As one particular example, we consider the magnetic field created by a cylindrical magnet of length L mag and radius R mag along its symmetry axis [32] 
where B 0 is a system parameter reflecting the strength of the magnet. Furthermore, the derivative of B(z), is obtained as
Eqs. (6) and (7) are sufficient for describing the magnetic field within the assumed microfluidic
Because the height h of the considered microfluidic channel is assumed to be much smaller than the length L mag of the magnet we can safely assume that both B(z) and B (z) are constant (3) can also be assumed to be constant within the considered environment. Hence, in the remainder of this paper, we will assume v m (z) to be constant for z ∈ [0, h] and simply denote it by v m [23] .
D. Modulation and Detection
To illustrate the principal benefits of using MNPs, we focus on the following basic MC model [5] . Binary information symbols, b[i], are modulated by OOK. Assuming instantaneous particle release, for transmitting b[i] = 1 and b[i] = 0, the point source TX instantaneously releases N TX and 0 MNPs at the beginning of each time slot of length T, respectively. We assume that the RX is perfectly synchronized with the TX, i.e., the RX knows the symbol interval T and when transmission starts and ends [33] . By counting the number of particles within its volume, the RX takes samples at times iT + t 0 , where t 0 is a time offset after which, for each symbol interval i, particles can be expected within the receiver volume. For detection, in each symbol interval, the number of counted particles at the RX, n RX [i], is compared to a threshold ξ, i.e., the detected symbols are given byb
III. PERFORMANCE ANALYSIS FOR MICROFLUIDIC CHANNEL
In this section, we derive an analytical expression for the time-variant spatial MNP distribution for a single particle by solving the diffusion equation with drift for the system in Fig. 1 . Then, equipped with the spatial probability density function (PDF) p(x, y, z; t) (the so called Green's function in case of an instantaneous point release), we calculate the probability of observing a single particle of size R h within the RX volume. In this section, we only consider a single fixed particle size R h .
A. Green's Function
For the environment depicted in Fig. 1 , the particle movement in the x-, y-, and z-directions is uncoupled and hence the time-varying PDF of the position of an MNP can be written as 
where the mean particle x-coordinate,
arrives at the center of the RX at time
is more challenging because of the combination of a bounded environment and particle drift. On the other hand, once p z (z; t) is known, we can easily obtain p y (y; t) as a special case where we account for the absence of magnetic drift in y-direction and employ a shifted coordinate system y ∈ [−w/2, w/2] (see Fig. 1 ).
Therefore, in the following, we first calculate p z (z; t). In particular, we consider the underlying partial differential equation (PDE), which is the diffusion equation with drift with appropriate boundary conditions. The diffusion equation with drift can be expressed as ∂ ∂t p z = − ∂ ∂z J z where J z is a quantity referred to as probability flux (unit: s −1 ) [34] . This probability flux consists of two components, one representing particle diffusion and one representing particle movement due to the magnetic force:
Thereby, the adsorbing boundary conditions are specified by [34, Eq. (4.26) ]
for z = 0, h, and t > 0. Moreover, the initial particle z-position is given by z = z 0 of the point source TX. In summary, p z (z; t) for t > 0 is obtained by solving the following PDE with boundary and initial conditions:
The solution to (12) is presented in the following theorem. To this end, the following auxiliary variables are defined:
Theorem 1: The PDF p z (z; t) can be expressed in form of an infinite series as
where s n , n = 0, 1, . . . , are referred to as eigenvalues, Z n (z) as eigenfunctions, a n , n = 0, 1, . . . are series coefficients, and N is the number of series coefficients to be considered for numerical evaluation.
The eigenfunctions can be expressed as
and the eigenvalues s n are the non-negative real or imaginary solutions to
The coefficients a n in (14) can be determined as
where Z n 2 = ∫ h 0 |Z n (z)| 2 dz is given by
with α = u − κ.
Proof: Please refer to the appendix.
In the following, we discuss some properties of the solution given in Theorem 1 before deriving the spatial distribution for the y-coordinate. It can be shown that, s n , n = 1, 2, . . . , the positive real-valued solutions to (16) , lie within [π/h, ∞). However, there exists a critical magnetic drift velocity parameter, u crit , and s 0 is real, imaginary, and diminishes to zero when u < u crit , u > u crit , and u = u crit , respectively. This critical drift velocity parameter is given by
On the one hand, for u < u crit , Z 0 (z) and s 0 are directly given by (15) and by solving (16), respectively. On the other hand, for u ≥ u crit some simplifications are possible. Hence, when evaluating (15) for u < u crit , u > u crit (i.e., s 0 = jσ, where j = √ −1), and u = u crit (i.e., s 0 → 0),
(20c) Moreover, for (20b), from (16) , σ can be found by solving
Thereby, for the first eigenvalue s 0 , from (16) and (21) we obtain the following bounds
For completeness, for n = 0, from (18) we obtain
Now that we have obtained p z (z; t), we can straightforwardly obtain p y (y; t) from p z (z; t) by substituting h with w, z with y + w/2, z 0 with y 0 + w/2, s n with o n , and u with 0 as follows
where from (15) Y n (y) = cos(o n (y + w/2)) + κ o n sin(o n (y + w/2)),
and from (16), o n is the solution to
Moreover, from (17) 
where similar to (18) Now, p(x, y, z; t) can be determined by combining (9), (14) , and (24).
B. Probability of Particle Observation
Using the PDF p(x, y, z; t), we can now obtain the probability of observing a particle within the RX volume, P ob (t), as
where P ob,x (t), P ob,y (t), and P ob,z (t) are the probabilities of observing a particle within the RX x-, 
where erf(·) is the error function.
Furthermore, integrating (14) from 0 to c z , we obtain P ob,z (t) as
where the coefficients Z n are defined as
For Z n (z) in (15) these coefficients can be obtained as Z n = exp(u(z 0 − c z )) · (s 2 n + u 2 − κu) sin(c z s n ) − κs n cos(c z s n ) + κs n exp(c z u) s n (s 2 n + u 2 )
which is directly applicable for n > 0. On the other hand, for n = 0, from (20) and (32), we
Now, after obtaining P ob,x (t) in (30) and P ob,z (t) in (31), we determine P ob,y (t). Integrating p y (y; t) in (24) from y = −c y /2 to y = c y /2 yields
where Y n = ∫ c y /2 −c y /2 Y n (y) dy. For n ≥ 0 and κ > 0, from (25) we obtain
On the other hand, for κ = 0 where Y 0 (y) = 1, we obtain
In the following, we will consider several special cases to get more insight into the general solution for the particle observation probabilities in (31) and (35) .
1) Asymptotic behavior: Solution (31) can be simplified for t h 2 /D, where all terms n > 0 can be neglected, as these terms are associated with increasingly large eigenvalues s n , which by (31) contribute less and less to the overall solution. Then, by setting N = 0 in (31), we obtain the asymptotic quasi-steady state solution as follows
where Z 0 (z) is given in (20) and Z 0 is given in (34) . We note that by (22) , P ∞ ob,z (t) decays exponentially over time with time constant D(u 2 + s 2 0 ), unless κ = 0 (i.e., there is no adsorption), in which case s 2 0 = −u 2 and hence P ∞ ob,z (t) is constant (see discussion below). In a similar manner, for N = 0 in (35), we obtain
which is valid for t w 2 /D.
In summary, for t max{w, h} 2 /D, the observation probability can be simplified to
We note that for P ob,x (t) we do not attempt to find an asymptotic expression since the overall behavior is already given by the simple term in (30) .
2) Fully reflecting boundaries: For fully reflecting boundaries where κ = 0, by (19), we have u crit = 0, and hence for u > 0 and u = 0, Z 0 (z) is obtained from (20b) and (20c) with s 0 = ju and s 0 = 0, respectively. Moreover, from (16), s n = nπ/h, n = 1, 2, . . . .
Hence, from (20), we obtain
where a n = 2 h cos(s n z 0 ) − u s n sin(s n z 0 )
In this way, we obtain the solution in [1, Eq. (17) ] which is characterized by a non-zero time-independent steady state
which approaches P ∞ ob,z = 1 for u → ∞, i.e., if the magnetic force is very large, as all particles settle at z = 0.
In a similar manner, we obtain
and
Clearly, P ∞ ob,y (t) = c y /w for t → ∞, as in this case, the particles are uniformly distributed with respect to y. Moreover, for c y = w, P ob,y (t) = 1 because no particles are lost by adsorption at the boundaries.
3) Fully adsorbing boundaries: For fully adsorbing boundaries where κ → ∞, by (19) u crit → ∞ and hence for any finite u, we have u < u crit . As a consequence, Z 0 (z) is directly given by (15) for n = 0. Furthermore, in this case, (16) reduces to tan(s n h) = 0, and we obtain s n = (n + 1)π/h, n = 0, 1, . . . . Then, we can derive
For z 0 = 0 and z 0 = h, P ob,z (t) = 0 as particles get immediately adsorbed where they are released.
Moreover, P ob,y (t) is obtained in a similar manner by substituting u with 0, z 0 with y 0 + w/2, and s n with o n in (48).
IV. STATISTICAL ANALYSIS
In this section, we discuss the statistical properties of the considered system. The number of observed particles is random due to the log-normal particle size distribution of R h and the random arrival of the particles at the RX due to diffusion. We derive the expected number of observed particles, which is a function of time and will be referred to as (channel) impulse response. Furthermore, given the impulse response, we determine the average received signal and the SER.
A. Particle Statistics
By (3), the magnetic drift velocity can be written as
where R h is log-normal distributed with mean µ h corresponding to the magnetic drift velocity obtained for the nominal particle size, which is denoted by v m,0 . By (49), v m is also log-normal distributed [35] .
Similarly, by (5) the diffusion coefficient is also a log-normal distributed random variable and can be written as
where D 0 denotes the diffusion coefficient for nominal particle sizes. On the other hand, the flow velocity v f is unaffected by the value of R h .
B. Impulse Response
In principle, the mean particle observation probability is given by the expected value of P ob (t)
with respect to the log-normal distributed particle radius R h as
where E{·} denotes expectation and f R h (r) is the log-normal PDF of the particle radius with mean µ h and standard deviation σ h . In (51), v m , D, and also s n and o n via (16) and (26) depend on R h . Thereby, we will refer to the mean number of observed particles N ob (t) = N TX · E{P ob (t)} as channel impulse response. We can numerically evaluate (51) for k a = 0 and k a → ∞ where s n ando n , n = 1, 2, . . . , are known analytically. However, for general 0 < k a < ∞, solving the above integral, even numerically, is difficult because s n can be obtained only indirectly by solving the fixed-point equation (16) . As a remedy, we employ a Monte Carlo integration as follows:
where P ob,i (t) is the probability of observing particle i at time t which is a random variable due to the log-normal distributed particle size R h . Thereby, for σ h > 0, the P ob,i (t), i = 1, 2, . . . , N TX , depend on the particle sizes. In particular, in (30), (35) , and (31), v m and D depend on R h via (49) and (50), respectively. We note that for N TX → ∞, N ob (t)/N TX in (52) will approach (51) by the law of large numbers [35] . On the other hand, for σ h = 0, we have P ob,i (t) = P ob (t), ∀i,
i.e., all particles have the same (nominal) particle size µ h . In this case, N ob (t) = N TX P ob (t) which we will refer to as the nominal impulse response.
C. Symbol Error Rate
Equipped with the impulse response derived in the previous subsection, we now aim to determine the symbol error rate for OOK modulation with N TX particles following the described log-normal size distribution.
Using [36, Eq. (30) ], the average number of observed particles n RX [i] in the i-th time slot due to the transmitted symbols b[i] ∈ {0, 1}, 0 ≤ i < K, is given by
where N ob (t) is given in (52). Assuming that the only impairments are the random number of observed particles due to their diffusive arrivals and intersymbol interference (ISI) caused by previously released molecules, we can define the average SER over all K sent symbols as
where B(K) is the set of all 2 K possible binary sequences of length K and b[ j ≤ i] are the transmitted symbols for time slots j = 0, 1, . . . , i. In other words, the expression Pr b
represents the probability of detecting b[i] incorrectly given the transmitted sequence b[ j] for
In general, using the decision rule in (8) , the probability of making an error for the i-th symbol can be written as
Here, n RX [i] is the sum of N TX Bernoulli random variables with different success probabilities P ob (t 0 + kT) due to the log-normal distributed particle sizes. Despite these complications, similar to [36] , n RX [i] can be well approximated 7 by a Poisson random variable with mean n RX [i], see also [37] . In this case, 
which we will refer to as the no ISI approximation in the following.
V. NUMERICAL RESULTS
In this section, unless explicitly stated otherwise, we adopt the system parameters in Table I, where we use the viscosity of water for η, room temperature for T f , the saturation magnetization of magnetite for M s , the dimensions of a handheld magnet for B 0 , L mag , and R mag , and typical values for microfluidic channels for h, w, and the central flow velocity v f [27] . Moreover, the MNP parameters are chosen according to [7] . Thereby, for detection we choose t 0 = t 1 , where (1) and (b) magnetic field of a cylindrical magnet along its symmetry axis according to (6) . P ad and reflected back into the channel with probability 1 − P ad . Qualitatively, P ad is related to the adsorption coefficient k a via the prescribed flux at the boundary in (11) . A more careful analysis reveals that the relationship between the adsorption coefficient k a and the adsorption probability P ad in a particle-based simulation with simulation time step ∆t is not straightforward to obtain [38] . Nevertheless, as this relation is unique, it can be determined numerically. For convenience, the following polynomial fit for flat boundaries was proposed in [38, Eq. (29) ] and was also used in our simulations:
where k ∆ = k a ∆t 2D 1 0 and [s] b a = min{max{s, a}, b}. In Fig. 3 , we evaluate the magnetic properties of the considered system. In particular, in Fig. 3a, we evaluate the particle magnetization of a single SPION according to (1) as a function of the applied magnetic field B and in Fig. 3b , we evaluate the magnetic flux density of a cylindrical magnet along its symmetry axis according to (6) .
As M(B) in (1) is point symmetric, in Fig. 3a, we only show M(B) for B ≥ 0. We see that M(B) is an increasing function which saturates to M s for sufficiently large B. Here, magnetization begins to saturate for B = 100 mT. On the other hand, the magnetic field as a function of the distance to the surface of the magnet is a decreasing function which approaches 0 for sufficiently large distances and is finite on the surface of the magnet. Furthermore, we can observe that the magnetic field decays rapidly as the distance to the magnet increases and changes significantly on the length scale of a few millimeter. We observe that B(d m = 5 mm) > 100 mT. Therefore, for d m < 5 mm, we expect M(B) of the SPIONs within an MNP to be saturated. Hence, for the considered system parameters, we expect the magnetic drift velocity v m to be well approximated by (4b).
In Fig. 4 , we show the induced drift velocity v m in (3) as a function of z in and around the microfluidic channel for d m = 5 mm. The drift velocity applies to MNPs placed within the magnetic field shown in Fig. 3b where each embedded SPION is magnetized as shown in Fig. 3a. Eq. (3) is evaluated for R h ∈ {µ h , µ h ± 10 nm}. Furthermore, for R h = µ h , we also show approximations (4b) and (4a) generally valid for very large and very small magnetic fields, respectively. The fast decay of B over distance (see Fig. 3b ) gives rise to a rapid decay of the induced magnetic drift velocity. As the magnetic field is large close to the magnet and decays with distance, for short distances, approximation (4b) assuming M(B) = M s is most accurate. Similarly, as the magnetic field decays to zero far away from the magnet, for larger distances, the approximation of the drift velocity in (4a) matches the actual curve well. In the intermediate regime (e.g., at position z = 7 mm), neither approximation is very accurate. Overall, the approximation for a large magnetic field is more reasonable for the considered distance of d m = 5 mm (here at z = 0 mm) and height h = 10 µm in Table I where v m ≈ 1 µm s −1 is obtained which we will use in the following. Here, the magnetic field gradient in (7) can be evaluated as In Fig. 5 , we show N ob (t)/N TX for N TX = 1000 averaged over 10 3 independent realizations for times around t 1 = 2 s. Analytical results are shown for nominal particle sizes, whereas the simulations were performed for log-normal distributed particle sizes. Thereby, in Fig. 5a and where the radius was chosen as wh/π, i.e., the area of the cross section is the same as for the rectangular duct. Results for a circular boundary are only shown for fully reflective boundaries where simulation 8 is straightforward since the adsorption probability is 0. It can also be observed that the maximum increases and moves to larger v m,0 for decreasing adsorption coefficients. This behavior is expected as for smaller k a , more particles can be dragged towards z = 0 without a loss by adsorption. Moreover, the deviation between the approximation for large times (N = 0) and the curve for N = 10 decreases for larger v m,0 and for larger k a since in both cases the quasi steady-state is reached earlier because the impact of magnetic drift and adsorption increases compared to that of diffusion. Overall, the equilibrium approximation describes the behavior qualitatively well. Furthermore, the existence of a maximum hints that in an application v m,0 should be optimized depending on the adsorption coefficient.
Due to the log-normal particle size distribution there is some deviation from the nominal impulse response as v m depends on the particle size. In particular, when v m,0 is relatively small In Fig. 7 , we evaluate the symbol error rate when the magnet is turned on and off, respectively, T = 2 s is fixed. As for T = 2 s no ISI is expected for the chosen system parameters, cf. Fig. 5 , the no ISI approximation in (56) matches (54) which for clarity is not shown. Furthermore, when the magnet is turned on, the SER decreases more rapidly with N TX since N ob (t 0 ) in (56) is larger compared to when the magnet is turned off. We can also observe that the system is very sensitive to changes in the fluid flow which cannot be controlled externally. Thereby, for a faster flow the SER is higher as, in this case, particles have less time to settle at z = 0 where the RX is mounted. However, overall, we note that turning the magnet on reduces the SER significantly.
Therefore, employing MNPs for communication inside a microfluidic channel and controlling them by a magnet can significantly improve reliability despite a disruptive fluid flow. This MNP guidance may only be necessary at the receiver site and thus does not entail a large overhead in terms of additional required hardware. Furthermore, the applied Poisson approximation is accurate for all considered N TX .
In Fig. 8 , we plot the SER as a function of the nominal magnetically induced drift velocity for N TX = 10 3 and for different adsorption coefficients k a = {0, 0.5, 1, 2} µm/s. Both nominal and lognormal distributed particle sizes are considered. Furthermore, simulation results are provided to validate the analysis. We can observe that the SER depends strongly on the adsorption coefficient.
For small adsorption coefficients, e.g., for k a = 0 µm/s, an increase in the magnetically induced drift velocity v m decreases the SER. For larger adsorption coefficients, e.g., for k a = 1 µm/s, there exists an optimal v m,0 which minimizes the SER due to the trade-off between dragging particles close to the RX and losing particles due to adsorption. Thereby, deviations due to the particle size distribution are most severe for larger drift velocities, e.g., at v m,0 = 8 µm s −1 . In general, the behavior of the curves can be understood as a scaled version of the curves shown in Fig. 6 due to the logarithmic scale and the exponential behavior of the SER in (56). Hence, for employing MNPs successfully v m,0 needs to be optimized, i.e., for a given adsorption coefficient, the SER can be used as design criterion for the magnetic field.
VI. CONCLUSION
In this paper, we proposed the use of MNPs as information carriers for MC systems. In particular, we showed how the movement of MNPs can be modeled as diffusion with drift. To this end, we studied the magnetic drift velocity resulting from a magnetic force caused by a magnetic field gradient. Thereby, we highlighted the dependence of the drift velocity and the diffusion coefficient on the particle size. Subsequently, we introduced a technique to solve the diffusion equation with drift in a bounded environment and applied this technique to derive the impulse response of a microfluidic channel subject to fluid flow, diffusion, and magnetic drift. Moreover, we showed how the particle size distribution can be incorporated in the impulse response. By numerical evaluation, we illustrated how a log-normal particle size distribution and boundary adsorption affect the impulse response for different magnetic field gradients. Thereby, we found a trade-off between attracting particles towards the RX and adsorption at the boundaries.
Finally, by evaluating the SER, we investigated the sensitivity of the system to variations in the fluid flow velocity and found that applying an external magnetic field can ensure reliable communication. Hence, the use of MNPs as information carriers is attractive for application in MC systems operating in artificial or natural microfluidic environments such as blood vessels.
APPENDIX

DERIVATION OF PDF p z (z; t)
Solutions to the one-dimensional diffusion equation without drift, which is mathematically referred to as the heat equation, are well known for various boundary conditions [39] . Motivated by this, using a variable substitution and separation of variables in (12) , we obtain an equivalent problem formulation in terms of an auxiliary function q(z; t) without drift term, i.e., the heat equation, but with modified boundary conditions [40] . To this end, we implicitly define q(z; t) as p z (z; t) = q(z; t) exp −u(z − z 0 ) − Du 2 t ,
where u = v m /(2D). Substituting (58) in (12) , for t > 0, we obtain the following PDE with boundary and initial conditions in terms of q(z; t)
Function q(z; t) in (59) is separable in z and t and therefore the auxiliary function q(z; t) can be expressed as a series [39] q(z; t) = ∞ n=−∞ Z n (z) exp(−Ds 2 n t)a n ,
with coefficients a n . Thereby, s n and Z n (z) in (60) need to satisfy the eigenproblem
For a comprehensive solution, we have to consider all cases of s 2 n > 0, and s 2 n ≤ 0, which correspond to s n being real and imaginary, respectively.
A particular solution of (61) is given by Z n (z) = cos(s n z) + κ − u s n sin(s n z),
where s n has to satisfy tan(s n h) = 2s n κ s 2 n − (κ 2 − u 2 )
.
(63)
In fact, (63) has infinitely many real solutions for any combination of κ and u. On the other hand, (63) can have at most one imaginary solution s 0 = jσ as will be seen in the following. In this case, (62) becomes
where by (63) σ > 0 is the solution of
Eq. (65) has exactly one solution if u > u crit and none otherwise, where
Finally, for s 0 → 0, (62) becomes
Interestingly, it can be shown that (63) has a solution s 0 ∈ (0, π/h) when u < u crit . Hence, for n = 0, we can distinguish between a trigonometric, a hyperbolic, and an affine function Z 0 (z) for u < u crit , u > u crit , and u = u crit , respectively.
Imposing the initial condition in (59d) and exploiting the orthogonality of the proposed Z n (z), we find the coefficients a n 0 in (60) as a n = Z n (z 0 ) Z n 2 ,
This completes the proof.
