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Abstract
We show that without using any domain knowledge, we
can predict the final performance of a team of voting
agents, at any step towards solving a complex problem.
Introduction
It is well known that aggregating the opinions of different
agents can lead to a great performance when solving com-
plex problems (Marcolino et al. 2014). However, a team will
not always be successful. It is fundamental, therefore, to be
able to quickly assess the performance of teams, so that an
operator can take actions to recover the situation in time.
Raines, Tambe, and Marsella (2000) present a method to
analyze the performance of a team. However, it only works
offline and needs domain knowledge. Other methods are tai-
lored for robot-soccer (Ramos and Ayanegui 2008) and fo-
cus on identifying opponent tactics (Mirchevska et al. 2014).
In this paper, we show a novel method to predict the final
performance (success or failure) of a team of voting agents
without using any domain knowledge. Hence, our method
can be easily applied in a great variety of scenarios. More-
over, our approach can be quickly applied online at any
step of the problem-solving process, allowing an operator
to identify when the team is failing. We present experimen-
tal results in the Computer Go domain, where we predict
the performance of three different teams: a diverse, a uni-
form, and an intermediate team (with respect to diversity).
We show that we can predict win/loss of Go games with
around 73% accuracy for the diverse and intermediate team,
and 64% for the uniform team. We also study the predictions
at every turn of the games, and compare with an analysis per-
formed by using an in-depth search. Our method agrees with
the analysis, from around the middle of the games, more
than 60% of the time for all teams, but is significantly faster.
Prediction Method
We consider scenarios where agents vote at every step of
a complex problem, in order to take common decisions to-
wards problem-solving. Hence, let T be a set of agents ti,
A a set of actions aj and M a set of world states mk. The
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agents vote for an action at each world state, and the team
takes the action decided by plurality voting (ties are broken
randomly). The team obtains a final reward r upon complet-
ing all world states. We assume two possible final rewards:
“success” (1) or “failure” (0). We define the prediction prob-
lem as follows: without using any knowledge of the domain,
identify the final reward that will be received by a team. This
prediction must be executable at any world state, allowing an
operator to take remedy procedures in time.
We now explain our algorithm. The main idea is to learn
a prediction function, given the frequencies of agreements
of all possible agent subsets over the chosen actions. Let
P(T) = {T0,T1, . . .} be the power set of the set of agents,
ai be the action chosen in world state mj and Hj ⊆ T be
the subset of agents that agreed on ai in that world state.
Consider the feature vector ~x = (x0, x1, . . .) computed at
world state mj , where each dimension (feature) has a one-
to-one mapping with P(T). We define xi as the proportion
of times that the chosen action was agreed upon by the sub-





I is the indicator function and Mj ⊆ M is the set of world
states from m0 to the current world state mj .
Hence, given a set X˜, where for each feature vector ~xt ∈
X˜ we have the associated reward rt, we can estimate a func-
tion, fˆ , that returns an estimated reward rˆ (0 ≤ rˆ ≤ 1) given
an input ~x. We classify estimated rewards above 0.5 as “suc-
cess”, and below 0.5 as “failure”. In order to learn the clas-
sification model, we use the features at the final world state.
We also study a variant, that uses only information about the
number of agents that agreed (see appendix at teamcore.
usc.edu/people/sorianom/aaai15-ap.pdf).
We use classification by logistic regression, which models
fˆ as fˆ(~x) = 1
1+e−(α+~βT~x)
(α and ~β are learned given X˜ and
the associated rewards). We eliminate two features: ∅, as an
action is chosen only if at least one agent voted for it, and T
(all agents agree), since the features are linearly dependent.
Results
We test our prediction method in the Computer Go domain.
We use 4 different Go software: Fuego 1.1, GnuGo 3.8,
Pachi 9.01, MoGo 4, and two variants of Fuego (Fuego∆






















Figure 1: Performance when predicting in the end of games.
Marcolino, Jiang, and Tambe (2013), Fuego is the strongest
one. We study three teams: Diverse, composed by one copy
of each agent;Uniform, composed by 6 copies of the original
Fuego (initialized with different random seeds); Intermedi-
ate, composed by 6 random parametrized versions of Fuego
(from Jiang et al. (2014)). In all teams, the agents vote to-
gether, playing as white, in 9x9 games against the original
Fuego playing as black. Uniform is the strongest team (64%
winning rate), followed by diverse (60%) and intermediate
(40%). We use a dataset of 691 games for each team, and
evaluate the predictions with 5-fold cross validation.
We start by studying our predictions after the end of the
games. The result is in Figure 1 (error bars show the 95%
confidence interval). We could make high-quality predic-
tions for all teams. For diverse and intermediate, we have
around 73% accuracy, while for uniform, 64%. This differ-
ence is statistically significant, with p ≈ 0.003467. It is also
interesting to note that although intermediate is significantly
weaker than uniform, we could achieve a higher accuracy for
intermediate (with p ≈ 0.00379). Hence, it is not the case
that we can make better predictions for stronger teams.
As we can see, with no data about which specific actions
were taken and which world states were encountered, we are
able to predict the outcome of the games with high accuracy
for all 3 teams, with better results for diverse than uniform,
even though these two teams have similar winning rates.
However, predictions made at the end of the problem solv-
ing process are not useful. Our objective is to get high-
quality predictions at any stage. Therefore, we ran our clas-
sifier at every turn of the games. In order to verify the predic-
tions, we used Fuego’s evaluation, but we run it 50× longer
(we refer to it as “Perfect”) to estimate the probability of
victory in a board state, allowing a comparison with our ap-
proach. Also, since the games have different lengths, we di-
vide them in 20 stages, and show the average evaluation of
each one in Figure 2. We obtained a high accuracy quickly,
crossing the 0.5 line in the 3rd stage. In fact, the accuracy
is significantly higher than the 0.5 mark (with p < 0.015)
for all teams from around the 5th stage; and from around the
middle of the games, our predictions match Perfect’s eval-
uation roughly 60% of the time. Our method, however, is
much faster, since it only requires one linear calculation that
takes a few microseconds, while Perfect’s evaluation takes a
few minutes. Therefore, we can easily use our method on-
line, and dynamically take measures to improve the problem
solving process when necessary.
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Figure 2: Performance metrics over all turns of the games.
Conclusion
We show a novel method to predict the performance of a
team of voting agents. Our method does not use domain
knowledge and is based only on the frequencies of agree-
ment among the agents. We obtain a high accuracy, even
when predicting at each stage of problem solving.
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