For the Ormen Lange field, a 12 MW subsea gas compressor station pilot is being built. It will be run in a water filled pit on land for 2 years, and (if successful) deployed subsea at 1000 m depth along with 3 more identical stations. This article describes the plant, the developed control system, the electrical actuators, the subsea power distribution and the system for condition monitoring.
Introduction
A qualification prototype 12.5 MW subsea gas compression boosting plant is being built for the Ormen Lange field, located 100 km offshore from Norway. The pilot will first be run onshore in a wet test pit for 2 years at Nyhamna (landfall gas plant for the Ormen Lange field) before being deployed subsea. The subsea station will be arranged with up to 4 compression trains in parallel.
In this chapter the process plant is briefly described for which a simplified sketch is shown in Figure 1 .
Power is fed from shore at 132 kV to a subsea transformer, where the voltage is stepped down to 22 kV. The power supply is then further fed via a Subsea High Voltage circuit breaker module to other consumers. Subsea UPS (Uninterruptable Power Supply) modules are used, mainly to be able to power the subsea magnetic bearing unit in case of power outage while the compressor rolls out.
Subsea Variable Speed Drives (VSDs) are used such that the speed of the subsea compressor and pump can be adjusted according to process needs. Due to the long distance from shore to subsea field (100 km) at Ormen Lange it was not possible to use on-shore VSDs.
The process medium consists of mainly gas with some liquid condensate present. The gas is separated from the liquid in an inlet scrubber. The gas is compressed by a 12.5 MW gas compressor, while the liquid is pumped by a 400 kW centrifugal pump. The gas and liquid are then recombined and sent in a common flow line to shore.
A sketch showing the pilot station in the test pit is shown in Figure 2 below. A standard size bus is shown along with it for size comparison.
The final subsea compressor station will use up to 4 such compressor trains, arranged in parallel.
The compressor is using a 7-axis magnetic bearing system and sensors + valves for anti-surge control and protection. The signals from the magnetic bearing system are used to determine the amount of imbalance. Vibration information is thus derived from the magnetic bearing signals.
Each magnetic bearing basically consists of position sensors, a high speed controller, and electro-magnetic coils which can apply force to the rotating shaft. See [1] for a more detailed description of a typical magnetic bearing.
The pump module contains a 400 kW pump and is driven by a HV motor.
Vibration sensors are used to capture vibration information, in addition to a few process sensors.
There are 2 subsea VSD units, one 12.5 MW for powering and controlling the compressor motor and one 400 kW for the pump motor. In each one a number 
UPS modules
There are 2 identical UPS modules, each capable of powering 2 compressor trains during a shutdown and rollout. The main power consumers during such a scenario is the magnetic bearing system in addition to electrical actuated valves and control units.
There is a High Voltage Circuit Breaker (HVCB) module which contains 5 circuit breakers.
Control System
The control system is split into 3 completely separate parts:
The PCS handles normal operation (start / stop / sequencing / closed loop control).
The PSD system is completely separated from the PCS and handles abnormal situations. It shuts the plant down in an orderly manner if the PCS system is unable to maintain control within predefined limits.
The CM system is logging data and has no control functionality whatsoever.
Subsea parts for the PCS and PSD system consists of standard subsea control modules which connect to the various subsea equipment using a mix of Ethernet, MODBUS and hardwired signals.
In the plant there are 3 completely separate data networks as follows:
1 dual redundant 10 Mbit/s network for Process Control purposes 1 dual redundant 10 Mbit/s network for Process Shutdown purposes 1 single, non-redundant 100 Mbit/s network for Condition Monitoring purposes. The same network is also used for miscellaneous service functions, e.g. software download. Critical service functions can also be performed via the PCS or PSD networks as a backup possibility.
Most control loops in the PCS system are closed topside, but the anti-surge high speed control loop needs to be closed subsea (for response time reasons). There are also such high speed control loops closed subsea for the magnetic bearing system and for the high voltage units (e.g. over current protection).
A family of electric actuators have been qualified for subsea use during the project.
Condition Monitoring
The reasons for establishing the Condition Monitoring system in the first place are:
-obtain detailed knowledge on the behaviour of the various components -observe gradual degradation in performance over time -trouble-shooting and diagnostics in case of upsets. The ultimate goal is to have a system in place which can assist in CBM (Condition Based Maintenance).
As the pilot plant is a prototype the data logging requirements are higher than for a normal operational plant. As currents and voltages are being logged at 10 kHz sampling rate, detailed information on harmonics and transient's content is available for analysis. Totally approximately 1 million data points are logged per second creating log files of approximately 4 TByte (4 000 GByte) per month. After 2 years of trial operation there will thus be an accumulated data volume of about 100 TBytes of data. Data needs to be stored in an efficient manner so that they can later be retrieved for visualisation, calculations, reporting and analysis.
The data originates in several subsystems and is obtained in a variety of formats and protocols.
For visualisation purposes, it is possible to combine data from any source with data from any other data source. It is possible to visualise vibration from a magnetic bearing together with the compressor suction pressure (as a high vibration could be caused by a low suction pressure). Visualisation of data is possible in a wide variety of formats.
It is also possible to perform calculations based on data from various sources (e.g. calculating compressor efficiency from a combination of VSD and process data).
The system is able to efficiently find its way through the logged files, i.e. it is able to sift through TByte sized files quickly.
The actual data storage is done using dual 20 TByte fileservers with automatic replication and a 20 TByte tape station (24 x 0.8 TByte tapes) for regular backup. The file storage system is sized for approximately 6 months of unattended operation. The data storage system has an open interface such that any application can access it using a standard ODBC (Open DataBase Connectivity) interface.
The visualisation, calculating and reporting is done by a general purpose application package FlexPro (see [2] ) which can access data from all the data sources regardless of format. Further application packages can be added later.
Some data are stored in vendor specific sub-systems in a format which is directly accessible from the high level combining application. This is the case for pump vibration data and VSD/UPS/HVCB condition monitoring data, which are stored in National Instruments DIADEM files.
Data from the storage can be accessed by the combining application, but also by other standard applications (e.g. EXCEL) using a standard ODBC interface.
The data traffic for condition monitoring purposes is thus completely isolated from the normal process control and shutdown data traffic and can not in any way influence the normal operation of the plant.
Visualisation
A standard utility package (FlexPro) was chosen which can access all the stored data streams regardless of type. It has a large amount of standard visualisation options for both 2D and 3D data of which a few are shown below as examples. See www.weisang.com for further details. One example of a useful way to display data is to indicate how the vibration spectrum changes as rotating equipment is accelerated (a generic example of such a graph is shown below in Figure 3 ).
Calculations
Calculations can be implemented in the selected utility tool (FlexPro), and other calculation packages can also be added later. Examples of calculated variables, which in turn can be stored in the database, are: 
In FlexPro calculations can be done either using macros or using Visual Basic. As the circular database and the SQL database are openly accessible (via ODBC), calculations can also be done in a wide variety of other tools, including MATLAB, EXCEL and others.
Analysis tools
Analysis can be made at different levels. CM data, for example the HVCB or VSD subsystems can be analysed in the vendor specific database using analysis tools supplied by the subsystem vendor. However these data can then not be correlated directly with data from other subsystems, e.g. the Magnetic Bearing system.
On a higher lever, analysis can be made using data sources from all data streams and combining VSD data with magnetic bearing and process data.
The high level standard package selected also has a large set of standard analysis tools available, for example: -FFT (Fast Fourier Transform) -Transforms for unevenly sampled data -Wawelet transforms -Fourier cross-spectra At this time it is not fully determined what analyses shall be performed. However, some examples can be given already at this stage, see the chapter "Use of Data" below.
Predicting maintenance (CBM)
In a longer view it is of interest to be able to predict when a certain equipment needs service. Being able to plan a module change-out in advance means that the consequential process shutdown will be in the order of 24 hours instead of 1 month. (It takes approximately 24 hours to actually replace a module, but in total may take up to 1 month as a suitable vessel may not be immediately available, the weather may not be favourable the spare module needs to be mobilized etc.). The ability to plan maintenance before the components actually break down is commonly called Condition Based Maintenance or CBM.
Certain types of degradation deteriorate slowly over time, e.g. compressor performance/efficiency. By monitoring this over time, intervention for compressor module replacement can thus be planned in advance. There are several such degradation mechanisms which will be called KPIs from now on (Key Performance Indicators).
Catastrophic breakdowns can by definition not be predicted in advance. In order to be useful for Condition Monitoring in our sense of the word KPI's must be:
• Measurable • Slowly evolving over time (weeks or months) • Possible to extrapolate into the future (at least for a few weeks)
In Figure 4 shows an example of a simple CBM system for a subsea pump from another application which has been operating for a few years. 3 KPI's are being automatically monitored and the overall presentation is in form of a simple green/yellow/red indication (signifying OK, intervention needed in a few weeks time and intervention needed soonest).
In case a warning or alarm is given, one can drill deeper into the CBM system and see the calculations upon which the warning is based. In Figure 5 the calculated pump efficiency is shown over approximately 1 year. No clear degradation can be observed. The anticipated lifetime for such a pump is typically around 5 years, such that no degradation is expected after just 1 year's operation.
The CBM system attempts to find a trend in the data and estimate the time left until the performance drops to a preset level (50 in the example). The estimated number of days remaining is shown, and when this drops below 1 month a WARNING is given. When it drops below 1 week, an ALARM is given.
Another automatic analysis evaluates the performance of a subsea bank of hydraulic accumulators whenever a pump is stopped (a large volume of liquid is then drawn from the accumulator bank). By evaluating the pressure/time curve it is possible to determine how many of the 8 accumulators that are still operative, and plot this over time. When fewer than 5 are remaining operative, an intervention is necessary in order to guarantee performance in worst case conditions.
Use of the Ormen Lange data
Some anticipated ways to use the CM/CBM system by obtaining detailed knowledge on the behaviour of the various components can now be sketched.
VSD Harmonic content etc.
For each of the VSDs output voltage and current are measured on Themed Paper: Control System and Condition Monitoring for a Subsea Gas Compressor Pilot each phase with a sampling frequency of 10 kHz. From this data the harmonic content can be calculated, both as total harmonic content and as detailed frequency content (FFT). As the VSD component ages some increase in harmonic content may occur.
The harmonics content can also be cross-correlated with the power and/or the speed.
The active and reactive power can also be determined.
Anti-surge control loop performance
The anti surge control loop involves several time-constants in series, namely: Sensor delay (delay from a process upset until detected and signalled by sensor) Controller delay (delay in anti-surge controller card) Parameter settings in anti-surge controller logic Response time in valve actuator
The overall response can to some extent be determined by logged data, and monitored over time.
HV system transients
Most voltages and currents in the HV system are sampled and stored at 10 kHz sampling rate. After rapid load changes (e.g. a trip), these voltages and currents can then be analyzed and compared with earlier analysis and simulations.
Structural Vibration
Structural vibration is monitored by sensors bolted to the structure in 8 locations. The amount of vibration being transferred to the structure can thus be monitored. The structural vibration can be correlated against, for example compressor speed, and monitored over time.
Electrical Actuated Valves
For each valve the travel time and electrical power used by the actuator is monitored. If the travel time or the power required moving the valve increases over time, this can be caused by increased friction in the valve.
The power required to move a valve also depend on the process conditions so that these also need to be taken into account.
The number of times a valve has changed direction of movement and how far the valve stem has travelled in total, can also be monitored. Some seal wear mechanisms depend on total linear travel and other wear mechanisms depend on number of direction reversals.
Magnetic Bearing
For the magnetic bearing system in the compressor the position and current used by all 7-axis bearings are monitored. Thus, the ability of the magnetic bearing system to control the shaft position and how much power is required to do so, is also monitored. If the rotor system develops an unbalance, there will be an increase in the power required by the magnetic bearing system to counteract the imbalance.
The vibration can be correlated with compressor speed, power and process parameters.
Compressor efficiency
Compressor efficiency can be calculated based on power supplied to the compressor shaft and the work done by the compressor. The input power is measured at the VSD output and from knowledge of the motor performance the shaft power can be calculated. Process sensors around the compressor provide pressure, temperature and flow. Some analysis data of the gas stream may have to be input manually. Thus the work done by the compressor can be determined with a fair accuracy. By dividing the two, the efficiency is obtained.
Pump Efficiency
Pump efficiency can be calculated in a similar manner as the compressor efficiency.
VSD Efficiency
For the VSD modules, the power at the input and output is continuously measured. The efficiency can then be obtained by dividing the two.
Trouble-shooting and diagnostics in case of upsets
If the plant experiences an upset (e.g. a shutdown or partial failure), it is of great interest to study logged data for the time before the transient, in an effort to determine the underlying chain of events leading up to the transient.
The visualisation package is then used to inspect data from all relevant sources.
Time-tagging of data is done as close to the source a practically possible. Some high speed data are thus time tagged with an accuracy of a few milliseconds, e.g. High Voltage sensors for voltage and current. Such signals are also typically sampled with 10 kHz sampling frequency, providing very high resolution and accuracy in determining the sequence of events.
Future work
The data logged during 2 years trial operations will consist of about 250 TByte of data. This provides possibilities for large-scale datamining with the objective of gaining further understanding on the deterioration mechanisms of the various modules developed for the compressor pilot station. Further KPIs may then be defined.
The results will be used to define the condition monitoring system required for actual subsea station. This will presumably log far fewer data per second and primarily be used for Condition Based Maintenance planning.
Results and Conclusion
At the time of writing this system has been specified and is being built. All data sources have been defined and interface testing is ongoing. Main results at this time (to be verified during final testing):
Data from the High voltage system (current, voltage), magnetic bearing, pump vibration and structure vibration sensor systems is being sampled at high speed (2 -10 kHz) and time tagged with an accuracy of approximately 10 milliseconds.
Data from other systems are being sampled at lower frequency (typically 1 Hz) and time tagged with an accuracy of approximately 1 second.
Data are stored on-line for approximately 6 months and regularly backed up to tape. Approximately 4 TByte of data is generated per month.
Data from all sources can be visualized on a common platform for ease of correlation and comparison.
By adding an analysis layer on top of the data storage, condition of the equipment can be monitored and logged over time.
This opens up the possibility for condition based maintenance in the future subsea station.
