Abstract -This paper discusses the development of a novel navigation method that integrates three-dimensional (3D) point cloud data, two-dimensional (2D) digital camera data, and data from an Inertial Measurement Unit (IMU). The target application is to provide an accurate position and attitude determination of unmanned aerial vehicles (UAV) or autonomous ground vehicles (AGV) in any urban or indoor environments, during any scenario. In some urban and indoor environments, GPS signals are attainable and usable for these target applications, but this is not always the case. GPS position capability may not only be unavailable due to shadowing, significant signal attenuation or multipath, but also due to intentional denial or deception. In these scenarios where GPS is not a viable, or reliable option, a system must be developed that compliments GPS and works in the environments where GPS encounters problems. The proposed algorithm is an effort to show one possible method that a complementary system to GPS could use. It extracts key features such as planar surfaces, lines, corners, and points from both the 3D (point-cloud) and 2D (intensity) imagery. Consecutive observations of corresponding features in the 3D and 2D image frames are then used to compute estimates of position and orientation changes. Since the use of 3D image features for positioning suffers from limited feature observability resulting in deteriorated position accuracies, and the 2D imagery suffers from an unknown depth when estimating the pose from consecutive image frames, it is expected that the integration of both data sets will alleviate the problems with the individual methods resulting in a position and attitude determination procedure with a high level of assurance. An Inertial Measurement Unit (IMU) is used to set up the tracking gates necessary to perform data association of the features in consecutive frames. Finally, the position and orientation change estimates can be used to correct for and mitigate the IMU drift errors.
INTRODUCTION
To enable operation of Unmanned Aerial Vehicles (UAVs) and Autonomous Ground Vehicles (AGVs) at any time in any environment a Precision Navigation, Attitude, and Time (PNAT) capability is required that is robust and not solely dependent on the Global Positioning System (GPS). In urban and indoor environments a GPS position capability may not be available due to shadowing, significant signal attenuation and multipath caused by buildings, or due to intentional denial or deception. To improve availability and guarantee continuity of service in these environments, GPS can be integrated with an Inertial Measurement Unit (IMU) or improved by increasing its sensitivity by using external data sources (i.e. assisted GPS). This integration strategy is successful in many cases, but does not cover all possible scenarios. An alternative method is the topic of discussion in this paper. A method that integrates the range information of a 3D imaging camera and the outputs of an IMU for position and attitude estimation of a UAV was introduced in [2] . Our research extends this concept to include the intensity (2D) data of both the 3D imager (low resolution) and a 2D imager (high resolution). Note that integration of multiple sources of data may not only improve the accuracy of the position and attitude estimate, but also add integrity, continuity and availability to the solution.
Alternative navigation technologies may include (a) the integration of inertial sensors with imagery and Ladar [3] , (b) beacon-based navigation (i.e. psuedolites) [4] , (c) or navigation using signals of opportunity [4] . We will focus on category (a). Two-dimensional (2D) laser scanners have been used extensively to enable navigation of robots in an indoor environment. For example, [5] describes a method to estimate the translation and rotation of a robot platform from a set of extracted lines and points using a 2D sensor. [6] discusses the feature extraction and localization aspects of mobile robots and addresses the statistical aspects of these methods. [7] introduces improved environmentdependent error models and establishes relationships between the position and heading uncertainty and the laser observations, thus enabling a statistical assessment of the quality of the estimates. In [8] 2D scanning Ladar measurements are tightly integrated with IMU measurements to estimate the relative position of a van in an urban environment. The idea of using planar surfaces for 2D localization is described in detail in Use of 3D features in Flash Ladar imagery was introduced in [10] . [11] describes the integration of Ladar (Laser ranging) with imagery and inertial data. In that concept the Ladar is used to remove the depth uncertainty present in the imagery data by simultaneously observing 2D features in a plane and 3D laser points in that same planar surface. This paper focuses on the issues and aspects of using varying features from multiple sensors to obtain and estimate of position and attitude change.
II. FEATURE-BASED NAVIGATION
In order to observe the surrounding environment of platform, this paper considers multiple different were considered for navigational purposes imagers, 2D vision cameras (both regular as well as infrared) and 2D laser scanners. Table 1 lists the typical measurements and features that can be extracted from the data collected by these sensors. The table also includes references to example feature extraction methods for these features that are planned to be used in this research. Given the feature information in Table 1 , strengths and weaknesses of the different sensors, a 2D vision camera and a 3D imaging camera were chosen for this research due to their complementary nature. imaging camera data has no depth uncertainty, but does typically not have observe many strong planar surfaces). Contrarily, 2D vision camera data typically contains more observable features than the 3D point cloud data, but these feature do have an unknown depth. ative position of a van in an urban environment. The idea of using planar surfaces for 2D localization is described in detail in [9] . dar imagery was describes the integration of Ladar (Laser ranging) with imagery and inertial data. In that concept the Ladar is used to remove the depth uncertainty present in the imagery data by sly observing 2D features in a plane and 3D
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This paper focuses on the issues and aspects of using varying features from multiple sensors to obtain and estimate of position and attitude change.
NAVIGATION
In order to observe the surrounding environment of a different sensors purposes including 3D 2D vision cameras (both regular as well as infrared) and 2D laser scanners. Table 1 lists the typical and features that can be extracted from The table also ple feature extraction methods for these features that are planned to be used in Table 1 . Measurement and features associated with the able 1,and the erent sensors, a 2D vision camera and a 3D imaging camera were chosen for this research due to their complementary nature. 3D imaging camera data has no depth uncertainty, but does observe many strong features (i.e. ntrarily, 2D vision camera data contains more observable features than the 3D , but these feature do have an unknown When observing an indoor or urban environment 3D (point cloud data) and 2D (intensity data) sensor various features can be utilized for navigation purposes. Figure 1 shows a typical 2D indoor scene in which a plethora of features can be observed such as point features, line features, corner features and planar surfaces. Figure 2 shows the basic philosophy behind our integration approach. The Inertial Measurement Unit (IMU) is chosen as the core sensor since it is self contained and therefore does not depend on "external" infrastructure such as a feature-rich environment the vision sensors. Choosing to base the system around an IMU will provide it with position and attitude estimates in any environment and in any scenario. However, when an Inertial Navigation System (INS) used in a standalone fashion the position and attitude estimates will drift over time. optical sensors will be integrated as secondary sensors with the INS. The position estimates from the 3D and 2D images with the INS data to estimate the Figure 2 . Sensor integration philosophy using the IMU as a "core" sensor.
Figure 1. Example features in an indoor environment.
[14], corners [16] , planar SIFT features [17] , SURF features [18] , etc.
, corners, point Planar surfaces [20] , curved surfaces, point urban environment with (point cloud data) and 2D (intensity data) sensors, various features can be utilized for navigation purposes. Figure 1 shows a typical 2D indoor scene in which a plethora of features can be observed such as point features, line features, corner features and planar in an indoor environment. Figure 2 shows the basic philosophy behind our integration approach. The Inertial Measurement Unit (IMU) is chosen as the core sensor since it is selfcontained and therefore does not depend on "external" rich environment, unlike the vision sensors. Choosing to base the system around with position and attitude estimates in any environment and in any scenario.
Inertial Navigation System (INS) is used in a standalone fashion the position and attitude To correct this, the sensors will be integrated as secondary sensors and attitude change estimates from the 3D and 2D images will be combined estimate the the inertial drift errors. imagers are input to the feature extraction modules that extract point, corner, line, and planar surface features from the data. Next, the extracted featur associated with previously observed features using orientation and translation estimates and uncertainties from the inertial mechanization. Next, associated features are transformed into a domain where th be used for 3D estimates. For each of these transformed features, a corresponding feature is synthesized using the inertial data. Both the transformed and synthesized features are then input to a complementary Kalman Filter (EKF). This filter will combine the measured motion from the INS (which contains drift errors) with the observed motion data of the vision sensors. The output of the filter will be estimates of inertial drift terms, which will be used in the inertial mechanization to correct the IMU measurements 
III. PREVIOUS PLANAR-SURFACE BASED MECHANIZATION
Using planar surfaces for indoor navigation was introduced in [10] and described in more detail in The basic concept is shown in Figure 4 . At epoch planar surfaces are extracted from the 3D point cloud and time tagged to provide accurate knowledge of when the planar surface was observed. frame is captured, association is performed to recognize planes that have previously been observed association is completed, the parameter associated planes can be used to obtain an estimate for the change in position and attitude from the most recent past observation of a plane to its current observation. The parameters used for navigation purposes planar surface normal vector, n i , and the shortest distance to the plane (the so-called normal distance), Figure 3 shows a detailed block diagram for the proposed integration method. Data from the 3D and 2D imagers are input to the feature extraction modules that extract point, corner, line, and planar surface features from the data. Next, the extracted features are features using the orientation and translation estimates and uncertainties Next, associated features are transformed into a domain where they can of these transformed features, a corresponding feature is synthesized using the inertial data. Both the transformed and synthesized features are then input to a complementary Extended This filter will combine the the INS (which contains drift tion data of the vision estimates of the will be used in the inertial mechanization to correct the IMU measurements. 
SURFACE BASED
Using planar surfaces for indoor navigation was escribed in more detail in [20] . The basic concept is shown in Figure 4 . At each time planar surfaces are extracted from the 3D point nd time tagged to provide accurate knowledge of . As each new frame is captured, association is performed to recognize observed. After parameter changes in an estimate for the most recent past observation of a plane to its current observation.
navigation purposes are the and the shortest called normal distance), ρ i .
The relationship between these parameters and the change in position and orientation from epoch to epoch is given by equations (1a) and (1b) represents the observed change in translational motion and, C represents the observed change in orientation from time t k to t k+1 .. 
Equations (1a) and (1b) are the foundation of the observed motion change calculations, expanded into a linear matrix form observable planar surfaces in this application. Equation 2 shows the transformation of equation encompass the motion of N plan multiple planes to solve for the rotational motion directly, without the use of the INS can be seen in equations (3a) and
To successfully solve for the translational motion equation (3a), a minimum of 3 non surfaces are required. To solve for the rotational motion using equation (3b), a minimum of 2 non planar surfaces are required. Since features varies during each time epoch, there is a possibility of not having enough solve equations (3a) and (3 Error Estimates Navigation Outputs Position, Velocity, Attitude
The relationship between these parameters and the change in position and orientation from epoch to epoch is given by equations (1a) and (1b), where ∆x ge in translational motion represents the observed change in orientation Figure 4 . Basic concept of using planar surfaces for navigation purposes.
are the foundation of the observed motion change calculations, and can be expanded into a linear matrix form for multiple this application. Equation 2 shows the transformation of equation (a) to encompass the motion of N planar surfaces. Using multiple planes to solve for the translational and without the use of the INS, and (3b).
solve for the translational motion using a minimum of 3 non-parallel planar o solve for the rotational motion a minimum of 2 non-parallel planar surfaces are required. Since the number of s varies during each time epoch, there is a possibility of not having enough planar surfaces to (3b). Due to these circumstances, a tight integration mechanization between the INS and the vision sensors is necessary. This type of integration method is discussed in detail in [31] and implements a complementary filter structure which can be observed in Figure 5 .
Figure 5. Integration of 3D imager and INS using a complementary Kalman filter.
The input to the tightly integrated extended Kalman filter is the difference between the normal distances estimated from the 3D planar surfaces and the normal distances synthesized from the INS. The state vector used in the extended Kalman filter, shown in equation 4, includes an error in the displacement between 3D imaging camera scenes δx, velocity error error δθ θ θ θ, gyro bias b g , and accelerometer bias measurement and state transition matrices are given in [20] .
IV. INCREASING THE NUMBER OF 3D FEATURES AND INCLUDING 2D IMAGERY
When dealing with the previously discussed planar surface based mechanization, the algorithm from observability problems in the absence of reliable planar surfaces. One way to mitigate these observability problems is to extract and include other than planar surfaces in the 3D data. We have expanded the analysis of the 3D po information to extract and associate 3D features in addition to the previously discussed planar features. The use of multiple different types of 3D features will reduce the situations in which there are not enough features to estimate the pose (position and attitude) of the platform.
In addition to increasing the number of used in the program, the mechanization can be aided and improved by the including 2D features. This research uses both point features and line featur extracted from 2D imagery data. To extract point , a tight integration mechanization between the INS and the vision sensors is necessary.
integration method is discussed in detail in [31] and implements a complementary filter structure 
R OF 3D NG 2D
When dealing with the previously discussed planaralgorithm suffers in the absence of enough . One way to mitigate these extract and include features in the 3D data. We have expanded the analysis of the 3D point cloud 3D line and point the previously discussed planar features. The use of multiple different types of 3D the situations in which there are not ate the pose (position and increasing the number of 3D features used in the program, the mechanization can be aided 2D features. This features and line features data. To extract point features, the SIFT algorithm was used to the most unique points in the algorithm was developed to extract reliable line segments. The steps taken by this algorithm are displayed in Figure 6 . This procedure starts with a standard edge detection method such as the Canny edge detector [12] to detect all the candidate intensity image. Connected (4 neighborhood) edges are then isolated using a boundary-tracing algorithm. The number of resulting edges is then reduced by allowing only those edges that satisfy both a minimum-length criterion maximum-sum-of-residuals criterion.
Figure 6. Line extraction and reduction methodology.
Once the 2D data has been analyzed frame positions of the extracted lines and points are known, a projection from the 2D image frame to the 3D world must be established. This process uses the principles of multi-view geometry, displayed in Figure  7 , and knowledge of the vision sensor matrix to derive the projection shown in equation 5 The a priori knowledge of the camera is obtained through a camera calibration procedure populate the camera matrix in equation 5. Once the 2D features have been projected into a 3D world coordinate system, it is important to note that depth is still unresolved for these features, and is only estimated in the projection process based on the inertial measurements. features, the SIFT algorithm was used to find a few of the most unique points in the 2D data. Also, an algorithm was developed to extract reliable line
The steps taken by this algorithm are displayed in Figure 6 . This procedure starts with a tandard edge detection method such as the Canny edge to detect all the candidate edges in the intensity image. Connected (4-neighborhood or 8-neighborhood) edges are then isolated using a tracing algorithm. The number of resulting edges is then reduced by allowing only those edges that length criterion and a residuals criterion.
Once the 2D data has been analyzed, and the 2D image frame positions of the extracted lines and points are known, a projection from the 2D image frame to the 3D This process uses the geometry, displayed in Figure  sion sensor calibration projection shown in equation 5. of the camera is obtained through a camera calibration procedure, and is used to populate the camera matrix in equation 5. Once the 2D ojected into a 3D world coordinate system, it is important to note that depth is still unresolved for these features, and is only estimated in based on the inertial 
FEATURE-RELATED ASSOCIATION, POSITION, AND ATTITUDE EQUATIONS
For each of the different types of features used in this research, descriptive characteristics must be determined. Point features in 2D and 3D their coordinates in the body frame, p 2D,i features in 2D and 3D are defined by a centroid and direction in the body frame, c 2D,i , l 2D,i , c 3D planar surfaces are defined by their centroid and normal vector, c i and n i . From these parameters indirect (transformed) parameters can be obtained. For example, the normal distance to and normal point on a planar surface is related to the centroid and normal vector through equation 6. Tables 2 and 3 show the association and navigation related equations . The association equations used to prediction the position based on previously observed features. Using these prediction methods, points are associated based solely on positions. Contrarily, lines must be associated using multiple different criteria since they can easily change in length from frame to frame. Hence associated based on their slope, centroid, normal point, normal distance, and points they contain. change in position and attitude rows of the tables contain our approaches to estimating the motion of the platform, but as mentioned previously, depth of the features is still unknown for the 2D cases Consequently, these features cannot be used to fully and accurately calculate motion of the platform, but can provide the Kalman filter with constraint equations shown in Figure 8 . In combination with the explicit range features to the 3D features (see Figure 9 ) and the
ine geometry (based on [21] ).
RELATED ASSOCIATION, DE
atures used in this research, descriptive characteristics must be 2D and 3D are defined by 2D,i and p i . Line defined by a centroid and c i and l i while defined by their centroid and . From these parameters indirect (transformed) parameters can be obtained. For example, the normal distance to and normal point on a planar surface is related to the centroid and normal vector (6) association and navigationequations . The association rows include the position based on Using these prediction solely on their . Contrarily, lines must be associated using multiple different criteria since they can easily change Hence, lines are associated based on their slope, centroid, normal point, normal distance, and points they contain. The 3D change in position and attitude rows of the tables estimating the motion of the ously, depth of the features is still unknown for the 2D cases.
, these features cannot be used to fully and accurately calculate motion of the platform, but can Kalman filter with constraint equations as In combination with the explicit range features to the 3D features (see Figure 9 ) and the INS measurements, the constraint equations, which are homogeneous, can be resolved in the Kalman filter. The function of these constraint equations the degrees of freedom for the motion that a certain amount of 3D features obtain an estimate. 
2D Lines
2D Association
Based on multiple points on the line
3D Association
3D ∆ Position
Evaluate epipolar line constraint
3D ∆ Attitude
Evaluate epipolar line constraint Tables 4, 5 , and 6, show the useful equations for the association, position, and attitude determination process for the 3D features used in this research. Using information obtained from the equations shown association rows of these tables, methods association can be established. Similar to the process used for 2D point features, 3D point features are associated based solely on their position features are associated based on comparing their unit vectors, normal points, normal distances, they contain, whereas planar surfaces are associated based on comparing their normal vectors, normal points, normal distances, and centroids. With the association data obtained through the previously mentioned processes, the 3D change in positio attitude estimates can be calculated for each of the types of 3D features. Unlike the information gained from the 2D features, the 3D features have no depth uncertainty. Therefore, if enough features are associated, the equations presented in the cha position and attitude rows of the tables will yield the information necessary to perform the observed motion equations with no ambiguities. If the motion equations are solvable, the observed motion of the features can be combined with the INS data through a Kalman filter design, shown in Figure 9 .
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Normal to planar surface spanned by multiple points Table 4. 3D point equations   Tables 4, 5 , and 6, show the useful equations for the association, position, and attitude determination process for the 3D features used in this research. Using equations shown in the association rows of these tables, methods for association can be established. Similar to the process 2D point features, 3D point features are based solely on their position. 3D line features are associated based on comparing their unit vectors, normal points, normal distances, and points lanar surfaces are associated based on comparing their normal vectors, normal points, normal distances, and centroids. With the association data obtained through the previously mentioned processes, the 3D change in position and attitude estimates can be calculated for each of the types of 3D features. Unlike the information gained features, the 3D features have no depth uncertainty. Therefore, if enough features are the equations presented in the change in position and attitude rows of the tables will yield the he observed motion equations with no ambiguities. If the motion equations , the observed motion of the features can be hrough a Kalman filter
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Normal to planar surface spanned by multiple points equations Table 6 . 3D planar equations
Figure 9. Kalman filter for
Given the navigation equations for calculating platform motion from the observed feature motion with the Kalman filter design presented in this paper, is expected this procedure will be able to accurately estimate the INS drift terms. At this point in time the implementation of the association algorithms has been completed, but the navigation mechanization is still under construction. Given that our observed motion 
3D Planar Surfaces
Kalman filter for 3D features for calculating platform observed feature motion, combined with the Kalman filter design presented in this paper, it will be able to accurately At this point in time the implementation of the association algorithms has been tion mechanization is still Given that our observed motion estimates are derived from images that contain noise, our estimates will not be perfect. The noise in these estimates will allow the error in this system to drift slowly, but this drift is expected to be smaller than the drift contained in the INS standalone output. Therefore, this system will output velocity, and attitude estimates that drift at a significantly slower rate than the INS with no corrective filtering.
VI. TEST SETUP AND PRELIMINARY RESULTS
To evaluate the performance of the feature extraction, association, and integration algorithms, a test setup was developed. Figure 10 shows a block diagram of this test setup. A central processor is connected to the Swissranger SR3000 3D imager via a USB Honeywell HG1930 IMU, and a Point Grey FireFly MV firewire vision camera. Two Hokuyo laser scanners are also interfaced via a USB interface measurements have been time-tagged with the local CPU time. The software onboard the processor uses a pthread-based software structure allowing for a data collection setup as well as a future implementation of a real-time setup. Figure 11 shows the actual data collection pallet with the installed sensors. preliminary data collection was performed in the hallways of Stocker Center, the Ohio University engineering building. To support performance evaluation of the proposed methods for future purposes, the hallway was manually mapped using laser range finders. Figure 12 shows the map of the test environment. To support estimates are derived from images that contain noise, our estimates will not be perfect. The noise in these estimates will allow the error in this system to drift is expected to be significantly than the drift contained in the INS standalone this system will output position, velocity, and attitude estimates that drift at a significantly slower rate than the INS with no corrective
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To evaluate the performance of the feature extraction, association, and integration algorithms, a test setup was shows a block diagram of this test setup. A central processor is connected to the USB interface, a Point Grey FireFly irewire vision camera. Two Hokuyo laser scanners interface. All tagged with the local CPU time. The software onboard the processor uses a based software structure allowing for a data collection setup as well as a future implementation of a shows the actual data collection pallet with the installed sensors. A preliminary data collection was performed in the hallways of Stocker Center, the Ohio University
To support performance or future purposes, the hallway was manually mapped using laser range finders. Figure 12 shows the map of the test Although the navigation algorithms are still under development, the developed 3D planar extraction algorithms, the 2D and 3D line extraction algorithms and, the 2D and 3D point extraction algorithms were performed on the imagery. Figure 1 boundary trace and edge reduction result for one of the frames, Figure 14 shows the extracted point features of a given frame and, Figure 1 extraction results for the 3D point cloud for four consecutive frames. Although the navigation algorithms are still under development, the developed 3D planar extraction algorithms, the 2D and 3D line extraction algorithms nt extraction algorithms were performed on the imagery. Figure 13 shows a typical boundary trace and edge reduction result for one of the shows the extracted point features of a given frame and, Figure 15 shows the planar ts for the 3D point cloud for four . Line extraction results.
. Point extraction Results. 400 500 600 Figure 15 . Plane extraction results.
Using the data from the feature extraction algorithms, the developed features association algorithms were performed. Figure 16 shows the results of the line feature association algorithms performed on the 2D digital camera data. The results of the 3D line surface and point association are superimposed 2D intensity image from the 3D imager in figure 1 Although the 3D association is performed on the 3D point cloud data, the results are displayed intensity image for ease of visualization. Using the data from the feature extraction algorithms, features association algorithms were of the point and line feature association algorithms performed on the 2D digital camera data. The results of the 3D line, planar superimposed on the 2D intensity image from the 3D imager in figure 17 . Although the 3D association is performed on the 3D are displayed on the 2D
. 2D feature association results. 
VII. SUMMARY
This paper discussed part of the theory considerations and issues necessary for an integrated 2D imager/3D imager/IMU navigation system. basic approach of tightly integrating multiple different feature types with inertial data was addressed, and most of the basic relationships between position, attitude these features were established. the use of a variety of feature single feature type will result in an increased availability of the algorithm and an increased observability of the INS (drift) errors in the Kalman filter. It is the goal of this research to find if this hypothesis will hold true. To examine this hypothesis, robust line, plane, and point feature extraction and association algorithms were developed. Finally, a test setup and a preliminary data collection were completed to test developed algorithms. Currently, the math introduced in section 5 is being implemented to extend the original tightly-coupled integration method. Graduate Institute (DAGSI) is thanked for supporting this research..
. 3D feature association results displayed on 2D intensity image.
of the theory, implementation and issues necessary for an integrated IMU navigation system. The approach of tightly integrating multiple different feature types with inertial data was addressed, and most of the basic relationships between position, attitude, and It is hypothesized that types rather than one single feature type will result in an increased availability of the algorithm and an increased observability of the INS (drift) errors in the Kalman filter. It is the goal of this research to find if this o examine this hypothesis, robust line, plane, and point feature extraction and association algorithms were developed. Finally, a test setup and a preliminary data collection were completed to test developed algorithms. Currently, the math is being implemented to extend coupled integration method.
