In recent years, methods of approximate parameter estimation have attracted considerable interest in complex problems where exact likelihoods are hard to obtain. In their most basic form, Bayesian methods such as Approximate Bayesian Computation (ABC) involve sampling from the parameter space and keeping those parameters that produce data that fit sufficiently well to the actually observed data. Exploring the whole parameter space, however, makes this approach inefficient in high dimensional problems. This led to the proposal of more sophisticated iterative methods of inference such as particle filters.
Introduction
Both in the Bayesian as well as in the frequentist framework, statistical inference commonly uses the likelihood function. However, under a wide range of complex models, no explicit formula is available. This occurs for example when modelling population genetic and evolutionary processes (Marjoram and Tavaré, 2006) , in spatial statistics (Soubeyrand et al., 2009) , and in queuing systems (Heggland and Frigessi, 2004) . Furthermore, such situations also occur with dynamical systems as used for example in systems biology (Toni et al., 2009) , and epidemiology (McKinley et al., 2009 ). Here, we consider statistical models with an intractable distribution theory, but a known data generating process under which simulations can be obtained.
A recent approach to overcome this problem is Approximate Bayesian Computation (ABC) (Beaumont et al., 2002) . Its basis is a rejection algorithm: Parameter values are randomly drawn from the prior distribution, data sets are then simulated under these values. To reduce complexity, informative but low dimensional summaries are derived from the data sets. All parameter values that gave rise to summary statistics similar to those computed for the observed data are then accepted as a sample from the posterior distribution. Hence, ABC does not involve any kind of direct approximation of the likelihood, but with a uniform prior (with support on a compact subset of the parameter space taken large enough to contain the maximum likelihood estimator) it can be used to obtain a simulation-based approximation of the likelihood surface and, subsequently, the maximum likelihood estimate for the observed summary statistic values (Creel and Kristensen, 2013; Rubio and Johansen, 2013) .
ABC has successfully been used in population genetic applications and also in other fields (Beaumont, 2010) . However, the sampling scheme can be inefficient in high-dimensional problems: The higher the dimension of the parameter space and the summary statistics, the lower is the acceptance probability of a simulated data set. Consequently, more data sets need to be simulated to achieve a good estimate of the posterior distribution. Alternatively, the acceptance threshold needs to be relaxed, but this increases the bias in the approximation to the posterior distribution. To reduce the sampling space, combinations of ABC and iterative Monte Carlo methods such as particle filters and Markov Chain Monte Carlo have been proposed (Beaumont et al., 2009; Wegmann et al., 2009) .
Here, we follow an alternative approach to obtain an approximate maximum likelihood estimate. Instead of using random samples from the whole parameter space, we propose a stochastic gradient algorithm that approximates the maximum likelihood estimate. Similar to ABC, it relies on lower-dimensional summary statistics of the data. In the simultaneous perturbations algorithm, in each iteration two noisy evaluations of the likelihood are sufficient to obtain an ascent direction (Spall, 1992) . To this end the likelihood is approximated by kernel density estimation on summary statistics of data simulated under the parameter value of interest.
Our algorithm is related to a method suggested in Diggle and Gratton (1984) (see also Fermanian and Salanié, 2004) . There, an approximate maximum likelihood estimate is obtained using a stochastic version of the Nelder-Mead algorithm. However, the authors explore only applications to 1-dimensional i.i.d. data. In principle, our approach can also be applied in the context of indirect inference, where summary statistics are derived from a tractable auxiliary model (Drovandi et al., 2011) .
Method
We will start by describing the so called simultaneous perturbation algorithm for optimizing the expected value of a random function using simulations. Next, we explain how this algorithm can be adapted to obtain maximum likelihood estimates. Details on the tuning can be found in the following section.
General simultaneous perturbation algorithm
Let Y ∈ R be a random variable depending on Θ ∈ R p . The function L(Θ) = E(Y | Θ) shall be maximized in Θ, but L(Θ) as well as the gradient ∇L(Θ) are unknown. If a realization y(Θ) of Y | Θ can be observed for any value of Θ, the maximizer arg max Θ∈R p L(Θ) can be approximated by the simultaneous perturbation algorithm (Spall, 1992) .
Similar to a deterministic gradient algorithm, it is based on the recursion
where a k ∈ R + is a decreasing sequence. However, as ∇L(Θ k−1 ) is unknown, it is substituted by a rescaled putative ascent direction that is randomly chosen among the vertices of the unit hypercube. Thus, in iteration k, a random vector δ k with elements δ (i) k = −1 with probability 1/2, +1 with probability 1/2,
for i = 1, . . . , p is generated, and the ascent direction is approximated by
with c k ∈ R + being a decreasing sequence.
Approximate maximum likelihood algorithm
Suppose, data D obs are observed under model M with unknown parameter vector Θ ∈ R p . Let L(Θ; D obs ) = p(D obs | Θ) denote the likelihood of Θ. For complex models often there is no closed form expression for the likelihood, and for high dimensional data sets, the likelihood can be difficult to estimate. As in ABC, we therefore consider L(Θ; S obs ) = p(S obs | Θ), an approximation to the original likelihood that uses a d-dimensional vector of summary statistics S obs instead of the original data D obs .
An estimateL(Θ; S obs ) of L(Θ; S obs ) can be obtained from simulations under M(Θ) using kernel density estimation. By setting y(Θ) =L(Θ; S obs ), we adopt the simultaneous perturbation algorithm to approximate the maximum likelihood estimateΘ ML of Θ. In more detail, the algorithm is as follows:
1. Choice of a likely ascent direction in Θ k−1 :
(a) Generate a random vector δ k as defined in equation (1). (Wand and Jones, 1995) :
and analogously forL(Θ + , S obs ).
(e) Estimate the ascent direction ∇l(Θ k−1 ; S obs ) bŷ
Then, the approximate maximum likelihood (AML) estimate isΘ AML := Θ K .
If, in a Bayesian setting, a prior distribution π(Θ) has been specified, the algorithm can be modified to approximate the maximum of the posterior distribution,Θ MAP , by multiplyingL(Θ − , S obs ) andL(Θ + , S obs ) by π(Θ − ) and π(Θ + ), respectively.
Parametric bootstrap
Confidence intervals and estimates of the bias and standard error ofΘ AML can be obtained by parametric bootstrap: B bootstrap datasets are simulated from the model M(Θ AML ) and the AML algorithm is run on each dataset to obtain the bootstrap estimatesΘ * AML,1 , . . . ,Θ * AML,B . This sample reflects both the error of the maximum likelihood estimator as well as the approximation error.
We compute simple bootstrap confidence intervals that are based on the assumption that the distribution ofΘ AML − Θ can be approximated sufficiently well by the distribution ofΘ * AML −Θ AML , whereΘ * AML is the bootstrap estimator. Then, a two-sided (1 − α)-confidence interval is defined as
where q (β) (Θ * AML ) denotes the β quantile ofΘ * AML,1 , . . . ,Θ * AML,B (Davison and Hinkley, 1997) .
Tuning guidelines
The performance of the algorithm strongly depends on the choice of the sequences a k and c k . However, their optimal values depend on the unknown likelihood function. Another challenge in the practical application is the stochasticity: large steps can by chance lead very far away from the maximum.
3.1 Choice of a k and c k and convergence diagnostics Here, we consider sequences of the form
as proposed in Spall (2003) . To reflect the varying slope of L in different directions of the parameter space, we choose a ∈ R p (this is equivalent to scaling the space accordingly). Choosing α = 1 and γ = 1/6 ensures optimal convergence speed (Spall, 2003) . The optimal choice of a and c depends on the unknown shape of L. Therefore, we propose the following heuristic based on suggestions in Spall (2003) and our own experience to determine these values as well as A ∈ N, a shift parameter to avoid too fast decay of the step size in the first iterations.
Let K be the number of planned iterations and b ∈ R p a vector that gives the desired stepsize in early iterations in each dimension. Choose a starting value Θ 0 .
1. Set c to a small percentage of the total parameter range (usually between 1% and 5%) to obtain c 1 .
2. Set A = 0.1 * K .
Choose a:
(a) Estimate ∇l(Θ 0 ; S obs ) by the median of n 1 finite differences approximations (step 1 of the AML algorithm),∇ c1l (Θ 0 , S obs ).
(b) Set
As a is determined using information about the likelihood in Θ 0 only, it might not be adequate in other regions of the parameter space. To be able to distinguish convergence from a too small step size, we simultaneously monitor the growth of the likelihood function and the trend in the parameter estimates to adjust a if necessary. Every K 0 iterations the following three tests are conducted on the preceding K 0 iterates:
k is tested using the standard random walk model
where β denotes the trend and k ∼ N (0, σ 2 ). The null hypothesis β = 0 can be tested by a t-test on the differences
• Range test (too large a):
k spans more than 70% of the parameter range.
• Convergence test: Simulate n 2 likelihood estimates at Θ k−K0 and at Θ k . Growth of the likelihood is then tested by a one-sided Welch's t-test.
(A standard hypothesis test; testing for equivalence could be used instead, see Wellek (2010) .)
We conclude that the algorithm has converged to a maximum only if the convergence test did not reject the null hypothesis three times in a row and at the same time no adjustments of a were necessary. In the applications of the algorithm presented in the article, f = 1.5.
Kernel density estimation
To enable the estimation of the gradient even far away from the maximum, a kernel function with infinite support is helpful. The Gaussian kernel is an obvious option, but the high rate of decay can by chance cause very large steps leading away from the maximum. Therefore, we use the following modification of the Gaussian kernel:
In degenerate cases where the likelihood evaluates to zero numerically, we replace the classical kernel density estimate by a nearest neighbor estimate in step 1d:
S obs ) ≈ 0 (with "≈" denoting "numerically equivalent to"), find
and recompute the kernel density estimateL(Θ − ; s) andL(Θ + ; s) in step 1d using S − min and S + min , respectively, as the only observation.
To be computationally efficient, we estimate a diagonal bandwidth matrix H k using a multivariate extension of Silverman's rule (Silverman, 1986; Härdle et al., 2004) . Using new estimates in each iteration introduces an additional level of noise that can be reduced by using a moving average of bandwidth estimates.
Starting points
To avoid starting in very unfavourable regions of the likelihood, a set of random points should be drawn from the parameter space and their simulated likelihood values compared to find useful starting points. This strategy also helps to avoid that the algorithm reaches only a local maximum.
Constraints
The parameter space will usually be subject to constraints (e.g., rates are positive quantities). They can be incorporated by projecting the iterate to the closest point such that both Θ − as well as Θ + are in the feasible set (Sadegh, 1997) . Even if there are no imperative constraints, it is advisable to restrict the parameter space to a range of plausible values to prevent the algorithm from trailing off at random in regions of very low likelihood.
To reduce the effect of large steps within the boundaries, we clamp the step size at 10% of the range of the feasible set in each dimension.
Examples
To study the performance of the AML algorithm, we test it on different applications. The first example is the multivariate normal distribution. While there is no need for simulation based inference for normal models, it allows us to compare the properties of the AML estimator and the maximum likelihood estimator. Second, we apply the algorithm to a queuing process where the exact evaluation of the likelihood can require a prohibitive number of steps. The third example is from population genetics. Here, we use both simulated data, where the true parameter values are known, as well as DNA sequence data from a sample of Bornean and Sumatran orang-utans and estimate parameters of their ancestral history.
Multivariate normal distribution
When the AML algorithm is used to estimate the mean vector Θ = (µ 1 , . . . , µ 10 ) of a 10-dimensional normal distribution with a diagonal VC matrix using the arithmetic meansX = (X 1 , . . . ,X 10 ) as summary statistics, convergence is achieved quickly and the results are extremely accurate.
One dataset is simulated under a 10-dimensional normal distribution such that the maximum likelihood estimator for Θ isΘ ML =X ∼ N (5 · 1 10 , I 10 ) where I 10 denotes the 10-dimensional identity matrix and 1 10 the 10-dimensional vector with 1 in each component. To estimate the distribution ofΘ AML , the AML algorithm is run 1000 times on this dataset with summary statistics S = X.
For each AML estimate, 1000 points are drawn randomly on (−100, 100) × . . . × (−100, 100). For each of them, the likelihood is simulated and the 5 points with the highest likelihood estimate are used as starting points. On each of them, the AML algorithm is run for at least 10000 iterations and stopped as soon as convergence is reached (for ≈ 90% of the sequences within 11000 iterations; convergence is tested every K 0 = 1000 iterations). Again, the likelihood is simulated on each result and the one with the highest likelihood is considered as a realization ofΘ AML . For each evaluation of the likelihood, n = 100 datasets are simulated. Based on these 1000 realizations ofΘ AML , the density, bias and standard error ofΘ AML are estimated for each dimension (tab. 1, fig. 1 ).
The densities of the 10 components ofΘ AML are symmetric around the maximum likelihood estimate with a standard error that is nearly 20 times smaller than the standard error ofΘ ML and a negligible bias. Bootstrap confidence intervals that were obtained from B = 100 bootstrap samples for 100 datasets simulated under the same model as above show a close approximation to the intended coverage probability of 95%.
To investigate the impact of the choice of summary statistics on the results, we repeat the experiment with the following set of summary statistics:
For ≈ 90% of the sequences, convergence was detected within 14000 iterations. Bootstrap confidence intervals are obtained for 100 datasets. Their coverage probability matches the nominal 95% confidence level closely (tab. 1). The components behave very similarly to the previous simulations, except for the estimates of the density for components 9 and 10 ( fig. 2) . Compared to the simulations with S =X, the bias of components 9 and 10 is considerably increased, but it is still much smaller than the standard error ofΘ ML . To investigate how fast the bias decreases with the number of iterations, we re-run the above described algorithm for 100000 iterations without earlier stopping ( fig. 3 ). Both bias and standard error decrease with the number of iterations. Bias (b) and standard error ( se) ofΘ AML , estimated from 1000 runs of the AML algorithm. Coverage probability of bootstrap 95% confidence intervals (p) with B = 100, estimated from 100 datasets.
Queueing process
The theory of queueing processes is a very prominent and well-studied field of applied probability with applications in many different areas like production management, communication and information technology, and health care (Kingman, 2009; Gross et al., 2008) . Here, we consider a first-come-first-serve queuing process with a single server, a Markovian distribution of interarrival times of customers and a general distribution of service times (M/G/1). It is modelled by the following sequences of random variables: The service time 
If only the interdeparture times Y m are observed, the evaluation of the likelihood of the parameter vector Θ = (θ 1 , θ 2 , θ 3 ) requires an exponential number of steps in M (Heggland and Frigessi, 2004) . Approximate inference has been conducted with indirect inference (Heggland and Frigessi, 2004) and ABC methods .
To estimate the distribution ofΘ AML in this model, we simulate 100 datasets of size M = 100 under the same parameter value Θ = (1, 4, 0.2) and computê Θ AML for each of them. The summary statistics are the minimum, maximum and the quartiles of Y 1 , . . . , Y M . To estimate the standard error ofΘ AML per dataset, we re-run the algorithm five times on each dataset.
Each time, we randomly draw 100 starting values from the search space (0, 10) × (0, 10) × (0.05, 10) and run the AML algorithm on the best five starting values for 5000 iterations (runtime of an implementation in R, version 3.0.1 R Core Team (2013): 1.9 hours on a single core). Finally, we estimate the likelihood on the 5 results and the best one is used as a realization ofΘ AML . Each likelihood estimation is based on n = 100 simulations. For 3 datasets, the AML algorithm is run 100 times to obtain kernel density estimates of the density ofΘ AML . In all three dimensions, the standard error ofΘ AML is considerably larger across datasets than within dataset (tab. 2). This indicates that the approximation algorithm only adds a small additional error to the error ofΘ ML . In all dimensions the density ofΘ AML is slightly asymmetric around the true value, but only the bias ofθ 3 is of the same order as the standard error. It is probably caused by a strongly skewed likelihood function that emphasises the error of the finite differences approximation to the slope. Additional simulations of the likelihood on a grid betweenθ 3 and θ 3 locate the maximum around 0.209. Re-running the algorithm for K = 10000 iterations reduces the bias from 0.029 to 0.024. The parameter estimate with the largest standard error isθ 2 which is also the most difficult parameter to estimate with ABC .
Population genetics
The goal of population genetics is to understand how evolutionary forces like mutation, recombination, selection and genetic drift shape the variation within a population. A major challenge in the application of population genetic theory is to infer parameters of the evolutionary history of a population from DNA sequences of present-day samples only. The questions range from estimating single parameters like the mutation rate or the recombination rate to determining a complex demographic structure with multiple parameters.
Since the introduction of the coalescent by Kingman in the early eighties (Kingman, 1982a,b,c) , a very elegant and flexible stochastic process is at hand to model the ancestral history of a population. The coalescent can capture population structure, varying population size and different mating schemes. Extensions to incorporate recombination and selection exist as well (Nordborg, 2007; Wakeley, 2008) .
However, statistical inference on data obtained from a coalescent process is difficult: Under the coalescent, computing the likelihood of a parameter vector is a computationally very expensive task even for a single locus, since all possible ancestral trees need to be taken into account (Stephens, 2007) . The number of binary tree topologies explodes with the number of sampled individuals, n, e. g. with n = 10, the number of possible topologies is 2, 571, 912, 000, with n = 1000, it is already 3.01 · 10 4831 (Wakeley, 2008, p. 83, table 3 .2). Consequently, exact computation of the likelihood is feasible in reasonable time for a very restricted set of models and a small number of haplotypes only (Griffiths and Tavaré, 1994; Wu, 2010) . To make use of the large DNA data sets generated by modern sequencing technology, approximate methods have been developed in frequentist as well as in Bayesian frameworks. In fact, the need for inferential tools that allow for large genomic data sets was a major driver in the development of ABC. The focus of the early ABC papers was clearly on population genetic applications (Weiss and von Haeseler, 1998; Pritchard et al., 1999; Beaumont et al., 2002) and since then it has found a large variety of applications in the field of population genetics (Csilléry et al., 2010; Beaumont, 2010; Bertorelle et al., 2010) .
Population genetic history of orang-utans
Pongo pygmaeus and Pongo abelii, Bornean and Sumatran orang-utans, respectively, are Asian great apes whose distributions are exclusive to the islands of Borneo and Sumatra. Recurring glacial periods that led to a cooler, drier and more seasonal climate might have contracted rain forest and isolated the population of orang-utans. At the same time, the sea level dropped and land bridges among islands created opportunities for migration among previously isolated populations. However, whether glacial periods have been an isolating or a connecting factor remains poorly understood. Therefore, there has been a considerable interest in using genetic data to understand the demographic history despite the computational difficulties involved in such a population genetic analysis. We will compare our results to the analysis of the orang-utan genome paper (Locke et al., 2011 ) and a more comprehensive study by Ma et al. (Ma et al., 2013) ; the only analyses that have been performed genome-wide. Both studies use DaDi (Gutenkunst et al., 2009 ), a state-of-art software that has been widely used for demographic inference. It is based on the diffusion approximation to the coalescent. The orang-utan SNP data consisting of 4-fold degenerate (synonymous) sites are taken from the 10 sequenced individuals (5 individuals each per orang-utan population, haploid sample size 10, Locke et al., 2011) .
As in Locke et al. (2011) and Ma et al. (2013) , we consider an IsolationMigration (IM) model where a panmictic ancestral population of effective size N A splits τ years ago into two distinct populations of constant effective size N B (the Bornean population) and N S (the Sumatran population) with backward migration rates µ BS (fraction of the Bornean population that is replaced by Sumatran migrants per generation) and µ SB (vice versa; fig. 4a ). N A is set to the present effective population size that we obtain using the number of SNPs in our considered data set and assuming an average per gener-ation mutation rate per nucleotide of 2 · 10 −8 and a generation time of 20 years (Locke et al., 2011) , so N A = 17400.
There are no sufficient summary statistics at hand, but for the IM model the joint site frequency spectrum (JSFS) between the two populations was reported to be a particularly informative summary statistic (Tellier et al., 2011) . However, for N samples in each of the two demes, the JSFS has (N + 1) 2 − 2 entries, so even for small datasets it is very high-dimensional. To reduce this to more manageable levels we follow Naduvilezhath et al. (2011) and bin categories of entries ( fig. 4b) . As the ancestral state is unknown, we use the folded binned JSFS that has 28 entries. To incorporate observations of multiple unlinked loci mean and standard deviation across loci are computed for each bin, so the final summary statistics vector is of length 56.
The AML algorithm with the JSFS as summary statistics was implemented as an extra module in the msms package, a coalescent simulation program (Ewing and Hermisson, 2010) . This allows for complex demographic models and permits fast summary statistic evaluation without using external programs and the associated performance penalties.
Simulations
Before applying the AML algorithm to the actual orang-utan DNA sequences, we tested it on simulated data. Under the described IM model with parameters N B = N S = 17400, µ BS = µ SB = 1.44 · 10 −5 and τ = 695000, we simulated 25 datasets with 25 haploid sequences per deme, each of them consisting of 75 loci with 130 SNPs each.
For each dataset, 25 AML estimates were obtained with the same scheme: 1000 random starting points were drawn from the parameter space; the likelihood was estimated with n = 40 simulations. Then, the 5 values with the highest likelihood estimates were used as starting points for the AML algorithm. The algorithm converged after 3000-25000 iterations (average: ≈ 8000 iterations; average runtime of msms: 11.7 hours on a single core).
For the migration rates µ SB and µ BS , the per dataset variation of the estimates is considerably smaller than the total variation (tab. 3). This suggests that the approximation error of the AML algorithm is small in comparison to the error ofΘ ML . For the split time τ and the population sizes N S and N B , the difference is less pronounced, but still apparent. For all parameters, the average bias of the estimates is either smaller or of approximately the same size as the standard error. As the maximum likelihood estimate itself cannot be computed, it is impossible to disentangle the bias ofΘ ML and an additional bias introduced by the AML algorithm. As an alternative measure of performance, we compare the likelihood estimated at the true parameter values and the AML estimate with the highest estimated likelihood on each dataset. Only in 2 of the 25 datasets, the likelihood at the true value is higher, but not significantly so, whereas it is significantly lower in 12 of them (significance was tested with a one-sided Welch test using a Bonferroni-correction to account for multiple testing). This suggests that the AML algorithm usually produces estimates that are closer to the maximum likelihood estimate than the true parameter value is.
To investigate the impact of the underlying parameter value on the quality of the estimates, simulation results were obtained also for 25 datasets simulated with τ twice as large. Here, all parameter estimates, especially τ , N B and N S had larger standard errors and biases (tab. 4). Apparently, the estimation problem is more difficult for more distant split times. This can be caused by a flatter likelihood surface and by stronger random noise in the simulations. Only the migration rates are hardly affected by the large τ : a longer divergence time allows for more migration events that might facilitate their analysis.
Real data
We model the ancestral history of orang-utans with the same model and use the same summary statistics as tested in the simulations. Also the datasets are simulated in the same manner.
To study the distribution ofΘ AML on this dataset, the algorithm is run 20 times with the same scheme as in the simulations, so we can estimate the standard error ofΘ AML in this single dataset. The best one is used as the final parameter estimateΘ AML and is used for bootstrapping.
Confidence intervals are obtained by parametric bootstrap with B = 1000 bootstrap datasets. The bootstrap replicates are also used for bias correction and estimation of the standard error (tab. 5).
In Locke et al. (2011) and Ma et al. (2013) , parameters of two different IM models are estimated, denote the estimatesΘ 1 andΘ 2 . Scaled to the ancestral population size N A = 17372, the estimates are shown in tab. 6.
Model 1 is identical to the model considered here, so we simulate the likelihood atΘ 1 within our framework for comparison. Since logL(Θ 1 ) = −217.015 (se = 7.739) is significantly lower than logL(Θ AML ) = −162.732 (se = 7.258), it seems thatΘ AML is closer to the maximum likelihood estimate than the competing estimate. Note, however, that we are only using a subset of the data to avoid sites under selection and that the authors report convergence problems of DaDi in this model.
For model 2, the ancestral population splits in two subpopulations of size s and 1 − s relative to the ancestral population and the subpopulations experience exponential growth. Here a direct likelihood comparison with the DaDi estimates given in Locke et al. (2011) is impossible. However, a rough comparison shows that the AML estimates for τ , N B and N S lie betweenΘ 1 andΘ 2 and for µ BS and µ SB they are of similar size.
Orang-utan data set
This real data is based on data sets of two publications, De Maio et al. (2013) and Ma et al. (2013) . For the first, CCDS alignments of H. sapiens, P. troglodytes and P. abelii (references hg18, panTro2 and ponAbe2) were downloaded from figure 4a . Model 2: IM-model where the ancestral population splits in two subpopulations with a ratio of s = 0.503 (estimated) going to Borneo and 1 − s to Sumatra and exponential growth in both subpopulations (Locke et al., 2011, Fig. S21-3) . Here, N B and N S are the present population sizes.
the UCSC genome browser (http://genome.ucsc.edu). Only CCDS alignments satisfying the following requirements were retained for the subsequent analyses: divergence from human reference below 10%, no gene duplication in any species, start and stop codons conserved, no frame-shifting gaps, no gap longer than 30 bases, no nonsense codon, no gene shorter than 21 bases, no gene with different number of exons in different species, or genes in different chromosomes in different species (chromosomes 2a and 2b in non-humans were identified with human chromosome 2). From the remaining CCDSs (9,695 genes, 79,677 exons) we extracted synonymous sites. We only considered third codon positions where the first two nucleotides of the same codon were conserved in the alignment, as well as the first position of the next codon. Furthermore, orang-utan SNP data for the two (Bornean and Sumatran) populations considered, each with 5 sequenced individuals Locke et al. (2011) , were kindly provided by X. Ma and are available online (http://www.ncbi.nlm. nih.gov/projects/SNP/snp_viewTable.cgi?type=contact&handle=WUGSC_SNP&batch_ id=1054968). The final total number of synonymous sites included was 1,950,006. Among them, a subset of 9750 4-fold degenerate synonymous sites that are polymorphic in the orang-utan populations were selected.
Discussion
In this article, we propose an algorithm to approximate the maximum likelihood estimator in models with an intractable likelihood. Simulations and kernel density estimates of the likelihood are used to obtain the ascent directions in a stochastic approximation algorithm, so it is flexibly applicable to a wide variety of models.
Alternative simulation based approximate maximum likelihood methods have been proposed that estimate the likelihood surface from samples from the whole parameter space that are obtained in an ABC like fashion (Creel and Kristensen, 2013; Rubio and Johansen, 2013) or using MCMC (de Valpine, 2004) . The maximum likelihood estimator is obtained subsequently by standard numerical optimization. Conversely, our method only uses simulations and estimates of the likelihood along the trajectory of the stochastic approximation algorithm, thereby approximating the maximum likelihood estimator more efficiently. This is along the lines of Diggle and Gratton (1984) where a stochastic version of the Nelder-Mead algorithm is used, but through the use of summary statistics we can drop the restrictive i.i.d. assumption. In the setting of hidden Markov models, Ehrlich et al. (2013) have proposed a recursive maximum likelihood algorithm that also combines ABC methodology with the simultaneous perturbations algorithm. A thorough comparison of the properties of different approximate maximum likelihood methods is beyond the scope of this paper, but the three presented examples show that the algorithm provides fast and reliable approximations to the corresponding maximum likelihood estimators.
The population genetics application where we estimate parameters of the evolutionary history of orang-utans demonstrates that very high-dimensional summary statistics (here: 56 dimensions) can be used successfully without any dimension-reduction techniques. Usually, high-dimensional kernel density estimation is not recommended because of the curse of dimensionality (e.g., Wand and Jones, 1995) , but stochastic approximation algorithms are explicitly designed to cope with noisy measurements. To this end, we also introduce modifications of the algorithm that reduce the impact of single noisy likelihood estimates. In our experience, this is crucial in settings with a low signal-to-noise ratio.
Furthermore, the examples show that the AML algorithm performs well in problems with a high-dimensional and large parameter space: In the normal distribution example, the 10-dimensional maximum likelihood estimate is approximated very precisely even though the search space spans 200 times the standard error ofΘ ML in each dimension.
However, we also observe a bias for a few of the estimated parameters. Partly, for example for one of the parameters of the queuing process, this can be attributed to a bias of the maximum likelihood estimator itself. In addition, it is known that the finite differences approximation to the gradient in the KieferWolfowitz algorithm causes a bias that vanishes only asymptotically (Spall, 2003) , and that is possibly increased by the finite-sample bias of the kernel density estimator. In most cases though, the bias is smaller than the standard error of the approximate maximum likelihood estimator and can be made still smaller by carrying out longer runs of the algorithm.
As sufficiently informative summary statistics are crucial for the reliability of both maximum likelihood and Bayesian estimates, the quality of the estimates obtained from our AML algorithm will also depend on an appropriate choice of summary statistics. This has been discussed extensively in the context of ABC (Fearnhead and Prangle, 2012; Blum et al., 2013) . General results and algorithms to choose a small set of informative summary statistics should carry over to the AML algorithm.
In addition to the point estimate, we suggest to obtain confidence intervals by parametric bootstrap. The bootstrap replicates can also be used for bias correction. Resampling in models where the data have a complex internal structure catches both the noise of the maximum likelihood estimator as well as the approximation error. Alternatively, the AML algorithm may also complement the information obtained via ABC in a Bayesian framework: the location of the maximum a posteriori estimate can be obtained from the AML algorithm.
The presented work shows the broad applicability of the approximate maximum likelihood algorithm and also its robustness in highly stochastic settings. With the implementation in the coalescent simulation program msms (Ewing and Hermisson, 2010) its potential for population genetic applications can easily be explored further.
