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ABSTRACT
ON SECTIONS AND TAILS OF POWER SERIES
Natalya Zheltukhina
Ph.D. in Mathematics
Supervisor: Prof. Dr. Iossif V. Ostrovskii
July, 2002
The thesis is devoted to the study of connections between properties of a power
series and properties of its sections and tails.
Power series having sections or tails with multiply positive coefficients are
considered and their growth estimates are obtained. Our results strengthen and
supplement previous results in this direction, in particular, the well-known Po´lya
theorem on power series with sections having only negative zeros.
The asymptotic zero distribution of linear combinations of sections and tails of
the Mittag-Leﬄer function E1/ρ of order ρ > 1 is studied. Our results generalize
and supplement previous results in this direction, in particular, the well-known
Szego¨ result on the linear combinations of sections and tails of the exponential
function and the A Edrei, E.B. Saff and R.S. Varga results on sections of E1/ρ.
Keywords: Laurent series, Mittag-Leﬄer functions, m-times positive sequence,
power series, sections, tails, zero distribution.
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O¨ZET
KUVVET SERI˙LERI˙NI˙N KISMI˙ TOPLAMLARI VE
KUYRUKLARI U¨ZERI˙NE
Natalya Zheltukhina
Matematik Bo¨lu¨mu¨, Doktora
Tez Yo¨neticisi: Prof. Dr. Iossif V. Ostrovskii
Temmuz, 2002
Bu tez kuvvet serilerinin kısmi toplamlarının ve kuyruklarının o¨zellikleri
arasındaki bag˘lantıları c¸alıs¸maya adanmıs¸tır.
Kuvvet serilerinin kısmi toplamlarının ya da kuyruklarının c¸oklu pozitif kat-
sayılı olanları ele alınmıs¸ ve bunların artıs¸ hızı tahmin edilmis¸tir. Sonuc¸larımız
bu alanda daha o¨nceden bulunmus¸ sonuc¸ları, o¨zellikle kuvvet serilerinin kısmi
toplamları negatif katsayılı olanları u¨zerine olan u¨nlu¨ Po´lya teoremini,
genis¸letmekte ve tamamlamaktadır.
Ayrıca, derecesi birden bu¨yu¨k olan Mittag-Leﬄer fonksiyonlarının kısmi
toplamlarının lineer kombinasyonlarının sıfırlarının asimptotik dag˘ılımı da
c¸alıs¸ılmıs¸tır. Sonuc¸larımız bu alanda da daha o¨nceki sonuc¸ları, o¨zellikle de
Szego¨’nu¨n u¨stel fonksiyonun kısmi toplamlarının lineer kombinasyonları u¨zerine
ve A. Edrei, E. B. Saff ile R. S. Varga’nın Mittag-Leﬄer fonksiyonlarının kısmi
toplamları u¨zerine olanlarını, genelles¸tirmekte ve tamamlamaktadır.
Anahtar so¨zcu¨kler : Laurent serisi, Mittag-Leﬄer fonksiyonları, m-katlı pozitif
dizi, kuvvet serisi, kısmi toplamlar, kuyruklar, sıfır dag˘ılımı.
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1Introduction
Let
f(z) =
∞∑
k=0
akz
k, a0 > 0, (1.1)
be a formal power series. Denote by R(f) its radius of convergence, and by
sn(z; f) =
n∑
k=0
akz
k, n = 0, 1, 2, . . . , (1.2)
its sections. For R(f) > 0, denote by
tn(z; f) =
∞∑
k=n
akz
k, n = 0, 1, 2, . . . , (1.3)
the tails of the series (1.1), and set
M(r, f) = max
|z|=r
|f(z)|, 0 < r < R(f).
The study of the distribution of zeros of sn(z, f) was started at the end of
19th century. The first important result concerning the distribution of zeros was
a work of A. Hurwitz (see [18]). Later on, in the first half of 20th century, deep
and general results revealing connections among the asymptotic (as n → ∞)
behavior of zeros of sn(z, f), the radius of convergence R(f) of (1.1) and the
growth of function f in terms of M(r, f) were obtained in works of G. Po´lya [29],
3
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R. Jentzsch [19], G. Szego¨ [35], P.C. Rosenbloom [32], F. Carlson [6], A. Dvoretzky
[10] and others. For some widely applicable concrete entire functions (such as the
exponential function, the trigonometric functions and some others) elegant and
sharp asymptotics (as n→∞) for zeros of sn(z, f) were obtained by G. Szego¨ [36],
J. Dieudonne´ [8] and P.C. Rosenbloom [32]. For a review of these results, as well
as a detailed bibliography, the reader may consult the thesis of P.C. Rosenbloom
[32].
During the second half of 20th century in works of T. Ganelius [15], [16],
J.D. Buckholtz [3], [4], [5], J. Korevaar [21], A. Edrei [13] and other mathemati-
cians some important unsettled problems have been solved and new general phe-
nomena have been discovered. Obtained earlier by G. Szego¨ [36] and J. Dieudonne´
[8] asymptotics for the zeros of sn(z, f) of some concrete entire functions have
been considerably improved by J.D. Buckholtz [2], A.J. Carpenter, R.S. Varga,
J. Waldvogel [7], D.J. Newman, T.J. Rivlin [22] and others. In the work of
A. Edrei, E.B. Saff and R.S. Varga [12] these asymptotics were extended to the
Mittag-Leﬄer functions which generalize the exponential function.
Apparently, the first study of the zero distribution of tails tn(z, f) has been
done by G. Szego¨ in [36] where even a more general problem of the asymptotic
distribution of the zeros of the linear combination
In(z, λ, e
z) = (1− λ)sn(z, ez)− λtn(z, ez) (1.4)
for any λ ∈ C was considered. Evidently, In(z, 0, ez) = sn(z, ez) and In(z, 1, ez) =
tn(z, e
z).
In the general case, the study of the distribution of the zeros of tn(z, f) of an
arbitrary power series (1.1) with a positive radius of convergence was initiated by
M. Pommiez [31] in 1960. In 1970s, J.D. Buckholtz and J.K. Shaw [5] continued
this investigation and obtained complete solutions for some problems related to
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the distribution of the zeros of sections sn(z, f) and tails tn(z, f). In 1990s new
results on the distribution of the zeros of tn(z, e
z) were obtained by C.Y. Yıldırım
[37], [38], [39], who needed them for the evaluation of some terms that came up in
certain mean-value estimate related to the ζ-function. Recently, I.V. Ostrovskii
[23], [24] has found a new phenomenon on the distribution of the zeros of tails
tn(z, f) in terms of the arguments of the zeros. A survey of investigations prior
to 1997 on several aspects of the distribution of zeros of sections and tails is given
by I.V. Ostrovskii in [25].
The present thesis is devoted to the study of some open problems concerning
the asymptotic distribution of the zeros of sections sn(z, f) and tails tn(z, f).
In a previous work of I.V. Ostrovskii and the author [26] a new generalization
of Po´lya’s Theorem [29] on formal power series whose sections have only negative
zeros was found. This generalization was achieved by introducing some classes
Pk of power series with multiply positive (in the sense of M. Fekete) coefficients.
These classes form a decreasing sequence P1 ⊃ P2 ⊃ . . .. Moreover the class
P∞ := ∩∞k=1Pk is exactly the class of power series that appears in Po´lya’s Theorem.
In [26] it was shown that the statement of Po´lya’s Theorem remains in force
for the much larger than P∞ class P3, and hence for all the smaller classes Pk,
k ≥ 4 (it fails for the classes P1 and P2 as can be seen on simple examples).
In [26] a sharp growth estimate for functions of P3 has been obtained. This
estimate certainly holds in all the classes Pk, k ≥ 4. However, it was not known
before whether this estimate is sharp in Pk, k ≥ 4, or not. In Chapter 4, we
give a negative answer to this problem and find an improvement of the estimate
obtained in [26] for the classes Pk, k ≥ 4.
In another work of I.V. Ostrovskii and the author [28], analogous results for
tails tn(z, f) have been given. Similar to Pk, classes Qk of power series with
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multiply positive coefficients have been considered in [28]. The classes Qk also
form a decreasing sequence Q1 ⊃ Q2 ⊃ . . .. Results obtained in [28] are sharp in
Q3. However, it was unknown before whether they are sharp in the classes Qk,
k ≥ 4, or not. In Chapter 5, we show that a growth estimate obtained in [28] is
not sharp in Qk, k ≥ 4, and improve it for Qk, k ≥ 4.
A Laurent series can be viewed as a generalization of a power series. To the
best of our knowledge, the distribution of the zeros of sections of Laurent series
has not been studied before. In Chapter 6, we obtain a generalization of results
of [26] to Laurent series.
In the work of A. Edrei, E.B. Saff and R.S. Varga [12], the distribution of the
zeros of sections sn(z, f) of Mittag-Leﬄer functions
E1/ρ(z) =
∞∑
k=0
zk
Γ
(
1 + k
ρ
) , ρ > 1,
was studied. When ρ = 1, the Mittag-Leﬄer function coincides with ez. In [12],
the authors generalized some results of [36] to the class of Mittag-Leﬄer functions.
However, as mentioned before, in [36], the zeros not only of sections sn(z, e
z) but
also, more generally, of the linear combinations (1.4) have been considered. The
question arises about such a generalization of results of [12] that contains the
complete result of G. Szego¨ on the linear combinations (1.4). In Chapter 7 we
obtain such a generalization.
The results of this thesis have been accepted [40], [41] and submitted [42] for
publication.
2Statement of results
2.1 Power series with multiply positive coefficients
In 1913, G. Po´lya proved the following theorem.
Theorem A ([29]). If, for all sufficiently large n, sections (1.2) have real
negative zeros only, then R(f) =∞ and
logM(r, f) = O((log r)2). (2.1)
This result shows that restrictions on argument of the zero distribution of
sections can imply a rather serious growth restriction on the original power se-
ries. Since then, formal power series with restrictions on zeros of their sections
have been deeply investigated by several mathematicians. The most far reaching
generalization of Po´lya’s result was obtained by T. Ganelius in 1963.
Theorem B ([16]). Assume that there exist α > 0 and a sequence of real numbers
{γn}∞n=1 such that sections (1.2), for all sufficiently large n, do not vanish in the
7
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angle
{z : γn < arg z < γn + α}.
Then R(f) =∞ and (2.1) holds.
In the paper by I.V. Ostrovskii and the author [26], a generalization of The-
orem A whose character is quite different from that of Theorem B has been
obtained. It is based on concept of multiple positivity introduced by M. Fekete
in 1912.
Let R∞ be the set of all sequences of real numbers, and sequences a =
{an}∞n=−∞ and {bn}∞n=−∞ belong to R∞. Let
a ∗ b = {(a0 · bk + a1 · bk−1 + . . .+ ak · b0)}∞k=0
be the convolution of the sequences a and b. Denote by ν[a] the number of changes
of sign in the sequence a.
Definition 1. A sequence a is called m-times positive, m ∈ N, if for all b ∈ R∞
satisfying ν[b] ≤ m − 1, we have ν[a ∗ b] ≤ ν[b]. A sequence a is called ∞-times
(or totally) positive if ν[a ∗ b] ≤ ν[b] for all b ∈ R∞.
There is an equivalent but more convenient definition of multiply positive
sequences (see [20]), even though its formulation is somewhat complicated:
Definition 2. A sequence a = {ak}∞k=0 of real numbers is said to be m- times
positive for m ∈ N ∪ {∞} if all minors of orders less than m + 1 of the infinite
matrix 
a0 a1 a2 a3 . . .
0 a0 a1 a2 . . .
0 0 a0 a1 . . .
. . . . . . .

are non-negative.
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Multiply positive sequences were introduced by M. Fekete [14] for the study
of zeros of real polynomials and entire functions. Since then such sequences have
been studied by several mathematicians and have found many applications (see,
e.g. [1], [20]).
Denote by PFm, m ∈ N ∪ ∞, the set of all m-times positive sequences. If
series (1.1) is a generating function of such a sequence, we shall also write f ∈
PFm. Evidently,
PF1 ⊃ PF2 ⊃ . . . ⊃ PF∞.
Clearly, the class PF1 consists of all the sequences {ak}∞k=0 with positive terms.
It is easy to see that the class PF2 consists of all the sequences of the form
an = exp{−ψ(n)}, n = 0, 1, 2, . . . ,
where ψ : N ∪ {0} → (−∞,+∞], ψ(0) < ∞, is a convex function. The problem
of the description of the classes PFr for 3 ≤ r < ∞ is at present far from
being solved. Nevertheless, the smallest class PF∞ (contained in all PFm,m ∈
N∪ {∞}) had been completely described by M. Aissen, A. Edrei, I.J. Shoenberg
and A. Whitney.
Theorem C([20], p.412). A function f(z) belongs to PF∞ if and only if
f(z) = C exp(qz)
∞∏
i=1
(1 + αiz)
(1− βiz) , (2.2)
where
C > 0; q, αi, βi ≥ 0,
∞∑
i=1
(αi + βi) <∞. (2.3)
Theorem C yields that an entire function (1.1) of genus 0 has purely negative
zeros if and only if the sequence {ak}∞k=0 is totally positive. Applying this to
section (1.2), we see that negativity of all its zeros is equivalent to total positivity
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of the truncated sequence
{ak}nk=0 = {a0, a1, . . . , an, 0, 0, . . .}.
Thus the condition of Po´lya’s Theorem A is equivalent to total positivity of the
truncated sequences {ak}nk=0 for all sufficiently large n.
Denote by Pm, m ∈ N ∪ {∞}, the class of all power series (1.1) such that
the truncated sequences {ak}nk=0 are m-times positive for all sufficiently large n.
Evidently,
P1 ⊃ P2 ⊃ P3 ⊃ . . . ⊃ P∞.
In [26] the following question was considered. Does the assertion of Theorem A
remain in force if we replace total positivity of the truncated sequences {ak}nk=0
by a weaker condition of their m-times positivity for some m <∞? It is easy to
see that the answer is negative for m = 1 and m = 2. For example, if ak = 1 for
any k = 0, 1, 2, . . ., all the truncated sequences {ak}nk=0 are 2-times positive, but
the series (1.1) does not converge in the whole complex plane C. It was proved
in [26] that the situation changes if m ≥ 3.
Theorem D([26]). If a formal power series (1.1) belongs to Pm for some m ≥ 3,
then it converges in the whole complex plane and its sum f(z) is an entire function
of order 0. Moreover,
lim sup
r→∞
logM(r, f)
(log r)2
≤ 1
2 log c
, c =
1 +
√
5
2
= 1.613 . . . (2.4)
The estimate (2.4) cannot be improved for f ∈ P3.
The question arises whether the estimate (2.4) is unimprovable for m ≥ 4.
It will be shown in Chapter 3 that following Po´lya’s own proof of Theorem A,
one can improve the estimate (2.1) for functions satisfying the condition of The-
orem A (which is equivalent to the condition f ∈ P∞). More precisely, the
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following theorem holds.
Theorem E. If, for all sufficiently large n, sections (1.2) have real negative
zeros only (or, equivalently, f ∈ P∞), then the bound (2.4) can be improved in
the following way:
lim sup
r→∞
logM(r, f)
(log r)2
≤ 1
2 log 2
. (2.5)
As far as we know, the question whether Po´lya’s estimate (2.5) is sharp has
not yet been settled. In [30] ( Part V., Problem 176), an example was con-
structed showing that log 2 cannot be replaced by a constant greater than log 4.
O. M. Katkova and A. M. Vishnyakova kindly informed me that, by modifying
this example, they showed that log 2 cannot be replaced by a constant greater
than log(3.5).
In the present work we show that an estimate better than (2.5) already holds
in the class P4 which is much larger than P∞. Our first result is the following
theorem.
Theorem 1 . If f ∈ Pm, m ≥ 4, then the bound (2.4) can be improved in the
following way:
lim sup
r→∞
logM(r, f)
(log r)2
≤ 1
2 log d(P4)
, (2.6)
where the constant d(P4) is independent of f and
2.016 ≤ d(P4) ≤ 2.087.
One may approach the problem of finding the sharp estimate in Theorem E
by obtaining the sharp growth estimates for functions from Pm, m ≥ 4. This
problem remains open for any m ≥ 4.
Note that for m <∞ there is also a relation between m-times positivity of the
sequence {ak}nk=0 and zeros of the corresponding section (1.2) but this relation is
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a less strict one than for m =∞. I. J. Schoenberg ( [33], pp.397, 415 ) proved: (i)
the necessary condition for {ak}nk=0 to be m-times positive is the non-vanishing
of (1.2) in the angle {z : | arg z| ≤ (pim)/(m+n−1)}, (ii) the sufficient condition
is its non-vanishing in the larger angle {z : | arg z| ≤ (pim)/(m + 1)}. Both
conditions are best possible in terms of the sizes of angles.
As an immediate consequence of Theorem 1 and Schoenberg’s result (ii) for
m = 4 we obtain a generalization of Po´lya’s Theorem in terms of the zeros of
sections (1.2).
Corollary 1 . Let f(z) be a formal power series (1.1) with real coefficients ak.
Assume that for all sufficiently large n, the zeros of sections (1.2) are located in
the angle {z : | arg z − pi| < pi/5}. Then the series (1.1) converges in the whole
complex plane and the estimate (2.6) holds.
As mentioned in the Introduction, the last years’ interest in the study of tails
of power series is considerably increasing. A natural question arises whether
analogues of Theorems A and B exist for tails. Note that z−ntn(z; ez) does not
have any zero in the half-plane {z : Rez ≤ n − 1} ([30], Part V, Problem 179).
So, there isn’t a complete analogue of Theorem B for tails. Nevertheless, as was
proved by I.V. Ostrovskii, an analogue of Theorem A is true.
Theorem F ([23]). Assume R(f) = ∞. If all zeros of tails (1.3), for all
sufficiently large n, are real non-positive, then (2.1) remains true.
The question arose whether there exists an analogue of Theorem F for a se-
ries (1.1) with m–times positive coefficients of tails (1.3). In the joint work of
I.V. Ostrovskii and the author [28], such an analogue has been obtained.
Denote by Rm, m ∈ N ∪ {∞}, the class of all power series (1.1) such that the
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sequences {an, an+1, . . .} are m–times positive for all n large enough. Evidently,
R1 ⊃ R2 ⊃ R3 ⊃ . . . ⊃ R∞.
Series (1.1) belonging to R2 may have singularities of rather arbitrary kind
and location:
Example ([28]). Let (1.1) be the power series expansion of
f(z) = 1 +
z
(1− z)2 + h(z),
where h(z) is an arbitrary power series with real coefficients whose radius of
convergence is strictly greater than 1. Evidently, for some ε > 0,
ak = k +O((1− ε)k), k →∞.
Hence, a2k ≥ ak−1ak+1 for k large enough and therefore {an, an+1, . . .} is 2-times
positive for all sufficiently large n.
The next theorem from [28] shows that for m ≥ 3 the situation is quite differ-
ent.
Theorem G ([28]). If f ∈ Rm for some m ≥ 3, then: either
(i) R(f) =∞ and the bound (2.4) holds; or
(ii) 0 < R(f) <∞ and
f(z) =
A
1− z/R(f) − g(z),
where A is a positive constant and g is an entire function with non-negative
coefficients (except at most a finite number) satisfying the condition
logM(r, g) ≤ log r · log log r
log 2
+O(log r), r →∞. (2.7)
The bound (2.4) cannot be improved for entire functions from R3. The bound (2.7)
cannot be improved for non entire functions from Rm for any m ≥ 3.
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The last theorem means that a series (1.1) from Rm, m ≥ 3, either represents
an entire function satisfying (2.4) or has exactly one singularity (a simple pole)
in the whole complex plane and satisfies the very restrictive condition (2.7).
The question arises whether the bound (2.4) can be improved for entire func-
tions from Rm for m ≥ 4. Here we show that, for entire functions belonging to
Rm, m ≥ 4, an estimate better than (2.4) holds.
Theorem 2 . If m ≥ 4, then an entire function f ∈ Rm satisfies the condition
lim sup
r→∞
logM(r, f)
(log r)2
≤ 1
2 log d(R4)
, (2.8)
where the constant d(R4) > 2 is independent of f and
2.016 ≤ d(R4) ≤ 2.087.
As a consequence of Theorem 2 and Schoenberg’s result (ii) mentioned above
we obtain the following
Corollary 2 . Let f(z) be an entire function (1.1) of order strictly less than
1 with real coefficients ak. Assume that for all sufficiently large n, the zeros of
tails (1.3) are located in the angle
{
z : | arg z − pi| < pi
5
}
. Then the estimate (2.8)
holds.
2.2 Laurent series with multiply positive coefficients
A formal Laurent series
f(z) =
∞∑
k=−∞
akz
k, a0 6= 0, (2.9)
can be considered as a generalization of a formal power series (1.1).
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Let {an}∞n=−∞, a0 6= 0, be a two-sided sequence. Recall (see e.g. [33], [20],
p.418, [34], [11]) that the sequence {an}∞n=−∞ is called r–times positive, r ∈ N∪∞,
if all minors of orders less than r + 1 of the four-way infinite matrix
. . . . . . . . . . . . .
. . . a−2 a−1 a0 a1 a2 a3 a4 . . .
. . . a−3 a−2 a−1 a0 a1 a2 a3 . . .
. . . a−4 a−3 a−2 a−1 a0 a1 a2 . . .
. . . . . . . . . . . . .

are non-negative. Usually, ∞–times positive sequences are called totally positive
sequences.
Denote by ˜PFr the class of all r–times (r ∈ N ∪ {∞}) two-sided positive
sequences. If Laurent series (2.9) is a generating function of r-times positive
two-sided sequence, we shall write f ∈ ˜PFr. Evidently,
˜PF1 ⊃ ˜PF2 ⊃ ˜PF3 . . . ⊃ ˜PF∞,
and also PFk ⊂ ˜PFk, k ∈ N ∪ {∞} (any one-sided sequence {ak}∞k=0 can be
considered as two-sided {an}∞n=−∞ by putting ak = 0 for k < 0). Clearly, the
class ˜PF1 consists of all the sequences {an}∞n=−∞ with non-negative terms. It is a
simple matter to see that the class ˜PF2 consists of all the sequences of the form
an = exp{−ψ(n)}, n ∈ Z,
where ψ : Z → (−∞; +∞], ψ(0) < ∞, is a convex function. The problem of the
description of the classes ˜PFr, 3 ≤ r < ∞, is at present far from being solved.
Nevertheless, the smallest class ˜PF∞ (among all ˜PFm, m ∈ N ∪ {∞}) had been
completely described by A. Edrei.
Theorem H ([20], p.427, [11]). A Laurent series f(z) with non-empty annulus
2. STATEMENT OF RESULTS 16
of convergence belongs to ˜PF∞ if and only if
f(z) = C exp(q−1z−1 + q1z)
∞∏
i=1
(1 + αiz)(1 + δiz
−1)
(1− βiz)(1− γiz−1) , (2.10)
where
C > 0; q−1, q1, αi, βi, γi, δi ≥ 0,
∞∑
i=1
(αi + βi + γi + δi) <∞. (2.11)
In view of Theorem H, I.J. Schoenberg [33] stated the problem of describing an-
alytical properties of the generating function (2.9) of an r-times positive sequence
{an}∞n=−∞. Here we restrict ourselves to some subclasses of ˜PFr, 3 ≤ r ≤ ∞,
containing infinite sequences. Mostly, we deal with the case r = 3.
Denote by Q˜r, r ∈ N∪{∞}, the class of all the sequences {an}∞n=−∞ such that
all truncated sequences
{ak}nk=−n := {. . . , 0, 0, a−n, a−n+1, . . . , an−1, an, 0, 0, . . .}, n = 1, 2, 3, . . .
are r-times positive. Their subclasses Qr ⊂ Q˜r consisting of all the one-sided
sequences (with an = 0 for n < 0) were considered in [26] and [27].
Note that (2.10) gives the description of the class ˜PF∞ in terms of independent
parameters C, q1, q−1, αi, βi, δi, γi (i = 1, 2, 3, . . .). This means: (i) arbitrary
values of the parameters can be chosen under the conditions (2.11); (ii) there is
one-to-one correspondence between collections of these parameters and sequences
of ˜PF∞.
To the best of our knowledge, the problem of the description of the classes
˜PFm, 3 ≤ m <∞, in terms of independent parameters has not been solved until
now. It is not clear even which kind of parameters could play the corresponding
role (similar to that of C, q1, q−1, αi, γi, δi and βi in Theorem H).
In [27], a description of the subclass Q3 of Q˜3 in terms of independent pa-
rameters has been given. It turns out that the role of independent parameters
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describing Q3 is played by the points of the set (0,∞)× [0,∞)× U , where
U =
{αk}∞k=2 :
(i) 0 ≤ αk ≤ 1,
(ii) if ∃j with aj = 0, then ak = 0, ∀k ≥ j
 .
(2.12)
To give a precise statement of the result of [27], let us define the numbers
[α2] = 1 + α2, [α2α3] = 1 + α3
√
[α2], [α2α3α4] = 1 + α4
√
[α2α3], . . .
[α2α3 . . . αn] = 1 + αn
√
[α2α3 . . . αn−1], . . . (2.13)
Theorem I ([27]). A sequence {an}∞n=0 belongs to Q3 if and only if
a1 = a0α,
an =
a0α
nαn−12 α
n−2
3 . . . α
2
n−1αn
[α2]n/2[α2α3](n−1)/2 . . . [α2α3 . . . αn−1]3/2[α2α3 . . . αn]
, n ≥ 2, (2.14)
where
a0 > 0, α > 0, {αk}∞k=2 ∈ U
and U is defined by (2.12).
In the present work we reduce the problem of characterization of the class Q˜3
to that of Q3 by proving the following theorem.
Theorem 3 . A formal Laurent series (2.9) belongs to the class Q˜3 if and only
if both power series f1(z) =
∑∞
k=0 ak−1z
k and f2(z) =
∑∞
k=0 a1−kz
k belong to the
class Q3.
It is natural to ask whether the class ˜PF3 itself has the property: both power
series f1(z) =
∑∞
k=0 ak−1z
k and f2(z) =
∑∞
k=0 a1−kz
k belong to the class ˜PF3. The
answer is negative as the following example shows. The Laurent series
f(z) =
∞∑
n=−∞
q−n
2
zn
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belongs to ˜PF∞ for any q > 1 ([20], p.433). However, from the identity
Ik :=
∣∣∣∣∣∣∣∣∣∣∣
q−(k−1)
2
q−(k+2)
2
q−(k+3)
2
q−k
2
q−(k+1)
2
q−(k+2)
2
0 q−k
2
q−(k+1)
2
∣∣∣∣∣∣∣∣∣∣∣
= q−3k
2−6k−9(q6 − 2q4 + 1), k ∈ Z,
we conclude that Ik < 0 for 1 < q
2 <
1 +
√
5
2
and hence
∞∑
n=k
q−n
2
zn /∈ PF3 for 1 < q2 < 1 +
√
5
2
for any k ∈ Z.
Combining Theorems 3 and I, we deduce a characterization of the class Q˜3 in
terms of independent parameters.
Theorem 4 . A formal Laurent series (2.9) belongs to Q˜3 if and only if
a0 = a−1α,
an−1 =
a−1αnαn−12 α
n−2
3 . . . α
2
n−1αn
[α2]n/2[α2α3](n−1)/2 . . . [α2α3 . . . αn−1]3/2[α2α3 . . . αn]
, n ≥ 2, (2.15)
a−n+1 =
a−1αβn−1βn−12 β
n−2
3 . . . β
2
n−1βn
[β2]n/2[β2β3](n−1)/2 . . . [β2β3 . . . βn−1]3/2[β2β3 . . . βn]
, n ≥ 2, (2.16)
where
α > 0, {αk}∞k=2 ∈ U, β =
1 + α2
αα2
, β2 = α2, {βk+1}∞k=2 ∈ U
and U is defined by (2.12).
Using only the definition of the classes ˜PFm it is rather difficult to construct
functions belonging to ˜PFm, m ≥ 3. Since Q˜3 ⊂ ˜PF3, Theorem 4 provides a
rich source of functions from ˜PF3. The important point to note here is that
Theorem 4 allows to construct also functions from ˜PF3\ ˜PF4.
Corollary 3 . Let U be defined by (2.12). For any α2,
√
5− 1
2
< α2 ≤ 1, there
exist such α3, β3, 0 < α3, β3 ≤ 1, that for all {βk+2}∞k=2 ∈ U and {αk+2}∞k=2 ∈ U ,
the sequence {an}∞n=−∞ defined by (2.15) and (2.16) belongs to ˜PF3\ ˜PF4.
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Theorems 3 and D allow us to derive the following result on growth estimates
of functions from Q˜3 being an analogue of Theorem D of [26] for Laurent series.
Theorem 5 . Let a formal Laurent series (2.9) belong to Q˜r for some r ≥ 3.
Then it converges in C\{0} and
lim sup
r→∞
logM(r, f)
(log r)2
≤ 1
2 log 1+
√
5
2
, (2.17)
lim sup
r→0
logM(r, f)(
log
1
r
)2 ≤ 1
2 log 1+
√
5
2
. (2.18)
These estimates cannot be improved for f ∈ Q˜3.
2.3 The distribution of the zeros of sections and tails of
the Mittag–Leﬄer functions
Since ez vanishes nowhere the zeros of the partial sum
sn(z, e
z) =
∞∑
k=0
zk
k!
of ez tend to infinity as n → ∞ by the Hurwitz Theorem. A detailed study of
the asymptotic behavior of the zeros was made by Szego¨ [36] who showed among
many other things, that if z
(n)
1 , z
(n)
2 , . . ., z
(n)
n are the zeros of sn(z, e
z), then the
point set {z(n)1 /n, z(n)2 /n, . . . , z(n)n /n} tends, as n → ∞, to some simple closed
curve that will be defined later. Evidently, points z
(n)
1 /n, z
(n)
2 /n, . . ., z
(n)
n /n are
the zeros of sn(nz, e
z). Therefore, to study the zeros of sn(z, e
z), it is convenient
to work with the normalized sections sn(nz, e
z).
Let f(z) be an entire function having series representation (1.1). In the light
of the preceding discussion, when considering the zero distribution of sections
sn(z, f) and tails tn(z, f), it is convenient to study the behavior of the normalized
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sections sn(Rnz, f) and tails tn(Rnz, f), where {Rn}∞n=1 is some suitable for f
sequence of real numbers tending to ∞.
It turns out that it is convenient to choose as {Rn}∞n=1 the sequence of dis-
continuity points of the central index of f . Recall that the central index ν(r),
0 ≤ r <∞, is the value of n for which the max{|an|rn : n = 0, 1, . . .} is attained
(see [30, pp.5–6]). If maximum value of |an|rn is attained for several n, then ν(r)
denotes the largest of the corresponding n.
LetMn(λ, f), λ ∈ C, be the set of all roots of the equation In(Rnz;λ, f) = 0,
where
In(Rnz;λ, f) = (1− λ)sn(Rnz, f)− λtn+1(Rnz, f). (2.19)
In particular, Mn(0, f) (Mn−1(1, f)) coincides with the zero set of sn(Rnz, f)
(tn(Rn−1z, f)). Define M(λ, f) to be the set of all accumulation points of
∪∞n=1Mn(λ, f).
In 1924, G. Szego¨ [36] proved a remarkable theorem related to the asymptotic
behavior of the roots of the equation In(Rnz;λ, e
z) = 0. Note that Rn = n for
f(z) = ez. G. Szego¨ introduced the curve S := {z : |ze1−z| = 1} that is called
the Szego¨ curve now.
Theorem J ([36]). One has:
(i) M(0, ez) = S ∩ {z : |z| ≤ 1},
(ii) M(1, ez) = S ∩ {z : |z| ≥ 1},
(iii) M(λ, ez) = S for λ 6= 0, 1.
Theorem J asserts that the set of all zeros of sn(nz, e
z) is approximately equal
to S ∩ {z : |z| ≤ 1}, the set of all zeros of tn(nz, ez) is approximately equal to
S ∩ {z : |z| ≥ 1}, and the set of all zeros of (1 − λ)sn(nz, ez) − λtn+1(nz, ez),
λ 6= 0, 1, is approximately equal to S. It is worth mentioning that the main
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results of [36] were rediscovered by Dieudonne´ [8] in 1935 by a quite different
method.
G. Szego¨ also investigated the accumulation density for the zeros of
In(nz, λ, e
z) to S. Let L be an open set on S such that 1 does not belong to
the boundary of L. Let GL be an open set in C such that S ∩ GL = L and
1 does not belong to the boundary of GL. Denote by νn(G, λ) the number of
roots ( counting multiplicities ) of the equation In(nz, λ, e
z) = 0 in the region
GL. Denote by
ω(z) = ze1−z.
Let l(L) be the length of ω(L) on {ω : |ω| = 1} divided by 2pi.
Theorem K ([36]). We have
lim
n→∞
νn(GL, λ)
n
=

l(L ∩ A), for λ = 0,
l(L ∩B), for λ = 1,
l(L), for λ ∈ C\{0, 1},
where
A = S ∩ {z : |z| ≤ 1} and B = S ∩ {z : |z| ≥ 1}
This theorem can be interpreted as ”equidistribution” of the zeros of
In(nz, λ, e
z) along S. Nevertheless, Theorem K does not give good information
about the zero distribution in the neighborhood of z = 1, because it is assumed
that 1 is not contained in the closure of L. The following result of D.J. Newman
and T.J. Rivlin [22] of 1972 complements Theorem J in this direction.
Theorem L ([22]). We have, uniformly on compact subsets of the z-plane,
lim
n→∞
sn(n(1 +
z√
n
); ez)
exp (n+ z
√
n)
=
1√
2pi
∫ ∞
z
e−
t2
2 dt. (2.20)
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In particular, Theorem L implies that, as n → ∞, the zeros of sn(n(1 +
z/
√
n), ez) approach the zeros of the error function
erfc(z) =
2√
pi
∫ ∞
z
e−v
2
dv. (2.21)
The validity of analogous result for tails tn+1(nz; e
z) is a consequence of (2.20)
by virtue of the identity sn(z) + tn+1(z) = e
z. Several new properties of tails
and sections of ez were established by C. Y. Yıldırım [37], [38], [39] who utilized
them for asymptotic estimation of quantities which came up in the theory of the
Riemann zeta–function. We quote the result, which gives a relation between the
zeros of sections and the zeros of the corresponding tails for ez.
Theorem M ([37]). Let νj be the zeros of sk(z, e
z), j = 1, 2, . . . , k, and µl be
the zeros of tk+1(z, e
z), l = 1, 2, . . .. Then, for every k ≥ 2,
k∑
j=1
e−νj −
∞∑
l=1
e−µl = k + 1.
In 1983, A. Edrei, E.B. Saff and R.S. Varga [12] studied the distribution of
the zeros of sections sn(Rnz, E1/ρ) of the Mittag–Leﬄer function of order ρ > 1:
E1/ρ(z) =
∞∑
j=0
zj
Γ(1 + j/ρ)
, 1 < ρ <∞. (2.22)
This function is a natural generalization of ez; evidently, E1(z) = e
z. Mittag-
Leﬄer functions play important role in analysis (see, e.g. [9], [17]).
A. Edrei, E.B. Saff and R.S. Varga [12] discovered that the zeros of
sn(Rnz, E1/ρ) are related with the curve
S1(ρ) = S
′(ρ) ∪ S ′′(ρ),
where
S ′(ρ) = {z = reiφ : r ≤ 1, |φ| ≤ pi
2ρ
, rρ cos(φρ)− 1− ρ log r = 0}, (2.23)
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S ′′(ρ) = {z = reiφ : pi
2ρ
< φ < 2pi − pi
2ρ
, r = e−
1
ρ}. (2.24)
It is easy to see that S ′(ρ) tends to A ∩ {z : Rez ≥ 0} as ρ → 1, therefore the
curve S1(ρ) can be viewed as an analogue of the part A of Szego¨’s curve S.
The arguments of the zeros of E1/ρ(z) for 1 < ρ < ∞ tend to ±pi/(2ρ) as
|z| → ∞. Hence, there are zeros of sn(Rnz, E1/ρ) whose arguments are close to
±pi/(2ρ). Denote by
M0(λ,E1/ρ) =M(λ,E1/ρ)\
{
z : arg z = ± pi
2ρ
}
. (2.25)
A. Edrei, E.B. Saff and R.S. Varga proved the following theorem which is an
analogue of part (i) of Theorem J.
Theorem N ([12]). M0(0, E1/ρ) = S1(ρ).
This theorem is a corollary of much more precise and complicated results of [12]
related to the description of zero–free regions for sn(Rnz, E1/ρ).
The similarity between the zero distribution of sections of E1/ρ(z) (given by
Theorem N) and the zero distribution of sections of ez (given by Theorem J, part
(i)) provokes the following questions. Does also an analogue of Szego¨’s result for
In(Rnz;λ, e
z) hold for In(Rnz;λ,E1/ρ)? What is the analogue of the part B of
Szego¨’s curve S lying in the exterior of the unit disc? What is the description of
zero–free regions for In(Rnz;λ,E1/ρ) for arbitrary λ ∈ C? Which are analogues
for In(Rnz;λ,E1/ρ) of other results of [12] related to asymptotic properties of
sn(Rnz, E1/ρ) = In(Rnz; 0, E1/ρ)?
To give answers to these questions, denote by
S(ρ) = S1(ρ) ∪ S2(ρ), ρ > 1,
where
S2(ρ) = {z = reiφ : r ≥ 1, |φ| ≤ pi
2ρ
, rρ cos(ρφ)− 1− ρ log r = 0}. (2.26)
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S1(ρ) = S′(ρ) ∪ S′′(ρ)
Figure 2.1: The generalized Szego¨’s curve S(ρ).
It will be proved in Chapter 3 that the curve S(ρ) has asymptotes arg z = ±pi/(2ρ)
(meanwhile the original Szego¨’s curve S doesn’t have any asymptote).
Our main result concerning the zero distribution of In(Rnz, λ, E1/ρ) can be
considered as a complete analogue of Szego¨’s Theorem J.
Theorem 6 . One has:
(i) M0(0, E1/ρ) = S1(ρ),
(ii) M0(1, E1/ρ) = S2(ρ),
(iii) M0(λ,E1/ρ) = S(ρ), for λ 6= 0, 1.
This theorem means that each point on the curve S1(ρ) is an accumula-
tion point of the zeros of sn(Rnz, E1/ρ), each point on the curve S2(ρ) is an
accumulation point of zeros of tn+1(Rnz, E1/ρ), and each point on the curve
S(ρ) = S1(ρ) ∪ S2(ρ) is an accumulation point of the zeros of In(Rnz, λ, E1/ρ),
λ 6= 0, 1. Theorem 6 also answers the question how to continue the curve S(ρ) into
the exterior of the unit disc. Theorem 6 is an immediate corollary of Theorems 7,
8, 9 below.
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Figure 2.2: Regions Ωi, i = 1, 2, . . . , 5
For given sufficiently small δ1 > 0, δ2 > 0, δ3 > 0 and h > 0, let us introduce
the following regions.
Ω1 = {z = reiφ : δ3 ≤ r ≤ 1, |z − 1| ≥ δ1, |φ| ≤ pi2ρ − δ2,
rρ cos(ρφ)− 1− ρ log r ≥ 0},
Ω2 = {z = reiφ : |φ| ≤ pi2ρ − δ2, rρ cos(ρφ)− 1− ρ log r ≤ −h},
Ω3 = {z = reiφ : e−1/ρ + h ≤ r, |φ| ≥ pi2ρ + δ2},
Ω4 = {z = reiφ : δ3 ≤ r ≤ e−1/ρ − h, |φ| ≥ pi2ρ + δ2},
Ω5 = {z = reiφ : r ≥ 1, |φ| ≤ pi2ρ − δ2, rρ cos(ρφ)− 1− ρ log r ≥ h}.
(2.27)
The next theorem deals with the zero–free regions of In(Rnz;λ,E1/ρ).
Theorem 7 . Let δ1, δ2, δ3 and h be given sufficiently small positive constants.
Then, for all sufficiently large n, In(Rnz;λ,E1/ρ) has no zeros in ∪5i=1Ωi.
Theorem 7 can be viewed as an extension of the following Theorem 5 from [12]
that corresponds to the case λ = 0 (i.e. related to the zeros of sn(Rnz, E1/ρ) =
In(Rnz, 0, E1/ρ)).
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Theorem O ([12]). Let δ1, δ2, δ3 and h be given sufficiently small positive con-
stants. Then, for all sufficiently large n, sections sn(Rnz, E1/ρ) = In(Rnz, 0, E1/ρ)
has no zeros outside the unit disc and in ∪4i=1{Ωi ∩ {z : |z| ≤ 1}}.
Theorem 7 implies that the zeros of In(Rnz;λ,E1/ρ) may lie only in the
vicinity of the curve S(ρ) and two rays arg z = ±pi/(2ρ). Let us consider the
functions In(Rnz, λ, E1/ρ) in the neighborhood of points on the curve S(ρ). The
next theorem gives information about the behavior (and, in particular, the zero
distribution) of In(Rnz, λ, E1/ρ) in the neighborhood of the point z = 1 on S(ρ).
Theorem 8 . As n→∞, we have1 + ( 2
ρn
)1/2
ζ
−n {E1/ρ(Rn)}−1 In
Rn
1 + ( 2
ρn
)1/2
ζ
 ;λ,E 1
ρ

→ eζ2
{
erfc(ζ)
2
− λ
}
uniformly on every compact set of the ζ–plane.
By Hurwitz’s Theorem, it follows that, as n→∞, the zeros of In(Rnz, λ, E1/ρ)
approach the zeros of 1
2
erfc(ζ)−λ. This theorem was first proved for ρ = 1, λ = 0
in [22] by D.J. Newman and T.J. Rivlin (see Theorem L before). It was proved
in the case ρ > 1 and λ = 0 by A. Edrei, E.B. Saff and R.S. Varga (see [12],
Theorem 1). Theorem 8 can be viewed as a generalization of all these results.
More strict results were obtained in the case ρ = 1 and λ = 1 by C.Y. Yıldırım
in [38].
Our next theorem is concerned with the behavior of In(Rnz, λ, E1/ρ) near the
points ξ = ξ(φ) ∈ S(ρ) distinct from the point z = 1.
Theorem 9 . I. Let ξ = ξ(φ), 0 < φ < pi
2ρ
, be a fixed point on the generalized
Szego¨ curve S(ρ). Let τ = |ζ|λ sin(φρ) − ρφ, and let the sequences {τn}∞n=1 and
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{εn(ζ)}∞n=1 be defined by the conditions
τn ≡ τ
ρ
n(mod 2pi), −pi < τn ≤ pi,
and
εn(ζ) =
log n
2(1− ξρ)n −
ζ − iτn
(1− ξρ)n.
Then, as n→∞,
In
(
Rnξ (1 + εn(ζ)) ;λ,E1/ρ
) Γ (1 + n
ρ
)
Rnnξ
n (1 + εn(ζ))
n
→

α(ξ)eζ − ξ
1− ξ , if |ξ| < 1,
−β(ξ)eζ − ξ
1− ξ , if |ξ| > 1,
(2.28)
uniformly on every compact set of the ζ – plane, where
α(ξ) = (1− λ)(2piρ) 12 e ρ+12ρ (ξρ−1)
and
β(ξ) = λ(2piρ)
1
2 e
ρ+1
2ρ
(ξρ−1).
II. Let ξ = e−
1
ρ eiφ, pi
2ρ
< φ ≤ pi, be a fixed point on the circular portion of S(ρ),
and let the sequences {τ ′n}∞n=1 and {ε′n(ζ)}∞n=1 be defined by the conditions
τ
′
n ≡ (n+ 1)φ( mod 2pi), −pi < τ ′n ≤ pi,
and
ε′n(ζ) =
(
1
2
− 1
ρ
)
log n
n
− ζ − iτ
′
n
n+ 1
.
Then
In
(
Rnξ (1 + ε
′
n(ζ)) ;λ,E1/ρ
) Γ (1 + n
ρ
)
Rnnξ
n (1 + ε′n)
n → γ(ξ)e−ζ −
ξ
1− ξ (2.29)
uniformly on every compact set of the ζ – plane, where
γ(ξ) =
(λ− 1)(2pie 1−ρρ ) 12
ρ
1
2
− 1
ρΓ
(
1− 1
ρ
) .
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As was mentioned before, by Theorem 7, the zeros of In(Rnz;λ,E1/ρ) may lie
only in the vicinity of the curve S(ρ) and two rays arg z = ±pi/(2ρ). Theorem 9
implies that each point ξ on the curve S(ρ) is an accumulation point of the
zeros of In(Rnz;λ,E1/ρ). Indeed, by Hurwitz’s Theorem, the zeros of In(Rnξ(1+
εn(ζ));λ,E1/ρ) approach the zeros of the limit functions in (2.28), if ξ ∈ S ′(ρ) ∪
S2(ρ), and the zeros of In(Rnξ(1+ ε
′
n(ζ));λ,E1/ρ) approach the zeros of the limit
functions in (2.29), if ξ ∈ S ′′(ρ).
The proof of Theorems 7 and 9 is based on the following theorem that deals
with the asymptotic expressions for In(Rnz;λ,E1/ρ) in different domains of C.
Theorem 10 . Let δ1, δ2, δ3 be given sufficiently small positive constants, and
ρ > 1. Then, as n→∞,
In(Rnz;λ,E1/ρ)Γ
(
1 + n
ρ
)
Rnnz
n
= −λρe
Rρnz
ρ
Γ
(
1 + n
ρ
)
Rnnz
n
(1 + o(1))− z
1− z (1 + o(1)),
(2.30)
if z ∈ {z = reiφ : r ≥ 1, |φ| ≤ pi
2ρ
, |z − 1| ≥ δ1},
In(Rnz;λ,E1/ρ)Γ
(
1 + n
ρ
)
Rnnz
n
= (1− λ)ρe
Rρnz
ρ
Γ
(
1 + n
ρ
)
Rnnz
n
(1 + o(1))− z
1− z (1 + o(1)),
(2.31)
if z ∈ {z = reiφ : δ3 ≤ r ≤ 1, |φ| ≤ pi2ρ , |z − 1| ≥ δ1},
In(Rnz;λ,E1/ρ)Γ
(
1 + n
ρ
)
Rnnz
n
=
(λ− 1)
Γ
(
1− 1
ρ
) Γ
(
1 + n
ρ
)
Rn+1n z
n+1
(1 + o(1))− z
1− z (1 + o(1)),
(2.32)
if z ∈ {z = reiφ : r ≥ δ3, |φ| ≥ pi2ρ + δ2, }.
In all expressions above, o(1) is uniform with respect to z.
We remark that, in the special case λ = 1, |z| < 1, one can find the asymptotic
expression for In(Rnz; 1, E1/ρ) in [12, Lemma 9.2].
3Preliminaries
In this chapter we recall some definitions and results that we will need in the
sequel.
3.1 One-sided multiply positive sequences
Let
{an}∞n=0, a0 > 0, (3.1)
be a sequence of real numbers. In this section we always assume that the se-
quence (3.1) is at least 2-times positive.
Lemma 1 ([26]). Let (3.1) be a 2–times positive sequence. Set n = min{k :
ak = 0}. If n is finite, then ak = 0 for any k ≥ n.
Proof. By the definition of 2-times positivity, we have, for any k > n,∣∣∣∣∣∣∣
an ak
an−1 ak−1
∣∣∣∣∣∣∣ ≥ 0.
29
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Since an = 0, an−1 > 0, we conclude that ak = 0. 2
Therefore, a 2-times positive sequence (3.1) is either finite (has only finitely many
nonzero terms), or is composed entirely of positive terms.
With (3.1), we associate the generating function (1.1). The fact that se-
quence (3.1) is 2–times positive implies that the radius of convergence R(f) of
series (1.1) is nonzero as the following lemma shows.
Lemma 2 Let f ∈ PF2. Then R(f) > 0.
Proof. If the sequence (3.1) of coefficients of (1.1) has all nonzero terms – the
only case to discuss due to Lemma 1 – we have∣∣∣∣∣∣∣
an an+1
an−1 an
∣∣∣∣∣∣∣ = anan−1
(
an
an−1
− an+1
an
)
≥ 0.
Thus,
{
an+1
an
}∞
n=0
is a non increasing sequence of positive numbers that implies
the existence of the limit
1
R(f)
= lim
n→∞
an+1
an
. 2
By Lemma 1, for all the functions (1.1) generating by 2-times positive infinite
sequences (3.1), all their coefficients ak are strictly positive, that allows us to
introduce the positive numbers
ρk =
ak−1
ak
, k = 1, 2, . . . , (3.2)
and
δk =
ρk
ρk−1
=
a2k−1
akak−2
, k = 2, 3, . . . (3.3)
The next formulas follow from (3.2) and (3.3)
ak =
a0∏k
j=1 ρj
, k = 1, 2, . . . and
ak =
a0
ρk1δ
k−1
2 δ
k−2
3 . . . δk
, k = 2, 3, . . .
(3.4)
3. PRELIMINARIES 31
We have already mentioned that
{
an+1
an
}∞
n=0
is a non increasing sequence. It
implies that {ρn}∞n=1 is a non decreasing sequence and hence
δk ≥ 1, k ≥ 2. (3.5)
It turns out that if sequence (3.1) of positive numbers satisfies a stronger condition
than (3.5), namely, δn ≥ A > 1, then the corresponding generating function (1.1)
is an entire function of order 0. More precisely, the following lemma holds.
Lemma 3 . Let (1.1) be a formal power series with all positive coefficients
ak > 0. Assume that there exists a constant A > 1 such that
δk ≥ A, k ≥ k0, (3.6)
where numbers δk are defined by (3.3). Then the series (1.1) converges in the
whole complex plane C, and
lim sup
r→∞
logM(r, f)
(log r)2
≤ 1
2 logA
. (3.7)
Proof. The proof of this lemma is contained in [26], but we present it here for
the reader’s convenience. By (3.4) and (3.6), we have
log ak = log a0 − k log ρ1 −
k∑
j=2
(k − j + 1) log δj ≤ log a0 − k log ρ1
−
k0−1∑
j=2
(k − j + 1) log δj −
k∑
j=k0
(k − j + 1) logA = −k
2
2
logA+O(k), k →∞.
Hence,
ak ≤ CDkA− k
2
2 , k = 0, 1, 2, . . . , (3.8)
where C and D are positive constants not depending on k. Since A > 1, then
limk→∞ a
1/k
k = 0. Therefore the series (1.1) converges in the whole plane. Further,
using (3.8), we have
M(r, f) =
∞∑
k=0
akr
k ≤ C
∞∑
k=0
A−
k2
2 (Dr)k
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= C exp
(
(logDr)2
2 logA
) ∞∑
k=0
exp
− logA2
(
k − log(Dr)
logA
)2
≤ C exp
(
(logDr)2
2 logA
)
sup
−∞<x<∞
∞∑
k=−∞
exp
{
− logA
2
(k − x)2
}
.
Since the sum of the series under the supremum sign is a periodic function of x
(with period 1), its supremum is finite. Hence
M(r, f) = O
(
exp
{
(logDr)2
2 logA
})
, r →∞,
and
logM(r, f) ≤ (log r)
2
2 logA
+O(log r), r →∞. 2
Therefore, there is a close relation between estimates from below on δn and
growth estimates of the corresponding entire functions of order 0.
The definition of multiple positivity is quite complicated. Therefore it is not
easy to check whether or not a given sequence is m-times positive using the
definition. Here we present the following test of m-times positivity of a finite
positive sequences. It turns out that this test is rather effective.
Lemma 4 (Schoenberg’s Theorem ([33])). Let {bk}nk=0 be a finite sequence
of numbers. Consider the m matrices
Bk =

b0 b1 b2 . . . bn 0 0 . . . 0
0 b0 b1 . . . bn−1 bn 0 . . . 0
0 0 b0 . . . bn−2 bn−1 bn . . . 0
. . . . . . . . . . . . .
0 0 0 . . . . . . . . . bn

, k = 1, 2, . . . .m,
where Bk consists of k rows and n + k columns. Assume that the following con-
dition is satisfied for k = 1, 2, . . . ,m: all k × k–minors of Bk consisting of con-
secutive columns are strictly positive. Then the sequence {b0, b1, . . . , bn, 0, 0, . . .}
is m–times positive.
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3.1.1 One-sided sequences having sections with multiply positive
terms
In this thesis we do not work with the classes PFm, m ≥ 3, themselves, but we
study their subclasses Pm ∈ PFm, m ≥ 3. Recall that series (1.1) belongs to
the class Pm, m ≥ 2, if the truncated sequences {ak}nk=0 are m-times positive for
all sufficiently large n. It is easy to see that the class PF2 coincides with the
class P2. Therefore, for all infinite sequences (3.1) from Pm ⊂ P2 = PF2, m ≥ 3,
the numbers δn, n ≥ 2, are well defined. The next two lemmas from [26] give
us information about sequences {δn}∞n=2 corresponding to the sequences {an}∞n=0
from P3.
Lemma 5 ([26]). Let {ak}nk=0 = {a0, a1, . . . , an, 0, 0, . . .}, a0 > 0, an > 0,
n ≥ 2, be a 3–times positive sequence. Then
(i) for n = 2, we have δ2 ≥ 2;
(ii) for n = 3, we have δn > 1 and
(δn − 1)2 ≥ 1− 1
δn−1
. (3.9)
Let sequence (3.1) with nonzero terms belong to the class P3. Then there exists
some n0 ≥ 2 such that, for each n ≥ n0, the truncated sequence {ak}nk=0 is 3–
times positive. By Lemma 5, we have δn > 1 for all n ≥ n0, and therefore the
numbers
yn =
1
δn − 1 , n ≥ n0, (3.10)
are well defined. Using (3.9), we obtain
y2n+1 ≤ yn + 1, n ≥ n0.
Consider the sequence {zn}∞n=n0 of positive numbers satisfying the recurrence
equation
z2n+1 = zn + 1, n ≥ n0,
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and the initial condition zn0 = yn0 . It is easy to see that
yn ≤ zn, n ≥ n0. (3.11)
Lemma 6 ([26]). Let a formal power series (1.1), which is not a polynomial,
belong to P3 and let for all n ≥ n0 the sequences {ak}nk=0 be 3–times positive. Let
{zn}∞n=n0 be the sequence of positive numbers satisfying the recurrence relation
z2n+1 = zn + 1, n ≥ n0, (3.12)
and the initial condition
zn0 =
1
δn0 − 1
.
Then there exists the limit
lim
n→∞ zn =
1 +
√
5
2
:= c,
and we have
1
δn − 1 ≤ zn, n ≥ n0.
Moreover,
(i) if zn0 < c, then the sequence {zn}∞n=n0 increases;
(ii) if zn0 > c, then the sequence {zn}∞n=n0 decreases;
(iii) if zn0 = c, then zn = c for any n ≥ n0.
Using (3.10), (3.11) and Lemma 6, we obtain that if sequence (3.1) belongs to
P3, then for any given 0 < ε < 1,
δn ≥ c− ε, n ≥ n(ε). (3.13)
The estimate (2.4) for functions belonging to Pm, m ≥ 3, follows from (3.13) and
Lemma 3.
In general, it is difficult to check whether sequence (3.1) belong to PFm,m ≥ 3,
or not. The next lemma from [27] gives a sufficient condition for (3.1) to belong
to Q3 ⊂ PF3.
3. PRELIMINARIES 35
Lemma 7 ( [27]). For a sequence (3.1) to belong to Q3 it is sufficient to satisfy
δn ≥ 2, n ≥ 2.
3.1.2 One-sided sequences having tails with multiply positive terms
Recall that series (1.1) belongs to the class Rm, m ≥ 2, if the sequences
{an, an+1, . . .} are m-times positive for all n large enough. By Lemma 2 such
a series always have a positive radius of convergence by 2-times positivity of
{an, an+1, . . .}.
Assuming f ∈ Rm, m ≥ 2, we choose n such that {an, an+1, . . .} is m-times
positive and moreover an > 0. By Lemma 1, ak > 0 for all k ≥ n. This permits
us to introduce the positive numbers
ρk =
ak+1
ak
, k = n+ 1, n+ 2, . . . (3.14)
Evidently,
ak =
an∏k
j=n+1 ρj
, k = n+ 1, n+ 2, . . . (3.15)
Let us introduce the numbers
δk =
ρk
ρk−1
=
a2k−1
akak−2
, k = n+ 2, n+ 3, . . . (3.16)
Since the sequence {an, an+1, . . .} is 2-times positive, we have∣∣∣∣∣∣∣
ak−1 ak
ak−2 ak−1
∣∣∣∣∣∣∣ ≥ 0, k ≥ n+ 2,
i.e. a2k−1 ≥ akak−2, k ≥ n+ 2. Therefore,
δk ≥ 1, k = n+ 2, n+ 3, . . . (3.17)
It is easy to see that
ak =
an
ρk−nn+1
∏k
j=n+2 δ
k−j+1
j
. (3.18)
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The next two lemmas from [28] give information about series (1.1) from Rm,
m ≥ 3.
Lemma 8 ([28]). Let {an, an+1, . . .} be a 3-times positive sequence with positive
coefficients. Then
(δn+2 − 1)2 ≥ 1− 1
δn+3
. (3.19)
Lemma 9 ([28]). Let sequence (3.1) belong to R3. Then there exists an integer
p such that either
(I) for any n ≥ p+ 2, δn ≥ c, or
(II) there exists q ≥ p+ 2, δq < c.
In case (I) the assertion (i) of theorem G is valid while in the case (II) the
assertion (ii) is.
We will need the following test of m-times positivity that is contained in [28]
and which is due to I.J. Schoenberg (see [33]).
Lemma 10 (Schoenberg’s Theorem ([33])). Let {bk}∞k=0 be a sequence of
positive numbers. Consider the m matrices
Bν =

b0 b1 b2 . . . bν−1 . . .
0 b0 b1 . . . bν−2 . . .
0 0 b0 . . . bν−3 . . .
. . . . . . . . . . . .
0 0 0 . . . b0 . . .

ν = 1, 2, . . . ,m,
consisting of ν rows and infinitely many columns. Assume that for ν =
1, 2, . . . ,m, the matrix Bν satisfies the condition: all its ν× ν–block-minors ( i.e.
minors consisting of ν consecutive rows and ν consecutive columns ) are positive.
Then the sequence {bk}∞k=0 is m–times positive.
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Lemmas 4 and 10 are very similar. However, Lemma 4 deals with finite se-
quences {bk}nk=0 while Lemma 10 deals with infinite sequences {bk}∞k=0.
3.2 Two-sided multiply positive sequences
Let
{an}∞n=−∞, a0 6= 0, (3.20)
be a two-sided infinite sequence of real numbers. In this section we always assume
that (3.20) is at least 2-times positive.
Assume that the sequence (3.20) doesn’t coincide with the trivial sequence
{ρn}∞n=−∞ for some ρ > 0. It turns out (see [20], p.418) that such a 2-times posi-
tive sequence (3.20) generates Laurent series (2.9) that converges in a nonempty
annulus 0 ≤ 1/R1 < |z| < R2.
Lemma 11 . Let the sequence (3.20) be 2-times positive. Set
k1 = min{k > 0 : ak = 0}, k2 = max{k < 0 : ak = 0}.
Then ak = 0 for all k < k2 + 1 and k > k1 − 1.
Proof. Let us show that ak = 0 for all k ≤ k2. Assume k2 > −∞. We have∣∣∣∣∣∣∣
ak+1 ak2+1
ak ak2
∣∣∣∣∣∣∣ = −akak2+1 ≥ 0
for all k < k2. Hence, ak = 0 for all k ≤ k2. That ak = 0 for all k ≥ k1 can be
proved similarly. 2
Without loss of generality we can assume that a2 6= 0 and a−2 6= 0, i.e. k1 > 2
and k2 < −2.
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Lemma 11 allows us to introduce the positive numbers
δk =

a2k−1
akak−2
, 0 < k < k1,
a2k+1
akak+2
, k2 < k < 0.
(3.21)
Note that δ1 = δ−1.
Lemma 12 . Let sequence (3.20) be 2-times positive and the numbers k1 and
k2 be defined as in Lemma 11. Then δk ≥ 1 for all k, k2 < k < k1.
Proof. For any k , k2 < k < k1, we have∣∣∣∣∣∣∣
ak−1 ak
ak−2 ak−1
∣∣∣∣∣∣∣ = akak−2(δk − 1) ≥ 0, if 1 ≤ k < k1,
and ∣∣∣∣∣∣∣
ak+1 ak+2
ak ak+1
∣∣∣∣∣∣∣ = akak+2(δk − 1) ≥ 0, if k2 < k ≤ −1.
2
3.3 Power series with sections from PF∞
Now we present the proof of Po´lya’ s Theorem E for the reader’s convenience (see
also [26]). The condition f ∈ P∞ means (see Chapter 2) that sections (1.2) have
purely negative zeros for sufficiently large n, that is, for n ≥ n1 say. It is well
known that the derivatives of a polynomial having purely real zeros have purely
real zeros. Hence, the quadratic polynomial(
d
dz
)n−2
sn(z, f) = (n− 2)!an−2 + (n− 1)!an−1z + 1
2
n!anz
2
does not have any complex zero. This means that the following inequality is valid:
(n− 1)a2n−1 ≥ 2nan−2an, n ≥ n1.
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Figure 3.1: Asymptotes l1 and l2.
By the definition of δn, we can rewrite the last inequality in the form
δn ≥ 2n
n− 1 > 2, n ≥ n1.
Now Theorem E follows at once from Lemma 3. 2
3.4 Some asymptotic relations for Mittag-Leﬄer func-
tions
In Chapter 2 we have pointed out that the zeros of In(Rnz, λ, E1/ρ), ρ ≥ 1, are
closely connected with the curve S(ρ) = S1(ρ)∪S2(ρ). It turns out that the curve
S2(ρ) has asymptotes.
Lemma 13 . The curve S2(ρ) has asymptotes lj =
{
arg z = (−1)j−1 pi
2ρ
}
, j =
1, 2.
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Proof. It suffices to consider only the upper half B(ρ) of the curve S2(ρ) (see
Figure 3.1). It is given by the equation
cos ρφ = r−ρ(1 + ρ log r),
which implies that the conditions r → ∞ and φ → pi
2ρ
are equivalent. Take a
point A = (r cosφ, r sinφ) on B(ρ) and a point C =
(
r cosφ, r tan
pi
2ρ
cosφ
)
on
l1. The distance d(A, l1) from the point A to l1 does not exceed the distance
between the points A and C, i.e.
d(A, l1) ≤ r tan pi
2ρ
cosφ− r sinφ ≤
r sin ρ
(
pi
2ρ
− φ
)
cos
pi
2ρ
=
1 + ρ log r
rρ−1 cos
pi
2ρ
→ 0 as r →∞. 2
Rewrite (2.19) as
In(Rnz;λ,E1/ρ) = (1− λ)E1/ρ(Rnz)− tn+1(Rnz, E 1
ρ
). (3.22)
This formula shows that the study of the asymptotic behavior of In(Rnz;λ,E1/ρ)
can be reduced to asymptotic formulas for E1/ρ(Rnz) and tn+1(Rnz, E 1
ρ
). They
will play a major role in the proof of Theorem 10. Let us present those formulas.
The function E1/ρ(z) have the following well–known asymptotic relations (see
[17], p.114):
E1/ρ(z) =

ρez
ρ − 1
zΓ
(
1− 1
ρ
) +O( 1|z|2
)
, | arg z| ≤ pi
2ρ
, |z| → ∞,
− 1
zΓ
(
1− 1
ρ
) +O( 1|z|2
)
,
pi
2ρ
≤ | arg z| ≤ pi, |z| → ∞.
(3.23)
3. PRELIMINARIES 41
6
-
,
,
,
,
,
,
,
,
,
,
,
,
l
l
l
l
l
l
l
l
l
l
l
l
G+(H,α)
G−(H,α)
$
%
a H
Figure 3.2: The contour L(α,H) and the regions G±(H,α).
To write an asymptotic expression for tn+1(Rnz, E 1
ρ
), we will use so-called
Mittag–Leﬄer type functions
E1/ρ(z, µ) =
∞∑
k=0
zk
Γ
(
µ+ k
ρ
) , ρ > 0, µ ∈ C,
introduced by M.M. Djrbashian (see [9, p.117]). Denote by L(α,H) (H > 0,
0 < α ≤ pi) a contour following nondecreasing direction of arg ζ and consisting of
two rays arg ζ = ±α, |ζ| ≥ H and an arc −α ≤ arg ζ ≤ α of a circle |ζ| = H. By
G−(H,α) and G+(H,α) we denote two regions lying respectively from the left
and right sides of L(α,H) (see Figure 3.2). For ρ > 1 and pi/(2ρ) < ν ≤ pi/ρ, the
following representations hold ([9, p.127])
E 1
ρ
(z, µ) =

ρzρ(1−µ)ez
ρ
+
ρ
2pii
∫
L(ν,H)
eζ
ρ
ζρ(1−µ)
ζ − z dζ, z ∈ G
+(H, ν),
ρ
2pii
∫
L(ν,H)
eζ
ρ
ζρ(1−µ)
ζ − z dζ, z ∈ G
−(H, ν).
Since
tn+1(Rnz, E 1
ρ
) =
∞∑
k=n+1
(Rnz)
k
Γ(1 + k
ρ
)
= (Rnz)
n+1E 1
ρ
(
Rnz, 1 +
n+ 1
ρ
)
,
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we have
tn+1(Rnz, E 1
ρ
) =

ρeR
ρ
nz
ρ
+
ρ(Rnz)
n+1
2pii
∫
L(ν,H)
eζ
ρ
ζ−(n+1)
ζ −Rnz dζ, Rnz ∈ G
+(H, ν),
ρ(Rnz)
n+1
2pii
∫
L(ν,H)
eζ
ρ
ζ−(n+1)
ζ −Rnz dζ, Rnz ∈ G
−(H, ν),
where ν and H > 0 are any constants but
pi
2ρ
< ν ≤ pi
ρ
. Then it follows from
(3.22) and (3.23) that, as n→∞,
In(Rnz;λ,E1/ρ) = −λρeR
ρ
nz
ρ
+O
(
1
Rn|z|
)
(3.24)
−ρ(Rnz)
n+1
2pii
∫
L( pi2ρ+
δ2
2
,Rn)
eζ
ρ
ζ−(n+1)
ζ −Rnz dζ,
if |z| > 1 and | arg z| ≤ pi
2ρ
,
In(Rnz;λ,E1/ρ) =
(λ− 1)
RnzΓ
(
1− 1
ρ
) +O( 1
R2n|z|2
)
(3.25)
−ρ(Rnz)
n+1
2pii
∫
L( pi2ρ+
δ2
2
,Rn)
eζ
ρ
ζ−(n+1)
ζ −Rnz dζ,
if |z| > 0 and | arg z| > pi
2ρ
+ δ2
2ρ
In(Rnz;λ,E1/ρ) = (1− λ)ρeR
ρ
nz
ρ
+O
(
1
Rn|z|
)
(3.26)
−ρ(Rnz)
n+1
2pii
∫
L( pi2ρ+
δ2
2
,Rn)
eζ
ρ
ζ−(n+1)
ζ −Rnz dζ,
if 0 < |z| < 1 and | arg z| ≤ pi
2ρ
.
For E1/ρ(z) (see [30, p.26]), we have
Rn = Γ
(
1 +
n
ρ
)
/Γ
(
1 +
n− 1
ρ
)
.
Then, by Stirling’s formula for Γ(1 + x), x > 0,
Rn =
(
n
ρ
)1/ρ (
1 +
ρ− 1
2ρn
+O(n−2)
)
, n→∞ (3.27)
4Power series of sections with
m-times positive coefficients
In this chapter we consider power series (1.1) from Pm, m ≥ 4, i.e. such power
series
∞∑
k=0
akz
k that the truncated sequences {ak}nk=0 are m-times positive for all
sufficiently large n. It was proved in [26] that if f ∈ Pm, m ≥ 3, then f(z) is an
entire function satisfying
lim sup
r→∞
logM(r, f)
(log r)2
≤ 1
2 log c
, c =
1 +
√
5
2
< 2. (2.4)
Moreover, estimate (2.4) cannot be improved for f ∈ P3. Theorem E states that
if f ∈ P∞, then f is an entire function satisfying
lim sup
r→∞
logM(r, f)
(log r)2
≤ 1
2 log 2
. (2.5)
Here we prove that an estimate better than (2.5) already holds in the class P4
which is much larger than P∞. Our first result is the following theorem.
Theorem 1 If m ≥ 4, then any formal power series of Pm converges in the whole
43
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complex plane and its sum f(z) is an entire function satisfying
lim sup
r→∞
logM(r, f)
(log r)2
≤ 1
2 log d(P4)
, (2.6)
where constant d(P4) is independent of f and
2.016 ≤ d(P4) ≤ 2.087.
4.1 The lower bound for d(P4)
The following lemma plays a basic role in the proof of the Theorem 1.
Lemma 14 . Let {ak}nk=0 = {a0, a1, . . . , an, 0, 0, . . .}, a0 > 0, an > 0, n ≥ 2, be
a 4–times positive sequence. Then
(i) for n = 2, we have δ2 ≥ 3 +
√
5
2
;
(ii) for n = 3, we have (
δ3 − 3
2
)2
≥ 5
4
− 2
δ2
; (4.1)
(iii) for n ≥ 4, we have(
δn − 3
2
)2
≥ 5
4
− 2
δn−1
+
1
δn−2δ2n−1δn
. (4.2)
Proof. Since {ak}nk=0 is 4–times positive, we have
In :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an−1 an 0 0
an−2 an−1 an 0
an−3 an−2 an−1 an
an−4 an−3 an−2 an−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= a4n−1 − 3a2n−1an−2an + 2an−3an−1a2n − a3nan−4 + a2na2n−2 ≥ 0,
where ak = 0 for k < 0. In particular,
I2 = a
4
1 − 3a21a0a2 + a22a20,
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I3 = a
4
2 − 3a22a1a3 + 2a0a2a23 + a23a21.
By (3.3),
an−4an
a2n−2
=
an−4an−2
a2n−3
· a
2
n−3a
2
n−1
a4n−2
· anan−2
a2n−1
=
1
δn−2δ2n−1δn
.
Hence,
I2 = a
2
0a
2
2
( a21
a0a2
)2
− 3 a
2
1
a0a2
+ 1
 = a20a22 (δ22 − 3δ2 + 1) ,
I3 = a
2
1a
2
3
( a22
a1a3
)2
− 3 a
2
2
a1a3
+ 2
a0a2
a21
+ 1
 = a21a23 (δ23 − 3δ3 + 2δ2 + 1
)
,
In = a
2
n−2a
2
n
( a2n−1
anan−2
)2
− 3 a
2
n−1
anan−2
+ 2
an−3an−1
a2n−2
− anan−4
a2n−2
+ 1

= a2na
2
n−2
(
δ2n − 3δn +
2
δn−1
+ 1− 1
δn−2δ2n−1δn
)
.
Since, δn ≥ 1 by (3.5), the assertions of the lemma are easy consequences of the
condition In ≥ 0. 2
Corollary 4 . Let a formal power series (1.1), which is not a polynomial, belong
to Q4. Then δk > 2 for all k ≥ 2.
Proof. The inequality (4.2) implies(
δn − 3
2
)2
>
5
4
− 2
δn−1
for n ≥ 4. Note that, by Lemma 14, we have δ2 ≥ 3 +
√
5
2
> 2 and
(
δ3 − 3
2
)2
≥ 5
4
− 2
δ2
>
1
4
,
i.e. δ3 > 2. Then the proof can be completed by induction. 2
Lemma 15 . Let a formal power series (1.1), which is not a polynomial, belong
to P4. Then there exists N such that δn > c for all n ≥ N , where c = 1 +
√
5
2
.
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Proof. By Lemma 5, δn > 1 for all sufficiently large n. Since 4–times positivity
implies 3–times positivity, then, by Lemma 6, for any ε > 0, there exists such n1
that
1
δn − 1 < c+ ε for all n ≥ n1. Assuming that δn ≤ c for all sufficiently large
n, we get from (4.2) (
c− 3
2
)2
≥ 5
4
− 2
c− ε +
1
c4
for all sufficiently small ε, in contradiction with the equality(
c− 3
2
)2
=
5
4
− 2
c
. (4.3)
Hence, there exists such N that δN > c.
Set n0 = N and construct the sequence {zn}∞n=N by (3.12) and the initial
condition zN =
1
δN − 1. Since δN > c, then zN < c. It follows from Lemma 6
that zn < c for all n ≥ N , whence δn > c for all n ≥ N . 2
Consider the sequence {kn}∞n=N of positive numbers satisfying the recurrence
equation (
kn − 3
2
)2
=
5
4
− 2
kn−1
, n > N, (4.4)
and the initial condition
kN = δN . (4.5)
The inequalities (4.1) and (4.2) imply
δn > kn, n > N. (4.6)
Since kN = δN > c and (4.3) holds, we get from (4.4) by induction that
kn > c, n ≥ N. (4.7)
Lemma 16 . We have
lim
n→∞ kn = 2.
Moreover,
(i) if c < kN < 2, then the sequence {kn}∞n=N increases;
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(ii) if kN > 2, then the sequence {kn}∞n=N decreases;
(iii) if kN = 2, then kn = 2 for any n ≥ N .
Proof. Note that the equation (x − 3/2)2 = 5/4 − 2/x can be rewritten in the
form (x−2)(x2−x−1) = 0. Therefore, if c < x < 2, then (x−3/2)2 < 5/4−2/x.
Let n ≥ N and c < kn < 2. Then, by (4.4) and the arguments before,(
kn+1 − 3
2
)2
=
5
4
− 2
kn
>
(
kn − 3
2
)2
.
It implies kn+1 > kn. That c < kn+1 < 2 follows from(
kn+1 − 3
2
)2
=
5
4
− 2
kn
.
The proof of part (i) can be completed by induction on n. The proof of parts (ii)
and (iii) is similar to that of part (i) and can be omitted. 2
By Lemma 16 and (4.6), we have for any f ∈ P4
δ(f) := lim inf
n→∞ δn ≥ 2. (4.8)
Define
δ(P4) = inf{δ(f) : f ∈ P4}. (4.9)
Lemma 17 . We have
δ(P4) ≥ 2 + 1
66
.
Proof. Assume that there exists f ∈ P4 such that δ(f) ≤ 2 + ε, where ε = 1
66
.
Then there exists a subsequence {nk}∞k=0 such that δnk < 2 + Aε, where A =
66
65
> 1. The inequality (4.2) implies
δnk−2δ
2
nk−1
(
2 + Aε− 3
2
)2
+ 2δnk−2δnk−1 >
5
4
δnk−2δ
2
nk−1 +
1
2 + Aε
, (4.10)
which can be rewritten as
δnk−2δnk−1(2− δnk−1(1− Aε− (Aε)2)) ≥
1
2 + Aε
,
4. POWER SERIES OF SECTIONS WITH M -TIMES POSITIVE COEFFICIENTS 48
whence
δnk−1 ≤
2
1− Aε− (Aε)2 ≤ 2 + 4Aε.
The last inequality holds for any ε such that Aε <
1
4
. By the repetition of
argument,
δnk−2 ≤ 2 + 16Aε.
Therefore, the inequality (4.2) implies
2
δnk−1
≥ 5
4
−
(
δnk −
3
2
)2
+
1
δnk−2δ
2
nk−1δnk
≥ 1− Aε− (Aε)2 + 1
(2 + 16Aε)4
> 1− 2Aε+ 1
16
(1− 32Aε) = 17
16
− 4Aε = 1 +B,
where B =
1
16 · 65 > 0. Hence, we get
δnk−1 <
2
1 + B
< 2,
in contradiction with (4.8). 2
Define d(f) and d(P4) by formulas
lim sup
r→∞
logM(r, f)
(log r)2
=:
1
2 log d(f)
, (4.11)
and
d(P4) := inf{d(f) : f ∈ P4}. (4.12)
It follows from Lemma 3 that d(f) ≥ δ(f) and hence, d(P4) ≥ δ(P4). Then,
by Lemma 17, d(P4) ≥ 2 + 1
66
= 2.016 . . ..
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4.2 The upper bound for d(P4)
Let
In :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an−1 an 0 0
an−2 an−1 an 0
an−3 an−2 an−1 an
an−4 an−3 an−2 an−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, Jn :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an−1 an an+1 0
an−2 an−1 an an+1
an−3 an−2 an−1 an
an−4 an−3 an−2 an−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
Ln :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an−1 an an+1 an+2
an−2 an−1 an an+1
an−3 an−2 an−1 an
an−4 an−3 an−2 an−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
where ak = 0 for k < 0.
Lemma 18 . Let {ak}∞k=0 be a 2–times positive sequence without zero terms.
Assume In > 0 for all n ≥ 2. Then Ln > 0 and Jn > 0 for all n ≥ 2.
Proof. By (3.5), δn ≥ 1 for all n ≥ 2. Then, the inequality
I2 = a
2
0a
2
2(δ
2
2 − 3δ2 + 1) > 0
implies δ2 >
3 +
√
5
2
> 2. Suppose δn−1 > 2 for some n ≥ 3. Then the inequalities
(4.1) and (4.2), which correspond to I3 > 0 and In > 0, n ≥ 4, respectively, give(
δn − 3
2
)2
>
5
4
− 1 = 1
4
,
i.e. δn > 2. Thus, δn > 2 for all n ≥ 2. Hence, by Lemma 7, we have ∑∞k=0 akzk ∈
Q3.
We have
Ln = In + An +Bn,
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where
An =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0 an+1 an+2
an−2 an−1 an 0
an−3 an−2 an−1 an
an−4 an−3 an−2 an−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
and
Bn =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an−1 an an+1 an+2
0 0 0 an+1
an−3 an−2 an−1 an
an−4 an−3 an−2 an−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
For n ≥ 4 we have
An = an+1
∣∣∣∣∣∣∣∣∣∣∣
an−2 an−1 0
an−3 an−2 an
an−4 an−3 an−1
∣∣∣∣∣∣∣∣∣∣∣
− an+2
∣∣∣∣∣∣∣∣∣∣∣
an−2 an−1 an
an−3 an−2 an−1
an−4 an−3 an−2
∣∣∣∣∣∣∣∣∣∣∣
= an+1an−2an−3an−4
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
an−1
an−2
0
1
an−2
an−3
an
an−3
1
an−3
an−4
an−1
an−4
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−an+2an−2an−3an−4
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
an−1
an−2
an
an−2
1
an−2
an−3
an−1
an−3
1
an−3
an−4
an−2
an−4
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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= an+1an−2an−3an−4 · an−1
an−2
· an+1
an−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 0
1
a2n−2
an−1an−3
anan−2
an−3an+1
1
an−3an−2
an−4an−1
an−1an−2
an−4an+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−an+2an−2an−3an−4 · an−1
an−2
· an
an−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1
1
a2n−2
an−1an−3
an−1an−2
an−3an
1
an−3an−2
an−4an−1
a2n−2
an−4an
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Since ak 6= 0, k = 0, 1, 2, . . ., and ∑∞k=0 akzk ∈ Q3, then all minors in the last
equation are non-negative. Using an+2 ≤ a
2
n+1
an
(which is equivalent to δn+2 ≥ 1),
we get
An ≥ an−3an−4an−1 · a
2
n+1
an−2
∆n,
where
∆n =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 0
1
a2n−2
an−1an−3
anan−2
an−3an+1
1
an−3an−2
an−4an−1
an−1an−2
an−4an+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1
1
a2n−2
an−1an−3
an−1an−2
an−3an
1
an−3an−2
an−4an−1
a2n−2
an−4an
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
By the second formula of (3.4),
∆n =
∣∣∣∣∣∣∣∣∣∣∣
1 1 0
1 δn−1 δn−1δnδn+1
1 δn−1δn−2 δn+1δ2nδ
2
n−1δn−2
∣∣∣∣∣∣∣∣∣∣∣
−
∣∣∣∣∣∣∣∣∣∣∣
1 1 1
1 δn−1 δn−1δn
1 δn−1δn−2 δnδ2n−1δn−2
∣∣∣∣∣∣∣∣∣∣∣
= δn+1δ
2
nδ
3
n−1δn−2 + δn−1δnδn+1 − δ2n−1δn−2δnδn+1 − δn+1δ2nδ2n−1δn−2
−δnδ3n−1δn−2 − δn−1δn − δn−1δn−2 + δn−1 + δ2n−1δnδn−2 + δnδ2n−1δn−2
= δn+1δnδ
2
n−1δn−2
{
1
4
δnδn−1 − 1
}
+ δn+1δ
2
nδ
2
n−1δn−2
{
1
2
δn−1 − 1
}
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+δnδ
3
n−1δn−2
{
1
4
δn+1δn − 1
}
+ δn−1δn {δn+1 − 1}
+δn−1δn−2{δn−1δn − 1}+ δn−1 + δnδ2n−1δn−2.
Since δn > 2 for all n ≥ 2, then ∆n > 0 for all n ≥ 4, and so An > 0 for all n ≥ 4.
As we mentioned before,
∑∞
k=0 akz
k ∈ Q3. Hence,
Bn = an+1
∣∣∣∣∣∣∣∣∣∣∣
an−1 an an+1
an−3 an−2 an−1
an−4 an−3 an−2
∣∣∣∣∣∣∣∣∣∣∣
≥ 0
for all n ≥ 4. Therefore, Ln > 0 for all n ≥ 4.
The condition δn > 2 also yields
L2 = I2 + a
3
0a4(δ4δ3δ2 − 1) + a3a30 > 0
and
L3 = I3 + A3 + a4
∣∣∣∣∣∣∣∣∣∣∣
a2 a3 a4
a0 a1 a2
0 a0 a1
∣∣∣∣∣∣∣∣∣∣∣
> 0,
since δn > 2 and, hence,
A3 = a0a1a2a5
{
δ3δ4δ5
{
1
2
δ2 − 1
}
+ δ4δ5
{
1
4
δ2δ3 − 1
}
+δ2
{
1
4
δ3δ4δ5 − 1
}
+
{
2− 1
δ2δ3
}}
> 0.
Taking into account the equality
Jn = Ln + an+2
∣∣∣∣∣∣∣∣∣∣∣
an−2 an−1 an
an−3 an−2 an−1
an−4 an−3 an−2
∣∣∣∣∣∣∣∣∣∣∣
and the fact that
∑∞
k=0 akz
k ∈ Q3, we obtain Jn > 0. 2
Lemma 19 . Let {ak}∞k=0 be a 2–times positive sequence without zero terms.
Assume In > 0, for all n ≥ 2. Then f(z) ∈ P4.
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Proof. We shall use Schoenberg’s test of m–times positivity (see Lemma 4). Fix
any k ≥ 2, and consider the three matrices
B2 =
 a0 a1 a2 . . . ak 0
0 a0 a1 . . . ak−1 ak

B3 =

a0 a1 a2 . . . ak 0 0
0 a0 a1 . . . ak−1 ak 0
0 0 a0 . . . ak−2 ak−1 ak

B4 =

a0 a1 a2 . . . ak 0 0 0
0 a0 a1 . . . ak−1 ak 0 0
0 0 a1 . . . ak−2 ak−1 ak 0
0 0 0 . . . ak−3 ak−2 ak−1 ak

.
The condition In > 0 for all n ≥ 2 implies δn > 2 for all n ≥ 2. Then 2×2 minors
of B2, ∣∣∣∣∣∣∣
an−1 an
an−2 an−1
∣∣∣∣∣∣∣ = an−2an(δn − 1)
and 3× 3 minors of B3,∣∣∣∣∣∣∣∣∣∣∣
an−1 an 0
an−2 an−1 an
an−3 an−2 an−1
∣∣∣∣∣∣∣∣∣∣∣
= an−3a2nδn−1
(
δ2n − 2δn +
1
δn−1
)
,
∣∣∣∣∣∣∣∣∣∣∣
an−1 an an+1
an−2 an−1 an
an−3 an−2 an−1
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
an−1 an 0
an−2 an−1 an
an−3 an−2 an−1
∣∣∣∣∣∣∣∣∣∣∣
+ an+1an−3an−1(δn−1 − 1),
consisting of consecutive columns are strictly positive. By Lemma 18, all 4 × 4
minors of B4, consisting of consecutive columns are also strictly positive . Hence,
by Schoenberg’s theorem, the sequence {a0, a1, . . . , ak, 0, 0, . . .} is 4–times positive
for all k ≥ 2, and hence f(z) ∈ P4. 2
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Consider the sequence {dn > 2}∞n=2 of positive numbers satisfying the recur-
rence equation (
dn − 3
2
)2
=
5
4
− 2
dn−1
+
1
d4n
(4.13)
and the initial condition
d2 =
3 +
√
5
2
+
1
2
. (4.14)
Denote
g(x, y) := x6 − 3x5 +
(
1 +
2
y
)
x4 − 1.
Note that if y > 2, then g(2, y) < 0 and hence there exists xy > 2 such that
g(xy, y) = 0 for any y > 2. Since (4.13) can be rewritten as
g(dn, dn−1) = 0
and d2 > 2, then the sequence {dn > 2}∞n=2 is well defined.
Let a(= 2.08679 . . .) be the largest positive root of
g(x, x) = 0. (4.15)
Lemma 20 . The limit
lim
n→∞ dn = a,
exists, where a is the largest positive root of (4.15).
Proof. Let us show that dn > a for all n ≥ 2. Indeed, d2 > a. Assume dn−1 > a
for some n ≥ 3. Then
5
4
+
1
d4n
−
(
dn − 3
2
)2
=
2
dn−1
<
2
a
=
5
4
+
1
a4
−
(
a− 3
2
)2
.
Since f(x) =
5
4
+
1
x4
−
(
x− 3
2
)2
is a decreasing function on [3
2
,∞), then the
condition f(dn) < f(a) implies dn > a.
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Further, since dn > a, we have
2
dn−1
=
5
4
+
1
d4n
−
(
dn − 3
2
)2
<
2
dn
. Then
{dn}∞n=2 is a decreasing sequence. Moreover, it is bounded below by a. Hence,
there exists limn→∞ dn =: b and, in view of (4.13), b = a. 2
Lemma 21 . We have
d(P4) ≤ a,
where a is the largest positive root of (4.15).
Proof. Consider
φ(z) = 1 + z +
∞∑
k=2
zk
dk−12 d
k−2
3 . . . dk
,
where the sequence {dk}∞k=2 is defined by (4.13) and (4.14). Then
I2 = a
2
2(d
2
2 − 3d2 + 1) > 0,
I3 = a
2
3
(
d23 − 3d3 +
2
d2
+ 1
)
= a23
((
d3 − 3
2
)2
−
(
5
4
− 2
d2
))
=
a23
d43
> 0.
Since {dn}∞n=2 is a decreasing sequence, then(
dn − 3
2
)2
=
5
4
− 2
dn−1
+
1
d4n
>
5
4
− 2
dn−1
+
1
dn−2d2n−1dn
for n ≥ 4. So, In > 0 for all n ≥ 4. Therefore, by Lemma 19, φ(z) ∈ P4.
It follows from Lemmas 20 and 3 that d(φ) ≥ a. On the other hand, by
Cauchy’s inequality, we have
logM(r, φ) ≥ n log r −
n−1∑
j=2
(n− j + 1) log dj, n ≥ 3.
By Lemma 20, for any given ε > 0, there exists n0 = n0(ε) such that dj ≤ a + ε
for all n > n0. Therefore,
logM(r, φ) = n log r −
n0∑
j=2
(n− j + 1) log dj −
n−1∑
j=n0
(n− j + 1) log dj
≥ n log r − n
2
2
log(a+ ε) +O(n), n→∞.
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Letting n to be equal to the integer part of log r/ log(a+ ε), we get
logM(r, φ) ≥ log
2 r
2 log(a+ ε)
+O(log r), r →∞.
Thus, d(φ) ≤ a+ ε for all ε > 0. Hence, d(φ) = a and, therefore, d(P4) ≤ a. 2
5Power series having tails with
m-times positive coefficients
Recall that series
∞∑
k=0
akz
k belongs to the class Rm, m ≥ 1, if the sequences
{ak}∞k=n are m-times positive for all sufficiently large n. In [28] it was shown that
the series (1.1) from Rm, m ≥ 3, either represents an entire function satisfying
lim sup
r→∞
logM(r, f)
(log r)2
≤ 1
2 log c
, c =
1 +
√
5
2
< 2. (2.4)
or has exactly one singularity (a simple pole) in the whole complex plane and
satisfies a much more restrictive condition at infinity than (2.4). Here we show
that, for entire functions belonging to Rm, m ≥ 4, the estimate (2.8) holds.
Theorem 2 If m ≥ 4, then entire function f ∈ Rm satisfies the condition
lim sup
r→∞
logM(r, f)
(log r)2
≤ 1
2 log d(R4)
, (2.8)
where constant d(R4) > 2 is independent of f and
2.016 ≤ d(R4) ≤ 2.087.
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5.1 The lower bound for d(R4)
Assuming f ∈ Rm, m ≥ 4, we choose n0 such that {an, an+1, . . .} are m–times
positive for all n ≥ n0. The next analogue of Lemma 14 plays a basic role in the
proof of Theorem 2. Without loss of generality we may assume that ak > 0 for
all k ≥ n0. Thus, the numbers ρk, k ≥ n0 + 1, and δk, k ≥ n0 + 2, defined by
(3.14) and (3.16) respectively, are well defined.
Lemma 22 . Let {ak}∞k=n, an > 0, n ≥ 1, be a 4–times positive sequence. Then(
δn+1 − 3
2
)2
≥ 5
4
− 2
δn+2
+
1
δn+1δ2n+2δn+3
. (5.1)
Proof. Using (3.16), we have
In =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an an+1 an+2 an+3
an−1 an an+1 an+2
0 an−1 an an+1
0 0 an−1 an
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= a2nan−1an+1
(
a2n
an−1an+1
+ 2
an−1an+2
anan+1
− 3− a
2
n−1an+3
an+1a2n
+
an−1an+1
a2n
)
= a2nan−1an+1
(
δn+1 +
2
δn+1δn+2
− 3− 1
δ2n+1δ
2
n+2δn+3
+
1
δn+1
)
.
4–times positivity of {ak}∞k=n implies In ≥ 0, from which the inequality (5.1)
follows. 2
Lemma 23 . Let an entire function (1.1) belong to R4. Then δk > 2 for all
k ≥ n0 + 2.
Proof. By Lemma 9, if a formal power series (1.1) belongs to R3, i.e. there exists
such n0 that the sequences {ak}∞k=n are 3–times positive for all n ≥ n0, then only
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in the case if all δk ≥ c, k ≥ n0 + 2, the series f(z) is an entire function. Now,
the entire function f(z) belongs to R4. Hence, δn ≥ c, n ≥ n0 + 2. Assume that
there exists n′ ≥ n0 + 2 such that δn′ < 2. Then, by (5.1),
1
4
>
(
δn′ − 3
2
)2
>
5
4
− 2
δn′+1
,
whence δn′+1 < 2. Applying the same procedure successively, we get δn < 2 for
all n ≥ n′ + 1. Since
5
4
− 2
x
≥
(
x− 3
2
)2
,
for c ≤ x ≤ 2, then for n ≥ n′ + 1 we have
5
4
− 2
δ n
≥
(
δn − 3
2
)2
>
5
4
− 2
δn+1
,
whence δn+1 < δn. Therefore, there exists
lim
n→∞ δn =: b ∈ [c, 2]. (5.2)
On the other hand, this limit, by (5.1), satisfies the condition(
b− 3
2
)2
≥ 5
4
− 2
b
+
1
b4
>
5
4
− 2
b
and, hence, b /∈ [c; 2] in contradiction with (5.2). 2
Hence, by Lemma 23, for any function f ∈ R4,
δ(f) ≥ 2,
where δ(f) is defined by (4.8). Set
δ(R4) = inf{δ(f) : f ∈ R4}, d(R4) = inf{d(f) : f ∈ R4}, (5.3)
where d(f) is defined by (4.11).
Lemma 24 . We have
δ(R4) ≥ 2 + ε,
where ε =
1
66
. Therefore, d(R4) ≥ 2 + ε.
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The proof repeats the proof of Lemma 17 with evident modifications.
It follows from Lemma 3 that d(f) ≥ δ(f) and hence d(R4) ≥ δ(R4). Then,
by Lemma 24, d(R4) ≥ 2 + 166 = 2.016 . . ..
5.2 The upper bound for d(R4)
Lemma 25 . The entire function
fq(z) =
∞∑
k=0
q−
(k−1)k
2 zk
belongs to R4 for all q > a, where a is the biggest positive root of (4.15).
Proof. Consider the functions
fq(z) =
∞∑
k=0
q−
k(k−1)
2 zk.
We have,
tn(z, fq) = z
n
∞∑
k=0
q−
(k+n)(k+n−1)
2 zk
= (q1/2z)n
∞∑
k=0
q−
k(k−1)
2 (zq−n)k = (q1/2z)nfq(q−nz).
Thus, if for some q, the sequence
{
q−
k(k−1)
2
}∞
k=0
is 4-times positive, then all the
sequences
{
q−
k(k−1)
2
}∞
k=n
, n ≥ 1, are also 4-times positive. Therefore, to show that
fq(z) ∈ R4 for all q > a, it is enough to show that the sequences
{
q−
k(k−1)
2
}∞
k=0
are 4-times positive for all q > a.
To do this we will use Lemma 10. Construct
B1 := (b0, b1, b2, b3, . . .)
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B2 =
 b0 b1 b2 b3 . . .
0 b0 b1 b2 . . .

B3 =

b0 b1 b2 b3 . . .
0 b0 b1 b2 . . .
0 0 b0 b1

B4 =

b0 b1 b2 b3 b4 . . .
0 b0 b1 b2 b3 . . .
0 0 b0 b1 b2 . . .
0 0 0 b0 b1 . . .

Positivity of all 1 × 1-block-minors of B1 is trivial. All 2 × 2-block-minors of
B2 are positive for all q > 1 and hence they are positive for q > a > 2. All
3× 3-block-minors of B3 are of one of the kind:
A1 =
∣∣∣∣∣∣∣∣∣∣∣
1 1 q−1
0 1 1
0 0 1
∣∣∣∣∣∣∣∣∣∣∣
A2 =
∣∣∣∣∣∣∣∣∣∣∣
1 q−1 q−3
1 1 q−1
0 1 1
∣∣∣∣∣∣∣∣∣∣∣
= q−3(q − 1)(q2 − q − 1),
An =
∣∣∣∣∣∣∣∣∣∣∣
q−
n(n−1)
2 q−
(n+1)n
2 q−
(n+2)(n+1)
2
q−
(n−1)(n−2)
2 q−
n(n−1)
2 q−
(n+1)n
2
q−
(n−2)(n−3)
2 q−
(n−1)(n−2)
2 q−
n(n−1)
2
∣∣∣∣∣∣∣∣∣∣∣
= q−
n(n−1)+(n−1)(n−2)+(n−2)(n−3)
2
∣∣∣∣∣∣∣∣∣∣∣
1 q−n q−2n−1
1 q−n+1 q−2n+1
1 q−n+2 q−2n+3
∣∣∣∣∣∣∣∣∣∣∣
5. POWER SERIES HAVING TAILS WITH M -TIMES POSITIVE COEFFICIENTS 62
= q−
n(n−1)+(n−1)(n−2)+(n−2)(n−3)
2
−n−2n−1
∣∣∣∣∣∣∣∣∣∣∣
1 1 1
1 q q2
1 q2 q4
∣∣∣∣∣∣∣∣∣∣∣
, n ≥ 3.
Thus, for all n ≥ 3, An > 0, if q > 1 and A2 > 0, if q > 1+
√
5
2
. Hence, if q > 1+
√
5
2
,
then all 3× 3 -block-minors of B3 are positive.
All 4× 4-block -minors of B4 are one of the kind
C1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 q−1 q−3
0 1 1 q−1
0 0 1 1
0 0 0 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
C2 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 q−1 q−3 q−6
1 1 q−1 q−3
0 1 1 q−1
0 0 1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= q−6(q6 − 3q5 + q4 + 2q3 − 1),
Cn =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
q−
n(n−1)
2 q−
(n+1)n
2 q−
(n+2)(n+1)
2 q−
(n+3)(n+2)
2
q−
(n−1)(n−2)
2 q−
n(n−1)
2 q−
(n+1)n
2 q−
(n+2)(n+1)
2
q−
(n−2)(n−3)
2 q−
(n−1)(n−2)
2 q−
n(n−1)
2 q−
(n+1)n
2
q−
(n−3)(n−4)
2 q−
(n−2)(n−3)
2 q−
(n−1)(n−2)
2 q−
n(n−1)
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= q−
n(n−1)+(n−1)(n−2)+(n−2)(n−3)+(n−3)(n−4)
2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 q−n q−2n−1 q−3n−3
1 q−n+1 q−2n+1 q−3n
1 q−n+2 q−2n+3 q−3n+3
1 q−n+3 q−2n+5 q−3n+6
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=: λn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 1
1 q q2 q3
1 q2 q4 q6
1 q3 q6 q9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, n ≥ 4,
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where
λn = q
−n(n−1)+(n−1)(n−2)+(n−2)(n−3)+(n−3)(n−4)
2
−n−2n−1−3n−3
and
C3 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
q−1 q−3 q−6 q−10
1 q−1 q−3 q−6
1 1 q−1 q−3
0 1 1 q−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= q−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 q−2 q−5 q−9
1 q−1 q−3 q−6
1 1 q−1 q−3|
0 q q 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= q−18
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 1
1 q q2 q3
1 q2 q4 q6
0 q3 q6 q9
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
q−18
λ4
I4 + q
−18
∣∣∣∣∣∣∣∣∣∣∣
1 1 1
q q2 q3
q2 q4 q6
∣∣∣∣∣∣∣∣∣∣∣
.
We have, C2 > 0, if q > a. For all n ≥ 3, Cn > 0, if q > 1. Thus all 4× 4-block-
minors of B4 are positive if q > a.
By Lemma 10, the sequences
{
q−
k(k−1)
2
}∞
k=0
are 4-times positive for all q > a.
2
Using Cauchy’s inequality
M(r, fq) ≥ q−
k(k−1)
2 rk
with k equal to the integer part of log r/ log q, we get
logM(r, fq) ≥ log
2 r
2 log q
+O(log r), r →∞.
Thus d(fq) ≤ q for all q > a. On the other hand, by Lemma 3, d(fq) ≥ q for all
q > a. It implies d(fq) = q and hence, by Lemma 25, d(R4) ≤ a.
6Laurent series with m-times
positive coefficients
In this chapter we study Laurent series (2.9) belonging to Q˜r, r ≥ 3, i.e. such
Laurent series
∑∞
k=−∞ akz
k that all the truncated sequences {ak}nk=−n are r-times
positive. The subclasses Qr ⊂ Q˜r consisting of all one-sided sequences (with
an = 0 for n < 0) were considered in [26] and [27]. In the present work we
reduce the problem of characterization of the class Q˜3 to that of Q3 by proving
the following theorem.
Theorem 3. A Laurent series (2.9) belongs to the class Q˜3 if and only if both
power series f1(z) =
∑∞
k=0 ak−1z
k and f2(z) =
∑∞
k=0 a1−kz
k belong to the class
Q3.
Combining Theorems 3 and I, we deduce a characterization of the class Q˜3 in
terms of independent parameters.
Theorem 4. A Laurent series (2.9) belongs to Q˜3 if and only if
a0 = a−1α,
64
6. LAURENT SERIES WITH M -TIMES POSITIVE COEFFICIENTS 65
an−1 =
a−1αnαn−12 α
n−2
3 . . . α
2
n−1αn
[α2]n/2[α2α3](n−1)/2 . . . [α2α3 . . . αn−1]3/2[α2α3 . . . αn]
, n ≥ 2, (2.15)
a−n+1 =
a−1αβn−1βn−12 β
n−2
3 . . . β
2
n−1βn
[β2]n/2[β2β3](n−1)/2 . . . [β2β3 . . . βn−1]3/2[β2β3 . . . βn]
, n ≥ 2, (2.16)
where
α > 0, {αk}∞k=2 ∈ U, β =
1 + α2
αα2
, β2 = α2, {βk+1}∞k=2 ∈ U,
and U is defined by (2.12).
Theorem 4 provides a rich source of functions from ˜PF3. The important point
to note here is that Theorem 4 allows to construct also functions from ˜PF3\ ˜PF4.
Corollary 3. Let U be defined by (2.12). For any α2,
√
5− 1
2
< α2 ≤ 1, there
exist such α3, β3, 0 < α3, β3 ≤ 1, that for all {βk+2}∞k=2 ∈ U and {αk+2}∞k=2 ∈ U ,
the sequence {an}∞n=−∞ defined by (2.15) and (2.16) belongs to ˜PF3\ ˜PF4.
Theorems 3 and D allow us to derive the following result on growth estimates
of functions from Q˜3.
Theorem 5. Let a Laurent series (2.9) belong to Q˜r for some r ≥ 3. Then it
converges in C\{0} and
lim sup
r→∞
logM(r, f)
(log r)2
≤ 1
2 log 1+
√
5
2
, (2.17)
lim sup
r→0
logM(r, f)(
log
1
r
)2 ≤ 1
2 log 1+
√
5
2
. (2.18)
These estimates cannot be improved for f ∈ Q˜3.
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6.1 Connection between two-sided and one-sided multiply
positive sequences
Lemma 26 . Let a Laurent series (2.9) belong to Q˜3. Then both f1(z) =∑∞
k=0 ak−1z
k and f2(z) =
∑∞
k=0 a1−kz
k belong to Q3.
Proof. (i) Let us show that f1(z) belongs to Q3. We shall use I.J. Schoenberg’s
test of m–times positivity (see Lemma 4).
Fix any n, 1 < n < k1, and consider the three matrices
A1 = (a−1 a0 a1 . . . an − ε);
A2 =
 a−1 a0 a1 . . . an − ε 0
0 a−1 a0 . . . an−1 an − ε
 ;
A3 =

a−1 a0 a1 . . . an − ε 0 0
0 a−1 a0 . . . an−1 an − ε 0
0 0 a−1 . . . an−2 an−1 an − ε
 ;
All minors of A1 are positive for 0 < ε < an. For all m ∈ N ∩ {m ≤ n},∣∣∣∣∣∣∣∣∣∣∣
a−m+1 am 0
a−m am−1 am
0 am−2 am−1
∣∣∣∣∣∣∣∣∣∣∣
= a−m+1am−2am
(
δm − 1− am−1a−m
am−2a−m+1
)
≥ 0,
whence δm > 1, m ∈ N ∩ {m ≤ n}. Therefore, all 2× 2 minors of A2∣∣∣∣∣∣∣
ak ak+1
ak−1 ak
∣∣∣∣∣∣∣ = ak−1ak+1(δk+1 − 1), 0 ≤ k ≤ n− 1,
∣∣∣∣∣∣∣
a−1 a0
0 a−1
∣∣∣∣∣∣∣ ,
∣∣∣∣∣∣∣
an − ε 0
an−1 an − ε
∣∣∣∣∣∣∣ ,
consisting of consecutive columns are strictly positive.
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Consider all 3× 3 minors of A3, consisting of consecutive columns:
M−1 =
∣∣∣∣∣∣∣∣∣∣∣
a−1 a0 a1
0 a−1 a0
0 0 a−1
∣∣∣∣∣∣∣∣∣∣∣
> 0, M0 =
∣∣∣∣∣∣∣∣∣∣∣
a0 a1 a2
a−1 a0 a1
0 a−1 a0
∣∣∣∣∣∣∣∣∣∣∣
,
Mk =
∣∣∣∣∣∣∣∣∣∣∣
ak ak+1 ak+2
ak−1 ak ak+1
ak−2 ak−1 ak
∣∣∣∣∣∣∣∣∣∣∣
, 1 ≤ k ≤ n− 1,
Mn−2 =
∣∣∣∣∣∣∣∣∣∣∣
ak ak+1 ak+2 − ε
ak−1 ak ak+1
ak−2 ak−1 ak
∣∣∣∣∣∣∣∣∣∣∣
,
Mn−1(ε) =
∣∣∣∣∣∣∣∣∣∣∣
an−1 an − ε 0
an−2 an−1 an − ε
an−3 an−2 an−1
∣∣∣∣∣∣∣∣∣∣∣
,
Mn(ε) =
∣∣∣∣∣∣∣∣∣∣∣
an − ε 0 0
an−1 an − ε 0
an−2 an−1 an − ε
∣∣∣∣∣∣∣∣∣∣∣
> 0.
Since {. . . , 0, 0, a−k−1, a−k, . . . , ak, ak+1, . . .} are 3-times positive, and δk > 1 for
all 1 ≤ k ≤ n− 2, then
M0 =
∣∣∣∣∣∣∣∣∣∣∣
a0 a1 0
a−1 a0 a1
0 a−1 a0
∣∣∣∣∣∣∣∣∣∣∣
+ a2a
2
−1 > 0
and
Mk ≥
∣∣∣∣∣∣∣∣∣∣∣
ak ak+1 ak+2
ak−1 ak ak+1
ak−2 ak−1 ak
∣∣∣∣∣∣∣∣∣∣∣
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=
∣∣∣∣∣∣∣∣∣∣∣
ak ak+1 0
ak−2 ak ak+1
ak−2 ak−1 ak
∣∣∣∣∣∣∣∣∣∣∣
+ ak+2ak−2ak(δk − 1) > 0,
Mk ≥
∣∣∣∣∣∣∣∣∣∣∣
ak ak+1 ak+2 − ε
ak−1 ak ak+1
ak−2 ak−1 ak
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
ak ak+1 0
ak−2 ak ak+1
ak−2 ak−1 ak
∣∣∣∣∣∣∣∣∣∣∣
+ (ak+2 − ε)ak−2ak(δk − 1) > 0
for all sufficiently small ε.
We have
Mn−1(ε) = a3n−1 + (an − ε)2an−3 − 2(an − ε)an−1an−2,
Mn−1(0) ≥ 0, M ′n−1(0) = 2anan−3(δn−1δn − 1) > 0.
Hence, Mn−1(ε) > 0 for all sufficiently small ε > 0. So, all 3 × 3 minors
of A3 consisting of consecutive columns are strictly positive. By Schoenberg’s
theorem, {. . . 0, 0, a−1, . . . , an−1, an − ε, 0, 0, . . .} is a 3-times positive sequence
for all sufficiently small ε. Taking a limit as ε tends to 0, we have that
{. . . 0, 0, a−1, . . . , an−1, an, 0, 0, . . .} is a 3-times positive sequence for all n ∈ N.
To prove that f1(z) ∈ Q3, it suffices to prove that {. . . , 0, 0, a−1, a0, 0, 0, . . .}
and {. . . , 0, 0, a−1, a0, a1, 0, 0, . . .} are 3-times positive sequences. But the first
sequence is even totally positive. And the second one is 3-times positive, that
follows from f ∈ Q˜3.
(ii) Note that f ∈ Q˜3 implies f (1/z) ∈ Q˜3. Then, by part (i), f2(z) ∈ Q3. 2
Lemma 27 . Let Laurent series f1(z) =
∑∞
k=0 ak−1z
k and f2(z) =
∑∞
k=0 a1−kz
k
both belong to Q3. Then the Laurent series (2.9) belongs to Q˜3.
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Proof. Fix any n > 1. Let k1 and k2 be as in Lemma 11. Denote
n1 =

n, if k1 =∞,
min{n, k1 − 1}, if k1 <∞.
n2 =

−n, if k2 = −∞,
max{−n, k2 + 1}, if k2 > −∞.
Let us prove that
{. . . , 0, 0, an2 − ε, an2−1, . . . , an1−1, an1 − ε, 0, 0, . . .}
is a 3-times positive sequence for any sufficiently small ε. Consider the three
matrices
A1 = (an2 − ε an2−1 . . . an1−1 an1 − ε)
A2 =
 an2 − ε an2 − 1 . . . an1 − ε 0
0 an2 − ε . . . an1−1 an1 − ε

A3 =

an2 − ε an2−1 an2−2 . . . an1 − ε 0 0
0 an2 − ε an2−1 . . . an1−1 an1 − ε 0
0 0 an2 − ε . . . an1−2 an1−1 an1 − ε

All minors of A1 are strictly positive for 0 < ε < min{an1 , an2}. For 1 ≤ m ≤ n1,∣∣∣∣∣∣∣∣∣∣∣
a0 am 0
a−1 am−1 am
0 am−2 am−1
∣∣∣∣∣∣∣∣∣∣∣
= a0am−2am
(
δm − 1− a−1am−1
a0am−2
)
≥ 0.
So, δm > 1 for all m, 1 ≤ m ≤ n1. Similarly, δm > 1 for all m, n2 ≤ m ≤ −1.
Therefore, all 2× 2 minors of A2∣∣∣∣∣∣∣
an2 − ε an2+1
0 an2 − ε
∣∣∣∣∣∣∣ ,
∣∣∣∣∣∣∣
ak−1 ak
ak−2 ak−1
∣∣∣∣∣∣∣ = akak−2(δk − 1), 1 ≤ k ≤ n1,
∣∣∣∣∣∣∣
ak−1 ak
ak−2 ak−1
∣∣∣∣∣∣∣ = akak−2(δk−2 − 1), n2 + 2 ≤ k ≤ 1,
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∣∣∣∣∣∣∣
an1 − ε 0
an1−1 an1 − ε
∣∣∣∣∣∣∣
consisting of consecutive columns are strictly positive. Consider all 3× 3 minors
of A3 consisting of consecutive columns,
Mn2+1(ε) =
∣∣∣∣∣∣∣∣∣∣∣
an2+1 an2+2 an2+3
an2 − ε an2 + 1 an2+2
0 an2 − ε an2+1
∣∣∣∣∣∣∣∣∣∣∣
,
Mn1+1(ε) =
∣∣∣∣∣∣∣∣∣∣∣
an1−1 an1 − ε 0
an1−2 an1−1 an1 − ε
an1−3 an1−2 an1−1
∣∣∣∣∣∣∣∣∣∣∣
,
Mk =
∣∣∣∣∣∣∣∣∣∣∣
ak ak+1 ak+2
ak−1 ak ak+1
ak−2 ak−1 ak
∣∣∣∣∣∣∣∣∣∣∣
, n2 + 2 ≤ k ≤ n1 − 2.
Since f1(z) ∈ Q3, for k ≥ 1 we have
Mk >
∣∣∣∣∣∣∣∣∣∣∣
ak ak+1 0
ak−1 ak ak+1
ak−2 ak−1 ak
∣∣∣∣∣∣∣∣∣∣∣
≥ 0.
Since f2(z) ∈ Q3, for k ≤ −1 we have
Mk >
∣∣∣∣∣∣∣∣∣∣∣
ak ak+1 ak+2
ak−1 ak ak+1
0 ak−1 ak
∣∣∣∣∣∣∣∣∣∣∣
≥ 0.
Also
M0 =
∣∣∣∣∣∣∣∣∣∣∣
a0 a1 a2
a−1 a0 a1
a−2 a−1 a0
∣∣∣∣∣∣∣∣∣∣∣
>
∣∣∣∣∣∣∣∣∣∣∣
a0 a1 a2
a−1 a0 a1
0 a−1 a0
∣∣∣∣∣∣∣∣∣∣∣
≥ 0,
by f1(z) ∈ Q3. ThatMn1−1(ε) andMn2+1(ε) are strictly positive for all sufficiently
small ε > 0 one can prove by the same method as in Lemma 26. So, all 3×3 minors
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of A3 consisting of consecutive columns are strictly positive. By Schoenberg’s
theorem,
{. . . , 0, 0, an2 − ε, an2−1, . . . , an1−1, an1 − ε, 0, 0, . . .}
is a 3-times positive sequence for any sufficiently small ε > 0. Taking a limit as
ε tends to 0, we have
{. . . 0, 0, an2 , an2−1, . . . , an1−1, an1 , 0, 0, . . .}
is a 3-times positive sequence. 2
6.2 Parametric representation of sequences from Q˜3.
Growth estimates
Proof of Theorem 4 .
(i) Let f ∈ Q˜3. Then by Lemma 26, ∑∞k=0 ak−1zk ∈ Q3, and Theorem I gives the
representation (2.15). Also, by Lemma 26,
∑∞
k=0 a−k+1z
k ∈ Q3 and Theorem I
gives
a0 = a1β,
a−n+1 =
a1β
nβn−12 β
n−2
3 . . . β
2
n−1βn
[β2]n/2[β2β3](n−1)/2 . . . [β2β3 . . . βn−1]3/2[β2β3 . . . βn]
, n ≥ 2. (6.1)
To prove (2.16) it is left to prove
β =
1 + α2
αα2
, β2 = α2.
The formula (2.15) for the coefficient a1 implies
a−1
a1
=
1 + α2
α2α2
. Formulas (2.15)
and (6.1) for the coefficient a0 give a−1α = a1β, i.e β =
a−1
a1
α =
1 + α2
α2α
. It follows
from δ1 = δ−1 that α2 = β2.
(ii) Consider a Laurent series
g1(z) =
a−1
z
+ a−1α +
∞∑
n=2
an−1zn−1,
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where a−1 > 0, α ≥ 0 and coefficients an−1, n ≥ 2 are given by (2.15). By
Theorem I, the sequence {ak}∞k=−1 belongs to Q3.
Consider a Laurent series
g2(z) = a1z
−1 + a1β +
∞∑
n=2
a−n+1zn−1,
where
a1 =
a−1α2α2
1 + α2
, β =
1 + α2
αα2
, β2 = α2
and coefficients a−n+1, n ≥ 2, are given by (2.16). We have a1β = a−1α and
hence,
a0 = a−1α = a1β,
a−n+1 =
a1β
nβn−12 β
n−2
3 . . . β
2
n−1βn
[β2]n/2[β2β3](n−1)/2 . . . [β2β3 . . . βn−1]3/2[β2β3 . . . βn]
, n ≥ 2.
By Theorem I, the sequence {a−k}∞k=−1 belongs to Q3. Therefore, f(z) =∑∞
k=−∞ akz
k ∈ Q˜3, by Theorem 3. 2
Proof of Theorem 5 .
Consider
f1(z) =
∞∑
k=0
ak−1zk, f2(z) =
∞∑
k=0
a1−kzk
By Lemma 26, both f1(z) and f2(z) belong to Q3. Applying Theorem D to f1(z)
and f2(z), we have
lim sup
r→∞
logM(r, fi)
(log r)2
≤ 1
2 log c
, c =
1 +
√
5
2
, i = 1, 2.
Hence, the Laurent series
f(z) =
∞∑
k=−∞
akz
k =
1
z
f1(z) + zf2
(
1
z
)
− a−1
z
− a0 − a1z
converges in C\{0} and the estimates (2.17) and (2.18) hold. 2
Proof of Corollary 3.
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For a given α > 0 and
√
5− 1
2
< α2 ≤ 1, define the coefficients a0, a1, a−1,
a2, a−2 by formulas (2.15) and (2.16). Taking appropriate αn and βn, n ≥ 3,
in the formulas (2.15) and (2.16), we will define an, |n| ≥ 3, such that f(z) =∑∞
k=−∞ akz
k ∈ ˜PF3\ ˜PF4.
Since, by (2.15) and (2.16),∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a0 a1 a2 a3
a−1 a0 a1 a2
a−2 a−1 a0 a1
a−3 a−2 a−1 a0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a0 a1 a2 0
a−1 a0 a1 a2
a−2 a−1 a0 a1
0 a−2 a−1 a0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
a4−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
α α
2α2
[α2]
α3α22α3
[α2]3/2[α2α3]
0
1 α α
2α2
[α2]
α3α22α3
[α2]3/2[α2α3]
αβ2β22β3
[β2]3/2[β2β3]
1 α α
2α2
[α2]
0
αβ2β22β3
[β2]3/2[β2β3]
1 α
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
a4−1
(
α4 − 3α
4α2
[α2]
+
α4α22
[α2]2
+
α8β4α82α
2
3β
2
3
[α2]6[α2α3]2[β2β3]2
+ 2
α6β2α42β3
[α2]
7
2 [β2β3]
+2
α4α22α3
[α2]
3
2 [α2α3]
− 2 α
6β2α42β3α3
[α2]3[α2α3][β2β3]
− 2 α
6β2α52α3β3
[α2]4[α2α3][β2β3]
)
=: a4−1α
4J(α3, β3),
the inequality J(α3, β3) < 0 yields f(z) 6∈ P˜F 4.
Substituting β =
1 + α2
α2α
into J(α3, β3), we have
J(α3, β3) = 1− 3α2
[α]
+
α22
[α]2
+
α42α
2
3β
2
3
[α2]2[α2α3]2[β2β3]2
+2
α22β3
[α2]
3
2 [β2β3]
+ 2
α22α3
[α2]
3
2 [α2α3]
− 2 α
2
2β3α3
[α2][α2α3][β2β3]
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−2 α
3
2α3β3
[α2]2[α2α3][β2β3]
=: J(0, 0) + α3J1 + β3J2.
In all fractions entering in the last equations numerators do not exceed 1 while
denominators are greater than 1. Therefore, |J1|+ |J2| ≤ 9. The quantity α3J1+
β3J2 may be made arbitrarily small by choosing sufficiently small α3 > 0 and
β3 > 0. Therefore, the signs of J(α3, β3) and J(0, 0) coincide for all sufficiently
small α3 > 0 and β3 > 0. Note that
J(0, 0) = 1− 3 α2
[α2]
+
α22
[α2]2
= −α
2
2 + α2 − 1
[α2]2
< 0,
since α2 >
−1+√5
2
. 2
7Zeros of sections and tails of
Mittag-Leﬄer function
In [12], A. Edrei, E.B. Saff and R.S. Varga studied the zero distribution of sections
sn(Rnz, E1/ρ) of the Mittag–Leﬄer functions of order ρ > 1:
E1/ρ(z) =
∞∑
j=0
zj
Γ(1 + j
ρ
)
, 1 < ρ <∞. (2.22)
In this chapter we study the zero distribution of the linear combination
In(Rnz, λ, E1/ρ) = (1− λ)sn(Rnz, E1/ρ)− λtn+1(Rnz, E1/ρ), λ ∈ C, (2.19)
of sections and tails of the Mittag-Leﬄer function. Our main result concerning
the zero distribution of In(Rnz, λ, E1/ρ) can be considered as a complete analogue
of Szego¨’s Theorem J.
Theorem 6. One has:
(i) M0(0, E1/ρ) = S1(ρ),
(ii) M0(1, E1/ρ) = S2(ρ),
(iii) M0(λ,E1/ρ) = S(ρ), for λ 6= 0, 1.
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This theorem means that each point on the curve S1(ρ) is an accumulation
point of the zeros of sn(Rnz, E1/ρ), each point on the curve S2(ρ) is an ac-
cumulation point of the zeros of tn+1(Rnz, E1/ρ), and each point on the curve
S(ρ) = S1(ρ) ∪ S2(ρ) is an accumulation point of the zeros of In(Rnz, λ, E1/ρ),
λ 6= 0, 1.
The next theorem deals with the zero–free regions of In(Rnz;λ,E1/ρ). Let us
remind their definition. For given δ1 > 0, δ2 > 0, δ3 > 0 and h > 0, region Ωi,
i = 1, 2, . . . , 5, are defined as follows.
Ω1 = {z = reiφ : δ3 ≤ r ≤ 1, |z − 1| ≥ δ1, |φ| ≤ pi2ρ − δ2
rρ cos(ρφ)− 1− ρ log r ≥ 0},
Ω2 = {z = reiφ : |φ| ≤ pi2ρ − δ2, rρ cos(ρφ)− 1− ρ log r ≤ −h},
Ω3 = {z = reiφ : e−1/ρ + h ≤ r, |φ| ≥ pi2ρ + δ2},
Ω4 = {z = reiφ : δ3 ≤ r ≤ e−1/ρ − h, |φ| ≥ pi2ρ + δ2},
Ω5 = {z = reiφ : r ≥ 1, |φ| ≤ pi2ρ − δ2, rρ cos(ρφ)− 1− ρ log r ≥ h}.
(2.27)
Theorem 7. Let δ1, δ2, δ3 and h be given sufficiently small positive constants.
Then, for all sufficiently large n, In(Rnz;λ,E1/ρ) has no zeros in ∪5i=1Ωi.
Theorem 7 implies that the zeros of In(Rnz;λ,E1/ρ) may lie only in the vicinity
of the curve S(ρ) and two rays arg z = ±pi/(2ρ). Therefore, it is natural to
consider the function In(Rnz, λ, E1/ρ) in the neighborhood of the points on the
curve S(ρ). The next theorem give information about the behavior (and, in
particular, the zero distribution) of In(Rnz, λ, E1/ρ) in the neighborhood of the
point z = 1 on S(ρ).
Theorem 8. As n→∞, we have1 + ( 2
ρn
)1/2
ζ
−n {E1/ρ(Rn)}−1 In
Rn
1 + ( 2
ρn
)1/2
ζ
 ;λ,E 1
ρ

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→ eζ2
{
erfc(ζ)
2
− λ
}
uniformly on every compact set of the ζ–plane.
Our next theorem is concerned with the behavior of In(Rnz, λ, E1/ρ) near the
points ξ = ξ(φ) ∈ S(ρ) distinct from the point z = 1.
Theorem 9. I. Let ξ = ξ(φ), 0 < φ < pi
2ρ
, be a fixed point on the generalized
Szego¨ curve S(ρ). Let τ = |ζ|λ sin(φρ) − ρφ, and let the sequences {τn}∞n=1 and
{εn(ζ)}∞n=1 be defined by the conditions
τn ≡ τ
ρ
n(mod 2pi), −pi < τn ≤ pi,
and
εn(ζ) =
log n
2(1− ξρ)n −
ζ − iτn
(1− ξρ)n.
Then, as n→∞,
In
(
Rnξ (1 + εn(ζ)) ;λ,E1/ρ
) Γ (1 + n
ρ
)
Rnnξ
n (1 + εn(ζ))
n
→

α(ξ)eζ − ξ
1− ξ , if |ξ| < 1,
−β(ξ)eζ − ξ
1− ξ , if |ξ| > 1,
(2.28)
uniformly on every compact set of the ζ – plane, where
α(ξ) = (1− λ)(2piρ) 12 e ρ+12ρ (ξρ−1)
and
β(ξ) = λ(2piρ)
1
2 e
ρ+1
2ρ
(ξρ−1).
II. Let ξ = e−
1
ρ eiφ, pi
2ρ
< φ ≤ pi, be a fixed point on the circular portion of S(ρ),
and let the sequences {τ ′n}∞n=1 and {ε′n(ζ)}∞n=1 be defined by the conditions
τ
′
n ≡ (n+ 1)φ( mod 2pi), −pi < τ ′n ≤ pi,
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and
ε′n(ζ) =
(
1
2
− 1
ρ
)
log n
n
− ζ − iτ
′
n
n+ 1
.
Then
In
(
Rnξ (1 + ε
′
n(ζ)) ;λ,E1/ρ
) Γ (1 + n
ρ
)
Rnnξ
n (1 + ε′n)
n → γ(ξ)e−ζ −
ξ
1− ξ (2.29)
uniformly on every compact set of the ζ – plane, where
γ(ξ) =
(λ− 1)(2pie 1−ρρ ) 12
ρ
1
2
− 1
ρΓ
(
1− 1
ρ
) .
As it was mentioned before, by Theorem 7, the zeros of In(Rnz;λ,E1/ρ) may lie
only in the vicinity of the curve S(ρ) and two rays arg z = ±pi/(2ρ). Theorem 9
implies that each point ξ on the curve S(ρ) is an accumulation point of the
zeros of In(Rnz;λ,E1/ρ). Indeed, by Hurwitz’s Theorem, the zeros of In(Rnξ(1+
εn(ζ));λ,E1/ρ) approach the zeros of the limit functions in (2.28), if ξ ∈ S ′(ρ) ∪
S2(ρ), and the zeros of In(Rnξ(1+ ε
′
n(ζ));λ,E1/ρ) approach the zeros of the limit
functions in (2.29), if ξ ∈ S ′′(ρ).
The proof of Theorems 7 and 9 is based on the following theorem that deals
with the asymptotic expressions for In(Rnz;λ,E1/ρ) in different domains of C.
Theorem 10. Let δ1, δ2, δ3 be given sufficiently small positive constants, and
ρ > 1. Then, as n→∞,
In(Rnz;λ,E1/ρ)Γ
(
1 + n
ρ
)
Rnnz
n
= −λρe
Rρnz
ρ
Γ
(
1 + n
ρ
)
Rnnz
n
(1 + o(1))
− z
1− z (1 + o(1)), (2.30)
if z ∈ {z = reiφ : r ≥ 1, |φ| ≤ pi
2ρ
, |z − 1| ≥ δ1},
In(Rnz;λ,E1/ρ)Γ
(
1 + n
ρ
)
Rnnz
n
= (1− λ)ρe
Rρnz
ρ
Γ
(
1 + n
ρ
)
Rnnz
n
(1 + o(1))
7. ZEROS OF SECTIONS AND TAILS OF MITTAG-LEFFLER FUNCTION 79
− z
1− z (1 + o(1)), (2.31)
if z ∈ {z = reiφ : δ3 ≤ r ≤ 1, |φ| ≤ pi2ρ , |z − 1| ≥ δ1},
In(Rnz;λ,E1/ρ)Γ
(
1 + n
ρ
)
Rnnz
n
=
(λ− 1)
Γ
(
1− 1
ρ
) Γ
(
1 + n
ρ
)
Rn+1n z
n+1
(1 + o(1))
− z
1− z (1 + o(1)), (2.32)
if z ∈ {z = reiφ : r ≥ δ3, |φ| ≥ pi2ρ + δ2, }.
In all expressions above, o(1) is uniform with respect to z.
7.1 Asymptotic expressions for In(Rnz;λ,E1/ρ)
Set
Kn(z) :=
∫
L( pi2ρ+
δ2
2
,Rn)
eζ
ρ
ζ−(n+1)
ζ −Rnz dζ. (7.1)
To prove Theorem 10, by (3.24) – (3.26) and (7.1), it is enough to find asymptotic
expression for the integral Kn(z). We will do this in the following three steps:
1) change the contour of integration of Kn(z);
2) show that the main contribution to Kn(z) comes from the neighborhood of the
point ζ = Rn;
3) find asymptotic expression for Kn(z) by using Laplace’s Method for contour
integrals.
To introduce new contours of integration we define the following curves. De-
note by T (ρ) a simple curve which is represented in polar coordinates as the set
of all points
rρ =
ρφ
sin ρφ
, −pi
ρ
< φ <
pi
ρ
.
Define
S(ρ, h) :=
{
z = reiφ : rρ cos(ρφ)− ρ log r − 1 = −h
2
}
.
7. ZEROS OF SECTIONS AND TAILS OF MITTAG-LEFFLER FUNCTION 80
By the same reason as in Lemma 13, S(ρ, h) has two asymptotes arg z = ± pi
2ρ
.
The curves S(ρ, h) and T (ρ) have two common points, z1 = de
iγ and z2 = de
−iγ,
say. Note that constants d and γ depend only on h, and as h → 0 we see that
γ ∼
√
h
ρ
and dρ ∼
√
h
sin
√
h
. Denote by TS1(ρ, h) the curve which consists of
(i) T (ρ) ∩ {z : |z| ≤ d}, where d = d(h) is defined above;
(ii) S(ρ, h) ∩
{
z : |z| ≥ d, | arg z| ≤ pi
2ρ
− δ2
}
;
(iii) {z : |z| = D1, pi2ρ − δ2 ≤ | arg z| ≤ pi2ρ + δ22 }, where D1 is such that
Dρ1 sin(ρδ2)− ρ logD1 − 1 = −
h
2
;
(iv) {z : arg z = ±
(
pi
2ρ
+ δ2
2
)
, |z| ≥ D1}, where D1 was defined in part (iii).
Denote by TS2(ρ, h) the curve which consists of
(i) defined above;
(ii′) S(ρ, h) ∩
{
z : |z| ≤ d, | arg z| ≤ pi
2ρ
+ δ2
2
}
, where d is the same as in (i);
(iii′) {z : arg z = ±
(
pi
2ρ
+ δ2
2
)
, |z| ≥ D2}, where D2 is such
that Dρ2 sin(ρ
δ2
2
) + ρ logD2 + 1 =
h
2
.
Lemma 28 . Let
z ∈ Ω := C\
{ {
z :
pi
2ρ
≤ | arg z| ≤ pi
2ρ
+ δ2
}
∪ {z : |z − 1| ≤ δ1}
}
Then, for sufficiently small h > 0,
Kn(z) =
en/ρ
Rn+1n
∫
(i)
exp
{
n
ρ
(tρ − ρ log t− 1) + ρ− 1
2ρ
tρ
}
(t− z)t
(
1 +O
(
1
n
)
tρ
)
dt
+O
exp{nρ (1− h2 )}
Rn+1n
 ,
where Kn(z) is defined by (7.1).
Proof. Let z ∈ G−(1, pi
2ρ
+ δ2
2
) ∩ Ω. For sufficiently small h > 0, using (3.27), we
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have
Kn(z) =
1
Rn+1n
∫
L(1, pi2ρ+
δ2
2 )
eR
ρ
nt
ρ
t−(n+1)
t− z dt =
1
Rn+1n
∫
TS1(ρ,h)
eR
ρ
nt
ρ
t−n
(t− z)t dt
=
1
Rn+1n
∫
TS1(ρ,h)
e
n
ρ
tρt−ne
ρ−1
2ρ
tρ
(t− z)t
(
1 +O
(
1
n
)
tρ
)
dt.
Since there exists such constant A1 > 0 that |t − z| > A1 for all z ∈ G−(1, pi2ρ +
δ2
2
) ∩ Ω while t ∈ TS1(ρ, h), for any number l we have∣∣∣∣∣∣∣
∫
(ii)
e
n
ρ
tρtl−ne
ρ−1
2ρ
tρ
t− z dt
∣∣∣∣∣∣∣ ≤ B1
∫
(ii)
exp
{
n
ρ
|t|ρ cos(ρφ)
}
|t|−nd|t|
= O
(
exp
{
n
ρ
(1− h
2
)
})
;
∣∣∣∣∣∣∣
∫
(iii)
e
n
ρ
tρtl−ne
ρ−1
2ρ
tρ
t− z dt
∣∣∣∣∣∣∣ ≤ B2
∫
(iii)
exp
{
n
ρ
Dρ1 sin(ρδ2)
}
D−n1 d|t|
= O
(
exp
{
n
ρ
(1− h
2
)
})
;
∣∣∣∣∣∣∣
∫
(iv)
e
n
ρ
tρtl−ne
ρ−1
2ρ
tρ
t− z dt
∣∣∣∣∣∣∣ ≤ B3
∫
(iv)
exp
{
−n
ρ
|t|ρ sin
(
ρδ2
2
)}
d|t| = o(1);
where B1, B2, B3 are constants not depending on z. The last three inequalities
prove the lemma if z ∈ G−(1, pi
2ρ
+ δ2
2
) ∩ Ω. The same proof works for z ∈
G+(1, pi
2ρ
+ δ2
2
) ∩ Ω if we change the contour of integration in the integral Kn(z)
by TS2(ρ, h). It follows that Lemma 28 holds for z ∈ Ω. 2
Lemma 29 . Let |z−1| ≥ δ1 and l be a fixed real number. Then, for sufficiently
small h > 0,
∫
(i)
exp
{
n
ρ
(tρ − ρ log t− 1) + ρ− 1
2ρ
tρ
}
tl
t− z dt =
i
√
2pie
ρ−1
2ρ (1 + o(1))
ρ(1− z) (n/ρ)1/2 .
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Proof. Rewrite
∫
(i)
exp
{
n
ρ
(tρ − ρ log t− 1) + ρ− 1
2ρ
tρ
}
tl
t− z dt =
∫
D
e−
n
ρ
vf(v)dv,
where v = −tρ + ρ log t + 1, f(v)dv = e
ρ−1
2ρ
tρtl
t− z dt, or equivalently, f(v) =
e
ρ−1
2ρ
tρtl+1
ρ(t− z)(1− tρ) , and D = D1 ∪ D2, where D1 is the upper side of the seg-
ment [0; d1] following the direction of the decrease of v and D2 is the lower
side of the segment [0; d1] following the direction of increase of v. Here d1 =
h
2
= −dρ cos(ργ) + ρ log d+ 1, where d and γ are the polar coordinates of a point
of intersection of T (ρ) and S(ρ, h).
Note that the function v = −tρ+ρ log t+1 maps the region on the right side of
T (ρ) conformally onto the whole v–plane cut along the positive ray. In particular,
the image of the curve (i) is the segment [0; d1] traced twice. The transformation
w =
√
v maps v–plane cut along the positive ray onto the upper half plane. We
have w2 = −tρ+ρ log t+1 = −ρ
2
2
(t− 1)2ψ(t), where ψ(t) is an analytic function
in some neighborhood of t = 1 and ψ(1) = 1. Then w =
ρ√
2
i(t− 1)ψ1(t), where
ψ1(t) is an analytic function in some neighborhood of t = 1 and ψ1(1) = 1. Since
w is analytic in a neighborhood of t = 1 and w′(1) =
ρi√
2
6= 0, then its inverse
function t(w) is analytic in a neighborhood of w = 0, and hence the following
function
g(w) := wf(w2) =
i(t− 1)ψ1(t)e
ρ−1
2ρ
tρtl+1√
2(t− z)(1− tρ)
= −iψ1(t)e
ρ−1
2ρ
tρtl+1√
2ρ(t− z) (1 + o(1)), |t| → 1,
is analytic in some neighborhood of w = 0, say |w| ≤ C, where C is a constant
not depending on z. Let |w| < C/2, then
g(w) =
1
2pii
∫
|ζ|=C
g(ζ)
ζ − wdζ =
1
2pii
∫
|ζ|=C
g(ζ)
ζ
dζ +
w
2pii
∫
|ζ|=C
g(ζ)
ζ(ζ − w)dζ
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= g(0) + wα(w) = − ie
ρ−1
2ρ√
2ρ(1− z) + wα(w),
where α(w) is a function analytic in |w| < C/2, and
|α(w)| ≤
2piC max
|ζ|=C
|g(ζ)|
2piC2/2
≤ C3,
where C3 is a constant not depending on z and n. This implies that f(v) =
g(0)v−1/2+α(v1/2) in some neighborhood of v = 0 cut along the positive ray. Let
h be so small that d1 <
C4
16
. Then∫
D
e−
n
ρ
vf(v)dv = g(0)
∫
D
e−
n
ρ
vv−1/2dv +
1
2pii
∫
D
e−
n
ρ
vα(v1/2)dv
=: g(0)I1 +
1
2pii
I2.
Note that
I2 =
∫
D
e−
n
ρ
vα(v1/2)dv = O
(
1
n
)
and
I1 =
∫
D
e−
n
ρ
vv−1/2dv =
1
(n/ρ)1/2
∫
n
ρ
D
e−uu−1/2du = −2Γ
(
1
2
)
(1 + o(1))
(n/ρ)1/2
.
Thus, ∫
D
e−
n
ρ
vf(v)dv =
i
√
2pie
ρ−1
2ρ (1 + o(1))
ρ(1− z)
(
n
ρ
)1/2 . 2
Lemmas 28 and 29 imply that, as n→∞,
Kn(z) =
e
n
ρ
Rn+1n
i
√
2pie
ρ−1
2ρ (1 + o(1))
ρ(1− z) (n/ρ)1/2 , z ∈ Ω,
and hence, by (3.27), (7.1) and Stirling’s formula for Γ(x), x > 0,
ρ(Rnz)
n+1
2pii
Kn(z) =
Rnnz
n
Γ
(
1 + n
ρ
) z
1− z (1 + o(1)), n→∞, z ∈ Ω. (7.2)
Then Theorem 10 follows from (3.24)-(3.26), (7.1) and (7.2).
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7.2 Zero-free regions of In(Rnz;λ,E1/ρ)
Proof of Theorem 7. Denote by
J ′1 :=
eR
ρ
nz
ρ
Γ
(
1 + n
ρ
)
Rnnz
n
; J ′2 :=
Γ
(
1 + n
ρ
)
Rn+1n z
n+1
. (7.3)
Lemma 30 . Let z 6= 0, then for all sufficiently large n,
|J ′1| ≥ C1
(
n
ρ
)1/2
, if z ∈ Ω1 ∪ Ω5,
|J ′1| = o(1), if z ∈ Ω2,
|J ′2| = o(1), if z ∈ Ω3,
|J ′2| ≥ (1 + (he1/ρ)/2)n, if z ∈ Ω4,
where C1 is some constant not depending on n and z.
Proof. Using Stirling’s formula for Γ(x), x > 0, and (3.27), we have
|J ′1| =
exp{n
ρ
(1 + ρ−1
2ρ
+O(1/n2))rρ cos(ρφ)} (n/ρ)n/ρ+1/2√2pie−n/ρ
(n/ρ)n/ρ e
ρ−1
2ρ rn
(1 + o(1))
=
√
2pi(1 + o(1)) exp
{
ρ− 1
2ρ
((1 + o(1))rρ cos(ρφ)− 1)
}
× exp
{
n
ρ
{rρ cos(ρφ)− 1− ρ log r}
}(
n
ρ
)1/2
, (7.4)
and
|J ′2| =
(
n
ρ
)n/ρ+1/2√
2pie−n/ρ(
n
ρ
)n/ρ+1/ρ
e
ρ−1
2ρ rn+1
(1 + o(1))
=
√
2pie1/ρ
e
ρ−1
2ρ
(1 + o(1))
(
e−1/ρ
r
)n+1 (
n
ρ
)1/2−1/ρ
. (7.5)
Equations (7.4) and (7.5) make Lemma 30 obvious. 2
According to Theorem 10 and (7.3), we have
In(Rnz;λ,E1/ρ)Γ
(
1 + n
ρ
)
Rnzn
= −λρ(1 + o(1))J ′1 − (1 + o(1))
z
1− z ,
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if z ∈ Ω5 ∪ {Ω2 ∩ {z : |z| ≥ 1}};
In(Rnz;λ,E1/ρ)Γ
(
1 + n
ρ
)
Rnzn
= (1− λ)ρ(1 + o(1))J ′1 − (1 + o(1))
z
1− z ,
if z ∈ Ω1 ∪ {Ω2 ∩ {z : |z| ≤ 1}};
In(Rnz;λ,E1/ρ)Γ
(
1 + n
ρ
)
Rnnz
n
=
(λ− 1)
Γ
(
1− 1
ρ
)J ′2 − (1 + o(1)) z1− z ,
if z ∈ Ω3 ∪ Ω4.
The last three expressions and Lemma 30 completes the proof of Theorem 7.
7.3 The asymptotic behavior of In(Rnz;λ,E1/ρ) in the
neighborhood of the generalized Szego¨ curve
Proof of Theorem 8. We can rewrite (2.19) as
In(Rnz;λ,E1/ρ) = sn(Rnz, E 1
ρ
)− λE 1
ρ
(Rnz). (7.6)
Theorem 1 of [12] implies that
sn
(
Rn
(
1 +
(
2
ρn
)1/2
ζ
)
;E 1
ρ
)
(
1 +
(
2
ρn
)1/2
ζ
)n
E 1
ρ
(Rn)
→ 1
2
eζ
2
erfc(ζ), (7.7)
as n→∞, uniformly on every compact set of ζ – plane.
By (3.23), we have
E 1
ρ
(
Rn
(
1 +
(
2
ρn
)1/2
ζ
))
(
1 +
(
2
ρn
)1/2
ζ
)n
E 1
ρ
(Rn)
= exp

(
n
ρ
+
ρ− 1
2ρ
)1 + ( 2
ρn
)1/2
ζ
ρ−
n log
1 + ( 2
ρn
)1/2
ζ
− (n
ρ
+
ρ− 1
2ρ
)
+ o(1)
 = eζ2 + o(1), n→∞. (7.8)
Theorem 8 follows from (7.6) – (7.8).
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Proof of Theorem 9.
I. By Theorem 10 and (3.23), we have,
In
(
Rnξ
(
1 + logn
2(1−ξρ)n − ζ−iτn(1−ξρ)n
)
;λ,E1/ρ
)
Γ
(
1 + n
ρ
)
Rnnξ
n
(
1 + logn
2(1−ξρ)n − ζ−iτn(1−ξρ)n
)n
= µρ(1 + o(1))
exp{Rρnξρ
(
1 + logn
2(1−ξρ)n − ζ−iτn(1−ξρ)n
)ρ}Γ (1 + n
ρ
)
Rnnξ
n
(
1 + logn
2(1−ξρ)n − ζ−iτn(1−ξρ)n
)n
− ξ
1− ξ (1 + o(1)) =: µρAn(1 + o(1))−
ξ
1− ξ + o(1), (7.9)
where µ = 1− λ, if |ξ| ≤ 1, and µ = −λ, if |ξ| > 1. Using Sitirling’s formula and
(3.27), it is easy to obtain
An =
exp{Rρnξρ
(
1 + logn
2(1−ξρ)n − ζ−iτn(1−ξρ)n
)ρ}Γ (1 + n
ρ
)
Rnnξ
n
(
1 + logn
2(1−ξρ)n − ζ−iτn(1−ξρ)n
)n
= exp
{
n
ρ
(|ξ|ρ cos(ρφ)− 1− ρ log |ξ|) + in
ρ
(|ξ|ρ sin(ρφ)− ρφ)
+ζ − iτn + ρ+ 1
2ρ
(ξρ − 1)− log ρ
2
+
1
2
log 2pi +O
(
log2 n
n
)}
By the definition of the numbers τ and τn and the fact that the point ξ = |ξ|eiφ ∈
S ′(ρ) ∪ S2(ρ), we get
A =
(
2pi
ρ
)1/2
e
ρ+1
2ρ
(ξρ−1)eζ(1 + o(1)), n→∞. (7.10)
Combining (7.9) with (7.10), we obtain (2.28).
II. By Theorem 10 and (3.23), we have,
In
(
Rnξ
(
1 +
(
1
2
− 1
ρ
)
logn
n
− ζ−iτ ′n
n+1
)
;λ,E1/ρ
)
Γ
(
1 + n
ρ
)
Rnnξ
n
(
1 +
(
1
2
− 1
ρ
)
logn
n
− ζ−iτ ′n
n+1
)n
=
(λ− 1)(1 + o(1))
Γ
(
1− 1
ρ
) Γ
(
1 + n
ρ
)
Rn+1n ξ
n+1
(
1 + logn
2(1−ξρ)n − ζ−iτ
′
n
(1−ξρ)n
)n+1
− ξ
1− ξ (1 + o(1)) =:
(λ− 1)
Γ
(
1− 1
ρ
)Bn(1 + o(1))− ξ
1− ξ + o(1). (7.11)
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Using Stirling’s formula and (3.27), it is easy to obtain for ξ = e−1/ρeiφ,
Bn =
Γ
(
1 + n
ρ
)
Rn+1n ξ
n+1
(
1 + logn
2(1−ξρ)n − ζ−iτ
′
n
(1−ξρ)n
)n+1 = exp
{
1
2
log(2pi)− ρ− 1
2ρ
+
(
1
ρ
− 1
2
)
log ρ− ζ + i(τ ′n − (n+ 1)φ) +O
(
1
n
)}
.
By the definition of numbers τ ′n, we get
Bn =
(2pie
1−ρ
ρ )1/2
ρ
1
2
− 1
ρ
e−ζ(1 + o(1)), n→∞. (7.12)
Combining (7.11) with (7.12), we obtain (2.29).
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