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Abstract—In this paper, we study a joint bandwidth alloca-
tion and path selection problem via solving a multi-objective
minimization problem under the path cardinality constraints,
namely MOPC. Our problem formulation captures various types
of objectives including the proportional fairness, the total com-
pletion time, as well as the worst-case link utilization ratio. Such
an optimization problem is very challenging since it is highly
non-convex. Almost all existing works deal with such a problem
using relaxation techniques to transform it to be a convex
optimization problem. However, we provide a novel solution
framework based on the classic alternating direction method
of multipliers (ADMM) approach for solving this problem. Our
proposed algorithm is simple and easy to be implemented. Each
step of our algorithm consists of either finding the maximal root
of a single-cubic equation which is guaranteed to have at least one
positive solution or solving a one-dimensional convex subproblem
in a fixed interval. Under some mild assumptions, we prove that
any limiting point of the generated sequence under our proposed
algorithm is a stationary point. Extensive numerical simulations
are performed to demonstrate the advantages of our algorithm
compared with various baselines.
Index Terms—Multi-objective bandwidth allocation, ADMM,
non-convex optimization, cardinality constraints, network utility
maximization.
I. INTRODUCTION
IN wide area networks (WANs), network resource areshared by applications with different high-level perfor-
mance objectives. For example, high-definition video applica-
tions require high throughput for the end users to enjoy video
smoothly [1]. Online gaming applications require low latency
for better user game experience [2]. AR/VR-based applications
such as video conferencing require both high throughput and
low latency for data transmission [3]. Note that it is quite
challenging to fulfill various performance objectives for these
applications. Firstly, there are very limited available bandwidth
resources in the network and it is hard to strike a balance
across flows with different performance objectives. Secondly,
some applications have the advantage of using more than one
end-to-end path to deliver the traffic data. This design space
of the number of paths also complicates the problem on how
to distribute the allocated bandwidth across multiple paths for
such flows. Thirdly, there are some underlying limitations on
the number of paths an application could use. Such cardinality
nature of path selection makes the problem even challenging.
In this paper, we will try to address the aforementioned
challenges by studying a multi-objective bandwidth allocation
and path selection problem with path cardinality constraints.
There are many existing literatures discussing bandwidth
allocation and path selection problems in WANs. In [4],
an approach called stacked congestion control is proposed
to optimize multi-tenant multi-objective performance with a
distributed host-based implementation. In [5], a traffic en-
gineering approach in software-defined WANs is proposed
to proactively enforce forwarding policies by coordinating
the traffic demand of each data center instead of tradi-
tional passive control policies relying on given priorities.
In [6], a centralized arbiter is used to decide when and at
which path each packet should be sent. Even though these
approaches demonstrate performance gains compared with
baselines therein, they are purely heuristic-based and lack
theoretical performance guarantee. A well-known theoretical
framework for solving network resource allocation problems
is network utility maximization (NUM). In [7], a NUM-based
single-objective network problem is solved theoretically with
a system-level implementation. However, the approach in [7]
can only solve single-objective optimization problems and fails
to address the multi-objective requirements in our problem.
Furthermore, the above literatures [4]–[7] do not address the
issue of path cardinality constraints and hence, can not be
extended to solve our problem.
The formulation proposed in this paper is built on the
foundation of the NUM. Note that without path cardinality
constraints, the multi-objective multi-path network resource
allocation problem is in fact a convex optimization problem,
which can be easily tackled using existing optimization soft-
wares such as cvx [8]. However, if we add the path cardinality
constraints to the NUM framework, such a problem becomes
an `0-norm constrained optimization problem, which makes
the optimization problem very difficult to solve. The practical
meaning of the `0-norm constraints is to limit the number of
paths an application could use. For example, for data backup
service, the end users are not sensitive to the arrival sequence
of the data packets and the senders can push as much data as
possible to the end users with no limitation on the number of
paths. For video streaming applications, the user experience
heavily depends on the arrival sequence of the data packets
and such applications are limited to use just one path to avoid
out-of-sequence issue at the end users.
ar
X
iv
:2
00
8.
03
94
2v
1 
 [e
es
s.S
P]
  1
0 A
ug
 20
20
2There are some recent works that take path cardinality
constraints into consideration in their network resource allo-
cation problems. In [9], a NUM problem with linear objective
function and path cardinality constraints is considered. The
path cardinality constraints are relaxed using a linear envelope
and the solution to the relaxed problem is mapped to a vertex
solution using a randomization approach. A theoretical perfor-
mance gap is analyzed compared with the optimal solution to
the relaxed model. However, the approximation and analysis
therein cannot be extended to the scenarios with nonlinear
objective functions. In [10], a network optimization problem
with restrictions in the number of paths and the requirement
of delay is considered, which is a mix-integer optimization
problem. The authors propose a heuristic solution by first
carefully designing the price of each path and develop an
algorithm to match the demand of the traffic flows based
on ranking the designed prices. However, it is rather hard to
have any theoretical analysis on the performance. Note that
the above works handle the cardinality constraints by either
considering theoretical approximations or heuristic solutions to
bypass the associated constraints, which are highly suboptimal
and lack performance guarantee.
In this paper, we propose a comprehensive framework for
the multi-objective bandwidth allocation and path selection
problem with path cardinality constraints. To address the
above challenges, we use the ADMM approach to decompose
the multi-objective problem into several single-objective sub-
problems, where we explicitly consider the path cardinality
constraints. Then we show that these subproblems are in fact
simple to solve even though they are non-convex or quadratic
programs. We then theoretically prove the convergence of the
proposed algorithm under certain mild conditions and show
that it at least achieves suboptimality. Finally, by comparing
with several baselines, we show the proposed algorithm has a
significant performance gain.
The remainder of the paper is organized as follows. The
system model is introduced in Section II. Then two types
of bandwidth allocation problems are formulated in Section
III. In Section IV, we propose an algorithm to solve the two
formulated problems. The convergence analysis is given in
Section V. In Section VI, we give the numerical simulations
and conclude this paper in Section VII.
II. SYSTEM MODEL
We consider a general communication network which is
used to deliver data flows from source nodes to destina-
tion nodes to facilitate end-to-end data services. Specifically,
we consider K flows in the network indexed by k (k =
1, 2, · · · ,K). There are L uni-directional links indexed by
l (l = 1, 2, · · · , L) connecting the network nodes with link
capacity cl (cl > 0,∀l). We define c = (c1, c2, · · · , cL)>
as the link capacity vector of the overall network. The
centralized network controller is used to govern the overall
bandwidth allocation as shown in Fig. 1. Specifically, given
the utility of each flow (to be illustrated in Section III), the
network topology and path cardinality constraints, the network
controller will allocate bandwidth and paths to each flow
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Fig. 1. The architecture of our system model with a centralized controller.
so as to maximize the utilities and achieve load balancing.
Furthermore, there is an associated source-destination pair
for each k-th flow and we assume it will carry data with
size sk (in bits). Moreover, for each k-th flow, there are
Pk available paths indexed by i (i = 1, 2, · · · , Pk,∀k). Let
xk = (xk,1, xk,2, · · · , xk,Pk)> be the bandwidth allocation
and path selection vector of the k-th flow, where each element
xk,i (xk,i ≥ 0,∀k, i) represents the bandwidth allocated at
path i for the k-th flow (in bits/sec). It can be easily observed
that the paths selected by the k-th flow are those with positive
xk,i, i.e., {i|xk,i > 0}. We further define
x =

x1
x2
...
xK

as the bandwidth allocation and path selection vector of all the
flows. We then define the routing matrix, which is a L × Pk
matrix representing the relationship between the links and the
available paths of the k-th flow
Rk =

Rk1,1 R
k
1,2 · · · Rk1,Pk
Rk2,1 R
k
2,2 · · · Rk2,Pk
...
...
. . .
...
RkL,1 R
k
L,2 · · · RkL,Pk
,
where Rkl,i ∈ {0, 1}. The value Rkl,i = 1 means path i passes
link l for the k-th flow and vice versa. We define the following
L×P matrix (where we denote P = ΣKk=1Pk) to be the routing
matrix of the overall network:
R = (R1,R2, · · · ,RK). (1)
Fig. 2 gives an example of a small network with five links and
two flows (black and red). Each flow has two available paths
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Fig. 2. An illustrative example network with five links and two users. The
first user (red line), whose source node is S1 and destination node is D, has
rate x1,1 and x1,2 on its two paths. The second user (black line), whose
source node is S2 and destination node is D, has rate x2,1 and x2,2 on its
two paths. The numbers next to the lines represent the link indices.
(solid line and dashed line) and the corresponding routing
matrices for the two flows are given by
R1 =

1 0
1 0
0 1
0 0
0 0
,R2 =

0 0
0 0
1 0
0 1
1 0
.
Remark 1. In general, since each path only passes a small
portion of all links over the entire network, R is actually very
sparse.
The above network model covers a lot of practical network
scenarios. Two examples are illustrated as follows.
Example 1 (Backbone Network): In Backbone network [11],
Internet service provider acts as the role of delivering various
types of application traffic from multiple data sources to
terminal users. The network controller will gather information
of traffic flows from the users and content providers on
network topology information and traffic requirement informa-
tion. Then it will optimize and allocate the network bandwidth
to different applications under certain constraints on physical
link limitations and the number of paths requirements.
Example 2 (Inter Datacenter Network): In Inter-Datacenter
Network (IDN) [12], data are required to be migrated from one
data center network to another and different applications have
different requirements. For instance, video and backup data
require high throughput while finance data require low latency.
The IDN controller will optimize the data migration process so
as to balance the requirements of different applications while
achieving load balancing.
III. PROBLEM FORMULATION
In this section, we formulate two types of bandwidth allo-
cation problems. One is the NUM problem [13], in which we
use a practical multi-objective utility function to capture both
proportional fairness and low total completion time. The other
is a multi-objective bandwidth allocation and path selection
problem with path cardinality constraints (MOPC). We present
the two problems in detail as follows.
1) NUM: The NUM [13]–[16] is a very popular and
practical formulation for bandwidth allocation problems. Let
Uk(‖xk‖1) be the utility of the k-th flow, which is a single-
variable function and a mapping from the total allocated band-
width resource to the utility value. We further assume Uk(·)
is increasing, strictly concave and twice continuously differen-
tiable. Some common choices of Uk(‖xk‖1) are log(‖xk‖1)
and − sk‖xk‖1 , which represent the proportional fairness and
flow completion time, respectively. In the NUM formulation,
the goal is to achieve both proportional fairness and low
total completion time among all flows subject to link capacity
constraints. For a given positive weight β, the NUM problem
is formulated as
min
x
−
K∑
k=1
Uk(‖xk‖1)
s.t. Rx ≤ c
x ≥ 0,
(2)
where
Uk(‖xk‖1) = β log(‖xk‖1)− sk‖xk‖1 , ∀k. (3)
2) MOPC: Another important goal is to balance network
load across links so as to avoid network congestion. Let
R[l] be the l-th row of the routing matrix R as in (1).
Therefore, we consider to include the maximal (or worst-case)
link utilization ratio, which is defined as maxl
R[l]x
cl
, in the
objective function to reflect the level of load balancing. In
addition, path cardinality constraints are added so that the k-
th flow can be transmitted through at most wk paths, where
wk ≤ Pk. Therefore, for given positive weights α, β, the
MOPC problem is formulated as
min
x
K∑
k=1
−Uk(‖xk‖1) + αmax
l
R[l]x
cl
s.t. Rx ≤ c
‖xk‖0 ≤ wk, ∀ k
x ≥ 0.
(4)
Note that for each k, if wk = Pk, in fact there are no
path cardinality constraints on the k-th flow. Therefore, our
problem formulation (4) is general enough to cover scenarios
with various types of constraints on the number of paths.
IV. ADMM-BASED ALGORITHM DESIGN
In this section, we present our proposed ADMM-based
algorithm for solving the NUM and MOPC problems.
A. ADMM for NUM
The authors in [15], [16] propose to solve the NUM
problem with ADMM. Compared with the approaches in [15],
[16], we adopt a different utility function to facilitate our
multi-objective optimization problem and also use a different
splitting method on the decision variables. Specifically, by
4introducing the following convex indicator function of link
capacity constraints given by
I{y≤c}(y) =
{
0, if y ≤ c,
+∞, otherwise, (5)
we can equivalently transform problem in (2) into
min
x,y
−
K∑
k=1
Uk(‖xk‖1) + I{y≤c}(y)
s.t. y = Rx
x ≥ 0.
(6)
The augmented Lagrangian function of problem in (6) is then
Lρ(x,y; z) = −
K∑
k=1
Uk(‖xk‖1) + I{y≤c}(y)
+ z>(y −Rx) + ρ
2
‖y −Rx‖22, (7)
where z is a Lagrangian multiplier vector associated with the
constraint y = Rx in (6), and ρ > 0 is a penalty parameter.
The ADMM for problem in (6) is derived by alternatively
minimizing Lρ in (7) with respect to x and y with the other
variables fixed. Specifically, the iterative steps are given by
xj+1 = arg min
x≥0
Lρ(x,y
j ; zj)
= arg min
x≥0
−
K∑
k=1
Uk(‖xk‖1) + ρ
2
‖yj −Rx+ z
j
ρ
‖2,
(8)
yj+1 = arg min
y
Lρ(x
j+1,y; zj)
= arg min
y≤c
ρ
2
‖y −Rxj+1 + z
j
ρ
‖2, (9)
where j is the step index, xj+1 = (xj+11 ;x
j+1
2 ; · · · ;xj+1K ),
and xjk = (x
j
k,1,x
j
k,2, · · · ,xjk,Pk)>, ∀k = 1, 2, · · · ,K. After
the update steps of x and y as above, the update of the
multiplier z is given by
zj+1 = zj + ρ(yj+1 −Rxj+1). (10)
We next focus on solving the problems in (8) and (9). For
the subproblem in (8), it is hard to get a closed-form solution
since {xk}k=1,··· ,K are coupled together due to the quadratic
term
ρ
2
∥∥∥yj −Rx+ zjρ ∥∥∥2. To deal with the coupling issue,
we consider linearizing the quadratic term in (8) and adding
a proximal term as follows:
xj+1
= arg min
x≥0
K∑
k=1
−Uk(‖xk‖1)− ρ(qj)>x+ µ
2
‖x− xj‖2
= arg min
x≥0
K∑
k=1
−Uk(‖xk‖1) + µ
2
‖x− νj‖2, (11)
where qj = R>(yj − Rxj + zj/ρ), νj = xj + (ρ/µ)qj ,
and µ > ρ‖R‖22. Note that νj = (νj1;νj2; · · · ;νjK), and for
∀k = 1, 2, · · · ,K, νjk = (νjk,1,νjk,2, · · · ,νjk,Pk)>. Therefore
based on (11), the problem in the right hand side can be
decomposed into several subproblems, where each subproblem
only contains one block decision variable xk as follows:
xj+1k = arg min
xk≥0
−Uk(‖xk‖1) + µ
2
‖xk − νjk‖2,∀k. (12)
The solution to problem in (12) is then given in the following
Lemma 1.
Lemma 1. The solution of problem in (12) is given by{
xj+1k,i = max(0, ν
j
k,i + ζ), ∀i,
µζ = U ′k
(∑Pk
i=1 max(0, ν
j
k,i + ζ)
)
,
where ζ is some positive number. Without loss of generality,
suppose the elements of νjk = (ν
j
k,1, ν
j
k,2, · · · , νjk,Pk)> are
in descending order. Then if there is some smallest index i′
(i′ ∈ 2, · · · , Pk) such that
µζ ≥ U ′k
(
Pk∑
i=1
max(0, νjk,i + ζ)
)
,
where ζ = −νjk,i′ , we can obtain ζ through finding the
maximal root of a single-variable cubic equation
µζ
i′−1∑
i=1
(νjk,i + ζ)
2 = β
i′−1∑
i=1
(νjk,i + ζ)
+ sk, (13)
otherwise we can obtain ζ through finding the maximal root
of a single-variable cubic equation
µζ
(
Pk∑
i=1
(νjk,i + ζ)
)2
= β
(
Pk∑
i=1
(νjk,i + ζ)
)
+ sk. (14)
Proof. See Appendix A.
For the subproblem in (9), the solution can be easily
obtained by performing a projection operation. That is, for
l = 1, 2, · · · , L,
yj+1l =
{
θjl , if θ
j
l ≤ cl,
cl, otherwise,
(15)
where θj = Rxj+1 − zj/ρ.
The overall decomposition procedure using the ADMM
approach on the NUM is outlined in Fig. 3. Adopting the
stopping criteria in the Section 3.3.1 in [17], the complete
procedure of our ADMM for NUM is summarized in Algo-
rithm 1.
B. ADMM for MOPC
In this subsection, we solve the MPOC using the ADMM
approach. We first transform (4) into the following equivalent
form:
min
x∈X ,y∈Y
K∑
k=1
−Uk(‖xk‖1) + αmax
l
yl
cl
s.t. y = Rx,
(16)
5Problem (6)
𝑥-subproblem (11)
𝑦-subproblem (9) Dual update 
(10)
decomposition
𝑥!-
update
𝑥"-
update
𝑥#-
update
⋯
𝑥!"# 𝑦!"#
𝑥!"#
Problem (12) and Lemma 1
Fig. 3. Illustration of the decomposition procedure of our ADMM for NUM.
Algorithm 1 ADMM for the NUM
Input: A randomly initialized point (x0,y0, z0),
set j = 0, ρ > 0, and µ > ρ‖R‖2.
Output: An optimal bandwidth allocation and path selection
vector x∗.
1: while The stopping criteria (see Section 3.3.1 in [17]) are
not satisfied do
2: (Solve the x-minimization problem in (12) according
to Lemma 1)
3: for k = 1→ K do
4: Sort the elements of νjk in descending order.
5: Try every positive ζ = −νjk,i(i = 2, · · · , Pk) to
determine the corresponding interval in which ζ
satisfies µζ = U ′k
(∑Pk
i=1 max(0, ν
j
k,i + ζ)
)
.
6: Solve the single-variable cubic equation in (13) or
(14).
7: Let xj+1k,i = max(0, ν
j
k,i + ζ), ∀i.
8: end for
9: (Solve the y-minimization problem (9) with (15))
10: Compute θj = Rxj+1 − zj/ρ.
11: For each l = 1, · · · , L, perform
yj+1l =
{
θjl , if θ
j
l ≤ cl,
cl, otherwise.
12: Update the multiplier z according to (10).
13: Set j = j + 1.
14: end while
where X = {x|‖xk‖0 ≤ wk, ∀k;x ≥ 0}, and Y = {y|0 ≤
y ≤ c}. The augmented Lagrangian function of problem in
(16) is
Lρ(x,y; z) =
K∑
k=1
−Uk(‖xk‖1) + αmax
l
yl
cl
+ z>(y −Rx) + ρ
2
‖y −Rx‖22, (17)
where z is a Lagrangian multiplier vector associated with the
constraint y = Rx in (16) and ρ > 0 is a penalty parameter.
Similar to the ADMM for the NUM, the ADMM for the
MOPC problem in (16) performs minimization of Lρ in (17)
with respect to x and y alternatively followed by the update
of z. That is, at iteration j, the following updates of variables
are performed:
xj+1 = arg min
x∈X
Lρ(x,y
j ; zj)
= arg min
x∈X
K∑
k=1
−Uk(‖xk‖1) + ρ
2
‖yj −Rx+ z
j
ρ
‖2,
(18)
yj+1 = arg min
y∈Y
Lρ(x
j+1,y; zj)
= arg min
y∈Y
αmax
l
yl
cl
+
ρ
2
‖y −Rxj+1 + z
j
ρ
‖2, (19)
zj+1 = zj + ρ(yj+1 −Rxj+1). (20)
We next focus on solving the subproblem in (18). Similar
to the technique in solving (8), we also consider linearizing
the quadratic term in (18) and adding a proximal term:
xj+1
= arg min
x∈X
K∑
k=1
−Uk(‖xk‖1)− ρ(qj)>x+ µ
2
‖x− xj‖2
= arg min
x∈X
K∑
k=1
−Uk(‖xk‖1) + µ
2
‖x− νj‖2, (21)
where qj = R>(yj −Rxj + zj/ρ),νj = xj + (ρ/µ)qj , and
µ > ρ‖R‖2. We decompose (21) into several subproblems,
where each subproblem is associated with only one block xk,
xj+1k = arg min‖xk‖0≤wk,xk≥0
−Uk(‖xk‖1) + µ
2
‖xk − νjk‖2,∀k.
(22)
Leveraging the strict concaveness and monotonicity of the
utility function Uk(·) in (0,+∞), we obtain the solution to
(22) in the following two lemmas as well as Lemma 1.
Lemma 2. If wk = 1, for block xk, we denote i (i ∈
{1, 2, · · · , Pk}) as the index where νjk,i attains the maximal
value, then only the i-th element of xj+1k , i.e., x
j+1
k,i is non-zero
and its value is the maximal root of a single-variable cubic
equation
µ
(
xj+1k,i
)3
− µνjk,i
(
xj+1k,i
)2
− β
(
xj+1k,i
)
− sk = 0, ∀k,
(23)
which always has at least one positive root.
Proof. See Appendix B.
Lemma 3. If 1 < wk < Pk, without loss of generality, suppose
the elements of νjk are in descending order. Then one of its
solutions (there may exist “many” solutions because νjk may
have equal elements) satisfies
xj+1k,i = max(0, ν
j
k,i + ζ), i = 1, · · · , wk, (24a)
µζ = U ′k
(
wk∑
i=1
max(0, νjk,i + ζ)
)
, (24b)
xj+1k,i = 0, i > wk, (24c)
6Where ζ is some positive number. If there is some smallest
index i′ (i′ ∈ 2, · · · , wk) such that
µζ ≥ U ′k
(
wk∑
i=1
max(0, νjk,i + ζ)
)
,
where ζ = −νjk,i′ , we can obtain ζ through finding the
maximal root of a single-variable cubic equation
µζ
i′−1∑
i=1
(νjk,i + ζ)
2 = β
i′−1∑
i=1
(νjk,i + ζ)
+ sk, (25)
otherwise we can obtain ζ through finding the maximal root
of a single-variable cubic equation
µζ
(
wk∑
i=1
(νjk,i + ζ)
)2
= β
(
wk∑
i=1
(νjk,i + ζ)
)
+ sk. (26)
Proof. See Appendix C.
Remark 2. It is worth noting that the x-subproblem in
(21) can be solved in a parallel manner because it can be
decomposed into several independent subproblems in (22),
each of which involves only one block variable xk.
Note that it is quite hard to obtain a closed-form solution to
the subproblem in (19) since it is a non-smooth problem with
linear constraints. By introducing a new variable t = maxl
yl
cl
,
we transform it into an equivalent quadratic program
min
t,y
φ(t,y) = αt+
ρ
2
‖y −Rxj+1 + zj/ρ‖2
s.t. y ≤ tc
y ≥ 0
y ≤ c.
(27)
The solution to problem (27) (equivalently problem (19)) is
given as follows:
Lemma 4. Consider problem (27). Let t∗ be the optimal
solution to
min
t
Φ(t) = φ(t,y(t)) s.t. 0 ≤ t ≤ 1, (28)
where y(t) = (y1(t), · · · , yL(t))> and yl(t), l = 1, · · · , L are
defined by
yl(t) =
 θ
j
l , if 0 ≤ θjl ≤ min(cl, tcl),
min(cl, tcl), if θ
j
l > min(cl, tcl),
0, otherwise,
(29)
where θj = Rxj+1 − zj/ρ. Then (t∗,y(t∗)) is the optimal
solution to problem (27) and y(t∗) is the optimal solution to
problem (19). Solving problem (28) is to minimize a single-
variable convex function on a closed interval, which can be
solved by golden section search and parabolic interpolation
(e.g., the function “fminbnd” [18], [19] in MATLAB).
Proof. See Appendix D.
Fig. 4 gives the overall decomposition procedure using the
ADMM approach on the MOPC. The complete procedure of
ADMM for MOPC is summarized in Algorithm 2.
Problem (16)
𝑥-subproblem (21)
𝑦-subproblem 
(19) or (27)
Dual 
update 
(20)
decomposition
𝑥!-
update
𝑥"-
update
𝑥#-
update
⋯
𝑥!"# 𝑦!"#
𝑥!"#
𝑡-subproblem (28) 
Problem (22), Lemma 1, 
Lemma 2, and Lemma 3
Fig. 4. Illustration of the decomposition procedure of our ADMM for MOPC.
Algorithm 2 ADMM for the MOPC
Input: A randomly initialized point (x0,y0, z0), wk (k =
1, 2, · · · ,K), j = 0, ρ > 0, and µ > ρ‖R‖2.
Output: The optimal bandwidth allocation and path selection
vector x∗ and corresponding y∗.
1: while The stopping criteria (stated in Section VI-B) are
not satisfied do
2: (Solve the x-minimization problem in (22))
3: for k = 1→ K do
4: if wk = 1 then
5: Solve the single-variable cubic equation in (23) to
get xj+1k .
6: else if 1 < wk < Pk then
7: Sort the elements of νjk in descending order.
8: Try every positive ζ = −νjk,i(i = 2, · · · , wk) to
determine the corresponding interval in which ζ
satisfies µζ = U ′k
(∑wk
i=1 max(0, ν
j
k,i + ζ)
)
.
9: Solve the single-variable cubic equation in (25) or
(26).
10: Get xj+1k,i according to (24a) and (24c).
11: else
12: Sort the elements of νjk in descending order.
13: Try every positive ζ = −νjk,i(i = 2, · · · , Pk) to
determine the corresponding interval in which ζ
satisfies µζ = U ′k
(∑Pk
i=1 max(0, ν
j
k,i + ζ)
)
.
14: Solve the single-variable cubic equation in (13) or
(14).
15: Let xj+1k,i = max(0, ν
j
k,i + ζ), ∀i.
16: end if
17: end for
18: (Solve the y-minimization problem (19) according to
Lemma 4)
19: Solve the single-variable optimization problem in (28)
using “fminbnd” in MATLAB to get the optimal t.
20: Get yj+1 with (29).
21: Update the multiplier z according to (20).
22: Set j = j + 1.
23: end while
7V. CONVERGENCE ANALYSIS
In this section, we analyze the convergence property of the
proposed algorithm in Algorithm 2. As for Algorithm 1, since
the NUM in (2) is a convex problem, the convergence of
Algorithm 1 has already been well studied in [17] and [20].
For simplicity of notation, we rewrite problem (16) as
min
x,y
f(x) + g(y) + IY(y) + IX (x)
s.t. y = Rx,
(30)
where
f(x) =
K∑
k=1
−Uk(
Pk∑
i=1
xk,i),
g(y) = αmax
l
yl
cl
,
and IY(y) as well as IX (x) are indicator functions defined
in (5). The augmented Lagrangian function can be rewritten
as
Lρ(x,y; z) = f(x) + g(y) + IX (x) + IY(y)
+z>(y −Rx) + ρ
2
‖y −Rx‖2. (31)
Next, we show the boundedness of the augmented Lagrangian
function, which plays an important role in our convergence
analysis.
Proposition 1. Assume that {zj} is bounded, then the se-
quence of the augmented Lagrangian {Lρ(xj ,yj ; zj)}+∞j=1 is
bounded below.
Proof. See Appendix E.
Even through the function IX (x) is non-smooth and non-
convex, we know from [21] and [22] that there exists limiting
subdifferential or simply the subdifferential for it, written as
∂IX (x).
In the rest of this paper, for simplicity, the following
notations are used for the successive errors of the iterative
sequence:
Ej+1x := x
j+1 − xj , Ej+1y := yj+1 − yj , Ej+1z := zj+1 − zj .
Before proceeding with our proof, we first show the KKT
conditions of problem in (30) and the optimality conditions of
the subproblems of ADMM. The KKT conditions of problem
(30) are there exists zˆ∗ ∈ RL, such that
0 ∈ ∇f(x∗) + ∂IX (x∗)−R>zˆ∗, (32a)
0 ∈ ∂g(y∗) + ∂IY(y∗) + zˆ∗, (32b)
y∗ = Rx∗. (32c)
The first-order optimality condition of x-subproblem in (21)
is
∃ x˜j+1 ∈ ∂IX (xj+1), such that
∇f(xj+1) + x˜j+1 − ρqj + µ(xj+1 − xj) = 0, (33)
The first-order optimality condition of y-subproblem in (19)
is
∃ g˜j+1 ∈ ∂g(yj+1), and ∃ y˜j+1 ∈ ∂IY(yj+1), such that
g˜j+1 + y˜j+1 + ρ(yj+1 −Rxj+1 + zj/ρ) = 0, (34)
which is equivalent to
g˜j+1 + y˜j+1 + zj+1 = 0. (35)
Next, we estimate the differences of the augmented Lagrangian
function values between two successive iterations of Algorithm
2 to show the sufficient decrease.
Lemma 5. For all j ≥ 0, we have
Lρ(x
j ,yj ; zj)− Lρ(xj+1,yj+1; zj+1) + 1
ρ
‖Ej+1z ‖2
≥ µ− ρ‖R‖
2
2
2
‖Ej+1x ‖2 +
ρ
2
‖Ej+1y ‖2. (36)
Proof. See Appendix F.
At this point, we readily have the following theorem regard-
ing the optimality of the output of Algorithm 2.
Theorem 1. Let {xj ,yj , zj}+∞j=1 be a sequence generated by
Algorithm 2 and assume that
∞∑
j=1
‖Ej+1z ‖2 <∞ and {zj} is bounded.
Then, the sequence {xj ,yj}+∞j=1 is bounded and any limiting
point {x,y} of {xj ,yj}+∞j=1 is a stationary point of problem
in (30).
Proof. See Appendix G.
Remark 3. Note that our problem in (16) or (30) is non-
convex and non-smooth, which is in general almost impossible
to get a global optimal solution. The above theorem means
that any accumulation point that our algorithm generates is a
critical point, which is suboptimal to our problem in (16) or
(30).
VI. NUMERICAL SIMULATIONS
In this section, we perform numerical simulations to illus-
trate the performance gain of our algorithm by comparing
several baselines. We first consider a baseline by adopting
the convex relaxation approach in [9] to solve our MOPC in
(4). Specifically, we relax the `0-norm constraints in (4) to
linear constraints using the relaxation technique in [9]. First
the nonlinear term maxl
R[l]x
cl
in the objective function is
transformed to a linear objective function and some constraints
8by introducing an auxiliary variable t. After such linear
relaxation and linear representation, (4) is transformed as
min
x,t
−
K∑
k=1
Uk(‖xk‖1) + αt
s.t. Rx ≤ tc
Pk∑
i=1
xk,i
cˆk,i
≤ wk, ∀ k
x ≥ 0
0 ≤ t ≤ 1,
(37)
where cˆk,i = minl{cl|Rkl,i = 1} can be interpreted as the
capacity of the bottleneck link along path i of k-th flow [9]. We
solve the above problem via the conditional gradient method
(also called the Frank-Wolfe method) [23], which serves as
one of our baselines.
A. Dataset Descriptions
We perform our simulations based on the data obtained from
practical real WAN. Specifically, the flow size vector s, the
link capacity vector c, the routing matrix R and vector w (the
number of paths each flow is allowed to use) are configured
as follows:
• R: R ∈ RL×P with L = 460, and P = 19751 from a
practical network.
• Pk, (k = 1, · · · ,K): Ranging from 4 to 100. The
cumulative distribution function of {Pk}Kk=1 is plotted
in Fig. 5(a).
• c: Ranging from 1.024 × 109 bits/sec to 2.048 × 1011
bits/sec. The cumulative distribution function of link
capacity is plotted in Fig. 5(b).
• s: We generate a total number of 561 aggregate flows
and the size of each is constructed as follows: First we
generate several flows (the number of flows is randomly
chosen from [103, 104]) according to one kind of flow
size distribution randomly chosen from the five typical
flow size distributions [24] available, which are plotted
in Fig. 6(a). Next those generated flows are aggregated
to be one flow and the size of each aggregate flow is the
total size of flows in that aggregate one. Our generated
s is plotted in Fig. 6(b).
• w: We generate wk randomly from {1, 2, 3}.
B. Parameter Settings
Our simulation is performed in MATLAB on a PC with
an Intel Core i5 at 2.3GHz and 8GB of memory. For the
parameters in our objective function, α and β are set to be 500
and 0.05, respectively. The maximal iteration number is set to
be 1500. In ADMM for the convex scenario of MOPC (4),
that is the case when wk = Pk,∀k, we adjust the parameter ρ
according to the Section 3.4.1 in [17], and set the parameter
µ = 1.1× ρ‖R‖22. In the z-update, we take an additional step
length with γ = 1.618, which demonstrates better convergence
performance. The stopping criteria are
(a) The cumulative distribution function of the number of total
available paths Pk, (k = 1, · · · ,K).
(b) The cumulative distribution function of link capacity.
Fig. 5. Illustrations of the total available paths and link capacity.
• primal residual (p res):
‖yj −Rxj‖2 ≤
√
Labs + rel max{‖yj‖2, ‖Rxj‖2},
• dual residual (d res):
‖ρR>(yj − yj−1)‖2 ≤
√
Pabs + rel‖R>zj‖2,
• constraint violation (vio):
‖max(Rx− c,0)‖2/max(
√
L, ‖c‖2) ≤ tol,
where we set abs = 10−4, rel = 10−4, and tol = 10−10.
In ADMM for the non-convex scenario of MOPC (4), that
is ∃k,wk < Pk, due to non-convexity, we increase ρ during
the iteration procedure and set µ = 1.1×ρ‖R‖22. The stopping
criteria are
• primal residual (p res):
‖yj −Rxj‖2/max(
√
L, ‖yj‖2) ≤ tol1,
• y difference (y dif ):
‖yj − yj−1‖2/max(
√
L, ‖yj−1‖2) ≤ tol1,
• constraint violation (vio):
‖max(Rx− c,0)‖2/max(
√
L, ‖c‖2) ≤ tol2,
where tol1 = 10−4, and tol2 = 10−10. We utilize
9(a) Five types of flow distributions. F1: “FacebookKey-
Value Sampled”; F2: “Google SearchRPC”; F3:
“Google AllRPC”; F4: “Facebook HadoopDist All”; F5:
“DCTCP”.
(b) The distribution of our generated flow sizes.
Fig. 6. Illustrations of flow distributions.
• the total completion time, namely delay,
delay =
K∑
k=1
sk
‖xk‖1 ,
• the proportional fairness,
fairness = β
K∑
k=1
log(‖xk‖1),
• the maximal (say the worst-case) link utilization ratio,
load = max
l
R[l]x
cl
,
• the objective function value in MOPC problem,
obj = delay − fairness+ α× load,
as performance measures. Next, we present the experimental
results in detail.
C. Experimental Results
We test several baselines listed in the following:
• cvxCG: The conditional gradient method for our original
problem (4) without `0-norm constraints.
Fig. 7. The convergence procedure of our non-convex ADMM for MOPC.
• rlxCG: The conditional gradient method for the convex
relaxation model in (37).
• cvxCG c: Projecting the solution to cvxCG to meet the
`0-norm constraints.
• rlxCG c: Projecting the solution to rlxCG to meet the
`0-norm constraints.
• cvxMOPC: Our ADMM for our original problem (4)
without `0-norm constraints (because wk = Pk, ∀k).
• ncvMOPC: Our ADMM for the non-convex problem
(4).
As shown in Table I, we verify the advantages of our
method. First, the objective function value obj and other
three performance measures delay, fairness, and load in the
convex relaxation model rlxCG are nearly the same as those
in the original convex model cvxCG. Therefore, the convex
relaxation technique in [9] does not work in our problem in
(4). Second, comparing the results of cvxCG c with those of
rlxCG c shows that there are indeed some improvements of
this convex relaxation technique after projecting its solution to
meet the path cardinality constraints. In addition, the solution
of our non-convex ADMM performs the best compared with
other two projected solutions. Fig. 7 illustrates the convergence
procedure of our non-convex ADMM. It can be observed that
our method ncvMOPC gets significant performance gain in
obj, delay as well as fairness with tiny cost in load.
TABLE I
RESULTS OF MOPC USING ADMM VS CONVEX RELAXATION.
Scheme Obj Delay Fairness Load
cvxMOPC 121 329 561 0.70
cvxCG 119 322 564 0.72
rlxCG 119 321 564 0.72
cvxCG c 391 584 554 0.72
rlxCG c 369 562 555 0.72
ncvMOPC 169 361 562 0.74
VII. SUMMARY
This paper investigates a multi-objective bandwidth op-
timization and path selection problem for any given path
cardinality constraint, which is in general a highly non-
convex problem. An ADMM-based algorithm is proposed.
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The algorithm is simple and easy to be implemented, whose
subproblems include finding the maximal root of a single-
cubic equation and a one-dimensional optimization problem.
We validate the effectiveness of our algorithm both theoreti-
cally and experimentally.
APPENDIX
A. Proof of Lemma 1
Proof. We reformulate (12) as
xj+1k = arg min
xk≥0
−Uk(
Pk∑
i=1
xk,i) +
µ
2
‖xk − νjk‖2. (38)
The Lagrangian function of the optimization problem in (38)
is
L(xk;λk) = −Uk(
Pk∑
i=1
xk,i) +
µ
2
‖xk − νjk‖2 − λ>k xk,
where λk = (λk,1, λk,2, · · · , λk,Pk)> ≥ 0 is a Lagrangian
multiplier vector. From the KKT conditions of (38), we can
get
xj+1k,i = 0 or ν
j
k,i + ζ, ∀ i, (39a)
xj+1k ≥ 0, (39b)
µζ = U ′k
(
Pk∑
i=1
xj+1k,i
)
, (39c)
where ζ is some positive number. Next, we will show that
(39a) and (39b) are actually
xj+1k,i = max(0, ν
j
k,i + ζ), ∀ i. (40)
Suppose there exists some index i (i ∈ {1, 2, · · · , Pk}) such
that
νjk,i + ζ > 0 and x
j+1
k,i = 0.
Then the gradient with respect to τ of the following function
−Uk(t+ τ) + µ
2
(τ − νjk,i)2, (41)
where t is the sum of all elements of xj+1k except x
j+1
k,i , in
τ = 0 is
−U ′k(t+ 0) + µ(0− νjk,i) = −µζ − µνjk,i < 0.
It means that if we increase xj+1k,i from 0, our objective
function value would decrease, which contradicts the fact that
xj+1k,i = 0 is optimal. Then we have x
j+1
k,i = ν
j
k,i + ζ, and
readily get
xj+1k,i = max(0, ν
j
k,i + ζ), ∀ i.
Combining (39c) with (40) yields
µζ = U ′k
(
Pk∑
i=1
max(0, νjk,i + ζ)
)
. (42)
In the following, we will show how to get the value of
ζ. Without loss of generality, suppose the elements of νjk
are in descending order. Since the right hand side of (42)
decreases with ζ increasing and the left hand side increases
with ζ increasing, we can try every positive ζ = −νjk,i (i =
2, · · · , Pk) to determine the corresponding interval in which ζ
satisfies (42). Specifically, if there exists some smallest index
i′ (i′ ∈ 2, · · · , Pk) such that
µζ ≥ U ′k
(
Pk∑
i=1
max(0, νjk,i + ζ)
)
, (43)
where ζ = −νjk,i′ , then the corresponding inter-
val is (−νjk,i′−1,−νjk,i′ ]. The corresponding interval is
(−νjk,Pk ,+∞) otherwise. Then, we can obtain ζ through
finding the maximal root of a single-variable cubic equation
µζ
i′−1∑
i=1
(νjk,i + ζ)
2 = β
i′−1∑
i=1
(νjk,i + ζ)
+ sk,
or
µζ
(
Pk∑
i=1
(νjk,i + ζ)
)2
= β
(
Pk∑
i=1
(νjk,i + ζ)
)
+ sk,
otherwise.
B. Proof of Lemma 2
Proof. If wk = 1, x
j+1
k can have one and only one non-zero
element. Next, we would first show the index of this non-zero
element and then determine its corresponding value. Suppose
there exist i, i′ (i, i′ ∈ {1, · · · , Pk}) such that νjk,i′ < νjk,i,
then for ∀a > 0, we have
− Uk(a) + µ
2
(a− νjk,i′)2 +
µ
2
(νjk,i)
2
> −Uk(a) + µ
2
(a− νjk,i)2 +
µ
2
(νjk,i′)
2,
meaning that (
i′−1︷ ︸︸ ︷
0, · · ·, 0, a, 0, · · ·, 0)> is less optimal than
(
i−1︷ ︸︸ ︷
0, · · ·, 0, a, 0, · · ·, 0)>. Hence, the index of the non-zero ele-
ment is i (i ∈ {1, · · · , Pk}) that makes νjk,i be maximal. Now
problem (22) is converted into a single-variable optimization
problem:
xj+1k,i = arg min
a
−Uk(a) + µ
2
(a− νjk,i)2. (44)
To make the gradient of problem (44) be zero, we obtain a
single-variable cubic equation
µa3 − µνjk,ia2 − βa− sk/K = 0, ∀k.
xj+1k,i is the maximal real positive root (there is at least one
real positive root because −sk/K < 0).
C. Proof of Lemma 3
Proof. First, when 1 < wk < Pk, we prove the solution to
(22) satisfies that if i > wk, x
j+1
k,i = 0 by contradiction.
Suppose one solution x˜j+1k satisfies that there exists i > wk
such that x˜j+1k,i = d > 0, then there exists i
′ ≤ wk such that
x˜j+1k,i′ = 0, i.e.
x˜j+1k = (x˜
j+1
k,1 , · · · , x˜j+1k,i′ = 0, · · · , x˜j+1k,i = d, · · · , x˜j+1k,Pk)>.
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We can construct another feasible point by switching the
values of x˜j+1k,i′ and x˜
j+1
k,i . Then we get
xˆj+1k = (x˜
j+1
k,1 , · · · , xˆj+1k,i′ = d, · · · , xˆj+1k,i = 0, · · · , x˜j+1k,Pk)>.
Because of νjk,i ≤ νjk,i′ , we have
− Uk(t+ d) + µ
2
(d− νjk,i′)2 +
µ
2
(νjk,i)
2
≤ −Uk(t+ d) + µ
2
(νjk,i′)
2 +
µ
2
(d− νjk,i)2,
where t is the sum of all elements of xj+1k except x
j+1
k,i and
xj+1k,i′ . Hence, xˆ
j+1
k is better than x˜
j+1
k . By repeating this
procedure, we get our conclusion xj+1k,i = 0, i > wk.
Now problem (22) can be transformed to
(xj+1k,1 , · · · , xj+1k,wk)> =
arg min
xk,i≥0,i≤wk
−Uk(
wk∑
i=1
xk,i) +
µ
2
wk∑
i=1
(xk,i − νjk,i)2. (45)
From similar analysis in the proof of lemma 1, the solution to
(45) satisfies (24a) and (24b). This completes the proof.
D. Proof of Lemma 4
Proof. Consider problem (27). For a fixed t, the optimal y is
shown in (29). If t∗ is the optimal solution to
min
t
Φ(t) = φ(t,y(t)) s.t. t ≥ 0,
then y(t∗) is the optimal solution to problem (19) (since for
any other feasible t′ and y′, we have
φ(t′,y′) ≥ φ(t′,y(t′)) = Φ(t′) ≥ Φ(t∗) = φ(t∗,y(t∗)).
By noticing that the function
Φ(t) = φ(t,y(t)) = inf
y∈C
φ(t,y),
is convex in t (because φ is convex in (t,y), and C is a
convex nonempty set), and when t > 1, Φ(t) will increase.
This concludes the proof.
E. Proof of Proposition 1
Proof. We recast the augmented Lagrangian function (31) into
another form:
Lρ(x
j ,yj ; zj) = f(xj) + g(yj) + IX (xj) + IY(yj)
+
ρ
2
‖yj −Rxj + z
j
ρ
‖2 − ‖z
j‖2
2ρ
.
Since when xjk,i → ∞ (k ∈ {1, 2, · · · ,K},∀i ∈
{1, 2, · · · , Pk}), we have ‖Rxj‖ → +∞, which combin-
ing with the boundedness of {yj} and {zj} implies that
f(xj) + ρ2‖yj − Rxj + z
j
ρ ‖2 → +∞. Besides, other parts
of Lρ(xj ,yj ; zj) are all bounded below. We get the lower
boundedness of {Lρ(xj ,yj ; zj)}.
F. Proof of Lemma 5
Proof. For simplicity, we denote h(x) = ρ2‖yj−Rx+zj/ρ‖2,
then the x-update (21) is actually
xj+1 = arg min
x∈X
f(x) + 〈∇h(xj),x− xj〉+ µ
2
‖x− xj‖2,
which yields that
f(xj) ≥
f(xj+1) + 〈∇h(xj),xj+1 − xj〉+ µ
2
‖xj+1 − xj‖2. (46)
Since ‖∇h(x) − ∇h(x′)‖ ≤ ρ‖R‖22‖x − x′‖,∀x,x′, from
Lemma 1 in [22], we have
h(xj+1) ≤ h(xj)
+ 〈∇h(xj),xj+1 − xj〉+ ρ‖R‖
2
2
2
‖xj+1 − xj‖2. (47)
Summing up (46) and (47) gives
Lρ(x
j ,yj ; zj)− Lρ(xj+1,yj ; zj)
= f(xj) + h(xj)− f(xj+1)− h(xj+1)
≥ µ− ρ‖R‖
2
2
2
‖Ej+1x ‖2. (48)
The y-update (19) is
yj+1 = arg min
0≤y≤c
g(y) +
ρ
2
‖y −Rxj+1 + zj/ρ‖2,
whose optimality condition deduces that ∃ gj+1 ∈ ∂g(yj+1)
such that(
gj+1 + ρ(yj+1 −Rxj+1 + zj/ρ))> (y′ − yj+1) ≥ 0,
(49)
where 0 ≤ y′ ≤ c. Then we have
Lρ(x
j+1,yj ; zj)− Lρ(xj+1,yj+1; zj)
= g(yj)− g(yj+1)
+
ρ
2
‖yj −Rxj+1 + zj/ρ‖2 − ρ
2
‖yj+1 −Rxj+1 + zj/ρ‖2
= g(yj)− g(yj+1)
+
ρ
2
‖yj − yj+1‖2 + ρ〈yj+1 −Rxj+1 + zj/ρ,yj − yj+1〉
≥ (gj+1)>(yj − yj+1)
+
ρ
2
‖yj − yj+1‖2 + ρ〈yj+1 −Rxj+1 + zj/ρ,yj − yj+1〉
(49)
≥ ρ
2
‖Ej+1y ‖2, (50)
where the second equality is derived from
‖v‖2 − ‖w‖2 = ‖v −w‖2 + 2〈w,v −w〉, ∀v,w ∈ RL.
For the z-update, we have
Lρ(x
j+1,yj+1; zj)− Lρ(xj+1,yj+1; zj+1)
= (zj − zj+1)>(yj+1 −Rxj+1)
= −1
ρ
‖Ej+1z ‖2. (51)
By summing up (48), (50), and (51), we complete the proof.
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G. Proof of Theorem 1
Proof. From
∑∞
j=1 ‖Ej+1z ‖2 <∞, we can get limj→+∞E
j+1
z =
0. Next, we first show that
lim
j→+∞
Ej+1x = 0 and lim
j→+∞
Ej+1y = 0. (52)
Since {Lρ(xj ,yj ; zj)} is bounded below and∑∞
j=1 ‖Ej+1z ‖2 <∞, it follows from (36) that
∞∑
j=1
‖Ej+1x ‖2 <∞,
∞∑
j=1
‖Ej+1y ‖2 <∞, (53)
which implies (52). The boundedness of {xj}+∞j=1 can be
obtained from the boundedness of {yj}+∞j=1 , {zj}+∞j=1 as well
as the z-update in (20). In addition, because of the z-update
in (20), we can have
lim
j→∞
yj −Rxj = 0. (54)
For any limiting point {x,y} of the sequence, since
{xj ,yj , zj} is bounded, there is a sequence {xji ,yji , zji}
whose limiting point is {x,y, z}. Clearly, from (54), we can
get
y = Rx,
which is in fact (32c) in KKT conditions. Taking limit on
both sides of (33), (35) and applying the Remark 1 in [22],
we obtain (32a), (32b) in the KKT conditions.
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