An empirical (target-) BRDF normalization method has been implemented for Imaging Spectrometry data processing, following the approach of Kennedy, published in 1997. It is a simple, empirical method with the purpose of a rapid technique, based on a least-squares quadratic curve fitting process. The algorithm is calculating correction factors in either multiplicative or additive manner for each of the identified land cover classes, per spectral band and view angle unit. Image pre-classification is essential for successful anisotropy normalization. This anisotropy normalization method is a candidate to be used as baseline correction for future data products of APEX, a new airborne Imaging Spectrometer suitable for simulation and inter-calibration of data from various other sensors. A classification algorithm, being able to provide anisotropy class indexing that is optimized for the purpose of BRDF normalization has to be used. In this study, the performance of the standard Spectral Angle Mapper (SAM) approach with RSL's spectral database SPECCHIO attached is investigated. Due to its robustness regarding directional effects, SAM classification is estimated to be the most efficient. Results of both the classification and the normalization process are validated using two airborne image datasets from the HyMAP sensor, taken in 2004 over the "Vordemwald" test site in northern Switzerland.
INTRODUCTION
Anisotropic reflectance behavior is typical for most natural surfaces. Assuming a given fixed illumination direction and homogeneous target, the reflected energy measurable by a sensor changes with varying sensor angular position. Likewise, the received energy for a sensor at fixed position depends on the illumination direction. The target-and wavelength-specific characteristics of this physical phenomenon may be expressed by the conceptual quantity of the Bidirectional Reflectance Distribution Function (BRDF). Measureable or derived quantities like the Bi-directional Reflectance Factor (BRF) are commonly used to quantify reflectance anisotropy. For a consistent and physically wellsubstantiated nomenclature the reader may be referred to Schaepman-Strub et al. (Schaepman-Strub, Schaepman et al. 2006) or the classic, basal paper of Nicodemus (Nicodemus, Richmond et al. 1977) . Knowledge of the target-specific directional reflectance behavior enables the estimation of e.g. structural variables of the specific target imaged by a sensor. However, often reflectance anisotropy is considered an interfering effect in airborne or spaceborne imaging spectrometer data. Changes in across-track radiometry, which are caused by the sensor view angle variation, lead to misclassification or false estimation of biophysical, biochemical or structural surface properties (Huber, Kneubühler et al. 2008) . With increasing accuracy of methods for atmospheric correction, the relative errors caused by reflectance anisotropy become even more severe. A number of methods exist to normalize for these effects. Purely empirical, scene based methods may serve as fast correction procedures of target induced reflectance anisotropy, with a high degree of automation and low requirements with respect to a-priori information. They are especially suitable for single-pass airborne imagery, where multi-angular reflectance information is not available in order to parameterize a BRDF model with a more physical basis for inversion (Liang and Strahler 1994; Gao, Schaaf et al. 2003) . Due to the strong coherence between target properties and reflectance anisotropy, empirical approaches like the wavelength-specific polynomial curve fitting method, which was first described by Leckie (Leckie 1987) and thoroughly evaluated by Kennedy (Kennedy, Cohen et al. 1997 ) rely on a proper spectral pre-classification. This classification procedure must necessarily be maximally insensitive to the reflectance anisotropy occurring in the data. Its class discriminating scheme must be designed in a way that it can discern reflectance differences caused by across-track reflectance anisotropy and those caused by within-class variation that also would be present in the data under constant illumination and sensor angles. The problem position is to some extent of a "dilemma" nature: a good spectral classification is necessary for a successful nadir normalization of the data, but a proper spectral classification is only possible on nadir-normalized data. The goal of the present study is to investigate the potential of the Spectral Angle Mapper (SAM) classification algorithm to provide a set of spectral classes that allow for a proper empirical normalization of reflectance anisotropy. The performance of SAM is evaluated on a HyMap dataset acquired in 2004 over the "Vordemwald" test site in northern Switzerland (Huber, Kneubü hler et al. 2008) . The major research questions may be formulated as follows:
1. How sensitive is the SAM algorithm to target-induced reflectance anisotropy, with a focus on natural surfaces? 2. Can the obvious brightness gradient in the RGB representation of the image be reduced to a sufficient degree, in a rural landscape environment dominated by heterogeneous forest and a patchwork of agricultural areas? 3. Can the spectral integrity be retained or restored? 4. Can the SAM be used for indication of target-specific directional reflectance behavior with a special focus on different types of natural surfaces/vegetation?
DATA AND PRE-PROCESSING
In July 2004, three datasets were acquired by the HyMap Imaging Spectrometer at the "Vordemwald" test site in northern Switzerland. Two parallel flight lines were recorded with a flight heading of 0° for the left scene (referred to as VDW1) and 180° for the right scene (VDW2). Both images are overlapping by about 500 m. One data set has been recorded perpendicular, with the sensor scanning in the so-called sun principle plane, which is the plane that contains illumination source, sensor and the observed target. This dataset has not been taken into account for the present investigation but will be used for evaluation purposes in the future. Solar zenith and azimuth angles are 39° and 126°, respectively. The HyMap instrument, a whiskbroom-type scanner, is acquiring 512 pixels per scan line, featuring 126 contiguous spectral bands that are recording simultaneously in the solar reflective wavelength domain between 450 and 2500 nm, with a FOV of 61.3°. Image data were taken from the aircraft at an operation altitude of 2500 meters above ground. This results in a spatial resolution of 7.2 m in along-track and 6.0 m in across-track direction. All image data have been resampled during the parametric geometric correction and geocoding process following PARGE (Schläpfer and Richter 2002; Schläpfer 2003) to an effective square pixel size of 5x5 meter. Atmospheric correction has been carried out using the ATCOR-4 software (Richter 2008 ) with a rural standard atmosphere and a terrain model of equal ground pixel size. Effects of view angle dependent path radiance as well as the adjacency effect are accounted for during atmospheric correction. An isotropic ground reflectance model is assumed. The output of atmospheric correction can be described as "top-of-canopy hemispherical-directional reflectance factor" (TOC HDRF). Remaining reflectance anisotropy in the data may then be attributed to the target specific directional reflectance behavior exclusively. In order to minimize the influence of topography-induced reflectance changes, the northern part (about 25% of each image strip), which contains a forested hill of about 300 m elevation over the surrounding plain, has been excluded from further analysis.
SPECTRAL ANGLE MAPPER CLASSIFICATION
The Spectral Angle Mapper classification algorithm (Kruse, Lefkoff et al. 1993 ) uses the spectral angle to determine the spectral similarity between an image pixel spectrum t and a reference spectrum r in an n-dimensional feature space, with n = number of available spectral bands, using the following equation: Smaller angles represent closer matches to the reference spectrum; a pixel is assigned to the class that exhibits the smallest spectral angle. Each band of each pixel can be considered as a vector which has a certain length and direction. SAM performs a band-wise comparison only of the vector's direction, so that the length of the vector does not influence the final spectral angle. That makes the SAM relatively robust against variation in the total illumination intensity. However, it is robust only against linear, multiplicative differences between spectra. Target-induced reflectance anisotropy is wavelength-dependent for the majority of targets, especially for natural surfaces, and introduces a nonlinear relationship in the total illumination intensity between targets of the same species composition but differing illumination and/or viewing angles. The SAM algorithm therefore is sensitive to BRDF effects, as has been shown by other authors before (Langhans, Van der Linden et al. 2007 ). However, the SAM offers a user-definable threshold in spectral angle to be used as determinant for the assignment of a pixel to a spectral class. Theoretically, any pixel with arbitrary spectrum might be assigned to a spectral class when the approved spectral angle is chosen large enough. A threshold needs to be defined for each of the reference spectra so that it covers all pixels of the intended surface type or spectral class, neglecting differences caused by reflectance anisotropy, and at the same time excludes those of other spectral classes that exhibit similar spectra. The nadir-normalization method used in this study requires spectra to be separated by their wavelength-dependent distribution of the total reflectance factor. A spectral class should contain all spectra that for all bands show a comparable reflectance factor, with the exception of differences caused by wavelength-specific reflectance anisotropy for this class. The magnitude of the tolerable per-waveband differences of this effect for a specific spectral class is expressed by the spectral angle. With this prerequisite, a suitable classification algorithm needs to separate classes by differences in their respective spectral angle, simultaneously neglecting modification in the magnitude of the reflectance factor, and that ability makes SAM a qualified method for the given problem position. In order to assess the algorithm's sensitivity to directional reflectance behavior, a set of reference spectra, covering most of the obvious natural surfaces types, has first been extracted from the VDW1 data set. Targets in visually homogeneous regions, if possible close to nadir position, have been selected subsequently in a way that in the end less than 10% of all image pixels remained unclassified with a maximum allowed absolute deviation in spectral angle of 0.1 from that reference spectrum featuring the best match. Smaller angles in general provided a fragmentary classification, with contiguous agricultural fields divided in several parts, and a perforated solution for forested areas. From visual inspection of the classification result, a value of 0.1 performed best. Based on the acquired set of reference spectra, the SAM algorithm has then been applied to the data and the resulting spectral classification has been used to control the empirical BRDF correction process. The same set of reference spectra is applied independently for classification of the VDW2 dataset. 22 spectral classes have been identified, which can be assigned to surface types as indicated in Table 1 . A "global" forest reference spectrum has been generated by averaging forest spectra that span the full image strip in across-track direction. The selection of more than one reference spectrum for the forested areas always led to an anisotropy-driven assignment of pixels to the respective forest classes, which expresses the sensitivity of the SAM to wavelength-dependent reflectance anisotropy. Figure 2 (left) shows the classification result for the VDW1 dataset. The legend does not include spectral classes that cover less than 1.5% of all image pixels. Figure 2: SAM classification result for the VDW1 dataset after manual selection of reference spectra, following the approach as described above. Larger areas in forested areas close to the right image border remained unclassified, which is most likely due to spectral angle deflection caused by the low signal to noise ratio respectively the high noise amount present in highly shaded pixels. River pixels also remained partly unclassified, mostly in shallow water and shore regions. The legend does not include spectral classes that cover less than 1.5% of all image pixels. 
EMPIRICAL ANISOTROPY NORMALIZATION
Empirical, scene-based BRDF normalization has been carried out following the approach of Kennedy (Kennedy, Cohen et al. 1997) . Figure 3 depicts the workflow of the empirical anisotropy normalization. Using a previously generated spectral classification, a mean reflectance by view angle calculation is performed, per spectral class and waveband, assuming that directional effects are zero when the view angle is zero, for the given illumination geometry. A quadratic model, which optimizes the residual error in a least-squares sense, is then fit to the data. After an offset correction of the fitted mean reflectance at nadir to the calculated TOC reflectance at nadir, the coefficients are transformed into a correction factor per class, waveband and view angle (respective across-track pixel number). Correction factors can then be calculated and applied in either multiplicative or additive manner. Due to the better performance that was evaluated in studies carried out by e.g. Kennedy or Schiefer (Schiefer, Hostert et al. 2006) only the multiplicative approach has been followed. Figure 4 illustrates for three different spectral classes (forest, green crops and soil surface type) the measured mean TOC reflectance per view angle unit (left) and the resulting correction factors (right). The correction method accounts for the wavelength-dependence of the BRDF effects. 
RESULTS
The SAM was able to provide reasonable classification results only when it was controlled with a set of reference spectra taken from the image data. Two reasons can be identified: 1. Sampling coverage. The set of reference spectra acquired during fieldwork does not cover a sufficient percentage of the targets found in the image data. The field campaign in 2004 was not designed to serve that purpose. 2. Mixture model. Especially the fact that with a ground resolution of 5 meters one is nearly exclusively dealing with mixed pixels has a negative influence on the classification success. Spectra measured in the field (at leaf level for tree species) have been spectrally resampled to the airborne sensor's band configuration, but could not match image spectra in terms of a small spectral angle due to the linear mixture of spectra from all species contributing to the respective pixel.
Sensitivity of SAM to reflectance anisotropy
The SAM in general proved not to be robust against the wavelength-specific reflectance anisotropy. Its sensitivity regarding target-BRDF induced directional effects has been assessed by comparing classification results in the overlapping region of the co-registered images. The forest class's misclassification error (i.e. percentage of pixels that are assigned to the "forest type" spectral class in the VDW1 overlap region but not in VDW2) is the lowest of all classes. This is due to the manual selection of a forest reference spectrum, which has intentionally been chosen in order to minimize the influence of anisotropy. This has only been possible for the forest class because it is spanning in both image strips completely from the very negative to very positive sensor zenith angles. Therewith, an averaged reference spectrum could be generated from a large variety of single spectra, increasing the probability that the spectral angle to each of the pixel spectra remains small. It is not possible to control the reference spectrum selection for other, topologically non-connected targets in this way. Also in forested areas the SAM algorithm shows a high sensitivity to reflectance anisotropy, when more than one region of interest was selected in order to create a set of reference spectra and the error in the overlap region also exceeded 45% for the forest type spectra in this case. Table 2 : Percentage of surface types and classification inequalities in the overlap region of the co-registered datasets. This statistics does not include pixels that remained unclassified.
The misclassification error as depicted in Table 2 in general is high; the SAM algorithm can be considered as rather sensitive to the non-linear wavelength-dependent shift in reflectance caused by target-specific directional reflectance behavior, which causes changes in the spectral angle.
Anisotropy normalization
For visual inspection of the effectiveness of the empirical anisotropy normalization method, a subset of the corrected data is visualized in Figure 5 . The brightness gradient could be reduced by a noticeable amount (compare to the uncorrected mosaic depicted in Figure 1 ), but it could not totally be removed from the data and is still clearly visible, primarily in the forested areas. Besides of the gradient in forested areas, there are agricultural fields that feature a rugged transition in reflectance. In order to assess the effect of the empirical anisotropy normalization from a spectral/biophysical point of view, the changes in a standard vegetation index (VI), which uses both reflectance values in the visible and in the NIR range of the electromagnetic spectrum, are investigated. Appropriate modification in band ratios through empirical anisotropy normalization indicate whether or not the spectral integrity can be retained, or even restored in case it is disturbed by directional effects. The standard broadband Normalized Difference Vegetation Index NDVI (Tucker 1979 ) is a classical "greenness" index and is defined by the following formula: (R NIR -R RED )/(R NIR + R RED ), with R being the measured HDRF, NIR indicating the waveband recording at 781 nm and RED indicating the waveband recording in the visible at 672 nm. For VI's in general, a high sensitivity to view and illumination directionality has been reported by e.g. Kimes (Kimes 1983 ) and Qi (Qi, Moran et al. 1995) or in a recent study based on spaceborne CHRIS/PROBA data (Verrelst, Schaepman et al. 2008) ; for NDVI the sensitivity is caused by differing behavior of photons scattering in the NIR compared to photons scattering in the red waveband region, when impacting vegetation canopies. NIR photons are much more affected by multiple scattering than photons in the visible range. Figure 6 shows for the VDW1 (left) and VDW2 scene the gradient in mean NDVI before and after empirical nadir normalization, averaged over a window of about 30x30 pixel in size. Averaging windows have been defined on the left (around -28° view angle), right (+28°) and in the center (0°, nadir) of both images, before and after correction. NDVI values at the right side of VDW1 and the left of VDW2 are averaged over the same window and therefore should feature similar NDVI values. The graph indicates that the effectiveness of the correction is different in both images, but insufficient in both cases. In the VDW1 case, a normalization of NDVI at off-nadir view angles to the nadir value is roughly approximated. In the VDW2 case this is true for the negative view angle but correction is nearly without effect for the positive off-nadir view angles. A second investigation has been performed in order to assess the effect of anisotropy normalization on NDVI normalization for targets that were assigned during SAM classification to different spectral classes. As for the assessment of the SAM's sensitivity to directional effects, the overlap region has been investigated. Three windows have been defined (Figure 7 , right sub-image) and the change in NDVI in the VDW1 and VDW2 scene before and after correction is compared (Figure 7 , main plot). The red, upper window represents the forest type, blue (bottom) the "green crop 1" type and green (center) the "green crop 2" type. The reflectance behavior of the latter features nearly linear wavelength dependence with changing view angle for the given illumination direction since NDVI does hardly differ in the original VDW1 and VDW2 scene. The graphic shows that even if the correction is insufficient for the degree of anisotropy occurring in the different surface types, it does not introduce further errors for the selected spectral classes, which feature very different directional reflectance behavior. Figure 7: Effect of anisotropy normalization on NDVI for three selected surface types, measured in the overlapping region of the VDW1 and VDW2 dataset. A subset of the NDVI map is shown (right) with NDVI from 0 (black) to 1 (white). The red, upper window represents forest, while the blue (lower) window represents the type 1 green crop spectral class and green the type 2 green crop spectral class.
Indication of directional reflectance behavior
The spectral angle quantifies the similarity of two spectra in an n-dimensional feature space. Therefore, the rate of its change with varying view angle should reflect the magnitude of the target's anisotropic reflectance behavior in acrosstrack direction, valid for the given illumination geometry. Class-wise plotting of the along-track-averaged spectral angle distribution in across-track direction did not exhibit any accordance in the curve's shape or slope in the direct comparison of different spectral classes assigned to the same surface type. At least direct comparison of the class-wise mean and standard deviation values in VDW1 and VDW2 shows a strong coherence, which is more true for green vegetation classes than for the soil or vegetation classes that don't exhibit an articulate green peak. This coherence is expected since we are looking at the same target respectively species mixture. It is estimated to be difficult, however, to gather structural or type information for a spectral class only based on the across-track characteristics of its spectral angle. In Figure 8 , mean and standard error of the spectral angle distribution is plotted for the spectral classes of four different landcover types. The mean is in comparable range for all of the spectral classes, while major differences can be observed for the standard error. The standard error of the spectral angle is a measure for the variety of spectral angles for a specific class as observed in across-track direction, which for pure pixels would be a measure of the magnitude of reflectance anisotropy. For the case of mixed pixels and differing mixture models from pixel to pixel such a conclusion cannot be made.
CONCLUSIONS AND OUTLOOK
The SAM algorithm exhibited a distinct sensitivity to the directionally induced reflectance differences present in the test data. Although it is capable of dealing with anisotropic reflectance behavior through the concept of a variable spectral angle, this is not without limitations. When the spectral angle is chosen too large, pixels of similar spectral classes are inadvertently added to the class under consideration. When it is chosen too small, a fragmented solution might be the result. A value of 0.1 [rad] performed best for all spectral classes. The number of reference spectra selected for similar surface types (e.g. different vegetation types) has a strong influence on the final classification result. Selecting more than one reference spectrum for the forest always performed worse in terms of an anisotropy-robust solution, independent of the approved spectral angle. In addition, problems during polynomial fit occurred when pixels of a spectral class were rather "sparsely" distributed and there was not enough sampling to generate a stable across-track statistics. After empirical anisotropy correction using the described classification proceeding, still differences in reflectance are visible in the data. One reason for this might be the within-class variability, which cannot be quantified nor excluded from the wavelength-specific gradient estimation. Within-class variability also includes the shadow fraction, which is not assessable but may be non-homogeneously distributed and influences the estimation of the mean-reflectance. The low reflectance values of shaded pixels that remain unclassified cannot add to the reflectance statistics of the class they would belong to, which causes an underestimation of the reflectance gradient. This is most likely the reason why the gradient in forested areas could be corrected only insufficiently. The underestimation of the reflectance gradient also causes an inappropriate effect on NDVI normalization. The influence of reflectance anisotropy could be lowered in general, but not to a satisfactory degree. SAM classification using reference spectra out of the image data is of a non-supervised classification type. User interaction is nevertheless required in order to manually choose the region from which a reference spectrum for a dedicated class is to be generated in order to minimize the classification error. A method that works in a fully automated way would be of greater value. The application of SAM in an adaptive way by processing in across-track direction, with a continuous update of the reference spectrum by an average of the spectra assigned to the class under consideration, could enable the fully automatic correction in a next step. When applying SAM in this way, a very small spectral angle threshold would be required and SAM could be able to handle changes in spectral angle due to wavelength-dependent reflectance anisotropy.
A general drawback of empirical methods like the one presented here is that it only accounts for view angle effects and not for illumination geometry induced changes in reflectance or target-specific BRDF behavior. Therewith it only enhances the within-scene comparability respectively the comparability of scenes acquired with the same sensor within a sufficient short period of time, neglecting minor changes in illumination angle. A physical phenomenon like the hotspot, which often occurs in Imaging Spectrometer data, cannot be handled by the empirical method. It is yet to be determined whether or not a higher order polynomial fit can provide a solution for this case.
