Abstract-We consider the problem of transmitting data at rate R over a state dependent channel p(ylx, s) with the state information available at the sender and at the same time conveying the information about the channel state itself to the receiver. The amount of state information that can be learned at the receiver is captured by the mutual information I(S'; Yf) between the state sequence S' and the channel output Yn. The optimal tradeoff is characterized between the information transmission rate R and the state uncertainty reduction rate A, when the state information is either causally or noncausally available at the sender. This result is closely related and in a sense dual to a recent study by Merhav and Shamai, which solves the problem of masking the state information from the receiver rather than conveying it.
I. INTRODUCTION
A channel p(y x, s) with noncausal state information at the sender has capacity C = max (I(U; Y) -I(U; S)) (1) p (u,xIs) as shown by Gelfand and Pinsker [6] . Transmitting at capacity, however, obscures the state information Sn as received by the receiver yn. In some instances we wish to convey the state information Sn to yn. For example, Sn could be timevarying fading parameters or an original image that we wish to enhance. Another motivation comes from cognitive radio systems [5] , [10] , [4] , [7] with the additional assumption that the secondary user Xn communicates its own message and at the same time facilitates the transmission of the primary user's signal sn. Here we wish to minimize the receiver's uncertainty about the state by reducing the size of the receiver's list of likely candidates of the state sequence sn.
More precisely, we study the communication problem depicted in Figure 1 . Here the sender has access to the channel Hi=l P(si) (2) .
The problem of communication over state-dependent channels with states known at the sender has attracted a great deal of attention. This research area was first pioneered by Shannon [11] , Kuznetsov and Tsybakov [8] , and Gelfand and Pinsker [6] . Several advancements in both theory and practice have been made over the years. Most notably, Costa [1] studied the now famous "writing on dirty paper" problem and showed that the capacity of an additive white Gaussian noise channel is not affected by additional interference, as long as the entire interference sequence is available at the sender prior to the transmission. This fascinating result has been further extended with strong motivations from applications in digital watermarking and multi-antenna broadcast channels.
In [13] , [14] , we formulated the problem of simultaneously transmitting pure information and helping the receiver estimate the channel state under a distortion measure. Although the characterization of the optimal rate-distortion tradeoff is still open in general (cf. [12] ), a complete solution is given for the Gaussian case (the writing on dirty paper channel) under quadratic distortion [13] . In this particular case, optimality was shown for a simple power-sharing scheme between pure information transmission via Costa's original coding scheme and state amplification via simple scaling.
Recently, Merhav and Shamai [9] considered a related problem of transmitting pure information, but this time under the additional requirement of minimizing the amount of information the receiver can learn about the channel state. In this interesting work, the optimal tradeoff between pure information rate R and the amount of state information E is characterized for both causal and noncausal setups. Furthermore, for the Gaussian noncausal case (writing on dirty paper), the optimal rate-distortion tradeoff is given under quadratic distortion. (This may well be called "writing dirty on paper".)
The current paper thus complements [9] in a dual manner. It is refreshing to note that our notion of uncertainty reduction rate A is essentially equivalent to Merhav and Shamai's notion of E; both notions capture the normalized mutual information I(S; Y'). (See the discussion in Section III.)
The crucial difference is that A is to be maximized while E is to be minimized. Both problems admit single-letter optimal solutions.
The rest of this paper is organized as follows. In the next section, we establish the optimal (R, A) region for the case in which the state information S' is noncausally available at the transmitter before the actual communication. Section III extends the notion of state uncertainty reduction to continuous alphabets, by identifying the list decoding requirement Sn C Ln (yn) with the mutual information rate I _J(Sn; yn).
In particular, we characterize the optimal (R, A) region for
Costa's "writing on dirty paper" channel. Since the intuition gained from the study of noncausal setup carries over to the case in which the transmitter has causal knowledge of the state sequence, the causal case is treated only briefly in Section IV, followed by concluding remarks in Section V.
II. OPTIMAL (R, A) TRADEOFF: NONCAUSAL CASE
In this section, we characterize the optimal tradeoff region between the pure information rate R and the state uncertainty reduction rate A with the state information noncausally available at the transmitter, as formulated in Section I. (5) for some joint distribution p(s)p(u, x s)p(y x, s), where the auxiliary random variable U has cardinality bounded by LI1 < X + S.
It is easy to see that we can recover the Gelfand-Pinsker capacity formula C = max{R: (R, A) C 'R* for some A >O} = max (I(U; Y) -I(U; S)).
p(x,UIs) On the other extreme, we have the following result. Corollary 1. Under the condition of Theorem 1, the maximum uncertainty reduction rate A* = max{A: (R,A) C IR* for some R > O} is given by A = min{max I(X, S; Y), H(S)}. p(xls) (6) Thus, the receiver can learn about the state Sn essentially at the maximum cut-set rate maxp(,I5) I(X, S; Y).
Before we prove Theorem 1, we need the following two lemmas. The first one extends Fano's inequality [3 Proof. Readers are referred to [2] . D
The second lemma is crucial to the proof of Theorem 1 and contains a more interesting technique than Lemma 1. 
for some joint distribution p(s)p(x, u s)p(y x, s) where the auxiliary random variable U has finite cardinality. Then R = Ro.
Proof. Omitted. Refer to [2] . DNow we are ready to prove Theorem 1. 
I(U, Y; S) + I(U; Y) -I(U; S) -R = I(U, S; Y) -R. By varying 0 < R < I(U; Y) -I(U; S), it can be readily seen that all (R, A) pairs satisfying R < I(U; Y) -I(U; S) A < H(S) R + A < I(U, S; Y)
for any fixed p(x, u s) are achievable.
For the proof of converse, we have to show that given any ,R~~~p (n), p (n) ->0 h sequence of (2nR, 2nA, n) codes with e,w),Ws > 0, the (R, A) pairs must satisfy
R < I(U; Y) -I(U; S) A < H(S) R + A < I(X, S; Y)
for some joint distribution p(s)p(x, U s)p(y X, s).
The pure information rate R can be readily bounded from the previous work by Gelfand and Pinsker [6 n--oo 1n n-x o1n Hence, 'R* D 'R* for the given partition. By taking a sequence of partitions with mesh -> 0, we have the desired achievability.
It turns out there is an alternative coding scheme based on the Wyner-Ziv source coding with side information [15] that can also achieve the tradeoff region 'R*. For the details, refer to [2] . Proof sketch. The achievability follows from Proposition 1 with trivial extension to the input power constraint. In particular, we use the simple power sharing scheme proposed in [13] , where a fraction -y of the input power is used to transmit the pure information using Costa Y) for each 'y, we recover (9) and (10) . (12) R+A < I(X,S;Y) (13) for some joint distribution p(s)p(u)p(x u, s)p(y x, s), where the auxiliary random variable U has cardinality bounded by l( < x Isi.
Since the proof of Theorem 2 is essentially identical to that of Theorem 1, we skip it here.
As one extreme point of the tradeoff region ZR*, we recover the Shannon capacity formula [11] for channels with causal side information at the transmitter as follows: C = max I(U; Y), (14) p(U)p(xlu,s) which is in general less than (1) . On the other hand, the maximum uncertainty reduction rate A* is identical to that for the noncausal case given in Corollary 1. Corollary 2. Under the condition of Theorem 2, the maximum uncertainty reduction rate A* is given by A min{max I(X, S; Y), H(S)}.
Thus, the receiver can learn about the state essentially at the maximum cut-set rate, even under the causality constraint.
V. CONCLUDING REMARKS
Because the channel is state dependent, the receiver is able to learn something about the channel state from directly observing the channel output. Thus, to help the receiver narrow down the uncertainty about the channel state at the highest rate possible, the sender must jointly optimize between facilitating state estimation and transmitting refinement information, rather than merely using the channel capacity to send the state description. In particular, the transmitter should summarize the state information in such a way that the summary information results in the maximum uncertainty reduction when coupled with the receiver's initial estimate of the state. More generally, by taking away some resources used to help the receiver reduce the state uncertainty, the transmitter can send additional pure information to the receiver and trace the entire (R, A) tradeoff region.
There are three surprises here. First, the receiver can learn about the channel state and the independent message at a maximum cut-set rate I(X, S; Y) over all joint distributions p(x, s) consistent with the given state distribution p(s). Second, to help the receiver reduce the uncertainty in the initial estimate of the state (namely, to increase the mutual information from I(S; Y) to I(X, S; Y)), the transmitter can allocate the achievable information rate I(U; Y) -I(U; S) in two alternative methods random binning and its dual, random covering. Thirdly, as far as the sum rate R + A and the maximum uncertainty reduction rate A* are concerned, there is no cost associated with restricting the encoder to learn the state sequence on the fly.
