Abstract-We consider overloaded CDMA systems where detection is performed with linear receivers and we find that in such systems it is possible to detect only a fraction of all users simultaneously, at most the spreading factor, with a probability of error that vanishes to zero as the channel noise goes to zero. To overcome this problem nonlinear detectors are required and we propose a simple iterative detector (that we call conditional conventional detector), based on filters matched to users' signatures. Simulations show that indeed the proposed detector can be asymptotically efficient for all users at the same time.
I. INTRODUCTION
In CDMA systems is of practical interest the problem of analyzing the asymptotic proprieties of detectors as the channel noise goes to zero because some detectors are not able to separate correctly all users in the presence of relative high MUI (multiuser interference) and therefore the probability of error (either joint or single user) does not reduce asymptotically to zero. This is generally due both to users' signatures and the distribution of received powers and how each of them influences the asymptotic behaviour depends also on the specific detector. Receivers are said to be asymptotically efficient if they provide a probability of error that goes to zero as the channel noise vanishes. It has been shown by Lupas and Verdu [1] that for underloaded CDMA systems the decorrelator is always efficient while the single-user matched filter detector must satisfy the open-eye condition (see also [2] ). When users' signature are fixed there may exists some power distributions for which the detector is asymptotically efficient. Such power distribution can occur when one or more users are faraway from others (near-far problem).
In overloaded CDMA systems, when the number of users is greater than the processing gain, suboptimal detection becomes more difficult because it is more difficult to separate the users because of the high correlation among the signatures. Such a scenario is of great interest because there are time that the processing gain cannot be increased due to bandwidth constraints. Remember that bandwidth and bit-rate are determined by the chip frequency and the length N . If they are fixed, the only way to obtain an increase in the number of users on the channel is to increase power. The complexity of the decoding process, however, remains crucial. In [3] Kapur and Varanasi point to group-detection strategies to solve the problem, since linear detectors (such as the linear MMSE decision-feedback receiver) are in general not able to separate the users [4] .
In this paper we show that in an overloaded CDMA system, when detection is performed with linear receivers, it is possible to detect only a fraction of all users simultaneously, at most the spreading factor, with a probability of error that vanishes to zero as the channel noise goes to zero.
II. OVERLOADED CDMA Let us consider the signal received from M users over an AWGN channel
where b m ∈ {−1, +1} is the information bit transmitted by the m-th user, f m (t) is the corresponding signature waveform, a m > 0 is the user's signal amplitude and n (t) is an additive white Gaussian noise with zero mean and unitary variance.
A discrete-time model can be obtained if the received signal is projected onto a set of N orthonormal basis functions that span the signatures {f m (t)} M m=1 . The number N (named spreading factor) of basis function is less than or equal to the number of users M and is called the processing gain of the system. The resulting model is
where y is an N -dimensional observed column vector,
T is the M -dimensional binary information vector and n is N -dimensional noise and the matrix A = diag (a 1 , ..., a M ), controls the energy for each user: users may be at different distances from the base station and different gains are used on each one of them. Matrix F contains in each column f i , i = 1, . . . , M, the "signatures" for the various users. The model allows for users' signatures to be real-valued and to have different energies. When M < N the problem is so-called underloaded, for M = N is "fully-loaded" and M > N "overloaded". Linear detectors are an attractive choice for CDMA systems because of their low computational complexity with respect to the optimal detector which has exponential complexity in the number of users. Linear detectors can be geometrically interpreted as hyperplanes that split the projected subspace of users' signals into two semispaces for each user. Unfortunately there does not exist a set of hyperplanes that separates all the users. The asymptotic convergence of the error probability to zero is guaranteed when all users are separable by some hyperplane, a condition that for CDMA underloaded is frequently satisfied, but for the overloaded case cannot exist for all, as explained in more detail later.
In this paper we focus on conditions on F and A to establish if a receiver, iterative or non-iterative, based on linear blocks can be asymptotically efficient in overloaded CDMA. Assuming that the noise term is Gaussian with a spherical distribution, i.e. E[nn T ] = I N , an asymptotically efficient receiver [2] is able to detect the users' bits with arbitrarily small error probability, when σ 2 → 0.
III. LINEAR SEPARABILITY
Linear detectors can be viewed as hyperplanes on the subspace spanned by users' signatures. Therefore the existence of hyperplanes that split the projection subspace of users' signals into two sets for each user when no channel noise is given, is a condition that assures an asymptotic multiuser efficiency. This geometrical point of view allows us to state formally a separability criterion for linear detectors that have the property of reducing asymptotically each user's BER.
Definition 1: Let U = {1, 2, ..., M } be a set of users. User i is asymptotically linearly separable (or simply linearly separable) if for σ 2 → 0, there exists an N -dimensional vector
When the decision rule in the detection of each user is of the typeb
a user that is asymptotically linearly separable is a user for whom the probability of error can reduce to zero as the channel noise goes to zero. In other words users' geometrical separability by a hyperplane is a sufficient and necessary condition to have vanishing BER and the hyperplane c i is the linear detector that achieves that performance. Though definition (1) could be used to check whether a hyperplane c i make the i-th user asymptotically separable, an alternative equivalent condition can be use as well, as stated by the following theorem [5] .
T that satisfies the following condition
Linear separability represents a useful geometrical interpretation for the performance of a linear detector and in particular for asymptotic multiuser efficiency. The condition stated by the Theorem 1 represents a necessary and sufficient condition under which the linear detector c T i is asymptotically efficient, given the power distribution (a 1 , . . . , a M ), as shown by writing the probability of error for user i. Let us assume, without loss of generality, that the decision rule for the linear detector c
For c T i f i > 0 the probability of error for user i can be derived as in [2] :
and for c T i f i < 0 the probability of error for user i, is
Now we have, for c T i f i > 0,
and conditioning over all possible value of other users' bits
Similarly we obtain for c T i f i < 0
Finally we can write the probability of error in compact form as
The condition (5) makes the argument of each Q-function positive, a sufficient and necessary condition to have lim σ→0 P i = 0, i.e. asymptotic efficiency. Note that the condition stated by Theorem 1 extends slightly the analogous condition derived by Verdú in [2] for linear detectors in the sense that a broader range of hyperplanes are included in the condition (5).
Since we are interested just in the sign of inequality (5), we call amplitude linear margin a single parameter that expresses the same condition (5). An alternative parameter to describe separability is
that we name energy linear margin and both parameters must be positive for user i to be asymptotically separable. The difference between the two definitions is the multiplication by the amplitude a i which does not change the sign. In many situations we are interested at looking whether all linear receivers for each user can achieve asymptotic efficiency at same time. This is important when all receivers see the same power distribution as in the case of an iterative detector or of a base station. It may happen that for a given set of signatures there cannot exist any users' power distribution for which all linear receivers can be asymptotically efficient at the same time, then limiting the overall performances. In overloaded CDMA this is always true. Some users are affected so much by multiuser interference that it is impossible to have a probability of error that asymptotically goes to zero. Having a different received power distribution could help some of the users, but will increase the multiuser interference for the others. Acting on the design of users' signatures wouldn't help because no set of signatures exists to solve this problem when linear receivers are used.
Theorem 2: For any synchronous CDMA system, with spreading factor N , at most N users can be simultaneously asymptotically linearly separable.
Proof: Each user i detected by the linear receiver c i with the decision ruleb i = sgn c T i y is asymptotically separable if condition δ (2) i > 0 holds. This separability condition can be rewritten as
where h ij is a generic element of the matrix H = AC T FA (C's columns are the hyperplanes c i , i = 1, 2, . . . , M). From Gershgorin's theorem [6] , we have that if condition (15) holds for all i = 1, 2, . . . , M, then H is non-singular. Consider all Gershgorin's disk, on the complex plane, whose center is h ii (that lies on the real axis) and radius
Condition (15) is equivalent to have that the corresponding disk does not contain the origin, as shown in Fig. 1 . If all conditions (15) hold then no disk containing the origin exists, therefore no eigenvalue can be zero and H is non-singular. On the other hand, if H is singular, i.e. at least one eigenvalue is zero, there must exist at least one disk that contains the origin. For any overloaded CDMA system, H is always singular, for any choice of linear receivers (i.e. for any choice of C), for any power distribution A and for any choice of signatures. This can be seen by noting that the matrix F is never a full rank matrix and
The consequence is that at least one user is not linearly separable. We can go futher and determine the number of such users.
Suppose that a number of K = rank(H) + m, m = 1, 2, . . . , M − rank (H), different conditions (15) are satisfied, i.e. K users are linearly separable. Consider one of such users, let's say user i, and eliminate any user n = i , i.e. eliminate from H the n-th row and the n-th column: user i is still separable. In the K×K submatrixĤ obtained from H by eliminating all users that are not linearly separable, i.e. corresponding to elements on the diagonal for which the condition (15) does not hold, all diagonal elements satisfy condition (15). ThereforeĤ must be non-singular and so we have found a minor, that is not null, of order K which is greater than the rank of H, that is a contradiction. The conclusion is that the maximum number of different conditions, and then of asymptotically linearly separable users, that hold simultaneously is rank (H), i.e. at most the spreading factor N .
Overloaded CDMA presents the problem that the joint BER "floors" as the signal-to-noise ratio increases when linear detectors are employed, because there exists always at least M − N users that are not asymptotically linearly separable. This problem cannot be avoided since does not depend on the choice of linear receivers, users' signatures and power distribution. Kapur in [7] , [4] derived a similar result for overloaded CDMA with an alphabet of transmitted symbols that is not binary, though limited to a particular choice of users' signatures (WBE) and linear receivers (MMSE). But the limitation in the performances of overloaded CDMA with linear receivers depends on the overloaded nature of the system rather than the design of the system itself. The conclusion is that to overcome these limitations non-linear detection is required.
IV. CONDITIONAL LINEAR SEPARABILITY
Many non-linear detectors have been proposed in the literature, such as the decision feedback and, more generally, turbo (iterative) detectors, where the basic building blocks are linear (hard or soft) classifiers. A decision feedback is based on a sequence of users' indices {i 1 , i 2 , ..., i M }, i j ∈ U, such that each user is detectable conditionally on the previous ones. Therefore the decision can be terminated in M steps [8] (see Figure 2) . The decisions could also be of soft nature and be iterated since it provides only the a posteriori probability for a user's bit at each iteration [9] . Different orders can also be used each time [10] . These detectors may suffer the same asymptotic performance limitations of those of the underlying linear detectors and the reasons of those limitations are not always clear, especially in the case of overloaded CDMA. Linear separability can help to understand the role of the constellation geometry in the performance of this class of non linear detectors.
We have already shown that in overloaded CDMA linear separability can be achieved only for a small number of users at the same time. In iterative detectors decisions on a subset of users can be made iteratively after (soft) decisions on other users are available. The idea is to establish within subsets of constellation points when it is possible to find linearly separable users after the decision process has been applied to the others.
More precisely let us define a subset G ⊂ U of users. If the bits for the users in G are all known, {b j = b * j , j ∈ G}, the 2 |U −G| possible observation vectors (without the noise) are
Consider the decision process that is limited to the set of users U − G. Within this set, linear detection is possible, provided that at least one user is linearly separable. In other words, to detect user i ∈ U −G with a linear detector we must be able to separate U − G in the two groups corresponding respectively to b i = 1 and b i = −1 with a hyperplane. Let us define
therefore the observations are given by the sum of three contribution, the information of the desired user, the interference due to the remaining users (unknown) and the interference due to the already acquired users (known)
Definition 2: Let G ⊂ U be a subset of users for which the transmitted bits are known. User i ∈ U − G is linearly separable, conditionally on G, if, for σ 2 → 0, there exists an
A conditionally linearly separable user can be detected with a linear classifier after the users in G have been "subtracted out". The linear classifier can be interpreted as a hyperplane that cross not the origin, as in the unconditional case, but the mean of the given users. The decision rule for user i becomes in this case sgn c
The condition on matrix F and the gains in A is similar to the unconditioned case and it is described by the following theorem [5] . Theorem 3: User i is linearly separable conditionally on
T :
Similarly to the unconditional case we can define the parameter
called amplitude conditional linear margin, as an indicator for the linear conditional separability. A positive value of the conditional linear margin is the necessary and sufficient condition for user included in the subset U − G to be linearly separable. Also an energy conditional linear margin δ
Gi can be defined as
V. CONDITIONAL (ITERATIVE) RECEIVERS
Since linear receivers may be used as basic building blocks for various iterative detectors, it is of crucial importance that in the overloaded scenario these linear blocks are capable of dividing the signal classes even if the noise variance becomes asymptotically small. The conditions stated above on conditional separability provide a condition for an iterative receiver to be asymptotically efficient, therefore an algorithm that checks whether these conditions are met is needed.
Let us denote with S (k) the set of conditional linearly separable users at the k-th iteration and G (k) the set of all conditional linearly separable users found at the k-th iteration. Then the following iterative algorithm (separability algorithm) allows to establish if a CDMA problem can be solved iteratively: 1) compute the (unconditional) margins {δ j }, j ∈ U; include the users with a positive margin in S (1) ; set Fig. 2 . The decision-feedback structure for M = 3 users.
2) set n = 2; 3) compute the conditional margins δ G (n−1) j , j ∈ U − G (n−1) ; include the users with a positive margin in
is not empty set n = n + 1 and repeat step 3); otherwise go to step 5); 5) if all users are included in any of S (n) , i.e. G (n) = U, then they are all linearly separable; otherwise the test fails. The separability algorithm depends on the current choice of the hyperplanes c i and power distribution A, which are assumed fixed. However, in the most general case, it is possible that at each step of iteration for the hyperplanes to be computed dynamically, based on the information available at the current step. Though simpler and effective in most cases, there is no need to have a set of hyperplanes that are fixed before the separability algorithm is run. The choice of the hyperplanes to use in the separability algorithm truly depends on what kind of detector is employed.
Once the separability test succeeds, then an iterative receiver suited for overloaded CDMA can be built based on the structure shown in Fig. 2 , where D i k represents a generic linear discriminator for user i k . This general conditional iterative receiver makes a decision for each user based on the (soft) decision about a subset of some users (and the received signal) and is capable to separate users even when the signal-tonoise ratio becomes high. The separability algorithm also provides the users order for an iterative receiver that operates sequentially by separating users with hyperplanes.
Different choices may be made regarding the linear blocks and thus several types of iterative detectors can be designed. The simplest detector considers as linear discriminators c i the filters matched to the users' signatures (i.e. c i = f i ) and that has no feedback. We call this detector conditional conventional detector (CC detector) or iterative conventional detector. Note that the hyperplanes c i are fixed and do not change as iterative detection proceeds, thus do not depend on previous decisions. At the output of each matched filter a hard decision, with a threshold that depends on the previous decisions, is made and passed to the following blocks; after the last users the sequential detection is terminated. The main advantage of CC detector is its low complexity, since detectors with much better performances are expected, as for example the PDA detector [9] . 
VI. SIMULATIONS
We have run some simulations to show how conditional receivers perform with different signal constellations in terms of joint probability of error and in terms of asymptotic multiuser efficiency. In a first set of simulations we have considered the CDMA systems represented by the constellation points shown in Fig. 3 . We have compared the joint probability of error for the conditional conventional detector introduced above with the performances of the PDA detector and the optimal ML detector. Since the separability check, by running the separability algorithm with c i = f i , fails, the CC detector "floors", as expected. Also the PDA detector "floors" with this constellation.
We have repeated the same type of simulations for a conditional linearly separable constellation, that has the same the sum of all energies of the previous one, and shown in Fig. (4) . Performances of the PDA detector are nearly-optimal.
are shown in Fig. 5 . The separability check, run with c i = f i , succeeds and the CC detector results asymptotically efficient, though its performances compared to those of the optimal ML detector are much worse. However if conditional separability is attained with c i = f i then the PDA detector cannot "floor" and may reach nearly-optimal performances.
VII. CONCLUSIONS
In overloaded CDMA systems, with a spreading factor N , it is possible to detect at most N users simultaneously with a probability of single user error that asymptotically vanishes to zero as the channel noise goes to zero with linear receivers. No choice of signatures, power distribution and/or linear receivers can avoid this problem that is due to the overloaded nature of the system. Specifically the linear constraint on the structure of receiver is too strong and has to be relaxed. Non-linear detectors based on linear building blocks represents a set of receivers that are able to overcome the limitations of linear detectors in terms of asymptotic multiuser efficiency. One simple nonlinear detector has been proposed that is based on matched filters, and simulations show its good performances.
