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The evolution of cloud drop size distribution due to the collision-coalescence 
process is generally described by a quasi-stochastic model that solves the stochastic 
collection equation (SCE) in a deterministic way. In this study, an improved quasi-
stochastic (IQS) model, which is derived by rigorously considering a finite model time 
step, is examined in the context of comparison with the normal quasi-stochastic (NQS) 
model. The IQS model allows a large collector drop to collide with a small collected 
drop more than one time in a model time step even if the collision probability is small. 
The number distribution of collector drops then follows the Poisson distribution with 
respect to the number of collisions. Using a box model that takes turbulence-induced 
collision enhancement (TICE) into account, it is found that large drops in the IQS model 
tend to have larger sizes than those in the NQS model and that the IQS model 
accelerates large-drop formation by a few minutes compared to the NQS model. The 
effects of the IQS model depend on the model time step and the shape of initial drop 
size distribution. The IQS model is incorporated into a detailed bin cloud microphysics 
scheme that is coupled with the Weather Research and Forecasting (WRF) model, and a 
single warm cloud is simulated under idealized environmental conditions. It is found 
that the onset of surface precipitation is accelerated in the IQS model. 
The IQS model against the NQS model in precipitation prediction is evaluated. 
For this, a precipitation event observed over north central Mongolia on 21 August 2014 
is simulated using the WRF model with a detailed bin cloud microphysics scheme. The 
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surface precipitation amount is larger in the IQS model than in the NQS model, 
particularly over the strong precipitation region. The IQS model increases the mass 
contents of small drops and large drops due to multiple collisions. The increased large 
drops contribute to the increase in surface precipitation amount. The increased small 
drops are transported upward, which eventually leads to an increase in snow mass 
content. Deposition and riming in the IQS model occurs more actively, further 
increasing snow mass content. The increased snow mass content also contributes to the 
increase in surface precipitation amount through melting. 
The impacts of aerosol loading on surface precipitation from mid-latitude deep 
convective systems are examined. For this, a precipitation case over north central 
Mongolia on 21 August 2014 is simulated with aerosol number concentrations of N0 = 
150, 300, 600, 1200, 2400, and 4800 cm–3. The surface precipitation amount slightly 
decreases with increasing aerosol number concentration in the range of N0 = 150–600 
cm–3, while it notably increases in the range of N0 = 600–4800 cm–3 (22% increase with 
eightfold aerosol loading). An attempt is made to explain why the surface precipitation 
amount increases with increasing aerosol number concentration in the N0 = 600–4800 
cm–3 range. Higher aerosol number concentration results in more drops of small sizes. 
More drops of small sizes grow through condensation while being transported upward 
and some of them freeze, thus increasing the mass content of ice crystals. The increased 
ice crystal mass content leads to an increase in the mass content of small-sized snow 
particles largely through deposition, and the increased mass content of small-sized snow 
particles leads to an increase in the mass content of large-sized snow particles largely 
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through riming. Also, more drops of small sizes increase the mass content of 
supercooled drops, which leads to an increase in the mass content of large-sized snow 
particles through riming. The increased mass content of large-sized snow particles 
resulted from these pathways contributes to a larger surface precipitation amount 
through melting and collision-coalescence. 
 
 
Keywords: improved quasi-stochastic collection model, bin cloud microphysics, WRF 
model, clouds and precipitation, aerosols, hail climatology, Mongolia. 
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Cloud drops with radii smaller than ~15 μm grow efficiently by diffusion of 
water vapor. However, although water vapor diffusion in a turbulent environment is 
somewhat controversial (McGraw and Liu, 2006; Grabowski and Wang, 2013), droplet 
growth by water vapor diffusion tends to be inefficient as the drop size increases, and 
cloud drops with radii larger than ~40 μm largely grow by collision-coalescence 
(Langmuir, 1948; Kogan, 1993; Beard and Ochs, 1993; Pruppacher and Klett, 1997). 
Therefore, drop collision-coalescence is an important processes in increasing drop size 
in warm clouds. Many studies on drop collision-coalescence have been performed using 
theoretical, experimental, and numerical approaches. 
Two models have been proposed to describe the collisional growth of drops: the 
continuous model and the stochastic model (Gillespie, 1975a; Pruppacher and Klett, 
1997). The continuous model assumes that all drops of the same size grow by the same 
growth rate. The continuous model predicts very slow formation of large drops, which is 
mainly caused by ignoring the stochastic nature in drop collision that occurs in real 
clouds. Telford (1955) first introduced the stochastic interpretation for the modeling of 
drop collision, in which not all the drops grow by the same growth rate but some drops 
are involved in collision while others are not. Telford (1955) derived the stochastic 
model that solves the stochastic collection equation (SCE) to describe the collisional 
growth of drops. Twomey (1964) showed that the stochastic model substantially 
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accelerates the formation of large drops compared to the continuous model. 
Gillespie (1972; 1975b) and Bayewitz et al. (1974) considered the stochastic 
nature of drop collision more rigorously and showed that N(m; t), which corresponds to 
the number of drops with mass m at time t, is replaced by P(n, m; t), which corresponds 
to the probability that there are n drops with mass m at time t, as a predicted variable. 
Gillespie (1975a) called the newly proposed model a pure stochastic model and called 
the previously used stochastic model a quasi-stochastic model. Wang et al. (2006) 
further improved the pure stochastic model by specifying the range of drop size in 
calculating covariance to exclude unphysical coalescence and by requiring the mass 
conservation in solving the SCE. Alfonso (2013) applied the turbulence-induced 
collision enhancement (TICE) (Pinsky et al., 2008) to the pure stochastic model and 
introduced so-called ‘sol-gel transition’ in describing large drop formation. 
The pure stochastic model is regarded as accurately describing the evolution of 
drop size distribution due to collision. However, the pure stochastic model generally 
requires a huge amount of computing time because numerous Monte Carlo experiments 
have to be done to acquire reasonable statistics (mean and deviation) on the drop size 
distribution. Some efforts have been made to improve the efficiency of the pure 
stochastic model (e.g., Alfonso, 2015). Because the quasi-stochastic model has better 
computational efficiency compared to the pure stochastic model and higher accuracy 
compared to the continuous model, thus far, the quasi-stochastic model has been the 
most viable way to treat the collisional growth of drops in cloud models. 
Gillespie (1975a) showed that if a collector drop is assumed either to collide 
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with a collected drop or not to collide with a collected drop in an infinitesimal time 
interval dt, the number distribution of collector drops with respect to their masses (or 
equivalently to the number of collisions) is given as the Poisson distribution at any 
given time. Although there is no proper reason that a model time step Δt should be 
regarded as the same as dt, however, almost all models that adopt the quasi-stochastic 
model regard Δt as the same as dt in Gillespie (1975a) and allow a collector drop to 
collide with a collected drop only one time in Δt, hence neglecting the drop size 
distribution broadening in a model time step. Young (1975) first recognized the problem 
and introduced the Poisson distribution to represent the evolution of drop size 
distribution in a model time step Δt. However, Young (1975) considered only one case 
and concluded that the consideration of the Poisson distribution in a time step of 5 s 
accelerates the evolution of drop size distribution by only a few seconds. 
In this study, the Poisson distribution in the quasi-stochastic model is revisited 
and examined under various initial drop size distributions. Moreover, the improved 
model is incorporated into a detailed bin microphysics scheme that is coupled with a 
cloud-resolving model and the effects of the improved model on cloud development and 
precipitation are investigated. In this study, the quasi-stochastic model with the Poisson 
distribution is referred to as an IQS model (improved quasi-stochastic collection model), 
while the quasi-stochastic model that allows a collector drop to collide with a collected 
drop only one time in a finite model time step is referred to as the NQS model (normal 
quasi-stochastic collection model). The fast raindrop formation in real-world cumuli is 
one of the important problems in cloud physics. Factors that affect fast raindrop 
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formation have been proposed, including in-cloud turbulence (e.g. Chen et al., 2017). 
We will see whether the IQS model accelerates the formation of raindrops or not. 
In chapter 2, we examine an improved quasi-stochastic model for the collisional 
growth of drops. In chapter 3, we evaluate the improved quasi-stochastic collection 
model through precipitation prediction over north central Mongolia. In chapter 4, we 
examine the impacts of aerosol loading on surface precipitation from deep convective 
systems over north central Mongolia. In chapter 5, we examine hail            
climatology in Mongolia. In chapter 6, a summary and conclusions are given. 
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2. An improved quasi-stochastic collection model for the 
collisional growth of drops 
 
2.1. Theoretical background 
The basic concept of the improved quasi-stochastic collection (IQS) model was 
introduced in Gillespie (1975a) and Young (1975). Here, a rigorous derivation of the 
IQS model is given. The stochastic collection equation (SCE), which describes the rate 
of change of drop number concentration due to the collection between drops, is given in 
an integro-differential equation form as 
 
0 0
( ) 1 ( ) ( ) ( , ) ( ) ( ) ( , ) ,
2
mf m f m f m m K m m m dm f m f m K m m dm
t
∞∂ ′ ′ ′ ′ ′ ′ ′ ′= − − −
∂ ∫ ∫ (2.1) 
 
where f(m)dm is the drop number concentration in the mass interval of [m, m + dm] and 
K is the collection kernel that is the product of swept volume and collection efficiency. 
K is given as 
 
2
1 2 1 2 1 2( , ) ( ) ( ) ( ) ,t tK r r r r v r v rπ η= + −  (2.2) 
 




If discretized grid bins are adopted to represent the drop size distribution, Eq. 








i j ij k i ki
i i






∂ ∑ ∑  (2.3) 
where ni, nj, and nk are the drop number concentrations in the i-th, j-th, and k-th bins, 
respectively, Kij is the collection kernel between the i-th and j-th bins, and N is the 
largest bin number. The drop masses in the i-th, j-th, and k-th bins mi, mj, and mk satisfy 
mi + mj = mk. Based on Eq. (2.3), if only collision between drops in the i-th and j-th bins 
is considered, changes in number concentration in the i-th, j-th, and k-th bins in a given 
model time step Δt are expressed as 
 
,k i j ijn n n K t∆ = ∆  (2.4a) 
.i j kn n n∆ = ∆ = −∆  (2.4b) 
 
Equation (2.4b) can be expressed as 
 
,i i in p n∆ = −  (2.5a) 
,j j jn p n∆ = −  (2.5b) 
 
where pi and pj are equal to njKijΔt and niKijΔt, respectively. Based on Eqs. (2.5a) and 
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(2.5b), collection between drops can be interpreted in a quasi-stochastic way as follows: 
if pi is sufficiently small so that it is smaller than 1, then the collection probability for 
drops in the i-th bin to collide with drops in the j-th bin in a model time step is pi so the 
number of drops that are involved in collision is pini out of ni. The same is true for drops 
in the j-th bin. 
The collection probability is expressed as the product of number concentration 
of collected drops, swept volume, collection efficiency, and model time step. Because 
the model time step used in numerical cloud models is finite, the model time step can be 
divided into subtime steps, which results in some collector drops that can collide with 
collected drops more than one time even with sufficiently small collection probability. 
Let the model time step Δt be divided into M subtime steps. Because the collection 
probability is linearly proportional to the model time step, the collection probability in 
the sub-timestep is p/M where p is the collection probability for a given drop pair in a 
model time step Δt. If collision events are assumed to be independent from each other 
and the change in collection kernel during a model time step is negligible, then the 
probability of collision x times when the given model time step is divided into M 
subtime steps is given as 
 






   = −   
   
 (2.6) 
 
Equation (2.6) is the binomial distribution. The number of subtime steps can be as large 
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as infinity. Then, the final form of the probability of collision x times in the model time 
step is given as 
 











which is the Poisson distribution. Equation (2.7) is also found in Young (1975). 
It is noted that the average number of collisions in the model time step in Eq. 
(2.7) is p, which is the same as in the normal quasi-stochastic collection (NQS) model. 
Thus, the IQS model introduced in this study (Eq. (2.7)) does not increase the average 
number of collisions. Rather, by rigorously considering a finite model time step, some 
collector drops are allowed to collide with collected drops more than one time in the 
model time step. In the IQS model, the probability of non-collision is increased from 1 – 
p to e–p and the probability of one time-collision is decreased from p to pe–p. While in 
the NQS model the collector drop either collides one time or does not collide in the 
model time step, in the IQS model collisions more than one time are allowed, thus 
resulting in a wider size spectrum of collector drops. Therefore, the IQS model is 
expected to accelerate the formation of large drops by both considering some collector 
drops that have more chances to collide with collected drops and broadening the drop 
size distribution that can further accelerate collision. 
It is also noted that p sometimes exceeds 1 depending on the number 
concentrations of drops, the size and terminal velocity of drops, and the model time step. 
Under this situation, the NQS model treats the collision in the same way as the 
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continuous model; all of collector drops collide with collected drops p times. On the 
other hand, the IQS model treats the collision in the same way as when p is less than 1, 
which is another advantage of the IQS model over the NQS model. When p is 
sufficiently large, it is known that Eq. (2.7) is approximated by the normal distribution, 
which simplifies the calculation. (see Appendix: The Detailed algorithm of the IQS 
model) 
In this study, the turbulence-induced collision enhancement (TICE) between 
drops (Pinsky et al., 2008) is taken into account. It is known that turbulence increases 
the velocity difference of drops, the correlation of drop number concentrations, and the 
TICE collision efficiency that is related to aerodynamic properties. Pinsky et al. (2008) 
provided in a tabulated form that is a function of radii of drop pair and the turbulence 
intensity. Therefore, in this study, can calculate the evolution of drop size distribution 
with high accuracy using the IQS model that includes the TICE. 
 
2.2. Results and discussion 
 
2.2.1 Box model 
To examine the evolution of drop size distribution and the formation of large 
drops using the NQS and IQS models, a simple box model that considers only collision 
of drops is employed in this study. To calculate the collection kernel (Eq. (2.2)), the 
terminal velocity of drops in Beard (1976), the collision efficiency of drops in Pinsky et 
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al. (2001), and the TICE in Pinsky et al. (2008) are adopted. The coalescence efficiency 
is assumed to be 1. The drop size distribution is represented using a bin method with 80 
mass-doubling bins in which drop masses are doubled every two bins. The SCE is 
solved using the exponential flux method proposed in Bott (1998, 2000). The initial 














where F(r) is the mass concentration of drops with radii of r, L is the total liquid water 
content and rc and σ are the median and standard deviation of the distribution, 
respectively. L is set to 1 g m–3. In the control experiments, rc and σ are set to 10 μm and 
0.33, respectively, and the time step Δt is 10 s. The model is integrated for 90 min. 
Figure 2.1 shows the time evolution of mass-size distributions of drops obtained 
using the NQS and IQS models and the difference between the two models in the 
control experiments. Also, the mass-size distributions at t = 30 min are shown. In both 
the models, the rapid mass transition from small drops to large drops is clearly observed 
at t ~ 25 min (Figures 2.1a and 2.1b). This reflects the nature of drop growth: when the 
size of drops is relatively small (smaller than ~15 μm), collision between drops is less 
active so the growth of drops is relatively slow. However, once a small number of 






Figure 2.1. Time evolution of mass-size distributions of drops (g m-3) obtained using 
(a) the NQS model, (b) the IQS model, and (c) difference between the two models in 
the control experiments. In (c), positive and negative values are depicted by solid and 
dashed lines, respectively. (d) Mass-size distributions of drops obtained using the 
NQS and IQS models at t = 30 min. 
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collecting small drops. This characteristic is also shown in many previous studies (e.g., 
Berry and Reinhardt, 1974; Khain et al., 2000). 
Before the appearance of large drops (t < 25 min), the results obtained using the 
NQS and IQS models are very similar to each other. The difference between the two 
models is observed after t ~ 25 min, where the size of large drops tends to be increased 
in the IQS model. (Figure 2.1c). This is because in the IQS model some drops have 
more chances to collide with other drops than those in the NQS model, which causes an 
increase in relatively large drops. The difference in the results is persistent until the end 
of the time integration. The drop size distribution at t = 30 min clearly shows that large 
drops in the IQS model tend to have larger sizes than those in the NQS model, while 
there is little difference in the size distribution of small drops (Figure 2.1d). These 
effects of the IQS model are also found to be similar when other initial drop size 
distributions, such as the gamma distribution and the Weibull distribution (Costa et al., 
2000), are used. 
Sensitivity experiments are conducted. First, experiments in which the model 
time step is reduced from 10 s to 1 s are conducted because it is expected that the 
difference between the results of the IQS and NQS models would increase with 
increased model time step. Figure 2.2 shows the results with Δt = 1 s. Figures 2.2a and 
2.2b are similar to Figures 2.1a and 2.1b, respectively, which indicates that both the 
models show reasonable drop size distribution evolution with Δt ~ 10 s. This agrees 
with the result in Bott (2000). The difference between the model results with Δt = 1 s is 






Figure 2.2. Same as in Figure 2.1 but for Δt = 1 s. 
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with the small model time step. The difference also persist until the end of the time 
integration. Compared to Figure 2.1c, Figure 2.2c clearly shows that the difference is 
reduced with the small model time step, as expected. Figure 2.2d also shows that the 
difference in the shift of the size distribution of large drops is reduced. 
Sensitivity experiments with different drop size distribution parameters are also 
conducted. Figures 2.3a–2.3c and 2.3d–2.3f are the same as Figures 2.1a–2.1c but with 
rc = 8 μm and 12 μm, respectively. Corresponding initial drop number concentrations 
are 761 and 226 cm–3, respectively. For rc = 8 μm, the formation of large drops are 
substantially impeded in both the NQS and IQS models compared to the control 
experiments. The rapid mass transition from small drops to large drops occurs at t ~ 40 
min, while it occurs at t ~ 25 min in the control experiments. The difference in the size 
distribution of large drops obtained using the two models is larger than that in the 
control experiments (Figure 2.3c compared to Figure 2.1c). 
Figures 2.3d–2.3f show the results for rc = 12 μm. The formation of large drops 
and the mass transition from small drops to large drops are considerably accelerated 
compared to the control experiments. The rapid mass transition from small drops to 
large drops is observed at t ~ 18 min. The difference in the size distribution of large 
drops obtained using the two models is smaller than that in the control experiments 
(Figure 2.3f compared to Figure 2.1c). 
Figures 2.3g–2.3i and 2.3j–2.3l show the results for σ = 0.22 and 0.44, 
respectively. Because σ is the standard deviation of the initial drop size distribution that 






Figure 2.3. Same as in Figures 2.1a–2.1c but for the sensitivity experiments with 
varied rc and σ. (a)–(c) are for the experiments with rc = 8 μm, (d)–(f) are for the 
experiments with rc = 12 μm, (g)–(i) are for the experiments with σ = 0.22, and (j)–
(l) are for the experiments with σ = 0.44. 
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size distribution. Differences between the two models when the initial dispersion is 
relatively small are similar to those when the initial median drop size is relatively small 
(Figures 2.3c and 2.3i), and differences between the two models when the initial 
dispersion is relatively large are similar to those when the initial median drop size is 
relatively large (Figures 2.3f and 2.3l). The effect of the IQS model on the size 
distribution of large drops is larger in an environment in which the large drop formation 
is less favorable, which includes either smaller initial median drop size or smaller initial 
drop size dispersion. 
Figure 2.4 shows the time series of the total mass of large drops in the control 
experiments and the other sensitivity experiments. In this figure, a large drop is defined 
using a critical radius of 1 mm. In all experiments, the IQS model accelerates large drop 
formation. Therefore, the IQS model affects not only the size distribution of large drops 
but also the time required for large drop formation. In contrast to the size distribution of 
large drops, however, the difference in the time required for large drop formation is 
larger when the large drop formation is more favorable (larger rc or larger σ) than when 
the large drop formation is less favorable (smaller rc or smaller σ). 
It is known that an increase in aerosol number concentration induces a decrease 
in mean drop size at the early cloud development stage, hence causing a delay in large 
drop formation (e.g., Albrecht, 1989; Rosenfeld, 1999; Choi et al., 2014). In this study, 
it is shown that the difference in the time required for large drop formation caused by 
different initial median drop sizes is larger in the IQS model than in the NQS model. 






Figure 2.4. Time series of the total mass concentration of large drops (r > 1 mm) in 
(a) the control experiments, (b) the sensitivity experiments with Δt = 1 s, (c) the 
sensitivity experiments with rc = 8 and 12 μm, and (d) the sensitivity experiments 
with σ = 0.22 and 0.44. In (c) and (d), dashed lines are the results of the NQS model 
and solid lines are the results of the IQS model. 
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effect that is known to delay large drop formation. However, because the aerosol effect 
related to the large drop formation is very complex in nature depending on various 
environmental conditions, careful approaches and in-depth studies are needed. The 
difference is larger with a larger model time step, as expected. 
The difference in the time of large drop formation between the NQS and IQS 
models in this study is approximately a few minutes, from 1–2 min to ~5 min, which is 
much larger than a few seconds that is reported in Young (1975). The difference 
depends on the initial drop size distribution and the model time step 
 
2.2.2 Cloud-resolving model 
To examine the effects on cloud development and precipitation, the IQS model is 
implemented into a microphysics scheme, which is in Hebrew University Cloud Model 
(HUCM) that originally adopts the NQS model to solve the SCE. The microphysics 
scheme in HUCM uses a bin method; it represent each hydrometeor size distribution at 
each grid point and at each time instance using 43 mass-doubling bins. A detailed 
description of the microphysics scheme in HUCM is given in Khain et al. (2011). TICE 
proposed in Pinsky et al. (2008) that is considered in the box model is also taken into 
account in the microphysics scheme in HUCM. 
The Weather Research and Forecasting (WRF) model version 3.6.1 (Skamarock 
et al., 2008) coupled with the microphysics scheme in HUCM (Lee and Baik, 2016) is 
used in this study. Numerical experiments that simulate a 2-D single warm cloud are 






Figure 2.5. Time series of the surface precipitation rate averaged over x = 13–23 km 






Figure 2.6. Fields of (a) cloud water content (CWC) and (b) rainwater content 
(RWC) at t = 23 min obtained using the NQS model. (c) and (d) same as (a) and (b), 
respectively, but for the IQS model. Vertical profiles of (e) CWC and (f) RWC 






Figure 2.7. Same as in Figure 2.6 but at t = 26 min. 
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et al. (2015). The thermodynamic sounding used by Ogura and Takahashi (1973), which 
is characterized by a warm and humid environment and a strong capping inversion layer 
near z = 3 km, is adopted for simulations. The initial aerosol number concentration near 
the surface is set to 300 cm−3. The model domain size is 51.2 km in the horizontal 
direction and 8 km in the vertical direction. The grid spacing is 50 m in both the 
horizontal and vertical directions. The model is integrated for 60 min with a time step of 
1 s. 
The time series of the surface precipitation rate averaged over the mostly cloudy 
area (x = 13–23 km in the model domain) in the NQS and IQS models are shown in 
Figure 2.5. While the overall precipitation patterns before t ~ 45 min are similar to each 
other, the surface precipitation starts earlier in the IQS model than in the NQS model by 
1–2 minutes, which agrees with the box model results in chapter 2.2.1. This study 
demonstrates that the rigorous consideration of the finite model time step can affect not 
only the evolution of drop size distribution in the simple box model but also cloud 
development and precipitation in the complex cloud-resolving model. The time series of 
the surface precipitation rate in the two models exhibit a large difference after t ~ 45 
min. As the first formed cloud is decaying, many small clouds form. Because they are 
largely affected by perturbed environmental conditions, it is difficult to argue that the 
difference after t ~ 45 min is caused by the IQS model, and a direct comparison between 
the results obtained using the two models after t ~ 45 min is not straightforward. 
The spatial distributions of cloud water content (CWC) and rainwater content 






Figure 2.8. (a) The number- and (b) mass-size distributions of drops averaged over 
the area where z < 0.5 km and the rainwater mixing ratio ≥ 0.5 g kg−1 at t = 27 min in 
the NQS and IQS models. 
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and precipitation. Figure 2.6 shows the CWC and RWC fields and the vertical profiles 
of horizontally averaged CWC and RWC at t = 23 min. The difference in CWC between 
the two models is negligible (Figures 2.6a, 2.6c, and 2.6e) at this time, but the 
difference in RWC are observed (Figures 2.6b, 2.6d, and 2.6f). RWC in the layer z < 1.5 
km is larger in the IQS model than in the NQS model. It is shown in the box model 
results that the IQS model accelerates large drop formation. The large drops that form 
earlier fall to the lower layer earlier, so RWC in the lower layer is larger in the IQS 
model than in the NQS model. Over time, the difference in CWC is still very small but 
the difference in RWC becomes clearer (see Figure 2.7). At t = 26 min (Figure 2.7), 
when the early surface precipitation rate is rapidly increasing, RWC in the layer z < 0.5 
km is larger in the IQS model than in the NQS model, which results in the increased 
early surface precipitation amount in the IQS model. It is noted that RWC in the layer z 
= 0.5–2.5 km is smaller in the IQS model than in the NQS model mainly because of the 
early sedimentation of larger drops in the IQS model. 
Figure 2.8 shows the drop size distributions averaged in the rain shaft area 
(where z < 0.5 km and the rainwater mixing ratio is larger than 0.5 g kg−1) at t = 27 min 
in the NQS and IQS models. A wider spectrum of the number-size distribution of drops 
is seen in the IQS model (Figure 2.8a), which results from the Poisson distribution. The 
mass-size distributions of drops show that the large drops in the IQS model tend to have 
larger sizes than those in the NQS model, which is similar to the result of the box model 
(Figures 2.1d and 2.2d). 
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2.3. Summary and conclusions 
In this study, the IQS model, which is derived by rigorously considering a finite 
model time step for solving SCE, was examined and compared with the NQS model. In 
the IQS model, the probability that a large collector drop collides with a small collected 
drop follows the Poisson distribution with respect to the number of collisions. 
Using a box model that takes the TICE into account, it was shown that the IQS 
model tends to increase the sizes of large drops and accelerates the large drop formation 
compared to the NQS model. This is because some large collector drops are allowed to 
have more chances to collide with small collected drops in the IQS model. The size 
distribution of large drops becomes wider, which also enhances collisions. Our box 
model results suggest that the IQS model can partially explain the drop growth across 
so-called the size gap, typically referring to a radius range between ~15 and ~40 μm 
(Beard and Ochs, 1993; Grabowski and Wang, 2013). The effects of the IQS model 
depend on the model time step and the shape of initial drop size distribution. Because 
the IQS model considers collision of drops in the model time step, the effects are 
smaller when the model time step is smaller. The shift in the size distribution of large 
drops is larger when the collisional growth of drops is less favorable, but the 
acceleration of larger drop formation is larger when the collisional growth of drops is 
more favorable. The accelerated large drop formation by the IQS model that is larger in 
the situation in which the collisional growth of drops is more favorable implies that the 
aerosol effect that is known to delay the large drop formation could be somewhat 
increased in the IQS model. The acceleration of the drop size distribution evolution 
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caused by the IQS model is a few minutes, which is much larger than that reported in 
Young (1975). The IQS model was incorporated into a cloud-resolving model that uses 
a detailed bin microphysics scheme, and a single warm cloud was simulated. It was 
shown that the onset of surface precipitation is accelerated in the IQS model, which 
agrees with the box model result. 
It would be interesting to investigate the effects of the IQS model on mixed-
phase cloud development and precipitation under idealized environmental conditions. In 
real environments, the effects of the IQS model on clouds and precipitation could be 
very complex but positive impacts on precipitation prediction are expected. This 
deserves an in-depth investigation through the simulations of many real cases. 
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3. Evaluation of an improved quasi-stochastic collection 




Numerical models that resolve cloud and precipitation processes explicitly on 
grid scale have been increasingly used to better understand moist convection and 
accurately predict precipitation. They are categorized into numerical models that 
include bulk microphysics schemes, hereafter called bulk models, and numerical models 
that include bin microphysics schemes, hereafter called bin models (Houze, 2014; 
Khain et al., 2015). Bulk and bin models share common characteristics. For example, 
both the models usually classify hydrometeors into similar types (e.g., drops, cloud 
ice/crystals, snow, and graupel). However, bulk and bin models adopt fundamentally 
different approaches in the way they treat cloud microphysical processes, particularly in 
describing the size distribution of hydrometeors. In bulk models, the size distribution of 
precipitation particles is assumed to have a specific form (e.g., Marshall-Palmer 
distribution or gamma distribution). One-moment bulk models predict the mixing ratios 
of hydrometeors (e.g., Kessler, 1969; Lin et al., 1983), and two-moment bulk models 
predict the mixing ratios and number concentrations of hydrometeors (e.g., Seifert and 
Beheng, 2006; Lim and Hong, 2010). On the other hand, in bin models, the entire mass 
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range of each hydrometeor is divided into discrete mass bins and the number 
concentration of each hydrometeor in each bin is predicted (e.g., Khain et al., 1996; 
Lynn et al., 2005a; Iguchi et al., 2012). 
Bin models require much more computing times but represent microphysical 
processes more reliably than bulk models (Sato et al., 2009; Khain et al., 2015). Most 
numerical models and all the operational weather forecasting models have adopted bulk 
microphysics schemes. Recently, however, many studies have been performed to 
simulate moist convection and weather using bin models. Lynn et al. (2005a; 2005b) 
showed that the bin model simulates the rate and distribution of precipitation caused by 
mesoscale convection better than the bulk model. Iguchi et al. (2012) simulated a real 
case of shallow convective clouds and precipitation behind a cold front and obtained 
results from the bin model that are closer to the observation than those from the one-
moment bulk model. 
Many microphysical processes such as nucleation, vapor diffusion, freezing, 
melting, collision, breakup, and sedimentation are included in bin microphysics 
schemes. Among them, the collision process plays a key role in the growth of cloud 
particles (Pruppacher and Klett, 1997). To describe the collisional growth of cloud 
particles, a quasi-stochastic collection equation that considers the stochastic concept 
(Telford, 1955; Berry, 1967) is utilized. Traditional quasi-stochastic models assume that 
the time step is infinitesimally small, so that a cloud particle can collide with other 
cloud particle only once within the time step and the average number of collisions is 
interpreted as a collision probability (Gillespie, 1972). However, since the time step 
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used is finite, a cloud particle can collide with other cloud particle more than once 
within the time step. As a next research step, it would be meaningful to examine 
differences in surface precipitation when the improved quasi-stochastic collection (IQS) 
and the normal quasi-stochastic collection (NQS) models are compared through real-
case prediction and find reasons for the differences. A small change in cloud 
microphysics in a three-dimensional model with full physics can sometimes result in 
large or noticeable changes in surface precipitation through complex nonlinear 
interactions between cloud microphysics and dynamics. 
The aims to evaluate the IQS model against the NQS model in precipitation 
prediction. For this, a numerical model coupled with an updated bin microphysics 
scheme is used to simulate a precipitation event observed in north central Mongolia. In 
chapters 3.2 and 3.3, the observational analysis for this precipitation event is given and 
the numerical model and the experimental setup are described. In chapter 3.4, the model 
is validated and the results from the IQS and NQS models are presented and discussed, 
particularly focusing on the impacts of the improvement in the quasi-stochastic model 
on clouds and precipitation. A summary and conclusions are given in chapter 3.5. 
 
3.2. Observational analysis 
On 21 August 2014, a precipitation event took place in north central Mongolia. 
The amount of daily accumulated surface precipitation from 00 UTC 21 to 00 UTC 22 
was 30 mm in Ulaanbaatar, capital of Mongolia, and 19 mm in Darkhan. The two 
locations are indicated in Figure 3.1. The daily accumulated surface precipitation 
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amount of ~20–30 mm can be regarded as a special event in Mongolia considering that 
the average annual precipitation amount in Mongolia is ~210 mm (Dagvadorj et al., 
2014). 
The synoptic-scale features associated with the precipitation event are analyzed 
using the ERA-Interim reanalysis data (Dee et al., 2011). Figure 3.1 shows the mean 
sea-level pressure and 850-hPa temperature fields, and Figure 3.2 shows the 500-hPa 
geopotential height and 200-hPa horizontal wind fields. Analysis times are at 12 UTC 
20, 00 UTC 21, 12 UTC 21, and 00 UTC 22 August 2014. At 12 UTC 20, a cold high is 
located north of Mongolia and a warm low is located south of Mongolia (Figure 4.1a). 
An upper-level cold low that is associated with the low-level cold high exists, and the 
polar jet streams along the border of the upper-level cold low (Figure 3.2a). For the next 
12 h, the low-level cold high moves southeastward and the low-level warm low changes 
little in its position (Figure 3.1b). The flow of the polar jet is strengthened in the north-
south direction (Figure 3.2b). At 00 UTC 21, the 500-hPa geopotential height at the 
center of the upper-level cold low is 5490 m. 
The low-level warm low moves northeastward from 00 UTC 21 to 12 UTC 21 
and is located southeast of Ulaanbaatar at 12 UTC 21 (Figure 3.1c). In the meanwhile, 
the low-level cold high moves southeastward. The gradients of pressure and temperature 
are enhanced so a cold front is developed near Darkhan. In the upper layer, the cold low 






Figure 3.1. Mean sea-level pressure (hPa, black solid lines) and 850-hPa temperature 
(color shaded) fields at (a) 12 UTC 20, (b) 00 UTC 21, (c) 12 UTC 21, and (d) 00 
UTC 22 August 2014 from the ERA-Interim reanalysis data. The locations of 
Darkhan and Ulaanbaatar observatories are denoted by the small circle and small 






Figure 3.2. Same as in Figure 1 but for 500-hPa geopotential height (m, black solid 
lines) and 200-hPa horizontal wind vector and speed (shaded). 
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further strengthened in the north-south direction (Figure 3.2c). As the cold low and the 
polar jet move eastward during this period, the entrance of the polar jet is located 
northwest of Darkhan at 12 UTC 21. At this time, the low-level warm low is located on 
the right side of the entrance of the upper-level jet. Accordingly, the vertical motion is 
strengthened and the low-level warm low is developed: the pressure at the center of the 
low-level warm low.at 12 UTC 21 is lower compared to the previous time. The 
minimum mean sea-level pressure of the low-level warm low at 12 UTC 21 is 999 hPa. 
It is noted that at the cold front the isobars are generally parallel to the isotherms. From 
12 UTC 21 to 00 UTC 22, the low-level cold high is further extended southeastward 
(Figure 3.1d). At 00 UTC 22, the cold front had passed through Darkhan. The low-level 
warm low moves further northeastward during this period. 
Figure 3.3 shows the time series of 2-m temperature, 2-m dew-point temperature, 
2-m relative humidity, and 10-m wind speed and direction observed at Darkhan 
observatory. From ~10 UTC 21 August, the temperature and dew-point temperature 
drop rapidly and the relative humidity increases abruptly in 1–2 hours. For the 2-h 
period of 10–12 UTC, the decrease in 2-m temperature is 6.5°C and the increase in 2-m 
relative humidity is 38%. The wind speed after ~10 UTC is stronger than that before 
~10 UTC, and the wind direction after ~10 UTC is little changed (northwesterly). These 
features are evidence for the passage of the cold front at ~10 UTC at Darkhan. 
Figure 3.4 shows the enhanced infrared (IR) imageries of COMS 






Figure 3.3. Time series of (a) temperature at 2 m, (b) dew point temperature at 2 m, 
(c) relative humidity at 2 m, (d) wind speed at 10 m, and (e) wind direction at 10 m 
from 12 UTC 20 to 00 UTC 22 August 2014 observed at Darkhan observatory. 
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Meteorological Administration at times before and after the cold front passage at 
Darkhan. At 0700 UTC (before the passage of the cold front at Darkhan), small 
convective cells are widespread in north central Mongolia (Figure 3.4a). These 
convective cells are associated with the low-level warm low located in the southern part 
of Mongolia (Figures 3.1b and 3.1c). The small convective cells are organized into large 
convective cells as the low-level warm low is intensified under the favorable 
environmental conditions (the cold front, polar jet, and upper-level vorticity). At 0845 
UTC, the large convective cells are observed (Figure 3.4b). At 1030 UTC, shortly after 
the passage of the cold front at Darkhan, the convective cells are further organized and 
developed. For the next ~3 hours, the convective cells maintain their strength and move 
northeastward slowly (Figures 3.4c–3.4e). At 1530 UTC, the convective cells becomes 
weak. 
Figure 3.5 shows the radiosonde-observed temperature and dew-point 
temperature profiles at 12 UTC 20, 12 UTC 21, and 00 UTC 22 August 2014 observed 
at Ulaanbaatar observatory. At 12 UTC 20, the convective available potential energy 
(CAPE) is 47 J kg-1. This value is small compared to typical values for strong 
convection. At 12 UTC 21 (after the cold front passage at Ulaanbaatar), the air is almost 
saturated up to ~200 hPa and the CAPE is as small as 6 J kg-1. At 00 UTC 22, the air is 
still saturated up to ~500 hPa and the decrease in upper-layer temperature is not so large, 
which reflects the parallel alignment of isotherms and isobars (Figure 3.1d). This type 







Figure 3.4. Enhanced infrared (IR) imageries of COMS (Communication, Ocean and 
Meteorological Satellite) over north central Mongolia at (a) 0700, (b) 0845, (c) 1030, 
(d) 1145, (e) 1330, and (f) 1530 UTC 21 August 2014. The location of Darkhan 






Figure 3.5. Soundings of temperature (solid thick line) and dew point temperature 
(dashed thick line) on skew T-log p diagram at (a) 12 UTC 20, (b) 12 UTC 21, and 
(c) 00 UTC 22 August 2014 at Ulaanbaatar. 
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3.3. Model description and experimental setup 
To numerically simulate the precipitation event described above, the Weather 
Research and Forecasting (WRF) model v3.7.1 (Skamarock et al., 2008) is used. The 
bin microphysics scheme of the Hebrew University Cloud Model (HUCM) is 
implemented in the WRF model (Lee and Baik, 2016; 2017). The bin microphysics 
scheme used in this study considers seven hydrometeor types (liquid drop, three ice 
crystals (column, plate, and dendrite), snow, graupel, and hail) and aerosol. The bin 
microphysics scheme uses 43 mass-doubling bins to describe the size distributions of 
each hydrometeor and aerosol. To consider the gradual melting of large ice particles, the 
liquid fractions of snow, graupel, and hail are predicted (Phillips et al., 2007). The rimed 
fraction of snow is also predicted and used to calculate the properties of snow (density 
and terminal velocity). A simple breakup parameterization of large snow particles 
(Khain et al., 2011) is incorporated. In the present study, the turbulence-induced 
collision enhancement is not considered. A more description of the bin microphysics 
scheme is given in Khain et al. (2011) and Lee and Baik (2016). 
Compared to Lee and Baik (2017), the bin microphysics scheme is further 
improved by considering the IQS model in which the multiple collisions of cloud 
particles within a time step is allowed. If collisions of cloud particles in the i th and j th 
bins are considered, the rate of the change of number concentration is given as 
 




where ni and nj are the number concentrations of cloud particles in the i th and j th bins, 
respectively, Kij is the collection kernel between the i th and j th bins, and Δt is the time 
step. The NQS model assumes an infinitesimally small time step within which a cloud 
particle either collides with other cloud particle once or does not collide. However, since 
the time step used is not infinitesimally small but finite, a cloud particle can collide with 
other cloud particle more than one time. When multiple collisions within a finite time 
step are rigorously considered, the probability of the number of collisions in the IQS 
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where x is the number of collisions and p is the average number of collisions (e.g., p = 
njKijΔt for cloud particles in the i th bin in (3.1)). In the IQS model, the average number 
of collisions is the same as that in the NQS model but some cloud particles have a 
chance to collide with other cloud particle more than one time within a time step. That 
is, in the NQS model, only P(0) and P(1) are not zero, which are 1 – p and p, 
respectively. On the other hand, in the IQS model, the summation of P(x) from x = 0 to 
∞ is 1 and the expectation value of x is p but P(x) with x ≥ 2 have also certain non-zero 
values. Note that the Poisson approach in the IQS model is not applied to the collisional 
breakup process. 
Two one-way nested domains are considered (Figure 3.6). The horizontal grid 
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size is 5 km in the inner domain (domain 2 in Figure 3.6) and 15 km in the outer domain 
(domain 1 in Figure 3.6). The model top is 50 hPa (~20 km), and the number of vertical 
layers is 41. To provide initial and boundary conditions in the outer domain, the ERA-
Interim data (Dee et al., 2011) are used. The radiation scheme (Iacono et al., 2008) is 
used for the parameterization of shortwave and longwave radiation, the YSU scheme 
(Hong et al., 2006) for the parameterization of the planetary boundary layer, and the 
Kain-Fritsch scheme (Kain, 2004) for the parameterization of subgrid-scale cumulus 
convection which is applied only to the outer domain. The Noah land surface model 
(Chen and Dudhia, 2001) is used. The initial aerosol number concentration (here, initial 
cloud condensation nucleus (CCN) number concentration at 1% supersaturation) is set 
to 300 cm–3 near the surface, and the size distribution of aerosol is set to follow the 
Köhler equation (Köhler, 1936) and the Twomey equation (Twomey, 1959). The WRF 
model is integrated for 36 h starting from 12 UTC 20 August 2014. The time step used 
is 20 s in the inner domain and 60 s in the outer domain. 
 
3.4. Results and discussion 
 
3.4.1. Model validation 
Before comparing the results of the IQS and NQS models in predicting the 
precipitation event, the simulations are validated using observation data. Figure 3.7 






Figure 3.6. Two nested computational domains and terrain height. 
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500-hPa geopotential height and 200-hPa wind fields (right column) at 00 UTC 21, 12 
UTC 21, and 00 UTC 22 August 2014 in the IQS model. The simulated synoptic 
features in the NQS model are very similar to those in the IQS model. The comparison 
of the observation (reanalysis data) and simulation (Figures 3.1, 3.2, and 3.7) indicates 
that the model well simulates the structure and evolution of the synoptic features that 
are associated with the precipitation event as described in chapter 3.1: the movement of 
the low-level warm low, the enhanced north-south directed flow in the polar jet, the 
increased vorticity of the upper-level cold low, and the proper locations of the polar jet 
and the low-level warm low. 
Figures 3.8a–3.8c show the distributions of the observed and IQS model-
simulated surface precipitation amount in the domain from 00 UTC 21 to 00 UTC 22 
August 2014. The observation data are from the Integrated Multi-satellite Retrievals for 
GPM (IMERG), where GPM stands for Global Precipitation Measurement, (Figure 3.8a) 
and the National Agency for Meteorology and Environment Monitoring (NAMEM) of 
Mongolia (Figure 3.8b). The difference in 24-h accumulated surface precipitation 
amount between the IQS and NQS models is presented in Figure 3.8d. The IMERG 
dataset used in this study is version 03D and multi-satellite precipitation estimate with 
gauge calibration (final run) and has a horizontal resolution of 0.1º and a temporal 
resolution of half an hour (Huffman et al., 2015). Since many parts of the study area are 
remote mountainous areas, the number of meteorological observatories (32) is not large 
enough to obtain precipitation distribution fields in high spatial resolution. To compare 






Figure 3.7. Mean sea-level pressure (hPa, black solid lines) and 850-hPa temperature 
(color shaded) fields at (a) 00 UTC 21, (b) 12 UTC 21, and (c) 00 UTC 22 August 
2014 in the IQS model. (d)–(f) are the same as (a)–(c) but for 500-hPa geopotential 











Figure 3.8. Distributions of accumulated surface precipitation amount from 00 UTC 
21 to 00 UTC 22 August 2014: (a) Integrated Multi-satellite Retrievals for GPM 
(IMERG) data, (b) rain gauge data from the National Agency for Meteorology and 
Environment Monitoring (NAMEM) of Mongolia, and (c) the IQS model simulation. 
(d) Difference in accumulated surface precipitation amount between the IQS model 
and the NQS model. Note that (b) is constructed using rain gauge data at 32 
meteorological observatories. In (b), the areas with white color stand for no 
precipitation, 24-h accumulated surface precipitation amount smaller than 1 mm, or 
the absence of observation. 
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considered (Figure 3.8). The simulation result (Figure 3.8c) exhibits a strong 
precipitation band along the northeast-southwest direction across the center region of 
the domain including Darkhan, some of this feature being revealed in the rain gauge 
data. This strong precipitation band is consistent with the direction of the cold front in 
Figure 3.1c. Moreover, another relatively strong precipitation is simulated east of 
Darkhan, which is associated with the low-level warm low ahead of the cold front (see 
Figures 3.1b and 3.1c). 
It is seen from Figure 3.8d that the deviation of the IQS model from the NQS 
model is to a large extent positive in the domain, particularly at and near Darkhan, 
although an alternating pattern (i.e., spatial shifts) is seen. Because the IQS (also NQS) 
model tends to underestimate the 24-h accumulated surface precipitation amount 
compared to the IMERG data, in this regard, this positive deviation partially alleviates 
the negative bias of the NQS model. In spite of the uncertainty of the IMERG data and 
the insufficient spatial coverage of the rain gauge data, it seems that the IQS model 
improves over the NQS model by taking account of multiple collisions of cloud 
particles. 
It is noted that IMERG data are based upon the combined analysis of 
intermittent satellite measurements and limited rain gauge measurements. Thus, it may 
be relatively not good to calculate and discuss bias and error due to large uncertainty in 
the accumulated surface precipitation amounts, although the temporal and spatial 
patterns of surface precipitation are relatively good to be discussed. Keeping this in 
mind, the root-mean-square error of 24-h accumulated surface precipitation amount is 
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calculated using the simulation data of the IQS and NQS models and the rain gauge data. 
The simulation data are bi-linearly interpolated to the locations of meteorological 
observatories. The root-mean-square error is 9.2 mm in the IQS model and 10.2 mm in 
the NQS model, showing an improvement of the IQS model over the NQS model. Also, 
the deviation of simulated 24-h accumulated surface precipitation amount from the rain 
gauge data is calculated. The mean deviation is –6.0 mm in the IQS model and –6.5 mm 
in the NQS model, indicating that both the models underestimate 24-h accumulated 
surface precipitation amount, but the prediction performance is better in the IQS model 
than in the NQS model. 
Two additional simulations are conducted to examine the impacts of different 
initial conditions on precipitation prediction for the case considered in this study. For 
this, following Lee and Baik (2016), the initial potential temperature at every grid point 
is perturbed by the random noise uniformly distributed between –0.3 K and 0.3 K in the 
IQS and NQS model simulations. Except for the initial potential temperature 
perturbations, the experimental setup is the same as that described in chapter 3.3. Using 
the simulation and rain gauge data, the root-mean-square error and deviation are 
calculated. The root-mean-square error of 24-h accumulated surface precipitation 
amount is 9.5 mm in the IQS model and 9.7 mm in the NQS model. Thus, the IQS 
model improves over the NQS model, which is also found in the IQS and NQS model 
simulations without the initial potential temperature perturbations. The mean deviation 
of simulated 24-h accumulated surface precipitation amount is –5.3 mm in the IQS 
model and –6.1 mm in the NQS model. This means that the 24-h accumulated surface 
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precipitation amount is underestimated in both the models, but the IQS model is better 
than the NQS model in the performance of precipitation prediction, which is also found 
in the IQS and NQS model simulations without the initial potential temperature 
perturbations. 
 
3.4.2. Impacts on precipitation and cloud microphysics 
Figures 3.9a–3.9c show the distributions of 24-h accumulated surface 
precipitation amount in the IQS and NQS models and the difference between them. The 
accumulated surface precipitation amount in the domain is larger in the IQS model than 
in the NQS model. Focusing on a region of north central Mongolia where the surface 
precipitation amount is large (marked as the rectangle in Figure 3.9, hereafter called the 
analysis area), the increase in surface precipitation amount in the IQS model is overall 
more pronounced in the analysis area than in its outside area. The time series of surface 
precipitation rate averaged over the analysis area in the IQS and NQS models are 
presented in Figure 3.9d. The surface precipitation rate is consistently larger throughout 
the simulation period in the IQS model than in the NQS model despite spatial shifts in 
the distribution of surface precipitation. The 24-h accumulated surface precipitation 
amount averaged over the analysis area is 11.7 mm in the IQS model and 10.5 mm in 
the NQS model, 11.4% larger in the IQS model relative to the NQS model. 
The distributions of accumulated surface precipitation amount in the IQS and 
NQS model simulations with the initial potential temperature perturbations were 











Figure 3.9. Distributions of accumulated surface precipitation amount from 00 UTC 
21 to 00 UTC 22 August 2014 in (a) the IQS model and (b) the NQS model. (c) 
Difference in accumulated surface precipitation amount between the IQS model and 
the NQS model. (d) Time series of surface precipitation rate in the IQS and NQS 
models. In (d), the surface precipitation rate is averaged over the analysis area 
centered at Darkhan observatory (marked as the rectangle). 
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amount are similar to those in the IQS and NQS model simulations without the initial 
potential temperature perturbations. The time series of surface precipitation rate 
averaged over the analysis area show that before ~15 UTC the surface precipitation rate 
is larger in the IQS model than in the NQS model and after ~15 UTC the surface 
precipitation rate is smaller in the IQS model than in the NQS model. The 24-h 
accumulated surface precipitation amount averaged over the analysis area is larger in 
the IQS model (11.4 mm) than in the NQS model (10.9 mm), 4.6% larger in the IQS 
model relative to the NQS model. These results indicate some sensitivity of 
precipitation prediction to initial conditions. In spite of the sensitivity, the IQS model 
produces more precipitation than the NQS model in both the experimental settings (with 
and without the initial potential temperature perturbations). Further in-depth studies are 
needed to better understand the impacts of different initial conditions on precipitation 
prediction in the framework of the IQS and NQS models using an ensemble approach 
and many precipitation cases. 
Figures 3.10a and 3.10b show the vertical profiles of hydrometeor mass contents 
averaged over 10–20 UTC 21 August 2014 and the analysis area in the IQS and NQS 
models. Note that the ice crystal mass content is the sum of column-, plate-, and 
dendrite-type ice crystal mass contents. In both the IQS and NQS models, the snow 
mass content is dominant, the averaged freezing level is ~4 km, and snow particles are 
simulated even below the freezing level because of the gradual melting of snow 
particles. Also, in both the models, supercooled drops exist largely between the freezing 






Figure 3.10. Vertical profiles of hydrometeor mass contents averaged over 10–20 
UTC 21 August 2014 and the analysis area in (a) the IQS model and (b) the NQS 




The differences in hydrometeor mass contents between the IQS and NQS 
models (Figure 3.10c) show that the mass contents of cloud water, rainwater, ice crystal, 
snow, and graupel increase in the IQS model relative to the NQS model and the hail 
mass contents almost the same in both the models. Among the increases in the 
hydrometeor mass contents, the increase in snow mass content is the most noticeable. 
The maximum increase in snow mass content is 7.4 mg m−3 at z = 5.9 km. The increase 
in ice crystal mass content above the freezing level is also noticeable, and its maximum 
increase is 3.3 mg m−3 at z = 10.1 km. The increase in graupel mass content is large 
between z ~ 4 km and z ~ 6 km. The maximum increase in graupel mass content is 2.0 
mg m−3 at z = 4.4 km. The mass contents of cloud water and rainwater increase 
noticeably below z ~ 4 km. The enhanced large drop formation due to multiple 
collisions of cloud particles in the IQS model results in an increase in rainwater mass 
content. In addition to the enhanced large drop formation, the increased mass contents 
of snow and graupel in the IQS model can have a significant role in controlling 
rainwater mass content through melting. 
The vertical profiles of vertical velocity and net heating rate due to cloud 
microphysical processes in the IQS and NQS models are presented in Figure 3.11. The 
vertical velocity and net heating rate are averaged over 10−20 UTC 21 August 2014 and 
the analysis area. The vertical profiles of vertical velocity in the IQS and NQS models 
are overall similar to each other, but there is a difference. In the mid-to-upper 
troposphere, the upward motion is stronger in the IQS model than in the NQS model. 






Figure 3.11. Vertical profiles of (a) vertical velocity and (b) net heating rate due to 
cloud microphysical processes averaged over 10−20 UTC 21 August 2014 and the 












Figure 3.12. Time-height sections of horizontally averaged (a) ice crystal mass 
content, (c) snow mass content, (e) graupel mass content, and (g) rainwater mass 
content in the IQS model. Differences in (b) ice crystal mass content, (d) snow mass 
content, (f) graupel mass content, and (h) rainwater mass content between the IQS 




IQS and NQS models are also overall similar to each other, which are also positive in 
the mid-to-upper troposphere. The positive heating rate is consistently larger in the IQS 
model than in the NQS model. Figure 3.11 indicates that the increase in heating due to 
microphysical processes in the IQS model induces stronger upward motion which in 
turn enhances microphysical processes, thus promoting interactions of cloud 
microphysics with dynamics. 
Figure 3.12 shows the time-height sections of horizontally averaged ice crystal, 
snow, graupel, and rainwater mass contents in the IQS model and the differences in ice 
crystal, snow, graupel, and rainwater mass contents between the IQS and NQS models. 
The ice crystal, snow, and graupel mass contents are large before ~12 UTC, and they 
exhibit a decreasing trend after ~12 UTC (Figures 3.12a, 3.12c, and 3.12e). The 
differences in ice crystal and snow mass contents are consistently positive after ~12 
UTC. The analysis of the time-height section of horizontally averaged vertical velocity 
shows that the upward motion is stronger after ~12 UTC in the IQS model than in the 
NQS model (figure not shown). The difference in ice crystal mass content is large after 
~12 UTC, and the difference in snow mass content is large after ~14 UTC. This implies 
that the increase in snow mass content in the IQS model is mainly caused by the 
increase in ice crystal mass content. The increase in snow mass content propagates 
downward, and it induces an increase in rainwater mass content through melting, hence 
resulting in the enhanced surface precipitation amount. Note that the significant increase 
in rainwater mass content before ~14 UTC is due to multiple collisions of cloud 











Figure 3.13. Time-height sections of horizontally averaged (a) deposition rate, (c) 
condensation rate, (e) riming rate, and (g) melting rate in the IQS model. Differences 
in (b) deposition rate, (d) condensation rate, (f) riming rate, and (h) melting rate          
between the IQS model and the NQS model. 
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are smaller in the IQS model than in the NQS model. This implies that in the IQS model 
ice-phased microphysical processes before ~12 UTC is less active than those after ~12 
UTC. 
Figure 3.13 shows the time-height sections of horizontally averaged deposition, 
condensation, riming, and melting rates in the IQS model and the differences in the rates 
between the IQS and NQS models. The increases in deposition and condensation in the 
IQS model are clear, and their trends are similar to those of the increases in snow and 
rain drop in the IQS model. This implies that the increases in snow and drop mass 
contents in the IQS model is largely due to the increased deposition and condensation, 
respectively. Also, these increases in snow and drop mass contents again contribute to 
the increases in deposition and condensation, respectively, which intensifies the 
differences in snow and drop mass contents. Riming just above the freezing level is 
stronger in the IQS model than in the NQS model. The increase in the ice mass content 
due to riming after ~14 UTC in the IQS model is mainly caused by the riming of snow 
(Figures 3.12d and 3.13f). On the other hand, the increase in ice mass content due to 
riming before ~14 UTC in the IQS model is mainly caused by the riming of graupel 
(Figures 3.12f and 3.13f). Riming plays a role in increasing snow mass content after 
~14 UTC in the IQS model, and the increased snow mass content results in the 
enhanced surface precipitation amount through melting (Figure 3.13h). Although the 
graupel mass content is also increased before ~14 UTC in the IQS model, reduced ice-
phased microphysical processes appear to result in the decreased melting of ice particles. 






Figure 3.14. Vertical profiles of the vertical fluxes of (a) cloud water and (b) ice 
crystal averaged over 10−20 UTC 21 August 2014 and the analysis area in the IQS 
model and the NQS model. 
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heat release in the IQS model than in the NQS model (Figure 3.11b), which contributes 
to the stronger upward motion in the IQS model than in the NQS model (Figure 3.11a). 
The vertical profiles of the vertical fluxes of cloud water and ice crystal in the 
IQS and NQS models averaged over 10−20 UTC 21 August 2014 and the analysis area 
are presented in Figure 3.14. Here, the vertical flux of any hydrometeor is defined as the 
hydrometeor mass content times (w + vt), where w is the vertical velocity and vt is the 
terminal velocity of the hydrometeor (vt is negative). In both the IQS and NQS models, 
the vertical flux of cloud water is positive, that is, cloud droplets are transported upward. 
Between z ~ 1.5 km and z ~ 5.5 km, the vertical flux of cloud water is larger in the IQS 
model than in the NQS model, implying that multiple collisions of cloud particles in the 
IQS model leads to more vertical transport of cloud droplets. The vertical flux of ice 
crystal is positive at almost all levels. Some large differences in the vertical flux of ice 
crystal between the IQS and NQS models are present in the layer between z ~ 5 km and 
z ~ 11 km where more vertical transport of ice crystal occurs in the IQS model. As 
mentioned before, the upward motion is enhanced due to the increased latent heat 
release in the IQS model, which contributes to the positive differences in the vertical 
fluxes of cloud water and ice crystal (Figure 3.14). 
Figure 3.15 shows the size distributions of drop (cloud droplet plus raindrop), 
snow, and graupel averaged over the 10-h period and the analysis area in the IQS and 
NQS models and the differences in the size distributions of drop, snow, and graupel 
between the IQS and NQS models. The size distribution is calculated at z = 3 km for 






Figure 3.15. Size distributions of (a) drop at z = 3 km, (c) snow at z = 5 km, and (e) 
graupel at z = 4 km averaged over 10–20 UTC 21 August 2014 and the analysis area 
in the IQS and NQS models. Differences in the size distributions of (b) drop, (d) 
snow, and (f) graupel between the IQS model and the NQS model. 
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the drop size distribution exhibits primary peaks at ~20 μm and ~410 μm in radius, 
which belong to cloud droplets and raindrops, respectively. The difference in drop size 
distribution shows that the drop mass content is increased in the IQS model both in the 
small drop range (maximum at ~20 μm) and in the large drop range (maximum at ~1 
mm). The increased large drop mass content contributes to the enhanced surface 
precipitation amount. It is noted that the drop mass content in a part of medium sizes is 
decreased in the IQS model. The increased drop mass content in the small drop range in 
the IQS model results from the difference between the IQS and NQS models. However, 
unlike in the box model and idealized two-dimensional simulations in chapter 2.2, in the 
real-case simulation (the present study), it seems to be very difficult to find detailed 
reasons for the increased drop mass content in the small drop range because of the 
increased complexity. More activation of CCN due to the increase in upward motion can 
be a reason. Further study is needed to find reasons for that, in views of microphysics 
and dynamics feedback. 
For the snow size distribution, both the IQS and NQS models share common 
features that it exhibits a primary peak at ~6 mm in radius and the mass of snow is 
largely occupied by large snow particles (~0.1–1 cm in radius) (Figure 3.15c). The 
difference between the IQS and NQS models is mainly positive, that is, the snow mass 
content is larger in the IQS model than in the NQS model. In Figure 3.12, it is shown 
that the increase in snow mass content is largely caused by the increase in ice crystal 
mass content. Therefore, it can be deduced that the increase in the mass content of cloud 











Figure 3.16. Time evolution of the horizontally averaged size distributions of (a) 
drop in the IQS model, (b) drop in the NQS model, and (c) difference in drop size 
distribution between the IQS model and the NQS model. (d), (e), and (f) are the same 
as (a), (b), and (c), respectively, but for snow. (g), (h), and (i) are the same as (a), (b), 
and (c), respectively, but for graupel. 
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upward transport of cloud droplets (Figure 3.14a) and freezing, hence increasing snow 
mass content. In addition, this increased snow mass content contributes to the increased 
raindrop mass content (Figures 3.15b and 3.15d) through melting, which enhances the 
surface precipitation amount. The graupel size distribution exhibits a primary peak at 
~550 μm in both the IQS and NQS models (Figure 3.15e). The graupel mass content is 
noticeably larger in the IQS model than in the NQS model in the ~0.5−2 mm radius 
range, with its maximum difference at ~880 μm (Figure 3.15f). 
Figure 3.16 is the same as Figure 3.15 but as a form of the time evolution of the 
size distributions of drop, snow, and graupel and the differences. Figure 3.16 exhibits 
the characteristics of the size distributions in more detail. The increases in the mass of 
small and large drops are seen throughout almost the entire period and are more distinct 
before ~15 UTC. The increase in the mass of large snow particles is simulated after ~14 
UTC (see also Figure 3.12d). This implies that the increase in the mass of large drops 
after ~14 UTC is caused by the increase in the mass of large snow particles. The 
increase in graupel mass content in the ~0.5−2 mm radius range is seen throughout the 
time period, especially before ~15 UTC. Before ~15 UTC, the riming of snow with 
increased large drops may result in an increase in graupel mass content. However, 
Figures 3.16f and 3.16i show that after ~15 UTC the contribution of the increased 
graupel mass content to surface precipitation amount through melting is less significant 
than the contribution of the increased snow mass content to surface precipitation amount 
through melting. This results in the decrease in melting before ~14 UTC in the IQS 
model (Figure 3.13h). 
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Based upon the analysis results of Figures 3.8−3.16, we construct a schematic 
diagram which depicts major pathways of microphysics that result in the larger surface 
precipitation amount in the IQS model relative to the NQS model (Figure 3.17). The 
IQS model that takes account of multiple collisions of cloud particles increases the mass 
contents of both large drops and small drops. The increased large drops grow through 
coalescence and condensation, which further increases the mass content of larger drops. 
The increased mass content of larger drops contributes to the increase in surface 
precipitation amount. This pathway is depicted on the left side of the schematic diagram. 
The increased small drops due to multiple collisions are transported upward, grow 
through condensation, and then freeze, forming ice crystals. The ice crystals grow by 
deposition, further increasing ice crystal mass content. The increase in the mass content 
of ice crystal gives rise to the increase in the mass content of snow through deposition 
and riming. The mass content of snow is further increased through deposition and 
riming. The increased mass content of snow increases the mass content of large drops 
through the melting of snow particles. Thus, the increased mass content of large drops 
also contributes to the increase in surface precipitation amount. This pathway is 
depicted on the right side of the schematic diagram. 
It should be noted that the schematic diagram shows major microphysics 
pathways only that lead to the larger amount of surface precipitation in the IQS model. 
The interactions of microphysics with dynamics in the precipitation systems simulated 
in this study, which need further investigation, are too complicated to understand fully 
and be included appropriately in a schematic diagram. The schematic diagram presented, 
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Figure 3.17. Schematic diagram of microphysical processes that result in the larger 
surface precipitation amount in the IQS model. 
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3.5. Summary and conclusions 
The IQS model that allows for multiple collisions of cloud particles within a 
time step was evaluated through precipitation prediction. For this purpose, a 
precipitation event observed over  north central Mongolia on 21 August 2014 was 
simulated using the WRF model with a detailed bin microphysics scheme and the 
simulation results from the IQS model were compared to those from NQS model in 
which a cloud particle can collide with other cloud particle only once within a time step. 
The simulated surface precipitation amount in the IQS model is closer to the 
observation than that in the NQS model, although both the IQS and NQS models 
underestimate the surface precipitation amount. It was found that the surface 
precipitation amount is larger in the IQS model than in the NQS model, particularly 
over the strong precipitation region. Microphysical processes that lead to the larger 
surface precipitation amount in the IQS model were analyzed in detail. In the IQS 
model, the mass contents of both large drops and small drops are increased due to 
multiple collisions of cloud particles. The increased large drops act to increase surface 
precipitation amount. The increased small drops increase snow mass content through 
freezing, deposition, and riming. The increased snow mass content also acts to increase 
surface precipitation amount through melting. 
The number of studies that utilize numerical models that include bin 
microphysics schemes to understand clouds and precipitation has increased in recent 
years with advances in computing power. The quasi-stochastic collection model that 
takes account of multiple collisions of cloud particles can be easily implemented in 
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models with bin microphysics schemes, expecting to better simulate cloud and 
precipitation processes, as demonstrated in this study. This study considered only one 
precipitation event. Many precipitation events are required to examine the impacts of 
the IQS model on cloud and precipitation processes which could vary with 
environmental conditions, deserving an investigation. In chapter 2, it is indicated that 
the effects of aerosols on the evolution of drop size distribution can be modulated by the 
IQS model. Aerosol effects on clouds and precipitation in the IQS model through real 




4. Impacts of aerosol loading on surface precipitation from 
deep convective systems over north central Mongolia. 
 
4.1. Introduction 
Aerosols in the atmosphere play an important role in radiation processes and 
cloud and precipitation processes. They can serve as cloud condensation nuclei or ice 
nuclei. The sizes and chemical compositions of aerosols greatly influence the size 
distribution of nucleated drops in a cloud which subsequently affects the evolution of 
the cloud (Houze, 2014). Aerosol-cloud-precipitation interactions have been recognized 
as one of the important problems in weather and climate research. 
The impacts of aerosols on clouds and precipitation have been extensively 
investigated using numerical models, particularly focusing on how surface precipitation 
varies with aerosol number concentration (see review papers of Khain, 2009; Tao et al., 
2012; Fan et al., 2016). Many studies have shown that surface precipitation from 
shallow warm clouds decreases with increasing aerosol number concentration (Kuba 
and Fujiyoshi, 2006; Xue and Feingold, 2006; Cheng et al., 2007; Fan et al., 2012; Choi 
et al., 2014) while surface precipitation from deep convective clouds increases with 
increasing aerosol number concentration (Khain et al., 2005; Wang, 2005; Rosenfeld et 
al., 2008; Igel et al., 2013; Clavner et al., 2017). The enhancement of surface 
precipitation from deep convective clouds with increasing aerosol number concentration 
has been explained as the invigoration of deep convective clouds under certain 
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conditions such as humid condition. In a polluted environment, the mean radius of 
condensates is reduced (Twomey, 1977) and the production of raindrops through 
collision-coalescence is inhibited. Instead, more cloud droplets are transported upward 
above the freezing level and then freeze with releasing latent heat, which consequently 
promotes updrafts and the formation of ice hydrometeors (Rosenfeld et al., 2008) and 
eventually enhances surface precipitation. The evaporation of raindrops in the boundary 
layer can strengthen cold pool, which can facilitate the formation of secondary 
convection and thus enhance surface precipitation (Khain et al., 2005; Rosenfeld et al., 
2008; O'Halloran et al., 2015). On the other hand, some studies have shown that the 
variation of surface precipitation with aerosol number concentration is not monotonic 
(Ilotoviz et al., 2016; Alizadeh-Choobari and Gharaylou, 2017; Dagan et al., 2017), 
implying the complexity of aerosol-cloud-precipitation interactions. 
In the past two decades, numerical models with bin microphysics schemes have 
been broadly used to better understand clouds and precipitation and more accurately 
predict precipitation (e.g., Khain et al., 1999; Lynn et al., 2005; Khain et al., 2005; Tao 
et al., 2007; Khain, 2009; Han et al., 2012; Iguchi et al., 2012; Xue et al., 2012; Lee et 
al., 2014; Khain et al., 2015; Xiao et al., 2015; Lee and Baik, 2016; Tao and Li., 2016; 
Gayatri et al., 2017; Sarangi et al., 2017). Numerical models with bin microphysics 
schemes predict the number concentration of each hydrometeor for each size bin. 
Accordingly, the size distributions of hydrometeors are better represented in numerical 
models with bin microphysics schemes than those with bulk microphysics schemes in 
which specified size-distribution functions are used. Hence, numerical models with bin 
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microphysics schemes can be used more reliably to examine aerosol impacts on clouds 
and precipitation, although they require much more computing resources. 
The improved quasi-stochastic collection (IQS) model which considers multiple 
collisions of cloud particles within a model time step is evaluated in chapter 2. Using a 
numerical model that includes the IQS, a precipitation prediction over north central 
Mongolia is performed in chapter 3. 
This study investigates the impacts of aerosol loading on surface precipitation 
from mid-latitude deep convective systems through real-case simulations, particularly 
attempting to find pathways that lead to the variation of surface precipitation amount 
with aerosol loading. As a real case, a precipitation event that occurred over north 
central Mongolia is selected. In chapter 4.2, the case description and experimental setup 
are briefly described. In chapter 4.3, results and discussion are given. A summary and 
conclusions are provided in chapter 4.4. 
 
4.2. Case description and experimental setup 
The case selected for this study is the 21 August 2014 precipitation event over 
north central Mongolia in chapter 3. The 24-h accumulated surface precipitation amount 
that day was 30 mm in Ulaanbaatar and 19 mm in Darkhan. The two locations are 
indicated in Fig. 4.1a. In Mongolia, the average annual precipitation amount is ~210 
mm, so the precipitation event with the 24-h accumulated surface precipitation amount 











Figure 4.1. (a) Field of mean sea-level pressure (hPa, black solid lines) and 850-hPa 
temperature (color shaded) at 12 UTC 21 August 2014 plotted using the ERA-
Interim (0.75° × 0.75°) reanalysis data. The circle and square represent the locations 
of Darkhan and Ulaanbaatar observatories, respectively. (b) Two nested 
computational domains (domain 1 and domain 2) and terrain height. The innermost 
rectangular area represents the analysis area. (a) and (b) are adapted from chapter 3. 
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mean sea-level pressure and 850-hPa temperature field at 12 UTC 21 August 2014 is 
presented in Fig. 4.1a. This figure is adapted from chapter 3 (Fig. 3.1. and Fig 3.6.). The 
low-level warm low is located southeast of Ulaanbaatar at 12 UTC 21 and moves 
northeastward. The low-level cold high is located northwest of Darkhan at 12 UTC 21 
and moves southeastward. Near Darkhan, the gradients of pressure and temperature 
become large, implying the presence of a cold front. The precipitation that occurred on 
21 August 2014 is associated with the warm low and the cold front. 
The numerical model used in this study is the Weather Research and Forecasting 
(WRF) model coupled with the bin microphysics scheme of the Hebrew University 
Cloud Model (HUCM) (Lee and Baik, 2016). The IQS model is implemented in the bin 
microphysics scheme in chapters 2.2.2 and 3.3. The bin microphysics scheme considers 
seven hydrometeor types [liquid drop, three types of ice crystals (column, plate, and 
dendrite), snow, graupel, and hail] and aerosol and uses 43 mass-doubling bins. The 
turbulence-induced collision enhancement is not included in the present study. All 
physical parameterization schemes and experimental setup are the same as those in 
chapter 3.3. Figure 4.1b shows two one-way nested computational domains: the outer 
domain (domain 1) with a horizontal grid size of 15 km and the inner domain (domain 2 
with a horizontal grid size of 5 km). The ERA-interim reanalysis data (Dee et al., 2011) 
are used to provide initial and boundary conditions for the WRF model. 
Following Khain et al. (2000) and Lee et al. (2014), the initial size distribution 



























=  (4.1) 
 
Here, ra is the radius of aerosol, N0 is the cloud condensation nucleus (CCN) number 
concentration at 1% supersaturation, k (= 0.5) is a constant, and A and B are coefficients 
related to the curvature and solution effects, respectively. The radius of the largest 
aerosol is 2 μm. To examine the impacts of aerosol loading on surface precipitation 
amount, six numerical experiments are carried out with initial aerosol number 
concentrations of N0 = 150, 300, 600, 1200, 2400, and 4800 cm–3. The initial aerosol 
number concentration in the vertical is uniform up to 2 km height above the surface and 
then decreases exponentially with an e-folding height of 2 km. In chapter 3, N0 = 300 
cm–3 was used. The WRF model is integrated for 36 h starting from 12 UTC 20 August 
2014, and the last 24-h simulation data are used for analysis. For further details of the 
case synopsis, numerical model, and experimental setup, see chapter 3. 
 
4.3. Results and discussion 
To understand how and why surface precipitation amount from the deep 
convective systems over north central Mongolia varies as the aerosol number 
concentration increases, we analyze surface precipitation amount, mass contents and 
number concentrations of hydrometeors, mass change rates of hydrometeors and water 











Figure 4.2. Distributions of accumulated surface precipitation amount in the analysis 
area from 00 UTC 21 to 00 UTC 22 August 2014 in the cases of aerosol number 
concentrations of N0 = (a) 150, (b) 300, (c) 600, (d) 1200, (e) 2400, and (f) 4800 cm–
3. The case of N0 = 300 cm–3 is the same as that in chapter 3. 
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shows the distributions of 24-h accumulated surface precipitation amount in the analysis 
area from 00 UTC 21 to 00 UTC 22 August 2014 for initial aerosol number 
concentrations of N0 = 150, 300, 600, 1200, 2400, and 4800 cm–3. Note that N0 = 300 
cm–3 is used in chapter 3. Overall, the spatial distributions of accumulated surface 
precipitation amount, which are associated with the warm low and the cold front, are 
similar to each other. Major rainbands are elongated in the southwest-northeast direction. 
In addition to the similarities, some differences are also evident in the fine structure and 
amount of surface precipitation. For example, in the case of N0 = 4800 cm–3, the 
rainband elongated in the southwest-northeast direction in the southern region of the 
analysis area is longer and stronger than those in the other cases. 
Figure 4.3 shows the averaged 24-h accumulated surface precipitation amount as 
a function of the initial aerosol number concentration. The average is taken over the 
analysis area. The non-monotonic behavior of the accumulated surface precipitation 
amount is seen as the aerosol number concentration changes. This kind of non-
monotonic behavior has been revealed in several studies (Ilotoviz et al., 2016; Alizadeh-
Choobari and Gharaylou, 2017). In the range of N0 = 150–600 cm–3, the accumulated 
surface precipitation amount slightly decreases with increasing aerosol number 
concentration. On the other hand, in the range of N0 = 600–4800 cm–3, the increase in 
accumulated surface precipitation amount with increasing aerosol number concentration 
is notable. The increasing trend of surface precipitation with increasing aerosol number 
concentration has been reported in many studies (e.g., Wang, 2005; Lee et al., 2008; 






Figure 4.3. Accumulated surface precipitation amount from 00 UTC 21 to 00 UTC 




leads to the invigoration of deep convective systems (Khain et al., 2005; Lee et al., 2008; 
Rosenfeld et al., 2008). In the present study, the 24-h accumulated surface precipitation 
amount averaged over the analysis area in the case of N0 = 4800 cm–3 (13.9 mm) is 22% 
larger than that in the case of N0 = 600 cm–3 (11.4 mm). Next, we present analysis 
results of mass contents and number concentrations of hydrometeors, mass change rates 
of hydrometeors and water vapor due to microphysical processes, and size distributions 
of hydrometeors and attempt to explain why the accumulated surface precipitation 
amount increases with increasing aerosol number concentration in the range of N0 = 
600–4800 cm–3. 
The vertical profiles of hydrometeor mass contents in the case of N0 = 4800 cm−3 
and differences in hydrometeor contents between the case of N0 = 4800 cm–3 and the 
case of N0 = 600 cm–3 averaged over the 24-h period and the analysis area are presented 
in Figs. 4.4a and 4.4b, respectively. In Fig. 4.4 (also Figs. 4.5, 4.6, and 4.8), the height is 
the height from the mean sea level. The average topographic height in the analysis area 
is ~1200 m. The freezing level is z ~ 4 km. Figure 4.4a shows that the snow mass 
content is the largest, followed by the ice crystal mass content. The snow mass content 
is maximal at z ~ 5 km, and the ice crystal mass content is maximal at z ~ 10 km. Snow 
particles are seen even below the freezing level because of their gradual melting. Below 
z ~ 3 km, the rainwater mass content is the largest. The mass content of supercooled 
drops is largely concentrated between the freezing level and z ~ 5 km. Although the 
graupel mass content is much smaller than that of snow or ice crystal, it is notably 
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concentrated between z ~ 4 km and z ~ 6 km. Hail is also seen, but the hail mass content 
is small. 
Above the freezing level, the snow mass content is consistently larger in the case 
of N0 = 4800 cm–3 than in the case of N0 = 600 cm–3 (Fig. 4.4b). The cloud water and 
rainwater mass contents are notably larger in the case of N0 = 4800 cm–3 than in the case 
of N0 = 600 cm–3 (Fig. 4.4b). As will be presented later, the increased snow mass content 
is responsible for an increase in rainwater mass content. The increase in cloud water 
mass content is particularly pronounced between z ~ 2 km and z ~ 3 km. The increase in 
cloud water mass content above the freezing level means the increase in the amount of 
supercooled cloud droplets in the case of N0 = 4800 cm–3. The rainwater mass content 
also increases below the freezing level in the case of N0 = 4800 cm–3. This results from 
an increase in the melting of snow particles and from an increase in the collisional 
growth of raindrops, which are produced by the melting of snow particles, in the layer 
with larger cloud water mass content. 
Figure 4.5 shows the vertical profiles of the number concentrations of cloud 
drops (cloud droplets), ice crystals, and raindrops averaged over the 24-h period and the 
analysis area in the cases of N0 = 600 and 4800 cm–3. The cloud drop number 
concentration is consistently higher in the case of N0 = 4800 cm–3 than in the case of N0 
= 600 cm–3 due to the higher aerosol number concentration. The maximum number 
concentration of cloud drops is ~4030 L−1 (per one liter of air) at z ~ 3 km in the case of 
4800 cm–3 and ~2460 L−1 at z ~ 3 km in the case of 600 cm–3, ~1.6 times larger in the 






Figure 4.4. (a) Vertical profiles of hydrometeor mass contents averaged over 24 h 
from 00 UTC 21 to 00 UTC 22 August 2014 and the analysis area in the case of N0 = 
4800 cm–3. (b) Vertical profiles of differences in hydrometeor mass contents between 
the case of N0 = 4800 cm–3 and the case of N0 = 600 cm–3. 
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in the case of N0 = 4800 cm–3 than in the case of N0 = 600 cm–3. In both the cases, the 
maximum number concentration of ice particles is seen just above the freezing level. 
Just above the freezing level, a portion of the cloud drops transported below the freezing 
level freeze, forming ice crystals (Figs. 4.5a and 4.5b). The higher number 
concentration and smaller mass content of ice crystals mean that the average size of ice 
crystals is smaller in the case of N0 = 4800 cm–3 than in the case of N0 = 600 cm–3 
(Figs.4.4b and 4.5b). On the other hand, the raindrop number concentration is 
consistently lower in the case of N0 = 4800 cm–3 than in the case of N0 = 600 cm–3. The 
lower number concentration and larger mass content of raindrops mean that the average 
size of raindrops is larger in the case of N0 = 4800 cm–3 than in the case of N0 = 600 cm–
3 (Figs. 4.4b and 4.5c). In the case of N0 = 4800 cm–3, the average size of ice crystals is 
small, but the average size of raindrops is large. This implies that the growth of small-
sized ice crystals through mixed-phased processes is important. 
Figure 4.6a shows the vertical profiles of the mass change rates of hydrometeors 
and water vapor due to deposition, sublimation, condensation, evaporation, freezing, 
melting, riming, and nucleation averaged over the 24-h period and the analysis area in 
the case of N0 = 4800 cm–3. Here, the mass change rate due to a microphysical process 
means the increase rate of the mass of water vapor, liquid water or ice produced through 
the microphysical process. For example, the mass change rate due to condensation 
means the increase rate of the mass of liquid water due to condensation. The mass 
change rate due to nucleation is amplified 10 times. Overall, the mass change rate due to 











Figure 4.5. Vertical profiles of the number concentrations of (a) cloud drop, (b) ice 
crystal, and (c) raindrop averaged over 24 h from 00 UTC 21 to 00 UTC 22 August 






condensation is larger than that of evaporation. On the other hand, overall, the mass 
change rate due to freezing is smaller than that of melting. The mass change rate due to 
riming is notable, whose peak is located at z ~ 4 km and whose peak magnitude is 
comparable to that of the mass change rate due to deposition or condensation. The mass 
change rate due to nucleation is negligible. From Figs. 4.6a and 4.4a, can deduce that 
the deposition in the mid- and upper troposphere is mainly responsible for the snow 
mass content and the growth of snow particles through riming is effective near the 
freezing level. 
Differences in the mass change rates of hydrometeors and water vapor due to 
microphysical processes (Fig. 4.6b) indicate increases in riming, evaporation, and 
condensation in the case of N0 = 4800 cm–3 relative to the case of N0 = 600 cm–3. The 
maximum increases in the mass change rates due to riming, evaporation, and 
condensation are seen at z ~ 4, 3, and 2 km, respectively. Higher aerosol number 
concentration produces more drops of small sizes. Thus, the sum of surface areas of 
drops is larger and accordingly the diffusional growth of drops becomes stronger (Lee et 
al., 2014), which is reflected in the larger mass change rate due to condensation in the 
case of N0 = 4800 cm–3 relative to the case of N0 = 600 cm–3 (Fig. 4.6b). As discussed 
earlier, the average size of ice crystals is smaller, while the number concentration of ice 
crystals is higher in the case of N0 = 4800 cm–3 than in the case of N0 = 600 cm–3. This is 
reflected in the lower mass change rate due to freezing in the case of N0 = 4800 cm–3 
than in the case of N0 = 600 cm–3 (Fig. 4.6b). The mass change rate due to melting is 






Figure 4.6. (a) Vertical profiles of the mass change rates of hydrometeors due to 
deposition, sublimation, condensation, evaporation, freezing, melting, riming, and 
nucleation (amplified 10 times) processes averaged over 24 h from 00 UTC 21 to 00 
UTC 22 August 2014 and the analysis area in the case of N0 = 4800 cm–3. (b) Vertical 
profiles of differences in the mass change rates of hydrometeors due to deposition, 
sublimation, condensation, evaporation, freezing, melting, riming, and nucleation 
(amplified 10 times) processes between the case of N0 = 4800 cm–3 and the case of N0 




the layer just below the freezing level. As will be shown below, however, the number 
concentration of snow particles is higher in the case of N0 = 4800 cm–3 than in the case 
of N0 = 600 cm–3, contributing to an increase in the mass content of raindrops through 
melting and active collision-coalescence. 
Figure 4.7 shows the mass size distributions of drops at z = 3 km and snow at z = 
5 km and the number size distributions of snow at z = 5 km averaged over the 24-h 
period and the analysis area in the cases of N0 = 600 and 4800 cm–3. The differences in 
the size distributions of drops at z = 3 km, snow at z = 5 km, and snow at z = 7 km 
between the case of N0 = 4800 cm–3 and the case of N0 = 600 cm–3 are also shown. At z = 
3 km, the drop mass content is particularly larger in the size range of ~6–15 μm in 
radius, which belongs to a size range of cloud droplets, in the case of N0 = 4800 cm–3 
than in the case of N0 = 600 cm–3 (Figs. 4.4a and 4.4b). This result means that more 
drops of small sizes form as the aerosol number concentration is higher. The maximum 
difference in the mass size distribution of drops is seen at ~10 μm in radius. More drops 
of small sizes increase the total area of drops, thus resulting in stronger low-level 
condensation (Fig. 4.6b). In addition, more drops of small sizes contribute to increases 
in ice crystals and supercooled drop mass contents above the freezing level (Fig. 4.4b). 
The mass size distributions of snow at z = 5 km in the cases of N0 = 600 and 
4800 cm–3 are similar to each other and exhibit a high peak at ~6 mm (Fig. 4.7c). In the 
case of N0 = 4800 cm–3, more cloud droplets result in more ice crystals through freezing 
(Figs. 4.4b and 4.7a). More ice crystals are grown into more small-sized snow particles 











Figure 4.7. Mass size distributions of (a) drops at z = 3 km and (c) snow at z = 5 km 
and number size distributions of (e) snow at z = 5 km in the cases of N0 = 4800 cm–3 
(solid lines) and 600 cm–3 (dashed lines). Differences in the mass size distributions of 
(b) drops at z = 3 km, (d) snow at z = 5 km, and (f) snow at z = 7 km between the 
case of N0 = 4800 cm–3 and the case of N0 = 600 cm–3. All the size distributions are 




result, the mass content of small-sized snow particles is larger in the case of N0 = 4800 
cm–3 than in the case of N0 = 600 cm–3 (Fig. 4.7d). In addition, the mass content of 
large-sized snow particles is larger in the radius range of ~6–15 mm with a peak at ~8 
mm in the case of N0 = 4800 cm–3 than in the case of N0 = 600 cm–3 (Fig. 4.7d). Through 
the comparison of Fig. 4.7d with Fig. 4.7f, can deduce that the increased mass content 
of large-sized snow particles is largely due to riming. More snow particles of large sizes 
which grow through riming melt to form relatively large drops. The relatively large 
drops collect drops of small sizes (collision-coalescence process), which leads to 
enhanced surface precipitation amount. 
Van den Heever et al. (2006) and Fan et al. (2012) showed that the high CCN 
concentration results in the high graupel/hail mass content through riming in their 
numerical modeling studies of deep convective clouds over Florida and the Southeast 
China, respectively. A recent numerical modeling study of aerosol loading effects on the 
amount of surface precipitation from deep convective clouds over the Indian peninsula 
during the monsoon season (Gayatri et al., 2017) also showed that the melting of 
graupel particles grown through active riming largely affects the surface precipitation 
amount in the high CCN case. On the other hand, this study shows that the increase in 
surface precipitation amount is mainly due to the melting of snow particles rather than 
graupel particles. One plausible reason for the difference in results between the 
aforementioned studies and this study might be associated with the differing climates of 
the study regions. North central Mongolia is less humid than Florida, the Southeast 






Figure 4.8. Schematic diagram of main pathways of microphysical processes that 




seems to be not favorable since the drop mass content is smaller. 
Figure 4.8 presents a schematic diagram that depicts microphysical processes 
and changes in hydrometeor mass contents that lead to larger accumulated surface 
precipitation amount for higher aerosol number concentration in the aerosol number 
concentration range of N0 = 600–4800 cm–3. For higher aerosol number concentration, 
more drops of small sizes form. More drops of small sizes grow through stronger 
condensation due to a larger sum of the surface areas of drops while being transported 
upward and some of them freeze, which leads to an increase in the mass content of ice 
crystals. The increased ice crystal mass content leads to an increase in the mass content 
of small-sized snow particles largely through deposition. The increased mass content of 
small-sized snow particles leads to an increase in the mass content of large-sized snow 
particles largely through riming. Moreover, more drops of small sizes is responsible for 
an increase in the mass content of supercooled drops above the freezing level. The 
increased supercooled drop mass content leads to an increase in the mass content of 
large-sized snow particles through riming. More snow particles of large sizes, which 
form in these pathways, contribute to an increase in the amount of surface precipitation 
through melting and collision-coalescence. 
 
4.4. Summary and conclusions 
This study investigates the impacts of changes in aerosol loading on surface 
precipitation from mid-latitude deep convective systems through simulations of a real 
case. For this, a precipitation event that occurred over north central Mongolia on 21 
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August 2014 was selected and simulations were performed with different initial aerosol 
number concentrations using the WRF model coupled with an updated bin microphysics 
scheme. The improved quasi-stochastic collection model which considers multiple 
collisions of cloud particles within a model time step is implemented in the bin 
microphysics scheme. It was found that the behavior of 24-h accumulated surface 
precipitation amount with aerosol number concentration is not monotonic. The 24-h 
accumulated surface precipitation amount slightly decreases with increasing aerosol 
number concentration in the range of N0 = 150–600 cm–3, while it notably increases 
with increasing aerosol number concentration in the range of N0 = 600–4800 cm–3. The 
24-h accumulated surface precipitation amount in the case of N0 = 4800 cm–3 is 22% 
larger than that in the case of N0 = 600 cm–3. Based upon the results of the analysis of 
mass contents and number concentrations of hydrometeors, mass change rates of 
hydrometeors and water vapor due to microphysical processes, and size distributions of 
hydrometeors, provided explanations of why the accumulated surface precipitation 
amount increases with increasing aerosol number concentration in the range of N0 = 
600–4800 cm–3. 
This study does not try to explain why the 24-h accumulated surface 
precipitation amount slightly decreases with increasing aerosol number concentration in 
the range of N0 = 150–600 cm–3. Changes in hydrometeor mass contents and main 
responsible microphysical processes might be different from those depicted in Fig. 4.8. 
The impacts of aerosol loading on surface precipitation in the low aerosol concentration 
regime deserve an investigation. For this, additional simulations with much lower 
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aerosol number concentrations are required. To further enhance our understanding of 
aerosol impacts on precipitation, more studies of real-case simulations in various 
geographical regions as well as well-designed idealized simulations using advanced 
numerical models need to be carried out. The present study is such an attempt. It reports 
the impacts of changes in aerosol loading on surface precipitation amount over north 
central Mongolia which is a high-altitude, inland region. 
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5. A Hail climatology in Mongolia 
 
5.1. Introduction 
Hailstorms have received much attention because of their disastrous impacts and 
distinct cloud microphysical aspects such as extreme riming process. A Hailstorm is 
meso-γ scale convective phenomenon, which can cause considerable damage to crops, 
livestock, houses, and even humans (Cao, 2008). Hailstones are produced through 
extreme riming in convective clouds. The diameter of a hailstone is typically ~1 cm, but 
hailstones of 10−15 cm have also been observed (Houze, 2014). The microphysics of 
hailstones and the dynamics of storms that can produce hailstones have been extensively 
studied in recent decades (see Pruppacher and Klett, 1997 and Houze, 2014). Moreover, 
the long-term climatology of hail in many regions of the world has been documented 
(Table 5.1). 
Previous studies of long-term hail climatology are summarized in Table 5.1. 
Here, only studies that used hail observation data spanning at least 10 years are 
considered. The third column of Table 5.1 indicates the trend of annual hail frequency. 
In some regions of the world, the annual hail frequency exhibits an increasing trend 
(e.g., Suwala and Bednorz, 2013; Cao, 2008), while in other regions, it exhibits a 
decreasing trend (e.g., Li et al., 2016; Jin et al., 2016). Moreover, there are regions that 
show no clear trend with regard to the annual hail frequency (e.g., Giaiotti et al., 2003; 




Study area References  Annual trend 
Asia   
China Zhang et al. (2008)  
 Li et al. (2016) decrease 
 
 
North Korea Kim and Ni (2015) decrease 
South Korea Jin et al. (2016) decrease 
Turkey Kahraman et al. (2016) increase since 2005 
Europe   
Alpine region Nisi et al. (2016) decrease since 2009 
Bulgaria Simeonov (2009) unclear 
Central Europe Suwala & Bednorz (2013) increase since the late 1990s 
Finland Tuovinen et al. (2009) unclear 
France Dessens (1986)* unclear 
 Vinet (2001)  
 Berthet et al. (2011) unclear 
   Germany Kunz et al. (2009) increase 
Greece Kotinis-Zambakas (1989)  
 Sioutas et al. (2009)* unclear 
Italy Giaiotti et al. (2003)* unclear 
 Baldi et al. (2014)  
Romania Burcea et al.(2016) region-dependent 
United Kingdom Webb et al. (2001) unclear 
 North America 
 
  
Canada Etkin and Brun (1999) unclear 
 Cao (2008)* increase 
United States Changnon (1977) region-dependent 
 Changnon &Changnon (2000) decrease since 1970s 
 Schaefer et al. (2004) unclear 
South America   
Argentina Mezher et al. (2012) region-dependent 
Oceania   






Table 5.1. Previous studies of long-term (here spanning at least 10 years) hail 
climatology. Study area, references, and annual trend are listed. The stars (*) in 
references indicate that the study area is the part of the country. Annual trend is 
written as “unclear” when the annual trend is too weak to determine or when it is 
mentioned in the study that the annual trend is affected by the inhomogeneity of data. 
Annual trend is written as “region-dependent” when the annual trend is an increase 
or a decrease depending on regions of the country. 
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spatial characteristics of hail differ, depending upon the geographical location and 
regional atmospheric flow/circulation features. Some attempts have been made to 
connect the trend of annual hail frequency to thermodynamic factors. Kunz et al. (2009) 
established a relationship between the annual hail frequency and convective indices 
depending on temperature and moisture in the lowest layer. Li et al. (2016) attributed 
the decrease of annual hail frequency in northern China to the increase of convective 
inhibition (CIN) as well as weakened synoptic troughs in East Asia. Jin et al. (2017) 
related the decrease of annual hail frequency in South Korea to the increase of freezing-
level height and the decrease of vertical wind shear. 
Hartmann et al. (2013) noted that it is difficult to describe climate change-
related trends of small-scale severe weather phenomena, such as hailstorms, because of 
the inhomogeneity of the observational data. For example, the trend of annual hail 
frequency in Tuovinen et al. (2009) is described as “unclear” in Table 5.1 in spite of an 
apparent increase since the late 1990s because the increasing trend is partially attributed 
to the more efficient collection of reports by the Finnish Meteorological Institute. 
Mongolia experiences frequent hailstorms, sometimes with hailstorm-related 
damage. Geographically, Mongolia is located at a high altitude (85% of the country 
exceeds 1000 m in elevation), with rolling plateaus that occupy a large portion of the 
country. There are mountain ranges in the western and northern parts of Mongolia, the 
Gobi Desert in the southern part, and grasslands in the eastern part (Figure 5.1). 
Moreover, Mongolia has been considerably affected by climate change, experiencing an 
annual mean near-surface temperature increase of 2.14°C during the past 70 years 
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(Dagvadorj et al., 2009). These geographical and climatic features can provide the 
distinctive temporal and spatial characteristics of hail frequency in Mongolia, which is 
the motivation behind the present study. 
In this study, a long-term hail climatology in Mongolia is documented, 
presenting the temporal and spatial distributions of hail frequency. In addition, hail 
frequency is related to thermodynamic factors such as CAPE, temperature lapse rate 
between 700 and 500 hPa, mixing ratio averaged over the lowest 100 hPa layer, and 
freezing-level height. In chapter 5.2, the data used in this study are described. In chapter 
5.3, the analysis results are presented and discussed. In chapter 5.4, a summary is given. 
 
5.2. Data 
The first systematic meteorological observation network of Mongolia was 
established in 1936. However, the observation periods of some observatories were not 
continuous for hail records before 1984. For the homogeneity of data, use the hail 
observation dataset for the period of 1984–2013 provided by the National Agency for 
Meteorology and Environment Monitoring of Mongolia. Figure 5.1 shows the locations 
of 61 meteorological observatories which have been fully operational during the 30-year 
period of 1984–2013. The dataset includes information on the time and duration of hail 
occurrence, which was recorded manually. Hail is recorded only if hailstones fall inside 
the observation area. Observers in Mongolia distinguish hail based on the definition of 









Figure 5.1. (a) Terrain height and (b) land use in Mongolia. Locations of 61 
meteorological observatories are indicated in closed circles. Information on the 
terrain height and land use is from the United States Geological Survey (USGS). 
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although a specific diameter criterion is not provided. 
To represent hail frequency in this study, a hail day is defined as a day during 
which hail was observed one or more times at an observatory, and the term “hail 
frequency” in this study means the frequency of hail days. Moreover, to describe hail 
frequency at an observatory, the annual mean hail frequency and the monthly mean hail 
frequency are defined following Zhang et al. (2008) and Jin et al. (2017). The annual 
mean hail frequency is the average number of hail days at an observatory per year (i.e., 
the number of hail days at the observatory divided by the number of years), while the 
monthly mean hail frequency is the average number of hail days at an observatory 
during each month per year (i.e., the number of hail days in a particular month at the 
observatory divided by the number of years). 
To examine the relationship between hail frequency and thermodynamic factors 
in Mongolia, atmospheric sounding data are required. However, only one station 
(Ulaanbaatar) has launched radiosondes regularly in Mongolia during the last 30 years. 
Therefore, instead of using radiosonde data, the ERA-Interim reanalysis data provided 
by the European Centre for Medium-Range Weather Forecasts are used. The reanalysis 
data are interpolated to the locations of the 61 meteorological observatories. Then, the 
aforementioned thermodynamic factors (i.e., CAPE, 700–500 hPa temperature lapse 
rate, average water vapor mixing ratio in the lowest 100 hPa layer, and freezing-level 
height) are calculated. 
The ERA-Interim reanalysis data contain atmospheric thermodynamic data in 
time intervals of four times a day [0200, 0800, 1400, and 2000 local standard time 
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(LST)]. The hail occurrence in Mongolia is extremely concentrated in the afternoon (see 
Figure 5.4). Therefore, only the data at 1400 LST are chosen to calculate the 
thermodynamic factors on hail days. Moreover, for reasonable comparison of the 
thermodynamic factors between all days and hail days, only the data at 1400 LST are 
also chosen to calculate the thermodynamic factors on all days. 
 
5.3. Results and discussion 
 
5.3.1 Temporal and spatial characteristics 
A total of 1358 hail days were reported from the 61 meteorological observatories 
in Mongolia for the period of 1984–2013. Hence, the annual mean hail frequency 
averaged over all observatories and the entire period is 0.74 (i.e., 0.74 hail days per year 
on average). The annual mean hail frequency in Mongolia is relatively low compared to 
that in Inner Mongolia in China averaged over the period 1961–2005 (Zhang et al., 
2008), which is located southeast of Mongolia. 
Figure 5.2 shows the annual variation of the number of hail days. Although the 
number of hail days exhibits large fluctuations, it clearly shows an annually decreasing 
trend, particularly since 1993. The decreasing trend of hail days is also evident in China 
(Xie et al., 2008; Li et al., 2016), United States (Changnon and Changnon, 2000), North 
Korea (Kim and Ni, 2015), and South Korea (Jin et al., 2017). Using the linear 






Figure 5.2. Annual variation of the number of hail days. The dashed line indicates 






Figure 5.3. Monthly variation of relative frequency of hail days. 
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since 1993 is 0.214 per decade and statistically significant at the significance level of 95% 
(see the dashed line in Figure 5.2). 
Figure 5.3 shows the monthly variation of monthly mean hail frequency 
averaged over all observatories. The monthly variation is represented in terms of the 
relative frequency of hail days, which is the total hail days in a certain month divided by 
the total hail days in the entire period. Seventy-two percent of the total hail days are 
concentrated in summer (June, July, and August). The high hail frequency in summer is 
commonly observed in inland regions (central United States: Changnon, 1977; north 
central China: Zhang et al., 2008; parts of inland Europe: Punge and Kunz, 2016). Hail 
is rarely observed in winter (December, January, and February) and March due to the 
strong influence of the Siberian high. Some studies have reported that hail is most 
frequent in April or October/November in some regions mainly due to the large 
instability in the middle level of the troposphere (southern China: Zhang et al., 2008; 
South Korea: Jin et al., 2017), while only 7% of the total hail days occur in April, 
October, and November in Mongolia. 
The diurnal variation of the relative frequency of hail occurrence is shown in 
Figure 5.4. It is noted that multiple hail occurrence in one hail day is taken into account 
to examine the diurnal variation of hail occurrence. Hail occurrence is mostly 
concentrated in the afternoon and early evening. The maximum relative frequency of 
hail occurrence is 0.147 at 1600−1700 LST. Eighty-nine percent of the total hail events 
occur between 1200 and 2100 LST. Strong daytime solar radiation raises the near-












Figure 5.5. Spatial distribution of annual-mean hail frequency. 
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atmospheric instability provides a favorable condition for convection, which may be a 
main reason for the high hail frequency in the afternoon (Punge and Kunz, 2016). 
Figure 5.5 illustrates the spatial distribution of annual mean hail frequency in 
Mongolia. In the northern region of the country, where most of the land is grassland and 
the overall terrain height is relatively high (Figure 5.1), the annual mean hail frequency 
exhibits a high spatial variability. At some observatories in the northern region of the 
country, the annual mean hail frequency is higher than 1, while at the other 
observatories of this region, the annual mean hail frequency is less than 0.5. In the 
northern region of the country, even if the distance between two observatories is close, 
the annual mean hail frequency tends to show a large difference. However, it should be 
noted that a large number of observatories with relatively high hail frequency are 
located in the north central region of the country, where almost all of the land is 
mountainous or covered by grassland. Mountainous terrain can divert flows and cause 
low-level flow convergence, parts of which may contribute to a high hail frequency 
(Nisi et al., 2016). The high hail frequency in the north central region may have been 
affected by the orography and relatively wet atmospheric condition compared to the 
western and southern regions covered by shrubland or desert (see Figure 5.1b). In 
contrast to the north central region, hail seldom occurs in the southern region of the 
country, where most of the region is desert (the Gobi Desert). The annual mean hail 
frequency in the southern region is generally less than 0.5. The extremely dry conditions 
are largely responsible for the low annual mean hail frequency in the southern region, 






Figure 5.6. Spatial distributions of monthly mean hail frequency in (a) April, (b) 
May, (c) June, (d) July, (e) August, (f) September, (g) October, and (h) November. 
The black circles in (d) are Arvaikheer (46.26oN, 102.79oE) and Tsetserleg (47.47oN, 
101.46oE) which exhibit the highest monthly mean hail frequency in July, 0.77. 
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Figure 5.6 illustrates the spatial distributions of monthly mean hail frequency in 
each month, from April to November. Hail events are observed in April, except in the 
southern desert region. In May, the hail frequency increases at almost all observatories, 
with a few observatories showing the maximum monthly mean hail frequency [e.g., 
Tosontsengel (48.76oN, 98.26oE), with a maximum monthly mean hail frequency of 
0.43]. Throughout the country, the monthly mean hail frequency is generally the highest 
in June, July, and August. The maximum monthly mean hail frequency reaches 0.77 at 
Arvaikheer and Tsetserleg (black circles in Figure 5.6d) in July. The monthly mean hail 
frequency decreases drastically beginning in September at almost all observatories. In 
October and November, the monthly mean hail frequency is less than 0.2 at all 
observatories. 
 
5.3.2 Relations to thermodynamic factors 
Many thermodynamic and dynamic factors that affect hail occurrence are known. 
These factors include CAPE, temperature lapse rate, low-level moisture supply, 
freezing-level height, vertical wind shear, jet stream, and cold fronts (e.g., Dessens, 
1986; Vinet, 2001; Zhang et al., 2008; Tippett et al., 2015; Jin et al., 2017). To examine 
possible links between the characteristics of hail frequency in Mongolia and 
thermodynamic factors, CAPE, the temperature lapse rate between 700 and 500 hPa, the 
water vapor mixing ratio averaged over the lowest 100 hPa layer, and the freezing-level 






Figure 5.7. Relative frequency distributions of (a) CAPE, (b) the temperature lapse 
rate between 700 and 500 hPa, (c) the water vapor mixing ratio averaged over the 
lowest 100 hPa layer, and (d) the freezing-level height in summer. Solid and dashed 
lines indicate the hail days and all days, respectively. 
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Figure 5.7 shows the relative frequency distributions of thermodynamic factors 
calculated on hail days and all days of June, July, and August. It is observed that the 
relative frequency for large CAPE, large low-level water vapor mixing ratio, and low 
freezing-level height is higher on hail days than on all days. That is, CAPE is larger, the 
low-level water vapor mixing ratio is larger, and the freezing-level height is lower on 
hail days than on all days in summer. The mean CAPEs averaged over hail days and 
over all days are 161.2 and 79.1 J kg–1, respectively. The mean low-level water vapor 
mixing ratios averaged over hail days and over all days are 7.05 and 6.34 g kg–1, 
respectively. The freezing-level height averaged over hail days and over all days are 
3680 and 3842 m, respectively. Therefore, it can be said that large CAPE, large low-
level water vapor mixing ratio, and low freezing-level height are related to the high hail 
frequency in summer. The midlevel temperature lapse rate is also known to affect hail 
occurrence in some regions of the world (Farnell and Llasat, 2013; Allen et al., 2015; 
Jin et al., 2017). Figure 5.7b shows that the relative frequency for large midlevel 
temperature lapse rate is slightly higher on hail days than on all days. However, the 
difference is small, with no statistical significance. It seems that the midlevel 
temperature lapse rate has little relationship with the hail occurrence in Mongolia. The 
midlevel temperature lapse rates averaged over hail days and over all days are 6.71 and 
6.65 K km–1, respectively. 
The monthly variations of the thermodynamic factors on all days are shown in 
Figure 5.8. As expected, CAPE and the low-level water vapor mixing ratio exhibit their 






Figure 5.8. Monthly variations of (a) CAPE, (b) the midlevel temperature lapse rate, 




level height is the highest in July due to warm air. CAPE and the low-level water vapor 
mixing ratio play important roles in the high hail frequency in summer. CAPE and low-
level water vapor amount are also important factors to summer precipitation. It is noted 
that precipitation shows a maximum in summer in Mongolia (Doljinsuren and Gomes, 
2015), and heavy rainfall in Mongolia is occasionally accompanied by hail occurrence 
(Goulden et al., 2016). To investigate common and different atmospheric conditions for 
hail occurrence and heavy rainfall, further research examining thermodynamic/dynamic 
factors is needed. The midlevel temperature lapse rate peaks in May, possibly due to the 
frequent passage of cold fronts (Jambaajamts, 1989). However, the hail frequency in 
May is not very high. The midlevel temperature lapse rate shows a local minimum in 
July, during which the hail frequency is the highest. It seems that the monthly variation 
of hail frequency is largely affected by CAPE and the low-level water vapor mixing 
ratio, whereas the midlevel temperature lapse rate does not show any significant 
relationship with the hail frequency. It is hypothesized that hail occurrence is generally 
attributed to both low-level water vapor amount and atmospheric instability such as 
midlevel temperature lapse rate. Because of the relatively dry atmospheric condition of 
the country, the relative importance of the midlevel temperature lapse rate is small 
compared to that of the low-level water vapor mixing ratio. This could be a possible 
reason for the different monthly variation of hail occurrence in Mongolia from that in 
wetter regions (e.g., southern China: Zhang et al., 2008; North Korea: Kim and Ni, 2015; 
South Korea: Jin et al., 2017). Further research is needed to quantify the importance of 
the midlevel temperature lapse rate. 
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Besides thermodynamic factors, there could be dynamic factors or atmospheric 
circulations that are related to hail occurrence in Mongolia. Li et al. (2016) discussed 
that the weakened 850-hPa meridional wind is responsible for the decreasing trend of 
annual hail frequency in northern China, which is close to Mongolia. Vertical wind 
shear is known to be related to the development of supercell storms that can produce 
severe weather (Groenemeijer and van Delden, 2007; Jin et al., 2017). Two additional 
factors, that are the low-level meridional wind and the vertical wind shear, are examined 
for hail days and all days. It is revealed that the average low-level horizontal wind in 
summer in Mongolia is weak. The weak circulation in summer is less likely to affect the 
change of annual hail frequency significantly. It is also revealed that there is no 
noticeable relationship between the vertical wind shear and hail occurrence in Mongolia. 
To examine the relationship between the decreasing trend of the number of 
annual hail days in Mongolia (Figure 5.2) and thermodynamic factors, the annual 
variations of the thermodynamic factors averaged over the entire year and over summer 
are shown in Figure 5.9. CAPE exhibits a decreasing trend. Since CAPE is very small in 
the other seasons (Figure 5.8a), the decreasing trend in CAPE is mainly due to the 
decrease in CAPE in summer (Figure 5.9b). The low-level water vapor mixing ratio also 
exhibits a decreasing trend, which becomes clear in the 2000s. The freezing-level height 
in summer exhibits an increasing trend, although its annual variation is somewhat large. 
Therefore, the changing trends of CAPE, the low-level water vapor mixing ratio, and 
the freezing-level height seem to be closely related to the decreasing trend of the 
number of annual hail days, whereas the midlevel temperature lapse rate increases 
122 
 
slightly annually, which might act to increase hail occurrence. 
Scatter plots of the number of hail days and the thermodynamic factors averaged 
over summer are shown in Figure 5.10. All the correlations between the thermodynamic 
factors and the number of hail days are statistically significant at the significance level 
of 95%. CAPE and the low-level water vapor mixing ratio show positive correlations 
with the number of hail days, i.e., the number of hail days tends to be larger in the years 
with larger CAPE and larger low-level water vapor mixing ratio. The correlation 
coefficients of CAPE and the low-level water vapor mixing ratio with the number of 
hail days are 0.40 and 0.45, respectively. The freezing-level height shows a negative 
correlation with the number of hail days, which indicates that the increase in freezing-
level height is related to the decrease in the number of hail days. The correlation 
coefficient between the freezing-level height and the number of hail days is –0.47. The 
midlevel temperature lapse rate is negatively correlated with the number of hail days, 
i.e., the number of hail days tends to be smaller in the years with larger midlevel 
temperature lapse rate. This is in opposition to the previous result which indicates that 
the large midlevel temperature lapse rate might result in high hail frequency (e.g., Jin et 
al., 2017). More detailed analysis is needed to clarify the relationship between midlevel 
temperature lapse rate and hail frequency. 
 
5.4. Summary 
This study examines the long-term hail climatology in Mongolia and its 
association with the thermodynamic environment using the hail observation data from 
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61 meteorological observatories for 1984–2013. The average number of annual hail 
days is 0.74, and exhibits a decreasing trend. Seventy-two percent of the total hail days 
are concentrated in summer, and 89% of the total hail events are observed between 1200 
and 2100 LST. Observatories where relatively frequent hail events are observed are 
concentrated in the central northern region. On the other hand, hail events are observed 
less frequently in the southern desert region. In summer, CAPE and the low-level water 
vapor mixing ratio are larger on hail days than on all days, while the relationship 
between the hail frequency and the 700–500 hPa temperature lapse rate is not clear. 
CAPE and the low-level water vapor mixing ratio show an annually decreasing trend, 
while the freezing-level height shows an annually increasing trend. These trends are 









Figure 5.9. Annual variations of whole-year averaged (a) CAPE, (c) midlevel 
temperature lapse rate, (e) low-level water vapor mixing ratio, and (g) freezing-level 
height. (b), (d), (f), and (h) are the same as (a), (c), (e), and (g), respectively, but 






Figure 5.10. Scatter plots of the number of hail days and (a) CAPE, (b) the 
midlevel temperature lapse rate, (c) the low-level water vapor mixing ratio, and (d) 
the freezing-level height for each year. The thermodynamic factors are averaged over 
summer of each year. 
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6. Summary and conclusions 
 
A quasi-stochastic model that solves the stochastic collection equation in a 
deterministic way describes the evolution of cloud drop size distribution due to the 
collision-coalescence process. We have derived an improved quasi-stochastic collection 
model (IQS model) by rigorously taking account of a finite model time step. The IQS 
model, which allows a large collector drop to collide with a small collected drop more 
than one time in a model time step, is evaluated and compared to the normal quasi-
stochastic collection model (NQS model). 
The box model results show that large drops tend to have larger sizes in the IQS 
model than in the NQS model and that the IQS model accelerates the formation of large 
drops compared to the NQS model. The IQS model is implemented in a detailed bin 
microphysics scheme that is coupled with the Weather Research and Forecasting (WRF) 
model. The idealized warm cloud simulation results confirm that the onset of surface 
precipitation is accelerated in the IQS model. These results help to explain to some 
extent fast raindrop formation in real-world cumuli. The performance of the IQS model 
in precipitation prediction is evaluated. For this, a precipitation event over north central 
Mongolia on 21 August 2014 is simulated. It is found that the surface precipitation 
amount is larger in the IQS model than in the NQS model, particularly over the strong 
precipitation region. This is attributed to the fact that the IQS model increases the mass 
contents of small drops and large drops due to multiple collisions. The impacts of 
aerosol loading on surface precipitation from mid-latitude deep convective systems over 
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north central Mongolia are examined. The surface precipitation amount notably 
increases in the range of N0 = 600–4800 cm–3 (22% increase with eightfold aerosol 
loading). We have attempted to explain why the surface precipitation amount increases 
as the aerosol number concentration increases. Lastly, the long-term hail climatology in 
Mongolia is documented using the hail observation data from 61 meteorological 
observatories for 1984–2013. 
This study demonstrates that the numerical model that includes an advanced bin 
microphysics scheme leads to better understanding of cloud and precipitation processes 
and more accurate prediction of precipitation. To further advance our current science of 
cloud and precipitation microphysics, developments of bin microphysics schemes and 
in-depth cloud and precipitation modeling works are needed.  
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Appendix: The detailed algorithm of the IQS model 
 
In this appendix, the detailed algorithm of the IQS model is presented in a 
pseudo-code form as follows: 
 
for i = 1, 2, 3, … , N do 
for j = 1, 2, 3, …, i do 
    p ← nj × Kij × Δt 
    x ← 0 
    p(x) ← e–p 
    Sp ← p(x) 
    loop 
        x ← x + 1 
        p(x) ← p(x) × p / x 
        Δni ← ni × p(x) 
        nj ← nj – x × Δni 
        Sp ← Sp + p(x) 
        m(x) ← mi + x × mj 
        M(x) ← m(x) × Δni 
        if nj ≤ 0 or Sp > 1 – ε then 
            break out of loop 
        end if 
130 
 
    end loop 
    ni ← ni × {Sp – p(0)} 




Here, ε is a sufficiently small positive number, which is set to 10–5 in this study. 
All the other notations have the same meanings as in chapter 2.1. A simple algorithm to 
prevent nj from being negative is applied. For the redistribution of M(x), the method 
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충돌-병합 과정에 의한 구름 방울의 크기 분포 변화는 주로 확률 포착 방
정식(SCE)을 결정론적인 방법으로 푸는 준 확률 포착 모형을 통해 계산된
다. 본 연구에서는 유한한 적분 시간 간격을 엄밀하게 고려함으로써 개선된 
준 확률 포착(IQS) 모형을 기존의 확률 포착(NQS) 모형과 비교하여 분석
하였다. IQS 모형에서는 적분 시간 간격 동안 충돌 확률이 매우 작은 조건 
하에서도 큰 물방울이 작은 물방울을 한 번 이상 포획할 수 있다. 그 결과, 
큰 물방울이 작은 물방울과 충돌하는 횟수가 푸아송 분포를 따르게 된다. 난
류가 유도하는 충돌 향상(TICE)을 함께 고려한 상자 모형을 이용한 결과, 
IQS 모형에서 큰 물방울들의 크기가 대체로 NQS 모형보다 큰 것으로 나타
났고, NQS 모형에서보다 IQS 모형에서의 큰 물방울 생성 시간이 수분가량 
단축되었다. IQS 모형의 효과는 적분 시간 간격과 초기 물방울들의 크기 분
포 형태에 따라 달라진다. IQS 모형이 포함된 상세 bin 구름 미세물리 모형
을 Weather Research and Forecasting (WRF) 모형에 결합하였고, 이를 
이용해 이상적인 대기 조건 하의 단일 온난 구름을 수치 모의하였다. 그 결
과, IQS 모형의 결과에서 강수 시작 시점이 앞당겨진 것을 확인하였다.  
 
강수량 예측의 관점에서 IQS 모형을 NQS 모형과 비교하여 평가하였다. 
이를 위해 2014년 8월 21일에 몽골 중북부 지역에서 발생한 강수를 상세 
bin 구름 미세물리 모형을 결합한 WRF 모형을 이용하여 모의하였다. NQS 
모형보다 IQS 모형에서 지표 강수량이 더 많이 모의되었으며, 특히 강수가 
집중된 영역에서 차이가 두드러졌다. IQS 모형에서의 수상 간 다중 충돌로 
인하여 작은 물방울 및 큰 물방울의 질량 함량이 높았다. 큰 물방울의 질량 
함량 증가는 지표 강수량 증가로 이어졌다. 증가한 작은 물방울은 연직 위로 
수송되었고, 이로 인해 눈송이의 질량 함량이 증가하였다. IQS 모형에서 결
착 및 수증기 침착이 더 활발하게 일어났으며, 이로 인해 눈송이 질량 함량





  에어로졸 하중이 중위도 깊은 대류계의 강수에 미치는 영향을 연구
하였다. 이를 위해 2014년 8월 21일에 몽골 중북부 지역에서 발생한 강수 
사례를 N0 = 150, 300, 600, 1200, 2400, 4800 cm–3 인 여러 에어로졸 수 
농도에 대하여 수치 모의하였다. N0 = 150–600 cm–3 의 범위에서 에어로졸 
하중이 증가함에 따라 강수량이 약간 감소하였으나, N0 = 600–4800 cm–3 
의 범위에서는 강수량이 급격한 증가 추세(에어로졸 수 농도가 8배 증가하
였을 때, 강수량이 22% 증가)를 보였다. N0 = 600–4800 cm–3 의 범위에서 
에어로졸 수 농도가 증가할 때 강수량이 증가하게 된 원인을 분석하였다. 높
은 에어로졸 하중 하에서는 작은 물방울이 더 많이 생성된다. 이 작은 물방
울들은 응결을 통해 성장하며, 일부가 연직 위로 수송되면 결빙을 거쳐 얼음 
결정의 질량 함량을 증가시킨다. 얼음 결정의 질량 함량 증가는 주로 수증기 
침착을 통해 작은 눈송이의 질량 함량 증가로 이어지며, 결착을 통해 큰 눈
송이 질량 함량 증가로 이어진다. 한편, 더 많은 양의 작은 물방울은 과냉각
수적의 질량 함량을 증가시키며, 이는 결착을 통한 큰 눈송이의 질량 함량 
증가의 요인이 된다. 앞선 요인들에 의하여 질량 함량이 증가한 큰 눈송이는 
낙하 과정을 통해 융해 및 충돌-병합 과정을 거치면서, 지표 강수량 증가에 
기여한다. 
 
주요어: 개선된 준 확률 포착 모형, bin 구름 미세물리, WRF 모형, 구름 및 
강수, 에어로졸, 우박 기후, 몽골 
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