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Abstract
Starting from a factorization theorem in Soft-Collinear Eﬀective Theory, the thrust dis-
tribution in e+e− collisions is calculated including resummation of the next-to-next-to-
next-to leading logarithms. This is a signiﬁcant improvement over previous calculations
which were only valid to next-to-leading logarithmic order. The ﬁxed-order expansion of
the resummed result approaches the exact ﬁxed-order distribution towards the kinematic
endpoint. This close agreement provides a veriﬁcation of both the eﬀective ﬁeld theory
expression and recently completed next-to-next-to-leading ﬁxed-order event shapes. The
resummed distribution is then matched to ﬁxed order, resulting in a distribution valid
over a large range of thrust. A ﬁt to aleph and opal data from lep 1 and lep 2
produces αs(mZ) = 0.1172 ± 0.0010 ± 0.0008 ± 0.0012 ± 0.0012, where the uncertainties
are respectively statistical, systematic, hadronic, and perturbative. This is one of the
world’s most precise extractions of αs to date.1 Introduction
Lepton colliders, such as the Large Electron-Positron collider lep which ran from 1989-2000
at cern, provide an optimal environment for precision studies in high energy physics. Lacking
the complications of strongly interacting initial states, which plague hadron colliders, lep has
been able to provide extremely accurate measurements of standard model quantities such as
the Z-boson mass, and its results tightly constrain beyond-the-standard model physics. The
precision lep data is also used for QCD studies, for example to determine the strong coupling
constant αs. With the variation of αs known to 4-loops, one should be able to conﬁrm in
great detail the running of the coupling, or use it to establish a discrepancy which might
indicate new physics. Even at ﬁxed center-of-mass energy, diﬀerential distributions for event
shapes, such as thrust probe several energy scales and are extremely sensitive to the running
coupling. Moreover, event shape variables are designed to be infrared safe, so that they can be
calculated in perturbation theory and so the theoretical predictions should be correspondingly
clean. Nevertheless, extractions of αs from event shapes at lep have until now been limited
by theoretical uncertainty from unknown higher order terms in the perturbative expansion.
One diﬃculty in achieving an accurate theoretical prediction from QCD has been the
complexity of the relevant ﬁxed-order calculations. Indeed, while the next-to-leading-order
(NLO) results for event shapes have been known since 1980 [1], the relevant next-to-next-
to-leading order (NNLO) calculations were completed only in 2007 [2, 3]. In addition to the
loop integrals, the subtraction of soft and collinear divergencies in the real emission diagrams
presented a major complication. In fact, this is the ﬁrst calculation where a subtraction scheme
has been successfully implemented at NNLO [4]. However, even with these new results at hand,
the corresponding extraction of αs continues to be limited by perturbative uncertainty. The
result of [5] was αs(mZ) = 0.1240 ± 0.0033, with a perturbative uncertainty of 0.0029. This
NNLO result for the strong coupling constant comes out lower than at NLO, but 2σ higher
than the PDG average αs(mZ) = 0.1176 ± 0.0020 [6]. Actually, the most precise values of αs
are currently determined not from lep but at low energies using lattice simulations [7] and
τ-decays [8]. An extensive review of αs determinations is given in [9], new determinations
since its publication include [10, 11].
To further reduce the theoretical uncertainty of event shape calculations, it is important
to resum the dominant perturbative contributions to all orders in αs. To see this, consider
thrust, which is deﬁned as
T = max
n
P
i |pi   n|
P
i |pi|
, (1)
where the sum is over all momentum 3-vectors pi in the event, and the maximum is over all
unit 3-vectors n. In the endpoint region, T → 1 or τ = (1−T) → 0, no ﬁxed-order calculation
could possibly describe the full distribution due to the appearance of large logarithms. For
example, at leading order in perturbation theory the thrust distribution has the form
1
σ0
dσ
dτ
= δ(τ) +
2αs
3π
￿
−4lnτ − 3
τ
+ ...
￿
, (2)
where the ellipsis denotes terms that are regular in the limit τ → 0. Upon integration over
1the endpoint region, one ﬁnds
R(τ) =
Z τ
0
dτ
′ 1
σ0
dσ
dτ′ = 1 +
2αs
3π
￿
−2ln
2 τ − 3lnτ + ...
￿
. (3)
Double logarithmic terms of the form αn
s ln
2n τ arise from regions of phase space where the
quarks or gluons are soft or collinear. For small enough τ, higher order terms are just as
important as lower order ones and the standard perturbative expansion breaks down. Re-
summation refers to summing a series of contributions of the form αn
s ln
m τ for the integral
R(τ) or αn
s(ln
m−1 τ)/τ for the diﬀerential distribution. Leading logarithmic (LL) accuracy is
achieved by summing the tower of logarithms with m = 2n, next-to-leading logarithmic accu-
racy (NLL) also sums the terms with m = 2n − 1. Resummation at NkLL accuracy, provides
all logarithmic terms with 2n ≥ m ≥ 2n − 2k + 1, as detailed in Section 2.
The ﬁrst resummation of event shapes was done by Catani, Trentadue, Turnock and Web-
ber (CTTW) in [12]. Their approach was to deﬁne jet functions JC(p2) as the probability
for ﬁnding a jet of invariant mass p2 in the event. These can be calculated to NLL by sum-
ming probabilities for successive emissions using the Alterelli-Parisi splitting functions. Each
term in the series that is resummed corresponds to an additional semi-classical radiation. The
splitting functions only account for collinear emissions; to include soft emission, it is common
either to impose some kind of angular ordering constraint to simulate soft coherence eﬀects, or
to use more sophisticated probability functions, such as Catani-Seymour dipoles [13]. Except
for [14], none of these approaches has led to a resummation for event shapes beyond NLL.
The approach to resummation of event shapes [15] based on Soft-Collinear Eﬀective The-
ory (SCET) [16, 17, 18] contrasts sharply with the semi-classical CTTW treatment. The
most important conceptual diﬀerence is that eﬀective ﬁeld theory works with amplitudes, at
the operator level, instead of probabilities at the level of a diﬀerential cross-section. Conse-
quently, the resummation comes not from the exponentially decreasing probability for multiple
emissions, but from a solution to renormalization group (RG) equations.
The starting point for the eﬀective ﬁeld theory approach is the factorization formula for
thrust in the 2-jet region,
1
σ0
dσ2
dτ
= H(Q
2,µ)
Z
dp
2
Ldp
2
Rdk J(p
2
L,µ)J(p
2
R,µ)ST(k,µ)δ(τ −
p2
L + p2
R
Q2 −
k
Q
), (4)
where H(Q2,µ) is the hard function, J(p2,µ) the jet function, and ST(k,µ) is the soft function
for thrust. Q refers to the center-of-mass energy of the collision, µ is an arbitrary renormaliza-
tion scale, and the born-level cross section σ0 appears for normalization. A similar factorization
formula was derived to study top quark jets in [19], and then transformed into this form to
study event shapes in [15]. Factorization properties of event shape variables were also studied
in [20, 21]. The expression (4) is valid to all orders in perturbation theory up to terms which
are power suppressed in the two-jet region τ → 0,
dσ
dτ
=
dσ2
dτ
h
1 + O(τ)
i
. (5)
The key to the factorization theorem is that near maximum thrust, τ reduces to the sum
2of hemisphere masses
τ →
M2
L + M2
R
Q2 =
p2
L + p2
R + kQ
Q2 , (6)
where the two hemispheres are deﬁned by the thrust axis n. Here, p2
L(p2
R) is the invariant
mass of the energetic particles in the left (right) jet and kQ is the increase of the invariant
mass on the two sides due to soft emissions. A more detailed interpretation of this formula
can be found in [15, 19, 22].
The factorization theorem (4) makes it evident that the thrust distribution involves three
diﬀerent scales in the endpoint region. First of all, there are virtual eﬀects arising in the
production of the quark anti-quark pair at the hard scale µh ∼ Q which are encoded in the
hard function H(Q2,µ). A second relevant scale is associated with the invariant mass of the
two back-to-back jets, µ2
j ∼ p2
L + p2
R ∼ τQ2. In addition to these two external scales, a third,
lower seesaw scale is encoded in the soft function µs ∼ k ∼ τQ ∼ µ2
j/µh. The eﬀective theory
treatment separates the eﬀects associated with these three scales and makes transparent that a
larger range of scales, and consequently a larger range of αs(µ) is being probed than is evident
in either the ﬁxed-order calculation or in the traditional NLL resummation. Large logarithms
are avoided using RG evolution in the eﬀective theory. Each of the three functions H, J and
S is evaluated at its characteristic scale, and then evolved to a common scale µ. Solving the
diﬀerential RG equations resums logarithms of the scale ratios.
In Section 2, we provide the deﬁnitions of H, J and S in SCET. These functions can be
calculated directly in SCET, or one can rewrite them in terms of matrix elements of QCD
operators. For practical calculations, the deﬁnitions in QCD are often more suitable since the
QCD Feynman rules are simpler. The hard and jet function appear in other processes and are
known to two-loop order [23, 24, 25]. Their RG-equations have been solved in closed form and
the relevant anomalous dimensions are known at three-loop order [26]. With the hard and jet
functions known, the only missing ingredient to resum the thrust distribution to next-to-next-
to-next-to-leading logarithmic (N3LL) accuracy is the soft function S. Its one-loop expression
was given in [15] and in Section 3 we determine soft function to two loops. Its logarithmic part
is obtained using RG invariance of the thrust distribution and the remaining constant piece
by a numerical procedure. After plugging the solutions back into the factorization theorem
(4), we obtain the result for the resummed distribution valid to N3LL.
Next, we expand the eﬀective theory result to ﬁxed order in αs. The logarithmically
enhanced terms which are determined in the eﬀective theory dominate the thrust distribution.
This is especially pronounced at NNLO: color structure by color structure, we ﬁnd that the
logarithmic terms are an excellent approximation of the full ﬁxed-order result. This close
agreement also provides an independent check on the NNLO calculation. After comparing the
full ﬁxed-order result to the logarithmic terms, we add the small diﬀerence between the two
to our resummed result. By this matching procedure, we obtain a resummed result which is
also correct to NNLO in ﬁxed-order perturbation theory.
In Section 4, we ﬁt the resummed matched calculation to aleph and opal data. We ﬁnd
a relatively small perturbative uncertainty on αs compared to previous event shape ﬁts of
the same lep data. In fact, the ﬁnal statistical, systematic, perturbative and hadronization
uncertainties end up being quite similar, all around 1%. At this point, we have the least
3handle on hadronization eﬀects, and these and other power corrections are explored in Section
5. The conclusion contains a brief discussion of how the various uncertainties might be further
reduced.
2 Resummation of thrust in eﬀective ﬁeld theory
The large logarithms in the thrust distribution dominate near the endpoint, τ → 0. This
region of phase space corresponds to conﬁgurations with two back-to-back light jets. In this
situation, the vector and axial-vector currents relevant to the production of the q¯ q-pair are
mapped onto the two-jet operators in SCET [27]
O2 = ¯ χ¯ nΓχn , (7)
where Γ = γµ or Γ = γµγ5 for vector or axial-vector currents respectively. Here, n is a light-
like 4-vector aligned with the thrust axis and the composite ﬁelds χn and χ¯ n are the collinear
quark ﬁelds in the n- and ¯ n-directions, multiplied by light-like Wilson lines [28]. The ﬁrst step
in the eﬀective ﬁeld theory calculation is matching to full QCD. This is done by calculating
matrix elements in SCET and in QCD and adjusting the Wilson coeﬃcients in the eﬀective
theory so that the matrix elements agree. Performing the matching on-shell, one ﬁnds that
the relevant matching coeﬃcient for the vector operator is given by the on-shell vector quark
form factor. In a scheme with an anti-commuting γ5, the Wilson coeﬃcients of the vector
and axial-vector operators are identical. Neglecting electro-weak corrections, the use of such
a scheme is consistent in the endpoint region τ → 0. In this region, the two energetic quarks
produced directly by the current always appear in the ﬁnal state, so that the γ5 matrices from
the axial currents always appear in a single trace formed by the cut fermion loop.
After normalizing to the tree-level cross section, the hard function H(Q,µ) is given by the
absolute value squared of the time-like on-shell form factor. Using the known two-loop result
for the on-shell QCD form factor [29, 30, 31, 32], the hard function at two loops was derived
in [24]. It satisﬁes the RG equation [26]
d
dlnµ
H(Q
2,µ) =
￿
2Γcusp(αs)ln
Q2
µ2 + 2γ
H(αs)
￿
H(Q
2,µ), (8)
whose solution can be written as
H(Q
2,µ) = H(Q
2,µh)exp[4S(µh,µ) − 2AH(µh,µ)]
￿
Q2
µ2
h
￿−2AΓ(µh,µ)
. (9)
Here,
S(ν,µ) = −
Z αs(µ)
αs(ν)
dα
Γcusp(α)
β(α)
Z α
αs(ν)
dα′
β(α′)
(10)
and
AH(ν,µ) = −
Z αs(µ)
αs(ν)
dα
γH(α)
β(α)
. (11)
4The function AΓ(ν,µ) is deﬁned as AH(ν,µ), but with γH replaced by Γcusp. The solutions of
the RG equations for the jet and soft function given below involve functions AJ(ν,µ), AS(ν,µ)
which are obtained from (11) by substituting γJ,γS for γH. It is straightforward to expand
S(ν,µ) and AH(ν,µ) perturbatively in αs(ν) and αs(µ) given the expansions of Γcusp(α) and
γH(α). The explicit expansions can be found in [24].
In SCET the jet function is given by the imaginary part of the collinear quark propagator,
J(p
2,µ) =
1
(¯ n   p)
1
π
Im
￿
i
Z
d
4xe
−ipx 0|T
￿
¯ χn(x)
¯ n /
2
χn(0)
￿
|0 
￿
= δ(p
2) + O(αs) (12)
and thus vanishes for p2 < 0. The jet function was calculated at one loop in [33] and at two
loops in [23]. To evaluate the function perturbatively, it is convenient to rewrite the collinear
quark propagator in terms of QCD ﬁelds. One ﬁnds that the jet function is obtained from
the quark propagator in light-cone gauge. The jet function satisﬁes a RG equation which is
non-local in p2 [23],
dJ(p2,µ)
dlnµ
=
￿
−2Γcusp ln
p2
µ2 − 2γJ
￿
J(p
2,µ) + 2Γcusp
Z p2
0
dq
2J(p2,µ) − J(q2,µ)
p2 − q2 . (13)
From the divergent part of the form factor at three loops [32] and the NNLO Altarelli-Parisi
splitting functions [34] the jet anomalous dimension γJ was derived at three loops in [24] and
is given in Appendix A. Although the RG equation is non-local in p2, it is local in µ and can
be solved using Laplace transform techniques. The result is [24]
J(p
2,µ) = exp[−4S(µj,µ) + 2AJ(µj,µ)]e j(∂ηj,µj)
1
p2
￿
p2
µ2
j
￿ηj e−γEηj
Γ(ηj)
, (14)
where ηj = 2AΓ(µj,µ). The function e j(L,µ) is the Laplace transform of the jet function. Its
deﬁnition and explicit form are given in Appendix B. To any given order in perturbation
theory, e j(L,µ) is a polynomial in the variable L so that the derivatives with respect to ηj in
(14) can be performed explicitly.
The thrust soft function is deﬁned as a matrix element of Wilson lines along the directions
of the energetic quarks,
ST(k) =
X
X
￿
￿￿
X|Y
†
nY¯ n|0
￿￿
￿2
δ(k − n   pXn − ¯ n   pX¯ n), (15)
where
Yn = P exp
￿
ig
Z 0
−∞
dtn   As(tn)
￿
. (16)
This Wilson line describes the Eikonal interactions of soft gluons with the fast moving quark,
and pXn (pX¯ n) is the sum of the momenta of the soft particles in the n-hemisphere (¯ n-
hemisphere). The variable k measures the change in the invariant mass due to soft emissions
from the two jets. At the leading power, the mass in the n-hemisphere is given by
M
2
n = (pn + pXn)
2 ≈ p
2
n + Q(n   pXn), (17)
5where pn denotes the total collinear momentum in the hemisphere. Note that the soft function
vanishes for negative argument.
Like the jet function, the soft function can be calculated order-by-order in perturbation
theory. The one-loop soft function was derived in [15] from results of [35]; it was also calculated
directly in SCET [22]. The two-loop soft function will be determined below.
The factorization theorem (4) and the fact that the thrust distribution is independent of
the renormalization scale µ implies that the soft function fulﬁlls the RG equation
dST(k,µ)
dlnµ
=
￿
4Γcusp(αs) ln
k
µ
− 2γ
S(αs)
￿
ST(k,µ) − 4Γcusp(αs)
Z k
0
dk
′ ST(k,µ) − ST(k′,µ)
k − k′ ,
(18)
and that, to all orders,
γ
S = γ
H − 2γ
J . (19)
This relation was checked to one loop in [15] (with a diﬀerent convention for γH), and here we
use it to determine the two- and three-loop soft anomalous dimensions. Similar to (14), the
solution for the soft function is
ST(k,µ) = exp[4S(µs,µ) + 2AS(µs,µ)]e sT(∂ηs)
1
k
￿
k
µs
￿ηs e−γEηs
Γ(ηs)
, (20)
with ηs = −4AΓ(µs,µ). From the linearity of AS in γS it also follows that AS = AH − 2AJ.
The convolution integrals in (4) can be done analytically once the solutions (14) and (20)
are put back into the factorization theorem. The thrust distribution becomes
1
σ0
dσ2
dτ
= exp[4S(µh,µ) − 2AH(µh,µ) − 8S(µj,µ) + 4AJ(µj,µ) + 4S(µs,µ) + 2AS(µs,µ)]
×
￿
Q2
µ2
h
￿−2AΓ(µh,µ)
H(Q
2,µh)
h
e j(∂2ηj,µj)
i2
e sT(∂ηs,µs)
"
1
τ
￿
τQ2
µ2
j
￿2ηj ￿
τQ
µs
￿ηs e−γE(2ηj+ηs)
Γ(2ηj + ηs)
#
.
(21)
Using the relations,
AΓ(µ1,µ2) + AΓ(µ2,µ3) = AΓ(µ1,µ3), (22)
S(µ1,µ2) + S(µ2,µ3) = S(µ1,µ3) + ln
µ1
µ2
AΓ(µ2,µ3),
and
f(∂η)X
η = X
ηf(lnX + ∂η), (23)
the expression (21) simpliﬁes to
1
σ0
dσ2
dτ
= exp[4S(µh,µj) + 4S(µs,µj) − 2AH(µh,µs) + 4AJ(µj,µs)]
￿
Q2
µ2
h
￿−2AΓ(µh,µj)
6order Γcusp γH/J/S H, e j, e sT β
ﬁxed-order logarithmic
matching accuracy
1storder 2-loop 1-loop tree 2-loop – NLL
2ndorder 3-loop 2-loop 1-loop 3-loop LO NNLL
3rdorder 4-loop 3-loop 2-loop 4-loop NLO N3LL
4thorder 4-loop 3-loop 3-loop 4-loop NNLO N3LL
Table 1: Deﬁnition of orders in perturbation theory
× H(Q
2,µh)
￿
e j
￿
ln
µsQ
µ2
j
+ ∂η,µj
￿￿2
e sT
￿
∂η,µs
￿1
τ
￿
τQ
µs
￿η e−γEη
Γ(η)
, (24)
with η = 4AΓ(µj,µs). From this ﬁnal result we can read oﬀ the canonical relations among the
hard, jet, and soft matching scales and the physical scales Q and p ∼
√
τQ:
µh = Q, µj =
√
τQ, µs = τQ. (25)
Note that the arbitrary reference scale µ has dropped out completely.
For the αs ﬁts, we need the diﬀerential thrust distribution integrated over each bin. The
integral of the thrust distribution can be evaluated analytically, since the derivatives with
respect to η in (24) commute with the integration over τ. The resulting expression is
R2(τ) =
Z τ
0
1
σ0
dσ2
dτ′ dτ
′ = exp[4S(µh,µj) + 4S(µs,µj) − 2AH(µh,µs) + 4AJ(µj,µs)]
×
￿
Q2
µ2
h
￿−2AΓ(µh,µj)
H(Q
2,µh)
￿
e j(ln
µsQ
µ2
j
+ ∂η,µj)
￿2
e sT(∂η,µs)
￿￿
τQ
µs
￿η e−γEη
Γ(η + 1)
￿
. (26)
Note that the integral is performed for ﬁxed µj and µs, that is, before setting them to their
canonical τ-dependent values. In this way, large logarithms are removed in the observable of
interest, not for some intermediate expression.
Diﬀerent deﬁnitions of logarithmic accuracy are commonly used in the literature. Before
proceeding further, we now show which logarithms are included at a given order in our calcu-
lation. We use renormalization-group improved perturbation theory, in which logarithms of
scales are eliminated in favor of coupling constants at diﬀerent scales which are counted as
small parameters of the same order
ln
µ
ν
=
Z αs(µ)
αs(ν)
dα
β(α)
=
2π
β0
￿
1
αs(µ)
−
1
αs(ν)
￿
+ ... . (27)
The expansion of the Sudakov exponent (10) then takes the form
S(ν,µ) =
1
αs(ν)
f1(r) + f2(r) + αs(ν)f3(r) + αs(ν)
2f4(r) + ... (28)
7where r = αs(µ)/αs(ν). The explicit expressions for the functions f1 to f4 needed for our
calculation are given in [24]. The leading-order term α0
s in renormalization group improved
perturbation theory involves the functions f1 and f2, which depend on the one and two-loop
cusp anomalous dimension. To make contact with the literature, we can expand αs(µ) around
ﬁxed coupling αs ≡ αs(ν). The result takes the form
S(ν,µ) = Lg1(αsL) + g2(αsL) + αsg3(αsL) + α
2
sg4(αsL) + ... , (29)
with L = ln(µ/ν). LL resummations include only g1, NLL also g2 and so forth. When
rewriting (28) in the form (29), the expansion of fi contributes to the functions gj with
j ≥ i so that there is a one-to-one correspondence between the order in renormalization
group improved perturbation theory and the standard logarithmic accuracy. Note that the
higher order terms to (28) and (29) are suppressed by explicit factors of αs. The missing
pieces in the integral R2(τ) at N3LL are suppressed by α3
s so that the missing logarithms are
α3 × αn ln
2n τ ≡ αk ln
2k−6τ for the default scale choice. In particular, at order α3 the N3LL
result includes everything except for the constant term in R2(τ) which does not contribute to
the thrust distribution.
In Table 1, we list the ingredients to obtain (26) to a given accuracy. The necessary anoma-
lous dimensions and the results for the functions H, e j and e sT are provided in Appendix A.
Everything in the table except for the four-loop cusp anomalous dimension and the constant
part of the two-loop soft function are known. We estimate the former using the Pad´ e approxi-
mation Γ4 = Γ2
3/Γ2 [36] and determine the latter numerically in the next section. Rather than
specifying both the accuracy of the resummation and the order to which we match to the ﬁxed
order result, will will in the following simply refer to the deﬁnitions of 1st, 2nd, 3rdand 4thorder
as given in Table 1. Note that the diﬀerence between 3rdand 4thorder, as we have deﬁned
them, is only the inclusion of NNLO matching corrections, but the logarithmic accuracy stays
the same.
3 Resummation vs. ﬁxed order
In this section, we compare the resummed expression, valid in the endpoint region τ → 0 to
the ﬁxed-order expression, which is valid away from the endpoint. The resummed expression,
when expanded to ﬁxed order, must reproduce the τ = 0 singularities of the ﬁxed-order
calculation. This observation can be used to extract numerically the constant part of the
two-loop soft function. Then, by including the diﬀerence between the expanded resummed
expression and the ﬁxed-order expression, we derive the ﬁnal matched distribution.
The ﬁxed-order thrust distribution has been calculated to leading order analytically and
to NLO and NNLO numerically. For the scale choice µ = Q, the result is usually written in
the form
1
σ0
dσ
dτ
= δ(τ) +
￿αs
2π
￿
A(τ) +
￿αs
2π
￿2
B(τ) +
￿αs
2π
￿2
C(τ) +     , (30)
where we have suppressed the argument of the coupling constant, αs ≡ αs(Q). Throughout
the following analysis, we use an analytical form for A(τ), a numerical calculation of B(τ)
using the program event2 [37] with 1010 events and a numerical calculation of C(τ) that was
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Figure 1: A comparison of the full ﬁxed-order calculations and the ﬁxed-order expansion of
the resummed distributions from the eﬀective ﬁeld theory. The light-red areas in the NNLO
histogram are an estimate of the statistical uncertainty.
generously provided by the authors of [2]. A value of y0 = 10−5 for the infrared cut-oﬀ was
used in the calculation of the NNLO histograms, see [38].
The resummed diﬀerential thrust distribution in the eﬀective theory is given in Eq. (24).
To compare with ﬁxed-order results (30), we set all scales equal µh = µj = µs = Q. Doing so
switches oﬀ the resummation: all evolution factors, such as S(µh,µj) and AH(µh,µs), vanish
in the limit of equal scales. Before taking the limit η = 4AΓ(µj,µs) → 0, we expand the kernel
in (24) using the relation
1
τ1−η =
1
η
δ(τ) +
∞ X
n=0
ηn
n!
￿
ln
n τ
τ
￿
+
, (31)
and evaluate the derivatives with respect to η using the explicit expressions for e j and e s. The
result is a sum of distributions
1
σ0
dσ2
dτ
= δ(τ)Dδ +
￿αs
2π
￿
[DA(τ)]+ +
￿αs
2π
￿2
[DB(τ)]+ +
￿αs
2π
￿3
[DC(τ)]+ +     . (32)
The coeﬃcients Dδ, DA DB and DC are given in Appendix C. Away from τ = 0, the δ-
function terms can be dropped and the plus-distributions reduce to their argument functions,
[DX(τ)]+ = DX(τ). Since the eﬀective ﬁeld theory resums the large logarithms of the ﬁxed-
order distribution, there should not be any 1/τ singularities in A, B, or C which are not
reproduced in DA, DB and DC respectively. This was shown analytically for the A function
in [15]. It is demonstrated numerically for A, B and C in Figure 1. In fact, the ﬁgure shows
that even at moderate τ, the thrust distribution is dominated by the singular terms. Note that
the lowest three bins of the numerical result for C are above the eﬀective theory prediction.
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Figure 2: Color structures used in NLO comparison with ﬁxed order.
This is due to numerical diﬃculties in the ﬁxed-order code used to evaluate C and will be
explored in more detail below.
The SCET expression (24) for the thrust distribution is valid as τ → 0, that is, in the
2-jet region. One could perform resummation also for terms which are power suppressed
in this limit, by including operators with additional ﬁelds or derivatives into the eﬀective
theory [39, 40]. However, since these terms are power suppressed it is suﬃcient to include
them at ﬁxed order. To do so, we simply subtract the singular terms from the ﬁxed-order
expression. The remainder is
r(τ) ≡
1
σ0
￿
dσ
dτ
−
dσ2
dτ
￿
=
￿αs
2π
￿
[A(τ) − DA(τ)] +
￿αs
2π
￿2
[B(τ) − DB(τ)] +
￿αs
2π
￿3
[C(τ) − DC(τ)] +     . (33)
Including the matching contribution, the thrust distribution becomes
1
σ0
dσ
dτ
=
1
σ0
dσ2
dτ
+ r(τ). (34)
With the inclusion of r(τ), our result not only resums the thrust distribution to N3LL, but is
is also correct to NNLO in ﬁxed-order perturbation theory.
Now let us turn to the two-loop soft function. Its RG equation together with the anomalous
dimensions determine the logarithmic part of e sT, but the constant part
e sT(0,µ) = 1 + CF
αs
4π
￿
−π
2￿
+ CF
￿αs
4π
￿2 h
CF c
S
2,CF + CA c
S
2,CA + TF nf c
S
2,nf
i
(35)
cannot be obtained in this way. We will determine the constant from the requirement that
the integral over the thrust distribution reproduces the total hadronic cross section
σhad
σ0
= 1 +
αs
4π
[3CF] +
￿αs
4π
￿2 ￿
CFCA
￿
123
2
− 44ζ3
￿
+ CFTFnf (−22 + 16ζ3) − C
2
F
3
2
￿
. (36)
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Figure 3: Extraction of the two-loop constants in the soft function. The points correspond to
the value of an infrared cutoﬀ applied to the ﬁxed-order calculation. The lines are interpo-
lations among the points from τ = 0.001 to τ = 0.003 extrapolated to τ = 0 to extract the
constants. From top to bottom, the curves are the C2
F,CA and nf color factors.
Plugging (32) and (33) into (34) we ﬁnd
σhad
σ0
= Dδ +
Z 1
0
dτ r(τ) = 1 +
αs
π
+
￿αs
4π
￿2 ￿
317.5 + c
S
2 + 4
Z 1
0
[B(τ) − DB(τ)]dτ
￿
, (37)
where 317.5 comes from setting nf = 5 in Dδ (see Appendix C). Since we know separately
the color structures for B (numerically) and DB (analytically), as shown in Figure 2, we
can perform this integral numerically and then extract cS
2 by comparing to (36). Although
the diﬀerence B(τ) − DB(τ) is integrable as τ → 0 both of these functions are separately
divergent. To have numerically stable results, we impose an infrared cutoﬀ τ0 on the integral
and interpolate to τ0 = 0. We do this in discrete steps by dropping the lowest bins in the
B(τ) distribution which was generated with the event2 program. The convergence and
interpolation are shown in Figure 3. We ﬁnd
c
S
2CF = 58 ± 2, c
S
2CA = −60 ± 1, c
S
2nf = 43 ± 1. (38)
These constants were explored previously in [12]. Lacking the form of the divergences near
τ = 0, these authors had to ﬁt for the shape of the curve as well as the constants, leading to
results with much poorer accuracy. A comparison with the results of [12] is given Appendix
C.
We now have all the necessary perturbative input at hand to evaluate the thrust distribu-
tion and to extract αs. Before doing so, we compare the recent NNLO ﬁxed-order results in
detail to the singular terms predicted using the eﬀective theory. In Figure 4 the contribution
of the six color structures which appear at α3
s to C(τ) and DC(τ) are plotted. The color
structure of the NNLO coeﬃcient C has the form C = CF(N2C1 + C2 + 1/N2C3 + NnfC4 +
nf/NC5 + n2
fC6) and the plot shows the six parts, with the prefactors evaluated for N = 3
colors and nf = 5 quark ﬂavors. The ﬁgure shows that the singular terms (blue lines) are a
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Figure 4: Contributions of diﬀerent color structures to the three-loop coeﬃcients of the thrust
distribution. The plots show a comparison of our result for the singular terms encoded in DC
(blue lines) with the numerical evaluation of the full coeﬃcient C (red histograms) [38]. The
light-red areas are an estimate of the statistical uncertainty.
good approximation to the full result (red lines) for each color structure. What is surprising is
that they seem to agree well almost everywhere. One consequence of this is that the matching
to the NNLO ﬁxed-order distributions will have a small eﬀect. The dominance of the loga-
rithmically enhanced terms, even at moderate τ, strongly suggests that resummation would
indeed lead to a signiﬁcant improvement in perturbative accuracy. The close agreement also
provides a veriﬁcation of the ﬁxed-order result. Because the same numerical code is used for
many other NNLO observables, such an independent check is certainly welcome.
As we observed earlier, the lowest three bins of the NNLO ﬁxed-order result of [38] are
higher than the singular terms obtained with the eﬀective theory, see Figure 1. The excess
at small τ seen in Figure 1 is barely noticeable in Figure 4, because we have multiplied the
distributions by τ which de-emphasizes the small-τ region. To analyze this region in detail,
we plot the distribution as a function of lnτ in Figure 5. For very small τ, the full result
should reduce to the singular terms derived in the eﬀective theory. However, this region is
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Figure 5: Contributions to the three-loop coeﬃcients of the thrust distribution. The plots show
a comparison of our result for the singular terms (blue lines) with the numerical evaluation
of the full result (red histograms) [38]. The dotted, dashed and solid lines correspond to an
infrared cut-oﬀ y0 = 10−5,10−6 and 10−7, see [38]. The light-red areas are an estimate of the
statistical uncertainty.
very challenging for the numerical integration. The numerical results are shown in red in
Figure 5 and the light-red bands are the statistical uncertainty from the numerical NNLO
calculation. The three red lines correspond to diﬀerent values of an infrared cutoﬀ, which
is imposed when generating events [38]. The agreement is good, except for the two leading
color structures. The authors of [38] are aware of the problem [41]. For the extraction of αs,
the region of very small τ will not be used, so these numerical diﬃculties are not critical for
present purposes.
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Figure 6: Convergence of resummed and ﬁxed-order distributions. aleph data (red) and opal
data (blue) at 91.2 GeV are included for reference. All plots have αs(mZ) = 0.1168.
4 αs extraction and error analysis
In this section we now use our result for the thrust distribution to determine αs, using lep data
from aleph [42] and opal [43]. Before performing the ﬁt, let us compare the perturbative
expansion with and without resummation. The result at Q = 91.2 GeV is shown in Figure 6
side-by-side with the ﬁxed-order expression. We use the same value αs(mZ) = 0.1168 for both
plots and have set the scales µh, µj and µs to their canonical values (25). For reference, we
also show the aleph and opal data. The curves for the ﬁxed-order calculation correspond to
the standard LO, NLO, NNLO series; for the eﬀective ﬁeld theory calculation, the orders are
deﬁned in Table 1. It is quite striking how much faster the resummed distribution converges.
In fact, it is hard to even distinguish the higher order curves after resummation, except in
the region of very small τ, where the distribution peaks. The peak region is aﬀected by non-
perturbative eﬀects, as will be discussed in the next section, but it will not be used in the
extraction of αs. The region relevant for the αs extraction is shown in the lower two plots.
The value of αs(mZ) = 0.1168 we use in the plots corresponds to the best ﬁt value in the range
0.1 < τ < 0.24 for the aleph data set. However, the plot makes it evident that the extracted
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Figure 7: Relative error for best ﬁt to aleph data at 91.2 GeV. The inner green band includes
only statistical uncertainty, while the outer yellow band includes statistical, systematic and
hadronization uncertainties. The solid line is ﬁt to 0.1 < 1−T < 0.24 giving αs(mZ) = 0.1168
while the dashed line is ﬁt from 0.08 < 1 − T < 0.3 giving αs(mZ) = 0.1171. The smaller ﬁt
range is used for the error analysis because it has been previously studied in [5].
αs value will not change much beyond ﬁrst order. A ﬁt to the NNLO ﬁxed-order prediction
gives αs(mZ) = 0.1275.
The aleph and opal collaborations have published analyses of the lep 1 and higher
energy lep 2 thrust distributions. To ﬁt αs we calculate the thrust distribution integrated
over each bin measured in the experiments. The resummed contribution in a given bin is
obtained as R2(τR) − R2(τL) using Eq. (26) for the bin with τL < τ < τR. For the matching
contribution, we integrate analytically the DA(τ),DB(τ) and DC(τ) functions and subtract
them from the analytic integral of A(τ) and the appropriately binned numerical distributions
B(τ) and C(τ).
A problem we encounter when trying to extract αs is that the experiments have published
statistical, systematic, and hadronization uncertainties for each bin, but have not made the
bin-by-bin correlations public. Without this information, we proceed with a conservative
approach to error estimates: to extract the default value of αs, we perform a χ2-ﬁt to the
data including only statistical uncertainties. We then use the systematic and hadronization
errors on αs obtained in previous ﬁts to aleph [5] and opal [43] data. In these papers ﬁts
to αs were performed which included the correlation information. To be able to use their
values, we perform our ﬁts using exactly the same ﬁt ranges as used in these papers. This
is not entirely optimal, since the experimental systematic error will depend somewhat on the
theoretical model used in the ﬁt. Our resummed calculation is valid in a wider range of τ than
the predictions used in [5, 43], so one could use data closer to the peak, where the statistics
are higher and resummation is more important. In a future analysis, the ﬁt range could be
optimized to minimize the total error after folding in the proper correlations.
In Figure 7, we plot the relative statistical and total experimental uncertainty as a function
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Figure 8: Perturbative uncertainty at Q = 91.2GeV. The ﬁrst four panels show the variation
of the matching scale, the hard scale, the jet scale, and the soft scale. Each of the scales is
varied separately by a factor of two around the default value. The last two panels show the
eﬀect of simultaneously varying the jet- and soft scales, see text. The lep 1 aleph data is
included for reference. All plots have αs(mZ) = 0.1168.
of τ and compare to the best ﬁt result. We ﬁnd that the extracted value is fairly insensitive to
the ﬁt range. In fact, going from the standard range (solid line) to the larger region (dashed
lines) changes the best-ﬁt value of αs(mZ) by less than 0.3%, from 0.1168 to 0.1171.
Next, we consider the perturbative theoretical uncertainty. In the eﬀective ﬁeld theory
16analysis, four scales appear: the hard scale µh ∼ Q, the jet scale µj ∼
√
τQ, the soft scale
µs ∼ τQ, and the scale µm at which the matching corrections are added. In the matching
corrections the physics associated with the hard, jet and soft scales has not been factorized, so
it is not obvious which value of µm should be chosen. We follow standard ﬁxed-order practice
and choose µm = Q as the default value. Our result is independent of these scales to the order
of the calculation: the change in the result due to scale variation can thus be used to estimate
the size of unknown higher order terms, of O(α4
s) for our ﬁnal result.
We show the results of varying each of the four scales up and down by a factor of 2 in the
ﬁrst four panels of Figure 8. The results converge nicely, with the dominant uncertainty coming
from the soft scale variation. This is expected, as the soft scale probes the lowest energies
and therefore the largest values of αs. In fact, it is a critical advantage of the eﬀective theory
that the soft scale can be probed explicitly – the ﬁxed-order calculation has access to only one
scale and assuming µ ∼ Q may therefore underestimate the perturbative uncertainty. From
the ﬁrst panel in Figure 8 it is clear that the extraction of αs is almost completely insensitive
to the scale at which the ﬁxed order calculation comes in. Again, this is in contrast to a pure
ﬁxed-order result. The matching scale variation is so small because the matching correction
itself is small, as we saw in Figures 1, 2, 4, and 5.
Figure 8 shows the eﬀect of varying the jet and soft scales separately by factors of two:
1
2
√
τQ < µj < 2
√
τQ and
1
2τQ < µs < 2τQ. While a factor of two may seem reasonable for a
ﬁxed order calculation (although as we have already observed, the thrust distribution probes
scales τQ ≪ Q), from the eﬀective ﬁeld theory point of view it makes little sense to vary the
soft and jet scales separately. In doing so, one can easily have µj < µs or µh < µj which is
completely unphysical. Instead, for the error analysis we will use two coordinated variations.
First, a correlated variation holding µj/µs ﬁxed:
µj → c
√
τQ, µs → cτQ,
1
2
< c < 2. (39)
This probes the upper and lower limits on µj and µs, but avoids the unphysical region. Second,
an anti-correlated variation, holding µ2
j/(Qµs) ﬁxed:
µ
2
j → aQ
2τ µs → aQτ,
1
√
2
< a <
√
2. (40)
This is independent from the correlated mode but again avoids having µj < µs. The uncer-
tainty resulting from these two variations is shown in the last two panels of Figure 8.
To estimate the total perturbative uncertainty on the extracted value of αs, we use the
uncertainty band technique proposed in [44] and adopted both by aleph [42] and opal [43]
as well as in the recent ﬁt of NNLO results to aleph data [5]. The result is shown in Figure 9.
In short, the theoretical uncertainty is determined as follows: one ﬁrst calculates αs(mZ) using
a least-squares ﬁt to the data with all scales at their canonical values and without including
any theoretical uncertainty in the χ2-function. Then each scale is varied separately, holding
αs(mZ) ﬁxed to its best-ﬁt value. These produce the curves in Figure 9. Next, the uncertainty
band, the yellow region in Figure 9, is deﬁned as the envelope of all these variations. Finally,
the scales are returned to their canonical values, and the maximal and minimal values of αs are
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Figure 9: Uncertainty bands for various scale variations. The band in the ﬁrst panel is deter-
mined entirely by scale variations. The second panel shows an alternative way of estimating the
perturbative uncertainty using an educated guess of the uncalculated higher order coeﬃcients,
as described in the text.
18Q 91.2 133 161 172 183 189 200 206 AVG
ﬁt range
0.1 0.06 0.06 0.04 0.06 0.04 0.04 0.04
–
0.24 0.25 0.25 0.2 0.25 0.2 0.2 0.2
χ2/d.o.f. 32.5/13 7.7/4 3.3/4 10.3/4 3.6/4 0.9/4 24.6/4 4.0/4 –
stat. err. 0.0001 0.0037 0.0070 0.0080 0.0043 0.0022 0.0023 0.0023 0.0010
syst. err. 0.0008 0.0010 0.0010 0.0010 0.0011 0.0010 0.0010 0.0010 0.0010
hadr. err. 0.0019 0.0014 0.0012 0.0012 0.0011 0.0011 0.0010 0.0010 0.0012
pert. err.
+0.0013
−0.0017
+0.0012
−0.0016
+0.0015
−0.0020
+0.0006
−0.0009
+0.0010
−0.0013
+0.0011
−0.0015
+0.0010
−0.0014
+0.0009
−0.0012 0.0012
tot. err. 0.0026 0.0043 0.0074 0.0082 0.0047 0.0030 0.0030 0.0029 0.0022
(Pad´ e × 2) 0.0004 0.0004 0.0003 0.0004 0.0004 0.0004 0.0004 0.0003 –
αs(mZ) 0.1168 0.1183 0.1263 0.1059 0.1160 0.1203 0.1175 0.1140 0.1168
pythia 0.1152 0.1164 0.1248 0.1028 0.1146 0.1177 0.1151 0.1119 0.1146
ariadne 0.1169 0.1181 0.1264 0.1047 0.1164 0.1197 0.1170 0.1135 0.1164
Table 2: Best ﬁt to aleph data. The row labeled (Pad´ e × 2) is an alternative measure of
perturbative uncertainty as described in the text. It is not combined into the total error. The
rows labeled pythia and ariadne give the value of αs after correcting for hadronization and
quark masses using pythia or ariadne.
determined which allow the prediction to remain within the uncertainty band. An important
feature of this approach is that the data enters only in the determination of the best ﬁt αs and
the ﬁt region; the perturbative uncertainty is determined purely from within the theoretical
calculation. Separating the theoretical and experimental errors in this way makes it much
easier to average αs results obtained from diﬀerent data sets, since they suﬀer from the same
theoretical uncertainty.
The purpose of scale variations is to estimate the eﬀect that a higher order perturbative
calculation would have on a distribution. This is justiﬁed by arguing that any scale variation
can be compensated by terms at one order higher in αs, thus it should give a reasonable
estimate of these higher order terms. However, as we have seen, the amount by which we vary
the scales is arbitrary, and the traditional factor of 2 in the variation is both problematic for
the jet and soft scales and seems to overestimate the uncertainty. The distribution determined
by the eﬀective theory at one higher order depends on only a handful of numbers: the beta-
function coeﬃcient β4, the anomalous dimensions Γ4,γH
3 ,γJ
3 and the constants in the hard,
jet and soft functions, cH
3 ,cJ
3,cS
3, see Appendix A for the subscript conventions. Thus in the
eﬀective ﬁeld theory, there is a straightforward way to estimate the eﬀect of higher orders:
one simply varies these coeﬃcients. For example, we can estimate their size using a Pad´ e
approximation: Γn+1 = ±c
Γ2
n
Γn−1. This should reasonably span likely values for what a higher
order perturbative calculation would provide. We show the variations corresponding to c = 2
and c = 5 in the bottom panel of Figure 9, which are labeled Pad´ e × 2 and Pad´ e × 5
respectively. In each case we scan over the signs for the various coeﬃcients to ﬁnd the largest
19Q 91.2 133 177 197 AVG
ﬁt range 0.05-0.3 0.05-0.3 0.05-0.3 0.05-0.3 –
χ2/d.o.f. 149.9/5 17.0/5 1.7/5 18.3/5 –
stat. err. 0.0001 0.0038 0.0033 0.0014 0.0014
syst. err. 0.0011 0.0054 0.0028 0.0013 0.0013
hadr. err. 0.0031 0.0024 0.0021 0.0019 0.0019
pert. err.
+0.0014
−0.0018
+0.0011
−0.0015
+0.0009
−0.0013
+0.0011
−0.0014 0.0013
tot. err. 0.0037 0.0072 0.0049 0.0030 0.0030
(Pad´ e × 2) 0.0004 0.0003 0.0003 0.0003 –
αs(mZ) 0.1189 0.1165 0.1153 0.1189 0.1189
pythia 0.1143 0.1142 0.1134 0.1173 0.1173
ariadne 0.1163 0.1160 0.1151 0.1189 0.1189
Table 3: Best ﬁt to opal data.
variations. Even for c = 2, the ﬁfth order coeﬃcients come out quite large, for example,
Γ4 ≈ ±2 × 104 and β4 ≈ ±3 × 105. Nevertheless, the uncertainty is still signiﬁcantly smaller
than what we found using scale variation. We ﬁnd that Pad´ e × 2 gives δαs(mZ) ∼ 0.0003 in
contrast to errors around δαs(mZ) ∼ 0.0012 from the scale variations. Although the higher
order constants are unknown, one might try to estimate them in more sophisticated ways, for
example, by computing the dominant diagrams. In the end, we will not use this new method
for the ﬁnal error estimates, but we present the resulting uncertainties in Tables 2 and 3
for completeness. They include a scale variation in the matching correction because this is
independent of the resummed distribution.
For each of the energies in the aleph and opal data sets, we perform a least-squares ﬁt
using the experimental statistical errors. The statistical uncertainty on αs is calculated from
the variation in χ2, the perturbative uncertainty is calculated using the uncertainty band
(with scale variations), and systematic uncertainties are taken from [5] and [43], as discussed
above. We include the non-perturbative hadronization uncertainties from these papers, but
do not include the corresponding hadronization corrections. We will discuss hadronization
and other power-suppressed eﬀects in detail in the next section. The ﬁt results are given in
Tables 2 and 3.
To combine the results from diﬀerent energies, we compute a weighted average, ¯ αs = P
i wiα
(i)
s . The weights wi are determined by minimizing the uncertainty ¯ σ2 =
P
ij wi wj cov(i,j).
Given that we don’t know the exact correlations, we set
cov(i,j) =
￿
σ
(i)
stat
￿2
δi,j + σ
(i)
sysσ
(j)
sys + σ
(i)
hadrσ
(j)
hadr + σ
(i)
pertσ
(j)
pert . (41)
That is, we assume uncorrelated statistical errors and 100% correlation for the systematic,
hadronic and perturbative uncertainties at diﬀerent energies. Because the correlated uncer-
tainties are dominant, naively minimizing the uncertainty can in some cases be lead to negative
20Figure 10: Best ﬁt values for αs(mZ). From right to left the lines are the total error bars at
each energy for ﬁrst order, second order, third order and fourth order, as deﬁned in the text.
The bands are weighted averages with errors combined from all energies.
weights. This happens when combining the OPAL results in the above way. We eliminate
these solutions by imposing wi > 0, after which the best value from OPAL is obtained by
assigning 100% weight to the highest energy measurement which has the smallest systematic
uncertainty. The result obtained after combining aleph and opal results individually is given
in the last column in Tables 2 and 3. Finally, we combine the aleph and opal results to an
overall average. In this case, we assume that the systematic uncertainties are completely corre-
lated between the individual energy results from each experiment, but neglect the correlations
between the systematical uncertainties among the two experiments. For the hadronization
and perturbative error, we assume 100% correlation. Proceeding in this way, we ﬁnd
αs(mZ) = 0.1172 ± 0.0010(stat) ± 0.0008(sys) ± 0.0012(had) ± 0.0012(pert)
= 0.1172 ± 0.0022. (42)
This result is close to the PDG world average αs(mZ) = 0.1176 ± 0.0020 and has similar
uncertainties.
Our calculation does not include hadronization corrections and neglects quark masses. If
we estimate their eﬀect using pythia, the central value shifts to αs(mZ) = 0.1150, while
correcting with ariadne gives αs(mZ) = 0.1168. We observe that the diﬀerence we ﬁnd
between pythia and ariadne is larger than the hadronization uncertainty in our average,
which is based on aleph and opal studies. Correcting our higher order perturbative result
with a tuned leading-order Monte Carlo shower is problematic, so this diﬀerence should be
interpreted with caution. Various issues associated with hadronization corrections will be
discussed in detail in the next section.
It is interesting to repeat the ﬁt order by order. This is done in Table 4 and displayed
graphically in Figure 10. The ﬁgure shows that the results found at diﬀerent energies are
consistent and illustrates the reduction of the uncertainty when including higher order terms.
21aleph
lep 1 +lep 2 lep 1
order αs total err pert. err αs tot.err pert.err
1storder 0.1142 0.0297 0.0296 0.1142 0.0297 0.0296
2ndorder 0.1152 0.0068 0.0064 0.1166 0.0071 0.0068
3rdorder 0.1164 0.0033 0.0027 0.1166 0.0037 0.0031
4thorder 0.1168 0.0022 0.0012 0.1168 0.0026 0.0015
opal
lep 1 + lep 2 lep 1
order αs total err pert. err αs tot.err pert.err
1storder 0.1190 0.0305 0.0304 0.1190 0.0305 0.0304
2ndorder 0.1198 0.0076 0.0070 0.1205 0.0081 0.0074
3rdorder 0.1194 0.0040 0.0029 0.1194 0.0047 0.0034
4thorder 0.1189 0.0030 0.0013 0.1189 0.0037 0.0016
Table 4: Best ﬁt values and uncertainties at diﬀerent orders, as deﬁned in Table 1.
5 Non-perturbative eﬀects and quark mass corrections
Let us now turn to two power suppressed eﬀects which we have so far neglected in our analysis.
The ﬁrst is hadronization: the eﬀective theory calculation corresponds to a parton-level distri-
bution, while the experiment measures hadrons. Secondly, we have neglected quark masses in
our calculation. Because thrust is an infrared-safe observable, both corrections are expected
to be small, however they may not be negligible.
Most of the previous determinations of αs have used Monte Carlo event generators to
correct the parton-level predictions for hadronization eﬀects and estimate the hadronic un-
certainty by comparing the output of diﬀerent generators. In particular, aleph [42], opal
[43] and the recent NNLO analysis [5] all use pythia to obtain their default hadronization
corrections and then compare to herwig and ariadne to obtain the associated uncertainty.
It turns out that the largest diﬀerences generally occur between pythia and ariadne [43],
even though ariadne uses pythia to calculate hadronization.
We include in Tables 2 and 3 the best ﬁt values of αs obtained after correcting the data bin-
by-bin for hadronization and b- and c-quark masses using pythia v.6.409 [45], with default
parameters, and with ariadne v.4.12 [46], using the aleph tune. Correcting with ariadne
has quite a small eﬀect on the values of αs. Moreover, ariadne always gives a larger value
of αs than pythia. If the central values are taken after the ariadne corrections, they agree
quite closely with a ﬁt to the parton level distributions, that is, without any hadronization. In
22addition, we also used the new sherpa dipole shower [47] for hadronization and ﬁnd results
similar to ariadne.
Relying on the Monte-Carlo generators for hadronization is clearly not ideal, since they
have been tuned to the same lep data we are trying to reproduce! The situation is especially
problematic when trying to correct our resummed distribution. The Monte Carlo generators
are all based on the parton-shower approximation, which only sums the leading Sudakov
double logarithms and part of the next-to-leading logarithms. In contrast, our distribution is
correct to N3LL and to NNLO in ﬁxed-order perturbation theory. By tuning to data, part of
the missing higher order perturbative corrections get absorbed into the hadronization model.
An obvious way to avoid this problem would be to include the higher order corrections into
the Monte Carlo codes, but needless to say, no such generator yet exists (although, see [39, 40]
for an approach to improving generators based on the same eﬀective ﬁeld theory ideas we are
using).
As shown in Figure 12 pythia agrees with the aleph data better than our 4th order
resummed and matched theoretical calculation. How is this possible in a leading-log shower
with leading-order matrix elements? The answer is that part of what is being tuned to data in
the Monte Carlo program is not just the hadronization model but also some kind of unfaithful
imitation of subleading-log resummation. This is demonstrated in Figure 12, where pythia
is run at the parton and hadron level and compared to the 1st order and 4th order resummed
matched distributions in the eﬀective ﬁeld theory. Even at the parton level, pythia agrees
more with the 4th order than the 1st order. Moreover, the hadronization corrections provide
something like a shift in the distribution, but cannot explain the structure of the peak region,
which really should be determined by subleading order resummation. To demonstrate the
danger of trusting a tuned Monte Carlo generator, we run the same event generator at Q = 1
TeV, and compare again to the theoretical calculations, see Figure 12. Now pythia looks
like the leading-order event generator that it is, and the hadronization corrections are small,
but pythia undershoots the more accurate 4th order theoretical prediction. At high energy
the diﬀerence will be more diﬃcult to absorb into non-perturbative eﬀects since hadronization
corrections are small. One consequence is that these Monte Carlo generators may be under-
estimating backgrounds at an ILC by 30%, and perhaps by a similar magnitude at the LHC
as well.
An alternative to correcting the theoretical distribution with a Monte-Carlo transfer matrix
is to include explicitly a theoretical model of non-perturbative corrections and then use data
to determine its parameters. The non-perturbative eﬀects are suppressed by the center-of-
mass energy and will scale as a power of ΛNP/Q, with ΛNP ∼ 1 GeV a scale characteristic of
strong-interaction eﬀects. The eﬀective theory analysis shows that since scales lower than Q
appear in the perturbative expansion, there will in fact be power corrections suppressed by
the lowest scale, in this case the soft scale τQ which will go as a power of ΛNP/(τQ). For
completely inclusive processes ﬁrst order power corrections are absent, but one should not
expect the leading power to be absent for thrust.
The non-perturbative eﬀects will be most important in the soft region for small τ. The
corrections can be parameterized by a non-perturbative shape function which is convoluted
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Figure 11: Contours at 95% conﬁdence level for a ﬁt to the opal data of αs and a non-
perturbative shift parameter ΛNP.
with the perturbative soft function [48, 49]
S(k,µ) →
Z
dk
′S(k − k
′,µ)SNP(k
′,µ). (43)
Then one can parametrize SNP(k) with a few-parameter family of distributions [50]. For
example, a common model is SNP(k) = δ(k−ΛNP), which leads to an overall shift in the thrust
distribution. Figure 11 shows the result of a simultaneous ﬁt to ΛNP and αs for the opal data.
From this rough analysis one can see that the ﬁt to lep data has trouble distinguishing the
eﬀect of raising the shift parameter from increasing the coupling – both variations increase
the theoretical prediction in all bins where the ﬁt to data is performed.
Much of the evidence for a shift in event shape distributions has come from comparisons
to data of calculations done at NLO or with resummation at NLL [51]. It would be very
interesting to reconsider these analyses including information from NNLO and with N3LL
resummation. To extract the soft shape function a detailed analysis, including lower energy
data, should be performed. At lower energies the eﬀect of the power corrections will be more
pronounced so that the parameters of the shape function can be determined and then used
in the extraction of αs from higher energy data. The high statistics jade data with energies
from Q = 22 − 44 GeV might be particularly suitable for such an analysis [52].
In our Monte-Carlo studies, we ﬁnd that quark-mass eﬀects at lep 1 are of order 1%.
They tend to increase αs, while hadronization eﬀects lower the central value. In ﬁxed-order
perturbation theory, the quark-mass eﬀects have been evaluated at NLO [53, 54, 55, 56]. Using
the factorization theorem for the production of massive quark jets [19] and the recent two-loop
result for the massive jet-function [57], it is would be possible to perform the resummation
also for the b-quark contribution. Since the quark mass corrections are small in the region
where we extract αs, a ﬁxed-order treatment might be suﬃcient. Additional issues involved in
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Figure 12: Comparison between theoretical predictions in eﬀective ﬁeld theory at ﬁrst order
and fourth order, as deﬁned in table 1, and pythia at the parton and hadron level. aleph
data is included in the ﬁrst panel.
matching the perturbative soft and non-perturbative shape functions were discussed recently
in [58].
Since neither Monte-Carlo hadronization corrections nor a simple non-perturbative shift
model are satisfactory, we conclude that the best option at this point is to ﬁt the parton-
level distribution. To estimate the hadronization uncertainties, we simply lift the errors from
previous studies of the aleph and opal data. Numerically this is essentially equivalent to
using ariadne to calculate the hadronization and quark-mass corrections and the diﬀerence
to pythia as an estimate of the resulting uncertainty, as can be seen in Tables 2 and 3. With
the increased perturbative precision of our result, it would be important to get better control
over hadronization eﬀects and to have a more reliable way to assess the associated uncertainty.
As we discussed above, this can be achieved with a dedicated shape-function analysis involving
also lower energy data.
6 Conclusions
We have resummed the leading logarithmic corrections to the thrust distribution to N3LL.
Our calculation is based on an all-order factorization theorem for the thrust distribution in
the two-jet region T → 1. The traditional method for resummation of event shapes is limited
to NLL. The present paper goes beyond this not only by one but by two orders in logarithmic
accuracy.
The factorization theorem, obtained using Soft-Collinear Eﬀective Theory, separates the
contributions associated with diﬀerent energy scales in a transparent way. Those associated
with higher energy scales are absorbed into Wilson coeﬃcients. Solving the renormalization-
group equations resums large perturbative logarithms of scale ratios. An advantage of the
eﬀective theory treatment is that the factorization theorem is derived at the operator level. The
diﬀerent building blocks in the factorization theorem are given by operator matrix elements
and appear in a variety of other processes. With the exception of the two-loop constant in the
25soft function, all the necessary ingredients to the factorization theorem were known to N3LL
accuracy from resummations of other processes. We have determined the missing two-loop
constant numerically using eﬀective ﬁeld theory and an NLO ﬁxed-order event generator.
Comparing to ﬁxed-order results, we found that the logarithmically enhanced pieces, de-
termined by a few constants in the eﬀective theory, amount to the bulk of the ﬁxed-order
results, even away from the endpoint T → 1. Of particular interest is the comparison at
NNLO. The necessary ﬁxed-order calculation has been completed only recently and so far
not been independently checked. The close agreement with the logarithmic contributions we
derive provides a non-trivial check on both calculations. Once matched to the full ﬁxed-order
result, our result is valid not only to N3LL accuracy, but also to NNLO in ﬁxed-order pertur-
bation theory. Matching improves our result away from the endpoint region, but numerically
the matching corrections are small, in particular at NNLO.
Our result is the most precise calculation of an event shape to date, and we have used it
to perform a precision determination of αs using aleph and opal data. Our ﬁnal combined
result is
αs(mZ) = 0.1172 ± 0.0010(stat) ± 0.0008(sys) ± 0.0012(had) ± 0.0012(pert)
= 0.1172 ± 0.0022.
Unfortunately, we had to combine diﬀerent data sets with the conservative assumption that
systematic errors are completely correlated. We also had to use the ﬁt regions selected by
the experiments which are not optimized to our higher order calculation. An improved error
analysis would involve information from the collaborations about correlations which is not
publicly available.
With the resummed calculation, the perturbative uncertainty is ﬁnally smaller than the
other uncertainties at each energy, in contrast to earlier results where the perturbative error
was dominant. With the reduction in perturbative uncertainty, the hadronization error has
become a relatively large contribution to the total error. To reduce it, one could parameterize
the non-perturbative eﬀects with a shape function, and then extract this shape function from
data at lep and lower energy experiments. In addition, one could account explicitly for quark
mass eﬀects which should help reduce the systematic errors.
Even though the perturbative error is greatly reduced by including resummation, the
technique used to estimate this error may be unduly conservative. We have followed the
standard procedure and used a collection of scale variations to estimate terms higher order in
αs. An alternative method, which we have suggested here, is to attempt a more sophisticated
guess at the eﬀects that a higher order calculation might have. At one higher order the
resummed distribution is known up to a handful of numbers, such as higher-loop anomalous
dimensions. So we can extrapolate an approximation to these numbers and use that directly.
This procedure results in smaller and perhaps more realistic perturbative errors, although we
have not used the errors derived this way for the ﬁnal results.
The eﬀective theory can also be used to study other event shapes. For example, heavy-
and light-jet masses can be obtained with minimal modiﬁcations from the formulae given
here [15, 19]. These observables involve the same hard and jet functions as (4) and the
necessary soft function can be determined in the same way as we did here for thrust. The
26factorization theorem for a wider class of event shapes, including jet-broadening and the C-
parameter was derived recently [59]. Its form is the same as (4), except that it involves diﬀerent
jet-functions which depend on the variable under consideration. To reach the same accuracy
we have achieved here, additional perturbative calculations will thus be necessary.
We could also try to use the same techniques to calculate precision observables in a hadronic
environment. Many of the necessary ingredients have already been understood from the
threshold resummation for inclusive processes such as deep-inelastic scattering and Drell-
Yan production. Despite the complication of hadronic initial states, a precision calculation
of jet-observables relevant for the LHC seems feasible. Considering the discrepancy we found
between pythia and the fourth-order eﬀective theory prediction for the thrust distribution
at 1 TeV (see Figure 12), having a systematically improvable way to perform resummations
might be vital for the LHC. In addition, given the size of the logarithmic corrections found
here, it is likely that many ﬁxed-order calculations can be improved using methods of eﬀective
ﬁeld theory.
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A Anomalous dimensions
The QCD beta-function satisﬁes
dαs(µ)
dlnµ
= β(αs(µ)), (44)
β(α) = −2α
￿￿ α
4π
￿
β0 +
￿ α
4π
￿2
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￿ α
4π
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27where we have written β0 and β1 in terms of the Casimir invariants CF =
4
3, CA = 3 and
TF = 1
2, but have evaluated β2 and β3 for N = 3 colors. The RG equation (44) has a solution
in terms of L = ln
µ2
Λ2
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It is also useful sometimes to work with perturbative expansion of αs(µ) in terms of αs at a
ﬁxed renormalization scale, µR:
αs(µ) = αs(µR) −
α2
s(µR)
2π
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We write the perturbative expansion of the anomalous dimensions as
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The exact anomalous dimensions are known to α3
s. The anomalous dimensions for the hard
function are
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For the jet function
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28For the soft function
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And for the cusp anomalous dimension
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Analytical expressions for the three-loop terms γH
2 , γJ
2 and Γ2 can be found in [24]. The α4
s part
of the cusp anomalous dimension is not known and we estimate it using a Pad´ e approximation.
The same approximation works well at α3
s and in any case our results are very insensitive to
the value of Γ3.
B Hard, jet and soft function
The hard function can be written as
H(Q
2,µ) = h(ln
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µ2 ,µ), (54)
where to three-loop order
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The three-loop constant cH
3 is not yet known but only contributes to the δ(τ) part of the thrust
distribution. The values of the lower order constants are
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The expression for H(Q,µ) is obtained by solving the RG-equation (8) order by order in αs.
The RG equations for the Laplace transformed jet function and soft function have the same
form so that their explicit forms are obtained from the above result using simple substitution
rules. Deﬁning the Laplace transform of the cross section as
e t(ν) =
Z ∞
0
dτ e
−ντ 1
σ0
dσ
dτ
, (57)
the cross section factors into the product of the Laplace transforms of the jet- and soft func-
tions:
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The Laplace transforms e j and e sT of the jet and soft functions are deﬁned as in (57). After
writing these as functions of a logarithm of the argument, the RG equations simplify to
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Comparing to the RG equation for the hard function Eq. (8), and looking at Eq. (54) one sees
that the expression for the jet-function e j(L,µ) is obtained from (55), by simple substitutions:
e j(L,µ) = h(L,µ) with γ
H → −γ
J, c
H → c
J, and Γcusp → −Γcusp, (61)
e sT(L,µ) = h(2L,µ) with γ
H → −γ
S, and c
H → c
S . (62)
The constants for the jet and soft functions are
c
J
1 = CF
￿
7 −
2π2
3
￿
,
30c
J
2 = C
2
F
￿
205
8
−
97π2
12
+
61π4
90
− 6ζ3
￿
+ CFCA
￿
53129
648
−
155π2
36
−
37π4
180
− 18ζ3
￿
+ CFTFnf
￿
−
4057
162
+
13π2
9
￿
, (63)
c
S
1 = −CFπ
2 ,
c
S
2 = C
2
Fc
S
2CF + CFCAc
S
2,CA + CFTF nfc
S
2,nf .
The constants cS
2CF,cS
2CA and cS
2nf are extracted numerically as explained in Section 3. We
found
c
S
2CF = 58 ± 2, c
S
2CA = −60 ± 1, c
S
2nf = 43 ± 1. (64)
C Singular terms in the thrust distribution
The ﬁxed-order distributions can be written in terms of delta functions and plus distributions.
D(τ) = δ(τ)Dδ(τ) +
￿αs
2π
￿
[DA(τ)]+ +
￿αs
2π
￿2
[DB(τ)]+ +
￿αs
2π
￿3
[DC(τ)]+ . (65)
The delta-function terms are known to α2
s accuracy
Dδ = 1 +
￿αs
4π
￿
CF
￿
−2 +
2π2
3
￿
+
￿αs
4π
￿2 ￿
C
2
F
￿
4 −
3π2
2
+
π4
18
− 24ζ3 + c
S
2CF
￿
(66)
+CACF
￿
493
81
+
85π2
6
−
73π4
90
+
566ζ3
9
+ c
S
2CA
￿
+ CFTFnf
￿
28
81
−
14π2
3
−
88ζ3
9
+ c
S
2nf
￿￿
.
Our results allow us to derive all plus-distribution terms to α3
s. We ﬁnd
DA(τ) =
1
τ
{CF [−4lnτ − 3]} ,
DB(τ) =
1
τ
￿
C
2
F
￿
8ln
3 τ + 18ln
2 τ + (13 − 4π
2)lnτ +
9
4
− 2π
2 + 4ζ3
￿
(67)
+CFTFnf
￿
−4ln
2 τ +
22
9
lnτ + 5
￿
+CFCA
￿
11ln
2 τ + (−
169
18
+
2π2
3
)lnτ −
57
4
+ 6ζ3
￿￿
,
DC(τ) =
1
τ
￿
C
3
F
￿
− 8ln
5 τ − 30ln
4 τ + ln
3 τ
￿
−44 +
40π2
3
￿
+ ln
2 τ
￿
− 88ζ3 + 24π
2
− 27
￿
+ lnτ
￿
−c
S
2CF − 96ζ3 −
53π4
90
+
79π2
6
−
17
2
￿
+ 16π
2ζ3 − 39ζ3 − 132ζ5
31αs α2
s α3
s
LL
G12 G23 G34
-2.667 -10.22 -45.72
NLL
G11 G22 G33
4 -24.94 -285.1
N2LL
C1 G21 G32
1.053 21.82 -230.7
N3LL
C2 G31
– 73. ± 2. 293. ± 24.
Table 5: Numerical values for the expansion coeﬃcients of R(τ) as deﬁned in (68).
+
19π4
120
+
5
8
π
2 −
47
8
−
3
4
c
S
2CF
￿
+ C
2
FnfTF
￿
40ln
4 τ
3
+
56ln
3 τ
9
+ ln
2 τ
￿
−43 −
28π2
3
￿
+ lnτ
￿
−c
S
2nf +
664ζ3
9
+
164π2
27
−
1495
81
￿
+
274ζ3
9
−
31π4
45
+
56π2
9
+
1511
108
+
2
3
c
S
2CF −
3
4
c
S
2nf
￿
+ CFn
2
fT
2
F
￿
−
112ln
3 τ
27
+
68ln
2 τ
9
+ lnτ
￿
140
81
+
16π2
27
￿
−
176ζ3
27
−
64π2
81
−
3598
243
+
2
3
c
S
2nf
￿
+ CFC
2
A
￿
−
847ln
3 τ
27
+ ln
2 τ
￿
3197
36
−
11π2
3
￿
+ lnτ
￿
22ζ3 −
11π4
45
+
85π2
9
−
11323
324
￿
− 10ζ5 +
361ζ3
27
+
541π4
540
−
739π2
81
−
77099
486
−
11
6
c
S
2CA
￿
+ C
2
FCA
￿
−
110ln
4 τ
3
+ ln
3 τ
￿
−
58
9
−
8π2
3
￿
+ ln
2 τ (−36ζ3
+
68π2
3
+
467
4
￿
+ lnτ
￿
−
2870ζ3
9
+
173π4
90
−
625π2
27
+
29663
324
− c
S
2CA
￿
− 30ζ5
−
1861ζ3
18
+
973π4
360
−
317π2
18
−
49
27
−
11
6
c
S
2CF −
3
4
c
S
2CA
￿
+ CACFnfTF
￿
616ln
3 τ
27
+ ln
2 τ
￿
4π2
3
−
512
9
￿
+ lnτ
￿
8ζ3 −
128π2
27
+
673
81
￿
+
608ζ3
27
−
10π4
27
+
430π2
81
+
24844
243
−
11
6
c
S
2nf +
2
3
c
S
2CA
￿￿
.
The numerical values of cS
2CF , cS
2CA and cS
2nf were given in (38).
To compare with the existing literature and for the readers convenience, we also quote the
32third order result for the quantity R(τ), which is is often written in the form
R(τ) =
Z τ
0
1
σhad
dσ
dτ
=
 
1 +
∞ X
k=1
Ck
￿αs
2π
￿k
!
exp
"
∞ X
i=1
i+1 X
j=0
￿αs
2π
￿i
ln
j 1
τ
Gij
#
. (68)
We normalize here to the total hadronic cross section σhad given in (36) instead of the Born
cross section σ0. Our result provides the normalization of R(τ) to second order
C1 =CF
￿
−
5
2
+
π2
3
￿
,
C2 =C
2
F
 
−6ζ(3) +
π4
72
−
7π2
8
+
41
8
+
cS
2CF
4
!
+ CACF
￿
481ζ(3)
18
−
73π4
360
+
85π2
24
−
8977
648
+
cS
2CA
4
!
+ CFnfTF
 
−
58ζ(3)
9
−
7π2
6
+
905
162
+
cS
2nf
4
!
, (69)
and determines all logarithmic terms up to α3
s:
G12 = −2CF , G11 = 3CF ,
G23 = CF
￿
nfTF
4
3
− CA
11
3
￿
, G22 = CF
￿
−CF
4π2
3
+ nfTF
11
9
+ CA
￿
−
169
36
+
π2
3
￿￿
,
G21 = CF
￿
CF
￿
−4ζ3 + π
2 +
3
4
￿
− 5nfTF + CA
￿
57
4
− 6ζ3
￿￿
,
G34 = CF
 
− C
2
A
847
108
+ CAnfTF
154
27
− n
2
fT
2
F
28
27
!
,
G33 = CF
 
C
2
A
￿
−
3197
108
+
11π2
9
￿
+ nfTFCA
￿
512
27
−
4π2
9
￿
− n
2
fT
2
F
68
27
+
CFnfTF
￿
2 +
8π2
3
￿
− CFCA
22π2
3
+ C
2
F
64
3
ζ3
!
,
G32 = CF
 
C
2
A
￿
11ζ3 −
11π4
90
+
85π2
18
−
11323
648
￿
+ CAnfTF
￿
4ζ3 −
64π2
27
+
673
162
￿
+ n
2
fT
2
F
￿
70
81
+
8π2
27
￿
+ C
2
F
￿
8π4
45
− 48ζ3
￿
+ CFCA
￿
−110ζ3 +
4π4
9
−
70π2
27
+
11
8
￿
+ CFnfTF
￿
32ζ3 +
8π2
27
+
43
6
￿!
,
33G31 = CF
 
C
2
F
￿
−
44
3
π
2ζ3 + 53ζ3 + 132ζ5 −
8π4
15
+
5π2
4
+
29
8
￿
+ CFnfTF
￿
−
2
3
c
S
2CF −
208ζ3
9
+
31π4
45
−
19π2
18
−
77
4
￿
+ CFCA
 
11cS
2CF
6
+ 2π
2ζ3 +
452ζ3
9
+ 30ζ5 −
377π4
180
+
161π2
72
+
23
2
!
+ C
2
A
￿
11
6
c
S
2CA −
361ζ3
27
+ 10ζ5 −
541π4
540
+
739π2
81
+
77099
486
￿
+ CAnfTF
 
11cS
2nf
6
−
2
3
c
S
2CA −
608ζ3
27
+
10π4
27
−
430π2
81
−
24844
243
!
+ n
2
fT
2
F
￿
−
2
3
c
S
2nf +
176ζ3
27
+
64π2
81
+
3598
243
￿!
. (70)
The numerical values of the above coeﬃcients are listed in Table 5. The NLL coeﬃcients up to
O(α3
s) were given in [12] and we completely agree with their results. In the same reference the
remaining α2
s coeﬃcients were determined using a ﬁt to the numerical ﬁxed order result with
the result C1 = 34 ± 22 and G21 = 30 ± 10. Our analytical result agrees with the extracted
value of G21, but our value of C1 is about a factor of two larger. This disagreement is perhaps
not that surprising, given that [12] had to extract C2 and G21 numerically using a simultaneous
ﬁt to both quantities at small τ, where the result is dominated by the contribution from the
logarithmic term proportional to G21. Since we have the analytical result for G21, we are able
to extract C2 with much higher precision.
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