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Abstract:  
The crystal plasticity finite element method (CPFEM) has been widely adopted to describe 
mechanical properties of single crystals.  Even though CPFEM explicitly considers the 
deformation mechanisms of single crystals, the parameters used within the CPFEM framework are 
typically determined through fitting of macroscopic experimental results.  In the present work, a 
multiscale approach that combines first-principles calculations of individual phases and CPFEM 
is proposed to predict the strain hardening behavior of pure Ni single crystal.  Density functional 
theory (DFT)-based first-principles calculations were used to predict the strain hardening behavior 
on the slip systems of Ni single crystal in terms of the flow resistance of dislocations calculated 
from ideal shear strength and elastic properties.  The DFT-based predictions based on pure edge 
and pure screw dislocations provided parameter inputs for a CPFEM framework. Actual plastic 
deformation of pure Ni is more complex, initially involving edge dislocations, and eventually also 
the interactions of edge dislocations that result in junctions with screw dislocation character.  
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Hence, a model that combines influences of both edge and screw dislocations was proposed.  It 
was found that CPFEM predictions based solely on edge dislocations agreed well with experiments 
at small strains (< 0.06 in the present work), while the predictions adopting the proposed edge-
screw model fully capture experimental data at large deformations. 
 
Keywords: Crystal plasticity; Single crystal deformation; Multi-scale modeling; First-principles 
calculations; Flow resistance 
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1. Introduction 
Due to their high ductility, the mechanical properties of face-centered cubic (fcc) single 
crystals have been widely investigated, providing insight into the mechanisms of their plasticity at 
different deformation stages.  The mechanical response of single crystals is typically described in 
the literature by the resolved shear stress-strain behavior on particular slip systems within the 
single crystal [1].  Pure Ni single crystal is one such example, whose mechanical properties have 
been investigated through both experiments [2–4] and simulations [5,6].   
Prior experimental work on Ni single crystal has focused on determining the resolved shear 
stress-strain behavior on its slip systems.  For example, Haasen [2] performed tension tests on Ni 
single crystal wire along different orientations, and at different temperatures, and revealed an 
orientation-independent inverse relationship between the initial critical resolved shear stress 
(CRSS, represented by 𝜏0 in the present work) and temperature.   
The crystal plasticity finite element method (CPFEM) was developed based on the 
understanding of plastic deformation of crystals through slip mechanisms, and has been viewed as 
a promising approach for modeling the mechanical behavior of single crystals [7].  CPFEM models 
have been used to capture experimentally observed mechanical behavior of single crystals and 
polycrystals [8,9,18,10–17].  The often-numerous parameters in CPFEM models can be 
determined through fitting of macroscopic experimental curves, using lower length-scale 
computations, or a combination of the two.  While fitting macroscopic experimental curves is 
purely phenomenological, combination with lower length-scale calculations generally considers 
the underlying physical mechanisms.  Widely used lower length-scale computational methods 
include dislocation dynamics [19–23] and molecular dynamics [24–26].  However, additional 
assumptions are often required when determining the CPFEM model parameters through 
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dislocation dynamics or molecular dynamics, which may diminish the connection between the 
fitted parameters and their physical meaning.  For example, in the dislocation dynamics framework 
in Li et al. [23], the authors assumed that the mobility of a screw dislocation is a small constant 
fraction of that of an edge dislocation and that the evolution of dislocation density can be fully 
described by the six mechanisms they considered.  In addition to dislocation dynamics and 
molecular dynamics, density functional theory (DFT)-based first-principles calculations are 
another class of well-known small scale computational methods.  However, fewer efforts have 
been made to combine these with CPFEM models, partially due to their limitations on model size 
and the low computational efficiency associated with first-principles approaches.  When modeling 
the mechanical behavior of three Ti-Nb alloys, Ma et al. [27] attempted to make this connection, 
but they determined only the elastic constants in their CPFEM model through DFT-based 
calculations, while the plasticity behavior in their model was calibrated with a macroscopic 
mechanical test.  
The present work aims to develop an approach to determine key parameters in a CPFEM model 
through DFT-based calculations.  By applying pre-strains in these calculations, the interaction 
between dislocations was considered, and the flow resistance for pure edge and pure screw 
dislocations in the presence of an elastic field was predicted using the Peierls-Nabarro model 
[28,29].  The CPFEM model parameters were determined from DFT-based predictions and were 
then adopted for predicting the macroscopic stress-strain curves of various single crystal tensile 
tests.  Since screw dislocations can cross-slip to get around obstacles, their contribution to strain 
hardening is less significant compared to that of edge dislocations when the obstacle density is low 
[30].  In pure metallic fcc single crystals, a low obstacle density corresponds to a low dislocation 
density (and thus low strain) as dislocations serve as the main obstacles.  Therefore, CPFEM 
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simulations for pure edge dislocations were first performed to predict the strain hardening behavior 
at small strains.  At large strains, when the obstacle density becomes high and the contributions 
from screw dislocations need to be considered, a simple model is proposed to combine the DFT-
based predictions of the two dislocation types.  CPFEM simulations that consider both types of 
dislocations were performed to predict the strain hardening behavior at large strains.  
 
2. Methodology  
2.1 Approach 
In a single fcc crystal, dislocations themselves are the main obstacles that inhibit dislocation 
movement and thus the major strain hardening mechanism [30,31].  In the small strain range, the 
dislocation density is very low, so the dislocation interaction is primarily long-range, meaning that 
dislocations interact with other dislocations through their elastic field [1].  In the large strain range, 
short-range dislocation interactions become the major strain hardening source because the 
dislocation density is high and the dislocation mean free path is low [30,32].  In short-range 
dislocation interactions, dislocation cores make contact with each other and form jogs or junctions.  
Jogs provide only modest strain hardening because, while dislocations can be pinned by jogs, they 
can still bow out to accommodate applied deformation.  In contrast, junctions are usually very 
strong, and can lead to the formation of sessile dislocation segments.  It is commonly accepted that 
junctions are the major source of strain hardening in stage II deformation of fcc crystals [30], and 
in many modeling works, the model predictions considering only junctions have shown 
satisfactory agreement with experiments [30,33,34]. 
In DFT-based calculations, direct consideration of dislocations is challenging due to the high 
computational cost of the calculations, which limits their size, and the ability to explicitly consider 
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the inherently extended nature of dislocations.  Therefore, explicit first-principles calculations of 
dislocations have been made only with the help of elastic Green function solutions to account for 
the far-field elastic distortions, attenuating image forces due to periodic boundary conditions, and 
allowing the accurate yet expensive DFT-based calculations to relax only those atoms deemed to 
be part of the dislocation core [35–38].  In this work, a different approach is proposed to consider 
dislocations in an indirect manner.  Specifically, the equation proposed by Joós et al. [39] to 
estimate Peierls stress based on ideal shear strength and elastic properties is adopted.  Physically, 
the Peierls stress is the flow resistance of a dislocation in a crystal.  The ideal shear strength of 
crystals can be obtained from DFT-based calculations.  When an elastic field is imposed on the 
model for the DFT-based calculations, the resulting ideal shear strength changes, which is 
indicative of the influence an elastic field has on the flow resistance.  Since long-range dislocation 
interactions are achieved by elastic fields created by dislocations, the estimated flow resistance 
under an elastic field can then be interpreted as the influence of dislocation interactions on the flow 
resistance of a dislocation.   
 
2.2 Crystal plasticity model 
 The crystal plasticity framework presented by Huang [40] is adopted in the current work.  In 
this framework, strain hardening is described as the evolution of the CRSS on one slip system due 
to the shear strain on any slip system:  
?̇?𝑐
𝛼 = ∑ℎ𝛼𝛽|?̇?
𝛽|
𝑙
𝛽=1
 Eq. 1 
where 𝜏𝑐
𝛼 is the CRSS on slip system 𝛼, 𝛾𝛽 is the shear strain on slip system 𝛽, and ℎ𝛼𝛽 is the 
hardening matrix.  Many forms of ℎ𝛼𝛽 have been proposed, while a form presented by Peirce et 
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al. [41] is adopted in the present work for its minimal number of parameters, the simplicity of its 
mathematical form, and the physical interpretability of the individual parameters.  Specifically, 
Peirce et al. [41] proposed that: 
ℎ𝛼𝛽 = 𝑞𝛼𝛽 [ℎ0 sech
2 |
ℎ0𝛾
𝜏𝑠 − 𝜏0
|] Eq. 2 
where  
𝑞𝛼𝛽 = {
  1, 𝛼 = 𝛽
1.4, 𝛼 ≠ 𝛽 
 Eq. 3 
characterizes the difference between self-hardening (𝛼 = 𝛽) and latent hardening (𝛼 ≠ 𝛽).  With 
this form, the slip system level strain hardening curve increases monotonically with a decreasing 
slop and approaches a saturation value asymptotically.  The initial slop of this curve is controlled 
by ℎ0, the saturation value is controlled by 𝜏𝑠, and 𝜏0 is the initial CRSS value. 
In the above model, the parameters to be determined are:  
• the initial CRSS, 𝜏0; 
• the initial strain hardening behavior at small strains, ℎ0; and 
• the strain hardening saturation behavior at large strains, 𝜏𝑠. 
In the present study, the first two parameters were predicted through DFT-based computations, 
while 𝜏𝑠  was taken from results reported in the literature.  In addition to the above, the elastic 
constants 𝑐𝑖𝑗 (Mandel notation) are also needed.  For an fcc lattice there are only three independent 
elastic constants: 𝑐11 , 𝑐12 , and 𝑐44 .  These constants were also predicted through DFT-based 
computations. 
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2.3 First-principles calculations of flow resistance 
In the model described above, the initial CRSS, 𝜏0, is the minimum shear stress required to 
initiate plastic deformation [42].  For perfect crystal lattices without any defects, this corresponds 
to the ideal shear strength 𝜏𝐼𝑆 , while for crystal lattices with pre-existing dislocations, this 
corresponds to the flow resistance 𝜏𝑓 .  The current study aims to predict the strain hardening 
behavior at room temperature in single crystals in which dislocations are present, therefore, 𝜏0 
corresponds to the flow resistance 𝜏𝑓, which is predicted using first-principles calculations.  The 
initial strain hardening behavior, or ℎ0, can be taken from the 𝜏𝑓 values as a function of strain.  In 
the current study, the evolution of flow resistance is calculated by applying increasing values of 
pre-strain to the lattice in the DFT-based calculations.   
It should be noted that all DFT-based calculations of CRSS in the present work were performed 
at 0 K for simplification, while all experimental data were taken at room temperature.  This 
simplification is appropriate because, for pure metals, the CRSS values at 0 K are close to those at 
room temperature [43].  Additionally, previous calculations have indicated that properties from 
DFT-based calculations at 0 K are comparable to experimental data measured at room temperature 
(298 K) for many properties.  For example, the predicted difference of enthalpy of formation is 
negligible between 0 K and room temperature (< 0.2 kJ/mol for metal sulfides [44]), the predicted 
bulk moduli of Ni and Ni3Al decrease about 9 GPa (5 %) from 0 K to room temperature [45], and 
the predicted ideal shear strength of Ni decreases about 0.1 GPa (2 %) [46].  
 
2.3.1. Flow resistance from ideal shear strength and elastic properties  
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In the present work, the flow resistance, 𝜏𝑓 , is estimated using the Peierls-Nabarro model 
[28,29] as shown in Eq. 4 for a wide dislocation [39], where dislocations in fcc metals fall into the 
category of wide dislocations in which the distortions around them spread over a large volume 
[47]. 
𝜏P =
𝐾𝑏
𝑎
exp (−2𝜋/𝑑) Eq. 4 
Here, b is the Burgers vector, a is the row spacing of atoms within the slip plane (for example, 
𝑎 = 𝑎0√6/4, where a0 is the lattice parameter, for the case of {111}〈112̅〉 shear deformation of 
an fcc lattice), and  is the half-width of the dislocation, given as:  
 =
𝐾𝑏
4𝜋𝜏IS
 Eq. 5 
where 𝜏IS is the ideal strength. The elastic factor, K, is direction-dependent for an anisotropic 
crystal like that of pure Ni.  For example, for an edge dislocation aligned with the z-direction, with 
a Burgers vector 𝒃 = (𝑏𝑥, 𝑏𝑦, 0), the corresponding 𝐾𝑒𝑥 of edge dislocation along the x-direction 
is given by [48],   
𝐾𝑒𝑥 = (𝑐1̅1
′ + 𝑐12
′ ) [
𝑐66
′ (𝑐1̅1
′ − 𝑐12
′ )
(𝑐1̅1
′ + 𝑐12
′ + 2𝑐66
′ )𝑐22
′ ]
1/2
 Eq. 6 
where 𝑐1̅1
′ = (𝑐11
′ 𝑐22
′ )1/2 and 𝑐𝑖𝑗
′  indicates the transformed elastic constants onto the slip system of 
interest.  In the present work, the transformed lattice vectors of fcc Ni are parallel to the [112̅], 
 [1̅10], and [111] directions of the conventional fcc lattice, i.e., the aorth (x), borth (y), and corth (z) 
directions, respectively; see Figure 1a.  Notably 𝐾𝑒𝑥 = 𝐾𝑒𝑦(= 𝐾𝑒) for edge dislocations along the 
x- and y-directions for the present fcc Ni represented by the orthorhombic cell as shown in Figure 
1a.  The elastic factor for screw dislocations, Ks, of an anisotropic crystal is given by [48],  
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𝐾𝑠 = [𝑐44
′ 𝑐55
′ − (𝑐45
′ )2]1/2 Eq. 7 
The ideal shear strength in Eq. 5 can be predicted directly by pure alias shear − a deformation 
similar to the dislocation motion that constitutes slip [46,49,50].  Alias shear involves only one 
sliding layer (n = 1) with the atoms in other layers initially remaining in their original positions 
[46,49,50]; see Figure 1b.  The relaxations of a pure alias shear include all degrees of freedom of 
a supercell except for the fixed shear angle as well as other constraints such as the pre-strain 
deformation discussed below. 
Considering the major slip system in fcc lattices of {111}〈110〉 as well as the splitting of the 
1/2[1̅10] dislocation into two Shockley partials on the (111) plane via 1/2[1̅10]→1/6[2̅11] +
1/6[1̅21̅] [46,48,50], a 6-atom orthorhombic supercell was adopted for fcc Ni with its lattice 
vectors aorth, borth, and corth of the respective lengths 0.5√6𝑎0, 0.5√2𝑎0, and √3𝑎0 (a0 is the lattice 
parameter of fcc Ni) parallel to the [112̅],  [1̅10], and [111] directions, respectively; see Figure 
1a.  After {111}〈112̅〉 alias shear, the deformed lattice vector matrix 𝐀′ is given as: 
𝐀′ = 𝐀𝐅 Eq. 8 
where 𝐀 is the undeformed lattice vector matrix and F is the deformation matrix, given as: 
𝐅 = [
1 0 0
0 1 0
𝛾112 𝛾110 1
] Eq. 9 
where 𝛾 is the magnitude of the engineering shear strain, i.e., the ratio of shear displacement to the 
height of the supercell [46,49], 𝛾112 is the shear strain along the [112̅] direction, and 𝛾110 is the 
pre-strain along the [1̅10] direction.  Note that the pre-strain along [1̅10] creates an elastic field 
in the model, analogous to that created by dislocations as discussed in Section 2.1, while the shear 
strain long [112̅] allows DFT-based calculations to probe the maximum ideal shear strength on 
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the partial slip system.  Thus, the above operations can be interpreted as probing the dependence 
of IS on the elastic field created by dislocations in the crystal lattice. 
Elastic properties can be predicted by computing stresses under given strains by means of first-
principles calculations and Hooke’s law, as previously shown [51,52].  The imposed strains used 
here to predict the single crystal elastic constants, cij, are 0.007 and 0.013.  Using the above (Eq. 
4 to Eq. 7), the single crystal flow resistances were predicted under the presence of elastic fields 
created by other dislocations for both an edge and a screw dislocation, the character of which 
depended solely on the version of the adopted elastic factor 𝐾. 
 
2.3.2. Details of first-principles calculations 
All DFT-based first-principles calculations in the present work were performed by the Vienna 
Ab initio Simulation Package (VASP) [53].  The ion-electron interaction was described by the 
projector augmented wave (PAW) method [54]; the exchange-correlation functional was depicted 
by the generalized gradient approximation (GGA, PW91) as parameterized by Perdew et al. [55]; 
and the core configuration of [Ar] was employed for Ni as recommended by VASP.  In VASP 
calculations, the k-point meshes of 10167 were used for the 6-atom orthorhombic supercell (see 
Figure 1a); the cutoff energy of 337 eV (i.e., the precision of “high” used in VASP) was employed 
for the plane-wave basis set; and the energy convergence criterion of electronic self-consistency 
was selected as 10-5 eV per supercell for all calculations.  The reciprocal-space energy integration 
was performed by the Methfessel-Paxton [56] technique with a 0.2 eV smearing width, which can 
result in accurate total energies as well as stresses.  Concerning pure alias shear deformation, an 
external optimizer GADGET developed by Bučko et al. [57] was used to control both stresses and 
forces acting on each atom during VASP calculations.  The relaxed stresses (except for the shear 
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stresses due to the fixed 𝛾112 and/or 𝛾110 values) were less than 0.15 GPa, and the forces acting on 
atoms were less than 0.03 eV/Å.  Spin polarization was considered in all first-principles 
calculations due to the magnetic nature of Ni. 
Aiming toward understanding layer-dependent ideal shear strength, ancillary DFT-based 
calculations of pure alias shear along {111}〈112̅〉 were also performed using the 6-atom (3-layer), 
12-atom (6-layer), and 18-atom (9-layer) orthorhombic supercells based on the structure shown in 
Figure 1a.  The corresponding k-point meshes were 10167, 9163, and 7122, respectively.  
In addition, phonon calculations were also carried out to explore the origin of layer-dependent IS 
in terms of the 6-atom (3-layer) and the 12-atom (6-layer) orthorhombic cells after {111}〈112̅〉 
pure alias shear by applying the same amount of shear displacement (0.5 Å).  These phonon 
calculations were performed by the supercell approach [58] as implemented in the YPHON code 
[59,60].  The VASP code was again the computational engine in calculating force constants by the 
density functional perturbation theory.  For both the 3-layer and the 6-layer orthorhombic lattices, 
the 72-atom supercells together with the 332 k-point meshes were used for phonon calculations.  
Note that all other conditions used for these ancillary first-principles calculations were the same 
as the aforementioned settings.  
 
3. Results and discussion 
3.1 Results from first-principles calculations 
3.1.1. Ideal shear strength of fcc Ni with and without pre-strain 
Table 1 summarizes the predicted ideal shear strengths of fcc Ni by pure alias shear 
deformation along {111}〈112̅〉 without pre-strain, i.e., 𝛾110 = 0 (see Eq. 9).  It shows that the 
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fewer the number of {111} layers (represented by n111 in the present work), the larger the IS.  The 
maximum IS = 5.15 GPa for the case of n111 = 3.  This IS value (5.15 GPa) agrees well with 
previous predictions around 5.0 GPa using pure alias or pure affine shear deformations [46].  The 
current value also agrees reasonably well with the value estimated from nanoindentation of 
approximately 8 ± 1.5 GPa [61], with the difference likely due to the measurement being 
performed on a non-close packed (001) plane [61] and the stabilizing effect of the triaxial stress 
state beneath the indenter tip [62].  With increasing n111, the predicted IS decreased significantly 
(for example, IS = 2.603 GPa when n111 = 9) despite the fact that the absolute displacement 
distance increased slightly (from 0.780 to 0.798 Å; see Table 1).  By considering the limited layers 
involved in the movement of dislocation cores during experimental slip processes and the 
experimental estimate of IS ~ 8 ± 1.5 GPa, the minimum value of n111 = 3 and the corresponding 
IS = 5.15 GPa were selected for further investigation in the present study. 
To understand the decrease of IS with increasing n111, the stretching force constants are plotted 
in Figure 2 with phonon calculations for two fcc-based orthorhombic lattices: one with 3 layers (6 
atoms) and one with 6 layers (12 atoms) after pure alias shear with the same amount of 
displacement distance (0.5 Å) applied.  Here the force constants, particularly the dominant 
stretching force constants shown in Figure 2 (as opposed to the significantly smaller bending force 
constants), provide quantitative understanding of the interaction or bonding between atomic pairs 
[63,64].  A large and positive force constant indicates strong bonding, while a negative force 
constant suggests the pair of atoms tend to separate from each other.  Figure 2 shows that the 
maximum stretching force constants from the 3-layer lattice are higher than those from the 6-layer 
lattice (2.46 versus 2.28 eV/Å2), indicating the bonding between atoms becomes weaker with an 
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increasing number of {111} layers during pure alias shear deformation, which results in lower IS 
values.  
Table 2 shows that the predicted IS increases and 𝛾112 decreases with increasing pre-strain, 
𝛾110 (see Eq. 9).  As discussed in Section 2.1.1, the 𝛾110 pre-strain created a strain field on the 
close packed plane analogous to that created by slipping, thus allowing the DFT-based predictions 
to be interpreted as the change of flow resistance (𝜏𝑓) on one slip system due to the shear strain on 
another slip system.  The IS values increased from 5.15 to 5.26 GPa as 𝛾110 increased from 0 to 
0.049, indicating that the existence of pre-strain makes the {111}〈112̅〉 shear deformation slightly 
more difficult (Table 2).  
 
3.1.2. Elastic properties of fcc Ni with and without pre-strain 
Table 3 summarizes the predicted elastic constants of fcc Ni in terms of the 6-atom 
orthorhombic cell (𝑐ij,orth
′ ).  Note that by adopting the relationship given by Hirth and Lothe [48], 
𝑐ij,orth
′  can be transformed to 𝑐ij,cub , which are the elastic constants in terms of the 4-atom 
conventional cubic cell to be compared to experimental data.  These predictions (pre-strain 𝛾110 =
0) agree with the experimental elastic constants extrapolated to 0 K [65].  With increasing pre-
strain 𝛾110 (up to 0.049), Table 3 shows that the 𝑐ij,orth
′  values remain almost constant under these 
small 𝛾110 values; for example, 𝑐11,orth
′  = 338 ~ 341 GPa.  
 
3.1.3. Flow resistance f of fcc Ni with and without pre-strain 
In the present study, the flow resistance was calculated using Eq. 4, with the elastic factor 𝐾 
being calculated using Eq. 6 (for edge dislocations) and Eq. 7 (for screw dislocations).  Further, 
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each version of 𝐾 may be calculated by either considering or disregarding the local strain fields 
imposed at each level of pre-strain through the adoption of pre-strain dependent or independent 
elastic constants.  In the present study, all calculations of 𝐾 accounted for pre-strain.  Since the 
flow resistance deals only with local deformations as a single dislocation moves the distance of 
one Burgers vector, elastic properties describing local stress and strain fields are more appropriate 
than bulk elastic properties calculated without considering any pre-strain.  Moreover, by 
considering pre-strain in the calculation of the elastic factor, each input value of Eq. 4 is calculated 
using the same initial (pre-strained) simulation conditions.  
Table 2 summarizes the predicted flow resistance (f values) of all four versions at 0 K, 
compared with experimental 0 values at room temperature [2,3,66,67].  The predicted f values of 
edge dislocations (9.4 MPa with 𝛾110 = 0) agree well with experimental 0 values (5.5 to 19.6 MPa 
[2,3,66–72]), but those of screw dislocations (117.7 to 308.7 MPa with 𝛾110 = 0) are significantly 
higher than experiments.  While there are arguments as to which type of dislocations dominate in 
the small strain range [73,74], it is known that screw dislocations are able to cross-slip to get 
around obstacles, which, in pure Ni single crystal, are the dislocations themselves.  Therefore, in 
the small strain range when the dislocation density is low, dislocation segments of majority edge 
character are more likely than their screw-type counterparts to be responsible for the strain 
hardening of the material.  Xia and El-Azab [19] also showed that the flow strength and strain 
hardening rate were significantly reduced in the small strain range when cross-slipping was 
enabled in their model.  With increasing 𝛾110 pre-strain, the predicted P values increase.  For 
example, 𝑓
𝑒𝑑𝑔𝑒
 increased from 9.4 to 11.1 MPa (increase of about 18 %) as 𝛾110 increased from 0 
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to 0.049.  The increase of f stems mainly from the increase of IS compared to elastic properties 
(see Eq. 4 and values in Table 2).  
 
3.2 CPFEM model parameters from first-principles calculations 
In above, the prediction of flow resistance was made by assuming pure edge or pure screw 
dislocations.  However, as detailed above, the contributions to strain hardening should come from 
both types of dislocations except in the small strain range, where hardening can be approximated 
as originating from edge-type dislocation segments only.  Therefore, the present study first 
attempts to predict the mechanical behavior at small deformations when edge dislocations 
dominate.  At large deformations, the predictions based on pure edge and pure screw dislocations 
must be combined to consider the influence of both types of dislocations, which will be discussed 
in Section 3.5. 
As discussed in Section 2, DFT-based calculations predicted the flow resistance of a 
dislocation gliding along slip system 𝛼  under the influence of an elastic field from other 
dislocations.  The intensity of the elastic field can be characterized by the pre-strain imposed in 
the DFT-based calculations.  This pre-strain also corresponds to the local effect of the shear strain 
on a latent slip system caused by the long-range elastic field of dislocations and is the 𝛾𝛽 (𝛼 ≠ 𝛽) 
in Section 2.2.  By imposing different levels of pre-strain, the relationship between 𝜏𝑐
𝛼 and 𝛾𝛽 was 
predicted (i.e., 𝜏𝑓 versus 𝛾110 in Table 2).  In this case, Eq. 1 through Eq. 3 can be simplified as: 
?̇?𝑐
𝛼 = 1.4 [ℎ0 sech
2 |
ℎ0𝛾
𝛽
𝜏𝑠 − 𝜏0
|] |?̇?𝛽| , (𝛼 ≠ 𝛽) Eq. 10 
where ℎ0 , 𝜏0 , and 𝜏𝑠  are model parameters.  By matching the relationship between 𝜏𝑐
𝛼  and 𝛾𝛽 
determined from Eq. 10 (note that 𝜏𝑐
𝛼 = 𝜏0  when 𝛾
𝛽 = 0) with that predicted in DFT-based 
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calculations,, the values of 𝜏0and ℎ0 were determined, as shown in Figure 3.  Note that DFT-based 
predictions are limited to only small strains where ℎ0 and 𝜏0 play a dominant role, so a value 
reported in the literature was adopted for 𝜏𝑠 (40 MPa [5]).  The determined parameter values are 
summarized in Table 4.   
 
3.3 Experimental results in the literature 
To show the predictive accuracy of the present approach, models of Ni single crystal tensile 
tests from the literature incorporated the hardening parameters determined above into the CPFEM 
framework to evaluate macroscopic stress-strain responses.  The experiments considered in the 
present work include two uniaxial tension tests reported by Haasen [2] on 99.999% purity Ni wire 
specimens with a diameter of 2.24 mm and a length of 71.12 mm, and a uniaxial tension test 
reported by Yao et al. [72] on 99.999% purity Ni specimens with a gauge section size of 
2.5 × 5.5 × 0.25 𝑚𝑚3, both for single crystals. Figure 4a provides the resolved shear stress-strain 
curves reported in these publications [2,72].  Note that the loading directions with respect to the 
crystal orientation are different for each test, i.e., 〈1̅ 5 10〉 and 〈1̅28〉 by Haasen  [2], and 〈011〉 by 
Yao et al. [72]. 
 
3.3.1 Interpretation of experimental results 
In the aforementioned publications, the authors showed only the resolved shear stress and 
resolved shear strain data [2,72].  However, it is not straightforward to convert directly measurable 
quantities in the tests, namely force and displacement, to resolved shear stress and resolved shear 
strain on slip systems; the conversion process depends on the assumptions made as discussed 
below [75].   
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In the work by Yao et al. [72], only one slip system was assumed to be operating. The resolved 
shear strain 𝛾 and the resolved shear stress 𝜏 under this assumption are calculated as [76–78]: 
𝛾 =
1
cos 𝜃0
[√(1 + 𝜀𝑒𝑛𝑔)2 − sin2 𝜆0 − cos 𝜆0] Eq. 11 
𝜏 = 𝜎𝑒𝑛𝑔
cos 𝜃0
1 + 𝜀𝑒𝑛𝑔
√(1 + 𝜀𝑒𝑛𝑔)2 − sin2 𝜆0 
Eq. 12 
where 𝜃0 is the initial angle between the loading direction and the slip plane normal direction, 𝜆0 
is the initial angle between the loading direction and the slip direction, 𝜎𝑒𝑛𝑔 is the engineering 
stress, and 𝜀𝑒𝑛𝑔  is the engineering strain. This approximation assumes that the loading axis 
continually rotates with respect to the active slip system throughout loading, which is unlikely to 
be true in finite deformation [1].  Eq. 11 and Eq. 12 were used to calculate the engineering stress-
strain curve in the tests in ref. [72]. 
 
In the framework of double slip, the rotation of the loading axis with respect to the active slip 
system is assumed to cease when it reaches a specific orientation. Before reaching this orientation, 
single slip operates, and the equations above can be applied.  After the rotation of the loading axis 
activates a conjugate slip system, the two slip systems are assumed to operate simultaneously with 
the same hardening rate, rotating the loading axis along the slip system boundary until reaching a 
point of stable double glide that prevents further rotation [76].  If 𝒏1 and 𝒏2 are the unit normals 
of the two slip planes, and 𝒖1 and 𝒖2 are the unit vectors of the two slip directions, the resolved 
shear strain 𝛾 and resolved shear stress 𝜏 under the double glide approximation can be calculated 
as [76,79]: 
19 
 
γ =
2
𝒏1𝒖2
ln [1 +
𝒏1𝒖2
|𝒘|
sin 𝛽0
cos 𝜃0
(cot 𝛽 − cot 𝛽0)] Eq. 13 
𝜏 = 𝜎𝑒𝑛𝑔
|𝒘|
2
cos 𝛽 {cos 𝜃0 +
𝒏1𝒖2
|𝒘|
sin 𝛽0 (cot 𝛽 − cot 𝛽0)} 
Eq. 14 
sin 𝛽 =
sin 𝛽0
1 + 𝜀𝑒𝑛𝑔
 
Eq. 15 
where 𝒘 = 𝒖1 + 𝒖2 , and 𝛽0  is the angle between the loading direction and 𝒘 at the onset of 
double glide.  Eq. 11 through Eq. 15 were adopted in the present work to calculate the engineering 
stress-strain curves in Haasen’s tests, in which the initial loading direction was 〈1̅ 5 10〉 for crystal 
#6 and 〈1̅28〉 for crystal #18 in ref. [2].  In both tests, the {111}〈1̅01〉 slip system was active first.  
It was assumed that when the loading direction rotated to 〈5̅ 5 14〉 for crystal #6 and to 〈2̅29〉 for 
crystal #18, double slip began and {1̅1̅1}〈011〉 started to operate as an additional slip system.  The 
engineering stress-strain curves for all three tests, calculated using the above equations [2,72], are 
shown in Figure 4b.   
 
3.3.2 Evaluation of experimental results 
Discrepancies in the reported literature on pure Ni single crystal CRSS and flow behavior stem 
from differences in material purity, initial dislocation density, and potential experimental 
uncertainties.  A method must therefore be adopted to evaluate these differences so that they may 
be considered when comparing computational results to experimental data.  Here, differences in 
experimental results were evaluated by comparing their initial CRSS values since the value of the 
CRSS is independent of the assumptions adopted for converting force-displacement data to 
resolved shear-stress strain data. 
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Figure 5 shows the initial CRSS value of pure Ni reported by ten different groups [2,3,66–
72,80].  Since the value reported by Latanision et al. [80] is significantly higher than the other 
reported values, it was excluded from evaluation in the present study.  The rest of the experimental 
data all lie between 5 MPa and 20 MPa, and the statistics of these data are shown in Table 5.  
According to the statistical analysis of the initial CRSS reported by nine different groups over 
more than 80 years, the experimental data in the literature exhibited a relative error of 43%.   
 
3.4 DFT-based CPFEM predictions at small strains 
To simulate the tests reported in the literature, the full geometry of the specimens in each test 
was modeled.  All of the specimens were discretized with 0.2 mm hexahedral full integration 
elements (element type C3D8 [81]) in the gauge region, and the models contain 20,590 elements 
for the wire specimen by Haasen [2] and 2,176 elements for the dogbone specimen by Yao et al. 
[72].  In both models, the vertical movement of the bottom nodes was constrained while a uniform 
vertical displacement was applied to the top nodes.  The horizontal movements of all top and 
bottom nodes of the flat dogbone specimen in Yao et al.’s study were also constrained to avoid 
potential out-of-plane distortion [78].  The crystal plasticity model was implemented in the 
commercial finite element software ABAQUS through a user subroutine UMAT [81] originally 
developed by Huang [40,82].   
Figure 6 shows the simulated engineering stress-strain curves compared to the respective 
experimental results.  Comparisons were made in the small strain range only because the CPFEM 
predictions considered only edge dislocations, as discussed in Section 3.2.  Error bars of 43% were 
added to the stress strain curves, corresponding to the standard deviation of initial CRSS values 
reported in the literature and discussed above.  
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As can be seen from Figure 6, the initial yield stresses in all of the tests were reasonably 
predicted, supporting the approximation of considering only edge dislocations in the small strain 
range.  Table 6 provides a detailed comparison between experimental and predicted initial yield 
stresses for all tests. At small strains, the flow stress was reasonably approached by the CPFEM 
predictions, as the predictions were within the error range up to 10% strain for Haasen’s test along 
the 〈1̅ 5 10〉 direction and for Yao et al.’s test, and up to 6% strain for Haasen’s test along the 
〈1̅28〉 direction.   
 
3.5 Modeling and predictions at large strains 
As discussed in Section 3.2, the DFT-based predictions based on pure edge and pure screw 
dislocations need to be combined to accurately predict the strain hardening behavior of fcc metals 
at large strains.  This is also in accordance with the fact that in the large strain range, dislocations 
come into contact and form junctions that often exhibit screw character [25,83–85].  It was reported 
that these junctions contribute most to the strain hardening of fcc crystals in the large strain range 
[30].  Kubin et al. [86] considered junctions formation to be a result of mobile dislocations reacting 
with the stored forest dislocations and showed through derivation that the junction density in fcc 
crystals increases with shear strain on slip systems.  Through discrete dislocation dynamics 
simulations, Guruprasad and Benzerga [87] and Huang et al. [88] reported the same trend in 
junction density.  This indicates that the contribution of screw dislocations to strain hardening 
increases with plastic strain.  Therefore, in the present study, the following model is proposed to 
account for the increasing influence of screw components to strain hardening with plastic strain, 
combining first-principles results based on pure edge and pure screw dislocations:  
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𝜏𝑐
𝛼,𝑒𝑠 = (1 − 𝑤𝛾𝛽)𝜏𝑓
𝑒𝑑𝑔𝑒
+ 𝑤𝛾𝛽𝜏𝑓
𝑠𝑐𝑟𝑒𝑤 Eq. 16 
where 𝑤 is a weighting factor that controls the contribution from each type of dislocation, 𝛾𝛽 is 
the shear strain on slip system 𝛽, 𝜏𝑓
𝑒𝑑𝑔𝑒
 and 𝜏𝑓
𝑠𝑐𝑟𝑒𝑤  are the predicted CRSS in the DFT-based 
calculations (see Eq. 4) for pure edge and pure screw dislocations, respectively, and 𝜏𝑐
𝛼,𝑒𝑠
 is the 
CRSS on slip system 𝛼 (see Eq. 1) considering contributions to the strain hardening from both 
edge and screw dislocations.  Both 𝜏𝑓
𝑒𝑑𝑔𝑒
 and 𝜏𝑓
𝑠𝑐𝑟𝑒𝑤  change with 𝛾𝛽 .  By including 𝛾𝛽  in the 
model, the influence of both types of dislocations are included naturally: (1) edge dislocations are 
dominant at small strains (𝜏𝑐
𝛼,𝑒𝑠 = 𝜏𝑓
𝑒𝑑𝑔𝑒
 when 𝛾𝛽 = 0), and (2) the influence of screw dislocations 
increases with increasing strain, in accordance with the studies of Kubin et al. [86], Guruprasad 
and Benzerga [87] and Huang et al. [88].   
An inverse method based on the experimental data from ref. [72] was used to determine the 
weighting factor 𝑤 in Eq. 16.  Figure 7 shows that the CPFEM simulations agreed well with 
experiments over the full experimental strain range with 𝑤 = 0.33.  Note that Eq. 16 produced a 
new resolved shear stress-strain curve, based on which a new set of 𝜏0  and ℎ0  values were 
determined.  Specifically, ℎ0 is a function of the weighting factor, 𝑤, and its value reflects the 
contributions from both the edge dislocations and the screw dislocations based on the slope of the 
relationship given in Eq. 16.  The new parameter values are summarized in Table 4.  As discussed 
in Section 3.2, the saturation stress ( 𝜏𝑠  in Eq. 2) cannot be determined from DFT-based 
calculations; therefore, 𝜏𝑠 was calibrated to be 300 MPa based on the experimental data in Figure 
7b.  Note that the value of 𝜏𝑠 only affects the stress strain curve in the large strain range.  In the 
present study, we performed a simulation with the 𝜏𝑠 being an order of magnitude higher than 300 
MPa, and the resultant stress-strain curve was only slightly different for engineering strains greater 
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than 0.6.  Therefore, the excellent agreement in Figure 7 and 8 is primarily attributed to the value 
of ℎ0, which is derived from the DFT-based calculation predictions and the weighting factor 𝑤. 
To better evaluate the model, the strain hardening rate in the simulations were compared with 
those in experiments, as shown in Figure 7c.  Since the experimental data were extracted from the 
literature, the strain hardening rate was not directly available and was estimated by fitting the 
engineering stress-strain curve with a 3rd order polynomial function and then taking its derivative.  
The figure shows that the CPFEM prediction well captured the estimated experimental strain 
hardening rate. 
The wire tension tests performed by Haasen [2] were simulated again using the newly 
determined parameters that consider the influence of both edge and screw dislocations with plastic 
deformation.  Figure 8a and c show that in the new CPFEM predictions of Haasen’s tests, the flow 
stress agrees with the experimental results up to large strains.  In Figure 8b and d, the strain 
hardening rate is compared (the experimental strain hardening curves were estimated in the same 
way as in Figure 7c).  While the CPFEM predictions agreed well with the experimental strain 
hardening rate along 〈1̅ 5 10〉, the experimental strain hardening rate along 〈1̅28〉 was not well 
captured, despite the stress-strain curve being in good agreement in this direction. In general, the 
above shows that, even though DFT-based predictions were made for pure edge and/or pure screw 
dislocations, the effect of both types of dislocations can be combined through Eq. 16 to capture 
experimental stress-strain responses of single crystals under uniaxial tension at finite deformation.   
It is emphasized that in the above predictions, only the weighting factor 𝑤 was fitted from a 
macroscopic stress strain curve (𝜏𝑠 is disregarded as its contribution to the agreement is negligible, 
as explained above), while all other parameters were predicted from DFT-based calculations.  In 
contrast, existing physics-based crystal plasticity models generally feature large numbers of fitting 
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parameters, with the fitting process in practice diminishing the physical significance of each 
parameter.  Moreover, Eq. 16 represents the limited assumptions made in the above approach to 
describe the behavior of dislocations, while dislocation density-based approaches rely on 
numerous assumptions across different length scales.  
 
4. Conclusions 
In the present work, a multiscale approach has been proposed to predict the macroscopic stress-
strain behavior of pure Ni single crystal.  Instead of calibrating CPFEM model parameters solely 
using macroscopic experimental results, the present CPFEM simulations employed DFT-based 
first-principles calculations of flow resistance at 0 K in terms of the predicted ideal shear strength 
and elastic properties.  The conclusions of the present work are: 
• The present DFT-based calculations of pure alias shear deformation indicated that ideal 
shear strength of fcc Ni (also true for other materials) is layer-dependent, decreasing 
with increasing atomic layers due to the decreased bonding between atoms revealed by 
phonon calculations.   
• Initial flow resistance without pre-strain predicted based on pure edge dislocations at 0 
K matched well with experimental initial critical resolved shear stress values at room 
temperature, which is explained by the ability of screw dislocations to cross-slip around 
obstacles, resulting in a lower contribution to the strain hardening behavior compared 
to that of edge dislocations.  
• Interactions of dislocation from different slip systems can be imitated in DFT-based 
calculations, through the application of pre-strains, which can be used to predict flow 
resistance for edge and screw dislocations as a function of unit cell deformation.  
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Combining DFT-based predictions for edge dislocations with CPFEM simulations, the 
predicted strain hardening behavior of pure Ni single crystal agreed with experiments 
only at small strains because the formation of junctions, which have components of 
screw dislocations, begin to contribute to deformation at large strains.  
• At large strains, both edge and screw dislocations are present in pure Ni single crystals 
due to the formation of junctions.  A simple model is proposed to consider the mixture 
of dislocations at large strains.  With this combination, the present work accurately 
predicts the strain hardening of Ni single crystal through large deformations.  
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Figures  
 
Figure 1. (a) Three-layer six-atom orthorhombic supercell of fcc lattice with its lattice vectors aorth 
(x), borth (y), and corth (z) parallel to the [𝟏𝟏?̅?],  [?̅?𝟏𝟎], and [𝟏𝟏𝟏] directions of the conventional 
fcc lattice; where the letters A, B, and C indicate three closed packed (111) planes. (b) Schematic 
diagrams of alias shear with atoms in only one plane involved in shear (i.e., the number of involved 
atomic planes, n, is one, shown as the unshaded area).   
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Figure 2. Stretching force constants (FCs) as a function of bond length for two fcc lattices of Ni: 
(i) the orthorhombic lattice with 3 layers and 6 atoms (see Figure 1), and (ii) the orthorhombic 
lattice with 6 layers and 12 atoms. Note that both lattices have the same shear displacement of 0.5 
Å for the {𝟏𝟏𝟏}〈𝟏𝟏?̅?〉 shear deformation, and the 72-atom supercells were employed for phonon 
calculations of both lattices.  
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Figure 3: Critical resolved shear stress on slip system 𝜶 as a function of shear strain on slip 
system 𝜷.  Symbols represent DFT-based predictions for edge dislocations, and lines show the 
corresponding CPFEM model curves. 
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Figure 4: (a) Resolved shear stress vs. resolved shear strain and (b) engineering stress vs. 
engineering strain for pure Ni bulk single crystals in literature [2,72].  The crystallographic 
directions in the legend indicate the loading direction during the tests. 
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Figure 5: Initial CRSS values of pure Ni reported in the literature.  The value reported in ref. [80] 
was significantly higher than others and was excluded from the present study.  The open symbols 
(c and h) correspond to the studies adopted in the present study for validation of CPFEM 
predictions. 
 
 
  
a: Osswald (99.7 wt.% Ni) [66],  
b: Andrade et al. (99.9 wt.% Ni) [67],  
c: Haasen (99.999 wt.% Ni) [2],  
d: Latanision et al. (99.8 wt.% Ni) [80],  
e: Venkatesan et al. (unknown purity) [68],  
f: KondratEv et al. (99.999 wt.% Ni) [69],  
g: Hecker et al. (99.99 wt.% Ni) [70],  
h: Yao et al. (99.999 wt.% Ni) [72],  
i: Dimiduk et al., (unknown purity) [3],  
j: Luo et al. (99.99 wt.% Ni) [71]. 
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Figure 6: CPFEM predictions for (a,b) Haasen’s tests [2] and (c) Yao et al.’s test [72] from edge 
dislocation based flow resistance compared to experimental results (symbols) by Haasen et al. 
[2] and Yao et al. [72].   
 
  
32 
 
 
 
 
Figure 7: (a) Flow resistance, 𝝉𝒄
𝜶,𝒆𝒔
, on slip system 𝜶 that combines contributions from both edge 
and screw dislocations as a function of shear strain on slip system 𝜷 .  The calculated flow 
resistance are shown as symbols, and the corresponding CPFEM fits are also shown (lines).  (b) 
CPFEM simulated engineering stress-strain curves (lines) of Yao et al.’s test [72] and the 
corresponding experimental results (symbols).  (c) CPFEM simulated strain hardening rate (lines) 
of Yao et al.’s test [72] and the corresponding experimental results (symbols). 
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Figure 8: Engineering stress-strain curves (a,c) and strain hardening curves (b,d) for experiments 
(symbols) along (a,b) 〈?̅? 𝟓 𝟏𝟎〉 and (c,d) 〈?̅?𝟐𝟖〉 in ref. [2] compared to CPFEM predictions from 
the present study (lines) for the combined edge and screw predictions by DFT-based calculations 
(see  Eq. 16).   
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Tables  
 
Table 1. Ideal shear strength (IS), associated slip (displacement) distance on the shear plane, and 
engineering shear strain 𝛾112 of fcc Ni due to pure alias shear along {111}〈112̅〉 using supercells 
with different layers, with the total number of atoms within each supercell given. 
Supercell Slip distance (Å) Shear strain 𝛾112 IS (GPa) 
3-layer (6 atoms)  0.78 0.13 5.15 
6-layer (12 atoms) 0.80 0.07 3.61 
9-layer (18 atoms)  0.80 0.04 2.60 
 
 
Table 2. Ideal shear strength (IS) of fcc Ni due to pure alias shear of {111}〈112̅〉 with pre-strain 
𝛾110 along the [1̅10] direction, together with the predicted flow resistance (f, MPa) at 0 K for 
edge and screw dislocations in comparison with experimental CRSS values (CRSS, MPa) at room 
temperature. 
Properties 𝛾110 = 0.000 𝛾110 = 0.016 𝛾110 = 0.033 𝛾110 = 0.049 
𝛾112 
a 0.128 (0.780) 0.126 (0.770) 0.124 (0.754) 0.120 (0.732) 
IS (in GPa) 5.15 5.16 5.19 5.26 
𝑓
𝑒𝑑𝑔𝑒
  b 9.4 9.7 10.4 11.1 
𝑓
𝑠𝑐𝑟𝑒𝑤 b 308.7 318.6 362.1 457.5 
0 (Expt.) 5.5 ~ 19.6 
c    
a Engineering shear strain ε112 corresponding to IS, where the slip distances (Å) on the shear 
plane are in the parentheses. 
b By Eq. 4 with the input of IS in this Table, cij in Table 3, and lattice parameter a0 = 3.52 Å for 
fcc Ni from the present first-principles calculations.  
c The range of CRSS values for Ni reported in [2,3,66–72]; see details in Figure 5.  
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Table 3. Calculated elastic constants (in GPa) of fcc Ni in terms of the conventional cubic lattice 
(𝑐ij,cub) and the orthorhombic lattice (𝑐ij,orth
′ , see Figure 1a for the supercell) without and with 
pre-strain 𝛾110.  
𝑐ij,cub translated directly from 𝑐ij,orth
′  a 
(
  
 
265 161 161 0 0 0
265 161 0 0 0
265 0 0 0
127 0 0
127 0
127)
  
 
 
𝑐ij,orth
′  without pre-strain 𝛾110 = 0.000 
(
  
 
340 137 113 0 32 0
340 113 0 −32 0
365 0 0 0
79 0 −32
79 0
101)
  
 
 
 
𝑐ij,orth
′  with pre-strain 𝛾110 = 0.016 
(
  
 
339 138 114 0 32 −4
339 114 0 −32 0
367 −8 0 6
79 6 −32
79 0
102)
  
 
 
 
𝑐ij,orth
′  with pre-strain 𝛾110 = 0.033 
(
  
 
338 137 113 0 31 −9
339 113 0 −31 0
365 −16 0 12
78 12 −31
78 0
102)
  
 
 
𝑐ij,orth
′  with pre-strain 𝛾110 = 0.049 
(
  
 
341 137 112 −1 31 −13
341 112 −1 −31 1
365 −23 −2 17
76 17 −31
76 0
102)
  
 
 
a Experimental elastic constants extrapolated to 0 K [65]: c11 = 261.2, c12 = 150.8, and c44 = 
131.7 GPa.  
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Table 4: CPFEM parameter values (see Eq. 10), where cij are elastic constants of fcc Ni reported 
in Table 3.  All of the parameters in this table were determined through DFT-based calculations 
in the present study, except 𝝉𝒔 and 𝒘.  The values for 𝝉𝒔 were either taken from literature [5] 
(edge based) or calibrated from macroscopic experiments (edge screw mix), and 𝒘 was 
calibrated from macroscopic experiments.  See detailed discussion in Section 3.5. 
 
 𝑐11 (GPa) 𝑐12 (GPa) 𝑐44 (GPa) ℎ0 (MPa) 𝜏0 (MPa) 𝜏𝑠 (MPa) 𝑤 
Edge based  
265 161 127 
24 9 40 - 
Edge screw mix 120 9 300 0.33 
 
 
 
 
Table 5: Statistics of the initial CRSS values in Figure 5.  The outlier reported in ref. [80] is 
excluded. 
Max Min Average Std. Dev. Relative error 
19.6 MPa 5.5 MPa 11.66 MPa 5.01 MPa 43% 
 
 
 
 
Table 6: Initial yield stresses (in MPa) from pure Ni single crystal tests by Haasen et al. [2] and 
Yao et al. [72] together with the corresponding CPFEM predictions in the present work. 
Experimental value 
Haasen, 〈1̅ 5 10〉 Haasen, 〈1̅28〉 Yao et al. 〈011〉 
17 19 31 
CPFEM 21 22 27 
Error compared to experiment 24% 18% 12% 
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