Abstract -A method of approximate solution of the linear one-dimensional Fredholm integral equation of the second kind is constructed. With the help of the Steklov averaging operator the integral equation is approximated by a system of linear algebraic equations. On the basis of the approximation used an increased order convergence solution has been obtained.
Introduction
is valid; here · L 2 (ω) represents the norm of the mesh functions defined on ω, h is a mesh step. But this is convergence to average of the exact solution and the difference between the exact solution and its average P u is O(h),
is valid only in the case u ∈ W 2 2 (0, 1). The main result of the paper is the construction of such a mesh function v (on the basis of the already found v) for which the estimate
is true.
Basic Mesh Scheme
Consider the one-dimensional Fredholm integral equation of the second kind 
Define the following averaging operator
In order to indicate the integration variable in operator P , sometimes we will write
We approximate equation (2.1) by the linear algebraic system of equations
where
This approximation was studied in [1] and estimate (1.1) was obtained for it, though under the requirement of symmetry of the kernel K. Therefore we will state here shortly the proof of this estimate with the help of an improved method.
Lemma 2.1. If the kernel K satisfies the condition
then system (2.2) has a unique solution. Proof. Multiplying both parts of (2.2) by hv i and summing up by i = 1, 2, . . . , N, we obtain
On the other hand, applying the Cauchy -Buniakovski inequality, we come to
Thus, if ϕ(x) = 0, x ∈ ω, then v(x) = 0, x ∈ ω and, consequently, the solution of system (2.2) exists and is unique. This completes the proof of the lemma. Let u be a solution of the integral equation (2.1) and v -a solution of the mesh scheme (2.2). Then for the error z = v − P u ve obtain the problem
It follows from (2.5) that the a priori estimate
is valid for the solution of problem (2.6).
In order to estimate the convergence rate of the mesh scheme (2.2), it is enough to estimate the norm of the approximation error ψ. To this end, we apply the well-known tecnique (see e.g. [2, 3] ).
It is easy to verify that the approximation error can be written in the form
y) − K(x, t) u(t) − u(y) .

This gives the following ψ
L 2 (ω) (h 2 /2) ∂K/∂y L 2 (0,1) 2 u L 2 (0,1) and therefore (2.7) implies v − P u L 2 (ω) ch 2 u W 1 2 (0,1) . (2.8)
Emprovement of the Approximate Solution
Let v be a solution of problem (2.2); let us define one more approximation: 
By virtue of the Cauchy -Buniakovski inequality we have
Further, it is easy to see that
and we obtain
Substituting (3.5) into (3.4), we get
Estimate now the second addend in the right hand side of (3.3)
It is easy to see that 
