Some conceptually simple estimators for network sampling are introduced. The new estimators are based on using fast sampling designs or processes on the network sample to estimate relative approximate inclusion probabilities of the actual sampling. We evaluate the effectiveness of the new estimators with simulations using a well-known empirical network data set as the experimental population. We find that the new estimators can bring substantial reductions in bias and mean square error compared to estimators in common use.
Introduction
This paper describes some simple estimators for network sampling. The performance of the estimators under different network sampling designs is then used to obtain guidelines for desirable features in network sampling designs.
The idea behind the estimators in this paper is to run fast network sampling designs or processes in the sample network and use the averages of sample-inclusion indicators of those processes to approximate the relative inclusion probabilities in the actual network sampling design by which the data were collected. For this approach it is desirable that the network sampling process be similar in some respects to the actual sampling design.
The main conclusions are that are that, in the situations evaluated, the new estimators have substantially less bias and lower mean square error than either sample means or other estimators in wide use. A design guideline offered on the basis of these studies suggest that network sampling designs or protocols that provide for additional information on links within the sample can increase the precision of estimates.
Network sampling is a procedure, usually involving link-tracing, for obtaining a sample from a population having network structure. Important uses of network sampling include chain referral and respondent-driven sampling methods for obtaining samples of people from hidden populations. Network sampling methods are also crucial in obtaining information on computer networks, online social networks, web page and communication networks, communicable disease spread, and dissemination of rumors or information.
In network sampling an initial sample is selected from a network and links are followed from the current sample to add more units to the sample, in an ongoing process. Such surveys often lack a regular frame or list of units and population size is often unknown. The purpose addressed here is to use the data in the network sample to make estimates of population characteristics.
With network sampling, ordinary summaries of the data such as sample mean are known to be biased, in many cases, as estimates of corresponding population means. A number of design-based and model-based inference methods have been developed in efforts to counteract these biases.
For the designs most commonly used to collect network data, these estimators provide estimates with less bias and comparable mean square error to the widely used estimators based on degree alone.
Designs
There are two levels of network sampling designs we distinguish here. One is the design by which the network sample and data are collected from the realworld population. The other is the designs used in sampling that network sample in order to estimate inclusion probabilities. A third and separate level of sampling, which we don't cover here, is to resample the data to make repeated estimates of population quantities, as in a bootstrap method for producing confidence intervals such as in [1] . The second level of sampling produces a single estimate of the set of relative inclusion probabilities for the sample units. The third, or bootstrap, level, would produce many estimates of the population value, each relying on the single set of inclusion probability estimates.
For the examples studied in this paper we consider the real-world design to be without replacement. An initial sample of seeds is selected by some design such as random sampling or sampling with probability proportional to size. Links are traced from seeds to add new units to the sample. More links are traced at the next step to add more units to the sample until a target sample size is reached. At any step new seeds may be added as well.
Typically link tracing out from the current sample takes place with probabilities less than one, so that not all links out from the sample are traced. Additional features that affect the properties of the sampling design include limiting the maximum number of links traced from a given node through the use of coupons, or limiting the time window in which a recruited node can do new recruiting, as with the use of an expiration date on the coupons issued.
For the fast-moving network sampling designs that we apply to the sample network we try to have them similar to the real-world design, so that ideally their inclusion probabilities within the sample reflect or estimate the inclusion probabilities of the real-world design. When the real-world design is without replacement, it is not possible to use exactly the same design in the sample network. If the fast-sample design is without replacement, we have to use a sample size smaller than the original design. If we used the same sample size as the original with would get the exact same sample each time with the fast sample. On the other hand, if the fast sample design is with-replacement, we can use the same nominal sample size as the original, but the fast sample will generally contain a smaller number of distinct units than the original sample.
Given the network sample s from the original design, we sample it with the similar design for some number of iterations T . At the tth iteration, define the inclusion indicator for the unit i as Z ti (s) = 1 if node i is in the sample at iteration t and Z t (i) = 0 otherwise, so that the random collection {Z ti (s), i ∈ s ′ t , t ∈ T } are the sample inclusion indicators over time for the nodes in the current population. The cumulative average over iterations,
, approximates the probability of inclusion of unit i in the resample s ′ , for i = 1, ..., n. In general, this will not be exactly the probability π i that unit i is in the original sample under the real-world design, because the fast-sample design can not be exactly the same as the real design, nor can we resample from the original population. Thus we need to use simulations to evaluate the properties of the proposed estimators. In fact, f i will not equal the probability of inclusion under the original design, and approximates instead the inclusion probability under the fast resampling design from the sample. The desired property is that the f i are approximately proportional to the π i .
There are two alternative ways we can implement the fast-sampling design for obtaining the inclusion estimates f i . One is to select an entire resample s ′ at iteration t, starting from scratch with seed selection and continuing to the target sample size for the resample, obtaining the values of the inclusion indicators for that iteration from the final resample at that iteration.
The other approach is to set up a sampling process {s
..} having a stationary distribution the same or close to the same as the first method. For the sampling process we start with seeds and at each iteration a few links may be traced and a few nodes may be removed, letting the sample size fluctuate stochastically around the target. The advantage of the first approach is that each sample s ′ t is independent of the others. The computational cost is that at each iteration the entire sample must be selected through all the steps of link tracing until target sample size is reach. The advantage of the sampling process approach is that at each iteration only a few tracings and a few removals occur at each iteration, and the sample is in its stationary distribution at every step. The computational cost with the process approach is that the samples in the sequence are not independent, but form a Markov chain. Empirically, these simple sampling processes appear to be fast-mixing in many cases.
Specifically, in the examples we trace the links out from the current sample s ′ t independently, each with probability p. Nodes are removed from the sample independently with probability q. The removal probability q is set adaptively to be q t = (n t − n target )/n t if n t > n target and q t = 0 otherwise, so that sample size fluctuates around its target during iterations. Sampling is without replacement in that a node in s ′ t is not reselected, but it may be reselected at any time after it is removed from s ′ t . Alternatively, one can use a fast design that is with replacement. An advantage of this is that a target sample size for the fast design can be used that equals the actual sample size used in obtaining the data. A disadvantage of using a with-replacement fast design is that in many situations the real design by with the data are collected is without-replacement.
If the design is with replacement, let M t (i) be the number of times node i is selected at iteration t. The quantity g i = (1/t) t s=1 M t (i), the average number of selections up to iteration t, estimates the expected number of selections for node i under the with-replacement design at any given iteration t.
So the first level of sampling is the actual design and data collection from the world. The second level of sampling produces a single estimate of the set of relative inclusion probabilities for the sample units. A third and separate level of sampling, which we don't cover here, is to resample the data to make repeated estimates of population quantities, as in a bootstrap method for producing confidence intervals such as in [1] . The third, or bootstrap, level, would produce many estimates of the population value, each relying on the single set of inclusion probability estimates. That approach could be used for confidence intervals here too. We found the resulting intervals more conservative, that is, wider than we needed, and use a simpler method in this paper.
Versions of the fast sampling processes used in this paper for inference are described relative to other uses in [2] , [3] .
Estimators
We estimate the mean of variable y i witĥ
This is the form of the Hajek estimator or generalized unequal probability estimator but with the inclusion estimates f i replacing the actual inclusion probabilities pi i .
Since this has the form of the Hajek estimator or of the Volz-Heckathorn estimator from Respondent Driven Sampling [4] , we can make use of any of the variance estimating approaches used with those estimators. However, we can not use a variance estimator requiring knowledge of the actual inclusion or joint inclusion probabilities. In the examples we use
This is a simplified approximation to the variance estimator suggested in [5] , leaving out the covariance terms which depend on joint inclusion probabilities and approximating as 1 some coefficients that are functions of the actual inclusion probabilities.
. If the fast design is with replacement, the estimator of µ iŝ
With a with-replacement fast design the corresponding variance estimator is
If x i is another variable, an estimator of the ratio of the mean of y to the mean of x isμ = i∈s y i /f i i∈s
with variance estimator
Examples
To evaluate the effectiveness of the proposed estimators we simulate the data collection design and the estimation methods. For a population network we use the empirical network of the Project 90 study on the heterosexual spread of HIV [6] . The data set has 5,492 nodes, representing people, and 43,288 links, representing social, sexual, and drug relationships.
In each example we use a target sample size of n = 1200 people. We estimate the mean degree and the proportion unemployed. Thus we have a numeric variable and an attribute variable in the examples. The Project 90 network is considered for purposes of the simulation to be the actual population from which we sample.
In the simulations we select 1000 samples from this population, each with target sample size 1200. For each sample we use 1200 iterations to estimate the relative inclusions f i for each of the sample units using a fast-sampling process as described above. Then we estimate the quantities of interest using these. So we produce 1000 estimates of the mean degree and 1000 estimates of the proportion unemployed.
In Example 1, summarized by Table 1 , all links within the sample data are assumed known as part of the data.
The top half of Table 1 gives the simulation results for estimating mean degree. The bottom half of the table gives the results for estimating proportion unemployed.
Three estimators are compared.μ f is the estimator proposed here.μ vh is the Volz-Heckathorn estimator which has the same form but uses the reported degree d i of person i in place of the estimated relation inclusion probabilities f i .ȳ is the sample mean.
For each estimator the mean of the estimator over the 1000 estimates is given. That approximates it's expection E(μ) under the design. The bias is E(μ) − µ), where µ is the actual mean of degree for the Project 90 population network used for the simulation. The column 'SD' gives the standard deviation of the estimator in the simulation, that is √ varμ where the variance is over the 1000 runs. The mean square error is E((μ − µ)
2 ) = bias 2 + sd 2 . Confidence interval properties are given only for the proposed estimator. "AV SD" is the square root of the average value of var(μ) over the 1000 runs. "AV width/2" is the average half-width of the confidence interval. Coverage is the coverage probability, the proportion of the 1000 runs in which the confidence interval covers the true value. The target coverage is .95.
In Example 2 the design is the same but the links within the sample are known only for recruitment links. That is, if person i recruited person j into the sample the link (i, j) is known to be 1, and so is its reverse (j, i), which is assumed to be the same. This is the case with a a lot of actual studies, that is, links are known only where they were used in recruitment.
Discussion
In the evaluations carried out so far the simple estimators of the proposed method produce very little bias and much lower MSE compared to the most widely used current method. The proposed method does not make use of the reported degree in estimating the inclusion probabilities with the f i . The proposed estimators would be unaffected if there were errors in reporting or recollecting the degrees by study participants. Only where degree is the variable of interest, as in estimating mean degree or degree distribution, would the errors in reported degree have an effect. The interpretation of the estimate of mean degree then would be that it is an estimate of the average degree that members of the reachable population would report if all were reached and asked. The estimation of the f i depend only on the observed sample links obtained through recruitments, recruitments, or anonymized unique identifiers.
For studies for which the data have already been collected and estimates made by other methods, revised estimates can be made from the existing data using the proposed methods.
