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Abstract
In the Chern-Simons formulation of Einstein gravity in 2+1 dimensions the
phase space of gravity is the moduli space of flat G-connections, where G is a
typically non-compact Lie group which depends on the signature of space-time
and the cosmological constant. For Euclidean signature and vanishing cosmological
constant, G is the three-dimensional Euclidean group. For this case the Poisson
structure of the moduli space is given explicitly in terms of a classical r-matrix. It
is shown that the quantum R-matrix of the quantum double D(SU(2)) provides
a quantisation of that Poisson structure.
MSC 17B37, 81R50, 81S10, 83C45
1 Introduction
The primary goal of this paper is to indicate how some of the quantisation techniques
developed in the quantisation of Chern-Simons theory with a compact gauge group can
be extended and applied to the quantisation of three-dimensional gravity. One expects
this to be possible because gravity in three dimensions can be re-formulated as a Chern-
Simons theory. The gauge group of the Chern-Simons theory, however, depends on the
cosmological constant and the signature of space-time and is non-compact in almost
all cases. Here we shall follow the combinatorial quantisation program developed for
1address after 1.09.2000: Department of Mathematics, Heriot-Watt University, Edinburgh EH14
4AS, United Kingdom
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Chern-Simons theory with a compact gauge group by Alekseev, Grosse and Schomerus,
see [1][2] and also [3]. We shall show how to implement the main steps of that program
in one particular case, namely Euclidean gravity without cosmological constant. While
our results provide key stepping stones on a promising path to a quantisation of three
dimensional gravity, a number of issues - both physical and mathematical - are only
raised but not settled here. A secondary purpose of this paper is to advertise these
issues to mathematicians and physicists with an active interest in the geometry and
quantisation of moduli spaces of flat connections.
The paper naturally falls into two halves. The first half, consisting of sects. 2 and 3,
is a review of the Chern-Simons formulation of three-dimensional gravity. The precise
relation between this formulation and the original Einstein formulation of gravity is a
bone of contention in the literature. We indicate some of the issues but do not enter
deeply into their discussion. Our view is that the Chern-Simons formulation offers a
promising avenue towards quantising three-dimensional gravity, which is worth pursuing
because of the significance of the goal and the possibility of concrete results. At the end
of sect. 3 the problem of quantising three-dimensional gravity will have been translated
into the problem of quantising certain moduli spaces.
The new results of this paper are contained in sects. 4 and 5, which deal with the
quantisation problem for Euclidean gravity with vanishing cosmological constant. In
that case the gauge group of the Chern-Simons formulation is the (double cover of the)
Euclidean group ISO(3) in three dimensions. If space-time is a direct product of time
and a two-dimensional space Σ, the phase space of gravity can be identified with the space
of flat ISO(3) bundles on Σ. In the framework of combinatorial quantisation, the starting
point of the quantisation is the Fock-Rosly description of the Poisson structure of the
phase space in terms of a classical r-matrix, i.e. a solution of the classical Yang-Baxter
equation [4]. The key step in the quantisation of the phase space is the identification of a
solution of the quantum Yang-Baxter equations which reduces to the classical r-matrix
in a suitable limit. Here we shall give the r-matrix relevant for ISO(3) Chern-Simons
theory and show that it is the limit of the universal R-matrix of the quantum double
D(SU(2)). The pivotal role of the quantum double D(SU(2)) in the quantisation of
ISO(3) Chern-Simons theory was discoverd by Bais and Muller in [5]. In our sect. 5 we
shall show that D(SU(2)) is a deformation of the group algebra of ISO(3) and thereby
resolve a question posed in [5].
In this paper we restrict attention to Euclidean gravity and vanishing cosmological
constant. The physically more interesting case of Lorentzian signature with vanishing
cosmological constant can be dealt with in an analogous manner. However, some addi-
tional technical problems and numerous physical implications call for a more detailed
discussion, which we give in a separate paper [6]. The inclusion of a non-vanishing cos-
mological constant in the combinatorial quantisation of three-dimensional gravity poses
a very interesting problem. This problem is addressed in [7], and we will briefly comment
on it from our viewpoint at the end of this paper.
2
2 The Chern-Simons formulation of gravity in three dimen-
sions
The possibility of writing general relativity in three dimensions as a Chern-Simons theory
was first noticed in [8]. This observation opened up a new approach to gravity and in
particular to its quantisation, which was first systematically explored in [9]. Since then,
a vast body of literature has been devoted to the subject. This section is an attempt to
give the briefest possible summary of the Chern-Simons formulation of three-dimensional
Euclidean gravity. For more background and references on three-dimensional gravity we
refer the reader to the recent book by Carlip [10] or the review article [11].
In three dimensional gravity, space-time is a three-dimensional manifold M . In
the following we shall only consider space times of the form M = R × Σ, where Σ
is an orientable two-dimensional manifold (“space”). A three-manifold of that form is
orientable and hence, by a classic theorem of Stiefel, parallelisable. Thus its tangent
bundle is topologically trivial.
In Einstein’s original formulation of general relativity, the dynamical variable is a
metric g on M . For our purposes it is essential to adopt Cartan’s point of view, where
the theory is formulated as a gauge theory. In this approach one introduces an auxiliary
3-dimensional vector bundle V with an inner product ( , ) and connection ω, metric
with respect to ( , ). The topological type of V is that of the tangent bundle TM of M
(i.e. trivial in our case) and the structure group of V is SO(3) (in the Lorentzian case
it would be the Lorentz group SO(2, 1)). Then there exists a bundle map TM → V
covering the identity. Such a bundle map provides an identification of TxM with the
fibre Vx of V over x ∈M , and can be thought of as a V-valued one-form (soldering form
or dreibein) e on M . Choosing a basis {Ea}, a = 1, 2, 3, of Vx, orthonormal with respect
to ( , ) and local coordinates xµ, µ = 1, 2, 3, around x, we require that the 3× 3 matrix
((eaµ)) defined by e(∂µ) =
∑3
a=1 e
a
µEa is invertible.
To continue, we introduce generators Ja of the Lie algebra so(3). They are normalised
to satisfy
[Ja, Jb] = ǫabcJc, (2.1)
where ǫabc is the totally antisymmetric tensor in three dimensions, normalised so that
ǫ123 = 1. Here and in the following, repeated indices are summed on; since we are in
the Euclidean situation, the position of indices (upstairs or downstairs) is purely for
notational convenience. The connection one-form ω can be expanded as ω = ωaJ
a.
Similarly the curvature two-form Fω = dω +
1
2
[ω, ω] can be expanded as Fω = F
a
ωJa,
with
F aω = dω
a +
1
2
ǫabcω
b ∧ ωc. (2.2)
The Einstein-Hilbert action in three dimension can be written as
SEH[ω, e] =
∫
M
ea ∧ F
a
ω . (2.3)
In Cartan’s formulation, both the connection ω and the dreibein e should be thought of
as dynamical variables and varied independently. Variation with respect to ω yields the
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requirement that the connection ω has vanishing torsion:
Dωea = dea +
1
2
ǫabcω
bec = 0. (2.4)
This condition, which is imposed a priori in Einstein’s formulation of general relativity,
is thus seen to be part of the equation of motion in Cartan’s formulation. Variation with
respect to e yields the vanishing of the curvature tensor:
Fω = 0. (2.5)
In three dimensions this is equivalent to the vanishing of the Ricci tensor, and thus to
Einstein equations in the absence of matter.
The geometrical background to Cartan’s formulation is explained beautifully in the
book [12]. To explain the key ideas in the present context we choose a global frame Ea
and consider globally defined soldering forms ea on M . A Cartan connection may then
be defined as a one-form with values in the Lie algebra iso(3) of the Euclidean group
ISO(3) = R3 ⋊ SO(3). Thus, if we introduce translation generators Pa, a = 1, 2, 3,
which satisfy
[Ja, Pb] = ǫabcP
c, [Pa, Pb] = 0, (2.6)
the Cartan connection can be written as
A = ωaJ
a + eaP
a. (2.7)
The Cartan connection should be contrasted with the usual Ehresmann notion of a
connection on a principal fibre bundle. While the Ehresmann connection is a one-
form with values in the Lie-algebra of the structure group, the Cartan connection takes
values in a bigger Lie algebra. In the present case, it is a connection on a principal
SO(3) bundle, but takes values in iso(3). Cartan connections also have to satisfy a non-
degeneracy condition, which in the present context requires that the soldering forms ea
are nowhere vanishing. Finally we note that the curvature of the Cartan connection
F = (Dωe
a)Pa + (F
a
ω )Ja (2.8)
combines the curvature and the torsion of the spin connection.
The Cartan framework allows one to translate Riemannian (or Lorentzian) geometry
into an equivalent gauge theory. However, the resulting gauge theory is not of the
standard type, and conditions have to be imposed on the connection. The crucial -
and contentious - step in rewriting writing three dimensional gravity as a Chern-Simons
theory is to drop these conditions and to interpret (2.7) as an Ehresmann connection
of a bundle whose structure group is ISO(3) . Thus, in particular the condition of
the invertibility of eaµ is dropped. We will not enter into the discussion of the merits
and drawbacks of this approach. The advantages for the quantisation are explained in
Witten’s original paper [9]. For a recent, carefully argued criticism, see [13].
A final technical ingredient we need in order to establish the Chern-Simons formu-
lation is special to three dimensional space-times. This is a non-degenerate, invariant
bilinear form on the Lie algebra iso(3) = R3 ⋊ so(3):
〈Ja, Pa〉 = δab, 〈Ja, Jb〉 = 〈Pa, Pb〉 = 0. (2.9)
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Note that with respect to this inner product both so(3) and R3 are maximally and totally
null.
Finally, we can write down the Chern-Simons action on for the connection A on
M = Σ× R:
SCS[A] =
1
2
∫
M
〈A ∧ dA〉+
2
3
〈A ∧ A ∧A〉. (2.10)
A short calculation shows that this is equal to the Einstein-Hilbert action (2.3). More-
over, the equation of motion found by varying the action with respect to A is
F = 0. (2.11)
Using the decomposition (2.8) we thus reproduce the condition of vanishing torsion and
the three dimensional Einstein equations, as required.
So far we have only studied the Einstein equations in vacuum. The introduction
of matter in the form of point particles is physically desirable. Happily, it can be
implemented in a mathematically elegant fashion in the Chern-Simons formulation. We
refer the reader to [5] for a detailed discussion and further references, and only summarise
the salient points here. Particles are introduced by marking points on the surface Σ and
coupling the particle’s phase space to the phase space of the theory. The phase space
of a particle with Euclidean mass µ and spin s is a co-adjoint orbit Oµs of ISO(3). To
describe these orbits we write P ∗a and J
∗
a for the basis elements of iso(3)
∗ dual to Pa and
Ja, and we write an element ξ
∗ ∈ iso(3)∗ as
ξ∗ = paP ∗a + j
aJ∗a . (2.12)
Using the inner product (2.9) we can identify ξ∗ with the element
ξ = paJa + j
aPa (2.13)
in iso(3). Then pa should be thought of as the energy-momentum vector of the particle
and ja as its generalised angular momentum. The orbit Oµs consists of all ξ
⋆ ∈ iso(3)∗
satisfying the mass-shell condition pap
a = µ2 and the spin condition paj
a = µs. As
explained in detail in the book [14], O00 is a point, O0s, with s 6= 0, is a two-sphere of
radius s and Oµs for µ 6= 0 is diffeomorphic to TS
2. Co-adjoin torbits have a canonical
symplectic structure, often called the Kostant-Kirillov symplectic structure. For the
generic case µ 6= 0 the corresponding Poisson brackets of the coordinate functiosn ja
and pa are
{ja, jb} = ǫabcjc, {ja, pb} = ǫabcpc. (2.14)
In order to introduce m particles with masses and spins (µ1, s1), ...(µm, sm) we thus
mark m points z1, ..., zm on Σ and associate to each point zi a co-adjoint orbit Oµisi,i =
1, ...m. The coupling of the particle degrees of freedom to the gauge field via minimal
coupling is described in [5]. The upshot is that we specify the kinematic state of each
particle by picking elements ξ∗(i) = p
a
(i)P
∗
a + j
a
(i)J
∗
a ∈ Oµisi. The dual iso(3) elements
ξ(i) = p
a
(i)Ja + j
a
(i)Pa then act as the sources of curvature at each of the marked points:
F =
m∑
i=1
(pa(i)Ja + j
a
(i)Pa)δ(z − zi). (2.15)
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Expanding the curvature term as in (2.8) we find that the energy-momentum vectors of
the particles act as sources for curvature and their generalised angular momenta act as
sources of torsion, in agreement with physical expectations.
The above discussion can be generalised to include a non-vanishing cosmological
constant λ ∈ R and Lorentzian gravity. We refer the reader to [9] and [15] for details. The
idea is again to combine the spin connection and the dreibein into a Cartan connection.
The form of the Cartan connection remains (2.7) but the Lie algebra structure of the
space spanned by the generators Ja and Pa is modified as follows
[Ja, Jb] = ǫabcJ
c, [Ja, Pb] = ǫabcP
c, [Pa, Pb] = λǫabcJ
c. (2.16)
Here indices are raised with the Lorentzian metric ηab = (1,−1,−1) for Lorentzian sig-
nature but with the trivial metric δab for Euclidean signature. To arrive at the Chern-
Simons formulation we interpret the Cartan connection again as an Ehresmann connec-
tion on a bundle with a bigger structure group. The structure groups which result for
the various values of λ and the two choices of signature are summarised in table 1.
Cosmological constant Euclidean signature Minkowskian signature
λ = 0 ISO(3) ISO(2, 1)
λ > 0 SO(4) ≃ SU(2)×SU(2)
Z2
SO(3, 1) ≃ SL(2,C)/Z2
λ < 0 SO(3, 1) ≃ SL(2,C)/Z2 SO(2, 2) ≃
SL(2,R)×SL(2,R)
Z2
Table 1
Using the generalised commutation relations (2.16) and again the bilinear form (2.9)
to expand the Chern-Simons action (2.10) one indeed finds the Einstein-Hilbert action
for cosmological constant λ:
SEH[ω, e, λ] =
∫
M
eaF
a
ω + λ
∫
M
ǫabc e
a ∧ eb ∧ ec. (2.17)
3 Gravitational phase space and its symplectic structure
The phase space of a classical field theory is the space of solutions of the equations of
motions, modulo gauge invariance. Adopting the Chern-Simons formulation of three
dimensional gravity we thus find that the phase space of gravity in three dimensions
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is the moduli space of flat G-connection on the surface Σ, where G is the relevant
gauge group extracted from table 1. In the following we specialise to compact Riemann
surfaces of genus g. Also, we denote the Lie algebra of G by g. Starting with the classic
paper of Atiyah and Bott [16], the moduli space of flat G-bundles on Σ has been studied
extensively for semi-simple, compact Lie groups G. A pedagogical summary with further
references can be found in [17].
The Lie groups relevant for our discussion of gravity are typically not compact and
only some are semi-simple. This means in particular that the topology of various quotient
spaces we are about to consider needs to be re-examined carefully. We shall restrict
ourselves to a formal description of the relevant moduli spaces, but will highlight some
points which call for a more careful analysis. That a formal discussion is possible at all
depends crucially on the existence of the non-degenerate invariant form (2.9) on the Lie
algebras relevant for us. Using that form, we briefly summarise the main results and
formulae.
The tangent space to the space of G connections on a Riemann surface Σ is the
affine space of g-valued one-forms on Σ. There is a natural symplectic form on this
space, which can also be derived from the Chern-Simons action (2.10). It is
Ω =
∫
Σ
〈δ1A ∧ δ2A〉. (3.1)
One checks that it is invariant under the gauge transformations
A→ gAg−1 + dgg−1, (3.2)
where g ∈Map(Σ, G). An elementary calculation shows that the momentum mapping of
this action is proportional to the curvature F . Hence the space of flat connections modulo
gauge equivalence is equal to the symplectic quotient of the space of all G-connections
by the group of gauge transformations (3.2). This quotient is the moduli space of flat
G-connections on Σ. It inherits a symplectic structure from the symplectic structure on
the space of all connections, which we refer to as the Atiyah-Bott symplectic structure.
There are various ways of describing the moduli space and its symplectic structure. For
us, the following description in terms of representations of the fundamental group is
most useful. One of its advantages is that it is straightforward to include marked points
on the Riemann surface. In the following we thus write Σg,m for a compact Riemann
surfact of genus g with m marked points.
Let π be the fundamental group of Σg,m. This group is generated by 2g+m invertible
generators a1, b1, ...ag, bg, l1, ...lm satisfying the relation
[bg, a
−1
g ]...[b1, a
−1
1 ]lm...l1 = 1, (3.3)
where [x, y] = xyx−1y−1. A flat G-connection on Σg,m associates to each generator a
holonomy element in G. However, the insertion of the charges at marked points as in
(2.15) means that the holonomy around the i-th marked point is forced to lie in a fixed
conjugacy class Ci. We shall discuss in detail how the conjugacy classes are related to
the co-adjoint orbits of the g∗-elements (2.12) in the next section.
The moduli space of flat connections on Σg,m depends on these conjugacy classes, as
well as on the group G and the genus g. We define it as
M(G, g, C1, ...Cm) = {ρ ∈ Hom(π,G), ρ(li) ∈ Ci}/G, (3.4)
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where the group G acts via conjugation. In the case where G is compact and semi-
simple this space is a Hausdorff space, and it is a manifold at irreducible points (where
the image of π generates G). It would clearly be important to know if similar results
hold for the groups G in table 1.
For our approach to the eventual quantisation of this space it is important that it
can also be written as a quotient of the space G2g ×C1× ...Cm. To see this we introduce
the group-valued momentum mapping µ : G2g × C1 × ...Cm → G,
µ(A1, B1, ....Ag, Bg, L1, ...Lm) = [Bg, A
−1
g ]...[B1, A
−1
1 ]Lm...L1. (3.5)
Then
M(G, g, C1, ...Cm) = µ
−1(1)/G. (3.6)
The important observation of of Fock and Rosly [4] is that, under certain condi-
tions, the space G2g+m has a natural Poisson structure. When restricted to conjuga-
tion invariant functions on G2g × C1 × ...Cm (which therefore descend to functions on
M(G, g, C1, ...Cm)) that Poisson structure agrees with the Poisson structure derived from
the Atiyah-Bott symplectic structure on the moduli space M(G, g, C1, ...Cm). To write
down the Fock-Rosly Poisson structure one requires an element r ∈ g⊗ g which satisfies
the classical Yang-Baxter equation and is such that its symmetric part agrees with the
non-degenerate invariant form 〈 , 〉 used in the definition of the symplectic structure
(3.1). In the next section we shall write down such an r-matrix for g = iso(3).
4 The Lie bi-algebra structure of iso(3)
In the following discussion we use the conventions and terminology of [18]. In particular
we write σ : g ⊗ g → g ⊗ g for the flip operation σ(X ⊗ Y ) = Y ⊗ X , and if r =
rαβXα ⊗Xβ ∈ g⊗ g, then r12 ∈ g⊗ g⊗ g is defined to be r12 = r
αβXα ⊗Xβ ⊗ 1.
Recall that a bi-algebra structure on a Lie algebra g is a skew-symmetric linear map
δ : g→ g⊗ g, called the co-commutator, which satisfies the co-cycle condition
δ[X, Y ] = (adX ⊗ 1 + 1⊗ adX)δ(Y ))− (adY ⊗ 1 + 1⊗ adY )δ(X)
and is such that the dual δ : g∗ ⊗ g∗ → g∗ is a commutator. A Lie bi-algebra g is
co-boundary if the co-commutator δ can be written as δ(X) = (adX ⊗ 1 + 1 ⊗ adX)r,
for some element r ∈ g ⊗ g which satisfies two conditions. The first is that r + σ(r) is
an invariant element of g⊗ g. The second condition is that
[[r, r]] := [r12, r13] + [r12, r23] + [r13, r23] (4.1)
is an invariant element of g⊗g⊗gWhen that invariant element is 0, r is said to satisfy the
classical Yang-Baxter equation (CYBE) and the bi-algebra is said to be quasi-triangular.
To exhibit the relevant Lie bi-algebra structure of iso(3) we first recall the commuta-
tion relations for the rotation generators Ja and the translation generators Pa of iso(3)
given in (2.1) and (2.6). Further, we identify the vector space dual iso(3)∗ with iso(3)
via the non-degenerate pairing (2.9) on iso(3). Note that the basis elements dual to the
rotation generators are the translation generators and vice-versa.
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The Lie algebra g = iso(3) has several bi-algebra structures [19]. The one which is
relevant for us is associated to the interpretation of iso(3) as the classical double of the
Lie algebra so(3) (see [18] for a discussion of classical doubles). Note that this double
structure is different from the bi-algebra structure one obtains by thinking of iso(3) as a
Wigner contraction of so(4) = so(3)⊕so(3) and using the standard bialgebra structure of
so(3) ≃ sl2. Quantising the latter leads to the q-deformed universal enevloping algebra
Uq(iso(3)) as described for example in [20]. Quantising iso(3) viewed as a classical
double yields, as we shall see, a different quantum group, namely the quantum double
D(SU(2)). For a classical double, there is a particularly simple formula for the classical
r-matrix. In our case it is
r = Pa ⊗ Ja. (4.2)
One easily checks that it satisfies the CYBE and that the symmetrised part
rs :=
1
2
(r + σ(r)) =
1
2
(Pa ⊗ Ja + Ja ⊗ Pa) (4.3)
is invariant under the adjoint action of iso(3). Note in particular that rs corresponds
to the non-degenerate pairing (2.9) on the vector space iso(3). We conclude that the
bi-algebra iso(3) is co-boundary and quasi-triangular, and that its co-commutator δ :
iso(3)→ iso(3)⊗ iso(3) is
δ(Pa) = ǫabcPb ⊗ Pc, δ(Ja) = 0. (4.4)
Using the pairing (2.9) we find that the dual map δ∗ : iso(3)∗ ⊗ iso(3)∗ → iso(3)∗ is
δ∗(Ja, Jb) = ǫabcJc δ
∗(Ja, Pb) = δ
∗(Pa, Pb) = 0. (4.5)
This defines the Lie algebra structure of iso(3)∗. We deduce the Lie-algebra isomorphism
iso(3)∗ ≃ so(3)⊕ R3.
The classical r-matrix (4.2) is the only input needed to write down the Fock-Rosly
Poisson structure on the phase space of three-dimensional Euclidean gravity. To review
the Fock-Rosly structure briefly in a more general setting, let G be a simply connected
Lie group with Lie algebra g. Fock and Rosly first gave a general formula for the Poisson
bracket of functions on G2g+m in [4]. A particularly convenient form can be found in [3].
It involves the vector fields generated by left- and right action of the group G on G2g+m.
The general expresssion is quite complicated and we will not write it down here. It is,
however, instructive to write it down in the simplest case g = 0 and m = 1. In that
case we obtain a Poisson structure on the group itself. Let {Xα}α=1,...dimg be a basis of
g and write XLα and X
R
α for the vector fields on G generated by left- and right action of
g on G. For a function f on G we define more precisely
XLαf(g) =
d
dt
f(e−tXαg)|t=0 and X
R
α f(g) =
d
dt
f(getXα)|t=0. (4.6)
Then, if r = rαβXα ⊗ Xβ is a solution of the CYBE, the Fock-Rosly bracket of two
functions f1 and f2 on g is
{f1, f2} =
1
2
rαβ(XRα f1X
R
β f2 +X
L
α f1X
L
β f2 −X
R
β f1X
R
α f2 −X
L
β f1X
L
α f2)
+ rαβ(XRα f1X
L
β f2 −X
L
β f1X
R
α f2). (4.7)
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To compute this bracket for the case g = iso(3), we need some notation. The double
cover G = ISO(3)∼ is the semi-direct product R3 ⋊ SU(2). We write elements of
ISO(3)∼ as pairs (a, u) of translation vectors a ∈ R3 and elements u ∈ SU(2). For an
element u ∈ SU(2) we write Ad(u) for the SO(3) matrix representing u in the adjoint
representation. Then the multiplication law for elements (a, u), (b, v) ∈ ISO(3)∼ is
(a, u)·(b, v) = (a+Ad(u)b, uv). (4.8)
In the present context it is useful to parametrise group elemens via the exponential map.
More precisely, we first identify an element ξ∗ ∈ iso(3)∗ with an element ξ ∈ iso(3) via
the inner product (2.9) and then map it into ISO(3)∼ via the exponential map. The
combined map is
exp ◦∗ : iso(3)∗ → ISO(3)∼
paP
∗
a + jaJ
∗
a 7→ exp(jaPa + paJa). (4.9)
To make contact with our previous parametrisation of ISO(3)∼ elements in terms of
translations a and rotations u note that if exp(jaPa + paJa) is the element (a, u), then
u = exp(paJa) and Ad(u
−1)a = j. Since the exponential map from so(3) to SU(2) is
onto, it follows that the exponential map (4.9) is onto. Recalling our description of the
co-adjoint orbits of ISO(3)∼ following eq. (2.13) we conclude that the orbits Oµs with
0 ≤ µ < 2π are mapped bijectively to conjugacy classes in ISO(3) ∼, which we denote
by Cµs. The only conjugacy classes in ISO(3) ∼ which are not bijectively related to
co-adjoint orbits in this way are the classes containing elements with u = −1.
The vector fields JLa and P
L
a generated by left-action of, respectively, the rotations
and translations on ISO(3)∼ are given by
JLa f(g) =
d
dt
f(e−tJag)|t=0
= (
Ad(u)
1−Ad(u)
)abǫbcdpc
∂f
∂pd
(g) (4.10)
and
PLa f(g) =
d
dt
f(e−tPag)|t=0
= −Ad(u)ab
∂f
∂jb
(g). (4.11)
In this and the following formulae, all functions are evaluated at g = exp(paJa + jaPa).
The vector fields generated by right actions of rotations and translations are
JRa f(g) =
d
dt
f(getJa)|t=0
= (
1
Ad(u)− 1
)abǫbcdpc
∂f
∂pd
(g)− ǫabcjb
∂f
∂jc
(g) (4.12)
and
PRa f(g) =
d
dt
f(getPa)|t=0 =
∂f
∂ja
(g). (4.13)
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The Fock-Rosly Poisson bracket (4.7) of functions f1 and f2 on ISO(3)
∼ now takes
the following form.
{f1, f2} =
1
2
(
PRa f1J
R
a f2 + P
L
a f1J
L
a f2 − J
R
a f1P
R
a f2 − J
L
a f1P
L
a f2
)
+PRa f1J
L
a f2 − J
L
a f1P
R
a f2
= ǫabc
(
∂f1
∂pa
∂f2
∂jb
pc +
∂f1
∂ja
∂f2
∂pb
pc
)
+ ǫabc
∂f1
∂ja
∂f1
∂jb
jc. (4.14)
In particular we find that the coordinate functions ja and pa, a = 1, 2, 3, have the Poisson
brackets (2.14). We therefore conclude that the restriction of the Fock-Rosly Poisson
bracket to a conjugacy classes Cµs in ISO(3)
∼ with µ 6∈ 2πZ is the push-forward of the
Kostant-Kirillov Poisson structure on Oµs via the map (4.9).
5 The quantum double D(SU(2)) as a deformation of the group
algebra of ISO(3)∼
The quantum double of a finite group H is a quasi-triangular Hopf algebra constructed,
via Drinfeld’s double construction, out of the Hopf algebra of functions on H . As
a vector space D(H) is the tensor product of the algebra of functions F (H) on H
and the group algebra C(H). The quantum double D(H) plays an important role in
the physics of orbifold conformal field theories [21] and in discrete gauge theories [22].
Its mathematical structure as a quasi-triangular Hopf algebra was first discussed in
[23]. When generalising the construction to locally compact Lie groups H , one has to
choose appropriate sets of (generalised) functions on H and different choices have been
made by different authors. For a construction which emphasises the duality between
D(H) and D(H)∗ see [24] and for an approach via von Neumann algebras see [25]. In
[26] a definition of D(H) is given which emphasises the similarity with transformation
group algebras. That approach is particularly well-adapted to the classification of the
irreducible representations ofD(H), see [27]. For our purpose it is best to use a definition
which is close to that of [26] but slightly more general. In this paper we are exclusively
concerned with the case H = SU(2). The main reference is [5], where the role of
D(SU(2) as the underlying symmetry of quantised ISO(3)∼ Chern-Simons theory was
deduced from a detailed study of the quantum numbers, fusion and braiding properties
of particles in that theory. However, the question of how to obtain the quantum group
D(SU(2)) from a quantisation of the Poisson structure on the phase space of ISO(3)∼
Chern-Simons theory was not clarified. The goal of this section is to fill that gap. The
chief difficulty which we have to overcome is the identification of the relevant deformation
parameter. As we shall see presently, this is not manifest in the formulation ofD(SU(2)).
We begin with a few general definitions. For a locally compact, unimodular group H
with Haar measure dh we define M(H) to be set of complex-valued, bounded measures
on H which are absolutely continuous with respect to dh or pure point measures (thus
we exclude continuous singular measures). For every absolutely continuous measure µ
on H there is a function f ∈ L1(H, dh) such that dµ = fdh. Pure point measures have
no such representation, but for our calculations it is convenient to adopt the physicists’
habit of writing pure point measures as a product of a Dirac delta function and the Haar
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measure. With that convention, the measures in M(H) have the decomposition
dµ = (f +
∑
i∈N
λiδhi)dh, (5.1)
where f ∈ L1(H, dh), {λi}i∈N ∈ l
1(C) and δhi is the normlised Dirac delta function at
hi. M(H) is a Banach algebra with norm
||µ||1 =
∫
H
|dµ| (5.2)
and multiplication defined by convolution. The convolution can be defined without
reference to the decomposition (5.1) (see e.g. [28]), but using it simplifies the notation.
Representing dµ1 and dµ2 by generalised functions f1, and f2 which are in L
1(H), or
delta functions or a linear combination of the two, the convolution becomes the ordinary
convolution of functions:
f1 ∗ f2(h) =
∫
H
dvf1(v)f2(v
−1h). (5.3)
The algebra M(H) will play the role of the group algebra of H in the rest of the
paper. The role of the function algebra will be played by bounded, uniformly continuous
functions CB(H) on H . When equipped with the supremum norm this, too, is a Banach
algebra Then we define the quantum double D(H) of a locally compact Lie groupH with
Haar measure dh as the set of bounded, CB(H)-valued measures on H which are either
absolutely continuous with respect to dh or pure point measures. More practically we
think of elements of D(H) as generalised functions F on H ×H which are bounded and
continuous in the first argument and measures of the form (5.1) in the second argument.
The norm of such a function is
||F ||1 =
∫
H
dv suph∈H |F (h, v)|. (5.4)
We refer the reader to [26] and [5] for a complete list of how the algebraic operations
of a quasi-triangular Hopf-∗-algebra are implemented in D(H). Note that the class of
functions considered there is smaller than the ones included in our definition of D(H).
Some of the formula in [26] involve δ-functions and only make rigorous sense in our
definition of D(H). For our purposes we only need the formulae for the multiplication
and the co-multiplication. The multiplication of two elements F1 and F2 of D(H ×H)
is
(F1 • F2)(h, u) =
∫
H
dw F1(h, w)F2(w
−1hw,w−1u). (5.5)
The co-multiplication ∆ is defined via
∆F (h1, u1, h2, u2) = F (h1h2, u1)δu1(u2). (5.6)
The final ingredient we need is the universal R-element:
R(h1, u1, h2, u2) = δh1(u2)δe(u1). (5.7)
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The irreducible representations (irreps) of D(SU(2)) are classified in [26] and are
labelled by pairs (µ, s), where µ ∈ [0, 2π] labels a conjugacy class Cµ in SU(2) and s
labels an irrep of the centraliser of a chosen point on the conjugacy class. Explicitly,
we realise the rotation generators Ja as Ja = −
i
2
τa, where the τa are the Pauli matrices.
Then every element h ∈ SU(2) can be written in axis-angle parametrisation as
h(µ,n) = exp(µ(naJa)) (5.8)
for a unit vector (n1, n2, n3) and µ ∈ [0, 2π]. There are two single-element conjugacy
classes, C1 = {1} and C−1 = {−1}. In both cases the centraliser group is the whole of
SU(2), whose irreps are labelled by a positive half-integer, the spin. The other conjugacy
classes are topological two-spheres, consisting of all rotations by some angle µ ∈ (0, 2π)
about an arbitrary axis: Cµ = {h(µ,n)|n ∈ S
2}. In each class Cµ we single out the
rotation about the 3-axis hµ := exp(µJ3) to define the centraliser group belonging to
Cµ. That group therefore consists of all rotations around the 3-axis and is isomorphic
to U(1). Its representations are labelled by a half-integer, which one may think of as a
“Euclidean helicity” in the present context. We denote them by πs. For µ ∈ (0, 2π) and
s ∈ Z/2 let
Hs = {φ ∈ L
2(SU(2),C)|φ(xhω) = πs(h
−1
ω )φ(x)}. (5.9)
This is the carrier space of the representation Πµs. The action of an element F ∈
D(SU(2)) is
(Πµs(F )φ)(x) =
∫
SU(2)
dw F (xhµx
−1, w)φ(w−1x). (5.10)
The irreps labelled by (0, j), j = 0, 1/2, 1... are the standard spin j representations of
SU(2) with carrier space C2j+1. In order to simplify formulae in the following sections
it is convenient to realise this carrier space as a certain space Hj of functions on SU(2).
Writing Dj(x) for the matrix representing x ∈ SU(2) in the standard spin j representa-
tion and |j, j〉 for the highest weight vector in that representation, we define a function
φ for every ϕ ∈ C2j+1 via φ(x) = 〈j, j|Dj(x−1)|ϕ〉. Hj is the linear space of functions
obtained from C2j+1 in this way. Equivalently one could define it as the span of the
Wigner functions Djnj , n = −j,−j + 1, ..., j − 1, j on SU(2). Then the action of an
element F ∈ D(SU(2)) on φ ∈ Hj is
(Πj(F )φ)(x) =
∫
SU(2)
dw F (1, w)φ(w−1x). (5.11)
Finally we note the action of the universal R-element (5.7) in the tensor product repre-
sentation Πµ1s1 ⊗ Πµ2s2 on some state Φ ∈ Hs1 ⊗Hs2. It is
(Πµ1,s1 ⊗ Πµ2,s2 (R) Φ)(x1, x2)) = Φ(x1, x1hµ1x
−1
1 x2). (5.12)
In order to establish the relationship between D(SU(2))and ISO(3)∼ we need to
review some properties of ISO(3)∼. As a manifold ISO(3)∼ ≃ R3 × SU(2), and the
Haar measure on ISO(3)∼ is the product of the Lebesgue measure on R3 and the Haar
measure on SU(2). Concretely, if g = (a, u) ∈ ISO(3)∼ then we use the Haar measure
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dg = d3a du. Then we can realise the group algebra of ISO(3)∼ as described earlier
for general locally compact groups as the set M(ISO(3)∼) of bounded measures on
ISO(3) either absolutely continuous with respect to dg or pure point. Again representing
such measures by generalised functions fˆ1, fˆ2 (possibly including delta-functions) the
multiplication rule is the convolution
(fˆ1•ˆfˆ2)(a, u) =
1
2π3
∫
R3×SU(2)
d3b dw fˆ1(b, w)fˆ2(Ad(w
−1)(a− b), w−1u). (5.13)
Now we perform a Fourier transform on the first argument of fˆ , thus obtaining a function
f on (R3)∗ × SU(2):
f(k, x) =
1
(2π)3
∫
R3
d3a exp(−ik·a)fˆ(a, x). (5.14)
Elements of the dual space (R3)∗ have the dimension of inverse length. Eventually they
will physically be interpreted as momenta. Strictly speaking this is only possible after
the introduction of a constant of the dimension length×momentum, such as Planck’s
constant. Anticipating a more detailed discussion of dimensions and physical interpre-
tations in the next section we refer to (R3)∗ as momentum space from now onwards.
The Fourier transform of a bounded measure on R3 is a bounded, uniformly contin-
uous function on (R3)∗. Although not all bounded, uniformly continuous functions are
obtained in this way, we define the group algebra of ISO(3)∼ as the set of of bounded
measures on SU(2), absolutely continuous with respect to the Haar measure or pure
point, taking values in the Banach space of bounded, uniformly continuous functions on
(R3)∗. As in the case of D(SU(2)) we think concretely of generalised functions f on
(R3)∗×SU(2) which are bounded, uniformly continuous functions of the first argument
and measures of the form (5.1) with respect to the second. For reasons which will become
clear later we denote the set of all such generalised functions by A0. We give A0 the
structure of a Hopf algebra as follows. The product of two generalised functions f1, f2
in A0 is obtained by applying the Fourier transform (5.14) to the convolution product.
The result is
(f1 • f2)(k, u) =
∫
SU(2)
dw f1(k, w)f2(Ad(w
−1)k, w−1u). (5.15)
The group-like co-multiplication for ISO(3)∼ leads to the following co-multiplication for
f ∈ A0
(∆f)(k1, u1,k2, u2) = f(k1 + k2, u1)δu1(u2). (5.16)
One checks that with antipode
Sf(k, u) = f(−Ad(u−1)k, u−1), (5.17)
unit
1(k, u) = δe(u) (5.18)
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and co-unit
ǫ(f) =
∫
SU(2)
f(0, u) (5.19)
A0 is a co-commutative Hopf algebra.
The irreps of the Euclidean group ISO(3)∼ and hence also of A0 are labelled by
pairs of SU(2) orbits and centraliser representations, much like for the double D(SU(2)).
Now the relevant orbits are the orbits of the SU(2) action on (R3)∗. There is one orbit
consisting of the origin (0, 0, 0), and all the other orbits are two-spheres in (R3)∗. These
orbits are therefore naturally labelled by their radius. In the current context this radius
has the interpretation of Euclidean mass, so we denote it by M ∈ R≥0. If M = 0 the
centraliser group is the whole of SU(2), with irreps labelled by the spin j as before. For
M > 0 we single out the point dM3 = (0, 0,M) on the 3-axis. Then the centraliser group
is the group of rotations around the 3-axis. The generic irreps of ISO(3)∼ are therefore
labelled by pairs (M, s), with M > 0 and s ∈ Z/2 labelling an irrep of U(1). The carrier
spaces of such irreps are the Hilbert spaces Hs defined in (5.9). The action of f ∈ A0 is
(ΠMs(f)φ)(x) =
∫
SU(2)
dw f(k(x,M), w)φ(w−1x), (5.20)
where
k(x,M) = Ad(x)dM3 . (5.21)
Note that elements (a, u) ∈ ISO(3)∼ correspond to plane waves in momentum space and
δ-functions in SU(2): fa,u(k, v)) = exp(ia·k) δu(v). Applying the formula (5.20) to such
functions one obtains the familiar formula for the representation of (a, u) ∈ ISO(3)∼
(ΠMs((a, u))φ)(x) = exp(ia·k(x,M))φ(u
−1x). (5.22)
From the representation of the Lie group, we obtain representations of the Lie algebra
in the usual way. Writing da, a = 1, 2, 3, for the canonical basis of (R
3)∗ (d1 = (1, 0, 0)
etc. ) we have the following representation of generators Pa of translations:
(ΠMs(Pa)φ)(x) =
d
dǫ
(ΠMs((ǫda, 1))φ)(x)|ǫ=0 = i ka(x,M)φ(x). (5.23)
For the rotation generators Ja we find
(ΠMs(Ja)φ)(x) =
d
dǫ
(ΠMs((0, exp(ǫJa)))φ)(x)|ǫ=0,= −Jaφ(x) (5.24)
where Ja, a = 1, 2, 3, are the vector fields on SU(2) which generate the left action
of SU(2) on itself. We deduce in particular that the classical r-matrix (4.2) acts on
elements Φ of the tensor product Hs1 ⊗Hs2 via
((ΠM1s1 ⊗ ΠM2s2)(r)Φ)(x1, x2) = −i(ka(x1,M1)J
(2)
a )Φ(x1, x2), (5.25)
where we use the superscript (2) to indicate that J (2) acts on the second argument of Φ.
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The final ingredient we need in order establish the promised relationship between
D(SU(2)) and ISO(3)∼ is a family of exponential maps from the Lie algebra so(3) to
SU(2). Let Jκa = κJa for a real, positive parameter κ, so that
[Jκa , J
κ
b ] = κǫabcJ
κ
a . (5.26)
Then define
expκ : (R
3)∗ → SU(2), expκ(k) = exp(kaJ
κ
a ). (5.27)
This map is injective when restricted to the open Ball B3(2π/κ) of radius 2π/κ in (R
3)∗,
but it is not surjective: the image of B3(2π/κ) is SU(2)\{−1}. Now let kˆ = k/|k| for
k 6= 0, and write S2(2π/κ) for the two-sphere of radius 2π/κ in (R
3)∗. Then define the
space
Vκ = {f ∈ CB((R
3)∗)|f |S2
2pi/κ
= const, f(k − (4π/κ)kˆ) = f(k) ∀k ∈ R3\{0}}. (5.28)
Note that any f ∈ Vκ necessarily takes the same value on all two-spheres of radius
4mπ/κ, m ∈ Z as at the origin. For us Vκ is important because it contains the image of
the pull-back map
exp∗κ : CB(SU(2))→ CB((R
3)∗). (5.29)
This map is injective and its inverse can be defined if we restrict it to Vκ. We denote
the inverse by
log∗κ : Vκ → CB(SU(2)). (5.30)
Finally we define, for fixed κ, the space Aκ as the space of Vκ-valued, bounded, absolutely
continuous or pure point measures on SU(2). Again we think of elements ofAκ concretely
as functions on (R3)∗ × SU(2) which are in Vκ as function of the first argument and of
the form (5.1) in the second argument. It is clear that for each positive value of κ,
Aκ ⊂ A0 and that Aκ inherits an algebra structure from A0. In fact Aκ is a consistent
truncation of A0 as an algebra: Aκ is closed under the multiplication • (5.15) and the
unit (5.18) of A0 is contained in Aκ. However, the co-multiplication ∆ (5.16) does not
map Aκ into Aκ⊗Aκ, so that Aκ is not a consistent truncation of A0 as a Hopf algebra.
We shall now show how to turn Aκ into a quasi-triangular Hopf algebra by introducing
a deformed co-multiplication.
To construct the new co-multiplication we extend the map (5.29) to a map
EXP∗κ : D(SU(2))→ Aκ, (5.31)
by pull-back on the first argument. This map is again invertible, and we denote the
inverse by
LOG∗κ : Aκ → D(SU(2)). (5.32)
Now we can use the κ-dependent bijection EXPκ to induce a Hopf-algebra structure
from D(SU(2)) on Aκ. This re-produces the κ-independent multiplication rule (5.15),
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the antipode (5.17), unit (5.18) and co-unit (5.19). The co-multiplication Aκ → Aκ⊗Aκ,
however, does depend on κ:
(∆κf)(k1, u1,k2, u2) = LOG
∗
κ(f(expκ(k1) expκ(k2), u1)) δe(u
−1
1 u2). (5.33)
For a better understanding of this formula and of the limit we will consider shortly, it
is useful to think of it in terms of the Baker-Campell-Hausdorff expression for the product
of exponentials of Lie algebra elements X, Y ∈ su(2): exp(X) exp(Y ) = exp(X ∗ Y ),
where
X ∗ Y = X + Y +
1
2
[X, Y ] +
1
12
[X, [X, Y ]] +
1
12
[[X, Y ], Y ] + .... (5.34)
With X = ka1J
κ
a ,Y = k
a
2J
κ
a , this induces a κ-dependent product on (R
3)∗:
k1 ∗ k2 = k1 + k2 +
κ
2
k1 ∧ k2 +
κ2
12
(k1 ·k2(k1 + k2)− k
2
1k2 − k
2
2k1) + .... (5.35)
This is the product used in the first argument of f ∈ Aκ to define the co-product in
(5.33). Thinking of the k1,k2 as momenta we should think of (5.35) as a “curved”
momentum addition, which reduces to the usual linear addition in the limit κ→ 0.
The universal R-element (5.7) of D(SU(2))⊗D(SU(2)) can be mapped into Aκ⊗Aκ
via the pull-back EXP∗κ ⊗ EXP
∗
κ. We denote the pull-back by Rκ, i.e.
Rκ = (EXP
∗
κ ⊗ EXP
∗
κ)(R). (5.36)
Thus we obtain a family (Aκ, •,∆κ, 1, ǫ, S, Rκ) of quasi-triangular Hopf algebras which
are all isomorphic to D(SU(2)) for κ > 0. The last remark in the previous paragraph
shows that the co-multiplication in Aκ tends to the co-commutative co-product of A0
(5.16) in the limit κ→ 0.
The relation between the universal R-element Rκ and the r-matrix (4.2) of iso(3)
can now be established as follows. Since Rκ ∈ Aκ ⊗ Aκ ⊂ A0 ⊗ A0 we can let it act in
an irrep ΠM1,s1 ⊗ΠM2,s2 of A0⊗A0 and consider the limit κ→ 0. To keep the following
formulae simple we write Π1 ⊗ Π2 instead of ΠM1s1 ⊗ΠM2s2. Then
Rκ(k1, y1,k2, y2) = δe(expκ(k1)y
−1
2 )δe(y1). (5.37)
Acting on Φ ∈ Hs1 ⊗Hs2 via Π1 ⊗Π2 gives
(Π1 ⊗ Π2(Rκ)Φ)(x1, x2) = Φ(x1, expκ(k(x1,M1)) x2), (5.38)
where we have used the notation (5.21). Then we find for small κ
(Π1 ⊗ Π2(Rκ) Φ)(x1, x2) = (1⊗ 1 + κ k
a(x1,M1)J
(2)
a ) Φ(x1, x2) + O(κ
2). (5.39)
The term of order κ is the action of r in the representation Π1 ⊗ Π2 (5.25). Since the
above statement is true in any representation, we conclude that in the limit κ→ 0
Rκ = 1⊗ 1 + iκ r + O(κ
2). (5.40)
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6 Discussion and outlook
In the previous section we have implemented the key step of the combinatorial quan-
tisation procedure for the case of Euclidean three dimensional gravity. The quantum
R-matrix Rκ can now be used to define the graph algebra as introduced and discussed
in [1] and [2]. The relations defining this algebra are numerous and complicated and will
not be repeated here. From the graph algebra one obtains another algebra, introduced
in [2] and called the moduli algebraM in [3], by taking a quotient and imposing various
conditions. The moduli algebra is the quantisation of the commutative algebra of func-
tions on the classical moduli spaceM(G, g, C1, ..., Cm), which in our case is interpreted as
the gravitational phase space. The algbra M may thus be thought of as the algebra of
observables in quantised three-dimensional gravity. It would clearly be very interesting
to study this algebra in more detail, and to interpret it physically. This should probably
be done in the case of Lorentzian gravity, where the physical interpretation is clearer.
One important aspect of that discussion will be a clear understanding of the classical
limit. Here we only note that this limit is related to the limit κ→ 0 of our deformation
parameter, as can be seen by a simple dimensional analysis. In units where the speed
of light c is 1, the gravitational coupling constant G3 in three dimensions (Newton’s
constant) has the dimension of inverse mass. The elements k of the space (R3)∗ defined
in the previous section have the dimension of inverse length. Since the argument of
the exponential function (5.27) must be dimensionless, it follows that the deformation
parameter κ has the dimension of length. Since G3 and Planck’s constant ~ are the
only available physical constants in pure three dimensional quantum gravity (having set
c = 1), it follows that κ is proportional to ~G3. The classical limit ~ → 0 therefore
corresponds, for fixed G3, to the limit κ→ 0.
The final step in the quantisation program, carried out for compact gauge groups in
[3], is the construction of a representation of the moduli algebraM on a suitable Hilbert
space. The implementation of this step for three dimensional quantum gravity would
again be of great interest. For Riemann surfaces with genus zero one almost certainly
reproduces the results of [5], where the Hilbert space of m distinguishable particles on
a genus zero surface is constructed from irreps of D(SU(2)). As pointed out in [5] the
R-element of D(SU(2)) provides a representation of the braid group action on the multi-
particle Hilbert space. As further explained in [31], the analogous braid group action
in the Lorentzian case allows one to compute the gravitational quantum scattering of
particles, at least in principle. In practice there are a number of conceptual and practical
problems, addressed in [6]. Within the combinatorial quantisation programme it is not
difficult also to consider particles on Riemann surfaces of higher genus. As explained
in [3] one is guaranteed to obtain a Hilbert space which carries a representation of the
mapping class group of the surface. In gravity, the requirement of diffeomorphism invari-
ance implies that only states which are invariant under the action of the mapping class
group are phyiscal. The scheme outlined here thus leads to a natural implementation of
diffeomorphism invariance in quantum gravity, something which has proved difficult in
other approaches.
Mathematically, a number of issues need to be resolved. The classical moduli spaces
M(G, g, C1, ..., Cm) for the non-compact gauge groups in table 1 should be investigated
rigorously, and both their symplectic and their singularity structure should be clarified.
Here the more geometric approach to the symplectic structure developed in [29] and [30]
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may be useful. Looking ahead, a number of generalisations of our sects. 4 and 5 should
be studied. The deformation of the group algebra of ISO(3)∼ to the quantum double
D(SU(2)) described in sect. 5 of this paper can be generalised to semi-direct product
groups of the form h⋊H , where H is an arbitrary locally compact unimodular Lie group
and h the Lie algebra of H , thought of as an abelian group under addition, with H acting
via conjugation. Applying the procedure described in this paper, the group algebra of
h⋊H can be deformed to D(H). More ambitiously, it would be interesting to include the
cosmological constant in our discussion. In [7] the quantum group SLq(2,C)R was argued
to be relevant in the combinatorial quantistation of SL(2,C) Chern-Simons theory. This
would suggest an interesting connection between the quantum group SLq(2,C)R and the
quantum doubles D(SU(2)) and D(SO(2, 1)).
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