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Abstract 
Liquid-liquid segmented flows in a square microchannel are investigated numerically using a 
hybrid front-tracking/front-capturing method.  The code is found to be well-adapted to a large 
range of flow parameters, but droplet flows are limited by poor accuracy at Laplace number 
above 100 – 1000 and plug flows are limited by the code’s current inability to adequately model 
the flow in thin films at low capillary numbers.  A Schwarz-Aitken acceleration technique is 
investigated as a means to reduce computation time, but is found not to be advantageous 
compared to the parallel multigrid formulation of the code.  Numerical simulations are divided 
into pressure-driven flows in a stationary channel and flows in a rotating channel, which may be 
driven by a combination of pressure gradients and centrifugal effects.  A large set of parametric 
studies is run for pressure-driven flows of droplets and thick-film plugs.  Pressure loss for these 
flows is shown to be predicted to within 13% by a single-phase model, with more precise 
predictions requiring knowledge of the droplet or plug volume and frequency.  In rotationally-
driven plug flows, both the plug mobility and the pressure drop are shown to be highly 
influenced by the buoyancy of the plug induced by the apparent centrifugal acceleration.  High 
buoyancy, or large Eötvös numbers, can even reverse the slope of the plug mobility-capillary 
number relation and result in total bypass flow at low capillary numbers.  Meanwhile, Coriolis 
acceleration is shown to cause the plugs to drift to an off-centre equilibrium position in the 
channel.  This drift is typically small and proportional to the angular speed of the channel, but 
both the magnitude and, surprisingly, the direction of the drift depend on the Reynolds number 
of the flow.  Further research is recommended to further quantify and explain these phenomena. 
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Chapter 1.  Introduction 
1.1.  Background 
The flow of two non-mixing fluids through micro-scale channels is one of interest in multiple 
fields, ranging from oil recovery to monolith reactors to automated “lab on a chip” chemical 
assays for drug discovery and other applications [1] [2] [3] [4] [5].  In bioanalytic lab-on-a-chip 
applications, as an example, the ability of the flow in the chip to automatically encapsulate 
droplets of the testing liquid allows for small sample volumes and high throughput of isolated 
chemical reactions.  However, the proper design of such devices requires a detailed 
understanding of the physics of the flows. 
 
When investigating the flows in a laboratory setting, there are a small number of easily 
measurable quantities of particular importance.  One of these is the drop in pressure along the 
channel as a result of the flow.  The pressure drop for fully developed flow for a single 
continuous fluid is well known, and depends on the flow rate and the size and shape of the 
channel.  However, when droplets of a second fluid are introduced into the flow, complex 
interactions change the flow profile and thus the pressure drop.  Predicting the changes in the 
pressure drop is important, both because the pressures needed to drive the flow at the microscale 
can be considerable, and because the pressure drop determines which path the dispersed fluid 
will follow when using branching circuits [6] [7]. 
 
Another parameter of interest is the speed of the flow, and particularly the speed of the droplets 
of the dispersed fluid.  For lab-on-a-chip-type applications, for example, where an optical sensor 
may be used to detect scintillation in the droplet, it is important for the droplet to move slowly 
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enough for the sensor to obtain proper readings.  Even if the volumetric flow rates are known, 
however – either as system inputs or by measurement of the output – the speed of the droplets 
depends on their size, which depends on both the design and the operating parameters of the chip 
itself. 
 
1.2.  Pressure-driven segmented flows 
Experiments have demonstrated a wide variety of two-phase flow regimes in microchannels, 
including droplet flow, plug flow, slug flow, annular flow, and non-uniform flows such as churn 
flow, annular flow with surface waves, and annular-droplet flow [8] [9] [10] [11].  The present 
manuscript focuses on droplet and plug flows, as shown in Figure 1.1, where one liquid – the 
dispersed phase – nominally forms a train of identical droplets or plugs, while another liquid – 
the carrier fluid, or the continuous phase – separates these entities from each other and from the 
channel walls.  The channel is modelled as having a uniform rectangular cross-section, with sides 
of length 𝐷∗ and 𝐴𝑅 ∙ 𝐷∗, where 𝐴𝑅 ≥ 1 is the aspect ratio.  The continuous phase is assumed to 
completely wet the channel walls, so there are no triple contact points anywhere in the domain. 
 
The following are the definitions of terminology as used in this manuscript.  The volume, 𝕍𝐷
∗ , of 
each dispersed entity is expressed as an effective diameter, 𝐷𝐷
∗ = [6 ∙ 𝕍𝐷
∗ /𝜋 ]1/3.  The entity is 
described as a droplet if this diameter is smaller than the smallest channel width (𝐷𝐷
∗ < 𝐷∗), and 
as a plug if the diameter is roughly equal to or larger than the channel width (𝐷𝐷
∗ ≳ 𝐷∗).  Either a 
droplet or a plug may be referred to as a bubble if it is a gaseous phase, whether or not the effect 
of gravity is negligible.  A train of droplets is referred to as droplet flow or capillary flow.  A 
train of plugs is referred to as plug flow.  It may also be referred to as Taylor flow, especially in a  
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Figure 1.1.  Diagram of sample droplet (capillary) and plug flows. 
 
round capillary tube.  The region between successive droplets or plugs may be referred to as a 
carrier fluid slug, though this term is more often reserved for a recirculating carrier fluid entity 
which travels with the droplets or plugs, as shown in Figure 1.2.  The portion of the carrier fluid 
which flows past these slugs without mixing (except by diffusion, in laminar flows) is termed the 
bypass flow.  Segmented flows which lack the recirculating carrier fluid slugs entirely are known 
as total bypass flows. 
 
 
Figure 1.2.  Dimensionless pressure field and streamlines in the centre-plane of a droplet channel 
flow showing recirculation in the droplets and in a carrier fluid slug.  Streamlines shown are 
generated using the droplet-relative velocity, i.e., the steady-state velocity of the droplets has 
been subtracted from the velocity field. 
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In the scope of the original research presented here, the channels are presumed to be sufficiently 
long that one may focus on fully-developed droplet trains in the channel, ignoring entrance and 
exit effects.  The mean droplet spacing, measured centroid-to-centroid, is denoted by 𝜆∗, as 
shown in Figure 1.2. 
 
For the flow to remain segmented, the dispersed fluid and carrier fluid must be immiscible.  At 
the interface between the two fluids, there will be an interfacial tension, 𝜎𝐶,𝐷
∗ , caused by the 
existence of higher molecular attraction within each fluid than between neighbouring molecules 
of the two fluids.  For curved interfaces, this results in an extremely localised pressure jump 
across the interface equal to Δ𝑃∗ = 2 ∙ 𝜎𝐶,𝐷
∗ /𝑅𝐶
∗ , where 𝑅𝐶
∗  is the local mean radius of curvature 
of the interface.  Thus, for a convex droplet, the pressure just inside the interface will be higher 
than the pressure just outside, with the difference depending on the local curvature and the local 
value of the interfacial tension. 
 
1.2.1.  Non-dimensionalization 
In the interest of generalising the results of the present study, the parameters of interest have 
been reduced to a set of dimensionless parameters.  In the notation used henceforward, starred 
symbols will represent physical, dimensional parameters and un-starred symbols will be assumed 
dimensionless.  The density and dynamic viscosity of the carrier fluid, 𝜌𝐶
∗  and 𝜇𝐶
∗ , are used as the 
characteristic density and viscosity scales, respectively.  The length scale is the hydraulic 
diameter of the channel. 
𝐷ℎ
∗ =
2 ∙ 𝐴𝑅 ∙ 𝐷∗
1 + 𝐴𝑅
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Other characteristic scales will be formed by combinations of the above three values.  The 
material properties of the dispersed fluid are presented as density and viscosity ratios. 
𝜌𝐷 =
𝜌𝐷
∗
𝜌𝐶
∗ ≡ 𝛾 
𝜇𝐷 =
𝜇𝐷
∗
𝜇𝐶
∗ ≡ 𝜅 
 
The dimensionless cross-sectional area of the square channel is given as 𝑠. 
𝑠 =
𝐴𝑐𝑟𝑜𝑠𝑠−𝑠𝑒𝑐𝑡𝑖𝑜𝑛
∗
𝐷ℎ
∗2 =
(1 + 𝐴𝑅)2
4 ∙ 𝐴𝑅
 
 
Flowrates may be expressed as superficial velocities for the carrier fluid, 𝐽𝐶
∗ =
𝑄𝐶
∗
𝑠∙𝐷ℎ
∗2; dispersed 
fluid, 𝐽𝐷
∗ =
𝑄𝐷
∗
𝑠∙𝐷ℎ
∗2; and total flow, 𝐽
∗ = 𝐽𝐶
∗ + 𝐽𝐷
∗ .  The dimensionless form of these velocities is the 
Reynolds number, which is an indicator of the relative importance of inertial effects to viscous 
forces.  The Reynolds number primarily presented here will be 𝑅𝑒𝑇, the Reynolds number based 
on the total superficial velocity. 
𝑅𝑒𝑇 =
𝜌𝐶
∗ ∙ 𝐽∗ ∙ 𝐷ℎ
∗
𝜇𝐶
∗  
 
Interfacial tension will be introduced via the capillary number, 𝐶𝑎𝑇, which is a dimensionless 
indicator of the relative importance of viscous forces to capillary forces. 
𝐶𝑎𝑇 =
𝜇𝐶
∗ ∙ 𝐽∗
𝜎𝐶,𝐷
∗  
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Alternatively, the Weber number, 𝑊𝑒𝑇, may be considered, which directly compares inertial 
effects to capillary (interfacial) forces.  The Laplace number, 𝐿𝑎, involves the competition of all 
three sets of forces, but has the benefit of being independent of the velocity, depending only on 
the fluid properties and channel size. 
𝑊𝑒𝑇 = 𝐶𝑎𝑇 ∙ 𝑅𝑒𝑇 =
𝜌𝐶
∗ ∙ 𝐽∗2 ∙ 𝐷ℎ
∗
𝜎𝐶,𝐷
∗  
𝐿𝑎 =
𝑅𝑒𝑇
𝐶𝑎𝑇
=
𝜌𝐶
∗ ∙ 𝐷ℎ
∗ ∙ 𝜎𝐶,𝐷
∗
𝜇𝐶
∗2  
 
Time and pressure may also be non-dimensionalized using the viscous scales. 
𝑡 =
𝜇𝐶
∗ ∙ 𝑡∗
𝜌𝐶
∗ ∙ 𝐷ℎ
∗2 
𝑃 =
𝐷ℎ
∗ ∙ 𝑃∗
𝜇𝐶
∗ ∙ 𝐽∗
 
 
1.2.2.  Droplet velocity 
In segmented liquid-liquid flows, there are a small number of velocity scales that may be easily 
measured in laboratory settings.  These include the superficial velocities, 𝐽𝐶
∗ , 𝐽𝐷
∗ , and 𝐽∗ = 𝐽𝐶
∗ +
𝐽𝐷
∗ , determined from the flow rates of the two liquids and the dimensions of the channel.  If the 
channel material and carrier fluid are optically clear – or if some other method of detecting the 
presence of droplets at particular locations exists – then the speed of the droplet or plug, 𝑤𝐷
∗ , may 
also be measured by, for example, high-speed photography.  This droplet speed, 𝑤𝐷
∗ , is defined 
as the speed at which the interface travels along the channel, or equivalently as the mean speed 
of the fluid in the droplet or plug. 
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All velocities are properly scaled by the total superficial velocity, 𝐽∗, as this was the velocity 
scale used in defining the Reynolds number.  A parameter commonly found in literature is the 
volumetric flow rate fraction, or volumetric flow ratio, 𝛽𝐶 ≡
𝑄𝐶
∗
𝑄𝐶
∗+𝑄𝐷
∗ =
𝐽𝐶
∗
𝐽∗
 [12] [13].  This can also 
be expressed as the dispersed flow rate fraction, 𝛽𝐷 ≡ 1 − 𝛽𝐶 =
𝐽𝐷
∗
𝐽∗
.  This is not to be confused 
with the void fraction, 𝜀𝐷 ≡
𝕍𝐷
∗
𝕍𝐶
∗ +𝕍𝐷
∗ =
(𝜋/6)𝐷𝐷
∗3
𝜆∗∙𝑠∙𝐷ℎ
∗2 , which is the fraction of the channel volume that is 
occupied by the dispersed phase. 
 
The mobility of a droplet, 
𝑤𝐷
𝐽
, is another commonly-reported parameter [14] [15].  It indicates the 
speed of the dispersed phase relative to the total superficial velocity.  A mobility of unity 
indicates the two phases travel at the same speed, as is seen in wetting plug flows or in 
emulsions, while a mobility much greater than one indicates that the dispersed phase moves very 
quickly while the continuous phase remains relatively still, as may be seen in rising bubbles in a 
column, for example. 
 
Far from the droplet, the carrier fluid velocity profile approaches that of a single-phase flow, 
with a parabolic profile in a round channel and a similar profile in a square channel.  The 
maximum velocity in both cases is in the channel centre, and is equal to 𝑤𝑚𝑎𝑥,1−𝑝 = 2 ∙ 𝐽 for a 
circular cross-section and 𝑤𝑚𝑎𝑥,1−𝑝 ≈ 2.096 ∙ 𝐽 in a square channel [16].  If the droplet is 
travelling faster than this value (i.e., 
𝑤𝐷
𝐽
> 2.096 for a square channel), then all of the carrier 
fluid may be moving more slowly than the droplet, resulting in total bypass flow.  If the droplet 
is travelling more slowly than this value, then a portion of the carrier fluid near the centre of the 
channel must move faster than the droplet, resulting in recirculating carrier fluid slugs ahead of 
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and behind the droplets.  These recirculating slugs may be attached to the tip and/or tail of the 
droplet, in which case the separation between carrier fluid slug and bypass flow is defined by 
stagnation rings on the interface – rings on which the fluid velocity relative to the motion of the 
centroid of the droplet is zero [17]. 
 
Another parameter that may be reported is the slip ratio, defined as the ratio of the average 
streamwise velocity of the dispersed phase to the average streamwise velocity of the carrier 
phase, 𝑆 ≡
?̅?𝐷
∗
?̅?𝐶
∗ =
𝑄𝐷
∗ /𝕍𝐷
∗
𝑄𝐶
∗/𝕍𝐶
∗ .  The relation between mobility and slip ratio is easily derived. 
𝑆 =
(1 − 𝜀𝐷) ∙
𝑤𝐷
𝐽
1 − (𝜀𝐷 ∙
𝑤𝐷
𝐽 )
 
 
Thus, as the void fraction tends to zero – such as for very small droplets (𝐷𝐷 ≪ 1) or for a single 
droplet/plug in a long channel (𝐷𝐷 ≪ 𝜆) – the slip ratio and the mobility become asymptotically 
the same.  These parameters are also related to the volumetric flow ratio as follows. 
 
𝑤𝐷
𝐽
=
1
𝜀𝐷
(1 − 𝛽𝐶) 
𝑆 =
(1 − 𝜀𝐷)
𝛽𝐶
∙
𝑤𝐷
𝐽
 
 
1.2.3.  Pressure drop 
For steady-state fully developed laminar single-phase flow in a long pipe of hydraulic diameter 
𝐷ℎ
∗, the pressure gradient along the pipe (denoted as the 𝑧-direction) is known to be a constant, 
with magnitude of 
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−
𝜕𝑃𝑎𝑏𝑠∗
𝜕𝑧∗
=
𝑓 ∙ 𝑅𝑒
2
∙
𝜇∗ ∙ 𝐽∗
𝐷ℎ
∗2  
where 𝑃𝑎𝑏𝑠∗ is the local pressure in the fluid, 𝐽∗ is the superficial velocity, 𝑅𝑒 is the Reynolds 
number based on 𝐽∗, and 𝑓 is the Darcy friction factor.  This may be non-dimensionalized as 
𝛱1−𝑝ℎ𝑎𝑠𝑒,𝑇 = −
𝐷ℎ
∗3
𝜇𝐶
∗ ∙ 𝐽∗
∙
𝜕𝑃𝑎𝑏𝑠∗
𝜕𝑧∗
=
𝑓 ∙ 𝑅𝑒𝑇
2
 
 
For a channel of rectangular cross section and aspect ratio 𝐴𝑅 ≥ 1, 𝑓 ∙ 𝑅𝑒𝑇 is a constant defined 
as follows [16]. 
𝑓 ∙ 𝑅𝑒𝑇 =
96 ∙ 𝐴𝑅2
(1 + 𝐴𝑅)2
∙ [1 −
192
𝜋5 ∙ 𝐴𝑅
∑(
𝑡𝑎𝑛ℎ [(2𝑗 − 1) ∙
𝜋
2 ∙ 𝐴𝑅]
(2𝑗 − 1)5
)
∞
𝑗=1
]
−1
 
 
This value will henceforth be designated as (𝑓 ∙ 𝑅𝑒𝑇)1−𝑝ℎ𝑎𝑠𝑒. 
 
For a square channel, 𝐴𝑅 = 1, and the above simplifies to 
(𝑓 ∙ 𝑅𝑒𝑇)1−𝑝ℎ𝑎𝑠𝑒 = 24 ∙ [1 −
192
𝜋5
∑(
𝑡𝑎𝑛ℎ [(2𝑗 − 1) ∙
𝜋
2]
(2𝑗 − 1)5
)
∞
𝑗=1
]
−1
≈ 56.9083 
In contrast, the value in a circular duct is (𝑓 ∙ 𝑅𝑒𝑇)1−𝑝ℎ𝑎𝑠𝑒 = 64. 
 
When a dispersed phase is introduced into a continuous phase flow, the pressure drop will 
increase.  The two-phase pressure drop is commonly characterised by comparing it with a 
theoretical single-phase pressure drop [12] [18] [19].  Lockhart and Martinelli defined a two-
phase frictional multiplier, 𝜑2, as the ratio of the mean pressure drop of the two-phase flow to 
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the pressure drop that would be seen if only the continuous carrier phase fluid were flowing in 
the channel at the same flow rate, 𝐽𝐶
∗  [12]. 
𝛱1−𝑝ℎ𝑎𝑠𝑒,𝐶 = 𝛽𝐶
(𝑓 ∙ 𝑅𝑒𝑇)1−𝑝ℎ𝑎𝑠𝑒
2
 
𝜑2 ≡
𝛱2−𝑝ℎ𝑎𝑠𝑒
𝛱1−𝑝ℎ𝑎𝑠𝑒,𝐶
 
 
As can be seen from the 𝛽𝐶 term in the above equations, the increase in the pressure drop relative 
to the carrier fluid flow is partially due to the increase in the total flow rate.  This effect can be 
filtered out by defining a modified pressure drop ratio based on the theoretical single-phase 
pressure drop of the carrier phase if it had the same total flow rate as the two-phase flow. 
𝜑𝑇
2 =
𝛱2−𝑝ℎ𝑎𝑠𝑒
𝛱1−𝑝ℎ𝑎𝑠𝑒,𝑇
 
 
This parameter is also denoted by 𝜑𝑙𝑜
2  in the nomenclature of Awad [20].  The two relative 
pressure drop parameters are related by the volumetric flow rate ratio, 𝛽𝐶. 
𝜑2 =
1
𝛽𝐶
∙ 𝜑𝑇
2  
 
As justification for introducing this modified parameter, it can be noted that in regions of carrier 
fluid sufficiently far from any dispersed phase, both numerical simulations and experiment show 
that the flow approximates the standard unidirectional single-phase velocity profile for a square 
channel at the total flow rate, 𝑄𝑇
∗  [21] [3]. 
 
 11 
Another approach, variations of which have been used by various researchers, is to isolate the 
effect of individual droplets on the pressure drop [3] [7].  For a channel segment of length 𝐿∗ 
containing 𝑛𝐷 uniform droplets, this may be done as follows. 
(Δ𝑃𝑎𝑏𝑠)𝐿 = 𝛱2−𝑝ℎ𝑎𝑠𝑒 ∙ (
𝐿∗
𝐷ℎ
∗) = 𝛱1−𝑝ℎ𝑎𝑠𝑒,𝑇 ∙ (
𝐿∗
𝐷ℎ
∗) + 𝑛𝐷 ∙ (
𝐷ℎ
∗
𝜇𝐶
∗ ∙ 𝐽∗
∙ Δ𝑃𝑑𝑟𝑜𝑝
∗ ) 
 
Effectively, this model starts with a nominal pressure drop based on the carrier fluid and the total 
flow rate – which is what is seen far from the droplets – and assumes that each droplet adds to 
this pressure drop a fixed amount, Δ𝑃𝑑𝑟𝑜𝑝
∗ , which may depend on a number of factors.  Figure 1.3 
demonstrates this graphically for a sample simulation, which will be presented in Chapter 4.  The 
dimensionless mean pressure at the channel walls, 𝑃𝑤𝑎𝑙𝑙
𝑎𝑏𝑠 , is plotted.  For a section of the wall that 
is far from the plug, the slope of this curve is constant and equal to 𝛱1−𝑝ℎ𝑎𝑠𝑒,𝑇.  Δ𝑃𝑑𝑟𝑜𝑝 =
𝐷ℎ
∗
𝜇𝐶
∗ ∙𝐽∗
∙
Δ𝑃𝑑𝑟𝑜𝑝
∗  is then the offset between this linear portion before the plug and the linear portion after it, 
as shown in the figure.  This dimensionless parameter, which will be denoted by 𝛹, will be 
referred to as the droplet effect parameter.  The two-phase pressure drop can then be written as 
follows. 
𝛱2−𝑝ℎ𝑎𝑠𝑒 =
(𝑓 ∙ 𝑅𝑒𝑇)1−𝑝ℎ𝑎𝑠𝑒
2
+
𝑛𝐷
𝐿∗/𝐷ℎ
∗ ∙ 𝛹 
Using this definition in the pressure drop parameter yields the following. 
𝜑𝑇
2 = 1 +
𝑛𝐷
𝐿∗/𝐷ℎ
∗ ∙ [
2
(𝑓 ∙ 𝑅𝑒𝑇)1−𝑝ℎ𝑎𝑠𝑒
∙ 𝛹] 
 
The term in brackets above is equivalent to the effective hydraulic resistance length of a single 
droplet as modelled by Labrot et al. [7].  It should be noted that when the length 𝐿∗ is very large, 
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or is a multiple of the periodic spacing, the term 𝑛𝐷/𝐿
∗ is equivalent to the droplet spatial 
frequency, 𝜆∗−1.  The relations between the three pressure drop parameters – 𝜑2, 𝜑𝑇
2 , and 𝛹 – 
may then be summarised as follows. 
𝜑2 =
1
𝛽𝐶
∙ 𝜑𝑇
2 =
1
𝛽𝐶
∙ [1 +
2 ∙ 𝛹
𝜆 ∙ (𝑓 ∙ 𝑅𝑒𝑇)1−𝑝ℎ𝑎𝑠𝑒
] 
 
 
Figure 1.3.  Average dimensionless wall pressure along a portion of the channel for Case N6 at 
equilibrium.  Two plugs (𝐷𝐷 = 1.0) were simulated in a channel section of length 20 at 𝑅𝑒𝑇 =
3.6 and 𝐶𝑎𝑇 = 0.095.  Further details are available in Table A.5 in Appendix A.  The dotted line 
represents the projected pressure based on a linear regression of 𝑃𝑤𝑎𝑙𝑙
𝑎𝑏𝑠  from 𝑧 = 0 to 𝑧 = 3 using 
193 data points.  The standard errors of the regression parameters were less than the seven 
significant digits reported in the pressure data.  A rendered image of the plug in the plotted 
portion of the domain is shown underneath the plot to show its 𝑧-position relative to the pressure 
profile. 
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The droplet effect parameter, 𝛹, is thus a measure of how much each droplet increases (or 
decreases, if negative) the total pressure drop relative to single-phase flow at the same bulk flow 
rate. 
 
It may be noted that the volumetric flow ratio, 𝛽𝐶, is related to the void fraction, 𝜀𝐷, which is, in 
turn, related to the periodic spacing, 𝜆∗. 
𝛽𝐶 = 1 − 𝜀𝐷
𝑤𝐷
𝐽
= 1 − (
𝐷ℎ
∗
𝜆∗
) (
𝕍𝐷
∗
𝑠 ∙ 𝐷ℎ
∗3)
𝑤𝐷
𝐽
 
The frictional multiplier, 𝜑2, may therefore be re-written to reflect its independence on any one 
of these parameters. 
𝜑2 =
1
𝛽𝐶
[1 + (
𝑠 ∙ 𝐷ℎ
∗3
𝕍𝐷
∗ ) (
1 − 𝛽𝐶
𝑤𝐷/𝐽
)
2
(𝑓 ∙ 𝑅𝑒)1−𝑝ℎ𝑎𝑠𝑒
𝛹] 
𝜑2 =
1
(1 − 𝜀𝐷
𝑤𝐷
𝐽 )
[1 + (
𝑠 ∙ 𝐷ℎ
∗3
𝕍𝐷
∗ ) 𝜀𝐷
2
(𝑓 ∙ 𝑅𝑒)1−𝑝ℎ𝑎𝑠𝑒
𝛹] 
𝜑2 =
1
[1 − (
𝐷ℎ
∗
𝜆∗ ) (
𝕍𝐷
∗
𝑠 ∙ 𝐷ℎ
∗3)
𝑤𝐷
𝐽 ]
[1 + (
𝐷ℎ
∗
𝜆∗
)
2
(𝑓 ∙ 𝑅𝑒)1−𝑝ℎ𝑎𝑠𝑒
𝛹] 
 
1.2.4.  Periodic pressure field 
It should be noted that, while the pressure drop 𝜕𝑃𝑎𝑏𝑠/𝜕𝑧 = 𝛱1−𝑝ℎ𝑎𝑠𝑒 is constant for a single 
fluid in steady, laminar channel flow, the same is not true for multiphase flows.  The average 
pressure drop (or driving force) 𝛱2−𝑝ℎ𝑎𝑠𝑒 may be constant, but the interaction of the two fluids 
will cause complex three-dimensional flow features, in addition to the pressure drop across the 
fluid-fluid interface, which will cause the local pressure gradients to vary. 
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In the case of uniform droplet or plug train flows, it may be useful to view the flow in terms of 
periodic subdomains containing some number 𝑛𝐷 of droplets or plugs.  The pressure, 𝑃
𝑎𝑏𝑠, 
would continuously decrease from one subdomain to the next down the channel.  However, a 
periodic pressure field, 𝑃, may be defined as follows, assuming the bulk flow is in the positive 𝑧-
direction. 
𝑃 ≡ 𝑃𝑎𝑏𝑠 + 𝛱2−𝑝ℎ𝑎𝑠𝑒 ∙ 𝑧 + 𝑐(𝑡) 
The newly-defined pressure field then satisfies the periodic condition. 
𝑃(𝑥, 𝑦, 𝑧, 𝑡) = 𝑃(𝑥, 𝑦, 𝑧 + 𝑛𝐷 ∙ 𝜆, 𝑡) 
The constant 𝑐(𝑡) is arbitrary, and may be chosen, for example, such that 
∰ 𝑃(𝑥, 𝑦, 𝑧, 𝑡)𝑑𝕍
𝑠𝑢𝑏𝑑𝑜𝑚𝑎𝑖𝑛
= 0.  In the more general case, if the average pressure gradient is 
−?⃑? , then the absolute and periodic pressure gradients are related as follows. 
−∇⃑ 𝑃𝑎𝑏𝑠 = −∇⃑ 𝑃 + ?⃑?  
Thus, 𝑃 is the local deviation of the pressure field from one with a constant gradient of 
magnitude 𝛱. 
 
1.3.  Flows in a rotating reference frame 
Centrifugally-driven flows, or centrifugal microfluidic platforms, in which a micro-channel is 
installed on a compact disc-like base and high-speed rotation of the device drives the flow, is of 
increasing interest for biomedical applications.  Replacement of precision syringe pumps, 
including the necessary instrumentation and physical connections, with a simple motor and self-
contained disc can greatly reduce the footprint and cost of testing apparatus, and continuing 
advances in technologies are increasing the range of assay types that can be run on these 
platforms [22] [23]. 
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Figure 1.4 shows one of the simplest configurations for centrifugally-driven flow in a micro-
channel.  Liquid starts in a reservoir that empties into a channel at radius 𝑅𝑖
∗ from the centre of 
rotation of the disc.  As the disc spins at some angular velocity Ω⃑⃑ ∗, a centrifugal acceleration 
𝑎 𝐶𝑒𝑛
∗ = Ω∗2?⃑? ∗ relative to the channel is experienced at every point, where ?⃑? ∗ is the local radial 
displacement from the axis of rotation.  If the channel empties to a second reservoir at radius 
𝑅𝑒
∗ > 𝑅𝑖
∗, and the centrifugal acceleration is strong enough to overcome capillary forces, this will 
cause the fluid to flow through the channel from 𝑅𝑖
∗ to 𝑅𝑒
∗. 
 
 
Figure 1.4.  Diagram of simple rotationally-driven flow configuration.  (Drawing not to scale) 
 
While centrifugally-driven single-phase flows are relatively straightforward, the adaptation of 
segmented multiphase (liquid-liquid) flows to such a rotating framework would introduce 
additional physics which require investigation.  Segmented flow generation would require either 
a pre-formed multiphase liquid (suspension) or an appropriate system of multiple input reservoirs 
and, for example, a cross-junction to generate the segmented flow on the rotating platform [24].  
The scope of this dissertation is limited to the behaviour of the segmented flow in a channel 
rotating at a constant rotational speed, and assumes the flow generation has already been 
accomplished in a previous step. 
 
Because the 𝑥𝑦𝑧 coordinate system is now in a rotating reference frame, two additional 
acceleration terms – centrifugal and Coriolis – are needed to properly model the flow.  These can 
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be modelled as fictitious body forces, included in the incompressible Navier-Stokes equations as 
source terms. 
𝜌∗
𝜕?⃑? ∗
𝜕𝑡∗
= −𝜌∗∇⃑ ∗ ∙ (?⃑? ∗?⃑? ∗) + ∇⃑ ∗ ∙ (𝜇∗∇⃑ ∗?⃑? ∗) − ∇⃑ ∗𝑃𝑎𝑏𝑠∗ + 𝜌∗𝑔 ∗ + 𝑓 𝜎
∗ + 𝑓 𝐶𝑒𝑛
∗ + 𝑓 𝐶𝑜𝑟
∗  
𝑓 𝐶𝑒𝑛
∗ = 𝜌∗Ω∗2?⃑? ∗ 
𝑓 𝐶𝑜𝑟
∗ = −2𝜌∗Ω⃑⃑ ∗ × ?⃑? ∗ 
 
The term 𝑓 𝜎
∗ is a local force used to model the effect of interfacial tension.  In the continuum 
approximation, this term is infinite on the fluid-fluid interface and zero everywhere else, and it 
can be written as 
𝑓 𝜎
∗ = (∇⃑ ∗ ∙ ?̂?)𝜎𝐶,𝐷
∗ 𝛿∗(𝜂∗)?̂? 
where ?̂? is the unit vector normal to the interface; 𝛿∗ is the Dirac delta function; and 𝜂∗ is the 
distance from the interface, such that 𝜂∗ < 0 in the dispersed fluid, 𝜂∗ > 0 in the continuous 
fluid, and 𝜂∗ = 0 on the interface.  Thus, integrating across the interface yields the traditional 
pressure drop, Δ𝑃∗ = 𝑃𝐷
∗ − 𝑃𝐶
∗ = (∇⃑ ∗ ∙ ?̂?)𝜎𝐶,𝐷
∗ = 2𝜎𝐶,𝐷
∗ /𝑅𝐶
∗ . 
 
If the subdomain of interest is small compared to the radius of rotation, 𝑛𝐷 ∙ 𝜆
∗ ≪ 𝑅∗, then ?⃑? ∗ – 
and thus the centrifugal acceleration term – become approximately constant over the subdomain.  
Centrifugal and gravitational acceleration may then be lumped into a net (constant) acceleration 
term. 
𝛤 ∗ = 𝑔 ∗ + Ω∗2?⃑? ∗ 
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This net acceleration will drive the flow through the channel in addition to any pressure gradient.  
The net driving force, ?⃑? ∗, is then redefined as the sum of the mean (negative) pressure gradient 
and the average force (or pseudo-force) due to gravitational and/or centrifugal acceleration. 
?⃑? ∗ = −(∇⃑ ∗𝑃𝑎𝑏𝑠∗)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + 𝜌𝑎𝑣𝑔
∗ 𝛤 ∗ 
Here, 𝜌𝑎𝑣𝑔
∗ = 𝜀𝐷𝜌𝐷
∗ + (1 − 𝜀𝐷)𝜌𝐶
∗  is the average density of the fluids in the channel. 
 
The Navier-Stokes momentum equation may then be rearranged to gather all the “driving force” 
terms into 𝛱∗. 
 
𝜌∗
𝜕?⃑? ∗
𝜕𝑡∗
= −𝜌∗∇⃑ ∗ ∙ (?⃑? ∗?⃑? ∗) + ∇⃑ ∗ ∙ (𝜇∗∇⃑ ∗?⃑? ∗) + ?⃑? ∗ − ∇⃑ ∗𝑃∗ 
+(𝜌∗ − 𝜌𝑎𝑣𝑔
∗ )𝛤 ∗ − 2𝜌∗Ω⃑⃑ ∗ × ?⃑? ∗ + 𝑓 𝜎
∗ 
 
1.3.1.  Non-dimensionalization 
The non-dimensionalization presented in Section 1.2 still holds for a rotating channel.  However, 
a few additional dimensionless parameters must be introduced.  First is the angular velocity.  
This is non-dimensionalized as the inverse Ekman number. 
Ω =
𝜌𝐶
∗ ∙ 𝐷ℎ
∗2 ∙ Ω∗
𝜇𝐶
∗ ≡
1
𝐸𝑘
 
 
The dimensionless body force acceleration term is 𝛤 . 
𝛤 =
𝜌𝐶
∗ ∙ 𝐷ℎ
∗2
𝜇𝐶
∗ ∙ 𝐽∗
∙ [𝑔 ∗ + (Ω∗2 ∙ ?⃑? ∗)] 
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However, this quantity is more commonly expressed as the Eötvös number, which indicates the 
relative importance of buoyancy forces to interfacial tension forces. 
𝐸𝑜 =
Δ𝜌∗ ∙ (𝑔 ∗ + Ω∗2 ∙ 𝑅∗) ∙ 𝐷ℎ
∗2
𝜎𝐶,𝐷
∗  
Δ𝜌∗ ≡ (𝜌𝐶
∗ − 𝜌𝐷
∗ ) = 𝜌𝐶
∗(1 − 𝛾) is the difference in densities between the two fluids.  
Traditionally, the Eötvös number is viewed in terms of gravitational acceleration.  The above 
definition allows for buoyancy due to gravity or centrifugal acceleration.  Buoyancy may 
alternatively be viewed in terms of the ratio of Archimedes to Reynolds numbers, which 
represents the relative importance of buoyancy to inertial effects. 
𝐴𝑟
𝑅𝑒𝑇
= (1 − 𝛾)𝛤 
 
1.3.2.  Competition of forces 
For flows in an inertial reference frame, there were three competing effects – inertial effects, 
viscous forces, and surface tension forces – and three dimensionless numbers which indicated the 
relative importance of these effects.  In the rotating reference frame, there are two additional 
effects – the centrifugal buoyancy pseudo-forces and the Coriolis pseudo-forces.  This results in 
additional dimensionless numbers, as given in Table 1.1.  The five competing scales are 
indicated with the following notation. 
 Centrifugal buoyancy forces  𝛿𝐵 
 Coriolis forces   𝛿𝐶 
 Inertial effects    𝛿𝐼 
 Surface/interfacial tension forces 𝛿𝑆 
 Viscous forces   𝛿𝑉 
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Table 1.1.  Dimensionless numbers representing competition between forces 
Number Formula
†
 Competition 
Reynolds number 𝑅𝑒𝑇 =
𝜌𝐶
∗𝐽∗𝐷ℎ
∗
𝜇𝐶
∗  ~
𝛿𝐼
𝛿𝑉
 
Archimedes number 𝐴𝑟 =
𝜌𝐶
∗Δ𝜌∗𝛤∗𝐷ℎ
∗3
𝜇𝐶
∗ 2
 ~
𝛿𝐼
𝛿𝑉
𝛿𝐵
𝛿𝑉
 
Reynolds squared over Archimedes number 
𝑅𝑒2
𝐴𝑟
=
𝜌𝐶
∗𝐽∗2
Δ𝜌∗𝛤∗𝐷ℎ
∗ ~
𝛿𝐼
𝛿𝐵
 
Rossby number 𝑅𝑜 =
𝐽∗
Ω∗𝐷ℎ
∗ ~
𝛿𝐼
𝛿𝐶
 
Weber number 𝑊𝑒 =
𝜌𝐶
∗𝐽∗2𝐷ℎ
∗
𝜎𝐶,𝐷
∗  ~
𝛿𝐼
𝛿𝑆
 
Reynolds over Archimedes number 
𝑅𝑒𝑇
𝐴𝑟
=
𝜇𝐶
∗ 𝐽∗
Δ𝜌∗𝛤∗𝐷ℎ
∗2 ~
𝛿𝑉
𝛿𝐵
 
Ekman number 𝐸𝑘 =
𝜇𝐶
∗
𝜌𝐶
∗Ω∗𝐷ℎ
∗2 ~
𝛿𝑉
𝛿𝐶
 
Capillary number 𝐶𝑎𝑇 =
𝜇𝐶
∗ 𝐽∗
𝜎𝐶,𝐷
∗  ~
𝛿𝑉
𝛿𝑆
 
Buoyant rotation number
†
 
(1 − 𝛾)
𝑅𝑜
=
Δ𝜌∗Ω∗𝑅∗
𝜌𝐶
∗𝐽∗
 ~
𝛿𝐵
𝛿𝐶
 
Eötvös number 𝐸𝑜 =
Δ𝜌∗𝛤∗𝐷ℎ
∗2
𝜎𝐶,𝐷
∗  ~
𝛿𝐵
𝛿𝑆
 
Walker number 𝑊𝑎 =
𝜌𝐶
∗Ω∗𝐽∗𝐷ℎ
∗2
𝜎𝐶,𝐷
∗  ~
𝛿𝐶
𝛿𝑆
 
† The acceleration term is given by 𝛤∗ ≡ |𝑔 ∗ + Ω∗2?⃑? ∗|.  The buoyant rotation number applies 
only to buoyancy due to centrifugal acceleration (𝑔 = 0, or 𝑔 ≪ 𝛤). 
 
The incompressible Navier-Stokes equations in the rotating reference frame are given in 
dimensionless terms for reference. 
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𝜌
𝜕?⃑? 
𝜕𝑡
= −𝜌𝑅𝑒𝑇∇⃑ ∙ (?⃑? ?⃑? ) + ∇⃑ ∙ (𝜇∇⃑ ?⃑? ) + ?⃑? − ∇⃑ 𝑃 + (
𝜌 − 𝜌𝑎𝑣𝑔
1 − 𝛾
)
𝐴𝑟⃑⃑⃑⃑ 
𝑅𝑒𝑇
 
−2𝜌𝐸𝑘−1?̂?Ω × ?⃑? + 𝐶𝑎𝑇
−1(∇⃑ ∙ ?̂?)𝛿(𝜂)?̂? 
∇⃑ ∙ ?⃑? = 0 
𝜌 =
𝜌∗
𝜌𝐶
∗  and 𝜇 =
𝜇∗
𝜇𝐶
∗  are the local fluid density and viscosity, ?⃑? =
?⃑? ∗
𝐽
 is the scaled velocity, the 
Archimedes number has been made a vector with the same direction as the centrifugal 
acceleration (or gravity), and ?̂?Ω is the direction of the rotation vector, Ω⃑⃑ 
∗. 
 
1.4.  Past work 
Micro-scale multiphase flows cover an immense scope, which has been partially reviewed in the 
past [11] [1] [20] [25] [6] [26].  Much of the earliest work investigated the shape and speed of 
large gas bubbles in a liquid carrier fluid in round capillary tubes, including the classic papers by 
Taylor and Bretherton [17] [14].  Chisholm investigated the pressure loss in the pipe, proposing, 
for example, a relation for annular flow depending only on the Lockhart-Martinelli parameter 
and a constant [27], which has been modified and expanded to predict both gas and liquid plug 
flows [18] [28].  Numerous works have studied these Taylor flows analytically [29], 
experimentally [30] [31] [32] [33] [34] [35] [18], and numerically [30] [36] [37] [38].  Liquid-
liquid flows, in which the density and viscosity of the liquid plugs can affect the flow, have also 
been studied [9] [21] [6]. 
 
Flows in square and rectangular channels are of greater interest to lab-on-a-chip applications.  
However, multiphase flows in these channels have not been investigated as thoroughly as in 
round tubes.  Liquid-gas, or bubble, flows have been investigated in the past, focusing on such 
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physics as the pressure loss [39] [8] [40], droplet speed [30] [8], μPIV flow field measurement 
[41], the effect of the shape of the corners in the channel [42], or numerical simulation [30] [41] 
[43] [10].  Wong et al. investigated long bubbles analytically at low capillary numbers and 
developed relations for the bubble shape – including liquid film thickness – and the pressure loss 
as a function of the capillary number [44] [45].  They showed that for very long bubbles in the 
limit 𝐶𝑎 → 0, with the capillary number defined using the bubble velocity, the carrier fluid film 
thickness depends on the capillary number, ranging from 𝒪(𝐶𝑎4/3) to 𝒪(𝐶𝑎2/3).  They also 
showed in this low-capillary number, thin-film limit that the pressure drop associated with the 
bubbles scaled as 𝐶𝑎2/3, just as Bretherton had demonstrated in circular capillaries, but that the 
pressure drop in various polygonal channels was approximately one-third what it was in circular 
channels, due to corner flow. 
 
The majority of the research on liquid-liquid flows in rectangular channels seems to be a more 
recent topic of interest which still needs to be more thoroughly explored.  Jakiela et al. 
experimentally investigated the speed of liquid plugs at medium-to-high capillary numbers 
(10−3~ 10−1) [15].  They found the plug mobility to be largely independent of the capillary 
number, and largely independent of plug size for sufficiently long plugs when 𝜇𝐷/𝜇𝐶 ≤ 1.  
Labrot et al. looked at droplet/plug velocity and measured the pressure drop by means of a 
branched microchannel network, finding that the pressure drop was higher for larger 
droplets/plugs and for lower capillary numbers [7].  Malsch et al. measured the flow fields using 
μPIV and numerical simulations with Ansys Fluent, with specific interest in analysing the rate of 
mixing in the plugs [41].  Horwitz et al. used the Lattice Boltzman method to numerically 
simulate the transient and steady-state shapes of liquid droplets at high capillary numbers (0.1 –
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 0.25) and moderate Reynolds numbers (10 – 100) [46].  Their results showed that the length of 
the droplet and the minimum distance to the wall increased with both the Reynolds and capillary 
numbers.  The changes were more sensitive to the capillary number than the Reynolds number, 
however.  The sensitivity to Reynolds number also decreased at lower Reynolds numbers.  The 
overall droplet shape varied with the viscosity ratio in a complex way, but the steady-state 
minimum distance to the wall was highly invariant for ratios 𝜇𝐷/𝜇𝐶 ≲ 10.  Di Miceli Raimondi 
et al. simulated both droplet and plug flows using a one-fluid, finite volume research code in two 
dimensions, focusing on mass transfer (mixing) in the droplets [47].  Kim et al. experimentally 
measured both the droplet speed and the pressure loss for a range of flow regimes – including 
droplet and plug flows – in nominally square channels [13].  They showed a higher pressure drop 
than was predicted by many of the previous flow models, and proposed a new model which 
combined an effective homogeneous flow-based frictional pressure drop from Beattie and 
Whalley with a capillary pressure drop inversely proportional to 𝐶𝑎1/3 ∙ 𝑅𝑒 ∙ 𝜆∗/𝐷ℎ
∗ as developed 
by Bretherton and Kreutzer et al. [14] [38].  They also showed higher pressure drops than 
expected, even for single-phase flows, for reasons that were never fully explained.  The overall 
sparsity of reliable data for both the pressure drop and mobility of liquid-liquid segmented flows 
in square microchannels, as well as the lack of a universal model which accurately fits the 
available data, suggests the need for further investigation into these flows. 
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Chapter 2.  Numerical Approach 
2.1.  Problem setup 
Simulating an entire channel of realistic length would be prohibitively expensive with currently 
available computational resources.  Therefore, the numerical simulation approximates the flow 
by assuming an infinite train of droplets of uniform size and spacing, ignoring any entrance and 
exit effects.  The problem is modelled as a rectangular channel of infinite length that is filled 
with a continuous carrier fluid, of density 𝜌𝐶 and viscosity 𝜇𝐶, encapsulating a train of droplets 
or plugs of a dispersed fluid, of density 𝜌𝐷, viscosity 𝜇𝐷, and effective diameter 𝐷𝐷.  The two 
fluids are immiscible, with a surface tension coefficient of 𝜎𝐶,𝐷, and the flow is incompressible.  
The droplets are assumed to be evenly spaced and identical, so that the flow is periodic.  The 
simulation is focused on a small section of the channel with periodic boundary conditions, as 
shown in Figure 2.1.  The domain is the size of the portion of the channel being simulated, or 
[0, 𝐷] × [0, 𝐷 ∙ 𝐴𝑅] × [0, 𝐿], where 𝐴𝑅 is the aspect ratio of the channel.  The length of the 
channel section is 𝐿 = 𝑛𝐷 ∙ 𝜆, where 𝑛𝐷 is the number of droplets being simulated and 𝜆 is the 
mean spacing of the droplets.  The 𝑥 = 0, 𝑥 = 𝐷, 𝑦 = 0, and 𝑦 = 𝐷 ∙ 𝐴𝑅 surfaces are solid walls 
with a no-slip condition, while the solution is periodic in z.  The mean pressure gradient along 
the channel is given, −𝛱. 
 
 
Figure 2.1.  Diagram of simulation problem setup. 
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The domain is divided into a regular grid of dimensions 𝑛𝑥 × 𝑛𝑦 × 𝑛𝑧, forming cells of constant 
size ℎ𝑥 × ℎ𝑦 × ℎ𝑧.  A staggered grid is used, where the pressure and fluid properties (density, 
viscosity) are calculated at cell centres, while velocities are calculated at cell walls. 
 
2.2.  Front-tracking/front-capturing method 
The flow is simulated with a research Fortran code which tracks the two phases using a hybrid 
front-tracking/front-capturing method developed by Tryggvason et al..  The front-tracking 
method simplifies the solution of the Navier-Stokes equations by treating the domain as a single 
fluid with variable properties [48].  Interfacial tension is treated as a source term, eliminating the 
need for complicated boundary conditions on a moving interface.  In contrast to techniques such 
as the Volume of Fluid (VOF) method, where the interface is approximated by storing and 
advecting a colour function, the interface(s) between the dispersed and continuous phases are 
stored explicitly as a series of points connected by a triangular mesh, as shown in Figure 2.2.  
This mesh is then used to model effective fluid properties on the fixed grid and to calculate the 
interfacial tension source terms. 
 
 
Figure 2.2.  Interface representing two droplets.  Left) Interface appears as a shaded spherical 
surface.  Contour plot of density at y = 0.5 plane included.  Right) Enlargement of area near 
interface.  Intersections of the white lines are nodes on the interface, while the white lines 
themselves represent the connectivity.  Black lines define cells of the fixed grid for comparison. 
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Storing the fronts explicitly allows for more accurate calculations of surface tension and more 
accurate advection of the fronts themselves, albeit at a higher computational cost than in the 
VOF method.  As opposed to the VOF method, the front-tracking method does not intrinsically 
conserve the volume of each phase individually.  This issue is addressed in the code by 
periodically resizing the front to maintain the volume of each droplet constant to within a 
specified degree of accuracy. 
 
The front communicates with the fixed grid at three points in the code.  The first is in calculating 
an approximation of the density gradient, using the area and normal vector of each front element.  
This gradient term is then used in the right-hand side of the Poisson solver to calculate the 
density (and thus viscosity) on the fixed grid.  The second front-to-fixed grid interaction is in the 
calculation of the surface tension, using the local curvature at each front element.  The surface 
tension is then modelled as an approximation of a delta function at the interface in solving the 
pressure equation.  The third and final interaction is in calculating the velocity at each front 
point, which is used to advect the front from one time step to the next.  In all three cases, 
Peskin’s interpolation (a cosine convolution function), with a footprint of 4×4×4 fixed grid 
points surrounding each front point/element, was used to smooth each front element value onto 
multiple grid points, or multiple grid point velocities only each front point [49].  This was done 
to eliminate sharp jumps in fluid properties which could cause problems with the fixed grid 
solution methods. 
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2.3.  Code solution algorithm 
The code solves the time-dependent Navier-Stokes equations on a regular Cartesian three-
dimensional staggered grid.  As mentioned above, the front-tracking/front-capturing algorithm 
allows the equations to be solved on the entire domain simultaneously using variable fluid 
properties.  Time evolution is performed with a two-step Euler-trapezoidal predictor-corrector 
method.  The time resolution, Δ𝑡, is dynamically calculated at each time step as the smaller of a 
constant, viscosity-based term, Δ𝑡𝑣𝑖𝑠𝑐 = 0.6 ∙ [
𝑀𝐴𝑋(ℎ𝑥
2,ℎ𝑦
2 ,ℎ𝑧
2)
8∙𝑀𝐼𝑁(𝜈𝐶,𝜈𝐷)
], and an advection term,  
Δ𝑡𝑎𝑑𝑣 = 0.6 ∙ 𝑀𝐼𝑁 [
ℎ𝑖
𝑢𝑖
], where ℎ is the spacing of the fixed grid and 𝜈𝐶 and 𝜈𝐷 are the kinematic 
viscosities of the carrier fluid and dispersed fluid, respectively.  In practise, the viscous term is 
almost always the more restrictive of the two. 
 
2.3.1.  Predictor-corrector algorithm 
The basic algorithm can be summarised as follows. 
 
Step 1.  ?⃑? 𝑛 → ?⃑? ∗ 
 Advect the front. 
𝑥 𝑓
∗ = 𝑥 𝑓
𝑛 + ?⃑? 𝑛Δ𝑡 
 
 Re-calculate the local density, and surface tension force on the fixed grid. 
𝑥 𝑓
∗ → 𝜌∗, 𝑓 𝜎
∗ 
 Calculate the local viscosity from the local density. 
𝜇𝑛 = 𝜇𝐶 + 𝛼𝐷
𝑛(𝜇𝐷 − 𝜇𝐶) = 𝜇𝐶 + (
𝜌𝑛 − 𝜌𝐶
𝜌𝐷 − 𝜌𝐶
) (𝜇𝐷 − 𝜇𝐶) 
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 Calculate the velocity gradient terms (advective and viscous terms). 
𝑓 𝑡
𝑛 = −𝜌𝑛[∇⃑ ∙ (?⃑? 𝑛?⃑? 𝑛)] + ∇⃑ ∙ (𝜇𝑛∇⃑ ?⃑? 𝑛) 
 Calculate the first pseudo-velocity. 
?⃑̃? ∗ = ?⃑? 𝑛 +
Δ𝑡
𝜌𝑛
[𝑓 𝑡
𝑛 + (𝜌𝑎𝑣𝑔 − 𝜌
𝑛)(−𝛤 ) + ?⃑? ] +
Δ𝑡
𝜌∗
𝑓 𝜎
∗ 
 Solve the Laplace equation for the pressure. 
∇⃑ ∙ (
∇⃑ 𝑃∗
𝜌∗
) =
∇⃑ ∙ ?⃑̃? ∗
Δ𝑡
→ 𝑃∗ 
 Apply the correction to find the velocity. 
?⃑? ∗ = ?⃑̃? ∗ − Δ𝑡
∇⃑ 𝑃∗
𝜌∗
 
 
Step 2.  ?⃑? ∗ → ?⃑? ∗∗ 
Step 2 is identical to step 1, but using the updated values.  𝑋𝑛 → 𝑋∗, 𝑋∗ → 𝑋∗∗ 
 
Step 3.  ?⃑? 𝑛, ?⃑? ∗∗ → ?⃑? 𝑛+1 
 Calculate velocity field, density field, and front position as the mean of the values at the 
previous time step and the second extrapolation.  (It may be noted that ?⃑? ∗∗ is practically 
equivalent to ?⃑? 𝑛+2 for a first-order method.) 
?⃑? 𝑛+1 =
1
2
(?⃑? 𝑛 + ?⃑? ∗∗) 
𝜌𝑛+1 =
1
2
(𝜌𝑛 + 𝜌∗∗) 
𝑥 𝑓
𝑛+1 =
1
2
(𝑥 𝑓
𝑛 + 𝑥 𝑓
∗∗) 
 Since the pressure field is not propagated in time, there is no need to re-calculate it. 
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𝑃𝑛+1 = 𝑃∗∗ 
 Insertion, deletion, and re-organisation of front points are performed to maintain the ideal 
size of front elements. 
 
2.3.2.  Poisson solver 
Two of the most calculation-intensive operations in the code solution are calculating the density 
and pressure fields at each half-time step.  These are both calculated by solving the Poisson 
equation.  In each case, the equation is solved with a multigrid method using W-cycling, 
reducing the residual by applying a red/black Gauß-Seidell algorithm at least twice at every level 
of the multigrid. 
 
The density field is found by approximating the Laplacian of the density in the vicinity of the 
front using the diffuse interface approximation, then using this as the source term, 𝑆, in the 
Poisson equation. 
 
∇⃑ ∙ ∇⃑ 𝜌(𝑥, 𝑦, 𝑧) = 𝑆(𝑥, 𝑦, 𝑧) 
𝜌(𝑥, 𝑦, 0) = 𝜌(𝑥, 𝑦, 𝐿) 
∇⃑ 𝜌 ∙ ?̂? = 0 𝑎𝑡 𝑡ℎ𝑒 𝑤𝑎𝑙𝑙𝑠: 𝑥 = 0, 𝑥 = 𝐷, 𝑦 = 0, 𝑦 = 𝐴𝑅 ∙ 𝐷 
 
To calculate the source term, 𝑆, first a finite density gradient is calculated at the centroid of each 
element, 𝑒, on the front, parallel to the local unit normal vector, ?̂?𝑒. 
∇⃑ 𝜌𝑒 = ?̂?𝑒 ∙
(1 − 𝛾)
4 ∙ ℎ
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These element-based source terms are then smoothed onto the fixed grid using Peskin’s 
smoothing, with the contribution from each element being divided among the 64 fixed grid 
points within the range (±2 ∙ ℎ𝑥 , ±2 ∙ ℎ𝑦, ±2 ∙ ℎ𝑧) of the element centroid, (𝑥𝑒 , 𝑦𝑒 , 𝑧𝑒). 
∇⃑ 𝜌𝑖𝑗𝑘 = ∑𝑓𝑃𝑒𝑠𝑘𝑖𝑛(𝑥 𝑖𝑗𝑘 , 𝑥 𝑒)∇⃑ 𝜌𝑒
𝑒
 
𝑓𝑃𝑒𝑠𝑘𝑖𝑛(𝑥 𝑖𝑗𝑘, 𝑥 𝑒) =
{
 
 
 
 
0, 𝑖𝑓 𝑜𝑢𝑡 𝑜𝑓 𝑟𝑎𝑛𝑔𝑒
1
64
∙ [1 + cos (
𝜋
2
∙
𝑥𝑒 − 𝑥𝑖
ℎ𝑥
)]
∙ [1 + cos (
𝜋
2
∙
𝑦𝑒 − 𝑦𝑗
ℎ𝑦
)] ∙ [1 + cos (
𝜋
2
∙
𝑧𝑒 − 𝑧𝑘
ℎ𝑧
)] ,
𝑖𝑓 𝑖𝑛 𝑟𝑎𝑛𝑔𝑒
 
 
The source term 𝑆 is then calculated as the divergence of ∇⃑ 𝜌𝑖𝑗𝑘 using second-order centred 
differences. 
𝑆(𝑥𝑖 , 𝑦𝑗 , 𝑧𝑘) = ∇⃑ ∙ ∇⃑ 𝜌𝑖𝑗𝑘 
 
The pressure on the fixed grid is found by solving a similar Poisson equation, but with variable 
coefficients. 
∇⃑ ∙ (
1
𝜌(𝑥, 𝑦, 𝑧)
∇⃑ 𝑃(𝑥, 𝑦, 𝑧)) = 𝑅𝐻𝑆(𝑥, 𝑦, 𝑧) 
𝑃(𝑥, 𝑦, 0) = 𝑃(𝑥, 𝑦, 𝐿) 
∇⃑ 𝑃 ∙ ?̂? = 0 𝑎𝑡 𝑡ℎ𝑒 𝑤𝑎𝑙𝑙𝑠: 𝑥 = 0, 𝑥 = 𝐷, 𝑦 = 0, 𝑦 = 𝐴𝑅 ∙ 𝐷 
 
The right-hand side, 𝑅𝐻𝑆, is calculated as the divergence of the pseudo-velocity terms divided 
by the time step, as shown in Section 2.3.1. 
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𝑅𝐻𝑆(𝑥𝑖 , 𝑦𝑗 , 𝑧𝑘) =
∇⃑ ∙ ?⃑̃? 𝑖𝑗𝑘
∗
Δ𝑡
 
The advective terms, ∇⃑ ∙ (?⃑? ?⃑? ), are calculated using the QUICK upwind scheme.  All other 
gradient and divergence terms are calculated using second-order centred difference methods.  
The pressure equation is then solved using the same multigrid Gauß-Seidell Poisson solver that 
was used to solve for the density. 
 
2.3.3.  Parallelisation 
The code has been parallelised to run on parallel-processing architecture.  The fixed grid is 
divided into a number of subdomains of identical size, each assigned to a single process.  Each 
process then stores the data and runs the calculations on its own local sub-grid.  Splitting of the 
domain is nearly always done in the z-direction only, as this was found to be the most efficient in 
most cases.  Data from neighbouring subdomains are updated at every level of the multigrid 
solver using MPI (Message Passing Interface) protocols. 
 
Interactions between the front and the fixed grid are handled locally on the appropriate 
subdomains.  However, each front is assigned to one “master” process at any given time, which 
handles certain operations such as restructuring the front and communicating front information to 
other processes. 
 
2.4.  Numerical method performance 
Time step and grid dependence studies were performed to verify the accuracy of the simulation 
results using the front-tracking code.  The first test case was a single droplet of size 𝐷𝐷 = 0.9 in 
a domain of size 1 × 1 × 1.355 with no-slip wall conditions at 𝑥 = 0 ∪ 𝑥 = 1 ∪ 𝑦 = 0 ∪ 𝑦 = 1 
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and periodic conditions in 𝑧.  The flow was pressure-driven with a pressure gradient and surface 
tension such that 𝑅𝑒𝑇 = 3.0 and 𝐶𝑎𝑇 = 2.0 × 10
−3 at equilibrium conditions.  This is equivalent 
to Case H4, which will be discussed in Chapters 4 and 5 and is detailed in Appendix A.  The 
fixed grid was of size 64 × 64 × 64, so ℎ𝑥 = ℎ𝑦 =
1
64
≅ 0.016, ℎ𝑧 =
1.355
64
≅ 0.021. 
 
By default, the code uses the time step based on the viscous time scale for this simulation – equal 
to Δ𝑡 = 1.93 × 10−5 in this case – as it is smaller than the Courant number-based time step 
during the entire simulation.  The time step was also manually set to higher and lower values as 
shown in Table 2.1.  Each simulation was run to a dimensionless time of 𝑡𝑓𝑖𝑛𝑎𝑙 = 0.5.  Although 
the flow was not at equilibrium at this point, it was close enough that the results are 
representative of the behaviour of the equilibrium results.  For Δ𝑡 ∈ [5 × 10−6, 4 × 10−5], the 
mobility varied by less than 0.05%.  The Reynolds number (and 𝜑2) varied by no more than 
0.1%, corresponding to a variation of 0.8% in the droplet effect parameter, 𝛹.  This suggests that 
the solution is well converged in time. 
 
Table 2.1.  Summary of the time step dependence study for Case H4 
Δ𝑡 
𝑤𝐷
𝐽
 𝑅𝑒𝑇 𝛹 
5.00×10
-6
 1.4465 3.150 5.46 
8.00×10
-6
 1.4463 3.149 5.48 
1.00×10
-5
 1.4466 3.150 5.47 
1.93×10
-5
 1.4459 3.147 5.51 
3.00×10
-5
 1.4461 3.148 5.48 
4.00×10
-5
 1.4465 3.149 5.47 
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Next, grid dependence studies were run to see if the solution were converged with respect to the 
grid cell size.  Five grid sizes were used, with ℎ𝑥 ∈ {
1
32
,
1
48
,
1
64
,
1
96
,
1
128
}, as detailed in Table 2.2.  
The default time step was used for each grid.  The grid dependence study was run for seven 
different droplet flows, as summarised in Table 2.3.  Each flow corresponds to a case that will be 
discussed in Chapters 4 and 5.  Again, the simulations were only run to 𝑡𝑓𝑖𝑛𝑎𝑙 = 0.5, at which 
time the flows were not at equilibrium.  This was done because running the finer grids to 
equilibrium would take a restrictively long amount of computational time.  However, running 
some of the coarser grid simulations to equilibrium suggests that the grid dependence results 
presented here are representative of what the results would be if the simulations were continued 
to equilibrium. 
 
Table 2.2.  Summary of the grid sizes for the droplet grid dependence studies 
Grid size ℎ𝑥 ℎ𝑧 Δ𝑡 
32×32×32 0.031 0.042 7.71×10
-5
 
48×48×48 0.021 0.028 3.43×10
-5
 
64×64×64 0.016 0.021 1.93×10
-5
 
96×96×96 0.010 0.014 8.57×10
-6
 
128×128×128 0.008 0.011 4.82×10
-6
 
 
Figure 2.3 shows the droplet mobility versus grid cell size for the seven cases.  Second-order 
curve fits have been added to highlight the convergence (or divergence) of the solutions, and to 
provide a rough estimate of the “true” value when the results are converging.  For the smaller 
droplets (𝐷𝐷 = 0.645), the mobility converges for finer grids at 𝐿𝑎 = 151 but diverges at 
𝐿𝑎 ≥ 1510.  For the larger droplets (𝐷𝐷 = 0.9), the mobility converges for 𝐿𝑎 ≤ 1510 but 
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Table 2.3.  Summary of parameters used in the droplet grid dependence studies 
Equivalent 
Case 
𝐷𝐷 𝜆 𝑅𝑒𝑇
†
 𝐶𝑎𝑇
†
 𝐿𝑎 
H5 0.900 1.355 2.8 9.2×10
-4
 3020 
H4 0.900 1.355 3.0 2.0×10
-3
 1510 
H3 0.900 1.355 3.1 4.2×10
-3
 756 
H2 0.900 1.355 3.2 2.1×10
-2
 151 
A5 0.645 1.355 3.4 1.1×10
-3
 3020 
A4 0.645 1.355 3.4 2.3×10
-3
 1510 
A2 0.645 1.355 3.6 2.4×10
-2
 151 
† Reynolds and capillary numbers are based on the values at equilibrium using the ℎ𝑥
−1 = 64 
grid. 
 
 
Figure 2.3.  Droplet mobility versus grid cell size for the seven droplet flows in the grid 
dependence study.  The dotted and solid lines shown correspond to second-order curve fits of the 
five data points for each flow. 
 
diverges for 𝐿𝑎 = 3020.  Furthermore, the extrapolated values suggest that the mobility should 
be approximately the same for all three converging 𝐷𝐷 = 0.9 cases, and that the error in the 
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solution increases as the Laplace number increases.  At 𝐿𝑎 = 1510, the error in the mobility for 
a 𝐷𝐷 = 0.9 droplet is on the order of 1% using a grid with ℎ𝑥 =
1
64
. 
 
Figure 2.4 shows the droplet effect parameter, 𝛹, for the same cases.  The results are very similar 
to the mobility results.  At 𝐿𝑎 = 1510, the error in 𝛹 for a 𝐷𝐷 = 0.9 droplet is on the order of 1 
using a grid with ℎ𝑥 =
1
64
. 
 
 
Figure 2.4.  Droplet effect parameter versus grid cell size for the seven droplet flows in the grid 
dependence study.  The dotted and solid lines shown correspond to second-order curve fits of the 
five data points for each flow. 
 
Similar grid dependence studies were also performed on plug flows, using 𝐷𝐷 = 1.2.  Tables 2.4 
and 2.5 summarise the grid information and flow parameter information, respectively. 
 
The simulation for the coarsest grid at 𝑅𝑒𝑇 = 150 failed with a runtime error before reaching 
𝑡𝑓𝑖𝑛𝑎𝑙 = 0.5.  The results of the mobility for the other simulations are shown in Figure 2.5.  All  
three flows appear to be converged at ℎ =
1
64
, with less than a 1% error in the mobility.  The 
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Table 2.4.  Summary of the grid sizes for the plug grid dependence studies 
Grid size ℎ𝑥 ℎ𝑧 Δ𝑡 
32×32×80 0.031 0.031 7.71×10
-5
 
48×48×120 0.021 0.021 3.43×10
-5
 
64×64×160 0.016 0.016 1.93×10
-5
 
96×96×240 0.010 0.010 8.57×10
-6
 
128×128×320 0.008 0.008 4.82×10
-6
 
 
Table 2.5.  Summary of parameters used in the plug grid dependence studies 
Equivalent 
Case 
𝐷𝐷 𝜆 𝑅𝑒𝑇
†
 𝐶𝑎𝑇
†
 𝐿𝑎 
K8 1.2 2.50 150 9.9×10
-2
 1510 
K7 1.2 2.50 36 9.6×10
-2
 378 
K2 1.2 2.50 0.36 9.6×10
-2
 3.78 
† Reynolds and capillary numbers are based on the values at equilibrium using the ℎ𝑥
−1 = 64 
grid. 
 
 
Figure 2.5.  Plug mobility versus grid cell size for the three plug flows in the grid dependence 
study.  The dotted lines shown correspond to second-order curve fits of the five (or four) data 
points for each flow. 
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𝑅𝑒𝑇 = 150 flows are in fact at equilibrium at 𝑡𝑓𝑖𝑛𝑎𝑙 = 0.5.  The other two flows have not yet 
reached equilibrium, but it is believed the magnitude of the errors would be comparable when 
equilibrium is reached. 
 
Figure 2.6 shows the droplet effect parameter, 𝛹, for these three flows.  Once again, the 
estimated projected error in 𝛹 increases as the Laplace number increases, with an estimated error 
on the order of 1 for 𝐿𝑎 = 1510 at ℎ =
1
64
. 
 
 
Figure 2.6.  Droplet effect parameter versus grid cell size for the three plug flows in the grid 
dependence study.  The dotted lines shown correspond to second-order curve fits of the five (or 
four) data points for each flow. 
 
The reason for the increased error at higher Laplace numbers is uncertain.  However, it may be 
related to the volume correction.  This algorithm shrinks or expands each droplet/plug when its 
measured volume is more than 0.1% different to its initial value.  The data show the growth rate 
of spherical droplets – and thus the frequency with which the volume correction algorithm is 
called – is roughly proportional to the Laplace number (and thus the pressure jump across the 
interface) for a given droplet size.  This is shown for sample cases in Figure 2.7.  The growth rate 
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is also approximately proportional to the grid cell size, ℎ, so finer grids must correct the volume 
less frequently. 
 
 
Figure 2.7.  Average frequency of application of the front volume correction code versus Laplace 
number for medium droplets (Group A) and large droplets (Groups H and I).  Case A1 (La = 15) 
is not included because no volume corrections were applied during approximately 26 000 time 
steps.  Detailed simulation parameters are available in Appendix A. 
 
The volume correction algorithm preserves the instantaneous shape and centroid of a droplet, but 
causes a sudden shift of the interface, which introduces some error into the solution.  This error 
is generally assumed to be small.  However, as the algorithm is applied more frequently, any 
cumulative error in the solution increases. 
 
Further refining the grids would presumably reduce the errors and eventually cause the 
simulation results to converge.  However, solving on grids finer than ℎ𝑥 =
1
64
 is not practical for 
production runs using the resources available, as the parallelisability of the front-tracking code is 
limited, and such simulations would require weeks or months of calculation time on LONI’s 
QueenBee supercomputer to reach equilibrium.  It is therefore recommended that droplet or plug 
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flow simulations of the type presented in this dissertation be limited to Laplace numbers no 
higher than 𝒪(103) for the front-tracking code.  As droplets grow smaller, the Laplace number 
restriction may become even more demanding. 
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Chapter 3.  Code Modifications 
Over the course of the dissertation research, a number of modifications to the Fortran code used 
in the simulations have been made.  The majority of these were minor, including changes to the 
formats of input/output files, changes to allow for smooth transitions of input parameters (ramp 
inputs), changes to subroutine calls that were unsupported by the supercomputer operating 
systems, and the like.  Such modifications are not discussed here.  However, this chapter will 
discuss four more substantial modifications.  Two of them are minor but essential to the code 
working well for at least some of the simulations discussed in the following chapters.  The third 
modification was much more detailed, but ultimately was not used for production runs, for 
reasons that will be discussed below.  The final modification was also relatively minor, but its 
reliability was subject to some doubt, as discussed below. 
 
3.1.  Near-wall modifications 
The code as it was received allowed for wall (no-slip) boundary conditions.  However, there 
were some limitations that caused potential problems when the front (the fluid-fluid interface) 
approached the walls too closely (i.e., within less than two grid spacings).  In reality, this 
situation should be avoided, as the lack of resolution in the continuous fluid film could lead to 
errors in the solution.  On the other hand, the situation is interesting physically, as large plugs do 
experience increasingly thin film regions as the velocity decreases.  The following modifications 
were made to the code and used in cases where the front was expected to at least temporarily 
approach the walls. 
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3.1.1.  Wall non-penetration code 
The subroutine xmovept.F handles advection of the individual front points using the interpolated 
velocity from the fixed grid.  In cases in which the front was close to the walls and experiencing 
a large velocity, it was possible for the front to cross the wall from one time step to the next and 
leave the domain, which is unphysical.  The code was modified such that any front point which 
crossed the wall was translated onto the wall, along the normal direction.  Although this would 
theoretically cause the point to be frozen in place (due to the non-slip condition), this limitation 
was addressed in the wall slip modification detailed below. 
 
3.1.2.  Near-wall surface tension footprint modification 
In calculating the right-hand side of the pressure equation, surface tension is included as a source 
term which is smoothed over the region surrounding the front, using Peskin’s smoothing.  This 
smoothing is done in the subroutine xsurft.F.  In the original version of the code, for any front 
element whose centroid was less than 1.5 ∙ ℎ from a wall, where ℎ is the grid spacing, a portion 
of the source term would be applied to points adjacent to the opposite wall, as if a periodic 
boundary condition were present.  It was seen in early simulations that if a plug were allowed to 
relax and approach the walls, this effect would cause it to interact with fictitious tessellations of 
itself and expand asymmetrically. 
 
The subroutine was modified so that if a point were near a wall, only points that were interior to 
the domain (and not points near the opposite wall) were included in the smoothing.  The 
weighting of points was also recalculated such that the sum of the contributions from any given 
element was the same regardless of the number of points onto which it was being smoothed. 
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3.1.3.  Wall slip modification 
In most of the simulations, the initial conditions are zero-velocity and a simplified droplet/plug 
shape, and both the droplet shape and velocity fields evolve naturally over time.  For large plugs 
(𝐷𝐷 ≳ 1), the capillary forces in the plug often cause it to expand close to the walls before the 
flow velocities have a chance to develop and cause the plug to pull away from the walls again.  
In some cases, this caused certain front points to experience very small velocities due to the non-
slip condition.  This would often cause problems, as these points would essentially adhere to the 
walls while the rest of the plug would propagate downstream, leading to high shear of the 
interface and ultimately failure of the simulation. 
 
In reality, the thin film of carrier fluid would provide a lubrication effect in most of these cases 
and allow to front to retract from the wall without such drastic deformation.  However, if the 
thickness of the film in the simulation is on the order of one grid spacing, there is not enough 
resolution in the code to capture this effect. 
 
A stop-gap measure was implemented and found to work well to prevent this situation from 
happening.  In the code, each component of the velocity of a front point is interpolated from an 
array of 4×4×4 points on the fixed grid for the corresponding velocity component.  If the point is 
within 1.5 ∙ ℎ of a wall, then some of the velocities used will be from ghost cells – that is, cells 
outside the physical domain.  In the original code, the velocities in these ghost cells were set to 
the negative of the values at the reflected positions inside the domain.  This was to satisfy the no-
slip condition, so that the velocity at any point on a wall would be calculated as zero. 
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In the modification to the code, the velocity values in ghost cells were instead set equal to the 
corresponding interior cells for the purposes of calculating the front velocity.  Thus, even if a 
front point were located exactly on the wall, its velocity would be comparable to the velocity one 
grid spacing away from the wall.  This modification was shown to work well to prevent the 
simulations from failing due to excessive shear of the plugs under certain conditions. 
 
It should be noted that this modification to the code is non-physical, and is not based on 
lubrication theory or any similar technique, which would ultimately be the recommended 
solution.  This modification is not intended for running simulations where the carrier fluid film 
separating the plug from the walls is of a thickness of less than 1.5 ∙ ℎ at steady state conditions.  
Rather, it is simply intended to allow a simulation to pass through such a transient state without 
causing problems, before it ultimately settles into a steady state condition with a thicker film. 
 
3.2.  Addition of Coriolis terms for a rotating reference frame 
Part of the dissertation research, discussed in Chapter 6, involved investigating flows in a 
channel in a rotating reference frame.  This is of interest, for example, for driving the flow by 
rotating a chip at high speed, rather than by applying a large pressure differential.  To model this, 
the same domain and coordinate system are used, but it is assumed that the coordinate system, 
along with the channel, is rotating at a constant angular velocity Ω⃑⃑  about an axis that is a distance 
𝑅 from the simulation domain.  In order to maintain consistency with the periodic boundary 
conditions, it is assumed that this radius is much larger than the domain length scale, 𝑅 ≫ 𝐿, so 
that 𝑅 may be assumed constant. 
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Since the reference frame is now rotating, two artificial acceleration terms must be introduced – 
the centrifugal and Coriolis acceleration terms. 
𝑎 𝐶𝑒𝑛 = Ω⃑⃑ ∙ Ω⃑⃑ 𝑅?̂?𝑅 
𝑎 𝐶𝑜𝑟 = −2Ω⃑⃑ × ?⃑?  
 
The centrifugal acceleration term is constant, and thus may be incorporated into the gravity term, 
𝑔 .  No further coding is needed.  The Coriolis acceleration, however, depends on the local fluid 
velocity relative to the channel, and thus must be added to the coding of the Navier-Stokes 
equations.  This has been added to the code in the calculation of the pseudo-velocities, whose 
divergence yield the right-hand side of the Poisson equation used to calculate the pressure field 
in the predictor-corrector algorithm.  The formulation is as follows. 
 
?⃑̃? ∗ = ?⃑? 𝑛 +
Δ𝑡
𝜌𝑛
[𝑓 𝑡
𝑛 + (𝜌𝑎𝑣𝑔 − 𝜌
𝑛)(−𝛤 ) + ?⃑? ] +
Δ𝑡
𝜌∗
𝑓 𝜎
∗ + Δ?⃑? 𝐶𝑜𝑟
𝑛  
Δ?⃑? 𝐶𝑜𝑟
𝑛 = −2Δ𝑡Ω⃑⃑ × ?⃑? 𝑛 
Currently, any rotation is assumed to be purely in the y-direction, and the other two components 
of Ω are ignored.  This results in the following two calculations at any internal grid point of 
coordinates (i, j, k). 
Δ𝑢𝐶𝑜𝑟,𝑖,𝑗,𝑘
𝑛 = −2Δ𝑡Ω𝑦𝑤
𝑖+
1
2,𝑗,𝑘−
1
2
𝑛  
Δ𝑤𝐶𝑜𝑟,𝑖,𝑗,𝑘
𝑛 = 2Δ𝑡Ω𝑦𝑢
𝑖−
1
2,𝑗,𝑘+
1
2
𝑛  
 
The velocity terms above are linear interpolations of the four surrounding grid points, since the 
individual velocity field grid points are offset by h/2 in their respective directions.  That is, the 
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point corresponding to velocity 𝑢𝑖,𝑗,𝑘 is located one half-grid spacing in the positive x-direction 
from the point corresponding to the pressure 𝑃𝑖,𝑗,𝑘. 
𝑤
𝑖+
1
2,𝑗,𝑘−
1
2
≡
1
4
(𝑤𝑖,𝑗,𝑘−1 + 𝑤𝑖,𝑗,𝑘 + 𝑤𝑖+1,𝑗,𝑘−1 + 𝑤𝑖+1,𝑗,𝑘) 
𝑢
𝑖−
1
2,𝑗,𝑘+
1
2
≡
1
4
(𝑢𝑖−1,𝑗,𝑘 + 𝑢𝑖−1,𝑗,𝑘+1 + 𝑢𝑖,𝑗,𝑘 + 𝑢𝑖,𝑗,𝑘+1) 
 
3.3.  Schwarz-Aitken acceleration of parallel solution of Poisson equation 
Even with parallelisation of the code, simulating a flow to equilibrium remains a time-consuming 
process.  One sample case run using 3.5M fixed grid points, run on 5-TF (teraflop) parallel 
clusters on the Louisiana Optical Network Initiative (LONI) network, achieved a maximum 
speed-up (compared to serial execution) of about 5 running on 24 processors, with a minimum 
computation time of 5.0 seconds per time step [50].  Considering the large number of time steps 
required for a simulation to run to equilibrium, it would be of great interest to be able to reduce 
the computation time. 
 
One method that was explored in conjunction with researchers at Polytech Lyon at the University 
of Lyon 1 was to accelerate the solution of the Poisson solvers for the density and pressure using 
an additive Schwarz-Aitken technique.  This technique takes advantage of the linear convergence 
of the solution in order to obtain a converged solution in fewer iterations [51]. 
 
3.3.1.  Schwarz domain decomposition 
The first step in the technique is to apply an additive Schwarz domain decomposition method 
(DDM).  In essence, the entire (global) domain is subdivided into a number of smaller 
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macrodomains, as shown in Figure 3.1.  Each macrodomain corresponds to the local subdomains 
of multiple processors, but is treated, at least temporarily, as a smaller, isolated problem.  The 
main difference is the boundary conditions in the ghost cells at the planes where macrodomains 
meet, designated as Schwarz planes, Γ𝑖 (not to be confused with the acceleration term).  Without 
the domain decomposition, the values in these planes are set equal to the values at the 
corresponding position in the neighbouring subdomains at every iteration of the solver.  With the 
domain decomposition, the values are communicated from the neighbours once and then are 
treated as Dirichlet boundary conditions, held constant until the solver converges on the 
macrodomain.  This process of communicating the Schwarz plane values once then solving to 
local convergence is referred to here as one Schwarz iteration.  After each Schwarz iteration, the 
values in the Schwarz planes are updated and a new Schwarz iteration is run.  This continues 
until the solution converges globally. 
 
 
Figure 3.1.  Diagram of the Schwarz domain decomposition, showing subdomains P0 through 
P15 grouped into macrodomains and the associated Schwarz planes, Γ𝑖. 
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3.3.2.  Aitken acceleration of the local boundary conditions 
With the Schwarz DDM, the code solves a number of smaller local problems in each Schwarz 
iteration.  The global problem can be seen as solving for the values of the parameter of interest 
(pressure, density) stored in the Schwarz planes.  Walker et al. showed that from one Schwarz 
iteration to the next, these values converge approximately linearly [50].  The Aitken acceleration 
technique takes advantage of this linearity to obtain a guess for the final values and reduce the 
number of Schwarz iterations necessary for global convergence. 
 
The general algorithm is as follows. 
1.  Perform 2m-1 Schwarz iterations, storing the N values of u|Γ at alternating iterations, 
where 𝑚 ≥ 3 is an integer such that m-2 vectors will be calculated for the acceleration.  The 
values are stored in 𝑢𝛤 ∈ ℝ
𝑁⨉𝑚, where N is the total number of grid points in the Schwarz 
planes. 
2.  Perform SVD analysis, 𝑢𝛤 = 𝑈 ∙ 𝛴 ∙ 𝑉
𝑇, where 𝑈 ∈ ℝ𝑁⨉𝑚 are the left singular vectors 
and 𝜎𝑖 = 𝛴𝑖,𝑖, (𝛴 ∈ ℝ
𝑚⨉𝑚) are the singular values. 
3.  Select only the ν largest singular values, ignoring the rest to avoid adding noise to the 
accelerated solution.  Define ν as 𝜈 = 𝑀𝐴𝑋({𝑖 ∈ {1. . 𝑚} ∶  𝜎𝑖 𝜎1⁄ > 𝜀𝜎}), where 𝜎𝑖 > 𝜎𝑖+1 and 
εσ is a given tolerance.  Then define a truncated matrix size, 𝑚′ = 𝑀𝐼𝑁(𝜈 + 2,𝑚) .  Let 
𝑢′𝛤(:,𝑗) ∈ ℝ
𝑁⨉1 refer to the jth column of 𝑢𝛤, where only the last 𝑚
′ columns are considered, 
and let 𝑈′ ∈ ℝ𝑁⨉𝑚
′−2  be a matrix containing the (𝑚′ − 2) left-most columns of 𝑈.  𝑈′ will 
then act as the basis vectors for transforming from the physical space to a reduced space. 
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4.  Define the leading and trailing error matrices, 𝑒+, 𝑒− ∈ ℝ𝑁⨉𝑚
′−2 as 
𝑒𝑖,𝑗
+ = 𝑢𝛤;𝑖,𝑗+2+𝑚−𝑚′ − 𝑢′𝛤;𝑖,𝑗+1+𝑚−𝑚′
𝑒𝑖,𝑗
− = 𝑢𝛤;𝑖,𝑗+1+𝑚−𝑚′ − 𝑢′𝛤;𝑖,𝑗+𝑚−𝑚′
 , 𝑖, 𝑗 ∈ {1. .𝑚′ − 2} 
Then find the transformed error matrices, ?̃?± ∈ ℝ𝑚
′−2⨉𝑚′−2 = 𝑈′𝑇 ∙ 𝑒±. 
5.  Use the error matrices to find the error propagation matrix, ?̃?. 
?̃? ∈ ℝ𝑚
′−2⨉𝑚′−2 = (?̃?+) ∙ (?̃?−)−1 
6.  Then project the converged solution as follows. 
𝑦′∞ ∈ ℝ𝑚
′−2⨉1 = (𝐼𝑚′−2⨉𝑚′−2 − ?̃?)
−1
∙ ((𝑈′)𝑇 ∙ 𝑢′𝛤(:,𝑚) − ?̃? ∙ (𝑈′)
𝑇 ∙ 𝑢′𝛤(:,𝑚−1)) 
7.  Finally, convert the predicted solution back to the physical space. 
𝑢𝛤
∞ ∈ ℝ𝑁⨉1 = 𝑈′ ∙ 𝑦′∞ 
 
The predicted solution, 𝑢Γ
∞, is then used as the next guess for 𝑢Γ.  This acceleration is performed 
every 2𝑚 − 1 Schwarz iterations until global convergence is achieved. 
 
3.3.3.  Results 
The Schwarz-Aitken acceleration was programmed into the Fortran code and tested for a case 
using a 96×96×384 nominal fixed grid divided into 16 subdomains with various values of 𝑚 
(number of Schwarz iterations used in the acceleration) and both with and without truncation of 
the singular value matrix.  Figure 3.2 shows the results of these runs.  The plot shows that in 
most cases, the Aitken acceleration did indeed cause faster convergence than the Schwarz DDM 
alone. 
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Figure 3.2.  Maximum error, 𝑒𝑚𝑎𝑥
𝑖 , of the pressure solver in the Schwarz planes over 300 
Schwarz iterations.  Results shown for Schwarz (no Aitken acceleration), acceleration with 
m = 3, m = 10, and m = 20 with non-truncated basis vectors, and acceleration with m = 10, 
m = 20, and m = 50 with basis vectors truncated (𝜀𝜎 = 10
−9). 
 
Table 3.1, however, shows that although the Aitken technique effectively accelerated the code 
with Schwarz domain decomposition, this was in fact still far slower than the original code.  
There are a few reasons for this.  For one thing, the Schwarz-Aitken technique has been seen in 
other cases to be useful in part because solving the problem on the smaller macrodomain takes 
significantly less time than solving on the full domain [52].  For the current setup, however, this 
was not the case.  The multigrid Poisson solver calculates the solution on the coarsest grid level 
first, allowing much of the solution to propagate quickly.  With the above grid, the time required 
for one iteration of the local (macrodomain) problem did not vary by more than 5% whether the 
local problem was defined as one, four, or all of the sixteen processors. 
 
Another limitation of the acceleration technique is that the global error is, in general, larger than 
the local error for the Schwarz iterations.  In the current case, the difference was a factor of 
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Table 3.1.  Number of Schwarz iterations and average wall time per time step necessary to reach 
global convergence for the various solution methods, with speed-up versus the original multigrid 
method 
 Schwarz Iterations Wall time (s) Speed-up, SP 
Original multigrid N/A 5.7 1.000 
Schwarz 1172 885 0.006 
NOTRUNC, m = 3 2194 2231 0.003 
NOTRUNC, m = 10 136 108 0.053 
NOTRUNC, m = 20 169 150 0.038 
TRUNC, m = 10 137 144 0.040 
TRUNC, m = 20 235 155 0.037 
TRUNC, m = 50 1288 738 0.008 
 
nearly two orders of magnitude.  Thus, in order to achieve global convergence to within 10
-7
, it 
was necessary to converge locally to within 10
-9
.  This required an average of 9.3 cycles in the 
local Poisson solver per Schwarz iteration.  In contrast, the original code on the entire domain, 
without domain decomposition, required an average of only 4.7 cycles per time step. 
 
Finally, there is the question of why the problem converged more slowly with the Schwarz 
domain decomposition than without it.  If the entire domain could be solved in less than five 
cycles of the Poisson solver for the entire domain, one might expect the global solution with 
domain decomposition to converge globally in no more than five Schwarz iterations.  This issue 
can be addressed by considering the nature of the Poisson solver used.  The solver uses a 
multigrid technique, which smooths the residual onto increasingly coarser grids, iterating 
multiple times on the coarsest grids, where the cost is minimal.  Unlike a traditional Gauß-
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Seidell solver, the multigrid method allows fast modes of the solution to propagate quickly 
across the entire domain.  When the Schwarz DDM, and thus artificial Dirichlet boundary 
conditions, were introduced, this restricted the transfer of information to only the neighbouring 
macrodomains, once per Schwarz iteration. 
 
In short, while the Schwarz-Aitken technique was successfully implemented, it eliminated much 
of the benefit of the multigrid solver without significantly increasing its local efficiency for the 
type and scale of problem investigated in this dissertation research, instead causing the code to 
run an order of magnitude more slowly.  It was therefore dropped from consideration for 
producing the research data in the following chapters.  The results were nonetheless of academic 
interest, and were presented at the 2011 Parallel CFD conference [50]. 
 
3.4.  Front smoothing 
One phenomenon that was observed in multiple simulations was the formation and growth of 
“spikes” on the front mesh, as shown in Figure 3.3, where individual front points did not fall on a 
smooth curve with their neighbours.  The existence of these features itself does not seem to 
present a significant problem to the code.  However, in certain instances, these “spikes” would be 
seen to become more pronounced and possibly exhibit unstable growth.  In these cases, the front 
would tend to report increasingly frequent topological problems, and in most cases would 
eventually cause the simulation to fail. 
 
An earlier, serial version of the front-tracking code had included a subroutine intended to 
periodically smooth out such features in the front.  However, this subroutine was not included in 
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Figure 3.3.  Pressure field and shape of the plug in Case T5 at t = 7.5 with enlarged details of tip 
and tail spiking. 
 
the parallel code.  The subroutine was therefore rewritten for the parallel code and tested for 
various cases. 
 
Application of the front-smoothing code eliminated the appearance of spikes in the test cases, 
and in some cases also reduced the amount of lateral drift (i.e., drift of the droplet away from the 
centre of the channel) over time.  However, in other cases, the runs using front smoothing 
experienced larger and more erratic drift, apparent periodic discontinuities in the droplet velocity 
as a function of time, and/or significant differences to the resulting front shape and flow rates. 
 
Some of these effects appear to be a result of the dilation effect of the front-smoothing algorithm.  
The algorithm works by, after a pre-determined number of time steps, moving each front point to 
a new location calculated as a weighted average of its old position and the old positions of its 
nearest neighbours.  This reduces high-curvature features of the front, such as the “spikes” seen 
in Figure 3.3.  However, for a closed convex surface, it also necessarily reduces the enclosed 
volume.  Thus, calling the front-smoothing subroutine, in most cases, caused the front volume 
 52 
correction subroutine to be called much more frequently than if front smoothing had not been 
used.  It is likely that the increase in frequency of the front volume correction introduced errors 
that affected the flow rates and stability. 
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Chapter 4.  Parametric Studies – Part I: Pressure Drop 
One of the primary goals of the dissertation research was to explore the parameter space of 
segmented liquid-liquid flows in order to better understand the relations between them and to be 
able to predict flow behaviour.  To this end, a series of parametric studies were run to investigate 
the effects of various input parameters.  For each case, a simulation was run with the given input 
parameters and allowed to run until equilibrium was reached, or until problems with the 
simulation caused the code to halt or the run to be abandoned. 
 
4.1.  Problem setup and analysis 
The simulation setup remains the same as was described in Section 2.1.  A section of a 
rectangular channel of length 𝐿 ≡ 𝑛𝐷 ∙ 𝜆 is simulated, where 𝜆 = 𝜆
∗/𝐷ℎ
∗  is the mean periodic 
spacing of the droplets.  A square channel is simulated, with sides of length 𝐷ℎ ≡ 1.  The 
dimensionless domain is thus (𝑥, 𝑦, 𝑧) ∈ ℝ3 = [0,1] × [0,1] × [0, 𝐿].  The 𝑥- and 𝑦-boundaries 
are modelled as solid walls (no-slip), while the 𝑧-boundaries are treated as periodic. 
 
The initial conditions include fluid velocities of zero everywhere in the domain.  This is 
equivalent to impulsive start conditions.  A set of 𝑛𝐷 identical droplets/plugs are introduced into 
the flow.  For the parametric studies discussed in this chapter, 𝑛𝐷 was either one or two, and the 
droplets were initially centred in the channel cross-section and equally spaced in 𝑧 (for 𝑛𝐷 = 2).  
The initial shape was either spherical or ellipsoidal, depending on the size of the droplet/plug.  
The volume of each droplet/plug, 𝕍𝐷, was held constant to within 0.1%, and was expressed as an 
equivalent diameter, 𝐷𝐷. 
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4.1.1.  Simulation parameters 
For pressure-driven flows, there are six degrees of freedom needed to characterise the flow.  Two 
are represented by the density ratio, 𝛾, and viscosity ratio, 𝜅.  For all the simulations presented in 
these parametric studies, these were fixed at 𝛾 = 0.5613 and 𝜅 = 0.53311.  This corresponds to 
the experimental data from Kim et al. using deionized water as the dispersed phase and a 
perfluorocarbon with a fluoro-soluble surfactant as the continuous phase [13]. 
 
Two more degrees of freedom are related to the geometry of the two-phase flow.  These are 
defined in terms of the droplet/plug effective diameter, 𝐷𝐷, and the periodic droplet/plug 
spacing, 𝜆.  The void fraction, 𝜀, may also be expressed as a function of the two. 
 
The two final parameters are related to the interfacial tension and the flow rates.  The code takes 
as inputs the Laplace number, 𝐿𝑎, and the alternatively scaled mean driving pressure gradient, 
𝛱 ∙ 𝑅𝑒𝑇 = (−𝜕𝑃𝑎𝑏𝑠/𝜕𝑧̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) ∙ 𝑅𝑒𝑇.  Once the simulation reaches equilibrium, the flow rates are 
measured and converted to the corresponding Reynolds and capillary numbers, for example. 
 
Knowing the flow rates and driving pressure gradient, the relative pressure drop (or frictional 
multiplier), 𝜑2, may be derived.  The pressure drop may also be expressed in terms of the droplet 
effect parameter, 𝛹. 
 
4.1.2.  Parametrization summary 
Investigating the effect of the density and viscosity ratios was beyond the scope of the current 
study.  Boudreaux has provided numerical evidence that similar flows are highly independent of 
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density ratio for 𝛾 ∈ [0.01, 1.00] for Reynolds numbers up to 𝑅𝑒𝑇 = 1 [53].  Other researchers 
have explored the effect of the viscosity ratio for plug flows [15]. 
 
Parametric studies were set up to explore the effect of the other four degrees of freedom – 
specifically 𝜆, 𝐷𝐷, 𝑅𝑒𝑇, and 𝐶𝑎𝑇.  Simulations were organised into 16 lettered groups.  Within 
each group, one of these parameters was varied while the other three were kept constant.  Since 
the Reynolds and capillary numbers depend on the flow rates, which are outputs of the 
simulations rather than inputs, there was some variation of these parameters between the 
simulations in each group.  The effects of these variations will be addressed to some extent in the 
discussion of the results. 
 
Table 4.1 provides a summary of the groups used in the parametric studies.  The parameter 
which was varied in each group is highlighted for clarity.  Tabular data for all the simulations 
presented are given in Appendix A.  Additional plots, including plots of the relative pressure 
drop, 𝜑2, are available in Appendix C. 
 
4.2.  Droplet size 
Group N investigated the effect of the droplet volume on the flow.  The simulations were run at 
𝑅𝑒𝑇 = 3.6, 𝐶𝑎𝑇 = 0.095, 𝜆 = 10, with the equivalent droplet diameter varying from 𝐷𝐷 = 0.3 
to 𝐷𝐷 = 1.8.  The capillary number and spacing were chosen to accommodate accurately 
simulating the larger plugs.  The sensitivity of 𝛹 to the Reynolds number and spacing at the 
selected values should be minimal compared to the sensitivity to droplet size, as will be shown in 
the following sections. 
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Table 4.1.  Summary of groups from parametric study
*
 
Group 𝐷𝐷 𝜆 𝑅𝑒𝑇 𝐶𝑎𝑇 
A 0.645 1.355 3.58 ± 0.3% 5.9×10
-2
 – 2.4×10-1 
B 0.645 1.355 0.3579 ± 0.08% 2.4×10
-2
 – 2.4×10-1 
E 0.645 0.750 – 10.000 3.5 ± 3% 2.33×10-3 ± 3% 
G 0.300 0.500 – 10.000 3.596 ± 0.2% 2.379×10-3 ± 0.3% 
H 0.900 1.355 3.3 ± 7% 4.2×10
-3
 – 2.2×10-1 
I 0.900 1.355 0.33 ± 9% 2.1×10
-3
 – 2.4×10-1 
J 0.900 1.355 33 ± 6% 2.1×10
-2
 – 2.3×10-1 
K 1.200 2.500 0.36 – 150 9.6×10-2 ± 2% 
M 1.200 2.500 3.8 ± 5% 9.6×10
-2
 – 4.2×10-1 
N 0.300 – 1.800 10.000 3.60 ± 0.6% 9.52×10-2 ± 0.6% 
Q 1.200 2.500 0.39 – 16 4.17×10-1 ± 0.4% 
T 1.200 10.000 3.65 ± 1% 9.6×10
-2
 – 4.9×10-1 
U 1.200 2.500 0.077 – 75 2.03×10-1 ± 4% 
V 1.200 2.250 – 8.000 0.077 ± 4% 1.97×10-1 ± 4% 
W 1.200 2.250 – 8.000 0.77 ± 3% 2.01×10-1 ± 3% 
X 1.200 2.250 – 8.000 0.77 ± 4% 4.2×10-1 ± 4% 
* Density and viscosity ratios were 𝛾 = 0.5613 and 𝜅 = 0.53311 for all groups. 
 
Figure 4.1 shows the pressure drop parameter for Group N.  The data show that larger droplets 
cause increasingly large relative pressure drops for capillary flows.  This is logical, as larger 
droplets mean the carrier fluid between the droplets and the walls would undergo higher 
deflection, resulting in higher shear at the wall.  However, this trend reverses as the droplet 
approaches the size of the channel, and the relative pressure drop actually decreases with 
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increasing plug size for plug flows.  𝛹 < 0 for longer plugs is consistent with previous studies, 
where the lower viscosity of the plugs can result in lower local pressure drops than in the carrier 
fluid alone at the same total flow rate [7]. 
 
 
Figure 4.1.  Droplet effect parameter versus droplet size for Group N (𝜆 = 10,  
𝑅𝑒𝑇 = 3.60 ± 0.6%, 𝐶𝑎𝑇 = 0.0952 ± 0.6%). 
 
The reversal in the slope of the 𝛹 − 𝐷𝐷 curve around 𝐷𝐷 = 1 suggests a fundamental difference 
between capillary (droplet) flows (𝐷𝐷 < 1) and plug flows (𝐷𝐷 ≳ 1).  This is not surprising, as 
plugs are geometrically restricted to strictly non-spherical shapes, while droplets are not.  
Capillary and plug flows will therefore be discussed separately in the following sections. 
 
4.3.  Capillary flows 
Simulations of droplet flows were run for droplet sizes from 𝐷𝐷 = 0.3 to 𝐷𝐷 = 0.9.  
Investigations were run on the effect of the droplet spacing, Reynolds number, and capillary 
number. 
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4.3.1.  Droplet spacing 
One reason for considering the droplet effect parameter, 𝛹, was the hypothesis that for droplets 
and plugs that were spaced sufficiently far apart – i.e., 𝜆 larger than some 𝜆𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 – the effect of 
a single droplet or plug on the pressure drop would be independent of the spacing.  In other 
words, a droplet’s effect on the carrier fluid would be effectively restricted to a finite distance.  
Such behaviour has been previously demonstrated for gas bubbles in a liquid carrier fluid [3] [7]. 
 
If this hypothesis were shown to be true for liquid-liquid flows, it would mean that for a wide 
array of flows (𝜆 > 𝜆𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙), the spacing could be eliminated from the data, reducing the 
number of degrees of freedom to be modelled by one.  Thus, Groups G and E were formulated to 
test this hypothesis for droplets of size 𝐷𝐷 = 0.300 and 0.645, respectively. 
 
Figure 4.2 shows the results for Groups G and E.  Both groups show non-linear behaviour for 
droplet spacing on the order of one channel width.  At larger droplet spacings, the droplet effect 
parameter is not constant, as was expected, although the variation is small.  For the 𝐷𝐷 = 0.645 
droplets (Group E), the parameter shows a decrease of less than 30% from 𝜆 = 2 to 𝜆 = 10.  
This decrease roughly correlates to a 2% increase in the capillary number.  More importantly, 
however, it should be noted that the Laplace number for both groups was approximately 1500.  
Based on the grid convergence studies discussed in Chapter 2, the anticipated error in 𝛹 for both 
Groups E and G would be of order one.  Interestingly, the points from Group E at 𝜆 = 7 and 
𝜆 = 9 use grids with minimum grid spacing ℎ𝑧 that are 12% and 10% lower than the rest of the 
simulations, respectively.  The fact that the relative pressure drop for these two points is lower 
than the neighbouring points further strengthens the argument that the variation in 𝛹 with droplet 
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spacing is of the same order as the grid-related uncertainty.  Therefore, conclusions from the 
current data regarding the dependence of spacing cannot be definitive.  
 
 
Figure 4.2.  Droplet effect parameter as a function of droplet spacing for Groups E and G 
(𝑅𝑒𝑇 = 3.6 ± 3%, 𝐶𝑎𝑇 = 2.4 × 10
−3 ± 3%). 
 
Runs for a third group, Group F (𝐷𝐷 = 0.9, 𝐶𝑎𝑇 = 0.0023) were also conducted.  However, the 
resulting data demonstrated a mostly-unpredictable bifurcation between 𝛹 > 1 and 𝛹 < 1 
behaviour, as well as significant dependence on the simulation grid used.  Because of the high 
Laplace numbers used (𝐿𝑎 ≈ 1500), it was not possible to determine whether the bifurcation 
was physically meaningful or was a result of large grid-related errors.  The group was therefore 
excluded from analysis, but the associated results are summarised in Appendix D.  It should be 
noted that interaction of the droplet interfaces with the walls is stronger in this group than in 
Groups E and G, and this group represents a transition between capillary (droplet) and plug 
flows, even though the topology is strictly speaking one of droplet flow (i.e. 𝐷𝐷 < 1). 
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4.3.2.  Reynolds number 
Groups A and B simulated droplets of size 𝐷𝐷 = 0.645, spaced at 𝜆 = 1.355, at varying 
capillary numbers with Reynolds numbers of 𝑅𝑒𝑇 = 3.58 and 𝑅𝑒𝑇 = 0.358, respectively.  A 
third group, at 𝑅𝑒𝑇 = 36, was attempted but discarded due to excessive droplet drift.  Figure 4.3 
shows the droplet effect parameter for the four pairs of points between the two groups that shared 
the same capillary numbers.  In all four cases, the relative pressure drop increased as the 
Reynolds number increased.  The increase in 𝛹 was 6-12% for 𝐶𝑎𝑇 ∈ [5.9 × 10
−2, 2.4 × 10−1] 
going from 𝑅𝑒𝑇 = 0.36 to 𝑅𝑒𝑇 = 3.6.  For a spacing of 𝜆 = 1.355, the corresponding increase 
in 𝜑2 is less than 0.2%. 
 
 
Figure 4.3.  Droplet effect parameter versus Reynolds number for 𝐷𝐷 = 0.645 droplets (Groups 
A and B, 𝜆 = 1.355) at constant capillary numbers, 𝐶𝑎𝑇. 
 
Figure 4.4 shows similar groups of points from Groups I, H, and J, which simulated droplets of 
size 𝐷𝐷 = 0.9 at Reynolds numbers of 𝑅𝑒𝑇 = 0.33, 𝑅𝑒𝑇 = 3.3, and 𝑅𝑒𝑇 = 33, respectively.  
The pressure drop again increases as the Reynolds number increases.  For 𝜆 = 1.355, the 
increase in 𝜑2 is less than 0.4% going from 𝑅𝑒𝑇 ≈ 0.3 to 𝑅𝑒𝑇 ≈ 3, and less than 2% going from 
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𝑅𝑒𝑇 ≈ 0.3 to 𝑅𝑒𝑇 ≈ 30.  This suggests the effects of the Reynolds number on the pressure drop 
for droplet flows are negligible for 𝑅𝑒𝑇 ≲ 𝒪(1), but start becoming comparable to the capillary 
number effect around 𝑅𝑒𝑇 ≳ 𝒪(10). 
 
 
Figure 4.4.  Droplet effect parameter versus Reynolds number for 𝐷𝐷 = 0.9 droplets (Groups H, 
I, and J, 𝜆 = 1.355) at constant capillary numbers, 𝐶𝑎𝑇. 
 
4.3.3.  Capillary number 
Figures 4.5 and 4.6 show the variation of the droplet effect parameter with capillary number for 
the medium-size droplets (Groups A and B) and the large droplets (Groups H and I), 
respectively, at 𝑅𝑒𝑇 < 4.  In both graphs, 𝛹 appears to increase as 𝐶𝑎𝑇 decreases, approaching 
steady values of 𝛹~0.2 for 𝐷𝐷 = 0.645 and 𝛹~5 for 𝐷𝐷 = 0.9.  One should note that as the 
capillary number was decreased further, errors associated with the higher Laplace numbers 
become significant, raising questions regarding the reason behind the apparent trend of the 
pressure drop.  The grid convergence studies present strong evidence that further increase of 𝛹 
with decreasing Capillary number is related to grid uncertainty. Therefore it is more likely that 
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the pressure drop parameter should in fact maintain a roughly constant value for 𝐶𝑎𝑇 < 10
−2 for 
these droplet flows. 
 
 
Figure 4.5.  Droplet effect parameter versus capillary number for medium-sized droplets (Groups 
A and B). 
 
 
Figure 4.6.  Droplet effect parameter versus capillary number for large droplets (Groups H and 
I). 
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4.4.  Plug flows 
Plug flows are commonly observed in lab-on-a-chip applications.  In fact, experimental evidence 
suggests that it is a necessary stage of pressure-driven dispersed flow creation with certain chip 
designs, even for generating capillary flows [13].  However, limitations of the code restricted 
investigations to simulations where the minimum thickness of the carrier fluid film separating 
the plugs from the walls was at least two to three times the grid spacing, ℎ.  Using ℎ =
1
64
, it was 
found that a minimum capillary number of 𝐶𝑎𝑇 ~ 0.1 was needed to satisfy this condition for 
pressure-driven flows. 
 
4.4.1.  Plug spacing 
Groups V, W, and X were designed to investigate the effect of plug spacing.  Group V was run at 
a capillary number of 𝐶𝑎𝑇 = 0.197 and a Reynolds number of 𝑅𝑒𝑇 = 0.077.  This small 
Reynolds number was chosen to minimize the inertial force effects.  However, this resulted in 
the flow being prohibitively slow to develop.  On LONI resources, certain cases ran for more 
than two months of computation time, after which the flows were shown not to have fully 
developed. 
 
Groups W and X were run at 𝑅𝑒𝑇 = 0.77, still small enough to eliminate Reynolds number 
effects but large enough to simulate the flows in a reasonable amount of time.  The capillary 
numbers were 𝐶𝑎𝑇 = 0.20 for Group W and 𝐶𝑎𝑇 = 0.40 for Group X.  In an attempt to save 
calculation time, both Groups W and X were started from the 𝑡 = 7 results of Group V, with the 
pressure gradient and Laplace numbers appropriately adjusted to obtain the desired capillary and 
Reynolds numbers.  Several of the simulations from these two groups began experiencing 
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unexplained front problems and halting with runtime errors before the flows reached a steady 
state according to our criteria.  The rest of the simulations were also terminated before strictly 
reaching steady state on the assumption that they would also fail if continued. 
 
Figure 4.7 shows the results of Group V at 𝑡 = 7 and Groups W and X at the last output times 
before crashing or being terminated.  Although most of these data were from flows not at 
equilibrium, trends are similar to those for capillary flows – an increase in the relative pressure 
drop as the spacing increases to approximately 𝜆 ~ 2 − 3, followed by little to no change in 𝛹 as 
𝜆 was increased further. 
 
 
Figure 4.7.  Droplet effect parameter versus plug spacing for plugs (Groups V, W, and X; results 
not at equilibrium). 
 
It should be noted that the three data points at 𝜆 = 2.50 were taken from previously-run 
simulations with different time histories and are, in fact, at equilibrium.  This would suggest that, 
were all the simulations able to be run to equilibrium, Group V would drop to 𝛹 ~ − 5 and 
Group X to 𝛹 ~ − 6.5.  Verification was planned by re-running the three groups using similar 
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time histories to the 𝜆 = 2.50 cases.  However, the test case, at 𝜆 = 8, still crashed before 
reaching equilibrium.  Although not completed due to time constraints, further study should be 
performed to determine the precise reasons for the simulations failing and investigate possible 
preventative techniques. 
 
4.4.2.  Reynolds number 
Groups K, U, and Q were run to investigate the effect of the Reynolds number on plugs at 
capillary numbers of 𝐶𝑎𝑇 = 0.096, 0.203, and 0.417, respectively.  All simulations were run at 
plug spacings of 𝜆 = 2.50.  As shown in Figure 4.8, the droplet effect parameter was 
approximately constant for each group up to Reynolds numbers on the order of 𝑅𝑒𝑇 ~ 1 − 10.  
At higher Reynolds numbers, the plugs caused an increasingly large increase in the pressure 
drop.  This is consistent with the behaviour seen for 𝐷𝐷 < 1 droplets. 
 
 
Figure 4.8.  Droplet effect parameter versus Reynolds number for plugs (Groups K, U, and Q). 
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The upper limit on the Reynolds number in these groups appears to be influenced by the plug 
spacing.  Figure 4.9 shows that, with increasing Reynolds numbers, the plugs in Group K began 
to grow longer and narrower, with the length of the plugs, 𝐷𝑧, eventually beginning to approach 
the spacing, 𝜆.  When this happened, interactions of the plugs with each other tended to either 
lead to asymmetry of the plugs or cause topological problems in the front, ultimately leading to 
simulation failure.  It is suspected the same may have occurred in Groups U and Q, whose low-
Reynolds number plug lengths were even larger. 
 
 
Figure 4.9.  Droplet length versus Reynolds number for plugs (Groups K, Q, and U). 
 
4.4.3.  Capillary number 
Group M was designed to investigate the effect of the capillary number on the plug flows.  The 
Reynolds number was fixed at 𝑅𝑒𝑇 = 3.8 ± 5%, which, based on the results shown in the 
previous section, is approximately in the region where the effect of the Reynolds number is 
negligible.  The plug spacing was also fixed at 𝜆 = 2.50.  Capillary numbers of 𝐶𝑎𝑇 = 0.096, 
0.205, and 0.417 were simulated.  As expected, increasing the capillary number caused the 
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plugs to become longer and narrower.  Simulating capillary numbers larger than 𝐶𝑎𝑇 ≳ 0.5 was 
thus not possible because the length of the plugs would be larger than the space available.  This 
points to a possible regime transition boundary, wherein beyond a limiting value of the Capillary 
number, successive plugs would merge to transition into an annular flow configuration. 
 
Group T was thus designed with the same Reynolds number as Group M, but with the spacing 
increased to 𝜆 = 10.0.  Capillary numbers of 𝐶𝑎𝑇 = 0.096, 0.194, and 0.486 were simulated.  
Increasing the capillary number to 𝐶𝑎𝑇 ≳ 1 proved difficult, as the high deformability of the 
plugs tended to cause high shear in the plug, spiking of the front, or both.  Despite repeated 
attempts to increase the capillary number more gradually, no simulation of a plug with capillary 
number higher than 𝐶𝑎𝑇 = 0.49 has succeeded. 
 
Figure 4.10 shows the results of the droplet effect parameter for these two groups.  Both sets of 
data appear to be in close agreement except at the highest capillary number, where in Group M,  
 
 
Figure 4.10.  Droplet effect parameter versus capillary number for plugs (Groups M and T). 
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the gap between plugs was less than 0.04 ∙ 𝐷ℎ, or 2.4 ∙ ℎ𝑧.  While sparse, the data at least suggest 
that the droplet effect parameter becomes more negative as the capillary number increases for 
highly-deformable plugs.  This effect will be explained further in Chapter 5. 
 
4.5.  Predictive models 
Past studies have proposed models to predict the pressure drop in a wide variety of multiphase 
flows.  Chisholm proposed a class of models where the frictional multiplier, 𝜑2, was a 
polynomial function of the Lockhart-Martinelli parameter, 𝜒 [27] [12]. 
𝛱 = 𝜑2 ∙
(𝑓 ∙ 𝑅𝑒𝑇)1−𝑝ℎ𝑎𝑠𝑒
2
 
𝜑2 = 1 +
𝐶
𝜒
+
1
𝜒2
 
For the equilibrium droplet and thick-film plug flows from the parametric study discussed in 
Chapter 4, this model using the viscous flow constant 𝐶 = 5 consistently and greatly over-
predicted the pressure drop, as shown in Figure 4.11.  The mean error for the plotted data points 
is roughly 139%.  It is noted that the Chisholm model becomes more accurate as 𝛽𝐶 approaches 
unity – i.e., for smaller droplets and for large droplet spacing. 
 
Beattie and Whalley proposed using an effective viscosity for the two-phase flow case [54].  The 
appropriate form of the effective viscosity could vary, as summarised in Table 4.2. 
𝛱 =
𝜇𝑒𝑓𝑓
𝜇𝐶
(𝑓 ∙ 𝑅𝑒𝑇)1−𝑝ℎ𝑎𝑠𝑒
2
 
 
For the pressure-driven flow parametric studies, Beattie and Whalley’s hybrid model consistently 
over-estimated the pressure drop.  Using the annular flow model yielded better results, which are 
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Figure 4.11.  Relative pressure drop predicted by Chisholm annular flow model for all cases in 
the pressure-driven flow parametric study.  The solid line shows parity with the actual two-phase 
pressure drop.  The dashed lines show the limits of ±50% deviation from parity. 
 
Table 4.2.  Effective Viscosity Formulae [54] 
Model 𝜇𝑒𝑓𝑓 
Bubble flow (1 − 𝛽𝐶 ≪ 1) 𝜇𝐶(3.5 − 2.5𝛽𝐶) 
Annular flow 𝜇𝐶𝛽𝐶 + 𝜇𝐷(1 − 𝛽𝐶) 
Hybrid model 𝜇𝐶𝛽𝐶(3.5 − 2.5𝛽𝐶) + 𝜇𝐷(1 − 𝛽𝐶) 
 
shown in Figure 4.12.  The model under-estimated the pressure drop for the cases shown, with a 
mean error of 18%. 
 
Kim proposed a pressure drop model for droplet and plug flows which combined Beattie and 
Whalley’s effective viscosity approach with a capillary pressure drop similar to those proposed 
by Bretherton and Kreutzer et al. [55] [14] [38]. 
𝛱 =
(𝑓 ∙ 𝑅𝑒)1−𝑝ℎ𝑎𝑠𝑒
2
∙
𝜇𝑒𝑓𝑓
𝜇𝐶
+
𝑓𝐶𝑎𝑝 ∙ 𝑅𝑒𝑇
2
 
𝑓𝐶𝑎𝑝 =
2 ∙ 𝐶𝐶𝑎𝑝 ∙ 𝐷ℎ
𝐶𝑎𝑇
1/3
∙ 𝑅𝑒𝑇 ∙ 𝐷𝑧
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Figure 4.12.  Relative pressure drop predicted by the Beattie & Whalley model using the annular 
flow version of the effective viscosity for all cases in the pressure-driven flow parametric study.  
The solid line shows parity with the actual two-phase pressure drop.  The dashed lines show the 
limits of ±50% deviation from parity. 
 
Kim chose a value of 𝐶𝐶𝑎𝑝 = 15.6 as a best fit to the experimental data.  This model consistently 
over-estimates the pressure drop for the numerical parametric studies.  In fact, the predicted 
values for the constant 𝐶𝐶𝑎𝑝 based on the simulation data range from 𝐶𝐶𝑎𝑝 ~ 𝒪(10
−3) to 
𝐶𝐶𝑎𝑝 ~ 𝒪(10).  It should perhaps not be surprising that Kim’s model perform poorly for the 
current data sets, as the capillary pressure drop models developed by Bretherton and others were 
valid for low capillary number plug flows where the thickness of the films were orders of 
magnitude smaller than the channel widths. 
 
Interestingly, a simple model that predicts the results of the pressure-driven parametric studies 
more accurately than any of the above models is the single-phase pressure drop using the total 
flow rate. 
𝛱 =
(𝑓 ∙ 𝑅𝑒𝑇)1−𝑝ℎ𝑎𝑠𝑒
2
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This is equivalent to the approximation 𝜑2 = 𝛽𝐶
−1 or 𝜑𝑇
2 = 1.  This model matched the 
simulation data with a mean absolute error of 4%, and a maximum error of 13%.  The data are 
shown in Figure 4.13. 
 
 
Figure 4.13.  Dimensionless pressure drop predicted by the single-phase flow model for all cases 
in the pressure-driven flow parametric study.  The solid line shows parity with the actual two-
phase pressure drop.  The dashed lines show the limits of ±50% deviation from parity. 
 
For many applications, knowing the pressure drop to within 10% or so may be more than 
adequate.  In certain situations, however, even small variations of the pressure drop may be 
important.  For example, the pressure drop associated with individual plugs will determine path 
selection when travelling through branched channel networks [7].  When more accurate 
predictions of the two-phase pressure drop are desired, some knowledge of the size and spacing 
of the droplets or plugs is required.  The parametric studies showed for droplet flows and thick-
film plug flows at 𝜅 =
𝜇𝐷
∗
𝜇𝐶
∗ ≈ 0.5 that larger droplets (up to 𝐷𝐷
∗ ≅ 𝐷ℎ
∗) increased the pressure drop, 
while larger plugs decreased it.  The pressure drop also decreased with the capillary number, 
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although for droplet flows it appeared to become independent of capillary number as the droplets 
became strongly spherical at 𝐶𝑎𝑇 ≲ 𝒪(10
−2). 
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Chapter 5.  Parametric Studies – Part II: Droplet Velocity and Geometry 
Chapter 4 focused on the pressure drop for two-phase flows along a square channel.  This is not 
the only parameter of interest, however.  Prediction of the velocity of the droplets or plugs in the 
channel may be important.  Depending on the application, high-speed photography may be used 
to measure information such as plug shape, position, or colour (e.g., as an indicator for chemical 
reactions).  Alternatively, optical sensors attuned to marker particle scintillation frequencies or 
other measurement techniques may be used to detect specific molecules in passing plugs.  In all 
of these instances, researchers must know the expected plug speeds – and thus residence times in 
the observation windows – in order to properly design the testing procedure. 
 
The results presented in this chapter come from the same parametric studies discussed in Chapter 
4 and detailed in Appendix A.  This chapter, however, will focus on the droplet/plug mobility 
and, later, metrics of the droplet/plug shape in these simulations. 
 
5.1.  Mobility 
5.1.1.  Droplet size 
Figure 5.1 shows the mobility for Group N, varying the droplet/plug size at 𝐶𝑎𝑇 = 0.095.  For 
droplet flows, the mobility decreases as the droplet grows larger.  Once the droplet approaches 
the size of the channel, the mobility levels off, showing a constant mobility of 
𝑤𝐷
𝐽
= 1.48 for 
𝐷𝐷 > 1.  This suggests that, for large capillary numbers, the mobility does not depend on the size 
of the plug.  This is helpful, as it allows the mobility analysis to focus solely on the effect of the 
capillary and Reynolds numbers and plug spacing. 
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Figure 5.1.  Mobility versus effective diameter for droplets and plugs (Group N). 
 
5.1.2.  Spacing 
Groups G and E simulated droplets of size 𝐷𝐷 = 0.300 and 𝐷𝐷 = 0.645, respectively, at 
𝑅𝑒𝑇 = 3.6 ± 3% and 𝐶𝑎𝑇 = 0.0024 ± 3%.  Within each group, the droplet mobility was nearly 
constant, as shown in Figure 5.2.  There were fluctuations of less than 3% for the most crowded 
droplets, but for 𝜆 ≥ 2.0, the mobility was constant to within less than 1%.  These variations in 
mobility are smaller than the estimated error from the grid convergence studies.  Most of the data 
for the plug flows (Groups V, W, and X) were not at equilibrium.  However, the best data 
available show very similar trends, as seen in Figure 5.3.  Excluding the data points at 𝜆 = 2.5 
that were at equilibrium, the variation is less than 2% within each group.  For 𝜆 > 2.5, the 
variation is less than 0.7%.  It should be noted that the apparent discrepancy between Groups V 
and W is a result of the lack of equilibrium, and not a Reynolds number effect, as the 𝜆 = 2.5 
data agree very closely. 
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Figure 5.2.  Mobility versus spacing for droplets (Groups E and G). 
 
 
Figure 5.3.  Mobility versus spacing for plugs (Groups V, W, and X). 
 
It is worth noting that the “natural” plug lengths for Groups W and X – that is, the value of 𝐷𝑧 at 
𝜆 ≳ 2.5 ∙ 𝐷ℎ, where 𝐷𝑧 appears relatively constant – appear to be approximately 2.2 ∙ 𝐷ℎ and 
2.4 ∙ 𝐷ℎ, respectively.  The size of the gap, or carrier fluid slug, between plugs had to be reduced 
to less than one half of the channel width before even a 1% difference in the plug mobility was 
observed. 
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5.1.3.  Reynolds number 
Figure 5.4 shows the effect of raising the Reynolds number while keeping the capillary number 
constant for plug flows.  As with the pressure drop, the mobility is constant up to Reynolds 
numbers of 𝑅𝑒𝑇 ~ 1 − 10.  At higher Reynolds numbers, the mobility begins changing, although 
it is still within 3% for the data points shown. 
 
 
Figure 5.4.  Mobility versus Reynolds number for plug flows. 
 
Figures 5.5 and 5.6 show the mobility variation for droplets of size 𝐷𝐷 = 0.645 (Groups A and 
B) and 𝐷𝐷 = 0.900 (Groups H, I, and J), respectively, for groups of points at constant 𝐶𝑎𝑇 but 
changing 𝑅𝑒𝑇 at droplet spacing 𝜆 = 1.355.  The mobility changes by less than 0.2% from 
𝑅𝑒𝑇 ≈ 0.3 to 𝑅𝑒𝑇 ≈ 3 for the 𝐷𝐷 = 0.645 droplets.  This is within one standard deviation of the 
data based on 500 sampled time steps, as shown by the error bars in Figure 5.5.  For the  
𝐷𝐷 = 0.9 droplets, the mobility decreases by less than 1% from 𝑅𝑒𝑇 ≈ 0.3 to 𝑅𝑒𝑇 ≈ 3 and by 
less than 2% from 𝑅𝑒𝑇 ≈ 0.3 to 𝑅𝑒𝑇 ≈ 30. 
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Figure 5.5.  Mobility versus Reynolds numbers for 𝐷𝐷 = 0.645 droplets at constant capillary 
numbers (Groups A and B). 
 
 
Figure 5.6.  Mobility versus Reynolds numbers for 𝐷𝐷 = 0.9 droplets at constant capillary 
numbers (Groups H, I, and J). 
 
5.1.4.  Capillary number 
Groups A and B (𝐷𝐷 = 0.645, 𝜆 = 1.355); H, I, and J (𝐷𝐷 = 0.900, 𝜆 = 1.355); and M and T 
(𝐷𝐷 = 1.200, 𝜆 = 2.5 and 𝜆 = 10) all investigated the effect of the capillary number for droplets 
and plugs.  The previous sections suggest that the effect of the Reynolds number and the spacing 
should be minimal.  This turns out to be true, as Figure 5.7 demonstrates.  Groups A and B seem 
 78 
to maintain a nearly constant mobility 
𝑤𝐷
𝐽
≈ 1.82 ± 1% for 𝐶𝑎𝑇 ∈ [2.4 × 10
−2, 2.4 × 10−1].  As 
Figure 5.1 predicted, the large droplet (𝐷𝐷 = 0.9) and plug (𝐷𝐷 = 1.2) data also seem to fall 
very nearly on a single curve, increasing from 
𝑤𝐷
𝐽
≈ 1.45 at 𝐶𝑎𝑇 ≤ 10
−2 to as high as 
𝑤𝐷
𝐽
≈ 1.83 
at 𝐶𝑎𝑇 = 0.49. 
 
 
Figure 5.7.  Mobility versus capillary number for droplets and plugs. 
 
5.2.  Droplet shape 
The droplet or plug shape is complex and depends on a number of parameters [46].  However, 
one parameter that can be easily measured is the droplet length, 𝐷𝑧.  This is measured as the 
streamwise distance between the points furthest upstream and furthest downstream on the front, 
as shown in Figure 5.8. 
 
Another easily measured parameter of interest is the minimum film thickness, 𝛿𝑚𝑖𝑛.  This is 
defined as the minimum distance between the interface and any four of the walls, as shown, 
again, in Figure 5.8.  Although the term “film” suggests a long plug with a relatively flat region  
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Figure 5.8.  Sample metrics for plug length, 𝐷𝑧, and minimum film thickness, 𝛿𝑚𝑖𝑛. 
 
near the wall, the same definition is used to define the minimum distance between a spherical 
droplet and the walls.  It should be noted that 𝛿𝑚𝑖𝑛 is influenced by any displacement of the 
plug/droplet away from the centre of the channel (lateral drift) in addition to its shape.  In either 
case, the parameter is of interest, as 𝛿𝑚𝑖𝑛 is strongly related to the shear in the carrier fluid at this 
point. 
 
As the capillary number increases above 𝐶𝑎𝑇 ≈ 10
−2, the droplets and plugs become both 
longer (𝐷𝑧 increases) and narrower (𝛿𝑚𝑖𝑛 increases), as shown in Figures 5.9 and 5.10.  As 
Figure 5.10 shows, the 𝐶𝑎𝑇 ≈ 0.2 data show approximately the same film thickness for 𝐷𝐷 =
1.2 plugs as for 𝐷𝐷 = 0.9 droplets.  Coupling this with the mobility in Figure 5.7 suggests a 
possible relationship between the mobility and 𝛿𝑚𝑖𝑛. 
 
Figure 5.11 plots the mobility versus 𝛿𝑚𝑖𝑛 for all data points in the parametric study – excluding 
Groups E and G, which had significant errors due to the high Laplace numbers, and Groups V, 
W, and X, which were not at equilibrium.  The data fall primarily on a single curve, which has 
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Figure 5.9.  Droplet/plug length versus capillary number. 
 
 
Figure 5.10.  Minimum of carrier fluid film separating droplets and plugs from channel walls. 
 
been modelled by the exponential relation (
𝑤𝐷
𝐽
) = 𝑏 ∙ 𝛿𝑚𝑖𝑛
𝑎 , with the parameters 𝑎 and 𝑏 given in 
Table 5.1.  The curve fit underestimated the mobility in Case T4 (𝐷𝐷 = 1.2, 𝜆 = 10, 𝑅𝑒𝑇 = 3.7, 
𝐶𝑎𝑇 = 0.49) by 2.1%, but fell within 1.6% of all remaining data points. 
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Figure 5.11.  Mobility versus minimum film thickness for droplets and plugs.  Also shown is the 
curve fit to the data of the form (𝑤𝐷/𝐽) = 𝑏 ∙ 𝛿𝑚𝑖𝑛
𝑎 . 
 
Table 5.1.  Exponential Curve Fit Parameters, (𝑤𝐷/𝐽) = 𝑏 ∙ 𝛿𝑚𝑖𝑛
𝑎  
Parameter Value Standard Error 
𝑎 0.1704 0.0020 
𝑏 2.446 0.012 
 
This result is significant, as it suggests that, at least for channel-centred droplets and plugs at 
capillary numbers such that 𝛿𝑚𝑖𝑛 ≳ 0.04, the mobility is determined by the relative area of the 
cross-section of the droplet/plug at its widest point.  This also suggests that if the mobility can be 
measured, the minimum film thickness can be reasonably accurately predicted, and vice versa. 
 
Figure 5.12 shows in more detail how the droplet shape changes as a function of capillary 
number for Group H (𝐷𝐷 = 0.9, 𝜆 = 1.355, 𝑅𝑒𝑇 ≈ 3.3).  At 𝐶𝑎𝑇 ≲ 10
−2, the droplet is nearly 
spherical.  As the capillary number increases, the droplet begins forming three distinct regions – 
a rounded tip section, a tapered midsection, and a somewhat flattened tail section. 
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Case H12: 
𝐷𝐷 = 0.9 
𝜆 = 1.355 
𝐶𝑎𝑇 = 0.010 
𝑅𝑒𝑇 = 3.18 
 
Case H11: 
𝐷𝐷 = 0.9 
𝜆 = 1.355 
𝐶𝑎𝑇 = 0.052 
𝑅𝑒𝑇 = 3.28 
 
Case H1: 
𝐷𝐷 = 0.9 
𝜆 = 1.355 
𝐶𝑎𝑇 = 0.224 
𝑅𝑒𝑇 = 3.38 
Figure 5.12.  Deviatory pressure field at the channel mid-plane and shape of the front for sample 
flows from Group H.  Streamlines shown are based on the velocity relative to the droplet 
velocity. 
 
The figure also shows streamlines of the flow inside and outside the droplets.  These streamlines 
are generated by subtracting the droplet centroid velocity, 𝑤𝐷, from the reported velocity fields, 
and thus represent the flow as seen from a reference frame moving with the droplets.  This makes 
visible the circulatory flow both in the centre of the droplets and in the carrier fluid slugs 
between droplets.  The two-dimensional vortices visible in the cross-section in the figure actually 
represent vortex rings which wrap around the central axis of the channel. 
 
Because the droplet core flow and the slug flow both circulate in the same direction, counter-
rotating secondary vortex rings appear in both the tip and tail section of the droplets.  It can be 
seen in Figure 5.12 that the tail vortex rings especially become flattened as the capillary number 
increases, to the point that there may not be enough resolution in the simulation velocity fields to 
visualise them.  They must still exist, however, since the droplet fluid and carrier fluid in this 
region are travelling in opposite directions. 
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Figure 5.13 shows the plug shape and streamlines for Group T (𝐷𝐷 = 1.2, 𝜆 = 10, 𝑅𝑒𝑇 ≈ 3.65).  
At 𝐶𝑎𝑇 ≈ 0.1, the plug shows the same basic tapered “bullet” shape as the droplet at similar 
capillary numbers.  As the capillary number increases, the taper of the central section becomes 
less pronounced, while the tail section becomes narrower and the end flattens.  The tip and tail 
secondary vortices are not visible in the figure due to the seed points used for the streamlines, but 
they are still present. 
 
 
 
 
   
 Case T2: 
𝐷𝐷 = 1.2 
𝜆 = 10 
𝐶𝑎𝑇 = 0.096 
𝑅𝑒𝑇 = 3.61 
Case T3: 
𝐷𝐷 = 1.2 
𝜆 = 10 
𝐶𝑎𝑇 = 0.194 
𝑅𝑒𝑇 = 3.66 
Case T4: 
𝐷𝐷 = 1.2 
𝜆 = 10 
𝐶𝑎𝑇 = 0.486 
𝑅𝑒𝑇 = 3.67 
Figure 5.13.  Pressure field at 𝑥 = 0.5 and shape of the front for Group T.  Streamlines shown 
are based on the velocity relative to the plug velocity. 
 
Figure 5.14 shows the streamwise component of the normal shear stress, 𝜏𝑥𝑧 = 𝜇𝐶 ∙
𝜕𝑤
𝜕𝑥
, on the 
𝑥 = 0 wall for Group T.  The shear stress distribution, as well as the deviatory pressure field, 𝑃, 
shown in Figure 5.13, can be better understood by examining the shape of the plugs.  In the 
 84 
reference frame travelling with the plugs, the plugs essentially act as the inner wall of a 
converging-diverging annular channel for the bypass flow.  As seen in Figure 5.13, the deviatory 
pressure 𝑃 at the mid-plane of the channel wall reaches a maximum in the converging section 
then sharply drops near the thinnest portion and reaches a minimum in the diverging section.  
Figure 5.14 shows high shear where the bypass flow encounters a pressure rise – entering the 
converging section and exiting the diverging section.  This is most evident in the thinnest films, 
for Case T2.  Meanwhile, in the region near the minimum thin film thickness, the pressure 
gradient tends to push the bypass flow towards the rear of the plug, causing a region of very low 
shear.  In Case T2, there are even small regions in the corners – appearing as white gaps in 
Figure 5.14 – in which the carrier fluid travels in the negative 𝑧-direction relative to the channel 
walls.  This backflow phenomenon does not occur at the two higher capillary numbers. 
 
At 𝐶𝑎𝑇 = 0.096 (Case T2), the high shear regions near the tip and tail of the plugs are balanced 
by the low-shear band around the widest part of the plug, resulting in the net shear being slightly 
less than that exhibited by the carrier fluid far from the plug – with 𝛹 = −0.9.  As the capillary 
number increases in Cases T3 and T4, the plug narrows and the sides become straighter.  This 
causes both the high-shear spots and the low-shear band to become less severe, as the 
constriction of the bypass flow lessens.  The low-shear band still has a detectable effect on the 
pressure drop, however, with the droplet effect parameter dropping to 𝛹 = −4.9 at 𝐶𝑎𝑇 = 0.194 
and 𝛹 = −5.8 at 𝐶𝑎𝑇 = 0.486.  The net reduction in pressure drop is possible because the plug 
fluid is less viscous than the carrier fluid, allowing for higher streamwise velocities at the 
interface and thus lower shear at the wall. 
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 Case T2: 
𝐷𝐷 = 1.2 
𝜆 = 10 
𝐶𝑎𝑇 = 0.096 
𝑅𝑒𝑇 = 3.61 
Case T3: 
𝐷𝐷 = 1.2 
𝜆 = 10 
𝐶𝑎𝑇 = 0.194 
𝑅𝑒𝑇 = 3.66 
Case T4: 
𝐷𝐷 = 1.2 
𝜆 = 10 
𝐶𝑎𝑇 = 0.486 
𝑅𝑒𝑇 = 3.67 
Figure 5.14.  Wall shear stress field (𝜏𝑥𝑧) at 𝑥 = 0 and shape of the front for Group T.  White 
regions in Case T2 indicate −0.3 ≲ 𝜏𝑥𝑧 < 0.  Plugs are rendered in three dimensions with 
transparency.  They are located in front of the 𝑥 = 0 planes shown and do not make contact with 
them. 
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Chapter 6.  Flows in a Rotating Reference Frame 
While centrifugally-driven microfluidic devices may help reduce costs and improve portability 
of testing apparatus, a literature survey revealed surprisingly little investigation into the physics 
of multiphase flows in such devices.  Knowledge of the behaviour of these flows is vital if 
researchers hope to harness the benefits of segmented flows in lab-on-a-CD technology.  
Therefore, a preliminary study was set up to begin characterising segmented flows in rotating 
reference frames. 
 
The focus of the study was limited to the effect of both the Coriolis and centrifugal acceleration 
terms on flows, as well as how these were affected by the Reynolds and capillary numbers.  
Plugs of a constant volume, 𝐷𝐷 = 1.2, were chosen to highlight the change of shape and pressure 
drop as the parameters were varied.  A constant plug spacing of 𝜆 = 4 was chosen for all 
simulations.  This ensured a gap greater than one hydraulic diameter 𝐷ℎ at all conditions 
simulated.  It is thus expected (though not tested) that the mobility and 𝛹 data should be valid for 
a wide, and possibly semi-infinite, range of 𝜆 values. 
 
The density and viscosity ratios were kept constant at 𝛾 = 0.5613 and 𝜅 = 0.53311.  While the 
density ratio was shown not to play a major factor in pressure-driven segmented flows [53], it 
may play a much more important role in a rotating reference frame.  The buoyancy of the plugs 
is directly related to the density ratio, although this is largely accounted for in the definition of 
the Eötvös number.  The relative strength of the Coriolis forces in the two fluids is also 
influenced by the density ratio, although the acceleration is not.  The viscosity ratio is expected 
to play a major role in the relative pressure drop and potentially the shape of the plugs, both in 
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pressure-driven flows and in centrifugally-driven flows.  Despite the potential importance of 
both ratios, investigating their effects was not included in the study due to time and resource 
limitations. 
 
6.1.  Problem setup and analysis 
The simulation domain is taken to be a straight portion of the square channel, with the z-axis 
aligned with the radial direction, as shown in Figure 6.1.  The xyz coordinate system is fixed to 
the channel.  A single droplet will be simulated, so the dimensionless size of the domain is 
1 × 1 × 𝜆.  The entire channel is rotating at a constant angular velocity, of magnitude Ω, in the 
positive-y direction.  Thus, for the axis of rotation positioned as shown in the diagram, the 𝑥 = 1 
wall is the leading wall as viewed by a stationary (non-rotating) outside observer.  The centre of 
the domain is located a distance 𝑅 from the centre of rotation of the channel.  It is assumed that 
𝜆 ⋘ 𝑅, and thus 𝑅 may be considered constant for the entire simulation domain. 
 
 
Figure 6.1.  Diagram of simulation domain, showing coordinate axes and axis of rotation, for 
outward-running channel section, i.e., ?̂?𝑅 = ?̂?𝑧. 
 
The radial unit vector, ?̂?𝑅, points from the axis of rotation towards the domain location.  With 
𝑅 ≫ 1, ?̂?𝑅 may be treated as constant.  Note that, depending on the application, a micro-channel 
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may include bends and thus locally flow in any direction, including towards the centre of 
rotation.  By convention, the positive-𝑧 direction is assumed to be the direction of bulk flow in 
the channel.  The current study focuses on channel segments aligned with the radial direction, so 
that ?̂?𝑧 = ?̂?𝑅 if the flow direction is away from the centre of rotation (centrifugal), and ?̂?𝑧 = −?̂?𝑅 
if the flow is towards it (centripetal). 
 
6.2.  Isolated Coriolis Effect Study 
The first rotating flow study was designed to investigate the effect of the Coriolis effect on plug 
flows by varying the Ekman number.  The Reynolds number is kept at 𝑅𝑒𝑇 ≈ 1 to minimise any 
inertial effects.  Ordinarily, the combination of such a low Reynolds number and the 𝑅 ≫ 1 
assumption would have resulted in centrifugal forces being much stronger than Coriolis forces 
(
𝑅𝑜
1−𝛾
≪ 1).  In order to isolate the Coriolis effects as much as possible, the Eötvös number was 
artificially set to zero in these simulations.  This corresponds mathematically to a constant radius 
of rotation, 𝑅 = 0.  This is physically meaningless, but is helpful for investigating the effect of 
the Ekman number without having to simultaneously account for centrifugal buoyancy effects. 
 
Table 6.1 summarises the results of the simulations.  As the rotational speed Ω = 𝐸𝑘−1 
increased, the centroid of the plug started moving towards the 𝑥 = 1 wall.  This is the low-
pressure wall for this configuration, as the Coriolis acceleration tends to push the core flow 
towards the 𝑥 = 0 (high-pressure) wall [56] [57].  At each rotational speed, the plug centroid 
settled at an equilibrium location with 𝑥-coordinate 𝑥𝑐, shown in Table 6.1.  This is then 
translated to a drift value, 𝑥𝑑𝑟𝑖𝑓𝑡 ≡ 𝑥𝑐 − 0.5.  Both the table and Figure 6.2 show that this drift 
was approximately proportional to the rotational speed, Ω = 𝐸𝑘−1.  As the speed increased 
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beyond 𝐸𝑘−1 ≈ 10, the constant of proportionality began changing.  This coincided with the 
plug approaching the low-pressure wall and deforming considerably, as shown in Figure 6.3. 
 
Table 6.1.  Simulation Data for Isolated Coriolis Effect Study (𝐸𝑜 = 0, 𝐷𝐷 = 1.2, 𝜆 = 4) 
𝐸𝑘−1 𝑅𝑒𝑇 𝐶𝑎𝑇 𝐿𝑎 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 𝑥𝑐 𝑥𝑑𝑟𝑖𝑓𝑡 ∙ 𝐸𝑘 
0.0 1.02 0.102 10 1.49 -1.35 1.495 1.881 0.054 0.500 N/A 
0.5 1.02 0.102 10 1.49 -1.39 1.496 1.884 0.054 0.501 0.00097 
1.0 1.02 0.102 10 1.49 -1.38 1.496 1.883 0.054 0.501 0.00097 
2.0 1.02 0.102 10 1.49 -1.35 1.496 1.882 0.054 0.502 0.00096 
10.0 1.01 0.101 10 1.50 -0.34 1.492 1.883 0.053 0.510 0.00098 
25.0 0.97 0.097 10 1.56 4.37 1.480 1.901 0.049 0.526 0.00102 
50.0 0.89 0.089 10 1.69 15.11 1.462 1.985 0.038 0.555 0.00110 
 
 
Figure 6.2.  Scaled plug position versus inverse Ekman number for the Isolated Coriolis Effect 
Study.  𝐷𝐷 = 1.2, 𝜆 = 4, 𝑅𝑒𝑇 ≈ 1.0, 𝐶𝑎𝑇 ≈ 0.10, 𝛾 = 0.5613, 𝜅 = 0.53311.  Error bars shown 
are based on an estimated 𝒪(10−4) uncertainty in the dimensionless plug centroid position. 
 
Figure 6.3 shows the increasing asymmetry of the plugs and the velocity fields as Ω = 𝐸𝑘−1 
increases.  Three-dimensional streamline plots as well as vortex core extraction techniques have 
shown that the vortices seen in the 𝐸𝑘−1 = 25 and 𝐸𝑘−1 = 50 plots are the same central plug 
vortex ring and secondary tip vortex ring seen at 𝐸𝑘−1 = 0, but distorted as the high velocities 
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 𝐸𝑜 = 0 
𝐸𝑘−1 = 0.5 
𝑅𝑒𝑇 = 1.02 
𝐶𝑎𝑇 = 0.102 
𝐸𝑜 = 0 
𝐸𝑘−1 = 2 
𝑅𝑒𝑇 = 1.02 
𝐶𝑎𝑇 = 0.102 
𝐸𝑜 = 0 
𝐸𝑘−1 = 10 
𝑅𝑒𝑇 = 1.01 
𝐶𝑎𝑇 = 0.101 
𝐸𝑜 = 0 
𝐸𝑘−1 = 25 
𝑅𝑒𝑇 = 0.97 
𝐶𝑎𝑇 = 0.097 
𝐸𝑜 = 0 
𝐸𝑘−1 = 50 
𝑅𝑒𝑇 = 0.89 
𝐶𝑎𝑇 = 0.089 
Figure 6.3.  Mid-plane pressure field with streamlines and droplet shape for five cases from the 
Isolated Coriolis Effect Study.  𝐷𝐷 = 1.2, 𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
 
are shifted towards the high-pressure wall.  The left-most half of the tip vortex rings occupy such 
a small volume in these cases that they are difficult to visualise, but the vortex core extraction 
methods show that they are present.  The carrier fluid slug vortex rings also remain intact but 
shift, as seen in the 𝐸𝑘−1 = 10 and 𝐸𝑘−1 = 25 plots.  At 𝐸𝑘−1 = 50, these vortices are not 
readily visible in the centre-plane, but appear to have merged with the streamwise vortices 
associated with the spiral-like motion of the fluid in each half of the channel (𝑦 < 0.5 and 
𝑦 > 0.5).  These counter-rotating vortices appear because the core fluid (near 𝑦 = 0.5) flows 
towards the high-pressure wall, while the fluid near the walls wraps around and flows back 
towards the low-pressure wall, as seen in rotating single-phase flow [56]. 
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6.3.  Buoyant Capillary Number Study 
Chapters 4 and 5 showed that the plug shape, as well as the mobility and the relative pressure 
drop, are highly sensitive to the capillary number in the absence of buoyancy.  Preliminary 
simulations of buoyant plugs showed that these values vary significantly with the Eötvös 
number, as well.  A Buoyant Capillary Number Study was therefore run to investigate how the 
two effects interacted.  The Ekman number was chosen to be infinite so that Coriolis forces were 
zero.  This is equivalent to a gravitational acceleration aligned with the channel length, or a 
rotating reference frame in the limit as 𝑅 → ±∞ and Ω → 0 such that 𝛤 = Ω2𝑅 is finite.  A 
pressure gradient was also applied to maintain low Reynolds numbers.  The following 
parameters were kept identical to the Isolated Coriolis Effect Study: 𝐷𝐷 = 1.2, 𝜆 = 4,  
𝛾 = 0.5613, 𝜅 = 0.53311.  The capillary number was varied at four different values of the 
Eötvös number, 𝐸𝑜 ∈ {±3,±10}.  Varying the capillary number was achieved in two ways.  In 
Part 1 of the study, the Reynolds number was kept approximately constant at 𝑅𝑒𝑇 = 1.02 ± 5%, 
while the Laplace number was varied.  This was done to minimise any Reynolds number effect.  
The ranges of parameters used are summarised in Table 6.2.  In Part 2, the Laplace number was 
kept fixed at 𝐿𝑎 = 10, and the Reynolds number was varied, as summarised in Table 6.3.  This 
second part of the study was intended to investigate if there were any Reynolds number effect 
around 𝑅𝑒𝑇 ~ 1.  More complete simulation data are given in Tables B.1 and B.2 in Appendix B.  
All simulations were run with 𝐷𝐷 = 1.2, 𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
 
Table 6.2.  Parameter Space for Buoyant Capillary Number Study, Part 1 
𝐸o 𝐸𝑘−1 𝑅𝑒𝑇  𝐶𝑎𝑇 𝐿𝑎 
-10 0 1.02 ±5% 0.050 – 0.204 5 – 20 
-3 0 1.03 ±1% 0.052 – 0.344 3 – 20 
+3 0 1.04 ±3% 0.071 – 0.344 3 – 15 
+10 0 1.02 ±4% 0.102 – 0.249 4 – 10 
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Table 6.3.  Parameter Space for Buoyant Capillary Number Study, Part 2 
𝐸o 𝐸𝑘−1 𝑅𝑒𝑇  𝐶𝑎𝑇 𝐿𝑎 
-10 0 0.01 – 3.45 0.001 – 0.345 10 
-3 0 0.64 – 3.90 0.064 – 0.390 10 
+3 0 0.89 – 4.42 0.089 – 0.442 10 
+10 0 0.73 – 3.98 0.073 – 0.398 10 
 
Figure 6.4 shows the pressure fields and streamlines for a cross-section of the study at 𝐶𝑎𝑇 =
0.103 ± 1%, isolating the effect of the Eötvös number.  For centripetal flows, a more negative 
Eötvös number results in the plugs becoming longer and more slender, the mobility increasing, 
more carrier fluid bypassing the plug, and the pressure drop decreasing.  For centrifugal flows, 
the opposite is true.  At larger Eötvös numbers, the plugs shorten and approach the channel 
walls, the mobility decreases, and the plug restricts the flow of the carrier fluid, resulting in 
larger carrier fluid slugs and a higher pressure drop. 
 
The additional runs show the capillary number effect at the four different values of the Eötvös 
number.  Figure 6.5 shows the minimum film thickness as a function of capillary number.  As the 
figure shows, the data from Part 1 and Part 2 follow a single curve for each value of the Eötvös 
number.  This suggests that the Reynolds number effect is negligible at least up to 𝑅𝑒𝑇~3, as it 
was for non-buoyant flows.  Lower limits of the capillary number were determined by the 
minimum film thickness.  A minimum film thickness of 1.5 grid cell widths is necessary to avoid 
the code applying a non-physical wall slip condition, as described in Chapter 3.  Simulations are 
typically restricted to 𝛿𝑚𝑖𝑛 ≥ 3 ∙ ℎ to ensure sufficient resolution in the film region.  However, 
cases with 1.5 ∙ ℎ > 𝛿𝑚𝑖𝑛 > 3 ∙ ℎ were included in the study for completeness.  The grid spacing 
was ℎ =
1
64
 for all cases. 
 
 93 
 
 
 
 
 
 
 
 
 
 
 
 
𝐸𝑜 = −10 
𝐸𝑘−1 = 0 
𝑅𝑒𝑇 = 1.02 
𝐶𝑎𝑇 = 0.102 
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𝑤𝐷
𝐽
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𝐸𝑘−1 = 0 
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𝐶𝑎𝑇 = 0.104 
𝜑2 = 1.613 
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𝑤𝐷
𝐽
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𝐸𝑜 = +10 
𝐸𝑘−1 = 0 
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𝜑2 = 1.920 
𝛽𝐶 = 0.720 
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𝐽
= 1.236 
Figure 6.4.  Mid-plane pressure field with streamlines and droplet shape for four cases from the 
buoyant capillary number study.  𝐸𝑜 < 0 indicates the acceleration term, 𝛤 , is pointing in the 
negative-z direction (opposite the direction of flow).  𝐷𝐷 = 1.2, 𝜆 = 4, 𝛾 = 0.5613,  
𝜅 = 0.53311. 
 
 
Figure 6.5.  Minimum film thickness versus capillary number for 𝐷𝐷 = 1.2 plugs at various 
Eötvös numbers.  𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
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Figure 6.6 shows the plug length versus capillary number at the four different Eötvös numbers.  
In all cases, the plug grew longer as the Eötvös number became more negative and as the 
capillary number increased.  As the capillary number increases, however, it appears that varying 
the Eötvös number has a smaller effect on the plug length. 
 
a)  
b)  
Figure 6.6.  Plug length versus capillary number for 𝐷𝐷 = 1.2 plugs at various Eötvös numbers.  
a) Linear scale.  b) Logarithmic scale.  𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
 
Figure 6.7 shows the droplet effect parameter versus capillary number for the different Eötvös 
numbers.  In all cases, more negative Eötvös numbers decrease the relative pressure drop and 
 95 
more positive Eötvös numbers increase it.  Again, though, the effect of the buoyancy is stronger 
at lower capillary numbers for a given Eötvös number. 
 
 
Figure 6.7.  Droplet effect parameter versus capillary number for 𝐷𝐷 = 1.2 plugs at various 
Eötvös numbers.  𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
 
The large negative values of the droplet effect parameter for the low-capillary number flows at 
𝐸𝑜 = −10 can have a drastic effect on the relative pressure drop.  Figure 6.8 shows 𝜑2 versus 
capillary number using the simulated spacing 𝜆 = 4.  At 𝐶𝑎𝑇 ≲ 0.12, 𝜑
2 falls below unity.  At 
𝐶𝑎𝑇 ≲ 0.04, 𝜑
2 actually becomes negative.  It should be clarified at this point that 𝜑2 < 0 does 
not mean the flow is being driven into an adverse pressure gradient; the mean value of 𝜕𝑃𝑎𝑏𝑠/𝜕𝑧 
is still negative.  However, the “net driving force,” 𝛱 = −(𝜕𝑃𝑎𝑏𝑠/𝜕𝑧)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + 𝜌𝑎𝑣𝑔𝛤, is negative.  
That is, the driving pressure gradient is less than what would be necessary to overcome the 
hydrostatic pressure gradient if the fluids were motionless. 
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Figure 6.8.  Relative pressure drop versus capillary number for 𝐷𝐷 = 1.2 plugs at 𝜆 = 4 at 
various Eötvös numbers.  𝛾 = 0.5613, 𝜅 = 0.53311. 
 
Understanding why the relative pressure drop becomes negative requires looking at the velocity 
fields in the flows.  Figure 6.9 shows the normal shear stress at the 𝑦 = 1 wall,  
(?̂? ∙ 𝜏̿)𝑧 = −𝜇𝐶 ∙
𝜕𝑤
𝜕𝑦
, for select cases at 𝐸𝑜 = −10.  For 𝐶𝑎𝑇 ≤ 0.25, there are regions near the 
plugs where this shear stress is negative.  This is because the fluid near the wall is travelling in 
the negative 𝑧-direction relative to the channel walls – in the opposite direction of the bulk flow.  
The second row of the figure shows these backflow regions in three dimensions.  The high 
velocities in the plugs cause the carrier fluid in the channel corners to flow in the opposite 
direction due to continuity.  The backflow regions occupy a large volume at low capillary 
numbers, decreasing as the capillary number increases to 𝐶𝑎𝑇 = 0.249, and do not appear at all 
for 𝐶𝑎𝑇 ≥ 0.345.  When the backflow regions are sufficiently large and sufficiently strong, the 
surface integral of the normal shear stress on the walls becomes net negative instead of net 
positive, corresponding to the pressure drop being less than the hydrostatic pressure gradient.  In 
the 𝐶𝑎𝑇 = 0.001 case, the bulk flow rate is low enough that the net carrier fluid flow rate is 
negative.  That is, the plugs are flowing up (𝑅𝑒𝐷 > 0) while the carrier fluid is flowing down 
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(𝑅𝑒𝐶 < 0).  The carrier fluid flow rate-based pressure drop, 𝜑
2, thus becomes positive once 
again, while the total flow rate pressure drop, 𝜑𝑇
2 = 𝜑2 ∙ 𝛽𝐶, is still negative. 
 
     
    
No backflow 
𝐸𝑜 = −10.0 
𝐸𝑘−1 = 0 
𝑅𝑒𝑇 = 0.01 
𝐶𝑎𝑇 = 0.001 
𝛽𝐶 = −3.160 
𝜑2 = 9.730 
𝐸𝑜 = −10.0 
𝐸𝑘−1 = 0 
𝑅𝑒𝑇 = 0.26 
𝐶𝑎𝑇 = 0.026 
𝛽𝐶 = 0.422 
𝜑2 = −1.626 
𝐸𝑜 = −10.0 
𝐸𝑘−1 = 0 
𝑅𝑒𝑇 = 0.98 
𝐶𝑎𝑇 = 0.122 
𝛽𝐶 = 0.543 
𝜑2 = 0.944 
𝐸𝑜 = −10.0 
𝐸𝑘−1 = 0 
𝑅𝑒𝑇 = 2.49 
𝐶𝑎𝑇 = 0.249 
𝛽𝐶 = 0.552 
𝜑2 = 1.277 
𝐸𝑜 = −10.0 
𝐸𝑘−1 = 0 
𝑅𝑒𝑇 = 3.45 
𝐶𝑎𝑇 = 0.345 
𝛽𝐶 = 0.552 
𝜑2 = 1.381 
Figure 6.9.  Select cases from the Buoyant Capillary Number Study at 𝐸𝑜 = −10.  The upper 
row shows contours of −𝜏𝑦𝑧 on the 𝑦 = 1 walls, indicating regions of downwards shear near the 
plugs.  The lower row shows isosurfaces (in red) of the streamwise velocity at 𝑤 = 0, indicating 
the three-dimensional regions where 𝑤 < 0.  The bulk flow rate is in the positive 𝑧-direction 
(upwards), while the acceleration term, 𝛤 , is pointing in the negative-z direction (downwards).  
𝐷𝐷 = 1.2, 𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
 
Figure 6.10 shows the wall shear and backflow regions for select 𝐸𝑜 = −3 cases.  Although not 
enough to drive 𝜑2 below zero, there are visible backflow regions for 𝐶𝑎𝑇 ≤ 0.129 which 
disappear at 𝐶𝑎𝑇 ≥ 0.201. 
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𝛽𝐶 = 0.621 
𝜑2 = 1.375 
𝐸𝑜 = −3.0 
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Figure 6.10.  Select cases from the Buoyant Capillary Number Study at 𝐸𝑜 = −3.  The upper 
row shows contours of 𝜏𝑦𝑧 on the 𝑦 = 1 walls, indicating regions of downwards shear near the 
plugs.  The lower row shows isosurfaces (in red) of the streamwise velocity at 𝑤 = 0, indicating 
the three-dimensional regions where 𝑤 < 0.  The bulk flow rate is in the positive 𝑧-direction 
(upwards), while the acceleration term, 𝛤 , is pointing in the negative-z direction (downwards).  
𝐷𝐷 = 1.2, 𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
 
Figure 6.11 shows the droplet mobility versus capillary number for the four Eötvös numbers 
used in the Buoyant Capillary Number Study.  The mobility consistently increases with 
increasingly negative Eötvös numbers at a given capillary number.  The differences in mobility 
become more pronounced at the lower capillary numbers, also.  The figure, however, shows a 
surprising trend.  For 𝐸𝑜 ∈ {−3,+3,+10}, the mobility increases with increasing capillary 
number.  For 𝐸𝑜 = −10, however, the mobility starts out large at low capillary numbers and 
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decreases as the capillary number increases.  The cases at this Eötvös number at 𝐶𝑎𝑇 ≲ 0.07 had 
sufficiently high plug velocities to exhibit total bypass flow. 
 
 
Figure 6.11.  Plug mobility versus capillary number for 𝐷𝐷 = 1.2 plugs at various Eötvös 
numbers.  𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
 
The jump in behaviour between the 𝐸𝑜 = −3 and 𝐸𝑜 = −10 data suggest the possible existence 
of a critical Eötvös number, −10 < 𝐸𝑜𝑐𝑟𝑖𝑡 < −3, such that 
𝜕(𝑤𝐷/𝐽)
𝜕𝐶𝑎𝑇
> 0 for 𝐸𝑜 > 𝐸𝑜𝑐𝑟𝑖𝑡 and 
𝜕(𝑤𝐷/𝐽)
𝜕𝐶𝑎𝑇
< 0 for 𝐸𝑜 < 𝐸𝑜𝑐𝑟𝑖𝑡.  The critical Eötvös number may also be a function of other factors, 
such as plug volume and the density and viscosity ratios.  More research is necessary, however, 
before any of these assertions can be proved. 
 
The fact that the plug mobility decreases as the Eötvös number increases for 𝛾 = 0.5613 has 
some potentially serious implications.  If the acceleration term in the Eötvös number comes from 
centrifugal acceleration due to a rotating reference frame, then the Eötvös number will always 
increase downstream in purely centrifugal or purely centripetal flows.  This is readily seen using 
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the convention that 𝑅 < 0 and 𝛤 < 0 when the flow is centripetal and the bulk flow is in the 
positive 𝑧-direction.  Whether the flow is centrifugal or centripetal, the result is the same. 
𝑑𝑅
𝑑𝑧
= 1 ⟹ 
𝑑𝛤
𝑑𝑧
= 𝐸𝑘−2 > 0 ⟹ 
𝑑𝐸𝑜
𝑑𝑧
=
(1 − 𝛾)𝐸𝑘−2
𝐿𝑎
> 0 
 
Thus, in any straight section of channel aligned with the radial direction, if the channel section is 
long enough that the radius of rotation changes significantly, then the Eötvös number will 
become more positive in the downstream direction, causing the mobility to decrease.  For 
incompressible flows, the total superficial velocity, 𝐽, must be constant along the channel, so a 
decrease in mobility corresponds directly to a decrease in plug speed.  A train of plugs in such 
channels would therefore become progressively closer and eventually collide with each other. 
 
There may be applications in which causing plugs to eventually collide and possibly merge 
would be considered beneficial.  In general, however, this is most likely undesirable.  In order to 
avoid this issue, the centrifugally-driven flows may be designed with a sufficient initial plug 
spacing, or a sufficiently small change in radius of rotation, that the plugs do not collide within 
the domain of interest.  More fundamentally, and perhaps more simply, however, the two fluids 
may be chosen such that the dispersed fluid is more dense than the carrier fluid, such that 𝛾 > 1.  
In this case, Δ𝜌 = 1 − 𝛾 and the Eötvös number change signs, and the plug speed should only 
increase while flowing down straight, radially-aligned channel segments. 
 
6.4.  Pressure Drop Model 
Using the results of the Buoyant Capillary Number Study, an attempt was made to derive an 
empirical model to predict the pressure drop for rotating plug flows as a function of both the 
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Eötvös and capillary numbers.  This would be valid only for the current density and viscosity 
ratios as well as plug size, but it would at least suggest a functional form for the relation, and 
subsequent studies could determine the dependence on the remaining parameters. 
 
Inspection of the droplet effect parameter versus capillary number curves, as were shown in 
Figure 6.7, suggested that 𝛹 varies approximately as 𝐶𝑎𝑇
−1.  The data were then fitted to the 
following equation. 
𝛹𝑓𝑖𝑡 = 𝑐(𝐸𝑜) ∙ 𝐶𝑎𝑇
−1 + 𝛹0(𝐸𝑜) 
The values of 𝑐 and 𝛹0 were found at each of the four Eötvös numbers (𝐸𝑜 = ±3,±10) using a 
linear regression on the transformed coordinates (𝛹, 𝐶𝑎𝑇
−1).  Further linear regressions were then 
performed on these two functions to represent them as a function of Eötvös number.  This 
resulted in the following proposed relation. 
𝛹𝑓𝑖𝑡 =
(0.427 ∙ 𝐸𝑜 + 0.166)
𝐶𝑎𝑇
+ (0.920 ∙ 𝐸𝑜 − 8.017) 
𝑓𝑜𝑟 𝛾 = 0.5613, 𝜅 = 0.53311, 𝐷𝐷 = 1.2, 𝐸𝑘 ≫ 1 
|𝐸𝑜| ≤ 10, 0.025 ≤ 𝐶𝑎𝑇 ≤ 0.45, 𝑅𝑒𝑇 ≤ 4.5 
 
Figure 6.12 shows the fit parameter in relation to the cases used in the curve fit.  The mean 
absolute discrepancy is |𝛹𝑓𝑖𝑡 − 𝛹| = 3.9, with a maximum of 14.4.  At a spacing of 𝜆 = 4, this 
results in a mean absolute error of 10% in 𝜑𝑇
2 , with a maximum error of over 200%. 
 
Figure 6.13 shows the results of the fitted relation with another case study, as detailed in Table 
6.4.  This study investigated the effect of the Eötvös number while keeping the product 𝛱 ∙ 𝑅𝑒𝑇 
constant.  This is equivalent to keeping the physical net driving force, 𝛱∗, constant for a fixed 
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Figure 6.12.  Droplet effect parameter versus capillary number for 𝐷𝐷 = 1.2 plugs at various 
Eötvös numbers.  Dashed and dotted lines show the proposed first-order curve fit for the four 
values of the Eötvös number.  𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
 
channel size and carrier fluid density and viscosity.  Three of the cases in the study,  
𝐸𝑜 ∈ {−10,−3,+3} were included in the Buoyant Capillary Number Study which was used in 
the curve fit.  The remaining points suggest a non-linearity not captured by the curve fit.  The 
mean error in 𝛹 for these points is 6.5, corresponding to a 6% error in 𝜑𝑇
2  for 𝜆 = 4. 
 
 
Figure 6.13.  Predicted versus measured droplet effect parameter for the buoyancy case study.  
𝐷𝐷 = 1.2, 𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
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Table 6.4.  Simulation Data for Buoyancy Case Study 
𝐸o 𝐸𝑘−1 𝑅𝑒𝑇 𝐶𝑎𝑇 𝐿𝑎 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 
-20.00 0 2.38 0.238 10 0.87 -65.65 2.275 2.682 0.146 (≈9.3 hx) 
-10.00 0 1.66 0.166 10 1.11 -44.52 1.993 2.397 0.116 (≈7.4 hx) 
-3.00 0 1.19 0.119 10 1.36 -17.20 1.663 2.062 0.076 (≈4.9 hx) 
-1.00 0 1.07 0.107 10 1.45 -6.83 1.550 1.942 0.061 (≈3.9 hx) 
-0.30 0 1.04 0.104 10 1.48 -3.03 1.512 1.899 0.056 (≈3.6 hx) 
0.00 0 1.02 0.102 10 1.49 -1.35 1.495 1.881 0.054 (≈3.5 hx) 
+0.10 0 1.02 0.102 10 1.50 -0.87 1.491 1.878 0.053 (≈3.4 hx) 
+0.30 0 1.01 0.101 10 1.51 0.25 1.480 1.864 0.052 (≈3.3 hx) 
+1.00 0 0.97 0.097 10 1.54 4.06 1.444 1.822 0.047 (≈3.0 hx) 
+3.00 0 0.89 0.089 10 1.63 14.59 1.353 1.718 0.036 (≈2.3 hx) 
+10.00 0 0.73 0.073 10 1.89 43.65 1.182 1.514 0.021 (≈1.3 hx) 
 
Figure 6.14 shows the fitted relation for the 𝐸𝑜 = 0 cases in Groups M and T, as described in 
Chapter 4, with the data given in Appendix A.  Here, the low quality of the fit is even more 
apparent, with as much as a 600% error in 𝛹. 
 
 
Figure 6.14.  Droplet effect parameter versus capillary number for plugs (Groups M and T).  The 
dashed line shows the proposed first-order curve fit for 𝐸𝑜 = 0. 
 
The poor performance of the proposed 𝛹(𝐶𝑎𝑇 , 𝐸𝑜) model suggests either that higher-order terms 
are required, or that the form of the equation is insufficient.  There may also be fundamental 
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differences in the capillary number dependence at different Eötvös numbers, as the mobility 
behaved quite differently at 𝐸𝑜 = −10 than it did at the other Eötvös numbers.  In any of these 
cases, a larger data set involving additional values of the Eötvös number is recommended in 
order to identify the proper form of the model. 
 
6.5.  Reynolds Number Study 
Initial investigations into rotating reference frame flows showed some unexpected behaviour at 
Reynolds numbers on the order of 100.  A study was therefore developed to investigate the 
Reynolds number effect for buoyant flows.  The study consisted of two data sets – one at 
𝐸𝑜 = −1.58, 𝐶𝑎𝑇 = 0.122 ± 3%; the other at 𝐸𝑜 = +1.58, 𝐶𝑎𝑇 = 0.106 ± 3%.  The Reynolds 
number was varied from 𝑅𝑒𝑇 = 3.12 to 𝑅𝑒𝑇 = 150 for 𝐸𝑜 = −1.58 and from 𝑅𝑒𝑇 = 2.72 to 
𝑅𝑒𝑇 = 130 for 𝐸𝑜 = +1.58.  More complete simulation data are given in Tables B.3 and B.4 
(highlighted rows) in Appendix B.  One case from the Isolated Coriolis Effect Study – 𝐸𝑜 = 0, 
𝐸𝑘−1 = 0, 𝑅𝑒𝑇 = 1.02, 𝐶𝑎𝑇 = 0.102 – is included in the plots for comparison.   All simulations 
are at 𝐷𝐷 = 1.2, 𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
 
Figure 6.15 shows the droplet effect parameter as a function of Reynolds number.  For both 
values of the Eötvös number, the relative pressure drop increased as the Reynolds number 
increased.  For the centripetal or upwards flow cases (𝐸𝑜 = −1.58), 𝛹 appears to start levelling 
off around 𝑅𝑒𝑇 = 150.  It should be noted that this case has a Laplace number of 1250.  While 
the grid dependence studies discussed in Chapter 2 suggest that the errors for plug flows at this 
Laplace number may not be as severe as for droplet flows, there is currently not enough evidence 
to support or refute the accuracy of the two curves at the highest Reynolds number cases. 
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Figure 6.15.  Droplet effect parameter versus Reynolds number for 𝐷𝐷 = 1.2 plugs at 𝐸𝑜 =
±1.58 and 𝐸𝑜 = 0.  𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311, 𝐸𝑘−1 = 0. 
 
Figures 6.16 through 6.18 show the plug mobility, minimum film thickness, and plug length, 
respectively, as a function of Reynolds number.  For the centrifugal or downwards flow cases 
(𝐸𝑜 = +1.58), all three parameters – 𝑤𝐷/𝐽, 𝛿𝑚𝑖𝑛, and 𝐷𝑧 – remain constant to within 1% up to 
𝑅𝑒𝑇 ~ 30 and then begin increasing at higher Reynolds numbers.  The 𝐸𝑜 = −1.58 cases show 
almost the same behaviour.  However, in these cases, the three parameters show a slight decrease 
from 𝑅𝑒𝑇 ~ 3 to 𝑅𝑒𝑇 ~ 30 before starting to increase. 
 
Again, however, without a more accurate estimate of the errors associated with the Laplace 
number at these grid sizes, it is not possible to state whether these dips are physical or are an 
artefact of the numerical method. 
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Figure 6.16.  Plug mobility versus Reynolds number for 𝐷𝐷 = 1.2 plugs at 𝐸𝑜 = ±1.58 and 
𝐸𝑜 = 0.  𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311, 𝐸𝑘−1 = 0. 
 
 
Figure 6.17.  Minimum film thickness versus Reynolds number for 𝐷𝐷 = 1.2 plugs at 𝐸𝑜 =
±1.58 and 𝐸𝑜 = 0.  𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311, 𝐸𝑘−1 = 0. 
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Figure 6.18.  Plug length versus Reynolds number for 𝐷𝐷 = 1.2 plugs at 𝐸𝑜 = ±1.58 and 
𝐸𝑜 = 0.  𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311, 𝐸𝑘−1 = 0. 
 
6.6.  Reynolds and Ekman Number Study 
The previous section explored the effect of the Reynolds number on buoyant flow in the absence 
of Coriolis effects.  The Coriolis acceleration depends on the local fluid velocity, however, and 
may therefore depend on the Reynolds number.  The Reynolds and Ekman Number Study was 
therefore designed to investigate how the two parameters interacted.  Table 6.5 summarises the 
parameters used in the study.  At each Eötvös and Reynolds number used in the Reynolds 
number study from the previous section, the Ekman number was decreased to finite values.  
More complete simulation data are given in Tables B.3 and B.4 in Appendix B.  All simulations 
are at 𝐷𝐷 = 1.2, 𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
 
Having finite Eötvös and Ekman numbers means that these flows represent physically 
meaningful flows in rotating reference frames.  The equivalent radii of rotation are given in the 
tables in the appendix.  The Ekman numbers at each Reynolds number were chosen such that 
|𝑅| > 160.  Since 𝜆 = 4, this means treating the centrifugal acceleration as constant incurs a  
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Table 6.5.  Parameter Space for Reynolds and Ekman Number Study 
𝐸o 𝐸𝑘−1 𝑅𝑒𝑇† 𝐶𝑎𝑇† 𝐿𝑎 
-1.58 0 – 0.75 3.12 0.125 25 
-1.58 0 – 1.00 9.34 0.124 75 
-1.58 0 – 2.00 30.7 0.123 250 
-1.58 0 – 2.00 60.6 0.121 500 
-1.58 0 – 4.00 90.3 0.120 750 
-1.58 0 – 4.00 150 0.120 1250 
+1.58 0 – 0.75 2.72 0.109 25 
+1.58 0 – 1.00 8.13 0.108 75 
+1.58 0 – 2.00 26.9 0.108 250 
+1.58 0 – 2.00 53.2 0.106 500 
+1.58 0 – 2.00 78.9 0.105 750 
+1.58 0 – 2.00 130 0.104 1250 
0* 0 – 50.00 1.02 ±13% 0.102 ±13% 10 
* The 𝐸𝑜 = 0 data presented in this section are from the Isolated Coriolis Effect Study presented 
in Section 6.2.  The data are included here for comparison. 
† The variation in Reynolds and capillary numbers within each row is less than 1% unless 
specified. 
 
maximum error in 𝛤 of 
𝜆/2
|𝑅|
=
1
80
= 1.25%.  The data from the Isolated Coriolis Effect Study 
from Section 6.2, in which the Eötvös number was artificially set to zero, are included in the 
plots for comparison. 
 
Figures 6.19 through 6.21 show the effect of the Ekman number on the droplet effect parameter, 
plug mobility, and plug length, respectively.  The effects are minimal for 𝐸𝑘−1 < 1.  Even at 
𝐸𝑘−1 = 4, looking at the 𝐸𝑜 = −1.58, 𝑅𝑒𝑇 = 149 case, the mobility has decreased by less than 
1%, the plug length has increased by less than 2%, and the droplet effect parameter has increased 
from 𝛹 = −5.96 to 𝛹 = −4.77.  At 𝜆 = 4, this corresponds to less than a 1% increase in 𝜑2. 
 
In the Isolated Coriolis Effect Study at 𝑅𝑒𝑇 ~ 1, it was shown that introducing Coriolis 
acceleration caused the plugs to drift towards the low-pressure wall and that the amount of drift 
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Figure 6.19.  Droplet effect parameter versus inverse Ekman number for 𝐷𝐷 = 1.2 plugs at 
𝐸𝑜 = ±1.58 and 𝐸𝑜 = 0.  𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
 
 
Figure 6.20.  Plug mobility versus inverse Ekman number for 𝐷𝐷 = 1.2 plugs at  
𝐸𝑜 = ±1.58 and 𝐸𝑜 = 0.  𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
 
was inversely proportional to the Ekman number.  The constant of proportionality was 
approximately 𝑥𝑑𝑟𝑖𝑓𝑡 ∙ 𝐸𝑘 ≈ 0.00097 for 𝐸𝑘
−1 ≤ 10.  The results of the Reynolds and Ekman 
Number Study also show that the drift of the plugs is roughly inversely proportional to the  
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Figure 6.21.  Plug length versus inverse Ekman number for 𝐷𝐷 = 1.2 plugs at  
𝐸𝑜 = ±1.58 and 𝐸𝑜 = 0.  𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311. 
 
Ekman number at a given Eötvös and Reynolds number.  Figure 6.22 shows the constant of 
proportionality for all cases with finite Ekman numbers. 
 
 
Figure 6.22.  Scaled plug drift versus Reynolds number for 𝐷𝐷 = 1.2 plugs at  
𝐸𝑜 = ±1.58 and 𝐸𝑜 = 0.  𝜆 = 4, 𝛾 = 0.5613, 𝜅 = 0.53311, 𝐸𝑘−1 > 0. 
 
The 𝐸𝑜 = +1.58 cases were consistently pushed further towards the low-pressure  
(𝑥 = 1) wall than the 𝐸𝑜 = −1.58 cases.  More surprising, however, is the fact that the constant 
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of proportionality becomes increasingly more negative as the Reynolds number increases beyond 
𝑅𝑒𝑇 ~ 10.  In fact, for 𝑅𝑒𝑇 > 50, both the centrifugal flow and centripetal flow plugs are being 
pushed towards the high-pressure wall instead of the low-pressure wall. 
 
The reasons for the change in direction of the plug drift due to Coriolis effects remain uncertain.  
The drift towards the low-pressure wall at low Reynolds numbers was expected.  The Coriolis 
acceleration near the centre of the channel is in the negative 𝑥-direction (towards the high-
pressure wall).  The plug, being less dense than the carrier fluid, would experience smaller 
pseudo-forces than the fluid surrounding it.  It is therefore intuitive for the plug to move towards 
the low-pressure wall.  A competing effect, however, is the fact that the motion of the carrier 
fluid (towards the high-pressure wall at the centre of the channel – 𝑦 = 0.5) induces drag forces 
on the plug which would tend to push it towards the high-pressure wall.  It is possible that the 
effect seen in Figure 6.22 is a result of these drag forces becoming more important as the 
Reynolds number increases.  However, other effects – such as the relative streamwise velocity 
inside versus outside the plugs affecting Coriolis forces or lift forces on the plugs due to 
Coriolis-induced asymmetry – may also be at play.  Further analysis of the velocity and pressure 
fields is necessary to determine which principles are dominating the drift of the plugs.  
Additional simulations including variation of the density ratio may also prove useful to this end. 
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Chapter 7.  Validation and Verification 
The front-tracking algorithm has been proven accurate for a wide variety of applications [58] 
[48] [59] [60] [61].  Nevertheless, as some of the flow regimes studied in this project fall outside 
the realm of what has been published, it is important to validate and verify the results. 
 
Time step and grid dependence studies on the code have already been discussed in Chapter 2.  
These showed that, using grids of size ℎ = 1/64, the simulation results were well-converged at 
least for Laplace numbers up to 𝒪(102) − 𝒪(103).  For further verification, however, the results 
of the front-tracking code have been compared to the results of other studies. 
 
7.1.  Coriolis acceleration code – Single-phase flows 
Pressure-driven single-phase flows in rotating square channels have been investigated 
numerically in the past using a finite element method [56].  The problem definition was the same 
as in Chapter 6, albeit for a single fluid.  Kheshgi and Scriven non-dimensionalised their 
velocities with the scale factor 𝑈 ≡ −
𝜕𝑃/𝜕𝑧
𝜌Ω
, so 𝑤⋆ =
𝑤
𝑈
=
𝜌Ω𝑤
−𝜕𝑃/𝜕𝑧 
 and 𝑅𝑜⋆ ≡
𝑈
𝐷Ω
=
−𝜕𝑃/𝜕𝑧
𝜌𝐷Ω2
.  A 
simulation case for the front-tracking code was run with the same conditions as one of the 
published cases, with 𝐸𝑘 = 0.01 and 𝑅𝑜⋆ = 1.5. The domain was of size 1.00 × 1.00 × 0.25 
with a 96 × 96 × 24 grid.  The resulting flow rate was 𝑅𝑒 = 316, which is slower than the non-
rotating case, with 𝜑2 = 1.67, where here 𝜑2 is the ratio of the rotating single-phase pressure 
drop to the non-rotating pressure drop.  Figures 7.1 and 7.2 show excellent agreement between 
the two results, suggesting the Coriolis acceleration was properly implemented in the front-
tracking code. 
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a)   b)  
Figure 7.1.  a) Streamwise velocity, 𝑤⋆ =
𝜌Ω𝑤
−𝜕𝑃/𝜕𝑧 
, and projected streamlines in the cross-section 
of the channel for single-phase flow, 𝐸𝑘 = 0.01, using the front-tracking code.  b) Cross-channel 
velocity vectors (upper) and streamwise velocity profile (lower) for the equivalent case from 
Kheshgi & Scriven.  Figures reproduced without permission [56]. 
 
 
Figure 7.2.  Comparison of Front-Tracking Code (red overlay) and Kheshgi & Scriven (black) 
results of axial velocity profile for single-phase flow at 𝐸𝑘 = 0.01, 𝑅𝑜⋆ = 1.5 [56]. 
 
7.2.  Fluent VOF code – Parametric studies 
The commercial Ansys Fluent software is capable of simulating multiphase flows using the 
volume of fluid (VOF) method.  Until recently, the software’s documentation indicated that this 
method could not be used with periodic boundary conditions and was thus considered 
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inappropriate for modelling the flows investigated in this project.  However, Jace Boudreaux, a 
recent master’s graduate from the Department of Mechanical and Industrial Engineering at 
Louisiana State University, has since successfully simulated such flows in Fluent [53]. 
 
Figure 7.3 shows the mobility versus capillary number for the three cases in Group T (as shown 
in Chapter 5) for the front-tracking code (FTC), as well as for five similar cases simulated using 
Fluent (VOF).  The data show excellent agreement between the two codes, with the data points at 
𝐶𝑎𝑇 ≈ 0.1 differing by less than 1% in the mobility, flow ratio, and relative pressure drop.  
Furthermore, the Fluent code utilises a two-level variable grid refinement near the interface, 
allowing the code to accurately simulate thinner films, and thus lower capillary numbers. 
 
 
Figure 7.3.  Results of Group T (pressure-driven plug flows with 𝐷𝐷 = 1.2, 𝑅𝑒𝑇 = 3.6, 𝜆 = 10, 
𝛾 = 0.5613, 𝜅 = 0.53311) using Front-Tracking Code (FTC) and Fluent Volume of Fluids 
method (VOF). 
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7.3.  Experimental results 
As discussed in Chapter 1, there are very few experimental results for liquid-liquid dispersed 
flows in square microchannels, and of these, most are in the low-capillary number plug domains 
which cannot be accurately simulated using the front-tracking code in its current state. 
 
Jakiela et al. investigated the influence of the viscosity ratio and capillary number on the 
mobility of single plugs of an aqueous glycerine solution in a long square channel filled with 
hexadecane [15].  For viscosity ratios of 𝜅 = 0.3 and 𝜅 = 1.0, they showed mobility of 𝑤𝐷/
𝐽 ~ 1, to within a few percent, for plugs of length 𝐷𝑧 ≳ 2 at capillary numbers up to 𝐶𝑎𝑇 =
0.11.  The density ratio was not given, but based on the viscosity ratios, this was estimated at 
𝛾 ~ 1.3 − 1.4. 
 
A simulation was run for comparison using the front-tracking code with the following 
parameters. 
 𝛾 = 0.5613  𝜅 = 0.53311  𝐿𝑎 = 818.2 
 𝐷𝐷 = 1.2  𝜆 = 10.0 
This resulted in 𝑅𝑒𝑇 = 104, 𝐶𝑎𝑇 = 0.127, 𝐷𝑧 = 2.10, 𝛿𝑚𝑖𝑛 = 0.074 (≈ 4.7 ∙ ℎ), 
𝑤𝐷
𝐽
= 1.56.  
The mobility was roughly 50% higher than would be predicted by the experiment. 
 
The simulation was for a train of plugs (𝜆 = 10), whereas the experiment was for a single plug 
(𝜆 ⋙ 1).  However, the results presented in Chapter 5 suggest this should not account for such a 
large difference.  The simulation was also for a plug lighter than the carrier fluid, while in the 
experiment, the plug was more dense.  This was done because portions of the code have been 
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written for density ratios less than unity.  Simulations have been planned using the Fluent VOF 
code to determine if this would account for the discrepancy. 
 
It should be noted that Jakiela et al. did not report on the shape or size of the plugs other than 
their length.  It is possible that the experimental plug exhibited a thin-film shape, rather than the 
thicker-film “bullet” shape predicted by the simulation and shown in Figure 7.4.  If this were the 
case, a mobility close to unity would be more likely, as predicted by Figure 7.3 and Thusalidas et 
al. [30].  However, this would still leave the question of why the experiment would show a thin 
film at this capillary number, when the code does not predict it. 
 
 
Figure 7.4.  Shape of plug front from front-tracking code simulation for comparison with Jakiela 
et al. at dimensionless time 𝑡 = 1. 
 
Experimental results from Kim et al. show mobilities of 𝑤𝐷/𝐽 ≈ 1.1 for plug flows even at low 
capillary numbers (𝐶𝑎𝑇 ≈ 0.003 − 0.005, 𝑅𝑒𝑇 ≈ 4 − 7) [13].  Additional results in showed 
even higher mobilities – 
𝑤𝐷
𝐽
≈ 1.2 − 1.3 for long plugs (𝐷𝑧 ≈ 2.5 − 12, 𝐶𝑎𝑇 ≈ 0.0007 − 0.002, 
𝑅𝑒𝑇 ≈ 1 − 3) [55].  The discrepancies between the two sets of experimental results and the 
numerical simulations raise a number of questions, but unfortunately do not provide any direct 
evidence of the accuracy of the numerical method. 
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Chapter 8.  Conclusions 
The front-tracking research code appears to be competitive with ANSYS Fluent’s Volume of 
Fluid implementation for simulating transient segmented liquid-liquid flows in square 
microchannels.  For capillary (droplet) flows, with 𝐷𝐷
∗ ≥ 0.3 ∙ 𝐷ℎ
∗ and using regular grids with 
cells of size ℎ∗ =
𝐷ℎ
∗
64
, the code behaves well for values of the Laplace number  
𝐿𝑎 =
𝜌𝐶
∗ ∙𝐷ℎ
∗ ∙𝜎𝐶,𝐷
∗
𝜇𝐶
∗2 < 𝒪(10
2).  At higher Laplace numbers, errors in the solution start to become 
significant. 
 
The range of plug flows that can be simulated are limited by the grid resolution in the thin films 
separating plugs from the channel walls.  The film thickness depends most strongly on the 
capillary number at low Reynolds numbers (i.e., 𝑅𝑒𝑇 ≲ 𝒪(10)).  Plug flows were limited to 
𝐶𝑎𝑇 =
𝜇𝐶
∗ ∙𝐽∗
𝜎𝐶,𝐷
∗ ≳ 0.1 using ℎ
∗ =
𝐷ℎ
∗
64
 grids.  Fluent’s adaptive grid refinement technique was able to 
resolve films almost an order of magnitude thinner, albeit with some significant issues [53].  In 
order to accurately model thin-film flows at lower capillary numbers, truly multi-scale 
multiphase codes are still needed. 
 
The parametric studies showed some evidence that the pressure drop could be attributed to a 
droplet effect parameter, 𝛹, which accounted for the deviation of the carrier fluid flow field in 
the vicinity of the droplets or plugs, and that this parameter was mostly independent of 
droplet/plug spacing as long as the distance between droplets or plugs was on the order of one 
hydraulic diameter or larger.  Analysis was hindered by errors in the simulation results, however.  
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Additional simulations are currently being planned to test droplet flows at lower Laplace 
numbers, so the spacing effect may be studied more accurately. 
 
Chapter 5 showed that the mobility, 
𝑤𝐷
𝐽
, for droplet flows and thick-film plug flows at 𝛾 =
𝜌𝐷
∗
𝜌𝐶
∗ ≅
0.56 and 𝜅 =
𝜇𝐷
∗
𝜇𝐶
∗ ≅ 0.53 exhibited a one-to-one relationship with the minimum film thickness, 
𝛿𝑚𝑖𝑛.  Furthermore, this minimum film thickness, and the mobility, were shown to be 
independent of plug length for plugs of size 𝐷𝐷
∗ ≳ 1.1 ∙ 𝐷ℎ
∗.  This suggests otherwise identical 
plugs of different volumes will travel at the same speed in a channel, which is beneficial to plug 
train stability.  The fact that plugs and droplets with a smaller projected cross-sectional area 
move faster is not surprising, as the velocity fields in the carrier fluid upstream and downstream 
have larger streamwise velocities nearer the channel centre.  The fact that the projected area is 
the only metric necessary to predict the mobility, however, is an extremely useful conclusion.  It 
would be interesting to expand the parametric studies to determine if the exponential curve fit 
given in Chapter 5 is universal, or if it depends on the density or viscosity ratio. 
 
As expected, the pressure-driven flows all exhibited mobilities between the no-bypass flow 
(
𝑤𝐷
𝑗
= 1) and total bypass flow (
𝑤𝐷
𝑗
≅ 2.096) limits.  The actual values for the parametric studies 
fell between 
𝑤𝐷
𝐽
= 1.48 (for plugs at 𝐶𝑎𝑇 = 0.095) and 
𝑤𝐷
𝐽
= 2.04 (for 𝐷𝐷 = 0.3 droplets at 
𝐶𝑎𝑇 = 0.095). 
 
A preliminary investigation was begun on plug flows in rotating reference frames as a precursor 
to the possibility of developing segmented lab-on-a-CD technology.  The centrifugal pseudo-
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force is important in such flows, as it is typically the main flow-driving mechanism.  The 
apparent centrifugal acceleration acts locally like a gravitational acceleration term.  As such, 
plugs that are less dense than the carrier fluid will be positively buoyant and will tend to move 
towards the axis of rotation with respect to the carrier fluid, as the latter is preferentially 
“pushed” radially outwards. 
 
This apparent buoyancy has multiple effects on the segmented flow.  If the bulk flow is 
centrifugal (i.e., moving radially outwards), the plug mobility will decrease with respect to the 
non-rotating pressure-driven case.  The plugs will grow shorter and wider, constricting the flow 
of the carrier fluid and reducing the overall flow rate.  Conversely, if the bulk flow is centripetal 
(moving radially inwards) – as may occur if an external pressure gradient is applied, or in 
portions of the channel if bends are included – the plug mobility will increase.  The plugs will 
grow increasingly longer and narrower, reducing the constriction of the carrier fluid and 
increasing the overall flow rate.  At Eötvös numbers of |𝐸𝑜| = |
(𝜌𝐶
∗−𝜌𝐷
∗ )Ω∗2𝑅∗𝐷ℎ
∗2
𝜎𝐶,𝐷
∗ | ≥ 10 for 
centripetal flows, the increase in plug speed was shown to be enough to surpass the single-phase 
centreline velocity and enter total bypass flow. 
 
One consequence of the relation between mobility and Eötvös number is that, for 𝛾 < 1, plugs 
are expected to slow down in any long, straight section of the channel as the radius of rotation 
changes.  Channel designs may compensate for this by restricting the relative change in radius of 
rotation, 
Δ𝑅
𝑅
.  However, this also means segmented centrifugally-driven flows may be best 
reserved for density ratios 𝛾 > 1 to avoid plug collisions and merging. 
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It was shown in Chapter 6 that buoyancy-induced high-mobility plug flows (centripetal flows at 
𝛾 < 1 or centrifugal flows at 𝛾 > 1) could greatly reduce the relative pressure drop, even to the 
point of the pressure drop being less than the equivalent hydrostatic pressure difference.  This 
effect was achieved via areas of local backflow, and was more prominent at lower capillary 
numbers. 
 
The pressure drop, among other parameters, was a function of both Eötvös number – a measure 
of buoyancy to surface tension effects – and capillary number – a measure of viscous to surface 
tension effects.  A linear combination of the two appears insufficient to accurately predict the 
two-phase pressure drop. 
 
Flows in a rotating reference frame are also affected by the Coriolis acceleration.  In single-phase 
flows in square channels, this causes the high-streamwise velocity flow to be shifted towards a 
high-pressure wall and induces secondary vortices pushing the core flow towards the same wall.  
In rotating plug flows, the Coriolis acceleration also causes the plugs to drift away from the 
centre of the channel, normal to the axis of rotation.  For small Ekman numbers, 𝐸𝑘 ≪ 1, this 
causes a significant asymmetrical change in the shape of the plug and affects the pressure drop 
and mobility.  At low Reynolds numbers, 𝑅𝑒𝑇 ≲ 𝒪(1), light plugs (𝛾 < 1) drift towards the low-
pressure wall and settle at an equilibrium distance from the channel centre which is proportional 
to 𝐸𝑘−1.  At high Reynolds numbers, however, 𝑅𝑒𝑇 ≳ 𝒪(10) − 𝒪(100), the plugs switch 
direction and drift towards the high-pressure wall.  There are a number of phenomena which may 
explain the behaviour, and further research is required in order to determine which of these 
dominate the drift of the plugs. 
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Further research is needed into centrifugally-driven segmented flows to answer the remaining 
questions and create predictive models.  Density ratio studies would be useful to determine if this 
has any affect independently of the Eötvös number.  Especially useful would be extending the 
studies to 𝛾 > 1.  Viscosity ratio studies are also recommended, as this affects the film thickness.  
Of particular interest would be additional studies in the 𝐸𝑜 ∈ (−10,−3) region to determine if 
there is in fact a critical value of the Eötvös number fundamentally separating flows in which the 
plug mobility increases with decreasing capillary number from flow in which it decreases. 
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Appendix A.  Parametric Study Tabular Data 
The following reference tables summarise numerically the various simulations discussed and 
presented graphically in Chapters 4 and 5.  Columns highlighted in yellow indicate the parameter 
that was independently varied in each group, for ease of reading. 
 
Groups can be identified by looking in the column labelled “Case.”  Each data point is given an 
identifier consisting of the group letter designation followed by a number.  Some data is 
repeated, as certain simulations belonged to more than one group.  
 
All simulations were run using constant density and viscosity ratios of 𝛾 =
𝜌𝐷
∗
𝜌𝐶
∗ = 0.5613 and 
𝜅 =
𝜇𝐷
∗
𝜇𝐶
∗ = 0.53311, respectively. 
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Table A.1.  Simulation Data for Groups A and B (Reynolds and capillary number variation for 𝐷𝐷 = 0.645 droplets) 
Case 𝐷𝐷 𝜆 𝑅𝑒𝑇 𝐶𝑎𝑇 𝐿𝑎 𝛽𝐶 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 
B5 0.645 1.355 3.58E-01 2.37E-02 1.5E+01 0.812 1.24 0.21 1.82 0.645 0.178 
B8 0.645 1.355 3.58E-01 5.92E-02 6.0E+00 0.812 1.24 0.20 1.82 0.646 0.178 
B7 0.645 1.355 3.58E-01 1.18E-01 3.0E+00 0.811 1.24 0.18 1.83 0.651 0.179 
B4 0.645 1.355 3.58E-01 2.37E-01 1.5E+00 0.811 1.24 0.15 1.83 0.657 0.181 
A9 0.645 1.355 3.58E+00 5.91E-02 6.0E+01 0.812 1.24 0.22 1.82 0.646 0.177 
A8 0.645 1.355 3.58E+00 1.18E-01 3.0E+01 0.812 1.24 0.20 1.82 0.649 0.178 
A1 0.645 1.355 3.58E+00 2.37E-01 1.5E+01 0.811 1.24 0.16 1.83 0.664 0.182 
 
Table A.2.  Simulation Data for Groups H, I, and J (Reynolds and capillary number variation for 𝐷𝐷 = 0.9 droplets) 
Case 𝐷𝐷 𝜆 𝑅𝑒𝑇 𝐶𝑎𝑇 𝐿𝑎 𝛽𝐶 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 
I1 0.900 1.355 3.16E-01 2.09E-03 1.5E+02 0.592 1.92 5.31 1.45 0.900 0.050 
I4 0.900 1.355 3.22E-01 2.13E-02 1.5E+01 0.588 1.90 4.50 1.46 0.906 0.052 
I5 0.900 1.355 3.30E-01 5.46E-02 6.0E+00 0.580 1.88 3.47 1.49 0.931 0.060 
I6 0.900 1.355 3.63E-01 2.40E-01 1.5E+00 0.529 1.87 -0.32 1.67 1.126 0.111 
H3 0.900 1.355 3.15E+00 4.16E-03 7.6E+02 0.593 1.93 5.53 1.45 0.900 0.044 
H12 0.900 1.355 3.18E+00 1.00E-02 3.2E+02 0.591 1.91 4.98 1.45 0.901 0.050 
H2 0.900 1.355 3.21E+00 2.12E-02 1.5E+02 0.589 1.91 4.71 1.46 0.905 0.051 
H11 0.900 1.355 3.28E+00 5.16E-02 6.3E+01 0.581 1.89 3.76 1.49 0.928 0.059 
H10 0.900 1.355 3.42E+00 1.08E-01 3.2E+01 0.564 1.87 2.02 1.55 0.987 0.076 
H9 0.900 1.355 3.53E+00 1.67E-01 2.1E+01 0.547 1.86 0.74 1.61 1.053 0.093 
H1 0.900 1.355 3.38E+00 2.24E-01 1.5E+01 0.533 1.87 -0.07 1.66 1.112 0.107 
J2 0.900 1.355 3.13E+01 2.07E-02 1.5E+03 0.595 1.93 5.81 1.44 0.895 0.046 
J1 0.900 1.355 3.51E+01 2.32E-01 1.5E+02 0.538 1.90 0.90 1.64 1.122 0.105 
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Table A.3.  Simulation Data for Groups E and G (droplet spacing variation for 𝐷𝐷 = 0.3 and 𝐷𝐷 = 0.645 droplets) 
Case 𝐷𝐷 𝜆 𝑅𝑒𝑇 𝐶𝑎𝑇 𝐿𝑎 𝛽𝐶 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 
G1 0.300 0.500 3.59E+00 2.37E-03 1.5E+03 0.945 1.06 0.03 1.98 0.300 0.340 
G2 0.300 0.750 3.59E+00 2.38E-03 1.5E+03 0.963 1.04 0.02 1.99 0.300 0.340 
G3 0.300 1.000 3.59E+00 2.38E-03 1.5E+03 0.972 1.03 0.02 1.99 0.300 0.341 
G4 0.300 1.355 3.59E+00 2.38E-03 1.5E+03 0.980 1.02 0.01 1.99 0.300 0.341 
G5 0.300 1.500 3.60E+00 2.38E-03 1.5E+03 0.982 1.02 0.00 1.99 0.300 0.341 
G6 0.300 2.000 3.60E+00 2.38E-03 1.5E+03 0.986 1.01 -0.01 2.00 0.300 0.342 
G8 0.300 3.000 3.60E+00 2.38E-03 1.5E+03 0.991 1.01 -0.04 1.99 0.300 0.345 
G9 0.300 4.000 3.60E+00 2.38E-03 1.5E+03 0.993 1.01 -0.06 1.99 0.300 0.340 
G10 0.300 5.000 3.60E+00 2.38E-03 1.5E+03 0.994 1.00 -0.10 2.00 0.300 0.342 
G11 0.300 6.000 3.60E+00 2.38E-03 1.5E+03 0.995 1.00 -0.12 1.99 0.300 0.341 
G12 0.300 8.000 3.60E+00 2.38E-03 1.5E+03 0.997 1.00 -0.17 1.99 0.300 0.342 
G13 0.300 10.000 3.60E+00 2.38E-03 1.5E+03 0.997 1.00 -0.23 2.00 0.300 0.341 
E1 0.645 0.750 3.42E+00 2.26E-03 1.5E+03 0.683 1.54 1.11 1.70 0.645 0.170 
E2 0.645 1.000 3.44E+00 2.28E-03 1.5E+03 0.760 1.37 1.26 1.71 0.645 0.171 
E3 0.645 1.355 3.44E+00 2.28E-03 1.5E+03 0.825 1.27 1.70 1.69 0.645 0.170 
E4 0.645 1.500 3.47E+00 2.30E-03 1.5E+03 0.823 1.26 1.55 1.68 0.645 0.170 
E5 0.645 2.000 3.51E+00 2.32E-03 1.5E+03 0.880 1.16 1.33 1.72 0.646 0.171 
E6 0.645 3.000 3.54E+00 2.34E-03 1.5E+03 0.920 1.10 1.31 1.71 0.646 0.173 
E7 0.645 4.000 3.56E+00 2.35E-03 1.5E+03 0.940 1.08 1.23 1.72 0.646 0.171 
E8 0.645 5.000 3.57E+00 2.36E-03 1.5E+03 0.952 1.06 1.22 1.72 0.645 0.172 
E9 0.645 6.000 3.57E+00 2.36E-03 1.5E+03 0.960 1.05 1.25 1.71 0.646 0.171 
E12 0.645 7.000 3.58E+00 2.37E-03 1.5E+03 0.965 1.04 0.95 1.73 0.646 0.174 
E10 0.645 8.000 3.58E+00 2.37E-03 1.5E+03 0.970 1.04 1.11 1.72 0.645 0.171 
E13 0.645 9.000 3.58E+00 2.37E-03 1.5E+03 0.973 1.03 1.02 1.72 0.646 0.173 
E11 0.645 10.000 3.58E+00 2.37E-03 1.5E+03 0.976 1.03 1.09 1.72 0.645 0.172 
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Table A.4.  Simulation Data for Group D (droplet volume variation at 𝐶𝑎𝑇 = 2.4 × 10
−3 ± 18%) 
Case 𝐷𝐷 𝜆 𝑅𝑒𝑇 𝐶𝑎𝑇 𝐿𝑎 𝛽𝐶 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 
D1 0.300 1.355 3.59E+00 2.38E-03 1.5E+03 0.980 1.02 0.01 1.99 0.300 0.341 
D2 0.400 1.355 3.58E+00 2.37E-03 1.5E+03 0.953 1.05 0.16 1.93 0.400 0.292 
D3 0.500 1.355 3.55E+00 2.35E-03 1.5E+03 0.912 1.11 0.50 1.84 0.500 0.244 
D4 0.600 1.355 3.49E+00 2.31E-03 1.5E+03 0.855 1.21 1.21 1.74 0.600 0.198 
D5 0.645 1.355 3.47E+00 2.30E-03 1.5E+03 0.823 1.26 1.40 1.68 0.645 0.170 
D6 0.700 1.355 3.38E+00 2.24E-03 1.5E+03 0.783 1.36 2.44 1.64 0.701 0.148 
D7 0.800 1.355 3.20E+00 2.12E-03 1.5E+03 0.700 1.61 4.78 1.52 0.801 0.095 
D8 0.900 1.355 2.95E+00 1.95E-03 1.5E+03 0.605 2.01 8.40 1.40 0.901 0.041 
 
Table A.5.  Simulation Data for Group N (droplet/plug volume variation at 𝐶𝑎𝑇 = 9.5 × 10
−2 ± 1%) 
Case 𝐷𝐷 𝜆 𝑅𝑒𝑇 𝐶𝑎𝑇 𝐿𝑎 𝛽𝐶 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 
N13 0.300 10.000 3.60E+00 9.52E-02 3.8E+01 0.997 1.00 -0.26 2.04 0.300 0.350 
N12 0.400 10.000 3.60E+00 9.52E-02 3.8E+01 0.993 1.01 -0.25 2.00 0.400 0.300 
N11 0.500 10.000 3.60E+00 9.52E-02 3.8E+01 0.987 1.01 -0.22 1.94 0.500 0.250 
N10 0.600 10.000 3.60E+00 9.52E-02 3.8E+01 0.979 1.02 -0.12 1.86 0.602 0.200 
N9 0.700 10.000 3.59E+00 9.51E-02 3.8E+01 0.968 1.03 0.17 1.76 0.706 0.151 
N8 0.800 10.000 3.58E+00 9.48E-02 3.8E+01 0.956 1.05 0.94 1.64 0.821 0.106 
N7 0.900 10.000 3.61E+00 9.55E-02 3.8E+01 0.941 1.07 2.22 1.54 0.977 0.072 
N6 1.000 10.000 3.61E+00 9.55E-02 3.8E+01 0.922 1.09 2.68 1.49 1.201 0.057 
N5 1.100 10.000 3.58E+00 9.46E-02 3.8E+01 0.897 1.12 1.53 1.48 1.494 0.051 
N1 1.200 10.000 3.61E+00 9.55E-02 3.8E+01 0.866 1.15 -0.88 1.48 1.853 0.050 
N2 1.400 10.000 3.61E+00 9.54E-02 3.8E+01 0.787 1.24 -7.35 1.48 2.751 0.049 
N3 1.600 10.000 3.60E+00 9.53E-02 3.8E+01 0.682 1.38 -16.00 1.48 3.942 0.049 
N4 1.800 10.000 3.60E+00 9.53E-02 3.8E+01 0.547 1.65 -27.15 1.48 5.472 0.049 
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Table A.6.  Simulation Data for Groups K, U, and Q (Reynolds number variation for 𝐷𝐷 = 1.2 plugs) 
Case 𝐷𝐷 𝜆 𝑅𝑒𝑇 𝐶𝑎𝑇 𝐿𝑎 𝛽𝐶 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 
K2 1.200 2.500 3.64E-01 9.64E-02 3.8E+00 0.464 2.13 -0.90 1.48 1.854 0.051 
K3 1.200 2.500 7.28E-01 9.64E-02 7.6E+00 0.464 2.13 -0.89 1.48 1.855 0.051 
K4 1.200 2.500 1.82E+00 9.63E-02 1.9E+01 0.464 2.13 -0.85 1.48 1.856 0.051 
K5 1.200 2.500 3.63E+00 9.62E-02 3.8E+01 0.464 2.13 -0.74 1.48 1.857 0.050 
K6 1.200 2.500 1.44E+01 9.54E-02 1.5E+02 0.465 2.15 -0.17 1.48 1.860 0.050 
K7 1.200 2.500 3.63E+01 9.60E-02 3.8E+02 0.464 2.18 0.94 1.48 1.875 0.050 
K9 1.200 2.500 7.29E+01 9.65E-02 7.6E+02 0.461 2.25 2.74 1.49 1.914 0.054 
K8 1.200 2.500 1.49E+02 9.85E-02 1.5E+03 0.451 2.34 3.95 1.52 2.023 0.066 
U1 1.200 2.500 7.74E-02 2.05E-01 3.8E-01 0.403 2.30 -5.04 1.65 2.226 0.097 
U2 1.200 2.500 1.94E-01 2.05E-01 9.4E-01 0.403 2.30 -5.09 1.65 2.226 0.096 
U3 1.200 2.500 3.87E-01 2.05E-01 1.9E+00 0.404 2.30 -5.11 1.65 2.226 0.096 
U4 1.200 2.500 7.75E-01 2.05E-01 3.8E+00 0.404 2.30 -5.10 1.65 2.220 0.096 
U5 1.200 2.500 1.94E+00 2.05E-01 9.4E+00 0.404 2.30 -5.08 1.65 2.221 0.096 
U6 1.200 2.500 3.87E+00 2.05E-01 1.9E+01 0.406 2.29 -4.95 1.64 2.207 0.094 
U7 1.200 2.500 7.71E+00 2.04E-01 3.8E+01 0.406 2.29 -4.81 1.64 2.202 0.093 
U8 1.200 2.500 1.92E+01 2.03E-01 9.4E+01 0.409 2.30 -4.38 1.63 2.194 0.092 
U9 1.200 2.500 3.79E+01 2.01E-01 1.9E+02 0.411 2.30 -3.68 1.63 2.184 0.092 
U10 1.200 2.500 7.48E+01 1.98E-01 3.8E+02 0.413 2.33 -2.74 1.62 2.205 0.095 
Q2 1.200 2.500 3.94E-01 4.17E-01 9.4E-01 0.375 2.44 -6.16 1.73 2.445 0.125 
Q3 1.200 2.500 7.91E-01 4.19E-01 1.9E+00 0.376 2.42 -6.47 1.73 2.438 0.132 
Q4 1.200 2.500 1.97E+00 4.17E-01 4.7E+00 0.374 2.44 -6.23 1.73 2.455 0.131 
Q5 1.200 2.500 3.94E+00 4.17E-01 9.4E+00 0.374 2.44 -6.21 1.73 2.463 0.130 
Q6 1.200 2.500 1.57E+01 4.16E-01 3.8E+01 0.378 2.42 -6.01 1.72 2.447 0.130 
 
  
 132 
Table A.7.  Simulation Data for Groups M and T (capillary number variation for 𝐷𝐷 = 1.2 plugs) 
Case 𝐷𝐷 𝜆 𝑅𝑒𝑇 𝐶𝑎𝑇 𝐿𝑎 𝛽𝐶 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 
M1 1.200 2.500 3.63E+00 9.62E-02 3.8E+01 0.464 2.13 -0.74 1.48 1.857 0.050 
M2 1.200 2.500 3.87E+00 2.05E-01 1.9E+01 0.406 2.29 -4.95 1.64 2.207 0.094 
M3 1.200 2.500 3.94E+00 4.17E-01 9.4E+00 0.374 2.44 -6.21 1.73 2.463 0.130 
T2 1.200 10.000 3.61E+00 9.55E-02 3.8E+01 0.866 1.15 -0.88 1.48 1.853 0.050 
T3 1.200 10.000 3.66E+00 1.94E-01 1.9E+01 0.851 1.15 -4.86 1.64 2.217 0.093 
T4 1.200 10.000 3.67E+00 4.86E-01 7.6E+00 0.835 1.17 -5.83 1.83 3.020 0.162 
 
Table A.8.  Simulation Data for Groups V, W, and X (Plug spacing variation for 𝐷𝐷 = 1.2 plugs)
†
 
Case 𝐷𝐷 𝜆 𝑅𝑒𝑇  𝐶𝑎𝑇 𝐿𝑎 𝛽𝐶 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 
V1 1.200 2.250 7.52E-02 1.99E-01 3.8E-01 0.387 2.47 -2.83 1.52 1.943 0.048 
V2 1.200 2.300 7.51E-02 1.99E-01 3.8E-01 0.401 2.39 -2.79 1.52 1.943 0.048 
V3 1.200 2.400 7.49E-02 1.98E-01 3.8E-01 0.426 2.26 -2.75 1.52 1.943 0.048 
V4 1.200 2.500 7.74E-02 2.05E-01 3.8E-01 0.403 2.30 -5.04 1.65 2.226 0.097 
V5 1.200 2.750 7.45E-02 1.97E-01 3.8E-01 0.499 1.93 -2.75 1.52 1.942 0.048 
V6 1.200 3.000 7.43E-02 1.97E-01 3.8E-01 0.541 1.79 -2.77 1.52 1.941 0.048 
V7 1.200 3.500 7.40E-02 1.96E-01 3.8E-01 0.607 1.60 -2.85 1.52 1.939 0.047 
V8 1.200 4.000 7.38E-02 1.95E-01 3.8E-01 0.656 1.49 -2.88 1.52 1.937 0.047 
V9 1.200 5.000 7.35E-02 1.94E-01 3.8E-01 0.725 1.35 -2.96 1.52 1.935 0.047 
V10 1.200 6.000 7.32E-02 1.94E-01 3.8E-01 0.771 1.27 -3.00 1.52 1.934 0.047 
V11 1.200 7.000 7.30E-02 1.93E-01 3.8E-01 0.804 1.23 -3.06 1.52 1.932 0.047 
V12 1.200 8.000 7.29E-02 1.93E-01 3.8E-01 0.828 1.19 -3.09 1.52 1.932 0.047 
† Except for cases V4, W4, and X4, the data do not represent equilibrium values, as explained in Section 4.4.1. 
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(Table A.8 continued) 
Case 𝐷𝐷 𝜆 𝑅𝑒𝑇  𝐶𝑎𝑇 𝐿𝑎 𝛽𝐶 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 
W1 1.200 2.250 7.84E-01 2.07E-01 3.8E+00 0.348 2.64 -5.28 1.62 2.133 0.090 
W2 1.200 2.300 7.82E-01 2.07E-01 3.8E+00 0.359 2.56 -5.23 1.63 2.152 0.091 
W3 1.200 2.400 7.77E-01 2.06E-01 3.8E+00 0.383 2.42 -5.10 1.64 2.183 0.093 
W4 1.200 2.500 7.75E-01 2.05E-01 3.8E+00 0.404 2.30 -5.10 1.65 2.220 0.096 
W5 1.200 2.750 7.66E-01 2.03E-01 3.8E+00 0.458 2.05 -4.80 1.65 2.227 0.094 
W6 1.200 3.000 7.62E-01 2.02E-01 3.8E+00 0.503 1.88 -4.75 1.65 2.229 0.094 
W7 1.200 3.500 7.55E-01 2.00E-01 3.8E+00 0.575 1.66 -4.76 1.65 2.225 0.093 
W8 1.200 4.000 7.51E-01 1.99E-01 3.8E+00 0.628 1.53 -4.75 1.64 2.220 0.093 
W9 1.200 5.000 7.44E-01 1.97E-01 3.8E+00 0.703 1.38 -4.74 1.64 * * 
W10 1.200 6.000 7.40E-01 1.96E-01 3.8E+00 0.753 1.29 -4.68 1.64 * * 
W11 1.200 7.000 7.37E-01 1.95E-01 3.8E+00 0.788 1.24 -4.76 1.64 * * 
W12 1.200 8.000 7.34E-01 1.94E-01 3.8E+00 0.815 1.20 -4.72 1.64 * * 
X1 1.200 2.250 7.85E-01 4.15E-01 1.9E+00 0.332 2.76 -5.35 1.66 2.197 0.102 
X2 1.200 2.300 7.82E-01 4.14E-01 1.9E+00 0.344 2.67 -5.27 1.67 2.229 0.102 
X3 1.200 2.400 7.78E-01 4.12E-01 1.9E+00 0.367 2.52 -5.13 1.68 2.287 0.101 
X4 1.200 2.500 7.91E-01 4.19E-01 1.9E+00 0.376 2.42 -6.47 1.73 2.438 0.132 
X5 1.200 2.750 7.65E-01 4.05E-01 1.9E+00 0.443 2.12 -4.71 1.69 2.411 0.100 
X6 1.200 3.000 7.60E-01 4.02E-01 1.9E+00 0.489 1.93 -4.62 1.69 2.434 0.100 
X7 1.200 3.500 7.54E-01 3.99E-01 1.9E+00 0.562 1.70 -4.63 1.69 2.431 0.099 
X8 1.200 4.000 7.50E-01 3.97E-01 1.9E+00 0.617 1.55 -4.61 1.69 2.426 0.099 
X9 1.200 5.000 7.43E-01 3.93E-01 1.9E+00 0.694 1.39 -4.62 1.69 2.418 0.098 
X10 1.200 6.000 7.39E-01 3.91E-01 1.9E+00 0.746 1.30 -4.52 1.68 * * 
X11 1.200 7.000 7.36E-01 3.90E-01 1.9E+00 0.782 1.25 -4.65 1.69 * * 
X12 1.200 8.000 7.34E-01 3.88E-01 1.9E+00 0.810 1.21 -4.57 1.68 * * 
* Plug shape data not available at the final time because the simulation unexpectedly halted with a runtime error. 
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Appendix B.  Buoyant and Rotating Flow Study Tabular Data 
The following reference tables summarise numerically the simulations discussed and presented 
graphically in Chapter 6.  Tables B.1 and B.2 correspond to the Buoyant Capillary Number 
Study presented in Section 6.4. 
 
Tables B.3 and B.4 correspond to the Reynolds and Ekman Number Studies presented in 
Sections 6.5 and 6.6.  Section 6.5 deals only with the 𝐸𝑘−1 = 0 data, which are highlighted for 
convenience.  The value 𝑅 in these two tables is the effective radius of rotation.  𝑅 < 0 indicates 
that the axis of rotation is downstream of the simulation domain, which corresponds to 
centripetal flow for rotating cases, and is equivalent to upwards flow for 𝑅 = −∞. 
 
All simulations were run using 𝐷𝐷 = 1.2, 𝜆 = 4, 𝛾 = 0.5613, and 𝜅 = 0.53311. 
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Table B.1.  Simulation Data for Buoyant Capillary Number Study, Part 1 (𝑅𝑒𝑇 = 1.02 ± 5%) 
𝐸o 𝐸𝑘−1 𝑅𝑒𝑇 𝐶𝑎𝑇 𝐿𝑎 𝛱 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 
-10.00 0 1.01 0.050 20 1.25 0.087 -108.86 2.194 2.052 0.075 (≈4.8 hx) 
-10.00 0 1.02 0.068 15 7.00 0.464 -86.25 2.111 2.112 0.083 (≈5.3 hx) 
-10.00 0 1.07 0.089 12 11.73 0.722 -69.93 2.057 2.183 0.091 (≈5.8 hx) 
-10.00 0 1.02 0.102 10 12.88 0.825 -63.27 2.038 2.222 0.096 (≈6.1 hx) 
-10.00 0 0.98 0.122 8 14.26 0.944 -55.45 2.018 2.282 0.103 (≈6.6 hx) 
-10.00 0 1.02 0.204 5 19.18 1.200 -38.62 1.986 2.494 0.125 (≈8.0 hx) 
-3.00 0 1.03 0.052 20 24.03 1.248 -20.88 1.527 1.776 0.038 (≈2.4 hx) 
-3.00 0 1.04 0.069 15 24.38 1.283 -19.75 1.574 1.862 0.049 (≈3.1 hx) 
-3.00 0 1.03 0.086 12 24.56 1.313 -18.82 1.611 1.940 0.060 (≈3.8 hx) 
-3.00 0 1.03 0.103 10 24.60 1.339 -17.94 1.638 2.003 0.068 (≈4.4 hx) 
-3.00 0 1.04 0.129 8 25.15 1.375 -16.70 1.678 2.104 0.081 (≈5.2 hx) 
-3.00 0 1.04 0.209 5 25.90 1.448 -14.45 1.756 2.356 0.109 (≈7.0 hx) 
-3.00 0 1.03 0.258 4 25.90 1.482 -13.41 1.789 2.498 0.122 (≈7.8 hx) 
-3.00 0 1.03 0.344 3 26.30 1.527 -12.01 1.833 2.721 0.141 (≈9.0 hx) 
+3.00 0 1.07 0.071 15 35.49 1.652 18.66 1.306 1.644 0.028 (≈1.8 hx) 
+3.00 0 1.01 0.085 12 32.79 1.632 15.55 1.342 1.701 0.034 (≈2.2 hx) 
+3.00 0 1.04 0.104 10 32.75 1.613 12.18 0.388 1.777 0.043 (≈2.8 hx) 
+3.00 0 1.05 0.131 8 32.17 1.601 8.83 1.447 1.886 0.056 (≈3.6 hx) 
+3.00 0 1.04 0.208 5 30.60 1.602 3.82 1.569 2.162 0.087 (≈5.6 hx) 
+3.00 0 1.04 0.259 4 30.05 1.611 2.07 1.629 2.331 0.104 (≈6.7 hx) 
+3.00 0 1.03 0.344 3 29.49 1.632 0.38 1.703 2.600 0.128 (≈8.2 hx) 
+10.00 0 1.02 0.102 10 37.89 1.920 43.61 1.236 1.585 0.029 (≈1.9 hx) 
+10.00 0 1.06 0.133 8 37.89 1.767 28.81 1.286 1.671 0.037 (≈2.4 hx) 
+10.00 0 1.01 0.201 5 33.90 1.726 20.93 1.391 1.894 0.060 (≈3.8 hx) 
+10.00 0 1.00 0.249 4 32.75 1.720 17.63 1.454 2.066 0.076 (≈4.9 hx) 
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Table B.2.  Simulation Data for Buoyant Capillary Number Study, Part 2 (𝐿𝑎 = 10) 
𝐸o 𝐸𝑘−1 𝑅𝑒𝑇 𝐶𝑎𝑇 𝐿𝑎 𝛱 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 
-10.00 0 0.01 0.001 10 -10.00 9.730 -3613±8 18.3 1.830 0.039 (≈2.5 hx) 
-10.00 0 0.26 0.026 10 -5.00 -1.626 -191.96 2.550 1.955 0.060 (≈3.8 hx) 
-10.00 0 0.39 0.039 10 -2.00 -0.377 -134.35 2.302 2.009 0.068 (≈4.4 hx) 
-10.00 0 1.02 0.102 10 12.88 0.825 -63.27 2.038 2.222 0.096 (≈6.1 hx) 
-10.00 0 1.66 0.166 10 28.70 1.109 -44.52 1.993 2.397 0.116 (≈7.4 hx) 
-10.00 0 2.49 0.249 10 50.00 1.277 -33.58 1.979 2.592 0.134 (≈8.6 hx) 
-10.00 0 3.45 0.345 10 75.00 1.381 -26.97 1.979 2.793 0.152 (≈9.7 hx) 
-3.00 0 0.64 0.064 10 15.00 1.273 -20.10 1.561 1.835 0.046 (≈2.9 hx) 
-3.00 0 1.19 0.119 10 28.70 1.360 -17.20 1.663 2.062 0.076 (≈4.9 hx) 
-3.00 0 2.01 0.201 10 50.00 1.442 -14.55 1.746 2.324 0.105 (≈6.7 hx) 
-3.00 0 2.97 0.297 10 75.00 1.504 -12.67 1.808 2.591 0.131 (≈8.4 hx) 
-3.00 0 3.90 0.390 10 100.00 1.546 -11.38 1.848 2.822 0.150 (≈9.6 hx) 
+3.00 0 0.89 0.089 10 28.70 1.626 14.59 1.353 1.718 0.036 (≈2.3 hx) 
+3.00 0 1.67 0.167 10 50.00 1.598 5.95 1.510 2.017 0.071 (≈4.5 hx) 
+3.00 0 2.59 0.259 10 75.00 1.612 2.10 1.629 2.332 0.104 (≈6.7 hx) 
+3.00 0 3.50 0.350 10 100.00 1.633 0.34 1.707 2.619 0.129 (≈8.3 hx) 
+3.00 0 4.42 0.442 10 125.00 1.652 -0.63 1.762 2.880 0.149 (≈9.5 hx) 
+10.00 0 1.02 0.102 10 37.89 1.920 43.61 1.236 1.585 0.029 (≈1.9 hx) 
+10.00 0 1.56 0.156 10 54.20 1.747 25.57 1.323 1.743 0.044 (≈2.8 hx) 
+10.00 0 2.26 0.226 10 75.00 1.721 19.08 1.423 1.969 0.068 (≈4.4 hx) 
+10.00 0 3.12 0.312 10 100.00 1.721 14.59 1.525 2.272 0.096 (≈6.1 hx) 
+10.00 0 3.98 0.398 10 125.00 1.732 11.75 1.602 2.572 0.119 (≈7.6 hx) 
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Table B.3.  Simulation Data for Reynolds and Ekman Number Study, Part 1 (𝐸𝑜 = −1.58, 𝐶𝑎𝑇 = 0.122 ± 3%) 
𝐸o 𝐸𝑘−1 𝑅𝑒𝑇  𝐶𝑎𝑇 𝐿𝑎 𝑅 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 𝑥𝑑𝑟𝑖𝑓𝑡 ∙ 𝐸𝑘 
-1.58 0.000 3.12 0.125 25 −∞ 1.433 -9.97 1.607 2.034 0.072 N/A 
-1.58 0.500 3.12 0.125 25 -360 1.433 -9.96 1.608 2.034 0.072 0.00060 
-1.58 0.750 3.12 0.125 25 -160 1.434 -9.96 1.608 2.035 0.072 0.00064 
-1.58 0.000 9.34 0.124 75 −∞ 1.436 -9.61 1.603 2.029 0.071 N/A 
-1.58 0.500 9.34 0.124 75 -1080 1.436 -9.61 1.603 2.030 0.071 0.00050 
-1.58 1.000 9.33 0.124 75 -270 1.436 -9.60 1.603 2.030 0.070 0.00045 
-1.58 0.000 30.8 0.123 250 −∞ 1.448 -8.37 1.593 2.022 0.069 N/A 
-1.58 0.500 30.8 0.123 250 -3600 1.448 -8.36 1.593 2.023 0.068 -0.00054 
-1.58 1.000 30.7 0.123 250 -900 1.448 -8.35 1.593 2.022 0.068 -0.00055 
-1.58 1.500 30.7 0.123 250 -400 1.448 -8.33 1.593 2.022 0.067 -0.00055 
-1.58 2.000 30.7 0.123 250 -225 1.449 -8.30 1.593 2.023 0.067 -0.00055 
-1.58 0.000 60.7 0.121 500 −∞ 1.466 -6.91 1.589 2.040 0.071 N/A 
-1.58 0.500 60.7 0.121 500 -7200 1.466 -6.90 1.589 2.041 0.069 -0.00278 
-1.58 1.000 60.6 0.121 500 -1800 1.466 -6.87 1.589 2.040 0.068 -0.00276 
-1.58 1.500 60.6 0.121 500 -800 1.466 -6.83 1.588 2.038 0.067 -0.00276 
-1.58 2.000 60.6 0.121 500 -450 1.467 -6.77 1.588 2.039 0.066 -0.00273 
-1.58 0.000 90.3 0.120 750 −∞ 1.478 -6.14 1.593 2.078 0.075 N/A 
-1.58 0.500 90.3 0.120 750 -10800 1.479 -6.12 1.593 2.078 0.073 -0.00565 
-1.58 1.000 90.3 0.120 750 -2700 1.479 -6.08 1.593 2.078 0.071 -0.00561 
-1.58 1.500 90.2 0.120 750 -1200 1.480 -6.01 1.592 2.076 0.069 -0.00558 
-1.58 2.000 90.2 0.120 750 -675 1.481 -5.91 1.592 2.076 0.067 -0.00553 
-1.58 3.000 89.9 0.120 750 -300 1.484 -5.64 1.590 2.072 0.064 -0.00540 
-1.58 4.000 89.6 0.120 750 -169 1.488 -5.27 1.589 2.069 0.060 -0.00523 
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(Table B.3 continued) 
𝐸o 𝐸𝑘−1 𝑅𝑒𝑇  𝐶𝑎𝑇 𝐿𝑎 𝑅 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 𝑥𝑑𝑟𝑖𝑓𝑡 ∙ 𝐸𝑘 
-1.58 0.000 150 0.120 1250 −∞ 1.492 -5.96 1.615 2.195 0.087 N/A 
-1.58 0.500 150 0.120 1250 -18000 1.492 -5.93 1.615 2.197 0.084 -0.01012 
-1.58 1.000 150 0.120 1250 -4500 1.493 -5.88 1.615 2.200 0.081 -0.01007 
-1.58 1.500 150 0.120 1250 -2000 1.494 -5.78 1.614 2.207 0.078 -0.01003 
-1.58 2.000 150 0.120 1250 -1125 1.495 -5.65 1.613 2.211 0.074 -0.00997 
-1.58 3.000 149 0.119 1250 -500 1.500 -5.27 1.611 2.223 0.068 -0.00979 
-1.58 4.000 149 0.119 1250 -281 1.505 -4.77 1.608 2.234 0.062 -0.00954 
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Table B.4.  Simulation Data for Reynolds and Ekman Number Study, Part 2 (𝐸𝑜 = +1.58, 𝐶𝑎𝑇 = 0.106 ± 3%) 
𝐸o 𝐸𝑘−1 𝑅𝑒𝑇  𝐶𝑎𝑇 𝐿𝑎 𝑅 𝜑
2 𝛹 
𝑤𝐷
𝐽
 𝐷𝑧 𝛿𝑚𝑖𝑛 𝑥𝑑𝑟𝑖𝑓𝑡 ∙ 𝐸𝑘 
+1.58 0.000 2.72 0.109 25 ∞ 1.559 5.51 1.450 1.853 0.051 N/A 
+1.58 0.500 2.72 0.109 25 360 1.559 5.55 1.449 1.852 0.051 0.00111 
+1.58 0.750 2.72 0.109 25 160 1.559 5.55 1.449 1.852 0.051 0.00110 
+1.58 0.000 8.13 0.108 75 ∞ 1.562 5.77 1.449 1.855 0.050 N/A 
+1.58 0.500 8.13 0.108 75 1080 1.562 5.78 1.449 1.855 0.050 0.00104 
+1.58 1.000 8.13 0.108 75 270 1.562 5.78 1.449 1.855 0.050 0.00105 
+1.58 0.000 26.9 0.108 250 ∞ 1.575 6.66 1.450 1.866 0.050 N/A 
+1.58 1.000 26.9 0.108 250 900 1.575 6.68 1.450 1.868 0.050 0.00059 
+1.58 2.000 26.9 0.108 250 225 1.575 6.72 1.449 1.867 0.049 0.00058 
+1.58 0.000 53.2 0.106 500 ∞ 1.595 8.10 1.453 1.890 0.051 N/A 
+1.58 1.000 53.2 0.106 500 1800 1.595 8.13 1.453 1.890 0.050 -0.00068 
+1.58 2.000 53.2 0.106 500 450 1.596 8.21 1.453 1.891 0.049 -0.00066 
+1.58 0.000 78.9 0.105 750 ∞ 1.616 9.45 1.459 1.922 0.053 N/A 
+1.58 1.000 78.9 0.105 750 2700 1.616 9.49 1.459 1.923 0.052 -0.00262 
+1.58 2.000 78.8 0.105 750 675 1.617 9.61 1.458 1.921 0.050 -0.00258 
+1.58 0.000 130 0.104 1250 ∞ 1.647 11.12 1.476 2.012 0.060 N/A 
+1.58 1.000 130 0.104 1250 4500 1.647 11.17 1.475 2.011 0.057 -0.00705 
+1.58 2.000 130 0.104 1250 1125 1.649 11.35 1.474 2.013 0.054 -0.00696 
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Appendix C.  Supplemental Plots 
The figures presented in this appendix represent data from the pressure-driven parametric studies 
discussed in Chapters 4 and 5, and detailed in tabular form in Appendix A.  The figures did not 
substantially add to the discussion in those chapters and thus were not presented there.  They are 
included here, however, for the benefit of simplified comparison with other published research. 
 
Figure C.1 through C.3 show the relative pressure drop, 𝜑2, as a function of capillary number for 
droplets of effective diameters 𝐷𝐷 = 0.645 and 𝐷𝐷 = 0.900 and plugs of diameter 𝐷𝐷 = 1.200.  
In Figures C.1 and C.2, the droplet spacing is fixed at 𝜆 = 1.355, and thus the plots look similar 
to those of the droplet effect parameter, 𝛹.  In Figure C.3, the effect of the plug spacing can be 
seen.  While the droplet effect parameters were nearly identical in Groups M and T, the relative 
pressure drop 
𝜑2 =
1
𝛽𝐶
[1 +
1
𝜆
∙
2
(𝑓 ∙ 𝑅𝑒)1−𝑝ℎ𝑎𝑠𝑒
∙ 𝛹] 
is significantly higher when there are four times as many plugs per length of channel. 
 
Figure C.4 shows the relative pressure drop as a function of Reynolds number for Groups K, U, 
and Q, simulating 𝐷𝐷 = 1.2 plugs at 𝐶𝑎𝑇 = 0.096 ± 2%, 𝐶𝑎𝑇 = 0.203 ± 4%, and 𝐶𝑎𝑇 =
0.417 ± 0.4%, respectively. 
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Figure C.1.  Relative pressure drop versus capillary number for 𝐷𝐷 = 0.645 droplets (Groups A 
and B, 𝜆 = 1.355). 
 
 
Figure C.2.  Relative pressure drop versus capillary number for 𝐷𝐷 = 0.900 droplets (Groups J, 
H, and I, 𝜆 = 1.355). 
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Figure C.3.  Relative pressure drop versus capillary number for 𝐷𝐷 = 1.200 plugs (Groups M 
and T, 𝑅𝑒𝑇 = 3.8 ± 5%). 
 
 
Figure C.4.  Relative pressure drop versus Reynolds number for 𝐷𝐷 = 1.2 plugs at various 
capillary numbers (Groups K, U, and Q, 𝜆 = 2.5). 
 
Figure C.5 shows the relative pressure drop as a function of effective droplet/plug diameter at a 
constant capillary number and spacing.  Although 𝛹 reaches a maximum near 𝐷𝐷 = 1, the 
decrease in 𝛽𝐶 as 𝐷𝐷 increases apparently causes 𝜑
2 to increase monotonically with droplet/plug 
volume. 
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Figure C.5.  Relative pressure drop versus effective droplet diameter at 𝐶𝑎𝑇 = 0.0952 ± 6% 
(Group N, 𝜆 = 10). 
 
Figures C.6 through C.10 show the volumetric flow ratio, 𝛽𝐶 =
𝑄𝐶
𝑄𝐶+𝑄𝐷
, for the same cases as 
above.  In Figures C.6 through C.9, the variation in 𝛽𝐶 within each group is caused purely by 
changes in the droplet/plug mobility, 
𝑤𝐷
𝐽
.  In Group N, shown in Figure C.10, 𝛽𝐶 is also highly 
influenced by the change in void fraction, 𝜀𝐷, as the droplet volume changes.  The relationship 
between these parameters in a square channel is as follows. 
𝛽𝐶 = 1 − 𝜀𝐷 ∙
𝑤𝐷
𝐽
 
𝜀𝐷 =
𝕍𝐷
𝜆 ∙ 𝐷ℎ
2 =
𝜋 ∙ 𝐷𝐷
3
6 ∙ 𝜆 ∙ 𝐷ℎ
2 
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Figure C.6.  Volumetric flow ratio, 𝛽𝐶, versus capillary number for 𝐷𝐷 = 0.645 droplets (Groups 
A and B, 𝜆 = 1.355). 
 
 
Figure C.7.  Volumetric flow ratio, 𝛽𝐶, versus capillary number for 𝐷𝐷 = 0.900 droplets (Groups 
J, H, and I, 𝜆 = 1.355). 
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Figure C.8.  Volumetric flow ratio, 𝛽𝐶, versus capillary number for 𝐷𝐷 = 1.200 plugs (Groups 
M and T, 𝑅𝑒𝑇 = 3.8 ± 5%). 
 
 
Figure C.9.  Volumetric flow ratio, 𝛽𝐶, versus Reynolds number for 𝐷𝐷 = 1.2 plugs at various 
capillary numbers (Groups K, U, and Q, 𝜆 = 2.5). 
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Figure C.10.  Volumetric flow ratio, 𝛽𝐶, versus effective droplet diameter at 𝐶𝑎𝑇 = 0.0952 ±
6% (Group N, 𝜆 = 10). 
 
Figures C.11 through C.13 show the droplet/plug length for the same cases as above.  Figures 
C.11 and C.12 are repeated for convenience from Chapters 5 and 4, respectively.  They show that 
both high capillary numbers and high Reynolds numbers cause the droplets and plugs to become 
elongated.  However, the capillary number effect is only seen at 𝐶𝑎𝑇 ≳ 𝒪(10
−1) for droplets, 
and the Reynolds number effect is only seen at 𝑅𝑒𝑇 ≳ 𝒪(10) − 𝒪(100) for both droplets and 
plugs.  Figure C.13 shows that at 𝐶𝑎𝑇 = 0.095, droplets at moderate Reynolds numbers remain 
virtually spherical up to 𝐷𝐷 ≈ 0.8. 
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Figure C.11.  Droplet/plug length versus capillary number for droplets and plugs (Groups A, B, 
J, H, I, M, and T). 
 
 
Figure C.12.  Plug length versus Reynolds number for 𝐷𝐷 = 1.200 plugs at various capillary 
numbers (Groups K, U, and Q, 𝜆 = 2.5). 
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Figure C.13.  Droplet/plug length versus effective droplet diameter at 𝐶𝑎𝑇 = 0.0952 ± 6% 
(Group N, 𝜆 = 10).  The dashed black line shows parity, 𝐷𝑧 = 𝐷𝐷. 
 
Figures C.14 through C.16 show the minimum film thickness for the same cases as above.  
Figure C.14, dependence on capillary number, and Figure C.15, dependence on Reynolds 
number, show the same trends as for the droplet/plug length.  Figure C.16 shows a conclusion 
implicitly drawn in Chapter 5 – for a constant capillary number in the thick-film regime, the  
 
 
Figure C.14.  Minimum film thickness versus capillary number for droplets and plugs (Groups 
A, B, J, H, I, M, and T). 
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Figure C.15.  Minimum film thickness versus Reynolds number for 𝐷𝐷 = 1.2 plugs at various 
capillary numbers (Groups K, U, and Q, 𝜆 = 2.5). 
 
 
Figure C.16.  Minimum film thickness versus effective droplet diameter at 𝐶𝑎𝑇 = 0.0952 ± 6% 
(Group N, 𝜆 = 10). 
 
minimum film thickness does not depend on the plug volume for 𝐷𝐷 ≳ 1.1.  The figure also 
shows the spherical nature of the droplets at this capillary number up to 𝐷𝐷 ≈ 0.8. 
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Figure C.17 shows the relative pressure drop, 𝜑2, versus volumetric flow ratio, 𝛽𝐶, for the entire 
pressure-driven parametric study, excluding Groups E and G, which included significant errors, 
and Groups V, W, and X, which failed to reach equilibrium solutions.  The single-phase pressure 
drop approximation, 𝜑2 = 𝛽𝐶
−1, is shown for reference, demonstrating that is predicts the 
pressure drop reasonably well for all cases simulated. 
 
 
Figure C.17.  Relative pressure drop versus volumetric flow ratio for all reliable data from the 
pressure-driven parametric study (Groups A, B, J, H, I, N, K, U, Q, M, and T).  The dashed grey 
line shows the 𝛹 = 0 approximation, 𝜑2 = 𝛽𝐶
−1. 
 
Figure C.18 shows the 𝐷𝐷 = 0.9 cases (Groups H, I, and J) from Figure C.17 in greater detail.  
At 𝐶𝑎𝑇 ≈ 0.2, the droplet effect parameter 𝛹 is nearly zero, and the data fall almost on top of 
the dashed line.  As the capillary number decreases, the droplet mobility decreases, causing 𝛽𝐶 to 
increase.  Decreasing down to 𝐶𝑎𝑇 ≈ 0.05, 𝛹 increases, but the simultaneous increase in 𝛽𝐶 
results in 𝜑2 remaining roughly constant.  As the capillary number further decreases to 𝐶𝑎𝑇 <
0.01, 𝛹 starts to level off and 𝜑2starts increasing. 
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Figure C.18.  Relative pressure drop versus volumetric flow ratio for 𝐷𝐷 = 0.9 droplets as the 
capillary number is varied (Groups J, H, and I, 𝜆 = 1.355).  The dashed grey line shows the 
𝛹 = 0 approximation, 𝜑2 = 𝛽𝐶
−1. 
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Appendix D.  Excluded Results 
A large number of simulations were run whose results were not included in the dissertation for 
various reasons.  The most common reason was simulations being run with a large Laplace 
number.  In Chapter 2, it was shown that these simulations are prone to significant errors.  A few 
simulations were also excluded because of droplet front points which were too close to the 
domain boundaries.  As mentioned in Chapter 3, points in the range 𝛿 ≤ 1.5 ∙ ℎ𝑥 – where 𝛿 is the 
distance to the nearest wall and ℎ𝑥 = ℎ𝑦 is the grid cell size in the channel cross-section – 
experience non-physical wall slip conditions.  Furthermore, carrier fluid film of this thickness 
may not have enough resolution to adequately predict fluid velocities. 
 
At the request of the author’s advisory committee, the results of these excluded data are 
presented here, in part for the benefit of any future researchers who may encounter similar 
difficulties in numerical simulations. 
 
Group D was a droplet size study similar to Group N, but simulating droplets from 𝐷𝐷 = 0.3 to 
𝐷𝐷 = 0.9 at 𝜆 = 1.355, 𝑅𝑒𝑇 = 3.4 ± 13%, 𝐶𝑎𝑇 = 0.0023 ± 13%.  As Figure D.1 shows, the 
reported value of 𝛹 increased as the droplet size increased.  The values of 𝛹 were significantly 
larger than Group N (𝜆 = 10, 𝑅𝑒𝑇 = 3.60 ± 0.6%, 𝐶𝑎𝑇 = 0.0952 ± 0.6%).  This may be a 
meaningful increase due to the lower capillary number in Group D.  However, the Laplace 
number in Group D was over 1500, and thus the results are subject to too much uncertainty to 
draw any meaningful conclusions. 
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Figure D.1.  Droplet effect parameter versus droplet size for Group D (𝜆 = 1.355, 𝑅𝑒𝑇 = 3.4 ±
13%, 𝐶𝑎𝑇 = 0.0023 ± 13%) and Group N (𝜆 = 10, 𝑅𝑒𝑇 = 3.60 ± 0.6%, 𝐶𝑎𝑇 = 0.0952 ±
0.6%). 
 
Group F was run as a droplet spacing study for large droplets – 𝐷𝐷 = 0.9, 𝑅𝑒𝑇 = 3.6 ± 10%, 
𝐶𝑎𝑇 = 0.0024 ± 10%.  Like the other droplet spacing studies – Groups E and G – the Laplace 
number was over 1500, putting the accuracy of the results into question.  In addition, however, 
the pressure drop showed unexpected behaviour, as shown in Figure D.2.  Roughly half of the 
simulations showed positive values of the droplet effect parameter around 𝛹 ~ 6.  The other 
simulations, however, yielded 𝛹 < 0, as was seen with plug flows.  Furthermore, some 
simulations which were initially at equilibrium with 𝛹 ~ 6 were given a sudden increase in 𝛱 on 
the order of 10%, after which the flow switched to the 𝛹 < 0 behaviour.  This may be indicative 
of this droplet size acting as a sort of cusp between two quasi-stable flow regimes – one for 
capillary flows with 𝛹 > 0 and one for plug flows with 𝛹 < 0.  However, the grid dependence 
casts too much doubt on the results to draw any meaningful conclusions. 
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Figure D.2.  Droplet effect parameter versus droplet spacing for Group F (𝐷𝐷 = 0.9, 𝑅𝑒𝑇 =
3.6 ± 10%, 𝐶𝑎𝑇 = 0.0024 ± 10%). 
 
Groups A and B explored the effect of capillary number on 𝐷𝐷 = 0.645 droplets at 𝑅𝑒𝑇 = 3.6 
and 𝑅𝑒𝑇 = 0.36, respectively.  Simulations with Laplace numbers above 150 were excluded 
from the results in Chapters 4 and 5 because of the high errors and/or lack of grid convergence, 
as discussed in Chapter 2.  Nonetheless, several simulations were run at higher Laplace numbers, 
up to 𝐿𝑎 ≈ 1.5 × 105.  Figure D.3 shows the droplet effect parameter for the extended Groups A 
and B, including both the previously included and previously excluded data.  The plot shows 
significant increases in 𝛹 as the capillary number decreases below 𝐶𝑎𝑇 ~ 0.02 (Group A) and 
𝐶𝑎𝑇 ~ 0.006 (Group B).  The behaviour appears to become less predictable as the capillary 
number increases further.  The fluctuations in measured fluid velocities from one time step to 
another also increase at lower capillary numbers, as demonstrated by the large error bars at 
𝐶𝑎𝑇 ~ 𝒪(10
−5).  The errors bars in the figure represent the propagated error in Ψ corresponding 
to one standard deviation of the fluid velocities over 500 reported values spread out over the last 
0.25 time units of the simulation.  The grid dependence studies discussed in Chapter 2 suggested 
that the actual value of 𝛹 should be constant for these flows for 𝐶𝑎𝑇 ≲ 10
−2.  This is also 
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intuitive, as the droplets are nearly spherical in this range.  As the capillary number is lowered 
further, the pressure inside the droplets would increase.  However, this should not affect the 
shape of the droplets, nor the flow in either fluid. 
 
 
Figure D.3.  Droplet effect parameter versus capillary number for 𝐷𝐷 = 0.645 droplets at 
𝜆 = 1.355 – extended Group A (𝑅𝑒𝑇 = 3.52 ± 3%) and extended Group B (𝑅𝑒𝑇 = 0.352 ±
4%). 
 
Figure D.4 shows the droplet mobility for these cases.  The mobility is approximately constant 
for the converged simulations, but shows a slight decrease at lower capillary numbers.  
Fluctuations in the measured fluid velocities can also be seen in the large mobility error bars at 
the lowest capillary numbers. 
 
Figure D.5 shows the droplet effect parameter for extended Groups J, H, and I, including cases 
with 𝐿𝑎 > 1500 and 𝐶𝑎𝑇 < 2 × 10
−3 which were excluded from the results in Chapters 4 and 5 
because of the errors predicted from the grid dependence study.  The data again show a plateau 
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Figure D.4.  Droplet mobility versus capillary number for 𝐷𝐷 = 0.645 droplets at 𝜆 = 1.355 – 
extended Group A (𝑅𝑒𝑇 = 3.52 ± 3%) and extended Group B (𝑅𝑒𝑇 = 0.352 ± 4%). 
 
around 𝐶𝑎𝑇 ~ 𝒪(10
−2), below which 𝛹 starts increasing.  As with Groups A and B, this further 
increase is believed to be purely a numerical artefact associated with the front-tracking method. 
 
 
Figure D.5.  Droplet effect parameter versus capillary number for 𝐷𝐷 = 0.900 droplets at 
𝜆 = 1.355 – extended Group J (𝑅𝑒𝑇 = 30 ± 24%), extended Group H (𝑅𝑒𝑇 = 3.1 ± 21%), and 
extended Group I (𝑅𝑒𝑇 = 0.32 ± 12%). 
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Figure D.6 shows the droplet mobility for the same cases.  Just as with Groups A and B, the 
higher pressure drop corresponds to a lower droplet mobility.  Higher fluctuations at lower 
capillary numbers are also visible here. 
 
 
Figure D.6.  Droplet mobility versus capillary number for 𝐷𝐷 = 0.900 droplets at 𝜆 = 1.355 – 
extended Group J (𝑅𝑒𝑇 = 30 ± 24%), extended Group H (𝑅𝑒𝑇 = 3.1 ± 21%), and extended 
Group I (𝑅𝑒𝑇 = 0.32 ± 12%). 
 
Group T involved varying the capillary number from 𝐶𝑎𝑇 = 0.096 to 𝐶𝑎𝑇 = 0.486 for 𝐷𝐷 =
1.2 plugs at 𝜆 = 10, 𝑅𝑒𝑇 = 3.65 ± 1%.  Two additional cases were run at 𝐶𝑎𝑇 = 0.018 and 
𝐶𝑎𝑇 = 0.046.  However, the wall films were sufficiently thin in these two cases that the front 
points nearest the walls were within the 1.5 ∙ ℎ range that experiences artificial slip conditions.  
Because of this, the accuracy of the results of the simulations, which are plotted in Figures D.7 
and D.8, cannot be determined. 
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Figure D.7.  Droplet effect parameter versus capillary number for 𝐷𝐷 = 1.200 plugs – Group M 
(𝜆 = 2.5, 𝑅𝑒𝑇 = 3.8 ± 5%) and extended Group T (𝜆 = 10, 𝑅𝑒𝑇 = 3.6 ± 7%). 
 
 
Figure D.8.  Plug mobility versus capillary number for 𝐷𝐷 = 1.200 plugs – Group M (𝜆 = 2.5, 
𝑅𝑒𝑇 = 3.8 ± 5%) and extended Group T (𝜆 = 10, 𝑅𝑒𝑇 = 3.6 ± 7%). 
 
Figure D.9 shows the minimum film thickness for the droplet and plug capillary number studies 
– Group M and the extended Groups A, B, J, H, I, and T.  For the droplet flows – Groups A and 
B (𝐷𝐷 = 0.645) and Groups J, H, and I (𝐷𝐷 = 0.900) – a slight decrease in 𝛿𝑚𝑖𝑛 on the order of 
0.01 ∙ 𝐷ℎ is visible for 𝐶𝑎𝑇 ≲ 10
−2.  This decrease does not correspond to a widening of the 
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droplets.  Rather, it is caused by the droplets drifting away from the centre of the channel.  
Seemingly random fluctuations in the droplet position occur in all cases, but the magnitude of 
these fluctuations tends to increase at the smaller capillary numbers.  For plug flows – 
specifically extended Group T (𝐷𝐷 = 1.2) – the figure shows that the minimum film thickness is 
only coincident with the 𝐷𝐷 = 0.9 data at 𝐶𝑎𝑇 ≳ 0.2.  At lower capillary numbers, the plugs 
approach a thin film shape as expected.  However, the minimum film thicknesses at 𝐶𝑎𝑇 ≤ 0.05 
are less than 1.5 ∙ ℎ, and thus the data may not be considered sufficiently accurate to obtain film 
thickness estimates. 
 
 
Figure D.9.  Minimum film thickness versus capillary number for extended Groups A, B, J, H, I, 
M, and T. 
 
In Chapter 5, it was shown that the converged simulation results closely described a relation 
between droplet/plug mobility and minimum film thickness. 
𝑤𝐷
𝐽
≈ 2.45 ∙ 𝛿𝑚𝑖𝑛
0.170 
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Many of the excluded data points fell significantly further away from this trend, with errors 
above 10%. 
 
In addition to the exponential data fit, the data were compared to a scaled theoretical core flow 
function, ?̅?𝐶𝑜𝑟𝑒(𝛿𝑚𝑖𝑛)/𝐽.  This was defined as follows. 
 Let 𝔸𝐶𝑜𝑟𝑒 = {𝑥, 𝑦}|(𝑥 − 0.5)
2 − (𝑦 − 0.5)2 ≤ 𝑟𝐶𝑜𝑟𝑒
2 ;   𝑟𝐶𝑜𝑟𝑒 ≡ 0.5 − 𝛿𝑚𝑖𝑛 be the area of 
a circle centred in the channel with a minimum distance 𝛿𝑚𝑖𝑛 from the channel walls. 
 Let 𝑤1−𝑝ℎ𝑎𝑠𝑒(𝑥, 𝑦) be the laminar flow profile of a single-phase flow in the square 
channel, with superficial velocity J. 
𝐽 = ∫ ∫ 𝑤1−𝑝ℎ𝑎𝑠𝑒(𝑥, 𝑦) ∙ 𝑑𝑦 ∙ 𝑑𝑥
1
𝑦=0
1
𝑥=0
 
 The core flow, ?̅?𝐶𝑜𝑟𝑒(𝛿𝑚𝑖𝑛), is the mean velocity in the cross-section of the flow 
corresponding to 𝔸𝐶𝑜𝑟𝑒(𝛿𝑚𝑖𝑛). 
?̅?𝐶𝑜𝑟𝑒(𝛿𝑚𝑖𝑛) ≡
1
𝜋 ∙ 𝑟𝐶𝑜𝑟𝑒
2 ∬ 𝑤1−𝑝ℎ𝑎𝑠𝑒(𝑥, 𝑦)
𝔸𝐶𝑜𝑟𝑒
∙ 𝑑𝔸 
 The scaled core flow function is then this core flow divided by the superficial velocity. 
?̅?𝐶𝑜𝑟𝑒(𝛿𝑚𝑖𝑛)
𝐽
 
 
Therefore, if the flow far from a droplet or plug approaches the single-phase flow, the core flow 
function represents an approximation of the mean carrier fluid velocity directly upstream and 
directly downstream of the droplet or plug, i.e., the carrier fluid occupying the same cross-
section.  This function is shown as the green dotted line in Figure D.10.  The line does not match 
the converged data particularly well.  However, many of the high-Laplace number data points 
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fall close to this curve, including Groups E, G, and D.  No obvious reason for this correlation 
presents itself.  It may in fact be coincidence that the errors introduced in the solution cause the 
mobility to approach this curve.  It remains an interesting observation, nonetheless. 
 
 
Figure D.10.  Droplet/plug mobility versus minimum film thickness for all data from the 
pressure-driven parametric studies.  The dashed black line shows the same exponential curve fit 
of the valid data found in Chapter 5.  The dotted green line shows the theoretical core flow 
function, ?̅?𝑐𝑜𝑟𝑒(𝛿𝑚𝑖𝑛)/𝐽. 
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