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1. INTRODUCTION AND PRELIMINARIES 
This paper extends earlier results [l] on the uniqueness of an analytic 
solution w = u + iv to the boundary problem 
Au = u,, + ugy = 0 in S, un = /t(s)f(u, v) on C, U-1) 
where S is a simply connected region bounded by a simple smooth closed 
curve C along which s denotes the arc length and u, denotes the external 
normal derivative of u on C. 
Consider two functions 
WI = 241 + iu, , W2 = u2 + iu, , 
analytic in a region R 1 S. Following Monge, we adopt the notation 
&4, 
pi=,,, 
aui 
Qi=F3 (i = 1,2, 3,4), 
and observe that the Cauchy-Riemann equations for wr , wa take the form 
$1 = 43 9 91 = --P3; P2 = 44 P !I2 = -P4* 
A straightforward application of Gauss’ theorem verifies the formal 
integral identity 
I ( 
au, 
CT f2,,-f 
au 
2 
1 at2 1 I 
ds = sQ dS, (1.2) 
where 
Q = apl2 + 2W2 + CP,~ + 24p2ps - AP,) + ap32 + %p3p., + cpd2, 
* This research was supported in part by National Science Foundation Grant 
GP-07422. 
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is a quadratic form in p, , p, , p, , p, with coefficients 
a =f2ru, , 26 = (f24, - ( fP), 3 c = -fi%, 3 
2d = - (fl4L, - (f24, 7 
(1.3) 
in which the function 7 = ~(ur , us , ua , uq) is at our disposal and 
fl =f1@1 9 %)9 fi = f&h 9 %)Y 
are single-valued functions analytic in all their arguments, either specified 
in advance arbitrarily, or related to the boundary problem (1.1) by selecting 
fl =f(u1 > 4, fi =f@z 9 u*)* 
The matrix of Q has the property that its rank can be even but not odd. 
In fact, the principal minors in leading position turn out to equal 
a, ac - b2, a(ac - b2 - d2), (ac - b2 - d2)2, 
and consequently Q will be positive semi-definite, provided 
a > 0, A = b2 + d2 - ac = 0, (1.4) 
and positive definite, provided 
a > 0, A = b2 + d2 - ac < 0. (1.5) 
There is no loss in generality in assuming that the forms are positive, since 
from (1.3), Q changes its sign if 7 changes its sign. 
In the following sections, semidefinite and definite forms Q are employed 
to construct integral identities which lead to a number of related uniqueness 
theorems for the boundary problem (1.1). 
For later reference, vve have from the definitions of a, b, c, d in (1.3), 
4A = [fiGI -fiTu, + (f; -f;) ‘d” + [fPt+ +f,T,, + (fi” + f:) T]” 
+ 4fif2Tu1%2 9 (1.6) 
where 
f;=$ 
1 
f2d&. 
2. SEMI-DEFINITE FORMS 
As the simplest application of (1.4) we set fi = f2 = 1, 
7 = (C% +&) - ('342 +@u,), 
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where 01, j3 are constants, in (1.3) obtaining 
a=c=-b==, d = 0, 
from which it is clear that (1.4) is satisfied, provided 01 > 0, and (1.2) becomes 
=aj [(Pl-PP,)2+(P3-P4)21ds, 
s 
which immediately yields the following: 
THEOREM 2.1. Let (Y > 0 and p be given constants. If u1 + iu, , u2 + iu, 
are any two analytic solutions of the boundary problem 
Au = 0 in S, ciu + /3v = h(s) on C,, 
f$ = G(au + /3v,s) on C,, 
where C = C, + C, , and G is continuous in its arguments and nonincreasing 
with respect o (YU +pv, then u1 and u2 di$kr by at most a constant. 
If G is linear in (cuu + @v), we obtain the following generalization of the 
Steklov problem [6]. 
COROLLARY 2.1. Let 01 > 0 and /3 begiven constants. If u1 + iu, , u2 + iu, 
are any two analytic solutions of the boundary problem 
Au = 0 in S, au +@I = h(s) on C,, 
g = h(s) (au + /3v) on C, , 
where h(s) < 0 and C = C, + C, , then u1 and u2 differ by at most a constant. 
One can obviously prove a similar result for the case 
G(au + PO, s) = h(s) eau+8v. 
It is of interest, however, to remove the restriction k(s) < 0, and in this 
direction we have the following [l]: 
THEOREM 2.2. Let 01 > 0 and /3 be given constants. If u1 + iu, , u2 + iu, 
are any two analytic solutions of the boundary problem 
Au = 0 in S, 2 = h(s) eauf8* on C, 
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then u, and u2 diffg by at most a constant, provided old, + flus # ore, + flu4 
in S + C. 
The proof follows from the identity [I], 
s e aul+Busear#14 =--(y s (e.ul+EuI - p,+Bu4)2 [(PI - P,J2 + (P, - Pd21 dS9 
(2.1) 
which is obtained by setting 
1 
7= euul+Bu, _ euu2+Eup 
in (1.2). 
Although we have been successful in removing the hypotheses R(s) < 0, 
we can only obtain uniqueness by restricting the set of functions. 
In [2, 31, Levin has obtained results of this nature for more general elliptic 
equations, with boundary conditions independent of v. 
3. DEFINITE FORMS 
In this and the sections following, definite forms are used to construct 
integral identities which in turn are used to compare solutions of two different 
boundary problems 
Au, = Au, = 0 in S, au,- an - h(slfi(u, %)Y 
a21,- an - h(slf2(u2 p 4 on CT 
where we exclude trivial constant solutions. A preliminary investigation of 
this problem was initiated in [I]. 
Suppose a function 7 can be found satisfying (1.5), so that Q is positive 
definite, and such that the integrals in (1.2) exist for any pair of analytic 
functions ui + iu, , u2 + iu, . In this event, if ui + iu, , ua + iu, satisfy the 
boundary conditions in (3.1), we have from (1.2) that 
I QdS =O, s 
which implies p, = p, = pa = p, = 0, and therefore r+ + i% , up + iu, 
are both. constant. The following lemma is therefore apparent. 
409/24/2-I4 
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LEMMA 3.1. If a function 7 can be found for which Q is positive definite and 
(I .2) is valid, and zf the boundary problem 
AU, = 0 in S, 2 = h(s)fi(ul , uJ on C, 
has a nonconstant analytic solution u1 + iu, , then the boundary problem 
Au, = 0 in S, 2 = h(s)fi(uz, u4) on C, 
cannot have a nonconstant analytic solution u2 + iu, . 
It is now evident that our problem really reduces to the construction of 
such functions T. Prior to consideration of this problem, we digress a moment, 
and note that by relaxing somewhat the inequalities in (1.5), one can often 
obtain an improved result over one obtained directly from Lemma 3.1. 
For example, by setting 7 = 1 ifi fi in (1.3) we find 
b=d=O, 
and thus (1.2) becomes [I] 
(PI’ + P,“) +fi (PZ” + p,z)j dS, 
(3.2) 
from which it is clear that Q is positive definite when 
fifi#O in S + C, f; <0, fh >0 in S. (3.3) 
Moreover, under these conditions the integrals in (3.2) exist and Lemma 3.1 
applies. However, suppose we relax the inequalities in (3.3) by requiring 
fif2#0 in s + c, 
and 
f; co, f’z >o, 
on a dense subset of S. Then the following theorem emerges: 
THEOREM 3.1. If u, + iu, is a nonconstant analytic solution of the boundary 
probhl 
Au., = 0 in S, $ = WfAu, ,ut,) on C, 
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for whichf,(u, ,%I f 0, f I@, ,d < 0 h o onS+CandortadmesubsetD Id 
of S respectively, then the boundary problem 
Au, = 0 in S, 2 = h(s)f,(u,, up) on C, 
cannot have a nonconstant analytic solution u2 + iu, for which f2(u2 , u4) # 0, 
fXu2 > 4 u ) > 0 hold on S -/- C and on a dense subset D of S, respectively. 
Indeed, if both boundary problems have solutions u, + iu, , u2 + iu, , 
respectively, satisfying the hypothesis, the vanishing of the integrals in (3.2) 
yields 
-$(p? +p2Y +$(p,‘+p42) =O in S, 
and since - (A/f 12)j (f h!f2) are positive on a dense subset of S, we con- 
clude that p, = p, = p, = p* = 0, i.e., ur + iu, , u2 + iu, are constant, 
contrary to hypothesis. 
We will make use of this type of argument’later on in Section 5. 
4. PARTIAL DIFFERENTIAL INEQUALITIES 
From (1.6), the requirement A < 0 for Q to be a definite form becomes a 
nonlinear partial differential inequality of the first order for the unknown 
function T. We are led by previous considerations [l] to set 
h =f1(d9 f2 =f2b2), VI = au1 + /% > 
9-72 = au2 - /3u4 , (4-l) 
where 01, !? are constants. In this case, (1.3) takes the form 
and 44, as defined by (1.6), becomes upon setting 
(4.2) 
44 =fi2h2 +fi2b2 + &flfit$2 - (f; -f 3 (fit1 -f2t2) + (f; --f;112, 
(4.3) 
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so that the condition that Q be definite is 
fi2t,2 +.M,2 + &AfiV, - K -fk) (fit1 -fit,) + K -n2 < 0. 
(4.4) 
For fixed vr , v2 this inequality is equivalent to requiring that the point 
(tl , t2) lie in the interior of the ellipse 4A = 0. This ellipse is shown drawn 
in Fig. 4.1, 
0 +2li 
T2 
fQ+ 
+, 
P 
FIG. 4.1 
under the assumptions 
fb>fi, fi>O> f2>0, 01 > p. 
The ellipse touches the coordinate axes at the points Tl, T, and the line 
joining them is 
fA -fit2 =f ;; -fi * (4.5) 
From (4.3) it follows that (4.5) is a linear partial differential equation of the 
first onder for 7. If a solution 7 can be found for which the point (t, t2) always 
lies in the interior of the ellipse and a f 0, the quadratic form Q will be 
definite for all y1 , p2 . It is clear that any other chord of the ellipse suggests 
the same procedure. In the sections following, in addition to the chord TIT2 , 
we also consider the chord cut by the ellipse on the line, 
op :fd, +f24 = 0, (4.6) 
which is the line perpendicular to the line TIT, and passing through the 
origin. 
REMARK. Setting 01 = 1, /3 = 0, the equation 44 = 0 reduces to the 
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parabola employed by Martin [4] for obtaining uniqueness theorems for the 
boundary problems 
Au, = Au, = 0 in S, $ = WflW~ 
a%? 
-& = Wf&J on c. 
5. THE CHORD TIT, 
From (4.3) the partial differential equation 
fl%, -fa% = (f;; -fi) TT (5.1) 
corresponding to (4.5), amounts to requiring b = d = 0 in (4.2). 
Assuming fl = f(n), fi = f M i.e., fi , fi are derivable from the same 
function f, it is readily verified [l], that 
kf “MP)> 
T(p) =f h)f (92) ’ 
where p)(p) is defined implicitly by 
k = con&., (5.2) 
(5.3) 
is the general solution of Eq. (5.1). Moreover, from (4.2) we have 
a = ka f%j (f Yv) -f ‘(dh c = - ka f# (f ‘CT> -f ‘(vd, 
b=d=O, (5.4) 
and therefore (1.2) becomes 
(5.5) 
We are now in a position to prove the following generalization of a previous 
theorem [I]. 
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THEOREM 5.1. Let 01 > 0 and /3 be given constants. If the boundary problem 
Au, =O in 
au 
s, -$ = Wf Cd on C, 
971 = au1 + k% , (5.6) 
has a non constant analytic solution y + ha , then the boundary problem 
Au, = 0 in S, au,- an - Ns)f (Cpz) on CT 
qJz = q! - @Bu, > (5.7) 
cannot have a nonconstant analytic solution u2 + its, , provided the following 
conditions are met: 
6) f (94 f 0 in S + C, 
6) (f'W -f'h)) > 0, (f'h) -f'(d) > 0, 
on a dense subset of S. 
Under the hypothesis (i), (ii) above we note that the integrals in (5.5) exist 
and moreover the integral on the right hand side of (5.5) is nonnegative. 
Hence if, u, + iu, , ua + iu4 are nonconstant solutions of the problems (5.6), 
(5.7), respectively, the vanishing of these integrals implies that 
f “(?J) f"(n) [f'(P)) -f ‘h)l (Pl” + P,“) +;* [f ‘b2) -f ‘h)l (Pe” + P47 = 0. 
By (ii) above, we conclude that p, = p, = p, = p, = 0, implying that 
ul + iu, , u2 + ius are constant, contrary to hypothesis. 
As an application of Theorem 5.1 we have the following generalization of 
an earlier result [l]. 
COROLLARY 5.1. Let (Y > 0 and /3 be given constants. If the boundary pro- 
blem 
Au, = 0 in S, 2 = h(s) (CQL~ + flu.#+” on C, 
p = 1, 2,..., 
has a noncomtant analytic solution u, + iu, , the boundary problem 
Au, = 0 in S, 2 = h(s) (cas, - &)l+” on C, 
p = 1, 2,..., 
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cannot have a mmmstant analytic solution ug + iu4, provided the ratio 
x = (% + b3M~U3 - fiu,J is regular in S + C, and on a dense subset of S 
the following conditions hold: 
(i) Ihl<L 
(ii) v1 = aiul + /3us > 0, 
(iii) ifp is odd, then q+ > 0, q.~~ > 0. 
Upon setting f = ql+p in Eqs. (5.2), (5.3) we obtain 
j&l+P 
?- = (1 + j?p)ZfZ/P' $ = ++$iy (5.8) 
and on calculating a and c from (5.4) we have 
(1 -P) 
a = W + PI (1 + Xp)3+3,pv~p~ 
c = Ml + PI A3+“(l - hP’) q* 
(1 + p)3+3/" 
(5 9) 
- 
Consequently, from the hypothesis, it is clear that a > 0, c > 0 on a dense 
subset of S (assuming Kor > 0) and the integrals in (5.5) exist. Thus, Theo- 
rem 5.1 applies giving the result. 
REMARK. One can prove the same result when the inequalities in (ii), (iii) 
are reversed by merely changing the sign of k in (5.8), (5.9). 
6. THE CHORD OP 
From (4.3), the partial differential equation corresponding to the line (4.6) 
is 
f279, +fi%, = 09 (6.1) 
whose general solution is 
where 7 is an arbitrary function. 
Calculating a, b, c, d from (4.2) we obtain 
a = c = afi f&(p), 2J = 4(f ‘z -fi) 4P) - (f? +f:) +)I9 
d=Bb, 
a (6.2) 
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so that 
44 = {(a” + P”Y” [(f’, -.fi) T(P) - (fi” -tf27 qP)l - 24fg’(p)) 
-{(a” + P2Y2 Kf;l -fi) T(f) - (fi2 +f27 +)I + wIf2+)1. 
The condition 44 < 0 will clearly be met if the ratio G/7 lies between the 
two quantities 
(fi -A) 
( fl + (a2 Jp,,,,,f2)” + * 
(f;. -f3 
( fl - (a2 ;/?,),,2f2)2 + & * 
Suppose that at some point, ~~0, we have 
f2hY = 09 f &“) = k0 = constant. 
Then the two quantities in (6.3) become equal to 
k” -f; 
and this suggest that we set 
f&-Q 
T(P) 
_ k” -f; , 
fi” 
(6.3) 
(6.4) 
where 
P= fid~ - s i feht (6.5) 
the second integral being evaluated at vzo. 
To illustrate, consider jr = sin v1 , f2 = sinh P)~ . Since fi(0) = 0, 
f;(O) = 1, we obtain from (6.4), and (6.5) 
and therefore 
T’(P) _ 1 -- _ 1 
T(P) 1 + cos y1= p ’ 
T = kp-l = - k(cos R + cash Y2)-r, k = constant, 
so that 
a = C = - % T2 sin rpr sinh 9)2 , b=d=O, (6.6) 
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which when substituted into (1.2) yields the integral identity 
I ( au 7 sinh (pa 1 - sin ‘pr an au, I ds C an ) 
= -- s: s s 9 sin q+ sinh ~&r2 + pa2 -t Pa2 i- pb2) dS. (6.7) 
It is clear from (6.6), by adjusting the arbitrary constant K, that a > 0, 
c > 0, and (6.7) is valid provided sin q+ sinh ~a never changes sign. There- 
fore we easily obtain the following: 
THEOREM 6.1. Let 01 > 0 and p be given constants. If  ul + iu, is a non- 
constant analytic solution of the boundary problem 
Au, = 0 in S, an 3 = h(s) sin q+ on C, 
Tl = @q + rB% 7 
then the boundary problem 
Au, = 0 in S, 2 = h(s) sinh v2 on C, 
v2 = au2 - Is%, 
cannot have a nonconstant analytic solution u2 + iu4 provided sin q.+ sinh p2 
has a Jixed sign in S + C. 
As another illustration, suppose we set fr = tan v1 , fi = tanh ~a . Noting 
that f2(0) = 0, f;(O) = 1, we readily find that 
T(P) = ke-D = k cos n cash v2 , k = constant. 
From either (4.2) or (6.2) we obtain, 
a = c = - kor sin v1 sinh v2 , b=d=O, 
and thus (1.2) becomes, upon setting k = 1, 
s cos y1 cash q2 ( au, au, tanh v2 an - tan v1 an ds C 1 
=--cf 
i sin ?l sinh y2(p12 + 222 + ps2 + pd2) ds, (6.8) S 
which readily implies the following: 
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THEOREM 6.2. Let a! > 0 and ,f3 be given constants. If the boundary problem 
Au, = 0 in S, 2 = h(s) tan cpl on C, 
has a nonconstant analytic solution u1 + iu, , then the boundary problem 
du, = 0 in S, 2 = h(s) tanhv, on C, 
cannot have a nonconstant analytic solution u2 + iu, , provided sin pr sinh q.+ has 
a fixed sign in S. 
REMARK. By setting ar = 1, /3 = 0, (6.8) reduces to an identity due to 
Martin [4]. 
7. THE POINT P 
The coordinates of the point of intersection of the lines Tl T, , OP is 
tl = fdf ;1 -fi) 
fi” +fi” ’ 
t2 =fdfi -fi). 
fi” +f2” 
(7.1) 
Following Martin [4], we observe that these equations may be written as 
t,=+=-$logm+&arctan+, 
1 
t2=~=-&logI/f,2+fss-&arctan~. 
1 
If a function T satisfying these equations exists, then it is evident that the 
condition A < 0 will be met, since the point Plies in the interior of the ellipse. 
For such a function T to exist, the integrability conditions 
9 QIW1 + ~ww* = a 
must be satisfied. 
At this point the following lemma [5] applies. 
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LEMMA 7.1. The function 8 = arc tan [Y(y)/X(x)] will be harmonic if and 
onlr if X(x), Y(y) are the elliptic functions defmed by 
s 
X dt dt 
’ = o (kt4 + 2@ + rn)l12 ’ y  = 1: (kt4 - 2A2 + m)1’2 ’ 
k, I, m = constants, 
or the elementary functions defined by their special cases. 
As examples we note that if we consider the special case k = 0, I= - 4, 
m = 1, we obtain fi = sin CJJ~ , fi = sinh q+ , 7 = - l/(cos qua + cash cpz), 
which yields Theorem 6.1 once more. Theorem 6.2 is also readily obtained 
by noticing that choosing k = 1 = m = 1, implies fi = tan v1 , fi = tanh v2 , 
7 = cos cpl cash pz . 
REFERENCES 
1. D. R. DUNNING=. Uniqueness and comparison theorems for harmonic functions 
under boundary conditions. J. Math. Phys. 46 (1967), 299-310. 
2. S. A. LEVIN. Uniqueness under nonlinear boundary conditions for elliptic equa- 
tions. 1. Math. Mech. 17 (1966), 507-522. 
3. S. A. LEVIN. On some nonlinear boundary problems for the equation of minimal 
surfaces. (to appear). 
4. M. H. MARTIN. On the uniqueness of harmonic functions under boundary con- 
ditions. 1. Math. Phys. 42 1963, 1-13. 
5. M. H. MARTIN. A generalization of the method of separation of variables. J. Rat. 
Mech. Anal. 2 (1953), 315-327. 1953. 
6. M. W. ?REKLOV. Sur les problemes fondamentaux de la physique mathknatique. 
Ann. Sci. Ecole Norm. Sup. 19 (1902), 455-490. 
