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Simple currents and extensions of vertex operator
algebras
Chongying Dong1, Haisheng Li and Geoffrey Mason2
Department of Mathematics, University of California, Santa Cruz, CA 95064
Abstract We consider how a vertex operator algebra can be extended to an abelian
intertwining algebra by a family of weak twisted modules which are simple currents as-
sociated with semisimple weight one primary vectors. In the case that the extension
is again a vertex operator algebra, the rationality of the extended algebra is discussed.
These results are applied to affine Kac-Moody algebras in order to construct all the simple
currents explicitly (except for E8) and to get various extensions of the vertex operator
algebras associated with integrable representations.
1 Introduction
Introduced in [B] and [FLM], vertex operator algebras are essentially chiral algebras as
formulated in [BPZ] and [MoS], and provide a powerful algebraic tool for studying the
general structure of conformal field theory. For a vertex operator algebra V , one wishes
to adjoin certain simple V -modules to get a larger algebraic structure so that certain data
such as fusion rules and braiding matrices are naturally incorporated. The introduction
of the notions of generalized vertex (operator) algebra and abelian intertwining algebra in
[DL] was made in this spirit. A similar notion called vertex operator para-algebra was
independently introduced and studied in [FFR] with different motivations. Also see [M].
In this paper, we study how a vertex operator algebra can be extended to an abelian
intertwining algebra by a family of weak twisted modules which are simple currents asso-
ciated with semisimple weight one primary vectors. In the case that the extension is again
a vertex operator algebra, we discuss the rationality of the extended algebra. Applying
these results to affine Kac-Moody algebras we construct all the simple currents explicitly
(except for E8) and get various extensions of the vertex operator algebras associated with
integrable representations. Many of the ideas discussed here are natural continuations
of ideas discussed in [DL] and [Li4]. Recently, it is shown in [Hua] that the extension
of the moonshine module vertex operator algebra V ♮ [FLM] by Z2-twisted module forms
an abelian intertwining algebra, where such an extension is called a nonmeromorphic
extension.
1Supported by NSF grant DMS-9303374 and a research grant from the Committee on Research, UC
Santa Cruz.
2Supported by NSF grant DMS-9401272 and a research grant from the Committee on Research, UC
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Let G be a torsion group of automorphisms of V and g ∈ G. A G-simple current for
a vertex operator algebra is an irreducible weak g-twisted module which gives a bijection
between the equivalence classes of irreducible weak h-twisted modules and the equiva-
lence classes of irreducible weak gh-twisted modules under the “tensor product” if h ∈ G
commutes with g. The concept of simple current was originally introduced in [SY] for
constructing modular invariant partition functions (see also [FG] and [GW]). A simple
vertex operator algebra V is always a G-simple current for any G. It is natural to expect
that any simple current can be deformed from V by introducing a new action. Via this
principle, a class of simple currents are constructed in the present paper. Let U(V [1]) be
the universal enveloping algebra of the Lie algebra V [1] = V ⊗ C[t, t−1]/D(V ⊗ C[t, t−1])
defined in [Li3] (for more detail see Section 2) and let ∆(z) ∈ U(V [1]){z} satisfy condi-
tions (2.13)-(2.16) below. Then for any weak h-twisted V -module (M,YM(·, z)), we show
that (M˜, YM˜(·, z)) := (M,YM(∆(z)·, z)) is a weak gh-twisted V -module where h is any
automorphism of V of finite order which commutes with g and is not necessarily in G. If
∆(z) ∈ U(V G[1]) (V G is the space of G-invariants of V ) is invertible and h ∈ G, then M˜
is isomorphic to a tensor product module of M with V˜ and thus V˜ is a G-simple current.
There is a simple way to construct such ∆(z) associated to any weight one primary vector
α of V whose component operator α(0) is semisimple on V. The corresponding automor-
phism of V is given by e2πiα(0). These results have been obtained in [Li4] in the case that
g = 1.
This paper is organized as follows: In Section 2 we recall the definitions of weak
twisted modules from [D2] and [FFR] and of intertwining operators among weak twisted
modules from [FHL] and [X] using the language of formal variables. We present a notion
of tensor product of two weak twisted modules in terms of universal mapping properties
and relate the fusion rules (which are the dimensions of the space of intertwining operators
of certain types) to the dimensions of certain spaces of homomorphisms of weak twisted
modules. For certain elements ∆(z) in U(V [1]){z} associated to an automorphism g of
V of finite order we show how a weak h-twisted module can be deformed to a weak gh-
twisted module if the automorphism h commutes with g. We discuss the relations among
this deformation, the intertwining operators and tensor product. It turns out that the
deformation of V is always a simple current. Such ∆(z) are constructed for semisimple
primary vectors of V of weight one. These results are interpreted in the theory of vertex
operator algebras associated with even lattices at the end of this section.
Section 3 deals with the extension of a simple vertex operator algebra by a family of
simple currents constructed from semisimple primary vectors of weight one. We begin
with a finite dimensional subspace H of V1 which contains all semisimple vectors, and
a lattice L contained in H such that the component operators α(0) (α ∈ L) have only
rational eigenvalues on V. We show that the direct sum U of all the deformations of V
by using ∆(z) associated with α ∈ L is a generalized vertex algebra in the sense of [DL].
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Then there is an even sublattice L0 such that the corresponding deformation of V is
isomorphic to V.We then prove that the quotient U¯ of U modulo the isomorphic relations
has a structure of abelian intertwining algebra. This section is technically complicated,
involving the abelian cohomology of abelian groups introduced by Eilenberg-MacLane.
We refer the reader to [DL] for the definition of abelian intertwining algebras and related
terminology.
In Section 4 we discuss the rationality of a simple vertex operator algebra V = ⊕g∈GV
g
which is graded by a finite abelian group G satisfying certain conditions. Such vertex
operator algebras arise naturally in Section 3 and in [DL]. Under a mild assumption we
show how the rationality of V 0 implies the rationality of V. In particular, if G consists of
automorphisms constructed from semisimple primary weight one vectors, the assumption
always hold. In Section 5 we apply the results obtained in the previous sections to affine
algebras. After discussing simple currents for the vertex operator algebras associated to
integrable representations and which are related to the work of [FG], we obtain various
extensions of these vertex operator algebras by simple currents. Another result in this
section is about the representations of these algebras. Under the assumption that certain
elements in the Heisenberg subalgebra of a given affine algebra act nilpotently on a weak
module for the vertex operator algebra we show the complete reducibility of this weak
module3. In particular, this shows that any irreducible weak module is a standard module.
2 Simple currents and twisted modules
In this section we first recall the definitions of twisted modules (cf. [D2] and [FFR]) and
intertwining operators among twisted modules (cf. [FHL] and [X]). We then discuss how
a weak module for a vertex operator algebra V can be deformed to a twisted module
by using certain elements in the vector space of formal power series with coefficients in
the universal enveloping algebra U(V [1]) of V [1] which is defined below. In general, we
exhibit the deformation of intertwining operators among weak V -modules to intertwining
operators among weak twisted modules. We also apply these results to vertex operator
algebras associated with even positive-definite lattices. The ideas and techniques used in
this section derive from those in [Li4].
Let (V, Y, 1, ω) be a vertex operator algebra (cf. [B], [FHL] and [FLM]) and let g be
an automorphism of V of finite order T. Then V is a direct sum of eigenspaces of g :
V = ⊕r∈Z/TZV
r
where V r = {v ∈ V |gv = e2πir/T v}. (We abuse notation and use r ∈ {0, 1, . . . , T − 1} to
denote both an integer and the corresponding residue class.) Following [D2] and [FFR],
3This assumption has been removed recently in [DLM1].
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a weak g-twisted module M for V is a vector space equipped with a linear map
V → (EndM){z}
v 7→ YM(v, z) =
∑
n∈Q
vnz
−n−1 (vn ∈ EndM)
(where for any vector space W, we define W{z} to be the vector space of W -valued
formal series in z, with arbitrary complex powers of z) satisfying the following conditions
for u, v ∈ V , w ∈M , and r ∈ Z/TZ:
YM(v, z) =
∑
n∈ r
T
+Z
vnz
−n−1 for v ∈ V r; (2.1)
vlw = 0 for l ∈ Q sufficiently large; (2.2)
YM(1, z) = 1; (2.3)
z−10 δ
(
z1 − z2
z0
)
YM(u, z1)YM(v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
YM(v, z2)YM(u, z1)
= z−12
(
z1 − z0
z2
)−r/T
δ
(
z1 − z0
z2
)
YM(Y (u, z0)v, z2)
(2.4)
if u ∈ V r;
[L(m), L(n)] = (m− n)L(m+ n) +
1
12
(m3 −m)δm+n,0(rankV )
for m,n ∈ Z, where
L(n) = ωn+1 for n ∈ Z, i.e., YM(ω, z) =
∑
n∈Z
L(n)z−n−2;
d
dz
YM(v, z) = YM(L(−1)v, z). (2.5)
This completes the definition. We denote this module by (M,YM) (or briefly by M).
Remark 2.1 If a weak g-twisted V -module M further is a C-graded vector space:
M =
∐
λ∈C
Mλ,
such that for each λ ∈ C
dimMλ <∞
Mλ+ n
T
= 0
for n ∈ Z sufficiently small, and
L(0)w = nw = (wtw)w for w ∈Mn (n ∈ C),
we call M a g-twisted V -module.
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A weak 1-twisted V -moduleM is called a weak V -module and a 1-twisted V -module is
called a V -module. A g-homomorphism f from a weak g-twisted V -module M to another
weak g-twisted V -module W is a linear map f : M →W such that
fYM(u, z) = YW (u, z)f
for all u ∈ V.We denote the space of all g-homomorphisms fromM toW by Homg(M,W ).
A g-isomorphism is a bijective g-homorphism.
Next we shall define intertwining operators among weak gk-twisted modules (Mk, YMk)
for k = 1, 2, 3 where gk are commuting automorphisms of order Tk (cf. [X]). In this case
V decomposes into the direct sum of common eigenspaces
V = ⊕j1,j2V
(j1,j2)
where
V (j1,j2) = {v ∈ V |gkv = e
2πijk/Tk , k = 1, 2}
An intertwining operator of type
[
M3
M1 M2
]
associated with the given data is a
linear map
M1 → (Hom(M2,M3)){z}
w 7→ Y(w, z) =
∑
n∈C
wnz
−n−1 (2.6)
such that for wi ∈Mi (i = 1, 2), fixed c ∈ C and n ∈ Q sufficiently large
w1c+nw
2 = 0; (2.7)
the following (generalized) Jacobi identity holds on M2 : for u ∈ V
(j1,j2) and w ∈M1,
z−10
(
z1 − z2
z0
)j1/T1
δ
(
z1 − z2
z0
)
YM3(u, z1)Y(w, z2)
− z−10
(
z2−z1
z0
)j1/T1
δ
(
z2−z1
−z0
)
Y(w, z2)YM2(u, z1) (2.8)
= z−12
(
z1 − z0
z2
)−j2/T2
δ
(
z1 − z0
z2
)
Y(YM1(u, z0)w, z2)
and
d
dz
Y(w, z) = Y(L(−1)w, z), (2.9)
where L(−1) is the operator acting on M1.
The intertwining operators of type
[
M3
M1 M2
]
associated with prescribed data clearly
form a vector space, which we denote by VM3M1M2. We set
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NM3M1M2 = dimV
M3
M1M2 . (2.10)
These numbers are called the fusion rules associated with the algebra, modules and
auxiliary data. It is easy to observe that if NM3M1M2 > 0 then g3 = g1g2 (see [X]). Thus we
shall assume this relation in the following discussion.
The fusion rules have certain symmetry properties. Our next goal is to show that
NM3M2M1 = N
M3
M1M2
. Let Y be an intertwining operator of type
[
M3
M1 M2
]
. We define a
linear map
M2 → (Hom(M1,M3)){z}
w 7→ Y±(w, z) =
∑
n∈C
wnz
−n−1 (2.11)
by the skew-symmetry
Y±(w2, z)w1 = ezL(−1)Y(w1, e±πiz)w2 (2.12)
for wi ∈Mi, where Y (w
1, e±πiz) =
∑
n∈Cw
1
ne
±(−n−1)πiz−n−1.
Lemma 2.2 (1) The operator Y±(·, z) is an intertwining operator of type
[
M3
M2 M1
]
.
(2) Each of the two maps Y 7→ Y± is a linear isomorphism from VM3M1M2 to V
M3
M2M1. In
particular NM3M2M1 = N
M3
M1M2.
Proof. (1) The relation (2.7) is clear. In order to prove (2.9) for Y±(w2, z) we first
observe from (2.8) that
[L(−1),Y(w1, z)] = Y(L(−1)w1, z) =
d
dz
Y(w1, z),
eL(−1)z0Y(L(−1)w1, z)e−L(−1)z0 = Y(L(−1)w1, z + z0).
Thus we have the following calculation:
d
dz
Y±(w2, z)w1 =
d
dz
ezL(−1)Y(w1, e±iπz)w2
= ezL(−1)L(−1)Y(w1, e±iπz)w2 − ezL(−1)Y(L(−1)w1, e±iπz)w2
= ezL(−1)Y(w1, e±iπz)L(−1)w2
= Y±(L(−1)w2, z)w1.
The proof of Proposition 2.2.2 of [G] provides (as a special case) a proof of the Jacobi
identity (2.8) for YMi(u, z1) and Y
±(w2, z2).
(2) An easy verification shows that Y+− = Y for any Y ∈ VM3M1M2 . The isomorphism
between VM3M1M2 and V
M3
M2M1
is now clear. ✷
Next we formulate the notion of tensor product M1 ⊠M2 of M1 and M2: it is a weak
g3-twisted V -module defined by a universal mapping property. See [Li3] and [HL1-HL2]
for the definition of tensor product of (ordinary) weak modules.
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Definition 2.3 A tensor product for the ordered pair (M1,M2) is a pair (M,F (·, z))
consisting of a weak g3-twisted V -module M and an intertwining operator F (·, z) of type(
M
M1M2
)
such that the following universal property holds: for any weak g3-twisted V -
module W and any intertwining operator I(·, z) of type
(
W
M1M2
)
, there exists a unique
V -homomorphism ψ from M to W such that I(·, z) = ψ ◦ F (·, z). (Here ψ extends
canonically to a linear map from M{z} to W{z}.)
The following proposition is a direct consequence of the definition and Lemma 2.2.
Proposition 2.4 Let (M,F (·, z)) be a tensor product of M1 and M2.
(1) For any weak g3-twisted V -module M3, the space Homg3(M,M3) is linearly iso-
morphic to VM3M1M2 .
(2) The pair (M,F±(·, z)) is a tensor product of M2 and M1. In particular, the tensor
product is commutative.
(3) If g1 = 1 and M1 = V then M is isomorphic to M2. That is, V ⊠M2 =M2.
Let V be a vertex operator algebra and g an automorphism of V of order T. We recall
from [DLM2] the Lie algebra
V [g] = ⊕T−1i=0 (V
i ⊗ ti/TC[t, t−1]/D(⊕T−1i=0 (V
i ⊗ ti/TC[t, t−1]))
associated with V and g, with bracket
[u(m), v(n)] =
∞∑
i=0
(
m
i
)
(uiv)(m+ n− i− 1),
where D = L(−1)⊗ 1 + d
dt
⊗ 1 and u(m) is the image of u⊗ tm in V [g]. Then V 0[1] is a
Lie subalgebra of both V [1] and V [g], and V [g] acts on any weak g-twisted V -module.
Let ∆(z) ∈ U(V [1]){z} satisfy the following conditions:
z
j
T∆(z)a ∈ V [z, z−1]for a ∈ V j; (2.13)
∆(z)1 = 1; (2.14)
[L(−1),∆(z)] = −
d
dz
∆(z); (2.15)
Y (∆(z2 + z0)a, z0)∆(z2) = ∆(z2)Y (a, z0) for any a ∈ V. (2.16)
Let G(V, g) be the set of all ∆(z) satisfying the conditions (2.13)-(2.16). Define G0(V, g)
to be these ∆(z) in G(V, g) which are invertible. The following Lemma is obvious:
Lemma 2.5 (1) Let ∆1(z),∆2(z) ∈ G(V, g). Then∆1(z)∆2(z) ∈ G(V, g
2). In particular.
G(V, 1) is a semigroup with idV ∈ G(V, 1).
(2) If ∆(z) ∈ G(V, g) has an inverse ∆−1(z) ∈ U(V [1]){z}. Then ∆−1(z) ∈ G(V, g−1).
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From now on we fix two commutative automorphisms g and h of V of order S and
T respectively. The following result generalizes the corresponding results in [Li4] with
g = h = 1.
Lemma 2.6 Let (M,YM(·, z)) be a weak h-twisted V -module and ∆(z) ∈ G(V, g). Set
M˜ = M and YM˜(·, z) = YM(∆(z)·, z). Then (M˜, YM˜(·, z)) is a weak gh-twisted V -module.
Proof. First, (2.14) implies that Y˜M˜(1, z) = IdM˜ . Second, it is easy to see that (2.15)
implies that Y˜M˜(L(−1)a, z) =
d
dz
Y˜M˜(a, z) for any a ∈ V . Let a ∈ V
(i,j) and b ∈ V . Then
we have:
z−10 δ
(
z1 − z2
z0
)
YM(∆(z1)a, z1)YM(∆(z2)b, z2)
−z−10 δ
(
z2 − z1
−z0
)
YM(∆(z2)b, z2)YM(∆(z1)a, z1)
= z−12
(
z1 − z0
z2
)−i
S
δ
(
z1 − z0
z2
)
YM(Y (∆(z1)a, z0)∆(z2)b, z2)
= z−12
(
z1 − z0
z2
)−i
S
δ
(
z1 − z0
z2
)
z
− j
T
1 YM(Y ((z2 + z0)
j
T∆(z2 + z0)a, z0)∆(z2)b, z2)
= z−12
(
z1 − z0
z2
)−i
S
δ
(
z1 − z0
z2
)(
z2 + z0
z1
) j
T
YM(Y (∆(z2 + z0)a, z0)∆(z2)b, z2)
= z−12
(
z1 − z0
z2
)−i
S
− j
T
δ
(
z1 − z0
z2
)
YM(∆(z2)Y (a, z0)b, z2). (2.17)
Thus (M˜, YM˜(·, z)) is a weak gh-twisted V -module. ✷
We shall use the notation V h for the h-fixed-point vertex operator subalgebra of V for
an automorphism h.
Lemma 2.7 (1) Assume that g commutes with each gi. Let ∆(z) ∈ G(V
g1 , g), let Mi
(i = 1, 2, 3) be weak gi-twisted V -modules and I(·, z) an intertwining operator of type(
M3
M1M2
)
. Then I˜(·, z) = I(∆(z)·, z) is an intertwining operator of type
(
M˜3
M1M˜2
)
.
(2) Let ∆(z) ∈ G(V, g) and let ψ be a h-homomorphism from W to M . Then ψ is a
gh-homomorphism from W˜ to M˜ .
(3) Let ∆(z) ∈ G(V g, 1) be such that (V, Y (∆(z)·, z) is isomorphic to the adjoint
module (V, Y (·, z)). Then there is a nonzero homomorphism of weak g-twisted modules
from (M,YM(·, z)) to (M,YM(∆(z)·, z)) for any weak g-twisted V -module (M,YM(·, z)).
Moreover, if ∆(z) ∈ G0(V g, 1), any such homomorphism is an isomorphism.
Proof. The proof of (1) is similar to that of Lemma 2.6 and we omit details. (2)
is a special case of (1) with M1 = V,M2 = W and M3 = M. It remains to show (3).
Clearly YM(·, z) is an intertwining operator of type
(
M
VM
)
. By Lemma 2.2, there
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is a nonzero intertwining operator of type
(
M
MV
)
. Now by (1) there is a nonzero
intertwining operator of type
(
M˜
MV˜
)
, which yields a nonzero intertwining operator
of type
(
M˜
MV
)
by hypothesis. Consequently there is a nonzero intertwining operator
I(·, z) of type
(
M˜
VM
)
by Lemma 2.2 once more. Now I(1, z) is the desired nonzero
homomorphism. The other assertions are clear. ✷
Proposition 2.8 Let (W,F (·, z)) be a tensor product of a weak g1-twisted module M1
and a weak g2-twisted module M2 and assume that g commutes with each gi. Then if
∆(z) ∈ G0(V g1, g), (W˜ , F˜ (·, z)) is a tensor product of the pair (M1, M˜2).
Proof. First by Lemma 2.7 (1), we have an intertwining operator F˜ (·, z)=F (∆(z)·, z)
of type
(
W˜
M1M˜2
)
. Let M be a weak gg1g2-twisted V -module and let I(·, z) be any
intertwining operator of type
(
M
M1M˜2
)
. Then I(∆(z)−1·, z) is an intertwining operator
of type
(
Mˆ
M1M2
)
, where (Mˆ, YMˆ(·, z)) = (M,YM(∆(z)
−1·, z)). By the universal property
of (W,F (·, z)), there is a unique g1g2-homomorphism ψ from W to Mˆ such that Iˆ(·, z) =
ψ ◦ Fˆ (·, z). By Lemma 2.7 (2), ψ is a g1g2-homomorphism from W to M . Since ∆(z)u
only involves finitely many terms, we have: I(·, z) = ψ ◦ F (·, z). It is easy to check the
uniqueness, so that the proof is complete. ✷
Corollary 2.9 Let M be a weak h-twisted V -module and let ∆(z) ∈ G0(V h, g). Then M˜
is isomorphic to the tensor product module of M with V˜ .
Proof. It is easy to observe that (M,F (·, z)) is a tensor product of M and V where
F (·, z) is the transpose intertwining operator of YM(·, z) (also see Proposition 2.4 (3)).
By Proposition 2.8, (M˜, F˜ (·, z)) is a tensor product of M and V˜ . ✷
Remark 2.10 In the situation of Corollary 2.9 with g = h = 1, M˜ is defined as the
tensor product of M with V˜ in the physics literature (cf. [MaS]). Corollary 2.9 asserts
that this formulation coincides with our axiomatic notion of tensor product in this special
case.
The following definition is essentially due to Schellekens and Yankielowicz [SY].
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Definition 2.11 Let V be a vertex operator algebra and G a torsion group of automor-
phisms of V. We denote the set of equivalence classes of irreducible weak h-twisted modules
by Irrh(V ) for h ∈ G. For convenience we write Irr(V )= Irr1(V ). An irreducible weak g-
twisted V -module M for g ∈ G is called a G-simple current if the tensor functor “M ⊠ ·”
is a bijection from Irrh(V ) to Irrgh(V ) for any h ∈ G which commutes with g. A 1-simple
current (G = 1) is called a simple current.
Clearly, a G-simple current M ∈ Irr(V ) acts on Irrh(V ) for h ∈ G as a permutation
via the tensor product M ⊠ · for any h.
Proposition 2.12 For any ∆(z) ∈ G0(V G, g), (V, Y (∆(z)·, z)) is a G-simple current if
V is a simple vertex operator algebra.
Proof. By Corollary 2.9 for any weak h-twisted module M, M˜ = (M,YM(∆(z)·, z) is
isomorphic to the tensor product of M with (V, Y (∆(z)·, z)), and M is isomorphic to the
tensor product of M˜ with (V, Y (∆(z)−1·, z)). Thus ifM is irreducible so is M˜, V˜ 7→ V˜ ⊠M
being a bijection from Irrh(V ) to Irrgh(V ). ✷
Conjecture 2.13 Let V be a vertex operator algebra and G a group of automorphisms
of finite order of V. Define V¯ to be the direct sum of all G-simple currents of V. Then V¯
is an abelian intertwining algebra in the precise sense of [DL].
In the next section we will prove this conjecture in some special cases.
Let V be a vertex operator algebra and let α ∈ V satisfying the following conditions:
L(n)α = δn,0α, α(n)α = δn,1γ1 for any n ∈ Z+, (2.18)
where γ is a fixed complex number. Notice that condition (2.18) implies that α is a
primary vector of weight one. Furthermore, we assume that α(0) acts semisimply on
V with rational eigenvalues. It is clear that e2πiα(0) is an automorphism of V . If the
denominators of all eigenvalues of α(0) are bounded, then e2πiα(0) is of finite order. Define
∆(α, z) = zα(0) exp
(
∞∑
k=1
α(k)
−k
(−z)−k
)
∈ U(V e
2piiα(0)
[1]){z}. (2.19)
Recall the following proposition from [Li2].
Proposition 2.14 Let τ be a finite-order automorphism of V such that τα = α and let
(M,YM(·, z)) be any τ -twisted V -module. Then (M,Y (∆(α, z)·, z)) is a σατ -twisted weak
V -module, where σα = e
−2πiα(0).
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The main part of the proof of Proposition 2.14 in [Li2] is to establish that ∆(α, z)
satisfies the condition (2.16).
We end this section by discussing an example, namely vertex operator algebras as-
sociated with even positive-definite lattices. Let L be a positive definite rational lattice
with form 〈, 〉 let L0 be an even sublattice of L and let V = VL0 be the vertex operator
algebra constructed in [B] and [FLM]. For any β ∈ L, Vβ+L0 is a twisted VL0-module for
the inner automorphism σβ = e
−2β(0)πi (see [DM] and [Le]). It is easy to see that Vβ+L0 is
isomorphic to the adjoint module VL0 if and only if β ∈ L0.
Proposition 2.15 Let β ∈ L. Then as a σβ-twisted VL0-module, (VL0, Y (∆(β, z)·, z)) is
isomorphic to VL0+β.
Proof. First, since ∆(β, z) is invertible and VL0 is a simple vertex operator algebra, it
follows from Proposition 2.12 that (VL0 , Y (∆(β, z)·, z)) is an irreducible weak σβ-twisted
VL0-module. For any α ∈ H = C⊗Z L0, we have:
∆(β, z)α = ∆(β, z)α(−1)1 = α + z−1〈β, α〉. (2.20)
Let ψ be the algebra automorphism of U(VL0 [1]) such that ψ(Y (a, z)) = Y (∆(β, z)a, z)
for a ∈ VL0 . Then we have:
ψ(α(n)) = α(n) + δn,0〈β, α〉 for α ∈ H, n ∈ Z. (2.21)
Then the action of ψ(H(0)) on VL0 is also semisimple with L0+β as the set of H-weights
and VL0 is still a completely reducible module for the Heisenberg algebra ψ(H˜). It follows
from the classification result [D1] that (VL0 , Y (∆(β, z)·, z)) is isomorphic to VL0+β. ✷
Let P be the dual lattice of L. Then Vβ+L0 is a VL0-module if β ∈ P. It is proved
in [D1] that there is a 1-1 correspondence between the equivalence classes of irreducible
modules for VL0 and the cosets of P/L0. More specifically, VP is the direct sum of all
inequivalent irreducible VL0-modules:
VP = VL0+β1 ⊕ · · · ⊕ VL0+βk (2.22)
where k = |P/L0|. For the vertex operator algebra VL0, intertwining operators are ex-
plicitly constructed and fusion rules are calculated in [DL]. Moreover, it is established in
[DL] that VP is an abelian intertwining algebra.
For any fixed β ∈ L, we consider all the irreducible σβ-twisted VL0-modules. It was es-
sentially proved [D1] that any irreducible σβ-twisted VL0-module is isomorphic to Vβ+βi+L0
for some 1 ≤ i ≤ k. It follows from Proposition 2.15 that all irreducible σβ-twisted VL0-
modules can be obtained as (VL0 , Y (∆(γ, z)·, z)) for γ ∈ L, so that by Proposition 2.12
all irreducible σβ-twisted VL0-modules are simple currents.
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3 Abelian intertwining algebras
In this section we consider extensions of a vertex operator algebra V, whose weight one
subspaces is nonzero, by incorporating certain twisted modules. The corresponding twist
elements are automorphisms e2πih(0) where h ∈ V1 is a primary vector and h(0) acts
semisimply on V. (There should be no confusion between h in Section 2 – an automorphism
of V, and h in this section – an element in V1.) We prove that such an extension is
a generalized vertex operator algebra and that the quotient space modulo isomorphic
relations is an abelian intertwining algebra in the sense of Dong and Lepowsky [DL]. We
refer the reader to [DL] for the definitions of generalized vertex operator algebras and of
abelian intertwining algebras. In this section we assume that V is a simple vertex operator
algebra.
Let h ∈ V satisfy condition (2.18), that is, L(n)h = δn,0h and h(n)h = δn,1γ1 for some
fixed complex number γ. For any s ∈ Q, set
E±(sh, z) = exp
(
∞∑
k=1
sh(±k)
k
z∓k
)
. (3.1)
Then we have:
E+(sh, z1)E
−(th, z2) =
(
1−
z2
z1
)−γst
E−(th, z2)E
+(sh, z1) (3.2)
for s, t ∈ Q (cf. formula (4.3.1) of [FLM]).
Let us recall some elementary results from [Li4].
Lemma 3.1 Let h ∈ V1 such that (2.18) holds. Then for any a ∈ V ,
ez(L(1)−h(1))e−zL(1) = exp
(
∞∑
k=1
h(k)
k
(−z)k
)
, (3.3)
ez(L(−1)+h(−1))e−zL(−1) = exp
(
∞∑
k=1
h(−k)
k
zk
)
, (3.4)
Y (E−(h, z1)a, z2) = E
−(h, z1 + z2)E
−(−h, z2) ·
·Y (a, z2)z
−h(0)
2 E
+(h, z2)(z2 + z1)
h(0)E+(−h, z2 + z1), (3.5)
E−(h, z1)Y (a, z2)E
−(−h, z1) = Y (∆(−h, z2 − z1)∆(h, z2)a, z2). ✷ (3.6)
Let H be a finite-dimensional subspace of V1 satisfying the following conditions:
L(n)h = δn,0h, h(n)h
′ = 〈h, h′〉δn,11 for n ∈ Z+, h, h
′ ∈ H, (3.7)
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where 〈·, ·〉 is assumed to be a nondegenerate symmetric bilinear form on H . Then we may
identify H with its dual H∗. We also assume that for any h ∈ H , h(0) acts semisimply
on V . Then
V = ⊕α∈HV
(0,α), where V (0,α) = {u ∈ V |h(0)u = 〈α, h〉u for h ∈ H}. (3.8)
Let L be a lattice in H such that for each α ∈ L, α(0) has rational eigenvalues on V . From
now on, we assume that there is a positive integer T such that the eigenvalues of Tα(0)
on V are integers. One can show that this holds if V is finitely generated. Let G be the
group of automorphisms of V generated by e2πiα(0) for α ∈ L. Then G is an abelian torsion
group. Note that ∆(α, z) ∈ G0(V G, σα) and (V, Y (∆(α, z)·, z)) is a G-simple current by
Proposition 2.12 where σα = e
−2πiα(0).
For any α ∈ L and for any weak V -module (M,YM(·, z)), we have a weak σα-twisted
module
(M (α), Yα(·, z)) = (M,YM(∆(α, z)·, z)).
This yields a linear isomorphism ψα from M
(α) onto M such that
ψα(Yα(a, z)u) = Y (∆(α, z)a, z)ψα(u) for a ∈ V, u ∈M
(α). (3.9)
For α = 0, we may choose ψ0 = idM .
Set U = ⊕α∈LV
(α). For α, β ∈ L, we have a linear isomorphism ψ−1β−αψβ from V
(β)
onto V (β−α) satisfying the following condition:
ψ−1β−αψβ(Yβ(a, z)u) = Yβ−α(∆(α, z)a, z)ψ
−1
β−αψβ(u) for a ∈ V, u ∈ V
(β). (3.10)
Then we may extend ψα to an automorphism of U such that
ψα(Yβ(a, z)u) = Yβ+α(∆(α, z)a, z)ψα(u) for a ∈ V, u ∈ V
(α). (3.11)
Then it is easy to see that ψα+β = ψαψβ for any α, β ∈ L. In other words, ψ gives rise to
a representation of L on U.
By a simple calculation we get:
∆(α, z)β = β + z−1〈α, β〉1, ∆(α, z)ω = ω + z−1α + z−2
〈α, α〉
2
1. (3.12)
Lemma 3.2 For any α ∈ L, h ∈ H, we have
ψαh(n) = h(n)ψα + δn,0〈α, h〉 for n ∈ Z, (3.13)
ψα∆(h, z) = z
〈α,h〉∆(h, z)ψα, (3.14)
ψαe
zL(−1)ψ−αe
−zL(−1) = E−(α, z). (3.15)
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Proof. By definition, we get ∆(h, z)α = α + z−1〈α, h〉1. Then (3.13) is clear and
(3.14) follows from (3.13). By (3.11) and (3.12) we get:
ψαL(−1) = (L(−1) + α(−1))ψα. (3.16)
Thus ψαe
zL(−1)ψ−1α = e
z(L(−1)+α(−1)). Then (3.15) easily follows from Lemma 3.1. ✷
For any α ∈ L, h ∈ H , we define:
V (α,h) = {u ∈ V (α)|h′(0)u = 〈h′, h+ α〉u for h′ ∈ H}. (3.17)
Then by Lemma 3.2 we have:
V (α) = ⊕h∈HV
(α,h), ψαV
(α,h) = V (0,h) for h ∈ H. (3.18)
Let P = {λ ∈ H|V (0,λ) 6= 0}. As V is simple it is easy to prove that P is a subgroup
of H (cf. [LX]). Let A = L× P be the product group. We define:
η((α1, λ1), (α2, λ2)) = −〈α1, α2〉 − 〈α1, λ2〉 − 〈α2, λ1〉 ∈
1
T
Z/2Z, (3.19)
C((α1, λ1), (α2, λ2)) = e
(〈α1,λ2〉−〈α2,λ1〉)πi ∈ C∗ (3.20)
for any (αi, λi) ∈ A, i = 1, 2. Then η(·, ·) and C(·, ·) satisfy the following conditions:
η(a, b) = η(b, a), η(a+ b, c) = η(a, c) + η(b, c) (3.21)
C(a, a) = 1, C(a, b) = C(b, a)−1, C(a+ b, c) = C(a, c)C(b, c) (3.22)
for a, b, c ∈ G. C(·, ·) will be our commutator map later.
Definition 3.3 For u ∈ V (α), v ∈ V (β), α, β ∈ L, we define Yα(u, z)v ∈ V
(α+β){z} as
follows:
Yα(u, z)v = ψ−α−βE
−(α, z)Y (ψα∆(β, z)u, z)∆(α,−z)ψβ(v). (3.23)
Set U = ⊕α∈LV
(α). Then this defines a map Y (·, z) from U to (End(U)){z} via
Y (u, z) = Yα(u, z) for u ∈ V
(α). Notice that for any u ∈ V (α,h1), v ∈ V (β,h2), Y (u, z)v ∈
V (α+β,h1+h2){z}.
Proposition 3.4 The following L(−1)-derivative property holds:
Y (L(−1)u, z)v =
d
dz
Y (u, z)v (3.24)
for any u, v ∈ U.
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Proof. Let α, β ∈ L and let u ∈ V (α), v ∈ V (β). Then
Y (L(−1)u, z)v = ψ−α−βE
−(α, z)Y (ψα∆(β, z)L(−1)u, z)∆(α,−z)ψβ(v)
= ψ−α−βE
−(α, z)Y (ψα[∆(β, z), L(−1)]u, z)∆(α,−z)ψβ(v)
+ψ−α−βE
−(α, z)Y ([ψα, L(−1)]∆(β, z)u, z)∆(α,−z)ψβ(v)
+ψ−α−βE
−(α, z)Y (L(−1)ψα∆(β, z)u, z)∆(α,−z)ψβ(v). (3.25)
Note that (3.16) is equivalent to
[ψα, L(−1)] = α(−1)ψα.
From (2.8) with u = α(−1) · 1, which is σh-invariant for any h ∈ H, we have
Y (α(−1)w, z)
=
∞∑
i=0
(
−1
i
) (
(−z)iα(−1− i)Y (w, z) + z−1−iY (w, z)α(i)
)
=
∞∑
i=0
(
ziα(−1− i)Y (w, z) + z−1−iY (w, z)α(i)
)
= α(z)−Y (w, z) + Y (w, z)α(z)+
where
α(z)− =
∞∑
n=0
α(−n− 1)zn, α(z)+ =
∞∑
n=1
α(n)z−n−1.
Thus
ψ−α−βE
−(α, z)Y ([ψα, L(−1)]∆(β, z)u, z)∆(α,−z)ψβ(v)
= ψ−α−βE
−(α, z)α(z)−Y (ψα∆(β, z)u, z)∆(α,−z)ψβ(v)
+ψ−α−βE
−(α, z)Y (ψα∆(β, z)u, z)α(z)
+∆(α,−z)ψβ(v)
= ψ−α−β
(
d
dz
E−(α, z)
)
Y (ψα∆(β, z)u, z)∆(α,−z)ψβ(v)
+ψ−α−βE
−(α, z)Y (ψα
(
d
dz
∆(β, z)u, z)
)
∆(α,−z)ψβ(v).
Now from (2.15) and Proposition 2.15 we obtain
Y (L(−1)u, z)v =
d
dz
Y (u, z). ✷
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Theorem 3.5 For any u ∈ V (α,h1), v ∈ V (β,h2), w ∈ V (γ,h3), α, β, γ ∈ L, h1, h2, h3 ∈ P , we
have the following generalized Jacobi identity:
z−10 δ
(
z1 − z2
z0
)(
z1 − z2
z0
)η((α,h1),(β,h2))
Y (u, z1)Y (v, z2)w
− C((α, h1), (β, h2))z
−1
0 δ
(
z2 − z1
−z0
)(
z2 − z1
z0
)η((α,h1),(β,h2))
Y (v, z2)Y (u, z1)w
= z−12 δ
(
z1 − z0
z2
)(
z2 + z0
z1
)η((α,h1),(γ,h3))
Y (Y (u, z0)v, z2)w. (3.26)
Moreover, (U, 1, ω, Y, T, A, η(·, ·), C(·, ·)) is a generalized vertex algebra in the sense of
[DL].
Proof. By (3.21), (3.22) and Proposition 3.4 all the axioms in the definition of
a generalized vertex algebra (Chapter 9 of [DL]) hold except the Jacobi identity. By
Definition 3.3 and Lemma 3.1 together with the relation (3.14) we have:
Y (u, z1)Y (v, z2)w
= z
〈α,β+γ〉
1 ψ−α−β−γE
−(α, z1)Y (∆(β + γ, z1)ψαu, z1)∆(α,−z1)ψβ+γY (v, z2)w
= z
〈α,β+γ〉
1 z
〈β,γ〉
2 ψ−α−βE
−(α, z1)Y (∆(β + γ, z1)ψαu, z1)∆(α,−z1)
·E−(β, z2)Y (∆(γ, z2)ψβv, z2)∆(β,−z2)ψγw
=
(
1−
z2
z1
)〈α,β〉
z
〈α,β+γ〉
1 z
〈β,γ〉
2 ψ−α−β−γ
·E−(α, z1)E
−(β, z2)Y (∆(β, z1 − z2)∆(γ, z1)ψαu, z1)
·Y (∆(α,−z1 + z2)∆(γ, z2)ψβv, z2)∆(α,−z1)∆(β,−z2)ψγw
= (z1 − z2)
〈α,β〉z
〈α,γ〉
1 z
〈β,γ〉
2 ψ−α−β−γ
·E−(α, z1)E
−(β, z2)Y (∆(β, z1 − z2)∆(γ, z1)ψαu, z1)
·Y (∆(α,−z1 + z2)∆(γ, z2)ψβv, z2)∆(α,−z1)∆(β,−z2)ψγw. (3.27)
Symmetrically,
Y (v, z2)Y (u, z1)w
= (z2 − z1)
〈α,β〉z
〈α,γ〉
1 z
〈β,γ〉
2 ψ−α−β−γ
·E−(α, z1)E
−(β, z2)Y (∆(α, z2 − z1)∆(γ, z2)ψβv, z2)
·Y (∆(β,−z2 + z1)∆(γ, z1)ψαu, z1)∆(α,−z1)∆(β,−z2)ψγw. (3.28)
Since
β(0)∆(γ, z1)ψαu = ∆(γ, z1)β(0)ψαu = 〈β, h1〉∆(γ, z1)ψαu,
we see that (z1−z2)
−〈β,h1〉∆(β, z1−z2)∆(γ, z1)ψαu involves only integral powers of (z1−z2).
Similarly, (z1−z2)
−〈α,h2〉∆(α,−z1+z2)∆(γ, z2)ψβv involves only integral powers of (z1−z2).
16
Using properties of δ-functions (cf. [FLM]) we see that
z−10 δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)w
= z−10 δ
(
z1 − z2
z0
)
(z1 − z2)
〈α,β〉z
〈α,γ〉
1 z
〈β,γ〉
2 ψ−α−β−γ
·E−(α, z1)E
−(β, z2)
(
z1 − z2
z0
)〈β,h1〉
Y (∆(β, z0)∆(γ, z1)ψαu, z1)
·
(
z1 − z2
z0
)〈α,h2〉
Y (∆(α,−z0)∆(γ, z2)ψβv, z2)∆(α,−z1)∆(β,−z2)ψγw
= z−10 δ
(
z1 − z2
z0
)(
z1 − z2
z0
)〈α,β〉+〈α,h2〉+〈β,h1〉
z
〈α,γ〉
1 z
〈β,γ〉
2 z
〈α,β〉
0 ψ−α−β−γ
·E−(α, z1)E
−(β, z2)Y (∆(β, z0)∆(γ, z1)ψαu, z1)
·Y (∆(α,−z0)∆(γ, z2)ψβv, z2)∆(α,−z1)∆(β,−z2)ψγw, (3.29)
and that
z−10 δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1)w
= z−10 δ
(
z2 − z1
−z0
)
(z2 − z1)
〈α,β〉z
〈α,γ〉
1 z
〈β,γ〉
2 ψ−α−β−γ
·E−(α, z1)E
−(β, z2)Y (∆(α, z2 − z1)∆(γ, z2)ψβv, z2)
·Y (∆(β,−z2 + z1)∆(γ, z1)ψαu, z1)∆(α,−z1)∆(β,−z2)ψγw
= z−10 δ
(
z2 − z1
−z0
)
(z2 − z1)
〈α,β〉z
〈α,γ〉
1 z
〈β,γ〉
2 ψ−α−β−γE
−(α, z1)E
−(β, z2)
·
(
z2 − z1
−z0
)〈α,h2〉
Y (∆(α,−z0)∆(γ, z2)ψβv, z2)
·
(
−z2 + z1
z0
)〈β,h1〉
Y (∆(β, z0)∆(γ, z1)ψαu, z1)∆(α,−z1)∆(β,−z2)ψγw
= e(〈β,h1〉−〈α,h2〉)πiz−10 δ
(
z2 − z1
−z0
)(
z2 − z1
z0
)〈α,β〉+〈α,h2〉+〈β,h1〉
z
〈α,γ〉
1 z
〈β,γ〉
2 z
〈α,β〉
0 ψ−α−β−γ
·E−(α, z1)E
−(β, z2)Y (∆(α,−z0)∆(γ, z2)ψβv, z2)
·Y (∆(β, z0)∆(γ, z1)ψαu, z1)∆(α,−z1)∆(β,−z2)ψγw. (3.30)
Thus
z−10 δ
(
z1 − z2
z0
)(
z1 − z2
z0
)η((α,h1),(β,h2))
Y (u, z1)Y (v, z2)w
−C((α, h1), (β, h2))z
−1
0 δ
(
z2 − z1
−z0
)(
z2 − z1
z0
)η((α,h1),(β,h2))
Y (v, z2)Y (u, z1)w
= z−12 δ
(
z1 − z0
z2
)
z
〈α,γ〉
1 z
〈β,γ〉
2 z
−〈α,β〉
0 ψ−α−β−γE
−(α, z1)E
−(β, z2)
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·Y (Y (∆(β, z0)∆(γ, z1)ψα(u), z0)∆(α,−z0)∆(γ, z2)ψβ(v), z2)
·∆(α,−z1)∆(β,−z2)ψγ(w). (3.31)
On the other hand,
Y (Y (u, z0)v, z2)w
= E−(α + β, z2)ψ−α−β−γY (ψα+β∆(γ, z2)Y (u, z0)v, z2)∆(α + β,−z2)ψγw
= E−(α + β, z2)ψ−α−β−γ
·Y
(
ψα+β∆(γ, z2)E
−(α, z0)ψ−α−βY (ψα∆(β, z0)u, z0)∆(α, ,−z0)ψβv, z2
)
·∆(α + β,−z2)ψγw
= z
〈α+β,γ〉
2 z
〈α,β〉
0 E
−(α + β, z2)ψ−α−β−γ
·Y
(
∆(γ, z2)E
−(α, z0)Y (∆(β, z0)ψαu, z0)∆(α,−z0)ψβv, z2
)
·∆(α + β,−z2)ψγw
=
(
1 +
z0
z2
)〈α,γ〉
z
〈α+β,γ〉
2 z
〈α,β〉
0 E
−(α + β, z2)ψ−α−β−γ
·Y
(
E−(α, z0)∆(γ, z2)Y (∆(β, z0)ψαu, z0)∆(α,−z0)ψβv, z2
)
·∆(α + β,−z2)ψγw
= (z2 + z0)
〈α,γ〉z
〈β,γ〉
2 z
〈α,β〉
0 E
−(α + β, z2)E
−(α, z0 + z2)E
−(−α, z2)ψ−α−β−γ
·Y (∆(γ, z2)Y (∆(β, z0)ψαu, z0)∆(α,−z0)ψβv, z2)
·z
−α(0)
2 (z2 + z0)
α(0)E+(α, z2)E
+(−α, z2 + z0)∆(α + β,−z2)ψγw
= (z2 + z0)
〈α,γ〉z
〈β,γ〉
2 z
〈α,β〉
0 E
−(β, z2)E
−(α, z0 + z2)ψ−α−β−γ
·Y (∆(γ, z2)Y (∆(β, z0)ψαu, z0)∆(α,−z0)ψβv, z2)
·z
−〈α,h3〉
2 (z2 + z0)
〈α,h3〉E+(−β, z2)E
+(−α, z2 + z0)(−z2)
〈α+β,h3〉ψγw
= (z2 + z0)
〈α,γ〉z
〈β,γ〉
2 z
〈α,β〉
0 E
−(β, z2)E
−(α, z0 + z2)ψ−α−β−γ
·Y (Y (∆(γ, z2 + z0)∆(β, z0)ψαu, z0)∆(γ, z2)∆(α,−z0)ψβv, z2)
·z
−〈α,h3〉
2 (z2 + z0)
〈α,h3〉E+(−β, z2)E
+(−α, z2 + z0)(−z2)
〈α+β,h3〉ψγw. (3.32)
Hence
z−12 δ
(
z1 − z0
z2
)
Y (Y (u, z0)v, z2)w
= z−12 δ
(
z1 − z0
z2
)
(z2 + z0)
〈α,γ〉z
〈β,γ〉
2 z
〈α,β〉
0 E
−(β, z2)E
−(α, z1)ψ−α−β−γ
·Y (Y (∆(γ, z2 + z0)∆(β, z0)ψαu, z0)∆(γ, z2)∆(α,−z0)ψβv, z2)
·z
−〈α,h3〉
2 (z2 + z0)
〈α,h3〉E+(−β, z2)E
+(−α, z1)(−z2)
〈α+β,h3〉ψγw
= z−12 δ
(
z1 − z0
z2
)
(z2 + z0)
〈α,γ〉z
〈β,γ〉
2 z
〈α,β〉
0 E
−(β, z2)E
−(α, z1)ψ−α−β−γ
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·
(
z2 + z0
z1
)〈γ,h1〉
Y (Y (∆(γ, z1)∆(β, z0)ψαu, z0)∆(γ, z2)∆(α,−z0)ψβv, z2)
·
(
z2 + z0
z1
)〈α,h3〉
∆(α,−z1)∆(β,−z2)ψγw
= z−12 δ
(
z1 − z0
z2
)(
z2 + z0
z1
)−η((α,h1),(γ,h3))
z
〈α,γ〉
1 z
〈β,γ〉
2 z
〈α,β〉
0 E
−(β, z2)E
−(α, z1)
·ψ−α−β−γY (Y (∆(γ, z1)∆(β, z0)ψαu, z0)∆(γ, z2)∆(α,−z0)ψβv, z2)
·∆(α,−z1)∆(β,−z2)ψγw. (3.33)
The generalized Jacobi identity (3.26) now follows immediately. ✷
Next we shall extend certain V -modules to modules for U considered as a general-
ized vertex algebra via Theorem 3.5. Let M be an irreducible V -module (with finite-
dimensional homogeneous subspaces). Since [L(0), h(0)] = 0 for any h ∈ H , H preserves
each homogeneous subspace of M so that there exist 0 6= u ∈ M,λ ∈ H∗ such that
h(0)u = λ(h)u for h ∈ H . Since H acts semisimply on V (by assumption) and u gen-
erates M by V (from the irreducibility of M), H also acts semisimply on M . For any
λ ∈ H∗, we define
M (0,λ) = {u ∈M |h(0)u = λ(h)u for h ∈ H}. (3.34)
Set
P (M) = {λ ∈ H∗|M (0,λ) 6= 0}. (3.35)
SinceM is irreducible, P (M) is an irreducible P (V )-set. Thus L×P (M) is an irreducible
(L × P (V ))-set. Suppose that for any α ∈ L, α(0) has rational eigenvalues on M . Let
λ0 ∈ P (M) be any H-weight of M . Then P (M) = λ0 + P (V ). By using a basis of L, we
see that there is a positive integer K such that 〈λ0, α〉 ∈
1
K
Z for any α ∈ L. Therefore
〈λ, α〉 ∈
1
TK
Z for any λ ∈ P (M), α ∈ L. (3.36)
Using formula (3.19) we extend the definition of η(·, ·) to (L×P (M))× (L×P (M)) with
values in 1
TK
Z.
Recall that (M (α), Yα(·, z)) is a weak σα-twisted V -module for any α ∈ L. Set W =
⊕α∈LM
(α). For a ∈ V (α), u ∈M (β), α, β ∈ L, we define YW (a, z)u ∈M
(α+β){z} as follows:
YW (a, z)u = ψ−α−βE
−(α, z)YM(ψα∆(β, z)a, z)∆(α,−z)ψβ(u). (3.37)
Then the same argument used in the proof of Theorem 3.5 shows that for any a ∈
V (α,h1), b ∈ V (β,h2), u ∈M (γ,h3), where α, β, γ ∈ L, h1, h2 ∈ P, h3 ∈ P (M), we have:
z−10 δ
(
z1 − z2
z0
)(
z1 − z2
z0
)η((α,h1),(β,h2))
YW (a, z1)YW (b, z2)u
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− C((α, h1), (β, h2))z
−1
0 δ
(
z2 − z1
−z0
)(
z2 − z1
z0
)η((α,h1),(β,h2))
YW (b, z2)YW (a, z1)u
= z−12 δ
(
z1 − z0
z2
)(
z2 + z0
z1
)η((α,h1),(γ,h3))
YW (Y (a, z0)b, z2)u. (3.38)
Then we have:
Theorem 3.6 (W,YW ) is a module for the generalized vertex algebra U in the sense of
[DL].
In view of Proposition 2.15, it is possible that various V (α) in U may be V -isomorphic
to each other. Next we shall reduce U to a smaller space U¯ such that the multiplicity of
any σα-twisted V -module V
(α) (α ∈ L) is one, and U¯ is an abelian intertwining algebra
in the sense of [DL] rather than a generalized vertex algebra.
Set
L0 = {α ∈ L|σα = idV , V
(α) ≃ V }. (3.39)
Lemma 3.7 Let α, β ∈ L. Then σα = σβ and V
(α) is isomorphic to V (β) as a weak
σα-twisted V -module if and only if α− β ∈ L0.
Proof. Suppose that σα = σβ and V
(α) is isomorphic to V (β) as a weak σα-twisted
V -module. Let φ be a V -isomorphism from V (α) onto V (β). Then ψβφψ−β is a linear
isomorphism from V (α−β) onto V such that
ψβφψ−β(Y (a, z)u) = Y (∆(β, z)∆(−β, z)a, z)ψβφψ−β(u) = Y (a, z)ψβφψ−β(u) (3.40)
for any a ∈ V, u ∈ V (α−β). Then by definition, α− β ∈ L0.
On the other hand, suppose that α− β ∈ L0 for some α, β ∈ L. Since σα−β = idV , we
have σα = σβ . Let ψ be a V -isomorphism from V
(α−β) onto V . Then ψ−βψψβ is a linear
isomorphism from V (α) onto V (β) satisfying the condition:
ψ−1β ψψβ(Yα(a, z)u)
= ψ−βψY (∆(β, z)a, z)ψβu
= ψβY (∆(β, z)a, z)ψψβu
= Yβ(∆(−β, z)∆(β, z)a, z)ψ−βψψβu
= Yβ(a, z)ψ−βψψβu (3.41)
for any a ∈ V . Then V (α) is V -isomorphic to V (β). The proof is complete. ✷
For any α, β ∈ L0, by definition we have V
(α) ≃ V ≃ V (β). From Lemma 3.7,
α− β ∈ L0. Thus L0 is a sublattice of L.
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Lemma 3.8 L0 is an even sublattice such that L0 ⊆ P ∩P
0, where P 0 is the dual lattice
of P .
Proof. Let α ∈ L0. Then e
2πiα(0) = idV if and only if α(0) has integral eigenvalues on
V . This proves α ∈ P 0. From (3.13), we obtain:
ψαβ(0) = (β(0) + 〈α, β〉)ψα, (3.42)
ψαL(0) =
(
L(0) + α(0) +
1
2
〈α, α〉
)
ψα. (3.43)
Then (3.42) implies that P (V (α)) = −α + P . Since V (α) is V -isomorphic to V , P =
P (V (α)). Thus α ∈ P . Let u ∈ V (0,λ) for λ ∈ P . Then from (3.43) the L(0)-weight of
ψ−α(u) ∈ V
(α) is wtu + 〈α, λ〉+ 1
2
〈α, α〉. In particular, the L(0)-weight of ψ−α(1) ∈ V
(α)
is 1
2
〈α, α〉. Thus 〈α, α〉 ∈ 2Z. The proof is complete. ✷
Let α ∈ L0 and let π¯α be a fixed V -isomorphism from V
(α) onto V . If α = 0, we
choose π¯0 = idV . For any β ∈ L, considering the following composition map:
V (β) −→ V (α) −→ V −→ V (β−α), (3.44)
we obtain a linear isomorphism f = ψα−β π¯αψβ−α from V
(β) onto V (β−α). Then
f(Y (a, z)u) = Y (∆(α− β, z)∆(β − α, z)a, z)f(u) = Y (a, z)f(u) (3.45)
for any a ∈ V, u ∈ V (β). Then we define an endomorphism fα of U as follows:
fαu = e
〈α,β−α〉πiψα−βπ¯αψβ−α(u) for u ∈ V
(β) ⊆ U. (3.46)
Since ψ0 = idV , we have fα|V (α) = π¯α. Then we may use π¯α to denote the linear iso-
morphism fα of U without any confusion. It is easy to see that π¯α satisfies following
condition:
π¯α(Y (a, z)u) = Y (a, z)π¯α(u) for a ∈ V, u ∈ U. (3.47)
Lemma 3.9 For any α ∈ L0, β ∈ L, we have
ψβπ¯α = e
〈α,β〉πiπ¯αψβ . (3.48)
Proof. Let γ ∈ L, u ∈ V (γ). Then by (3.46) we have:
ψβ π¯α(u) = ψβe
〈α,γ−α〉πiψα−γ π¯αψγ−α(u)
= e〈α,γ−α〉πiψα+β−γ π¯αψγ−α(u). (3.49)
On the other hand, we have:
π¯αψβ(u) = e
〈α,γ−β−α〉πiψα+β−γ π¯αψγ−β−αψβ(u)
= e〈α,γ−β−α〉πiψα+β−γ π¯αψγ−α(u). (3.50)
The result follows. ✷
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Lemma 3.10 For any α ∈ L0 we have
π¯α(Y (u, z)v) = Y (u, z)π¯α(v) for any u, v ∈ U. (3.51)
Proof. Without losing generality we assume that u ∈ V (β), v ∈ V (γ), where β, γ ∈ L.
Then by Definition 3.3, (3.14) and Lemma 3.9 we obtain
π¯α(Y (u, z)v)
= π¯αψ−β−γE
−(β, z)Y (ψβ∆(γ, z)(u), z)∆(β,−z)ψγ(v)
= e〈α,β〉πiψ−β−γE
−(β, z)Y (ψβ∆(γ, z)(u), z)∆(β,−z)ψγ π¯α(v)
= e〈α,β〉πiψα−β−γψ−αE
−(β, z)Y (ψβ∆(γ, z)(u), z)∆(β,−z)ψγ π¯α(v)
= e〈α,β〉πiψα−β−γE
−(β, z)
·Y (∆(−α, z)ψβ∆(γ, z)(u), z)ψ−α∆(β,−z)ψγ π¯α(v)
= e〈α,β〉πiψα−β−γE
−(β, z)z〈α,β〉(−z)−〈α,β〉
·Y (ψβ∆(γ − α, z)(u), z)∆(β,−z)ψγ−απ¯α(v)
= ψα−β−γE
−(β, z)Y (ψβ∆(γ − α, z)(u), z)∆(β,−z)ψγ−απ¯α(v)
= Y (u, z)π¯α(v). (3.52)
This proves the lemma. ✷
Lemma 3.11 For any u ∈ U, v ∈ V (γ), α ∈ L0, γ ∈ L, we have
Y (π¯α(u), z)v = e
−〈α,γ〉πiπ¯αY (u, z)v. (3.53)
Proof. By linearity we may assume that u ∈ V (β) for some β ∈ L. Using skew-
symmetry, (3.15), Definition 3.3 and Lemma 3.9 we obtain
Y (π¯α(u), z)v
= ψα−β−γE
−(β − α, z)Y (ψβ−α∆(γ, z)π¯α(u), z)∆(β − α,−z)ψγ(v)
= ψα−β−γE
−(β − α, z)ezL(−1)Y (∆(β − α,−z)ψγ(v),−z)ψβ−α∆(γ, z)π¯α(u)
= ψα−β−γE
−(β − α, z)ezL(−1)ψ−αY (∆(β,−z)ψγ(v),−z)ψβ∆(γ, z)π¯α(u)
= e〈α,β〉πiψα−β−γE
−(β − α, z)ezL(−1)ψ−απ¯αY (∆(β,−z)ψγ(v),−z)ψβ∆(γ, z)(u)
= e〈α,β〉πiψα−β−γE
−(β − α, z)ezL(−1)ψ−απ¯α
·e−zL(−1)Y (ψβ∆(γ, z)(u), z)∆(β,−z)ψγ(v)
= e〈α,β〉πiψα−β−γE
−(β − α, z)ezL(−1)ψ−αe
−zL(−1)π¯α
·Y (ψβ∆(γ, z)(u), z)∆(β,−z)ψγ(v)
= e〈α,β〉πiψα−β−γE
−(β − α, z)E−(α, z)ψ−απ¯αY (ψβ∆(γ, z)(u), z)∆(β,−z)ψγ(v)
= e〈α,β〉πiψα−β−γE
−(β, z)ψ−απ¯αY (ψβ∆(γ, z)(u), z)∆(β,−z)ψγ(v)
22
= e〈α,β〉πiψ−β−γE
−(β, z)π¯αY (ψβ∆(γ, z)(u), z)∆(β,−z)ψγ(v)
= e〈α,β〉πie−〈α,β+γ〉πiπ¯αψ−β−γE
−(β, z)Y (ψβ∆(γ, z)(u), z)∆(β,−z)ψγ(v)
= e−〈α,γ〉πiπ¯αY (u, z)v. ✷ (3.54)
Remark 3.12 Let I be the sum of all subspaces (π¯α − 1)U of U for α ∈ L0. Define
U¯ to be the quotient space U/I. Then the multiplicity of the σβ-twisted V -module V
(β)
in U¯ is exactly one for β ∈ L. It follows from Lemma 3.10 that I is a left ideal of the
generalized vertex algebra U . But from Lemma 3.11, I is not necessarily a right ideal, i.e.,
for u ∈ I, v ∈ U , Y (u, z)v may not be in I{z} unless 〈α, β〉 ∈ 2Z for any α ∈ L0, β ∈ L
(Lemma 3.11). In general, U¯ is a U-module, but it is not a quotient generalized vertex
algebra of U .
Before we modify the definition of vertex operator Y (·, z) (3.23) to get an abelian
intertwining algebra we consider a special case. Let L1 be an integral sublattice of L such
that L0 ⊆ L1 ⊆ L and
〈λ, β〉 ∈ Z, 〈α, β〉 ∈ 2Z for any λ ∈ P, α ∈ L0, β ∈ L1. (3.55)
Set U1 = ⊕β∈L1V
(β) and U¯1 = U1/I. Then it follows from Theorem 3.5, Lemmas 3.10 and
3.11 that U¯1 is a generalized vertex algebra. By Lemma 3.8, for any αj ∈ L1, λj ∈ P for
j = 1, 2 we have:
η((α1, λ1), (α2, λ2)) = −〈α1, α2〉 − 〈α1, λ2〉 − 〈α2, λ1〉 ∈ Z/2Z, (3.56)
C((α1, λ1), (α2, λ2)) = (−1)
〈α1,λ2〉+〈α2,λ1〉. (3.57)
Then
C((α1, λ1), (α2, λ2))z
−1
0 δ
(
z2 − z1
−z0
)(
z2 − z1
z0
)η((α1,λ1),(α2,λ2))
= (−1)〈α1,α2〉z−10 δ
(
z2 − z1
−z0
)
. (3.58)
Therefore for any u ∈ V (α1,λ1), v ∈ V (α2,λ2), w ∈ V (α3,λ3), (αj, αj) ∈ L1×P , the generalized
Jacobi identity (3.26) becomes the following super Jacobi identity:
z−10 δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)w
− (−1)〈α1,α2〉z−10 δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1)w
= z−12 δ
(
z1 − z0
z2
)
Y (Y (u, z0)v, z2)w. (3.59)
Then we have:
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Corollary 3.13 Let L1 be an integral sublattice of L satisfying (3.55). Then U1 is a
vertex superalgebra with I as an ideal so that U¯1 is a quotient vertex superalgebra.
Continuing with Corollary 3.13, let M be an irreducible V -module such that α(0)
has rational eigenvalues on M for any α ∈ L1. Let γ be an H-weight of M . Then
P (M) = γ+P . Set W1 = ⊕α∈L1M
(α). For any (α1, λ1) ∈ L1×P, (α3, λ3) ∈ L1×P (M) =
L1 × (γ + P ), since 〈α1, α3〉, 〈α3, λ1〉 ∈ Z and 〈α1, λ〉 ∈ Z for any λ ∈ P , we have:
η((α1, λ1), (α3, λ3))
= −〈α1, α3〉 − 〈α1, λ3〉 − 〈α3, λ1〉
= −〈α1, γ〉 ∈
1
T
Z/Z. (3.60)
Then we have the following twisted Jacobi identity:
z−10 δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)w
− (−1)〈α1,α2〉z−10 δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1)w
= z−12 δ
(
z1 − z0
z2
)(
z2 + z0
z1
)−〈γ,α1〉
Y (Y (u, z0)v, z2)w. (3.61)
Therefore, for any u ∈ V (α1,λ1), v ∈ V (α2,λ2), w ∈ M (α3,λ3), (α1, λ1), (α2, λ2) ∈ L1 ×
P, (α3, λ3) ∈ L1 × P (M), we have the following super Jacobi identity:
z−10 δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)w
− (−1)〈α1,α2〉z−10 δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1)w
= z−12 δ
(
z1 − z0
z2
)(
z2 + z0
z1
)η((α1,λ1),(α3,λ3))
Y (Y (u, z0)v, z2)w. (3.62)
It is clear that σγ = e
−2πiγ(0) is an automorphism of U¯1. Then W1 is a σγ-twisted U¯1-
module with I(W1) as a submodule, where I(W1) is defined as the subspace linearly
spanned by (πα − 1)W1 for α ∈ L0. Summarizing the previous arguments we have:
Corollary 3.14 Let L1 be an integral sublattice of L satisfying (3.55). Let M be an
irreducible V -module such that α(0) has rational eigenvalues on M for any α ∈ L1. Then
W1 = ⊕β∈L1M
(β) with M (0) = M , defined as in Theorem 3.6, is a σγ-twisted U¯1-module
with a submodule I(W1), so that W¯1 =W1/I(W1) is a quotient σγ-twisted U¯1-module.
Corollary 3.15 Under the conditions of Corollary 3.14, assume that there is a τ -twisted
U¯1-module E containing M as a V -submodule for some finite-order automorphism τ of
U¯1. Then τ = σγ.
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Proof. Since U¯1 is simple and V
(α) is a simple current for any α ∈ L1, (M
(α), YW¯1(·, z))
is a tensor product of V (α) with M . Let Eα be the subspace of E linearly spanned by
unM for u ∈ V
(α), n ∈ Q. Similarly, (Eα, YE(·, z)) is also a tensor product of V
(α) with M .
Therefore, there is a cα ∈ C
∗ such that YW¯1(u, z)w = cαYE(u, z)w for any u ∈ V
(α), w ∈M .
By definition of a twisted module, τ and σγ have the same order. Then τ |V (α) = σγ |V (α)
for any α ∈ L1. Thus τ = σγ . ✷
As mentioned in Remark 3.12, in general U¯ = U/I is not a generalized vertex alge-
bra. Next we shall modify the definition (3.23) and prove that U¯ = U/I is an abelian
intertwining algebra.
For any α, β ∈ L0, we have a V -isomorphism π¯απ¯β π¯
−1
α+β from V onto V . Since V is
a simple vertex operator algebra, by Schur’s lemma there is a nonzero complex number
A0(α, β) such that
π¯α+β = A0(α, β)π¯απ¯β , (3.63)
where both sides are considered as V -isomorphisms from V (α+β) onto V . For any γ ∈ L
and for any u ∈ V (γ), we have:
π¯α+β(u) = π¯α+βψα+β−γψγ−α−β(u)
= e−〈α+β,α+β−γ〉πiψα+β−γ π¯α+βψγ−α−β(u)
= e−〈α+β,α+β−γ〉πiA0(α, β)ψα+β−γπ¯απ¯βψγ−α−β(u)
= A0(α, β)π¯απ¯β(u). (3.64)
Then (3.63) holds when both sides are considered as operators on U . It is easy to see that
the following 2-cocycle condition hold:
A0(α1 + α2, α3)A0(α1, α2) = A0(α1, α2 + α3)A0(α2, α3) (3.65)
for any αi ∈ L0, i = 1, 2, 3.
Next we define
C0(α, β) = A0(α, β)A0(β, α)
−1 for α, β ∈ L0. (3.66)
Then C0(·, ·) satisfies the properties (3.22) and
π¯βπ¯α = C0(α, β)π¯απ¯β for α, β ∈ L0. (3.67)
Since L0 is a sublattice of L, there is a basis {β1, β2, · · · , βn} for L and a basis
{α1, α2, · · · , αn} for L0 such that each αi is an integral multiple of βi. It is easy to
find a Z-bilinear function A1(·, ·) on L with values in C
∗ satisfying the following condition:
A0(αi, αj) = A1(αi, αj)
2 for any 1 ≤ i, j ≤ n. (3.68)
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Fixing such an A1(·, ·), we define C1(·, ·) on L× L as follows:
C1(α, β) = A1(α, β)A1(β, α)
−1 for any α, β ∈ L. (3.69)
Then C1(·, ·) satisfies the following conditions:
C1(β, β) = 1, C1(β1, β2)C1(β2, β1) = 1, C1(β1 + β2, β3) = C1(β1, β3)C1(β2, β3) (3.70)
for any β, β1, β2, β3 ∈ L.
Next, for any α ∈ L0, we define a linear automorphism πα on U as follows:
πα(u) = C1(β, α)π¯α(u) for any u ∈ V
(β) ⊆ U. (3.71)
Then for any α1, α2 ∈ L0, β ∈ L, we have:
πα1πα2(u) = C1(β − α2, α1)C1(β, α2)π¯α1 π¯α2(u)
= C1(β − α2, α1)C1(β, α2)C0(α2, α1)π¯α2 π¯α1(u)
= C1(β − α2, α1)C1(β, α2)C0(α2, α1)C1(α2, β − α1)C1(α1, β)πα2πα1(u)
= πα2πα1(u) (3.72)
for any u ∈ V (β). Thus
πα1πα2 = πα2πα1 for any α1, α2 ∈ L0. (3.73)
Remark 3.16 If L = Zα is of rank one, then L0 = kL for some positive integer k. We
can fix π¯kα first, then we define π¯nkα = π¯
n
kα for any n ∈ Z. Then C0(·, ·) ≡ 1. So we can
take C1(·, ·) ≡ 1.
Lemma 3.17 For any α ∈ L0, β ∈ L, we have
ψβπα = e
〈α,β〉πiC1(β, α)παψβ . (3.74)
Proof. Let γ ∈ L, u ∈ V (γ). Then by the definition (3.71) of πα we have:
ψβπα(u) = C1(γ, α)ψβπ¯α(u)
= C1(γ, α)e
〈α,β〉πiπ¯αψβ(u)
= C1(γ, α)C1(α, γ − β)e
〈α,β〉πiπαψβ(u)
= e〈α,β〉πiC1(β, α)παψβ(u). ✷ (3.75)
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Lemma 3.18 For any α ∈ L0 we have
πα(Y (u, z)v) = C1(β, α)Y (u, z)πα(v) for any u ∈ V
(β) ⊆ U. (3.76)
Proof. Let u ∈ V (β), v ∈ V (γ) with β, γ ∈ L. Then by the definition (3.71) we have:
πα(Y (u, z)v) = C1(β + γ, α)π¯α(Y (u, z)v)
= C1(β + γ, α)Y (u, z)π¯αv
= C1(β + γ, α)C1(γ, α)
−1Y (u, z)παv
= C1(β, α)Y (u, z)πα(v). (3.77)
This proves the assertion. ✷
Lemma 3.19 For any u ∈ V (β), v ∈ V (γ), α ∈ L0, γ ∈ L, we have
Y (πα(u), z)v = e
−〈α,γ〉πiC(α, γ)παY (u, z)v. (3.78)
Proof. We may assume that u ∈ V (β) for some β ∈ L. Then by definition we have:
Y (πα(u), z)v = C1(β, α)Y (π¯α(u), z)v
= e−〈α,γ〉πiC1(β, α)π¯αY (u, z)v
= e−〈α,γ〉πiC1(β, α)C1(β + γ, α)
−1παY (u, z)v
= e−〈α,γ〉πiC1(α, γ)παY (u, z)v. (3.79)
Then the proof is complete. ✷
Remark 3.20 Let α1, · · · , αn be a basis of L0. Then we can define a Z-linear map π
′
from L0 to Aut(U) as follows:
π′α = π
k1
α1
πk2α2 · · ·π
kn
αn (3.80)
for any α = k1α1 + k2α2 + · · · + knαn ∈ L0. Since all παi’s commute each other, π
′ is
well-defined. It is easy to see that
π′α+β = π
′
απ
′
β = π
′
βπ
′
α for any α, β ∈ L0. (3.81)
It is also easy to see that Lemmas 3.17, 3.18 and 3.19 still hold. By slightly abusing the
notion, from now on we will use π′ for π.
Let A¯ = L × P/D, where D = {(α,−α)|α ∈ L0} is a subgroup of A = L × P . Let
{λi|i ∈ A¯} be a (complete) set of representatives in A. Then we define V¯ = ⊕i∈A¯V
(λi).
For any u ∈ V (λi), v ∈ V (λj), we define Y¯ (u, z)v ∈ V (λi+j){z} as follows:
Y¯ (u, z)v = C1(λj, λi)πλi+λj−λi+jY (u, z)v. (3.82)
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Because L(−1) commutes with πα for α ∈ L0 and L(−1)V
(β) ⊆ V (beta) for β ∈ L, the
L(−1)-derivative property (Proposition 3.4) still holds.
We define a function h(i, j, k) from A¯× A¯× A¯ to C∗ as follows:
h(i, j, k) = e−〈λi+λj−λi+j ,λk〉πiC1(λi + λj − λi+j, λk)
2 for i, j, k ∈ A¯. (3.83)
Next we shall prove that h(i, j, k) is a 3-cocycle. Observe that h(i, j, k) is symmetric in
the first two variables with the third variable being fixed. Following [DL], we prove that
h(i, j, k) is a 3-cocycle by proving that with the third variable k being fixed, h(i, j, k) is a
2-cocycle, i.e.,
h(i, j, k)h(i, j + r, k)−1h(i+ j, r, k)h(j, r, k)−1 = 1 for i, j, r ∈ A¯. (3.84)
For i, j, r, k ∈ A¯ we have:
e−〈λi+λj−λi+j ,λk〉πie〈λi+λj+r−λi+j+r,λk〉πi = e〈λi+j+λr−λi+j+r,λk〉πie〈λj+λr−λj+r,λk〉πi (3.85)
and
C0(λi + λj − λi+j, λk)C0(λi + λj+r − λi+j+r, λk)
−1
= C0(λi+j + λr − λi+j+r, λk)C0(λj + λr − λj+r, λk). (3.86)
Combining (3.85) with (3.86) we obtain (3.84). Then from Proposition 12.13 of [DL],
h(i, j, k) is a 3-cocycle. Next we define
C¯((λ1, h1), (λ2, h2)) = C((λ1, h1), (λ2, h2))C1(λ1, λ2) (3.87)
for any (λi × P ) ∈ L × P (recall the definition of C(·, ·) from (3.20)). Then C¯ satisfies
(3.22).
Theorem 3.21 For any u ∈ V (λi,h1), v ∈ V (λj ,h2), w ∈ V (λk ,h3), the following generalized
Jacobi identity holds:
z−10 δ
(
z1 − z2
z0
)(
z1 − z2
z0
)η((λi,h1),(λj ,h2))
Y¯ (u, z1)Y¯ (v, z2)w
− C¯((λi, h1), (λj, h2))z
−1
0 δ
(
z2 − z1
−z0
)(
z2 − z1
z0
)η((λi ,h1),(λj ,h2))
·Y¯ (v, z2)Y¯ (u, z1)w
= z−12 δ
(
z1 − z0
z2
)(
z2 + z0
z1
)η((λi ,h1),(λk,h3))
h(i, j, k)Y¯ (Y¯ (u, z0)v, z2)w. (3.88)
Therefore (U¯ , 1, ω, Y¯ , T, A¯, η, C¯) is an abelian intertwining algebra.
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Proof. Since Y (v, z)w ∈ V (λi+λj ,h2+h3){z}, using (3.82) and Lemma 3.18 we obtain
Y¯ (u, z1)Y¯ (v, z2)w
= C1(λj+k, λi)πλi+λj+k−λi+j+kY (u, z1)Y¯ (v, z2)w,
= C1(λj+k, λi)C1(λk, λj)πλi+λj+k−λi+j+kY (u, z1)πλj+λk−λj+kY (v, z2)w
= C1(λj+k, λi)C1(λk, λj)C1(λj + λk − λj+k, λi)πλi+λj+k−λi+j+kπλi+λj+k−λi+j+k
·πλj+λk−λj+kY (u, z1)Y (v, z2)w
= C1(λk, λj)C1(λj + λk, λi)πλi+λj+λk−λi+j+kY (u, z1)Y (v, z2)w. (3.89)
Symmetrically, we have:
Y¯ (v, z2)Y¯ (u, z1)w
= C1(λk, λi)C1(λi + λk, λj)πλi+λj+λk−λi+j+kY (v, z2)Y (u, z1)w. (3.90)
On the other hand, using (3.82) and Lemma 3.19 we get:
Y¯ (Y¯ (u, z0)v, z2)w
= C1(λk, λj+k)πλi+j+λk−λi+j+kY (Y¯ (u, z0)v, z2)w
= C1(λk, λj+k)C1(λj , λi)πλi+j+λk−λi+j+kY (πλi+λj−λi+jY (u, z0)v, z2)w
= C1(λk, λj+k)C1(λj , λi)C1(λi + λj − λi+j, λk)e
−〈λi+λj−λi+j ,λk〉πi
·πλi+j+λk−λi+j+kπλi+λj−λi+jY (Y (u, z0)v, z2)w
= C1(λk, λj+k)C1(λj , λi)C1(λi + λj − λi+j, λk)e
−〈λi+λj−λi+j ,λk〉πi
·πλi+λj+λk−λi+j+kY (Y (u, z0)v, z2)w. (3.91)
Multiplying the generalized Jacobi identity (3.26) by C1(λk, λj)C1(λj + λk, λi), applying
πλi+λj+λk−λi+j+k , then using (3.89)-(3.91) we obtain
z−10 δ
(
z1 − z2
z0
)(
z1 − z2
z0
)η((α,h1),(β,h2))
Y¯ (u, z1)Y¯ (v, z2)w
− C((λi, h1), (λj, h2))C1(λi, λj)
−2z−10 δ
(
z2 − z1
−z0
)(
z2 − z1
z0
)η((λi,h1),(λj ,h2))
·Y¯ (v, z2)Y¯ (u, z1)w
= e−〈λi+λj−λi+j ,λk〉πiC1(λi + λj − λi+j, λk)
2 ·
·z−12 δ
(
z1 − z0
z2
)(
z2 + z0
z1
)η((λi,h1),(λk ,h3))
Y¯ (Y¯ (u, z0)v, z2)w. (3.92)
This gives the generalized Jacobi identity (3.88). The proof is complete. ✷
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4 Rationality for certain extensions of vertex opera-
tor algebras
In this section we study the rationality of certain extensions of rational vertex operator
algebras. Such an extension V = ⊕g∈GV
g graded by a finite abelian group G can be
characterized the properties listed below. We first obtain the complete reducibility of a
G-graded moduleM = ⊕g∈GM
g withM0 being an irreducible V 0-module. Then we study
the complete reducibility of a canonical class of V -modules. We apply our results to some
special cases.
From the last section (Corollaries 3.13, 3.14 and 3.15) under certain conditions we
obtain vertex operator (super)algebras satisfy the following conditions:
(1) V = ⊕g∈GV
g, where G is a finite abelian group.
(2) V 0 is a simple rational vertex operator subalgebra and each V g is a simple current
V 0-module.
(3) anV
h ⊆ V g+h for any a ∈ V g, n ∈ Z, g, h ∈ G.
(4) For any subgroup H of G, V (H) =: ⊕h∈HV
(h) is a simple vertex (operator) algebra
and V (g+H) =: ⊕h∈HV
(h+g) for any g ∈ G is a simple current V (H)-module.
(5) Let M0 be any irreducible V 0-module which is a V 0-submodule of some V -module
W . Then there is a V -module M = ⊕g∈GM
g satisfying the condition: anM
h ⊆Mg+h for
any a ∈ V g, n ∈ Z, g, h ∈ G.
Proposition 4.1 Let M = ⊕g∈GM
g be a V -module satisfying the following conditions:
(a) M0 is an irreducible V 0-module. (b) anM
h ⊆Mg+h for any a ∈ V g, n ∈ Z, g, h ∈ G.
Then M is a direct sum of irreducible V -modules.
First we prove the following two special cases:
Lemma 4.2 Let M = ⊕g∈GM
g be a V -module satisfying the conditions (a) and (b) of
Proposition 4.1. Suppose Mg and Mh are not isomorphic V 0-modules for g 6= h. Then
M is an irreducible V -module.
Proof. Let M1 be any nonzero V -submodule of M . We must show that M = M1.
Since each Mg generates M by the action of V , it suffices to prove that M1 contains some
Mg. Because M is a direct sum of irreducible V 0-modules, M1 is also a direct sum of
irreducible V 0-modules. For any g ∈ G, let Pg be the projection of M onto M
g. Then
Pg is a V
0-homomorphism. Let W be any irreducible V 0-submodule of M1. Then the
restriction of Pg to W is either zero or a V
0-isomorphism onto Mg. Since Mg and Mh
are not V 0-isomorphic for g 6= h, there is g ∈ G such that Pg(W ) = M
g and Ph(W ) = 0
for h 6= g. Therefore W = Mg for some g ∈ G. Thus M1 contains some M
g, as required.
✷
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Lemma 4.3 Let M = ⊕g∈GM
g be a V -module satisfying conditions (a) and (b) of Propo-
sition 4.1. Suppose that G is a cyclic group and that all Mg (g ∈ G) are isomorphic
irreducible V 0-modules. Then M is a direct sum of |G| irreducible V -modules, each of
which is isomorphic to M0 as a V 0-module.
Proof. For any g ∈ G, let fg be a fixed V
0-isomorphism from M0 onto Mg. If g = 0,
we choose f0 = IdM0. We shall extend fg to be a V -automorphism of M . Let h ∈ G.
Then (Mh, Y (·, z)) is a tensor product for (V h,M0) by Corollary 2.9. Since Y (·, z)fg is
an intertwining operator of type
(
Mg+h
V h,M0
)
, there is a (unique) V 0-homomorphism fg,h
from Mh to Mg+h satisfying
Y (a, z)fg(u) = fg,hY (a, z)u for any a ∈ V
h, u ∈M0 (4.1)
(see Definition 2.3 for the tensor product of modules). If h = 0, we have fg,0 = fg. Then
we extend fg to be a linear endomorphism of M by defining:
fg(u) = fg,h(u) for any h ∈ G, u ∈M
h ⊆M. (4.2)
Thus
Y (a, z)fg(u) = fgY (a, z)u for any a ∈ V, u ∈M
0. (4.3)
Let a, b ∈ V, g ∈ G, u ∈ M0 and let k be a positive integer such that the following
associativities hold:
(z0 + z2)
kY (a, z0 + z2)Y (b, z2)u = (z0 + z2)
kY (Y (a, z0)b, z2)u, (4.4)
(z0 + z2)
kY (a, z0 + z2)Y (b, z2)fgu = (z0 + z2)
kY (Y (a, z0)b, z2)fgu. (4.5)
Then by (4.3)-(4.5) we have:
(z0 + z2)
kfgY (a, z0 + z2)Y (b, z2)u
= (z0 + z2)
kfgY (Y (a, z0)b, z2)u
= (z0 + z2)
kY (Y (a, z0)b, z2)fg(u)
= (z0 + z2)
kY (a, z0 + z2)Y (b, z2)fg(u)
= (z0 + z2)
kY (a, z0 + z2)fg(Y (b, z2)u). (4.6)
Multiplying by (z0 + z2)
−k we obtain
fgY (a, z0 + z2)Y (b, z2)u = Y (a, z0 + z2)fg(Y (b, z2)u). (4.7)
Thus
fgY (a, z1)Y (b, z2)u = Y (a, z1)fg(Y (b, z2)u). (4.8)
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Since V ·M0 = M , we get
fgY (a, z1)v = Y (a, z1)fgv for any a ∈ V, v ∈M. (4.9)
That is, fg is a V -endomorphism of M .
For any g, h ∈ G, both fg+h and fgfh are V
0-homomorphisms from M0 to Mg+h.
Since M0 is an irreducible V 0-module, fg+h is a constant multiple of fgfh. That is, there
is A(g, h) ∈ C∗ such that fg+h = A(g, h)fgfh from M
0 to Mg+h. Since each fg is a V -
endomorphism of M and M0 generates M by V , fg+h = A(g, h)fgfh holds on M . It is
clear that A(g, h) is a 2-cocycle.
Since G is cyclic, let G = 〈g〉 with o(g) = k. Since fkg is a V
0-endomorphism of M0
and M0 is an irreducible V 0-module, there is a complex number α such that fkg (u) = αu
for any u ∈M0. Then we modify fg by multiplying a k-th root of α, we have: f
k
g (u) = u
for any u ∈ M0. Since fg commutes with all vertex operators Y (a, z) for a ∈ V and
M0 generates M by V , we have fkg = IdM . Using fg we obtain a representation of G on
M . For any nonzero u ∈ M (0), Cu ⊕ Cfgu ⊕ · · · ⊕ Cf
k−1
g u is isomorphic to the regular
representation of G. For any character χ ∈ Gˆ, let M(χ) be the χ-homogeneous subspace
of M. Then M = ⊕χ∈GˆM(χ) and M(χ) 6= 0 for any χ ∈ Gˆ. Since G commutes with all
vertex operators Y (a, z) for a ∈ V , each M(χ) is a V -module. Since M(χ) 6= 0 for any
χ ∈ Gˆ and M is a direct sum of |G| irreducible V 0-modules, then each M(χ) must be an
irreducible V -module, so that it is also an irreducible V 0-module. ✷
Proof of Proposition 4.1. We are going to prove Proposition 4.1 by using induction
on |G|. If |G| = 1, there is nothing to prove. Suppose that Proposition 4.1 is true for any
finite abelian group with less than n elements. Suppose that |G| = n with n > 1. Let H
be a subgroup of G of prime order. Set V (H) = ⊕h∈HV
(h) and V (g+H) = ⊕h∈HV
(g+h) for
g ∈ G. Then V (H) is a simple vertex operator algebra and each V (g+H) is a simple current
for V (H). Similarly set M (H) = ⊕h∈HM
(h). Let H0 be the subset of H consisting of h such
thatM (h) is isomorphic toM (0). Then it is clear thatH0 is a subgroup ofH . Consequently,
either H0 = H or H0 = 0. By Lemmas 4.2 and 4.3, M
(H) is a direct sum of irreducible
V (H)-modules. Let M (H) = W1 ⊕ · · · ⊕Wm, where Wj are irreducible V
(H)-modules. Let
M j be the V -module generated by Wj . Denote the span of {anw|a ∈ V
g, n ∈ Z, w ∈ Wj}
by V gWj for g ∈ G. Then from the proof of Lemmas 4.2 and 4.3,
Mj =
∑
g∈G
V gWj = ⊕k∈G/HV
kWj
and M =
∑
j=1M
j . Then V (H), G/H,Mj satisfy the assumptions of Proposition 4.1. By
the inductive assumption, each Mj is a direct sum of irreducible V -modules, hence so too
is M . ✷
Theorem 4.4 Suppose that V 0 is rational and that for any irreducible V 0-module W 0, if
there is a V -module W such that W 0 is a V 0-submodule of W , then W 0 can be lifted to
be a V -module M = ⊕g∈GM
g with M0 =W 0. Then V is rational.
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Proof. LetW be any V -module. Then W is a completely reducible V 0-module. Thus
it suffices to prove that any irreducible V 0-submodule W 0 of W generates a completely
reducible V -submodule of W . By assumption, there is a V -module M = ⊕g∈GM
g such
that
M0 = W 0, anM
h ⊆Mg+h for any a ∈ V g, n ∈ Z, g, h ∈ G. (4.10)
From Proposition 4.1, M is a completely reducible V -module. So it is sufficient to prove
that the V -submodule 〈W 0〉 of W generated by W 0 is a V -homomorphism image of M .
It is easy to see that (M,Y (·, z)) is a tensor product of V 0-modules V with M0 = W 0.
Therefore there is a V 0-homomorphism f from M to W such that
YW (a, z)u = fYM(a, z)u for any a ∈ V, u ∈M
0 = W 0. (4.11)
Using the same argument used in the proof of Lemma 4.3 we obtain:
YW (a, z)f(u) = fYM(a, z)u for any a ∈ V, u ∈M. (4.12)
Then f is a V -homomorphism from M to W . Then 〈W 0〉 is a completely reducible
V -module. Therefore M is a completely reducible V -module. ✷.
Theorem 4.5 Suppose that V 0 is rational and that for any g ∈ G, there is an hg ∈ V1
satisfying condition (2.18) and such that V g is V 0-isomorphic to (V 0, Y (∆(hg, z)·, z)).
Then V is rational.
Proof. This follows from Theorem 4.4 and Corollaries 3.14-15 immediately. ✷
5 Applications to affine Lie algebras
This section is devoted to the study of affine Kac-Moody algebras and their representa-
tions. It is well known that L(lΛ0) is a vertex operator algebra (see the definition below)
and any weak module which is truncated below is a direct sum of standard modules of
level l (cf. [DL] and [FZ]). In this section we improve this result by showing that under a
mild assumption, any weak module is a direct sum of standard modules of level l. Then
we discuss the simple currents for vertex operator algebras L(lΛ0) and various extensions
of L(lΛ0) as applications of results obtained in previous sections.
Let g be a finite-dimensional simple Lie algebra with a fixed Cartan subalgebra H and
let {ei, fi, α
∨
i |i = 1, · · · , n} be the Chevalley generators. Let (·, ·) be the normalized Killing
form on g such that the square norm of the longest root is 2. Let Q = Zα1 ⊕ · · · ⊕ Zαn,
where α1, · · · , αn are all simple roots. Notice that α
∨
1 , · · · , α
∨
n form a basis for H . Let
hi ∈ H such that αi(hj) = δi,j for i, j = 1, · · · , n. Let θ =
n∑
i=1
aiαi be the highest positive
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root. Let λi (i = 1, · · · , n) be the fundamental weights for g (cf. [H]). A dominant integral
weight λ is called a minimal weight (cf. [H]) if there is no dominant integral weight γ
satisfying λ−γ ∈ Q+. Then λi is minimal if and only if ai = 1, and all minimal dominant
integral weights are given as follows (cf. [H]):
An : λ1, · · · , λn
Bn : λn
Cn : λ1
Dn : λ1, λn−1, λn
E6 : λ1, λ6
E7 : λ7. (5.1)
Let g˜ be the affine Lie algebra [K] with Chevalley generators {ei, fi, α
∨
i |i = 0, · · · , n}.
Then each λi for 1 ≤ i ≤ n is naturally extended to a fundamental weight Λi for g˜. Let
Λ0 be the fundamental weight for g˜ defined by Λ0(α
∨
i ) = δi,0 for 0 ≤ i ≤ n (cf. [K]). Then
Λi is of level one if and only if a
∨
i = 1 (see [K] for the definition of a
∨
i ). Let λ ∈ H
∗ and
let ℓ be any complex number. Then we denote by L(ℓ, λ) the highest weight g˜-module of
level ℓ with lowest weight λ. It is well known (cf. [DL], [FZ], [Li1]) that L(ℓ, 0) is a vertex
operator algebra. One can identify g as a subspace of L(ℓ, 0) through the linear map
φ : u 7→ u−11. Using this formulation, it was proved in [Li4] that if λi is minimal, then
for any ℓ, L(ℓΛi) (or L(ℓ, λi)) is an irreducible (weak) L(ℓ, 0)-module and it is a simple
current. The following proposition is proved in [Li4]. Since the information obtained is
useful (see Remarks 5.2 and 5.3), we repeat the short proof here.
Proposition 5.1 Suppose that λi is minimal. Let ℓ be any complex number which is not
equal to −Ω, where Ω is the dual Coxeter number of g. Then L(ℓΛi) is isomorphic to
(L(ℓ, 0), Y (∆(hi, z)·, z)) as a g˜-module. Consequently, L(ℓΛi) is a simple current.
Proof. Note that θ(hi) = ai = 1. By definition we have:
∆(hi, z)α
∨
j = α
∨
j + ℓδi,jz
−1, ∆(hi, z)ei = zei, ∆(hi, z)fi = z
−1fi, (5.2)
∆(hi, z)ej = ej, ∆(hi, z)fj = fj , ∆(hi, z)fθ = z
−1fθ for j 6= i. (5.3)
In other words, the corresponding automorphism ψ of U(g˜) or U(L(ℓ, 0)) satisfies the
following conditions:
ψ(α∨i (n)) = α
∨
i (n) + δn,0ℓ, ψ(ei(n)) = ei(n+ 1), ψ(fi(n)) = fi(n− 1); (5.4)
ψ(α∨j (n)) = α
∨
j (n), ψ(ej(n)) = ej(n), ψ(fj(n)) = fj(n) for j 6= i, n ∈ Z, (5.5)
and
ψ(fθ(n)) = fθ(n− 1) for n ∈ Z. (5.6)
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Then the vacuum vector 1 in (L(ℓ, 0), Y (∆(hi, z)·, z)) is a highest weight vector of weight
ℓΛi. Thus (V, Y (∆(hi, z)·, z)) is isomorphic to L(ℓΛi) as a g˜-module. By Proposition 2.12,
L(ℓΛi) is a simple current. ✷
Remark 5.2 It has been shown [FG] by calculating the four point functions that if λi is
a minimal weight and ℓ is a positive integer, then L(ℓΛi) is a simple current. Moreover
if g is of type E8, L(Λ7) is a simple current of level 2 which is not isomorphic to L(2, 0).
It has also been proved [F] that these are the all simple currents. In string theory, simple
currents are useful for constructing modular invariants.
Remark 5.3 From the proof of Proposition 5.1 we see that the vacuum 1 becomes a
lowest weight vector of L(ℓΛi). The lowest weight of L(ℓΛi) is
ℓ
2
〈hi, hi〉 because L(0) acts
on L(ℓΛi) (= L(ℓΛ0)) as L(0) + hi(0) +
ℓ
2
〈hi, hi〉. In general, if h ∈ H satisfies αi(h) ∈ Z
for i = 1, · · · , n, it follows from the proof of Proposition 5.1 that the vacuum vector is a
lowest weight vector for g˜ if and only if either h = 0 or h corresponds to a minimal weight.
Then for some h ∈ H, (L(ℓ, 0), Y (∆(h, z)·, z)) might not be a highest weight g˜-module.
Next we shall prove that if ℓ is a positive integer, then for any h ∈ H satisfying
αi(h) ∈ Z for i = 1, · · · , n and for any L(ℓ, 0)-module (M,YM(·, z)), (M,YM(∆(h, z)·, z))
is an ordinary L(ℓ, 0)-module. From now on, we assume that g is a fixed finite-dimensional
simple Lie algebra and ℓ is a fixed positive integer.
The following lemma easily follows from Proposition 13.16 in [DL] (see [Li1] or [MP]
for a proof).
Lemma 5.4 Let M be any weak L(ℓ, 0)-module and let e ∈ gα, where α is any root of g.
Then YM(e, z)
ℓ+1 = 0 if α is a long root and YM(e, z)
3ℓ+1 = 0 for any α.
Lemma 5.5 Let M be any nonzero weak L(ℓ, 0)-module on which tC[t] ⊗H acts locally
nilpotently. Then M contains a standard g˜-module of level ℓ.
Proof. Set g˜+ = tC[t] ⊗ g. We define M
0 = {u ∈ M |g˜+u = 0}. Since [g, g˜+] ⊆ g˜+,
gM0 ⊆ M0. Let 0 6= e ∈ gθ. Applying YM(e, z)
ℓ+1 to M0 and extracting the coefficient
of z−ℓ−1, we obtain e(0)ℓ+1M0 = 0. By Proposition 5.1.2 in [Li1] (see also [KW]), M0 is
a direct sum of finite-dimensional irreducible g-modules. If M0 6= 0, let u be a highest
weight vector for g in M0. Then u is a highest weight vector for g˜. Extracting the
constant from YM(e, z)
ℓ+1u = 0 we obtain e(−1)ℓ+1u = 0. Then u generates a standard
g˜-module. So it suffices to prove that M0 is nonzero. For any u ∈M , it follows from the
definition of a weak L(ℓ, 0)-module that g˜+u is finite-dimensional. Let u be a nonzero
vector ofM such that g˜+u has minimal dimension. If the minimal dimension is zero, then
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we are done. Suppose the minimal dimension is not zero. Let k be an integer such that
g(n)u = 0 for n > k and that there is a nonzero a ∈ g such that a(k)u 6= 0. Without
loss generality we may assume that a ∈ gα for some root α or a ∈ H . By assumption,
k > 0. If a ∈ gα for some root α, then YM(a, z)
3ℓ+1u = 0 implies that a(k)3ℓ+1u = 0. If
a ∈ H , by assumption a(k) locally nilpotently acts on u. Therefore, there is a nonnegative
integer r such that a(k)ru 6= 0 and a(k)r+1u = 0. Let v = a(k)ru. If b(n)u = 0 for some
b ∈ g, n > 1, then b(n)v = 0. Then dim g˜+v ≤ dim g˜+u − 1, contradiction. The proof is
complete. ✷
Proposition 5.6 Let M be a weak L(ℓΛ0)-module on which tC[t]⊗H acts locally nilpo-
tently. Then M is a direct sum of standard g˜-modules of level ℓ.
Proof. Let M1 be a direct sum of standard submodules of M . We have to prove that
M = M1. Otherwise, the quotient module M¯ = M/M1 is not zero. By lemma 5.5, there
is a standard submodule of M¯ , say W/M1, where W is a submodule of M containing M1.
It follows from Theorem 10.7 in [K] that W is a direct sum of standard modules, so that
W = M1, contradiction. ✷
Corollary 5.7 Let h ∈ H such that α(h) ∈ Z for any root α of g and let (M,YM(·, z))
be any L(ℓ, 0)-module. Then (M,Y (∆(h, z)·, z)) is also an L(ℓ, 0)-module.
Proof. Since any L(ℓ, 0)-module M is a direct sum of finitely many standard g˜-
modules and a direct sum of finitely many L(ℓ, 0)-modules is a module, it suffices to
prove the corollary for an irreducible module M . Since ∆(h, z) is invertible, it is clear
that (M,Y (∆(h, z)·, z)) is still irreducible as a g˜-module. It follows from the proof of
Proposition 2.15 that (M,Y (∆(h, z)·, z)) is still a direct sum of highest weight modules
for the Heisenberg Lie algebra Hˆ . By Proposition 5.6, (M,Y (∆(h, z)·, z)) is a direct sum
of standard g˜-modules of level ℓ. Consequently, M is a standard g˜-module of level ℓ. The
proof is complete. ✷
Remark 5.8 If we just consider the action of the affine Lie algebra g˜, it is easy to see
that the transition from L(ℓ, 0) to L(ℓ, λi) is due to an Dynkin diagram automorphism of
g˜. The automorphism group of the Dynkin diagram of the affine Lie algebra is commonly
called the outer automorphism group. To a certain extent we have realized them explicitly
as “inner automorphisms” in terms of exponentials of certain elements of g˜.
Remark 5.9 It is very special for E8 that there is a simple current other than the vac-
uum representation when ℓ = 2, but there is no outer automorphism. Let h ∈ H be
the element uniquely determined by αi(h) = δi,7 for 1 ≤ i ≤ 7. By Corollary 5.7,
(L(2, 0), Y (∆(h, z)·, z)) is still a standard module and it is a simple current. It is in-
teresting to ask what this module is. If this module is L(2, λ7), then all simple currents
can be constructed in terms of ∆(h, z).
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Let L be the Z-span of all minimal weights of g. Then it follows from Theorem 3.21
that for any positive integral level ℓ, the direct sum of all simple currents of L(ℓ, 0) is an
abelian intertwining algebra.
Theorem 5.10 Let g be a finite-dimensional simple Lie algebra, but not of type E8 with
a fixed Cartan subalgebra H and let ℓ be any positive integer. Then the direct sum of
all (simple currents) L(ℓ, 0)-modules L(ℓ, λi) for all minimal weights λi is an abelian
intertwining algebra.
Example 5.11 Let g be of type An. From [H] we have:
λi =
1
n+ 1
((n− i+ 1)α1 + 2(n− i+ 1)α2 + · · ·+ (i− 1)(n− i+ 1)αi−1)
+
1
n+ 1
(i(n− i+ 1)αi + i(n− i)αi+1 + · · ·+ iαn) . (5.7)
Then
hi =
1
n + 1
(
(n− i+ 1)α∨1 + 2(n− i+ 1)α
∨
2 + · · ·+ (i− 1)(n− i+ 1)α
∨
i−1
)
+
1
n+ 1
(
i(n− i+ 1)α∨i + i(n− i)α
∨
i+1 + · · ·+ iα
∨
n
)
.
By a simple calculation we get (hi, hi) =
i(n+1−i)
n+1
for 1 ≤ i ≤ n. Let L = L1 = Zh1. Notice
that (from (3.7))
〈h, h′〉1 = h(1)h′ = h(1)h′(−1)1 = ℓ(h, h′) (5.8)
for h, h′ ∈ H . Then 〈hi, hi〉 =
ℓi(n+1−i)
n+1
. By definition, P is the root lattice with the bilinear
form ℓ(·, ·). If ℓ ∈ 2(n + 1)Z+, L1 satisfies condition (3.56). Suppose that L0 = kL1 for
some positive integer k. By Corollaries 3.13 and 2.9, L(l, 0) ⊕⊕k−1i=0L(ℓ, λ1)
⊠i is a vertex
operator algebra if ℓ ∈ 2(n+1)Z+. In fact, L0 = (n+1)L1. By Theorem 4.5, it is rational.
For other types, there are similar arguments, so we just briefly state the result.
Example 5.12. If g is of type Bn, then (cf. [H])
λn =
1
2
(α1 + 2α2 + · · ·+ nαn). (5.9)
Thus hn =
1
2
(α∨1 + 2α
∨
2 + · · · + nα
∨
n). Let L = L1 = Zhn. Since L(ℓ, λn) is isomor-
phic to its contragredient module, we have a nonzero intertwining operator of type(
L(ℓ, 0)
L(ℓ, λn)L(ℓ, λn)
)
. Then 2hn ∈ L0. Thus L0 = 2L1. Since (hn, hn) = 1, we have
〈λn, λn〉 = ℓ. Then by Corollary 3.13 and Theorem 4.5, L(ℓ, 0) ⊕ L(ℓ, λn) is a rational
vertex operator algebra for ℓ is even and L(ℓ, 0) ⊕ L(ℓ, λn) is a rational vertex operator
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superalgebra if ℓ is odd. If ℓ = 1, the lowest weight of L(1, λn) is
1
2
. It follows from the
super Jacobi identity that L(1, λn) 1
2
generates a Clifford algebra. This result explains why
one can realize B˜n [LP] in terms of the representations of a Clifford algebra.
Example 5.13. If g is of type Cn, then
λ1 = α1 + · · ·+ αn−1 +
1
2
αn. (5.10)
Thus h1 = α
∨
1 + · · · + α
∨
n−1 +
1
2
α∨n . Since (h1, h1) = 1, we have: 〈h1, h1〉 = ℓ. Thus
L(ℓ, 0)⊕L(ℓ, λn) if ℓ is even is a rational vertex operator algebra and L(ℓ, 0)⊕L(ℓ, λn) is
a rational vertex operator superalgebra if ℓ is odd.
Example 5.14. If g is of type Dn, then
λ1 = α1 + · · ·+ αn−2 +
1
2
(αn−1 + αn),
λn−1 =
1
2
(
α1 + 2α2 + · · ·+ (n− 2)αn−2 +
n
2
αn−1 +
n− 2
2
αn
)
,
λn =
1
2
(
α1 + 2α2 + · · ·+ (n− 2)αn−2 +
n− 2
2
αn−1 +
n
2
αn
)
. (5.11)
Then
h1 = α
∨
1 + · · ·+ α
∨
n−2 +
1
2
(α∨n−1 + α
∨
n),
hn−1 =
1
2
(
α∨1 + 2α
∨
2 + · · ·+ (n− 2)α
∨
n−2 +
n
2
α∨n−1 +
n− 2
2
α∨n
)
,
hn =
1
2
(
α∨1 + 2α
∨
2 + · · ·+ (n− 2)α
∨
n−2 +
n− 2
2
α∨n−1 +
n
2
α∨n
)
. (5.12)
By a simple calculation we obtain:
(h1, h1) = 1, (hn−1, hn−1) = (hn, hn) =
n
4
. (5.13)
Then
〈h1, h1〉 = ℓ, 〈hn−1, hn−1〉 = 〈hn, hn〉 =
nℓ
4
. (5.14)
Let L = L1 = Zh1 ⊕ Zhn−1 ⊕ Zhn. It is not difficult to see that L0 = 2L1. Thus
L(ℓ, 0) ⊕ L(ℓ, λ1) ⊕ L(ℓ, λn−1) ⊕ L(ℓ, λn) is an abelian intertwining algebra with Z2 × Z2
as its grading group. (This has been proved in [DL].) Furthermore, L(ℓ, 0) ⊕ L(ℓ, λ1)
is a rational vertex operator superalgebra. Another special case is when nℓ is divisible
by 8 [DM]: L(ℓ, 0)⊕ L(ℓ, λn−1) and L(ℓ, 0) ⊕ L(ℓ, λn) are (holomorphic) vertex operator
algebras.
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