We propose new weak error bounds and expansion in dimension one for optimal quantization-based cubature formula for different classes of functions, such that piecewise affine functions, Lipschitz convex functions or differentiable function with piecewise-defined locally Lipschitz or α-Hölder derivatives. This new results rest on the local behaviors of optimal quantizers, the L r -L s distribution mismatch problem and Zador's Theorem. This new expansion supports the definition of a Richardson-Romberg extrapolation yielding a better rate of convergence for the cubature formula. An extension of this expansion is then proposed in higher dimension for the first time. We then propose a novel variance reduction method for Monte Carlo estimators, based on one dimensional optimal quantizers.
Introduction
Optimal quantization was first introduced by Sheppard in [20] , who worked on optimal quantization of the uniform distribution on unit hypercubes. It was then extended to more general distributions with applications to Signal transmission at the Bell Laboratory in the 50's (see [7] ) and then developed as a numerical method in the early 90's, for expectation approximations (see [11] ) and later for conditional expectation approximations (see [1] [2] [3] 15] ).
In modern terms, vector quantizations consists in finding the projection for the L p -Wasserstein distance of a probability measure on R d with a finite p-th moment on the convex subset of Γ-supported probability measure, where Γ is a finite subset of R d . The aim of Optimal Quantization is to determine the set Γ N with cardinality at most N which minimizes this distance among all such sets Γ. Formally, if we consider a random vector X ∈ L p (Ω, A, P), we search for Γ N , the solution to the following problem is often referred to as the distortion of order p. The existence of an optimal quantizer at a given level N has been shown in [9, 11] and in the one-dimensional case if the distribution of X is absolutely continuous with a log-concave density then there exists a unique optimal quantizer at level N . In the present paper we will only consider the one dimensional case. Moreover, we are not only interested by the existence of such a quantizer but also in the asymptotic behavior of the distortion because it is an important feature for the method in order to determine the level of the error introduced by the approximation. The question concerning the sharp rate of convergence of X − X d . For more insights on the mathematical/probabilistic aspects of Optimal quantization theory, we refer to [9, 13] .
The reason we are interested in this optimal quantizer is for numerical integration. The discrete feature of the optimal quantizer X N allows us to define, for every continuous function f : R d −→ R, where f (X) ∈ L 2 (P), the following quantization-based cubature formula
where p i = P( X N = x N i ). Indeed, as X N is constructed as the best discrete approximation of X in L p (P), it is reasonable to approach E f (X) by E f ( X N ) which is useful for numerical integrations problems.
The problem of numerical integration appears a lot in applied fields, such as Physics, Computer Sciences or Numerical Probability. with S 0 = s 0 , W a standard Brownian motion living on a probability space (Ω, A, P) and b and σ Lipschitz continuous in x with respect to s ∈ [0, t], which are the standard assumptions in order to ensure the existence of a strong solution of the SDE. Since it is often impossible to compute E f (S t ) directly, it has been proposed in [11] to compute an optimal quantizer X N of X ∼ S t and use the previously defined quantization-based cubature formula as an approximation.
An other approach, often used in order to approximate E f (X), is to design a Monte Carlo simulation I M := M m=1 f (X m ), where (X m ) m=1,...,M is a sequence of independent copies of X. The method's rate of convergence is determined by the strong law of numbers and the central limit theorem, which says that if X is square integrable, then
where σ 2 f (X) = Var(f (X)). One notices that, for a given M the limiting factor of the method is σ 2 f (X) . Hence, a lot of methods have been developed in order to reduce the variance term: antithetic variables, control variates, importance sampling, etc. The reader can refer to [8, 14] for more details concerning the Monte Carlo methodology and the variance reduction methods.
In this paper we propose a novel variance reduction method of Monte Carlo estimator through quantization. Our method innovates in that it uses a linear combination of one dimensional control variates to reduce the variance of a higher dimensional problem. More precisely, we introduce a quantization-based control variates Ξ 
, where X k is the k-th component of X, X N k is an optimal quantizer of X k of size N and f k : R → R is designed from f . Looking closely at the introduced control variates, one notices that we introduce a bias in the approximation. However, because it is closely linked to weak error this bias can be controlled. The present paper focuses on the weak error's rate of convergence.
First, we place ourselves in the case where X is a random variable in dimension one and we consider a quadratic optimal quantizer. We work on the rate of convergence of the weak error induced by the expectation approximation by an optimal quantization-based cubature formula for different classes of functions f
The first classical result concerns Lipschitz continuous function. Using directly the Lipschitz property of f and Zador's Theorem a rate of order 1 (α = 1) can be obtained. Moreover, if we consider the supremum among all functions where the Lipschitz constant is upper-bounded by 1, then
A faster rate (α = 2) can be reached for differentiable functions with Lipschitz derivative, using a Taylor expansion with integral remainder and the following stationarity property of quadratic optimal quantizers
Moreover, considering the supremum among all functions where the Lipschitz constant of the derivative is upper-bounded by 1, we have
where the limit is given by Zador's Theorem. A detailed summary about this results can be found in [14] .
In the first part of this paper, we extend this improved rate (α = 2) to less smooths classes of functions in one dimension. These new results enable us to design efficient variance reduction methods in high dimensional settings with in view applications to option pricing. The new results concerns the following classes of functions
• Lipschitz continuous piecewise affine functions with finitely many breaks of affinity. We use the stationarity property of the optimal quantizer on the cells where there is no break of affinity and then we control the error on the remaining cells using results on the local behavior of the quantizer.
• Lipschitz convex functions, using local behaviors results on optimal quantizers. We use a representation formula for convex functions as integrals of ridge functions combined with the local behavior result in order to control the error again.
• Differentiable functions with piecewise-defined locally Lipschitz derivative. The functions have K breaks of affinity {a 1 , . . . , a K }, such that −∞ = a 0 < a 1 < · · · < a K < a K+1 = +∞ and the locally Lipschitz property of the derivative is defined by
for certain g k functions. We use the locally Lipschitz property of the derivative combined with the L r -L s distortion Theorem and Zador's Theorem on the cells where there is no break of affinity and then we control the error on the remaining cells using results on the local behavior of the quantizer.
• Differentiable functions with piecewise-defined locally α-Hölder derivative. The functions have K breaks of affinity {a 1 , . . . , a K }, such that −∞ = a 0 < a 1 < · · · < a K < a K+1 = +∞ and the locally α-Hölder property of the derivative is defined by
for certain g k functions. For this class of function, the rate of convergence is of order 1 + α. The result is obtained using the same ideas as in the locally Lipschitz case.
Hence, for all this classes of functions, except the last one, we have
In the second part of the paper we deal with the weak error expansion of the approximation of E f (X) by E f ( X N ). First, we place ourselves in the one dimensional case by considering f : R → R a twice differentiable function with bounded second derivative and X : (Ω, A, P) → R. Through a second order Taylor expansion and with the help of Corollary 1.7, Theorem 1.12 and the L r -L s distortion mismatch Theorem we obtain
where β ∈ (0, 1). This expression suggests using a Richardson-Romberg extrapolation in order to kill the first term of the expansion yielding
Second, we present a result in higher dimension when considering f : R d → R a twice differentiable function with bounded Hessian, X : (Ω, A, P) → R d with independent components
Using product quantizer allows us to rely on the one dimensional results for quadratic optimal quantizers and in that case we have
The paper is organized as follows. First we recall some basic facts and deeper results about optimal quantization in Section 1. In Section 2, we present our new results on weak error for some classes of functions. Then, we see in Section 3 how to derive weak error expansion allowing us to specify the right hypothesis under which we can use a Richardson-Romberg extrapolation. Finally, we conclude with some applications. The first one is the introduction of our novel variance reduction involving optimal quantizers. The last one exhibits the results shown in Section 2 and 3, by considering a Black-Scholes model and pricing different types of European Options, and presents a numerical example for the variance reduction.
About optimal quantization (d = 1)
Let X be a R-valued random variable with distribution P X defined on a probability space 
where ∀k ∈ 2, N ,
We can now define the quantization of X by composing Proj Γ N and X
and the point-wise error induced by the replacement of X by X Γ N given by
In order to alleviate the notations, from now on we write X N in place of X Γ N .
The L 2 -mean (or mean quadratic) quantization error induced by the replacement of X by the quantization of X using a N -quantizer Γ N ⊂ R is defined as the quadratic norm of the point-wise error previously defined
It is convenient to define the quadratic distortion function at level N as the squared mean quadratic quantization error on (R) N :
Remark. All these definitions can be extended to the L p case. For example the L p -mean quantization error induced by a quantizer of size N is
We briefly recall some classical theoretical results, see [14] for further details. (b) If the support of the distribution P X of X has at least N elements, then
converges to 0 and is decreasing as long as it is positive.
Following the existence of a minimum for Q 2,N at x (N ) , we can define an optimal quadratic N -quantizer. Definition 1.5. A grid associated to any N -tuple solution to the above distortion minimization problem is called an optimal quadratic N -quantizer.
A really interesting and useful property concerning quadratic optimal quantizers is the stationarity property. Proposition 1.6. (Stationarity) Assume that the support of P X has at least N elements. Any L 2 -optimal N -quantizer Γ N ∈ (R) N is stationary in the following sense: for every Voronoï quantization X N of X,
-optimal quantization of X, hence has the above stationarity property, and f (X) ∈ L 2 (P) with f :
Proof. The proof is straightforward, indeed
We now take a look at the asymptotic behavior in N of the quadratic mean quantization error. We saw in Theorem 1.4 that the infimum of the quadratic distortion converges to 0 as N goes to infinity. The next Theorem, known as Zador's Theorem, analyzes the rate of convergence of the L p -mean quantization error.
, where ν ⊥ λ i.e. is singular with respect to the Lebesgue measure λ on R. Then, there is a constant J p,1 ∈ (0, +∞) such that
(b) Non asymptotic upper-bound. Let δ > 0. There exists a real constant C 1,p,δ ∈ (0, +∞) such that, for every R-valued random variable X,
where, for r ∈ (0, +∞), σ r (X) = min a∈R X − a r ≤ +∞. Now, we state some intuitive but remarkable results concerning the local behavior of the optimal quantizers. Lemma 1.9. Let P X be a distribution on the real line with connected support supp(P X ). Let
where K 0 is a compact set.
Considering the weighted empirical measure
∈ supp(P X ) then the lower-bound of K 0 is the inf(supp(P X )) otherwise if −∞ ∈ supp(P X ), then following the same idea as above, we can apply the same deductions in order to show that inf N x N ia−1/2 > −∞ which gives us the lower-bound of
The next result treat of the local behavior of optimal quantizer, more precisely it characterizes the rate of convergence, in function of N , of the weights and the local distortions associated to an optimal quantizer. Theorem 1.10. [5] (Local behavior of optimal quantizers) Let P X be a distribution on the real line with connected support supp(P X ). Assume that P X has a probability density function ϕ which is positive and Lipschitz continuous on every compact set of the interior (m, M ) of
be a sequence of stationary and L r -asymptotically optimal quantizers, r > 0.
(a) The sequence of functions (ψ N ) N ≥1 defined by
The local distortion is asymptotically uniformly distributed i.e., for every The next result is a weaker version of Theorem 1.10 but it is a really useful tool when dealing with weak error induced by quantization-based cubature formulas. 
Proof. If s = 1, using Schwarz's inequality
And applying Theorem 1.10 with P X = ϕ · λ and r = 2, one derives
Otherwise, for 1 < s < r, using Holder's inequality with p = 1 s and q =
And using the result proved above for s = 1 and ( 1.7), we obtain the desired result
The following result will be useful in the last part of the paper. It is a weaker version of the theorem originally proved in [6] .
for every function g : R → R such that E g(X) < +∞, with Q 2 (P X ) the Zador's constant.
The last result we state an answer to the following question: what can we say about the rate of convergence of E |X − X N | 2+β knowing that X N is a quadratic optimal quantization? This problem is known as the distortion mismatch problem and has been first addressed in [10] and the results have been extended in Theorem 4.3 of [17] .
(Ω, A, P) → R be a random variable and let r ∈ (0, +∞). Assume that the distribution P X of X has a non-zero absolutely continuous component with density ϕ. Let (Γ N ) N ≥1 be a sequence of L r -optimal grids. Let s ∈ (r, r + 1). If
for some δ > 0, then lim sup
Let X ∈ L 2 (P) and X N a quadratic optimal quantizer of X which takes its values in the finite grid
One of the application of the framework developed above is the approximation of expectations of the form E f (X). Indeed, as X N is close to X in L 2 (P), a natural idea is to replace X by X N inside the expectation
The above formula is referred as the quantization-based cubature formula to approximate E f (X). Now, we need to have an idea of the error we make when doing such an approximation and, if convergence to the expectation there is, what is the speed of that convergence? For that, we want to find the largest α ∈ R, such that the beyond limit is bounded
The first class of function we consider is the class of Lipschitz continuous functions, more precisely piecewise affine functions and convex Lipschitz functions. Then we deal with differentiable functions with piecewise-defined derivatives.
Piecewise affine functions
We improve the standard rate of convergence which is of order 1 for Lipschitz functions by considering a subclass of the Lipschitz continuous functions, namely piecewise affine functions. This new result shows that the weak error induced is of order 2 (α = 2 in (2.2)).
Lemma 2.1. Assume that the distribution P X = ϕ · λ of X satisfies the conditions of Theorem 1.10. Let f : R → R a piecewise-defined affine function with finitely many breaks of affinity.
(a) If f is continuous, then there exists a real constant C f,X > 0 such that
Proof. Let I be a compact interval containing all the affinity breaks of f denoted a 1 , . . . , a .
(a) Let f supposed to be continuous. Note that f is Lipschitz (with coefficient denoted
where
contains an affinity break} since all other terms are 0. Indeed, as f (ξ) = α i ξ + β i on C i (Γ N ) and using Corollary 1.7
Now, taking the absolute value in (2.5), we have
and using Corollary 1.11 with s = 1, we have the desired result, with an explicit asymptotic upper bound,
(b) The sum in (2.5) in the discontinuous case is still true. However, the bound in (2.6) changes and becomes
with f | K 0 ∞ the maximum of f on K 0 where K 0 is defined as the compact appearing in Lemma 1.9 stating that the union on all N of all the cells where their intersection with the interval [a 1 , a ] is non empty lies in a compact K 0 , namely
The desired limit is obtained using Theorem 1.10.
Lipschitz Convex functions
Thanks to the previous result on piecewise-affine functions, we can extend the rate of convergence of order 2 to a bigger class of functions: Lipschitz convex functions. We recall that a real-valued function f defined on a non-trivial interval I ⊂ R is convex if
for every t ∈ [0, 1] and x, y ∈ I. If f : I → R is supposed to be a convex function, then its right and left derivatives exist, are non-decreasing onI and ∀x ∈I, f − (x) ≤ f + (x). Moreover, as f is supposed to be Lipschitz continuous, then f − and f + are bounded on
Remark. One of the very interesting properties of convex functions when dealing with stationary quantizers follows from Jensen's inequality. Indeed, for every convex function f :
This means that the quantization-based cubature formula used to approximate E f (X) is a lower-bound of the expectation.
We present, here, a more convenient and general form of the well known Carr-Madan formula representation (see [4] ). Proposition 2.2. Let f : I → R be a Lipschitz convex function and let I be any interval non trivial ( = ∅, {a}) with endpoints a, b ∈ R. Then, there exists a unique finite non-negative Borel measure ν := ν f on I such that,
Proof. Let f : I → R be a Lipschitz convex function. We can define the non-negative finite measure ν := ν f on I by setting
(2.10)
The finiteness of ν is induced by the Lipschitz continuity of f as the left and right derivatives are bounded by
First of all, we consider the case where I = R. For every x ≥ 0, we have the following representation of f (x):
using Fubini's Theorem and noting that
Then,
Now, we consider the case where I is an interval with endpoints a, b ∈ R. The same computations can be made with f defined on
with c ∈ I (for example c = a+b 2 ). We can now use the representation of convex functions given above and extend the result concerning the weak error of order 2 (α = 2 in (2.2)). Proposition 2.3. We assume that the distribution P X = ϕ · λ of X satisfies the conditions of Theorem 1.10. Let I be any non-trivial interval and let f : I → R be a Lipschitz convex function with second derivative ν (see Proposition 2.2). If supp(P X ) ∩ supp(ν) is compact then there exists a real constant C f,X > 0 such that
Remark. Assuming that supp(ν) is compact actually means that f (x) = α + x + β + , for x large enough (x ≥ K + ) and f (x) = α − x + β − , for x small enough (x ≤ K − ). Therefore, this class of function contains all classical vanilla financial payoffs: call, put, butterfly, saddle, straddle, spread, etc.
Proof.
(2.12)
We can use the integral representation of the convex function f , of the Proposition 2.2, with x := X and c := x i , noting by Corollary 1.7 that
we obtain 
yielding the desired result with the Theorem 1.10 if I P X ∩ J ν is compact. Under the hypothesis I P X ∩ supp(ν) compact, then by Lemma 1.9,
with K 0 := I P X ∩ J ν compact, which is what we were looking for.
Proposition 2.4. Assume that the distribution P X = ϕ · λ of X satisfies the conditions of Theorem 1.10 not only on compact sets but uniformly. Let I be any non-trivial interval then for every function f : I → R Lipschitz convex with second derivative ν defined as in Proposition 2.2, there exists a real constant C f,X > 0 such that
Proof. This proof is exactly the same as above the Proposition.
Remark. It has not be shown yet that Gaussian or Exponential random variables satisfy the conditions of Theorem 1.10 uniformly but empirical tests tend to confirm that they exhibit the error bound property for Lipschitz convex functions. More details are given in the numerical part.
Differentiable functions
In the following proposition, we deal with functions that are piecewise-defined and where their piecewise-defined derivatives are supposed to be locally-Lipschitz continuous or locally α-Hölder continuous on the non-bounded parts of the interval. We define below what we mean by locallyLipschitz and locally α-Hölder.
Definition 2.5.
• A function f : I → R is supposed to be locally-Lipschitz continuous, if
where [f ] Lip,loc is a real constant and g : R → R + .
• A function f : I → R is supposed to be locally α-Hölder continuous, if
where [f ] α,loc is a real constant and g : R → R + .
Proposition 2.6. Assume that the distribution P X of X satisfies the conditions of the L r -L sdistortion mismatch Theorem 1.13 and Theorem 1.10 concerning the local behaviors of optimal quantizers. If f : R → R is a piecewise-defined continuous function with finitely many breaks of affinity {a 1 , . . . , a K }, where −∞ = a 0 < a 1 < · · · < a K < a K+1 = +∞, such that the piecewise-defined derivatives denoted (f k ) k=0,...,d are (a) locally-Lipschitz continuous on (a k , a k+1 ) where ∃q k ≥ 1 such that the q k -th power of g k : (a k , a k+1 ) → R + defined in Definition 2.5 are convex and ( g k (X) q k ) k=1,K < +∞.
Then there exists a real constant C f,X > 0 such that
(b) locally α-Hölder continuous on (a k , a k+1 ), α ∈ (0, 1) such that the q k -th power of g k : (a k , a k+1 ) → R + defined in Definition 2.5 are convex and ( g k (X) q k ) k=1,K < +∞. Then there exists a real constant C f,X > 0 such that
In the first place, we define the set of all the indexes of the Voronoï cells that contains a break of affinity I N reg = {i ∈ 1, N :
.
(2.20)
First, we deal with the (p 2 ) term. As, i / ∈ I N reg , f is differentiable in C i (Γ N ) and admits a first-order Taylor expansion at the point x 
Now, we take the absolute value and we use the locally Lipschitz property of the derivative, yielding
21) with k i := {k ∈ 0, d : x i ∈ (a k , a k+1 )}. Under the convex hypothesis of g 
and using that f is bounded on
and the stationarity property of the optimal quantizer on C i (Γ N ), yielding
Now, we sum among all
Hence, using the result concerning the local behavior of optimal quantizers Corollary 1.11 as [a 1 , a K ] is compact, we have
Finally, using (2.24) and (2.23), we have the desired result 
Finally, using Corollary 1.11 and the L r -L s -distortion mismatch Theorem 1.13 with r = 2 and s = (1 + α)p < 3 under the condition X ∈ L (1+α)p 3−(1+α)p +δ (Ω, A, P), we have
The other parts of the proof are identical, yielding the desired result.
Remark. If one strengthen the hypothesis concerning the piecewise locally Lipschitz continuous derivative and consider in place that the derivative is piecewise Lipschitz continuous, then the hypothesis that X should satisfy the conditions of Theorem 1.13 can be relaxed. Indeed, the term 3K
) would be equal to zero and then we only need Zador's Theorem 1.8 for concluding.
Weak Error and Richardson-Romberg Extrapolation
One can improve the previous speeds of convergence using Richardson-Romberg extrapolation method. The Richardson extrapolation is a method that was originally introduced in numerical analysis by Richardson in 1911 (see [18] ) and developed later by Romberg in 1955 (see [19] ) whose aim was to speed-up the rate of convergence of a sequence, to accelerate the research of a solution of an ODE's or to approximate more precisely integrals.
Talay-Tubaro [21] and Pagès in [12, 14] used this concept for the computation of the expectation E(f (X T )) of a diffusion (X t ) t∈[0,T ] that cannot be simulated exactly as a given time T but can be approach by a simulable process X (h) T using a Euler scheme with time step h = T /n and n the number of time step. The main idea is to use the weak error expansion of the approximation in order to highlight the term we would kill. For example, using the following weak time discretization error of order 1
one reduces the error of the approximation using a linear combination of the approximate process X (h) T and a refiner process
Our goal within the optimal quantization framework is to improve the speed of convergence of the cubature formula using the same ideas. Let us consider a random variable X : (Ω, A, P) → R and a quadratic-optimal quantizer X N of X. In our case we show that, if we are in dimension one there exists, for some functions f , a weak error expansion of the form:
with β ∈ (0, 1). We present in subsection 3.2 a similar result in higher dimension.
In dimension one
This first result is focused on function f : R → R with Lipschitz second derivative. In that case, we have a weak error quantization of order two. The first term of the expansion is equal to zero, thanks to the stationarity of the quadratic optimal quantizer.
Proposition 3.1. Let f : R → R be a twice differentiable function with Lipschitz second derivative. Let X : (Ω, A, P) → R be a random variable and the distribution of P X of X has a non-zero absolutely continuous density ϕ and, for every N ≥ 1, let Γ N be an optimal quantizer at level N ≥ 1 for X. Then, ∀β ∈ (0, 1), we have the following expansion
Moreover, if ϕ : [a, b] → R + is a Lipschitz continuous probability density function, bounded away from 0 on [a, b] then we can choose β = 1, yielding
Proof. If f is twice differentiable with Lipschitz second derivatives, we have the following expansion
(3.6) hence replacing x and y by X and X N respectively and taking the expectation yields
where R(X, X) = 1 0
First, using Theorem 1.12 with f , we have the following limit
Now, we look closely at asymptotic behavior of R(X, X N ). One notices that, if we consider a Lipschitz function g : R → R, for any fixed α ∈ (0, 1),
In our case, taking g ≡ f , we have
with 0 < β < 1 where 12) with C β,f = C β,f 1 (2+β)(1+β) . Using now Theorem 1.13 with r = 2 and s = 2 + β, we have the desired result:
for every β ∈ (0, 1). If moreover, the density ϕ of X is Lipschitz continuous, bounded away from 0 on [a, b] then we can take β = 1. Now, following the Richardson-Romberg idea, we could combine approximations with optimal quantizers X N of size N and X M of size M , with M > N in order to kill the residual term, leading
(3.14)
A first extension in higher dimension
In this part, we give a first result on higher dimension concerning the weak error expansion of E f (X) when approached by E f ( X N ).
Proposition 3.2. Let f : R d → R be a twice differentiable function with bounded Hessian. Let X : (Ω, A, P) → R d be a random vector with independent components (X k ) k=1,...,d . For every
be quadratic optimal quantizers of (X k ) k=1,...,d taking values in the grids (Γ N k ) k=1,...,d respectively and we define X N as the product quantizer X taking values in the finite grid
Proof. If f is twice differentiable, hence we have the following Taylor's expansion Replacing x and a by X and X N respectively and taking the expectation
Noticing that, by Corollary 1.7,
where 3.19) and looking at the second term in (3.19)
(3.20) Now, using the Theorem 1.12, we have the following limits, for each k
Giving us the first part of the desired result
. Now, we take care of the integral part, we proceed using the same methodology as in the one dimensional case, using the hypothesis on the Hessian
(3.24)
Using now Theorem 1.13, let s = 2 + β, we have the desired result:
) and finally
for every β ∈ (0, 1). If moreover, the densities ϕ k of X k , for all k = 1, . . . , k, are Lipschitz continuous, bounded away from 0 on [a, b] then we can take β = 1.
Applications

Quantized Control Variates in Monte Carlo simulations
Let Z ∈ L 2 R d (Ω, A, P) be a random vector with components (Z k ) k=1,...,d and f : R d → R our function of interest. We are interested by the quantity
The standard method for approaching (4.1) if we are able to simulate independent copies of Z is to devise a Monte Carlo estimator. In this part, we present a reduction variance method based on quantized control variates. Let Ξ N our d dimensional control variate
where each component Ξ N k is defined by
3)
is an optimal quantizer of cardinal N of the component Z k . One notices that the complexity for the evaluation of f k is the same as the one of f . Now, defining
, we can introduce I N as an approximation for (4.1) 
The solution of the above optimization problem is the solution of following system
where D(Z), the covariance-variance matrix of (f k (Z k )) k=1,...,d , and B are given by
Remark. If the Z k 's are independents hence λ can be determined easily. Indeed, in that case the matrix D(Z) is diagonal. Then, the λ k 's are given by 
One notices that E(I − I λ,N ) = 0, with bias equal to
. However the quantity we are really interested by is not the bias but the MSE (Mean Square Error), yielding a bias-variance decomposition 
where the cost of the evaluation of
Moreover, using the results in the first part of the paper concerning the weak error, we could define a upper-bound for the M SE( I λ,N M ), indeed if each f k is in a class of function where the weak error of order two is reached when using a quantization-based cubature formula then
. Now, our minimization problem becomes inf
however we cannot find an explicit solution. Nevertheless, the standard approach when dealing with this kind of problem, if no solution is explicit, is to equally divide 2 between the bias and the variance:
hence the cost would be of order O( −2 ). However, as the cost is additive and in the case where σ 2 λ is close to Var(f (Z)), meaning that the control variate does not really reduce the variance, we want to reduce the bias as much as we can. So an other idea could be to choose both terms M and N of order O( −2 ), because the impact on the cost of the Monte Carlo is at least of this order. Then, we search θ ∈ (0, 1) defined by
such that the impact on the cost of the Monte Carlo part and the quantization part are of same order: O( −2 ). In that case, θ is given by
In practice, we do take not that high value for N . Indeed, the bias converges to 0 as N −4 , so taking optimal quantizers of size 200 or 500 is enough for considering that the bias is negligible compare to the residual variance of the Monte Carlo estimator.
Numerical results
Let (S t ) t∈[0,T ] be a geometric Brownian motion representing the dynamic of a Black-Scholes asset between time t = 0 and time t = T defined by
with (W t ) t∈[0,T ] a standard Brownian motion defined on a probability space (Ω, A, P), r the interest rate and σ the volatility. When considering to use optimal quantization when dealing with a Black-Scholes asset, we have two possibilities: either we take an optimal quantizer of a normal distribution as W T ∼ N (0; T ), either we build an optimal quantizer of a log-normal distribution as log(e
In this part we consider both approaches since each one has its benefits and drawbacks.
Optimal Quantizers of log-normal random variables need to be computed each time we consider different parameters for the Black-Scholes asset. Indeed, the only operations preserving the optimality of the quantizers are translations and scaling. However, this transformations are not enough if one wishes to build an optimal quantizer of a Log-Normal random variables with parameters µ and σ from an optimal quantizer of a standardized Log-Normal random variable. However, if one looses time by computing for each set of parameters an optimal quantizer for the log-normal random variable, it gains in precision. Now, if we consider the case of optimal quantizers of normal random variables, we loose in precision because we do not quantize directly our asset but the optimal quantizers of normal random variables can be computed once and for all and stored on a file. Indeed, we can build every normal random variable from a standard normal random variable using translations and scaling.
Substantial details concerning the optimization problem and the numerical methods for building quadratic optimal quantizers can be found in [14, 15] .
Vanilla Call
The payoff of a Call expiring at time T is
with K the strike and T the maturity of the option. Its price, in the special case of Black-Scholes model, is given by the following closed formula
where N (x) is the cumulative distribution function of the standard normal distribution,
Although the price of a Call in the Black-Scholes model can be expressed in a closed form, it is a good exercise to test new numerical methods against this benchmark. We compare the use of optimal quantizers of normal distribution, when one quantizes the law of the Brownian motion at time T and log-normal distribution when one quantizes directly the law of the asset S T at time T .
In the first case, we can rewrite I 0 in function of Z a normal distributed random variable
where f (x) := e −rT s 0 e (r−σ 2 /2)T +σ √ T x −K + is piecewise locally Lipschitz.
In the second case, we have
where g(x) := e −rT (x − K) + is piecewise affine with one break of affinity. The Black-Scholes parameters considered are First, we notice that both methods yield a weak-error of order 2, as desired. Second, if we look closely at the results the log-normal grids give a more precise price. However we need to build a specific grid each time we have a new set of parameters for the asset, whereas it is not the case when we choose to quantize the normal random variable, we can directly read precomputed grids with their associated weights in files.
Compound Option
The second product we consider is a Compound Option: a Put-on-Call. The payoff of a Puton-Call expiring at time T 1 is the following
with price
The inner expectation can be computed, using the fact that S T2 is a Black-Scholes asset and we know the conditional law of S T2 given S T1 . Using (4.8), the value of the inner expectation is
Hence, the price of the Put-On-Call option in (4.10) can be rewritten as
The Black-Scholes parameters considered are s 0 = 100, r = 0.03, σ = 0.2, whereas those of the Put-On-Call option are T 1 = 1/12, T 2 = 1/2, K 1 = 6.5 and K 2 = 100. The reference value is 1.3945704. As in the vanilla case, we compare the use of optimal quantizers of normal distribution and log-normal distribution. In the first case, we have
where Z ∼ N (0; 1) and f (Z) = e −rT1 (K 1 − Call BS (s 0 e (r−σ 2 /2)T +σ √ T Z , K 2 , r, σ, T 2 − T 1 )) + , and in the second case
where log(X) ∼ N ((r − σ 2 /2)T ; σ √ T ) and g(X) = e −rT1 (K 1 − Call BS (s 0 X, K 2 , r, σ, T 2 − T 1 )) + . The first graphic in the figure 2 represent the weak error between the benchmark and the quantization-based approximations in function of the size of the grid: N −→ |I 0 − E f ( Z N )| and N −→ |I 0 − E g( X N )|, the second allows us to observe if the rate of convergence is indeed of order 2.
Figure 2: Put-On-Call option in a Black-Scholes model.
We notice that both methods yield a weak-error of order 2 as desired, however it is not clear that one should use the log-normal representation of (4.10) in place of the Gaussian representation. Indeed, both constants in the rate of convergence are of the desired order and getting Gaussian optimal quantizers is way more cheaper than building optimal quantizers of log-normal random variables.
Exchange spread Option
In this part, we consider a higher dimensional problem. Let two Black-Scholes assets (S In that case, the reference value is 53.552678.
First, we look at the weak error induced by the quantization-based cubature formula when approaching (4.12). We use optimal quantizers of the normal random variable Z 2 . The quantizationbased approximation is denoted I N ,
The first graphic in the figure 3 represents the weak error between the benchmark and the quantization-based approximation in function of the size of the grid: N −→ |I 0 − E g( Z N )| , the second plots N −→ N 2 × |I 0 − E g( Z N )| and allows us to observe that the rate of convergence is indeed of order 2. 
Basket Option
A typical financial product that allows to diversify the market risk and to invest in options is a basket option. The simplest one is an option on a weighted average of stocks. For example, if we consider an option on the FTSE index, this is a basket option where the assets are the companies where (I (i) ) i=1,...,n are n independents copies of I. Table 1 Table 1 : n = 128, M = 1e4
One remarks in table 1 the efficiency of the optimal quantization-based variance reduction method. The variance, in the best cases, can be divided by almost 100 when using the optimal quantizers of Log-Normal random variables. Figure 5 shows the effect of N , the size the optimal quantizers, on the bias. The same seeds are used for all the Monte Carlo estimator, the only thing varying is N . 
