A simple vortex-imaging algorithm using a least-square method is considered. The position and the circulation of a vortex convected in a channel are identi ed from the time history of pressure at a limited number of points on the wall. The capabilities of the algorithm are demonstrated using two-dimensional direct numerical simulations. A few observer points on one side of the wall are suf cient to detect the position and the circulation of a compact vortex to a reasonable degree of accuracy. An advanced algorithm can even detect two nearby vortices to the same degree of accuracy. Because the algorithm assumes a point vortex solution, the accuracy of the detection deteriorates as the vorticity distribution spreads.
I. Introduction I NVERSE problems have been extensively investigated in many elds, such as solid mechanics, acoustics, electromagnetics,etc. However, only a very few inverse problems have been investigated in uid mechanics 1¡3 because of the nonlinearity of the governing equations. Although some structure identi cation techniques (e.g., the proper orthogonaldecomposition 4 and the stochastic estimation 5 ) based on surfacepressure have been investigated, 6¡8 these methodologies have focused on statistical approaches. In this paper we develop a framework of a simple reconstruction algorithm using a least-square method for a vortex convected in a channel and generalize this idea to arbitrary ow con gurations. From a limited number of observer points on the wall, the position and the circulation of a vortex are estimated. Hence, the database of the ow eld is not needed a priori. This type of noninvasive technique is potentially applicable to detect distinctive ow structures, such as streamwise vortices from trailing edges or on delta wings, separated bubbles inside a diffuser, rolling-up vortices in a cavity, etc. The inverse algorithm can also be relevant to active feedback ow control, in which the instantaneous ow pattern must be identi ed from a limited number of sensors. Thus, we expect that systematic study of inverse problems incorporating with feedback ow control or experimental techniques will bring us great bene t.
II. Reconstruction Process

A. Imaging a Single Vortex in a Channel
We consider a single point vortex convected in a channel and assume an ideal uid (see Fig. 1 for the coordinatesystem).A limited number of observer points are distributed only on the upper wall (y D 1). The position and circulation of the vortex is to be detected only from the pressure time history at these points. The position in the horizontaldirectioncan be easily identi ed from pressure de cit on the wall induced by the vortex. The dif culty is to determine the circulation and the height of the vortex.
For an ideal uid the analytic solution to the forward problem can be found (cf., Saffman 9 ). We de ne the physical domain as z D x C i y and use a conformal mapping expressed by D exp[.¼=2/z]: We can map the channel into the rst quadrant, and two pairs of counter-rotating vortices satisfy the nonpenetration boundary conditions in the domain. After some calculation the convective velocity of the vortex in the physical domain can be given as a function of y 0 :
If the vortex approaches the upper wall, the induced velocity of the image vortex on the upper side becomes stronger so that the real vortex moves to the left, and vice versa. Thus, if the convective velocity can be estimated from the time-dependent pressure data, it can in turn be used to estimate the height of the vortex. The pressure uctuation on the wall caused by the vortex can be readily calculated using Bernoulli's equation:
where p 1 is the ambient pressure in the far eld (assumed known), µ´.¼=2/y 0 , and´´exp[.¼=2/.x ¡ x 0 /]. Subsequently, the derivative of the pressure with respect to time can be expressed as
where u 1 is the freestream velocity in the channel and u c is given by Eq. (1). The strategy is to nd the position and the circulation that best match Eqs. (2) and (3) simultaneously.
To evaluate this, we introduce a cost function of the least-square type:
where N m denotes the number of the observer points and x m and q.t ; x m / are the position and measured pressure for the mth observer, respectively. The rst term in Eq. (4) mainly determines the horizontal coordinate x 0 and the second term the vertical coordinate y 0 . In this study we simply set the weight functions w 1 and w 2 so that the relative errors from both terms are equal and they depend only on q and P q, respectively: To minimize J , we differentiate it with respect to 0. This must satisfy
where the subscript m indicates that the quantity is evaluated at the mth observer position. Equation (7) gives the estimated circulation 0 ¤ if the vortex is located at .x; y/ D .x 0 ; y 0 /. Substituting 0 ¤ into Eq. (4), we can compute the cost functionat each point and map it on the .x 0 ; y 0 / domain. Thus, we create a vortex image map on which the local minimum of J .t; 0 ¤ ; x 0 ; y 0 / indicates the vortex position.
B. Imaging Multiple Vortices
If we directly apply this algorithm (called the single-vortex algorithm in this paper) to a ow with multiple vortices, the resultant image map can indicate the corresponding number of distinct local minima of the cost function. However, the accuracy of the detection is expected to drop signi cantly as the vortices become closer. In such a case we can constructthe ideal solutionsfor multiple vortices and detect them simultaneously.For simplicity, we discuss an algorithm for two vortices below (called the double-vortexalgorithm in this paper).
In what follows we use subscripts 1 and 2, referring to primary and secondary vortices, respectively. First, we create a preliminary image map to de ne the primary vortex using the single-vortex algorithm as just described. We then create an image map for the secondary vortex by minimizing the cost function with respect to 0 1 , x 1 , y 1 , and 0 2 :
where p D p.0 1 ; x 1 ; y 1 ; 0 2 ; x 2 ; y 2 I x; y/ and P p D P p.0 1 ; x 1 ; y 1 ; 0 2 ; x 2 ; y 2 I x; y/ are the solutions to the potential ow with two vortices and w 1 and w 2 are speci ed to be functions of only q and P q, respectively. Subsequently, we iteratively solve these simultaneous equations and map the optimized J .0
; y 2 / on the .x 2 ; y 2 / domain. As a consequence of the optimization, more accurate estimates are obtained for 0 1 , x 1 , and y 1 than the preliminary estimates found from the single-vortex algorithm.
C. Imaging a Vortex Based on Approximated Solutions
When a vortex is convected in a curved ow, the potential solution cannot be expressed by a simple formula. In such cases we can approximate the potential solution by a family of simple functions with several parameters.As an example, we considera curved channel in which the coordinate in the ow direction is given by » and that in the transverse direction by´ (Fig. 2) . From the preceding discussion we observe that the position of the pressure minimum approximately gives the » coordinate, and the width of this pressure de cit strongly depends on the´coordinate. In addition, as the circulation increases the pressure de cit enhances. From such observation suppose we model the exact solution on the upper wall using the following formula:
where N p.» m / denotes the pressurefor the mth observerwhen a vortex is absent. Now, if the potentialsolutionswith several differentcombinations of .0; » 0 ;´0/ are available from computation (the total number of the samples denoted by N n ), we can determine the coef cients a, b, and c by minimizing the following cost function:
where p is again the potential solution and
for convenience. Similarly, the time derivative Q P p could be approximated by some model function. In this study, however, assuming that the mapping functionfrom the curvilinearcoordinates.»;´/ to the physicalcoordinates .x; y/ is known, we use the same convectivevelocity derived in Eq. (1) and the relation (3) in the .»;´/ domain. In addition, we assume that the freestream velocity [denoted by u 1 in Eq. (3)] is aligned with an iso-´line. Determining a, b, and c, we can use Q p and Q P p instead of p and P p and follow the same procedure to create vortex-image maps.
D. Estimator-Corrector
If we keep track of the vortex position and circulation over time, we can take the ow dynamics into account by using the information from the preceding time step; accordingly,we can suppress the random errors associated with the detection process. De ning the state vector to be x´.0; x 0 ; y 0 / T , e to be the error of x, u´P x given from the potential solution, and ±u to be the error of u, we can express the governing equation at the time step i C 1 to be
where u i´u .x i / and the error associated with temporal discretization is neglected. The corresponding equation estimated via the observers can be expressed as
where 0 < r < 1 and w i C 1 denotes the random error associated with the inverse process at the time step i C 1. Here, the rst term gives the prediction based on the vortex dynamics, and the second term gives the detection from the inverse algorithm. From Eqs. (14) and (15) the recursive relation of the error term yields
If w i is independentand identicalwith the mean zero, the expectation of the error at the time step n yields
where
. Thus, as n ! 1 we should choose r so that O r < 1 but close to unity. The deviation can be then suppressed
E. Generalization of the Algorithm Using a Least-Square Method
The preceding idea can be generalized as follows: Suppose that the exact solution is given at the observer positions as P k .®;¯; ¢ ¢ ¢ I x m / and the correspondingmeasured data are available as Q k .x m /. Here, the Greek letters ®,¯, ¢ ¢ ¢ denote the parameters that we wish to identify.In the rst example they correspondto 0, x 0 , and y 0 . The types of the data for P k and Q k are arbitrary; that is, they can be pressure, velocity, their derivatives, etc., and the subscript k denotesits type. In the precedingexamplek D 1 correspondsto pressure, and k D 2 its time derivative. Supposing N k types of measured data are available, we can de ne the cost function as follows:
To minimize this cost function, we differentiate it with respect to each Greek parameter as follows:
In the precedingexample the second term vanishes as w k is assumed independentof the Greek letters. If only a single object exists in the target domain, this algorithm might work faster. In many practical situations, however, J has several local minima; hence, we might want to map J onto a parameter domain. If two vortices exist relatively far apart, we set ® to be 0 and map J .0 ¤ / onto the .x 0 ; y 0 / domain. When two vortices are fairly close, we set ®;¯; ¢ ¢ ¢ to be 0 1 , x 1 , x 2 , and 0 2 and map J onto the .x 2 ; y 2 / domain or vice versa.
In a special case in which the solution is a linear function of a Greek parameter, we can make the algorithm simpler. Suppose that the exact solution has a form of P k .®;¯; ¢ ¢ ¢ I x m / D ® O P k .¯; ¢ ¢ ¢ I x m /; accordingly, w k is de ned such that it is independent of ®. From Eq. (19) ® can be immediately given by
The rest of the Greek parameters are determined as calculated in Eq. (20). In the preceding example, if u 1´0 we can use this algorithm by setting ®´0 2 and assuming p 1 to be given. In many situations, however, we might not be able to readily obtain the exact solutions. In such cases the exact solution P k can be approximated by a simpler function Q P k as mentioned before. First, we assume a family of functions Q P k with several parameters, a, b, ¢ ¢ ¢ and determine them by optimizing a cost function, such as
It would be desirable to select the sampling parameters ® n ,¯n, ¢ ¢ ¢ so that they ef ciently span the target domain. After we nd a, b, ¢ ¢ ¢, which minimize Eq. (22), we use Q P k instead of P k and follow the same algorithm.
III. Numerical Methods
A. Direct Numerical Simulation
To demonstrate the capabilities of the inverse algorithm, we performed direct numerical simulations (DNS) in two dimensions. We used a diffuser geometry as a vortex generator and arti cially forced the boundary layer near the separation point to generate different sizes and distances of vortices. 10 We distributed observer points on the upper wall with approximately equal spacing in the x direction (Fig. 3) . We used the observer points downstream for a straight channel problem and those in the upstreampart for a curved channel problem. We imposed the nonslip boundary conditions on the upper wall and the symmetric conditions on the lower side. Further details regarding the numerical procedures can be found in Suzuki et al. 10 To nondimensionalizethe equations, the exit height h 2 is taken to be the length scale and the freestream velocity at the exit u 1 to be the velocity scale. The area ratio was set to be h 1 = h 2 D 0:5 (h 1 being the inlet height), the exit Reynolds number was Re D 4 £ 10 3 , and the exit freestream Mach number was nearly incompressible (M 1 ¼ 0:15). The momentum thickness of the inlet laminar boundary layer was set to be ± b:l: D 0:025. The pressure data were sampled at the computation time step of 1t D 1:5 £ 10 ¡4 . The ambient pressure p 1 and the freestream convective velocity u 1 were measured at x D 4 before vortices were convected and assumed to be given in the reconstruction process.
B. Inverse Algorithm
We tested the algorithms at a variety of conditions and created image maps. We iteratively solved Eq. (7) using the Newton method for the single-vortex algorithm or Eqs. (8-11) using the NewtonRaphson method for the double-vortexalgorithm. Because the convergence of the Newton-Raphson method is quite sensitive to the initial values, they were chosen from the optimized values at 100 previous time steps, and this procedure was repeated over time. The resolution of the target domain was set to be 1x D 1y D 0:01 (1» D 1´D 0:01 for the curved channel problem).
To validate the algorithm using an approximated function, we tried to detect a vortex also in a curved channel part. The diffuser shape is given by the following conformal mapping z´x C i y D We also tested the estimator-correctorfor two cases (one and two compact vortices).In both cases we used the single vortex algorithm to give the second term in Eq. (15) and set r D 0:9 for the estimatorcorrector so that it satis es O r < 1.
IV. Results and Discussion
A. Detection of Single Vortex in Straight Channel Based on the Potential Solution
First, we show the results of compact vortices detected using the single-vortex algorithm with 5, 10, and 20 observer points. Figures 5-8 depict image maps of one and two vortices and their comparisons between the detected vortex positions with 10 points and the vortex centroids computed from DNS superposed on the vorticity contours. They demonstrate that the position of the vortex is identi ed very well (within 0.03 in both examples). Even two vortices can be captured in a single map if they are suf ciently separated. Here, the vortex centroid and the circulation in DNS were calculatedby de ning the vortex regionto be within a simple support up to 3% of the peak vorticity.
We can con rm the accuracy of detection from the trajectories of the vortex and the circulation in Figs. 9 and 10 , respectively. We also tabulate the standard deviations of the position and the circulation for each case in Table 1 . Although the position tends to be predicted quite well (within 0.05 using 10 points), the accuracy of the circulation is relatively low (as much as 20%). Such a trend can be understood from the following analysis. of x 0 and y 0 . This also explains that the contour maps of ¡J tend to be elongated in the y direction. Figures 9 and 10 indicate that the deviations of detection are less sensitive to the number of the observer points if it is suf cient (say, more than 10 points in this example); namely, the error barely vanishes. They also indicate that the prediction deteriorates as the vortex exists near the inlet or the exit. Figures 11-13 show the results for a larger vortex using 10 observer points. Compared with the preceding case, the discrepancies becomes larger. [The error in position is 0.17, and the circulation is 33% underestimated (see Table 1 ).] As the vortex spreads, the convective velocity deviates from a point vortex solution. 11 In this particular case a small counter-rotatingvortex on the left-hand side might also enhance the error. It is less likely that the magnitude of circulation in uences the accuracy because the signals are nearly linear in 0 2 , except for the terms of the ambient pressure p 1 and the mean freestream velocity u 1 . Figures 9, 10 , 12, and 13 consistently show that as the position is mispredicted upward the circulation is underestimated, and vice versa. This tendency can be readily derived from the optimization process. Fig. 10 .
B. Detection of Two Vortices
When we try to image two nearby vortices using the singlevortex algorithm, the accuracy of the detection becomes substantially worse, particularly for the one farther from the wall as shown in Figs. 14 and 15. By using the double-vortexalgorithm, the accuracy is restored. Figure 16 shows the image map for the secondary vortex (the lower one) in which the position of the primary vortex (the higher one) optimizing the cost function is also plotted. As compared in Fig. 15 , the accuracy of the detected positions is much improved, particularly for the secondary vortex (nearly ve times better in terms of the standard deviation; see Table 1 ).
We found the algorithm optimizing the cost function with respect to four variables to be sensitive to the initial values. For example, in Fig. 16 the cost function converges when the initial value of circulation is in the range of 0:70 ¤ 2 < 0 2 < 1:70 ¤ 2 with setting 0 1 , x 1 , y 1 to be the optimum values, whereas in the single-vortex case (Fig. 5) it converges when 0:60 ¤ < 0 < 100 ¤ . In fact, Fig. 16 indicates the region only where the cost function converges with one set of initial values that are close to the optimum values of 0 1 , x 1 , y 1 , and 0 2 . This numerical sensitivity can be reduced by increasing the number of the observer points. Figure 17 demonstrates that the one set of initial values converges over much wider area with 20 observers. The range of convergence in the initial value of 0 2 also increases as wide as 0:40
Figures 18 and 19 present the detected trajectories and the estimated circulations, respectively. They demonstrate that the doublevortexalgorithmpredictsthe position of the lower vortex much more accurately, although both algorithms predict the higher one equally well. The double-vortexalgorithm also estimates the circulationbetter (refer to Table 1 again) . Once the vortices start to merge, neither algorithm correctly distinguishestwo vortices: the single-vortex algorithm indicates a single minimum of the cost function, and the double-vortex algorithm cannot nd a local optimum point. Sufciently far downstream, only one vortex is detected by the singlevortex algorithm, and the estimate of the circulation deteriorates. Note that one of the vortices is positioned close to the upstream end of the observer points (x=h 2 · 2:3); the double-vortex algorithm again cannot nd a local optimum point. Thus, the double-vortex algorithm works well when both vortices are fully inside the observer array and their distance is somewhere in between 0.3-0.6.
C. Detection in a Curved Channel Based on an Approximated Function
Figures 20 and 21 depict the results from the curved-channelcase. Although the ideal solution is only very approximate in this case, the algorithm captures the main vortex to nearly the same degree of accuracy (within 0.06 in position) as the straight-channel case. The small vortex growing near the separation point also appears on the map although the detected position is not accurate. Figure 22 depicts the comparison of the vortex trajectories and shows that the vertical coordinate tends to be estimated slightly higher (by 0.057 from Table 1 ) as also seen in the large vortex case (see Fig. 12 ). It also indicates that the algorithm becomes unstable when the vortex is too close to the separation point. Pressure on the wall near the separation point largely uctuates depending on whether the boundary layer is attached or not. The magnitude of this uctuation tends to exceed that of the pressure de cit induced by the vortex. Figure 23 shows that the circulationis underestimatedby 33% (from 1), although the decaying trend is qualitatively correct. Because the approximate solution is assumed proportional to a power of 0 as expressed in Eq. (12), the unsteady part of pressure cannot be appropriately represented by this expression. Figure 24 compares the raw vortex trajectory and the one processed using the estimator-corrector for the small vortex case (the same case as in Fig. 9 ). Because the estimator-corrector includes the vortex dynamics, the trajectory becomes much smoother, and the deviation tends to decrease in time. Figure 25 compares the circulation change and shows similar trends although it starts with large deviation. 
D. Trajectories Processed Using Estimator-Corrector
V. Conclusions
This paper has validated the capabilitiesof the inverse algorithms using a least-square cost function based on simple two-dimensional direct numerical simulation. We have demonstrated that the algorithms can detect one or two compact vortices. Not surprisingly,the accuracyof the detectiondepends on the suitabilityof the ideal solution P k . We can improve this issue by introducing more parameters in a real problem. For example, we might be able to express a distributed vortex by introducing a core radius; consequently,we must optimize the cost function in terms of this parameter as well. On the other hand, the algorithm for multiple vortices indicates that nding the optimum parametersbecomes more sensitiveto the initial values as the number of the parameters increases.
To solve for more realistic ow elds, the algorithm requires further improvement; namely, we must nd a simple expression for the ideal solution and develop a stable and fast optimization algorithm for multisolutions. For example, if we apply this algorithm in three dimensions using the solution for a line vortex, the resultant image map can capture large-scale line vortices with small curvatures. However, when the ow is more complex we might need to include additional parameters for curvature or to consider instead vortex rings. The additional complexity will require a relaxation technique for optimization in addition to the estimator-corrector.Moreover, if noise levels from small-scale turbulence in the boundary layer become comparable to signals from the large-scale structures away from the wall, the measurement using surface pressure will likely fail.
In addition to vortical ows, we might be able to apply such a general inverse algorithm in many applications. In particular, active ow control techniques suffer from obtaining reduced-order representations of the ow elds. Flow reconstructiontechniques,such as the proper orthogonaldecomposition 4 or the stochastic estimation, 5 can characterize complex unsteady ow patterns; however, they require the information of the entire ow eld in most cases. In contrast, when the key structures of the ow eld are somewhat known this inverse algorithm can reconstructan approximate ow eld only from the information on the boundary. The key to successfullysolve the problem is the choice of the observer points and the measured quantities as well as the suitability of the ideal solution.
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