How does the brain bind together the different sensory features of objects to form meaningful, multimodal object representations? Human functional imaging findings implicate the left posterior superior temporal sulcus/middle temporal gyrus (pSTS/MTG) in crossmodal integration, while animal ablation findings support a hierarchical object processing model in which outputs from each sensory stream are integrated in perirhinal cortex (PRc) of the anteromedial temporal lobe. To determine which neural regions are necessary for integrating audiovisual object features, and which regions are necessary for understanding the meaning of crossmodal objects, we administered crossmodal (audio-visual) and unimodal (auditory, visual) integration tasks to 16 brain-damaged patients. We correlated patients' behavioural performance with measures of neural integrity (signal intensity) of each voxel across the brains of each patient. The integrity of bilateral anteromedial and temporopolar regions, but not pSTS/MTG, was significantly correlated with poorer crossmodal compared with unimodal integration performance, and with meaningful aspects of crossmodal integration. Additional analyses confirmed the negative crossmodal integration findings in the pSTS/MTG: performance on a sentence-picture matching control task was significantly correlated with MTG/STG voxel signal intensities, suggesting that a truncated range of signals in this region could not have been responsible for the lack of a significant correlation between integrity and crossmodal integration performance, and individual analyses of three patients with lesions in pSTS/MTG but spared anteromedial temporal cortex revealed equivalent unimodal and crossmodal integration performance. These results extend findings from the non-human primate literature into the human domain by demonstrating that anteromedial temporal cortex is critically involved in crossmodal integration of object features. However, pSTS/MTG appears to play a supportive but non-essential role during crossmodal integration. Taken together, the present findings are consistent with a neurocognitive account of object representations which claims that anteromedial temporal lobe is critically involved in the formation and processing of complex, multimodal object representations.
Introduction
How does the brain bind together different sensory features to form meaningful, multimodal object representations? Human functional magnetic resonance imaging (fMRI) studies comparing activity for unimodal auditory and unimodal visual object features with simultaneously presented auditory and visual object features show increased activity for crossmodal compared with unimodal stimuli ('crossmodal integration effects') in the posterior superior temporal sulcus and middle temporal gyrus (pSTS/MTG) (Calvert, 2001; Beauchamp et al., 2004a; Amedi et al., 2005; Beauchamp, 2005) . Correspondingly, some neurons in the non-human primate STS respond to both auditory and visual stimulation (Benevento et al., 1977; Bruce et al., 1981; Barraclough et al., 2005) , and demonstrate crossmodal integration effects for combined audiovisual stimulation (Barraclough et al., 2005) . Several theories have been proposed to account for crossmodal integration effects in pSTS/MTG. According to Beauchamp and colleagues (2004a) , multimodal object representations are formed when unimodal sensory information reaching discrete unisensory pSTS/MTG subregions is integrated in intervening multisensory pSTS/MTG patches. This integration may transform different sensory inputs into a common code to facilitate further processing of the multimodal object (Amedi et al., 2005; Beauchamp, 2005) . Other investigators have claimed that differences in the extent to which receptive fields overlap in individual polysensory neurons (e.g. differences in visual and auditory receptive fields coded for in non-human primate STS; Hikosaka et al., 1988) are exploited to optimize multimodal integration and generate multidirectional sensory predictions (Pouget et al., 2002; Avillac et al., 2005) .
An alternative account of multimodal object processing is based on a model of object processing developed in non-human primate research. This hierarchical object processing model claims that increasingly more complex combinations of object features are integrated within hierarchically organized sensory processing streams, and multimodal object representations are formed and processed where these streams converge (Desimone and Ungerleider, 1989; Murray et al., 1998; Murray and Bussey, 1999; Bussey et al., 2005) . Perirhinal cortex (PRc), the first site in the ventral visual object processing stream to receive inputs from all sensory modalities via uni-or polymodal association areas (Suzuki and Amaral, 1994) , is therefore hypothesized to play a critical role in processing multimodal object representations (Murray et al., 1998; Murray and Richmond, 2001 ).
Similar models have been developed for the human system, most notably Damasio's convergence zone theory (Damasio, 1989 (Damasio, , 1990 ) and related proposals (e.g. Barsalou, 1999; Simmons and Barsalou, 2003) . In general, these models propose that features of objects are coded in the corresponding sensory and motor cortices, and that feature information is fed forward and bound in downstream convergence zones located at multiple hierarchical sites throughout the association cortices. Object perception is thought to require either reactivation of relevant sensory and motor features in the respective sensory-motor cortices (Damasio, 1989) or convergence zones (Simmons and Barsalou, 2003) via feedback connections. Damasio's original model (1989) proposed that while temporal and frontal lobe convergence zones are involved in binding crossmodal information, crossmodal recognition and recall critically depends on the activation of features coded in early sensory cortices. Simmons and Barsalou's more recent approach suggested, based in part on non-human primate findings reviewed above, that PRc acts as the critical crossmodal convergence zone (Simmons and Barsalou, 2003) .
In a recent fMRI study of audiovisual object feature integration in humans, we reconciled these sets of data by finding crossmodal integration effects in both pSTS/MTG and PRc (Taylor et al., 2006) . Because the purpose of crossmodal integration is to construct meaningful object representations (do we run from it or hug it?), this experiment also included two factors manipulating the meaning of the crossmodal stimuli: domain and congruency. Thus, stimuli represented either living or nonliving things (domain manipulation), and stimuli were either related in meaning (congruent, e.g. a barking sound with a picture of a dog) or unrelated in meaning (incongruent; e.g. a bird sound with a picture of an elephant). The fMRI analyses showed that only PRc activity was modulated by the meaning of the crossmodal stimuli, with greater responses for living compared with nonliving and with meaningfully unrelated (incongruent) compared with meaningfully related (congruent) crossmodal stimuli. These findings support a neurocognitive account, combining the hierarchical neural model of object processing with a cognitive model of conceptual representations, to explain how the meanings of familiar objects are neurally represented (Taylor et al., 2006) . Specifically, a number of cognitive models claim that object meanings are represented in terms of distributed features of different types, where objects differ in terms of the number and type of features (McRae, 1997; Tyler et al., 2000 Tyler et al., , 2004 Tyler and Moss, 2001 ). For example, living things have many features which are shared by other living things (e.g. many animals have legs, eyes), making them more ambiguous. Conversely, nonliving things have relatively more features which are distinctive to the particular object (e.g. few tools have serrated edges) (McRae and Cree, 2002; Cree and McRae, 2003; Randall et al., 2004) . As object identification requires distinctive features or feature clusters, the neurocognitive account predicts that living things, because they are ambiguous by virtue of their similarity to each other, require more complex conjunctions of features to be uniquely identified than nonliving things, functions supported by more anterior and anteromedial ventral temporal regions. Thus, the finding of living/ nonliving distinction in PRc but not pSTS/MTG supports this neurocognitive account of the neural representation of object meaning (see also Moss et al., 2005) , and further suggests that these regions play complementary functional roles during crossmodal feature integration to form meaningful, multimodal object representations, with sensory integration in pSTS/MTG, and semantic integration in PRc (Taylor et al., 2006) . However, the fMRI data leave key questions unanswered: is the structural integrity of both pSTS/MTG and PRc necessary for integrating auditory and visual object features, and is only PRc integrity necessary for processing the meaningfulness of multimodal objects? While there is to our knowledge no evidence that pSTS/MTG damage leads to stable deficits in crossmodal integration performance (Ettlinger and Wilson, 1990) , relevant lesion studies on the PRc have only been carried out in animals where ablations of the PRc and entorhinal cortex do impair crossmodal integration abilities (Murray et al., 1998) . Also the critical question of whether the structural integrity of the human PRc is required to process the meaning of multisensory stimuli, i.e. the ability to determine whether the crossmodal stimuli represent a living or a nonliving thing (i.e. semantic domain) and whether or not they are related in meaning by virtue of belonging to the same object (congruency), remains unanswered.
The present study aims to determine whether the structural integrity of both the pSTS/MTG and PRc are necessary for integrating audiovisual object features, and whether PRc integrity is necessary to process the meaning of multimodal objects. We do this by testing the ability of brain-damaged patients to integrate crossmodal stimuli and by relating their performance to lesion location. Lesion-behaviour studies typically use the lesion-deficit approach in which targeted neural regions of interest are assessed as being damaged or intact and behavioural performance is classified as either normal or impaired. This method suffers from a number of shortcomings. First, brain-behaviour relationships are investigated within a priori selected regions of interest, ignoring the potential contribution of other regions in the network that are also involved in the cognitive function. Second, neural tissue in the region of interest is classified as either intact or damaged even though neural tissue may vary in the degree to which it is damaged, and this variation may carry significant functional ramifications. Third, the brain-lesion approach typically binarizes patients' behavioural performance as impaired or normal, a data reductionist approach which neglects informative variation in the extent to which behaviour is impaired. To overcome these limitations, we employed a voxel-based correlation method which correlates continuous measures of neural tissue integrity across the entire brain with continuous measures of behavioural performance on unimodal and crossmodal integration tasks (Tyler et al., 2005a, b) . The additional information carried by the two continuous variables increases the statistical power of this method and thus its sensitivity to brain-behaviour relationships. Moreover, because the analyses cover the entire brain and as patients with diverse sites of damage are included in the analyses, this method has the potential to provide a more complete understanding of the entire neural system involved in a particular cognitive task. In particular, it may detect the involvement of degenerated sites remote from the original lesion which had suffered from diaschisis (von Monakow, 1914) . Three recent studies from our laboratory have demonstrated the sensitivity of this method to detect the neural systems involved in complex cognitive tasks (Tyler et al., 2005a, b; Bright et al., 2007) .
The present study relates continuous measures of behavioural data from 16 brain-damaged patients with continuous measures of structural brain integrity (i.e. voxel signal intensities) across their entire brains (Tyler et al., 2005a, b) . This validated method takes advantage of the range of information available in the variation in signal intensities and behaviour, providing increased statistical power and sensitivity, and covers the entire brain, increasing the likelihood of detecting the involvement of other brain regions in the task. Given our previous findings (Taylor et al., 2006) , we hypothesized that both pSTS/MTG and PRc integrity would be necessary for integrating sensory inputs from different modalities, whereas only PRc integrity would be associated with differential impairments depending on the meaning of the crossmodal stimuli (i.e. semantic domain and congruency). Thus, we hypothesized that neural integrity of pSTS/MTG and PRc would correlate with performance for multimodal compared with unimodal integration, irrespective of the meaningfulness of the stimuli (i.e. semantic domain or congruency), whereas only the neural integrity of the PRc would correlate with processing the meaning of the multimodal objects, such that decreased signal intensity in this region would be associated with poorer crossmodal integration performance for living compared with nonliving things and with incongruent compared with congruent crossmodal stimuli. To prefigure the results, only signal intensity in anteromedial temporal and temporopolar regions including the PRc were associated with crossmodal integration performance. We performed two additional analyses to investigate this result. First, we tested whether the absence of correlations involving pSTG/MTG may have been due to a truncated range of signal intensities in that region. We performed additional correlations of whole brain voxel signal intensities with patients' performance on a sentence-picture matching task known to involve the STS/MTG (Tyler and Marslen-Wilson, 2008) . If a restricted range of STS/MTG signal intensities were responsible for the lack of correlation with crossmodal integration performance, then performance on the sentence-picture matching control task should likewise not correlate with STG/MTG signal intensities in these same patients. Second, we examined in detail the crossmodal integration performances of individual patients whose lesions included pSTS/MTG region.
Materials and Methods

Participants
Patients were selected from our long-term pool of neuropsychological patients based on the following criteria: English was the native language, availability of a 3D T 1 -weighted MRI scan, the brunt of the lesion was in the left hemisphere (because fMRI activity associated with the crossmodal integration task was strongly left-lateralized; Taylor et al., 2006) , absence of severe visual and auditory dysfunctions (to ensure they could perform the tasks), and availability of data on a sentence-picture matching task (see Materials and Methods section). Sixteen patients fulfilled these criteria and participated in this study (10 men, 6 women; mean age = 58 years, SD = 11 years; 1 left-hander). Table 1 details each patient's lesion etiology, time since onset, patient age at onset and lesion location (extent). As is apparent from Table 1 , the length of time since lesion onset was relatively large (mean: 11.6 years, range 2.0-35.4 years), and the mean age at onset relatively high (i.e. 46.4 years, range 15.8-74.0 years), indicating that at the time of behavioural testing, all patients were in a stable (chronic) stage. Every patient's lesion extended over several gyri, and included regions previously implicated in crossmodal audiovisual integration of meaningful objects (see Introduction, Discussion sections) as well as major post-primary sensory fields, indicating a sufficiently large neuroanatomic lesion extent for the voxel-based correlational analyses. The aetiologies of brain damage were aneurysm, haemorrhagic and ischaemic stroke, herpes simplex encephalitis and resected meningioma. In addition, a group of 12 healthy, right-handed individuals served as behavioural control participants (seven women, five men; mean age = 62 years, SD = 10 years). Structural MRI scans were not collected from the control participants and they were therefore not included in the VBM analyses.
Crossmodal integration experiment Materials
The crossmodal stimuli were a representative subset (60%) of those used in our fMRI study (Taylor et al., 2006) , selected to have equal numbers of stimuli in the unimodal auditory, unimodal visual and each crossmodal condition (n = 60 each), and within each condition, an equal number of congruent and incongruent trials, and within each congruency condition, an equal number of living and nonliving things, as in the original experiment. Moreover, we ensured that the mean per cent correct and reaction times of each condition in the patient version matched those in the original version (i.e. differences 51 SD of original mean measure). Crossmodal stimuli consisted of 120 photographs of objects, each paired with a sound, half of which were spoken words and half sounds typically produced by target objects (e.g. a picture of a cat paired with the sound typically produced by the target object, e.g. 'miao'). All pictures were coloured, life-like images of living and nonliving things. The lemma frequencies (Baayen et al., 1995) of the names of object pictures used in the crossmodal integration tasks were comparable for living and nonliving Sounds produced by the target objects were collected from archives available on the internet, and all were characteristic sounds made by the target living or nonliving thing in the absence of ambient sounds from the environment. All environmental sound stimuli were pretested to measure the identifiability of the sound stimuli and to ensure high levels of association between the sounds and objects. In a pretest prior to the experiment, an independent group of nine healthy individuals heard each environmental sound and wrote down the name of the object they thought produced the sound, and afterwards were told which object actually generated the sound and were asked to rate the sound's exemplarity as defined by 'how good an example you think a sound is of the object' on a seven-point scale where 1 = 'a bad example' and 7 = 'a good example'. The identifiability of environmental living and nonliving sounds, defined as the percentage of participants who could unambiguously identify the basic-level object producing the sound, did not significantly differ [t(58) = 0.908, P = 0.367]. Moreover, the exemplarity of living and nonliving sounds were not significantly different [t(57) = 1.646, P = 0.105; mean AE SD for living things = 4.89 AE 1.06, for nonliving things = 5.41 AE 1.34]. Spoken words were recorded in a sound-proof booth and digitized. The durations of sounds typically produced the target objects and spoken words were matched. Stimuli in the unimodal visual (n = 60) and unimodal auditory (n = 60) conditions were constructed by halving picture and auditory stimuli, respectively. Thus, in the unimodal tasks, two visual stimulus halves (unimodal visual condition) and two sounds produced by the target object or auditory word halves (unimodal auditory conditions) were presented. All 120 crossmodal and all 120 unimodal stimuli were unique. Half the trials in each condition were congruent (i.e. the sound and picture matched; e.g. a picture of a cow and the sound produced by the target object cow, i.e. 'moo') whereas in the other half they were incongruent [e.g. the sound produced by the target object dog ('woof') and a picture of an elephant]. Within each congruency condition, half of the stimuli represented objects from the domain of living things and half from the nonliving domain ( Fig. 1 ). Congruency and domain were two variables measuring the meaningfulness of stimuli.
Procedure
Auditory and visual stimuli were presented simultaneously in the crossmodal conditions because crossmodal integration effects occur during simultaneous, but not serial, presentations of crossmodal stimuli (Calvert, 2001 ). In the unimodal conditions, participants were presented with two halves of stimuli. In the visual condition, these were presented simultaneously, one to the left and one to the right of screen centre, and in the auditory condition, the two monophonic halves were presented sequentially to both ears, separated by 750 ms of silence (Fig. 1) . Pictures in the crossmodal conditions and the unimodal visual baseline stimuli were displayed for 1800 ms, and the mean duration of the unimodal auditory baseline was 1446 ms. The tasks were presented in the following fixed, blocked order: unimodal visual baseline, crossmodal words-pictures, unimodal auditory baseline with words, unimodal auditory baseline with sounds and crossmodal sounds-pictures. Participants were instructed to decide whether the two stimuli 'went together' and to press a corresponding button on a button box. Reaction times (RTs) were measured from the onset of the presentation of the picture or picture halves and, in the unimodal auditory condition, at the onset of the second sound half (i.e. the point in time where two auditory stimuli could likewise be integrated). DMDX software (Forster and Forster, 2003) controlled stimulus timing and presentation as well as the collection of accuracy data.
Sentence-picture matching task
Successful syntactic processing has been linked with left inferior frontal cortex as well as middle to posterior regions of the STG/MTG and inferior parietal regions (Caplan and Hildebrant, 1988; Amici et al., 2007; Tyler and Marslen-Wilson, 2008) . To acquire an independent measure of STS/MTG function to correlate with whole brain voxel signal intensities, thereby testing for an adequate range of voxel signal intensities in the STS/MTG region, we collected behavioural data from all patients on a sentence-picture matching task stressing syntactic processing . This task presents participants with syntactically simple and complex spoken sentences, and asks participants to select from an array of three pictured scenes the one which depicts the sentence's meaning . Each patient's performance in terms of per cent correct (n = 34) was used in voxel-based correlation analyses.
Voxel-based correlation analyses
High-resolution T 1 -weighted MRI scans of 1 Â 1 mm in-plane resolution and 1-2 mm slice thickness were available for all patients, and during spatial normalization these were resampled to 1 mm 3 isotropic voxel resolution. Preprocessing involved spatial normalization of the patients' skull-stripped T 1 images to the MNI template using SPM2 (Wellcome Institute of Cognitive Neurology, London, UK). The same linear (12 affine transformations) and non-linear (7 Â 8 Â 7 basis functions) transformations were used for all patients. Images were not segmented into grey and white matter as this procedure results in substantial misclassifications when brains contain large lesions . Moreover, because all images are normalized to a standard 3D space, the neuroanatomical location of significant correlations between specific voxel coordinates and behavioural performance is known. A manual control of the normalization quality by visual inspection revealed errors in periventricular regions. To avoid erroneous findings in these regions resulting from misalignment, a ventricular mask was created to remove the ventricles from the statistical modelling. The outcome of each normalization procedure was carefully visually inspected to ensure that there were no anatomical distortions. Images were smoothed with a 10 mm Gaussian kernel to account for minor anatomical variations and to increase the signal-to-noise ratio (Friston et al., 1994) . Voxel-based covariate analyses were conducted with the general linear model approach (Friston et al., 1995) implemented in SPM2 (Tyler et al., 2005a, b) . Global mean signal from each scan was included in the model as a confounding covariate. The t-statistic was employed to test for regional effects in each analysis, and associated P-values were corrected for search volume with the Gaussian random field theory. Significant results therefore represent brain regions (i.e. clusters of voxels) in which voxel-level signal intensities in the cluster were significantly correlated with the behavioural scores. Statistical parametric maps were thresholded at the standard P50.001 uncorrected at the voxel level and the coordinates of the peak significant voxels in clusters surviving a random field corrected P-value of 50.05 adjusted for the entire brain are reported. We further investigate regions approaching significance at the P50.001 threshold by reporting highly significant clusters (i.e. random field corrected P50.000001 adjusted for the entire brain) at a voxel threshold of P50.01. Coordinates are reported in MNI space and with corresponding Talairach and Tournoux labels (Talairach and Tournoux, 1988) .
Results
The performance of control participants and patients on each task, and corresponding values on the crossmodal integration indices described below, are shown in Table 2 . Patients' per cent correct performance differed from that of controls only on the auditory baseline task with words, and correspondingly on the crossmodal integration task with words and pictures. Functional imaging studies identify regions involved in crossmodal integration by testing for crossmodal integration effects, i.e. those regions responding more during crossmodal compared with unimodal integration trials, to control for baseline unimodal performance (Taylor et al., 2006) . Correspondingly, we calculated an index of relative crossmodal to unimodal integration performance [(% correct on crossmodal integration tasks)/(% correct on unimodal integration tasks); hereafter referred to as 'crossmodal integration index'], where smaller values indicate worse crossmodal relative to unimodal integration performance. Because the crossmodal integration index controls for baseline unimodal integration performance, this measure did not significantly differ for patients and control participants (Table 2) , nor did crossmodal integration indices for living versus nonliving things and for incongruent versus congruent stimuli (described below).
In a first analysis, crossmodal integration indices were correlated with voxel signal intensities across the entire brains of all patients. Significant positive correlations, i.e. regions where lower signal intensities were associated with relatively poorer crossmodal integration performance were found in bilateral temporopolar regions which included the bilateral temporal poles (BAs 38, right 20, 21, 36), anterior inferior and middle temporal lobes (BA 20, 21) and the right fusiform gyrus (BA 36), as well as the right anteromedial temporal lobe including the amygdala and hippocampus. A cluster approaching significance in the left anterior and anteromedial temporal lobe (P = 0.094; peak coordinates À35, À30, À15) included the parahippocampal cortex (BA 37), hippocampus and inferior temporal lobe (BA 20; see Table 3 ). At a reduced threshold (P50.01), these clusters extended into the bilateral anteromedial temporal lobe including the perirhinal, entorhinal and parahippocampal cortices (left: BAs 20, 30, 36, 37; right: BAs 20, 28, 35, 36, 37) , the left hippocampus, and bilateral anterior superior temporal lobes (BA 21) (Fig. 2) . To explore these findings, we plotted the per cent correct on unimodal and crossmodal integration trials against the peak voxel signal intensities of each cluster. While the correlations of unimodal and crossmodal integration performance with peak voxel signal intensities did not differ in the right temporopolar and left inferior temporal lobe clusters (William's test: t = 1.55, P = NS and t = 1.827, P = 0.09, respectively), these correlations significantly differed for the cluster containing the left anteromedial temporal lobe including the perirhinal cortex (William's test: t = 2.287; P50.05), reflecting a stronger dependence of crossmodal than unimodal integration performance on neural integrity of the left anteromedial and anterior inferior temporal lobe (Fig. 3A) . Thus, these results show that only decreased neural integrity in bilateral temporopolar and anteromedial temporal lobe regions-in particular the left anteromedial and inferior anterior temporal lobe-was associated with poor crossmodal integration performance. In contrast, the pSTS/MTG does not seem to be necessary for processing crossmodal stimuli. In a further analysis, we focussed on the effects of our meaning manipulations-semantic domain and congruency. Our previous fMRI study (Taylor et al., 2006) found that only PRc, and not pSTS/MTG, activity was modulated by the meaning of the crossmodal stimuli. Specifically, PRc responses were greater during the crossmodal integration of living compared with nonliving things and with meaningfully unrelated compared with meaningfully related (i.e. incongruent versus congruent) stimuli. To determine whether the neural integrity of the left PRc and potentially other regions are necessary to develop the meaning of crossmodal object features, we performed two additional analyses. First, we performed a correlation analysis to identify neural regions sensitive to semantic category (i.e. living versus nonliving) during crossmodal integration. In this analysis, the same voxel signal intensity data used in the previous analysis were correlated with a new measure of crossmodal integration performance for living compared with nonliving things [i.e. (crossmodal integration index for living things)/(crossmodal integration index for nonliving things), where lower values indicate a selective crossmodal integration deficit for living things]. Significant positive correlations (i.e. lower signal intensities correlated with selective difficulty integrating crossmodal features of living things) were found in the bilateral anteromedial temporal lobes including the perirhinal cortices (BAs 20, 30, 35, 36, 37, hippocampi and right 28, 34) , temporal poles (BAs 20, 21, 36, 38) , anterior inferior and middle temporal lobes (BAs 20, 21, 36) and fusiform gyri (BAs 20, 36, 37; see Table 3 ). To further explore these findings, we plotted the crossmodal integration indices for living and nonliving things against the peak voxel signal intensities in each cluster. These correlations of living and nonliving integration indices with peak voxel signal intensities were significantly different in both the left and right hemisphere clusters (William's test: t = 6.466, P50.0001 and t = 3.617, P50.01, respectively), indicating significantly stronger relationships between voxel signal intensities and crossmodal integration performance for living compared with nonliving things (see Fig. 3B , where right panel depicts behavioural correlations with signal intensities in peak voxel of left hemisphere cluster).
Second, we correlated whole brain voxel signal intensities with a measure of the patients' relative performance on incongruent (not meaningfully related) compared with congruent (meaningfully related) crossmodal integration trials [i.e. (crossmodal integration index for incongruent trials)/(crossmodal integration index for incongruent trials)], where lower values indicate poorer incongruent crossmodal integration performance. Significant positive correlations, i.e. those regions where lower signal intensities were associated with a relative performance deficit with incongruent crossmodal stimuli, were found in the left temporal pole (BAs 21, 38) and left anterior inferior and middle temporal lobe (BAs 20, 21) . At a reduced threshold (P50.01), correlations involved more extensive left temporal regions including the parahippocampal gyrus (BA 36), hippocampus, amygdala and fusiform gyrus (BAs 20, 37) as well as homologous but less extensive regions in the right hemisphere (Table 3) . We plotted the crossmodal integration indices for incongruent compared with congruent pairs against the peak voxel signal intensity. As expected, the crossmodal integration of stimulus pairs which were not meaningfully related (incongruent) showed stronger association with voxel signal intensities than the crossmodal integration of meaningfully related stimulus pairs (William's test: t = 4.203, P50.01; see Fig. 3C ). Thus, reduced signal intensities in the temporopolar and anteromedial temporal lobe regions were associated not only with relative impairments in crossmodal compared with unimodal integration of object features, but with selective impairments in processing the meaning of the crossmodal object features, a pattern consistent with fMRI data (Taylor et al., 2006) . These results suggest that integrity of bilateral anteromedial temporal and temporopolar regions is necessary for preserved ability to integrate audiovisual object features. Our previous fMRI study (Taylor et al., 2006) with healthy individuals and those of Beauchamp et al. (2004a, b) additionally found crossmodal integration effects in the pSTS/MTG. Because we did not find any correlations between crossmodal integration performance and signal intensity in this region we carried out two additional sets of analyses.
To further investigate the lack of a significant correlation between signal integrity in the STG/MTG and our indices of crossmodal integration, we tested the possibility that the range of signal intensities in the pSTS/MTG was too small to result in a significant correlation. Thus, we correlated behavioural scores on a task known to be associated with the STG/MTG (but not with PRc) integrity-a sentence-picture matching task-with voxel signal intensities across the whole brains of all patients. We chose the sentence-picture matching task because it is sensitive to syntactic processing and is associated with activity in regions of the STG/MTG known to be involved in syntactic analysis (Caplan et al., 1996; Tyler and Marslen-Wilson, 2008) . If the range in pSTS/MTG signal intensity values across all patients was too narrow to result in significant correlations with behavioural crossmodal integration performance, then signal intensities in this region should not correlate with performance on any taskincluding the sentence-picture matching task. We found that per cent correct on the sentence-picture matching task was positively correlated with signal intensity in the LMTG (BAs 20, 21; peak coordinates: À51, À31, À9; BA 20), suggesting that lower signal intensity (i.e. reduced neural integrity) was related to poorer sentence-picture performance. At a reduced threshold (P50.01), the correlations involved extensive left temporal regions including the superior temporal lobe (BAs 20, 21, 22, 41, 42 ), Heschl's gyrus, the rolandic operculum and inferior temporal lobe (BA 20) (Fig. 4) . Thus, these findings confirm the significant relationship between STG/MTG and RO with syntactic processing (e.g. Caplan et al., 1996; Amici et al., 2007; Tyler and Marslen-Wilson, 2008) , and show that the range in STG/MTG signal intensities was large enough to detect this functional-anatomic relationship. Moreover, an examination of the behavioural scores of three patients whose lesions included the pSTS/MTG cluster identified in our previous fMRI study (Taylor et al., 2006) (Fig. 5) showed that these patients did not have poorer performance on the crossmodal compared with the unimodal tasks. Behavioural scores of Patients 5 and 6 were within normal limits as measured by z-scores (standard scores). Patient 4 was impaired on both the unimodal and crossmodal integration tasks but performance on the crossmodal integration task was not significantly different from that on the unimodal integration task [ 2 (df = 1) = 1.62, P = NS] (see Fig. 5 and Table 1 for lesion descriptions).
Discussion
We found that reduced structural integrity of bilateral temporal polar and anteromedial temporal lobe regions, including the PRc, was associated with poorer crossmodal compared with unimodal integration scores in a series of brain-damaged patients. These results suggest that anteromedial temporal and temporopolar regions including the PRc are necessary for crossmodal integration of audiovisual object features, consistent with the non-human primate findings (Murray et al., 1998) . However, the neural integrity of pSTS/MTG was not associated with crossmodal integration performance. To test whether a truncated range of pSTS/MTG voxel signal intensities was responsible for this negative finding, we correlated voxel signal intensities with behavioural scores on a syntactic control task known to be associated with STS/MTG (Tyler and Marslen-Wilson, 2008) . The resulting significant correlation between syntactic performance and neural integrity of the STS/MTG suggests that a diminished range of signal intensities in this region was not responsible for its lack of correlation with crossmodal integration performance. A second exploratory analysis examined the unimodal and crossmodal integration performance of patients with lesions restricted to the pSTS/MTG and also failed to support the hypothesized relationship. These results suggest that while the pSTS/MTG region may co-activate with PRc in healthy subjects during crossmodal integration tasks, it is not necessary to bind crossmodal sensory objects. These findings are consistent with hierarchical models of object processing which give a central role to anteromedial temporal lobe, in particular the PRc, in the crossmodal integration of meaningful object features (Murray et al., 1998; Murray and Bussey, 1999; Simmons and Barsalou, 2003; Bussey et al., 2005; Taylor et al., 2007) . According to these models, hierarchical information processing streams operate largely independently within each sensory modality, processing increasingly more complex combinations of unisensory object features. Thus, visual object processing is claimed to proceed from posterior (V1, V2, V3, V4/V8) through more anterior sites (e.g. lateral-occipital complex) to anterior ventral temporal and anteromedial temporal lobe regions (Felleman and Van Essen, 1991; Lerner et al., 2001; Murray and Richmond, 2001 ). In the auditory modality, increasingly more complex information is processed from primary auditory cortex in Heschl's gyrus to the surrounding secondary auditory cortex in the superior temporal gyrus, including posterior superior temporal gyrus (Wise et al., 1991; Rauschecker and Tian, 2000; Semple and Scott, 2003; Lewis et al., 2004) . The crossmodal integration of object features is thought to take place where the different sensory streams converge (Murray and Bussey, 1999; Bussey et al., 2005) . Anatomical tracing studies in non-human primates demonstrate that the first site of convergence in the ventral object processing stream is the PRc (Suzuki and Amaral, 1994) . This anatomically grounded hypothesis that PRc is a critical component in the network integrating crossmodal object features has received converging behavioural support from ablations studies in animals (Murray et al., 1998; Parker and Gaffan, 1998) , our previous fMRI study with healthy human participants (Taylor et al., 2006) and now the results of the present study.
The discrepancy between previous fMRI findings of crossmodal integration effects in pSTS/MTG (Beauchamp et al., 2004a, b; Figure 5 Patients with pSTS/MTG lesions do not show crossmodal integration deficits. The left panels shows the normalized T 1 -weighted MRI scans of three patients whose lesions included the pSTS/MTG region previously associated with crossmodal integration performance and the right panel shows their corresponding performances on the unimodal and crossmodal integration tasks (z-scores, where negative values indicate relatively poorer performance compared with a group of control participants). MNI coordinates are reported, and L = L. Taylor et al., 2006) and the present results highlight the need to conduct studies with lesioned patients to complement fMRI findings. Taken together, the results suggest that pSTS/MTG plays a supportive but non-essential role in the crossmodal integration of audiovisual object features. The function of this supportive role may be to transform the temporal auditory and spatial visual information into a common code, thereby facilitating crossmodal integration (Beauchamp, 2005) , or to generate multidirectional sensory predictions based on partially shifting receptive fields (Pouget et al., 2002; Avillac et al., 2005) . Irrespective of the mechanism, the lack of semantic effects in the pSTS/MTG region during crossmodal integration in humans (Beauchamp et al., 2004a, b; Taylor et al., 2006) is consistent with this purely perceptual, translational hypothesis which facilitates, but is not required for successful crossmodal integration of object features. This object processing task must be differentiated from conceptual processes involving auditory and visual verbal material, which have been associated with the posterior temporal and inferior parietal lobes (Hart and Gordon, 1990) .
Clearly, the brain regions implicated in crossmodal integration extend beyond the borders of the PRc, although these appear to be underestimated in the standard atlases (Talairach and Tournoux, 1988; Insausti et al., 1998; Suzuki and Amaral, 2003; Taylor and Probst, 2008) . These included upstream structures in anterior inferior temporal lobe which provide the primary source of input to the PRc (Suzuki and Amaral, 1994 ; see also Catani et al., 2003; Powell et al., 2004) . Thus, anterior inferotemporal damage would disconnect PRc from the majority of its ventral stream input, impairing the capacity of this structure to integrate visual with other sensory information. On the other hand, anterior inferotemporal and temporopolar structures have been associated with naming both auditory and pictorial objects, suggesting that these structures perform the modality neutral function of supporting the retrieval of word forms from the conceptual system (Tranel et al., 2005) . Thus, anterior inferotemporal and temporopolar structures may be involved in the automatic activation and explicit retrieval of word-form information associated with the audiovisual objects.
The structural integrity of other anteromedial structures situated downstream to the PRc was also associated with crossmodal integration ability, including the entorhinal cortex and hippocampus. Connectivity findings in non-human primates suggest that the role of these structures is to elaborate the crossmodal object representation processed in the PRc. Specifically, the majority of inputs to the PRc originate in unisensory cortices. The associative interconnections within the PRc suggest that unisensory information is integrated in this structure. The majority of PRc outputs is forwarded to the entorhinal cortex, which receives most of its inputs from higher-order, associative cortex. Associative interconnections in the entorhinal cortex likewise indicate that this structure may bind multimodal object information received from PRc with other, higher order associative information. Finally, entorhinal cortex outputs its information via the perforant path to the hippocampal system, itself characterized by a complex system of interconnectivity, which is presumably responsible for synthesizing the highly integrated information it receives (Lavenex and Amaral, 2000 , see also Davachi, 2006) . Ablation studies in animals offer partial support for this 'hierarchy of associativity' model: while rhinal cortex ablations (i.e. those including both the entorhinal and PRc) result in crossmodal integration deficits, lesions of the hippocampus (and the amygdala) do not lead to persistent impairments in the retention or new learning of crossmodal associations in monkeys (Murray et al., 1998) .
Future elaborations on hierarchical multimodal object processing models must be able to account for the results of recent anatomic tracing studies and temporally sensitive imaging techniques (e.g. EEG, MEG) which indicate early interactions between the sensory cortices when multimodal objects are processed (Schroeder et al., 2003; Foxe and Schroeder, 2005; Ghazanfar and Schroeder, 2006; Macaluso, 2006; Driver and Noesselt, 2008) . For example, anatomical tracing studies in monkeys have demonstrated connections from the core and belt auditory regions to primary visual areas (Falchier et al., 2002; Rockland and Ojima, 2003) . Similar connections in humans could account for early audiovisual interaction effects in visual cortex starting at 40 ms post-stimulus as measured by event-related potentials (ERPs; Giard and Peronnet, 1999) and between 35 and 65 ms post-stimulus as measured by MEG (Shams et al., 2005) , as well as audiovisual interaction effects in auditory cortex between 90 and 110 ms post-stimulus (ERPs; Giard and Peronnet, 1999 ) (see also Molholm et al., 2004) . Despite the growing evidence of early multisensory interactions, the present results suggest that they are not sufficient to independently support the crossmodal integration of object features into meaningful representations. Instead, early interactions may support low-level multimodal object processing by modulating neuronal oscillations in primary sensory cortices (Lakatos et al., 2007) , thereby perhaps enhancing the sensory perception of the multimodal objects, especially in noisy environments (Macaluso, 2006) . While these early effects may allow sensory stimuli to be attended, thereby entering the processing stream, the processing of meaningfully related crossmodal objects appears to depend on more downstream structures receiving more highly integrated and multimodal information, i.e. anteromedial temporal lobe.
The successful combination of multi-sensory object features is not sufficient to know what an object means, which is the goal of the object processing system. To determine which anatomical regions are implicated in processing meaningful aspects of the crossmodal stimuli, we performed correlations between voxelbased signal intensities across whole brains and performance on meaningfully unrelated versus related crossmodal integration trials (e.g. a cat picture and the sound 'woof' versus a dog picture and the sound 'chirp'), and with performances on crossmodal integration trials with stimuli representing living versus nonliving things. The neural integrity of bilateral temporopolar and anteromedial temporal regions was significantly associated with both semantic measures. These findings are consistent with those from our fMRI study, where PRc activity was greater during the crossmodal integration of incongruent compared with congruent and living compared with nonliving things (Taylor et al., 2006) .
Hierarchical models of perceptual object processing were not developed to account for such semantic effects. Thus, to understand how object meanings are represented and processed additionally requires a cognitive model of semantic object memory. One set of cognitive theories shares key architectural assumptions with hierarchical object processing models, i.e. that objects are represented and processed in a distributed, feature-based system. The Conceptual Structure Account (Tyler and Moss, 2001; Tyler et al., 2000) represents one such distributed cognitive model (see also McRae et al., 1997; Rogers and McClelland, 2004) . It proposes that objects in different categories can be characterized by the number and statistical properties of their constituent features. For example, living things are composed of large clusters of features, most of which are shared by other category members (e.g. many animals have four legs, eyes and a nose). Nonliving things, on the other hand, typically have smaller clusters of features and relatively more features that are distinctive to the particular object (i.e. not shared by other category members). While shared features are ambiguous with respect to object identity, distinctive features are informative about the identity of an object [e.g. it is more useful to know that the object has an udder (a distinctive feature) than that the object has eyes (shared feature)]. By integrating this cognitive account of object representations with the hierarchical object processing account, one would predict that those objects with many shared features (i.e. living things) which are more difficult to differentiate from one another would require more complex conjunctions of features to be identified than objects with relatively more distinctive features (i.e. nonliving things). This hypothesis was confirmed in our recent fMRI experiment, in which participants were presented with pictures of living and nonliving things, and instructed to name (i.e. identify) each picture. Functional activity in anteromedial temporal lobe regions was significantly greater during the naming of living compared with matched sets of nonliving things (Moss et al., 2005) . Thus, the significant correlation between the structural integrity of anterior ventral temporal and anteromedial temporal lobe regions and performance on the crossmodal integration trials with living compared with nonliving things provides additional support an integrated 'neurocognitive' account which combines the neural model of hierarchical object processing with a cognitive account of conceptual representations (Moss et al., 2002; Tyler et al., 2004; Taylor et al., 2007) .
