for almost all ξ (where {x} denotes the fractional part of x ∈ R). This follows from Birkhoff's ergodic theorem but was also proved by A. Khinchin [9] . This example shows that it is an interesting problem to find conditions for relation (1.1) to hold if
f (x) dx exists only as an improper Riemann integral. (Results of this kind can be applied to the calculation of such integrals; see, for example, [19] , [10] and [7] .) For a more complete survey of the existing literature we refer the reader to the monographs by L. Kuipers and H. Niederreiter [12] and M. Drmota and R. F. Tichy [4] .
In this paper we study the special case (ω k ) k≥1 = ({kα}) k≥1 with irrational α. We find relations between certain non-Riemann-integrable functions f : [0, 1] → R and irrational α that are necessary or sufficient conditions for the relation (1.2) lim
to be true. The first results in this direction were obtained by G. H. Hardy and J. E. Littlewood [6] . Supposing that lim x→0+ f (x) = lim x→1− f (x) = +∞ and that f is Riemann-integrable on [δ, 1 − δ] for all δ ∈ (0, 1/2), they proved that (1.2) holds for almost all α if for almost all α? This conjecture was disproved by J. M. Marstrand [14] . K. A. Driver, D. S. Lubinsky, G. Petruska and P. Sarnak [3] constructed functions for which (1.2) does not hold to study the radius of convergence of hypergeometric functions. V. A. Oskolkov [15] proved that (1. where f satisfies the same conditions as in [6] and q m denotes the denominator of the mth convergent of the continued fraction expansion of α. (In a follow-up paper [16] he proved a similar result for sequences satisfying a certain technical condition. In the case of sequences of shape ({kα}) k≥1 this condition is equivalent to the boundedness of the continued fraction expansion of α.) In a joint paper with J. Schoißengeier [1] we proved the following generalization of Oskolkov's result: In Theorem 1.1 we assumed that the singularities of the function f are all at rational points β and we made crucial use of this assumption in the proof of the implication (1)⇒(3). It is the purpose of the present paper to describe generalizations of Theorem 1.1 without this assumption. Comparison with the paper's precursor [1] will show the reader that we have reused many ideas and Theorem 1.1 is contained in our results as a special case. However, our generalizations are far from straightforward and finding them required a careful analysis and further developments of the proofs given in [1] .
1.2.
Basic assumptions and plan of the paper. For the remainder of the paper we assume that α is an irrational number with regular continued frac-
for m ≥ 0. The quantities a m , p m and q m depend on α but we will usually suppress this fact in our notation. However, in Section 4 we will sometimes write a m (α), p m (α) and q m (α) when there is a danger of confusion.
We will now describe the class of functions we are going to deal with. Let β ∈ (0, 1]. We will say the function f : [0, 1] → R is in the set S + − (β) if it satisfies the following conditions: 
/n for some positive integer n, 0 otherwise, and
if x = 1. In fact, Theorem 1.1 remains true if f is assumed to be admissible.
The plan of this paper is the following: in Section 2 we collect auxiliary results about the distribution of the sequence (kα) k≥1 modulo 1. Section 3 is the core of the paper. In it we establish a number of results about functions f ∈ S + − (β). The main results are:
• Theorem 1.1 remains true if any of the following (rather strong) assumptions hold: the continued fraction expansion of α is bounded, β is rational or lim m→∞ βq m > 0.
• Suppose that lim N →∞ f ({N α})/N = 0. Under the (weak) assumption lim m→∞ βq m > 0 we prove the existence of certain infinite sets
Under a mild additional assumption M k+1 \M k can be proved to be infinite for all positive integers k.
In the final Section 4 we transfer the results from Section 3 to admissible functions. Many of the proofs in this part are straightforward and will only be sketched.
2.
Auxiliary results about the distribution of the sequence (kα) k≥1 . We need some more notation: for any positive integer N we will use σ N ∈ S N to denote the uniquely determined permutation such that (1) If m is even then
Proof. This is [1, Proposition 1].
Proof. This follows immediately from Proposition 2.1.
Proof. Let m be even and set
If m is odd the assertion can be proved analogously.
Proof. Both assertions follow from Corollary 2.3 by setting µ = 1.
where we used the fact that convergents are best approximations [18, Chapter II, §3, Theorem 1].
(2) This is an immediate consequence of (1).
Remark. Lemma 2.5 can also be derived from stronger results [5] .
Proof. Let m be even. If t = 0 the assertion follows immediately from Proposition 2.1. If t ≥ 1 then
Proof. If t = 0 the assertion follows immediately from Proposition 2.1.
(1) If m is even then
This can be proved analogously.
Results for functions in S
+ − (β). We need some more notation. Let N be a positive integer. For β ∈ (0, 1] we set
and for β ∈ [0, 1) we set
Both quantities are well defined for sufficiently large N . Both depend on α and β but we usually suppress this in our notation (with the exception of a few lemmata in Section 4). Obviously the sequence (σ
Proof. The second condition is necessary because of the remark just before the lemma. It is also sufficient because
Proof. Using Lemma 2.5 and the well known inequality
Proof. The first identity follows from Corollary 2.4, and
Proof. The first identity follows from Corollary 2.4. From Corollary 2.3 we know {σ
Proof. The first identity follows from Corollary 2.4. From Corollary 2.3 we get
for all sufficiently large N . 
Proof. Using Lemma 3.3 we get
for all sufficiently large m.
Proof. We first assume β = 1. If m is odd the assertion follows from Lemma 3.6. If a m+1 = 1 it follows from Lemma 3.2. If m is even and a m+1 ≥ 2 then
by Lemma 3.3 and
by Lemma 3.4. These two inequalities imply the assertion. Now let β < 1. For sufficiently large m we have 2/q m < β < 1 − 2/q m and we see from Lemma 2.5(2) that
Estimating as in the proof of Lemma 3.2 we infer
and the assertion follows as σ q m (n − q m ) ≤ q m . We are now able to state our first main result.
On the other hand,
by Lemma 3.7. Therefore
Together with (3.2) this proves
and (3.1) and (3.3) together imply the first equation in the assertion.
Remark. The last theorem is an analogue to equation (1.5) in [3] . It is also interesting to compare Theorem 3.8 with the remark after (1.8) in [3] . Note that what is called α in the present paper is called β in [3] and vice versa.
for all sufficiently large N .
Proof. If b ≥ a m+1 /2 this follows from Lemma 3.2. Now let b < a m+1 /2 and either let m be even or let m be odd and n
where we used Lemma 3.3 and either Lemma 3.4 or Lemma 3.5.
by Lemma 3.6.
where for given N the nonnegative integer m = m(N ) is defined via the relation q m ≤ N < q m+1 .
(2) Let (a n ) n≥1 be a sequence and N an infinite set of positive integers. If N = {n k | k ∈ N} with n k < n k+1 for all k ≥ 1 we set lim n∈N a n = lim k→∞ a n k if this limit exists. The quantities lim n∈N a n and lim n∈N a n are defined analogously.
(3) If J ⊆ N and µ ∈ (0, 1) we set N µ (J ) = {n ∈ N | ∃m ∈ J : µm ≤ n ≤ m}.
Proof. Assertion (1) 
and therefore
This yields
The assertion follows from (3.4) and (3.5) together. 
By our assumptions this leads to
by Theorem 3.8.
In the following corollary we will use the notations Q = {q m | m ≥ 0} and
Proof. Theorem 3.8 states that 
Proof. Only the implication (2)⇒(1) remains to be proved. Let A = max n≥1 a n and set µ = (A + 1) −1 . Then µq m ≤ q m−1 for all m ≥ 1, that is, we have A µ = N. The assertion follows from Corollary 3.12.
Notation. Let J be an infinite set of nonnegative integers. We set to establish any results in the remainder of this paper. However, we believe that it will prove useful in the follow-up research. For this reason we include several of its properties and sketch their proofs.
(2) The quantity I − bq m f (β) depends on α which usually need not be noted. Only in Section 4 we will occasionally write I
If m is even then In order to make the remainder of the proof easier to read we introduce the shorthand notation ω j = {σ bq m (b⌊βq m ⌋ + j)α} for 1 ≤ j ≤ r. Using Lemma 2.6 we see that
This implies
The first assertion follows from f (ω 1 ) ≥ 0. The right-hand inequality of the second assertion follows from I
and the left-hand inequality follows from
Lemma 3.16. Let f ∈ S + − (β) and J be an infinite set of nonnegative integers. The following conditions are equivalent: 
If J contains only even integers the following condition is equivalent to (1)
and (2):
Proof. For m ∈ J we can employ Lemma 3.15 to get
It is routine to deduce the equivalence of (1) and (2) from this chain of inequalities. The equivalence of (1) and (3) can be proved analogously with the help of the second half of Lemma 3.15. 
Proof. All assertions can be deduced immediately from Corollary 3.14 and Lemma 3.16. If m is even the following two conditions are equivalent:
If m is odd the following two conditions are equivalent:
Proof. As β ∈ (0, 1) we can assume 2/q m < β < 1 − 2/q m . Let m be even. By Proposition 2.1(1) we find the following:
The assertion for odd m can be proved analogously. Proof. We see from Corollary 2.4 and Lemma 2.8 that 
Similar to the proof of Lemma 3.15 we will use the shorthand notations
(where we used Lemma 2.8(1)) and
and the assertion follows as ω j+1 − ω j = q m α − p m for 1 ≤ j ≤ b (by Lemma 2.6). The second assertion's proof is largely analogous. The only additional ingredient we need is the fact that
which follows from Lemma 2.7.
and max
Therefore, we have
We now assume that m is odd . If there is no k ∈ {1, . . . , a m+1 q 
(If, on the other hand, 
Proof. Only the implication (2)⇒(1) needs to be proved. Assume that µ = lim m→∞ βq m > 0. Then βq m ≥ µ/2 for all sufficiently large m and
as m → ∞. The assertion follows from Lemma 3.20 and Corollary 3.17 (2) . 
Proof. It is trivial that M k is infinite for all k ≥ 1.
( As a consequence we see that Theorem 3.22 is a result about the average case. The only exceptional case we had to exclude is lim m→∞ βq m = 0. The set of all β with this property has Lebesgue measure zero and was studied in detail in [13, 11] .
Results for admissible functions.
In this final section we will transfer the results from Section 3 to admissible functions. We remind the reader that such functions have a representation
We will keep these notations throughout this section. 
Proof. This fact can be found, for example, in O. Perron's well known textbook [17] .
Corollary 4.2. For irrational α we have
Proof. This follows from Proposition 4.1 by induction.
Remark. As a consequence of Proposition 4.1 and Corollary 4.2 we have
, and
We will usually apply Proposition 4.1 and Corollary 4.2 in this form and will simply write q m (α) = q m±1 (−α) without repeating that
On the other hand, the sequence ((f − f − i )({N α})) N ∈N 1 is bounded and therefore
The second assertion can be proved analogously. (
Proof. 
Let now f ∈ S
Let now f be admissible. Then
by Lemma 4.3. Using the special cases we proved so far we find
(2) This can be proved as (1) 
Proof. This can be proved by the procedure described in the proof of Theorem 4.4 starting from Corollary 3.12. Note that 
Proof. By Proposition 4.1 the continued fraction expansion of −α is bounded if and only if the continued fraction expansion of α is bounded. Using this fact we can deduce the implication (2)⇒(1) from Corollary 3.13 by the procedure described in the proof of Theorem 4.4. 
Using this and the trivial fact that 1 − β ∈ Q if and only if β ∈ Q we can deduce the implication (2)⇒(1) from Theorem 3.21, again by the procedure described in the proof of Theorem 4.4.
Notation. As a counterpart to the permutation σ N ∈ S N introduced in Section 2 we now define τ N ∈ S N to be the uniquely determined permutation such that {τ N (k)(−α)} < {τ N (k + 1)(−α)} for 1 ≤ k < N . 
Proof. All three properties can be deduced from the various definitions within a few lines. We remind the reader that the definitions of n 
