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Abstract 
Reutenauer, C., Applications of a noncommutative jacobian matrix, Journal of Pure and 
Applied Algebra 77 (1992) 169-181. 
A noncommutative jacobian matrix is defined. for endomorphisms of a free associative algebra 
into another. The chain rules holds. Invertibility of this matrix characterizes automorphisms of 
the free Lie algebra. A presentation of Aut(k(x, y)) and an inversion formula are given. 
Introduction 
We define, for an homomorphismffrom a free associative algebra into another, 
a matrix J(f), which behaves like the usual jacobian commutative matrix. The 
chain rule holds (Proposition 1.2), so that for an automorphism, J(f) is invert- 
ible. An example shows that the converse is not true, so that there is no analogue 
of the jacobian conjecture. However, the main result is that for endomorphisms 
of the free Lie algebra, invertibility is equivalent to the invertibility of its jacobian 
matrix (Theorem 2.1). As a byproduct, we give a new proof of Cohn’s theorem 
asserting that each automorphism of the free Lie algebra is a product of 
elementary automorphisms. Another application (Theorem 3.1) is a normal form 
for (continuous) automorphisms of the free associative algebra in two variables, 
which is an analogue for Aut(k( x, y)) of Cohn’s normal form for the GL, of a 
free associative algebra. A presentation of this group is also given. The same 
holds for Aut(k[x, y]), because of the isomorphism between these two groups. In 
the last section, we give a Grobner-like formula for the inversion of an auto- 
morphism of the algebra of noncommutative power series (Theorem 4.1). 
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1. Chain rule 
Let X be a finite set of noncommutative variables (or alphabet) and k a 
commutative ring with unit. We denote by k(X) the algebra over k of noncom- 
mutative polynomials in the variables in X, and by k((X)) the algebra of 
noncommutative power series. Let X* denote the free monoid over X, whose 
elements are called words. Then each series S may be viewed as an infinite linear 
combination over k of words 
s= c (S, w>w, 
WtX* 
where (S, w) denotes the coefficient of the word w. Similarly, a polynomial is a 
(finite) linear combination 
P= c (P,w)w. 
WtX* 
There is a natural duality between k(( X)) and k(X) , given by 
(S, p> = 2 (S, w)(P, w> 
wfzx* 
For any variable x, denote by x-‘S the series defined by 
x-‘s= 2 (S,xw)w . 
WEX* 
In other words, S-X-‘S is the adjoint of P* XP for the above duality. The 
following formula holds: 
S=(S, 1)+ c x(x-3), (1.1) 
XEX 
where 1 is the empty word, the neutral element of k(( X)); thus (S, 1) is the 
constant term of S. Moreover, 
x-‘(ST) = (x-‘S)T + (S, 1)(x-Q-) . (1.2) 
Both formulas are easily checked when S,T are words, and then extended by 
linearity and continuity (for the X-adic topology) to all series. 
Let k(X)) be g iven the X-adic topology. If Y is another alphabet, then a 
continuous homomorphism f : k(X)) + k (( Y)) is completely defined by the 
images f(x) of the variables x in X; in this case, f(x) is a proper series, that is, 
(f(x), 1) = 0. Define th e jacobian matrix off to be the Y x X matrix over k(( Y)) 
defined by 
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J(f) = W1fW~~EY,,,,~ vo79yxx~ 
Example 1.1. X= Y = {x, y}, f(x) = x - yxy, f(y) = y. Then, 
J(f)= (-ty ;j. 
If J is a matrix and g an homomorphism, denote by J” the matrix obtained by 
applying g to each entry of J. 
Proposition 1.2. (chain rule). Let X, Y, Z be three alphabets and f : k(X)) + 
k(Y), g:kUj+ktZj b e continuous homomorphisms. Then 
J(g”f) = J(dJ(fY . 
Proof. Let x E X, z E Z. Then 
z-‘(g”f(4) 
= z-‘Mf(4)) 
= z-’ (R [(f(x), 1) + c YWfW)]) 
.vE Y 
(by (1.1)) 
= z-l [(fC4 1) + c 9(Y)~WfW)] 
YEY 
= y~~[(z~‘goi))g(Y~lf(~)) + (g(Y), W1AY-‘f(4)l (by (1.2)) 
= .~~y(z~‘g(Y))g(Y-lf(x)) > 
because (g(y), 1) = 0, g being continuous. Thus the z,x-entry of .7( g 0 f) is equal 
to the z,x-entry in the product of J(g) by J(f)“. 0 
Corollary 1.3. Zff: k((X))+k((X)) IS a continuous automorphism, then J(f) is 
invertible in k((XjXxX. 0 
This corollary (an immediate consequence of Proposition 1.2) is well known 
another form: it is the analogue for k (( X>> of the implicit function theorem. 
in 
Corollary 1.4. Zf f : k (X) + k(X) is an automorphism, then J(f) is invertible in 
k(X)xxx. 
Proof. We may suppose that (f(x), 1) = 1 for each letter (by multiplying f on the 
right by the automorphism x H x - (f(x), 1)). Then f extends uniquely to a 
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continuous automorphism of k(X)), and so does its inverse g. Hence 
J( f)J( g)f = J(id) = I, (identity X X X-matrix). Moreover, J( g)J( f)” = Z,, thus 
J( g)fJ( f) = J( g)‘J( f)PR = (J( g)J( f)g)f = Zfy = I,. Hence, the inverse of J(f) is 
J(sY. 0 
The analogue of the jacobian conjecture (i.e. the converse of Corollary 1.4) 
does not hold: indeed, with f as in Example 1.1, J(f) is invertible in k( X)xxx, 
but f is not an automorphism. To see it, let a =f(x), b =f( y). Then x = a + bxb, 
thus x = CnzO b”ab”, and x is not a polynomial in a and b. 
However, we see in the next section that the converse of Corollary 1.4 holds for 
endomorphisms of the free Lie algebra. Note that an analogue of the jacobian 
conjecture in the algebra of noncommutative polynomials has been stated, and 
proved in the case of two variables, by Dicks and Lewin [4]. Note also that the 
determinant of the matrix of constant terms of J( f) has been considered by Fliess 
(51, under the name jucobian determinant, in connection with an inversion 
problem in control theory. 
2. Automorphisms of the free Lie algebra 
We suppose in this section that k is a field. Recall that the free Lie algebra on X 
over k is isomorphic to the Lie subalgebra of k(X) generated by the variables x 
in X (see, e.g., [S, Corollary 5.3.91). We denote it by Z(X), and call its elements 
Lie polynomials. As Z(X) is free, an endomorphism f of Z(X) is completely 
defined by the values f(x) of the variables. Note that such an endomorphism 
uniquely extends to a continuous endomorphism of k(X) , because a Lie polyno- 
mial has no constant term. Define its jacobian matrix as in Section 1. 
An automorphism of Z(X) is called elementary if either f lx defines a linear 
automorphism of the space zxEX kx, or if for some variable x, f(x) = x + P, 
where P is in Z(X\x), and f(y) = y for any other variable y. Note that in both 
cases, f -’ is elementary too. 
Theorem 2.1. Let f : Z(X)-+ Z(X) b e a Lie algebra endomorph&m. The follow- 
ing conditions are equivalent: 
(i) f is an automorphism. 
(ii) The jacobian matrix off is invertible in k(X) xxx. 
(iii) f is a product of elementary uutomorphisms. 
The equivalence of (i) and (iii) is due to Cohn [2]. For the proof of the 
theorem, we need two lemmas. The first one is surely well known, and is valid in 
any enveloping algebra. Recall that k(X) is the enveloping algebra of the Lie 
algebra Z(X) (see, e.g., [S, Corollary 5.3.91). 
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Lemma 2.2. Let 22 be a Lie subalgebra of .9(X). Then each Lie polynomial, 
which is in the right ideal of k(X) generated by 2, is already in 9. 
Proof. Let B be a totally ordered basis of Z(X), containing a basis of 9, such 
that: 
(2.1) 
We claim that the polynomials 
P, ’ * . P, ) n Z- I , P, E B , P, E 2 , P, 5. . .d P, (24 
generate linearly the right idea1 I = .Yk(X). Indeed, by the Poincare-Birkhoff- 
Witt theorem, I is linearly generated by the polynomials 
P= P;.. P,) nrl, P,EB, P,EZ. (2.3) 
So it is enough to show that each polynomial (2.3) is a linear combination of 
polynomials (2.2); we do it by induction on (n, t(P)), ordered lexicographically, 
where t(P) = 1 {(i, j) 1 i < j and Pi > P,} 1. If n = 1 or if t(P) = 0, then P is of the 
form (2.2) and there is nothing to prove. Let us assume that t(P) 2 1: let i be such 
thatP,>Pj+,.Ifi=1,asP,E~,wehaveby(2.1),P,E~.Then[P,,P,]E~, 
hence [P,, P2] = c, a,Q, (Q, E 2 fl B, a; E k). We have 
P=[P,, P*]q3...Pn+ P*P,P,...P, 
= c CY,Q,P~. . . P, + P,P,P3.. . P, . 
I 
Polynomial Q jP, . . . P,, is of the form (2.2) with a smaller n; P,P,P, . . . P, is of 
this form too, with same n and smaller t(P). Hence by induction, all these 
polynomials are linear combinations of polynomials of the form (2.2), and so is P. 
Suppose now that i 2 2. Then [Pi, P,+ ,] = c k PkRk (R, E B, & E k) and 
P= P, ‘. . p,-IUP,, pi+11 + P,+,P,)P,+* ‘. . p,, 
= 7 PkPl . . . Pl_,RkPi+2.. . P, + c P, . . . Pi_,P;+,PiP,+z * * * P, . 
k 
Then a similar but simpler inductive argument shows that P is a linear combina- 
tion of polynomials of the form (2.2). This proves the claim. 
Now let R be a Lie polynomial which is in 1. Then we may write 
R= c a,Q=C PJ’ 
QEB P 
(2.4) 
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where I+,@, are in k, and where the second summation is over polynomials P of 
the form (2.2). By the theorem of Poincare-Birkhoff-Witt, the increasing 
products Q, . . .Q,,, Q,EB, Q,s...sQ,,, are linearly independent. Hence, 
(2.4) implies that R is a linear combination of polynomials Q E B f’ 2. In 
particular, Q is in 3. 0 
The next lemma is technical, but easy. Denote by P the highest homogeneous 
component of a polynomial P, with P = 0 if P = 0. 
Lemma 2.3. Let P, P, , . . . , P,, be polynomials such that p is in the Lie subalgebra 
generated by P,, . . . , P,. Then there exists a Lie polynomial u(x, , . . . , x,,) in 
2(x,, . . , xn) such that 
deg(P - u(P,, . . . , P,,)) < deg(P) . 
Proof. We have P = u(P,, . . . , P,,) for some Lie polynomial u in 9(x,, . ,x,)). Let 
u=C (d) U(d)? where the sum is over n-tuples (d) = (d,, . , d,,) and where Us,,) is 
the homogeneous component of u of degree d, in each x,. Let u = c ((,) Us,,), where 
the sum is over all (d) with c:‘=, dj deg(P,) = deg(P). By homogeneity, we have 
P = u(P,, . . . , P,,). Moreover, 3(x,, . ,x,!) is homogeneous, so that each u~,~) is
a Lie polynomial, hence u too. Now by construction, u(P,, . , P,,) is equal to 
U(P,, . . ) P,,) plus a polynomial of degree less than P. 0 
Proof of Theorem 2.1. (i)+ (ii) If f is a Lie automorphism, then it extends 
uniquely to an automorphism of k(X), and we use Corollary 1.4. 
(ii) + (iii) (Induction on d(f) = c rEX deg( f(x)).) Suppose that d(f) 5 1x1. As 
no f(x) is zero (otherwise J(f) is not invertible) and as f(x) is a Lie polynomial, we 
have deg( f(x)) 2 1. This implies that deg( f(x)) = 1 for any variable x, and we may 
write f(y) = CxEX a,,, x for some scalars (Y,,~. Then x-‘f( y) = a,,)., which shows 
that J(f) = ((Y,,,),,)._.. By hypothesis J(f) is invertible in k(X)XXX; taking 
constant terms, we see that J(f) is invertible in kxxx, hence f is elementary of the 
first type. Suppose now that d(f) > 1x1. Let (Ph,Y)l,Y be the inverse of J(f) in 
k( X)xxx. Then, for any variables x, z, we have 
c (X-‘f(YNp\.z = a,,, 
YEX 
Multiply by x at the left, sum over all x, and note that f( y) has no constant term. 
Hence (1.2) implies 
c f<Y>py,z = =. 
YEX 
As d(f) > 1x1, there is some variable x,) such that deg(f(x,,)) 2 2; moreover, 
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there is some z such that Px,,., is nonzero, because the matrix (P,,,) is invertible. 
Hence. for this z 
deg j C f(~&,,) =de&) = l<deg(fkJfC~,,,) 
ytX 
-uP,{deg(f(Y)P,..Z))~ 
We use now Cohn’s weak algorithm (see [3, Proposition 2.4.21) which asserts that, 
as no f(y) = 0, there exists a variable x and polynomials Q, such that 
dedf(4 - c f( YW,) < dedf(4) 1 deg( f( YW, > 5 deg( f(x)> 
This implies that 
-- 
f(x) = c f(Y)&. 
,‘#I 
Now, Lemma 2.2 implies that f(x) is in the Lie subalgebra generated by the Lie 
polynomials f(y), y # x. Hence, by Lemma 2.3, there exists a Lie polynomial 
P(Y),.. in Z(X\x) such that 
deg(f(x) - f'(f(~N,,,) <deg(f(xN (2.5) 
Define an elementary automorphism g of the second type by 
g(x) = x - P(Y),,, > g(y)=y ify#x. 
Let h =fog. Then we have h(x) =f(g(x>> =f(x - P(y),.,,) =f(x> - P(f(y)),.., 
because f is a Lie algebra endomorphism. Moreover, if y Zx, then h(y) = 
f( g( Y)) = f(y). H ence, by (2.5), d(h) < d(f). Moreover, by Proposition 1.2, 
J(h) = J( f)J( s)‘> h ence J(h) is invertible in K(X)xx? 
By induction, we conclude that h is a product of elementary automorphisms. 
This implies that so is 5 
(iii) + (i) This is clear. 0 
The proof also shows the following result, which is an analogue for free Lie 
algebras of a result of Nielsen in free groups (see [9, Proposition 1.2.71). 
Corollary 2.4. If n Lie polynomials generate the free Lie algebra .9(x,, . . , x,), 
then they generate it freely. 0 
Remarks. (1) One may define a jacobian matrix J’ by using the operators 
P- Px-‘, symmetric to P - x-‘P. Then the chain rule also holds, and Theorem 
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2.1 shows that for a free Lie algebra endomorphism f, J(f) is invertible if and 
only if J’(f) is. This may be seen directly, because 
where CY is the principal anti-automorphism of k(X), sending each Lie polyno- 
mial P to -P. 
(2) A theorem analogue to Theorem 2.1 for free groups has been proved by 
Birman [l]. She uses differential operators introduced by Fox [6]. Actually, these 
operators d, are, up to a left-right symmetry, related to the operators x-‘P by the 
formula 
d, = M-‘(xp’M(P)), 
for any element P of the group algebra of the free groups F(X), where M is the 
Magnus embedding 
kF(X)+k((X)), x-1+x. 
While the operator P H xm ‘P is a q-derivation (see Section 4) for cp( P) = (P, l), 
the operator d, is a $-derivation for $(P) = sum of the coefficients of P. 
3. Automorphisms of two variables polynomial algebras 
We assume that k is a field. Define, for each polynomial a(x) E k(x), an 
automorphism ~(a) of k( x, y) by 
r(a)(x) = y + 4x) 3 4U>(Y> = x. 
As u(x) depends on x only, r(u) is an automorphism of k( x, y). The following 
relation holds (b E k(x)): 
TT(U + b) = n-(a)~(O)n(b) . (3.1) 
Indeed, 
4a)dO)4b)(x) = ~u>~O)(Y + xb(x)) = 4a>(x + yb(y)) 
= y + xu(x) + xb(x) = n-(u + b)(y) , 
and 
Gus = r(a)+)(x) = ~(U)(Y) = x = ~(a + b)(y) 
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Moreover, if u(x) = CY E k\O, we have 
7r(a)7f(-a -‘)‘IT(a) = qa, -cl -‘> ) (3.2) 
where s(a, p) is the automorphism x H LYX, y * Py (LY,P E k\O). Indeed, 
%-(+T(-a-‘)77(a)(x) =7T(+r-C')(y + ax) 
= 7T(a)(x + a( y - a -lx>> 
= 7r(a)(ay) = a!x = qa, -a -y(x) ) 
and 
?T(c+-(-a-‘)+)(y) = 7T(+T-a-1)(x) = 7r(a)(y - a-lx) 
=x-a-L(y+ax)=-a-1y=6(a,-a-1)(y). 
Another identity is the following (a,/3 E k\O, a E k(x)): 
(3.3) 
where up(x) = a( /3x). 
Indeed, 
%-(uP)G(a, P)(x) = %-(uP)(ax) = "y + axuP ) 
%P, +(Paa)(x) = S(P, a)(y + p-‘cxxu(x)) 
= CYy + p -‘apxu( /3x) = ay + axu( px> ) 
4e+T P>(Y) = 4oPY) = Px I 
and 
S(PT 4~W’~4(Y) = qp, a)(x) = px . 
We also have the evident identity 
a(% P)S(a’, P’) = qaa’, PP’) . (3.4) 
Note that all these definitions and relations also make sense in k[x, y], the algebra 
of commutative polynomials in x,y over k. Recall that an automorphism is 
continuous (or augmentation-preserving) if it sends each variable on a polynomial 
without constant term. 
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Theorem 3.1. (1) The group Aut’(k(x, y)) f o continuous automorphisms of 
k(x, y ) is generated by the automorphisms r(a)and ??(a, P)(a E k(x), LY,~ E 
k\O), and the relations (3.1)-(3.4) f orm a complete set of defining relations. Each 
automorphism f of k( x, y ) h as a unique decomposition of the form 
(3.5) 
where r 2 0, and where for i = 2,. . . , r - 1, a, is not constant. 
(2) The same property holds for the group Aut’(k[x, y]) of continuous auto- 
morphisms of k[x, y]. 
Proof. Note that the second assertion follows immediately from the fact that the 
canonical mapping Aut(k(x, y)-+Aut(k[x, y]) is an isomorphism (see [3, 
Theorem 6.9.3)). We know that Aut(k(x, y)) is generated by its elementary 
automorphisms and the diagonal automorphisms ~(cx, /?) (ibid.). This easily 
implies that Aut’(k(x, y)) g 1s enerated by its elementary continuous automorph- 
isms and the 8(cr, p). Now, an elementary continuous automorphism is either of 
the form: (i) x H x + ya( y), y b-+ y, or (ii) x H x, y H y + xa(x). In the first case 
it is equal to r(O)rr(a), while in the second it is r(a)r(O). This shows that the 
automorphisms ~(a) and S(Q, p) generate Aut’(k(x, y)). 
We show that each automorphism, when written as a product of the generators, 
may be brought into the form (3.5), by using only the relations (3.1)-(3.4). This 
is done following Cohn’s method for GE,(R) [3, 2.71. By (3.1), we have 
~(0)~ = 1, hence 
n(a))’ = 5-(O)r(-a)5-(0). (3.6) 
This relation, together with (3.4), allows to eliminate all negative powers of the 
generators n(a) and a((~, j3). Now, (3.3) allows to bring all the ~(LY, p) at the 
beginning, and (3.4) gives then the desired form (3.5), but without the conditions 
on the a,‘s. If a, = 0 for i # 1 ,r, then one uses (3.1) to shorten the form (3.5). 
Suppose that a, = a E k\O for some i # 1,r. We have by (3.6), 
n(a + *~‘)~‘~(a)~(a()7T(b)~(b + (Y~‘)~’ 
= r(O)77-a-a ~‘)5-(0)7r(a)77(a)7r(b)~(O)~(-b - ~y-‘)7r(O) 
= 7r(O)7r-a ~‘)~(cx)+LY~‘)~(~) by(3.1) 
= %+))a(-(Y-I, a)Tf(O) by (3.2) 
= 7i-(0)7F(0)8(a, -a_‘) by (3.3) 
= 6((w, -(Y-l) 
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Thus we have 
?i-(a)?7(a)r(b) = Tr(u + &)6(a, -a-$?0 + a-‘>. (3.7) 
This shows that the form (3.4) may be shortened, by using (3.7), and then (3.3) to 
bring 6(a, -N-I) at the beginning. 
We show now that the form (3.5) is uniquely determined by the automorphism 
f. This will end the proof. 
We know by [3, Proposition 2.8.21 that each matrix J in GL,(k(x, y)) has a 
unique decomposition as 
J = [a, /3]P(a,>. * * fya,) , (3.8) 
where [a, p] = ( ;; ;), P(a)=(;’ ,!) d h an w ere for i # l,r, uj is not constant. Note 
that J(~([T, p)) = [(Y, p] and J(rr(u)) = p(u). With f as in (3.5), define 
for i = 0,. . . , r. Then, by Proposition 1.2, we have 
J(f) = J(6(% P)) ir J(~(O”-’ 
i=l 
= [a, p] fJ P(up 
I=1 
= [a, PlfTh,(~,>)~(f,(%>>~~~ fY.f-I(%>) .
This is form (3.8) for the matrix J(f); hence the knowledge off determines that 
of a> P? Ma,), . . . , f,_,(u,). Now, recursively, one determines a,, f,, u2, f2, and 
so on, until a,. Hence, the form (3.5) is unique. 0 
4. A Grijbner-like inversion formula 
A q-derivation of a ring R is a linear mapping D : R- R such that D(w) = 
D(u)u + cp(u)D(u), f or any U,U in R, where cp : R+ R is a fixed homomorphism. 
We consider here R = k((X)) with q(S) = (S, l), for any series S. For any letter x 
in X, the mapping 
is a p-derivation, as (1.2) shows. It is easily checked that for each family of series 
(Sx),,tX, there exists one and only one p-derivation D sending each variable x 
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onto S,. This q-derivation D is given by the formula 
D(S) = c S,(x-‘S) . 
XEX 
Theorem 4.1. Let f be a continuous automorphism of k (( X)) , with jacobian matrix 
J. Define for each variable x, a q-derivation D, by the formula 
D,(S) = c Jx.: (Y-'S). 
Y E x 
Then for each word w = xl . . . x, (x, E X) and each series S, one has 
(f-‘(S), w) = (D,,,“...oD,,(S), 1). 
Proof. Denote by d, the q-derivation S H x-‘S. Then d, = f -’ 0 D, of. Indeed, 
the right-hand member is a p-derivation: 
f -‘oD,Of(ST) = f -‘[D, Of(S).f(T) + (f(S), l).D, Of(T)1 
=f-‘oD,of(S).T+(S,l).f-‘oD,of(T), 
because f(S) and S have the same constant term, f being continuous. Moreover, 
for any variable z, 
f-‘oD,Of(z)=f-’ c [ 
YEX 
J;;( y-‘f(4)j =f %?A = %,z > 
because J is the matrix (yP’f(z)),,,,,. Thus d, and f -‘o D,of are two cp- 
derivations which take the same value on each variable z. So d, = f -’ 0 D, of. 
Now, let w and S as in the theorem. We have (since f -’ preserves constant 
terms) 
(Dx,t D . ..~D~,(S),l)=(f~‘~D,~~...~D,,(S),l) 
=(f~‘~D,,,~...~D,,~f[f~‘(S)],l) 
= (d,,E o . . .O d,,Cf -‘(SK 1) 
=(X,l*..X;l[f-‘(S)], 1) 
= (f_‘(S), x, . . . x,) 
= (f_‘(S), w) . 0 
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Note added in proof 
V. Shpilrain also obtained the jacobian characterization of automorphisms of 
the free Lie algebra of Theorem 2.1 (communication at ICM 1990, Kyoto). 
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