ABSTRACT The science of cultural evolution is unified in its application of evolutionary logic to socially transmitted behavior, but diverse in methodologies and assumptions. Qualitative reviews have encouraged integration by illuminating points of divergence and fostering interaction. This effort would be greatly enhanced by quantitative data on patterns of collaboration and idea sharing in the literature. In the present study, we apply a novel combination of network, cluster, and bibliometric analyses to an extensive dataset of publications on cultural evolution, in order to represent the structure of the field and evaluate the level of disciplinary integration. We first construct a co-authorship network and identify subdisciplines. We then use bibliometric analyses to describe each subdiscipline and investigate trends in collaboration and productivity. Lastly, we assess the topographical distance and degree of citation sharing between subdisciplines, as well as the diversity of subject categories within subdisciplines. Our results reveal an increase in productivity and collaboration over time, albeit a higher inequality in author productivity than expected. Our structural approach reveals research subcommunities with differential levels of integration, citation sharing, and subject diversity. These findings confirm the emergence of a vigorous interdisciplinary field, and indicate ways to foster integration and synthesis in cultural evolution.
Introduction
T he study of cultural evolution is an interdisciplinary endeavor that has captivated researchers from a diverse array of fields including evolutionary biology, anthropology, psychology, sociology, and computer science. This diversity of research communities and backgrounds has understandably been accompanied by a similarly broad range of approaches and methods (Richerson and Boyd, 2005; Driscoll, 2017; Mesoudi, 2015; Lewens, 2015) . Evolutionary biology is often seen by cultural evolutionists as a reference point in terms of how an interdisciplinary science can be integrated upon a unified theoretical footing (Mesoudi et al. 2006) . The history of evolutionary biology also illustrates, however, the diversity of working hypotheses or assumptions that can underlie research and reporting in an interdisciplinary field, often along disciplinary lines (Mayr, 1982) . Classic typical differences of opinion between evolutionary paleontologists and neontologists, for instance, or between those who study change at the levels of molecules versus traits, have been covered in detail, and many of these differences are now reduced or even largely resolved (Adler et al. 2007; Hahn, 2008) , although new or revised points of divergence are always arising (Laland et al. 2014; Pigliucci, 2006) . Similarly, the various approaches of cultural evolutionists, especially in different disciplines, can carry with them different working hypotheses, or even explicit or implicit assumptions that are not shared across research communities. If such communities have little interaction or cooperation, these differences of opinion will become entrenched and hinder progress in the field. Understanding and synthesis among the various communities that perform cultural evolutionary research is currently underway, as represented for instance in the founding of the Cultural Evolution Society (CES). On the CES website, the participants of the 2015 workshop that inspired the founding of the society are described as coming from a "melting pot of disciplines that need to become integrated to create a science of cultural change informed by evolutionary theory 1 ". The integration of this "melting pot" could help to recontextualize studies from different disciplines to strengthen the field's empirical base (Mesoudi et al. 2006; Henrich et al. 2008) , and to increase the application of cultural evolutionary knowledge to policy matters (Gibson and Lawson, 2015) . Additionally, as the application of evolutionary logic becomes more popular in the public sphere, the field of cultural evolution will benefit by fostering a stronger, more unified empirical and methodological foundation for evolutionary approaches to sociocultural questions (Smith et al. 2001; Mace, 2014) .
Proposals to integrate knowledge from diverse disciplines often involve the encouragement of interdisciplinary research. Interdisciplinary research is becoming more common (Porter and Rafols, 2009 ) and increasingly en vogue, as evidenced by the fivefold increase in publications tagged as {"interdisciplinary"} on Web of Science between 2002 and 2016, which is twice the increase in Web of Science entries as a whole over that period. In fact, both the U. S. National Science Foundation and National Institutes of Health have made the support of interdisciplinary research an explicit goal of their respective strategic initiatives (National Science Foundation, 2014; National Institutes of Health, 2016) . Although interdisciplinarity is often used as a rallying cry among scientists, some have advised caution (Jacobs and Frickel, 2009) . A recent study found that researchers collaborating across disciplinary boundaries tend to publish fewer, more highly cited papers, but, interestingly, this "productivity penalty" was significantly lower for authors in more interdisciplinary fields (Leahey et al. 2017 ). This indicates that, for authors in an already interdisciplinary field such as cultural evolution, the benefits of increased citation probably outweigh any costs to productivity. Additionally, the critique that interdisciplinarity could divert focus from more targeted, mechanistic questions assumes that fields have already developed the methodological underpinnings to investigate those questions. For a less developed field like cultural evolution, in which researchers have been working with different assumptions for decades (Acerbi and Mesoudi, 2015; Claidière and André, 2011) , theoretical unification could lead to an increase in empirical investigation and "more dynamic applications of emerging knowledge" (Aboelela et al. 2007) .
In order to understand the interdisciplinarity of cultural evolution, either with respect to the diversity of thought and practice or to the degree to which research communities communicate with each other, we have to know who those research communities are. Previous suggestions have depended upon broad, qualitative and subjective descriptions of field structure (Wimsatt, 2013; Mesoudi et al. 2006; Henrich et al. 2008 ). These are valuable, especially as they highlight frequent points of divergence in ideas, and promote simple conceptualization of possible challenges. However, only quantitative data on the structure of the field of cultural evolution can delineate actual communities, determine whether they fall along disciplinary lines, assess degrees of communication and cross-fertilization, and inform specific goals about how to encourage integration and synthesis. Quantitative methods can also provide a baseline for future studies to determine how well such synthesis is proceeding.
Bibliometrics, or the statistical analysis of published works, was first described by Pritchard (1969) , and bibliometric approaches have since been used to analyze scientific literature in fields as diverse as neuroscience (Yeung et al. 2017) , water security (Huai and Chai, 2016) , and bariatric surgery (Dabi et al. 2016) . Additionally, bibliometric methods have been used to support historical assumptions about the development of fields (Raina and Gupta, 1998) , identify connections between scientific growth and policy changes (das Neves Machado et al. 2015) , and investigate the collaborative structure of an interdisciplinary field (Liu and Xia, 2015) . Evidence suggests that collaboration may positively increase productivity (Landry et al. 1996; Lee and Bozeman, 2005) , impact (Larivière et al. 2014) , and citation rate (Figg et al. 2006) , making it a key feature of bibliometric studies. Historically, bibliometric analyses have been limited by data accessibility, but the establishment of web-based citation indexing databases has increased their scope. Web of Science (WoS), a database with records from more than 33,000 journals (Clarivate Analytics, 2017) , is a particularly useful resource for bibliometrics research because each record is tagged with key information such as author name, source, cited references, keywords, and research area. Additionally, users are able to download the complete metadata for every publication resulting from a given search term.
Access to these nearly exhaustive bibliometric datasets, in combination with social network analysis, has allowed researchers to investigate previously inaccessible questions about how scientific fields are structured. The construction of co-authorship networks, in which each node represents an author and each link represents a co-authorship relationship, can provide particularly valuable insight into the topography of a given field. Coauthorship represents a direct working relationship between authors, and is often used as a proxy measure for scientific collaboration in bibliometric studies. Unfortunately, large networks are challenging to visualize with traditional mapping methods. VOS (visualization of similarity) mapping is a recently developed technique that allows representative and intelligible visualization of more complex networks (van Eck and Waltman, 2007) , and has been combined with modularity-based clustering to parse networks into discrete clusters based on the association strength among nodes (Waltman et al. 2010) . We utilize VOS mapping in this study because of its ability to simultaneously map and identify clusters within a network, and its widespread use in recent bibliometric analyses (Taşkin and Aydinoglu, 2015; Sweileh et al. 2016a Sweileh et al. , 2016b .
One challenge in using network analysis to evaluate the structure of a field is the accurate identification and labeling of subdisciplines. Previous studies have largely depended upon the subject categories developed by the Institute for Scientific Information (ISI) and assigned by WoS, but these categories are general, retrospective, and do not adequately describe the structures of emerging fields such as cultural evolution (Pudovkin and Garfield, 2002; Wagner et al. 2011) . Rather than sorting authors into existing scientific categories, we chose to take a "structural approach" by classifying subdisciplines a posteriori, based on the discrete clustering patterns identified in the co-authorship network during the mapping process (Wagner et al. 2011) . One of the more recently developed methods for classifying subdisciplines involves the identification and description of core documents in co-citation and bibliographic coupling networks Thijs, 2011, 2017) . Glänzel and Thijs (2011) found this method to be particularly effective for identifying topics in emerging fields, where text-based classification (i.e., keyword usage) might overestimate the degree of overlap between subdisciplines. We chose to apply this method to our co-authorship network by identifying a set of core authors for each cluster (defined by the number of co-authorship links they have with other nodes) and evaluating their disciplinary affiliations, methodological approaches, and intellectual contributions. Although this approach increases the difficulty of placing authors into discrete disciplinary categories, it allows for more realistic and nuanced classification of clusters.
By employing a novel combination of network, cluster, and bibliometric analyses to an extensive dataset of journal article metadata, we aim to determine the degree of intellectual integration among subdisciplines in the field of cultural evolution, in order to inform more targeted efforts towards future synthesis.
Methods
All articles used in this study were retrieved from the WoS Core Collection. The search term {"cultural evolution"} was used in the topic field, and results were filtered by publication year through 2017. The complete metadata for each resulting publication, as well as a subject category frequency list, was compiled and manually exported on July 10, 2018.
VOSviewer (version 1.6.8), a network analysis software tool used to analyze bibliometric data, was used to construct a collaboration network based on co-authorship (van Eck and Waltman, 2009) . In order to prevent articles with many co-authors from biasing network structure, we utilized fractional counting and excluded articles with more than 10 co-authors (PerianesRodriguez et al. 2016) . The resolution was set to 0.03, the highest setting that resulted in a manageable number of clusters with suitable sample sizes, with no minimum cluster size. Any redundant names were eliminated using a thesaurus file, so that each author with multiple entries was designated by their last name and first initial (i.e., RICHERSON PJ to RICHERSON P). In order to avoid author name disambiguation, which is known to influence the structure of co-authorship networks, individuals with the same last name and first initial were removed from the thesaurus file (Barbastefano et al. 2015) . To qualitatively describe each cluster we designated the five authors with the most coauthorship links as "core authors", and evaluated their departmental affiliations and experimental approaches. For additional support, we identified country affiliations of first authors, authorchosen keywords, and subject categories that were statistically over-represented in each cluster using GeneMerge, a software package for identifying categorical variables that occur at higher frequencies in data subsets (Castillo-Davis and Hartl, 2003) .
The subject category frequency list, which lists of the number of publications in the dataset that fall within each subject category assigned by WoS (i.e., "anthropology", "behavioral sciences", "evolutionary biology"), was used to generate a science overlay map in Pajek (Rafols et al. 2010) . Science overlay maps superimpose data from a local network over a "global map of science" based on a co-citation matrix of ISI subject categories from 2007, providing an overview of how the focal field is situated in the rest of science (Rafols et al. 2010) . Additional science overlay maps were constructed from the subject categories used within each cluster of co-authors identified in VOSviewer. The subject category frequency list was also used to calculate the Stirling-Rao diversity measure, an indicator of interdisciplinarity that takes into account the distances between subject categories in the network, for both the entire network and each cluster (Rao, 1980; Stirling, 2007; Leydesdorff and Rafols, 2011) . Further details about science overlay maps and the Stirling-Rao diversity measure are available online 2 . CINNA (version 1.1.14), an R package for network analysis, was used to identify and calculate the two traditional centrality measures that explained the most variance in network structure: eigenvector and closeness centrality (Ashtiani et al. 2017) . Eigenvector centrality is a weighted measure of the number of links that a given node in the network has with other nodes, while closeness centrality indicates the length of the most efficient paths to all other nodes in the network. These measures act as proxies for influence and distance from the center, respectively (Landherr et al. 2010 ). Both measures were rescaled to fall between 0 and 1. By comparing the centrality values for nodes in each cluster, we can quantitatively characterize the topography of the coauthorship network.
The R packages qgraph (version 1.4.4) and igraph (version 1.1.2) were used to calculate the small-worldness index and network density, respectively. The small-worldness index indicates whether or not a network exhibits the small-world structure shown by many collaboration networks with high clustering and short average path lengths (Humphries and Gurney, 2008; Schiffauerova, 2015a, 2015b) . Values greater than one reflect small-world structure. Network density is the ratio of observed edges to possible edges in a network.
Bibliometrix (version 1.7), an R package for bibliometric analysis, was used to import and manage the metadata from WoS.
3 Articles published by individuals in each group were sorted accordingly. Any article co-authored with a member of another group was excluded to allow for more parsimonious subdisciplinary classification, and to avoid exaggerating the degree of citation overlap between groups. The exclusion of overlapping articles occurred downstream of the network analysis, and only impacted the group-level descriptive data and citation analyses. Basic descriptive data was generated for each group, such as authors, sources, keywords, and subjects. Each author's h-index, a common proxy measure for individual scientific output, was calculated using only the records in the dataset to determine individual impact within the field (Hirsch, 2005) . The annual collaboration index, a ratio of the number of authors of co-authored articles to the total number of coauthored articles, was calculated for the entire dataset and each cluster. In addition, the Lotka's law coefficients were estimated to determine the relative frequency of authors ranked by productivity (Lotka, 1926 ). Lotka's law predicts that the relative frequency distribution of author productivity for any given field will be a hyperbolic, inverse square function (y = 1/x 2 ), such that a minority of the authors in the dataset are publishing the majority of the articles. The deviation of the observed function from the predicted inverse square function acts as a metric for the inequality in productivity of the field. Lotka's law breaks down when fractional counting is used and/or the number of collaborators on any article in the dataset is extremely high (Rousseau, 1992; Kretschmer and Rousseau, 2001 ), so we ensured that full counting was used and none of the articles in the dataset exceeded 100 co-authors.
In order to determine how much information was shared among the co-authorship groups, the collective references cited by authors in each group were compiled and trimmed to eliminate duplicates. The overlaps between the groups' collective reference lists were analyzed using SuperExactTest (version 0.99.4), an R package developed to statistically evaluate multi-set intersections by calculating the probability of set overlaps given the size of the entire dataset . Lastly, a wordcloud was constructed in R to visually compare author-chosen keyword usage among the five groups. All analyses in R were conducted using version 3.3.3.
Results
The search criteria yielded 2091 records published by 3451 authors. Sixty-seven countries are represented in the dataset, but the majority of articles were published by first authors in the United States (34.78%), England (12.31%), Canada (5.71%), Germany (5.06%), and Scotland (4.75%). Although 685 journals are represented in the dataset, the five most productive were PNAS (3.35%), Behavioral and Brain Sciences (3.29%), Philosophical Transactions of the Royal Society B (2.93%), PLoS ONE (2.46%), and Evolution and Human Behavior (2.25%). The overall collaboration index (CI), or the average number of authors on multi-authored papers, was 2.43. The small-worldness index, calculated against 1000 random networks, was 22.42, indicating that the network exhibits small-world structure. Other descriptive network statistics can be found in Table S1 . Temporal analyses indicate that the field as a whole has become more productive over time, with an annual percentage growth rate of 13.61%. Exponential fitting of the data revealed an increase in the number of articles written between 1990 and 2017 (r 2 = 0.9443) (top panel of Fig. 1 ). Upon first analysis, a linear increase in the CI across the same time period was not evident, but the removal of an outlier identified by its studentized residual (year = 1996, CI = 6.5; p < 0.001) revealed a positive relationship (r 2 = 0.4333) (bottom panel of Fig. 1 ). Linear fitting also revealed an increase in the mean number of unique countries associated with each article written between 1990 and 2017 (r 2 = 0.5966).
The Lotka's law estimation yielded a beta coefficient (β) of 2.43 and a constant coefficient (c) of 0.40 (r 2 = 0.9430). In the entire dataset, 2907 authors (84.24%) published a single paper, 312 authors (9.04%) published two papers, and 232 authors (6.72%) published three or more papers. The most productive author, Alex Mesoudi, published 35 (1.67%) of the papers included in the dataset. The Kolmogorov-Smirnov test found the Lotka's law estimation to be significantly different from the theoretically predicted inverse square function (p < 0.05), indicating that the relative frequency distribution of the authors' number of publications in the dataset is more skewed right than predicted (see Fig. S2 ). This suggests that the field of cultural evolution does not conform to Lotka's law, and has fewer highly productive authors than expected.
The largest set of authors linked by co-authorship (n = 629) was used for the network analysis, resulting in the seven clusters portrayed in Fig. 2 (n 1 = 183; n 2 = 146; n 3 = 134; n 4 = 75; n 5 = 56; n 6 = 20; n 7 = 15). Articles published by individuals in each group, excluding those co-authored with members of other groups, were compiled in R (n 1 = 177; n 2 = 131; n 3 = 137; n 4 = 65; n 5 = 57; n 6 = 6; n 7 = 9). The mean h-indices of the authors in each group were calculated using only articles in the dataset across all years to examine collective output and impact (M 1 = 2.04; M 2 = 2.30; M 3 = 1.82; M 4 = 2.06; M 5 = 2.14; M 6 = 1.1; M 7 = 1.93). A one-way ANOVA found that the differences between the mean h-indices of each group were non-significant but trending (p = 0.069). Pairwise comparisons using t-tests with pooled standard deviations indicated that the mean h-index of group 6 is significantly lower than the mean h-indices of all groups except for group 3 (p < 0.05). The CI for each group was calculated (CI 1 = 1.79; CI 2 = 1.78; CI 3 = 1.48; CI 4 = 1.81; CI 5 = 1.4; CI 6 = 10.3; CI 7 = 2.11). Even after the removal of an extreme outlier (42 authors) the CI of group 6 (CI 6 = 4) was nearly twice that of group 7. This indicates that group 6 is the most internally collaborative in the dataset.
The descriptive statistics of the core authors, and the statistically over-represented country affiliations of first authors, authorchosen keywords, and subject categories in each cluster, can be found in Table S3 and Table S4 , respectively. A wordcloud of author-chosen keywords can be found in Fig. S5 . Core authors in group 1 included Alex Mesoudi, Alberto Acerbi, Kevin Laland, Mark Collard, and Andrew Whiten. The keywords "social learning", "conformity", and "chimpanzees", as well as the subject categories "anthropology" and "biological psychology" are overrepresented. We have chosen to label this group (1) biological anthropology and archeology. Core authors in group 2 included Peter Richerson, Robert Boyd, Joseph Henrich, Magnus Enquist, and Stefano Ghirlanda. The keywords "cooperation", "religion", and "cultural transmission", as well as the subject category "behavioral sciences" are over-represented. We have chosen to label this group (2) mathematical modeling and dual-inheritance theory. Core authors in group 3 included Simon Kirby, Kenny Smith, Alex Bentley, Morten Christiansen, and Christine Caldwell. The keywords "language evolution", "iterated learning", and "compositionality", as well as the subject categories "experimental psychology" and "linguistics" are over-represented. We have chosen to label this group (3) cognitive linguistics and experimental cultural evolution. Core authors in group 4 included Ruth Mace, Russell Gray, Simon Greenhill, Thomas Currie, and Quentin Atkinson. The keywords "cultural phylogenetics", "phylogenetic comparative methods", and "cross-cultural research", as well as the subject category "biology" are overrepresented. We have chosen to label this group (4) cross-cultural and phylogenetic studies. Core authors in group 5 included Marcus Feldman, Nicole Creanza, Kenichi Aoki, Laurel Fogarty, and Joe Wakano. The keywords "demography", "cultural accumulation", and "gene-culture coevolution", as well as the subject categories "mathematical and computational biology" and "genetics and heredity" are over-represented. We have chosen to label this group (5) computational biology and cultural niche construction. Core authors in group 6 included David Buss, Lei Chang, Hui Jing Lu, Todd Shackelford, and Laith Al-Shawaf. The keywords "mate preferences", "evolutionary psychology", and "sex", as well as the subject category "social psychology" are overrepresented. We have chosen to label this group (6) evolutionary psychology. Core authors in group 7 included Robert Lachlan, Peter Slater, Maria Servedio, Carel ten Cate, and Machteld Verzijden. The keywords "song learning", "bird song", and "speciation", as well as the subject categories "ecology" and "evolutionary biology" are over-represented. We have chosen to label this group (7) behavioral ecology and birdsong. The subdisciplinary labels that we have applied to each group of co-authors are ultimately subjective and should be treated as conceptual guides rather than discrete categories.
Science overlay maps were constructed using the subject category frequency lists for the entire network, as well as for each cluster of co-authors identified in VOSviewer (see Fig. S6 ). All 19 of the broad categories identified as explaining the majority of the variance in the global science map were present in the full network (Leydesdorff et al. 2012 Based on the eigenvector centrality values, group 2 has the highest weighted connectivity with other nodes in the network (M 1 = 0.0029; M 2 = 0.0376; M 3 = 0.0011; M 4 = 0.0026; M 5 = 0.0052; M 6 = 0.0004; M 7 = 0.0006) (see Fig. 3 ). A one-way ANOVA found significant differences between the mean eigenvector centrality values of each group (p < 0.001). Pairwise comparisons using t-tests with pooled standard deviations indicated that the mean of group 2 is significantly higher than that of all other groups (p < 0.05), while the means of all other groups are not significantly different from one another (p > 0.05).
Based on the closeness centrality values, group 2 is the closest to the center of the network (M 1 = 0.5870; M 2 = 0.6554; M 3 = 0.3876; M 4 = 0.5488; M 5 = 0.5134; M 6 = 0.5562; M 7 = 0.3299) Fig. 2 The largest connected co-authorship network in the dataset, analyzed using VOS clustering (n = 629). Red corresponds to group 1 ("biological anthropology and archeology"; n 1 = 183), green corresponds to group 2 ("mathematical modeling and dual-inheritance theory"; n 2 = 146), blue corresponds to group 3 ("cognitive linguistics and experimental cultural evolution"; n 3 = 134), yellow corresponds to group 4 ("cross-cultural and phylogenetic studies"; n 4 = 75), purple corresponds to group 5 ("computational biology and cultural niche construction"; n 5 = 56), cyan corresponds to group 6 ("evolutionary psychology"; n 6 = 20), and orange corresponds to group 7 ("behavioral ecology and birdsong"; n 7 = 15). Name size indicates total link strength, and the authors are subsequently filtered by VOSviewer to maximize legibility (see Fig. 4) . A one-way ANOVA found significant differences between the mean closeness centrality values of each group (p < 0.001). Pairwise comparisons using t-tests with pooled standard deviations indicated that the mean of group 2 is significantly higher than those of all other groups (p < 0.05). Additional pairwise comparisons indicated that the means of groups 3 and 7 are significantly lower than those of all other groups (p < 0.001), but are not significantly different from one another (p > 0.05).
The degree of citation overlap between groups is shown in Fig.  5 . Due to inconsistencies in citation formatting and completeness, only references with a digital object identifier (DOI) were included in the analysis (41.5%). Groups 1 and 2, and groups 1 and 5, have the highest degree of citation overlap, and the results of SuperExactTest indicate that 71.4% of intersections between pairs of groups are significantly higher than chance given the size of the entire dataset (p < 0.05).
Discussion
The study of cultural evolution is of burgeoning interest, with a publication rate rising twice as quickly as science in general. Over the last 25 years, the number of professional journal articles covering cultural evolution has increased dramatically and more countries are regularly involved in publishing. The increase in the collaboration index is particularly promising, given the evidence that larger research teams have higher scientific impact (Larivière et al. 2014 ) and productivity (Landry et al. 1996; Lee and Bozeman, 2005) . As cultural evolution draws researchers and ideas from a broad spectrum of academic fields, the present review has focused especially on assessing interdisciplinary interaction and integration. Despite vigorous research activity, the field's youth is indicated by the absence of a professional society until 2015, and the continued absence of a dedicated academic journal. Cultural evolutionary research is published in an unusually thinly distributed manner across publishing outlets. Authorship is disparate, with most authors publishing only a single study, and fewer highly productive authors in the field than expected. Collaborations coalesce within seven topical clusters that differ in their level of interaction within and between groups, although the clusters overlap substantially in the references they cite. Vocabularies likewise have common elements, but each cluster employs distinctive terms as well. In general the analysis paints a picture of an active and energetic field that is increasing in integration, but that as yet has only partially established the communicative and collaborative networks typical of a cohesive field of study. Fig. 4 The distribution of closeness centrality values for the authors in each cluster. Pairwise comparisons were conducted using t-tests with pooled standard deviations, and clusters with significantly different means are denoted with different letters Fig. 5 The degree of citation overlap between groups. The groups included in each pairwise comparison are designated by the black dots below each bar. For each pairwise comparison, the y-axis is the number of articles that are shared between the two collective reference lists. The total size of each collective reference list appears to the right of each row of dots. Only pairwise comparisons with statistically significant intersections are included, and the results are sorted by increasing p-value Fig. 3 The distribution of eigenvector centrality values for the authors in each group. The three most extreme outliers in group 2 were excluded from the figure for higher resolution. Pairwise comparisons were conducted using t-tests with pooled standard deviations, and clusters with significantly different means are denoted with different letters
The estimation of Lotka's law for this dataset indicated significantly more disparity in author productivity than expected. A recent productivity analysis of 30 scientific fields found the average proportion of authors with one publication to be 69% (Ruiz-Castillo and Costas, 2014) , which is approximately 15% lower than our result for cultural evolution. This high inequality of productivity in cultural evolution could be a result of a tendency for most researchers to be only occasionally interdisciplinary. As researchers from various fields begin to publish on the same topic, probably only a small minority of them will be consistently interdisciplinary enough to have high productivity related to the emerging topic, whereas the majority of researchers will continue to publish primarily in their home disciplines.
Major publishing outlets for the field have not yet emerged. According to data from ISI Web of Science, the journal with the highest use by cultural evolutionists (PNAS) accounts for only 3.35% of the publications, and the top five together (the only journals with >2%) sum to only 14.28%. By contrast, the single journals publishing the most studies in several other active topic areas, for instance molecular evolution, the evolution of cooperation, and sexual selection, account for over 7% of each subfield's produce by the same metrics, and the top 5 journals in these areas publish over 21-27%, with 28-40% of studies accounted for by 8-10 journals that each publish >2% of the field. The reason why dozens of journals are required to find a similar proportion of cultural evolution's output is not clear. A dedicated journal would probably help this situation, as they cover 7-8% of the field in many cases, but this does not always happen. Neither evolutionary psychology nor invasive species have a robust core group of journals, for instance, despite having dedicated journals and much research activity overall. Coevolution and niche construction are two additional topic areas with focused research activity but a lack of consistent publication outlets, although cultural evolution is the most thinly distributed of all of these topics.
Our network analysis yielded seven clusters based on coauthorship patterns, meaning that researchers tend to collaborate with others within particular subgroups in the field. Our structural approach to mapping the field means that instead of determining group membership a priori (e.g., by departmental affiliations), we allowed the behavior of researchers (coauthorships) to speak for itself. However, this approach raises the challenge of labeling the resulting subdisciplines. The full diversity of approaches within any cluster cannot be exhaustively described without overestimating the degree of overlap between clusters. To avoid this, we chose to classify subdisciplines by characterizing the contributions of the core authors within them. Thus the labels that we proposed in the results should be taken as subjective, flexible indicators of researcher communities rather than strict subdisciplinary definitions.
The seven co-authorship clusters differ in their activity and level of integration. "Mathematical modeling and dualinheritance theory" has the greatest weighted connectivity to other nodes, closeness to the center of the network, and subject category diversity, indicating that it is the most influential, central, and intellectually broad cluster. This is unsurprising given the fact that several of its members played integral roles in founding the field, alongside members of "computational biology and cultural niche construction" (Mesoudi, 2015) . "Cognitive linguistics and experimental cultural evolution" and "behavioral ecology and birdsong" are furthest from the center of the network. "Biological anthropology and archeology" and "mathematical modeling and dual-inheritance theory", as well as "biological anthropology and archeology" and "computational biology and cultural niche construction", overlap most in cited references, but over 70% of group pairs have more citation overlap than expected. All insignificant citation overlaps are between either "evolutionary psychology" or "behavioral ecology and birdsong", the two smallest groups identified in the field, and non-adjacent groups. This indicates that intellectual similarity is related to structural distance in the collaboration network. "Evolutionary psychology" has the lowest mean h-index and is the most internally collaborative, which could be a result of its small size compared to other subdisciplines.
Recent research has demonstrated that the relationship between interdisciplinary collaboration and impact scales up with disciplinary distance (Larivière et al. 2015) , indicating that researchers in the field of cultural evolution could reap even more benefits from reaching out to authors further away in the network. Based on the results of this study, increased collaboration between the two most peripheral groups, "cognitive linguistics and experimental cultural evolution" and "behavioral ecology and birdsong", and the rest of the network would have the greatest impact on the integration of the field. A recent review of interdisciplinary research in the field actually highlighted the value of both cognitive and animal behavior approaches in connecting micro-level processes to macro-level patterns in cultural evolution (Kolodny et al. 2018) . "Mathematical modeling and dualinheritance theory" may be the best candidate for collaborations with "cognitive linguistics and experimental cultural evolution", as it is highly connected to the rest of the network and there is already a great deal of intellectual overlap between these two groups. "Computational biology and cultural niche construction" is probably the best candidate for collaborations with "behavioral ecology and birdsong" as they already share co-authorship connections, but "behavioral ecology and birdsong" actually has a much older average publication year. More recent researchers who utilize approaches from behavioral ecology (i.e., Lucy Aplin and Johan Lind) already appear to be more collaborative with other groups, so the apparent distance between this subdiscipline and the rest of the network could be due to historical lag.
Recent studies in cultural evolution have shown that partial connectivity may enhance cultural complexity over full connectivity, using small experimental groups (Derex and Boyd, 2016) and models incorporating population size and fragmentation (Derex et al. 2018) . Other studies in the innovation and management literature have found that small-world networks, characterized by higher clustering and shorter path lengths, have higher innovation rates and reach solutions more quickly (Schilling and Phelps, 2007; Mason et al. 2005) . The apparent discrepancy in these results could be because collaboration networks often exhibit small-world structure Schiffauerova, 2015a, 2015b) and are thus below the threshold of partial connectivity used in the cultural evolution studies. Given the co-authorship network's small-world structure and low density, efforts to integrate the field are more likely to enhance innovation through increased information access than to impair it through full connectivity.
Several limitations of this study are worth mentioning. First, the search term {"cultural evolution"} excludes work by researchers who investigate changes in cultural traits but use different terminology. Although including other terms such as "cultural change" and "language evolution" would have expanded our results, we chose to limit our search to one term to avoid over-representing particular subdisciplines. Second, many of the most influential books and book chapters on cultural evolution are not indexed on WoS. As a result, fields with more emphasis on long-form publishing, such as cultural anthropology, may be underrepresented in this analysis. Third, our analysis excludes single-author papers, as we focused on coauthorship as an indicator of collaboration and field integration. Fourth, earlier articles are less likely than more recent articles to be represented in the coauthorship network because the authors of older papers are less likely to be collaborating recently. This bias actually aided us in avoiding another bias, however: the term "cultural evolution" was occasionally used, especially before 1975, in a way inconsistent with contemporary usage, specifically reflecting a now-outmoded unilineal approach to cultural change and development. Few if any of the papers in our dataset used the term in this context. Lastly, our group-level results depend upon the resolution settings of the cluster analysis. Although larger resolutions break down the clusters into smaller subcommunities, they also reduce sample sizes and make classification less manageable. Increasing our resolution by 0.01, the smallest possible unit, resulted in 10 clusters with sample sizes down to 10 authors, so we used 0.03 to maximize our statistical power and classification ability.
Cultural evolution as a whole draws together theory and data from a remarkable variety of sources, and does so by an equally broad array of methods (Kolodny et al. 2018) . The field has already demonstrated that this intellectual diversity, bound together with a broad evolutionary perspective, will enable us to understand and explain change in socially learned traits over time in a new and powerful way (Mesoudi, 2017) . However, wherever there are groups that have differences of approach, differences in vocabulary, and differences in researchers with more collaboration within than between groups, we can expect to find differences of assumptions and possibly conclusions as well. Thus, the study of cultural evolution needs more integration if it is to function as a scientific community. Bridging efforts could take several forms. Workshops geared towards interdisciplinary research have been shown to improve integration in other fields (Piso et al. 2016; Barrows et al. 2008) , and could be easily integrated into the annual meetings of the Cultural Evolution Society. Another potential strategy is to implement a database for researchers to find collaborators with complementary interests and skill sets (Novak et al. 2014) , to ensure that co-authors are enhancing creativity by bringing new knowledge to the team (Lee et al. 2015) . In addition, strategic grant funding targeted at integrative research could begin to reduce the distance between subdisciplines. Recent evidence that impact per dollar is actually higher for smaller grants (Fortin and Currie, 2013) suggests that a more distributed funding format might be more effective for increasing the visibility of the field as a whole. Since younger scientists tend to be more collaborative and act as intellectual bridges between disciplines Schiffauerova, 2015a, 2015b) , providing more opportunities for early-career grant funding could also increase the connectivity of the entire network. Lastly, fostering a culture of open science, in which researchers publish and exchange their data and scripts, could play a key role in promoting interdisciplinarity and trust in a field with such an emphasis on mathematical modeling and phylogenetic methods (Mesoudi, 2017; Easterbrook, 2014) . By achieving conceptual synthesis through coordinated, interdisciplinary collaboration, the field of cultural evolution will be better equipped to tackle the "grand challenges" it faces (Brewer et al. 2017) . 
