Hierarchical classifications of the 20 amino acids according to residue relationships within scoring matrices have not hitherto been tested for reliability. In fact, testing here of the residue groupings obtained thus from 18 published matrices shows that they vary considerably in reliability. This behaviour gives a new insight then into the matrices with respect to the relationships between the amino acid scores contained therein. For example, other than the trivial grouping of the 20 amino acids, no reliable residue groupings are present in all 18 matrix amino acid hierarchical classifications. Hierarchical classification of the 18 scoring matrices themselves is investigated in terms of matrix representation and choice of similarity and dissimilarity measures for matrix comparison. There is no absolute standard against which to compare a matrix clustering, of course, but it is possible to assess the usefulness of a measure for the purpose in terms of the reliability of the calculated tree. Matrix representation is shown to be important. Finally, a novel two-step approach for hierarchical classification of the 18 amino acid scoring matrices is described.
Introduction
Dynamic programming-based sequence comparison (for a review, see Waterman, 1995) and database search programs (for a review, see Altschul et al., 1994) both require weight matrices for nucleotide or amino acid scoring (for a review, see Henikoff, 1996) . It is well known that the choice of scoring matrix can have a large effect on the results of sequence comparison and database scanning (e.g. Henikoff and Henikoff, 1993; Johnson and Overington, 1993; Pearson, 1995; Vogt et al., 1995) .
Whatever its basis, a weight matrix is a 20ϫ20 symmetric matrix with a score for each of the possible pairs of amino acids. The simplest scoring matrix is the 20ϫ20 unit matrix with ones along the principal diagonal for matching identical amino acids and zeros everywhere else for non-identical pairs. Of course, treating each non-identical pair as equivalent, the 20ϫ20 unit matrix does not incorporate information on amino acid properties and relationships.
There are several classifications of the 20 amino acids according to physico-chemical properties (e.g. Sneath, 1966; Grantham, 1974; Taylor, 1986; Livingstone and Barton, 1993; Mocz, 1995; Stanfel, 1996) . In addition to residue physico-chemical properties, the classification of Taylor (1986) also includes the mutation data of Dayhoff et al. (1978) . The Dayhoff approach uses observed amino acid substitutions in alignments of highly similar sequences to define probabilities for residue exchanges after a particular evolutionary time. Johnson and Overington (1993) extended the Dayhoff method to more distantly related proteins by tabulating amino acid replacements observed in alignments of protein tertiary structures. Johnson and Overington (1993) use hierarchical classification (for a review, see Gordon, 1996) , in which the similarities among objects are shown as a hierarchy, to compare their 3D structure-based matrix and 12 other published ones. Each matrix was scaled between 0 and 100. First, the 20 amino acids are clustered according to the score relationships in each matrix to construct residue classifications. Second, the 20ϫ20 matrices themselves are clustered to identify their relationships. Any classification of a set of objects into groups of similar objects requires an operational definition of similarity or dissimilarity. In both cases, Johnson and Overington (1993) use Euclidean distance, the most commonly used dissimilarity measure for cluster analysis (Everitt, 1993) . Thus, two scoring matrices are compared in a 400-dimensional space where each of the 20ϫ20 scores in a matrix is considered as a separate dimension. Russell et al. (1997) again used tertiary structure alignments to construct substitution matrices but for analogues and homologues. Assignment of analogue/homologue status for proteins sharing a common fold is according to SCOP (Murzin et al., 1995) . Analogues are defined as proteins with a common fold but usually different functions and little evidence of evolutionary relationship, while homologues are those structurally similar proteins with a common ancestor and function. Complete linkage hierarchical classification is also used to classify the 20 amino acids on the basis of score relations in the new matrices. However, the authors do not describe the (dis)similarity measure for the clustering. Although they calculate root-mean-square (r.m.s.) differences between the new matrices and three published ones, Russell et al. (1997) do not present a hierarchical classification of scoring matrices.
Recently, Agrafiotis (1997) used non-linear mapping to classify the 20 amino acids on the basis of score relationships in the scoring matrices studied by Johnson and Overington (1993) . Wang et al. (1998) applied a self-organizing tree growing neural network for hierarchical classification of the data considered by Johnson and Overington (1993) .
The hierarchical classifications of the 20 amino acids presented by Johnson and Overington (1993) and Russell et al. (1997) do not provide any assessment of the validity of a hierarchical representation. [Although the trees of Russell et al. (1997) do contain polytomies-'parent' nodes with more than two 'children' nodes-to indicate uncertain branching orders, their use is not explicitly referred to in the text. Similarly, while the trees of Johnson and Overington (1993) are accompanied by sum of squares values, the fact that these can serve as a measure of the match between a tree and a dissimilarity matrix is not mentioned. Furthermore, other than reporting the values, the authors do not indicate how the reader might assess their significance.) How meaningful then are these classifications? The same question arises in application of hierarchical classification to the results of protein 3D structure comparison for fold classification (May, 1999) .
One method to assess a hierarchical classification in terms of the reliability of individual branches in the optimal tree diagram or dendrogram is the bootstrap (Felsenstein, 1985) , a non-parametric resampling approach. For instance, phylogenetic trees obtained from sequence information are almost always accompanied by statistics describing the support for a hierarchical classification and individual clusters contained within. Another non-parametric resampling method for picking out that subset of nodes in a tree that is strongly supported is the jackknife. Lanyon (1985) derives a strict consensus of n separate trees, each omitting a single, different object to define the reliable clusters in a tree. Detecting internal inconsistencies in distance data, the jackknife strict-consensus tree algorithm of Lanyon (1985) determines whether a tree is dependent on the inclusion or exclusion of particular objects. This method is used here to test the hierarchical cluster structure in 18 amino acid scoring matrices ( Table I) .
The cophenetic correlation coefficient (for reviews, see Romesburg, 1984; Everitt, 1993 ) is a measure of how well a tree represents in two dimensions the multi-dimensional relationships within input data. Although a value of 1.0 means that the concordance (as a linear relation) between the input data and the tree is perfect, in practice the relationship is unlikely to be totally linear. Romesburg (1984) suggests then that a cophenetic correlation of 0.8 or above indicates that the dendrogram does not greatly distort the original structure in the input data. However, the cophenetic correlation coefficient is not always a very reliable measure of the distortion due to a hierarchical model (for reviews, see Romesburg, 1984; Everitt, 1993) .
Materials and methods

Amino acid scoring matrices
Scoring matrices were obtained from the WWW sites listed in Table I . Following Johnson and Overington (1993) , the 708 three matrices of Russell et al. (1997) were scaled between 0 and 100.
Hierarchical classification
The QCLUST program (written by J.Brzustowski; e-mail: jbrzusto@gpu.srv.ualberta.ca) is used. It is available via anonymous FTP from gause.biology.ualberta.ca in the directory /pub/jbrzusto/trees. The clustering method applied here is the unweighted pair-group method using arithmetic averages (UPGMA), the most widely used algorithm for obtaining a hierarchical classification (Romesburg, 1984) . UPGMA is an agglomerative algorithm: it iteratively amalgamates smaller clusters that are most similar into larger ones until the number of clusters is one.
Results
Hierarchical classifications of the 20 amino acids
Each amino acid in a scoring matrix is described by 20 variables, the scores for exchange to any of the 20 amino acids. Dissimilarity between two amino acids is defined as a function of the vector between the two 20-dimensional vectors. The L 2 -norm of a vector, the familiar Euclidean length, is the norm used by Johnson and Overington (1993) (Table II) . Of the residue classifications obtained from the scoring matrices considered by Johnson and Overington (1993) and Russell et al. (1997) , that of Miyata et al. (1979) yields the largest stable subset of the trees (Table II) : 16 out of the 19 internal nodes are reliable (Lanyon, 1985) . Miyata et al. (1979) use two (polarity and molecular volume) of the three residue physico-chemical properties (atomic composition, polarity and molecular volume) described by Grantham (1974) to define an amino acid pair distance. Other than the root node encompassing all 20 residues (always reliable in a rooted tree), the largest cluster of the seven common reliable internal nodes between the classifications of Miyata et al. (1979) and Grantham (1974) is the group Ile, Leu, Met (data not shown). Of the six groups of amino acids obtained by Miyata et al. (1979) (their Table II ) after classification on the basis of their matrix of amino acid pair distances, only one, that of Ala, Gly, Pro, Ser, Thr, is found to be stable here. Unfortunately, Lanyon (1985) . The number of internal nodes in a binary tree for 20 objects is 19. By definition, the root node including all terminal taxa is always reliable in a rooted tree. Therefore, there will always be at least one reliable internal node. (Lanyon, 1985) constructed after hierarchical classification with L 2 -norm, L 1 -norm and L ϱ -norm distance measures. Miyata et al. (1979) do not state how they produce their amino acid clustering. Commonly known as the Manhattan or city block metric (Everitt, 1993) , the L 1 -norm of a vector is its length as the sum of the absolute values of its components. The L ϱ -norm of a vector is its length as the maximum absolute value of its components. Hierarchical classification of the 20 amino acids using the three different distance measures, L 2 -norm, L 1 -norm and L ϱ -norm, followed by construction of Lanyon (1985) jackknife strict consensus trees for each, allows us to ask how many clusters are maintained across the three consensus classifications (Table III) . The idea is to test how dependent a 709 hierarchical classification is on the choice of L 2 -norm as the distance measure. Although vector L 2 -norm, L 1 -norm and L ϱ -norm distance measures are obviously completely different in form, it might be the case that some of the amino acid vector relationships remain stable with variation in norm. Those that are maintained in this way might be described as 'meaningful' or at least invariant under changes in vector norm. There is a statistically significant positive rank correlation at the 0.01 level of significance (one-tailed test) between the ordering of the scoring matrices according to the number of reliable internal nodes for the comparison L ϱ -norm vs L 2 -norm (data not shown). The rank correlation is not statistically significant at the 0.05 level for the comparisons L ϱ -norm vs L 1 -norm and L 1 -norm vs L 2 -norm (data not shown). Other than the mandatory grouping of all 20 residues, none of the residue relationships encapsulated within the analogues matrix of Russell et al. (1997) are stable across all three vector norms. Although Russell et al. (1997) do not specify the dissimilarity measure they use for amino acid classification, they do state that there is not enough data to classify four of the 20 amino acids with their substitution matrix derived from analogues. Overall, the L 1 -norm gives the highest number of reliable internal nodes for the 18 matrix amino acid classifications (218 of the maximum possible 684, i.e. 36ϫ19)-the lowest is obtained with the L ϱ -norm (174) (L 2 -norm, 208). Using the operational definition of a distorted dendrogram suggested by Romesburg (1984) as one with a cophenetic correlation coefficient below 0.8, most of the amino acid hierarchical classifications here are not distorted. The L ϱ -norm distance measure gives the highest number of distorted trees: six of the 18 (L 1 -norm, 4; L 2 -norm, 3). Three of the matrices give distorted amino acid trees for all three norms: Fitch, Rao and AϩRH. There are 82 different residue groupings in the 208 reliable internal nodes across the 18 matrix amino acid classifications obtained with the L 2 -norm (Table IV) . Other than the trivial grouping of all 20 amino acids, no reliable internal nodes are present in all 18 matrix amino acid hierarchical classifications. a Numbers of reliable internal nodes for the half scoring matrix and cophenetic matrix representations are also given. Numbers in parentheses are reliable internal nodes in common with those obtained with the symmetric scoring matrices. Reliable internal nodes are defined accoring to the criterion of Lanyon (1985) . The number of internal nodes in a binary tree for 18 objects is 17. By definition, the root node including all terminal taxa is always reliable in a rooted tree. Therefore, there will always be at least one reliable internal node. b Euclidean distance, r.m.s. difference and Penrose coefficient of shape difference are dissimilarity measures. Cosine coefficient and correlation coefficient are similarity measures. c Reliable internal nodes shared between the three matrix representations.
Hierarchical classifications of the 18 amino acid scoring matrices Matrix representation. Both Johnson and Overington (1993) and Russell et al. (1997) compare scoring matrices in their complete 20ϫ20 symmetric form. However, it is not clear whether it is necessary to consider all 400 matrix elements since, by definition, a scoring matrix is symmetric with respect to its diagonal. This means that the upper triangle of 210 scores (190 pairs of different residues and 20 pairs of the same residues) contains all the unique information held within an amino acid scoring matrix. Obviously, the influence of the 20 scores for identical pairs will vary in a descriptive statistic calculated between all 400 values and that between 210 of the values. A third possible matrix representation for comparing scoring matrices is that of the cophenetic matrix (Romesburg, 1984) . A cophenetic matrix encodes the similarity relationships between a set of objects as defined by the output of a hierarchical classification, a tree. This means that it is possible to compare the scoring matrices at the level of the trees obtained after hierarchical classification (L 2 -norm) of the 20 amino acids (see above). The cophenetic matrix here contains all 400 elements each showing the level of similarity that relates each pair of amino acids in the tree. Similarity and dissimilarity measures. The scoring matrices are clustered in each of the three matrix representations using three disimilarity measures and two similarity measures (Table  V) . Besides Euclidean distance and r.m.s. difference, the other dissimilarity measure here is the Penrose coefficient of shape difference (Romesburg, 1984) . The latter is a function of r.m.s. difference [described as the average Euclidean distance coefficient in Romesburg (1984) ]. The cosine coefficient, a similarity measure, is the familiar cosine of the angle between the directions of two vectors. According to this definition, maximum similarity, 1.0, is accorded to parallel vectors, i.e. the angle between their directions is 0 and so cos 0 ϭ 1. The other similarity measure is the conventional correlation coefficient (Press et al., 1992) .
Hierarchical classification according to the dissimilarity measure used by Johnson and Overington (1993) -Euclidean distance-gives the same eight reliable internal nodes for both the 20ϫ20 symmetric matrix and upper triangle representations. Similarly, r.m.s. difference, used by Russell et al. (1997) , gives the same answer with the two scoring matrix representations. In fact, the sets of reliable internal nodes 710 obtained with these two dissimilarity measures are identical. Clearly, consideration of the entire scoring matrix imparts no extra information for these two dissimilarity measures. However, in the case of the Penrose coefficient of shape difference, the number of reliable internal nodes is affected by the scoring matrix representation: the 20ϫ20 symmetric representation affords two such additional groupings. Both Euclidean distance and r.m.s. difference are sensitive to two types of size displacements between data profiles: additive and proportional translations. While sensitive to the latter, the Penrose coefficient of shape difference ignores the former. Hence size displacements between data profiles by means of additive translations will not contribute to dissimilarity here. The correlation coefficient, a similarity measure, ignores both additive and proportional translations of data profiles. The half scoring matrix representation gives an extra reliable internal node than the full matrix. For the symmetric scoring matrices there are six common reliable internal nodes between the eight with Euclidean distance and the eight with correlation coefficient. That these two resemblance coefficients represent the two extremes of sensitivity to additive and proprortional translations of data profiles (Romesburg, 1984) suggests that these six groupings are particularly stable. The six common reliable internal nodes are the root node, (AϩRH RH), (Birkbeck65 STRMAT110), (Dayhoff PAM120) , (Doolittle Fitch) and (Grantham Miyata) . Apart from the root node, each of the six common clusters comprises matrices derived in the same way (Table I) .
The cophenetic matrix hierarchical classifications demonstrate that this matrix representation is different from the raw scoring matrices (Table V) .
Using the operational definition of a distorted dendrogram suggested by Romesburg (1984) as one with a cophenetic correlation coefficient below 0.8, one of the trees in Table V is distorted: that of the half scoring matrices with the cosine coefficient (cophenetic correlation: 0.76).
Two-step hierarchical classifications of the 18 amino acid scoring matrices.
An alternative approach to use of cophenetic matrices for clustering of the scoring matrices at the level of the tree is to compare the 19 internal nodes obtained in each of the 18 matrix amino acid hierarchical classifications (L 2 -norm). A pair of scoring matrix residue hierarchical classifications (L 2 -norm) can be assessed for resemblance in terms of the number of common reliable internal nodes, the number of common unreliable internal nodes and the number of common (Table I) . First, a hierarchical classification (L 2 -norm) of the 20 amino acids is obtained from each matrix by the unweighted pair-group method using arithmetic averages (UPGMA). Second, the 19 residue clusters specified for each matrix are then compared and a similarity measure for a pair of matrices is defined in terms of the number of common internal nodes across all 19. A UPGMA hierarchical classification of the 18 matrices is performed on the basis of this similarity measure. Unreliable internal nodes, i.e. those not retained in the jackknife strict-consensus tree (Lanyon, 1985) , are indicated by a letter 'u'. The cophenetic correlation is 0.91. Horizontal spacing between clusters in the tree diagram is proportional to the mean dissimilarity between clusters. Tree diagram plotted with the DRAWGRAM program, part of the PHYLIP package (Felsenstein, 1989 (Felsenstein, , 1993 .
internal nodes across all 19. A resemblance matrix for the 18 scoring matrices, constructed on the basis of each of these three similarity measures, can itself in turn be input to hierarchical classification. Clustering the matrices in terms of the number of common reliable internal nodes between the residue hierarchical classifications gives eight out of 17 reliable internal nodes (cophenetic correlation: 0.90). Classification of the matrices with respect to the number of common unreliable internal nodes between the residue hierarchical classifications yields five out of 17 reliable internal nodes (cophenetic correlation: 0.81). Other than the obligatory root node, there are no common reliable internal nodes between these two trees. Hierarchical classification of the matrices using the number of common internal nodes across all 19 as the similarity measure produces 10 out of 17 reliable internal nodes (cophenetic correlation: 0.91) (Figure 1) . Again, the 10 reliable clusters include (Birkbeck65 STRMAT110) and (Dayhoff PAM120) . However, the Miyata matrix now forms a reliable group with Doolittle instead of Grantham. Since the cophenetic matrix contains all the information represented in a tree it might be expected that the hierarchical classifications of the scoring matrices at this level would agree with the two-step ones obtained by comparing all internal nodes. Surprisingly, two of the five cophenetic matrix hierarchical classifications-Euclidean distance and r.m.s. differenceshared only one reliable internal node, the root, with the twostep clustering in Figure 1 . The highest number of common reliable internal nodes between the third two-step hierarchical classification and the cophenetic matrix ones was three-these are Penrose coefficient of shape difference and correlation coefficient. The only non-trivial reliable internal node present in both the Penrose coefficient of shape difference and correlation coefficient cophenetic matrix hierarchical classifications and that in Figure 1 is the grouping of the two Dayhoff matrices with that of Jones.
The hierarchical classifications described in this paper are available via the WWW at URL http://mathbio.nimr.mrc.ac.uk/.
Discussion
In addition to hierarchical classification, Johnson and Overington (1993) also use principal component analysis (PCA) to define the main relationships between the amino acids according to a scoring matrix and those between the matrices themselves. As the authors state, an advantage of PCA is that it does not impose a tree representation on the data. Furthermore, the results of a hierarchical classification do not have to be expressed as a binary tree: for instance, Tomii and Kanehisa (1996) use a minimum spanning tree to summarize their hierarchical classification of 42 scoring matrices. The purpose of this paper, however, is to investigate the properties of hierarchical classifications of amino acid scoring matrices described by binary trees.
The tree diagram that results from a hierarchical classification resembles a phylogenetic tree summarizing the evolutionary history or phylogeny of a group of species. Classification by whatever means of biological objects related by evolution from a common ancestor can always be compared with their phylogenetic classification. Here, of course, no such comparison is possible.
Previously, hierarchical classification has been used to characterize relationships between the 20 amino acids in scoring matrices (Johnson and Overington, 1993; Russell et al., 1997) . Testing here of these trees shows that they vary considerably in reliability, however (Tables II-IV) . Other than the trivial grouping of the 20 amino acids, no reliable residue groupings are present in all 18 matrix amino acid hierarchical classifications.
Hitherto the choice of (dis)similarity measure for hierarchical classification of amino acid scoring matrices has not been investigated (Johnson and Overington, 1993; Russell et al., 1997) . The dissimilarity measures used by Johnson and Overington (1993) , Euclidean distance, and Russell et al. (1997) , r.m.s. difference, are both sensitive to size displacements between data profiles (Romesburg, 1984) . This means that any similarity in the shapes of the matrix data profiles is ignored. Johnson and Overington (1993) address this problem somewhat by standardizing the matrices so that the scores in each range between 0 and 100. The new matrices of Russell et al. (1997) have different ranges; apparently, this is not taken into account in their matrix comparison. Here the three matrices of Russell et al. (1997) were accordingly scaled between 0 and 100.
Regardless of the operational definition of (dis)similarity used to cluster the matrices, we can assess the usefulness of a measure for the purpose in terms of the reliability of the calculated tree. Thus, a measure that affords a more stable tree is more suited to describing the relationships between objects as a tree than one that does not. According to this criterion, the Penrose coefficient of shape difference, a dissimilarity measure, gives the largest stable subset of trees (10 out of 17 reliable internal nodes) for hierarchical classification of the 18 scoring matrices for the 20ϫ20 symmetric representation. The highest number of reliable internal nodes for the upper triangle trees, nine out of 17, is obtained with the cosine coefficient and correlation coefficient, both similarity measures. The cophenetic matrix (L 2 -norm) matrix representation gives the highest number of reliable internal nodes (11 out of 17) after hierarchical classification with the dissimilarity measures Euclidean distance and r.m.s. difference.
