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ABSTRACT
Neural oscillations may be instrumental for the tracking and segmentation of continuous speech.
Earlier work has suggested that delta, theta and gamma oscillations entrain to the speech
rhythm. We used magnetoencephalography and a large sample of 102 participants to
investigate oscillatory entrainment to speech, and observed robust entrainment of delta and
theta activity, and weak group-level gamma entrainment. We show that the peak frequency and
the hemispheric lateralisation of the entrainment are subject to considerable individual
variability. The first finding may support the involvement of intrinsic oscillations in entrainment,
and the second finding suggests that there is no systematic default right-hemispheric bias for
processing acoustic signals on a slow time scale. Although low frequency entrainment to speech
is a robust phenomenon, the characteristics of entrainment vary across individuals, and this
variation is important for understanding the underlying neural mechanisms of entrainment, as
well as its functional significance.
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Introduction
Human speech represents one of the most complex
auditory signals that are perceived, containing infor-
mation at multiple temporal scales that needs to be pro-
cessed and integrated for adequate comprehension. Yet,
we listen to speech with great ease. How does the brain
keep up with this task? Focusing on the early stages of
auditory processing, the input needs to be parsed into
relevant temporal segments, which can then be further
processed by the brain system for language, and inte-
grated into a meaningful linguistic context. Ultimately,
this cascade of processing operations results in compre-
hension. A popular perspective on early auditory proces-
sing of speech is that neuronal oscillations play an
important mechanistic role in the processing and predic-
tion of temporally structured perceptual information.
Neural oscillations, as picked up for instance in the
magnetoencephalogram (MEG) reflect cyclic fluctuations
in the excitability of neuronal populations, and certain
phases within each cycle are considered optimal for pro-
cessing input from the environment (Buzsáki & Draguhn,
2004; Schroeder & Lakatos, 2009; Schroeder, Wilson,
Radman, Scharfman, & Lakatos, 2010; Van Rullen &
Koch, 2003). Upon presentation of a periodic external
signal, alignment of neural oscillatory activity to the
signals’ rhythm allows for these periodic occurrences of
high levels of neuronal excitability to align with certain
periodic events in the signal. This synchronisation of
rhythms is referred to as entrainment, and facilitates
optimal sampling in discrete time windows. It allows
the information in the signal to be divided into meaning-
ful chunks, which can then be processed and under-
stood. Subsequently, this information may be used to
predict the upcoming signal, whereby higher order
regions may provide top-down feedback to modulate
the entrainment of oscillations to the signal (Park, Ince,
Thut, Gross, & Schyns, 2015). Direct evidence for these
entrainment mechanisms has been reported in both
monkeys and humans. In these studies entrainment of
neural oscillations with rhythmic auditory or visual
stimuli have been shown to shape perception (Busch,
Dubois, & VanRullen, 2009; de Graaf et al., 2013;
Lakatos et al., 2005; Lakatos, Chen, O’Connell, Mills, &
Schroeder, 2007; Lakatos, Karmos, Mehta, Ulbert, &
Schroeder, 2008; Romei, Gross, & Thut, 2010; Spaak, de
Lange, & Jensen, 2014).
Evidence for an instrumental role of oscillatory
entrainment to speech processing is more tentative.
This is partially because speech is complex, and difficult
to manipulate in comparison to the basic stimuli in the
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aforementioned studies (e.g. circular sine-wave gratings
presented at a specific frequency, flashes of light, or
Gaussian noise bursts). Another reason is that speech is
quasi-periodic (i.e. less regular than strictly periodic
signals), which challenges the exact temporal predict-
ability of novel input, and thus the interpretation of the
neural response to the speech signal in terms of rhyth-
mic entrainment. To rise to the challenge of understand-
ing speech perception, several theories have been
proposed on the role of neural oscillations in speech per-
ception (e.g. Ghitza, 2011; Ghitza & Greenberg, 2009;
Giraud & Poeppel, 2012; Howard & Poeppel, 2010;
Peelle, 2012; Poeppel, 2003; Shamma, Elhilali, &
Micheyl, 2011). For instance, Giraud and Poeppel (2012)
proposed that the spike train input to auditory cortex
(which captures the energy fluctuations of the speech
signal) influences neuronal excitability: the neurons in
primary auditory cortex would adjust (reset) the phase
of their excitability rhythm thereby allowing them to
entrain to the rhythmic regularities of the speech signal.
As the linguistic information in speech occurs at differ-
ent rates in a quasi-regular manner, these theories
assume that neural oscillations at frequencies that
roughly correspond to these rates are suited for parsing
and decoding speech. On average, prosody occurs at a
rate of about 1–3 Hz, syllables at about 4–7 Hz, and pho-
nemes at about 30–50 Hz. Accordingly, slow oscillations,
in the delta and theta frequency range, sample speech at
the prosodic and syllabic rate, respectively. Fast oscil-
lations in the gamma band (around 30 Hz and beyond)
facilitate the sampling of phonemic information. In
addition, it has been suggested that sampling rates are
thought to be hierarchically embedded, with theta as
the dominant sampling rhythm, and with coordinated
sampling at the delta and gamma frequencies (Giraud
& Poeppel, 2012; Gross et al., 2013). A related issue to
sampling speech at multiple time scales is whether it is
supported by a division of labour between the hemi-
spheres as proposed in the Asymmetric Sampling Time
(AST) model by Poeppel (2003) and further elaborated
by Giraud and Poeppel (2012). In this model, the left
auditory cortex is biased towards sampling signals at
fast time scales, while the right auditory cortex is
biased to sample at slower time scales (for support see
Boemio, Fromm, Braun, & Poeppel, 2005; Giraud et al.,
2007; Morillon et al., 2010; Shtyrov, Kujala, Palva, Ilmo-
niemi, & Näätänen, 2000; for a counter argument see
Mcgettigan & Scott, 2012).
Empirical studies have provided support for the invol-
vement of the delta and theta bands in entrainment (e.g.
Abrams, Nicol, Zecker, & Kraus, 2008; Bourguignon et al.,
2013; Cogan & Poeppel, 2011; Gross et al., 2013; Luo &
Poeppel, 2007; Luo, Liu, & Poeppel, 2010; Molinaro,
Barraza, & Carreiras, 2013; Peelle, Gross, & Davis, 2013),
and mainly theta entrainment has been associated
with speech intelligibility (Ahissar et al., 2001; Luo &
Poeppel, 2007; Peelle et al., 2013). To date, only one
study has demonstrated involvement of the gamma
band (Gross et al., 2013), reporting theta to gamma
phase-amplitude coupling to the speech envelope,
alongside with phase-phase coupling of delta and
theta oscillations to speech.
The conclusions from these earlier empirical studies
have strong implications for theories on speech percep-
tion mechanisms. To corroborate earlier findings, we
sought to confirm previous findings of entrainment.
We used data from an unprecedented sample of 102 par-
ticipants to address neural oscillatory entrainment to the
speech envelope. We measured brain activity with mag-
netoencephalography (MEG) while participants listened
to sentences and quantified the relationship between
neuronal oscillations and the envelope of the speech
signal using coherence.
In addition to corroborating previous work, a second
goal of our study was to seize the opportunity to quantify
individual differences in neural oscillatory entrainment of
speech. We found support for entrainment at low but not
high frequencies. Moreover, we were able to quantify
and observe a rather large individual variability in
entrainment, both in terms of strength and in terms of
lateralisation.
Methods
Participants
A total of 102 native Dutch speakers (51 males), with an
age range of 18–33 years (mean of 22 years), participated
in the experiment. These participants formed part of the
MOUS study (Mother of all Unification Studies; N = 204),
and all participated in an fMRI and a MEG session. 102
participants completed both sessions where they read
the stimuli, and the other half listened to recordings of
the stimuli. The current study pertains to participants
from the MEG session in the auditory modality. A more
in depth description of the experimental protocol has
been provided elsewhere (Lam, Schoffelen, Udden,
Hulten, & Hagoort, 2016; Schoffelen et al., 2017). All par-
ticipants were right-handed, reported normal hearing,
had normal or corrected-to-normal vision, and had no
known history of neurological, developmental or
language deficits. The study was approved by the local
ethics committee (CMO – the local “Committee on
Research Involving Human Participants” in the Arnhem-
Nijmegen region) and followed the guidelines of the Hel-
sinki declaration.
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Language stimuli
The full stimulus set consisted of 360 custom-made sen-
tences, adjusted from newspaper clippings, book frag-
ments, and social media content (for example: “Bij de
opening van de nieuwe sporthal kregen de talrijke
bezoekers een consumptie.” (literal translation: At the
opening of the new sports hall received the many visitors
a drink)), and their word list counterparts (constructed by
random shuffling of the words within the sentences). The
stimuli varied in length between 9 and 15 words, of
which half contained an embedded clause and half did
not. The stimulus material was recorded by a native
female Dutch speaker in a sound-proof recording
booth. The speaker read the stimuli in a natural
manner: the sentences were read at a regular pace
with an average duration of 4.2 s (min: 2.8 s, max:
6.0 s), and the word lists were read with a brief pause
between words, averaging 7.7 s (min: 5.5 s, max: 11.1 s).
Subsequently, all stimuli were equalised to the same
amplitude, and an onset and offset ramp of 10 ms was
applied. In the current study, we only analysed the sen-
tence trials, in order to be able to compare our results
to the literature that use more naturalistic stimuli. Word
list trials had temporal gaps between each of the
words, whereas the sentence stimuli consisted of co-
articulated speech. As a consequence, there were
salient low-level differences in the temporal properties
and rhythmic structure of the stimulus envelope
signals, which precludes a fair interpretation of observed
differences in entrainment across conditions.
Task and procedure
Experimental design
Using a Latin square design we created 6 sets of 240
stimuli, of which 120 consisted of proper sentences,
and 120 were word lists. Participants were exposed to
one of the 6 sets. Participants assigned the same set
had sentences presented in a different (randomised)
order. In the experiment, the stimuli were presented in
a mini block design, and alternated between a sentence
block (containing 5 sentences) and a word list block (con-
taining 5 word lists, that were constructed). The first mini
block (sentences or word lists) was randomised across
participants.
At the beginning of each block, the block type was
announced for 1500 ms: zinnen (sentences) or woorden
(words), followed by a 2000 ms blank screen. At the
beginning of each trial a fixation cross was presented
for a jittered duration between 1200–2200 ms. Sub-
sequently, the speech signal was presented for each
trial (sentence or word list), and the fixation cross
remained on the screen until the auditory signal was
completed. Within each block, the inter-trial interval
was a blank screen with a jittered duration between
1200–2200 ms.
In order to check for compliance, 10% of the trials
were randomly followed by a yes/no question about
the content of the previous sentence/word list. Half of
the questions on the sentences addressed sentence
comprehension (e.g. Did grandma eat a pancake?). The
other half of the sentences, and the questions following
the word lists addressed a content word (e.g.Was a music
instrument named?). Participants answered the question
by pressing a button for “Yes”/ “No” with their left
index and middle fingers, respectively. For both question
types, half of the trials had a yes-response as the correct
answer.
All stimuli were presented using Presentation soft-
ware Version 16.0, Neurobehavioral Systems, Inc).
Speech stimuli were presented binaurally via MEG-com-
patible tubes. The questions were presented in black
mono-spaced font, on a grey background. To reduce
eye movements during listening, subjects were
instructed to focus on a fixation cross. These visual
stimuli were presented with an LCD projector (with a ver-
tical refresh rate of 60 Hz) situated outside the MEG, and
projected via mirrors onto the centre of the screen inside
the MEG room, within a visual angle of 4 degrees.
Prior to performing the sentence listening task, we
adjusted the hearing level for each subject. To ensure a
sufficient cortical auditory response, the minimal audi-
tory threshold was determined, and subsequently all
auditory stimuli were presented at 50 dB above the
minimum threshold. For task familiarisation purposes
participants completed a practice task (using a separate
set of stimuli from the actual task).
MEG data acquisition
MEG data were collected with a 275 axial gradiometer
system (CTF). The signals were digitised at a sampling
frequency of 1200 Hz (the cutoff frequency of the ana-
logue anti-aliasing low pass filter was 300 Hz). Three
coils were placed on anatomical landmarks of the partici-
pant’s head (nasion, orifice of left and right ear canals) to
determine the position of the head relative to the MEG-
sensors. Throughout the measurement the head position
was continuously monitored using custom software
(Stolk, Todorovic, Schoffelen, & Oostenveld, 2013).
During breaks the participant was allowed to reposition
if needed. Participants were able to maintain a head pos-
ition within 5 mm of their original position. Three bipolar
Ag/AgCl electrode pairs were used to measure the hori-
zontal and vertical electro-oculogram, and the electro-
cardiogram.
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Data processing
All analyses were done with custom written Matlab
scripts and FieldTrip (Oostenveld, Fries, Maris, & Schoffe-
len, 2011).
Artifact detection
Physiological artifacts (eye movements and muscle con-
tractions) and superconducting quantum interference
device (SQUID) jumps were identified using a semi-auto-
matic artifact identification procedure (http://www.
fieldtriptoolbox.org/tutorial/automatic_artifact_rejection),
followed by visual inspection. Data segments that con-
tained artifacts were not subjected to further analysis.
Across subjects, an average of 80% (standard deviation
10%) of the data was retained after rejection.
Preprocessing
The envelope of each speech signal was constructed as
the sum of the Hilbert envelopes of 10 distinct bandpass
filtered frequency bands of the original auditory signal
(as per Gross et al., 2013). Subsequently, each envelope
signal was downsampled to 1200 Hz, and temporally
aligned to the corresponding MEG data. The MEG
signal was initially epoched into the individual sen-
tences, demeaned, and the power line interference was
removed using a band stop filter (finite impulse response
window sinc filter) between 49 and 51 Hz. Subsequently,
the MEG signal and speech signal were downsampled to
300 Hz, and cut into 2 s long epochs with a 50% overlap,
allowing for spectral estimates at a frequency resolution
of 0.5 Hz. For the sensor level analysis, to facilitate the
combination of MEG topographies across subjects, the
data was transformed to a synthetic horizontal and ver-
tical planar gradient representation using interpolation.
Sensor level coherence analysis and peak frequency
selection
To quantify entrainment of the MEG signal to the speech
envelope we calculated coherence, using multitaper
spectral analysis, with a smoothing parameter of ±2 Hz.
In addition, to quantify phase-to-amplitude cross-fre-
quency entrainment, we computed the amplitude envel-
ope of the gamma frequency band (30–50 Hz) in the
MEG signals, using a bandpass filter followed by a
Hilbert transform, and used these envelope signals for
a second coherence analysis with the speech envelope.
Visual inspection of the sensor level data indicated
that there was considerable variability across participants
for the frequencies at which coherence peaked, see
Figure 1. For further analysis, we defined individual
peak frequencies for each participant at the sensor
level. These individually selected peaks were
subsequently used for source level analysis and for
further evaluation.
For each participant, a peak detection algorithm
was used to identify, for each channel, the frequency
bins that showed a distinct peak in the coherence
spectrum with a coherence value larger than 0.02.
This yielded a binary vector (as a function of fre-
quency), with a 1 indicating a peak, for each
channel. Next, these binary vectors were summed
across channels yielding a spectrum of peak counts
across channels. The assumption here was the higher
the peak count, the more reliable the peak. This
vector was then multiplied to a second vector contain-
ing the standardised coherence across frequencies.
This accounted for variance in coherence strength.
The weighted vector was then smoothed (boxcar of
2 samples) and a second peak detection with a
threshold of 2 was performed to identify the peak fre-
quencies across the sensor array. Comparison of the
estimated peak frequency with visual identification of
the peak frequency for 10 subjects determined this
peak detection process to be adequate.
Processing of the anatomical MRI and digitised
headshape for MEG source reconstruction
We coregistered the anatomical MRI to the MEG-
sensors, by aligning the scalp surface obtained from
the MRI image with a digitised head shape, consisting
of approximately 500 points across the scalp. The
latter was obtained with a Polhemus device (Fastrak,
Polhemus Inc. Colchester, VA, USA). Subsequently, the
aligned anatomical image was used to create a
volume conduction model based on a single shell
description (Nolte, 2003) of the inner surface of the
skull, using the segmentation function in SPM8.
Source reconstruction was performed on a set of
8196 dipole locations distributed across the cortical
sheet, which was extracted from the anatomical
images, using Freesurfer 5.1 (Dale, Fischl, & Sereno,
1999). Next, these cortical surfaces were surface-regis-
tered to a template mesh using the Caret Software
package (Van Essen et al., 2001), and subsequently
downsampled from 168,342 dipoles per hemisphere
to 4098 dipoles. The surface registration procedure
resulted in individual cortical sheets that are topologi-
cally equivalent across participants (i.e. a particular
topological point in the cortical sheet of one participant
correspond to the same particular point in all other
participants).
Source level coherence analysis
We used Dynamic Imaging of Coherent Sources (DICS;
Gross et al., 2001) to compute coherence at the source
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level. To obtain the envelope signal in the gamma band
at the source level, for the entrainment analysis of the
gamma band envelope to the speech input, we used Lin-
early Constrained Minimum Variance beamforming
(LCMV; Van Veen, Van Drongelen, Yuchtman, & Suzuki,
1997), followed by a Hilbert transformation.
Statistical inference
For the theta and delta bands, we determined whether
coherence was stronger in one hemisphere than the
other, using a non-parametric permutation test together
with a clustering method to control for the family wise
error rate (Maris & Oostenveld, 2007). We quantified
the difference in entrainment between each left hemi-
spheric dipole location and its right-sided homologue
as a dependent samples t-statistic. Samples that
exceeded the uncorrected p-value of 1% were clustered
according to adjacency (in space), and the cluster-based
test statistic was defined by summing all suprathreshold
t-values in a cluster. A reference distribution of cluster-
based test statistics was created by permuting the
labels of the hemispheres. For each permutation the
maximal positive and negative cluster-level test statistic
was computed. The observed test statistic was then
tested against this reference distribution.
Figure 1. Sensor topographical distributions and spectra of neuronal entrainment to the speech envelope. (A): Individual subject topo-
graphies of entrainment in the delta band (top), theta band (middle), and corresponding frequency spectrum of entrainment (bottom:
averaged across all MEG channels). Coloured bars reflect the frequency ranges used for the topographies displayed on the left. (B):
Group average topography of delta entrainment (top), theta entrainment (middle), and corresponding frequency spectrum of entrain-
ment (bottom: averaged across all MEG channels) (C): Group average topographies for MEG gamma band envelope entrainment by the
audio envelope, for the delta band (upper panel) and theta band (lower panel), and corresponding spectrum averaged across 6 chan-
nels displaying the largest coherence in the delta band.
LANGUAGE, COGNITION AND NEUROSCIENCE 947
Results
Behavioural performance
The mean percentage of correct answers for the ques-
tions that proceeded a sentence was 86.8% (SD =
9.9%). This suggested that all participants were attentive
and listened to the materials properly.
Sensor level coherence
We first computed coherence between neural activity
and the speech envelope signal, focusing on the delta
(0.5–3 Hz) and theta (4–7 Hz) frequency bands. Phase
coupling was observed in both frequency ranges, and
had a spatial maximum in temporal-parietal sensors.
This topography was evident at both the group level
and single subject level results (see Figure 1).
Using a peak detection algorithm, we identified the
individual peak frequency for each frequency band, as
displayed in Figure 2. We exploited this individual differ-
ence in the source analysis by only including participants
with a distinct frequency peak in the sensor data, and
using the peak frequency for source estimation. For the
delta band, 88 participants showed a distinct coherence
peak, and for the theta band, 91 participants were
selected for further analysis. The main reason our algor-
ithm did not detect a peak in a small number of the
participants was because there were too few channels
(under 10%) with a clear peak in the theta band (see
Peak frequency selection under Methods). This led to
extremely low standardised peak values that did not
surpass the peak detection threshold. Lowering the
threshold revealed a peak for 3 out of 10 participants.
Importantly, the lack of peaks was not because the
peak fell on boundary of the defined theta window (4–
7 Hz), since relaxing the boundaries to 3.5–7.5 Hz did
not lead to the detection of peaks.
As participants received one of the six sets of stimuli,
we investigated whether differences in low-level stimu-
lus properties between sets could cause this variation
in peak frequency. First, we inspected the peak frequen-
cies within each set, and noted that the variation was
maintained in each set (Figure 2(A)). Second, we calcu-
lated the set-specific power spectra of the stimulus
envelopes to inspect the dominant frequency of each
set-specific speech envelopes. We observed a strong
overlap in power between the speech envelopes of
each set. As shown in the power spectra (Figure 2(B)), 5
out of the 6 sets had a peak at 3 Hz for the delta band
and at 5 Hz for the theta band. Since these sets of
stimuli had similar energy profiles (envelopes), this
suggests that the variation in peak frequency across sub-
jects is due to subject-specific factors, and not due to
differences in the input signals.
Figure 2. Individual peak frequencies of entrainment vary across subjects, but are independent on low-level characteristics of the input
signal. (A): Histograms of the distribution of the peak frequencies of entrainment in the delta frequency band (left pair of columns), and
the theta frequency band (right pair of columns). The coloured histograms reflect the distribution of peak frequencies of subsets of
subjects, according to the exact set of stimuli they listened to. (B): Power spectra of the envelope of the speech signal for each set
of stimuli.
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Sensor level phase-amplitude coupling
There is some empirical evidence that the envelope of
gamma oscillations entrains to the low-frequency
phase of the speech envelope (Joachim Gross et al.,
2013). We computed coherence between the gamma
envelope (30–50 Hz) of the neural signals and the
phase of the speech envelope. The average across sub-
jects showed a small spatially (left lateralised) and spec-
trally selective effect in the delta band, but no effect in
the theta band (Figure 1(C)). Note, in comparison to
the data shown in Figure 1(B), that the amplitude of
the spectral peak is approximately 5 times smaller than
the average noise bias in the rest of the spectrum. At
the single subject level, no convincing spectral peaks
could be identified.
Source level low frequency phase-phase coupling
Figure 3(A) depicts the group level source coherence
estimates and the statistical evaluation of lateralisation
(Figure 3(B/C)), for delta (left panels) and theta (right
panels). We did not source localise the alpha and beta
band because there was no clear topography or peaks
in the coherence spectrum at the sensor level. Coher-
ence between speech and the delta and theta oscil-
lations localised to superior temporal cortex (the
activity in inferior motor cortex is due to spatial blur).
This location is in line with early auditory areas. The
spatial maps suggest that the peak location for delta
entrainment may be slightly more posterior in bilateral
temporal cortex, whereas it is more anterior for theta
entrainment. This was statistically evaluated by compar-
ing between frequencies the peak locations of the spatial
maxima for the individuals that had both delta and theta
entrainment. Specifically, we computed for each subject,
hemisphere and frequency the average location of a set
of dipoles, constrained to Brodmann Areas 22, 41 and
42. We selected the dipole locations at which the entrain-
ment was ≥90% of the region-of-interest masked
maximum value. The peak locations were compared
between frequencies using Hotelling’s T2-statistic.
Neither comparison (for left and right hemisphere separ-
ately) was significant (left hemisphere: T2 = 0.54, p-value
= 0.91, right hemisphere: T2 = 4.9, p-value = 0.2).
Lateralisation of speech entrainment
According to the AST theory, (the auditory cortex in) each
hemisphere has a bias in tracking a specific speech
rhythm (Giraud & Poeppel, 2012; Poeppel, 2003), with a
preferential role for the right hemisphere at the theta
and delta frequencies. We performed a statistical
comparison between the coherence values of the left
and right homologous cortical regions, separately for
the delta and theta bands. Only the theta band
showed stronger entrainment on the right than left audi-
tory cortex (p = 0.0035, corrected) (Figure 3(C)). Figure 3
(D) shows individual results for 4 example subjects, to
illustrate the variability in lateralisation of entrainment.
For instance, example subject 1 shows lateralised
entrainment in both the delta and theta bands,
whereas subject 2 is left lateralised for delta, and right
lateralised for theta entrainment. Subjects 3 and 4
show a more (if not slightly left dominant) entrainment.
To further explore the lack of right hemisphere domi-
nance in the delta band, we computed a lateralisation
index for each of the subjects. This was computed from
the top 80 homologous dipole pairs in Brodmann areas
22, 41 and 42 (as reflected in a template anatomical
atlas), which displayed the highest coherence at the
group level. From these 80 dipole pairs, the lateralisation
index was computed as (R-L)/(R + L), where R and L
reflect the average coherence across the 80 right and
left hemispheric dipoles, respectively. A similar number
of left- and right-lateralised individuals were found for
entrainment of both the delta and theta band (Figure
4). For the delta band, 55% (48/88) of the individuals
were right-lateralised, and the mean right-, and left later-
alised values were 0.36 and 0.36, respectively. For the
theta band, 56% of individuals were right-lateralised
(51/91) and there was a larger difference between the
mean right-lateralised value (0.50) and left-lateralised
value (0.32) which explains why only the theta but not
delta band showed a significant bias for right hemi-
sphere entrainment at the group level.
Discussion
Frequency-specific phase synchronisation of cortical
oscillatory activity to the envelope of the auditory
input signal has been proposed to provide an initial tem-
poral parsing mechanism of the relevant linguistic struc-
tures needed for speech processing. In the current study,
using a larger population than before (N = 102), we
observed robust entrainment of neural oscillations in
the delta and theta frequency bands, which was localised
to early auditory cortical areas bilaterally. We also present
novel findings of considerable individual variability in the
peak frequency for entrainment and the preferred later-
ality of the entrainment.
Our data show entrainment to the speech envelope
for the delta (0.5–3 Hz) and theta (4–7 Hz) bands, loca-
lised to bilateral primary auditory cortex and posterior
superior temporal regions. Moreover, the theta band
entrainment was significantly right lateralised at the
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Figure 3. Source-level reconstruction of neuronal entrainment to the speech envelope. (A): Group average delta band (left panels) and
theta band (right panels) entrainment, reconstructed at the cortical sheet. (B): Difference between right and left hemisphere homolo-
gous dipole locations, expressed as a T-statistic across subjects (right minus left), displayed on the right hemisphere. (C): Statistically
masked difference between right and left hemisphere homologous dipole locations, displaying only the locations with a significant
difference. (D): Single subject results for delta (left pair of columns) and theta (right pair of columns) entrainment for four subjects,
illustrating the variability in lateralisation of the entrainment.
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group level, but the delta band entrainment was not. Fur-
thermore, for these two frequency bands, we were able
to identify clear spectral peaks at the single subject
level, demonstrating the robustness and reliability of
entrainment. We also observed weak left-lateralised
phase-amplitude coupling between the signal envelope
of the gamma band (30–50 Hz) and the speech envelope
(Gross et al., 2013), although this could not robustly be
identified in individual subjects.
Leveraging the large number of participants in our
study, we explored individual differences in parameters
of the entrainment. We show that both delta and theta
entrainment vary across individuals in two aspects: the
peak frequency of entrainment, as well as the degree
and extent of lateralisation of entrainment. We observed
individual variation in the peak frequency for both the
delta and theta range, which could not be explained
by the specific set of stimuli that the subjects listened to.
There has been a recent rise in popularity of the
theory that the neural entrainment is a result of the
phase-resetting of ongoing oscillations, where different
frequencies are suited to track different rhythmicities in
the speech input, and allow to segregate speech into
smaller chunks for processing (Ghitza, 2011; Giraud
et al., 2007; Giraud & Poeppel, 2012; Poeppel, 2003). As
ongoing oscillations might vary across individual in
their exact frequency content, this might explain the
observed variability in the peak frequency of entrain-
ment. Yet, in itself this variability in peak frequency
does not prove that intrinsic oscillations are instrumental
for the brain’s response. Specifically, the observed brain
response could well be the result of a series of overlap-
ping transient responses to salient changes in the envel-
ope of the speech signal. In such a scenario, intrinsic
ongoing oscillations may be irrelevant, and the esti-
mated entrainment would be just the frequency
domain representation of a possibly non-linear cross-
correlation function between the brain response and
the speech envelope. In other words, taking this line of
reasoning even further, if the entrainment response is
operationalised as a sequence of transient stereotypical
responses of the auditory system to salient changes in
the speech envelope signal, the differences in peak fre-
quency may need to be explained in terms of subject
specific latency differences in key components of these
event-related responses.
To address which of these two explanations holds
more merit, we propose further investigations that
build on our current findings of peak frequency variabil-
ity. For instance, one could seek evidence for oscillations
underlying entrainment by showing that the individual
frequency peaks of the on-going oscillatory activity in
auditory regions, in the absence of auditory input,
would correlate with the individual frequency peaks
identified during auditory stimulation.
Next to observing substantial individual variability in
the peak frequency of entrainment, we observed quite
some variability with respect to the extent of hemi-
spheric lateralisation of the entrainment. Specifically,
we found an almost equal division of left- and right-later-
alised individuals for delta and theta entrainment (Figure
4). Moreover, the degree of lateralisation varied across
individuals. This suggests that theories on asymmetrical
speech perception, which posit a functionally relevant
lateralisation for slow frequencies (Giraud & Poeppel,
2012; Poeppel, 2003), may need revision. The fact that
we found a significant right-lateralisation for theta
entrainment at the group level was caused by the fact
that right-lateralised subjects had a higher normalised
lateralisation value (0.50) than left-lateralised individuals
(0.31). In comparison, for the delta entrainment, the
average normalised lateralisation values were similar
between left-lateralised (0.36) and right-lateralised indi-
viduals (0.36). Taken together, these findings may
Figure 4. Distribution of single subject lateralisation indices for delta (left) and theta (right) entrainment.
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require revision of the notion that the right hemisphere
by default is biased for the processing of slow time
scales, as has been put forward by the AST-model.
Earlier work in support of this model have used hemo-
dynamic signals (Boemio et al., 2005), and correlation
estimates between hemodynamic signals and band-
limited power fluctuations in the electrophysiological
signal (Giraud et al., 2007). Only more recently, the use
phase synchronisation measures has become the stan-
dard in order to evaluate the neuronal response to
speech in the frequency domain (Bourguignon et al.,
2013; Gross et al., 2013; Luo & Poeppel, 2007; Peelle
et al., 2013). This is inspired by the putatively mechanistic
role of oscillatory activity as a temporal parsing mechan-
ism in speech processing. Our findings do not support a
systematic right hemispheric lateralisation of the neural
response to the slower time scales in the speech signal.
In order to further investigate the variability in lateralisa-
tion, one line of enquiry might attempt to relate par-
ameters of the functional response to structural
parameters. For instance, anatomical variability in the
shape (cortical folding), and extent of auditory cortical
areas might affect the synchronicity of the electrophysio-
logical response and/or measurability of the signal. Ana-
tomical asymmetries across hemispheres might be
related to the individual lateralisation of the response.
Given the large variability in both the frequency peak
of the entrainment, and the extent of variability in hemi-
spheric lateralisation one may wonder about the func-
tional significance of the brain signals’ entrainment to
the audio envelope. Admittedly, the current work did
not use an explicit experimental manipulation, yet all
subjects were perfectly able to understand the stimuli.
For this reason, one may argue that in normal, everyday
use, the frequency specific entrainment response is not
instrumental for the extraction of the linguistic content
of speech signals.
In conclusion, we show that neural entrainment to
speech is a robust and reliably detectable phenom-
enon, but the characteristics of the entrainment vary
across individuals. Acknowledgement of this variation
is important for understanding the underlying neural
mechanisms of entrainment, as well as its functional
significance.
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