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Introduction
Treatment effects may vary with the observed characteristics of the treated, often with important implications (Royston and Sauerbrei 2008) . In the context of experimental data, a growing literature deals with the problem of specifying treatment interaction terms that most effectively capture this variation (see Sauerbrei, Royston, and Zapien [2007] , for references). Some results of this literature are now implemented in Stata (Royston and Sauerbrei 2009 
We observe X 1 , X 2 , Y 1 , and Y 2 ; E( i ) = 0; Var( i ) = σ 2 i for i = 1, 2; and we assume that σ 2 2 = 1. Assuming that 1 and 2 follow a bivariate normal distribution with correlation ρ, the parameters β 0 , β 1 , β 2 , δ, γ 0 , γ 1 , σ 1 , and ρ can be consistently estimated using either the maximum likelihood (ML) or the two-stage estimation procedure of treatreg. Using treatreg to fit models similar to (1) but with β 2 = 0 was first discussed in Cong and Drukker (2000) . When β 2 = 0, we have an additional endogenous variable, but this does not change the underlying random structure of the model; the identification conditions remain the same as when β 2 = 0 (Wooldridge 2010, 265-266) .
For the purpose of estimating the above parameters, it is irrelevant whether treatreg recognizes the term β 2 Y 2 X 1 as an interaction term between the treatment and an exogenous variable. What matters is that the likelihood function (for ML estimation) and the estimating equations (for two-stage estimation) are correctly specified and therefore the estimates are consistent.
However, when estimating the ATE, results computed with treatreg postestimation must be corrected. In the context of (1), the ATE is given by E(Y 1 |Y 2 = 1)−E(Y 1 |Y 2 = 0) (Wooldridge 2010, 905) . treatreg postestimation provides the command predict newvar, yctrt to estimate E(Y 1 |X 1 , X 2 , Y 2 = 1) and predict newvar, ycntrt to estimate E(Y 1 |X 1 , X 2 , Y 2 = 0). These estimated conditional expectations are then averaged across the sample and differenced to obtain an estimate of the ATE. This is appropriate when there is no treatment interaction term. When a treatment interaction term is present, however, the predict commands do not condition the treatment interaction term according to the conditioning value of the treatment; the sample value of the treatment is used instead.
It is instructive for what follows to derive the deviation between the two processes in the context of (1). In the population, the conditional expectations of the outcome are given by
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where φ(·) is the standard normal density and Φ(·) is the standard normal cumulative distribution function. The effect of the treatment on one observation is just their difference:
The ATE, the treatment effect across the whole population, is then
where (5) follows from (4) by the law of iterated expectations (Wooldridge 2010, 31) , and where the expectations on the right-hand side (RHS) are over X 1 and X 2 , respectively. An estimator of the ATE can then take the general form
where the expectation terms of the RHS of (5) are estimated by the corresponding sample means, and the parameters β 2 , δ, σ 1 , ρ, γ 0 , and γ 1 can be estimated using ML or another method.
In general, the ATE can be estimated using the treatreg predict commands, but using the predict command is not straightforward when interaction terms are present. With one treatment interaction term, the predicted value of one observation conditional on the observed variables and on being treated is given in (2). Because the predict commands in the interaction term use the sample value instead of the conditioning value of the treatment, using the predict command the RHS of (2) is estimated as
instead of
The difference between the two is
Averaging across the sample, we have
Similarly, the predicted value of one observation conditional on the observed variables and on not being treated is given in (3). As before, using the treatreg predict command, the RHS of (3) is estimated as
The difference between the two is now
Averaging across the sample gives
Subtracting (8) from (7) gives the difference between the estimator in (6) and the quantity computed on the basis of the predict commands:
This is the first term of the estimator in (6). Therefore the quantity computed with the predict commands is the sum of the remaining two terms in (6), namely, the coefficient of the treatment indicator δ and the selection bias term. From (9), we conclude that the estimator in (6) will be greater than the quantity computed with the predict commands if the sample mean of the interaction variable and the interaction coefficient have the same sign; otherwise, the estimator will be smaller.
It is straightforward to extend this result to contexts of treatment interactions with more independent variables. For a treatment interaction of the general form f (X 1 , Y 2 ), where f (·) is any function, the adjustment term corresponding to (9) is
The results of this section can be extended easily to several interactions.
The itreatreg command
The itreatreg command can be used when multiplicative treatment interactions enter the outcome equation in a model such as (1). In a model with nonexperimental data and selection on the basis of unobservables, as in (1), multiplicative treatment interactions are interactions of the form Y 2 f (X 1 ), where f (·) can be any function of X 1 .
The itreatreg and treatreg commands produce the same parameter estimates of the model. In addition to these estimates, itreatreg uses the adjustment described in the previous section to evaluate the estimator in (6). The computational heart of the command calls treatreg internally, and the adjustments are made from the estimates provided by treatreg and stored in two new variables. itreatreg also displays and returns the adjusted ATE and the standard deviation of the treatment effect. where depvar is the dependent variable of interest in the outcome equation. indepvars ni is the list of predictors in the outcome equation that are not interacted with the treatment variable. This is optional in so far as predictor variables that are interacted with the treatment variable are specified in the x() option, so if all the predictor variables are included with interaction terms, then this list will be empty.
Options
treat(depvar t = indepvars t , noconstant ) specifies the equation for the treatment selection, where depvar t is the treatment variable and indepvars t is the list of predictor variables for the treatment, in a manner identical to the specification in the treatreg command. It is an integral part of specifying a treatment-effects model and is required. The noconstant option suppresses the constant in the treatment equation.
x(xvars = indepvars i ) specifies the treatment interaction variables xvars and, optionally, the original variables indepvars i that were interacted with the treatment. x() is required. The inclusion of indepvars i is optional if one wishes to include only the interaction term. At least one xvar must be specified, otherwise treatreg itself is appropriate. Moreover, if the original variables are included, then they must be specified correctly in x() and not included in the list of independent variables indepvars ni directly after the dependent variable. For example, itreatreg y1, treat(y2=x1) x(y2x2) gen(pr) would fit a simple model in which an interaction between the treatment variable y2 and an independent variable x2-that is, y2x2-is the sole predictor of y1, aside from the treatment variable itself. Inclusion of the original independent variable x2 in the model must be specified: itreatreg y1, treat(y2=x1) x(y2x2=x2) gen(pr).
gen(stubname) is required and specifies the stubname for the two new variables created by itreatreg, stubnamectrt and stubnamecntrt, that contain for each observation, respectively, the predicted value of the dependent variable depvar in the presence of the treatment and the predicted value in the absence of the treatment. This is analogous to the predict varname, yctrt and predict varname, ycntrt postestimation commands for treatreg, but it is corrected for the effect of the interaction variables. Contrary to the usual predict syntax, the default in itreatreg is to create predictions only for those observations used in the estimation process. Applying the predictions to the entire dataset requires specification of the oos option (see below). If the variable names created by this process are unavailable (for example, if one specifies gen(pr) when there already exists a variable named prctrt), then itreatreg will still produce the estimated coefficients but will not calculate the predicted values or the ATE.
oos specifies that the predicted values generated by treatreg-and hence the calculation of the ATE-are applied to all observations in the dataset. By default, the predictions are otherwise applied only to those observations included in the estimation of the coefficients.
twostep specifies that two-step consistent estimates of the parameters, standard errors, and covariance matrix of the model be produced instead of the default ML estimates.
Saved results
Though itreatreg provides estimation of coefficients, it does so by calling the treatreg function internally. itreatreg is primarily a postestimation command that creates adjusted predictions for interaction terms. Therefore, normal Stata postestimation commands, such as predict, run after itreatreg will act on the estimations provided by treatreg, and they will not take into account the adjustments for interaction made by itreatreg. In addition to the results returned by the treatreg command called internally, itreatreg returns the following additional results: 
Examples
Multiplicative interactions using itreatreg
This example uses the same data that Cong and Drukker (2000) used in their discussion of the treatreg command. It is the same data used in the StataCorp (2011) discussion of the treatreg command. The treatreg command is used with a dataset of women's wages and other characteristics to explore the possibility that women's college education is endogenous to wage determination (the hypothesis was rejected). The original model is modified to allow for multiplicative interactions between the treatment (college education) with the two exogenous variables in the wage equation, age, and whether they live in a large city. This example first generates the necessary interaction terms that are not present in the original dataset and then calls itreatreg to estimate the parameters, generate predicted values, and calculate the ATE. After calling itreatreg, the example then recalculates the ATE and the standard deviation of the treatment effect on the basis of the unadjusted predicted values generated by the treatreg function. The unadjusted ATE is reported as the mean of the poriginaldiff variable in the summary table; the standard deviation of the treatment effect is the standard deviation of poriginaldiff. Clearly, there is a significant difference in the estimated treatment statistics. The ATE is almost three times higher in the unadjusted calculations than the correct ATE, while the standard deviation of the treatment effect is much smaller. 
Nonmultiplicative interactions
Nonmultiplicative treatment interactions are rarely used. Here we modify the previous example to include a nonmultiplicative interaction between age and the treatment, in addition to the multiplicative interaction between the treatment and living in a large city.
. use http://www.stata-press.com/data/r12/labor, clear . generate wc = 0 . replace wc = 1 if we > 12 (69 real changes made)
. generate wcxcit = wc*cit . generate wc_wa = 1/(wa^wc) 2. As noted in section 2 in the context of one interaction term, the ATE is the sum of the interaction effect ( b β 2 X 1 ) and the unadjusted ATE. When the interaction effect and the unadjusted ATE have similar magnitudes but opposite signs, the unadjusted ATE will be substantially larger than the ATE (in absolute value). That is easy to verify in this example. Note, however, that in this example, there are two interaction terms and therefore the interaction effect is the sum of the products of the interaction coefficients with the sample means of the corresponding interaction variables. The mean of the variable wwhatdiff is the estimate of the ATE produced on the basis of the predict commands without any adjustments. The mean of wwatehat is the estimate produced by computing the correct conditional expectations using the adjustments of equations (7) and (8) and following the generalization of (10). The model in this example has the nonmultiplicative interaction term X −Y2 2 , but the results are similar to the previous model with the multiplicative interaction term. However, the absolute values of the estimated coefficients of age and its interaction term, and the constant of the outcome equation are much larger. The estimated ATE is still the same as in the previous example to the first decimal, but the estimated ATE without the necessary adjustment-wwhatdiff-is very different.
Conclusion
The Stata treatreg command can be used to fit models where selection into treatment depends on observed and nonobserved factors. The treatreg command gives consistent estimates of the parameters whether treatment interactions are included or not. The predict command of treatreg postestimation, however, gives the correct conditional predictions only when treatment interactions are not present. In this article, we derived the adjustments that are required to compute the correct conditional predictions and ATE. When the treatment interactions are multiplicative, we introduced the itreatreg command, which produces the appropriate estimate of the ATE in addition to the usual output of the treatreg command. When treatment interactions are nonmultiplicative, we showed the steps that are required to produce the appropriate estimates of the ATE.
