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Abstract—We propose a method for downlink coordinated
multipoint (DL CoMP) in heterogeneous fifth generation New
Radio (NR) networks. The primary contribution of our paper
is an algorithm to enhance the trigger of DL CoMP using
online machine learning. We use support vector machine (SVM)
classifiers to enhance the user downlink throughput in a realistic
frequency division duplex network environment. Our simulation
results show improvement in both the macro and pico base
station downlink throughputs due to the informed triggering of
the multiple radio streams as learned by the SVM classifier.
Index Terms—MIMO, DL CoMP, New Radio, NR, 5G, LTE-A,
machine learning, SVM, heterogeneous networks, SON.
I. INTRODUCTION
The demand for data traffic over cellular networks continues
to increase with emphasis on low latency and high reliability.
Heterogeneous networks are an important solution to the
problem of increase in capacity demand. In heterogeneous
networks, pico base stations are deployed with the existing
macro base stations. The downlink coordinated multi-point
(DL CoMP) operation was first introduced in 3gpp Rel 11
for long term evolution advanced (LTE-A) networks. It was
a feature that improved data rates coverages and cellular
capacity at cell edge using a fiber backhaul [1], [2]. DL
CoMP was further enhanced in 3gpp Rel 13 (eCoMP) with
fast channel state information (CSI) acquisition messages
being sent between the base stations involved. DL CoMP
will play an important role in the fifth generation of wireless
communications (5G) air interface which is also known as New
Radio (NR) [3].
CoMP was studied extensively in several papers [4]–[6] with
solutions offered through convex optimization, Markov chain
based models, and queuing theory. Different from these papers,
we employ machine learning on the joint transmission scheme
where the UE is likely to receive data from multiple streams.
In this paper, we focus on the joint processing scheme
of CoMP in the downlink direction, where the receiver is
the user equipment (UE). Spatially multiplexed data streams
transmitted by the base station (BS) are available at more than
one transmission point. These points (or base stations) form
the CoMP cooperating set. This effectively forms a distributed
multiple input multiple output (MIMO) channel with streams
from each BS in the CoMP cooperating set.
Our objective is to improve the CoMP joint processing
distributed MIMO performance. To achieve this objective, we
propose an online supervised machine learning based algo-
rithm which acquires physical layer data from the connected
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Fig. 1. Joint processing and support vector machine (SVM) in a coordinated
multipoint heterogeneous network.
UEs within the channel coherence time in a radio frame. This
algorithm can reside in a centralized location as part of a self-
organizing network (SON) or in an edge compute node at the
BS. We use a minimalistic set of learning features to keep the
time and space complexity in polynomial order. The overall
view is in Fig. 1.
Our main contributions are as follows:
1) Demonstrate that a machine learning model can improve
the performance of joint processing CoMP triggering in
a realistic environment.
2) Increase the user throughput in a heterogeneous network
as a result of learning improved triggering conditions of
CoMP compared to the industry-compliant baseline.
II. SYSTEM MODEL
The system is composed of two modules:
• An inter-site CoMP operation in a heterogeneous network
composed of macro and pico base stations connected with
optical fiber.
• A machine learning algorithm using a support vector
machine (SVM) classifier to derive improved triggering
point for CoMP to operate if applicable.
A. Radio Environment
Our setup for the macro base stations uses hexagonal cellu-
lar geometry. We use pico base stations for densification of the
macro coverage in an urban environment. Non-stationary UEs
with multiple antennas are randomly placed and uniformly
distributed in the service area. The base stations are the
transmitters and the UEs are the receivers. We use 5G NR as
a multi-access wireless network in the sub-6 GHz frequency
range and the frequency division duplex (FDD) mode of
operation (i.e., no channel reciprocity). We can therefore write
the signal of an arbitrary UE q as
r = Hs+ v, q = 1, . . . , Q. (1)
The subscript q is dropped for ease of notation. Here, r ∈ Cnr
is the received signal (i.e., at the UE side). H ∈ Cnr×nt is
the Rayleigh fading channel for the q-th UE with independent
identically distributed (i.i.d.) circularly symmetric standard
complex Gaussian entries. Further, s ∈ Rnt is the transmitted
signal, and v ∈ Cnr is the noise plus interference both
of which are also assumed circularly symmetric Gaussian, a
baseline practice even in 5G systems [7]. Finally, nr and nt are
the number of receive and transmit streams respectively such
that the maximum number of streams nmaxs , min(nr, nt).
Since 5G NR is based on orthogonal frequency division
multiplexing (OFDM), we choose zero-forcing (ZF) channel
equalization. This sets the inter-cellular interference to zero
and allows us to deal with Gaussian noise. Hence, SINR and
SNR can be used interchangeably. We write our ZF equalizer
WZF ∈ C
nt×nr for the q-th UE as
WZF = (H
HH)−1HH (2)
with (·)H denoting the Hermitian transpose operation. This
allows the UE to obtain an estimate of the transmitted signal
through pre-multiplication of WZF into (1). The parameters of
the radio environment are listed in Table II.
Now, we can compute the SNR per receive stream, observe
respective transmission block errors, and find out the bitrates
using the simulator [8]. We expect that as the number of
receive streams increases, the block error rate increases, but
the bitrates per stream also increase. The net change is an
increase in the user throughput distribution.
B. Machine Learning
We use the SVM classifier [9] in the implementation of
this algorithm. We define the learning features in a matrix
X as listed in Table I. These features are collected from
all the UEs in the CoMP cooperating set during the time
duration of TCoMP. This duration cannot exceed either the
channel coherence time or the radio frame duration measured
in transmit time intervals (TTIs). From the CSI in NR [10],
we choose a linearly mapped version of the signal to noise
and interference ratio (CSI-SINR) and CSI reference symbol
received power (CSI-RSRP) as x1 and x2 respectively. This
linearly mapped version of the NR CSI-SINR resembles what
LTE/LTE-A calls the channel quality indicator (CQI) [11] and
shall be the name we use here, as shown in Fig. 2.
We observe the transport block error rate (BLER), com-
puted at the receiving UE, to create the supervisory signal
TABLE I
PROPOSEDMACHINE LEARNING FEATURES X FOR COMP
Parameter Type Description
x1 CQI Integer Linearly transformed CSI-SINR
x2 CSI-RSRP Float CSI-RSRP measurement value
labels y for our machine learning algorithm. The downlink
BLER for multiple streams for a given UE q is computed as:
DL BLER , 1−
ns∏
j=1
(1− BLERj) (3)
where BLERj is the observed BLER from stream j for an
arbitrary UE q. Thus, yi is assigned 1 for a fulfillment of the
hybrid automatic repeat request (H-ARQ) target β ≥ 0 for the
UE q and yq is assigned 0 if the BLER exceeded the H-ARQ
target for the same UE. The choice of BLER is justified due
to its direct relationship with the modulation and code scheme
chosen for a given data transmission.
The choice of these features and supervisory signal enable
us to formulate our problem as
maximize:
ns
ns∑
j=1
Q∑
q=1
Cqj ([X]q)
subject to: ns ∈ {1, . . . , n
max
s },
BLERq ≤ β, q = {1, 2, . . . , Q}.
(4)
where Cqj (·) is an unknown function that takes the learning
features X and converts them to a throughput for the user q
per radio stream j. This problem is nonconvex due to the
nonconvexity of the first constraint. We therefore resort to
machine learning to solve this problem.
The reason why we choose CQI and CSI-RSRP for X is
because they are two physical channel measurement quantities
that are not directly correlated: CSI-RSRP is the received
power of the narrowband NR reference symbols while CQI
is an indication of the received wideband SINR [10]. If the
quantities were correlated or close to correlated, we would
have seen an inflation in the training error variance making
machine learning inapplicable. These features are periodically
reported to the base station by all the UEs connected.
The gathered data X and y are periodically split to a
training and a test set as part of the proposed machine
learning based algorithm. We then train the model and tune
the hyperparameters in Table III using grid search and K-fold
cross-validation. The SVM classifier used in our algorithm
implementation is formulated as an optimization problem
maximize:
λ
∑
i
λi −
1
2
N∑
n=1
N∑
m=1
λnλmynymK(x1,x2)
subject to:
N∑
n=1
λnyn = 0,
0 ≤ λn ≤ C, n = 1, . . . , N
(5)
where λn and λm are elements in λ ∈ R
N , which is
the Lagrangian multiplier vector resulting from solving the
problem using optimization [9], C is a hyperparameter to
control overfitting, also known as the Box constraint. x1 and
x2 are the first and second feature vectors as defined in Table I.
Further, yn is the n-th element in the supervisory label vector
y ∈ {0, 1}N . K(·, ·) is the SVM kernel and is defined as
K(x,x′) , φ(x)⊤φ(x′) (6)
where φ(·) is a function that maps x to a higher dimension
and (·)⊤ is the transpose operation.
What is left is the value size of the collected data N , which
is defined as
N , ⌊nsgQTsim/TCoMP⌋ (7)
where g is the reporting periodicity as defined in [12]. Tsim and
TCoMP are the simulation time and CoMP features collection
period respectively.
The SVM classifier aims to minimize the hinge loss objec-
tive L, which is a convex loss term as follows
min: L(y, yˆ) ,
∑
i
max (0, 1− yiyˆi) (8)
where yˆ ∈ {0, 1}N is the predicted supervisory label for
CoMP trigger as learned by the classifier.
Since we train the SVM classifier with the training data,
we use the test data misclassification error to measure the
anticipated performance of the SVM classifier:
Err ,
1
Ntest
Ntest∑
i=1
1(yi 6=yˆi) (9)
where Ntest , ⌊(1 − rtrain)N⌋ is the test data size. High
misclassification error can be attributed to over-fitting or
changed radio conditions.
The problem can be solved with reinforcement learning off-
policy solutions such as Q-learning [13]. However, the prob-
lem with using Q-learning is in finding proper initialization
of the Q-learning table to avoid exponential runtime [14].
We computed the run time complexity for Q-learning to be
O(Q2nmaxs ) [14].
III. ALGORITHMS
A. Baseline DL CoMP Algorithm
Industry recommendations [1] suggest physical layer mea-
surements to be used in the formation of the DL CoMP
cooperating set. This is the baseline algorithm. The decision
to enable or disable CoMP in the cooperating set for users is
based on an absolute minimum threshold of the DL SINR.
B. Improved DL CoMP Algorithm
The proposed algorithm to trigger CoMP in the cooperating
set is shown in Algorithm 1. The error threshold ε controls the
misclassification due to training outside the channel coherence
time or sub-optimal fitting. The asymptotic time and space
complexity of SVM training is in O(M3) and O(M2) in
the worst case, respectively [15], where M is the size of the
training data (M , ⌊rtrainN⌋ using (7)).
Algorithm 1: Improved DL CoMP in heterogeneous networks
Input: Error threshold ε, prior measurements collection period
TCoMP, current triggering DL SINR, Q UEs reported
CQI and CSI-RSRP. Table IV has example values.
Output: Triggering decision for DL CoMP for all Q UEs in
Tsim TTIs.
1 for T := 1 to Tsim do
2 Acquire data x1,x2 from Q UE reports during time
t = T, . . . , (T + TCoMP − 1) per Section II, which are the
learning features X in Table I.
3 Compute the classification label y.
4 if T mod TCoMP = 0 then
5 Split the data [X |y] to training and test data.
6 Train the SVM model using the training data and use
grid search on K-fold cross-validation to tune the
hyperparameters (in Table III) and compute yˆ.
7 Compute misclassification error Err as in (9).
8 if Err ≤ ε then
9 Decision is to override setting and enable DL
CoMP in next TTI if median(yˆ) = 1 else disable
DL CoMP in next TTI.
10 else
11 Fallback to operator-entered DL CoMP SINR
trigger (baseline algorithm).
12 end
13 Invalidate the SVM model.
14 end
15 end
IV. PERFORMANCE MEASURES
We use the cumulative distribution of the average UE
downlink throughput as follows: peak (95%), average, and
edge (5%) [16]. We also use the average BLER as computed
in (3) and the average number of streams n¯s, which is equal
to the average of the number of used streams j for all the UEs
q in the cluster.
V. SIMULATION RESULTS
We use MATLAB and [8] to implement our algorithm. Only
the entry point and machine learning codes are available [17].
The simulation parameters are summarized in Table IV.
We run the simulation over a CoMP cooperating set com-
prised of a single tier of macro BSs with pico BSs scattered
in the vicinity. All macro BSs have three sectors as in Fig. 3.
To measure and compare performance of both algorithms,
we report the user throughput, which is derived from a
respective cumulative distribution function, and the observed
BLER based on the average number of streams reported n¯s.
The standards specify a reporting periodicity g values per
TTI [12]. Using default values, and (7) with the simulation
values shown in Table IV, one collection period has a total of
21240 samples (collected every TCoMP TTIs).
In Fig. 4, the baseline algorithm made decisions to enable
or disable CoMP in the cooperating set of users where the
improved dynamic algorithm made the opposite decision. Ta-
bles V and VI outline the performance measures and show that
the proposed CoMP algorithm shows improved UE throughput
with no change in the CSI-RSRP or CQI. The reason for
the throughput improvement is the improved CoMP triggering
TABLE II
RADIO ENVIRONMENT PARAMETERS
Parameter Value Parameter Value
Bandwidth B 10 MHz Downlink center frequency 2100 MHz
Channel model type† EPA5 LTE cyclic prefix Normal
Scheduling algorithm Proportional Fair Propagation model COST231
Propagation environment Urban Shadow fading margin standard deviation 8 dB
Macro BS antenna model Kathrein 742212 Maximum number of streams nmax
s
2
Pico BS power∗ 37 dBm Pico BS antenna height 10 m
Pico BS antenna model Omnidirectional Macro BS geometry Hexagonal
Macro BS power 46 dBm Macro BS antenna height 25 m
Macro BS antenna electrical tilt 4◦ Inter-site distance 100 m
UE antenna gain* -1 dBi UE height 1.5 m
† i.e., the power delay profile. The UEs are moving at an average speed of 5 km/h.
∗ BS is short for base station and UE is short for user equipment.
TABLE III
SVM CLASSIFIER HYPERPARAMETERS
Hyperparameter Search range
K-fold cross-validation K 5
Training data ratio rtrain 0.7
Kernel scale all ranges
Box constraint C all ranges
Kernel K(·, ·) {gaussian, linear,
polynomial∗}
Normalization {true, false}
∗ Orders 2, 3, and 4.
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Fig. 2. Used relationship between signal to noise ratio (SNR) and call quality
indicator (CQI) [8], [18].
TABLE IV
SIMULATION PARAMETERS
Parameter Value
Baseline DL CoMP SINR trigger 3 dB
Number of cooperating cells per cluster 32
Total number of UEs Q in the cluster 60
Number of pico BSs per cluster 11
H-ARQ target β 0.1
NR frame duration 10 TTIs
Features collection period TCoMP 3 TTIs
Simulation time Tsim 60 TTIs
Error threshold ε 12%
conditions, which are used to dynamically reconfigure the
number of transmit streams (from the BS side) for the UEs
in the CoMP cooperating set with no change in the total
transmit power. The BLER is expected to increase with the
increase in the number of transmit streams ns. However, the
overall MIMO gain due to CoMP triggering of a second stream
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Fig. 3. Simulated NR network. The user equipment (UEs) are scattered as
blue dots. The red diamonds are pico base stations (single cell) and the red
dots are macro base stations with three cells each (all are numbered).
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Fig. 4. Downlink coordinated multipoint (DL CoMP) being enabled
(state = 1) and disabled (state = 0) for both baseline (left) and the proposed
algorithm (right) over the same transmit time intervals (TTI).
TABLE V
THROUGHPUTMEASURES FOR DOWNLINK COORDINATED MULTIPOINT
User Equipment Throughput [Mbps]
Baseline Dynamic
Cluster Peak Average Edge Peak Average Edge
Macro 1.73 0.77 0.01 1.83 0.77 0.01
Pico 2.59 1.63 0.12 3.36 1.88 0.22
Overall 2.13 0.91 0.02 2.67 0.94 0.02
exceeds the loss in performance due to the increased BLER.
TABLE VI
LINK-LEVELMEASURES FOR DOWNLINK COORDINATEDMULTIPOINT
Average
Scenario DL BLER n¯s CQI CSI-RSRP [dBm]
Baseline 15.89% 1.58 4 -66.74
Dynamic CoMP 15.97% 1.59 4 -66.74
VI. CONCLUSIONS
In this paper, we used online machine learning and physical
layer measurements to train an SVM classifier. The measure-
ments were collected and used within the channel coherence
time. The was model invalidated after the coherence time
passed. This approach improved the CoMP joint processing
distributed MIMO performance by transmitting another spa-
tially uncorrelated stream. We did so without compromising
the reported CQI or received power. We only used two learning
features for SVM and showed that they were sufficient. We
used the fulfillment of the H-ARQ target as our supervi-
sory signal. We chose a realistic heterogeneous environment
with no channel reciprocity. Our simulated results showed
improvement in the user throughput distribution compared to
the baseline CoMP algorithm.
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