Abstract-The objective of this study was to develop, test and benchmark a framework and a predictive risk model for hospital emergency readmission within 12 months. We performed the development using routinely collected Hospital Episode Statistics data covering inpatient hospital admissions in England. Three different timeframes were used for training, The comparisons were made using positive predictive value, sensitivity and specificity for different risk cut-offs, risk bands and top risk segments, together with the receiver operating characteristic curve. The constructed Bayes Point Machine using this feature selection framework produces a risk probability for each admitted patient, and it was validated for different timeframes, sub-populations and cut-off points. At risk cut-off of 50%, the positive predictive value was 69.3% to 73.7%, the specificity was 88.0% to 88.9% and sensitivity was 44.5% to 46.3% across different timeframes. Also, the area under the receiver operating characteristic curve was 73.0% to 74.3%. The developed framework and model performed considerably better than existing modelling approaches with high precision and moderate sensitivity.
I. INTRODUCTION
Costs of care are increasing at a rate that is unsustainable, due to the impact of ageing population, population growth, deprivations, rise in emergency admission, increased expectations and cost of treatment and technology [1] - [3] .
Inappropriate care support for high-risk patients has been the main contributor to derived emergency readmission rise [4] . It is estimated that £11 billion per year is the cost of emergency admissions to the National Health Service (NHS) [3] . As reported by the Nuffield Trust report in 2012 [5] , about 8% of patients are readmitted within 30 days, and it is costing an estimated £2.2 billion a year. Also, based on a Clarke et al. [6] study, about half of the emergency readmissions within 30 days between 2004 and 2010 were potentially preventable.
Four principal contributing risks to increase in emergency (or unplanned) readmission to hospitals [3] , [4] are ageing population, premature discharge and unpredictable accidents, patients with long-term conditions and unpredictable emergency. Discharging patients presents a way of freeing beds in healthcare systems, but still premature discharge could increase emergency readmission risk. Often hospital admissions can be avoided by providing appropriate care [7] .
Therefore, development and implementation of robust predictive risk models for admitted patients are critical. Predictive models can help patients and carers to get the appropriate support services in clinical decision-making. Also, they can improve care quality and reduce the cost of inappropriate admissions to hospital and accident and emergency (A&E).
In 2005, the UK Department of health commissioned to develop the Patients at Risk of Re-hospitalisation (PARR) [8] algorithm for Primary Care Trusts. The aim of PARR was to identify patients in high-risk of 1-year emergency readmission using the inpatient data from the Hospital Episode Statistics (HES) database. Then, in 2006 the Combined Predictive Model (CPM) was released using a combination of the general practices (GPs) records and the HES database [9] . Thereafter, in 2011 the patients at Risk of Readmission within 30 days (PARR-30) model was developed as an upgrade. The PARR-30 was based on a wide range of parameters used in the PARR [10] .
Most of the existing predictive risk models [11] that used hospital administrative data were based on logistic regression or Coxian Phase-type Distribution models. Although, they are uncomplicated and powerful, they are bounded by algorithms shortfalls, restricted assumptions and limited parameters. In healthcare risk modelling, there have been many successful implementations of machine learning methods, but, there are a few numbers of literature that applied a Bayesian approach.
The aim of this research was to develop, validate and benchmark a framework and a risk model for 1-year emer-gency readmission to England's hospitals using Bayes point machine (BPM) approach and inpatient data from the HES. Firstly, a large set of features was constructed, filtered and sorted. Then, the model was trained, tested and benchmarked using three different timeframes.
In this paper, firstly, the data and the process of selection of a minimal amount of features is clarified. Then, the applied BPM algorithm is defined. Finally, results of training, validation and benchmarking of the developed model against CPM [9] , PARR [8] and Billings et al. (2013) [12] 
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II. DATA
Administrative databases are used in the monitoring of healthcare systems in the UK, the USA and other countries. And, healthcare data, such as inpatient, A&E, outpatient attendance and records from GPs are used in predictive modelling problems.
In this research, only inpatient data from the HES database was used. The queried snapshot of the HES database includes records from April 1995 until April 2010. The inpatient In terms of data quality, there are parameters, associations and timeframes that are missing from HES due to confidentiality, different practices and limitations of defined fields. For instance, inconsistency in data due to changes in policies, care services and facilities, and large missing attendance records in A&E records [13] .
Similar to the PARR model, each sample covers about 20% of unique patients (10% training, 10% testing) within the trigger year of the selected timeframe ( Table I ). The first three years was regarded as the prior history, the fourth year was used as the trigger year and the 12-month follow-up was accounted as the prediction period. Also, superspells were constructed and regarded as the unit of care for each patient.
Moreover, before the modelling stage, four stages of data preprocessing have been carried out. The steps are presented in Fig. 1 .
III. FEATURES
Based on previous studies [11] and additional exploratory analyses, four main groups of features were initially generated from the inpatient database: three years cross-sectional, one year cross-sectional, 90 days cross-sectional and triggerpoint features. In total 738 summary features were generated, which the main categories are presented in Table II. Usually, Kernel classifiers, such as BPM and Support Vector Machine (SVM) are resistant to over-fitting, because of weight regularisation. However, since the number of generated features was very high, a feature reduction framework was needed. Hence, four feature filtering steps were carried out to capture the underlying structure better.
Firstly, highly stationary features were withdrawn (constant count ≥ 95%, since linear correlation to 1-year readmission was ¡ 50%). Thereafter, features with high linear correlation to 1-year readmission were excluded (linear correlation coefficient ≥ 80%). Then, in relation to the average of importance, initially the three years cross-sectional features were included, and after that other features were added. And, based on importance across samples, the features were sorted using random-forest importance score (sample sizes of 100,000, the number of trees equals to the features, and selected features at each node equals to 10) and an SVM importance ranking (sample sizes of 10,000). Finally, a forward-selection BPM procedure was developed using the micro-average precision ≥ 0.01%.
At the end, 100 features were selected and sorted using average random-forest scoring across samples.
IV. MODEL
Bayes Point Machines (BPMs) [17] , [18] are parametric linear classification algorithms, which identify an average classifier (Bayes point) in a version space. BPMs, similar to SVMs, are more geometrically motivated and the soft margin SVM can be thought of an approximation to BPMs [17] . BPMs sample the Bayesian posterior for linear classification in a kernel space and approximate the centre of the version space. They minimise the generalisation error over a set of hypothesis according to a prior probability, unlike SVMs, which maximise the classification boundary margin explicitly.
In this research, Microsoft's Infer.Net library [19] was used as the core development package to construct the BPM model. The applied algorithm uses the original version of the BPM with two main modifications: a mixture of GammaGamma priors for the precision of weights and features and Expectation Propagation (EP) message passing for inference of posteriors.
V. RESULTS
Profiling was done using independent test samples across different timeframes based on a number of main characteristics and indicators. The developed model was benchmarked using the reported performance of three previous models: CPM [9] , PARR [8] and Billings et al. [12] models, which includes the inpatient submodel (IP) and the full model (IPAEOPGP). Also, three sub-populations were selected after running the model, in order to make the comparisons as close as possible:
• Sub PARR-2-Settings: Including age 65+ • Sub IPAEOPGP: Including age 18 to 95 • Sub Any-Acute: Including all The reported performance of the previous models are presented in Table III and similarly the outputs of the profiling are presented in Table IV . The selected cut-off points for the predicted probability are 50%, 60% and 70%, and it may be optimised with help of a cost function, like estimated readmission and intervention costs, to determine the trade-off between sensitivity and specificity.
Firstly, the effects of complexity levels based on the number of features were investigated using F-score versus the number of features. Adding up to 18 features (Table V) improves the performance extensively. But, the gains became smaller afterwards, about 0.005 change on average in Area Under Curve (AUC) of Receiver Operating Characteristic (ROC). Moreover, the model converged very fast, and after 40 iterations the weights differences become very small across all samples ( ≤ 0.01). Also, based on the generated learningcurve and the complexity plots, the performance was consistent across all samples. In addition, the model was stable in cross-validations testing, and it exhibited very small standard deviations in accuracy (average 0.005), mean of negative log-probability (average 0.004) and AUC (average 0.001).
Overall, the model performs considerably better than the CPM [9] , PARR [8] and Billings et al. [12] models using inpatient data.
Moreover, in healthcare risk modelling research area, there have been many successful implementations of machine learning methods. But, there are a few number of literatures that used a Bayesian approach to address emergency hospital readmission problems [3] , [13] , [20] - [29] .
Furthermore, methods like logistic regression or Coxian Phase-type Distribution models are simple and powerful, but they do not update prior probabilities, can handle small number of input variables and can not account for small probabilities in appropriate way. On the other hand, BPM addresses these issues, and probably its main issue is the complexity of the algorithm and the inference approximation.
Finally, in comparison to SVMs, the BPM approach is demonstrated [17] to provide better solution for asymmetric version space, to efficiently handle large datasets and to provide smoother decision boundary. In empirical studies [17] , [30] - [32] have been shown that BPMs usually outperform SVMs.
VI. CONCLUSION A framework and a predictive model were built with an optimal subset of generated features from England's HES inpatient. The model was developed using a BPM algorithm with a mixture of Gamma-Gamma priors and EP message passing for inference. The developed model estimates the risk of emergency readmission to NHS hospitals in England within 12 months of discharge. Finally, the model benchmarked against PARR, CPM and Billings et al. (2013) models with very similar settings.
The model outperforms for the sub-population of 18 to 95-year-old patients, as well as all emergency readmissions population. The specificity was 88.0% to 88.9%, the positive predictive value was 69.3% to 73.7%, and sensitivity was 44.5% to 46.3% across different timeframes. Also, the AUC of ROC was 73.0% to 74.3%. On the other hand, the reported AUC of ROC of PARR, CPM and the IP and the IPAEOPGP sub-models of Billings et al. (2013) models were 69%, 78%, 73% and 78%. Moreover, the developed model proved to be robust to changes and be stable with high precision across different timeframes.
