In this paper, a human action recognition method is presented in which pose representation is based on the contour points of the human silhouette Weizmann, MuHAVi and IXMAS datasets return high and stable success rates, achieving, to the best of our knowledge, the best rate so far on the MuHAVi Novel Actor test.
Using the ground truth data, the sequences of key poses corresponding to 20 the labelled videos are obtained. These sequences are matched later with the 21 current test sequence based on Dynamic Time Warping (DTW).
22
Our system has been designed so as to run at a frame rate close to real-23 time and to support online recognition. Since our target application is human 24 monitoring at home for AAL services, these were both essential premises.
25
Experimentation on three popular benchmarks (Weizmann from Blank et al. The contributions to the literature of this paper are two-fold. On the one 30 hand, an efficient human action recognition method is presented which can 31 be applied in a wide spectrum of application scenarios due to its performance 32 in real-time and the absence of requirements as camera calibration or specific
33
POVs. On the other hand, in this work human action recognition is carried 34 out based on sequences of key poses. This achieves to filter noise and outliers 35 from the training instances while at the same time it models the temporal 36 evolution between key poses.
37
The remainder of this paper is organised as follows: section 2 summarises 38 the most relevant and recent related works in human action recognition. 
134
(2006) has been chosen, which is described briefly in the following.
135
First, the contour points P = {p 1 , p 2 , ..., p n } of the silhouette need to be 136 obtained. For this purpose, contour extraction is applied based on the border 137 following algorithm from Suzuki and be (1985) .
138
Second, the centre of mass C m = (x c , y c ) of the silhouette's contour points 139 is calculated with respect to the n number of points: value as the centre of mass, and follow a clockwise order.
Finally, scale-invariance is achieved by fixing the size of the distance sig-146 nal, sub-sampling the feature size to a constant length L, and normalising
147
its values to unit sum. 
Learning Key Poses

176
The first step of the learning process is to process all the frames of the 
where the instance with the lowest value is taken as the final result. 
Learning Sequences of Key Poses
195
As stated beforehand, our goal is to learn the long-term temporal evo- catenation of single-view pose representationsDS sv :
This step is identically performed with train and test instances, using results with similar state-of-the-art approaches is given in section 6.5.
273
The three constant parameters of the presented method have been chosen methods which rely on fixed camera views (front, side, etc.) unsuitable.
389 Figure 5 shows the confusion matrix that has been obtained for this chal- 
415
Time evaluation has been performed using the hardware counter QueryPer-
416
formanceCounter with a precision of µs. In the case of the IXMAS dataset these rates change to 155.52F P S for 429 the training process and 26.48F P S for the testing process.
430
These tests were performed including all processing stages from the com-
431
puting of the contour points to the actual recognition, and using the sil- 
Comparison of Results
436
The comparison of different human action recognition approaches can 
444
Several works achieve perfect recognition on this dataset, but most of them 445 
