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Abstract 
The analysis of existing methods of nonparametric identification of dynamic systems is shown in the article. The application of phase 
trajectories mappings on plane “acceleration – displacement” is suggested by author to nonparametric identification of mechanical 
systems models. The efficiency of the given method had estimated by it’s comparison with a known method of non-parametric 
identification. 
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1. Introduction 
There are a number of methods which are presently applied for the construction of the mathematical models of dynamic 
systems – the method of choice, the phenomenological approach and the method of identification. 
The development of mathematical models for the real-world dynamic systems is substantially influenced by a judgmental 
factor. This is reflected in the degree of idealization chosen for the initial dynamic process, the opted model structure, and 
the selected type of non-linearity. The apparent advantage of the identification is that the process of model selection is based 
on the objective information obtained experimentally.  
In spite of the fact that such models suffer a certain error, the results of their application represent, generally, a 
satisfactory approximation. For this reason the dynamic behaviour of a certain object can be described with several 
mathematical models differing from each other not only in the values of particular parameters, but also structurally.  
2. The overview of the conventional methods of nonparametric identification 
Both the static and dynamic processes in the mechanical systems may possess the non-linear elastic and/or dissipative 
characteristics, which must not be neglected. It is common knowledge that this is by no means always that a quite extensive 
and accurate description of the mechanical systems can be grounded merely on the basis of a direct express physical 
analysis. As a rule, some of the parameters have to be determined on the basis of experiments. In a number of instances 
even the structure of the mathematical model turns to be obscure [1–6, 15]. The identification of mechanical systems 
involves a great variety of tasks. These tasks differ from one another not only in the intended practical application of the 
mathematical model being constructed, but also in the amount of initial information. 

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Most of the currently available methods of nonparametric identification are based on the polynomial approximation of 
models. Thus, the targets of research of the majority of the modern methods of nonparametric identification are the time 
histories (i.e. the time processes), more specifically, studying the recorded changes, which occurred in the displacement of 
points of the system under investigation, in the time domain. These methods are based on the application of the wavelet 
transform, the series of Wiener and Hamerstein. These approaches are cumbersome to implement and involve the use of the 
computer technology [2–9] and generate a need for storing significant amounts of initial information. The basic functions 
underlying these methods operate with the higher derivatives (of the fourth, fifth and sixth orders). The necessity to perform 
the multiple numerical differentiation of an original noise-distorted signal unavoidably leads to the building up of error 
accumulation and truncation, and that, in turn, significantly degrades the accuracy of a model. These methods are also 
highly restrictive in terms of the types of systems that can be identified and the modes of external testing excitation. 
In view of the fact these methods are grounded on different approaches in their construction, it is difficult to draw a 
comparison between them and determine the optimal conditions for their effective applications. Generally, such methods 
require powerful computational resources and along with this demand intelligence of the user for their successful 
implementation and the correct interpretation of the results. This is the reason why now the applicability of the developed 
methods of identification is determined not only from the point of view of their scientific soundness, but also the efficiency 
in applications. It is apparent that the choice of a model structure involves some challenges, so, to solve the problems of 
nonparametric identification it is necessary to develop and apply new methods based on the investigations of dynamic 
behaviour characteristics of a system under study. 
3. Sources of non-linearity  
Non-linearity is a common feature shared by mechanical systems, whereas their linear behaviour is an exception. One of 
the primary sources of non-linearity in mechanical system dynamics is non-linearity of dissipative characteristics. In fact, 
energy dissipation is the least understood aspect in mechanical systems. Geometric non-linearity takes place when a 
structure undergoes large displacements and arises from the potential energy. Large deformations of flexible elastic beams, 
plates and shells are also responsible for geometric non-linearities Non-linearity may also result due to boundary conditions, 
for example, free surfaces in fluids, vibro-impacts due to loose joints or contacts with rigid constraints, clearances, or certain 
external non-linear body forces. 
The structural systems involve large number of elements that are connected through the bolts and pins. Joints and 
fasteners are used to transfer loads from one structural element to another. Structural joints are regarded as major source of 
non-linear phenomena. The complex behaviour of connecting elements plays an important role in the dynamic 
characteristics, such as natural frequencies, mode shapes, and non-linear response characteristics to external excitations. The 
stresses and slip in the vicinity of contact regions determine the static strength, cyclic plasticity, frictional damping, and 
vibration levels associated with the structure. The need for developing methods for developing models of structures with 
joints has been discussed in papers [5, 8].  
4. The phase trajectories and their representations in the nonparametric identification of models of mechanical 
systems 
One of the trends in solving the direct problems of dynamics of structural elements is associated with the investigations 
into the behavior of the phase trajectories on the plane “displacement – velocity”. In spite of the fact that the geometrical 
approach has been successfully used for quite a long period of time, it is precisely this approach which forms the basis of 
nonlinear dynamics and provides possibilities to predict new effects in different fields of knowledge. from in its applications 
The qualitative investigations of the dynamic system behavior are confined to studying the behaviour of trajectories in 
the phase space. Henri Poincaré laid the foundations of the qualitative theory for studying dynamic processes. 
A.A. Andronov [10, 11], E.A. Leontovich, I.I. Gordon and A.M. Lyapunov have made exceptionally valuable contributions 
to the development of the qualitative methods for investigation of dynamic systems.  
The principal objective of the classical theory of qualitative research is to determine dynamic properties of systems 
without obtaining a closed-form analytical solution. Therefore, the phase trajectories on the planes ( ),y y  have been widely 
used for this purpose. Concurrently with the classical qualitative theory of differential equations, Poincaré in his 
fundamental works suggested the method of point mappings, which was later developed further in the works of 
N.V. Butenin, Y.I. Neymark, L.P. Shilnikov, and other scientists.  
The sphere of application of these techniques has not been restricted to the autonomous oscillations. There are some 
other known works in which the trajectory have been implemented for solving an inverse problem of mechanics, that is 
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identification. So, in research [12], the authors, due to the application of the Scheffer’s graphic method, obtained the 
numerical assessments of the dissipative characteristics of the individual points of the phase space. 
5. The phase trajectories in the expanded phase space 
As an alternative to the above mentioned methods, a number of researchers in their works [13], [14] have suggested a 
relatively simple and direct approach to the identification of a wide class of mathematical models, Their approach is based 
on the application of the phase trajectories and their mappings in the extended phase space, every point of which is 
characterized by three coordinates – displacement, velocity, and acceleration. Particular concern in the phase trajectories 
and their representations on the phase planes “acceleration – displacement” is conditioned by the fact that they enable a 
more demonstrative interpretation of energy relationships in the system being investigated. 
The monograph [14] sets off common and distinctive characteristics of the phase trajectories on the planes 
“acceleration – displacement” and “acceleration –velocity” that are inherent in the individual classes of non-linear dynamic 
models; the paper also presents the devised sets of classifiers and provides the description of interaction between the 
elements of the trajectories for the classification of the type of the model and (or) of the oscillation process. 
6. Comparison of the methods of nonparametric identification 
In order to assess the efficiency of the suggested methods for evaluation of the elastic and dissipative properties of 
mechanical systems [7], the results of the application of these techniques were compared to the experimental data obtained 
by a group of American scientists, whose research was sponsored with the grant from the National Science Foundation. The 
group included Professor S. F. Masri (Civil Engineering Department, the University of South California) and Professor 
T. K. Caughey (Division of Engineering and Applied Science, California Institute of Technology [7]. They have proposed a 
method of non-parametric identification, the fundamental idea of which is to use the Chebyshev polynomials in the 
approximation of a restoring force  
 ( ) ( )( )cos arccosnT nξ = ξ , 1 1− ≤ ξ ≤ .  (1) 
In this particular case, ( )
n
T ξ  is the orthogonal Chebyshev polynomial of the first kind and ( )0, 1, 2, ,n n m= … . The 
Chebyshev polynomials feature orthogonality  
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ω ξ = − ξ . Due to orthogonality of the polynomials, the calculation of the coefficients 
in the expression, approximating the process, becomes much easier than for non-orthogonal polynomials. The coefficients 
of the approximating polynomial equation do not depend on the order of the initial polynomial equation. Another important 
characteristic of the Chebyshev polynomials is that they have nearly equal errors. It lies in the fact that the error of 
approximation varies within the range of measurements between two practically equal limits. 
As an example, in the work [7], the authors considered the system with one degree of freedom,  
 ( ) ( ),m y f y y P t+ =  , (2) 
wherein the restoring force ( ),f y y  is described by the following equation:  
 ( ) ( )2 3, 2 1f y y m y y⎡ ⎤= ζω + ω + β⎢ ⎥⎣ ⎦  , (3) 
where ,y y  are the generalized displacement and the velocity. The parameters in the Eq. (3) have taken the following 
values: 1m = ; 0,05ζ = ; 1ω = ; 0,003β = . 
The mechanical system under study was subjected to the external excitation of the type:  
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 ( ) ( )1 sinP t P t t= Ω⎡ ⎤⎣ ⎦ , 
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Ω = Ω +  (4) 
where 1 4P =  is the amplitude of the external excitation, and ( )tΩ  is the frequency variable of the external excitation 
linearly varied in the time interval [ ]0, sT . 
The main purpose of research [7] was the estimation of the parameters of the restoring force ( ),f y y , which has been 
approximated by the function ( ),f y y  of the type:  
 ( ) ( ) ( ) ( )
1 1 2 1
0
, ,
n n
i j o
ij i jf y y f y y C T y T y
− −
= =
= = ∑ ∑   , (5) 
By means of numerical simulations during the research, the authors have obtained the values of displacements, velocities 
and accelerations and formed the corresponding vectors 
 ( ) ( ) ( ); ; , 1, 2, ,k k k k k ky y t y y t y y t k n= = = =    … , (6) 
where  
 ( )1kt k t= − Δ    and   1
s
T
n
t
= +
Δ
. (7) 
In view of the fact that the work [7] is lacking the data on the values of the initial conditions, while comparing the results, 
it was assumed that the displacement and the velocity of the system prior to displacement were equal to zero, i.e., in the 
initial moment of time the system was in equilibrium. 
Due to the absence of cross terms, the restoring force can be expressed as the sum of two independent functions, one of 
which depends only on the displacement, and the second one on the velocities.Thus, taking into account that certain 
moments of time satisfy the relationships  
 ( ) ( ) ( )2 3,0 1f y r y m y= = ω + β ; 
 ( ) ( )0, 2f y h y m y= = ζω   , (8) 
the restoring force can be expressed as the sum of 
 ( ) ( ) ( ),f y y r y h y= +  . (9) 
In a generalized case, the surface of the restoring force in the space ( ), ,y y y  , can be specified by the approximated 
polynomial 
 ( ) ( ) ( ) ( )
1 1 2 1
0
, ,
n n
i o j
i i j jf y y f y y a T y b T y
− −
= =
= = +∑ ∑   , (10) 
where 
i
a  are the coefficients of the least- squares polynomial approximation obtained from the experimental data, which 
satisfy the condition 0y ≈ ; and where 
i
b  are the coefficients obtained for the points, which satisfy the same condition 
0y ≈ . 
A part of the time process that corresponds to the oscillations with the resonance amplitudes has been obtained on the 
basis of the results of numerical modeling. 
Processing the recorded series of displacements, velocities and accelerations at the constant time interval of 20T tΔ =  
resulted in three vectors, each comprising 981 elements in length. The independent variables ,y y in the Eq. (6) need to be 
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subjected to transformation in such a manner that they meet the requirements imposed to the area of changes of the 
argument 1 1− ≤ ξ ≤  in the Chebyshev polynomials. After the transformation of values of the displacements and velocities, 
two matrix were formed, the elements of which satisfy the conditions 0,05y ≤ ; 0,05y ≤ , respectively: 
In addition, provided the data distribution is uniform, the approximation of the function is performed according to the 
points corresponding to the roots of the Chebyshev polynomials. 
 ( )cos 2 1 / 2 , 0, 1, 2, , 1i i n i nξ = + π = −⎡ ⎤⎣ ⎦ … . (11) 
The roots of the Chebyshev polynomials are arranged symmetrically with respect to the origin of coordinates in the 
interval [–1; 1] and unevenly with respect to the ends of the segment; that is the closer the roots are to the ends of the 
segment, the tighter they are to each other. Thus, the application of the polynomials as the approximating functions provides 
a close agreement between the tabulated input function and the approximating functions in the extreme points of the interval 
of changes of the argument. However, the question about the quality in the middle of the interval of the argument variations 
remains open. Thus, for those functions, which have the interruptions or feature any peculiarities in the middle of the 
interval of changes of the argument, it is necessary to artificially increase the order of the polynomial. 
One of the shortcomings of the above described procedure in the work [7] is that the criteria proposed by the authors for 
selection of elements from the original data set do not allow formulating a satisfactory approximating expression. So, in the 
beginning of the motion the values of displacements and velocities are close to the values and insignificant 0,005y y≈ ≤  , 
and the velocity and the displacement have the same phase (see Table 1). Therefore, one can conclude that the use of the 
expression (8) in order to discriminate between the elastic and dissipative components of the restoring force in this interval 
of the time process is not appropriate. This disadvantage can be overcome either by setting the relevant initial conditions or 
excluding the initial interval from the time process analysis. 
The cited paper does not explain the reasoning of choice of the type of the external testing excitation. It should be noted 
that chosen type of excitation does allow performing the efficient assessment of the resonance values of the displacements, 
velocities and accelerations in the system being studied. However, this choice has its drawbacks. For instance, in one 
interval of the external excitation, at the beginning of its application and at its end, the number of points is not equal; for this 
reason, the response of the system cannot be assessed correctly. 
Table 1. The results of numerical simulations  20t TΔ =  
k  y  y  ( ),f y y   
1 0,012003 0,006084 0,012271 
2 0,01225 0,009511 0,088237 
3 0,013936 0,014745 0,279775 
4 0,018318 0,021125 0,624699 
5 0,026317 0,027823 1,143013 
6 0,038391 0,033916 1,836156 
7 0,054453 0,038462 2,687784 
8 0,073841 0,040578 3,662581 
9 0,095324 0,039528 4,700154 
10 0,117167 0,034847 5,7061 
11 0,15332 0,026491 6,54991 
12 0,163214 0,014958 7,082631 
13 0,165281 0,001298 7,177883 
14 0,15864 –0,013054 6,779385 
15 0,143332 –0,026596 5,924502 
16 0,120259 –0,038085 4,725222 
17 0,090958 –0,046722 3,318555 
18 0,057315 –0,052143 1,818295 
19 0,021347 –0,05427 0,293338 
20 –0,014926 –0,053145 –1,223364 
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Moreover, the condition 0,05y ≤ ; 0,05y ≤  is not strictly satisfied; and consequently, the points that satisfy these 
conditions, do not lie at the equal distances from one another. Owing to this, the coefficients 
i
a  and 
i
b  will change their 
values depending on the length of recordings of the applied external excitation and its frequency. 
It is apparent that the Gram-Schmidt method is a more rational technique for the estimation of the coefficient values 
i
a  
and 
i
b  of the Chebyshev polynomials, because this method is applicable to the cases of uneven data distribution. 
By means of processing of the obtained values of the displacements and velocities, the following values were calculated 
for the coefficients of the Chebyshev polynomials: 
0
0, 23;a =  
2
0,16;a =  
3
51,4;a =  
0
0, 24;b =  
1
3,54b = . 
Using the conventional expressions for the Chebyshev polynomials, by way of substituting the values of the coefficients, 
and reducing the similar terms in the approximating equation of the restoring force, the expression has been brought to the 
following form: 
 ( ) ( ) ( ) 4 2 3, 0,927 1,65 10 0,0024 0,28 0,046 .f y y r y h y y y y y−= + = + ⋅ + + +       (12) 
As it can be seen from Eq. (12), the error of the coefficient estimates increases depending on the order of members. So, 
the error in the estimation of the parameter 2ω  is 7.3%, and that of the coefficient β  is 20%. It should also be noted the 
emergence of quadratic and free members in the approximating equation; that this points to the non-symmetry of the 
characteristics of the restoring force, but it contradicts to the original model. 
Under such circumstances, the most adequate, quite simple method that can be employed for the non-parametric 
identification is the one applicable for a wide class of mechanical systems, which have one degree of freedom and manifest 
the nonlinear properties inherent in the real-world systems. The method is based on the use of information pertaining to the 
displacement and acceleration and taking into account the external excitation acting upon the system. Anticipatory 
neglecting the influence of the dissipation, it is assumed that the characteristics of the elastic force can be determined by the 
following equation:  
 ( ) 1k kr y c m y= −  . (13) 
The construction of the mappings of the phase trajectories on the plane ( ),y y  is close to the method of processing the 
time processes for peaks. The assessment of the values of the velocity and displacement was carried out in discrete moments 
of time that meet the condition ( ) ( ) 0o kc F t F t= = = . The point mappings enabled the construction of the polynomial 
trend. In order to assess the statistical reliability of the obtained polynomial trend, the value of the multiple coefficient of 
determination has been determined; the value  2 0,982R =  of this coefficient exceeded the standard value 2 0,6R = . The 
deviation of the value of the coefficient of the polynomial trend from the actual value amounted to 7%, and for the 
frequency of self-oscillations it was 2ω – 5%. 
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