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a b s t r a c t
The vertex arboricity va(G) of a graph G is the minimum number of colors the vertices can
be labeled so that each color class induces a forest. It was well-known that va(G) ≤ 3 for
every planar graph G. In this paper, we prove that va(G) ≤ 2 if G is a planar graph without
7-cycles. This extends a result in [A. Raspaud, W. Wang, On the vertex-arboricity of planar
graphs, European J. Combin. 29 (2008) 1064–1075] that for each k ∈ {3, 4, 5, 6}, planar
graphs Gwithout k-cycles have va(G) ≤ 2.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider only finite simple graphs. A plane graph is a particular drawing of a planar graph on the
Euclidean plane without crossings. For a plane graph G, let V (G), E(G), F(G), |G|, and δ(G) denote its vertex set, edge set,
face set, order, and minimum degree, respectively. A linear forest is a forest in which every connected component is a path.
The vertex-arboricity va(G) (linear vertex-arboricity vla(G), respectively) of a graph G is theminimum number of subsets into
which V (G) can be partitioned so that each subset induces a forest (a linear forest, respectively).
The vertex-arboricity of a graph was first introduced by Chartrand et al. [6], named by point-arboricity. They proved that
the vertex-arboricity of planar graphs is atmost 3. Although the problem of computing va(G) is NP-hard [8], there is a linear-
time algorithm to give an acyclic 3-labeling of planar graphs, see [13]. Poh [11] strengthened this result by showing that the
linear vertex-arboricity of planar graphs is at most 3. Chartrand and Kronk [5] presented an example of a planar graph G
with va(G) = 3. So, characterizing planar graphs G with va(G) = 2 turned out to be one of the most interesting problems.
Raspaud and Wang [12] proved the following result:
Theorem 1.1. For each k ∈ {3, 4, 5, 6}, planar graphs G without k-cycles have va(G) ≤ 2.
Letµ denote the largest integer such that every planar graph Gwithout k-cycles, for 3 ≤ k ≤ µ, has va(G) ≤ 2. Raspaud
and Wang [12] showed that 6 ≤ µ ≤ 21 and presented the following question: what is the exact value of µ?
The reader is referred to the literature [1–4,9,10,14] for other results about the vertex-arboricity of graphs.
It is proved in [7] that every planar graph without 7-cycles is 4-choosable. Stimulated by this result and following its
proof, we will show the following result in this paper, which lifts 1 for the value of µ.
Theorem 1.2. If G is a planar graph without 7-cycles, then va(G) ≤ 2.
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2. Preliminaries
Let G be a plane graph. For a subgraph H of G, the neighborhood and degree of a vertex v of H are the set and the number
of vertices adjacent to v in H , and they are denoted by NH(v) and dH(v), respectively. When there is no ambiguity, we omit
the subscript for H . For f ∈ F(G), we use b(f ) to denote the boundary walk of f and write f = [v1v2 . . . vn] if v1, v2, . . . , vn
are the vertices of b(f ) in the clockwise order. For a face f ∈ F(G), let d(f ) denote the degree of f . If the degree of a vertex
(or face) is k, at least k, or at most k, we call it a k-vertex (or k-face), a k+-vertex (or k+-face), or a k−-vertex (or k−-face),
respectively. A face f is called big if f is a 8+-face; it is called small if it is neither a 3-face nor a big face. A vertex v (or an
edge e) and a face f are incident if v (or e) belongs to the boundary of f . A vertex is poor if it is a 4-vertex incident to a 4-face,
3-face, 4-face, and a small face in order or a 5-vertex incident to three 3-faces and two small faces. A cluster is a subgraph of
Gwhich consists of a minimal set of 3-faces such that no other 3-face is adjacent to a 3-face in the set.
Now we introduce an equivalent definition to the vertex-arboricity in terms of the labeling version. An acyclic k-labeling
of a graph G is a mapping φ from the vertex set V (G) to the set of colors {1, 2, . . . , k} such that each color class induces an
acyclic subgraph, i.e., a forest. The vertex-arboricity va(G) of a graph G is the smallest integer k such that G has an acyclic
k-labeling.
Lemma 2.1 ([12]). Suppose that a graph G is the union of two graphs G1 and G2 with |V (G1) V (G2)| ≤ 1. Then va(G) ≤
max{va(G1), va(G2)}.
By a careful verification, Farzad [7] established some structural properties for plane graphs with δ(G) ≥ 4 and without
7-cycles. Following are Farzad’s results that will be used later.
Lemma 2.2 ([7]). All possible clusters of a plane graph G with δ(G) ≥ 4 and without 7-cycles (up to isomorphic) are shown
in Fig. 5 (in the Appendix).
Lemma 2.3 ([7]). Let G be a plane graph with δ(G) ≥ 4 and without 7-cycles. Then the following statements (a)–(f) hold.
(a) Every configuration in which a 4-face, a 5-face, or a 6-face can be adjacent to 3-faces or to one cluster is shown in Figs. 6–8 (in
the Appendix), respectively.
(b) Configurations (c)–(e) in Fig. 9 (in the Appendix) are the only ones in which a 4-vertex is incident to two 3-faces, a 4-face and
a small face in that order.
(c) Configurations (a) and (b) in Fig. 9 are the only ones in which a 3-face is adjacent to at least two 4-faces.
(d) Configurations (g)–(i) in Fig. 9 are the only ones in which a vertex can be poor. Moreover, a 6-face contains at most three poor
vertices.
(e) The configuration shown in Fig. 9(f) is the only one in which three edges of cluster 3 are incident to 3-faces.
(f) Configurations (2d) and (2e) in Fig. 6, configurations (2e) and (2f) in Fig. 7, and configurations (c), (d), (j)–(o) in Fig. 9 are
the only ones in which cluster 2 with d(u) = d(w) = 4 is adjacent to small faces.
3. Properties of a minimum counterexample
In this section,we study the structural properties of aminimumcounterexample to Theorem1.2. Throughout this section,
we assume that G is a counterexample to Theorem 1.2 having the fewest vertices. Therefore, va(G) = 3. By Lemma 2.1, we
may assume that G is 2-connected. If G contains a 3−-vertex v, then we let H = G − v. Hence H is a plane graph without
7-cycles and |H| = |G| − 1. By the hypothesis, H has an acyclic 2-labeling. It is easy to show that any acyclic 2-labeling of H
can be extended into an acyclic 2-labeling of G. Thus the following holds.
Claim 3.1. δ(G) ≥ 4.
Consider all clusters 4e, 5a, 6a and 7 in Fig. 5 (in the Appendix) and assume that vertices x, y, and z have degree 4. This
structure (shown in Fig. 1) is called a sun; the outer-edges, i.e., (u1, u2), (u2, u3), and (u3, u1), may or may not exist. Let H be
the sun shown in Fig. 1. Vertices u1, u2, and u3 are called the outer-vertices of H . The 3-face [v1, v2, v3] is called the center of
H and is denoted by center (H). Vertices v1, v2, and v3 are called the central vertices ofH . Note that dG(vi) = 4 for i = 1, 2, 3.
A sun with 0, 1, 2 or 3 outer edges is called a 0-type, 1-type, 2-type or 3-type sun, respectively. We will use those notation
defined above throughout this section.
Claim 3.2. Let (v1, v3) ∈ E(G) be the intersection of two 3-cycles v1v2v3v1 and v1v3v4v1 where v2v4 ∉ E(G) (see Fig. 2). If
dG(v1)+ dG(v3) ≤ 9, then dG(v2)+ dG(v4) ≥ 9.
Proof. Suppose dG(v2) + dG(v4) ≤ 8. By Claim 3.1 and without loss of generality we may assume that d(v1) = d(v2) =
d(v4) = 4 and d(v3) = 5 or d(v1) = d(v2) = d(v4) = d(v3) = 4. Since the second case is similar to but easier than the
proof of the first case, we will only prove the first case, that is, d(v1) = d(v2) = d(v4) = 4 and d(v3) = 5. In G, we let xi
(and yi when i = 2, 3, 4) denote the neighbors of vi which are not in the cycle v1v2v3v4v1. We put H = G − v1. Then H is
a plane graph without 7-cycles. By the minimality of G, H has an acyclic 2-labeling φ using colors 1 and 2. If at least three
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Fig. 1. In a sun vertices v1, v2, v3 are of degree 4. Edges (u1, u2), (u2, u3), (u3, u1)may or may not exist.
Fig. 2. The configuration in Claim 3.2.
of four neighbors of v1 receive color 1 (or 2), then we label v1 with 2 (or 1). This contradicts the fact that va(G) = 3. Thus,
each color occurs exactly twice in the neighborhood of v1. Up to symmetry, the argument is divided into two cases below:
Case 1. φ(x1) = φ(v3) = 1, φ(v2) = φ(v4) = 2.
If φ(x4) = φ(y4) = 2, then we relabel v4 with 1 and label v1 with 2. It is similarly for φ(x2) = φ(y2) = 2. If
φ(x4) = φ(y4) = φ(x2) = φ(y2) = 1, then we label v1 with 2. By the symmetry, we assume that φ(x4) = 1, φ(y4) = 2. If
φ(x2) = φ(y2) = 1, then we label v1 with 2. Suppose φ(x2) = 1 and φ(y2) = 2. If φ(x3) = φ(y3) = 2, then we label v1 with
1. Hence suppose that at least one of x3, y3 is labeled with 1. We relabel (or label) v2, v3, v4, v1 with 1, 2, 1, 2, respectively.
Case 2. φ(x1) = φ(v4) = 1, φ(v2) = φ(v3) = 2.
If φ(x4) = φ(y4) = 2, then we label v1 with 1; if φ(x4) = φ(y4) = 1, then we relabel v4 with 2 and label v1 with 1.
Assume that φ(x4) = 1, φ(y4) = 2. If at least one of x2, y2 is labeled with 2, then we relabel v2 with 1 and label v1 with 2.
Suppose φ(x2) = φ(y2) = 1. If at least one of x3, y3 is labeled with 2, then we switch the colors of v3, v4 and label v1 with
2. Hence assume that φ(x3) = φ(y3) = 1. We relabel v4 with 2 and label v1 with 1.
For each of the cases above, we will obtain an acyclic 2-labeling for G. This is a contradiction. 
Claim 3.3. Let H be a sun and let u1, u2, u3 and v1, v2, v3 be the outer-vertices and the central vertices of H as shown in Fig. 1.
Assume that dH(u1) ≥ dH(u2) ≥ dH(u3) and if dH(ui) = dH(ui+1), then dG(ui) ≥ dG(ui+1) for i = 1, 2. Then the following
statements hold.
(a) If H is 0-type, then dG(u1), dG(u2), dG(u3) ≥ 5.
(b) If H is 1-type or 2-type, then dG(u1) ≥ 6 and dG(u2), dG(u3) ≥ 5.
(c) There does not exist 3-type sun H.
Proof. Apply Claim 3.2 on the edge v1v2, we have dG(u3)+ dG(v3) ≥ 9. Thus dG(u3) ≥ 5. Similarly, we have dG(u1) ≥ 5 and
dG(u2) ≥ 5. Hence we get part (a) of the claim.
Proof of (b). For this case,we only need to show that dG(u1) ≥ 6. Firstwe consider the case thatH is 1-type. Thenu1u2 ∈ E(H).
If dG(u1) ≤ 5, then we have dG(u1) = dG(u2) = 5. In G, let x1, y1 denote the neighbors of u1 different from u2, v2, and v3.
Let x2, y2 denote the neighbors of u2 different from u1, v1, and v3. We put G1 = G − v3. Then G1 is a plane graph without
7-cycles. By the minimality of G,G1 has an acyclic 2-labeling φ using colors 1 and 2. If at least three of four neighbors of v3
receive color 1 (or 2), then we label v3 with 2 (or 1). This contradicts va(G) = 3. Thus, each color occurs exactly twice in the
neighborhood of v3. The argument is divided into three cases below:
(i) Suppose φ(v1) = φ(u2) = 1 and φ(u1) = φ(v2) = 2. If φ(u3) = 1, then we relabel v1 with 2 and label v3 with 1. If
φ(u3) = 2, then we relabel v2 with 1 and label v3 with 2. Both cases yield contradictions.
(ii) Suppose φ(v2) = φ(u2) = 1 and φ(u1) = φ(v1) = 2. If φ(u3) = 1, then we label v3 with 2. If φ(u3) = 2, then we label
v3 with 1. Both cases yield contradictions.
(iii) Suppose φ(u1) = φ(u2) = 1 and φ(v1) = φ(v2) = 2. Then φ(u3) = 1. If at least one of x1, y1 is labeled with 1, then
we relabel u1 with 2 and label v3 with 1. This yields a contradiction. Thus we assume that φ(x1) = φ(y1) = 2. With a
similar discussion, we may assume that φ(x2) = φ(y2) = 2. In this case, we relabel v2 with 1 and label v3 with 2. This
yields a contradiction, too.
Remark 1. It is easy to observe that Case (i) and (ii) can be handled whatever the vertices outside H are labeled.
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Next we consider the case that H is 2-type. Then u1u2, u1u3 ∈ E(H). If dG(u1) ≤ 5, then we have dG(u1) = 5. We put
G1 = G− v3. Then G1 is a plane graph without 7-cycles. By the minimality of G,G1 has an acyclic 2-labeling φ using colors 1
and 2. If at least three of four neighbors of v3 receive color 1 (or 2), thenwe label v3 with 2 (or 1). This contradicts va(G) = 3.
Thus, each color occurs exactly twice in the neighborhood of v3. The argument is divided into three cases below:
(i) Suppose φ(v1) = φ(u2) = 1 and φ(u1) = φ(v2) = 2. Then φ(u3) = 1. We relabel v1 with 2 and label v3 with 1. It
yields a contradiction.
(ii) Suppose φ(v2) = φ(u2) = 1 and φ(u1) = φ(v1) = 2. If φ(u3) = 1, then we label v3 with 2. If φ(u3) = 2, then we label
v3 with 1. Both cases yield contradictions.
(iii) Suppose φ(u1) = φ(u2) = 1 and φ(v1) = φ(v2) = 2. Then φ(u3) = 1. We relabel u1 with 2 and label v3 with 1. It
yields a contradiction.
Remark 2. It is easy to observe that Case (i) and (ii) can be handled whatever the vertices outside H are labeled.
Proof of (c). Assume otherwise. We put G1 = G − v3. Then G1 is a plane graph without 7-cycles. By the minimality of
G,G1 has an acyclic 2-labeling φ using colors 1 and 2. If at least three of four neighbors of v3 receive color 1 (or 2), then
we label v3 with 2 (or 1). This contradicts va(G) = 3. Thus, each color occurs exactly twice in the neighborhood of v3.
Without loss of generality, we may assume that φ(u2) = 1. Since G1 has an acyclic 2-labeling, we necessarily obtain that
φ(v1) = φ(u1) = 2, φ(v2) = 1. If φ(u3) = 1, then we label v3 with 2. If φ(u3) = 2, then we label v3 with 1. Hence φ can
be extended to the whole graph G in every possible case, which is a contradiction. 
Claim 3.4. Graph G cannot contain any graph described in Fig. 3 as a subgraph.
Proof. In the following proof we assume G contains one of the graphs described in Fig. 3. Thenwewill consider G∗ = G−v3,
which is still a plane graph without 7-cycles. By the minimality of G,G∗ has an acyclic 2-labeling φ using colors 1 and 2.
Note thatwewill use all labels of vertices shown in Fig. 3. By the same argument of the proof of Claim 3.3, wemay assume
that each color occurs exactly twice in the neighborhood of v3.
In the following cases, in order to label the graph G based on the labeling φ, the cycles containing v3 would become
monochromatic if v3 would be labeled by 1 or 2 without relabeling other vertices. So we will relabel some vertices to make
a satisfactory labeling.
Case 1. G contains G1 as a subgraph.
By Remark 1, we only need to consider the case that φ(u1) = φ(u2) = 1, φ(v1) = φ(v2) = 2, and φ(u3) = 1. If
at least one of v5 and v4 is labeled with 1, then we relabel u1 with 2 and label v3 with 1. Suppose φ(v5) = φ(v4) = 2.
Then φ(v6) = 1. If φ(u4) = 2, then we relabel (or label) v5, u1, v3 with 1, 2, 1, respectively. Assume that φ(u4) = 1.
With a similar discussion, we may assume that φ(u5) = 1. We relabel (or label) the vertices v6, v4, u1, v3 with 2, 1, 2, 1,
respectively. The resulting labeling is an acyclic 2-labeling of G. It is a contradiction.
Case 2. G contains G2 as a subgraph.
The proof of this case is almost the same as the proof of Case 1.
Case 3. G contains G3 as a subgraph.
By Remark 1, we only need to consider the case that φ(u1) = φ(u2) = 1, φ(v1) = φ(v2) = 2, and φ(u3) = 1. If at least
one of x2, y2 is labeled with 1, then we relabel u2 with 2 and label v3 with 1. Suppose φ(x2) = φ(y2) = 2. If at least two
of v4, v5, u5 are labeled with 1, then we relabel u1 with 2 and label v3 with 1. Suppose φ(v4) = φ(v5) = φ(u5) = 2. We
relabel v2 with 1 and label v3 with 2. Now we have to deal with the following three cases:
(i) Suppose φ(u5) = 1 and φ(v5) = φ(v4) = 2. Then φ(v6) = 1. If φ(u4) = 2, then we switch the colors of v5 and u1, and
then label v3 with 1. Suppose φ(u4) = 1. We relabel (or label) v6, v5, u1, v3 with 2, 1, 2, 1, respectively.
(ii) Suppose φ(v4) = 1 and φ(u5) = φ(v5) = 2. If φ(v6) = 2, then we relabel v2 with 1 and label v3 with 2. Suppose
φ(v6) = 1. If φ(u4) = 2, then we relabel v2 with 1 and label v3 with 2. Suppose φ(u4) = 1. We relabel u1 with 2 and
label v3 with 1.
(iii) Suppose φ(v5) = 1 and φ(u5) = φ(v4) = 2. Then φ(v6) = 1 and φ(u4) = 2. We relabel v2 with 1 and label v3 with 2.
The resulting labeling is an acyclic 2-labeling of G. It is a contradiction.
Case 4. G contains G4 as a subgraph.
By Remark 1, we only need to consider the case that φ(u1) = φ(u2) = 1, φ(v1) = φ(v2) = 2, and φ(u3) = 1.
If φ(v5) = φ(v4) = φ(u6) = 2, then we label v3 with 1. If exactly one of v4, v5, and u6 is labeled with 2 (in this case,
φ(u6) = 1), then we relabel u1 with 2 and label v3 with 1.
Suppose that exactly two of v4, v5, and u6 are labeled with 2. Up to symmetry, the argument is divided into the two cases
below:
(i) Suppose φ(v4) = φ(v5) = 2 and φ(u6) = 1. Then φ(v6) = 1. If φ(u4) = 2, then we relabel (or label) v5, u1, v3 with
1, 2, 1, respectively. For φ(u5) = 2, it is the symmetry case as φ(u4) = 2. Assume that φ(u4) = 1 and φ(u5) = 1. We
relabel (or label) the vertices v6, v4, u1, v3 with 2, 1, 2, 1, respectively.
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Fig. 3. The configurations used in Claim 3.4. The degree of each black vertex shown in this figure is the actual degree in G. The dotted edges are the edges
that may or may not exist. Note that x2 or y2 in G3 may coincide with the vertex u3 , and x5 or y5 in G6 may coincide with the vertex u4 .
(ii) Suppose φ(u6) = φ(v5) = 2 and φ(v4) = 1. First we suppose that φ(v6) = 1. Then φ(u5) = 2. If φ(u4) = 1, then
we relabel (or label) u1, v3 with 2, 1, respectively. Assume that φ(u4) = 2. We label v3 with 1. Next we suppose that
φ(v6) = 2. Then φ(u4) = 1. If φ(u5) = 1, then we relabel (or label) u1, v3 with 2, 1, respectively. If φ(u5) = 2, then we
label v3 with 1.
The resulting labeling is an acyclic 2-labeling of G. It is a contradiction.
Case 5. G contains G5 as a subgraph.
By Remark 1, we only need to consider the case that φ(u1) = φ(u2) = 1, φ(v1) = φ(v2) = 2, and φ(u3) = 1. Suppose
φ(v5) = φ(v4) = φ(u5) = 2. With the similar discussion in Case 3, φ can be extended to the whole graph G. If exactly one
of v5, v4, and u5 is labeled with 2 (in this case φ(u5) = φ(v5) = 1), then we relabel u1 with 2 and label v3 with 1.
Suppose that exactly two of v5, u5, and v4 are labeled with 2. If φ(v4) = φ(v5) = 2 and φ(u5) = 1, then φ(v6) = 1. We
relabel (or label) v6, v5, u1, v3 with 2, 1, 2, 1, respectively.
Suppose that either φ(v4) = φ(u5) = 2 and φ(v5) = 1 or φ(v5) = φ(u5) = 2 and φ(v4) = 1. Up to symmetry, we may
assume that either φ(v′4) = φ(u′5) = 2 and φ(v′5) = 1 or φ(v′5) = φ(u′5) = 2 and φ(v′4) = 1. Now we have to deal with the
following three cases:
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(i) Suppose φ(v5) = φ(u5) = 2, φ(v4) = 1, φ(v′5) = φ(u′5) = 2, and φ(v′4) = 1. First we assume that φ(v′6) = φ(v6) = 2.
Thenwe relabel v1 with 1 and label v3 with 2. Next by symmetrywe assume thatφ(v′6) = 1 andφ(v6) = 2. Ifφ(u′4) = 2,
then we relabel v1 with 1 and label v3 with 2. If φ(u′4) = 1, we relabel u2 with 2 and label v3 with 1. Finally we assume
that φ(v′6) = φ(v6) = 1. If φ(u′4) = 1, then we relabel u2 with 2 and label v3 with 1. Suppose φ(u′4) = 2. With a similar
discussion, we may assume that φ(u4) = 2. We relabel v1 with 1 and label v3 with 2.
(ii) Suppose φ(v4) = φ(u5) = 2, φ(v5) = 1, φ(v′4) = φ(u′5) = 2, and φ(v′5) = 1. Then φ(v6) = φ(v′6) = 1 and
φ(u4) = φ(u′4) = 2. We relabel v1 with 1 and label v3 with 2.
(iii) By symmetry, we assume that φ(v4) = φ(u5) = 2, φ(v5) = 1, φ(v′5) = φ(u′5) = 2, and φ(v′4) = 1. Then φ(v6) = 1
and φ(u4) = 2. If φ(v′6) = 2, then we relabel v1 with 1 and label v3 with 2. Suppose φ(v′6) = 1. If φ(u′4) = 2, then we
relabel v1 with 1 and label v3 with 2. If φ(u′4) = 1, then we relabel u2 with 2 and label v3 with 1.
The resulting labeling is an acyclic 2-labeling of G. It is a contradiction.
Case 6. G contains one of G6,G7,G8 as a subgraph.
By Remark 2, we only need to consider the case that φ(u1) = φ(u2) = 1, φ(v1) = φ(v2) = 2, and φ(u3) = 1.
If φ(v5) = φ(v4) = φ(u5) = 2, then φ(u6) = 1. Since φ is an acyclic 2-labeling of G − v3, there are no monochromatic
(u4, u5)-paths with color 2 in G − {v1, v2, v3, v4, v5, v6, u1, u2, u3}. We switch the colors of v4, u1 and label v3 with 1. If
exactly one of v5, v4, u5 is labeled with 2, then we relabel u1 with 2 and label v3 with 1.
Suppose that exactly two of v5, v4, u5 are labeledwith 2. Ifφ(v4) = φ(v5) = 2 andφ(u5) = 1, thenφ(v6) = 1.We relabel
(or label) v6, v5, u1, v3 with 2, 1, 2, 1, respectively. If either φ(v5) = φ(u5) = 2 and φ(v4) = 1, or φ(v4) = φ(u5) = 2 and
φ(v5) = 1, then the argument is divided into the two subcases below:
Subcase 6.1. φ(v5) = φ(u5) = 2 and φ(v4) = 1.
If φ(v6) = 2, then φ(u4) = 1. We switch the colors of v5 and u1, and label v3 with 1. Suppose φ(v6) = 1. If φ(u4) = 1,
then we relabel u1 with 2 and label v3 with 1. Assume that φ(u4) = 2. We have the following three cases:
(i) G contains G6 as a subgraph. If at least one of x5, y5 is labeled with 2, then we relabel (or label) u5, v6, v5, u1, v3 with
1, 2, 1, 2, 1, respectively. Suppose φ(x5) = φ(y5) = 1. We relabel u1 with 2 and label v3 with 1.
(ii) G contains G7 as a subgraph.
• If φ(v7) = φ(v9) = φ(u7) = 1, then φ(v8) = 2. We relabel (or label) v9, u5, v4, v5, u1, v3 with 2, 1, 2, 1, 2, 1,
respectively.
• If φ(v9) = φ(v7) = 1 and φ(u7) = 2, then φ(v8) = 2. We relabel (or label) v8, v7, u5, v4, v5, u1, v3 with
1, 2, 1, 2, 1, 2, 1, respectively.
• If φ(v9) = φ(u7) = 1 and φ(v7) = 2, then φ(v8) = 2 and φ(u6) = 1. We relabel u1 with 2 and label v3 with 1.
• Assume that φ(u7) = φ(v7) = 1 and φ(v9) = 2. If φ(v8) = 1, then we relabel u1 with 2 and label v3 with 1. Suppose
φ(v8) = 2. If φ(u6) = 1, then we relabel u1 with 2 and label v3 with 1. If φ(u6) = 2, then we switch the labels of v8
and u1 and label v3 with 1.
• If at most one of v7, v9, u7 is labeled with 1 (in fact φ(v9) = 1), then we relabel (or label) u5, v4, v5, u1, v3 with
1, 2, 1, 2, 1, respectively.
(iii) G contains G8 as a subgraph.
• If φ(v9) = 2 or φ(v7) = 2, without loss of generality, we may assume that φ(v9) = 2. Then φ(u7) = φ(v7) = 1.
If φ(u6) = 1, then we relabel u1 with 2 and label v3 with 1. If φ(u6) = 2, then φ(v8) = 1. We relabel (or label)
v7, u5, v4, v5, u1, v3 with 2, 1, 2, 1, 2, 1, respectively.
• If φ(v9) = 1 and φ(v7) = 1, then φ(v8) = 2. If φ(u6) = φ(u7) = 1, we relabel u1 with 2 and label v3 with 1.
Without loss of generality, we assume that φ(u6) = 1 and φ(u7) = 2. We relabel (or label) v7, u5, v4, v5, u1, v3 with
2, 1, 2, 1, 2, 1, respectively.
Subcase 6.2. φ(v4) = φ(u5) = 2 and φ(v5) = 1. Then φ(v6) = 1 and φ(u4) = 2.
(i) G contains G6 as a subgraph.
If at least one of x5, y5 is labeled with 2, then we relabel (or label) u5, u1, v3 with 1, 2, 1, respectively. Suppose
φ(x5) = φ(y5) = 1. We relabel (or label) v6, v4, u1, v3 with 2, 1, 2, 1, respectively.
(ii) G contains G7 as a subgraph.
• If φ(v7) = φ(v9) = φ(u7) = 1, then φ(v8) = 2. We relabel (or label) v9, u5, u1, v3 with 2, 1, 2, 1, respectively.
• If φ(v9) = φ(v7) = 1 and φ(u7) = 2, then φ(v8) = 2. We relabel (or label) v8, v7, u5, u1, v3 with 1, 2, 1, 2, 1,
respectively.
• If φ(v9) = φ(u7) = 1 and φ(v7) = 2, then φ(v8) = 2 and φ(u6) = 1. We relabel (or label) v6, v4, u1, v3 with
2, 1, 2, 1, respectively.
• Suppose φ(u7) = φ(v7) = 1 and φ(v9) = 2. If φ(v8) = 1, then we relabel (or label) v6, v4, u1, v3 with 2, 1, 2, 1,
respectively. Suppose φ(v8) = 2. If φ(u6) = 1, then we relabel (or label) v6, v4, u1, v3 with 2, 1, 2, 1, respectively.
Suppose φ(u6) = 2. We switch the labels of u5 and u1, and label v3 with 1.
• If at most one of v7, v9, u7 is labeled with 1 (in fact φ(v9) = 1), then we relabel (or label) u5, u1, v3 with 1, 2, 1,
respectively.
(iii) G contains G8 as a subgraph.
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Fig. 4. The degree of each black vertex shown in the figure is the actual degree in G. The dotted edges are the edges that may or may not exist.
• If φ(v9) = 2 or φ(v7) = 2, without loss of generality, we may assume that φ(v9) = 2. Then φ(u7) = φ(v7) = 1.
If φ(u6) = 1, then we relabel (or label) v5, v4, u1, v3 with 2, 1, 2, 1, respectively. Suppose φ(u6) = 2. If φ(v8) = 1,
then we relabel (or label) v7, u5, u1, v3 with 2, 1, 2, 1, respectively. If φ(v8) = 2, then we relabel (or label) u5, u1, v3
with 1, 2, 1, respectively.
• If φ(v9) = 1 and φ(v7) = 1, then φ(v8) = 2. If φ(u6) = φ(u7) = 1, then we relabel (or label) v6, v4, u1, v3 with
2, 1, 2, 1, respectively. Without loss of generality, we may assume that φ(u6) = 1 and φ(u7) = 2. We relabel (or
label) v7, u5, u1, v3 with 2, 1, 2, 1, respectively.
The resulting labeling is an acyclic 2-labeling of G. It is a contradiction.
The proof of Claim 3.4 is complete. 
A vertex is called tight if it is a 5-vertex incident to a sun, a 6-vertex incident to four faces in suns, or a 7-vertex incident
to five faces in suns. Since G2 in Fig. 3 is a forbidden configuration, the only tight 6-vertex u1 and tight 7-vertex v1 are shown
in Fig. 4, respectively. Using the forbidden configurations in Fig. 3, we can obtain the following claims, which deal with how
suns may intersect in G.
Claim 3.5. If a vertex u is the intersection of two suns, then dG(u) ≥ 6.
Proof. Let u be the intersection of two suns H1 and H2. Suppose dG(u) ≤ 5. By Claim 3.3, dG(u) = 5. Without loss of
generality, we may assume that dH1(u) = 2. If dH2(u) = 3, then it is easy to check that G contains a subgraph which is
isomorphic to G1 in Fig. 3, a contradiction. If dH2(u) = 2, then it is easy to see that G contains a subgraphwhich is isomorphic
to G4 in Fig. 3, a contradiction, too. 
Claim 3.6. If u1 and u2 are adjacent outer-vertices of the same sun H, then u1 and u2 are not both tight 6−-vertices.
Proof. We may assume dH(u1) ≥ dH(u2). Let u3 be the other outer-vertex of H . Since u1 and u2 are adjacent, dH(u3) ≤
dH(u2). Suppose that u1 and u2 are tight 6−-vertices. By Claim 3.3, d(u1) ≥ 6. If u2 is a tight 5-vertex and u1 is a tight 6-
vertex, we can obtain a configuration isomorphic to G3 in Fig. 3, a contradiction. If u1 and u2 are both tight 6-vertices, it is
easy to see that G contains a subgraph which is isomorphic to G5 in Fig. 3, a contradiction. 
Claim 3.7. Consider the graph shown in the right hand side of Fig. 4. If v1 is a tight 7-vertex, then v2 cannot be a tight 6−-vertex.
Proof. Suppose that v2 is a tight 6−-vertex. If v2 is a tight 5-vertex (or a tight 6-vertex), we can obtain a configuration
isomorphic to G6 (or G7) in Fig. 3, a contradiction. 
4. Discharging
In this section, we prove our main theorem using the discharging method. Initially, we give each vertex v a charge
ch(v) = 3d(v) − 8, and each face f a charge ch(f ) = d(f ) − 8. By Euler’s formula, |G| − |E(G)| + |F(G)| = 2 and
v∈V (G) d(v) =

f∈F(G) d(f ) = 2|E(G)|, we can derive the following identity:
x∈V (G)∪F(G)
ch(x) =

v∈V (G)
(3d(v)− 8)+

f∈F(G)
(d(f )− 8) = −16.
Then,we shall design somedischarging rules and redistribute charges according to them.Once the discharging is finished,
a new charge function ch′ is produced. However, the total sum of charges is kept fixed when the discharging performs. On
the other hand, we will show that ch′(x) ≥ 0 for all x ∈ V (G) ∪ F(G). This leads to an obvious contradiction. In this proof,
we exploit the method used in [7] and show that this is true for every vertex, every 4+-face and every cluster. Recall that a
cluster consists of a minimal set of 3-faces such that no other 3-face is adjacent to a 3-face in the set. The charge of a cluster
is defined to be the total charge of the faces of the cluster. So, instead of showing that every 3-face has nonnegative charge,
we show that every cluster has nonnegative charge.
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Fig. 5. All possible clusters in a planar graphwithout 7-cycles. Black squares are two copies of the same vertex; e.g., cluster 4b has five vertices. The shaded
areas in clusters 6f and 6g contain other vertices and so are not 3-faces.
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Fig. 6. The set of configurations in which a 4-face may be adjacent to 3-faces or one cluster. Black squares are two copies of the same vertex. In (4e) and
(4f) black triangles are also two copies of the same vertex.
4.1. Discharging rules
The discharging will be performed in two phases. In Phase 1, we focus on suns and small faces.
Phase 1:
(R1A) Every vertex incident to a small face f sends 1 charge to f with an exception: a poor vertex sends nothing to any
incident 6-face.
(R1B) Every outer-vertex u of a sun sends 2k3 charge to the sun, where k is the number of faces in the sun incident to u, with
three exceptions: (i) if u is a tight 6−-vertex, then u sends k+13 charge to the sun; (ii) if u is a tight 7-vertex and k = 3,
then u sends 2 charge to the sun; (iii) if u is a tight 7-vertex and k = 2, then u sends 1 charge to the sun.
In Phase 2, we distribute the remaining charges of the vertices and the extra charges on 5-faces and 6-faces to all clusters.
Phase 2:
(R2A) Every vertex v which is incident to m 3-faces and has a positive charge c after Phase 1 sends the charge cm to each
incident 3-face, wherem ≥ 1.
(R2B) Every 5-face or 6-face sends charge 1 to every adjacent 3-face.
Now, we are going to show that every 4+-face, every vertex and every cluster has nonnegative charge when the graph is
discharged.
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Fig. 7. The set of configurations in which a 5-face may be adjacent to 3-faces or one cluster. Black squares are two copies of the same vertex.
4.2. Every 4+-face f has nonnegative charge
If d(f ) = 4, then f has (4 − 8) + 4 = 0 charge after Phase 1 and does not change in Phase 2. If d(f ) = 5, then f has
(5− 8)+ 5 = 2 charge after Phase 1 and, by Lemma 2.3 (a), it has at least 2− 2 = 0 charge after Phase 2.
Now consider a 6-face f that has p poor vertices and t adjacent 3-faces. Lemma 2.3(d) implies that p ≤ 3. Lemma 2.3(a)
implies that t ≤ 2. Suppose t = 2. By Lemma 2.3(a), there is only one configuration which is Fig. 8(2a). Comparing with
Fig. 9(g)–(i), none of the four vertices which are incident to the adjacent 3-faces can be poor. Hence p ≤ 2. So for any case
we have p + t ≤ 4. Hence, ch′(f ) = (6 − 8) + (6 − p) − t = 4 − (p + t) ≥ 0. Also, every 8+-face keeps the nonnegative
charge that was assigned to it initially.
4.3. Every vertex v has nonnegative charge
We observe that the remaining charge of each vertex after Phase 1 and the discharging rules in Phase 2 are the same as
those in Farzad’s paper [7]. Nowwe can cite the following lower bounds on the charge that each vertex sends to the incident
clusters in Phase 2:
(D1) Every vertex sends at least 1 to every incident 3-face.
(D2) If v is incident to two (or three) 3-faces of a cluster and at least two (or one) big faces, then v sends at least 4 to the
cluster.
(D3) If v is incident to three (or four) 3-faces of a nonsun cluster and at least two (or one) big faces, then v sends at least 7
to the cluster.
(D4) If v is incident to one 3-face of a nonsun cluster and at least two big faces, then v sends at least 2 to the cluster.
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Fig. 8. The set of configurations in which a 6-face may be adjacent to 3-faces or one cluster. Black squares are two copies of the same vertex. In (2a) black
triangles are also two copies of the same vertex.
(D5) If v is incident to k 3-faces of a nonsun cluster and at least two 4+-faces where at least one of them is big, then v sends
at least 3k2 to the cluster.
(D6) If v is a 5+-vertex incident to k 3-faces of a cluster, then v sends at least min{2k, 6} to the cluster.
4.4. Every cluster has nonnegative charge
Recall that the total charge of a cluster is the total charge of the faces of the cluster. So a cluster of k 3-faces has−5k charge
initially. Note that G does not contain cluster 7 (i.e. 3-type sun) as a subgraph. The properties and the discharging rules for
clusters other than cluster 5a, cluster 6a, and cluster 7 are the same as those in [7]. So wemay obtain that after Phase 2 every
cluster has a nonnegative charge with two exceptions: cluster 5a and cluster 6a in Fig. 5. The notation ‘‘s1, . . . , sm
X−→ k’’
means that ‘‘s1, . . . , sm totally send at least k charge to the cluster by the rule (or property) X ’’. The labels of vertices and
faces are referred to Fig. 5.
Cluster 5a: We use C5a to denote Cluster 5a. First, we consider the case that x and y are 4-vertices. Then the cluster is a
1-type sun. By Claim 3.3, u, v, w are 5+-vertices. Moreover, by Claim 3.6, vertices v and w are not both tight 6−-vertices.
By Claims 3.4 and 3.7, if one of v and w is a tight 7-vertex, then the other one cannot be tight vertex. Hence, u, v, w
(R1B)−−→
2
3+1+ 43 ,u, v, w
(D6)−−→ 2+2×4, x, y (D2)−−→ 2×4 and z (R2A)−−→ 4. Therefore, ch′(C5a) ≥ −5×5+ 23+1+ 43+2+2×4+2×4+4 = 0.
Next we consider the case that x or y is a 5+-vertex. If every face adjacent to the cluster is big, then x, y (D2),(D3)−−−−−→ 7+ 4,
v,w
(D2)−−→ 2×4, z (R2A)−−→ 4 and u (D4)−−→ 2. Hence, ch′(C5a) ≥ −5×5+7+4+2×4+4+2 = 0. Otherwise, by Lemma 2.3(a),
we have the configuration shown in Fig. 6(5a). In this case, y
(D3)−−→ 7, v (D2)−−→ 4, z (R2A)−−→ 4, u (D6)−−→ 2, x (D6)−−→ 6 and w (D1)−−→ 2.
Hence, ch′(C5a) ≥ −5× 5+ 7+ 4+ 4+ 2+ 6+ 2 = 0.
Cluster 6a: We use C6a to denote Cluster 6a. First, we consider the case that z is a 4-vertex. Then the cluster is a 2-type sun.
By Claim 3.3, x, y, z
(R2A)−−→ 3× 4 and u, v, w (D6)−−→ 2× 4+ 6. Moreover, by Claim 3.3, u is a 6+-vertex and u cannot be a tight
6-vertex. If u is not tight, then u, v, w
(R1B)−−→ 3× 23 +2×1. Hence, ch′(C6a) ≥ −5×6+3×4+2×4+6+3× 23 +2×1 = 0.
If u is a tight 7-vertex, then u, v, w
(R1B)−−→ 2+ 2× 1. Hence, ch′(C6a) ≥ −5× 6+ 3× 4+ 2× 4+ 6+ 2+ 2× 1 = 0.
Next we consider the case that z is a 5+-vertex.Wemay assume that u is a 5+-vertex, as otherwise the cluster would be a
2-type sun (the centerwould be [x, y, u]) whichwe discussed first. Then x, y (R2A)−−→ 2×4, u, z (D3)−−→ 2×7 and v,w (D2)−−→ 2×4.
Hence, ch′(C6a) ≥ −5× 6+ 2× 4+ 2× 7+ 2× 4 = 0. 
Combining all the discussions starting from Section 2, we obtain Theorem 1.2.
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Fig. 9. Some of the configurations that are referred to in the proof. Black squares are two copies of the same vertex.
Appendix
See Figs. 5–9.
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