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Introduction
The subject of this thesis is placed at the interface between the theory of inequali-
ties and approximation theory. Chebyshev-, Grüss- and Ostrowski-type inequalities
have attracted much attention over the years, because of their applications in math-
ematical statistics, econometrics and actuarial mathematics.
The classical form of Grüss’ inequality, first published by G. Grüss in [62], gives
an estimate of the difference between the integral of the product and the product of
the integrals of two functions in C[a, b]. In the succesive years, many variants of this
inequality appeared in the literature.
The aim of this thesis is to clarify the terminology that was not exactly presented
in a transparent way until now, to remember well-known Chebyshev-Grüss- and
Ostrowski-type inequalities that have already been studied and to introduce new
results, in both the univariate and bivariate case. These results can then be general-
ized to the multivariate case, but this remains to be studied in the future. We also
want to point out that all of the inequalities of Chebyshev-Grüss-type given here are
for two or more functions of the same type.
When considering the classical Grüss inequality, we observe that on the left-hand
side of the estimate is the well known classical Chebyshev functional [25], while
the right-hand side is of Grüss-type, i.e., it includes differences of upper and lower
bounds of the two functions in question. The Grüss inequality for the Chebyshev
functional explains the non-multiplicativity of the integration. In our research, we
are interested in how non-multiplicative can a linear functional in the worst case be.
In order to give an answer to this question, we consider the generalized Chebyshev
functional
TL( f , g) := L( f · g)− L( f ) · L(g),
for a positive linear functional L, and use the terminology "Chebyshev-Grüss-type
inequalities", when we talk about Grüss inequalities for special cases of generalized
Chebyshev functionals. We therefore obtain a general form of such estimates,
|TL( f , g)| ≤ E(L, f , g),
where the right-hand side is an expression depending on different properties of L
and some kind of oscillations of the functions in question.
Another renowned classical inequality was introduced by A. M. Ostrowski in [89]
and can be given in a variety of forms. The Ostrowski-type inequalities we recall
and introduce all give different upper bounds for the approximation of the aver-
age value by a single value of the function in question. The approach considered
by A. M. Ostrowski and a lot of other investigations on the topic were carried out
assuming differentiability properties of the functions. In comparison, A. Acu and
H. Gonska [2] show that such conditions are not necessary and give a generaliza-
tion of Ostrowski’s inequality for an arbitrary continuous function f ∈ C[a, b] and
certain linear operators. On the right-hand side the least concave majorant of the
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modulus of continuity of the given function is used. Thus the upper bounds of our
general form of Ostrowski’s inequalities will involve least concave majorants, func-
tions from certain classes, their norm or an expression derived from the functions in
question.
Both cases have been intensively investigated by S.S. Dragomir and other authors
(see Chapters 2 − 9 in the recent monography of G. Anastassiou [9], Ch. XV on
"Integral inequalities involving functions with bounded derivatives" in the book by
D. S. Mitrinovic´ et al. [84]; the reader can also consult the books [85], [22] and the
references therein).
In the present thesis we continue to consider the recent method in which the func-
tional L is obtained by composing a point evaluation functional with a positive lin-
ear operator in both the Chebyshev-Grüss and the Ostrowski process.
The first approach in this direction was made in a paper by A. Acu, H. Gonska
and I. Ras¸a [2] from 2011 and is extended in the present thesis. One essential feature
of it is the systematic use of the least concave majorant of the first order modulus
of continuity which first appeared in this context in a paper by B. Gavrea and I.
Gavrea [40] (mostly in the Ostrowski case). The use of the concave majorant has the
advantage, that the deviation in the Chebyshev-type functional is also measured for
all continuous functions on a compact metric space and not only for those having
certain regularity properties, such as satisfying a Lipschitz condition with exponent
1. Such inequalities are obtained via the use of a suitable K− functional (see the
paper of R. Paˇltaˇnea [91]).
In all our estimates for the Chebyshev-Grüss-type inequalities the second mo-
ments of the positive linear operators in question or a closely related quantity play
an essential role. That these two quantities may lead to different upper bounds
will be shown by the use of several interpolation operators which do not reproduce
linear functions. We consider both the cases of a compact interval [a, b] and the
half-open semiaxis [0,∞).
A second approach considered in the present work is that of Chebyshev-Grüss
inequalities via discrete oscillations. The latter indeed competes with that via the
concave majorant in that there are situations in which the first is better than the
second and vice versa. All the results are applied to a variety of well-known positive
linear operators in both the univariate and the bivariate cases. In contrast to that,
we show that also for certain non-positive Lagrange operators similar results can be
obtained which, however, are of a less elegant form.
The Ostrowski-type inequalities given in the end of the thesis complete our pre-
sentation in the spirit of the many papers dealing with both types of inequalities.
Our results given there build up a short parallel of the ones given in the Chebyshev-
Grüss case. The applications included are not only for special positive linear oper-
ators, but also for their iterates and for differences of such operators. Some of these
applications are extended to the bivariate case.
The thesis consists of five chapters.
The first chapter comprises preliminary instruments that will be further used for
deriving our results. This thesis is based upon some main tools: the moduli of
smoothness, the K− functional and its connection to the moduli, positive and not-
necessarily positive linear operators. The moduli are given in two different settings,
i.e., for functions defined both on compact intervals of the real axis and on a com-
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pact metric space, in the univariate case. K− functionals and the way they are con-
nected to the moduli are given in both frames. For the bivariate case, that will be
also treated later on, we are only interested in the moduli of continuity of functions
defined on the product of two metric spaces (see Subsection 1.1.5).
Section 1.2 recalls many positive linear operators that have intensively been stud-
ied in the literature. All of them reproduce constant functions, some of them do not
reproduce linear functions and this last property will be an advantage in order to
improve some inequalities.
The operators that we illustrate here represent an interesting variety. Most of
them are defined on compact intervals, but we also consider operators for functions
defined on infinite intervals. We discuss the well-known Bernstein operators but
also some interesting generalizations. The BLaC operators give an exotic touch to
the survey. In the end of the chapter, the Lagrange interpolation operator is also
studied, in order to see what happens if positivity is not taken into consideration.
In the second chapter we talk about Chebyshev-Grüss-type inequalities in the
univariate case. First some auxiliary and historical results are given, in the two
settings that were mentioned before. These results are recalled in order to moti-
vate our research and because some of them will be slightly improved. Applica-
tions of the auxiliary results involving some positive linear operators are reviewed.
Some remarks and results concerning Chebyshev’s inequality are also presented.
We give another proof for a Chebyshev-Grüss-type inequality involving a positive
linear functional L, an inequality that was proven in another way in [2]. We then
introduce (pre-)Chebyshev-Grüss-type estimates in both settings, using second mo-
ments, first absolute moments and quantities involving differences of second and
first moments. We then apply the main results to the (positive) linear operators dis-
cussed in the first chapter. For these applications, oscillations expressed by the least
concave majorant of the first order modulus are used in the first place. The use of
such oscillations includes all points in the considered intervals, and this is the reason
why a new approach involving less points arises. The discrete oscillations defined in
Subsection 2.2.6 represent the grounds upon which this approach was constructed.
The discrete linear functional case is introduced and applied to the Lagrange oper-
ators. In case of positivity, we apply the discrete positive linear functional case to
some positive linear operators. Of great interest here are the sums of squares of the
fundamental functions of the operators, which need to be minimized. Due to this
new approach, we can also give Chebyshev-Grüss-type inequalities for operators
defined for functions given on infinite intervals (see Subsections 2.2.7.4, 2.2.7.5 and
2.2.7.6). When talking about discrete oscillations, we give Chebyshev-Grüss-type
inequalities for more than two functions at the end of this chapter. This is motivated
by the last section of article [2], where the authors introduced an inequality on a
compact metric space for more than two functions, using the least concave majo-
rant. We compare our result to theirs.
The third chapter extends the results from the univariate to the bivariate case. We
use the method of parametric extensions involving the product of two compact met-
ric spaces. Auxiliary and historical results are also recalled in the first part. We then
choose some of the operators presented in the beginning and construct their tensor
products. For these operators we also define the first, second and first absolute mo-
ments, which we will need for our main results in Section 3.3. The applications are
9
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given for both the approach with the least concave majorant and the one via discrete
oscillations.
The purpose of the fourth and fifth chapters is to complete this work, in the sense
that we also consider univariate and bivariate Ostrowski-type inequalities. In Sec-
tions 4.1 and 5.1 we again recall some historical results, inequalities that were further
studied and modified. In Section 4.2 we give a result that modifies in some sense the
inequality given by A. Acu and H. Gonska in [1]. Some additional results are given
in the form of corollaries. Corollary 4.2.4 is applied to iterates of different positive
linear operators. Moreover, Corollary 4.2.2 is also applied in the case of differences
of positive linear operators, as can be seen in Section 4.4. The last chapter introduces
two examples of Ostrowski-type inequalities in the bivariate case. The two appli-
cations given here are for products of Bernstein-Stancu and Bernstein-Durrmeyer
operators with Jacobi weights. In both cases, we get Ostrowski-type inequalities
with or without involving the iterates of the operators. The limit of the iterates of
the positive linear operators is also investigated.
There is a connection between the Ostrowski and the Grüss inequalities, which
explains the term "Ostrowski-Grüss-type inequalities" that was often used in the lit-
erature. For clarity, we emphasize that we exclusively use the term when the lower
bound is the error term in a rather simple quadrature formula (like in Ostrowski’s
article [89]), while the upper bound contains differences of bounds as used in the
paper by G. Grüss [62]. In order to complete the historical remarks, the following
reminders appear to be in order. It seems that the term "Ostrowski-Grüss-type in-
equality" was coined by Dragomir et al. in [33]. The term also appeared in a paper
by Cerone et al. (see [23]). A more substantial paper from 2000 using the term is one
by Matic´ et al. (see [79]). For more details, the reader should consult the papers [55],
[56], [3] and the references therein.
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Notations and symbols
In this work we shall often make use of the following symbols:
:= is the sign indicating equal by definition".
a:=b" indicates that a is the quantity to be defined or explained,
and b provides the definition or explanation. b=:a" has
the same meaning.
N the set of natural numbers,
N0 the set of natural numbers including zero,
R the set of real numbers,
R+ the set of positive real numbers,
[a, b] a closed interval,
(a, b) an open interval.
Let X be an interval of the real axis.
B(X) the set of all real-valued and bounded functions defined on X.
Lp(X) the class of the p-Lebesgue integrable functions on X, p ≥ 1.
‖ f ‖p is the norm on Lp(X) defined by ‖ f ‖p :=
(∫
X | f (x)|dx
)1/p , p ≥ 1.
C(X) the set of all real-valued and continuous functions defined on X.
Cb(X) the set of all real-valued functions, defined by Cb(X) := C(X) ∩ B(X).
C[a, b] the set of all real-valued and continuous functions defined on the compact
interval [a, b].
For f ∈ B(X) or f ∈ C(X)
(X, d), (X, dX)Metric spaces equipped with metric d (or dX).
d(X) Diameter of the compact metric space (X, d).
| f |∞ is the Chebyshev norm or sup-norm, namely
‖ f ‖∞ := sup{| f (x)| : x ∈ X}.
Cr[a, b] the set of all real-valued, r-times continuously differentiable function,
(r ∈N).
Lipr M the set of all C[a, b]− functions that verify the Lipschitz condition:
| f (x2)− f (x1)| ≤ M|x2 − x1|r, ∀x1, x2 ∈ [a, b], 0 < r ≤ 1, M > 0.
∏n (∏n[a, b], n ∈N0) the linear space of all real polynomials
with the degree at most n.
1X R 3 x 7→ 1 ∈ R, X 6= ∅ an arbitrary set .
fX, f Y Partial functions of bi-or multivariate functions.
en denotes the n−th monomial with en : [a, b] 3 x 7→ xn ∈ R, n ∈N0.
For a function f : X → R, X an interval of the real axis we have:
ω... exclusively used to denote moduli of smoothness of various kinds.
ωd( f , t) (Metric) modulus of continuity, defined for functions f ∈ C(X),
(X, d) a compact metric space, t ≥ 0.
ω˜d, ω˜ Least concave majorant of a metric modulus of continuity.
ω1( f ; t) (univariate) 1-st order modulus of smoothness, defined using
11
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∆h f (x) Difference of order 1 with increment h and starting point x.
ωk( f ; t1, t2) (Bivariate) total modulus of smoothness of order k, defined for
functions f ∈ C(X), X ⊂ R2 compact, and ti ≥ 0, i = 1, 2.
Dr or f (r) r−th derivative of the function f ∈ Cr[a, b].
[x0, . . . , xm; f ] m−th divided difference of f ∈ F (X) on the not necessarily distinct
knots x0, . . . , xm ∈ X.
ab are the rising factorials
ab :=
b−1
∏
i=0
(a + i), a ∈ R, b ∈N0, where
−1
∏
i=0
:= 1.
ab are the falling factorials
ab :=
b−1
∏
i=0
(a− i), a ∈ R, b ∈N0, where
−1
∏
i=0
:= 1.
y[m,h] the factorial power of step h ∈ R defined by: y[m,h] := m−1∏
i=0
(y− ih),
m ∈N0. As above
−1
∏
i=0
:= 1.
(X, ‖·‖X), Function space X equipped with the norm ‖·‖X
((X, |·|X)) (the seminorm |·|X).
B(X), BR(X) Space of all real-valued and bounded functions om the set X 6= ∅.
C(X), CR(X) Space of all real-valued and continuous functions on the topological space X.
Lipr Space of Lipschitz continuous functions (with exponent r).
Cr, Cr(I) and Space of all real-valued functions on I = [a, b] having continuous derivatives
Cr[a, b] up to order r.
‖·‖ If not otherwise indicated, denotes the Chebyshev (max, sup) norm.
‖·‖∞, ‖·‖X Sometimes used to denote the Chebyshev norm, and the Chebyshev
norm over the set X, respectively.
|g|Lipr Lipschitz seminorm of a function g ∈ C(X, d);
smallest Lipschitz constant.
I, IX, IY Identity operator (canonical embedding) on a function space.
XL, YL Parametric extension of the univariate operator L.
‖L‖[X,Y], ‖L‖ Canonical norm of an operator L, usually mapping
a normed space X into a normed space Y; the second notation is used when it is
clear what X and Y are.
O, o Landau notations.
[x] the integral part of a real number x ( i.e., the greatest integral number,
that doens’t exceed x).
Supp( f ) Support of a function f .
Supp(µ) Support of a measure µ.
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1 Preliminaries
1.1 Moduli of smoothness and K-functionals
The moduli of smoothness (continuity) and K-functionals, used in connection to the
moduli, will be of interest in the whole thesis. We recall definitions and properties
of these moduli for real-valued and continuous functions defined both on a compact
metric space (X, d) and on a compact interval [a, b], a < b, of the real axis. We will
extend the results obtained in the compact metric space to the bivariate case.
1.1.1 Moduli of univariate functions defined on compact intervals of the
real axis
When we want to establish the degree of convergence of positive linear operators
towards the identity operator, we use first kind moduli of smoothness.
Definition 1.1.1. For a function f ∈ C[a, b] and t ≥ 0, we have
ω1( f ; t) := sup{| f (x + h)− f (x)| : x, x + h ∈ [a, b], 0 ≤ h ≤ t}.
Above we gave one definition of the first moduli of smoothness. This was pre-
sented in the Ph. D. thesis of D. Jackson [65]. The name of the modulus comes from
the following proposition.
Proposition 1.1.2. Let f ∈ C[a, b] and t > 0. Then the following properties hold:
a) If lim
t→0+
ω1( f ; t) = 0 then f is continuous on [a, b].
b) The following equivalence is given: f ∈ Lipr M if and only if ω1( f ; t) ≤ M · tr, for
0 < r ≤ 1 and M > 0.
A very important tool that we use is the least concave majorant of the modulus of
continuity ω1( f ; ·). This is given by
ω˜1( f ; t) = ω˜( f ; t)
:=
 sup0≤x≤t≤y≤b−a,x 6=y
(t−x)ω1( f ;y)+(y−t)ω1( f ;x)
y−x , for 0 ≤ t ≤ b− a,
ω˜( f ; b− a) = ω1( f ; b− a), if t > b− a,
(1.1.1)
from which we get a relationship between the different moduli:
ω1( f ; ·) ≤ ω˜( f ; ·) ≤ 2 ·ω1( f ; ·).
For more properties of the moduli, including ω˜( f ; ·), see [45]. N.P. Korneicˇuk
gave a proof in [70] for the relationship between the function ω( f ; ·) and its least
concave majorant ω˜( f ; ·)
ω˜( f ; ξ · ε) ≤ (1+ ξ) ·ω( f ; ε),
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for any ε ≥ 0 and ξ > 0. It was also showed that this inequality cannot be improved
for each ε > 0 and ξ = 1, 2, . . ..
1.1.2 K-functionals and the connection to the moduli
When we are interested in measuring the smoothness of functions, we can also use
the so-called Peetre’s K-functional. It was introduced, as the name suggests, by J.
Peetre in 1968 [92] and can be defined in a very general setting. However, we need
the following form in this thesis.
Definition 1.1.3. For any f ∈ C[a, b], t ≥ 0 and s = 1, we denote
Ks=1( f ; t)[a,b] := K( f ; t; C[a, b], C
1[a, b])
:= inf
g∈C1[a,b]
{‖ f − g‖∞ + t ·
∥∥g′∥∥∞}
to be Peetre’s K-functional of order 1.
We first recall some properties of the above K-functional, proven by P.L. Butzer
and H. Berens for s ≥ 1 (see [19]). For other references, see [32] and [102].
Lemma 1.1.4. (see Proposition 3.2.3 in [19])
(i) The mapping K1( f ; t) : R+ → R+ is continuous especially at t = 0, i.e.,
lim
t→0+
K1( f ; t) = 0 = K1( f ; 0).
(ii) For each fixed f ∈ C[a, b], the application K1( f ; ·) : R+ → R+ is monotonically
increasing and a concave function.
(iii) For arbitrary t1, t2 ≥ 0 and f ∈ C[a, b], one has the inequality
K1( f ; t1 · t2) ≤ max{1, t1} · K1( f ; t2).
(iv) For arbitrary f1, f2 ∈ C[a, b] and t ≥ 0, we have
K1( f1 + f2; t) ≤ K1( f1; t) + K1( f2; t).
(v) For each t ≥ 0 fixed, K1(·; t) is a seminorm on C[a, b], such that
K1( f ; t) ≤ ‖ f ‖∞
holds, for all f ∈ C[a, b].
(vi) For a fixed f ∈ C[a, b] and t ≥ 0, the identity K1(| f | ; t) = K1( f ; t) is true.
The following equivalence relation gives a first important link between the K-
functional and the moduli (see [66]).
Theorem 1.1.5. There exist constants c1 and c2 depending only on the integer s = 1 and
[a, b], such that
c1 ·ω1( f ; t) ≤ K1( f ; t) ≤ c2 ·ω1( f ; t),
for all f ∈ C[a, b] and t > 0.
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Remark 1.1.6. In general, for s ≥ 1, no sharp constants c1 and c2 are known, that
satisfy the above inequality. In particular, for the cases s = 1, 2, so also for our
case, such sharp constants exist, as we will see in the following result known as
Brudnyıˇ’s representation theorem. This theorem is of crucial importance for the
rest of this thesis, as a nice connection between K1( f ; t)[a,b] and the least concave
majorant defined in (1.1.1).
Lemma 1.1.7. Every function f ∈ C[a, b] satisfies the equality
K( f ; t; C[a, b], C1[a, b]) =
1
2
· ω˜( f ; 2t), t ≥ 0. (1.1.2)
For details and proofs concerning this lemma, see R. Pa˘lta˘nea’s article [91], the
book [103], the book of R.T. Rockafellar [98] or the book [32].
The above equality (1.1.2) can be written in the following way
K
(
f ;
t
2
; C[a, b], C1[a, b]
)
=
1
2
· ω˜( f ; t), t ≥ 0.
1.1.3 Moduli of univariate functions defined on compact metric spaces
In this subsection we consider real-valued, continuous functions of one variable
and recall definitions and properties in compact metric spaces. Let f ∈ C(X) =
CR(X, d), where CR(X, d) is the space of all real-valued and continuous functions
defined on the compact metric space (X, d), with diameter d(X) > 0.
We have the following definition for the (metric) modulus of continuity (see [45])
and its least concave majorant. This is a generalization of Definition 1.1.1 and equal-
ity (1.1.1).
Definition 1.1.8. Let f ∈ C(X). If, for t ∈ [0,∞), the quantity
ωd( f ; t) := sup {| f (x)− f (y)| ; x, y ∈ X, d(x, y) ≤ t}
is the (metric) modulus of continuity, then its least concave majorant is given by
ω˜d( f ; t) =
 sup0≤x≤t≤y≤d(X),x 6=y
(t−x)ωd( f ;y)+(y−t)ωd( f ;x)
y−x for 0 ≤ t ≤ d(X) ,
ωd( f ; d(X)) if t > d(X) .
1.1.4 K-functionals and the connection to the moduli
For 0 < r ≤ 1, let Lipr be the set of all functions g ∈ C(X) with the property that
|g|Lipr := sup
d(x,y)>0
|g(x)− g(y)| /dr(x, y) < ∞.
Lipr is a dense subspace of C(X) equipped with the supremum norm ‖·‖∞, and
|·|Lipr is a seminorm on Lipr. We also need to define the K-functional with respect to
(Lipr, |·|Lipr), which is given by
K(t; f ; C(X), Lipr) := inf
g∈Lipr
{‖ f − g‖∞ + t · |g|Lipr},
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for f ∈ C(X) and t ≥ 0.
The lemma of Brudnyıˇ [83] that gives the relationship between the K-functional
and the least concave majorant of the (metric) modulus of continuity will also be
used in the proofs that follow.
Lemma 1.1.9. Every continuous function f on X satisfies
K
(
t
2
; f ; C(X), Lip1
)
=
1
2
· ω˜d( f ; t), 0 ≤ t ≤ d(X).
For more details about the (metric) moduli of smoothness, see [45].
1.1.5 Moduli of continuity of functions defined on the product of two
metric spaces
In this section we consider products of two compact metric spaces and describe
various moduli of smoothness (continuity) of functions defined on such products.
For more details about parametric extensions and tensor products, see [45] and [30].
We take (X, dX) and (Y, dY) two compact metric spaces. The cartesian product
X×Y, equipped with the product topology, and dX×Y a metric on X×Y that gener-
ates this topology, is also a compact metric space. The metric satisfies the following
properties:
dX×Y((x, r), (xˆ, r)) = dX(x, xˆ) for all r ∈ Y and for all (x, xˆ) ∈ X2,
dX×Y((s, y), (s, yˆ)) = dY(y, yˆ) for all s ∈ X and for all (y, yˆ) ∈ Y2.
Also for the metric dX×Y it holds
dX×Y((x, y), (xˆ, yˆ)) = dX(x, xˆ) + dY(y, yˆ),
for (x, y), (xˆ, yˆ) ∈ X×Y.
These properties insure that we have interesting relationships between ωdX×Y and
moduli defined using dX and dY, as we will see in the sequel.
We now define the total modulus of continuity of a function f ∈ C(X×Y).
Definition 1.1.10. For any function f ∈ C(X×Y) and t1, t2 ∈ R+, the total modulus
of continuity of f with respect to dX and dY is given by
ωtotal,dX ,dY( f ; t1, t2) := sup{| f (x, y)− f (xˆ, yˆ)| : dX(x, xˆ) ≤ t1, dY(y, yˆ) ≤ t2}.
Regarding the relationship between ωX×Y and the total modulus of continuity, we
have the following result.
Proposition 1.1.11. (see Lemma 2.2 in [45]) Let (X, dX), (Y, dY) and dX×Y given as above.
Then for any t1, t2 ∈ R+ we have
ωtotal,dX ,dY( f ; t1, t2) ≤ ωdX×Y( f ; t1 + t2).
In our applications we will mostly use the Euclidean metric. For x = (xi)mi=1 and
y = (yi)mi=1, this is given by
d2(x, y) =
(
m
∑
i=1
(xi − yi)2
) 1
2
.
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The Euclidean metric can be generalized, in the sense that we get the more general
metrics dp, 1 ≤ p ≤ ∞, given by
dp(x, y) =
(
m
∑
i=1
|xi − yi|p
) 1
p
, 1 ≤ p < ∞ and
d∞(x, y) = max{|xi − yi| : 1 ≤ i ≤ m}.
In the same way, one can obtain different metrics, all generating the same topol-
ogy and corresponding moduli, denoted by ωdp .
Remark 1.1.12. For details concerning the relationship between moduli of smooth-
ness and K-functionals of different orders in the bivariate (multivariate) case, we
give as references the book of L.L. Schumaker [102] and the references therein.
1.2 Positive linear operators
We give some definitions and properties regarding positive linear operators (see
[110]). Some examples of such operators will also be considered, operators that will
be used in order to illustrate our results.
Definition 1.2.1. Let X, Y be two linear spaces of real functions. Then the mapping
L : X → Y is a linear operator if
L(α f + βg) = αL( f ) + βL(g),
for all f , g ∈ X and α, β ∈ R. If for all f ∈ X, f ≥ 0, it follows L f ≥ 0, then L is a
positive operator.
X and Y can be different kinds of spaces, as we will show in the sequel.
Proposition 1.2.2 (Properties of positive linear operators).
Let L : X → Y be a positive linear operator. Then we have the following inequalities:
i) If f , g ∈ X with f ≤ g, then L f ≤ Lg.
ii) For all f ∈ X, we have |L f | ≤ L | f |.
Definition 1.2.3. Let L : X → Y, where X ⊆ Y are two linear normed spaces of real
functions. To each operator L we assign a non-negative number ‖L‖, given by
‖L‖ := sup
f∈X,‖ f ‖=1
‖L f ‖ = sup
f∈X,0<‖ f ‖≤1
‖L f ‖
‖ f ‖ .
We make a convention, that if X is the zero linear space, then any operator L :
X → Y must be the zero operator and has the zero norm assigned to it.
‖·‖ is called the operator norm.
If we take X = Y = C[a, b], we can state the following:
Corollary 1.2.4. For L : C[a, b]→ C[a, b] being positive and linear, it follows that L is also
continuous and it holds:
‖L‖ = ‖Le0‖ .
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1.2.1 The Bernstein operator
The Bernstein operator is maybe the most well-known example of a positive linear
operator. It was introduced by S. N. Bernstein in 1912 (see [15]) and it was used
to prove the fundamental theorem of Weierstrass (see [119]). For properties and
further details about the Bernstein polynomials, see the book of R. A. deVore and G.
G. Lorentz [32].
Considering the degree n ∈ N, x ∈ [0, 1] and a function f ∈ R[0,1], we have the
following definition:
Definition 1.2.5. The n−th degree Bernstein polynomial Bn f : [0, 1] → R of the
function f is defined by
Bn f :=
n
∑
k=0
f
(
k
n
)
· bn,k,
where the Bernstein fundamental functions are
bn,k(x) :=
{
(nk) · xk(1− x)n−k , for 0 ≤ k ≤ n,
0 , otherwise.
Proposition 1.2.6. (Properties of the Bernstein operator (see [32]))
a) R[0,1] is endowed with the canonical operations of addition and scalar multiplication for
functions, so the Bernstein operator Bn is a linear operator from R[0,1] onto the subspace
Πn[0, 1] of polynomials of highest degree n on the interval [0, 1].
b) The Bernstein operator is discretely defined, since Bn f only depends on the (n+1) func-
tion values f
(
k
n
)
, 0 ≤ k ≤ n.
c) For the case n = 0, the Bernstein operator is not defined. Sometimes, it is set to be
B0 f := f (0).
d) If f is non-negative, then this also holds for Bn f .
e) We have endpoint interpolation as follows:
Bn( f ; 0) = f (0), Bn( f ; 1) = f (1).
f) The Bernstein operator reproduces linear polynomials, i.e., for every linear polynomial
L ∈ Π1[0, 1], we have
BnL = L.
Remark 1.2.7. Because of the above proposition, we say that the Bernstein operator
is a positive, linear operator.
The second moment of the Bernstein operator is given in the sequel.
Proposition 1.2.8. It is well known that the second moment of the Bernstein polynomial is
equal to
Bn((e1 − x)2; x) = x(1− x)n ,
where ei(x) = xi, for i ≥ 0.
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Definition 1.2.9 (Forward differences of r−th order with increment n). Let (ak) a
finite or infinite sequence of real numbers. For suitable indices k and n, we denote
with ∆nak the difference ak+n − ak between two elements of a sequence with differ-
ence (step size) n. More generally, for suitable r ∈N0, denote
∆rnak :=
{
ak, if r = 0,
∆n(∆r−1n ak), otherwise,
the (Forward-) Difference of r− Order with increment step (step size) n.
Proposition 1.2.10 (Derivatives of the Bernstein Polynomial). Let 0 ≤ r ≤ n. Then
the r−th derivative (Bn f )(r) of the n−th Bernstein polynomial has the form:
(Bn f )(r) =
n−r
∑
k=0
nr∆r1
n
f
(
k
n
)
bn−r,k,
where nr = n(n− 1) · . . . · (n− r + 1) is the r−th decreasing factorial of n terms.
Corollary 1.2.11. We obtain for the Bernstein polynomial of the first derivative in the end-
points:
a) (Bn f )′(0) =
f( 1n )− f (0)
1
n
b) (Bn f )′(1) =
f (1)− f(1− 1n )
1
n
1.2.2 King operators
P. P. Korovkin [71] introduced in 1960 a result stating that if (Ln) is a sequence of
positive linear operators on C[a, b], then
lim
n→∞ Ln( f )(x) = f (x)
for each f ∈ C[a, b] holds, if and only if
lim
n→∞ Ln(ei(x)) = ei(x)
for the three functions ei(x) = xi, i = 0, 1, 2. There are a lot of well-known opera-
tors, like the Bernstein, the Mirakjan-Favard-Szász and the Baskakov operators, that
preserve e0 and e1 (see [67]). However, these operators do not reproduce e2. We are
now interested in a non-trivial sequence of positive linear operators (Ln) defined on
C[0, 1], that preserve e0 and e2:
Ln(e0)(x) = e0(x) and Ln(e2)(x) = e2(x), n = 0, 1, 2, . . . .
In [67] J. P. King defined the following operators.
Definition 1.2.12. Let (rn(x)) be a sequence of continuos functions with 0 ≤ rn(x) ≤
1. Let Vn : C[0, 1]→ C[0, 1] be given by:
Vn( f ; x) =
n
∑
k=0
(
n
k
)
(rn(x))k(1− rn(x))n−k f
(
k
n
)
=
n
∑
k=0
vn,k(x) · f
(
k
n
)
,
for f ∈ C[0, 1], 0 ≤ x ≤ 1. vn,k are the fundamental functions of the Vn operator.
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Remark 1.2.13. For rn(x) = x, n ∈ N, the positive linear operators Vn given above
reduce to the Bernstein operator.
Proposition 1.2.14 (Properties of Vn).
1. Vn(e0) = 1 and Vn(e1; x) = rn(x);
2. Vn(e2; x) =
rn(x)
n +
n−1
n (rn(x))
2;
3. lim
n→∞Vn( f ; x) = f (x) for each f ∈ C[0, 1], x ∈ [0, 1], if and only if
lim
n→∞ rn(x) = x.
4. The second moment in the general case is given by
Vn((e1 − x)2; x) := rn(x)n +
n− 1
n
(rn(x))2 − 2xrn(x) + x2
=
1
n
rn(x)(1− rn(x)) + (rn(x)− x)2, (1.2.1)
where 0 ≤ rn(x) ≤ 1 are continuous functions.
For special ("right") choices of rn(x) = r∗n(x), J. P. King showed in [67] that the
following theorem holds.
Theorem 1.2.15. (see Theorem 1.3. in [50]) Let (V∗n )n∈N be the sequence of operators
defined before with
r∗n(x) :=
{
r∗1(x) = x
2, for n = 1,
r∗n(x) = − 12(n−1) +
√
n
n−1 x2 +
1
4(n−1)2 , for n = 2, 3, . . .
Then we get V∗n (e2; x) = x2, for n ∈ N, x ∈ [0, 1] and V∗n (ex; x) 6= e1(x). V∗n is not a
polynomial operator.
The fundamental functions of this operator, namely
v∗n,k(x) =
(
n
k
)
(r∗n(x))k(1− r∗n(x))n−k,
satisfy ∑nk=0 v
∗
n,k(x) = 1, for n = 1, 2, . . ..
Proposition 1.2.16 (Properties of r∗n).
i) 0 ≤ r∗n(x) ≤ 1, for n = 1, 2, . . ., and 0 ≤ x ≤ 1.
ii) lim
n→∞ r
∗
n(x) = x for 0 ≤ x ≤ 1.
The second moment of the special King-type operators V∗n is given by
V∗n ((e1 − x)2; x) = 2x(x− r∗n(x)),
so we discriminate between two cases.
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The first case is n = 1, so r∗n(x) = x2 and the second moment is
V∗1 ((e1 − x)2; x) = 2x2(1− x).
For the second case, n = 2, 3, . . ., we have
r∗n(x) = −
1
2(n− 1) +
√(
n
n− 1
)
x2 +
1
4(n− 1)2 ,
so the second moment is (see Theorem 2.2.14):
V∗n ((e1 − x)2; x) = 2x(x− r∗n(x)) = 2x(x−V∗n (e1; x)).
The interest is now in finding rn, such that the second moment is minimal. Such
an approach was given in the thesis of P. Pit¸ul [93]. There it was proven, that if the
function
rminn (x) :=

0 , x ∈ [0, 12n )
2nx−1
2n−2 , x ∈ [ 12n , 1− 12n ]
1 , x ∈ (1− 12n , 1]
is given, then the minimum value of the second moment is obtained. For the mini-
mal second moments of Vminn , the following representation was given
Vminn ((e1 − x)2; x) :=

x2 , x ∈ [0, 12n )
1
n−1 (x(1− x)− 14n ) , x ∈ [ 12n , 1− 12n ]
(1− x)2 , x ∈ (1− 12n , 1]
1.2.3 The Bernstein-Stancu operator
The following generalization of the classical Bernstein operators was introduced
by D.D. Stancu in 1972 (see [109], [49]). For α, β,γ positive numbers with α ≥ 0
and 0 ≤ β ≤ γ, the definition of the Bernstein-Stancu positive linear operators
S<α,β,γ>n : C[0, 1]→ Πn is:
S<α,β,γ>n ( f ; x) :=
n
∑
k=0
s(α)n,k (x) · f
(
k + β
n + γ
)
, x ∈ [0, 1], (1.2.2)
where s(α)n,k (x) are the fundamental polynomials
s(α)n,k (x) :=
(
n
k
)
x[k,−α] · (1− x)[n−k,−α]
1[n,−α]
, x ∈ [0, 1], k = 0, . . . , n.
Here x[k,−α] is the factorial power of order k with step −α of x, i.e.,
x[0,−α] = 1,
x[k,−α] = x · (x + α) · . . . · (x + (k− 1)α), k ∈N.
When α = β = γ = 0, we obtain the definition for the Bernstein operators. This is
the reason why they are called "Bernstein-Stancu"-type operators.
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We are interested in the case α = 0. Then the operators S<0,β,γ>n can be written
according to (1.2.2) as
S<0,β,γ>n ( f ; x) =
n
∑
k=0
bn,k(x) · f
(
k + β
n + γ
)
,
for bn,k the fundamental Bernstein polynomials.
One important result that we will use later on involves powers of the operator
S<0,β,γ>n . For a detailed proof see the proof of Theorem 4.32 in [93].
Theorem 1.2.17. If n ∈N is fixed, then for all f ∈ C[0, 1], x ∈ [0, 1]
lim
m→∞
[
S<0,β,γ>n
]m
( f ; x) = b0e0(x),
where b0 = b0( f ) is a convex combination of the values of the function f that appear in the
operator’s definition, namely
b0 =
n
∑
j=0
dj f
(
j + β
n + γ
)
,
with suitable dj ∈ R.
1.2.4 The Bernstein-Durrmeyer operator with Jacobi weights
The Durrmeyer operators, which were introduced by J.L. Durrmeyer in 1967 in his
thesis [34], were given on L2[0, 1] as a modification of the Bernstein operators. They
were then generalized as follows:
We consider the Jacobi weight on (0, 1) to be
w(α,β)(x) = xα(1− x)β, α, β > −1,
and denote L1
w(α,β)
(0, 1) the space of Lebesgue-measurable functions f on (0, 1), such
that the norm
‖ f ‖w(α,β) :=
√√√√√ 1∫
0
f 2(x)w(α,β)(x)dx
is finite.
The operators D(α,β)n : L1w(α,β)(0, 1)→ C[0, 1] are defined by
D(α,β)n ( f ; x) :=
n
∑
k=0
bn,k(x) ·
1∫
0
bn,k(t) f (t)w(α,β)(t)dt
1∫
0
bn,k(t)w(α,β)(t)dt
,
where bn,k are the Bernstein fundamental functions, and they are called the general-
ized Durrmeyer operators w.r.t. the Jacobi weight w(α,β).
They are also called Bernstein-Jacobi operators because for any function f ∈
C[0, 1], D(α,β)n f can be written as a linear combination of Jacobi polynomials. These
22
1.2 Positive linear operators
operators have the properties of being self-adjoint and commutative, properties in-
herited from the classical Durrmeyer operators. More details and properties can be
found in [90], [13], [14].
In order to investigate the behaviour of the over-iterates of the Bernstein-Durrmeyer
operator, we recall the following theorem that was proven in [93].
Theorem 1.2.18. (see Theorem 4.40 in [93]) If n ∈ N is fixed, then for all f integrable on
[0, 1] and x ∈ [0, 1], we have
lim
m→∞
[
D(α,β)n
]m
( f ; x) =
 1∫
0
f (t) · tα · (1− t)βdt
 e0(x).
As one can conclude from the above result, the over-iterates of the operator tend
toward a constant function.
1.2.5 The Hermite-Fejér interpolation operator
L. Fejér (see [38]) gave one proof of Weierstrass’s approximation theorem by means
of interpolation polynomials. We recall here his result as follows.
The classical Hermite-Fejér interpolation operator is a positive linear operator de-
fined by
H2n−1( f ; x) :=
n
∑
k=1
f (xk)(1− x · xk)
(
Tn(x)
n(x− xk)
)2
,
where f ∈ C[−1, 1] and xk = cos
(
2k−1
2n pi
)
, 1 ≤ k ≤ n, are the zeroes of Tn(x) =
cos(n · arccos(x)), −1 ≤ x ≤ 1, the n−th Chebyshev polynomial of the first kind.
Remark 1.2.19 (Properties of H2n−1, see [38], [59]).
• H2n−1( f , x) is the unique polynomial of degree ≤ 2n− 1 such that
H2n−1( f ; xk) = f (xk), for k = 1, 2, . . . , n,
and
H
′
2n−1( f ; xk) = 0, k = 1, 2, . . . , n.
• It is well-known that, for all x ∈ [−1, 1],
(1− x · xk)
(
Tn(x)
n(x− xk)
)2
≥ 0
and
n
∑
k=1
(1− x · xk)
(
Tn(x)
n(x− xk)
)2
= 1.
The result of L. Fejér is presented next.
Theorem 1.2.20. (L. Fejér, [38]) If f ∈ C[−1, 1] then lim
n→∞ ‖H2n−1( f )− f ‖ = 0, where
‖·‖ denotes the uniform norm on the space C[−1, 1].
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Next, let xj be the node nearest to x, for −1 ≤ x ≤ 1. If two such nodes exist, let
xj be either of them.
Another result we will need in the sequel is a lemma given by O. Kiš (see [68], p.
30).
Lemma 1.2.21. (O. Kiš) Let −1 ≤ x = cos θ ≤ 1, xk = cos θk, θk = 2k−12n · pi, for
k = 1, 2, . . . , n and xj be the node closest to x. Then∣∣θ − θj∣∣ ≤ pi2n |cos nθ| .
The second moment of this operator is given as follows.
H2n−1((e1 − x)2; x) =
n
∑
k=1
(xk − x)2 · (1− x · xk) ·
(
Tn(x)
n(x− xk)
)2
=
1
n2
T2n(x)
n
∑
k=1
(1− x · xk)︸ ︷︷ ︸
=n
=
1
n
T2n(x).
1.2.6 The quasi-Hermite-Fejér operator
The quasi Hermite-Fejér operators were first considered by P. Szász in [114]. The
interest was to find a uniquely defined polynomial of degree less than or equal to
2n + 1, that satisfies the conditions
L( f ; xv) = f (xv), for 0 ≤ v ≤ n + 1,
L
′
( f ; xv) = 0, for 1 ≤ v ≤ n,
for the fundamental nodes x1, . . . , xn ∈ (−1, 1), x0 = −1, xn+1 = 1.
The quasi-Hermite-Fejér interpolation operator Qn : C[−1, 1]→ Π2n+1 with arbi-
trary nodes has the form:
Qn( f ; x) := f (−1) · 1− x2w(−1)2 · w(x)
2 + f (1) · 1+ x
2w(1)2
· w(x)2+
+
n
∑
v=1
f (xv) · 1− x
2
1− x2v
· [1+ cv(x− xv)] ·
(
w(x)
w′(xv)(x− xv)
)2
,
for w(x) = c · n∏
v=1
(x− xv), c 6= 0 and
cv =
2xv
1− x2v
− w
′′(xv)
w′(xv)
, 1 ≤ v ≤ n.
For all x ∈ [−1, 1], 1 + cv(x− xv) ≥ 0. From this inequality we can say that Qn is a
positive linear operator.
All of this holds especially for the zeroes of a Jacobi-Polynomial Pα,βn , for 0 ≤
α, β ≤ 1.
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We are interested in the approximation behaviour of a special case of knots, mean-
ing Chebyshev knots of the second kind. For the zeroes of the Jacobi-Polynomials
P
1
2 ,
1
2
n (for α = β = 12 ), the quasi-Hermite-Fejér interpolation polynomial has the form
Qn( f ; x) :=
n+1
∑
v=0
f (xv) · Fn,v(x) ·U2n(x),
where Un(x) is the n−th Chebyshev polynomial of the second kind with roots xv =
cos
( v
n+1 · pi
)
, for 1 ≤ v ≤ n and with
Fn,v(x) :=

1−x
2(n+1)2 , for v = 0,
(1−x2)(1−xv·x)
(n+1)2(x−xv)2 , for 1 ≤ v ≤ n,
1+x
2(n+1)2 , for v = n + 1.
Qn is a positive linear operator, for all n ≥ 1.
It holds
Un(x) =
sin((n + 1) arccos x)
sin(arccos x)
,
and we have the relations:
Un(±1)2 = (n + 1)2 and
(1− x2v) ·U′n(xv) = (−1)v+1(n + 1).
This operator also reproduces constant functions. The second moment of the op-
erator is given by
Qn((e1 − x)2; x) = (1− x2) · U
2
n(x)
n + 1
,
while the first moment is
Qn(e1 − x; x) = (1− x
2)Un(x)
n + 1
{Tn+1(x)− x ·Un(x)},
for Tn+1(x) = cos((n + 1) arccos x).
1.2.7 The almost-Hermite-Fejér operator
The so-called almost-Hermite-Fejér interpolation was studied by many authors. For
reference, we recall a paper in which a survey presenting results in this setting,
including our particular case, is given, paper written by H. Gonska in 1982 [43].
Let us consider an (r, s)−Hermite-Fejér interpolation operator
Fr,s;n : C[−1, 1]→ Π2n+r+s−1
and the image of a function f ∈ C[−1, 1] under such an operator. Then we get the
uniquely determined algebraic polynomial that, for a fixed sequence of nodes
1 = x0 > x1 > . . . > xn > xn+1 = −1,
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satisfies the 2n + r + s conditions
Fr,s;n( f ; xv) = f (xv), (Fr,s;n f )
′
(xv) = 0, for 1 ≤ v ≤ n,
Fr,s;n( f ; 1) = f (1) for r ≥ 1, (Fr,s;n f )(ρ)(1) = 0, for 1 ≤ ρ ≤ r− 1,
Fr,s;n( f ;−1) = f (−1) for s ≥ 1, (Fr,s;n f )(σ)(−1) = 0, for 1 ≤ σ ≤ s− 1.
Given the fact that the nodes x1, x2, . . . , xn ∈ (−1, 1) are distributed like this, it is
natural to analyse (r, s)−Hermite-Fejér formulas based on the endpoints±1 and the
roots x1, . . . , xn of the Jacobi polynomials P
α,β
n , α, β > −1. This process was treated
by many authors (see [43], [117], [69], [81] and the references in these papers). Then
the corresponding operators are F(α,β)r,s;n . We consider the particular case (r, s) = (1, 0)
and the corresponding operators F(α,β)1,0;n are the almost-Hermite-Fejér-interpolation
operators. They are given by the formula
F(α,β)1,0;n ( f ; x) := f (1) ·
w(x)2
w(1)2
+
n
∑
v=1
f (xv) · 1− x1− xv [1+ c
∗
v(x− xv)] · lv(x)2,
where lv denotes the v−th Lagrange fundamental polynomial and
w(x) =
n
∏
v=1
(x− xv).
Furthermore,
c∗v =
1
1− xv −
w
′′(xv)
w′(xv)
.
If 1 + c∗v(x − xv) ≥ 0 for all x ∈ [−1, 1], then the above operator is positive and
linear. If the nodes x1, . . . , xn are the zeroes of a Jacobi polynomial P
(α,β)
n , then this is
the case for all n if and only if (α, β) ∈ [0, 1]× (−1, 0].
One interesting case that we now cover is for (α, β) =
( 1
2 ,− 12
)
, in which case the
corresponding operators are positive and the property of uniform convergence for
every f ∈ C[−1, 1] holds. For this choice of (α, β) the operators have the following
form (see [115]):
F(
1
2 ,− 12 )
1,0;n ( f ; x) := f (1) ·
w(x)2
w(1)2
+
n
∑
v=1
f (xv) · 1− x1− xv ·
1− xxv
1− x2v
· lv(x)2,
where
w(x) =
sin 2n+12 arccos x
sin 12 arccos x
, xv = cos
2v
2n + 1
pi, 1 ≤ v ≤ n,
and lv is the vth Lagrange fundamental polynomial. For the above positive opera-
tors it holds
F(
1
2 ,− 12 )
1,0;n (e0; x) = 1.
For these operators F(
1
2 ,− 12 )
1,0;n based upon the roots of the Jacobi polynomials P
( 12 ,− 12 )
n
and the endpoint 1, we have for all n ≥ 2 that the first absolute moment (see [43]
and [73]) is given by
F(
1
2 ,− 12 )
1,0;n (|e1 − x| ; x) ≤ c ·
1+
√
1− x2 · ln n
2n + 1
,
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for a suitable constant c. The second moment is given by the following equality (see
[42]):
F(
1
2 ,− 12 )
1,0;n ((e1 − x)2; x) =
2(1− x) · w(x)2
3n
,
while the absolute value of the first moment (see [42]) satisfies∣∣∣∣F( 12 ,− 12 )1,0;n (e1 − x; x)∣∣∣∣ = 1(2n + 1)2 · ∣∣(1− x) · w(x) · [2(1− x2) · w′(x) + (2nx− 1)w(x)]∣∣
≤ 4
√
1− x · |w(x)|
n
, n ≥ 2.
1.2.8 Convolution-type operators
These types of operators were treated by many authors, like J. -D. Cao, H. Gonska
and H. -J. Wenz (see [21]). The following concepts, as well as the given applications,
can also be found in [101].
One of the first authors to give the following definition was H. G. Lehnhoff in
[74]:
Definition 1.2.22. For the case X = [−1, 1], given a function f ∈ C(X) and any
natural number n, the convolution operator Gm(n) is given by
Gm(n)( f ; x) :=
1
pi
·
∫ pi
−pi
f (cos(arccos(x) + υ)) · Km(n)(υ)dυ,
where the kernel Km(n) is a positive and even trigonometric polynomial of degree
m(n) satisfying ∫ pi
−pi
Km(n)(υ)dυ = pi,
meaning that Gm(n)(e0; x) = 1, for x ∈ X.
It is clear that Gm(n)( f ; ·) is an algebraic polynomial of degree m(n) and the kernel
Km(n) has the following form:
Km(n)(υ) =
1
2
+
m(n)
∑
k=1
ρk;m(n) · cos(kυ),
for υ ∈ [−pi,pi].
We also need another result that goes back to H.G. Lehnhoff [74]:
Lemma 1.2.23. For x ∈ X, the equality
Gm(n)((e1 − x)2; x) = x2
{
3
2
− 2 · ρ1;m(n) +
1
2
· ρ2;m(n)
}
+ (1− x2) ·
{
1
2
− 1
2
· ρ2;m(n)
}
holds. Here e1 denotes the first monomial given by e1(t) = t for |t| ≤ 1.
The first moment of the convolution-type operator (see [20]) is given by:
Gm(n)(e1 − x; x) = x · [ρ1;m(n) − 1].
The above lemma gives the second moment of the convolution-type operator,
which, along with the first moment, will be needed in the sequel.
Furthermore, we take into account different degrees m(n) and different convolu-
tion operators, respectively.
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1.2.8.1 Convolution operators with Fejér-Korovkin kernel
If we consider degree m(n) = n− 1, for n ∈ N, the Fejér-Korovkin kernel is given
by
Kn−1(υ) =
1
n + 1
(
sin
(
pi
n+1
) · cos ((n + 1) υ2 )
cos(υ)− cos ( pin+1)
)2
with
ρ1;n−1 = cos
(
pi
n + 1
)
, ρ2;n−1 =
n
n + 1
cos
(
2pi
n + 1
)
+
1
n + 1
.
Using the latter relations, we get
Gn−1
(
(e1 − x)2; x
) ≤ ∣∣∣∣32 − 2 · ρ1;n−1 + 12ρ2;n−1
∣∣∣∣+ 12 |1− ρ2;n−1|
≤
∣∣∣∣32 − 2 · cos
(
pi
n + 1
)
+
1
2(n + 1)
+
n
2(n + 1)
· cos
(
2pi
n + 1
)∣∣∣∣
+
1
2
·
∣∣∣∣1− 1n + 1 − nn + 1 · cos
(
2pi
n + 1
)∣∣∣∣
≤ 3 ·
(
pi
n + 1
)2
+
(
pi
n + 1
)2
= 4 ·
(
pi
n + 1
)2
.
1.2.8.2 Convolution operators with de La Vallée Poussin kernel
We now have degree m(n) = n ∈ N0 and we define the de La Vallée Poussin
kernel by
Vn(υ) =
(n!)2
(2n)!
·
(
2 cos
(υ
2
))2n
,
with
ρ1;n =
n
n + 1
, ρ2;n =
(n− 1)n
(n + 1)(n + 2)
.
Using the two relations, we have for the second moment:
Gn
(
(e1 − x)2; x
) ≤ ∣∣∣∣32 − 2nn + 1 + 12 · n(n− 1)(n + 1)(n + 2)
∣∣∣∣
+
1
2
∣∣∣∣1− n(n− 1)(n + 1)(n + 2)
∣∣∣∣
≤
∣∣∣∣ 3(n + 1)(n + 2)
∣∣∣∣+ ∣∣∣∣ 2n + 1(n + 1)(n + 2)
∣∣∣∣
≤ 2
n + 1
.
We also know
Gn(e1; x) = ρ1;n · x = nn + 1 · x,
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which implies that
Gn(e1; x)− x = nn + 1 · x− x = x ·
(
n
n + 1
− 1
)
= −x · 1
n + 1
.
1.2.8.3 Convolution operators with Jackson kernel
Finally, the last operator we consider is of degree m(n) = 2n− 2, with n ∈N. For
this, the Jackson kernel has the form
J2n−2(υ) =
3
2n(2n2 + 1)
·
(
sin
(
n υ2
)
sin
(
υ
2
) )4 ,
with
ρ1;2n−2 =
2n2 − 2
2n2 + 1
, ρ2;2n−2 =
2n3 − 11n + 9
n(2n2 + 1)
,
and the second moment satisfying
G2n−2
(
(e1 − x)2; x
) ≤ ∣∣∣∣32 − 4n2 − 42n2 + 1 + 12 · 2n3 − 11n + 9n(2n2 + 1)
∣∣∣∣
+
1
2
·
∣∣∣∣1− 2n3 − 11n + 9n(2n2 + 1)
∣∣∣∣
≤
∣∣∣∣ 92n(2n2 + 1)
∣∣∣∣+ ∣∣∣∣ 12n− 92n(2n2 + 1)
∣∣∣∣
≤ 6
2n2 + 1
≤ 3
n2
.
1.2.9 Shepard-type operators
We present some Shepard-type operators defined in the general setting. An example
of such operators goes back to the work of I. K. Crain, B. K. Bhattacharyya [28] and
D. Shepard [104] and was first investigated by W. J. Gordon and J. A. Wixom [60].
Other important references are, e.g., the Habilitationsschrift [45] and the paper [44],
both of H. Gonska. In both of the latter references, we have the following:
Definition 1.2.24. (see Definition 3.2. in [100]) Let (X, d) be a metric space and let
x1, . . . , xn be a finite collection of distinct points in X. We further suppose that for
each n-tuple (x1, . . . , xn) we have a finite given sequence (µ1, . . . , µn) of real num-
bers µi > 0. Then the Crain-Bhattacharyya-Shepard (CBS) operator is given by
Sn( f ; x) := S
µ1,...,µn
x1,...,xn ( f ; x) :=

n
∑
i=1
f (xi) · d(x,xi)
−µi
n
∑
l=1
d(x,xl)−µl
, x 6∈ {x1, . . . , xn},
f (xi) , otherwise.
Here x ∈ X and f is a real-valued function defined on X.
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Remark 1.2.25. (see Remark 3.3. in [100])
From the above definition, we can state that Sn is a positive linear operator on
C(X) that satisfies Sn(1X; x) = 1, for all x ∈ X. Also it holds that Sn( f ; xi) = f (xi),
for all xi, 1 ≤ i ≤ n.
If we restrict ourselves to the simpler case 1 ≤ µ = µ1 = . . . = µn, we denote the
corresponding operator by Sµn . This looks like
Sµn( f ; x) :=

n
∑
i=1
f (xi) · d(x,xi)
−µ
n
∑
l=1
d(x,xl)−µ
, x 6∈ {x1, . . . , xn},
f (xi) , otherwise,
=

n
∑
i=1
f (xi) · sµi (x) , x 6∈ {x1, . . . , xn},
f (xi) , otherwise,
(1.2.3)
while the second moment of this CBS operator can be written as
Sµn(d2(·, x); x) =

n
∑
i=1
d(x,xi)2−µ
n
∑
l=1
d(x,xl)−µ
, x 6∈ {x1, . . . , xn},
0 , otherwise.
(1.2.4)
For a second special case, we take X = [0, 1] and the metric d(x, y) := |x− y|,
for x, y ∈ X. Then we get the CBS operator Sµn+1 based on n + 1 equidistant points
xi = in , 0 ≤ i ≤ n, given by
Sµn+1( f ; x) :=

n
∑
i=0
f (xi) · |x−
i
n |−µ
n
∑
l=0
|x− ln |−µ
, x 6∈ {x0, . . . , xn}
f (xi) , otherwise.
(1.2.5)
1.2.10 A piecewise linear interpolation operator S∆n
We consider the operator S∆n : C[0, 1] → C[0, 1] (see [46]) interpolating the function
at the points 0, 1n , . . . ,
k
n , . . . ,
n−1
n , 1, which can be explicitely described as
S∆n( f ; x) =
1
n
n
∑
k=0
[
k− 1
n
,
k
n
,
k + 1
n
; |α− x|
]
α
f
(
k
n
)
,
where [a, b, c; f ] = [a, b, c; f (α)]α denotes the divided difference of a function f :
D → R on the (distinct knots) {a, b, c} ⊂ D, D ⊂ R, w.r.t. α.
Proposition 1.2.26 (Properties of S∆n ).
i) S∆n is a positive, linear operator preserving linear functions.
ii) S∆n preserves monotonicity and convexity/concavity.
iii) S∆n( f ; 0) = 0, S∆n( f ; 1) = f (1).
iv) If f ∈ C[0, 1] is convex, then S∆n f is also convex and we have: f ≤ S∆n f .
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The operator S∆n can also be given as follows:
S∆n f (x) :=
n
∑
k=0
f
(
k
n
)
un,k(x),
for f ∈ C[0, 1] and x ∈ [0, 1], where un,k ∈ C[0, 1] are piecewise linear and continu-
ous functions, such that
un,k
(
l
n
)
= δkl , k, l = 0, . . . , n.
We now give the second moment of the operator. For x ∈
[
k−1
n ,
k
n
]
, we have
S∆n((e1 − x)2; x) = n
(
x− k− 1
n
)(
k
n
− x
) [(
k
n
− x
)
−
(
k− 1
n
− x
)]
=
(
x− k− 1
n
)(
k
n
− x
)
,
which is maximal when x = 2k−12n . This implies
S∆n((e1 − x)2; x) ≤
1
4n2
.
1.2.11 The BLaC operator: Definitions and Properties
The idea to examine BLaC operators comes from the BLaC-wavelets (Blending of
Linear and Constant wavelets), introduced around 1996 by G. P. Bonneau, S. Hahmann
and G. Nielson (see [16]). They present a multiresolution analysis that implies a
function representation at multiple levels of detail. This is a tool for handling large
sets of data. The wavelet coefficients are the ones who store the loss of detail in each
level of representation. The wavelets are basis functions encoding the difference
between two succesive levels. Throughout their work, they discriminate among
Haar and linear wavelets. The Haar wavelets are not continuous, but have perfect
locality, while the linear ones are continuous, but the regularity they possess can be
a drawback. A compromise between the locality of the analysis and the regularity
of the approximation is desired.
This compromise is obtained by using a blending parameter 0 < ∆ ≤ 1. We now
introduce the operator. The results that appear in the sequel are also present in [101].
Definition 1.2.27. (see [47]) For f ∈ C[0, 1] and x ∈ [0, 1], the BLaC operator is given
by
BLn( f ; x) :=
2n−1
∑
k=−1
f (ηnk ) · ϕnk (x).
Now we explain the definition.
For the real blending parameter, the scaling functions ϕ∆ : R→ [0, 1] are given by
ϕ∆ :=

x
∆ , for 0 ≤ x < ∆,
1, for ∆ ≤ x < 1,
− 1∆ · (x− 1−∆), for 1 ≤ x < 1+∆,
0, else .
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Remark 1.2.28. For ∆ = 1, ϕ∆ reduces to B-Spline functions of first order (or hat-
functions), while for the case ∆ → 0 the piecewise constant functions are obtained.
That’s why we choose ∆ ∈ (0, 1].
For the index k = −1, . . . , 2n − 1, n ∈ N, by dilatation and translation of ϕ∆ we
obtain the family of fundamental functions:
ϕnk (x) := ϕ∆(2
nx− k), x ∈ [0, 1].
The midpoints ηnk of the support line of each fundamental function ϕ
n
k are given by
ηnk :=
k
2n
+
1
2
· 1+∆
2n
, for k = 0, . . . , 2n − 2.
For k ∈ {−1, 2n − 1} let ηn−1 := 0 and ηn2n−1 := 1.
Proposition 1.2.29. (Properties of the BLaC operator, see [47])
i) BLn : C[0, 1]→ C[0, 1] is positive and linear;
ii) BLn is a modification of the piecewise linear interpolation operator S∆n,1;
iii) BLn interpolates f at ηnk , k = −1, . . . , 2n − 1 (also at the endpoints 0 and 1);
iv) BLn reproduces constant functions;
v) The first absolute moment of the BLaC operator is:
BLn(|e1 − x| ; x) =
2n−1
∑
k=−1
|ηnk − x| · ϕnk (x) ≤
1
2n
, for all x ∈ [0, 1];
vi) The second moment of the BLaC operator is given by:
BLn((e1 − x)2; x) =
2n−1
∑
k=−1
(ηnk − x)2 · ϕnk (x) ≤
1
22n
, for all x ∈ [0, 1].
1.2.12 The Mirakjan-Favard-Szász operator
The Mirakjan-Favard-Szász operators (see e.g. [6]) were independently introduced
by G.M. Mirakjan (see [82]) in 1941 and by J. Favard and O. Szász (see [37] and
[113]). The classical n−th Mirakjan-Favard-Szász operator Mn is defined by
Mn( f ; x) := e−nx
∞
∑
k=0
(nx)k
k!
f
(
k
n
)
, (1.2.6)
for f ∈ E2, x ∈ [0,∞) ⊂ R and n ∈N. E2 is the Banach lattice
E2 :=
{
f ∈ C([0,∞)) : f (x)
1+ x2
is convergent as x → ∞
}
,
endowed with the norm ‖ f ‖∗ := sup
x≥0
| f (x)|
1+x2 .
The series on the right-hand side of (1.2.6) is absolutely convergent and E2 is iso-
morphic to C[0, 1]; (see [6], Sect. 5.3.9).
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1.2.13 The Baskakov operator
In the book of F. Altomare and M. Campiti [6] (Sect. 5.3.10), the classical positive,
linear Baskakov operators (An)n∈N are defined as follows:
An( f ; x) :=
∞
∑
k=0
f
(
k
n
)(
n + k− 1
k
)
xk
(1+ x)n+k
,
for every f ∈ E2 and x ∈ [0,∞[.
1.2.14 The Bleimann-Butzer-Hahn operator
In the same book [6] (Sect. 5.2.8), the Bleimann-Butzer-Hahn operators are also pre-
sented. For every n ∈ N the positive linear operator BHn : Cb([0,∞)) → Cb([0,∞))
is defined by
BHn( f )(x) :=
n
∑
k=0
f
(
k
n− k + 1
)
· bhn,k(x),
for every f ∈ Cb([0,∞)), x ∈ [0,∞), n ∈N.
The fundamental functions are given by
bhn,k(x) :=
1
(1+ x)n
·
(
n
k
)
xk.
1.3 Lagrange interpolation
Consider f ∈ C[−1, 1] and the infinite matrix X = {xk,n}n ∞k=1 n=1 with
−1 ≤ x1,n < x2,n < . . . < xn,n ≤ 1, for n = 1, 2, . . . .
The Lagrange fundamental functions are given by
lk,n(x) =
wn(x)
w′n(xk,n)(x− xk,n)
, 1 ≤ k ≤ n,
where wn(x) = ∏nk=1 (x− xk,n) and the Lagrange operator Ln : C[−1, 1] → Πn−1
(see [112]) is
Ln( f ; x) :=
n
∑
k=1
f (xk,n)lk,n(x).
The Lebesgue function of the interpolation is:
Λn(x) :=
n
∑
k=1
|lk,n(x)|,
and the Lebesgue constant is given by
Λn(X) := max−1≤x≤1
Λn(x).
It is also known (see [27], p. 13) that ‖Ln‖ < ∞ and
‖Ln‖ = ‖Λn‖∞
hold.
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Proposition 1.3.1 (Properties of the Lagrange operator).
i) The Lagrange operator is linear but only in exceptional cases positive.
ii) Ln( f ; xk,n) = f (xk,n), 1 ≤ k ≤ n.
iii) The Lagrange operator is idempotent: L2n = Ln.
iv)
n
∑
k=1
lk,n(x) = 1 holds, so Ln satisfies Ln(e0; x) = 1.
Remark 1.3.2. The Lebesgue function has been studied for different node systems. In
the sequel, we will use some known results for Chebyshev nodes.
First, we recall a result from [64] (see relation (3.1) there), for the fundamental
functions of a Lagrange interpolation based upon any infinite matrix X. It holds, for
α = 2, that
n
∑
k=1
|lk,n(x)|2 ≥ 14,−1 ≤ x ≤ 1. (1.3.1)
This was proven for a general α > 0 using Lemma 4 in a paper by P.Erdös and P.
Turán (see [36]).
We only consider the Lagrange operator with Chebyshev nodes (see [17], [27])
and the corresponding Lebesgue function.
Let Tn(x) = cos(n(arccos x)) and X = {cos[pi(2k− 1)/2n]}, i.e., when
xk,n = cos θk = cos
2k− 1
2n
· pi (k = 1, 2, . . . , n; n =∈N)
are the Chebyshev roots. For each n these nodes are the zeroes of the n-th Chebyshev
polynomial of the first kind.
In [107], the author illustrated the maximum of the Lebesgue function, which is
attained in ±1 (also see the citations in this paper). Asymptotic results can be given
for the Lebesgue constant
Λn(X) =
2
pi
log n +
2
pi
·
(
γ+ log
8
pi
)
+O
(
1
n2
)
,
where γ denotes Euler’s constant 0, 577.... For more results and references, see [17]
and [118].
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2 Univariate Chebyshev-Grüss Inequalities
2.1 Auxiliary and historical results
Here we list some classical results which we will need in the sequel.
The functional given by
T( f , g) :=
1
b− a
∫ b
a
f (x)g(x)dx− 1
b− a
∫ b
a
f (x)dx · 1
b− a
∫ b
a
g(x)dx,
where f , g : [a, b] → R are integrable functions, is well known in the literature as
the classical Chebyshev functional (see [25]).
We first recall the following result.
Theorem 2.1.1. (see [85]) Let f , g : [a, b] → R be bounded integrable functions, both
increasing or both decreasing. Furthermore, let p : [a, b]→ R+0 be a bounded and integrable
function. Then
∫ b
a
p(x)dx
∫ b
a
p(x) · f (x) · g(x)dx ≥
∫ b
a
p(x) · f (x)dx
∫ b
a
p(x) · g(x)dx. (2.1.1)
If one of the functions f or g is nonincreasing and the other nondecreasing, then inequality
(2.1.1) is reversed.
Remark 2.1.2. Inequality (2.1.1) is known as Chebyshev’s inequality. It was first
introduced by P. L. Chebyshev in 1882 in [24]. If p(x) = 1 for a ≤ x ≤ b, then
inequality (2.1.1) is equivalent to
1
b− a
∫ b
a
f (x) · g(x)dx ≥
(
1
b− a
∫ b
a
f (x)dx
)
·
(
1
b− a
∫ b
a
g(x)dx
)
.
We now cite another classical result involving the Chebyshev functional.
Theorem 2.1.3 (Chebyshev, 1882, see [9]). Let f , g ∈ [a, b] → R be absolutely continu-
ous functions. If f ′, g′ ∈ L∞([a, b]), then
|T( f , g)| ≤ 1
12
(b− a)2 · ∥∥ f ′∥∥∞ · ∥∥g′∥∥∞ .
The next result is the Grüss inequality for the Chebyshev functional.
Theorem 2.1.4. (Grüss, 1935, see [62]) Let f , g be integrable functions from [a, b] into R,
such that m ≤ f (x) ≤ M, p ≤ g(x) ≤ P, for all x ∈ [a, b], where m, M, p, P ∈ R. Then
|T( f , g)| ≤ 1
4
(M−m)(P− p).
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The functional L, given by L( f ) := 1b−a
∫ b
a f (x)dx, is linear and positive and sat-
isfies L(e0) = 1; here we denote ei(x) = xi, for i ≥ 0. In the sequel, we recall some
bounds for what we call the generalized Chebyshev functional
TL( f , g) := L( f · g)− L( f ) · L(g)
and give some new results.
Remark 2.1.5. We will use the terminology "Chebyshev-Grüss inequalities", referring
to Grüss inequalities for (special cases of) generalized Chebyshev functionals. These
inequalities have the general form
|TL( f , g)| ≤ E(L, f , g),
where E is an expression in terms of certain properties of L and some kind of oscil-
lations of f and g.
2.1.1 Results on compact intervals of the real axis
Another result we recall is a special form of a theorem given by D. Andrica and C.
Badea (see [10]):
Theorem 2.1.6. Let I := [a, b] be a compact interval of the real axis, B(I) the space of
real-valued and bounded functions defined on I, and L a positive linear functional satisfying
L(e0) = 1 where e0 : I 3 x 7→ 1. Assuming that for f , g ∈ B(I) one has m ≤ f (x) ≤ M,
p ≤ g(x) ≤ P for all x ∈ I, the following holds:
|TL( f , g)| ≤ 14 (M−m)(P− p). (2.1.2)
Remark 2.1.7. Note that the positive linear functional is not present on the right hand
side of the estimate.
The following pre-Chebyshev-Grüss inequality was given by A. Mc. D. Mercer
and P. R. Mercer (see [80]) in 2004.
Theorem 2.1.8. For a positive linear functional L : B(I)→ R, with L(e0) = 1, one has:
|TL( f , g)| ≤ 12 min{(M−m)L (|g− G|) , (P− p)L (| f − F|)}
where m ≤ f (x) ≤ M, p ≤ g(x) ≤ P for all x ∈ I, F := L f and G := Lg.
Remark 2.1.9. This is a more adequate result than (2.1.2) because the positive linear
functional appears on both the left and the right hand side of the inequality.
Using the least concave majorant of the modulus of continuity, the authors of [2]
obtained a Grüss inequality for the functional L( f ) = H( f ; x), where H : C[a, b] →
C[a, b] is a positive linear operator and x ∈ [a, b] is fixed. B. Gavrea and I. Gavrea
[40] were the first to observe the possibility of using moduli in this context.
For X = [a, b] the following weak inequality was given in [2]. It shows how non-
multiplicative the functional L( f ) is, for a given x ∈ [a, b].
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Theorem 2.1.10. If f , g ∈ C[a, b] and x ∈ [a, b] fixed, then the inequality
|T( f , g; x)| ≤ 1
4
ω˜
(
f ; 2 ·
√
2H((e1 − x)2; x)
)
· ω˜
(
g; 2 ·
√
2H((e1 − x)2; x)
)
holds, where T( f , g; x) := H( f · g; x)− H( f ; x) · H(g; x).
This was the first result in this setting, which we have further improved. In this
sense, we recall the following remark that was also given in [2].
Remark 2.1.11. The above result can be remarkably generalized by replacing ([a, b], |·|)
by a compact metric space (X, d), H((e1 − x)2; x) by H(d2(·, x); x), and
K(·, f ; C[a, b], C1[a, b]) by K(·, f ; C(X), Lip1).
Another pre-Chebyshev-Grüss inequality was given in [2] (see the proof of Theo-
rem 3 there).
We have
|T( f , g; x)|
≤ 1
2
·min{‖ f ‖∞ · ω˜(g, 4 · Ln(|e1 − x| ; x)); ‖g‖∞ · ω˜( f , 4 · Ln(|e1 − x| ; x))}, (2.1.3)
for f , g ∈ C[−1, 1] and x ∈ [−1, 1] fixed.
These auxiliary results can be applied to positive linear operators, just like in [2].
We will present such applications in the following section.
2.1.2 Applications for positive linear operators
2.1.2.1 Bernstein operator
By taking H = Bn in Theorem 2.1.10, a first Chebyshev-Grüss inequality for the
Bernstein operator was obtained (see Remark 2 in [2]).
Theorem 2.1.12. The Chebyshev-Grüss inequality
|Bn( f g; x)− Bn( f ; x)Bn(g; x)|
≤ 1
4
ω˜
(
f ; 2
√
2Bn((e1 − x)2; x)
)
· ω˜
(
g; 2
√
2Bn((e1 − x)2; x)
)
=
1
4
ω˜
(
f ; 2
√
2x(1− x)
n
)
· ω˜
(
g; 2
√
2x(1− x)
n
)
≤ 1
4
· ω˜
(
f ;
1√
2n
)
· ω˜
(
g;
1√
2n
)
holds, for two functions f , g ∈ C[0, 1].
2.1.2.2 Hermite-Fejér interpolation operator
If in Theorem 2.1.10 one takes H := H2n−1, then the following inequality holds.
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Theorem 2.1.13. For two functions f , g ∈ C[−1, 1], the inequality
|T( f , g; x)| = |H2n−1( f · g; x)− H2n−1( f ; x) · H2n−1(g; x)|
≤ 1
4
ω˜
(
f ;
2
√
2√
n
|Tn(x)|
)
· ω˜
(
g;
2
√
2√
n
|Tn(x)|
)
(2.1.4)
holds.
This result is dissapointing (see Remark 4 in [2]), because H2n−1 approximates
much faster than Bernstein. This is the reason why another approach was presented,
implying a pre-Chebyshev-Grüss inequality applied to our operator.
In the case of the Hermite-Fejér operator, the inequality (2.1.3) looks like:
|T( f , g; x)|
≤ 1
2
min
{
‖ f ‖∞ · ω˜
(
g;
40 · |Tn(x)| ln n
n
)
; ‖g‖∞ · ω˜
(
f ;
40 · |Tn(x)| ln n
n
)}
,
(2.1.5)
for f , g ∈ C[−1, 1] and x ∈ [−1, 1] fixed (see Theorem 8 in [2]). The first absolute
moment of the Hermite-Fejér interpolation operator was used here. In [45] it was
proven that the following estimate holds (see also the appendix in [2] for a detailed
proof).
H2n−1(|e1 − x| ; x) ≤ 4n |Tn(x)|
(√
1− x2 ln n + 1
)
≤ 10 |Tn(x)| ln nn , n ≥ 2.
The following remark states an important observation (see Remark 9 in [2]).
Remark 2.1.14. If one of the functions f or g in (2.1.5) is in Lip1, we have |T( f , g; x)| =
O
(
ln n
n
)
, n → ∞. The inequality (2.1.4) implies in this case only |T( f , g; x)| =
o
(
1√
n
)
. Also the relation (2.1.4) implies |T( f , g; x)| = O ( 1n) for f , g ∈ Lip1. This
cannot be concluded from (2.1.5).
2.1.2.3 Convolution-type operators
If in Theorem 2.1.10 one takes the convolution operators with the Fejér-Korovkin
kernel Km(n) for m(n) = n− 1, then it holds (see Remark 6 in [2])
|T( f , g; x)| = |Gn−1( f · g; x)− Gn−1( f ; x) · Gn−1(g; x)|
≤ 1
4
· ω˜
(
f ; 4
√
2
pi
n + 1
)
· ω˜
(
g; 4
√
2
pi
n + 1
)
= O
(
ω˜
(
f ;
1
n
)
· ω˜
(
g;
1
n
))
.
This is an improved result with respect to the ones for the Bernstein and the Hermite-
Fejér operators.
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2.1.3 Results on compact metric spaces
Let C(X) = CR(X, d) be the Banach lattice of real-valued continuous functions
defined on the compact metric space (X, d) and consider positive linear operators
H : C(X) → C(X) reproducing constant functions. For x ∈ X we take L = ex ◦ H,
so L( f ) = H( f ; x). We are interested in the degree of non-multiplicativity of such
operators. Consider two functions f , g ∈ C(X) and define the bilinear functional
T( f , g; x) := H( f · g; x)− H( f ; x) · H(g; x), x ∈ X.
We recall a pre-Chebyshev-Grüss inequality on a compact metric space which was
proven in [2].
For a linear bounded functional L : C(X) → R, reproducing constant functions,
where C(X) is a compact metric space with metric d, there exist positive linear func-
tionals L+, L−, |L| such that the following relations hold
L = L+ − L− and |L| = L+ + L−.
In the case of positivity of L, the relation |L| = L+ = L holds. Using the same idea
as for the proof of A. Mercer and P. Mercer’s inequality in Theorem 2.1.8, because
M − m = ω( f ; d(X)), P − p = ω(g; d(X)), where m = inf f (x), M = sup f (x),
p = inf g(x), P = sup g(x), the following inequality was proven in [2] (see Theorem
1 there).
Theorem 2.1.15. Let L : C(X)→ R be a linear, bounded functional, L(1) = 1, defined on
a compact metric space C(X). Then the inequality
|L( f g)− L( f )L(g)| ≤ 1
2
·min{ω( f ; d(X)) |L| (|g− G|),ω(g; d(X)) |L| (| f − F|)}
holds.
It was also shown through an example that the above inequality is sharp in the
sense that a non-positive functional A that reproduces constant functions exists,
such that equality occurs.
2.2 Main results
2.2.1 On Chebyshev’s Inequality
In this section we generalize Chebyshev’s inequalities from Theorem 2.1.1 and first
give bounds for TL( f , g) for continuously differentiable functions. The two results
in this section were already published in [57].
Although the proposition below appears to be well-known, we were unable to
locate a reference.
Proposition 2.2.1. Let L : C[a, b] → R be a positive linear functional with L(e0) = 1. If
f , g ∈ C[a, b] are both increasing (decreasing) functions, then the inequality
L( f · g) ≥ L( f ) · L(g)
holds.
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Proof. From the monotonicity of f and g we have
[ f (x)− f (y)] · [g(x)− g(y)] ≥ 0,
for all x, y ∈ [a, b], i.e.,
f (x) · g(x)− f (x) · g(y)− f (y) · g(x) + f (y) · g(y) ≥ 0.
Applying L with respect to the variable x to this last inequality gives
Lx( f · g)− g(y) · Lx( f )− f (y) · Lx(g) + f (y) · g(y) ≥ 0,
for all y ∈ [a, b]. Here we used that L(e0) = 1. If we now use L with respect to the
variable y, we get
Lx( f · g)− Ly(g) · Lx( f )− Ly( f ) · Lx(g) + Ly( f · g) ≥ 0,
and this is equivalent to
L( f · g) ≥ L( f ) · L(g).
Using the above Proposition 2.2.1, we will give a Chebyshev-Grüss inequality for
the functional L, so we now prove the following theorem (for a different proof, see
Theorem 4 in [2]):
Theorem 2.2.2. If L given as above is a positive linear functional with L(e0) = 1, then for
the bilinear functional
TL( f , g) := L( f · g)− L( f ) · L(g)
we have the inequality
|TL( f , g)| ≤
∥∥∥∥ f ′h′
∥∥∥∥
∞
·
∥∥∥∥ g′h′
∥∥∥∥
∞
· |TL(h, h)| ,
where f , g, h ∈ C1[a, b] and h′(t) 6= 0 for each t ∈ [a, b].
Proof.
We may suppose that h′(t) > 0, t ∈ [a, b]. Let F :=
∥∥∥ f ′h′ ∥∥∥∞, G := ∥∥∥ g′h′ ∥∥∥∞. Then all
four functions Fh± f , Gh± g are increasing. According to Chebyshev’s inequality,
we have
L[(Fh + f ) · (Gh + g)] ≥ L(Fh + f ) · L(Gh + g),
L[(Fh− f ) · (Gh− g)] ≥ L(Fh− f ) · L(Gh− g).
Adding these two inequalities yields
L[(Fh + f ) · (Gh + g)] + L[(Fh− f ) · (Gh− g)]
≥ L(Fh + f ) · L(Gh + g) + L(Fh− f ) · L(Gh− g)
⇐⇒ L(FGh2 + Fgh + G f h + f g) + L(FGh2 − Fgh− G f h + f g)
≥ [L(Fh) + L( f )] · [L(Gh) + L(g)] + [L(Fh)− L( f )] · [L(Gh)− L(g)]
⇐⇒ FG · L(h2) + F · L(gh) + G · L( f h) + L( f g) + FG · L(h2)
− F · L(gh)− G · L( f h) + L( f g)
≥ FG · [L(h)]2 + L(Fh) · L(g) + L( f ) · L(Gh) + L( f ) · L(g) + FG · [L(h)]2
− L(Fh) · L(g)− L( f ) · L(Gh) + L( f ) · L(g)
⇐⇒ 2 · FG · L(h2) + 2 · L( f · g) ≥ 2 · FG · [L(h)]2 + 2 · L( f ) · L(g)
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and dividing both sides by 2, we get
FG · [L(h2)− (Lh)2] ≥ (L f ) · (Lg)− L( f · g). (2.2.1)
Changing now g by −g in (2.2.1) yields
FG · [L(h2)− (Lh)2] ≥ −(L f ) · (Lg) + L( f · g). (2.2.2)
From (2.2.1) and (2.2.2) we derive
|L( f · g)− (L f ) · (Lg)| ≤ FG · (L(h2)− (Lh)2),
i.e.,
|TL( f , g)| ≤
∥∥∥∥ f ′h′
∥∥∥∥
∞
·
∥∥∥∥ g′h′
∥∥∥∥
∞
· |TL(h, h)| ,
and this is the desired inequality.
2.2.2 (Pre-) Chebyshev-Grüss inequalities on compact intervals of the real
axis
For X = [a, b], we give a sligthly better result that improves Theorem 2.1.10, by
removing the constant
√
2 in the arguments of the least concave majorants. This
proof was already presented in [100] (see Theorem 4.1. there). Again, the interest
is in the degree of non-multiplicativity of a positive linear operator H : C[a, b] →
C[a, b] reproducing constant functions. We state and prove the following:
Theorem 2.2.3. If f , g ∈ C[a, b] and x ∈ [a, b] is fixed, then the inequality
|T( f , g; x)| ≤ 1
4
ω˜
(
f ; 2
√
H((e1 − x)2; x)
)
· ω˜
(
g; 2
√
H((e1 − x)2; x)
)
(2.2.3)
holds. The constant 14 is sharp, i.e., there exist non-trivial pairs of functions f and g, such
that equality holds.
Proof. Let f , g ∈ C[a, b] and r, s ∈ C1[a, b]. Just like in the proof of Theorem 2.1.10
(see proof of Theorem 2 in [2]), we use the Cauchy-Schwarz inequality for positive
linear functionals:
|H( f ; x)| ≤ H(| f | ; x) ≤
√
H( f 2; x) · H(1; x) =
√
H( f 2; x),
so we have
T( f , f ; x) = H( f 2; x)− H( f ; x)2 ≥ 0.
Thus T is a positive bilinear form on C[a, b]. Using Cauchy-Schwarz for T, we obtain
|T( f , g; x)| ≤
√
T( f , f ; x)T(g, g; x) ≤ ‖ f ‖∞ · ‖g‖∞ .
As stated before, H : C[a, b] → C[a, b] is a positive linear operator that reproduces
constant functions, so that H(·; x), with fixed x ∈ [a, b], is a positive linear functional
that can be represented as
H( f ; x) =
∫ b
a
f (t)dµx(t),
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where µx is a probability measure on [a, b], i.e.,
∫ b
a dµx(t) = 1. The interest is in
finding an upper bound for the following:
|T( f , g; x)| = |T( f − r + r, g− s + s; x)|
≤ |T( f − r, g− s; x)|+ |T( f − r, s; x)|+ |T(r, g− s; x)|+ |T(r, s; x)| .
What is different from the proof of Theorem 2.1.10 is that we replace a part of the
proof with the following results. We first consider Theorem 4 from the same paper
[2]. Let the function h in this theorem be equal to e1. Then we can write
|T(r, s; x)| ≤ ∥∥r′∥∥∞ · ∥∥s′∥∥∞ · |T(e1, e1; x)|
and we know that
0 ≤ T(e1, e1; x) = H(e2; x)− H(e1; x)2 ≤ H((e1 − x)2; x).
This last inequality is true, because
H((e1 − x)2; x) = H(e2 − 2 · e1 · x + x2; x)
= H(e2; x)− 2 · x · H(e1; x) + x2 · H(e0; x)
≥ H(e2; x)− H(e1; x)2
is equivalent to
x2 − 2 · x · H(e1; x) + H(e1; x)2 = (x− H(e1; x))2 ≥ 0.
We then get
|T(r, s; x)| ≤ ∥∥r′∥∥∞ · ∥∥s′∥∥∞ · H((e1 − x)2; x).
For f − r ∈ C[a, b] and g− s ∈ C[a, b] we have
|T( f − r, g− s; x)| ≤ ‖ f − r‖∞ · ‖g− s‖∞ .
Moreover, if f − r ∈ C[a, b] and s ∈ C1[a, b], then
|T( f − r, s; x)| ≤
√
T( f − r, f − r; x) · T(s, s; x)
≤ ‖ f − r‖∞ ·
∥∥s′∥∥∞ ·√H((e1 − x)2; x)
and similarly, for r ∈ C1[a, b], g− s ∈ C[a, b], we obtain
|T(r, g− s; x)| ≤ ∥∥r′∥∥∞ · ‖g− s‖∞ ·√H((e1 − x)2; x).
If we combine all these inequalities, we have
|T( f , g; x)| ≤ ‖ f − r‖∞ · ‖g− s‖∞ + ‖ f − r‖∞ ·
∥∥s′∥∥∞ ·√H((e1 − x)2; x)
+
∥∥r′∥∥∞ · ‖g− s‖∞ ·√H((e1 − x)2; x) + ∥∥r′∥∥∞ · ∥∥s′∥∥∞ · H((e1 − x)2; x)
= ‖ f − r‖∞ ·
{
‖g− s‖∞ +
∥∥s′∥∥∞ ·√H((e1 − x)2; x)}
+
∥∥r′∥∥∞ ·√H((e1 − x)2; x) ·{‖g− s‖∞ + ∥∥s′∥∥∞ ·√H((e1 − x)2; x)}
=
{
‖ f − r‖∞ +
∥∥r′∥∥∞ ·√H((e1 − x)2; x)}
·
{
‖g− s‖∞ +
∥∥s′∥∥∞ ·√H((e1 − x)2; x)} .
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We now pass to the infimum with respect to each of r, s and we obtain the wanted
result:
|T( f , g; x)|
≤ K
(√
H((e1 − x)2; x), f ; C0, C1
)
· K
(√
H((e1 − x)2; x), g; C0, C1
)
=
1
2
ω˜
(
f ; 2
√
H((e1 − x)2; x)
)
· 1
2
ω˜
(
g; 2
√
H((e1 − x)2; x)
)
=
1
4
ω˜
(
f ; 2
√
H((e1 − x)2; x)
)
· ω˜
(
g; 2
√
H((e1 − x)2; x)
)
.
This ends our proof.
The following two remarks and the example proving that inequality (2.2.3) is
sharp can also be found in [58].
Remark 2.2.4. Here the moduli of continuity are oscillations defined with respect
to functions f on the whole domain X = [a, b]. In order to improve some results,
we will later propose a new approach, in which the oscillations are related to the
support of the involved functional.
Remark 2.2.5. The inequality (2.2.3) is sharp in the sense that a positive linear opera-
tor reproducing constant and linear functions and functions f , g ∈ C[a, b] exist such
that equality occurs.
Example 2.2.6. Consider f = g := e1. Then we have
ω( f ; t) = ω(e1; t) = sup{|x− y| : |x− y| ≤ t} = t.
Since ω( f ; ·) is linear, we get ω˜( f ; ·) = ω( f ; ·). The left-hand side in Theorem 2.2.3
is
|T( f , g; x)| = H(e2; x)− (H(e1; x))2
and the right-hand side is
1
4
ω˜
(
f ; 2
√
H((e1 − x)2; x)
)
· ω˜
(
g; 2
√
H((e1 − x)2; x)
)
=
1
4
·
(
2
√
H((e1 − x)2; x)
)2
= H((e1 − x)2; x).
By choosing a positive linear operator H : C[a, b] → [a, b] such that He0 = e0 and
He1 = e1, we get
H((e1 − x)2; x) = H(e2 − 2xe1 + x2; x)
= H(e2; x)− 2xH(e1; x) + x2 = H(e2; x)− x2
= H(e2; x)− (H(e1; x))2,
so we obtain equality between the two sides.
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2.2.2.1 A Chebyshev-Grüss-type inequality involving differences TL(e1, e1)
In this subsection, we introduce some results already published in [57].
Next we will give a new upper bound for |TL( f , g)| involving ω˜.
Theorem 2.2.7. If L : C[a, b] → R is a positive linear functional with L(e0) = 1, then for
f , g ∈ C[a, b] we have
|TL( f , g)| ≤ 14 · ω˜
(
f ; 2 ·
√
TL(e1, e1)
)
· ω˜
(
g; 2 ·
√
TL(e1, e1)
)
,
where ω˜ is the least concave majorant of the modulus of continuity, ω, and
TL(e1, e1) = L(e2)− [L(e1)]2.
Moreover,
TL
(
e1 − a
b− a ,
e1 − a
b− a
)
≤ 1
4
,
with equality holding if and only if L = 12 · (ea + eb), where ex( f ) = f (x), x ∈ {a, b}.
Proof. First we use the Cauchy-Schwarz inequality for positive linear functionals:
L( f ) ≤ L(| f |) ≤
√
L( f 2) · L(e0) =
√
L( f 2),
so we have
TL( f , f ) = L( f 2)− L( f )2 ≥ 0,
for all f ∈ C[a, b]. Hence, TL is a positive bilinear form on C[a, b]. Using Cauchy-
Schwarz for TL, for all f , g ∈ C[a, b] we get
|TL( f , g)| ≤
√
TL( f , f ) · TL(g, g) ≤ ‖ f ‖∞ · ‖g‖∞ .
For f , g ∈ C[a, b] fixed and r, s ∈ C1[a, b] arbitrary, we decompose as follows:
|TL( f , g)| = |TL( f − r + r, g− s + s)|
≤ |TL( f − r, g− s)|+ |TL( f − r, s)|+ |TL(r, g− s)|+ |TL(r, s)| .
Now f − r, g− s ∈ C[a, b], so that
|TL( f − r, g− s)| ≤ ‖ f − r‖∞ · ‖g− s‖∞ .
For the second summand we have
|TL( f − r, s)| ≤
√
TL( f − r, f − r) · TL(s, s)
≤ ‖ f − r‖∞ ·
√
TL(s, s)
≤ ‖ f − r‖∞ ·
∥∥s′∥∥∞ ·√TL(e1, e1),
where the last step follows from Theorem 2.2.2 with f = g = s and h = e1. Likewise,
|TL(r, g− s)| ≤ ‖g− s‖∞ ·
∥∥r′∥∥∞ ·√TL(e1, e1).
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Finally,
|TL(r, s)| ≤
√
TL(r, r) · TL(s, s) ≤
∥∥r′∥∥∞ · ∥∥s′∥∥∞ · TL(e1, e1),
by taking f = r, g = s and h = e1 in Theorem 2.2.2. Hence,
|TL( f , g)|
≤ ‖ f − r‖∞ · ‖g− s‖∞ + ‖ f − r‖∞ ·
∥∥s′∥∥∞ ·√TL(e1, e1)
+ ‖g− s‖∞ ·
∥∥r′∥∥∞ ·√TL(e1, e1) + ∥∥r′∥∥∞ · ∥∥s′∥∥∞ · TL(e1, e1)
≤
(
‖ f − r‖∞ +
∥∥r′∥∥∞ ·√TL(e1, e1)) ·(‖g− s‖∞ + ∥∥s′∥∥∞ ·√TL(e1, e1)) .
Passing to the infimum over r and s yields
|TL( f , g)| ≤ K(
√
TL(e1, e1), f ; C0, C1) · K(
√
TL(e1, e1), g; C0, C1)
=
1
4
· ω˜( f ; 2 ·
√
TL(e1, e1)) · ω˜(g; 2 ·
√
TL(e1, e1)).
Furthermore we have
TL
(
e1 − a
b− a ,
e1 − a
b− a
)
= L
((
e1 − a
b− a
)2)
− L
(
e1 − a
b− a
)
· L
(
e1 − a
b− a
)
≤ L
(
e1 − a
b− a
)
− L
(
e1 − a
b− a
)
· L
(
e1 − a
b− a
)
= L
(
e1 − a
b− a
)
·
[
1− L
(
e1 − a
b− a
)]
≤ 1
4
since 0 ≤ L ( e1−ab−a ) ≤ 1. Equality holds if and only if
L
(
e1 − a
b− a
)
=
1
2
.
Clearly, if L
(( e1−a
b−a
)2) = L ( e1−ab−a ) = 12 , then
TL
(
e1 − a
b− a ,
e1 − a
b− a
)
=
1
4
.
Assume now that the latter inequality holds and that
L
((
e1 − a
b− a
)2)
< L
(
e1 − a
b− a
)
.
Then
1
4
= TL
(
e1 − a
b− a ,
e1 − a
b− a
)
< L
(
e1 − a
b− a
)
·
[
1− L
(
e1 − a
b− a
)]
≤ 1
4
,
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which is a contradiction. Thus
L
((
e1 − a
b− a
)2)
= L
(
e1 − a
b− a
)
, or
L
(
e1 − a
b− a
)
−
[
L
(
e1 − a
b− a
)]2
=
1
4
⇐⇒ L
(
e1 − a
b− a
)
=
1
2
.
Now, if L = 12 · (ea + eb), then
L
((
e1 − a
b− a
)2)
−
[
L
(
e1 − a
b− a
)]2
=
1
2
− 1
4
=
1
4
= T
(
e1 − a
b− a ,
e1 − a
b− a
)
.
If the latter inequality holds, then we saw above that
L
((
e1 − a
b− a
)2)
= L
(
e1 − a
b− a
)
,
which is equivalent to
L
(
e1 − a
b− a −
(
e1 − a
b− a
)2)
= 0.
The function in the argument is strictly positive in (a, b). So the above inequality is
equivalent to L being supported by {a, b}, i.e.,
L = α · ea + (1− α) · eb,
for some α ∈ [0, 1]. On the other hand,
L
((
e1 − a
b− a
)2)
= L
(
e1 − a
b− a
)
= (1− α) = 1
2
,
and so α = 12 and L =
1
2 · (ea + eb). This concludes the proof.
Example 2.2.8. If the functional L : C[a, b]→ R is again given by
L( f ) =
1
b− a
∫ b
a
f (x)dx,
then the inequality in Theorem 2.2.7 holds with
TL(e1, e1) =
1
b− a
∫ b
a
x2dx− 1
(b− a)2
(∫ b
a
xdx
)2
=
(b− a)2
12
.
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This means that∣∣∣∣ 1b− a
∫ b
a
f (x) · g(x)dx− 1
(b− a)2
∫ b
a
f (x)dx ·
∫ b
a
g(x)dx
∣∣∣∣
≤ 1
4
· ω˜
(
f ;
2(b− a)√
12
)
· ω˜
(
g;
2(b− a)√
12
)
=≤ 1
4
· ω˜
(
f ;
b− a√
3
)
· ω˜
(
g;
b− a√
3
)
f , g ∈ C[a, b].
If f is absolutely continuous with f ′ ∈ L∞([a, b]), then for any difference | f (x)− f (y)| , y ≤
x, figuring in the definition of ω( f ; t) we observe that
| f (x)− f (y)| =
∣∣∣∣∫ xa f ′(t)dt−
∫ y
a
f ′(t)dt
∣∣∣∣
=
∣∣∣∣∫ xy f ′(t)dt
∣∣∣∣ ≤ ∫ xy ∣∣ f ′(t)∣∣ dt
≤ ∥∥ f ′∥∥L∞([a,b]) · (x− y)
≤ ∥∥ f ′∥∥L∞([a,b]) · t.
As a consequence, for any expression figuring in the sup defining ω˜( f ; t) we have,
for x < y,
(t− x) ·ω( f ; y) + (y− t) ·ω( f ; x)
y− x
≤ (t− x) · ‖ f
′‖L∞([a,b]) · y + (y− t) · ‖ f ′‖L∞([a,b]) · x
y− x
=
∥∥ f ′∥∥L∞([a,b]) · t.
So, for f ′, g′ ∈ L∞([a, b]) we obtain
1
4
· ω˜
(
f ;
2(b− a)√
12
)
· ω˜
(
g;
2(b− a)√
12
)
≤ 1
4
· 4(b− a)
2
12
· ∥∥ f ′∥∥L∞ · ∥∥g′∥∥L∞
=
(b− a)2
12
· ∥∥ f ′∥∥L∞ · ∥∥g′∥∥L∞ .
Hence our result from Theorem 2.2.7 is best possible since we rediscovered the
Chebyshev-Grüss inequality for the integration functional in which the constant
(b−a)2
12 is best possible.
We will now give an immediate corollary of Theorem 2.2.7 (see Corollary 5.1. in
[57]) in which we replace the second moments H((e1 − x)2; x) in Theorem 2.2.3 by
the smaller quantity H(e2; x)− H(e1; x)2, proving that the choice involving second
moments is not the ideal one. Nevertheless, the order of approximation is as bad as
in inequality (2.1.4) (see the application for the Hermite-Fejér interpolation opera-
tor).
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Corollary 2.2.9. If H : C[a, b] → C[a, b] is a positive linear operator which reproduces
constant functions, then for f , g ∈ C[a, b] and x ∈ [a, b] fixed we have the inequalities:
|T( f , g; x)| = |H( f · g; x)− H( f ; x) · H(g; x)|
≤ 1
4
· ω˜
(
f ; 2 ·
√
H(e2; x)− H(e1; x)2
)
· ω˜
(
g; 2 ·
√
H(e2; x)− H(e1; x)2
)
≤ 1
4
· ω˜
(
f ; 2 ·
√
H((e1 − x)2; x)
)
· ω˜
(
f ; 2 ·
√
H((e1 − x)2; x)
)
.
Proof. Clearly
T(e1, e1; x) = H(e2; x)− H(e1; x)2
≤ H(e2; x)− 2 · x · H(e1; x) + x2 · H(e0; x)
= H((e1 − x)2; x),
and the statement in the corollary follows from the monotonicity of ω˜ with respect
to the real variable.
Remark 2.2.10. If H reproduces linear functions, we have no improvement of Theo-
rem 2.2.3. If on the other hand H(e1; x) 6= x, then the inequality in Corollary 2.2.9 is
a better estimate. We will apply the above corollary to some positive operators that
don’t reproduce linear functions, like the classical Hermite-Fejér, the quasi and the
almost Hermite-Fejér interpolation operators, convolution operators and the BLaC
operator.
2.2.3 Applications for (positive) linear operators
2.2.3.1 Bernstein operators
By letting H = Bn in Theorem 2.2.3, the improved Chebyshev-Grüss inequality for
the Bernstein operator looks as follows:
Theorem 2.2.11. For two functions f , g ∈ C[0, 1] and x ∈ [0, 1] fixed we have
|Bn( f · g)(x)− Bn f (x) · Bng(x)|
≤ 1
4
· ω˜
(
f ; 2 ·
√
x(1− x)
n
)
· ω˜
(
g; 2 ·
√
x(1− x)
n
)
, (2.2.4)
which implies
|Bn( f · g)(x)− Bn f (x) · Bng(x)| ≤ 14 · ω˜
(
f ;
1√
n
)
· ω˜
(
g;
1√
n
)
. (2.2.5)
The above application for the Bernstein operator was already given as a remark
in [100] (see Remark 5.1). The following remark can also be found in [58].
Remark 2.2.12. In equation (2.2.4), the right-hand side depends on x and vanishes
when x → 0 or x → 1. The maximum value of it, as a function of x, is attained
for x = 12 , as (2.2.5) illustrates. On the other hand, we observe that in (2.2.4) the
oscillations, expressed in terms of ω˜, are relative to the whole interval [0, 1].
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2.2.3.2 King operators
Theorem 2.2.13. If we take H = Vn in Theorem 2.2.3, then we obtain the following result.
|Vn( f g; x)−Vn( f ; x)Vn(g; x)|
≤ 1
4
· ω˜
(
f ; 2
√
Vn((e1 − x)2; x)
)
· ω˜
(
g; 2
√
Vn((e1 − x)2; x)
)
,
where in the general case the second moment of the Vn operator is given by:
Vn((e1 − x)2; x) = rn(x)n +
n− 1
n
(rn(x))2 − 2xrn(x) + x2
=
1
n
rn(x)[1− rn(x)] + [rn(x)− x]2,
for 0 ≤ rn(x) ≤ 1 and f , g ∈ C[0, 1] continuous functions.
The following result and the remark that follows were already given in [58].
Theorem 2.2.14. If we consider the operator V∗n , that reproduces not only constant func-
tions but also e2, we obtain the inequality
|T( f , g; x)| = |V∗n ( f g; x)−V∗n ( f ; x)V∗n (g; x)|
≤ 1
4
· ω˜
(
f ; 2
√
V∗n ((e1 − x)2; x)
)
· ω˜
(
g; 2
√
V∗n ((e1 − x)2; x)
)
=
1
4
· ω˜
(
f ; 2
√
2x(x−V∗n (e1; x))
)
· ω˜
(
g; 2
√
2x(x−V∗n (e1; x))
)
≤ 1
4
· ω˜
(
f ; 2
√
x(1− x)
n
)
· ω˜
(
g; 2
√
x(1− x)
n
)
,
for H(e1; x) = V∗n (e1; x) = r∗n(x) and two functions f , g ∈ C[0, 1].
Remark 2.2.15. In this case, one can see that the order of approximation of Vn( f ; x)
is as good as that of the Bernstein polynomials, so the order of approximation of
the Chebyshev-Grüss inequality for V∗n is also as good as in the case of using the
Bernstein operator.
If we consider rminn and the minimal second moment, we get the following results.
Theorem 2.2.16. The following Chebyshev-Grüss inequalities for the case of H = Vminn ,
the positive linear operator that only reproduces constant functions and has minimal second
moments, are given as follows:
|T( f , g; x)| = ∣∣Vminn ( f g; x)−Vminn ( f ; x)Vminn (g; x)∣∣
≤ 1
4
· ω˜
(
f ; 2
√
Vminn ((e1 − x)2; x)
)
· ω˜
(
g; 2
√
Vminn ((e1 − x)2; x)
)
≤

1
4 · ω˜ ( f ; 2x) · ω˜ (g; 2x) , for x ∈
[
0, 1n
)
1
4 · ·ω˜
(
f ; 2
√
1
n−1 [x(1− x)− 14n ]
)
· ω˜
(
g; 2
√
1
n−1 [x(1− x)− 14n ]
)
, for x ∈ [ 12n , 1− 12n ]
1
4 · ω˜ ( f ; 2(1− x)) · ω˜ (g; 2(1− x)) , for x ∈
[
1− 12n , 1
]
for two functions f , g ∈ C[0, 1].
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2.2.3.3 Hermite-Fejér operators
For H = H2n−1 in Theorem 2.2.3, we get a slightly improved inequality.
Theorem 2.2.17. If f , g ∈ C[−1, 1] and x ∈ [−1, 1] is fixed, then the inequality
|T( f , g; x)| ≤ 1
4
ω˜
(
f ;
2√
n
· |Tn(x)|
)
· ω˜
(
g;
2√
n
· |Tn(x)|
)
holds.
By replacing the second moments by a smaller quantity, we obtain a new Chebyshev-
Grüss inequality, that was previously given in [57]. We are applying Corollary 2.2.9
to our operator.
To that end, it was shown in DeVore’s book ( [31], p.43) that for x ∈ [−1, 1] the
following holds:
|H2n−1(e1 − x; x)| =
∣∣∣∣− 1n2 · (1− x2) · Tn(x) · T′n(x)− 1n · x · T2n(x)
∣∣∣∣
=
1
n
· |Tn(x)| ·
∣∣∣∣ 1n · (1− x2) · T′n(x) + x · Tn(x)
∣∣∣∣
=
1
n
· |Tn(x)| ·
∣∣∣∣n−1 · (1− x2) · n · sin(n · arccos(x)) · 1√1− x2 + x · cos(n · arccos(x))
∣∣∣∣
=
1
n
· |Tn(x)| ·
∣∣∣√1− x2 · sin(n · arccos(x)) + x · cos(n · arccos(x))∣∣∣
=
1
n
· |Tn(x)| · |sin(arccos(x)) · sin(n · arccos(x)) + cos(arccos(x)) · cos(n · arccos(x))|
=
1
n
· |Tn(x)| · |cos((n− 1) · arccos(x))|
=
1
n
· |Tn(x)| · |Tn−1(x)| .
Hence
[H2n−1(e1 − x; x)]2 = 1n2 · T
2
n−1(x) · T2n(x).
So we have
T(e1, e1; x) = H2n−1((e1 − x)2; x)− [H2n−1(e1 − x; x)]2 = 1n · T
2
n(x)−
1
n2
· T2n(x) · T2n−1(x)
=
1
n
· T2n(x) ·
[
1− 1
n
· T2n−1(x)
]
and we arrive at the following result.
Theorem 2.2.18. For the Hermite-Fejér operator, we have
|H2n−1( f · g; x)− H2n−1( f ; x) · H2n−1(g; x)|
≤ 1
4
· ω˜
(
f ;
2√
n
· |Tn(x)| ·
√
1− 1
n
· T2n−1(x)
)
· ω˜
(
g;
2√
n
· |Tn(x)| ·
√
1− 1
n
· T2n−1(x)
)
.
This improves inequality (2.1.4).
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2.2.3.4 Quasi-Hermite-Fejér interpolation operator
If we take H = Qn in Theorem 2.2.3, we have
Theorem 2.2.19. The inequality
|T( f , g; x)| ≤ 1
4
ω˜
(
f ; 2
√
Qn((e1 − x)2; x)
)
· ω˜
(
g; 2
√
Qn((e1 − x)2; x)
)
=
1
4
ω˜
 f ; 2
√
(1− x2) · U
2
n(x)
n + 1
 · ω˜
g; 2
√
(1− x2) · U
2
n(x)
n + 1

≤ 1
4
ω˜
(
f ;
2
√
1− x2√
n + 1
· |Un(x)|
)
· ω˜
(
g;
2
√
1− x2√
n + 1
· |Un(x)|
)
(2.2.6)
holds, for f , g ∈ C[−1, 1] and x ∈ [−1, 1].
A pre-Chebyshev-Grüss inequality for this operator can also be given. Applying
our interpolation operator to inequality (2.1.3), we get the following result:
Theorem 2.2.20. The pre-Chebyshev-Grüss inequality
|T( f , g; x)| ≤ 1
2
min{‖ f ‖∞ · ω˜ (g; 4 ·Qn(|e1 − x| ; x)) ; ‖g‖∞ · ω˜ ( f ; 4Qn(|e1 − x| ; x))}
holds.
Proof. We need to estimate the first absolute moments for this operator. This is given
by
Qn(|e1 − x| ; x) = |−1− x| · 1− x2(n + 1)2 ·U
2
n(x) + |1− x| ·
1+ x
2(n + 1)2
·U2n(x)
+
n
∑
v=1
|xv − x| · (1− x2) · (1− xv · x)(n + 1)2 ·
(
Un(x)
x− xv
)2
=: A + B + C.
We first estimate the sum denoted by C.
C : = (1− x2)
n
∑
v=1
|xv − x| · hv(x)
=: (1− x2)
n
∑
v=1
Wv(x)
= (1− x2) ·
(
j−1
∑
v=1
Wv(x) +Wj(x) +
n
∑
v=j+1
Wv(x)
)
=: (1− x2) · (I1 + I2 + I3) .
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For 1 ≤ v ≤ n, we have
hv(x) =
(1− xv · x) ·U2n(x)
(n + 1)2 · (x− xv)2
=
(1− x2) ·U2n(x)
(n + 1)2(x− xv)2 +
x ·U2n(x)
(n + 1)2(x− xv) ,
so that we get
Wv(x) = |xv − x| · hv(x)
= |xv − x| ·
[
(1− x2)U2n(x)
(n + 1)2(x− xv)2 +
xU2n(x)
(n + 1)2(x− xv)
]
≤ (1− x
2)U2n(x)
(n + 1)2 |x− xv| +
|x|U2n(x)
(n + 1)2
.
Because the following estimation
(1− x2)U2n(x)
(n + 1)2 |x− xv| ≤
√
1− x2U2n(x)pi
(n + 1)2
· 1
θ − θv
holds, we obtain
I1 + I3 ≤
√
1− x2U2n(x)pi
(n + 1)2
·
{
j−1
∑
v=1
1
|θ − θv| +
n
∑
v=j+1
1
|θ − θv|
}
+ (n− 1) |x|U
2
n(x)
(n + 1)2
.
In order to estimate the above accolade, we need two cases.
The "left case" implies θj−1 < θ < θj, for 1 < j < n and v ≤ j− 1(v = j− i). Then
we have
θ − θv ≥ (θj−1 − θv) + 12
(
θj − θj−1
)
≥ (2i− 1)pi
2(n + 1)
.
For v ≥ j + 1(v = j + i), we get
θv − θ ≥ θv − θj = pin + 1 · i,
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so in the "left case" we obtain
j−1
∑
v=1
1
|θ − θv| +
n
∑
v=j+1
1
|θ − θv|
≤
j−1
∑
v=1
2(n + 1)
(2i− 1)pi +
n
∑
v=j+1
2(n + 1)
2ipi
= 2(n + 1)pi−1 ·
[
j−1
∑
v=1
1
2v− 1 +
n−j
∑
v=1
1
2v
]
≤ 2(n + 1)pi−1
[
1+
1
2
ln(2j− 3) + 1
2
(ln(n− j) + 1)
]
≤ 2(n + 1)pi−1
[
3
2
+ ln
(
1√
2
· n
)]
.
In the "right case", we obtain analogously
j−1
∑
v=1
1
|θ − θv| +
n
∑
v=j+1
1
|θ − θv|
≤
j−1
∑
v=1
2(n + 1)
2ipi
+
n
∑
v=j+1
2(n + 1)
(2i− 1)pi
= 2(n + 1)pi−1 ·
[
j−1
∑
v=1
1
2v
+
n−j
∑
v=1
1
2v− 1
]
≤ 2(n + 1)pi−1
[
3
2
+ ln
(
1√
2
· n
)]
.
Taking the results for the two cases together, one gets
I1 + I3 ≤
√
1− x2U2n(x)
n + 1
(
3+ 2 ln
(
1√
2
)
n
)
+
|x|U2n(x)
n + 1
.
For I2 we have
I2 = Wj(x) =
∣∣xj − x∣∣ · (1− x · xj)U2n(x)(n + 1)2(x− xj)2
=
∣∣cos θj − cos θ∣∣ · hj(x) ≤ ∣∣θj − θ∣∣
≤ pi
2(n + 1)
|cos(n + 1)θ|
=
pi
2(n + 1)
|Tn+1(x)| ,
for xj = cos
(
j
n+1pi
)
, 1 ≤ j ≤ n.
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So, for n ≥ 1 we have:
I1 + I2 + I3 ≤
√
1− x2U2n(x)
n + 1
(
3+ 2 ln
(
1√
2
· n
))
+
|x|U2n(x)
n + 1
+
pi
2(n + 1)
|Tn+1(x)|
≤
√
1− x2U2n(x)
n + 1
(
2+ 2 ln
(
1√
2
· n
))
+
√
1− x2U2n(x)
n + 1
+
|x|U2n(x)
n + 1
+
pi
2(n + 1)
· (Un+1(x) + |x| ·Un(x))
≤ |Un(x)|
n + 1
[√
1− x2 ·
(
2+ 2 ln
(
1√
2
· n
))
+ 2+
pi
2
]
≤ 4 |Un(x)|
n + 1
[√
1− x2 · ln n + 1
]
≤ 10 ln(n + 1)
n + 1
,
and from here it follows:
C ≤ (1− x
2) · 10 ln(n + 1)
n + 1
.
Then the first absolute value of our operator is
Qn(|e1 − x| ; x) ≤ (1− x2) ·
{
U2n(x)
(n + 1)2
+
4 |Un(x)|
n + 1
(
√
1− x2 · ln n + 1)
}
≤ (1− x2) · |Un(x)|
n + 1
(
1+ 4
(√
1− x2 · ln n + 1
))
≤ 10(1− x
2) |Un(x)| ln(n + 1)
n + 1
.
By putting this first absolute moment into the above given formula, we get a pre-
Chebyshev-Grüss inequality.
The last result we give here is meaning to give an improvement, by replacing the
second moment in inequality (2.2.6) by something smaller.
We need the quantity
T(e1, e1; x) := Qn((e1 − x)2; x)− [Qn(e1 − x; x)]2
= (1− x2) · U
2
n(x)
n + 1
− (1− x
2)2
(n + 1)2
·U2n(x) · [Tn+1(x)− x ·Un(x)]2
=
1− x2
n + 1
·U2n(x)
{
1− 1− x
2
n + 1
· [Tn+1(x)− x ·Un(x)]2
}
≤ 1
n + 1
U2n(x)
{
1− 1− x
2
n + 1
[Tn+1(x)− x ·Un(x)]2
}
,
so we get
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Theorem 2.2.21. If we take H = Qn in Corollary 2.2.9, we have
|T( f , g; x)| := |Qn( f · g; x)−Qn( f ; x) ·Qn(g; x)|
≤ 1
4
ω˜
 f ; 2√
n + 1
|Un(x)| ·
√
1− 1− x
2
n + 1
(Tn+1(x)− x ·Un(x))2

· ω˜
g; 2√
n + 1
|Un(x)| ·
√
1− 1− x
2
n + 1
(Tn+1(x)− x ·Un(x))2
 .
2.2.3.5 Almost-Hermite-Fejér operator
If we take H = F(
1
2 ,− 12 )
1,0;n in Theorem 2.2.3, we have
Theorem 2.2.22. For two functions f , g ∈ C[−1, 1], we have
|T( f , g; x)| ≤ 1
4
ω˜
(
f ; 2
√
F(
1
2 ,− 12 )
1,0;n ((e1 − x)2; x)
)
· ω˜
(
g; 2
√
F(
1
2 ,− 12 )
1,0;n ((e1 − x)2; x)
)
=
1
4
ω˜
(
f ; 2
√
2(1− x)w(x)2
3n
)
· ω˜
(
g; 2
√
2(1− x)w(x)2
3n
)
=
1
4
ω˜
(
f ;
2
√
2(1− x) · |w(x)|√
3n
)
· ω˜
(
g;
2
√
2(1− x) · |w(x)|√
3n
)
. (2.2.7)
We also present a pre-Chebyshev-Grüss inequality for this operator, by applying
our interpolation operator to inequality (2.1.3).
Theorem 2.2.23. We have the following pre-Chebyshev-Grüss inequality
|T( f , g; x)|
≤ 1
2
min
{
‖ f ‖∞ · ω˜
(
g; 4 · F(
1
2 ,− 12 )
1,0;n (|e1 − x| ; x)
)
; ‖g‖∞ · ω˜
(
f ; 4F(
1
2 ,− 12 )
1,0;n (|e1 − x| ; x)
)}
≤ 1
2
min
{
‖ f ‖∞ · ω˜
(
g; 4c
1+
√
1− x2 · ln n
2n + 1
)
; ‖g‖∞ · ω˜
(
f ; 4c
1+
√
1− x2 · ln n
2n + 1
)}
,
for f , g ∈ C[−1, 1] and x ∈ [−1, 1] fixed.
We now replace the second moment in inequality (2.2.7) by a smaller quantity.
We have
T(e1, e1; x) = F
( 12 ,− 12 )
1,0;n ((e1 − x)2; x)− [F
( 12 ,− 12 )
1,0;n (e1 − x; x)]2
=
2(1− x) · w(x)2
3n
− (1− x)
2 · w2(x)
(2n + 1)4
· [2(1− x2) · w′(x) + (2nx− 1) · w(x)]2
=
(1− x) · w2(x)
(2n + 1)2
·
[
2n + 1− x ·
(
1+ 2 ·
n
∑
k=1
xk
)]
− (1− x)
2 · w2(x)
(2n + 1)4
· [2(1− x2) · w′(x) + (2nx− 1) · w(x)]2
=
(1− x) · w(x)2
(2n + 1)2
·
{
2n + 1− x · (1+ 2 ·
n
∑
k=1
xk)− 1− x(2n + 1)2 [2(1− x
2)w′(x) + (2nx− 1) · w(x)]2
}
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in order to give a better result in comparison with (2.2.7). Putting
h := 2n + 1− x · (1+ 2 ·
n
∑
k=1
xk)− 1− x(2n + 1)2 [2(1− x
2)w′(x) + (2nx− 1) · w(x)]2,
we arrive at the following result from the next theorem, since h is positive.
Theorem 2.2.24. By taking H = F(
1
2 ,− 12 )
1,0;n in Corollary 2.2.9, the following inequality
|T( f , g; x)| :=
∣∣∣∣F( 12 ,− 12 )1,0;n ( f · g; x)− F( 12 ,− 12 )1,0;n ( f ; x) · F( 12 ,− 12 )1,0;n (g; x)∣∣∣∣
≤ 1
4
ω˜
(
f ;
2 · |w(x)|
2n + 1
·
√
(1− x) · h
)
· ω˜
(
g;
2 · |w(x)|
2n + 1
·
√
(1− x) · h
)
holds.
2.2.3.6 Convolution-type operators
In this section we take into account different degrees m(n), different convolution
operators and Chebyshev-Grüss inequalities, respectively.
We now state the following results, already published in [100].
Theorem 2.2.25. If we consider f , g ∈ C[−1, 1] and the convolution operator of degree
n− 1 with the Fejér-Korovkin kernel in Theorem 2.2.3, we have
|T( f , g; x)| = |Gn−1( f · g; x)− Gn−1( f ; x) · Gn−1(g; x)|
≤ 1
4
ω˜
(
f ;
4pi
n + 1
)
· ω˜
(
g;
4pi
n + 1
)
= O
(
ω˜
(
f ;
1
n
)
· ω˜
(
g;
1
n
))
.
Theorem 2.2.26. If we consider the convolution operator of degree 2n− 2 with the Jackson
kernel in Theorem 2.2.3, we have
|T( f , g; x)| = |G2n−2( f · g; x)− G2n−2( f ; x) · G2n−2(g; x)|
≤ 1
4
ω˜
(
f ;
2
√
3
n
)
· ω˜
(
g;
2
√
3
n
)
= O
(
ω˜
(
f ;
1
n
)
· ω˜
(
g;
1
n
))
.
Theorem 2.2.27. If we consider the convolution operator of degree n with the de La Vallée
Poussin kernel in Theorem 2.2.3, we get
|T( f , g; x)| = |Gn( f · g; x)− Gn( f ; x) · Gn(g; x)|
≤ 1
4
ω˜
(
f ;
2
√
2√
n + 1
)
· ω˜
(
g;
2
√
2√
n + 1
)
= O
(
ω˜
(
f ;
1√
n
)
· ω˜
(
g;
1√
n
))
.
56
2.2 Main results
This theorem can be slightly improved, if we consider the smaller quantity with
respect to the second moment
T(e1, e1; x) = Gn((e1 − x)2; x)− (Gn(e1; x)− x)2
≤ 2
n + 1
− x2 · 1
(n + 1)2
.
Taking this into account, we give the following Chebyshev-Grüss inequality for the
convolution operator with de La Vallée Poussin kernel:
Theorem 2.2.28. If we consider the convolution operator with the de La Vallée Poussin
kernel and apply Corollary 2.2.9 to it, we have
|T( f , g; x)| = |Gn( f · g; x)− Gn( f ; x) · Gn(g; x)|
≤ 1
4
· ω˜
(
f ; 2 ·
√
T(e1, e1; x)
)
· ω˜
(
g; 2 ·
√
T(e1, e1; x)
)
≤ 1
4
· ω˜
 f ; 2 ·
√
2− x2n+1√
n + 1
 · ω˜
g; 2 ·
√
2− x2n+1√
n + 1
 .
The above theorem was already introduced in [57]. The next remark can also be
found in [100].
Remark 2.2.29. As we can see, the best degrees of approximation are obtained when
dealing with the Chebyshev-Grüss inequality for convolution operators in the cases
of Fejér-Korovkin and Jackson kernels.
2.2.3.7 S∆n - piecewise linear interpolation operator
In order to obtain a classical Chebyshev-Grüss inequality using S∆n , we need the
second moment of the operator. We have seen in Section 1.2.10 that the following
relationship for the second moments holds:
S∆n(e1 − xe0)2(x) ≤
1
4n2
.
The proof of the previous inequality and the theorem that is given in the sequel
have also already been introduced in [58].
By putting H = S∆n in Theorem 2.2.3, the Chebyshev-Grüss inequality for S∆n is
given by the following result.
Theorem 2.2.30. If f , g ∈ C[0, 1] and x ∈ [0, 1] is fixed, then the inequality
|T( f , g; x)| ≤ 1
4
ω˜
(
f ; 2 ·
√
S∆n((e1 − x)2; x)
)
· ω˜
(
g; 2 ·
√
S∆n((e1 − x)2; x)
)
≤ 1
4
ω˜
(
f ;
1
n
)
· ω˜
(
g;
1
n
)
holds.
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2.2.3.8 The BLaC operator
All of the results from this subsection were already published in [101].
If we take H = BLn in Theorem 2.2.3, we obtain the following result:
Theorem 2.2.31. For f , g ∈ C[0, 1] and x ∈ [0, 1] fixed, the following inequality
|T( f , g; x)|
≤ 1
4
ω˜
(
f ; 2
√
BLn((e1 − x)2; x)
)
· ω˜
(
g; 2
√
BLn((e1 − x)2; x)
)
≤ 1
4
ω˜
(
f ;
1
2n−1
)
· ω˜
(
g;
1
2n−1
)
holds.
We can also give a pre-Chebyshev-Grüss inequality, using equation (2.1.3) (see
Theorem 6.1 in [100]).
Theorem 2.2.32. Let f , g ∈ C[0, 1]. Then the inequality
|T( f , g; x)|
≤ 1
2
min{‖ f ‖∞ ω˜ (g; 4 · BLn(|e1 − x| ; x)) , ‖g‖∞ ω˜ ( f ; 4 · BLn(|e1 − x| ; x))}
≤ 1
2
min
{
‖ f ‖∞ ω˜
(
g;
1
2n−2
)
, ‖g‖∞ ω˜
(
f ;
1
2n−2
)}
holds.
An improved Chebyshev-Grüss inequality for the BLaC operator will now be
given. In a recent paper [57] we proved that replacing the second moments H((e1−
x)2; x) in Theorem 2.2.3 by the smaller quantity H(e2; x)− H(e1; x)2 is sometimes a
better choice. For the BLaC operator considered in Corollary 2.2.9, the situation is
as follows:
We want to estimate the quantity
T(e1, e1; x) := BLn((e1 − x)2; x)− [BLn(e1 − x; x)]2
≤ 1
22n
− [BLn(e1 − x; x)]2,
for all x ∈ [0, 1].
Suppose x ∈
[
k
2n ,
k+1
2n
)
, for k ∈ {0, . . . , 2n− 1}. This only leaves out the case x = 1,
when we get BLn(e1 − 1; 1) = 0. We distinguish between two cases:
Case 1: x ∈
[
k
2n ,
k+∆
2n
)
, for k ∈ 0, . . . , 2n − 1.
1. First we treat the case k = 0. We have:
BLn(e1 − x; x) = (ηn−1 − x) · ϕn−1(x) + (ηn0 − x) · ϕn0(x)
=
x(1−∆)
2∆
,
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so we get
T(e1, e1; x) ≤ 122n − [BLn(e1 − x; x)]
2
=
1
22n
−
[
x(1−∆)
2 ·∆
]2
=
1
22n
[
1−
(
2n · x · (1−∆)
2 ·∆
)2]
=
1
22n
1−
 (A(x) +∆+ 2k)(1−∆)4 ·∆︸ ︷︷ ︸
(∗)

2 ,
where we denote A(x) := 2n+1x − 2k − ∆. We need the quantity (∗) to be
positive. This is the case when 0 < ∆ < 1 and x ∈ (0, ∆2n ), because
A(x) +∆+ 2k 6= 0
⇔ A(x) 6= −∆− 2k
⇔ x 6= 0
In the sequel we apply Corollary 2.2.9 to our BLaC operator and we obtain the
following result.
Theorem 2.2.33. For f , g ∈ C[0, 1] and x ∈ [0, ∆2n ), we have the inequality
|T( f , g; x)| ≤ 1
4
ω˜
 f ; 2 ·
√√√√ 1
22n
[
1−
(
(A(x) +∆+ 2k)(1−∆)
4 ·∆
)2]
· ω˜
g; 2 ·
√√√√ 1
22n
[
1−
(
(A(x) +∆+ 2k)(1−∆)
4 ·∆
)2] .
This is an estimate better than the one in Theorem 2.2.31 for 0 < ∆ < 1 and x 6= 0.
2. For 1 ≤ k ≤ 2n − 1, we have:
BLn(e1 − x; x) = 12n+1 ·
(1−∆)
∆
[2(2nx− k)−∆]
BLn((e1 − x)2; x) = (ηnk−1 − x)2 · ϕnk−1 + (ηnk − x)2 · ϕnk (x)
≤ 1
22n
,
so we get
T(e1, e1; x) ≤ 122n − [BLn(e1 − x; x)]
2
≤ 1
22n
− 1
22n+2
[
(1−∆) [2(2n · x− k)−∆]
∆
]2
=
1
22n
1−
A(x) · (1−∆)2 ·∆︸ ︷︷ ︸
(∗∗)

2
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where we denote A(x) := 2n+1x − 2k − ∆. We need the quantity (∗∗) to be
positive. This is the case when 0 < ∆ < 1 and x 6= k2n +
1
2 ·∆
2n , because
A(x) 6= 0
⇔ 2n+1x− 2k−∆ 6= 0
⇔ x 6= 2k +∆
2n+1
.
We apply Corollary2.2.9 to our BLaC operator to obtain the following
Theorem 2.2.34. For f , g ∈ C[0, 1] and x ∈
[
k
2n ,
k+∆
2n
)
with k ∈ {1, . . . , 2n − 1},
we have the inequality
|T( f , g; x)| ≤ 1
4
ω˜
 f ; 2 ·
√√√√ 1
22n
[
1−
(
A(x) · (1−∆)
2 ·∆
)2]
· ω˜
g; 2 ·
√√√√ 1
22n
[
1−
(
A(x) · (1−∆)
2 ·∆
)2] ,
This is an estimate better than the one in Theorem 2.2.31 for x 6= k2n +
1
2 ·∆
2n and
0 < ∆ < 1.
Case 2: x ∈
[
k+∆
2n ,
k+1
2n
)
, for k ∈ 0, . . . , 2n − 1. We have:
BLn(e1 − x; x) = (x− ηnk ) · ϕnk (x)
=
2(2nx− k)−∆− 1
2n + 1
BLn((e1 − x)2; x) = (x− ηnk )2 · ϕnk (x)
≤ 1
22n
,
so we get
T(e1, e1; x) ≤ 122n − [BLn(e1 − x; x)]
2
≤ 1
22n
− 1
22n+2
· [A(x)− 1]2
=
1
22n
1−
A(x)− 12︸ ︷︷ ︸
(∗∗∗)

2
where we denote A(x) := 2n+1x− 2k−∆. We need the quantity (∗ ∗ ∗) to be posi-
tive. This is the case when x 6= k2n +
1
2 ·(1+∆)
2n , because
A(x) 6= 1
⇔ 2n+1x− 2k−∆ 6= 1
⇔ x 6= 2k +∆+ 1
2n+1
.
Applying Corollary 2.2.9 to the BLaC operator gives
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Theorem 2.2.35. For f , g ∈ C[0, 1] and x ∈
[
k+∆
2n ,
k+1
2n
)
with k ∈ {0, . . . , 2n − 1}, we
have the inequality
|T( f , g; x)| ≤ 1
4
ω˜
 f ; 2 ·
√√√√ 1
22n
[
1−
(
A(x)− 1
2
)2]
· ω˜
g; 2 ·
√√√√ 1
22n
[
1−
(
A(x)− 1
2
)2] .
This is an estimate better than the one in Theorem 2.2.31 for x 6= k2n +
1
2 ·(1+∆)
2n .
2.2.4 (Pre-) Chebyshev-Grüss inequalities on compact metric spaces
In [100] (see Theorem 3.1.) the following was shown, in order to generalize Theorem
2.1.10 in the case of a compact metric space (see Remark 2.1.11).
Theorem 2.2.36. If f , g ∈ C(X), where (X, d) is a compact metric space, and x ∈ X, then
the inequality
|T( f , g; x)| ≤ 1
4
ω˜d
(
f ; 4
√
H(d2(·, x); x)
)
· ω˜d
(
g; 4
√
H(d2(·, x); x)
)
holds, where H(d2(·, x); x) is the second moment of the positive linear operator H, which
reproduces constant functions.
Proof. Let f , g ∈ C[a, b] and r, s ∈ Lip1. We use the Cauchy-Schwarz inequality for
positive linear functionals:
|H( f ; x)| ≤ H(| f | ; x) ≤
√
H( f 2; x) · H(1; x) =
√
H( f 2; x),
so we have
T( f , f ; x) = H( f 2; x)− H( f ; x)2 ≥ 0.
Hence T is a positive bilinear form on C(X). Using the Cauchy-Schwarz inequality
for T gives us
|T( f , g; x)| ≤
√
T( f , f ; x) · T(g, g; x) ≤ ‖ f ‖∞ · ‖g‖∞ .
Because H : C(X) → C(X) is a positive linear operator reproducing constant func-
tions, H( f ; x), with fixed x ∈ X, is a positive linear functional that we can represent
as follows
H( f ; x) :=
∫
X
f (t)dµx(t),
where µx is a Borel probability measure on X, i.e.,
∫
X dµx(t) = 1. For r as above, we
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have
T(r, r; x) = H(r2; x)− H(r; x)2 =
∫
X
r2(t)dµx(t)−
(∫
X
r(u)dµx(u)
)2
=
∫
X
(
r(t)−
∫
X
r(u)dµx(u)
)2
dµx(t)
=
∫
X
(∫
X
(r(t)− r(u))dµx(u)
)2
dµx(t)
≤
∫
X
(∫
X
(r(t)− r(u))2 dµx(u)
)
dµx(t)
≤ |r|2Lip1
∫
X
(∫
X
d2(t, u)dµx(u)
)
dµx(t)
≤ |r|2Lip1
∫
X
(∫
X
[d(t, x) + d(x, u)]2 dµx(u)
)
dµx(t)
= |r|2Lip1
∫
X
∫
X
{
d2(t, x) + 2 · d(t, x) · d(x, u) + d2(x, u)}dµx(u)dµx(t)
= |r|2Lip1
[∫
X
d2(t, x)dµx(t) + 2
∫
X
∫
X
d(t, x) · d(x, u)dµx(u)dµx(t) +
∫
X
d2(x, u)dµx(u)
]
= |r|2Lip1
[
H(d2(·, x); x) + 2
(∫
X
d(t, x)dµx(t)
)
·
(∫
X
d(u, x)dµx(u)
)
+ H(d2(·, x); x)
]
= |r|2Lip1
[
H(d2(·, x); x) + 2H(d(·, x); x) · H(d(·, x); x) + H(d2(·, x); x)]
= |r|2Lip1
[
2H(d2(·, x); x) + 2H(d(·, x); x)2]
≤ |r|2Lip1
[
2H(d2(·, x); x) + 2H(d2(·, x); x)]
= 4 |r|2Lip1 · H(d2(·, x); x).
For r, s as above, we have the estimate
|T(r, s; x)| ≤
√
T(r, r; x) · T(s, s; x) ≤ 4 |r|Lip1 · |s|Lip1 · H(d2(·, x); x).
Moreover, for f ∈ C(X) and s ∈ Lip1, the inequality
|T( f , s; x)| ≤
√
T( f , f ; x) · T(s, s; x) ≤ 2 ‖ f ‖∞ · |s|Lip1 ·
√
H(d2(·, x); x)
holds. Similarly, if r ∈ Lip1 and g ∈ C(X), we have
|T(r, g; x)| ≤
√
T(r, r; x) · T(g, g; x) ≤ 2 ‖g‖∞ · |r|Lip1 ·
√
H(d2(·, x); x).
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Now let f , g ∈ C(X) be fixed and r, s ∈ Lip1 arbitrary. Then
|T( f , g; x)|
= |T( f − r + r, g− s + s; x)|
≤ |T( f − r, g− s; x)|+ |T( f − r, s; x)|+ |T(r, g− s; x)|+ |T(r, s; x)|
≤ ‖ f − r‖∞ · ‖g− s‖∞ + 2 ‖ f − r‖∞ · |s|Lip1 ·
√
H(d2(·, x); x)
+ 2 ‖g− s‖∞ · |r|Lip1 ·
√
H(d2(·, x); x) + 4 |r|Lip1 · |s|Lip1 · H(d2(·, x); x)
= ‖ f − r‖∞ ·
{
‖g− s‖∞ + 2 |s|Lip1 ·
√
H(d2(·, x); x)
}
+ 2 |r|Lip1 ·
√
H(d2(·, x); x) ·
{
‖g− s‖∞ + 2 |s|Lip1 ·
√
H(d2(·, x); x)
}
=
{
‖ f − r‖∞ + 2 |r|Lip1
√
H(d2(·, x); x)
}
·
{
‖g− s‖∞ + 2 |s|Lip1
√
H(d2(·, x); x)
}
.
We now pass to the infimum over r and s, respectively, which leads us to
|T( f , g; x)|
≤ K
(√
4H(d2(·, x); x), f ; C(X), Lip1
)
· K
(√
4H(d2(·, x); x), g; C(X), Lip1
)
=
1
2
ω˜
(
f ; 2 ·
√
4H(d2(·, x); x)
)
· 1
2
ω˜
(
g; 2 ·
√
4H(d2(·, x); x)
)
=
1
4
ω˜
(
f ; 4
√
H(d2(·, x); x)
)
· ω˜
(
g; 4
√
H(d2(·, x); x)
)
.
This ends our proof.
Similar to relation (2.1.3), we can also give a pre-Chebyshev-Grüss inequality in a
compact metric space. We then apply it to the special case of the CBS operator based
on n + 1 equidistant points.
Theorem 2.2.37. Let X = [0, 1] be a compact metric space, endowed with the metric
d(s, t) := |s− t|, for s, t ∈ X. For two given functions f , g ∈ C(X) and x, y ∈ X
fixed, the inequality
|T( f , g; x)|
≤ 1
2
min{‖ f ‖∞ ω˜d (g; 4H(|e1 − x| ; x)) ; ‖g‖∞ ω˜d ( f ; 4H(|e1 − x| ; x))}
holds.
Because this inequality will be applied only to the CBS operator, we will give a
proof for it there.
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2.2.5 Applications for (positive) linear operators
2.2.5.1 Shepard-type operators
Let H := Sµn in Theorem 2.2.36. Then we have the following main result, previously
published in [100] (see Theorem 3.4. there):
Theorem 2.2.38. Let f , g ∈ C(X) be two given functions. Then the inequality
|T( f , g; x)| ≤ 1
4
ω˜d
(
f ; 4
√
n
∑
i=1
d(x, xi)2−µ
∑nl=1 d(x, xl)−µ
)
· ω˜d
(
g; 4
√
n
∑
i=1
d(x, xi)2−µ
∑nl=1 d(x, xl)−µ
)
holds, for x 6∈ {x1, . . . , xn}. For x = xi, |T( f , g; x)| = 0.
Proof. If we substitute the CBS operator Sµn in the result of Theorem 2.2.36, the fol-
lowing inequality
|T( f , g; x)| = ∣∣Sµn( f · g; x)− Sµn( f ; x) · Sµn(g; x)∣∣
≤ 1
4
ω˜d
(
f ; 4
√
Sµn(d2(·, x); x)
)
· ω˜d
(
g; 4
√
Sµn(d2(·, x); x)
)
holds. The second moment of the CBS-operator was given by equation (1.2.4). We
then get the claimed result and this ends our proof.
Remark 2.2.39. It is also possible to apply the Chebyshev-Grüss inequality for the
CBS operator defined on X = [a, b].
We now try to find a pre-Chebyshev-Grüss inequality for the CBS operator. For
this we consider the second special case of the CBS operator, just like it was given in
(1.2.5).
Taking H := Sµn+1 in Theorem 2.2.37 to be the CBS operator based on n + 1
equidistant points xi = in , for 0 ≤ i ≤ n and 1 ≤ µ ≤ 2, we get:
Theorem 2.2.40. (see Theorem 6.1. in [100]) Let f , g ∈ C[0, 1]. Then the inequality
|T( f , g; x)|
≤ 1
2
min{‖ f ‖∞ ω˜d
(
g; 4Sµn+1(|e1 − x| ; x)
)
; ‖g‖∞ ω˜d
(
f ; 4Sµn+1(|e1 − x| ; x)
)}
holds.
Proof. We want to estimate
|T( f , g; x)| = ∣∣Sµn+1( f · g; x)− Sµn+1( f ; x) · Sµn+1(g; x)∣∣ .
For two fixed functions f , g ∈ C[0, 1] and an arbitrary s ∈ C1[0, 1], we have
|T( f , g; x)| = |T( f , g− s + s; x)| ≤ |T( f , g− s; x)|+ |T( f , s; x)| . (2.2.8)
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First, if we have f ∈ C[0, 1] and s ∈ C1[0, 1], we continue with
|T( f , s; x)| = ∣∣Sµn+1( f · s; x)− Sµn+1( f ; x) · Sµn+1(s; x)∣∣
=
∣∣Sµn+1( f (s− Sµn+1(s; x)); x)∣∣
=
∣∣∣Sµn+1,t( f (t)(s(t)− s(x) + s(x)− Sµn+1(s; x)); x)∣∣∣
≤ ‖ f ‖∞ · Sµn+1,t(|s(t)− s(x)|+
∣∣s(x)− Sµn+1(s; x)∣∣ ; x)
≤ ‖ f ‖∞ · Sµn+1(
∥∥s′∥∥∞ · |e1 − x|+ ∥∥s′∥∥∞ · Sµn+1(|e1 − x| ; x); x)
= 2 · ‖ f ‖∞ ·
∥∥s′∥∥∞ · Sµn+1(|e1 − x| ; x).
If we now use this result in (2.2.8), we get
|T( f , g; x)| ≤ ‖ f ‖∞ · ‖g− s‖∞ + 2 · ‖ f ‖∞ ·
∥∥s′∥∥∞ · Sµn+1(|e1 − x| ; x)
= ‖ f ‖∞ {‖g− s‖∞ + 2 ·
∥∥s′∥∥∞ · Sµn+1(|e1 − x| ; x)}.
Passing to the infimum over s ∈ C1[0, 1], it follows
|T( f , g; x)| ≤ ‖ f ‖∞ · K(2 · Sµn+1(|e1 − x| ; x), g; C[0, 1], C1[0, 1])
=
1
2
· ‖ f ‖∞ · ω˜d
(
g, 4 · Sµn+1(|e1 − x| ; x)
)
.
The same estimate holds if we interchange f and g. Putting both inequalities to-
gether, we get the result we were looking for.
In the above result, the first absolute moment of the CBS operator appears, which
can be represented by
Sµn+1(|e1 − x| ; x) =
∑ni=0
|x− in |1−µ
∑nl=0 |x− ln |−µ , x 6∈ {x0, . . . , xn}
0 , otherwise.
The idea is to further estimate this quantity. For that, we use an idea from [44] (see
proof of Theorem 4.3).
We distinguish three important cases for different values of µ.
The first case is µ = 1. The first absolute moment of the CBS operator becomes
S1n+1(|e1 − x| ; x) =
∑
n
i=0
1
∑nl=0 |x− ln |−1
, x 6∈ {x0, . . . , xn}
0 , otherwise
=
(n + 1)
(
∑nl=0
1
|x− ln |
)−1
, x 6∈ {x0, . . . , xn}
0 , otherwise.
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Let now l0 be defined by l0n < x <
l0+1
n . Then we have
1
n + 1
·
 n∑
l=0
1∣∣∣x− ln ∣∣∣
 ≥ n
n + 1
·
{
l0
∑
l=0
1
l0 + 1− l +
n
∑
l=l0+1
1
l − l0
}
≥ n
n + 1
{∫ l0+2
1
1
x
dx +
∫ n−l0+1
1
1
x
dx
}
=
n
n + 1
ln((l0 + 2) · (n− l0 + 1))
≥ n
n + 1
· ln(2n + 2),
and the first absolute moment is then
S1n+1(|e1 − x| ; x) ≤
n + 1
n · ln(2n + 2) ,
for x 6∈ {x0, . . . , xn}. In the end we get
|T( f , g; x)|
≤ 1
2
min
{
‖ f ‖∞ · ω˜d
(
g;
4(n + 1)
n · ln (2n + 2)
)
, ‖g‖∞ · ω˜d
(
f ;
4(n + 1)
n · ln (2n + 2)
)}
.
For the other two cases we will consider, first let l0 be defined by∣∣∣∣x− l0n
∣∣∣∣ = min{∣∣∣∣x− ln
∣∣∣∣ : 0 ≤ l ≤ n} .
Then for the case x 6∈ {x0, . . . , xn}, we have
Sµn+1(|e1 − x| ; x) ≤ |x− xl0 |µ ·
n
∑
i=0
|x− xi|1−µ
≤ 1
n
+
1
n
·
{
∑
i<l0
|x− xi|1−µ + ∑
i>l0
|x− xi|1−µ
}
≤ 1
n
+
1
n
·
{
l0−1
∑
k=0
(
1
2
+ k
)1−µ
+
n−l0−1
∑
k=0
(
1
2
+ k
)1−µ}
,
with 0 ≤ l0 ≤ n. Either of the two last sums may be empty. Estimating the result in
the accolades from above, we get
Sµn+1(|e1 − x| ; x) ≤
{
1
n +
1
n ·
[
2µ + 22−µ ·
( n+1
2
)2−µ]
, for 1 < µ < 2
1
n +
1
n · [4+ 2 · ln(n + 1)] , for µ = 2
. (2.2.9)
For 1 < µ < 2, we obtain
|T( f , g; x)|
≤ 1
2
min
{‖ f ‖∞ · ω˜d (g; 4Sµn+1 (|e1 − x| ; x)) , ‖g‖∞ · ω˜d ( f ; 4Sµn+1 (|e1 − x| ; x))}
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where the first absolute moment can be estimated from above as in (2.2.9). For
µ = 2 we obtain
|T( f , g; x)|
≤ 1
2
min
{
‖ f ‖∞ · ω˜d
(
g;
20+ 8 · ln(n + 1)
n
)
, ‖g‖∞ · ω˜d
(
f ;
20+ 8 · ln(n + 1)
n
)}
.
These cases and the inequalities that arise were already discussed in [100].
One can also obtain results for µ > 2. This was done by G. Somorjai [106] (see
also J. Szabados [111] for µ > 4). If we take in [106] the positive linear operators
defined there Ln := S
µ
n+1, xi :=
i
n and f ∈ C[0, 1] such that f (t) = |t− x|, then the
we need to estimate the first absolute moment Ln(|e1 − x| ; x) := Sµn+1(|e1 − x| ; x),
for α := µ > 0 a real number in the cited article, 0 ≤ x ≤ 1, n = 1, 2, . . .. What we
want is to estimate
Sµn+1(|e1 − x| ; x) =
∑ni=0
|x− in |1−µ
∑nl=0;l 6=i |x− ln |−µ , for x /∈ {x0, . . . , xn}
0 , otherwise,
for µ > 2. The method used here is similar to the one in [44]. Let l0 be defined by
|x− xl0 | = min{|x− xl | : 0 ≤ l ≤ n}.
Then for x /∈ {x0, . . . , xn},
n
∑
i=0
|x− xi|1−µ ·
 1n
∑
l=0;l 6=i
|x− xi|−µ
 ≤ |x− xl0 |µ · n∑i=0 |x− xi|1−µ
holds, because we have
1
n
∑
l=0
|x− xl |−µ
≤ 1|x− xl0 |−µ
= |x− xl0 |µ .
For i = l0 we get
|x− xl0 |µ · |x− xl0 |1−µ = |x− xl0 | ≤
1
n
,
so |x− xl0 |µ ≤
( 1
n
)µ
. From this we obtain
n
∑
i=0
|x− xi|1−µ
n
∑
l=0;l 6=i
|x− xl |−µ
≤ 1
n
+
(
1
n
)µ
·
{
∑
i<l0
|x− xi|1−µ + ∑
i>l0
|x− xi|1−µ
}
=
1
n
+
(
1
n
)µ
·

l0−1
∑
i=0
|x− xi|1−µ︸ ︷︷ ︸
(1)
+
n
∑
i=l0+1
|x− xi|1−µ︸ ︷︷ ︸
(2)
 .
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For the sum (2) we have
n
∑
i=l0+1
|x− xi|1−µ ≤
(
1
n
)1−µ
·
n−l0−1
∑
k=0
(
k +
1
2
)1−µ
=
(
1
n
)1−µ n−l0−1
∑
k=0
(
1
k + 12
)µ−1
≤
(
1
n
)1−µ ∞
∑
k=0
(
1
k + 12
)µ−1
︸ ︷︷ ︸
<cµ<∞
≤ (cµ + 1) ·
(
1
n
)1−µ
,
because
∞
∑
k=0
(
1
k + 12
)µ−1
=
∞
∑
k=0
(
1
k + 1
)µ−1
=
∞
∑
k=0
(
1
k
)µ−1
= cµ.
The first sum (1) can be written as follows:
l0−1
∑
i=0
|x− xi|1−µ ≤
l0
∑
k=1
(
k
n
+
1
2n
)1−µ
≤
(
1
n
)1−µ
·
l0
∑
k=1
(
k +
1
2
)1−µ
≤
(
1
n
)1−µ l0−1
∑
k=0
(
k +
1
2
)1−µ
.
From both sums (1) and (2) we get
1
n
+
(
1
n
)µ
·
(
1
n
)1−µ
·
{
l0−1
∑
k=0
(
1
2
+ k
)1−µ
+
n−l0−1
∑
k=0
(
1
2
+ k
)1−µ}
=
1
n
+
1
n
{
l0−1
∑
k=0
(
1
2
+ k
)1−µ
+
n−l0−1
∑
k=0
(
1
2
+ k
)1−µ}
≤ 1
n
+
1
n
{
∞
∑
k=0
(
1
2
+ k
)1−µ
+
∞
∑
k=0
(
1
2
+ k
)1−µ}
.
A first result is
n
∑
i=0
|x− xi|1−µ
∑nl=0;l 6=i |x− xi|−µ
≤ 1
n
+
2
n
· cµ = 1n
(
1+ 2cµ
)
.
We want to find cµ, for µ > 2. For this we use the Riemann Zeta function.
We know that
1
1µ−1
+
1
2µ−1
+ . . . = cµ = ζ(µ− 1).
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It is also well known, in particular, that ζ(2) = ∑∞n=1 n−2 = pi
2
6 ' 1, 645, ζ(3) ≈ 1, 202
which is Apéry’s constant, and ζ(4) = pi
4
90 . There is also a formula due to Euler to
compute ζ(2k), for k = 1, 2, . . ., using Bernoulli numbers. However, no formula for
ζ(2k+ 1) is known until now. R. Apéry has a result that states that ζ(3) is irrational,
but otherwise nothing else about ζ(2k + 1) is known, k > 1.
If in our case we give different values to µ− 1, we observe that the series repre-
sented by cµ decreases and tends to 1.
This means that
Sµn+1(|e1 − x| ; x) =
n
∑
i=0
|x− xi|1−µ
∑nl=0;l 6=i |x− xi|−µ
≤ 3
n
,
for x /∈ {x0, . . . , xn} and µ > 2.
Then the pre-Chebyshev-Grüss inequality for µ > 2 becomes
|T( f , g; x)|
≤ 1
2
min
{
‖ f ‖∞ · ω˜d
(
g;
12
n
)
; ‖g‖∞ · ω˜d
(
f ;
12
n
)}
2.2.5.2 Lagrange operator
A Chebyshev-Grüss inequality for the Lagrange operator at Chebyshev nodes, sim-
ilar to the one in Theorem 2.2.36, is given by:
Theorem 2.2.41. For f , g ∈ C[−1, 1] and all x ∈ [−1, 1], the inequality
|T( f , g; x)| ≤ 1
4
‖Ln‖ (1+ ‖Ln‖)ω˜ ( f ; 2) · ω˜ (g; 2)
≤ 1
2
(
1+
3
pi
log n +
2
pi
log2 n
)
ω( f ; 2) ·ω(g; 2)
holds; here ω denotes the first order modulus.
Proof. The idea of this proof is similar to the one of Theorem 2 in [2] and that of The-
orem 3.1. in [100]. Recall, however, that we have to work without the assumption of
positivity. We consider the bilinear functional
T( f , g; x) := Ln( f · g; x)− Ln( f ; x) · Ln(g; x).
Let f , g ∈ C[−1, 1] and r, s ∈ Lip1, where Lip1 =
{
f ∈ C[−1, 1] : supx 6=x0
| f (x)− f (x0)|
|x−x0| < ∞
}
and the seminorm on Lip1 is defined by | f |Lip1 := supx 6=x0
| f (x)− f (x0)|
|x−x0| . We are inter-
ested in estimating
|T( f , g; x)| = |T( f − r + r, g− s + s; x)|
≤ |T( f − r, g− s; x)|+ |T( f − r, s; x)|+ |T(r, g− s; x)|+ |T(r, s; x)| .
(2.2.10)
First note that for f , g ∈ C[−1, 1] one has
|T( f , g; x)| ≤ ‖Ln‖ (1+ ‖Ln‖) ‖ f ‖ · ‖g‖ .
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For r, s ∈ Lip1 we have the estimate
|T(r, s; x)| = |T((r− r(0)), (s− s(0); x)|
= |Ln((r− r(0)) · (s− s(0)); x)− Ln(r− r(0); x) · Ln(s− s(0); x)|
≤ ‖Ln‖ · ‖r− r(0)‖ · ‖s− s(0)‖+ ‖Ln‖2 · ‖r− r(0)‖ · ‖s− s(0)‖
≤ ‖Ln‖ (1+ ‖Ln‖) · |r|Lip1 · |s|Lip1 .
Moreover, for r ∈ Lip1 and g ∈ C[−1, 1] the inequality
|T(r, g; x)| = |T(r− r(0), g; x)|
= |Ln((r− r(0)) · g; x)− Ln(r− r(0); x) · Ln(g; x)|
≤ ‖Ln‖ · ‖(r− r(0)) · g‖+ ‖Ln‖2 · ‖r− r(0)‖ · ‖g‖
≤ ‖Ln‖ (1+ ‖Ln‖) · ‖g‖ · ‖r− r(0)‖
≤ ‖Ln‖ (1+ ‖Ln‖) · ‖g‖ · |r|Lip1
holds. Note that in both cases considered so far we used
|r(x)− r(0)| = |r(x)− r(0)||x− 0| · |x− 0|
≤ |r|Lip1 · |x| ,
for x ∈ [−1, 1], i.e.,
‖r− r(0)‖ ≤ |r|Lip1 .
Similarly, if f ∈ C[−1, 1] and s ∈ Lip1 we have
|T( f , s; x)| ≤ ‖Ln‖ (1+ ‖Ln‖) · ‖ f ‖ · |s|Lip1 .
Then inequality (2.2.10) becomes
|T( f , g; x)| ≤ |T( f − r, g− s; x)|+ |T( f − r, s; x)|+ |T(r, g− s; x)|+ |T(r, s; x)|
≤ ‖Ln‖ (1+ ‖Ln‖) ·
{
‖ f − r‖+ |r|Lip1
}
· {‖g− s‖+ |s|Lip1}.
The latter expression involves terms figuring in the K - functional
K( f , t; C[−1, 1], Lip1)
= inf{‖ f − g‖+ t · |g|Lip1 : g ∈ Lip1},
for f ∈ C[−1, 1], t ≥ 0. It is known that (see, e.g., [91])
K
(
f ,
t
2
)
=
1
2
· ω˜( f ; t),
an equality to be used in the next step.
We now pass to the infimum over r and s, respectively, which leads to
|T( f , g; x)| ≤ ‖Ln‖ (1+ ‖Ln‖) · K( f , 1; C, Lip1) · K(g, 1; C, Lip1)
= ‖Ln‖ (1+ ‖Ln‖) · 12 · ω˜( f ; 2) ·
1
2
· ω˜(g; 2)
=
1
4
‖Ln‖ (1+ ‖Ln‖)ω( f ; 2) ·ω(g; 2).
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T. Rivlin (see [97]) proved the following inequality in the case of Lagrange interpo-
lation at Chebyshev nodes:
0.9625 < ‖Ln‖ − 2
pi
log n < 1,
so using this result we get
‖Ln‖ < 2
pi
log n + 1
⇒ 1+ ‖Ln‖ < 2
(
1
pi
log n + 1
)
⇒ ‖Ln‖ (1+ ‖Ln‖) < 2
(
1+
3
pi
log n +
2
pi2
log2 n
)
which implies the result.
Remark 2.2.42. If Ln( f · g; x) = ( f · g)(x) = f (x) · g(x) and Ln( f ; x) = f (x), Ln(g; x) =
g(x), the left hand side of the inequality vanishes, while the right hand side grows
logarithmically. The above theorem, together with the proof, can be found in [58],
paper that was submitted for publication.
2.2.6 Chebyshev-Grüss inequalities via discrete oscillations
A Chebyshev-Grüss inequality via discrete oscillations is introduced, one that in
some sense improves the classical inequalities known until now in the literature
and gives a different approach. On the other hand, there are cases when Chebyshev-
Grüss inequalities, involving the least concave majorant of the modulus of continu-
ity (see for ex. Theorem 2.2.3), give better estimates. In our article [58], we presented
this approach and gave the applications that follow.
2.2.6.1 The compact topological space case
Let µ be a (not necessarily positive) Borel measure on the compact topological space
X.
Let
∫
X
dµ(x) = 1, and set L( f ) =
∫
X
f (x)dµ(x), for f ∈ C(X). Then, for f , g ∈
C(X), we have
L( f g)− L( f )L(g) =
∫
X
f (x)g(x)dµ(x)−
∫
X
f (x)dµ(x) ·
∫
X
g(y)dµ(y)
=
∫∫
X2
f (x)g(x)d(µ⊗ µ)(x, y)−
∫∫
X2
f (x)g(y)d(µ⊗ µ)(x, y)
=
∫∫
X2
f (x)(g(x)− g(y))d(µ⊗ µ)(x, y).
Similarly,
L( f g)− L( f )L(g) =
∫∫
X2
f (y)(g(y)− g(x))d(µ⊗ µ)(x, y).
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By addition,
2(L( f g)− L( f )L(g)) =
∫∫
X2
( f (x)− f (y))(g(x)− g(y))d(µ⊗ µ)(x, y). (2.2.11)
Let
oscL( f ) := max{| f (x)− f (y)| : (x, y) ∈ supp(µ⊗ µ)},
where supp(µ⊗ µ) is the support of the tensor product of the Borel measure µ with
itself (see [6]), and let ∆ := {(x, x) : x ∈ X}. From (2.2.11) we get
L( f g)− L( f )L(g) = 1
2
∫∫
X2\∆
( f (x)− f (y))(g(x)− g(y))d(µ⊗ µ)(x, y).
Then we have the following result.
Theorem 2.2.43. The Chebyshev-Grüss inequality in this case is given by
|L( f g)− L( f )L(g)| ≤ 1
2
· oscL( f ) · oscL(g) |µ⊗ µ| (X2 \∆),
for f , g ∈ C(X) and |µ⊗ µ| is the absolute value of the tensor product of the Borel measure
µ with itself (see Chapter 1 in [6]).
Example 2.2.44. Let X = [0, 1] and consider the functional
L( f ) = a
∫ 1
0
f (t)dt + (1− a) f
(
1
2
)
, for 0 ≤ a ≤ 1.
Then L( f ) =
∫ 1
0 f (t)dµ, where the Borel measure µ is given by
µ = aλ+ (1− a)ε 1
2
on X, with λ the Lebesgue measure on [0, 1] and ε 1
2
the measure concentrated at 12 .
Then the tensor product of µ with itself is
µ⊗ µ =
(
aλ+ (1− a)ε 1
2
)
⊗
(
aλ+ (1− a)ε 1
2
)
= a2(λ⊗ λ) + a(1− a)(λ⊗ ε 1
2
) + (1− a)a(ε 1
2
⊗ λ) + (1− a)2(ε 1
2
⊗ ε 1
2
).
µ⊗ µ is a positive measure, so |µ⊗ µ| = µ⊗ µ, and
µ⊗ µ ([0, 1]2 \∆) = [a2(λ⊗ λ) + a(1− a)(λ⊗ ε 1
2
)
+ a(1− a)(ε 1
2
⊗ λ) + (1− a)2(ε 1
2
⊗ ε 1
2
)]
(
[0, 1]2 \∆)
= a2 + 2a(1− a) = a(2− a).
The inequality becomes :
|L( f g)− L( f )L(g)| ≤ 1
2
· a(2− a) · oscL( f ) · oscL(g),
for two functions f , g ∈ C[0, 1].
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2.2.6.2 The discrete linear functional case
Let X be an arbitrary set and B(X) the set of all real-valued, bounded functions on
X. Take an ∈ R, n ≥ 0, such that ∑∞n=0 |an| < ∞ and ∑∞n=0 an = 1. Furthermore,
let xn ∈ X, n ≥ 0, be arbitrary mutually distinct points of X. For f ∈ B(X) set
fn := f (xn). Now consider the functional L : B(X)→ R, L f = ∑∞n=0 an fn. L is linear
and Le0 = 1.
Then the relations
L( f · g)− L( f ) · L(g) =
∞
∑
n=0
an fngn −
∞
∑
n=0
an fn ·
∞
∑
m=0
amgm
=
∞
∑
n=0
(
∞
∑
m=0
am
)
an fngn −
∞
∑
n,m=0
anam fngm
=
∞
∑
n=0
a2n fngn +
∞
∑
n,m=0;m 6=n
aman fngn
−
∞
∑
n=0
a2n fngn −
∞
∑
n,m=0;m 6=n
anam fngm
=
∞
∑
n,m=0;m 6=n
anam fn(gn − gm)
= ∑
0≤n<m<∞
anam fn(gn − gm) + ∑
0≤n>m<∞
anam fn(gn − gm)
= ∑
0≤n<m<∞
anam fn(gn − gm)− ∑
0≤n<m<∞
anam fm(gn − gm)
= ∑
0≤n<m<∞
anam( fn − fm)(gn − gm)
hold.
Theorem 2.2.45. The Chebyshev-Grüss inequality for the above linear, not necessarily pos-
itive, functional L is given by:
|L( f g)− L( f ) · L(g)| ≤ oscL( f ) · oscL(g) · ∑
0≤n<m<∞
|anam|,
where f , g ∈ B(X) and the oscillations are given by:
oscL( f ) := sup{| fn − fm| : 0 ≤ n < m < ∞},
oscL(g) := sup{|gn − gm| : 0 ≤ n < m < ∞}.
Theorem 2.2.46. In particular, if an ≥ 0, n ≥ 0, then L is a positive linear functional and
we have:
|L( f g)− L( f ) · L(g)| ≤ 1
2
·
(
1−
∞
∑
n=0
a2n
)
· oscL( f ) · oscL(g),
for f , g ∈ B(X) and the oscillations given as above.
Remark 2.2.47. The above inequality is sharp in the sense that we can find a func-
tional L such that equality holds.
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Example 2.2.48. Let us consider the following functional
L f := (1− a) f (0) + a f (1), for 0 ≤ a ≤ 1.
For this functional we have
L( f g)− L f · Lg
= (1− a) f (0)g(0) + a f (1)g(1)− [(1− a) f (0) + a f (1)] · [(1− a)g(0) + ag(1)],
so after some calculations we get that the left-hand side is
|L( f g)− L f · Lg| =
∣∣∣∣∣∣∣a(1− a)︸ ︷︷ ︸≥0 ·[ f (0)− f (1)] · [g(0)− g(1)]
∣∣∣∣∣∣∣
= a(1− a) | f (0)− f (1)| · |g(0)− g(1)|
and the right-hand side is
1
2
(
1−
∞
∑
n=0
a2n
)
· oscL( f ) · oscL(g)
=
1
2
· [1− a2 − (1− a)2] · | f (0)− f (1)| · |g(0)− g(1)|
= a(1− a) | f (0)− f (1)| · |g(0)− g(1)| .
2.2.7 Applications for (positive) linear operators
2.2.7.1 The Bernstein operator
Consider the classical Bernstein operators
Bn f (x) :=
n
∑
k=0
f
(
k
n
)
bn,k(x), f ∈ R[0,1], x ∈ [0, 1],
where bn,k(x) := (nk)x
k(1− x)n−k. According to Theorem 2.2.46, for each x ∈ [0, 1],
f , g ∈ B[0, 1] we have
|Bn( f · g)(x)− Bn f (x) · Bng(x)| ≤ 12
(
1−
n
∑
k=0
b2n,k(x)
)
· oscBn( f ) · oscBn(g), (2.2.12)
where
oscBn( f ) := max{| fk − fl | : 0 ≤ k < l ≤ n}
and fk := f
(
k
n
)
; similar definitions apply to g.
Example 2.2.49. If we consider f , g ∈ B[0, 1] to be Dirichlet functions defined by
f (x) :=
{
1 for x ∈ Q,
0 for x ∈ R \Q
and analogously for g, with fk := f
(
k
n
)
(the same for g), then we observe that the
oscillations in the above inequality vanish, so the right hand-side is zero. In other
words, in this case (2.2.12) is a very good estimate and covers a case which cannot be
handled by the use of the least concave majorant, as the function f is not in C[0, 1].
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We are now interested in estimating the sum of the squares of the fundamental
functions of the Bernstein operator. In order to do this, let ϕn(x) := ∑nk=0 b
2
n,k(x),
x ∈ [0, 1]. Since (
1
n + 1
n
∑
k=0
b2n,k(x)
) 1
2
≥ 1
n + 1
n
∑
k=0
bn,k(x) =
1
n + 1
,
we get
ϕn(x) ≥ 1n + 1, x ∈ [0, 1], (2.2.13)
and therefore
|Bn( f · g)(x)− Bn f (x) · Bng(x)| ≤ n2(n + 1) · oscBn( f ) · oscBn(g), x ∈ [0, 1]. (2.2.14)
Let us remark that equality is attained in (2.2.13) if and only if n = 1 and x =
1
2 . In fact, inspired also by some computations with Maple, we state the following
conjectures:
Conjecture 2.2.50. ϕn is convex on [0, 1].
Conjecture 2.2.51. ϕn is decreasing on
[
0, 12
]
and increasing on
[ 1
2 , 1
]
.
Conjecture 2.2.52. ϕn(x) ≥ ϕn
( 1
2
)
, x ∈ [0, 1].
Since ϕn
( 1
2 − t
)
= ϕn
( 1
2 + t
)
, t ∈ [0, 12], we see that
Conjecture 2.2.50⇒ Conjecture 2.2.51⇒ Conjecture 2.2.52.
On the other hand, it can be proven that
ϕn
(
1
2
)
= 4−n
(
2n
n
)
, ϕ′n
(
1
2
)
= 0, ϕ′′n
(
1
2
)
= 42−n
(
2n− 2
n− 1
)
> 0,
and so 12 is a minimum point for ϕn. Conjecture 2.2.52 claims that it is an absolute
minimum point; in other words,
ϕn(x) ≥ 14n
(
2n
n
)
, x ∈ [0, 1]. (2.2.15)
The following confirmation of Conjecture 2.2.52 is due to Dr. Th. Neuschel (Katholieke
Universiteit Leuven).
Lemma 2.2.53. For n ∈N and x ∈ [0, 1], we have
n
∑
k=0
(
n
k
)2
x2k(1− x)2(n−k) ≥ 1
4n
(
2n
n
)
.
Proof. For symmetry reasons, it suffices to prove the statement only for 0 ≤ x ≤ 12 .
In the sequel we denote Pn to be the n−th Legendre polynomial, given by
Pn(x) :=
1
2n
n
∑
k=0
(
n
k
)2
(x + 1)k(x− 1)n−k.
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We make a change of variable, namely set y := 1−2x+2x21−2x ≥ 1 and we get(
y−
√
y2 − 1
)n
· Pn(y) =
n
∑
k=0
(
n
k
)2
x2k(1− x)2(n−k) = ϕn(x),
so we have to show that(
y−
√
y2 − 1
)n
· Pn(y) ≥ 14n
(
2n
n
)
holds, for y ≥ 1. The inequality holds for y = 1 and y = ∞. In the last case, the
inequality is even sharp. Now it is enough to show :
d
dy
{(y−
√
y2 − 1)nPn(y)} ≤ 0 for y > 1.
This is equivalent to the following statement:
P′n(y) ≤
n√
y2 − 1 Pn(y) for y > 1.
Using the formula
y2 − 1
n
P′n(y) = yPn(y)− Pn−1(y),
we now have to prove the following:
(y−
√
y2 − 1)Pn(y) ≤ Pn−1(y) for y > 1,
which is equivalent to
Pn(y) ≤ (y +
√
y2 − 1)Pn−1(y) for y > 1. (2.2.16)
The inequality (2.2.16) can be proven by induction. For n = 1 the inequality holds.
We assume that the inequality holds also for n and we want to show:
Pn+1(y) ≤ (y +
√
y2 − 1)Pn(y) for y > 1.
Using Bonnet’s recursion formula
Pn+1(y) =
2n + 1
n + 1
yPn(y)− nn + 1 Pn−1(y),
we now have to show that the following holds:(
2n + 1
n + 1
y− (y +
√
y2 − 1)
)
Pn(y) ≤ nn + 1 Pn−1(y).
After evaluation(
2n + 1
n + 1
y− (y +
√
y2 − 1)
)
Pn(y) ≤ nn + 1 (y−
√
y2 − 1)Pn(y)
≤ n
n + 1
(y−
√
y2 − 1)(y +
√
y2 − 1)Pn−1(y)
=
n
n + 1
Pn−1(y),
we obtain the result.
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Actually, Dr. Th. Neuschel also validated Conjecture 2.2.51 (see the paper of G.
Nikolov [88] for more details). Conjecture 2.2.50 was discussed and proved in recent
papers by I. Gavrea and M. Ivan in [41], and by G. Nikolov in [88], independently.
Conjecture 2.2.52 is the weakest of the three, and it is also the one of interest for us.
In order to compare (2.2.13) and (2.2.15), it is not difficult to prove the inequalities
1
n + 1
<
1
2
√
n
<
1
4n
(
2n
n
)
<
1√
2n + 1
, n ≥ 2.
More precise inequalities can be found in [35]:
1√
pi(n + 3)
<
1
4n
(
2n
n
)
<
1√
pi(n− 1) , n ≥ 2.
Because we have proven that Conjecture 2.2.52 is true, we have the following
result.
Theorem 2.2.54. The Chebyshev-Grüss inequality for the Bernstein operator is:
|Bn( f · g)(x)− Bn f (x) · Bng(x)| ≤ 12
(
1− 1
4n
(
2n
n
))
· oscBn( f ) · oscBn(g), (2.2.17)
for x ∈ [0, 1].
We now compare this new approach with the classical Chebyshev-Grüss inequal-
ities for the Bernstein operator (2.2.4) and (2.2.5) from Theorem 2.2.11.
Remark 2.2.55. In (2.2.12) and (2.2.4), the right-hand sides depend on x and vanish
when x → 0 or x → 1. Their maximum values, as functions of x, are attained for
x = 12 , and (2.2.14), (2.2.17), (2.2.5) illustrate this fact. On the other hand, in (2.2.12)
the oscillations of f and g are relative only to the points 0, 1n , . . . ,
n−1
n , 1, while in
(2.2.4) the oscillations, expressed in terms of ω˜, are relative to the whole interval
[0, 1]. Of course, those approaches can only be compared for functions in C[0, 1].
It can also be shown that in this case, the estimate in terms of discrete oscillations
yields a result quite similar to (2.2.4).
2.2.7.2 King operators
We need ∑nk=0 (v
∗
n,k(x))
2 to be minimal. Let ϕn(x) := ∑nk=0 (v
∗
n,k(x))
2.
For n = 1, we have that
ϕ1(x) =
1
∑
k=0
(v∗1,k(x))
2 = (v∗1,0(x))
2 + (v∗1,1(x))
2
= 2x4 − 2x2 + 1
and this attains its minimum for x =
√
2
2 . This minimum is
ϕ1
(√
2
2
)
=
1
2
.
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Theorem 2.2.56. The Chebyshev-Grüss inequality for n = 1 then looks as follows:
|T( f , g; x)| ≤ 1
4
· oscV∗1 ( f ) · oscV∗1 (g)
=
1
4
· | f0 − f1| · |g0 − g1| .
For n = 2, 3, . . ., the problem of finding the minimum is more difficult, since
ϕn(x) =
n
∑
k=0
(v∗n,k(x))
2
=
n
∑
k=0
(
n
k
)2
(r∗n(x))2k(1− r∗n(x))2(n−k).
In any case, the estimate
ϕn(x) =
n
∑
k=0
(v∗n,k(x))
2 ≥ 1
n + 1
holds, for x ∈ [0, 1] and n = 2, 3, . . .. As a proof for this,√
∑nk=0 v
∗
n,k(x))
2
n + 1
≥ ∑
n
k=0 v
∗
n,k(x)
n + 1
=
1
n + 1
.
Then we get
1−
n
∑
k=0
(v∗n,k(x))
2 ≤ 1− 1
n + 1
=
n
n + 1
.
Theorem 2.2.57. For n = 2, 3, . . . there holds
|V∗n ( f g)(x)−V∗n ( f ; x) ·V∗n (g; x)| ≤
n
2(n + 1)
· oscV∗n ( f ) · oscV∗n (g).
2.2.7.3 Piecewise linear interpolation at equidistant knots
In this case, we need to find the minimum of the sum τn := ∑ni=0 u2i,n. For a particular
interval
[ i−1
n ,
i
n
]
, we get that
τn(x) :=
n
∑
i=0
u2i,n(x) = (nx− i + 1)2 + (i− nx)2, for i = 1, . . . , n.
For i = 1, x ∈ [0, 1n ] and τn(x) = (nx − 1)2, while for i = n, x ∈ [ n−1n , 1] and
τn(x) = (nx− n + 1)2. So τn(x) = (nx− i + 1)2 + (i− nx)2 is minimum if and only
if x = 2i−12n and the minimum value of τn(x) is
1
2 .
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Theorem 2.2.58. The Chebyshev-Grüss inequality for S∆n is
|S∆n( f · g)− S∆n( f ) · S∆n(g)| ≤
1
2
(
1−
n
∑
i=0
u2n,i(x)
)
· oscS∆n ( f ) · oscS∆n (g)
≤ 1
2
(
1− 1
2
)
· oscS∆n ( f ) · oscS∆n (g)
=
1
4
· oscS∆n ( f ) · oscS∆n (g),
with
oscS∆n ( f ) := max {| fk − fl | : 0 ≤ k < l ≤ n}
oscS∆n (g) := max {|gk − gl | : 0 ≤ k < l ≤ n} ,
where fk := f
(
k
n
)
.
Remark 2.2.59. This inequality implies a classical Chebyshev-Grüss-type inequality
because | fk − fl | ≤ M − m and |gk − gl | ≤ P − p, respectively. Here M, P denote
upper bounds of f and g, and m, p lower ones. It is easy to give examples in which
this approach via discrete oscillations gives strictly better inequalities.
2.2.7.4 The Mirakjan-Favard-Szász operator
This is our first application of Theorem 2.2.46 for operators defined for functions
given on an infinite interval. We set
σn(x) := e−2nx
∞
∑
k=0
(nx)2k
(k!)2
and we want to find the infimum:
inf
x≥0
σn(x) := ι ≥ 0.
Because σn(x) ≥ ι, we obtain the following result.
Theorem 2.2.60. For the Mirakjan-Favard-Sza´sz operator we have
|T( f , g; x)| ≤ 1
2
(1− σn(x)) · oscMn( f ) · oscMn(g)
≤ 1
2
(1− ι) · oscMn( f ) · oscMn(g),
where f , g ∈ Cb[0,∞), oscMn( f ) = sup{| fk − fl | : 0 ≤ k < l < ∞}, with fk := f
(
k
n
)
and a similar definition applying to g. Cb[0,∞) is the set of all continuous, real-valued,
bounded functions on [0,∞).
Lemma 2.2.61. The relation
inf
x≥0
σn(x) = ι = 0.
holds.
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Proof. We first need to prove that
lim
x→∞ e
−2nx I0(2nx) = 0
holds, for a fixed n and I0 being the modified Bessel function of the first kind of
order 0 (see the paper by E. Berdysheva [12] and the references therein). The power
series expansion for modified Bessel functions of the first kind of order 0 is
I0(x) =
∞
∑
k=0
x2k
22k(k!)2
,
so for a fixed n we have
I0(2nx) =
∞
∑
k=0
(nx)2k
(k!)2
and
e−2nx · I0(2nx) = e−2nx ·
∞
∑
k=0
(nx)2k
(k!)2
= σn(x).
We now use Lebesgue’s dominated convergence theorem and the integral expres-
sion
I0(2nx) =
1
pi
∫ 1
−1
e−2ntx · 1√
1− t2 dt,
e−2nx · I0(2nx) = 1
pi
∫ 1
−1
e−2nx(1+t) · 1√
1− t2 dt,
for n fixed and we conclude that σn(x) → 0, as x → ∞, because we see from above
that e−2nx · I0(2nx)→ 0, for x → ∞.
Corollary 2.2.62. The Chebyshev-Grüss inequality for the Mirakjan-Favard-Sza´sz operator
is:
|T( f , g; x)| ≤ 1
2
· oscMn( f ) · oscMn(g),
where f , g ∈ Cb[0,∞), oscMn( f ) = sup{| fk − fl | : 0 ≤ k < l < ∞} and a similar
definition applying to g.
2.2.7.5 The Baskakov operator
We set
ϑn(x) :=
1
(1+ x)2n
∞
∑
k=0
(
n + k− 1
k
)2 ( x
1+ x
)2k
, for x ≥ 0.
We need to find the infimum:
inf
x≥0
ϑn(x) := e ≥ 0.
Because ϑn(x) ≥ e, we obtain the following result.
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Theorem 2.2.63. For the Baskakov operator one has
|T( f , g; x)| ≤ 1
2
(1− ϑn(x)) · oscAn( f ) · oscAn(g)
≤ 1
2
(1− e) · oscAn( f ) · oscAn(g),
where f , g ∈ Cb[0,∞), oscAn( f ) = sup{| fk − fl | : 0 ≤ k < l < ∞}, fk := f
(
k
n
)
and a
similar definition applying to g.
Lemma 2.2.64. The relation infx≥0 ϑn(x) = e = 0 holds, for all n ≥ 1.
Proof. In [12] the following functions were defined. For Ic = [0,∞)(c ∈ R, c ≥ 0),
n > 0, k ∈N0 and x ∈ Ic, we have
p[c]n,k(x) := (−1)k
(− nc
k
)
(cx)k(1+ cx)−
n
c−k, c 6= 0.
For c = 1, we get
p[1]n,k(x) = pn,k(x) = (−1)k
(−n
k
)
xk(1+ x)−n−k
=
(
n + k− 1
k
)
xk(1+ x)−n−k =: an,k(x),
so we obtain the fundamental functions of the Baskakov operator. The following
kernel function was defined in [12]
Tn,c(x, y) =
∞
∑
k=0
p[c]n,k(x) · p[c]n,k(y), for x, y ∈ Ic.
We are interested in the case c = 1 and x = y, so the above kernel becomes
Tn,1(x, x) =
∞
∑
k=0
p2n,k(x) =
∞
∑
k=0
a2n,k(x) =: ϑn(x).
For n = 1, we get
ϑ1(x) = T1,1(x, x) =
1
(1+ x)2
∞
∑
k=0
(
x
1+ x
)2k
=
1
1+ 2x
−→ 0, for x → ∞.
For n > 1,
Tn,1(x, x) =
1
pi
∫ 1
0
(φ(x, x, t))n
dt√
t(1− t) ,
where, for φ(x, x, t) = [1+ 4x(1− t) + 4x2(1− t)]−1, it holds:
0 < φ(x, x, t) ≤ 1, ∀t ∈ [0, 1], ∀x ≥ 0.
Therefore
T2,1(x, x) ≥ T3,1(x, x) ≥ T4,1(x, x) ≥ . . . ≥ 0, ∀x ≥ 0. (2.2.18)
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Now for n = 2, we have
T2,1(x, x) =
∞
∑
k=0
p22,k(x) =
1
(1+ x)4
∞
∑
k=0
(k + 1)2
(
x
1+ x
)2k
.
Let
( x
1+x
)2 = y. Then
∞
∑
k=0
(k + 1)2yk =
1+ y
(1− y)3 .
Thus
T2,1(x, x) =
2x2 + 2x + 1
(2x + 1)3
→ 0, for x → ∞. (2.2.19)
For n ≥ 3 it follows from (2.2.18) that 0 ≤ Tn,1(x, x) ≤ T2,1(x, x). Combining this
with (2.2.19), we get
lim
x→0
Tn,1(x, x) = 0, ∀n ≥ 1,
and so the proof is finished.
An inequality analogous to the one in Corollary 2.2.62 is now immediate.
2.2.7.6 The Bleimann-Butzer-Hahn operators
We set
ψn(t) =
1
(1+ t)2n
n
∑
k=0
(
n
k
)2
t2k,
for t ≥ 0. We make a change of variable, namely set x = tt+1 ∈ [0, 1). Then we get
ψn(t) =
n
∑
k=0
(
n
k
)2 ( t
t + 1
)2k ( 1
t + 1
)2n−2k
=
n
∑
k=0
(
n
k
)2
x2k(1− x)2n−2k.
So ψn(t) = ϕn(x), i.e., inft≥0 ψn(t) = infx∈[0,1] ϕn(x) = 14n (
2n
n ), as shown in Lemma
2.2.53.
This leads to
Theorem 2.2.65. The Chebyshev-Grüss inequality in this case is:
|T( f , g; x)| ≤ 1
2
(
1− 1
4n
(
2n
n
))
· oscBHn( f ) · oscBHn(g),
with f , g ∈ Cb[0,∞), x ∈ [0,∞) and
oscBHn( f ) := sup {| fk − fl | : 0 ≤ k < l ≤ n} ,
for fk := f
(
k
n−k+1
)
and a similar definition applying to g.
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2.2.7.7 The Lagrange operator
If we consider the Langrange interpolation operator formed upon any infinite ma-
trix X and relation (1.3.1), then we get the following result:
Theorem 2.2.66. The Chebyshev-Grüss inequality with discrete oscillations for the La-
grange operator is given by
|T( f , g; x)| ≤ oscLn( f ) · oscLn(g) ·
(
Λ2n(x)
2
− 1
8
)
for f , g ∈ B[−1, 1] and −1 ≤ x ≤ 1.
Proof. We need to estimate the sum
∑
1≤k<m≤n
|lk,n(x) · lm,n(x)| =
( n∑
i=1
|li,n(x)|
)2
−
(
n
∑
i=1
l2i,n(x)
) /2
=
[
Λ2n(x)−
(
n
∑
i=1
l2i,n(x)
)]
/2.
From (1.3.1), we know that
n
∑
i=1
l2i,n(x) ≥
1
4
,
so we get
∑
1≤k<m≤n
|lk,n(x) · lm,n(x)| ≤ Λ
2
n(x)
2
− 1
8
,
and this ends our proof.
2.2.7.8 The Lagrange operator at Chebyshev nodes
If we consider Chebyshev nodes, we have the following theorem:
Theorem 2.2.67. For f , g ∈ B[−1, 1] and x ∈ [−1, 1] fixed, the following inequality
|T( f , g; x)| ≤ oscLn( f ) · oscLn(g) · ∑
1≤k<m≤n
|lk,n(x) · lm,n(x)|
≤ oscLn( f ) · oscLn(g) ·
Λ
2
n(x)− c
[
1+ (cos2 nt) · pi26
]
2

≤ oscLn( f ) · oscLn(g) ·
Λ
2
n(X)− c
[
1+ (cos2 nt) · pi26
]
2

holds, for a suitable constant c and x = cos t. Here we recall the asymptotic result given for
the Lebesgue constant
Λ2n(X) :=
[
2
pi
log n +
2
pi
(
log
8
pi
+ γ
)
+O
(
1
n2
)]2
.
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Proof. The first inequality follows from Theorem 2.2.45 (with an obvious modifica-
tion). The sum on the right-hand side of the first inequality can be expressed as
follows:
∑
1≤k<m≤n
|lk,n(x) · lm,n(x)| =
( n∑
i=1
|li,n(x)|
)2
−
(
n
∑
i=1
l2i,n(x)
) /2
=
[
Λ2n(x)−
(
n
∑
i=1
l2i,n(x)
)]
/2.
In order to estimate the sum ∑ni=1 l
2
i,n(x), we use the proof of Theorem 2.3 (case
α = 2) from [64] to get :
n
∑
i=1
l2i,n(x) ≥ c
(
1+ |cos nt|2
n
∑
i=1
i−2
)
,
where x = cos t and c is a suitable constant. After some calculation, the sum be-
comes
∑
1≤k<m≤n
|lk,n(x) · lm,n(x)| = Λ
2
n(x)
2
−
c
(
1+ (cos nt)2 · pi26
)
2
.
We now use the asymptotic result for the Lebesgue constantΛn(X) = max−1≤x≤1
Λn(x),
so we obtain our desired inequality.
2.2.8 Chebyshev-Grüss inequalities via discrete oscillations for more than
two functions
In the last section of the article [2], a Chebyshev-Grüss inequality on a compact
metric space for more than two functions was introduced. We obtain a similar result,
using the new approach implying discrete oscillations. This result is better than
what was obtained in [2] in the sense that the oscillations of the functions are relative
only to certain points, while in [2] they are relative to the whole compact metric
space X. The results in this section can also be found in [4].
Moreover, in what follows X is an arbitrary set, B(X) the set of all real-valued,
bounded functions on X and f 1, . . . , f p ∈ B(X). Take an ∈ R, an ≥ 0, n ≥ 0, such
that ∑∞n=0 an = 1. Furthermore, let xn ∈ X, n ≥ 0 be arbitrary mutually distinct
points of X. For f k ∈ B(X) set f kn := f k(xn), k = 1, . . . , p. Consider a positive linear
functional L : B(X)→ R, such that L( f ) := ∑∞n=0 an fn.
In this section we will use the following notation:
oscL( f k) := sup{| f kn − f km| : 0 ≤ n < m < ∞}.
The following result holds, concerning the oscillations.
Lemma 2.2.68. Let B(X) be the set of all real-valued and bounded functions on X and let
f i ∈ B(X), for i = 1, . . . , p. Then the following inequality holds
oscL(
p
∏
k=1
f k) ≤
p
∑
i=1
oscL( f i)
p
∏
j=1, j 6=i
sup
0≤n<∞
{| f jn|}.
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Proof. The above inequality can be proven by induction. If we consider two func-
tions f 1, f 2 ∈ B(X), we have∣∣∣ f 1(xn) f 2(xn)− f 1(xm) f 2(xm)∣∣∣
=
∣∣∣ f 1(xn)( f 2(xn)− f 2(xm)) + ( f 1(xn)− f 1(xm)) f 2(xm)∣∣∣
≤ sup
0≤k<∞
{| f 1k |}
∣∣ f 2(xn)− f 2(xm)∣∣+ sup
0≤k<∞
{| f 2k |}
∣∣∣ f 1(xn)− f 1(xm)∣∣∣ .
We take the supremum on both sides and get
oscL( f 1 f 2) ≤ oscL( f 2) · sup
0≤n<∞
{| f 1n |}+ oscL( f 1) · sup
0≤n<∞
{| f 2n |}.
Now consider the inequality to be true for p and prove it for p + 1.
oscL( f 1 · f 2 . . . f p · f p+1)
≤ oscL( f 1 . . . f p) · sup
0≤n<∞
{| f p+1n |}+ oscL( f p+1) · sup
0≤n<∞
{| f 1n |} . . . sup
0≤n<∞
{| f pn |}
=
p+1
∑
i=1
oscL( f i)
p+1
∏
j=1,j 6=i
sup
0≤n<∞
{| f jn|}.
This concludes the proof.
The next result is a Chebyshev-Grüss inequality via discrete oscillations for more
than two functions.
Theorem 2.2.69. For a positive linear functional L : B(X) → R, L( f ) := ∑∞n=0 an fn,
an ∈ R, an ≥ 0, ∑∞n=0 an = 1, the Chebyshev-Grüss-type inequality, involving more than
two functions is∣∣∣L( f 1 · . . . · f p)− L( f 1) · . . . · L( f p)∣∣∣
≤ 1
2
(
1−
∞
∑
n=0
a2n
)
·
p
∑
i,j=1,i<j
oscL( f i) · oscL( f j) ·
p
∏
k=1,k 6=i,j
sup
0≤s<∞
{| f ks |}.
Proof. We prove by induction the following inequality:∣∣∣L( f 1 · . . . · f p)− L( f 1) · . . . · L( f p)∣∣∣ (2.2.20)
≤ ∑
0≤n<m<∞
anam ·
p
∑
i,j=1,i<j
oscL( f i) · oscL( f j) ·
p
∏
k=1,k 6=i,j
sup
0≤s<∞
{| f ks |}
It was proved in [58] that∣∣∣L( f 1 · f 2)− L( f 1) · L( f 2)∣∣∣ ≤ ∑
0≤n<m<∞
anam · oscL( f 1)oscL( f 2),
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therefore the inequality (2.2.20) is true for p = 2. We suppose that the inequality
holds for p and we prove it for p + 1. We have∣∣∣L( f 1 · · · f p+1)− L( f 1) · · · L( f p)L( f p+1)∣∣∣ =∣∣∣L( f 1 · · · f p+1)−L( f 1 · · · f p)L( f p+1)+L( f 1 . . . f p)L( f p+1)−L( f 1) · · · L( f p+1)∣∣∣
≤ ∑
0≤n<m<∞
anam · oscL( f 1 . . . f p) · oscL( f p+1)
+
∣∣∣L( f 1 f 2 . . . f p)− L( f 1) . . . L( f p)∣∣∣ · sup
0≤s<∞
{| f p+1s |}
≤ ∑
0≤n<m<∞
anam ·
(
p
∑
i=1
oscL( f i)
p
∏
j=1,j 6=i
sup
0≤s<∞
{| f js |}
)
· oscL( f p+1)
+ ∑
0≤n<m<∞
anam ·
(
p
∑
i,j=1;i<j
oscL( f i) · oscL( f j) ·
p
∏
k=1;k 6=i,j
sup
0≤n<∞
{| f kn |}
)
· sup
0≤s<∞
{| f p+1s |}
= ∑
0≤n<m<∞
anam
p+1
∑
i,j=1;i<j
oscL( f i) · oscL( f j) ·
p+1
∏
k=1;k 6=i,j
sup
0≤s<∞
{| f ks |}.
Using in (2.2.20) the following identity
∑
0≤n<m<∞
anam =
1
2
(
1−
∞
∑
n=0
a2n
)
,
the theorem is proved.
86
3 Bivariate Chebyshev-Grüss Inequalities
on compact metric spaces
3.1 Auxiliary and historical results
In this section we recall a method for approximating functions defined on the prod-
uct of two compact metric spaces (X, dX) and (Y, dY). We assume that X × Y is
endowed with the product topology generated by the two compact metric spaces.
For references about parametric extensions of univariate operators, see the papers
[86], [108], [63], [78] and [45].
Consider the compact metric spaces X and Y. We define xˆ : C(X)→ R by xˆ( f ) =
f (x), and xˆ : C(X × Y) → C(Y) by (xˆ f )(y) = f (x, y). In a similar way, we have yˆ :
C(Y) → R defined by yˆ( f ) = f (y) and yˆ : C(X × Y) → C(X) by (yˆ f )(x) = f (x, y).
Now let L1 : C(X)→ C(X) be a linear operator and define the parametric extension
of L1 by L1 : C(X×Y)→ C(X×Y), such that
(L1 f )(x, y) := xˆL1yˆ f .
Similarly, we get the parametric extension of a linear operator L2 : C(Y) → C(Y),
L2 : C(X×Y)→ C(X×Y) defined by
(L2 f )(x, y) := yˆL2 xˆ f .
The above approach can be found in [26], [29] and [45].
Some estimates in terms of ω˜dX×Y are given now. We consider, just like before, that
X×Y carries the product topology of the spaces (X, dX) and (Y, dY). This topology
can be generated by a multitude of metrics, for example by
dp((x, y), (xˆ, yˆ)) := (dX(x, xˆ)p + dY(y, yˆ)p)
1
p , 1 ≤ p < ∞,
and by
d∞((x, y), (xˆ, yˆ)) := max{dX(x, xˆ), dY(y, yˆ)}.
The Euclidean metric will mostly be used in the sequel. For p = 2 in the first
example of metrics from above, we have
d2((x, y), (xˆ, yˆ)) :=
(
dX(x, xˆ)2 + dY(y, yˆ)2
) 1
2 .
Whenever we have estimates for continuous functions f ∈ C(X × Y), in terms
of ωdX×Y , where dX×Y is a metric on the compact space X × Y, these estimates will
depend upon the concrete metric dX×Y. We suppose also in the bivariate case that
our operators reproduce the constant functions 1X and 1Y.
In [45] an inequality in terms of ω˜dX×Y was given.
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Theorem 3.1.1. (see Theorem 6.2 in [45]) Let X and Y given as before, and let L1 : C(X)→
C(X) and L2 : C(Y) → C(Y) be positive linear operators reproducing constant functions.
Let dX×Y be a metric on X×Y such that
dX×Y((x, r), (xˆ, r)) = dX(x, xˆ) for all r ∈ Y and for all (x, xˆ) ∈ X2,
and
dX×Y((s, y), (s, yˆ)) = dY(y, yˆ) for all s ∈ X and for all (y, yˆ) ∈ Y2.
Then for f ∈ C(X×Y), (x, y) ∈ X×Y, and the product L1 ◦ L2 of parametric extensions,
we have for any e > 0∣∣(I − (L1 ◦ L2))( f ; x, y)∣∣
≤ max{1, e−1 · (L1(dX(·, x); x) + L2(dY(·, y); y))} · ω˜dX×Y( f ; e).
For the case X×Y = [a, b]× [c, d] we have
Corollary 3.1.2. Let X × Y = [a, b] × [c, d], and let the metrics on [a, b] and [c, d] be
given by d(x, y) = |x− y|. Then under the assumptions of the above theorem, we have the
following. For 1 ≤ q ≤ ∞ and for any e > 0 it holds:∣∣(I − (L1 ◦ L2))( f ; x, y)∣∣
≤ max{1, e−1 · (L1(dX(·, x); x) + L2(dY(·, y); y))} · ω˜dq( f ; e).
Here ω˜dq( f ; e) is the least concave majorant of the modulus of continuity.
Remark 3.1.3. i) One can see that in the above corollary, the quantity in front of
ω˜dq( f ; e) does not depend on q.
ii) If in the above theorem we choose e = L1(dX(·, x); x) + L2(dY(·, y); y) (if this
quantity is > 0), then we obtain∣∣(I − (L1 ◦ L2))( f ; x, y)∣∣
≤ ω˜dX×Y( f ; L1(dX(·, x); x) + L2(dY(·, y); y))
≤ ω˜dX×Y( f ; L1(dX(·, x); x)) + ω˜dX×Y( f ; L2(dY(·, y); y)).
3.2 Bivariate (positive) linear operators
3.2.1 Bivariate Bernstein operators
Let X = [0, 1] and I = [0, 1] × [0, 1] a compact metric space endowed with the
Euclidean metric
d2((s, t), (x, y)) :=
√
(s− x)2 + (t− y)2,
for (s, t), (x, y) ∈ I. The bivariate Bernstein operators, introduced by P. L. Butzer in
[18], are given by
Bn1,n2( f ; (x, y)) :=
n1
∑
k1=0
n2
∑
k2=0
f
(
k1
n1
,
k2
n2
)
bn1,k1(x)bn2,k2(y), f ∈ RI , x, y ∈ X,
where bn1,k1(x) := (
n1
k1
)xk1(1− x)n1−k1 and bn2,k2(y) := (n2k2)yk2(1− y)n2−k2 .
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The second moment of the bivariate Bernstein polynomial in this case is given by
Bn1,n2(d
2
2(·, (x, y)); (x, y)) =
n1
∑
k1=0
n2
∑
k2=0
d22
((
k1
n1
,
k2
n2
)
, (x, y)
)
bn1,k1(x)bn2,k2(y)
=
x(1− x)
n1
+
y(1− y)
n2
≤ 1
4
(
1
n1
+
1
n2
)
,
for
d22
((
k1
n1
,
k2
n2
)
, (x, y)
)
=
(
k1
n1
− x
)2
+
(
k2
n2
− y
)2
.
3.2.2 Products of King operators
Let rn1(x), rn2(y) be sequences of continuous functions with 0 ≤ rn1(x) ≤ 1 and 0 ≤
rn2(y) ≤ 1. The bivariate King operator Vn1,n2 : C([0, 1]× [0, 1]) → C([0, 1]× [0, 1]),
n1 6= n2 can be defined by
Vn1,n2( f ; (x, y)) :=
n1
∑
k1=0
n2
∑
k2=0
vn1,k1(x) · vn2,k2(y) · f
(
k1
n1
,
k2
n2
)
,
with
vn1,k1(x) =
(
n1
k1
)
(rn1(x))
k1(1− rn1(x))n1−k1 ,
vn2,k2(y) =
(
n2
k2
)
(rn2(y))
k2(1− rn2(y))n2−k2 ,
for f ∈ C([0, 1]× [0, 1]), 0 ≤ x, y ≤ 1. vn1,k1 and vn2,k2 are fundamental functions of
the Vn1,n2 operator.
Remark 3.2.1. For rn1(x) = x, rn2(y) = y, n1, n2 = 1, 2, . . ., the positive linear opera-
tors Vn1,n2 reduce to the bivariate Bernstein operators.
We now give some properties of the above defined operators, that are generaliza-
tions of those from the univariate case.
Proposition 3.2.2.
i) The operators Vn1 and Vn2 reproduce constants, so Vn1,n2 also reproduces them.
ii) If we consider the projection maps, i.e., pr1(x, y) = x and pr2(x, y) = y, then we have
Vn1,n2(pr1; (x, y)) = rn1(x)
Vn1,n2(pr2; (x, y)) = rn2(y).
iii) For the function e(x, y) = x2 + y2, we get
Vn1,n2(e; (x, y)) = Vn1(e2; x) +Vn2(e2; y)
=
(
rn1(x)
n1
+
n1 − 1
n1
(rn1(x))
2
)
+
(
rn2(y)
n2
+
n2 − 1
n2
(rn2(y))
2
)
.
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iv) lim
n1,n2→∞
Vn1,n2( f ; (x, y)) = f (x, y), for each f ∈ C([0, 1]× [0, 1]), x, y ∈ [0, 1], if and
only if
lim
n1→∞
rn1(x) = x
and
lim
n2→∞
rn2(y) = y.
v) The second moment in the general bivariate case is given by
Vn1,n2(d
2
2(·, (x, y)); (x, y)) =
n1
∑
k1=0
n2
∑
k2=0
d22
((
k1
n1
,
k2
n2
)
, (x, y)
)
vn1,k1(x)vn2,k2(y)
=
rn1(x)
n1
[1− rn1(x)] + [rn1(x)− x]2 +
rn2(y)
n2
[1− rn2(y)] + [rn2(y)− y]2,
where 0 ≤ rn1(x) ≤ 1 and 0 ≤ rn2(y) ≤ 1 are continuous functions and for
d22
((
k1
n1
,
k2
n2
)
, (x, y)
)
=
(
k1
n1
− x
)2
+
(
k2
n2
− y
)2
.
Again the interest is to find a sequence of positive linear operators defined on
C([0, 1]× [0, 1]) that reproduce both constant and e functions, defined as above. For
this we need special choices of rn1(x) = r
∗
n1(x) and rn2(y) = r
∗
n2(y). We have the
following result.
Theorem 3.2.3. Let {Vn1,n2}n1,n2∈N be the sequence of operators defined above, with
r∗n1(x) :=
{
r∗1(x) = x
2 , for n1 = 1
r∗n1(x) = − 12(n1−1) +
√
n1
n1−1 x
2 + 14(n1−1)2 , for n1 = 2, 3, . . . ,
and the same holding for r∗n2(y). Then we get
V∗n1,n2(e; (x, y)) = V
∗
n1(e2; x) +V
∗
n2(e2; y) = x
2 + y2,
for n1, n2 ∈ N, n1 6= n2 and x, y ∈ [0, 1]. Also, V∗n1,n2(pr1; (x, y)) 6= pr1(x, y) = x and
V∗n1,n2(pr2; (x, y)) 6= pr2(x, y) = y. V∗n1,n2 is also not a polynomial operator.
If we talk about the fundamental functions of these operators, given by
v∗n1,k1(x) =
(
n1
k1
)
(r∗n1(x))
k1(1− r∗n1(x))n1−k1
and the same for v∗n2,k2(x), then they satisfy ∑
n1
k1=0
v∗n1,k1(x) = 1 and ∑
n2
k2=0
v∗n2,k2(y) =
1 for n1, n2 = 1, 2, . . ..
Proposition 3.2.4 (Properties of r∗n1 , r
∗
n2).
i) 0 ≤ r∗n1(x) ≤ 1 and 0 ≤ r∗n2(y) ≤ 1, for n1, n2 = 1, 2, . . ., and 0 ≤ x, y ≤ 1.
ii) limn1→∞ r∗n1(x) = x and limn2→∞ r
∗
n2(y) = y, for 0 ≤ x, y ≤ 1.
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The second moment of the bivariate special King operators V∗n1,n2 is:
V∗n1,n2(d
2
2(·, (x, y)); (x, y)) = 2x(x− r∗n1(x)) + 2y(y− r∗n2(y)). (3.2.1)
We can discriminate between more cases, but the interesting one is for n1, n2 =
2, 3, . . ., n1 6= n2. Then we have
r∗n1(x) = −
1
2(n1 − 1) +
√(
n1
n1 − 1
)
x2 +
1
4(n1 − 1)2 , (3.2.2)
and for r∗n2(y) we have an analogous relation.
If we replace (3.2.2) in (3.2.1), we get the second moment for this special case.
We now want to find rn1 and rn2 , such that the second moment in the general case
Vn1,n2(d
2
2(·, (x, y)); (x, y)) is minimal. We have seen in the univariate case that
rminn1 (x) :=

0 , x ∈ [0, 1n1 ),
2n1x−1
2n1−2 , x ∈ [ 12n1 , 1− 12n1 ],
1 , x ∈ (1− 12n1 , 1],
and something similar holds for rminn2 (y). Using these functions, we get the minimum
value of the second moment. For this, we have the following representation
Vminn1,n2((· − (x, y))2; (x, y)) := Vminn1 ((e1 − x)2; x) +Vminn2 ((e1 − y)2; y),
where Vminn1 ((e1 − x)2; x) and Vminn2 ((e1 − y)2; y) are given as in the univariate case.
3.2.3 Products of Hermite-Fejér interpolation operators
We consider tensor products of two parametric extensions of classical univariate
Hermite-Fejér interpolation operators defined with respect to Chebyshev roots of
the first kind xk = cos
(
2k−1
2n pi
)
, 1 ≤ k ≤ n, and given by
H2n−1( f ; x) :=
n
∑
k=1
f (xk) · (1− x · xk) ·
(
Tn(x)
n(x− xk)
)2
,
for f ∈ R[−1,1] and with Tn(x) = cos(n · arccos(x)) the n-th Chebyshev polynomial
of the first kind.
The tensor product of two parametric extensions of univariate Hermite-Fejér op-
erators is given by
H2n1−1,2n2−1( f ; x, y)
:=
n1
∑
k1=1
n2
∑
k2=1
f (xk1 , yk2)(1− x · xk1) · (1− y · yk2) ·
(
Tn1(x)
n1(x− xk1)
)2
·
(
Tn2(y)
n2(y− yk2)
)2
,
for ni ≥ 1, i = 1, 2, f ∈ C([−1, 1]2) and all (x, y) ∈ I = [−1, 1]2.
In [45], H. Gonska showed that for such Hermite-Fejér operators, the following
inequality involving the first absolute moment holds:
H2n−1(|e1 − x| ; x) ≤ 4n · |Tn(x)| · {
√
1− x2 · ln n + 1} ≤ 10 |Tn(x)| · ln nn .
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As one can see from the proof of the above result (see Lemma 6.9 in [45]), we can
say that the first absolute moment of the bivariate operators is given by
H2n1−1,2n2−1 (d1(·, (x, y)); (x, y))
= H2n1−1(|·1 − x| ; x) + H2n2−1(|·2 − y| ; y)
≤ 4
n1
· |Tn1(x)| · {
√
1− x2 · ln n1 + 1}+ 4n2 · |Tn2(y)| · {
√
1− y2 · ln n2 + 1}
= 4 ·
{(
1
n1
· |Tn1(x)| · {
√
1− x2 · ln n1 + 1}
)
+
(
1
n2
· |Tn2(y)| · {
√
1− y2 · ln n2 + 1}
)}
,
if considering the metric
d1((s, t), (x, y)) = |s− x|+ |t− y| .
Then we can now recall another result from [45] (see Proposition 6.19 there).
Proposition 3.2.5. If H2n1−1,2n2−1, ni ≥ 1, i = 1, 2, denotes the product of two parametric
extensions of univariate Hermite-Fejér operators H2n1−1 and H2n2−1, both based on the roots
of Chebyshev polynomials Tn1 and Tn2 , respectively, then for all f ∈ C([−1, 1]2) and all
(x, y) ∈ [−1, 1]2 there holds
|(I − H2n1−1,2n2−1)( f ; x, y)|
≤ 4 · ω˜d1
(
f ; n−11 · |Tn1(x)| · {
√
1− x2 · ln n1 + 1}+ n−12 · |Tn1(y)| · {
√
1− y2 · ln n2 + 1}
)
,
where I denotes the identity mapping on C([−1, 1]2).
The second moment of the bivariate Hermite-Fejér operator can also be evaluated.
If we now consider
d2((s, t), (x, y)) :=
√
(s− x)2 + (t− y)2,
we have
H2n1−1,2n2−1(d
2
2(·, (x, y)); (x, y)) =
1
n1
· T2n1(x) +
1
n2
· T2n2(y).
3.2.4 Products of quasi-Hermite-Fejér interpolation operators
We consider tensor products of two parametric extensions of univariate quasi-Hermite-
Fejér interpolation operators defined with respect to Chebyshev roots of the second
kind xv = cos
( v
n+1pi
)
, 1 ≤ v ≤ n, and given by
Qn( f ; x) :=
n+1
∑
v=0
f (xv) · Fn,v(x) ·U2n(x),
for f ∈ R[−1,1] and Un(x) the n-th Chebyshev polynomial of the second kind, where
Fn,v(x) :=

1−x
2(n+1)2 , for v = 0,
(1−x2)(1−xv·x)
(n+1)2(x−xv)2 , for 1 ≤ v ≤ n,
1+x
2(n+1)2 , for v = n + 1.
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The tensor product of two parametric extensions of univariate quasi-Hermite-
Fejér operators is given by
Qn1,n2( f ; x, y) :=
n1+1
∑
v1=0
n2+1
∑
v2=0
f (xv1 , yv2) · Fn1,v1(x) · Fn2,v2(y) ·U2n1(x) ·U2n2(y)
for ni ≥ 1, i = 1, 2, f ∈ C([−1, 1]2) and all (x, y) ∈ I = [−1, 1]2. We have
Fn1,v1(x) :=

1−x
2(n1+1)2
, for v1 = 0
(1−x2)(1−xv1 ·x)
(n1+1)2·(x−xv1 )2
, for 1 ≤ v1 ≤ n1
1+x
2(n1+1)2
, for v1 = n1 + 1
and a similar definition for Fn2,v2(y).
The first absolute moment of the bivariate operators is given by
Qn1,n2 (d1(·, (x, y)); (x, y))
= Qn1(|·1 − x| ; x) + Qn2(|·2 − y| ; y)
≤ (1− x2) |Un1(x)| ·
10 ln(n1 + 1)
n1 + 1
+ (1− y2) |Un2(y)| ·
10 ln(n2 + 1)
n2 + 1
.
The second moment of the bivariate quasi-Hermite-Fejér operator can also be
evaluated. We have
Qn1,n2(d
2
2(·, (x, y)); (x, y))
= Qn1((·1 − x)2; x) + Qn2((·2 − y)2; y)
=
1
n1 + 1
· (1− x2) ·U2n1(x) +
1
n2 + 1
· (1− y2) ·U2n2(y).
3.2.5 Products of almost-Hermite-Fejér interpolation operators
We consider tensor products of two parametric extensions of univariate almost-
Hermite-Fejér interpolation operators given by
F(
1
2 ,− 12 )
1,0;n ( f ; x) :=
n
∑
v=0
f (xv) · Ev,n(x),
where lv is the vth Lagrange fundamental polynomial, xv = cos 2v2n+1pi, 1 ≤ v ≤ n
and
w(x) =
sin 2n+12 arccos x
sin 12 arccos x
.
In the above definition, we have
Ev,n(x) :=

w2(x)
w2(1) , for v = 0,
1−x
1−xv · 1−xxv1−x2v · l
2
v(x) , for 1 ≤ v ≤ n.
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The tensor product of two parametric extensions of univariate almost-Hermite-Fejér
operators is given by
F(
1
2 ,− 12 )
1,0;n1,n2
( f ; x, y) :=
n1
∑
v1=1
n2
∑
v2=1
f (xv1 , yv2) · Ev1,n1(x) · Ev2,n2(y),
where
Ev1,n1(x) :=

w(x)2
w(1)2 , for v1 = 0,
1−x
1−xv1 ·
1−x·xv1
1−x2v1
· l2v1(x) , for 1 ≤ v1 ≤ n1
and
Ev2,n2(y) :=

w(y)2
w(1)2 , for v2 = 0,
1−y
1−yv2 ·
1−y·yv2
1−y2v2
· l2v2(y) , for 1 ≤ v2 ≤ n2.
The first absolute moment of the bivariate operators is given by
F(
1
2 ,− 12 )
1,0;n1,n2 (d1(·, (x, y)); (x, y))
= F(
1
2 ,− 12 )
1,0;n1
(|·1 − x| ; x) + F(
1
2 ,− 12 )
1,0;n2 (|·2 − y| ; y)
≤ c1 · 1+
√
1− x2 ln(n1)
2n1 + 1
+ c2 · 1+
√
1− y2 ln(n2)
2n2 + 1
,
for suitable constants c1, c2.
The second moment of the bivariate almost-Hermite-Fejér operator can also be
expressed. We have
F(
1
2 ,− 12 )
1,0;n1,n2
(d22(·, (x, y)); (x, y))
= F(
1
2 ,− 12 )
1,0;n1
((·1 − x)2; x) + F(
1
2 ,− 12 )
1,0;n2 ((·2 − y)2; y)
=
2(1− x) · w(x)2
3n1
+
2(1− y) · w(y)2
3n2
=
2
3
·
(
(1− x) · w(x)2
n1
+
(1− y) · w(y)2
n2
)
.
3.2.6 Products of convolution operators
Take X = [−1, 1] and C(X) the space of real-valued continuous functions defined
on X. The convolution operator Gm(n) is defined as before. If we consider a bivari-
ate function defined on [−1, 1]× [−1, 1] = I, then the parametric extensions of the
operator Gm(n) f are given by
(xGm(n1) f )(x, y) : =
1
pi
∫ pi
−pi
f (cos(arccos(x) + ν1), y) · Km(n1)(ν1)dν1,
(yGm(n2) f )(x, y) : =
1
pi
∫ pi
−pi
f (x, cos(arccos(y) + ν2)) · Km(n2)(ν2)dν2,
where the kernels Km(n1), Km(n2) are positive and even trigonometric polynomials
of degrees m(n1) and m(n2), satisfying∫ pi
−pi
Km(ni)(νi)dνi = pi, i = 1, 2,
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meaning that Gm(n1)(1, x) = 1 and Gm(n2)(1, y) = 1, for x, y ∈ [−1, 1]. Both Gm(ni)( f , ·),
i = 1, 2 are algebraic polynomials of degree m(ni), i = 1, 2 and the kernel Km(ni) has
the form:
Km(ni)(νi) =
1
2
+
m(ni)
∑
ki=1
ρki ,m(ni) · cos(kiνi), i = 1, 2,
for νi ∈ [−pi,pi].
Since we know that Gm(n) is a positive linear operator, we have that its parametric
extensions xGm(n1) and yGm(n2) are also positive linear operators.
Proposition 3.2.6. The parametric extensions xGm(n1), yGm(n2) satisfy the relation
xGm(n1) ·y Gm(n2) =y Gm(n2) ·x Gm(n1).
Their product is the bidimensional operator Gm(n1),m(n2), which, for every function f ∈ C(I)
looks as:
Gm(n1),m(n2)( f ; (x, y))
=
1
pi
∫ pi
−pi
∫ pi
−pi
f (cos(arccos(x) + ν1), cos(arccos(y) + ν2)) · Km(n1)(ν1) · Km(n2)(ν2)dν1dν2.
For different degrees m(ni), i = 1, 2, we get different convolution operators and
different second moments, respectively. This is why we talk about second moments
in a subsequent section.
3.2.7 Bivariate Shepard operators
Let us take the domain I = [0, 1]× [0, 1] and consider the metric
d1((s, t), (x, y)) = |s− x|+ |t− y| ,
for (s, t), (x, y) ∈ I. We then obtain a first special case of the CBS operator. If we
have a function f : [0, 1]× [0, 1]→ R and consider the bivariate CBS operator based
on equidistant pairs of points as a tensor product of two univariate operators (see
[39]), we get
(Sµ1,µ2n1+1,n2+1)( f ; x, y) =
n1
∑
k1=0
n2
∑
k2=0
sk1,µ1(x)sk2,µ2(y) f
(
k1
n1
,
k2
n2
)
,
where µ1, µ2 > 1 and with
sk1,µ1(x) =
∣∣∣x− k1n1 ∣∣∣−µ1
n1
∑
k1=0
∣∣∣x− k1n1 ∣∣∣−µ1 ,
sk2,µ2(y) =
∣∣∣y− k2n2 ∣∣∣−µ2
n2
∑
k2=0
∣∣∣y− k2n2 ∣∣∣−µ2 .
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For the univariate CBS operators Sµ1n1+1( f ; x), based on n1 + 1 equidistant points
and Sµ2n2+1( f ; y), based on n2 + 1 equidistant points, with respect to a univariate func-
tion f , we have
Sµ1,µ2n1+1,n2+1( f ; x, y) = S
µ1
n1+1( f ; x) · S
µ2
n2+2( f ; y).
The first absolute moment of the tensor product CBS operator given above is
Sµ1,µ2n1+1,n2+1(d1(·, (x, y)); (x, y)) = S
µ1
n1+1(|· − x| ; x) + S
µ2
n2+1(|· − y| ; y).
A proof for this will be given later on (see the proof of Theorem 3.3.11).
For this special case, we will give a pre-Chebyshev-Grüss inequality in one of the
sections to follow (see Theorem 3.3.11).
If we now consider the compact metric space I = [0, 1]× [0, 1] endowed with the
Euclidean metric, we give another bivariate CBS operator as a tensor product of two
CBS operators defined as in (1.2.3):
Sµ1,µ2n1,n2 ( f ; (x, y)) :=

∑n1k1=1∑
n2
k2=1
f (xk1 , yk2) · sµ1k1 (x) · s
µ2
k2
(y), x /∈ {x1, . . . , xn1},
y /∈ {y1, . . . , yn2},
f (xk1 , yk2), otherwise.
We can give a relation for the second moment of this bivariate CBS operator Sµ1,µ2n1,n2 .
It holds
Sµ1,µ2n1,n2 (d
2
2(·, (x, y)); (x, y)) =

∑n1k1=1∑
n2
k2=1
d22(·; (x, y)) · sµ1k1 (x) · s
µ2
k2
(y), x /∈ {x1, . . . , xn1},
y /∈ {y1, . . . , yn2},
0, otherwise.
For the second moment of this CBS operator Sµ1,µ2n1,n2 we also have an equality simi-
lar to the one for the first absolute moment:
Sµ1,µ2n1,n2 (d
2
2(·, (x, y)); (x, y)) = Sµ1n1 ((e1 − x)2; x) + Sµ2n2 ((e1 − y)2; y).
We will consider different cases, meaning for µ1 = µ2 = 1, 1 < µ1 = µ2 < 2,
µ1 = µ2 = 2 and µ1 = µ2 > 2. For these cases we will have different second and first
absolute moments and different (pre-) Chebyshev-Grüss inequalities, respectively.
Remark 3.2.7. The original bivariate operators that were considered by Shepard in
[104] were not constructed as tensor products of unvariate operators. For more de-
tails about other ways of describing such Shepard operators, see [39]. They look as
follows
Sµn f (x, y) :=
n
∑
i=0
s(µ)n,i (x, y) f (xi, yi), if (x, y) 6= (xi, yi),
Sµn f (xi, yi) = f (xi, yi), where µ > 0 fixed, f : D → R, D ⊂ R2, (xi, yi) ∈ D,
i = 0, . . . , n, x0 < x1 < . . . < xn, y0 < y1 < . . . < yn,
s(µ)n,i (x, y) =
[
(x− xi)2 + (y− yi)2
]− µ2 /l(µ)n (x, y),
l(µ)n (x, y) =
n
∑
i=0
[
(x− xi)2 + (y− yi)2
]− µ2 .
Such Shepard operators are used in Computer Aided Geometric Design. Neverthe-
less, because of the scarce distribution of the points (xi, yi), for i = 0, . . . , n in D, the
convergence properties we are interested in are relatively poor.
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3.2.8 Products of piecewise linear interpolation operators at equidistant
knots
Let X = [0, 1] and I = [0, 1] × [0, 1] be a compact metric space, together with the
Euclidean metric.
The bivariate piecewise linear interpolation operator at equidistant knots S∆n1 ,∆n2 :
C(I)→ C(I) at the points 0, 1n1 . . . ,
k1
n1
, . . . , n1−1n1 , 1 and 0,
1
n2
. . . , k2n2 , . . . ,
n2−1
n2
, 1, respec-
tively, can be explicitely described as
S∆n1 ,∆n2 ( f ; (x, y)) =
1
n1n2
n1
∑
k1=0
n2
∑
k2=0
[
k1 − 1
n1
,
k1
n1
,
k1 + 1
n1
; |α− x|
]
α
[
k2 − 1
n2
,
k2
n2
,
k2 + 1
n2
; |α− y|
]
α
f
(
k1
n1
,
k2
n2
)
.
Denote by
un1,k1(x) =
1
n1
[
k1 − 1
n1
,
k1
n1
,
k1 + 1
n1
; |α− x|
]
α
, un1,k1 ∈ C[0, 1],
with a similar definition holding for un2,k2(y).
The bivariate operator S∆n1 ,∆n2 can also be defined by
S∆n1 ,∆n2 f (x, y) :=
n1
∑
k1=0
n2
∑
k2=0
f
(
k1
n1
,
k2
n2
)
· un1,k1(x) · un2,k2(y),
for f ∈ C(I), x, y ∈ X, uni ,ki ∈ C[0, 1], i = 1, 2,
uni ,ki
(
li
ni
)
= δki ,li , ki, li = 0, . . . , ni, i = 1, 2.
We now give the second moment of this operator in the bivariate case.
For x ∈
[
k1−1
n1
, k1n1
]
, y =
[
k2−1
n2
, k2n2
]
, we get
S∆1,∆2
(
d22(·, (x, y); (x, y))
)
=
n1
∑
i1=0
n2
∑
i2=0
un1,i1(x)un2,i2(y)d
2
2
((
i1
n1
,
i2
n2
)
, (x, y)
)
=
n1
∑
i1=0
n2
∑
i2=0
un1,i1(x)un2,i2(y)
{(
i1
n1
− x
)2
+
(
i2
n2
− y
)2}
=
n1
∑
i1=0
n2
∑
i2=0
un1,i1(x)un2,i2(y)
(
i1
n1
− x
)2
+
n1
∑
i1=0
n2
∑
i2=0
un1,i1(x)un2,i2(y)
(
i2
n2
− y
)2
=
n1
∑
i1=0
un1,i1(x)
(
i1
n1
− x
)2
+
n2
∑
i2=0
un2,i2(y)
(
i2
n2
− y
)2
=
n1
∑
i1=0
n1
2
(
i1
n1
− x
)2{∣∣∣∣ i1 + 1n1 − x
∣∣∣∣− 2 ∣∣∣∣ i1n1 − x
∣∣∣∣+ ∣∣∣∣ i1 − 1n1 − x
∣∣∣∣}
+
n2
∑
i2=0
n2
2
(
i2
n2
− y
)2{∣∣∣∣ i2 + 1n2 − y
∣∣∣∣− 2 ∣∣∣∣ i2n2 − y
∣∣∣∣+ ∣∣∣∣ i2 − 1n2 − y
∣∣∣∣}
=
(
x− k1 − 1
n1
)(
k1
n1
− x
)
+
(
y− k2 − 1
n2
)(
k2
n2
− y
)
.
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This quantity attains its maximum when both x = 2k1−12n1 and y =
2k2−1
2n2
, which
implies
S∆n1 ,∆n2 (d
2
2(·, (x, y)); (x, y)) ≤
1
4n21
+
1
4n22
.
3.2.9 Bivariate BLaC operators
We define the bivariate BLaC operator and then derive a Chebyshev-Grüss inequal-
ity.
Let X = [0, 1] and I = [0, 1]× [0, 1] be the compact metric space equipped with
the Euclidean metric
d2((s, t), (x, y)) :=
√
(s− x)2 + (t− y)2,
for (s, t), (x, y) ∈ I. The two-dimensional scaling functions ϕ∆(x, y) are given by
ϕ∆(x, y) = ϕ∆(x) · ϕ∆(y) :=

ϕ∆(x), for ∆ ≤ y < 1,
ϕ∆(y), for ∆ ≤ x < 1,
xy
∆2
, for 0 ≤ x, y < ∆,
− x
∆2
· (y− 1−∆), for 0 ≤ x < ∆, 1 ≤ y < 1+∆,
− y
∆2
· (x− 1−∆), for 0 ≤ y < ∆, 1 ≤ x < 1+∆,
1
∆2
· (x− 1−∆)(y− 1−∆), for 1 ≤ x, y < 1+∆,
0, else ,
and the bivariate fundamental functions ϕni,j(x, y) are defined by:
ϕni,j(x, y) = ϕ∆(2
n(x− i2−n)) · ϕ∆(2n(y− j2−n)).
The interpolation points ηni,j ∈ R2 look as follows:
ηni,j =
(
2i + 1+∆
2n+1
,
2j + 1+∆
2n+1
)
, for i, j = 0, . . . , 2n − 2,
ηn−1,−1 = (0, 0), η
n
2n−1,2n−1 = (1, 1),
ηn−1,j =
(
0,
2j + 1+∆
2n+1
)
, ηni,−1 =
(
2i + 1+∆
2n+1
, 0
)
,
ηn2n−1,j =
(
1,
2j + 1+∆
2n+1
)
, ηni,2n−1 =
(
2i + 1+∆
2n+1
, 1
)
.
Definition 3.2.8. (see [87]) For f ∈ C(I) and x, y ∈ X the bivariate BLaC operator is
given by
BLn f (x, y) = BLn f (x, y, n) :=
2n−1
∑
i=−1
2n−1
∑
j=−1
f (ηni,j) · ϕni,j(x, y).
Remark 3.2.9. The properties of the BLaC operator in the univariate case also apply
here.
The second moment of the operator will be described in the proof of Theorem
3.3.13, in one of the next sections, for the different cases.
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3.2.10 Products of Mirakjan-Favard-Szász operators
In [116], a bivariate Mirakjan-Favard-Szász operator is considered, using the ap-
proach of parametric extensions.
Take X = [0,∞) and RX the space of real-valued functions defined on X. The
Mirakjan-Favard-Szász operator is defined as before. If we consider a bivariate func-
tion defined on [0,∞)× [0,∞) = I, then the parametric extensions of the operator
Mn f are given by
(x Mn1 f )(x, y) : = e
−n1x
∞
∑
k1=0
(n1x)k1
k1!
f
(
k1
n1
, y
)
,
(y Mn2 f )(x, y) : = e
−n2y
∞
∑
k2=0
(n2y)k2
k2!
f
(
x,
k2
n2
)
.
Since we know that Mn is a positive linear operator, we have that its parametric
extensions x Mn1 and y Mn2 are also positive linear operators.
Proposition 3.2.10. The parametric extensions x Mn1 , y Mn2 satisfy the relation
x Mn1 ·y Mn2 =y Mn2 ·x Mn1 .
Their product is the bidimensional operator Mn1,n2 , which, for every function f ∈ RI looks
as:
Mn1,n2( f ; (x, y)) := e
−n1x · e−n2y
∞
∑
k1=0
∞
∑
k2=0
(n1x)k1
k1!
· (n2y)
k2
k2!
· f
(
k1
n1
,
k2
n2
)
.
J. Favard was the first to introduce these bivariate operators (see [37]).
3.2.11 Products of Baskakov operators
In [61], Baskakov operators for functions of two variables are studied.
We consider X = [0,∞) and RX the space of real-valued functions defined on
X. The Baskakov operator is defined as before. If we consider a bivariate function
defined on [0,∞)× [0,∞) = I, then the parametric extensions of the operator An f
are given by
(x An1 f )(x, y) : =
∞
∑
k1=0
(
n1 + k1 − 1
k1
)
xk1
(1+ x)n1+k1
f
(
k1
n1
, y
)
,
(y An2 f )(x, y) : =
∞
∑
k2=0
(
n2 + k2 − 1
k2
)
yk2
(1+ y)n2+k2
f
(
x,
k2
n2
)
.
We know that An is a positive linear operator, we have that its parametric exten-
sions x An1 and y An2 are also positive linear operators.
Proposition 3.2.11. The parametric extensions x An1 , y An2 satisfy the relation
x An1 ·y An2 =y An2 ·x An1 .
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Their product is the bidimensional operator An1,n2 , which, for every function f ∈ RI , looks
as:
An1,n2( f ; (x, y))
:=
∞
∑
k1=0
∞
∑
k2=0
(
n1 + k1 − 1
k1
)(
n2 + k2 − 1
k2
)
xk1
(1+ x)n1+k1
yk2
(1+ y)n2+k2
f
(
k1
n1
,
k2
n2
)
=
∞
∑
k1=0
∞
∑
k2=0
an1,k1(x) · an2,k2(y) · f
(
k1
n1
,
k2
n2
)
,
for (x, y) ∈ I, n1, n2 ∈N.
3.2.12 Products of Lagrange operators
A bivariate Lagrange interpolation operator is considered (see [39]), using the ap-
proach of parametric extensions.
Consider X = [−1, 1] andRX the space of real-valued functions defined on X. The
univariate Lagrange operator is defined as before. If we consider a bivariate func-
tion defined on [−1, 1]× [−1, 1] = I, then the parametric extensions of the operator
Ln f are given by
(xLn1 f )(x, y) : =
n1
∑
k1=1
lk1,n1(x) · f (xk1,n1 , y),
(yLn2 f )(x, y) : =
n2
∑
k2=1
lk2,n2(y) · f (x, yk2,n2).
Since we know that Ln is a linear operator (only in exceptional cases positive),
its parametric extensions xLn1 and yLn2 are also linear operators that are only some-
times positive.
Proposition 3.2.12. The parametric extensions xLn1 , yLn2 satisfy the relation
xLn1 ·y Ln2 =y Ln2 ·x Ln1 .
Their product is the bidimensional operator Ln1,n2 , which, for every function f ∈ RI looks
as:
Ln1,n2( f ; (x, y)) :=
n1
∑
k1=1
n2
∑
k2=1
f (xk1,n1 , yk2,n2) · lk1,n1(x) · lk2,n2(y).
The Lagrange fundamental functions are given as usual
lk1,n1(x) =
wn1(x)
w′n1(xk1,n1)(x− xk1,n1)
, 1 ≤ k1 ≤ n1,
where wn1(x) = ∏
n1
k1=1
(x− xk1,n1). The fundamental functions lk2,n2(y) are defined
analogously.
The corresponding Lebesgue functions are
Λn1(x) :=
n1
∑
k1=1
|lk1,n1 |
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and
Λn2(y) :=
n2
∑
k2=1
|lk2,n2 |.
Regarding the sums of the squared fundamental functions of a Lagrange interpo-
lation based upon any infinite matrix X, we recall a result from [64]. It holds, for
α = 2 in the relation (3.1) in the cited article, that
n1
∑
k1=1
l2k1,n1(x) ≥
1
4
, for − 1 ≤ x ≤ 1,
and the same holds for the squares of the fundamental functions with respect to y.
3.3 Main Results
3.3.1 (Pre-)Chebyshev-Grüss inequalities in the bivariate case
We have the following result for the bivariate case, result that can be directly ob-
tained from Theorem 2.2.36.
Theorem 3.3.1. Let (X, d) be a compact metric space and denote I := X × X. If f , g ∈
C(I) and x, y ∈ X fixed, then the inequality
|T( f , g; (x, y))|
≤ 1
4
ω˜d
(
f ; 4
√
H(d2(·, (x, y)); (x, y))
)
· ω˜d
(
g; 4
√
H(d2(·, (x, y)); (x, y))
)
=
1
4
ω˜d
(
f ; 4
√
H(d2X(·, x); x) + H(d2X(·, y); y)
)
· ω˜d
(
g; 4
√
H(d2X(·, x); x) + H(d2X(·, y); y)
)
holds, where H(d2(·, (x, y)); (x, y)) is the second moment of the bivariate operator H. We
consider here the Euclidean metric d2.
A pre-Chebyshev-Grüss inequality, that directly follows from Theorem 2.2.37, can
also be given.
Theorem 3.3.2. If f , g ∈ C(I), where (X, d) is a compact metric space and I = X × X,
and x, y ∈ X fixed, then the inequality
|T( f , g; (x, y))| ≤ 1
2
·min{A, B}
holds, where
A := ‖ f ‖∞ · ω˜d(g; 4 · H(d(·, (x, y)); (x, y)))
B := ‖g‖∞ · ω˜d( f ; 4 · H(d(·, (x, y)); (x, y))),
and the metric that we need is d1((s, t), (x, y)) := |s− x|+ |t− y|.
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3.3.2 Applications to bivariate positive linear operators
3.3.2.1 The bivariate Bernstein operator
The Chebyshev-Grüss inequality involving second moments for the tensor product
Bernstein operator looks as follows.
Theorem 3.3.3. If we take H = Bn1,n2 in Theorem 3.3.1, we get
|Bn1,n2( f · g; (x, y))− Bn1,n2( f ; (x, y)) · Bn1,n2(g; (x, y))|
≤ 1
4
ω˜d2
 f ; 4 ·√ x(1− x)
n1
+
y(1− y)
n2
 · ω˜d2
g; 4 ·√ x(1− x)
n1
+
y(1− y)
n2
 ,
(3.3.1)
which implies
|T( f , g; (x, y))| ≤ 1
4
ω˜d2
(
f ; 4
√
1
4n1
+
1
4n2
)
· ω˜d2
(
g; 4
√
1
4n1
+
1
4n2
)
=
1
4
ω˜d2
(
f ; 2
√
1
n1
+
1
n2
)
· ω˜d2
(
g; 2
√
1
n1
+
1
n2
)
, (3.3.2)
for two functions f , g ∈ C(I), I = [0, 1]× [0, 1] and x, y ∈ [0, 1] fixed.
3.3.2.2 Bivariate special King operators
Theorem 3.3.4. If we take H = V∗n1,n2 in Theorem 3.3.1 and consider the second moments of
these operators for the case n1 = n2 = 2, 3, . . ., n1 6= n2, we obtain the following inequality.
|T( f , g; (x1, x2))|
≤ 1
4
ω˜d2
 f ; 4
√√√√ 2∑
i=1
2xi(xi − r∗ni(xi))
 · ω˜d2
g; 4
√√√√ 2∑
i=1
2xi(xi − r∗ni(xi))

=
1
4
ω˜d2
 f ; 4
√√√√ 2∑
i=1
2xi
(
xi +
1
2(ni − 1) −
√
ni
ni − 1 x
2
i +
1
4(ni − 1)2
)
· ω˜d2
g; 4
√√√√ 2∑
i=1
2xi
(
xi +
1
2(ni − 1) −
√
ni
ni − 1 x
2
i +
1
4(ni − 1)2
) .
For the other cases, as well as for the general bivariate operator Vn1,n2 and for
Vminn1,n2 , results can be obtained in a similar way.
3.3.2.3 Products of Hermite-Fejér operators
The Chebyshev-Grüss inequality involving second moments for the tensor product
Hermite-Fejér operator is given in the sequel.
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Theorem 3.3.5. If we take H = H2n1−1,2n2−1 in Theorem 3.3.1, we get
|H2n1−1,2n2−1( f · g; (x, y))− H2n1−1,2n2−1( f ; (x, y)) · H2n1−1,2n2−1(g; (x, y))|
≤ 1
4
ω˜d2
(
f ; 4
√
1
n1
T2n1(x) +
1
n2
T2n2(y)
)
· ω˜d2
(
g; 4
√
1
n1
T2n1(x) +
1
n2
T2n2(y)
)
for two functions f , g ∈ C(I), I = [−1, 1]× [−1, 1] and x1, x2 ∈ [−1, 1] fixed.
Theorem 3.3.6. If we replace H = H2n1−1,2n2−1 in Theorem 3.3.2, the pre-Chebyshev-
Grüss-type inequality looks as follows:
|T( f , g; (x, y))| ≤ 1
2
min {‖ f ‖∞ · ω˜d1 (g; 4 · D) ; ‖g‖∞ · ω˜d1 ( f ; 4 · D)}
≤ 1
2
min {‖ f ‖∞ · ω˜d1( f ; 40 · E); ‖g‖∞ · ω˜d1(g; 40 · E)} ,
where D := 4n1 · |Tn1(x)| · {
√
1− x2 · ln n1 + 1}+ 4n2 · |Tn2(y)| · {
√
1− y2 · ln n2 + 1}
and E := |Tn1 (x)| ln n1n1 +
|Tn2 (y)| ln n2
n2
.
3.3.2.4 Products of quasi-Hermite-Fejér operators
The Chebyshev-Grüss inequality involving second moments for the tensor product
quasi-Hermite-Fejér operator is given in the sequel.
Theorem 3.3.7. If we take H = Qn1,n2 in Theorem 3.3.1, we get
|Qn1,n2( f · g; (x, y))−Qn1,n2( f ; (x, y)) ·Qn1,n2(g; (x, y))|
≤ 1
4
ω˜d2
(
f ; 4
√(
1
n1 + 1
(1− x2) ·U2n1(x) +
1
n2 + 1
(1− y2) ·U2n2(y)
))
· ω˜d2
(
g; 4
√(
1
n1 + 1
(1− x2) ·U2n1(x) +
1
n2 + 1
(1− y2) ·U2n2(y)
))
for two functions f , g ∈ C(I), I = [−1, 1]× [−1, 1] and x, y ∈ [−1, 1] fixed.
Theorem 3.3.8. A pre-Chebyshev-Grüss inequality in the bivariate case looks as follows.
|T( f , g; (x, y))| ≤ 1
2
min{‖ f ‖∞ · ω˜d1(g; 40 · F); ‖g‖∞ · ω˜d1( f ; 40 · F)},
where F := (1− x2) · 1n1+1 · |Un1(x)| · ln(n1 + 1)+ (1− y2) · 1n2+1 · |Un2(y)| · ln(n2 + 1).
3.3.2.5 Products of almost-Hermite-Fejér operators
The Chebyshev-Grüss inequality involving second moments for the tensor product
almost-Hermite-Fejér operator is given in the sequel.
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Theorem 3.3.9. If we take H = F(
1
2 ,− 12 )
1,0;n1,n2
in Theorem 3.3.1, we get
∣∣∣∣F( 12 ,− 12 )1,0;n1,n2( f · g; (x, y))− F( 12 ,− 12 )1,0;n1,n2( f ; (x, y)) · F( 12 ,− 12 )1,0;n1,n2(g; (x, y))
∣∣∣∣
≤ 1
4
ω˜d2
 f ; 4√2√
3
√
(1− x)w(x)2
n1
+
(1− y)w(y)2
n2

· ω˜d2
g; 4√2√
3
√
(1− x)w(x)2
n1
+
(1− y)w(y)2
n2

for two functions f , g ∈ C([−1, 1]2) and x, y ∈ [−1, 1] fixed.
Theorem 3.3.10. A pre-Chebyshev-Grüss inequality in the bivariate case looks as follows.
|T( f , g; (x, y))| ≤ 1
2
min{‖ f ‖∞ · ω˜d1(g; 4 · G); ‖g‖∞ · ω˜d1( f ; 4 · G)},
where G := c1 ·
√
1−x2·ln n1+1
2n1+1
+ c2 ·
√
1−y2·ln n2+1
2n2+1
.
3.3.2.6 Bivariate Shepard-type operators
Some pre-Chebyshev-Grüss inequalities for the bivariate CBS operator based on
pairs of equidistant points are given as follows.
Theorem 3.3.11. Let I = [0, 1]2, f , g ∈ C(I) and x, y ∈ [0, 1] fixed. Then if we take
H = Sµ1,µ2n1+1,n2+1 in Theorem 3.3.2, then the inequality
|T( f , g; (x, y))| ≤ 1
2
min {A, B}
holds, where
A := ‖ f ‖∞ · ω˜d1
(
g; 4Sµ1,µ2n1+1,n2+1(d1(·, (x, y)); (x, y))
)
B := ‖g‖∞ · ω˜d1
(
f ; 4Sµ1,µ1n1+1,n2+1(d1(·, (x, y)); (x, y))
)
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Proof. The first absolute moment of the bivariate CBS operator is given by:
Sµ1,µ2n1+1,n2+1(d1(·, (x, y); (x, y)) =
n1
∑
k1=0
n2
∑
k2=0
sk1,µ1(x) · sk2,µ2(y) ·
[∣∣∣∣ k1n1 − x
∣∣∣∣+ ∣∣∣∣ k2n2 − y
∣∣∣∣]
=
n1
∑
k1=0
sk1,µ1(x)
(
n2
∑
k2=0
sk2,µ2(y) ·
[∣∣∣∣ k1n1 − x
∣∣∣∣+ ∣∣∣∣ k2n2 − y
∣∣∣∣]
)
=
n1
∑
k1=0
sk1,µ1(x)

∣∣∣∣ k1n1 − x
∣∣∣∣ · n2∑
k2=0
sk2,µ2(y)︸ ︷︷ ︸
=1
+
n2
∑
k2=0
sk2,µ2(y) ·
∣∣∣∣ k2n2 − y
∣∣∣∣

=
n1
∑
k1=0
sk1,µ1(x)
∣∣∣∣ k1n1 − x
∣∣∣∣+ n2∑
k2=0
∣∣∣y− k2n2 ∣∣∣−µ2
∑n2l=0,l 6=k2
∣∣∣y− ln2 ∣∣∣−µ2 ·
∣∣∣∣ k2n2 − y
∣∣∣∣

=
n1
∑
k1=0
sk1,µ1(x)

∣∣∣∣ k1n1 − x
∣∣∣∣+ n2∑
k2=0
∣∣∣y− k2n2 ∣∣∣1−µ2
∑n2l=0
∣∣∣y− ln2 ∣∣∣−µ2︸ ︷︷ ︸
=Sµ2n2+1(d(·,y);y)

= Sµ1n1+1(|· − x| ; x) + S
µ2
n2+1(|· − y| ; y)
We need to discriminate between some cases for µ1 and µ2, so we will obtain differ-
ent inequalities in each of the cases.
In the first case, for µ1 = µ2 = 1, we have
S1,1n1+1,n2+1(d1(·, (x, y)); (x, y)) =
n1
∑
k1=0
1
n1
∑
l=0
∣∣∣x− ln1 ∣∣∣−1 +
n2
∑
k2=0
1
n2
∑
l=0
∣∣∣y− ln2 ∣∣∣−1
= (n1 + 1)
 n1∑
l=0
1∣∣∣x− ln1 ∣∣∣
−1 + (n2 + 1)
 n2∑
l=0
1∣∣∣y− ln2 ∣∣∣
−1
Let l0 be defined by l0n1 < x <
l0+1
n1
. Then we obtain
1
n1 + 1
 n1∑
l=0
1∣∣∣x− ln1 ∣∣∣
 ≥ n1
n1 + 1
{
l0
∑
l=0
1
l0 + 1− l +
n1
∑
l=l0+1
1
l − l0
}
≥ n1
n1 + 1
{∫ l0+2
1
1
x
dx+
∫ n1−l0+1
1
1
x
dx
}
=
n1
n1 + 1
ln((l0 + 2) · (n1 − l0 + 1))
≥ n1
n1 + 1
ln(2n1 + 2), n1 ≥ 1+ l0,
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so it holds
S1n1+1(d1(·, x); x) ≤
n1 + 1
n1 ln(2n1 + 2)
.
Analogue, we have
S1n2+1(d1(·, y); y) ≤
n2 + 1
n2 ln(2n2 + 2)
and taking both results together we get
S1,1n1+1,n2+1(d1(·, (x, y)); (x, y)) ≤
n1 + 1
n1 ln(2n1 + 2)
+
n2 + 1
n2 ln(2n2 + 2)
.
For the next two cases, for 1 < µ1 < 2 and 1 < µ2 < 2 and µ1 = µ2 = 2 we consider
l0 defined by ∣∣∣∣x− l0n1
∣∣∣∣ = min{∣∣∣∣x− ln1
∣∣∣∣ : 0 ≤ l ≤ n1} .
Then we have
Sµ1n1+1(d1(·, x); x) ≤ |x− xl0 |
µ1 ·
n1
∑
k1=0
|x− xk1 |1−µ1
≤ 1
n1
+
(
1
n1
)
·
{
∑
k1<l0
|x− xk1 |1−µ1 + ∑
k1>l0
|x− xk1 |1−µ1
}
≤ 1
n1
+
(
1
n1
)
·
{
l0−1
∑
l=0
(
1
2
+ l
)1−µ1
+
n1−l0−1
∑
l=0
(
1
2
+ l
)1−µ1}
,
and after some calculations we obtain
Sµ1n1+1(d1(·, x); x) ≤
 1n1 + 1n1
[
2µ1 + 22−µ1
(
n1+1
2
)2−µ1]
, for 1 < µ1 < 2
5+2 ln(n1+1)
n1
, for µ1 = 2
and
Sµ2n2+1(d1(·, y); y) ≤
 1n2 + 1n2
[
2µ2 + 22−µ2
(
n2+1
2
)2−µ2]
, for 1 < µ2 < 2
5+2 ln(n2+1)
n2
, for µ2 = 2
,
respectively.
In the case µ1, µ2 > 2 we can also give the bivariate pre-Chebyshev-Grüss in-
equality. The first absolute moment for the bivariate CBS operator is given by
Sµ1,µ2n1+1,n2+1(d1(·, (x, y)); (x, y)) = S
µ1
n1+1(d1(·, x); x) + S
µ2
n2+1(d1(·, y); y)
≤ 3
n1
+
3
n2
= 3
(
1
n1
+
1
n2
)
,
and using this we get a bivariate Chebyshev-Grüss inequality.
Let us now consider the bivariate CBS operator Sµ1,µ2n1,n2 defined on I = [0, 1]× [0, 1]
and take the metric
d2((s, t), (x, y)) :=
√
(s− x)2 + (t− y)2.
Now take this special case of the CBS operator and apply Theorem 3.3.1 to it. Then
we get
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Theorem 3.3.12. If f , g ∈ C(I), then the inequality
|T( f , g; (x, y))|
≤ 1
4
ω˜d2
(
f ; 4
√
Sµ1,µ2n1,n2 (d
2
2(·, (x, y)); (x, y))
)
· ω˜d2
(
g; 4
√
Sµ1,µ2n1,n2 (d
2
2(·, (x, y)); (x, y))
)
holds.
Proof. Just like in the proof of the pre-Chebyshev-Grüss inequality for the bivariate
CBS operator with equidistant points, one can prove that
Sµ1,µ2n1,n2 (d
2
2(·, (x, y)); (x, y)) = Sµ1n1 (d22(·, x); x) + Sµ2n2 (d22(·, y); y)
is true. If we discriminate between different cases, for µ1 = µ2 = 1, 1 < µ1, µ2 < 2
and µ1 ≥ µ2, and the last case µ1, µ2 > 2, we obtain again additional inequalities.
The details are similar to the ones for the pre-Chebyshev-Grüss inequalities.
3.3.2.7 Tensor product BLaC operator
We apply Theorem 3.3.1 to the bivariate BLaC operator and obtain:
Theorem 3.3.13. If f , g ∈ C(I), where I = [0, 1]2, then the inequality
|T( f , g; (x, y))| ≤ 1
4
ω˜d2( f ; 4
√
BLn(d22(·, (x, y)); (x, y))) · ω˜d2(g; 4
√
BLn(d22(·, (x, y)); (x, y)))
≤ 1
4
ω˜d2
(
f ;
√
2
2n−4
)
· ω˜d2
(
g;
√
2
2n−4
)
holds.
Proof. The second moment of the bivariate BLaC operator is of interest here.
Let x ∈ [ k2n , k+12n ], y ∈ [ l2n , l+12n ], k, l ∈ {0, . . . , 2n − 1}. For x = 1 and y = 1, take
k = 2n − 1 and l = 2n − 1, respectively. The second moment of the bidimensional
BLaC operator is:
BLn(d22(·, (x, y)); (x, y)) =
2n−1
∑
i=−1
2n−1
∑
j=−1
d22(η
n
i,j, (x, y)) · ϕni,j(x, y)︸ ︷︷ ︸
(1)
= (d22(η
n
k−1,l−1, (x, y))︸ ︷︷ ︸
≤ 1
22n−3
ϕnk−1,l−1(x, y)︸ ︷︷ ︸
≤1
+ d22(η
n
k,l−1, (x, y))ϕ
n
k,l−1(x, y)︸ ︷︷ ︸
≤ 1
22n−3 ·1
+ d22(η
n
k−1,l , (x, y))ϕ
n
k−1,l(x, y)︸ ︷︷ ︸
≤ 1
22n−3 ·1
+ d22(η
n
k,l , (x, y))ϕ
n
k,l(x, y)︸ ︷︷ ︸
≤ 1
22n−3 ·1
)
≤ 4
22n−3
=
1
22n−5
=
2
22(n−2)
,
so the sum (1) has at most 4 terms. The idea of the above calculations is that the
maximum distance in each component is smaller than or equal to 12n−1 , so we have:
d22(η
n
k−1,l−1, (x, y)) ≤
(
1
2n−1
)2
+
(
1
2n−1
)2
=
2
22n−2
=
1
22n−3
.
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Then we get
BLn(d22(·, (x, y)); (x, y))
1
2 =
√
BLn(d22(·, (x, y)); (x, y))
=
√√√√2n−1∑
i=−1
2n−1
∑
j=−1
d22(η
n
i,j, (x, y)) · ϕni,j(x, y)
≤
√
4
(
1
22n−3
)
=
√
2
22(n−2)
.
The Chebyshev-Grüss inequality becomes:
|T( f , g; (x, y))| ≤ 1
4
ω˜d2( f ; 4
√
BLn(d22(·, (x, y)); (x, y))) · ω˜d2(g; 4
√
BLn(d22(·, (x, y)); (x, y)))
≤ 1
4
ω˜d2
(
f ; 4
√
4
22n−3
)
· ω˜d2
(
g; 4
√
4
22n−3
)
=
1
4
ω˜d2
(
f ; 4
√
1
22n−5
)
· ω˜d2
(
g; 4
√
1
22n−5
)
=
1
4
ω˜d2
(
f ;
√
2
2n−4
)
· ω˜d2
(
g;
√
2
2n−4
)
,
for f , g ∈ C(I), where I = [0, 1]2. Our proof is completed.
The bivariate case is of particular interest because it can be applied in the image
compression process (for examples, see [16] and [87]).
3.3.2.8 Bivariate piecewise linear interpolation operator at equidistant knots
We consider H = S∆n1 ,∆n2 in Theorem 3.3.1 and, using the second moment of this
bivariate operator, we get the following Chebyshev-Grüss inequality.
Theorem 3.3.14. If f , g ∈ C(I), where I = [0, 1]× [0, 1] and x, y ∈ [0, 1] fixed, then the
inequality
|T( f , g; x, y)|
≤ 1
4
· ω˜d2
(
f ; 4 ·
√
S∆n1 ,∆n2 (d
2
2(·, (x, y)); (x, y))
)
· ω˜d2
(
g; 4 ·
√
S∆n1 ,∆n2 (d
2
2(·, (x, y)); (x, y))
)
≤ 1
4
ω˜d2
(
f ; 2 ·
√
1
n21
+
1
n22
)
· ω˜d2
(
g; 2 ·
√
1
n21
+
1
n22
)
holds.
108
3.3 Main Results
3.3.2.9 Bivariate convolution operators
The second moment of the tensor product convolution operator is given by
Gm(n1),m(n2)(d
2
2(·, (x1, x2)); (x1, x2)) = Gm(n1)((· − x1)2; x1) + Gm(n2)((· − x2)2; x2)
= x21
{
3
2
− 2 · ρ1,m(n1) +
1
2
ρ2,m(n1)
}
+ (1− x21) ·
{
1
2
− 1
2
ρ2,m(n1)
}
+ x22
{
3
2
− 2 · ρ1,m(n2) +
1
2
ρ2,m(n2)
}
+ (1− x22) ·
{
1
2
− 1
2
ρ2,m(n2)
}
When considering different degrees m(ni), i = 1, 2, we obtain different convolu-
tion type operators.
For example, if we let the degrees of the two operators be m(n1) = n1 − 1 and
m(n2) = n2 − 1, for n1, n2 ∈N, we get the Fejér-Korovkin kernels, given by
Kn1−1(ν1) =
1
n1 + 1
sin
(
pi
n1+1
)
· cos ((n1 + 1) · ν12 )
cos(ν1)− cos
(
pi
n1+1
)
2 ,
Kn2−1(ν2) =
1
n2 + 1
sin
(
pi
n2+1
)
· cos ((n2 + 1) · ν22 )
cos(ν2)− cos
(
pi
n2+1
)
2 ,
with
ρ1,ni−1 = cos
(
pi
ni + 1
)
,
ρ2,ni−1 =
ni
ni + 1
cos
(
2pi
ni + 1
)
+
1
ni + 1
, i = 1, 2.
In this case the second moment can be estimated by
Gn1−1,n2−1(d
2
2(· − (x1, x2)); (x1, x2)) = Gn1−1(d22(· − x1); x1) + Gn2−1(d22(· − x2); x2)
≤
∣∣∣∣32 − 2ρ1,n1−1 + 12ρ2,n1−1
∣∣∣∣+ 12 |1− ρ2,n1−1|
+
∣∣∣∣32 − 2ρ1,n2−1 + 12ρ2,n2−1
∣∣∣∣+ 12 |1− ρ2,n2−1|
≤
(
3 ·
(
pi
n1 + 1
)2
+
(
pi
n1 + 1
)2)
+
(
3 ·
(
pi
n2 + 1
)2
+
(
pi
n2 + 1
)2)
≤ 4
(
pi
n1 + 1
)2
+ 4
(
pi
n2 + 1
)2
= 4pi2
(
1
(n1 + 1)2
+
1
(n2 + 1)2
)
.
Theorem 3.3.15. For f , g ∈ C(I), where I = [−1, 1]2, the Chebyshev-Grüss inequality for
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the tensor product convolution operator with the Fejér-Korovkin kernel is given by
|T( f , g; (x1, x2))|
≤ 1
4
ω˜d2
(
f ; 4
√
4pi2
(
1
(n1 + 1)2
+
1
(n2 + 1)2
))
· ω˜d2
(
g; 4
√
4pi2
(
1
(n1 + 1)2
+
1
(n2 + 1)2
))
=
1
4
ω˜d2
(
f ; 8pi
√
1
(n1 + 1)2
+
1
(n2 + 1)2
)
· ω˜d2
(
g; 8pi
√
1
(n1 + 1)2
+
1
(n2 + 1)2
)
.
Remark 3.3.16. For the other kernels, and other bivariate convolution-type operators,
respectively, similar results can be obtained.
3.3.3 Bivariate Chebyshev-Grüss inequalities via discrete oscillations
3.3.3.1 Bivariate discrete (positive) linear functional case
In [58] the authors obtained a Chebyshev-Grüss-type inequality that involves os-
cillations of functions. We give here a generalization of the results obtained in [58],
considering the bivariate discrete linear functional case. Such results were published
in [4].
Let X be an arbitrary set and B(I) the set of all real-valued, bounded functions
on I = X2. Take an, bn ∈ R, n ≥ 0, such that ∑∞n=0 |an| < ∞, ∑∞n=0 an = 1 and
∑∞n=0 |bn| < ∞, ∑∞n=0 bn = 1, respectively. Furthermore, let xn ∈ X, n ≥ 0 and ym ∈
X, m ≥ 0 be arbitrary mutually distinct points. For f ∈ B(I) set fn,m := f (xn, ym).
Now consider the functional L : B(I) → R, L f = ∑∞n=0∑∞m=0 anbm fn,m. Then L is
linear and reproduces constant functions.
Theorem 3.3.17. The Chebyshev-Grüss inequality for the above linear functional L is given
by:
|L( f g)− L( f ) · L(g)| ≤ 1
2
oscL( f ) · oscL(g) · ∑
n,m,i,j=0,(n,m) 6=(i,j)
∣∣anbmaibj∣∣,
where f , g ∈ B(I) and we define the oscillations to be:
oscL( f ) := sup{
∣∣ fn,m − fi,j∣∣ : n, m, i, j ≥ 0},
oscL(g) := sup{
∣∣gn,m − gi,j∣∣ : n, m, i, j ≥ 0}.
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Proof. We have
L( f g)− L( f ) · L(g) =
∞
∑
n,m=0
anbm fn,mgn,m −
∞
∑
n,m=0
anbm fn,m ·
∞
∑
i,j=0
aibjgi,j
=
∞
∑
n,m=0
(
∞
∑
i,j=0
aibj
)
anbm fn,mgn,m −
∞
∑
n,m=0
anbm fn,m ·
∞
∑
i,j=0
aibjgi,j
=
∞
∑
n,m=0
a2nb
2
m fn,mgn,m +
∞
∑
n,m=0
 ∞∑
i,j=0,(i,j) 6=(n,m)
aibj
 anbm fn,mgn,m
−
∞
∑
n,m=0
a2nb
2
m fn,mgn,m −
∞
∑
n,m=0
 ∞∑
i,j=0,(i,j) 6=(n,m)
anbmaibj fn,mgi,j

=
∞
∑
n,m,i,j=0,(i,j) 6=(n,m)
aibjanbm fn,m(gn,m − gi,j).
The above identity can be written in the following way
L( f g)− L( f ) · L(g) =
∞
∑
n,m,i,j=0,(i,j) 6=(n,m)
anbmaibj fi,j(gi,j − gn,m).
Therefore
2(L( f g)− L( f )L(g)) =
∞
∑
n,m,i,j=0,(i,j) 6=(n,m)
aibjanbm( fn,m − fi,j)(gn,m − gi,j),
and the theorem is proven.
Theorem 3.3.18. In particular, if an ≥ 0, bm ≥ 0, n, m ≥ 0, then L is a positive linear
functional and we have:
|L( f g)− L f · Lg| ≤ 1
2
·
(
1−
∞
∑
n=0
a2n ·
∞
∑
m=0
b2m
)
· oscL( f ) · oscL(g),
for f , g ∈ B(I) and the oscillations given as above.
Proof. In this case we have
∞
∑
n,m,i,j=0,(n,m) 6=(i,j)
∣∣anbmaibj∣∣ = ∞∑
n,m=0
anbm
∞
∑
i,j=0,(i,j) 6=(n,m)
aibj
=
∞
∑
n,m=0
anbm
(
∞
∑
i,j=0
aibj − anbm
)
=
∞
∑
n,m=0
anbm(1− anbm)
=
∞
∑
n,m=0
anbm −
∞
∑
n,m=0
a2nb
2
m = 1−
(
∞
∑
n=0
a2n
)
·
(
∞
∑
m=0
b2m
)
,
so the result follows as a consequence of Theorem 3.3.17.
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3.3.4 Applications to bivariate (positive) linear operators
3.3.4.1 Application for the bivariate Bernstein operator
According to Theorem 3.3.18, for each x, y ∈ X, f , g ∈ B(I) we have
|T( f , g; (x, y))|
≤ 1
2
(
1−
n1
∑
k1=0
b2n1,k1(x) ·
n2
∑
k2=0
b2n2,k2(y)
)
· oscBn1,n2 ( f ) · oscBn1,n2 (g), (3.3.3)
where
oscBn1,n2 ( f ) := max{| fk,l − fs,t| : k, s = 0, . . . , n1; l, t = 0, . . . , n2},
and fk,l := f
(
k
n1
, ln2
)
; similar definitions apply to g.
Let ϕn1(x) :=
n1
∑
k1=0
b2n1,k1(x), x ∈ [0, 1]. Then we get
ϕn1(x) ≥
1
n1 + 1
, x ∈ [0, 1],
and the same holds for ϕn2(y), y ∈ X. Therefore it holds
|T( f , g; (x, y))|
≤ 1
2
(
1− 1
n1 + 1
· 1
n2 + 1
)
· oscBn1,n2 ( f ) · oscBn1,n2 (g)
=
1
2
· n2n2 + n2 + n1
(n1 + 1)(n2 + 1)
· oscBn1,n2 ( f ) · oscBn1,n2 (g), (3.3.4)
for x, y ∈ X.
Remark 3.3.19. We have seen in the univariate case (see (2.2.15) in a previous section),
and it was also proved in [58] that
ϕn1(x) ≥
1
4n1
(
2n1
n1
)
, x ∈ X,
with equality if and only if x = 12 . A similar result holds for ϕn2(y), for y ∈ X.
Theorem 3.3.20. The Chebyshev-Grüss inequality for the bivariate Bernstein operator is:
|T( f , g; (x, y))|
≤ 1
2
(
1−
(
2n1
n1
)(
2n2
n2
)
1
4n1
· 1
4n2
)
· oscBn1,n2 ( f ) · oscBn1,n2 (g), x, y ∈ [0, 1]. (3.3.5)
In comparison to the Chebyshev-Grüss inequality for the bivariate Bernstein op-
erator, given in Theorem 3.3.3, we make some observations in the next remark.
Remark 3.3.21. In (3.3.3) and (3.3.1), the right-hand side depends on (x, y) and van-
ishes when (x, y) → (i, j) for i, j ∈ {0, 1}. The maximum value of it, as a function
of (x, y), is attained for x = y = 12 , and (3.3.4), (3.3.5), (3.3.2) illustrate this fact. On
the other hand, in (3.3.3) the oscillations of f and g are relative only to the points(
k
n1
, ln2
)
, 0 ≤ k ≤ n1, 0 ≤ l 6= n2 while in (3.3.1) the oscillations, expressed in terms
of ω˜, are relative to the whole interval I.
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3.3.4.2 Application for S∆n1 ,∆n2
Using Theorem 3.3.18, we get an inequality of the form∣∣∣S∆n1 ,∆n2 ( f · g)(x, y)− S∆n1 ,∆n2 f (x, y) · S∆n1 ,∆n2 g(x, y)∣∣∣
≤ 1
2
(
1−
n1
∑
k1=0
u2n1,k1(x) ·
n2
∑
k2=0
u2n2,k2(y)
)
· oscS∆n1 ,∆n2 ( f ) · oscS∆n1 ,∆n2 (g),
for each x, y ∈ [0, 1], f , g ∈ B(I), where
oscS∆n1 ,∆n2 ( f ) := max{| fs,l − fr,t| : 0 ≤ s, r ≤ n1, 0 ≤ l, t ≤ n2}
and fs,l := f ( sn1 ,
l
n2
); similar definition applies to g and its oscillation.
In this case, we need to find the minimum of the sums τn1(x) := ∑
n1
k1=0
u2n1,k1(x)
and τn2(y) := ∑
n2
k2=0
u2n2,k2(y). For particular intervals x ∈
[
k1−1
n1
, k1n1
]
and y ∈[
k2−1
n2
, k2n2
]
, we get that
τn1(x) :=
n1
∑
k1=0
u2n1,k1(x)
= (n1x− k1 + 1)2 + (k1 − n1x)2, for k1 = 1, . . . , n1
and something similar for τn2(y). The functions τn1(x) and τn2(y) are minimal if and
only if x = 2k1−12n1 , y =
2k2−1
2n2
and the minimum value for both τn1(x) and τn2(y) is
1
2 .
Theorem 3.3.22. The Chebyshev-Grüss inequality for S∆n1 ,∆n2 is
|T( f , g; (x, y))|
≤ 1
2
(
1−
n1
∑
k1=0
u2n1,k1(x) ·
n2
∑
k2=0
u2n2,k2(y)
)
· oscS∆n1 ,∆n2 ( f ) · oscS∆n1 ,∆n2 (g)
≤ 1
2
(
1− 1
4
)
· oscS∆n1 ,∆n2 ( f ) · oscS∆n1 ,∆n2 (g)
≤ 3
8
· oscS∆n1 ,∆n2 ( f ) · oscS∆n1 ,∆n2 (g).
3.3.4.3 Application for bivariate special King operators V∗n1,n2
We want to find the infimum of the sums
ϕn1(x) :=
n1
∑
k1=0
(v∗n1,k1(x))
2
and
ϕn2(y) :=
n2
∑
k2=0
(v∗n2,k2(y))
2.
We consider the following special cases.
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For n1 = n2 = 1, we have
ϕ1(x) =
1
∑
k1=0
(v∗1,k1(x))
2
= (v∗1,0(x))
2 + (v∗1,1(x))
2
= 2x4 − 2x2 + 1,
and the same thing for ϕ1(y). These are minimum for x, y =
√
2
2 and the minimum
values are in both cases ϕ1
(√
2
2
)
= 12 .
Theorem 3.3.23. The Chebyshev-Grüss inequality via discrete oscillations in the bivariate
case, for n1, n2 = 1, is given by
|T( f , g; (x, y))| ≤ 3
8
· oscV∗1,1( f ) · oscV∗1,1(g)
=
3
8
·max{| fk,l − fs,t| : 0 ≤ k, s ≤ 1; 0 ≤ l, t ≤ 1}.
In the case n1, n2 = 2, 3, . . ., n1 6= n2, we have
ϕn1(x) =
n1
∑
k1=0
(v∗n1,k1(x))
2
=
n1
∑
k1=0
(
n1
k1
)2
(r∗n1(x))
2k1(1− r∗n1(x)2(n1 − k1)),
and a similar result for ϕn2(y), which are both more difficult to estimate. What we
can say for sure is that
ϕn1(x) ≥
1
n1 + 1
and
ϕn2(y) ≥
1
n2 + 1
hold, for x, y ∈ [0, 1] and n1, n2 = 2, 3, . . .. So we obtain
1−
n1
∑
k1=0
(v∗n1,k1(x))
2 ≤ n1
n1 + 1
,
and an analogous inequality for 1−∑n2k2=0 (v∗n2,k2(y))2, so we get the following result.
Theorem 3.3.24. The Chebyshev-Grüss inequality for the bivariate King operators via dis-
crete oscillations, for n1, n2 = 2, 3, . . ., is given by
|T( f , g; (x, y))| ≤ 1
2
(
1− 1
n1 + 1
· 1
n2 + 1
)
· oscV∗n1,n2 ( f ) · oscV∗n1,n2 (g)
=
1
2
n2n1 + n2 + n1
(n1 + 1)(n2 + 1)
· oscV∗n1,n2 ( f ) · oscV∗n1,n2 (g),
where
oscV∗n1,n2 ( f ) := max {| fs,l − fr,t| : 0 ≤ s, r ≤ n1, 0 ≤ l, t ≤ n2, } ,
where fs,l := f
(
s
n1
, ln2
)
and a similar definition can be applied to g.
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3.3.4.4 Application for the bivariate Mirakjan-Favard-Szász operators
We want to find the infimum of the sums
σn1(x) := e
−2n1x
∞
∑
k1=0
(n1x)2k1
(k1!)2
and
σn2(y) := e
−2n2y
∞
∑
k2=0
(n2y)2k2
(k2!)2
Theorem 3.3.25. The Chebyshev-Grüss inequality via discrete oscillations in the bivariate
case is given by
|T( f , g; (x, y))| ≤ 1
2
· (1− σn1(x) · σn2(y)) · oscMn1,n2 ( f ) · oscMn1,n2 (g),
where f , g ∈ Cb([0,∞)× [0,∞)), oscMn1,n2 ( f ) := sup{| fs,l − fr,t| : 0 ≤ s, r < ∞, 0 ≤
l, t < ∞}, with fs,l := f
(
s
n1
, ln2
)
. A similar definition is applied to the second function.
Cb([0,∞)× [0,∞)) is the set of all continuous, real-valued, bounded functions on [0,∞)×
[0,∞).
We have seen in the univariate case that infx≥0 σn1(x) = 0 and infy≥0 σn2(y) = 0.
Then the above inequality looks as follows:
Theorem 3.3.26. The Chebyshev-Grüss inequality via discrete oscillations for the bivariate
Mirakjan-Favard-Szász operator becomes
|T( f , g; (x, y))| ≤ 1
2
oscMn1,n2 ( f ) · oscMn1,n2 (g),
where the functions f and g and the oscillations are given as above.
3.3.4.5 Application for the bivariate Baskakov operators
We set
ϑn1(x) :=
1
(1+ x)2n1
∞
∑
k1=0
(
n1 + k1 − 1
k1
)2 ( x
1+ x
)2k1
, for x ≥ 0,
and
ϑn2(y) :=
1
(1+ y)2n2
∞
∑
k2=0
(
n2 + k2 − 1
k2
)2 ( y
1+ y
)2k2
, for y ≥ 0.
and we need to find inf
x≥0
ϑn1(x) and infy≥0
ϑn2(y).
We have the following result:
Theorem 3.3.27. The Chebyshev-Grüss inequality via discrete oscillations for the Baskakov
operator in the bivariate case is given by
|T( f , g; (x, y))| ≤ 1
2
· (1− ϑn1(x) · ϑn2(y)) · oscAn1,n2 ( f ) · oscAn1,n2 (g),
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where f , g ∈ Cb([0,∞)× [0,∞)), oscAn1,n2 ( f ) := sup{| fs,l − fr,t| : 0 ≤ s, r < ∞, 0 ≤
l, t < ∞}, with fs,l := f
(
s
n1
, ln2
)
. A similar definition is applied to the second function.
Cb([0,∞)× [0,∞)) is the set of all continuous, real-valued, bounded functions on [0,∞)×
[0,∞).
From the univariate case we know that infx≥0 ϑn1(x) = 0 and infy≥0 ϑn2(y) = 0.
Then the above inequality looks as follows.
Theorem 3.3.28. The following inequality
|T( f , g; (x, y))| ≤ 1
2
oscAn1,n2 ( f ) · oscAn1,n2 (g)
holds, where the functions f and g and the oscillations are given as above.
3.3.4.6 Application for the bivariate Lagrange operators
We only give an inequality using these special oscillations for the bivariate Lagrange
operator. In the case of oscillations involving the least concave majorant of the mod-
ulus of continuity, the inequalities are more complicated.
Theorem 3.3.29. The Chebyshev-Grüss inequality via discrete oscillations for the bivariate
Lagrange operator is given by
|T( f , g; (x, y))|
≤ 1
2
(
Λ2n1(x) ·Λ2n2(y)−
1
16
)
· oscLn1,n2 ( f ) · oscLn1,n2 (g),
where f , g ∈ B(I). The oscillation for f is defined by
oscLn1,n2 ( f ) := max{| f (xk1,n1 , yk2,n2)− f (xm1,n1 , ym2,n2)| : 1 ≤ k1, m1 ≤ n1, 1 ≤ k2, m2 ≤ n2}.
A similar definition is given for the oscillation of the second function.
Proof. We have
n1
∑
k1,m1=1
(
n2
∑
k2,m2=1,(k1,k2) 6=(m1,m2)
|lk1,n1(x)lk2,n2(y)lm1,n1(x)lm2,n2(y)|
)
=
(
n1
∑
i=1
n2
∑
j=1
∣∣li,n1(x)lj,n2(y)∣∣
)2
−
n1
∑
i=1
n2
∑
j=1
l2i,n1(x)l
2
j,n2(y)
= Λ2n1(x)Λ
2
n2(y)−
n1
∑
i=1
n2
∑
j=1
l2i,n1(x)l
2
j,n2(y)
≤ Λ2n1(x)Λ2n2(y)−
1
16
,
and the theorem is proven.
For the Lagrange operator based upon Chebyshev nodes, the inequality looks a
bit more complicated. We have
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Theorem 3.3.30. The relationship
|T( f , g; (x, y))| ≤ 1
2
· oscLn1,n2 ( f ) · oscLn1,n2 (g)
·
[
Λ2n1(x)Λ
2
n2(y)− c
(
1+ (cos n1t1)2 · pi
2
6
)
·
(
1+ (cos n2t2)2 · pi
2
6
)]
holds, for f , g ∈ B(I), x = cos t1, y = cos t2 and suitable constant c.
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4.1 Auxiliary and historical results
One of Ostrowski’s classical inequalities deals with the most primitive form of a
quadrature rule. It was published in 1938 in Switzerland (see [89]) and reads in its
original form as follows.
Theorem 4.1.1. Es sei h(x) im Intervall J : a < x < b stetig und differentiierbar, und es
sei in J durchweg ∣∣h′(x)∣∣ ≤ m, m > 0.
Dann gilt für jedes x aus J:
∣∣∣∣h(x)− 1b− a
∫ b
a
h(x)dx
∣∣∣∣ ≤
14 +
(
x− a+b2
)2
(b− a)2
 (b− a)m.
A simplified form can be found, for example, in G. Anastassiou’s 1995 article [8].
Theorem 4.1.2. Let f be in C1[a, b], x ∈ [a, b]. Then∣∣∣∣ f (x)− 1b− a
∫ b
a
f (t)dt
∣∣∣∣ ≤ (x− a)2 + (b− x)22(b− a) · ∥∥ f ′∥∥∞ .
The characteristic feature of Ostrowski’s approach is thus to approximate an in-
tegral by a single value of the function in question and to estimate the difference
assuming differentiability of the function in question. The latter is a dispensable
assumption, as was observed by A. Acu and H. Gonska in the next result (see [1]).
Theorem 4.1.3. Let L : C[a, b] → C[a, b] be non-zero, linear and bounded, and such
that L : C1[a, b] → C1[a, b] with ‖(Lg)′‖ ≤ cL · ‖g′‖ for all g ∈ C1[a, b]. Then for all
f ∈ C[a, b] and x ∈ [a, b] we have∣∣∣∣L f (x)− 1b− a
∫ b
a
L f (t)dt
∣∣∣∣ ≤ ‖L‖ · ω˜( f ; cL‖L‖ · (x− a)2 + (b− x)22(b− a)
)
.
The right hand side in the latter inequality is given in terms of the least concave
majorant of the first order modulus of continuity of an arbitrary f ∈ C[a, b] and thus
generalizes Ostrowski’s inequality in the form given by Anastassiou.
We remark that - according to our knowledge - B. and I. Gavrea in [40] were the
first to observe the possibility of using "omega-tilde" in this context.
Ostrowski inequalities have attracted a most remarkable amount of attention in
the past. The reader should consult Ch. XV on "Integral inequalities involving func-
tions with bounded derivatives" in the book by D.S. Mitrinovic´ et al. [84] and Chap-
ters 2 - 9 in the recent monography of G. Anastassiou [9].
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In this chapter we present a generalization of the above-mentioned result of Acu
et al. for integrals w.r.t. probability measures λ and apply the new estimates to
iterates of certain positive linear operators and to differences of such mappings (see
[55]).
We first consider the space
Lip[0, 1] :=
{
f ∈ C[0, 1]| | f |Lip := sup
x 6=y
| f (x)− f (y)|
|x− y| < ∞
}
.
Let M+1 [0, 1] be the set of all probability Borel measures on [0, 1] and λ ∈ M+1 [0, 1] a
given measure. Then the inequality∣∣∣∣ f (x)− ∫ 10 f (t)dλ(t)
∣∣∣∣ = ∣∣∣∣∫ 10 ( f (x)− f (t))dλ(t)
∣∣∣∣
≤
∫ 1
0
| f (x)− f (t)|dλ(t)
≤ | f |Lip
∫ 1
0
|t− x|dλ(t)
holds, for f ∈ Lip[0, 1] and x ∈ [0, 1]. Let also
wλ(x) :=
∫ 1
0
|t− x|dλ(t).
We have obtained a general form of Ostrowski’s inequality:∣∣∣∣ f (x)− ∫ 10 f (t)dλ(t)
∣∣∣∣ ≤ | f |Lip wλ(x), (4.1.1)
for all f ∈ Lip[0, 1], λ ∈ M+1 [0, 1] and x ∈ [0, 1].
4.2 Over-iterates of positive linear operators
If we consider any positive linear operator Ln : C[0, 1]→ C[0, 1], then the powers of
Ln are defined inductively by
L0n := Id, L
1
n := Ln and L
m+1
n := Ln ◦ Lmn , m ∈N.
When talking about iterates, the interest is in studying the behaviour of the powers
of the operator Ln, when taking the case n fixed and m going to infinity. This is why
the operators are called over-iterated.
More methods can be described when we want to consider the over-iteration of
our operators Ln. Among such methods, P. Pit¸ul studied three of them in her PhD
Thesis [93], namely: the contraction principle, a general quantitative method and
one method involving spectral properties of the operator. For details and different
results with respect to such over-iterates, see [93] and [96].
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4.3 A result of A. Acu and H. Gonska
We shall present a slight modification of the inequality established by A. Acu and
H. Gonska in [1].
Theorem 4.3.1. Let L : C[0, 1] → C[0, 1] be non-zero, linear and bounded. Suppose that
L(Lip[0, 1]) ⊂ Lip[0, 1] and there exists cL > 0 such that
|Lg|Lip ≤ cL |g|Lip ,
for all g ∈ Lip[0, 1]. Then for all f ∈ C[0, 1], λ ∈ M+1 [0, 1] and x ∈ [0, 1] we have∣∣∣∣L f (x)− ∫ 10 L f (t)dλ(t)
∣∣∣∣ ≤ ‖L‖ ω˜( f ; cL‖L‖wλ(x)
)
.
Proof. Let Ax : C[0, 1]→ R be defined by
Ax( f ) := f (x)−
∫ 1
0
f (t)dλ(t).
Then Ax is a bounded linear functional with ‖Ax‖ ≤ 2. We have
|Ax(L f )| ≤ |L f (x)|+
∫ 1
0
|L f (t)|dλ(t)
≤ 2 ‖L‖ ‖ f ‖∞ ,
for f ∈ C[0, 1]. Let g ∈ Lip[0, 1]. By using (4.1.1) we get
|Ax(Lg)| =
∣∣∣∣Lg(x)− ∫ 10 Lg(t)dλ(t)
∣∣∣∣ ≤ |Lg|Lip wλ(x) ≤ cL |g|Lip wλ(x).
Consequently,
|Ax(L f )| = |(Ax ◦ L)( f − g + g)|
≤ |(Ax ◦ L)( f − g)|+ |Ax(Lg)|
≤ 2 ‖L‖ ‖ f − g‖∞ + cL |g|Lip wλ(x).
Passing to the infimum over g ∈ Lip[0, 1] we get
|Ax(L f )| ≤ 2 ‖L‖ inf
g∈Lip[0,1]
{
‖ f − g‖∞ +
cL
2 ‖L‖wλ(x) |g|Lip
}
= ‖L‖ ω˜
(
f ;
cL
‖L‖wλ(x)
)
.
Corollary 4.3.2. In the setting of Theorem 4.3.1 suppose that, moreover, L is a positive
linear operator reproducing the constant functions. Then∣∣∣∣L f (x)− ∫ 10 L f (t)dλ(t)
∣∣∣∣ ≤ ω˜ ( f ; cLwλ(x))
holds, for all f ∈ C[0, 1], λ ∈ M+1 [0, 1] and x ∈ [0, 1].
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4.4 Applications involving iterates of positive linear operators
Let e0(x) := 1 for x ∈ [0, 1]. It is well known (see, e.g., [72], p.178) that if L is a
positive linear operator and Le0 = e0, then L has at least one invariant measure µ, i.e.,
there exists µ ∈ M+1 [0, 1] such that∫ 1
0
L f (t)dµ(t) =
∫ 1
0
f (t)dµ(t),
for f ∈ C[0, 1].
Now from Corollary 4.3.2 we obtain
Corollary 4.3.3. Let L : C[0, 1] → C[0, 1] be a positive linear operator with Le0 = e0,
and µ an invariant measure for L. Suppose that L(Lip[0, 1]) ⊂ Lip[0, 1] and there exists
cL > 0 such that |Lg|Lip ≤ cL |g|Lip, g ∈ Lip[0, 1]. Then the inequality∣∣∣∣L f (x)− ∫ 10 f (t)dµ(t)
∣∣∣∣ ≤ ω˜ ( f ; cLwµ(x))
holds, for all f ∈ C[0, 1], x ∈ [0, 1].
Under the hypothesis of Corollary 4.3.3, let m ≥ 1 be an integer. Then Lme0 = e0,
|Lmg|Lip ≤ cmL |g|Lip, g ∈ Lip[0, 1], and µ is an invariant measure for the iterate Lm.
Consequently, we can state the following result.
Corollary 4.3.4. In the setting of Corollary 4.3.3 we have∣∣∣∣Lm f (x)− ∫ 10 f (t)dµ(t)
∣∣∣∣ ≤ ω˜ ( f ; cmL wµ(x)) , (4.3.1)
for all f ∈ C[0, 1], x ∈ [0, 1], m ≥ 1. Moreover, if cL < 1, then
lim
m→∞ L
m f =
(∫ 1
0
f (t)dµ(t)
)
e0, uniformly on [0, 1],
and, consequently, L has exactly one invariant measure µ ∈ M+1 [0, 1].
Related results, in a more general context, can be found in [7].
4.4 Applications involving iterates of positive linear operators
Application 4.4.1. Let n ≥ 1, p = [n/2], 0 ≤ k ≤ p, 0 ≤ x ≤ 1. Consider the
polynomials
wn,k(x) :=
n + 1− 2p + 2k
(n + 1)2n+1x
(
n + 1
p− k
)
·
(
(1− x)p−k(1+ x)n+1−p+k − (1− x)n+1−p+k(1+ x)p−k
)
.
The operators βn : C[0, 1]→ C[0, 1], defined by
βn f (x) :=
p
∑
k=0
f
(
n− 2p + 2k
n
)
wn,k(x)
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were introduced in [105] (see also [94], [95]). They are positive linear operators
with βne0 = e0. According to the results of [94], cβn =
n−1
n and the probability
measure concentrated on 1 is invariant for βn. Now Corollary 4.3.4 entails
|βmn f (x)− f (1)| ≤ ω˜
(
f ;
(
n− 1
n
)m
(1− x)
)
,
for all m, n > 1, f ∈ C[0, 1], x ∈ [0, 1]. This result supplements the qualitative results
presented in ([95], Ex. 5.7.).
Application 4.4.2. For n ≥ 1 and j ∈ {0, 1, . . . , n} let
bn,j(x) :=
(
n
j
)
xj(1− x)n−j, x ∈ [0, 1].
Let 0 ≤ β ≤ γ, γ > 0. Consider the Stancu operators S<0,β,γ>n : C[0, 1] → C[0, 1]
given by
S<0,β,γ>n ( f ; x) :=
n
∑
j=0
bn,j(x) f
(
j + β
n + γ
)
.
It is easy to verify that cS<0,β,γ>n =
n
n+γ < 1.
According to Corollary 4.3.4, Ln has a unique invariant measure µn ∈ M+1 [0, 1];
in fact, µn was already determined in [53] and [99]. The quantitative result derived
from (4.3.1) accompanies the qualitative results of [53] and [99]. In particular, we
see that the rate of convergence, generally expressed by cm
S<0,β,γ>n
, is expressed here
by
(
n
n+γ
)m
.
Application 4.4.3. Consider the Bernstein-Durrmeyer operators with Jacobi weights
α, β > −1, defined by
Mα,βn f (x) :=
n
∑
j=0
bn,j(x)
(∫ 1
0
tj+α(1− t)n−j+β f (t)dt
)
upslope
(∫ 1
0
tj+α(1− t)n−j+βdt
)
,
for f ∈ C[0, 1], x ∈ [0, 1], n ≥ 1.
According to the results of [7],
cMα,βn =
n
n + α+ β+ 2
< 1,
and the invariant measure µ is described by∫ 1
0
f (t)dµ(t) =
(∫ 1
0
tα(1− t)β f (t)dt
)
upslope
(∫ 1
0
tα(1− t)βdt
)
, with f ∈ C[0, 1].
Using the Cauchy-Schwarz inequality we get
wµ(x) =
∫ 1
0
|t− x|dµ(t) ≤
(∫ 1
0
(t− x)2dµ(t)
) 1
2
=
((
x− α+ 1
α+ β+ 2
)2
+
(α+ 1)(β+ 1)
(α+ β+ 2)2(α+ β+ 3)
) 1
2
.
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Now Corollary 4.3.4 entails∣∣∣∣(Mα,βn )m f (x)−(∫ 10 tα(1− t)β f (t)dt
)
upslope
(∫ 1
0
tα(1− t)βdt
)∣∣∣∣
≤ ω˜
 f ;( n
n + α+ β+ 2
)m((
x− α+ 1
α+ β+ 2
)2
+
(α+ 1)(β+ 1)
(α+ β+ 2)2(α+ β+ 3)
) 1
2

This is a quantitative companion to the results of ([7], Section 3.2.).
Application 4.4.4. For each n ≥ 1, let ϑn ∈ L1[0, 1], ϑn ≥ 0, be a periodic function
with period 1n+1 , such that ∫ 1
n+1
0
ϑn(t)dt = 1.
Consider the generalized Kantorovich operators Kn : C[0, 1]→ C[0, 1] defined by
Kn f (x) :=
n
∑
j=0
bn,j(x)
∫ j+1
n+1
j
n+1
f (t)ϑn(t)dt.
It is easy to verify that Kn(Lip[0, 1]) ⊂ Lip[0, 1] and cKn = nn+1 , n ≥ 1.
We want to determine the invariant measure. Consider the matrix
Tn :=
[∫ j+1
n+1
j
n+1
bn,i(t)ϑn(t)dt
]
i,j=0,1,...,n
and let a = (a0, a1, . . . , an)t ∈ Rn+1. Tn is the transpose of a regular stochastic matrix,
so that the system Tna = a has a unique solution with ai ≥ 0, i = 0, 1, . . . , n, and
a0 + . . . + an = 1. For this solution, we have
ai =
n
∑
j=0
aj
∫ j+1
n+1
j
n+1
bn,i(t)ϑn(t)dt,
for i = 0, . . . , n. Let ϕn(t) := ajϑn(t), t ∈
(
j
n+1 ,
j+1
n+1
)
, j = 0, . . . , n. Define µn ∈
M+1 [0, 1] by dµn(t) = ϕn(t)dt. Then µn is the invariant measure of Kn. Indeed,∫ 1
0
Kn f (t)dµn(t) =
n
∑
i=0
∫ 1
0
bn,i(t)dµn(t) ·
∫ i+1
n+1
i
n+1
f (t)ϑn(t)dt
=
n
∑
i=0
(
n
∑
j=0
∫ j+1
n+1
j
n+1
bn,i(t)ajϑn(t)dt
) ∫ i+1
n+1
i
n+1
f (t)ϑn(t)dt
=
n
∑
i=0
ai
∫ i+1
n+1
i
n+1
f (t)ϑn(t)dt
=
n
∑
i=0
∫ i+1
n+1
i
n+1
f (t)ϕn(t)dt
=
∫ 1
0
f (t)dµn(t).
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i) As a particular case, let α, β > −1 and
ϑn(t) =
(
t− j
n + 1
)α ( j + 1
n + 1
− t
)β
upslope
(∫ j+1
n+1
j
n+1
(
s− j
n + 1
)α ( j + 1
n + 1
− s
)β
ds
)
,
for all t ∈
[
j
n+1 ,
j+1
n+1
]
, j = 0, 1, . . . , n. Denote the corresponding operators Kn by
Kα,βn ; it is easy to see that they can be expressed also as
Kα,βn f (x) =
1
B(α+ 1, β+ 1)
n
∑
j=0
bn,j(x)
∫ 1
0
sα(1− s)β f
(
s + j
n + 1
)
ds.
Here B(·, ?) is the Beta function. In fact, these are the operators introduced in
([77], (1.5)).
ii) More particularly,
K0,0n f (x) = (n + 1)
n
∑
j=0
bn,j(x)
∫ j+1
n+1
j
n+1
f (t)dt
=
n
∑
j=0
bn,j(x)
∫ 1
0
f
(
s + j
n + 1
)
ds
are the classical Kantorovich operators. For them, as in the above general case,
the parameter cKn is
n
n+1 ; moreover, the invariant measure µ is the Lebesgue
measure on [0, 1]. Thus
wµ(x) =
∫ 1
0
|t− x|dt =
(
x− 1
2
)2
+
1
4
.
From Corollary 4.3.4 we infer
∣∣∣∣(K0,0n )m f (x)− ∫ 10 f (t)dt
∣∣∣∣ ≤ ω˜
(
f ;
(
n
n + 1
)m((
x− 1
2
)2
+
1
4
))
.
Related results, for multivariate Kantorovich operators, can be found in ([7], Sec-
tion 3.1).
Remark 4.4.5. Results of this type are especially significant in case of sequences (Ln)
for which the strong limit
T(t) := lim
n→∞ L
[nt]
n
exists for all t ≥ 0. In such a case (T(t))t≥0 is a C0-semigroup of operators and
the above results can be used in order to study its asymptotic behaviour from a
quantitative point of view. Details can be found in [7].
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4.5 Applications involving differences of positive linear
operators
In the preceding section the main tool was Corollary 4.3.4 which makes use of the
invariant measure. Now we present applications of Corollary 4.3.2.
Let again L : C[0, 1]→ C[0, 1] be a positive linear operator with Le0 = e0. Suppose
that L(Lip[0, 1]) ⊂ Lip[0, 1] and there exists cL > 0 such that |Lg|Lip ≤ cL |g|Lip, for
all g ∈ Lip[0, 1]. Let A : C[0, 1]→ C[0, 1] be a positive linear operator with Ae0 = e0.
For each x ∈ [0, 1] consider the measure λx ∈ M+1 [0, 1] defined by∫ 1
0
f (t)dλx(t) = A f (x), f ∈ C[0, 1].
Then we have∫ 1
0
L f (t)dλx(t) = A(L f )(x) = (A ◦ L) f (x), f ∈ C[0, 1].
Now Corollary 4.3.2 implies
Proposition 4.5.1. With the above notation we have
|(A ◦ L) f (x)− L f (x)| ≤ ω˜ ( f ; cL A(|t− x| , x))
≤ ω˜
(
f ; cL(A((t− x)2, x)) 12
)
,
for all f ∈ C[0, 1] and x ∈ [0, 1].
Application 4.5.2. Let L = Bn, where (see [76], [5] and the references therein)
Bn f (x) :=

f (0) , if x = 0,
f (1) , if x = 1,∫ 1
0 t
nx−1(1−t)n(1−x)−1 f (t)dt
B(nx,n(1−x)) , if 0 < x < 1,
for all f ∈ C[0, 1], x ∈ [0, 1]. Here B(·, ?) denotes the Beta function. A definition
of these Beta operators Bn can be found in Lupas¸’ thesis [75] (see p. 63). Then
Bne0 = e0.
In [5] it was proven using probabilistic methods that Bn f is increasing whenever
f is increasing.
Remark 4.5.3. This shape-preserving property can be proved, as in ([11], Ex.3.1),
using analytical tools involving total positivity, not only for Bn but also for the Beta
operators Bα,βn which will be described in Application 4.5.5.
Let g ∈ Lip[0, 1]. Then |g|Lip e0± g are increasing functions, so that |g|Lip e0±Bng
are also increasing. It follows that
∣∣Bng∣∣Lip ≤ |g|Lip, and so cBn = 1.
Take A = Bn, the classical Bernstein operator. Then A ◦ L = Un, the genuine
Bernstein-Durrmeyer operator (see, e.g., [48]). From Proposition 4.5.1 we get
∣∣Un f (x)−Bn f (x)∣∣ ≤ ω˜( f ;( x(1− x)n
) 1
2
)
.
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Application 4.5.4. Let L = Bn and A = Bn. Then A ◦ L = Sn is a Stancu operator
investigated in [76]. We infer that
|Sn f (x)− Bn f (x)| ≤ ω˜
(
f ;
(
x(1− x)
n + 1
) 1
2
)
.
Application 4.5.5. For α, β > −1, let Bα,βn : C[0, 1]→ C[0, 1] be defined by
Bα,βn f (x) :=
(∫ 1
0
tnx+α(1− t)n(1−x)+β f (t)dt
)
upslope
(∫ 1
0
tnx+α(1− t)n(1−x)+βdt
)
.
As in Application 4.5.2 (see also Remark 4.5.3), it can be proven that the correspond-
ing parameter cBα,βn is
n
n+α+β+2 .
If we take L = Bα,βn and A = Bn, then A ◦ L = Mα,βn , the Bernstein-Durrmeyer
operator with Jacobi weights discussed in Application 4.4.3. From Proposition 4.5.1
we obtain ∣∣∣Mα,βn f (x)−Bα,βn f (x)∣∣∣ ≤ ω˜
(
f ;
n
n + α+ β+ 2
(
x(1− x)
n
) 1
2
)
.
In particular, we can see what happens when α→ ∞ and/or β→ ∞.
Application 4.5.6. Let L = Bn+1 and A = Bn. Then A ◦ L = Dn, an operator which
was investigated in [48]. In this case we have
|Dn f (x)− Bn+1 f (x)| ≤ ω˜
(
f ;
(
x(1− x)
n
) 1
2
)
.
Remark 4.5.7. Other kind of results concerning differences of positive linear opera-
tors can be found in [48], [51], [52], [54] and the references therein.
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5.1 Auxiliary and historical results
Multivariate Ostrowski inequalities and generalizations of such results were con-
sidered by many mathematicians, such as G.A. Anastassiou, S.S. Dragomir, B.G.
Pachpatte and many others. However, we only consider the bivariate case in the
sequel and apply our results to some positive linear operators.
5.2 Bivariate positive linear operators
5.2.1 Bivariate Bernstein-Stancu operators
For 0 < β < γ, consider the operators S<0,β,γ>n : C([0, 1]2)→ C([0, 1]2) given by
S<0,β,γ>n ( f ; x, y) :=
n
∑
i,j=0
bn,i(x)bn,j(y) f
(
i + β
n + γ
,
j + β
n + γ
)
.
We take the metric
d((x1, y1), (x2, y2)) := |x1 − x2|+ |y1 − y2|
and consider the space
Lip([0, 1]2) :=
{
f ∈ C([0, 1]2) : | f |Lip := sup
(x1,y1) 6=(x2,y2)
| f (x1, y1)− f (x2, y2)|
d((x1, y1), (x2, y2))
< ∞
}
.
Let f ∈ Lip([0, 1]2). We need to estimate the difference∣∣∣S<0,β,γ>n f (x1, y1)− S<0,β,γ>n f (x2, y2)∣∣∣
=
∣∣∣∣∣(x1 − x2)∂(S
<0,β,γ>
n f )
∂x
(u, v) + (y1 − y2)∂(S
<0,β,γ>
n f )
∂y
(u, v)
∣∣∣∣∣ ,
where u = (1− t)x1 + tx2, v = (1− t)y1 + ty2, for some t ∈ (0, 1).
We first estimate from above the following quantity.∣∣∣∣∣∂(S
<0,β,γ>
n f )
∂x
(u, v)
∣∣∣∣∣ =
∣∣∣∣∣ n∑j=0 bn,j(v)
n
∑
i=0
b
′
n,i(u) f
(
i + β
n + γ
,
j + β
n + γ
)∣∣∣∣∣
=
∣∣∣∣∣ n∑j=0 bn,j(v) · n
n−1
∑
k=0
bn−1,k(u)
(
f
(
k + 1+ β
n + γ
,
j + β
n + γ
)
− f
(
k + β
n + γ
,
j + β
n + γ
))∣∣∣∣∣
(5.2.1)
≤
n
∑
j=0
bn,j(v) · n
n−1
∑
k=0
bn−1,k(u) | f |Lip ·
1
n + γ
=
n
n + γ
| f |Lip .
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For the second equality from above (5.2.1), we recall that for the first derivative of
the Bernstein operator, we have
B
′
n( f ; x) = n
n−1
∑
h=0
(
n− 1
h
) [
f
(
h + 1
n
)
− f
(
h
n
)]
xh(1− x)n−1−h.
The same holds for the first derivative of S<0,β,γ>n f :
n
∑
i=0
b
′
n,i(u) f
(
i + β
n + γ
,
j + β
n + γ
)
= n
n−1
∑
k=0
(
n− 1
k
) [
f
(
k + β+ 1
n + γ
,
j + β
n + γ
)
− f
(
k + β
n + γ
,
j + β
n + γ
)]
· uk(1− u)n−1−k
= n
n−1
∑
k=0
bn−1,k(u)
[
f
(
k + β+ 1
n + γ
,
j + β
n + γ
)
− f
(
k + β
n + γ
,
j + β
n + γ
)]
.
Analogously, we get ∣∣∣∣∣∂(S
<0,β,γ>
n f )
∂y
(u, v)
∣∣∣∣∣ ≤ nn + γ | f |Lip .
Now the desired difference can be estimated by∣∣∣S<0,β,γ>n f (x1, y1)− S<0,β,γ>n f (x2, y2)∣∣∣ ≤ nn + γ | f |Lip (|x1 − x2|+ |y1 − y2|) ,
from where we can see that S<0,β,γ>n f ∈ Lip([0, 1]2) and
∣∣∣S<0,β,γ>n f ∣∣∣
Lip
≤ nn+γ | f |Lip.
We need to determine an invariant measure of the form
µ =
n
∑
k,l=0
cklδ( k+β
n+γ ,
l+β
n+γ
),
for ckl ∈ R and satisfying ∑k,l ckl = 1. We want to have that µ(S<0,β,γ>n f ) = µ( f ),
for all f ∈ C([0, 1]2), i.e.,
n
∑
k,l=0
ckl(S
<0,β,γ>
n f )
(
k + β
n + γ
,
l + β
n + γ
)
=
n
∑
k,l=0
ckl f
(
k + β
n + γ
,
l + β
n + γ
)
,
for all f . It holds
n
∑
k,l=0
ckl
n
∑
i,j=0
bn,i
(
k + β
n + γ
)
bn,j
(
l + β
n + γ
)
f
(
i + β
n + γ
,
j + β
n + γ
)
=
n
∑
i,j=0
cij f
(
i + β
n + γ
,
j + β
n + γ
)
⇒
n
∑
i,j=0
f
(
i + β
n + γ
,
j + β
n + γ
) n
∑
k,l=0
cklbn,i
(
k + β
n + γ
)
bn,j
(
l + β
n + γ
)
=
n
∑
i,j=0
cij f
(
i + β
n + γ
,
j + β
n + γ
)
⇒
n
∑
i,j=0
f
(
i + β
n + γ
,
j + β
n + γ
)[ n
∑
k,l=0
cklbn,i
(
k + β
n + γ
)
bn,j
(
l + β
n + γ
)
− cij
]
= 0, ∀ f ,
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which implies that
n
∑
k,l=0
bn,i
(
k + β
n + γ
)
bn,j
(
l + β
n + γ
)
ckl = cij (5.2.2)
holds, for all i, j = 0, . . . , n.
Consider the (n + 1)2 × (n + 1)2 matrix B =
(
bn,i
(
k+β
n+γ
)
bn,j
(
l+β
n+γ
))
, where the
row index (i, j) and the column index (k, l) take the values (0, 0), (0, 1), . . . , (0, n),
(1, 0), (1, 1), . . . , (1, n), . . . , (n, 0), (n, 1), . . . , (n, n).
All the entries of B are > 0 and the sum of the entries on each column is 1. Equa-
tion (5.2.2) shows that the vector
w = (c00, c01, . . . , c0n, c10, c11, . . . , c1n, . . . , cn0, cn1, . . . , cnn)
t
is an eigenvector of B corresponding to the eigenvalue 1, i.e., Bw = w. It is known
that the system {
Bw = w
∑nk,l=0 ckl = 1
has a unique solution and it has the property ckl > 0, for all k, l = 0, . . . , n. Thus we
can conclude that the invariant measure µ exists and is unique.
5.2.2 Bivariate Bernstein-Durrmeyer operators with Jacobi weights
We will present a similar approach to the one used for the Bernstein-Stancu op-
erators. However, first we define the Bernstein-Durrmeyer operator with Jacobi
weights Mα,βn : C([0, 1]2)→ C([0, 1]2). This is given by
Mα,βn f (x, y) :=
n
∑
i,j=0
bn,i(x) · bn,j(y) · an;i,j( f ; x, y),
where
an;i,j( f ; x, y) :=
∫∫
[0,1]2
xi+α(1− x)n−i+βyj+α(1− y)n−j+β f (x, y)dxdy∫∫
[0,1]2
xi+α(1− x)n−i+βyj+α(1− y)n−j+βdxdy
and x, y ∈ [0, 1]2.
We take the same metric like before, i.e.,
d(x, y) = d((x1, x2), (y1, y2)) := |x1 − x2|+ |y1 − y2| ,
and we again consider the space of functions
Lip([0, 1]2) :=
{
f ∈ C([0, 1]2)| | f |Lip := sup
(x1,y1) 6=(x2,y2)
| f (x1, y1)− f (x2, y2)|
d((x1, y1), (x2, y2))
< ∞
}
.
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Let f ∈ Lip([0, 1]2) and estimate the following difference:
∣∣∣Mα,βn ( f ; x1, y1)−Mα,βn ( f ; x2, y2)∣∣∣
=
∣∣∣∣∣(x1 − x2) · ∂(M
α,β
n f )
∂x
(u, v) + (y1 − y2)∂(M
α,β
n f )
∂y
(u, v)
∣∣∣∣∣ ,
for u = (1− t)x1 + tx2, v = (1− t)y1 + ty2, with some t ∈ (0, 1).
We have
∣∣∣∣∣∂(M
α,β
n f )
∂x
(u, v)
∣∣∣∣∣ =
∣∣∣∣∣ n∑j=0 bn,j(v) ·
n
∑
i=0
b
′
n,i(u) · an;i,j( f ; u, v)
∣∣∣∣∣
=
∣∣∣∣∣ n∑j=0 bn,j(v) · n ·
n−1
∑
i=0
bn−1,i(u) ·
[
an;i+1,j( f ; u, v)− an;i,j( f ; u, v)
]∣∣∣∣∣
≤
n
∑
j=0
bn,j(v) · n ·
n−1
∑
i=0
bn−1,i(u) ·
∣∣an;i+1,j( f ; u, v)− an;i,j( f ; u, v)∣∣
and we want to estimate the quantity in the absolute value on the right hand-side of
the inequality.
For f ∈ Lip([0, 1]2), i = {0, . . . , n− 1}, we introduce the function
F1(x, y) := xi+α+1 · (1− x)n−i+β · yj+α · (1− y)n−j+β,
for 0 ≤ x, y ≤ 1. The derivative of this function with respect to x is
F′1,x(x, y) := −yj+α(1− y)n−j+β
·
[
(n− i + β)xi+α+1(1− x)n−i+β−1 − (i + α+ 1)xi+α(1− x)n−i+β
]
.
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Then we obtain
an;i+1,j( f )− an;i,j( f )
=
∫∫
[0,1]2
xi+α+1(1− x)n−i+β−1yj+α(1− y)n−j+β f (x, y)dxdy∫∫
[0,1]2
xi+α+1(1− x)n−i+β−1yj+α(1− y)n−j+βdxdy −
−
∫∫
[0,1]2
xi+α(1− x)n−i+βyj+α(1− y)n−j+β f (x, y)dxdy∫∫
[0,1]2
xi+α(1− x)n−i+βyj+α(1− y)n−j+βdxdy
=
Γ(n + α+ β+ 2)
Γ(i + α+ 2)Γ(n− i + β) ·
∫∫
[0,1]2
xi+α+1(1− x)n−i+β−1yj+α(1− y)n−j+β f (x, y)dxdy∫ 1
0 y
j+α(1− y)n−j+βdy
− Γ(n + α+ β+ 2)
Γ(i + α+ 1)Γ(n− i + β+ 1) ·
∫∫
[0,1]2
xi+α(1− x)n−i+βyj+α(1− y)n−j+β f (x, y)dxdy∫ 1
0 y
j+α(1− y)n−j+βdy
=
Γ(n + α+ β+ 2)
Γ(i + α+ 2)Γ(n− i + β) ·
Γ(n + α+ β+ 2)
Γ(j + α+ 1)Γ(n− j + β+ 1) ·
·
∫∫
[0,1]2
xi+α+1(1− x)n−i+β−1yj+α(1− y)n−j+β f (x, y)dxdy
− Γ(n + α+ β+ 2)
Γ(i + α+ 1)Γ(n− i + β+ 1) ·
Γ(n + α+ β+ 2)
Γ(j + α+ 1)Γ(n− j + β+ 1) ·
·
∫∫
[0,1]2
xi+α(1− x)n−i+βyj+α(1− y)n−j+β f (x, y)dxdy
=
Γ(n + α+ β+ 2)2
Γ(i + α+ 2)Γ(n− i + β+ 1)Γ(j + α+ 1)Γ(n− j + β+ 1) ·
· {C− D},
where
C :=
∫∫
[0,1]2
(n− i + β)xi+α+1(1− x)n−i+β−1yj+α(1− y)n−j+β f (x, y)dxdy
and
D :=
∫∫
[0,1]2
(i + α+ 1)xi+α(1− x)n−i+βyj+α(1− y)n−j+β f (x, y)dxdy}.
The above quantity C− D can be written as follows:
C− D :=
∫ 1
0
(
yj+α(1− y)n−j+β
∫ 1
0
(n− i + β)xi+α+1(1− x)n−i+β−1 f (x, y)dx
)
dy
−
∫ 1
0
(
yj+α(1− y)n−j+β
∫ 1
0
(i + α+ 1)xi+α(1− x)n−i+β f (x, y)dx
)
dy
= −
∫ 1
0
∫ 1
0
F′1,x(x, y)dxdy.
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So it holds
an;i+1,j( f )− an;i,j( f )
= − Γ(n + α+ β+ 2)
2
Γ(i + α+ 2)Γ(n− i + β+ 1)Γ(j + α+ 1)Γ(n− j + β+ 1) ·
∫ 1
0
[∫ 1
0
F′1,x(x, y)dx
]
dy
= − Γ(n + α+ β+ 2)
2
Γ(i + α+ 2)Γ(n− i + β+ 1)Γ(j + α+ 1)Γ(n− j + β+ 1) ·
∫ 1
0
(∫ 1
0
f (·, y)dF1(·, y)
)
dy
= − Γ(n + α+ β+ 2)
2
Γ(i + α+ 2)Γ(n− i + β+ 1)Γ(j + α+ 1)Γ(n− j + β+ 1)
·
∫ 1
0
[
f (·, y)F1(·, y)|10 +
∫ 1
0
F1(·, y)d f (·, y)
]
dy
= − Γ(n + α+ β+ 2)
2
Γ(i + α+ 2)Γ(n− i + β+ 1)Γ(j + α+ 1)Γ(n− j + β+ 1)
·
∫ 1
0
(∫ 1
0
F1(·, y)d f (·, y)
)
dy
Now we consider the absolute value of the above quantity and we have∣∣an;i+1,j( f )− an;i,j( f )∣∣
≤ Γ(n + α+ β+ 2)
2
Γ(i + α+ 2)Γ(n− i + β+ 1)Γ(j + α+ 1)Γ(n− j + β+ 1) ·
∫ 1
0
∣∣∣∣∫ 10 F1(·, y)d f (·, y)
∣∣∣∣dy
=
Γ(n + α+ β+ 2)2
Γ(i + α+ 2)Γ(n− i + β+ 1)Γ(j + α+ 1)Γ(n− j + β+ 1) ·
∫ 1
0
(∫ 1
0
F1(x, y)dxdy
)
| f |Lip
=
Γ(n + α+ β+ 2)2
Γ(i + α+ 2)Γ(n− i + β+ 1)Γ(j + α+ 1)Γ(n− j + β+ 1) · | f |Lip
·
∫∫
[0,1]2
xi+α+1(1− x)n−i+βyj+α(1− y)n−j+βdxdy
=
Γ(n + α+ β+ 2)2
Γ(i + α+ 2)Γ(n− i + β+ 1)Γ(j + α+ 1)Γ(n− j + β+ 1) · | f |Lip ·
· Γ(j + α+ 1)Γ(n− j + β+ 1)
Γ(n + α+ β+ 2)
· Γ(i + α+ 2)Γ(n− i + β+ 1)
Γ(n + α+ β+ 3)
=
1
n + α+ β+ 2
· | f |Lip .
By gathering all the information we have, we get∣∣∣∣∣∂(M
α,β
n ( f ))
∂x
(u, v)
∣∣∣∣∣
≤
n
∑
j=0
bn,j(v) · n
n−1
∑
i=0
bn−1,i(u) · 1n + α+ β+ 2 | f |Lip
≤ n
n + α+ β+ 2
| f |Lip .
In the same way, we obtain the other partial derivative with respect to y, as seen in
the sequel.
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∣∣∣∣∣∂(M
α,β
n ( f ))
∂y
(u, v)
∣∣∣∣∣
=
∣∣∣∣∣ n∑i=0 bn,i(u) ·
n
∑
j=0
b′n,j(v) · an;i,j( f ; u, v)
∣∣∣∣∣
=
∣∣∣∣∣ n∑i=0 bn,i(u) · n
n−1
∑
j=0
bn−1,j(u) ·
[
an;i,j+1( f )− an;i,j( f )
]∣∣∣∣∣
≤
n
∑
i=0
bn,i(u) · n
n−1
∑
j=0
bn−1,j(v) ·
∣∣an;i,j+1( f )− an;i,j( f )∣∣.
We estimate the absolute value from the last line above using the same method
as before. This time, for f ∈ Lip([0, 1]2) and j ∈ {0, . . . , n − 1}, we introduce the
function
F2(x, y) := xi+α(1− x)n−i+βyj+α+1(1− y)n−j+β, 0 ≤ x, y ≤ 1,
and its derivative with respect to y is
F′2,y(x, y)
= −xi+α(1− x)n−i+β
[
(n− j + β)yj+α+1(1− y)n−j+β−1 − (j + α+ 1)yj+α(1− y)n−j+β
]
.
Then after some calculations, proceeding just like before, we obtain a similar result:
∣∣∣∣∣∂(M
α,β
n ( f ))
∂y
(u, v)
∣∣∣∣∣ ≤ nn + α+ β+ 2 · | f |Lip .
From the two estimates from above, concerning the partial derivatives of our op-
erator, we have
∣∣∣Mα,βn f (x1, y1)−Mα,βn f (x2, y2)∣∣∣
≤ n
n + α+ β+ 2
| f |Lip (|x1 − x2|+ |y1 − y2|) .
From this it follows that Mα,βn f ∈ Lip([0, 1]2) and
∣∣∣Mα,βn f ∣∣∣
Lip
≤ n
n + α+ β+ 2
| f |Lip .
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5.3 Main results
5.3.1 An Ostrowski inequality for the bivariate Bernstein-Stancu operator
Let f ∈ Lip([0, 1]2). We have the estimate∣∣∣∣∣∣∣ f (x, y)−
∫∫
[0,1]2
f dµ
∣∣∣∣∣∣∣ =
∣∣∣∣∣ f (x, y)− n∑k,l=0 ckl f
(
k + β
n + γ
,
l + β
n + γ
)∣∣∣∣∣
=
∣∣∣∣∣ n∑k,l=0 ckl
(
f (x, y)− f
(
k + β
n + γ
,
l + β
n + γ
))∣∣∣∣∣
≤
n
∑
k,l=0
ckl
∣∣∣∣ f (x, y)− f ( k + βn + γ , l + βn + γ
)∣∣∣∣
≤
n
∑
k,l=0
ckl | f |Lip
(∣∣∣∣x− k + βn + γ
∣∣∣∣+ ∣∣∣∣y− l + βn + γ
∣∣∣∣)
= | f |Lip
n
∑
k,l=0
ckl
(∣∣∣∣x− k + βn + γ
∣∣∣∣+ ∣∣∣∣y− l + βn + γ
∣∣∣∣)︸ ︷︷ ︸
=:w(x,y)
,
so the Ostrowski inequality becomes∣∣∣∣∣∣∣ f (x, y)−
∫∫
[0,1]2
f dµ
∣∣∣∣∣∣∣ ≤ | f |Lip · w(x, y)
Now considering the over-iterates of the bivariate Bernstein-Stancu operator and
applying them to the above inequality, we have the following result:∣∣∣∣∣∣∣
(
S<0,β,γ>n
)m
f (x, y)−
∫∫
[0,1]2
(
S<0,β,γ>n
)m
f dµ
∣∣∣∣∣∣∣ ≤
∣∣∣(S<0,β,γ>n )m f ∣∣∣
Lip
· w(x, y),
which, because of our invariant measure µ, is the same as writing∣∣∣∣∣∣∣
(
S<0,β,γ>n
)m
f (x, y)−
∫∫
[0,1]2
f dµ
∣∣∣∣∣∣∣ ≤
∣∣∣(S<0,β,γ>n )m f ∣∣∣
Lip
· w(x, y).
From a result we obtained before we can easily see that∣∣∣∣∣∣∣
(
S<0,β,γ>n
)m
f (x, y)−
∫∫
[0,1]2
f dµ
∣∣∣∣∣∣∣ ≤
(
n
n + γ
)m
| f |Lip · w(x, y)
holds, so we get
lim
m→∞
(
S<0,β,γ>n
)m
f =
∫∫
[0,1]2
f dµ
 1,
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for all f ∈ Lip([0, 1]2) and all n ≥ 1. Since Lip([0, 1]2) is dense in C([0, 1]2) with
respect to the uniform norm, we have
lim
m→∞
(
S<0,β,γ>n
)m
f =
∫∫
[0,1]2
f dµ
 1,
for all f ∈ C([0, 1]2) and all n ≥ 1.
5.3.2 An Ostrowski inequality for the bivariate Bernstein-Durrmeyer
operators with Jacobi weights
Let f ∈ Lip([0, 1]2). Then we get the Ostrowski inequality for the bivariate Bernstein-
Durrmeyer operator with Jacobi weights as follows.
We have the estimate∣∣∣∣∣∣∣ f (x, y)−
∫∫
[0,1]2
f (s, t)dµ(s, t)
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
∫∫
[0,1]2
[ f (x, y)− f (s, t)]dµ(s, t)
∣∣∣∣∣∣∣
≤
∫∫
[0,1]2
| f (x, y)− f (s, t)|dµ(s, t)
≤
∫∫
[0,1]2
| f |Lip (|x− s|+ |y− t|)dµ(s, t)
= | f |Lip · w(x, y),
where
w(x, y) :=
∫∫
[0,1]2
(|x− s|+ |y− t|) sα(1− s)βtα(1− t)βdsdt∫∫
[0,1]2
sα(1− s)βtα(1− t)βdsdt .
For the over-iterates of the bivariate Bernstein-Durrmeyer operator with Jacobi weights,
the following inequalities hold,∣∣∣∣∣∣∣(Mα,βn )m f (x, y)−
∫∫
[0,1]2
f dµ
∣∣∣∣∣∣∣ ≤
∣∣∣(Mα,βn )m f ∣∣∣
Lip
· w(x, y)
≤
(
n
n + α+ β+ 2
)m
· | f |Lip · w(x, y),
so we get
lim
m→∞(M
α,β
n )m f =
∫∫
[0,1]2
f dµ
 1,
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for all f ∈ Lip([0, 1]2) and all n ≥ 1. Since Lip([0, 1]2) is dense in C([0, 1]2) with
respect to the uniform norm, we have
lim
m→∞(M
α,β
n )m f =
∫∫
[0,1]2
f dµ
 1,
for all f ∈ C([0, 1]2) and all n ≥ 1.
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