The Tree Construction Phase
Consider a linear system represented by its block diagram of two-input adders. Adders having more than two inputs are represented by two or more adders in cascade. This diagram is then transformed into a flow graph which is described to the computer by indicating different branches and weights, and where an adder is represented by a summing node. Based on this description, the algorithm will construct a binary tree containing all information about the linear system.
The tree construction phase is based on graph reduction. Graph reduction methods are well known [2] , but only some of these methods are useful in our case. As a first step in constructing the binary tree, each branch of the flow graph is represented by a node of TF (transfer function) type.
Since each branch is characterized by an input, an output, and a weight which can be either a constant or a transfer function, the TF tree node will be a record d e n o t e d b y : (NODE-NAME),
(NODE-TYPE), (NODE-WEIGHT) and containing the following fields: 1. The name field (NODE-NAME): This field consists of a string whose prefix corresponds to the input and postfix corresponds to the output. The prefix and postfix are separated by a dot. Example: A.B 2.
T h e n o d e t y p e field (NODE-TYPE): This field is equal to "TF' in this case where other types may be used later.
3. T h e w e i g h t field (NODE-WEIGHT): This field contains either a constant or the name of the transfer which is given in the s-domain or in the z-domain.
This concept of flow graph representation is the very essence of the reduction analysis and rules to be followed. These reduction rules are:
a. The PA (Parallel) type: If two branches in the graph can suggest a parallel reduction, a father node of type PA is created ( Fig. I(a) ). This is possible when any two of the tree nodes have the same name field. The PA tree node will be a record containing the following fields:
1. The node type field equal to "PA". 2. The name field: This name field is the same as any of its sons.
b. The CA (Cascade) type: If two branches in the graph can suggest a cascade reduction, a father node of type CA is created (Fig. l(b) ). This is possible when the postfix-name of one tree node is equal to the prefix-name of the other tree nodes with the condition that this postfixname should not be the postfix-name of any other node. The first node will be considered as a left son and the second node as a right son. The CA tree node will be a record containing the following fields:
1. The node type field equal to "CA". ther node of type LO is created (Fig. l(c) ). This is possible when the postfix-name of one tree node is equal to both the prefixname and postfix-name of another tree node. The first node will be considered as a left son and the second node a right son. The LO tree node will be a record containing the following fields: 1. The node type field equal to "LO".
2. The name field: Its name is the same as its left son. d. In the case when the postfix-name of the node under cascade reduction is the prefix-name of more than one node, it will be possible to create identical nodes (or subtrees) as the postfix one as needed in order to keep the tree structure clear, as illustrated in Fig. 2 .
With the use of the above reduction rules, the tree construction algorithm is then:
1. Start with n TF tree nodes isolated corresponding to the n different graph branches. 2. Perform all possible parallel reductions.
3. Perform all possible cascade reductions.
4. Perform all possible loop reductions. 5. If no reduction was done in steps 2 through 4, STOP. Otherwise go to 2. shows the binary tree representing the graph of Figure 3 (a). Note that in the obtained tree, the input and the output of the system appear as the prefix-name and postfix-name of the tree root, respectively.
The Tree Evaluation Phase
In this phase, methods of computing the general gain and the sub-gain formulas are presented. If the general gain formula is considered to be the gain between the output node and the input node, the subgain formula is taken to be the gain between any node and the input node.
Computation of the General Gain Formula
The computation of the general gain formula is based upon a well-defined procedure consisting of several steps. The following distinct cases must be considered:
a. The root of the subtree is of TF type: In this case, the evaluation is equal to the weight of the branch representing this TF node.
Eval( TF)= Weight
(1) b. The root of the subtree is of PA type: In this case, the evaluation is equal to the sum of the evaluations of the left-subtree (1s) and right-subtree (rs):
c. The root of the subtree is of CA type: In this case, the evaluation is equal to the product of the evaluations of the left-subtree and the right-subtree. (3) d. The root of the subtree is of LO type: In this case, evaluation is equal to the ratio of the evaluation of the left subtree and one minus the evaluation of the right-subtree.
With the help of equations (1) through (4), it is then possible to obtain the general gain formula by successively evaluating the entire tree starting from the top and ending at the bottom. For illustration of the procedure, the general gain formula of the system represented in Figure 3 is computed as:
Substituting (7) and (6) into (9, we obtain
Computation of the Sub-Gain Formula
The computation of the sub-gain formula involves the evaluation of the function X/I, where X is any node and I is the input node. This computation is based on the following steps:
a. Find the first tree node FN closest to the root having X as its postfix-name. Assume that the prefix-name of this node is W.
b. Evaluate the subtree rooted at this node. The result will be equal to X M I .
c. Compute W/I by initializing its value to one and by climbing the tree starting from FN as the current node in the following way: If the current node is a left son, Fig. 4(B) .
do nothing and continue climbing, otherwise three cases are to be considered. i). If the father is of type PA, set it as the current node and continue climbing the tree.
ii). If the father is of type CA, set it as the current node, update the value W/I by multiplying the old value by the evalu- 
I , , , E"a'(A' B(Lo)) (1 1)
The next node to climb to is the root (A.D(CA)). Since we are climbing from the left side, nothing is to be done and the sub-gain formula C/A is then:
and continue climbing the tree. Climbing the tree will stop at the treeroot level. The value obtained for W/I will multiply X/W to obtain the intermediate transfer function X/I.
For illustration of the outlined procedure, the sub-gain formula C/A in Fig. 3 is computed. The first node having C as postfix is the node (B.C.(TF)). Evaluating the subtree rooted at this node gives CIB= H.7. To compute B/A, the algorithm initializes B/A to one and then climbs the tree to the node (B.B(CA)). Since the node
Extension to Multi-InpuUMulti-Output Systems
In this section, the presented method is extended to treat multi-input/multi-output systems. This extension is based on the following steps:
1 . Use the initial graph description to find the inputs and outputs of the system.
2. For each inpudoutput pair, construct a binary tree as explained above.
3. The gains or subgains obtained from the binary trees constructed in 2 are used to obtain the value of an output or any signal in term of the inputs to the system.
In the first step, the inputs to the system are obtained by searching for graph nodes that are prefix-name of some tree node but
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Id1 7 4 are not postfix-name of any tree node. The outputs of the system are obtained by searching for graph nodes that are postfixname of some tree node but are not prefixname of any tree node. This search is particularly simple when the linked representation of graph is used to represent the system 131. As an example, A and G are inputs to the system of Figure 4 (a) since they appear only as prefix name of nodes as shown in Figure 4 (b). F and K are outputs since they appear only as postfix name of nodes. In the second step, the following substeps are done: a. Use the method described in section I to reduce the system. As an example, the situation in Figure 4 (c) is obtained after reducing the system of Figure 4(b) .
b. Set all inputs to zero except one at a time and construct the corresponding trees. The number of trees will be equal to the number of outputs. As an example, if we set to zero the input A of the system of Figure 4 (c), the first two subtrees will be eliminated and the remaining will lead to the two trees T1 and T2 as shown in Fig. 
5.
c. Repeat step b for all inputs. In our case, and when the input G is set to zero, trees T3 and T4 are obtained as shown in To obtain a subgain, the signal is searched in different trees and subgains are calculated using the same method described in 2 of the previous section. Next, subgains corresponding to different inputs are used to compute the value of a signal.
As an example, C/A is evaluated from one of the trees T3 or T4 while C/G is evaluated using one of the trees T1 or T2.
Discussion
This method has the following advantages:
1. It is easy to learn and use and has educational value due to its simplicity.
2. This method can be easily implemented into an efficient computer algorithm. The inputs to the program are the branch descriptions of the flow graph in the form described earlier. These inputs are used directly in order to define the leaves of the binary tree and to construct a graph using the linked implementation of graphs [3] . This implementation is necessary to speed up the search process during the tree construction phase since it groups in a list all nodes having the same given prefix and in another list all nodes having the same given postfix. In using dynamic storage allocation, the memory space will be optimized since freeing a graph space is followed by a request for additional tree nodes.
3. As indicated in the second section above, this method gives the value of the general gain and sub-gain formulas using the same constructed tree. programs for the analysis and design of linear control systems, or useful to those who do not have access to high-power CAD tools.
When compared to standard techniques used to compute a transfer funct i o n , M a s o n ' s r u l e and reduction techniques, the following is observed.
1 . Our method is the most efficient in execution time for large systems where many subgains are to be computed.
2. It is easier to code than Mason's rule but requires more programming effort than reduction techniques.
3. Space requirements are of the same order as reduction techniques but less than Mason's rule.
On the other hand, in this method, summation points inside feedback loops cannot be influenced by inputs which are outside the loop. These summation points can easily be moved outside the loop with an appropriate transformation.
