Consider a unit interval [0, 1] in which n points arrive one-by-one independently and uniformly at random. On arrival of a point, the problem is to immediately and irrevocably color it in {+1, −1} while ensuring that every interval [a, b] ⊆ [0, 1] is nearly-balanced. We define discrepancy as the largest imbalance of any interval during the entire process. If all the arriving points were known upfront then we can color them alternately to achieve a discrepancy of 1. What is the minimum possible expected discrepancy when we color the points online?
Introduction
Given a set V of n elements and a set system S ⊆ 2 V , the (combinatorial) discrepancy minimization problem is to color the elements χ ∈ {+1, −1} V to minimize the maximum imbalance of a set S ∈ S, i.e., we want to find discrepancy of set system S:
is problem has been extensively studied because of its various applications in approximation algorithms, pesudorandomness, irregularities of distributions, sparsification, and differential privacy; see [Mat09, Cha01, HR17, Nik14, Ban19] for more details. For general set systems, it is easy to show that a random assignment of colors gets O( n log |S|) discrepancy. Much of the discrepancy theory deals with when can this trivial coloring be improved. In a seminal result, Spencer showed that for any S one can beat random coloring to obtain O n log(|S|/n) discrepancy [Spe85] . Another important line of work bounds the discrepancy in terms of frequency parameter t, which is the maximum number of sets in S in which an element appears. In particular, the result of Beck and Fiala [BF81] says that the discrepancy is at most 2t − 1 and Banaszczyk's bound [Ban98] gives the discrepancy of O( t log n). A prominent open question in the field asks whether one can get O( √ t) discrepancy in the Beck-Fiala se ing, which would generalize Spencer's result to sparse set systems. On the algorithmic front, since the breakthrough result of Bansal [Ban10] , there has been a remarkable progress in ge ing polynomial time algorithms matching these bounds [LM15, BS13, BDGL18, BG17, BDG16, LRR17, Rot14, ES18]).
When the set systems have additional structures, much smaller bounds on the discrepancy are o en possible compared to the two bounds mentioned above. Geometric set systems are some of the well known examples. e simplest case is that we are given n points on the unit interval [0, 1] and S is formed by all sub-intervals. Here disc(S) ≤ 1 because we can color odd and even points alternatively +1 and −1. A more interesting example is the classic Tusńady's problem, where we are given n points in a unit square and S consists of all axis-parallel rectangles. Here the discrepancy is known to be between Ω(log n) [Bec81] and O(log n) 1.5 [Nik17] . A line of work [EL19, BM19, HR19, FS18] also bounds the discrepancy of stochastic set systems in the Beck-Fiala se ing, where one can indeed obtain O( √ t) discrepancy (under some very mild assumptions) [BM19, EL19] .
Can we design online algorithms for the discrepancy minimization problems that beat random coloring?
is question was first posed by Spencer [Spe77] . In the online se ing, the elements arrive one-by-one and upon arrival of an element we know the sets to which the element belongs. An online algorithm has to immediately and irrevocably color the elements without knowing the future input. Very recently, Bansal and Spencer [BS19] study this question in the context of stochastic online vector balancing problem. In the online se ing, stochasticity is also a necessary assumption as for adversarial arrivals it is known that no online algorithm can achieve a smaller discrepancy than random coloring [Spe87] (also see Chapter 15 in [AS16] ). Bansal and Spencer [BS19] show that for the online vector balancing problem with random inputs, one can get O( √ n) discrepancy matching the offline result.
In this paper, we continue this line of investigation and study online discrepancy minimization for geometric set systems. We show in Section 3.2 that again nothing be er than random coloring is possible for adversarial arrivals. is leads us to the following basic question:
Can we design online algorithms for stochastic inputs that (approximately) achieve the smaller offline discrepancy bounds of geometric set systems?
We believe that online geometric discrepancy minimization problems are interesting in their own right.
However, specific problems we study in this paper are motivated by applications to online envy minimization, which we discuss in Section 1.2.
Our Results
e first problem that we consider is the stochastic analog of n points on the unit interval.
Online Interval Discrepancy: Suppose n points arrive one-by-one independently and uniformly at random on the unit interval [0, 1]. e set system S consists of all intervals [a, b] for 0 ≤ a < b ≤ 1. If we have to immediately and irrevocably color an element on its arrival, what is the minimum possible expected discrepancy?
As mentioned above, this problem is trivial in the offline se ing. We get discrepancy 1 by alternately coloring points {+1, −1}. For online decisions the answer is no longer straightforward since we do not know if the next element will be odd or even in the final order. Indeed, in Section 3.2 we show that no online algorithm can obtain a constant discrepancy. Randomly coloring the elements {+1, −1} gives only an O( √ n) discrepancy. Can we beat random coloring? We answer this affirmatively. eorem 1. ere is an efficient online algorithm for the Online Interval Discrepancy problem that gives O(n c/log log n ) discrepancy w.h.p. for some universal constant c. roughout the paper, "w.h.p. " stands for "with high probability" and it means with 1−1/poly(n) probability where the exponent of the polynomial can be made as large as desired, depending on the constant c.
e assumption of stochastic arrivals is crucial in obtaining o( √ n) discrepancy. In Section 3.2, we show discrepancy is Ω( √ n) for any online algorithm with adversarial arrivals.
Next we generalize Online Interval Discrepancy to two-dimensions. Here, points arrive uniformly at random in a unit square and the goal is to minimize Online Interval Discrepancy a er projecting the points on both the axes.
Online Stripe Discrepancy: Suppose n points arrive one-by-one independently and uniformly at random 1 on the unit square [0, 1] × [0, 1]. e set system S consists of all stripes [a, b] × [0, 1] and [0, 1] × [a, b] for 0 ≤ a < b ≤ 1. If we have to immediately and irrevocably color an element on its arrival, what is the minimum possible expected discrepancy?
e above problem has also been studied in the offline se ing where we know the location of the n points upfront. Usually it is stated as given two permutations on n elements, color the elements to minimize the discrepancy of every interval of both the permutations. e problems are equivalent as the two permutations correspond to the orders given a er projecting the points on both the axes. A clever proof of Spencer [Spe87] shows that in the offline se ing the discrepancy is always bounded by 2. 2 In the online se ing, again randomly coloring the elements {+1, −1} gives an O( √ n) discrepancy, and the question is if we can obtain smaller upper bounds. eorem 2.
ere is an efficient online algorithm for the Online Stripe Discrepancy problem that gives O(n c/log log n ) discrepancy w.h.p. for some universal constant c.
Besides being a natural problem, next we show that the Online Stripe Discrepancy problem has applications to envy minimization.
Applications to Envy Minimization
e goal of fair division is to allocate items between competing players "fairly". A popular measure of fairness is an envy-free solution, i.e., everyone values their allocation more than any other player's allocation [Fol67, TV85] . When the items are indivisible, however, envy-free allocations are not always possible, e.g., a single item and two players. So instead we want an allocation that minimizes envy.
Given a set V of n indivisible items and valuations v i = ( i 1 , i 2 , . . . , i n ) of two players for i ∈ {1, 2}, the envy minimization problem is to allocate these items to the players, i.e. find a subset S ⊆ V for the first player and the remaining items S = V \ S for the second player, to minimize
where i (S) denotes j ∈S i j . A simple round-robin algorithm where the players alternately select their best of the remaining items ensures envy is at most max Bud11] . Motivated by applications in food banks, a recent work of Benade et al. [BKPP18] studies an online version of envy minimization. Here items arrive one-by-one, i.e. on arrival item j reveals its valuations i j , and the algorithm has to immediately and irrevocably allocate the item. Assuming that all the valuations lie in [0, 1], [BKPP18] show that the minimum possible envy is Θ( √ n) and is achieved by the trivial algorithm that randomly allocates the items. Since this bound is tight for adversarial arrival of items, and also because the algorithm is uninteresting, we ask whether smaller envy is possible for stochastic arrivals.
Online Envy Minimization: Given probability distributions D i over [0, 1] for i ∈ {1, 2}, suppose n items independently draw their valuations i j ∼ D i for j ∈ [n] 3 . If the valuations i j of these items are revealed one-by-one and we have to immediately and irrevocably allocate an item when its valuations are revealed, what is the minimum possible expected envy?
Our next result is to reduce the Online Envy Minimization problem to the Online Stripe Discrepancy problem. is allows us to obtain the following result using eorem 2. eorem 3. ere is an efficient online algorithm for the Online Envy Minimization problem that gives O(n c/log log n ) envy w.h.p. for some universal constant c. e proof of eorem 3 goes via a stronger notion of envy which might be of independent interest. We show that our bound on Online Stripe Discrepancy in eorem 2 implies a bound on the "ordinal envy", which in turn implies a bound on the "cardinal envy" defined in (1). Here, the ordinal envy of a player is essentially the worst cardinal envy that is consistent with a particular ordering (Lemma ).
Our Approach via Online Tree Balancing
e approach of all our results is to go via the following Online Tree Balancing problem. We think that this problem is of independent interest and will find further applications.
Online Tree Balancing: Given a complete m-ary tree of height h, suppose n points arrive one-by-one independently and uniformly at random at the leaves of this tree with possible repetitions. e set system S consists of all subtrees, i.e., all arrivals in a subtree correspond to a set in S. If we have to immediately and irrevocably color an element on its arrival, what is the minimum possible expected discrepancy? e idea for defining Online Tree Balancing is that we can "approximately" reduce Online Interval Discrepancy to it by embedding the unit interval onto a tree. is is achieved by breaking the unit interval into m h disjoint pieces, and an arrival in the ith piece [ i−1 m h , i m h ] corresponds to an arrival in the ith leaf. e losses due to subintervals within any piece are small and can be easily bounded.
Solving Online Tree Balancing. Our algorithm is based on a potential function Φ(·). More precisely, a er t arrivals we define Φ(t) as the sum of hyperbolic cosines (recall, cosh(x) = exp(x)/2 + exp(−x)/2) of the imbalance of every subtree (see (3)). e algorithm simply greedily assigns the next arrival a color such that the increase in the potential is minimized. e use of hyperbolic cosine is natural here because it behaves like the so max function but does not depend on the sign of imbalance, e.g., see Chazelle's book [Cha01] and Bansal-Spencer's recent paper [BS19] . We show that w.h.p. the potential of our algorithm is always bounded by poly(n), which directly implies that the imbalance of every subtree (and hence discrepancy) is "small". To achieve this, our main claim is that the potential has a "dri " towards 0. Roughly, we prove that if Φ(t) > n 10 then E[∆Φ(t)] < 0, so that w.h.p. the potential remains always smaller than n 20 (Lemma 5). Most of our effort goes in proving the existence of this dri .
To analyze the dri , we use the standard idea of bounding ∆Φ(t) using the Taylor expansion of Φ(t). It is not difficult to see that this gives an expression of the form
is the sum of hyperbolic sines of a vector of imbalances d = (d 1 , . . . , d h ) along a root-leaf path in the tree and Q = i ∈[h] cosh(d i ) is the sum of hyperbolic cosines of the same imbalance vector d. Since we are free to choose χ (t) ∈ {−1, +1}, we get ∆Φ(t) ≤ −|L| + Q (notice Q is always non-negative).
us, to prove ∆Φ(t) < 0, it suffices to show |L| ≈ Q. Alternately, since | sinh(x)| = cosh 2 (x) − 1 ≈ cosh(x), it suffices to show that for d the magnitude function roughly "separates" over the sum of hyperbolic sines, i.e.,
(
2)
A Separation Lemma on Trees. A separation statement like (2) is clearly false for an arbitrary imbalance vector d, e.g., consider d = (+1, −1, +1, −1, . . .) where the LHS is (close to) zero. e heart of our proof lies in proving a Separation Lemma (see Lemma 9) that for a uniformly random root-leaf path in the tree, in expectation the randomly generated imbalance vector d will satisfy (2). Since the arrivals are uniformly random, we can exploit the tree structure of our problem and use induction on the height of the tree. e key to our inductive proof is the definition of a "safe subtree" which is a subtree rooted at a child s ∈ Child(r ) of the root r such that | sinh(d s ) + sinh(d r )| roughly separates into | sinh(d s )| + | sinh(d r )|. Any subtree that doesn't satisfy this property is called a "dangerous subtree". We crucially use the fact that the imbalance of the root r equals the sum of the imbalances of its children, which is true because the children partition arrivals in their parent. Next we show that this implies that a large fraction of the subtrees of the root r are safe, which allows us to apply induction hypothesis directly to the safe subtrees in the case where they are "heavy", i.e., they constitute a large fraction of the mass of Q. On the other hand, if the safe subtrees are "light", we cannot directly apply induction hypothesis to the dangerous subtrees as they might cancel out the value of sinh(d r ) from the root. Nevertheless, we show that there exists a way to modify the imbalance of the subtrees by incurring small losses so that we can apply induction hypothesis to the dangerous subtrees a er the modification.
A lemma similar in spirit to our Separation lemma was also shown in the recent work of Bansal and Spencer for online vector balancing [BS19] . eir proof, however, quite crucially exploits the fact that each coordinate is uniformly and independently distributed in {+1, −1} 4 . In contrast, in our se ing each coordinate is in {0, 1} and there are correlations among the coordinates due to the tree structure. ese correlations along with the fact that we want to show a discrepancy bound significantly smaller than O( √ n) introduce several new technical difficulties in our problem. But on the other hand, the tree structure allows us to establish the necessary properties required for our inductive proof.
Solving Online Stripe Discrepancy. We again go via Online Tree Balancing. is time we embed the unit square [0, 1]× [0, 1] into two trees, one for each dimension a er projecting the points on the corresponding axis.
e new potential function
where Φ x and Φ are defined for the trees corresponding to both the axes. We again argue that this potential is bounded by poly(n) due to a dri towards 0. e primary difference is that now we have
So although the 1-d argument implies there is a color with E − |L x | + Q x < 0 and a color with E − |L | + Q < 0, it is not clear if the two colors are consistent with each other. In other words, the challenge is that the the two axes might cancel the effect of each other. We overcome this by using the independence of the x and coordinates to argue that with Ω(1) probability such a cancellation does not happen.
Further Related Work and Open Problems
e ℓ-permutations problem consists of ℓ permutations over n elements, and the goal is to minimize discrepancy over every interval of the permutations. As mentioned earlier, for ℓ ∈ {1, 2} we know discrepancy is O(1) [Spe87] , but for ℓ = 3 discrepancy becomes Θ(log n) [NNN12] . Our results in eorem 1 and eorem 2 can be viewed as obtaining sub-polynomial bounds for the 1-permutation and 2-permutation problems in an online model with stochastic arrivals. An immediate open question is whether one can obtain polylog n bounds? In Section 3.2 we give for these problems Ω( √ n) lower bounds for adversarial arrivals and Ω(polylogn) lower bounds for stochastic arrivals. For general ℓ, it is known how to obtain an O( √ ℓ log n) discrepancy in the offline se ing [SST97] . It will be interesting to extend our online results to ℓ permutations (dimensions), i.e., for uniform arrivals in [0, 1] ℓ . Another nice question is to get polylog n bounds for the online stochastic Tusńady's problem where S consists of every axis parallel rectangles.
For various notions of envy free allocations we refer the readers to [AGMW15] . e envy minimization problem in the online se ing was first considered by Benade et al. [BKPP18] . In their model an adversary adaptively decides the values of the next item for both the players in [0, 1]. ey give a deterministic algorithm with O( √ n) envy, and show that their bound is tight up to polylog n factors. Our eorem 3 shows that one can obtain much smaller envy under the assumption of stochastic item values. It is an interesting open question if our results can be extended to a se ing where values of the two players are correlated for the same item (but are i.i.d. over different items). Extending our results to more than two players will also be interesting.
Roadmap
In Section 2 we discuss the Online Tree Balancing problem. We prove a Separation Lemma and use it to obtain O(polylog(n)) bounds on the discrepancy of trees of height h = O(log log n). In Section 3 we use our Online Tree Balancing results to obtain sub-polynomial bounds on the discrepancy for Online Interval Discrepancy. Here we prove eorem 1 and show a super-constant lower bound. We also discuss lower bounds for Online Interval Discrepancy in adversarial se ings in Section 3.2. In Section 4 we prove eorem 2 to obtain sub-polynomial bounds on the discrepancy for Online Stripe Discrepancy. Finally, in Section 5 we discuss our applications to envy minimization. In particular, we discuss the notion of ordinal envy and prove eorem 3 by reducing Online Envy Minimization to Online Stripe Discrepancy via the ordinal envy.
Online Tree Balancing
In this section we focus on Online Tree Balancing and obtain O(polylog(n)) discrepancy for it. In Section 3 we show how this immediately implies a sub-polynomial discrepancy for Online Interval Discrepancy.
Suppose we have a complete m-ary tree T with root r and height 5 h.
e imbalance d of each node ∈ T is initially 0. ere are n online arrivals where the tth arrival picks a root-leaf path P t uniformly at random. Upon picking P t , we need to immediately and irrevocably assign χ (t) ∈ {−1, +1} to arrival t, which updates the imbalance of all nodes as:
e goal is to minimize the discrepancy of the tree, i.e., the worst imbalance a er n arrivals:
If we randomly color each arrival then the discrepancy can be bounded by Θ( √ n). e following is our main result for Online Tree Balancing which shows one can do much be er for height h = O(log log n) and fan-out m = Ω(1). e assumptions in eorem 4 will be satisfied 6 in our reduction from Online Interval Discrepancy in Section 3.1. eorem 4. For Online Tree Balancing with n arrivals on a complete m-ary tree of height h ≤ log log n/C for sufficiently large constant C and fan-out m ≥ 100, there is an efficient algorithm that satisfies w.h.p.
e remaining section focuses on the proof of eorem 4.
Proof of eorem 4 using a Potential Based Algorithm
To describe our algorithm we need a potential function Φ(t) for t ∈ [n] and λ def = 1 log n :
e algorithm simply assigns χ (t) ∈ {−1, +1} to minimize the increase in the potential.
Our plan to proving eorem 4 is to show that the final potential value Φ(n) is polynomially bounded. is suffices because it guarantees every d is at most O(log 2 (n)), as otherwise the potential becomes super-polynomial.
To analyze the increase in potential at the tth arrival, we use the standard step of bounding ∆Φ(t) by the Taylor expansion (e.g., see [BS19] ). Since cosh ′ (x) = sinh(x) and sinh ′ (x) = cosh(x), we get
where we use | sinh(x)| ≤ cosh(x) for all x, magnitude |χ (t)| = 1, and that λ = o(1). By defining
we can rewrite the last inequality as
Here, the second inequality is because we can assign χ (t) ∈ {−1, +1} such that L· χ (t) = −|L|, and since our algorithm picks χ (t) to minimize ∆Φ(t), the increase in potential of our algorithm could only be smaller. Below we will show that Φ(t) can never be very large because otherwise
To state this formally, we need some notation. Let β = 100 be a constant. Define f (h) to be an increasing function of h with f (0) = 4 and
Lemma 5. Consider an instance of Online Interval Discrepancy that satisfies the assumptions in eorem 4. If n 10 ≤ Φ(t) ≤ n 20 , then
Since h ≤ log log n/C for sufficiently large constant C, this implies that
An important consequence of Lemma 5 is that w.h.p. the potential never reaches a value ≥ n 20 as there is negative dri towards zero for Φ(t) ∈ [n 10 , n 20 ]. is immediately implies eorem 4.
Proof of eorem 4. Initially Φ(0) = n. By Lemma 5, we have the following bounds on the change in Φ(t):
(1) When Φ(t) < n 10 , we have E[∆Φ(t)] ≤ λ 2 Φ(t) < n 10 ; (2) When n 10 ≤ Φ(t) ≤ n 20 , we have E[∆Φ(t)] ≤ 0;
(3) When Φ(t) > n 20 , change in potential ∆Φ(t) can be arbitrary.
To handle Case (3), we define the following stochastic process Φ(t): suppose Φ(t) stays the same as Φ(t) before Φ(t) becomes larger than n 20 . A er the first t where Φ(t) > n 20 , we set Φ(t ′ ) = Φ(t) for every t ′ ≥ t, i.e., Φ(t) stays fixed a er time t. is means that whenever Φ(t) exceeds n 20 , we have ∆ Φ(t ′ ) = 0 for any
erefore, we always have E[∆ Φ(t)] ≤ n 10 , which gives E[ Φ(t)] ≤ n 11 for any t ∈ [n]. Using Markov's inequality followed by a union bound, we have
Notice when Φ(t) ≤ n 20 , the discrepancy of the tree d(T ) = O(log 2 (n), which finishes the proof.
Proof of Lemma 5 using a Separation Lemma
We define the following notion of a dangerous set for some value x. Essentially for any value in the dangerous set of x, hyperbolic sine sinh(λ ) will cancel out a significant fraction of sinh(λx).
Definition 6 (Dangerous Set). For any x ∈ R s.t. |x | ≥ log n λ , we define the dangerous set of x to be
One immediate property is that ∈ dangerous(x) is equivalent to x ∈ dangerous( ) if both |x | ≥ log n λ and | | ≥ log n λ . e following two facts follow immediately from Definition 6 and the properties of hyperbolic functions. We give their proofs in Appendix A.
On the other hand, if dangerous(x), then sinh(λ ) will cancel only a small portion of sinh(λx). 
To prove Lemma 5, we need the following lemma which forms the heart of our proof.
Lemma 9 (Separation Lemma). Consider any m-ary tree with height h and fan-out m ≥ 100. For any d r ∈ R, let L (resp. Q) be obtained from L (resp. Q) by replacing d r with d r , i.e.
If Φ(t) ≤ n 20 , then for any x such that |x | ≥ log n λ + h log 10 λ and d r dangerous(x), we have
To understand the lemma statement, think of | sinh(·)| as the same as cosh(·) (this only introduces small errors) and d r = d r (i.e., the imbalance of the root is not replaced). Now the quantity inside E[·] on the LHS of (4) can be wri en as the magnitude of the summation of several sinh(·) terms. In general, these sinh(·) terms might cancel each other and result in the summation being small. However, Lemma 9 states that for a randomly sampled root-leaf path P t , the magnitude of the summation roughly separates to become the summation of the magnitudes, i.e., | ∈ P t sinh(λd )| ≈ ∈ P t | sinh(λd )| ≈ Q. e terms sinh(λx) and hn 2 are due to technical reasons and are not important for understanding the lemma statement.
Before proving the Separation Lemma, we first finish the proof of Lemma 5.
Proof of Lemma 5 from Separation Lemma. Since Φ(t) ≥ n 10 by assumption, we have E[Q] ≥ n 9 because the total number of nodes in the tree is at most n. Now we pick any x ∈ log n λ + h log 10 λ , 2 log n λ such that the root imbalance d r dangerous(x). is can always be done because h = O(log log n) implies that h log 10 λ ≪ log n λ and that the width of the dangerous set is 2·log 10 λ ≪ log n λ . Now applying Lemma 9 with d r = d r (i.e., keeping the imbalance of the root), we have
which finishes the proof of Lemma 5.
Proof of the Separation Lemma
Before we formally prove the Separation Lemma, we give an overview of our proof strategy. Our plan is to induct on the height h of tree T . We call x the entering value for convenience. For the induction basis h = 0 where T contains a single node r , the assumption that d r dangerous(x) allows us to separate | sinh(λ d r ) + sinh(λx)| to | sinh(λ d r )| + | sinh(λx)|. In the induction step, we would like to argue that d r dangerous(x) allows us to view d r and x together as an entering value x ′ for the subtrees, where sinh(λx ′ ) = sinh(λ d r ) + sinh(λx), and apply induction hypothesis. Unfortunately, this only works for the set of "safe subtrees" rooted at s ∈ Child(r ) that satisfy d s dangerous(x ′ ) as required by the induction hypothesis. In general, this condition may not hold for every subtree.
To deal with this problem, we crucially use the fact that the imbalance of all children s ∈ Child(r ) sum up to d r , which we know is small because Φ(t) is small by assumption. is implies that at least a constant fraction of the children of r are safe. If either the entering value x ′ or the set of safe subtrees are "heavy" (i.e., constitute a large fraction of Q), then we are done by directly applying induction hypothesis on the set of safe subtrees. If on the other hand both the entering value x ′ and the set of safe subtrees are "light", we have to separate the sinh(·) terms even when we enter a "dangerous subtree" with d s ∈ dangerous(x ′ ). Our approach is to combine the entering value x ′ and d s to obtain d s , and then pick some small x ′ s such that d s dangerous(x ′ s ) as the new entering value. Since x ′ is light and x ′ s is small, such modifications incur only small losses on both the L and Q terms. We can now apply the induction hypothesis using d s with entering value x ′ s to separate the sinh(·) terms even when we enter a dangerous subtree. is is the reason why the Separation Lemma allows the root imbalance d r to be replaced be any arbitrary value d r .
Proof of Lemma 9. Since Φ(t) ≤ n 20 , we know that |d | ≤ 21 log n λ for all ∈ T before the replacement of the root imbalance. Note that a er replacing the root imbalance d r by d r , we might not have | d r | ≤ 21 log n λ . However, we still have
Induction basis for h = 0. In this case the tree T contains only one node which is the root r . erefore
where the second inequality uses | sinh(λ )| ≥ cosh(λ ) − 1 for any ∈ R and the assumption in Lemma 9 that |x | ≥ log n λ + h log 10 λ . is finishes the proof of the induction basis.
by assumption in Lemma 9, it follows from Fact 8 that
erefore, one can imagine replacing d r of the root by x ′ and it suffices to show that
where L s (resp. Q s ) denote the L (resp. Q) term in the (random) subtree T s rooted at s ∈ Child(r ) ∩ P t , i.e.
Once (8) is established, we immediately have
which finishes the proof of the induction step. e only thing le is to prove (8).
To prove (8), we assume without loss of generality that x ′ ≥ 0 (the case where x ′ ≤ 0 is similar). Under this assumption, we have from (7) that
Recall that the subtree rooted at s ∈ Child(r ) is denoted by T s . Among all the children of the root r , we denote the set that are dangerous for
. Denote the set of children of root r that are not dangerous for x ′ as S h−1 = Child(r )\D h−1 . We first argue that
Assume for the purpose of contradiction that (10) doesn't hold. We notice that for each s
Observe that
where the last inequality follows from the assumption that m ≥ 100. is together with the assumption that (10) doesn't hold imply that
where the second inequality follows from (11) and (12). Notice that the assumption that (10) doesn't hold also implies that |S h−1 | ≤ 0.01m, so it follows that there is a node ∈ S h−1 with |d | ≥ 50 log n λ . But this implies that cosh(λd ) ≥ n 49 , which is a contradiction to the assumption in Lemma 9 that Φ(t) ≤ n 20 . is establishes (10).
We use E s∼D h−1 [·] to denote the expectation when s ∈ Child(r ) is sampled from D h−1 uniformly at random. Similarly, E s∼S h−1 [·] is used to denote the expectation when s ∈ Child(r ) is sampled from S h−1 uniformly at random. We keep the notation E[·] for the case where s is sampled from Child(r ) uniformly at random. Recall that D h−1 ∪ S h−1 = Child(r ) and that D h−1 ∩ S h−1 = ∅. ese imply that when s ∈ Child(r ) is chosen uniformly at random, we have
Now we consider three different cases.
Case 1 (heavy root):
In this case we directly apply induction hypothesis with d s = d s (i.e. keeping the imbalance of s) on the set of safe children s ∈ S h−1 and get
Since we have cosh(λx ′ ) ≥ 1 β · E[Q s + cosh(λx ′ )] in this case, we can further simplify this as
In this case we again apply induction hypothesis with d s = d s on the set S h−1 and get (14). Now using the assumption that
Case 3 (light root and light safe Q s ):
]. e first condition implies that
In this case, we cannot directly apply our induction hypothesis on the set s ∈ D h−1 without replacing d s because each s ∈ D h−1 is dangerous for x ′ , i.e. d s ∈ dangerous(x ′ ). To circumvent this problem, we define d s ∈ R to be such that sinh(λ d s ) = sinh(λd s ) + sinh(λx ′ ) for each s ∈ D h−1 and we pick
Whenever s ∈ D h−1 is selected by the random root-leaf path P t , we replace d s by d s and x ′ by x ′ s and then apply induction hypothesis using d s and x ′ s . We use L s (resp. Q s ) to denote the L s (resp. Q s ) term when d s is replaced by d s . We have
Now we apply induction hypothesis on each s ∈ D h−1 a er replacing d s by d s and x ′ by x ′ s to get
where the second inequality follows from Q s = Q s − cosh(λd s ) + cosh(λ d s ). Recall from Fact 7 that d s ∈ dangerous(x ′ ) implies that cosh(λd s ) ≤ 11 cosh(λx ′ ). is gives
From (15) and the assumption that cosh(λx ′ ) < 1 β · E[Q s + cosh(λx ′ )], it follows that
where the second inequality follows from our choice of β = 100. is finishes the proof of Lemma 9.
Online Interval Discrepancy
Recall that in the Online Interval Discrepancy problem, n points arrive uniformly at random in the interval [0, 1], in an online manner. Upon tth arrival, we need to immediately assign it a color χ (t) ∈ {−1, +1}. Our goal is to minimize the discrepancy of the set system S consisting of all sub-intervals of [0, 1], i.e.,
is section is devoted to proving eorem 1 which is restated as follows for reference. eorem 1. ere is an efficient online algorithm for the Online Interval Discrepancy problem that gives O(n c/log log n ) discrepancy w.h.p. for some universal constant c.
We prove eorem 1 via a reduction to the Online Tree Balancing problem from Section 2. is reduction appears in Section 3.1, and in Section 3.2 we discuss lower bounds for this problem.
From Online Tree Balancing to Online Interval Discrepancy
Proof of eorem 1. We consider the following embedding of the interval [0, 1] into a complete m-ary tree T with height h = log log n/C for sufficiently large constant C and fan-out m = ⌈n 1 h+1 ⌉ ≥ 100. For simplicity, we assume n 1 h+1 is an integer and write m = n 1 h+1 . e root r corresponds to the interval [0, 1] and the ith node at depth j corresponds to the interval [ i−1 m j , i m j ]. Note that each depth-j (assume j < h) interval is partitioned by m depth-(j + 1) intervals which correspond to its m children. e set of leaves is formed by m h = n h h+1 intervals each of length 1 m h . For each node ∈ T , we also use to denote the corresponding interval.
Our algorithm for Online Interval Discrepancy simply builds the above tree T and runs the algorithm for Online Tree Balancing in eorem 4. We prove that w.h.p. this algorithm has discrepancy O(n c/log log n ) for the set system S, where c is some universal constant. Since each arrival lands uniformly at random in [0, 1], in order to bound the discrepancy of the set of all intervals, we only need to bound the discrepancy of the set of O(n 2 ) intervals [ a n , b n ] where a, b ∈ {0, 1, · · · , n} and a < b. For each such interval I = [ a n , b n ], our tree embedding ensures that there's a collection B(I ) = { i } i ∈[s] of at most 2mh nodes of T and two intervals I 1 ⊆ l 1 and I 2 ⊆ l 2 , where l 1 and l 2 are two leaves of T , such that (1) all these 2mh + 2 intervals are disjoint, and (2) I = i ∈[s] i ∪ I 1 ∪ I 2 . We can therefore bound the imbalance of I as
|χ ( i )| + |χ (I 1 )| + |χ (I 2 )|.
By eorem 4, w.h.p. each i ∈ T has |χ ( i )| = O(log 2 (n)).
Notice that each leaf l of the tree has n/m h = m arrivals in expectation, so the two leaves l 1 and l 2 have at most O(m) arrivals w.h.p.. erefore in this case we have
It follows from (17) and (18) that w.h.p.,
for some universal constant c. is finishes the proof of eorem 1.
Lower Bounds for Online Interval Discrepancy

Adaptive Adversary
When the arrival sequence is given by an adaptive adversary (i.e., one who can decide the next arrival based on the previous decisions of the algorithm) instead of being stochastic, the discrepancy can be Ω(n).
Lemma 11. For Online Interval Discrepancy with an adaptive adversary, any online algorithm has discrepancy Ω(n).
Proof. Without loss of generality, assume the first two arrivals are at 0 and 1 and the algorithm colors them +1 and −1, respectively. Consider an adaptive adversary that always makes the next arrival land between the rightmost +1 element and the le most −1 element. is ensures that every element le of the last arrival has color +1 and every element right of the last arrival has color −1. erefore the discrepancy is at least n/2.
Oblivious Adversary
e adaptive adversary in Lemma 11 can be turned into an oblivious adversary by making a random guess of the color of the last arrival.
Lemma 12. For Online Interval Discrepancy with an oblivious adversary, any (randomized) online algorithm has (expected) discrepancy Ω( √ n).
Remark 13. Recall that random coloring gives discrepancy O( n log n) against an oblivious adversary. Lemma 12 implies that random coloring is tight up to a O( log n) factor. is shows that the assumption of stochastic arrivals is crucial for obtaining sub-polynomial discrepancy bounds.
Proof of Lemma 12. Consider a randomized oblivious adversary that produces the following distribution of arrival sequences. e oblivious adversary first guesses a sequence of colors χ = ( χ (1), · · · , χ (n)) where each χ (i) ∈ {−1, +1} is chosen independently and uniformly at random. It then generates the arrival sequence using the adaptive adversary in Lemma 11 for coloring χ . More specifically, the oblivious adversary makes the ith arrival land between the rightmost +1 element and the le most −1 element among the first (i − 1) elements under the coloring χ (1), · · · , χ (i − 1). e following observation is crucial to our analysis.
Observation 14. e position of the ith arrival doesn't depend on the random guess χ (i). erefore, upon seeing only the first i arrivals, an algorithm obtains no information about χ (i).
Notice that for any randomly chosen χ , all arrivals i with χ (i) = +1 are on the le of all arrivals j with χ (j) = −1, so the discrepancy of the set S of all intervals with respect to the coloring χ is at least Ω(n) according to Lemma 11. However, the randomly guessed coloring χ might be different from the coloring χ assigned by the online algorithm. Nevertheless, Observation 14 implies that with probability at least 1/4, the oblivious adversary makes at least n/2 + √ n/100 correct guesses, i.e.
P {i ∈ [n]
:
We show in the following that whenever such an event happens, the discrepancy of the online algorithm's coloring is at least Ω( √ n).
To prove this, we first define the following notations. We use S + (resp. S − ) to denote the set of arrivals with guessed color +1 (resp. −1) in χ , i.e.
We use n + (resp. n − ) to denote the size of S + (resp. S − ), i.e.
If the oblivious adversary makes at least n/2 + √ n/100 correct guesses, then he makes either at least We conclude that for any (randomized) online algorithm, when the input is drawn from such a distribution by the oblivious adversary, the discrepancy of the algorithm is at least Ω( √ n) with probability at least 1/4. is also implies that for any (randomized) online algorithm, there's a deterministic oblivious adversary input such that the expected discrepancy of the algorithm is Ω( √ n). erefore no (randomized) online algorithm can achieve expected discrepancy be er than Ω( √ n) against an oblivious adversary.
Stochastic Arrivals
Next we use the oblivious adversary lower bound in Lemma 12 to prove a super-constant lower bound for Online Interval Discrepancy with stochastic arrivals.
Lemma 15. For Online Interval Discrepancy with stochastic arrivals, any (randomized) online algorithm has expected discrepancy at least Ω((log n) 1/4 ).
Proof. Suppose N = √ log n 10 . For any online algorithm, we know from Lemma 12 that there's a deterministic oblivious adversary input of length exactly N such that the online algorithm has discrepancy Ω( √ N ). We show that with constant probability, there exists a sub-interval with such an oblivious adversary input of length exactly N .
We divide the unit interval into n disjoint pieces, each of length 1/n. Divide every piece further into 2 N sub-pieces, each of length ϵ where ϵ · 2 N = 1/n, or equivalently ϵn = 2 −N . For each i ∈ [n], we denote X i the indicator random variable that piece i has exactly N arrivals, i.e.
if piece i has exactly N arrivals 0 otherwise and denote X def = i ∈[n] X i the total number of pieces that has N arrivals. For any piece i ∈ [n], the probability that piece i has exactly N arrivals is
erefore the expected number of pieces with exactly N arrivals is
We define event A = {X ≥ n 0.8 } to be the event that the number of pieces with exactly N arrivals is at least n 0.8 . We show in the following that
To prove (19), we need the Paley-Zygmund theorem which states that for any random variable X ≥ 0 with finite variance and any 0 ≤ s ≤ 1,
Notice that all the X i 's are identically distributed but not independent. We can calculate
.
Notice that
It follows from Paley-Zygmund theorem that
which finishes the proof of (19). Now we condition on event A. For each piece that has exactly N arrivals, the probability that it has the oblivious input from Lemma 12 with length exactly N is
where we view each sub-piece of length ϵ as a discrete point. Notice that condition on the number of arrivals in each piece, the arrival positions in each piece are independent of the arrival positions in other pieces. So condition on the number of arrivals in each piece such that event A holds, at least one piece has the random oblivious input of length N w.h.p..
is combined with (19) imply that with constant probability, at least one piece i has the oblivious adversary input of length exactly N . From Lemma 12, the algorithm has expected imbalance at least Ω( √ N ) on the piece i. erefore, any (randomized) online algorithm has expected discrepancy Ω((log n) 1/4 ) for Online Interval Discrepancy with stochastic arrivals.
Online Stripe Discrepancy
Recall that in the Online Stripe Discrepancy problem there are n online arrivals where each one lands uniformly at random in the unit square [0, 1] × [0, 1]. Upon seeing arrival t, we need to immediately assign it a color χ (t) ∈ {−1, +1}. Our goal is to minimize the discrepancy of the following set of stripes:
Our main result of this section is the following theorem. eorem 2.
Our Algorithm
We build two m-ary trees T x and T of height h = log log n/C for sufficiently large constant C, one for each axis, a er projecting the square [0, 1]×[0, 1] to its corresponding axis. For each axis, the construction of the tree is the same as in Section 2. Note that the roots of both the trees correspond to the entire [0, 1] × [0, 1] square. erefore, we use r to denote roots of both the trees. For λ def = 1 log n , define the corresponding potential functions as
and
e algorithm considers the potential function
and simply assigns χ (t) ∈ {−1, +1} to the tth arrival to minimize the increase in the potential function.
By using the reduction from Section 3.1, we show that eorem 2 is implied by the following lemma.
Lemma 16. e above potential-minimization algorithm satisfies that w.h.p.,
Proof of eorem 2. Define the set of x-stripes S x and the set of -stripes S as
By symmetry, we only need to argue that w.h.p., the set of x-stripes S x has discrepancy O(n c/log log n ) for some universal constant c. We project the unit square 
Proof of Lemma 16
Denote P x (t) and P (t) the randomly sampled root-leaf paths in T x and T corresponding to the tth arrival. Notice that P x (t) and P (t) are sampled independently and uniformly at random. Recall from Section 2,
Now similar to the proof of eorem 4 from Lemma 5 for Online Tree Balancing, to prove Lemma 16 it is sufficient to prove the following Lemma 17.
Lemma 17. Consider the potential-minimization algorithm for Online Stripe Discrepancy. If n 10 ≤ Φ(t) ≤ n 20 , then we have
Since h = log log n/C for sufficiently large constant C, this implies that
Proof of Lemma 16 from Lemma 17. Initially Φ(0) = n. By Lemma 17, we have the following bounds on the change in Φ(t):
(1) When Φ(t) < n 10 , we have E[∆Φ(t)] ≤ λ 2 Φ(t) < n 10 ; (2) When n 10 ≤ Φ(t) ≤ n 20 , we have E[∆Φ(t)] ≤ 0; (3) When Φ(t) > n 20 , change in potential ∆Φ(t) can be arbitrary.
To handle Case (3), we define the following stochastic process Φ(t): suppose Φ(t) stays the same as Φ(t) before Φ(t) becomes larger than n 20 . A er the first t where Φ(t) > n 20 , we set Φ(t ′ ) = Φ(t) for every t ′ ≥ t, i.e., Φ(t) stays fixed a er time t. is means that whenever Φ(t) exceeds n 20 , we have ∆ Φ(t ′ ) = 0 for any t ′ ≥ t. erefore, we always have E[∆ Φ(t)] ≤ n 10 , which gives E[ Φ(t)] ≤ n 11 for any t ∈ [n]. Using Markov's inequality followed by a union bound, we have
Notice when Φ(t) ≤ n 20 , the discrepancy of the trees T x and T satisfy d(T x ) = O(log 2 (n)) and d(T ) = O(log 2 (n)). is finishes the proof of Lemma 16.
Proof of Lemma 17. Each arrival t corresponds to picking independently a random root leaf path P x (t) from T x and P (t) from T . For simplicity, we will denote them as P x and P when t is clear from the context. We assume without loss of generality that E[Q x ] ≤ E[Q ] for arrival t and we call T x the lighter tree. Recall that the roots in T x and T correspond to entire [0, 1] × [0, 1] square. erefore, we use r to denote both roots. We consider two different cases.
We consider L x for the randomly sampled root-leaf path P x of the lighter tree T x . Define q x to be such that L x = sinh(λq x ). e idea is to bound L x + L = sinh(λq x ) + L using our Separation lemma in Lemma 9. However, we cannot directly apply Lemma 9 for q x and the tree T because of two reasons: (1) we might have |q x | < log n λ + h log 10 λ , or (2) d r might be dangerous for q x . e following modifications allow us to overcome these problems.
We first check condition (1). If true, then notice that E[Q x + Q ] ≥ Φ(t)/n ≥ n 9 so cosh(λq x ) < n ≪ E[Q x + Q ]. So we can simply replace q x by some other discrepancy value q ′ x ∈ log n λ + h log 10 λ , 2 log n λ such that d r dangerous(q ′ x ). Intuitively, this is fine because changing q x to q ′ x only affects |L| and Q by a negligible amount. Moreover, if condition (1) is not true then set q ′ x = q x . We then check condition (2). If true, we simply ignore the root, i.e., replace d r by 0. Notice that a er changing q x to q ′ x in the previous step so that condition (1) is satisfied, we have 0 dangerous(q ′ x ). erefore, replacing d r by 0 will satisfy condition (2). Intuitively, this change incurs only a tiny loss due to the case assumption that the root is "light".
A er the above modifications, we can apply Lemma 9 to get
Since cosh(λd r ) ≥ | sinh(λd r )| and f (h) ≥ 1, we get
A er rearranging, this implies E [|L x + L |] is at least
Now using that the root is light, i.e. cosh(λd r ) < 1 β ·f (h) · E x, [Q x + Q ], and that either cosh(λq x ) equals cosh(λq ′ x ) or both are less than n 2 (similarly, sinh(λq x ) equals sinh(λq ′ x ) or both are less than n 2 ), we get
where in the last inequality, we use the fact that T x is lighter than
. is finishes the proof in this case.
Case 2 (heavy root):
We define q x to be such that sinh(λq x ) = L x and define p x to be the probability that q x ∈ dangerous(d r ). Notice that
which implies that d r > 2 log n λ . us the dangerous set for d r is well-defined. We similarly define p as the probability that q ∈ dangerous(d r ) where q is such that sinh(λq ) = L . Now we consider two different sub-cases.
(i) p x ≤ 0.9 or p ≤ 0.9. Suppose p ≤ 0.9, then we know that with at least 0.1 probability q dangerous(d r ). We cannot yet apply our separation lemma in Lemma 9 for such q because it might be possible that |q | < log n λ + h log 10 λ . If that is the case, then we can simply replace q by some q ′ ∈ log n λ + h log 10 λ , 2 log n λ such that q ′ dangerous(d r ). Notice that such a replacement affects both the L term and Q term by an additive change of at most n 2 which is much smaller than 1 β 2 f (h) · E[Q x + Q ]. We can therefore assume (up to additive O(n 2 ) error) that whenever q dangerous(d r ), we have |q | ≥ log n λ + h log 10 λ . Now we can apply our separation lemma in Lemma 9 for the path P s.t. d r dangerous(q ), we have
so we are done in this case. e other situation where p x ≤ 0.9 is similar.
(ii) Both p x > 0.9 and p > 0.9. In this case, since P x and P are independent, with probability at least 0.81 we have d r ∈ dangerous(q x ) ∩ dangerous(q ). Since cosh(λd r ) ≥ 1 β f (h) · E[Q x + Q ], we have |d r | ≥ 5 log n λ . From Fact 7, this implies that cosh(λq x ) ≥ 1 11 cosh(λd r ) and cosh(λq ) ≥ 1 11 cosh(λd r ), and that q x and q have the same sign. So we have with probability at least 0.81,
is shows that
which finishes the entire proof.
Online Envy Minimization via Online Stripe Discrepancy
In this section we show how our results on Online Stripe Discrepancy can be used for the envy minimization problem. Our proofs go via a stronger notion of envy which we call the ordinal envy. To distinguish between the different notions of envy, we call the envy in terms of value (as in the definition of Online Envy Minimization problem) the cardinal envy.
Ordinal Envy
Consider n indivisible items and a single player with valuation v. For simplicity, we assume that the player has different valuation for different items, i.e. j j ′ for any j j ′ . In the following, we give three equivalent definitions for ordinal envy of a player on being allocated a subset S ⊆ [n] of items. We will prove the equivalence in Section 5.2. We start with our first definition.
Definition 18 (Ordinal Envy, First Definition). Suppose we are given n indivisible items and a player's valuation v = ( 1 , · · · , n ) of the items. We first relabel the items such that 1 > 2 > · · · > n and then define ordinal envy of the player on ge ing subset S ⊆ [n] as
Notice that the ordinal envy in Definition 18 is always non-negative as we can take [t] = ∅. is definition considers every prefix of items a er sorting them in decreasing values. It will therefore have direct connections to interval discrepancy (Lemma 26).
Our second definition of ordinal envy is in terms of a cancellation procedure where items allocated to the player are used to cancel those that are not allocated to him and have lower prices. e ordinal envy is then defined to be the number of items that are not allocated to the player and not cancelled during this procedure.
Definition 19 (Ordinal Envy, Second Definition). Suppose we are given n indivisible items and a player's valuation v = ( 1 , · · · , n ) of the items. Consider the following cancellation procedure:
2. For i ∈ S in order of decreasing i :
3.
Set j ← arg max j ∈T { j | j < i }; For the third definition of ordinal envy, we need some notation. Given an ordering π and a valuation v of n items, let v ∼ π denote that v is consistent with the ordering π . Moreover, for any valuation v, let π v denote its induced ordering. We define ordinal envy to be the worst possible cardinal envy that is consistent with π v .
Definition 20 (Ordinal Envy, ird Definition). Suppose we are given n indivisible items and a player's valuation v = ( 1 , · · · , n ) of the items. Let π v be the ordering induced by the valuation v, i.e. v ∼ π v . e ordinal envy of the player on ge ing subset S ⊆ [n] is defined as the worst possible cardinal envy that is consistent with π v , i.e.
While the above three definitions of ordinal envy appear very different, the following theorem states that they are equivalent. We defer the proof of this theorem to Section 5.2, eorem 21. e three definitions of ordinal envy in Definition 18, 19, and 20 are equivalent.
We first give some simple corollaries that will be useful in later proofs. e first corollary states that the ordinal envy only depends on the ordering of the valuations. is follows directly from Definition 20.
Corollary 22. For any ordering π , any valuations v ∼ π and v ′ ∼ π that are consistent with π , and any subset S ⊆ [n] of items, we have 
Proving the Equivalence of Ordinal Envy Definitions
In this section, we prove eorem 21 which shows the equivalence of the three definitions of ordinal envy.
Proof of eorem 21. We start by proving the equivalence of Definition 18 and Definition 19. Proof. We assume the items are relabelled such that 1 > 2 > · · · > n . To prove the equivalence, we consider the outcome T ⊆ [n] of the cancellation procedure in Definition 19. We prove that
Denote P the set of all pairs of cancellation, i.e., (i, j) ∈ P if and only if i ∈ S, j ∈ S and i cancels j in the cancellation procedure. We call an item i ∈ S matched if there exists j ∈ S s.t. (i, j) ∈ P. If T = ∅, then for any t ∈ [n] we have that each j ∈ [t] ∩ S gets canceled by some matched item i ∈ S with i > j . Since i > j , we know that item i ∈ [t]. us, we have
In particular, picking t = 0 gives |S ∩ [0]| − |S ∩ [0]| = 0 = |T |. erefore, if T = ∅ then (21) is true.
From now on we assume without loss of generality that T ∅. Consider j * = arg min j ∈T { j }. Notice that there is no pair (i, j) ∈ P with i > j * but j < j * . is is because otherwise i ∈ S would have canceled j * ∈ S instead of j ∈ S. is implies that any matched item i ∈ S with value i > j * cancels some other item j ∈ S with j > j * . Also notice that any matched item i ∈ S with value i < j * cancels an item j ∈ S with j < i < * j . erefore, cancellation happens either completely inside the subset of items [j * ] or completely outside [j * ]. By definition of j * , each j ∈ T satisfies that j ∈ [j * ]. We therefore have
Now notice that for each t ∈ [n] and each j ∈ S ∩ [t] that gets canceled by some i ∈ S, we must have
. us for any t ∈ [n], we have
Since by (22) we can achieve equality in this equation for t = j * , this again implies (21) is true, finishing the proof of Lemma 24. Now we prove that Definition 19 is equivalent to Definition 20. is will complete the proof of the theorem.
Lemma 25. Definition 19 is equivalent to Definition 20.
Proof. We assume that the items are relabelled such that 1 > 2 > · · · > n . roughout the proof of the lemma, we use envy O (v, S) to denote the ordinal envy as in Definition 19. To prove Lemma 25, we only need to prove
We start by showing that for any v ′ ∈ [0, 1] n such that v ′ ∼ π v , we have 
the set of items in S that are not used to cancel any item in S. Also recall that for each pair (i, j) ∈ P, we have ′ i > ′ j . erefore, we have
Since each ′ j ∈ [0, 1], the first term in (25) is bounded as j ∈T ′ j ≤ |T |. e second term in (25) is bounded as (i, j)∈P ( ′ j − ′ i ) ≤ 0. Finally, the third term in (25) is bounded as i ∈S ′ ′ i ≥ 0. We therefore have
which establishes (24).
Notice that (24) immediately implies that the ordinal envy as in Definition 19 satisfies that
In the following we show that for any δ > 0, we have
Once (26) is established, (23) follows immediately by taking δ → 0 and this will finish the proof of the lemma.
We take ϵ = δ /n 2 . By Definition 18 (which is equivalent to Definition 19 by Lemma 24), there exists t * such that envy O (v, S) = S ∩ [t * ] − S ∩ [t * ] . We consider the following valuation v ′ ∈ [0, 1] n with 7
Notice that v ′ ∼ π v . Since each item i [t * ] has 0 value in v ′ , we have
is establishes (26) and finishes the proof of the lemma. e last two lemmas imply eorem 21.
Discrepancy Upper Bounds Ordinal Envy
Consider n indivisible items and a player with valuation v = ( 1 , · · · , n ) ∈ [0, 1] n where j j ′ for j j ′ . Suppose the player is allocated a subset S ⊆ [n] of items. If for each item i ∈ [n] we think of it as an arrival at i ∈ [0, 1] and color each element i ∈ S with χ (i) = −1 and each element i ∈ S with χ (i) = +1, then we arrive at a coloring χ of an Interval Discrepancy instance. We denote the discrepancy of the set of all intervals under the coloring χ as disc O (v, S). We show that disc O (v, S) always an upper bounds the player's ordinal envy envy O (v, S). 7 To satisfy ′ j ′ j ′ for all j j ′ , we can instead take ′ i for each i [t * ] to be some different value arbitrarily close to 0 which is consistent with π v .
Lemma 26. For any valuation v of the player and any subset of items S ⊆ [n], we have
Proof. We assume that the items are relabelled such that 1 > 2 > · · · > n . We first observe that
is is because for any t ∈ [n], the interval I = [ t , 1] is such that [t] = {i ∈ [n] : i ∈ I }. Now by Definition 18, we have
is implies that
which finishes the proof of the lemma.
Reducing Online Envy Minimization to Online Stripe Discrepancy
We consider the Online Envy Minimization problem defined in Section 1.2. Recall, we are given two probability distributions D i over [0, 1] for i ∈ {1, 2} and the goal is to allocate n items to minimize envy where item j's valuation i j ∼ D i . We restate our main result for this problem. eorem 3. ere is an efficient online algorithm for the Online Envy Minimization problem that gives O(n c/log log n ) envy w.h.p. for some universal constant c.
Proof of eorem 3. We assume without loss of generality that the valuation distributions D 1 , D 2 are continuous 8 . Denote F i the cumulative density function (CDF) of distribution D i for i = 1, 2. Recall that by probability integral transformation, F i (X ) has a uniform distribution over [0, 1] when X ∼ D i . Consider any outcome of the valuations v 1 , v 2 and any subset S ⊆ [n] of items that are allocated to the first player. Notice that w.p. 1, we have: (1) i j i j ′ for any i ∈ {1, 2} and j j ′ , and (2) i j is in the interior of the support of D i for any i ∈ {1, 2} and j ∈ [n]. Now by Corollary 23, we have envy O (v 1 , S) ≥ envy C (v 1 , S) and envy O (v 2 , S) ≥ envy C (v 2 , S).
We consider valuations v i where i j = F i ( i j ) for i ∈ {1, 2} and j ∈ [n]. Since the function F i : [0, 1] → [0, 1] is monotone and each i j is in the interior of the support of D i , we have that i j > i j ′ implies that i j > i j ′ for i ∈ {1, 2} and any j, j ′ ∈ [n]. erefore, we have from Corollary 22 that Notice that i j is an independent random variable with uniform distribution on [0, 1]. If we think of each item j ∈ [n] as an element that arrives at ( 1 j , 2 j ) ∈ [0, 1] × [0, 1], then each element arrives uniformly at random in the unit square [0, 1] × [0, 1]. Our eorem 2 for Online Stripe Discrepancy problem gives an algorithm that achieves discrepancy disc = O(n c/log log n ) w.h.p. for some universal constant c over the set of stripes [a, b] × [0, 1] and [0, 1] × [a, b] for 0 ≤ a < b ≤ 1. Using Lemma 26, we have that disc ≥ envy O ( v 1 , S) and disc ≥ envy O ( v 2 , S), which implies that disc ≥ envy C (v 1 , S) and disc ≥ envy C (v 2 , S).
It follows that the envy, as defined in (1), is bounded by O(n c/log log n ) w.h.p. for some universal constant c. is completes the proof of eorem 3.
A Missing Proofs in Section 2
Proof of Fact 7. We assume without loss of generality that x ≥ log n λ (the case where x ≤ − log n λ is similar). Since ∈ dangerous(x), we have | | ∈ x − log 10 λ , x + log 10 λ . It follows that cosh(λx) cosh(λ ) ≤ cosh(λx) cosh(λx − log 10) = (e λx + e −λx )/2 (e λx −log 10 + e −λx +log 10 )/2 ≤ e λx + 1 1 10 · e λx ≤ 11, where in the last inequality we use the fact that e λx ≥ n ≫ 1. Similarly we also have cosh(λ ) cosh(λx) ≤ cosh(λx + log 10) cosh(λx) = (e λx +log 10 + e −λx −log 10 )/2 (e λx + e −λx )/2 ≤ 10 · e λx + 1 e λx ≤ 11.
is finishes the proof of the inequality max cosh(λx ) cosh(λ ) , cosh(λ ) cosh(λx ) ≤ 11. e proof of the other inequality for | sinh(·)| is similar.
Proof of Fact 8. We assume without loss of generality that x ≥ log n λ (the case where x ≤ − log n λ is similar). Since dangerous(x), we have the following three cases: (1) ≥ 0, or (2) ∈ − x + log 10 λ , 0 , or (3) < −x − log 10 λ . Case 1: ≥ 0. In this case sinh(λx) and sinh(λ ) don't cancel each other and we have | sinh(λx) + sinh(λ )| = | sinh(λx)| + | sinh(λ )| ≥ max | sinh(λx)| , | sinh(λ )| .
So we are done in this case.
Case 2: ∈ −x + log 10 λ , 0 . In this case we have |x | ≥ | | which implies that | sinh(λx)| ≥ | sinh(λ )|. Notice that | sinh(λx)| | sinh(λ )| ≥ | sinh(λx)| | sinh(λx − log 10)| ≥ (e λx − e −λx )/2 (e λx −log 10 − e −λx +log 10 )/2 ≥ e λx − 1 where in the last inequality we use the fact that e λx ≥ n ≫ 1. It follows that | sinh(λx) + sinh(λ )| = | sinh(λx)| − | sinh(λ )| ≥ 8 9 · | sinh(λx)| = 8 9 · max | sinh(λx)|, | sinh(λ )| .
Case 3: < −x − log 10 λ . In this case we have |x | ≤ | | which implies that | sinh(λx)| ≤ | sinh(λ )|. A similar argument as in the previous case gives | sinh(λ ) | | sinh(λx ) | ≥ 9. It follows that | sinh(λx) + sinh(λ )| = | sinh(λ )| − | sinh(λx)| ≥ 8 9 · | sinh(λ )| = 8 9 · max | sinh(λx)|, | sinh(λ )| .
is finishes the proof of Fact 8.
B Tightness of the Separation Lemma
Consider an m-ary tree with height h = o(log n/log log n) and m = n 1/h . We choose x = log n+h log 10 λ and d r = 5 log n λ . is ensures that cosh(λx) ≪ cosh(λd r ) so we can ignore sinh(λx) and cosh(λx) while losing only a tiny additive factor.
For each i ∈ [h], define d i,− to be such that sinh(λd i,− ) = − 1 + 1 log n i−1 sinh(λd r ) and d i,+ to be such that sinh(λd i,+ ) = 1 + 1 log n i−1 · sinh(λd r ) log n . Notice that for any i ∈ [h], we have d i,− < 0 and d i,+ > 0. Define p i = |d i,− | |d i,+ |+ |d i,− | . Now we are ready to define the imbalance of the nodes in the tree T . Denote the depth-i node as L i (T ) for i ∈ [h] and denote L i (T , ) ⊆ L i (T ) for ∈ L i−1 (T ) the set of children of . Each s ∈ L 1 (T ) has imbalance either d 1,− or d 1,+ . Notice the fraction of L 1 (T ) with imbalance d 1,+ is roughly p 1 . For each s ∈ L 1 (T ) with d s = d 1,− , we make the rest of the sub-tree T s rooted at s to be roughly empty. Essentially whenever an s ∈ L 1 (T ) with d s = d 1,− is picked by the root-leaf path P t , then the L term cancels out and becomes almost 0. For s ∈ L 1 (T ) with d s = d 1,+ , we assign imbalance either d 2,− or d 2,+ to nodes in L 2 (T , s). e fraction of nodes in L 2 (T , s) with imbalance d 2,+ is roughly p 2 . We continue this pa ern until we reach depth h: whenever we enter a node with negative imbalance, we make it's sub-tree almost empty and if we continue to enter a depth-i node with positive imbalance, we assign imbalance d i+1,− or d i+1,+ to L i+1 (T , ) and we have that the fraction of children with imbalance d i+1,+ is roughly p i+1 . Now suppose we pick a uniformly random root-leaf path P in such a tree T . Notice that whenever P enters a node with negative imbalance, the L term will become close to 0. So the only case where the L term is large is when every node in P has positive imbalance but this happens with probability i ∈[h] p i = O(1)·2 −h . e L term in this case is cosh(λd r ) + i ∈[h] cosh(λd i,+ ) = 1 + 1 log n h cosh(λd r ) = O(1) · cosh(λd r ). erefore, we have E[|L|] = O(1) · 2 −h · cosh(λd r ) ≤ 2 −Ω(h) · E[Q] − hn 2 , where the last inequality follows from the fact that cosh(λd r ) ≫ hn 2 .
