We characterize the function space whose elements have a Mellin transform with exponential decay at infinity. This result can be seen as a generalization of the Paley-Wiener theorem for Mellin transforms. As a byproduct in a similar spirit, we also characterize spaces of functions whose distances from Mellin-Paley-Wiener spaces have a prescribed asymptotic behavior. This leads to Mellin-Sobolev type spaces of fractional order.
Introduction
The classical Paley-Wiener theorem of Fourier analysis describes exactly the structure of the so-called Paley-Wiener spaces, whose elements are L 2 -functions with compactly supported Fourier transform, in terms of the Bernstein spaces comprising all functions f ∈ L 2 (R) which have an analytic extension to the whole complex plane and are of exponential type (among the extensive literature, we quote here [33] , [9] , [30] , [25] , [31] ). Analogues of the Paley-Wiener theorem were also obtained for other integral transforms (see e.g. [1] , [2] , [29] ).
The present paper is concerned with further novel results in the broad realm of Mellin analysis and transform theory. As to the basic literature, see, e.g., [10] , [11] , [12] , [13] , [19] , [23] , [31] . The paper [10] was presented at the International Workshop "Transform Methods and Special Functions", ably conducted by Virginia Kiryakova at Varna in August [23] [24] [25] [26] [27] [28] [29] [30] 1996 , in which fractional calculus also played an important role. Regarding the Paley-Wiener theorem for Mellin transforms, in [6] we have recently proven a version which is independent of Fourier analysis, by introducing the Mellin-Bernstein spaces, comprising all functions f ∈ X 2 c := {f : R + → C : f (·)(·) c−1/2 ∈ L 2 (R + )} which have an analytic extension to the Riemann surface of the (complex) logarithm and satisfy some suitable exponential type conditions. An equivalent and simpler formulation was given in [8] , based on the notion of "polar-analytic" function, which avoids the use of the Riemann surfaces and analytic branches simply by considering functions defined on the half-plane H := {(r, θ) : r > 0, θ ∈ R}. This modified notion of analyticity leads naturally to the classical CauchyRiemann equations in polar form (see [16] , [24] ). We mention that another approach to a Paley-Wiener theorem for Mellin transforms was established by Z. Szmydt and her school in Cracow (see [18] ). However, the approaches in [6] , [8] are quite different from those in [26] , [27] in which the authors start with functions (distributions) of compact support and characterize the resulting Mellin transform (related results are given in [21] ); also see the review paper on Zofia Szmydt's life [22] ). The reason is that, other than in Fourier analysis, the inverse of a Mellin transform is not a Mellin transform. Therefore, when one characterizes compact support, it makes an essential difference if one does it for the original function or for its Mellin transform.
With the aim to characterize certain classes of functions in terms of the remainders of certain Gaussian type quadrature formulae, the authors in [17] proved an interesting generalization of the Paley-Wiener theorem, characterizing a space of functions for which the Fourier transform has an exponential decay at infinity. This has several interesting applications for quadrature formulae.
The main aim here is to extend our Paley-Wiener theorem for polaranalytic functions to the case of Mellin transforms with exponential decay at infinity. In order to do that, we introduce a function space, denoted by H * c (H a ), and prove that it constitutes the exact space of functions whose Mellin transform has exponential decay (see Section 3.2). We show that this space is "intermediate" with respect to two suitable Mellin-Hardy type spaces (for the general definition of a Mellin-Hardy space, see [8] ).
As a first application of our result, we characterize in Section 4 certain function spaces in terms of a notion of "Mellin distance" which was introduced in [7] (see Section 2.3) and was used for obtaining precise estimates in certain approximate relations in Mellin analysis. In particular, we consider the space H * c (H a ) and a fractional Mellin-Sobolev type space. In a forthcoming paper, we will apply our generalized Mellin-PaleyWiener theorem for studying estimates of the remainders of quadrature formulae over the positive part of the real line.
Basic notions and preliminary results
In this section we present some basic definitions and preliminary results concerning Mellin transforms and related function spaces, in particular Mellin-Sobolev spaces, and a notion of distance.
2.1. Mellin transform and related concepts. Let C(R + ) be the space of all continuous, complex-valued functions defined on R + , and let C (r) (R + ) be the space of all functions in C(R + ) with a derivative of order r in C(R + ). Analogously, by C ∞ (R + ) we mean the space of all infinitely differentiable functions. By L 1 loc (R + ), we denote the space of all measurable functions which are integrable on every bounded interval in R + .
For 1 ≤ p < +∞, let L p (R + ) be the space of all Lebesgue measurable and p-integrable complex-valued functions defined on R + endowed with the usual norm f p . Analogous notations hold for functions defined on R.
For c ∈ R, let us consider the space (see [11] )
endowed with the norm
More generally, let X p c denote the space of all functions f : 
For an extensive study of the case p = 2, see [13] .
The Mellin translation operator τ c h , for h ∈ R + , c ∈ R, f :
In the Mellin frame, the natural concept of a pointwise derivative of a function f is given by the limit of the difference quotient involving the Mellin translation; thus, if f exists, then
This gives the motivation for the following definition (see [11] ): the pointwise Mellin differential operator Θ c , or the pointwise Mellin derivative Θ c f of a function f : R + → C and c ∈ R, is defined by
provided that f exists a.e. on R + . The Mellin differential operator of order r ∈ N is defined recursively by The Mellin transform of a function f ∈ X c is the linear and bounded operator defined by (see, e.g., [23] , [19] )
The inverse Mellin transform
where in general L p (c + iR), for p ≥ 1, will mean the space of all functions
The Mellin transform M 2 c of f ∈ X 2 c is given by (see [13] ) M for s = c + it, in the sense that
Analogously, we define the inverse Mellin transform of a function g ∈
For any f ∈ X 2 c , there holds (see [13] )
For functions in X c ∩ X 2 c , we have an important "consistency" property of the Mellin transform, namely
for almost all t ∈ R; see [13] .
In what follows, we will need the concept of a Mellin-Paley-Wiener space and a Mellin inversion class. For c ∈ R and σ > 0, the Mellin-Paley- can be characterized as W
. The same result also holds for p = 2, taking into account the general convolution theorem for Mellin transforms ([13, Lemma 3.1]). By the above result the Mellin-Sobolev spaces can be characterized as (p ∈ {1, 2})
c . Now we discuss the Mellin-Sobolev spaces of fractional order. Let α > 0 be fixed. In the following, for the complex numbers (−1) α and (iv) α , for v ∈ R, we adopt the principal value of the logarithm, i.e., we take the principal argument in the interval [−π, π[. We put, for example,
We define the "difference" of order α > 0 of f : R + → C by means of the series
We remark that for any function f ∈ X c the fractional differences exist a.e. for any h > 0, and one has (
Note that the series on the right-hand side of the previous inequality is convergent; see [15] .
Definition 2.1. We define the (pointwise) Mellin fractional derivative of order α > 0 at a point x as the limit
provided it exists.
In [4] the strong fractional derivatives for functions f ∈ X c is introduced through the formula
. Hence, if f ∈ X c has a strong fractional derivative of order α and also a pointwise fractional derivative
We define the Mellin-Sobolev space W 
P r o o f. By the inversion theorem for Mellin transforms (see [11] ) we have, for h > 0,
Now, taking into account that for any complex number z one has |z α | = |z| α , it is not difficult to verify that
Thus, passing to the limit h → 1 and taking into account that
we obtain, by the Lebesgue theorem of dominated convergence, that
and so the assertion follows. 2 For the role of Mellin transform theory in the broad area of fractional calculus together with a variety of important applications in the realm of special functions, the reader may consult [20] .
A notion of distance.
In [7] we introduced a notion of distance associated with the Mellin transform. Here we recall our approach and some basic facts. For q ∈ [0, +∞], let G q c be the linear space of all functions f : R + → C that have the representation
The space G q c is endowed with the norm
The above norm induces the metric
c . In the case q = 2, we have
i.e., our distance reduces to the Euclidean distance in X 2 c , up to the factor √ 2π.
As a consequence of the Mellin inversion formula, functions f for which
The following representation theorem holds (see [7, Theorem 1] ).
and if ϕ is continuous, then
As a corollary, we obtain a representation of the distance of Mellin derivatives (see [7, Corollary 1] 
Analogously, using Proposition 2.1, we have:
and if ϕ is continuous, then We begin with the following definition (see [8] ):
exists and is the same howsoever (r, θ) approaches (r 0 , θ 0 ) within D.
For a polar-analytic function f , we define the polar Mellin derivative as For the derivative D pol , we easily find that
Also note that D pol is the ordinary differentiation on R + . More precisely,
Moreover, for θ = 0 we obtain the known formula for ϕ:
When g is an entire function, then f : (r, θ) → g(re iθ ) defines a function f on H that is polar-analytic and 2π-periodic with respect to θ. The converse is also true. However, there exist polar-analytic functions on H that are not 2π-periodic with respect to θ. A simple example is the function L(r, θ) := log r + iθ, which is easily seen to satisfy the differential equations (3.1). (i) f is polar-analytic on H;
For the reader's guidance, we mention that in the notations B 
(·).
A proof of the hard part of Theorem 3.1 will also follow from Theorem 3.2 below. Our approach to the generalized Paley-Wiener theorem, which involves polar-analytic functions, is very useful in order to define in a simple way a Hardy space in the Mellin frame. For c ∈ R and p ∈ [1, +∞[, we recall that the norm in X p c is defined by
For a > 0, we define a strip H a as 
A generalization of the Paley-Wiener theorem for Mellin transforms.
In this section we aim at the generalization of the Paley-Wiener theorem for the Mellin transform which will later be applied for characterizing function spaces in terms of the distance from a Mellin-Bernstein space. The Fourier counterpart was proved in [17] . We need the following space H * c (H a ), which lies between two Mellin-Hardy spaces. For the subsequent considerations, we need some lemmas concerning the (C, 1)-summability of the L 2 -Mellin inversion and a result on the inversion of the Cauchy principal value of a Mellin transform. 
which is the assertion. 2
The second lemma is as follows:
Lemma 3.2. Suppose that φ : R + → C is integrable on every compact subinterval and
exists for each t ∈ R and is integrable on compact subintervals. Then,
almost everywhere for r ∈ R + .
In the Fourier case this lemma is stated and proved in [28, Theorem 120] and in [33, Theorem 10.3] . Both proofs are quite long with several intermediate results. For this reason, we made no attempts to design an intrinsic Mellin type proof, but leave the deduction of Lemma 3.2 to the reader, using the classical substitution from the Fourier to the Mellin instance. (Note: The modern literature on integral transforms prefers an L p -frame. However, as soon as contour integration of analytic functions is involved, Cauchy principal values occur in a natural way. Therefore it would be desirable to find a new and short approach to Lemma 3.2 (without substitutions) or at least to its Fourier or Laplace version.) Combining Lemma 3.1 and Lemma 3.2, we obtain the following basic lemma whose Fourier version was given in [17, Lemma 2.1].
Lemma 3.3. Let φ : R + → C be integrable on every compact subinterval of R + , and suppose that
, then, by a Plancherel type theorem for the Mellin transform (see [13, Theorem 2.9] ), there exists a function
. Employing Lemma 3.1, we conclude that
On the other hand, by Lemma 3.2, we have
Hence φ(r) = ψ(r) almost everywhere for r ∈ R + . Now the assertion follows immediately. 
With the help of Lemma 3.3, we can easily see that H * c (H a ) constitutes a normed linear space. Proposition 3.3. We have This equation may be written in terms of ordinary integrals as
where, for any r > 0,
Using statement (d) of Definition 3.4, we find that the first two integrals in (3.5) converge as R → +∞ while the last two expressions approach 0 as a consequence of Proposition 3.2. More precisely, in the notation of Definition 3.4, the limit R → +∞ in (3.5) leads to
(3.6) Given t = 0, we may choose in (3.6) the sign of α such that αt > 0. Noting that |I c (f, α, t)| ≤ f H * c (Ha) and letting |α| → a − , we obtain
For (r, θ) ∈ Q, the limit (r, θ) → (r 0 , θ 0 ) carried out inside the integral leads to an ordinary differentiation of z −c−it with respect to z at the point z 0 := r 0 e iθ 0 and the integral with the derivative in place of the difference quotient exists. However, we have to justify that the limit and the integration can be interchanged. For this purpose, we first note that the difference quotient on the right-hand side of (3.9) can be expressed as where (a n ) and (b n ) are two numerical sequences with a n → 1 − and b n → 0 + ; for the details, see [5] and also [8] for a similar construction. The prescribed asymptotic behaviour of F n ensures that F n (·, 0) ∈ X 2 c ∩ X c . 2
Characterizations of distances by function spaces
We are going to establish a characterization of the distances from MellinPaley-Wiener spaces by functions spaces guaranteeing a certain regularity.
For doing this, we have to characterize prescribed distances by spaces. As a general assumption, we may take f ∈ M 1 c . We begin with the following characterization which is an immediate consequence of Theorem 2.1. The following theorem characterizes the exponential rate of convergence of the distance from the space B 1 c,σ . Here, as before, for a function f : H → C, we set ϕ(·) = f (·, 0). In [7] we proved that functions from Mellin-Sobolev spaces have distances from B 1 c,σ that behave like O(σ −r ). However, the familiar MellinSobolev spaces are not appropriate for equivalences. The following modified space will (trivially) give the desired equivalence.
For r ∈ N 0 and α > 0, define
