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The physics of active systems of self-propelled particles, in the regime of a dense liquid state, is an
open puzzle of great current interest, both for statistical physics and because such systems appear
in many biological contexts. We develop a nonequilibrium mode-coupling theory (MCT) for such
systems, where activity is included as a colored noise with the particles having a self-propulsion
foce f0 and persistence time τp. Using the extended MCT and a generalized fluctuation-dissipation
theorem, we calculate the effective temperature Teff of the active fluid. The nonequilibrium nature
of the systems is manifested through a time-dependent Teff that approaches a constant in the long-
time limit, which depends on the activity parameters f0 and τp. We find, phenomenologically, that
this long-time limit is captured by the potential energy of a single, trapped active particle (STAP).
Through a scaling analysis close to the MCT glass transition point, we show that τα, the α-relaxation
time, behaves as τα ∼ f
−2γ
0
, where γ = 1.74 is the MCT exponent for the passive system. τα may
increase or decrease as a function of τp depending on the type of active force correlations, but the
behavior is always governed by the same value of the exponent γ. Comparison with numerical
solution of the nonequilibrium MCT as well as simulation results give excellent agreement with the
scaling analysis.
I. INTRODUCTION
Biology presents fascinating examples of nonequilib-
rium systems at high densities, exhibiting some remark-
able similarities to the dynamics of equilibrium glasses
[1–4]. Such examples give strong motivation to study
non-equilibrium (active) systems at high densities, where
our current understanding is far more incomplete com-
pared to systems in equilibrium [5–8]. Active systems,
consisting of self-propelled particles (SPP) [5, 6] appear
in a wide range of systems, both living as well as syntheti-
cally designed, for example, motile cells in tissues [1, 2, 9],
catalytic Janus particles [10, 11], light activated swim-
mers [12, 13], vertically vibrated granular systems [14, 15]
as well as many other biological contexts [16]. In many
biological systems the densities are high and a number of
recent experimental and numerical studies have shown a
remarkable similarity, albeit with important differences,
to the dynamics of equilibrium glasses [1–4]. Motivated
by these studies on biological systems, as well as by the
basic challenge in non-equilibrium statistical physics, a
large number of recent works have been devoted to exten-
sion of the equilibrium glassy phenomenology for active
systems [17–28].
Mode-coupling theory (MCT) has been immensely suc-
cessful in describing the dynamics of a passive glass
within a range of validity [29–31], therefore, it becomes
imperative to extend MCT for active systems. Equilib-
rium MCT adequately describes the dynamics through
the equation of motion of a two-point density correla-
tion function [29, 31, 32]. An active system, however, is
inherently out of equilibrium and one must write down
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the theory for both correlation and response functions as
these quantities are not related in a simple manner as in
thermal equilibrium. MCT has been recently extended
for active systems [17, 18, 24, 28]. However, these ap-
proaches have treated only the correlation function. An
MCT via the integration through transient (ITT) ap-
proach has recently been proposed for active Brownian
particles in [33]. A nonequilibrium mode-coupling theory
through the correlation and response functions for an ac-
tive spin glass model was presented in [19], but such a
theory for active system of structural glasses is lacking.
We present in this paper an extension of MCT to sys-
tems of SPP, where the activity is characterized by a
self-propulsion force vector of magnitude f0, and a direc-
tional persistence time τp. The theory we present gives
the following main results: (1) We obtain a nonequilib-
rium MCT for the steady-state of an active system and
show that the properties of the steady-state are charac-
terized by an evolving, time-dependent effective temper-
ature Teff (τ). However, the effect of activity on the dy-
namics can be understood through the long-time limit of
Teff (τ →∞). (2) Considering two different noise statis-
tics, widely used in the literature, we show that the effect
of activity strongly depends on the microscopic details of
how activity is implemented. Within both models, f0 in-
hibits glassiness whereas τp may either inhibit or promote
[65] glassiness depending on the particular noise statis-
tics. (3) We provide a scaling analysis that predicts that
close to the MCT transition of the passive system, the
α-relaxation time, τα, varies as f
−2γ
0 when τp is fixed.
As a function of τp the relaxation time τα may increase
or decrease (for constant f0), depending on the active
noise statistics, but the behavior is always governed by
the same exponent γ = 1.74.
2II. MODE-COUPLING THEORY FOR ACTIVE
STEADY-STATE
We start with the hydrodynamic equations of motion
for an active system. The continuity equations for den-
sity, ρ(r, t) and momentum density, ρ(r, t)v(r, t), where
v(r, t) is the velocity field, at position r and time t are
∂ρ(r, t)
∂t
= −∇ · [ρ(r, t)v(r, t)] (1)
∂(ρv)
∂t
+∇ · (ρvv) = η∇2v + (ζ + η/3)∇∇ · v
− ρ∇
δF
δρ
+ fT + fA (2)
where ζ and η are bulk and shear viscosities, fT and fA
are thermal and active noises respectively. The thermal
noise has zero mean with the statistics
〈fT (0, t)fT (r, t)〉 = −2kBT [ηI∇
2 + (ζ +
η
3
)∇∇]δ(r)δ(t),
(3)
where I is the unit tensor, kBT is the Boltzmann constant
times temperature, T . The active noise also has zero
mean and the following statistics:
〈fA(0, t)fA(r, t)〉 = 2∆(r, t), (4)
where the detailed form of ∆(r, t) depends on microscopic
details of how activity is realized. We use two different
models of active noise statistics as discuss below. Note
that in simulations [27] it is important to include friction
between the active particles and an external substrate,
to keep the system in steady-state. In Eq. (2) we do not
have such a term, as its not needed here, since the active
noise has zero mean and does not set up large-scale flows.
F in Eq. (2) is a free-energy functional that we choose
to be the Ramakrishnan-Yussouff functional [34]:
βF [ρ] =
∫
r
ρ(r, t)
[
ln
ρ(r, t)
ρ0
− 1
]
−
1
2
∫
r,r′
δρ(r, t)c(r− r′)δρ(r′, t) (5)
where β = 1/kBT , ρ0 = ρ(r, t) − δρ(r, t), the average
density and δρ(r, t), the fluctuation from the average and∫
r
≡
∫
dr. c(r−r′) is the direct correlation function that
encodes the information of interaction potential among
the particles.
We assume δρ(r, t) is small, while v(r, t) in the glassy
regime is also small. We linearize Eqs. (1) and (2) by
neglecting δρ(r, t)v(r, t), taking the divergence of (2) and
replacing∇·v in this equation using the linearized form of
Eq. (1) (see Sec. SI in Supplementary Material (SM) [35]
for details). Taking a Fourier transform, we obtain the
equation for density fluctuation in Fourier space, δρk(t)
as
DLk
2 ∂δρk(t)
∂t
+
k2kBT
Sk
δρk(t) = ikfˆ
L
T (t) + ikfˆ
L
A(t)
+
kBT
2
∫
q
Vk,qδρq(t)δρk−q(t) (6)
where Vk,q = k · [qcq + (k − q)ck−q], fˆ
L
T and fˆ
L
A are
the longitudinal parts of the Fourier transforms of fT
and fA, DL = (ζ + 4η/3)/ρ0. Sk = 1/(1 − ρ0ck) is
the static structure factor. We have neglected the ac-
celeration term in Eq. (6). Through a field-theoretical
method [35–39], we obtain the equations for the cor-
relation, Ck(t, t
′) = 〈δρk(t)δρ−k(t
′)〉, and the response,
Rk(t, t
′) = 〈∂δρk(t)/∂fˆ
L
T (t
′)〉, functions as
∂Ck(t, t
′)
∂t
= −µk(t)Ck(t, t
′) +
∫ t′
0
dsDk(t, s)R(t
′, s)
+
∫ t
0
dsΣk(t, s)Ck(s, t
′) + 2TRk(t
′, t) (7)
∂Rk(t, t
′)
∂t
= −µk(t)Rk(t, t
′)
+
∫ t
t′
dsΣk(t, s)Rk(s, t
′) + δ(t− t′) (8)
µk(t) = TRk(0) +
∫ t
0
ds[Dk(t, s)Rk(t, s) + Σk(t, s)Ck(t, s)]
with Σ(t, s) = κ21
∫
q
V2k,qCk−q(t, s)Rq(t, s), (9)
Dk(t, s) =
κ21
2
∫
q
V2k,qCq(t, s)Ck−q(t, s) + κ
2
2Dk(t− s),
where κ1 = kBT/DLk
2 and κ2 = 1/DL (see SM [35]
for details). Eqs. (S1-S5) are the nonequilibrium non-
stationary MCT for an active system. Since the nu-
merical solution of these equations is not possible with
the currently available numerical methods, we take a
schematic approximation, keeping only one wave vector
(see SM [35]). It is advantageous for numerical solution
to write the equations in terms of integrated response
function, F (τ) = −
∫ τ
0
R(s)ds, instead of R(τ). Then we
obtain the mode-coupling theory for the active steady-
state as (see SM):
∂C(τ)
∂τ
= Π(τ) − (T − p)C(τ) −
∫ τ
0
m(τ − s)
∂C(s)
∂s
ds
(10)
∂F (τ)
∂τ
= −1− (T − p)F (τ) −
∫ τ
0
m(τ − s)
∂F (s)
∂s
ds
(11)
where, m(τ − s) = 2λ
C2(τ − s)
Teff (τ − s)
; (12)
p =
∫
∞
0
∆(s)
∂F (s)
∂s
ds (13)
and Π(τ) = −
∫
∞
τ
∆(s)
∂F (s− τ)
∂s
ds, (14)
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FIG. 1: Behavior of Teff (τ ) as a function of log τ , as calcu-
lated by solving numerically the MCT, Eqs. (10-14). At very
short time, Teff = T and evolves to a larger value given by
the parameters of activity, with a crossover time ∼ O(τp).
The parameters used for these plots are noted in the figure.
where λ is defined through the equation Dkmax(t, s) ≡
2λC(t, s)2 and the effective temperature, Teff (τ), defined
via a generalized fluctuation-dissipation relation (FDR)
for nonequilibrium systems [40–45] as
∂C(τ)
∂τ
= Teff (τ)
∂F (τ)
∂τ
. (15)
We show below that the glassy dynamics of an active SPP
system can be understood through the long-time limit of
Teff (τ), similar to what was shown in Refs. [41, 43, 44]
for active network materials. Note that there is a problem
of interpretation of the theory deep in the gassy regime
[35, 46, 47], however, we are interested here only in the
liquid state and Eqs. (10-14) describe the MCT for the
steady-state of a dense active system.
III. TWO MODELS FOR ACTIVE NOISE
STATISTICS
To complete the description we must provide the noise
statistics ∆(τ) (Eq. 4) that enters the extended mode-
coupling theory through p and Π(τ), Eqs. (13) and (14)
respectively. Mainly two types of active noise have been
considered in the literature: (1) The first realization in
an active noise with zero mean and shot-noise temporal
correlation (SNTC) [27, 48]
SNTC: ∆(τ) = ∆0 exp[−τ/τp]. (16)
This noise statistics naturally applies to biological sys-
tems, such as the cytoplasm of cell, where activity arises
from many identical molecular motors, each of which
FIG. 2: Schematic illustration of the timescale for the va-
lidity of the scenario of effective temperature, Teff . (a) and
(b) Decay of correlation function C(τ ) and mean-square dis-
placement (MSD) as a function of log τ . We divide the entire
timescale in three different regimes. (c) The typical environ-
ment of a single particle in the three timescales. At very
short time (blue), the particle does not see the other particles
and performs a ballistic motion. Then (green) the particle
sees the cage formed by other particles and C(τ ) and MSD
show plateau in this timescale. The particle eventually breaks
this cage and C(τ ) relaxes to zero. (d) The single-particle
trapped within a confining harmonic potential created by the
other particles. This scenario is valid around the plateau and
α-relaxation regime of MCT.
can apply a fixed force for a certain amount of time in
a particular direction [48–51]. (2) The second is based
on a constant single-particle effective temperature T speff
[21, 26] and the active noise evolves as an Ornstein-
Uhlenbeck process (OUP) [52] with
OUP: ∆(τ) = (T speff/τp) exp[−τ/τp]. (17)
Note that both ∆0 and T
sp
eff in Eqs. (16) and (17) are
proportional to f20 . The temporal correlations decay ex-
ponentially for both noise statistics and therefore, we do
not expect any fundamentally different behavior for a
fixed value of τp. However, their effects on the glassy
dynamics are markedly different as a function of τp.
IV. EVOLVING EFFECTIVE TEMPERATURE
AND ITS LONG-TIME LIMIT
We numerically solve the MCT equations (10-14) and
show the behavior of Teff (τ) in Fig. 1 for a particular
set of parameters, T = 1.0, λ = 2.0, ∆0 = T
sp
eff = 0.2
and τp = 0.1, where the passive system is at the MCT
critical point. Teff (τ) is equal to T when τ ≪ τp and
evolves to a larger value at t ≫ τp. Note the qualita-
tively similar behavior of Teff for both the models. The
crossover from T to the larger value occurs at τ ∼ O(τp).
This characteristic of Teff (τ) is similar for other driven
systems in the glassy regime [53–56], as well as for the
4spin-glass model of active systems [19] and fluctuations
of active membrane [49]. The evolving nature of Teff (τ)
shows that the glassy-properties of the steady-state of the
active system are quite different from that of equilibrium
glasses and an MCT description in terms of C(τ) alone
is incomplete. Since we are interested in the long-time
dynamics in a glassy system, at a timescale τ ≫ τp, we
define Teff (τ → ∞) ≡ Teff and show below that the
effects of activity on the glassy dynamics can be under-
stood in terms of Teff .
The MCT equations (Eqs. 10-14) can be solved nu-
merically to give Teff . In order to obtain an analyti-
cal expression, which potentially provides deeper insight,
we propose to utilize a mapping of the motion in the
dense active fluid to the motion of a single, trapped ac-
tive particle (STAP), which is analytically tractable [48].
A similar scenario of mapping an interacting system of
particles into a single particle in an effective potential
created by the surrounding particles has been recently
proposed in Ref. [57] for a passive system, showing the
detailed correspondence between such a mapping and the
MCT phenomenology. We start with the mode-coupling
phenomenology, where the plateau in the decay of C(τ)
appears due to caging and the α-relaxation time is gov-
erned by the cage-breaking dynamics. We schematically
illustrate the timescale over which this picture is valid
in Fig. 2. We show the decay of the correlation func-
tion, C(τ) and the mean-square displacement (MSD) in
Fig. 2(a) and (b) respectively. We divide the entire du-
ration of the dynamics into three parts and schemati-
cally illustrate the environment for one of the particles
in the system in Fig. 2(c). When τ is very small, the
test-particle (red color) doesn’t yet see the other parti-
cles and performs a ballistic motion. This β-relaxation
time scale is shaded blue in Figs. 2(a), (b). The particle
then sees the cage formed by the other particles, in the
timescale shaded green, and both C(τ) and MSD show
a plateau region. Of course the cage is not static and
the particles forming the cage are themselves dynamic.
The test-particle eventually breaks the cage at a longer
timescale (shaded gray), known as the α-relaxation time,
τα, within MCT framework. We next consider a single
active particle, trapped by the effective potential of the
surrounding particles (Fig. 2d). For simplicity, we as-
sume this confining potential to be harmonic in nature.
This effective potential should capture the behavior of
the real fluid particles during the timescales shaded blue
and green. Therefore the maximal spatial extent of the
single trapped particle motion within the effective po-
tential well corresponds to the point where the real fluid
particle breaks from the cage. By this analogy, we expect
the energy scale that describes the long-time motion of
the active fluid particles to correspond to the potential
energy of the STAP model: Teff ∝ k〈x(t)
2〉, and obtain
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FIG. 3: Behavior of the MCT (Eqs. 10-14) using the SNTC
statistics, Eq. (16) with T = 1.0 and λ = 2.1 kept fixed: (a)
Decay of the two-point correlation function, C(τ ) for different
values of ∆0. C(τ ) decays faster as ∆0 increases. We have
used τp = 1.2. (b) MCT calculation of Teff as a function
of ∆0 with τp = 1.2. Line is a fit with Teff = T + aM1∆0
(Eq. 18) with aM1 = 0.07. (c) Decay of C(τ ) for ∆0 = 0.6
for different values of τp as shown in the figure. We again see
C(τ ) decays faster with increasing τp. (d) MCT calculation
of Teff as a function of τp with ∆0 = 0.6. Line is a fit with
Teff = T + bM1τp/(1+ cM1τp) (Eq. 18) with bM1 = 0.31 and
cM1 = 1.10.
for the two active noise statistics:
Teff =


T +
H∆0τp
1 +Gτp
, for SNTC statistics (18)
T +
HT speff
1 +Gτp
, for OUP statistics, (19)
where H = 1/2Γ and G = k/Γ. Note that we do not
know how to relate the values of the effective confining
potential stiffness k, and the friction coefficient Γ, to the
microscopic parameters of the active fluid, although this
has been recently done for a passive system [57]. We
nevertheless assume that the effective parameters k,Γ
are largely independent of the activity parameters f0, τp.
Similar expressions were also obtained in [27, 48, 58, 59]
in different contexts. We show below that these expres-
sions agree surprisingly well with the numerical solution
of the MCT equations.
V. RESULTS
We first look at the detailed results of the SNTC statis-
tics. We fix the temperature T = 1 and the passive
system shows MCT transition at λ = 2.0 [35]. We use
λ = 2.1, where the passive system is in the glassy regime,
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FIG. 4: Approaching the MCT-transition of the passive sys-
tem, our scaling analysis predicts τα ∼ ∆
−γ
0
at constant τp
and τα ∼ [τp/(1 + Gτp)]
−γ at constant ∆0 (with γ = 1.74)
for the SNTC statistics (Eq. 20). Within MCT we define τα
as the time when C(τ ) becomes 0.4 and plotted as symbols.
The numerical solution of the theory agrees quite well with
the scaling analysis. We have used T = 1.0, λ = 2.0, ∆0 = 0.1
for the data as a function of τp (stars) and τp = 0.1 for the
data as a function of ∆0 (circles).
but close to the transition point, and look at the dy-
namics as a function of activity alone. In Fig. 3(a) we
show the MCT calculated decay of the correlation func-
tion C(τ) (using Eqs. 10-14) for different values of ∆0,
where we have kept τp = 1.2 fixed. C(τ) first rapidly
decays to a plateau and then has a much slower decay
from the plateau to zero. As we are interested in the
long-time dynamics, we can define an α-relaxation time,
τα, where C(τ) becomes 0.4. As we increase ∆0, τα de-
creases, thus, ∆0 fluidizes the system, consistent with
simulation [27] and experiments [3, 4, 60]. We can un-
derstand this behavior looking at Teff as plotted in Fig.
3(b), which increases linearly with ∆0. The behavior of
C(τ) for different τp is shown in Fig. 3(c) where the
system fluidizes with increasing τp. This behavior can
also be understood in terms of Teff as shown in Fig.
3(d) where Teff increases with τp. Thus, Teff seems to
play a role similar to T for the dynamics: C(τ) decays
faster and τα decreases at larger Teff . Within this noise
statistics, activity always fluidizes the system [27, 61]. In
Figs. 3b,d we see the excellent agreement between the
MCT calculation and the functional form we obtained
from the STAP model (Eq. 18).
From the analytic expression (Eq. 18) we gain an un-
derstanding of the roles played by both f0 and τp: larger
self-propulsion force allows the trapped particle to reside
further from the potential minimum, thereby aiding in
the escape from the cage, and leading to shorter τα and
higher fluidity. Larger τp means that the trapped active
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FIG. 5: Effect of activity on the glassy behavior for OUP
statistics, Eq. (17). T = 1.0 and λ = 2.1 for this figure.
(a) C(τ ), at τp = 0.1, decays faster with increasing T
sp
eff .
(b) C(τ ), at T speff = 0.12, decays slower with increasing τp
implying τp drives the system closer to the glassy regime.
(c) Symbols: MCT data at τp = 0.1, line: fit with Teff =
1 + aM2T
sp
eff (Eq. 19) with aM2 = 0.72. (d) Symbols: MCT
data at T speff = 0.6, line is fit with Teff = 1+bM2/(1+cM2τp)
(Eq. 19) with bM2 = 0.59 and cM2 = 3.24. Inset: Same as
in the main figure with semi-log axes.
particle resides for longer times away from the potential
minimum, thereby having the same qualitative effect as
increasing f0.
Next, we provide a scaling analysis for the behavior
of τα as a function of activity. MCT predicts a power
law divergence for τα: τα ∼ (σ − σc)
−γ , where σ is the
control parameter (T , density etc.), and σc is its critical
value for the MCT transition [62]. We show in SM (Sec.
SIV) [35] that γ = 1.74 within schematic MCT for the
passive system. Then, using the STAP model (Eq. 18)
and setting T = Tc we obtain
τα ∼ (Teff−Tc)
−γ ∼
(
T +
H∆0τp
1 +Gτp
− Tc
)
−γ
∼
[
H∆0τp
1 +Gτp
]
−γ
.
(20)
Thus, at constant τp we expect τα ∼ ∆
−γ
0 , while at con-
stant ∆0 we obtain τα ∼ [τp/(1 +Gτp)]
−γ . In Fig. 4 we
show the numerical solution of the MCT, Eqs. (10-14),
agrees very well with this scaling analysis. We expect a
deviation from this scaling when ∆0 is large. However,
when ∆0 is small, a very large τp makes the effective tem-
perature saturate and we expect the scaling behavior to
apply for all values of the τp.
We now look at the behavior of the OUP statistics.
Larger T speff drives the system away from the glassy
regime as shown in Fig. 5(a) where C(τ) decays faster
for larger T speff , similar to ∆0 in the SNTC statistics (Fig.
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FIG. 6: Test of the scaling predictions within OUP statistics.
Symbols are obtained through the numerical solution of the
MCT Eqs. (10-14), where τα are obtained as the time when
C(τ ) = 0.4. Lines are fits with the scaling predictions (Eq.
21): τα ∼ (1+Gτp)
γ with γ = 1.74. Inset: Comparison with
molecular dynamics simulations. Data obtained from [22].
Line is the fit of Eq. (21): τα = a(1+Gτp)
γ with a = 0.2 and
G = 36.59.
3a). However, the behavior with respect to τp is quite op-
posite to that of the SNTC statistics. We show the decay
of C(τ) as a function of log τ in Fig. 5(b), where C(τ)
decays slower with increasing τp, driving the system to-
wards the glassy regime, consistent with simulations [26].
The behavior of this noise statistics can also be under-
stood from Eq. (19) [48, 58, 61] as Teff increases linearly
with T speff and decreases monotonically with increasing
τp, approaching T when τp → ∞. In Figs. 5(c) and
(d) we show the excellent agreement between the Teff
obtained from the numerical solution of MCT and the
STAP model, Eq. (19). We emphasize here that activ-
ity never promotes glassiness, as compared to the passive
system, and the introduction of any amount of activity
always fluidizes the system, for both noise statistics that
we have considered. Fig. 5(d) shows Teff decreases with
increasing τp, but it never becomes less than T (Eq. 19).
For any non-zero activity, we get Teff ≥ T . From the
analytic expression (Eq. 19) we understand the roles
played by both T speff and τp: the self-propulsion force is
now not fixed in amplitude, but increases for shorter τp
(Eq. 17). Larger T speff acts as f
2
0 in the SNTC statistics.
However, larger τp means that the amplitude of the ac-
tive force decreases, thereby leading to smaller excursion
of the particle away from the potential minimum, and
smaller Teff .
Through a similar argument as we have used for the
scaling analysis of τα within the SNTC statistics, using
STAP model (Eq. 19) we obtain for the OUP statistics
τα ∼
[
HT speff
1 +Gτp
]
−γ
. (21)
Therefore, we see τα ∼ T
sp
eff
−γ
at constant τp and τα ∼
(1 + Gτp)
γ at constant T speff . We obtain τα from the
numerical solution of the MCT, Eqs. (10-14) with the
noise statistics of OUP and show the behavior of τα as
a function of τp in Fig. 6 for three T
sp
eff . We see that
our scaling analysis agrees very well with the numerical
solution of MCT. We have obtained τα for different τp
from the particle-based simulations of an active dense
fluid from Ref. [22], and find good agreement with our
scaling analysis as shown in the inset of Fig. 6. Note
that both the scaling relations in Eqs. (20) and (21) work
only if the passive system is close to the MCT transition
regime since our starting relations for the scaling analysis
is valid only in this regime.
VI. DISCUSSION AND CONCLUSION
We have provided a nonequilibrium mode-coupling
theory for active systems of self-propelled particles in the
regime of a dense fluid, where activity is included through
a colored noise. Considering two different models for the
active noise statistics, we have provided a scaling anal-
ysis for the dynamics of the system when the passive
system is close to the MCT transition point: τα ∼ Γ
−γ ,
where Γ is either of ∆0 or T
sp
eff when τp remains constant.
Within SNTC statistics we find τα ∼ [τp/(1 + Gτp)]
−γ ,
while for OUP statistics τα ∼ (1 + Gτp)
γ , where G is
a system-dependent constant and γ = 1.74 as for the
passive MCT. We haven’t been able to numerically solve
the full wave vector-dependent theory using the standard
algorithms due to excessive time requirement. MCT pre-
dicts similar dynamics for all wave vectors and we expect
our qualitative results to remain unchanged. The expo-
nent γ may vary for different systems from the schematic
MCT value, as is well-known for the passive systems [29].
However, irrespective of the particular value of γ, what
is interesting is that the effect of activity on τα in the
active system is governed by the same exponent as that
of the passive system. Comparison with numerical so-
lution of the nonequilibrium MCT as well as published
molecular-dynamics simulation data [22], show excellent
agreement with the scaling analysis.
The nonequilibrium nature of the system is manifested
through a time-dependent effective temperature, Teff (τ),
derived from a generalized FDR. This shows that de-
scription of such systems within a mode-coupling the-
oretical framework in terms of the correlation function
alone [17, 24, 28] is incomplete. Teff (τ) has two dis-
tinct regimes: at very short times (τ ≪ τp) we have
Teff (τ) = T and it dynamically evolves to a higher value,
determined by the parameters of activity, at long time
7(τ ≫ τp). [66] This implies that characterization of the
system in terms of a unique effective temperature is not
possible. However, we find that the dynamics can be
understood in terms of the long-time value of effective
temperature: Teff (τ → ∞) ≡ Teff . Through the well-
known caging scenario of MCT for passive systems, where
α-relaxation is the cage-breaking dynamics [30], we can
associate Teff with the potential energy of a simplified
model for the dynamics of a single trapped active particle
(STAP) within an effective harmonic potential [48]. Such
a mapping of an interacting system into a single parti-
cle in an external field created by all the other partciles
has been proposed recently [57] for a passive system. We
find excellent agreement for the activity dependence of
the potential energy obtained from this simplified model
and the long-time limit of Teff (τ → ∞) obtained from
the numerical solution of active MCT. This phenomeno-
logical mapping to the simplified model provides us with
an analytic expression for Teff , giving deeper insight into
the effects of activity on the motion within the dense ac-
tive fluid.
Mode-coupling theory for passive systems is valid
within a window of temperature and/or density and fails
beyond certain values of these parameters. We expect the
non-equilibrium MCT to have a similar regime of valid-
ity. Random first order transition (RFOT) theory works
beyond this regime where MCT fails. We have recently
extended RFOT for active systems [61] and the qualita-
tive nature of the effect of activity within MCT, found
in this work, is consistent with the extended RFOT the-
ory. However, the regimes of validity of these theories are
different as well as their quantitative predictions; MCT
predicts power law scaling for the realxation time whereas
RFOT predicts activated scaling. A sharp distiction be-
tween the MCT regime and activated regime of RFOT
is not possible due to fluctuations in finite-dimensional
systems [63, 64]. We find that activity fluidizes the sys-
tem within MCT theory: a non-ergodic glassy regime of
passive MCT becomes a regular fluid in the presence of
activity, close to the glass transition point. Specifically,
we predict that while the glass phase of MCT is known to
fail to describe correctly the passive system, in the pres-
ence of activity it correctly describes the behavior of the
active fluid. It remains to be tested if these predictions
agree with future detailed simulations.
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Supplementary Material: Nonequilibrium mode-coupling theory for the steady state of dense active systems
of self-propelled particles
In this Supplementary Material, we provide some discussion of the active system, details of the schematic MCT
calculation, a brief description of the numerical method and some results of the equilibrium mode-coupling theory
that are relevant for our discussion.
SA. Description of active systems of self-propelled
particles
We consider an active system of self-propelled particles
in the dense regime. Each particle has a self-propulsion
force f0 and persistence time τp for its motion in a certain
direction, which is marked by an arrow on the particles
in Fig. S1 for clarity. The fact that dynamics of such
a system is different from a passive system can be un-
derstood from the following simple consideration. Let
us consider one collision event between two particles as
shown in the right of Fig. S1. As the particles approach
towards each other, imagine the directors point towards
each other as shown in the figure. As they collide, they
move away from each other due to the short-range repul-
sive potential, but, because their self-propulsion remains
along their directors, they again move towards each other
and collide. This continues over a timescale of the order
of τp, until the directors loose their correlation. Thus,
even if the particles are purely repulsive, self-propulsion
9FIG. S1: Schematic picture of an active system consisting
of self-propelled particles with a self-propulsion force f0 and
persistence time τp for their motion in a certain direction.
One possible effect of persistence is schematically illustrated
in the right on a collision event of two particles (see text for
details).
that is persistent for a timescale of τp, creates an effective
attractive force among the particles. In our description,
we implement activity through the active noise statistics.
Usually two such statistics have been considered in the
literature [1, 2] as we discuss in the main text.
SB. Details of the mode-coupling theory
calculation
We have the full wavevector-dependent equations of
motion for the correlation, Ck(t, t
′) = 〈δρk(t)δρ−k(t
′)〉,
and the response, Rk(t, t
′) = 〈∂δρk(t)/∂fˆ
L
T (t
′)〉, func-
tions (Eqs (7-9) in the main text):
∂Ck(t, t
′)
∂t
= −µk(t)Ck(t, t
′) +
∫ t′
0
dsDk(t, s)R(t
′, s)
+
∫ t
0
dsΣk(t, s)Ck(s, t
′) + 2TRk(t
′, t) (S1)
∂Rk(t, t
′)
∂t
= −µk(t)Rk(t, t
′)
+
∫ t
t′
dsΣk(t, s)Rk(s, t
′) + δ(t− t′) (S2)
µk(t) = TRk(0) +
∫ t
0
ds[Dk(t, s)Rk(t, s) + Σk(t, s)Ck(t, s)]
(S3)
with
Dk(t, s) =
κ21
2
∫
q
V2k,qCq(t, s)Ck−q(t, s) + κ
2
2Dk(t− s),
(S4)
Σ(t, s) = κ21
∫
q
V2k,qCk−q(t, s)Rq(t, s), (S5)
where κ1 = kBT/DLk
2 and κ2 = 1/DL. The details
of this field-theoretical method can be found in a num-
ber of places, including [3–5]. Eqs. (S1-S5) form the
mode-coupling theory for a generic nonequilibrium non-
stationary state of an active system. However, the nu-
merical solution of these equations is not possible due
to excessive time-requirement with the currently avail-
able algorithms, even in the steady-state limit, where we
need to solve the equations iteratively (see Sec. SC).
We therefore take a schematic approximation, writing
the theory at a particular wave vector kmax, which cor-
responds to the first maximum of the static structure
factor, that leads to simplified equations manageable for
numerical solution. Then we obtain the equations for
C(t, t′) ≡ Ck=kmax (t, t
′) and R(t, t′) ≡ Rk=kmax(t, t
′) as
∂C(t, t′)
∂t
= −µ(t)C(t, t′) +
∫ t′
0
dsD(t, s)R(t′, s)
+
∫ t
0
dsΣ(t, s)C(s, t′) + 2TR(t′, t) (S6)
∂R(t, t′)
∂t
= −µ(t)R(t, t′) +
∫ t
t′
dsΣ(t, s)R(s, t′) + δ(t− t′)
(S7)
µ(t) =T +
∫ t
0
ds[D(t, s)R(t, s) + Σ(t, s)C(t, s)] (S8)
with D(t, s) = 2λC2(t, s) + ∆(t − s) and Σ(t, s) =
4λC(t, s)R(t, s). Note that λ contains the information
of interaction through the direct correlation function. It
is well-known that the schematic form of MCT and the
equations for p-spin glass model are analogous [6] and
similar equations, as in Eqs. (S6-S8), were also obtained
in [7] for the p-spin spherical active spin glass model.
Now we define the integrated response function F (t, t′)
as
F (t, t′) = −
∫ t
t′
R(t, s)ds, (S9)
as this is more advantageous for the numerical integration
since R fluctuates more compared to F . To write the
equations in terms of F (t, t′), we take an integration of
Eq. (S7) on t′ and obtain
∂F (t, t′′)
∂t
= −µ(t)F (t, t′′)−1−
∫ t
t′′
∫ t
t′
dsΣ(t, s)R(s, t′)dt′.
(S10)
We show the region of integration for the last term above
in Fig. S2 where we need to do the integration for s first
and then on t′. However, to write the equation in terms
of F (t, t′), we need to carry out the integration on t′ first
(i.e., along the dotted lines), when the integration limits
go from t′′ to s. Then we obtain the equation for F (t, t′)
from Eq. (S7) as
∂F (t, t′)
∂t
= −1− µ(t)F (t, t′) +
∫ t
t′
dsΣ(t, s)F (s, t′).
(S11)
Using the definitions of D(t, t′) and Σ(t, t′) in Eqs. (S6-
S8) we obtain the equations of motion for the correlation,
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FIG. S2: Region of integration for the last term in Eq. (S10).
We need to change the order of integration for the variables
t′ and s to obtain Eq. (S11) [see text].
C(t, t′), and integrated response, F (t, t′), functions as
∂C(t, t′)
∂t
= −µ(t)C(t, t′) + 2λ
∫ t′
0
dsC2(t, s)
∂F (t′, s)
∂s
+ 4λ
∫ t
0
dsC(t, s)
∂F (t, s)
∂s
C(s, t′)
+
∫ t′
0
∆(t− s)
∂F (t′, s)
∂s
ds (S12a)
∂F (t, t′)
∂t
= −1− µ(t)F (t, t′)
+ 4λ
∫ t
t′
dsC(t, s)
∂F (t, s)
∂s
F (s, t′) (S12b)
µ(t) =T +
∫ t
0
ds
[{
2λC2(t, s) + ∆(t− s)
}
∂F (t, s)
∂s
+ 4λC(t, s)
∂F (t, s)
∂s
C(t, s)
]
(S12c)
These equations are valid in general for a non-equilibrium
system even in the aging regime. We assume that the
system goes to a steady state at long time and C(t, t′)
and F (t, t′) become functions of the time difference (t−t′)
alone. It can be shown through the numerical solution
of Eqs. (S12) that if the final parameter values are such
that the system is in liquid state, the system dynamically
evolves to this steady state. To obtain the equations for
this steady state, we take the limits of t and t′ to∞ such
that (t− t′) = τ remains finite. Then, we obtain
∂C(τ)
∂τ
= Π(τ) − µ(∞)C(τ) − ǫ(τ)
+ 4λ
∫ τ
0
dsC(τ − s)
∂F (τ − s)
∂s
C(s) (S13)
∂F (τ)
∂τ
= −1− µ(∞)F (τ) − 4λ
∫ τ
0
dsC(s)
∂F (s)
∂s
F (τ − s)
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
-4 -2  0  2  4  6
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log10τ
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FIG. S3: Decay of the correlation function C(τ ) for different
values of λ within equilibrium MCT obtained from solving Eq.
(S16). C(τ ) doesn’t decay to zero for λ ≥ 2.0 and this is the
MCT transition when the system goes to a non-ergodic state.
We note that the non-ergodic state is not found in simulation
or experiments where some other mechanisms, absent within
MCT, takes over and the theory fails to describe the system
beyond this point.
where the different parameters are defined as
Π(τ) = −
∫
∞
τ
∆(s)
∂F (s− τ)
∂s
ds (S14a)
ǫ(τ) = 2λ
∫
∞
τ
dsC2(s)
∂F (s− τ)
∂s
+ 4λ
∫
∞
τ
dsC(s)
∂F (s)
∂s
C(s− τ) (S14b)
µ(∞) = T − 6λ
∫
∞
0
dsC2(s)
∂F (s)
∂s
−
∫
∞
0
∆(s)
∂F (s)
∂s
ds.
(S14c)
In equilibrium, considering the fluctuation-dissipation
relation (FDR), such that ∂C/∂τ = T∂F/∂τ , we obtain
the equation for the correlation function from Eq. (S13)
as
∂C(τ)
∂τ
+ TC(τ) +
2λ
T
C3(∞)[1− C(τ)]
+
2λ
T
∫ τ
0
C2(τ − s)
∂C(s)
∂s
ds = 0. (S15)
This equation becomes the standard MCT equation for
the ergodic state when C(∞) = 0 and the third term
in the above equation vanishes. But in the nonergodic
state, C(∞) is non-zero and Eq. (S15) is different from
the standard MCT equation. A resolution of this paradox
has been offered in [8], where it has been shown that to
obtain the MCT from the field-theoretic treatment in the
non-ergodic state, one must start from a different initial
condition that is commensurate to this state and then
one obtains the standard MCT equation. We concentrate
on the ergodic state in this work where C(∞) = 0 and
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obtain the equilibrium MCT equation as
∂C(τ)
∂τ
+TC(τ)+
2λ
T
∫ τ
0
C2(τ − s)
∂C(s)
∂s
ds = 0. (S16)
The solution of Eq. (S16) is well known [9, 10]. We set
T to unity and show the decay of C(τ) as a function of
log τ for different values of λ in Fig. S3. As λ increases,
the decay of C(τ) becomes slower and at λ = 2.0, C(τ)
doesn’t decay to zero anymore, this is the MCT transi-
tion point where the system goes to a non-ergodic state.
Such a transition, however, is not found in simulations or
experiments on structural glasses and the theory fails to
describe the system beyond this point. Within this de-
scription, λ is inversely proportional to T and therefore,
in terms of T , larger λ can be seen as results for small T .
Eqs. (S13) along with the definitions in (S14) give
the mode-coupling theory for an active system of self-
propelled particles in the dense or low temperature
regime. A closer look at Eqs. (S14) shows that evalu-
ation of the variables Π(τ), ǫ(τ) and µ(∞) requires the
values of C(τ) and F (τ) for all values of τ , from 0 to
∞. Therefore, we must solve the equations through an
iterative method, and the algorithm must be extremely
accurate. We have modified the algorithm that was used
to investigate the aging behavior in [11] for a steady state.
However, this algorithm is not extremely accurate close
to the transition and a small error gets amplified at later
iterations and the solution blows up. To give an exam-
ple, when T = 1.0 and λ = 1.99, we could not iterate
the solution for more than thrice. Therefore, we write
the equations slightly differently using a generalized FDR
through the definition of a time-dependent effective tem-
perature Teff (τ)
∂C(τ)
∂τ
= Teff (τ)
∂F (τ)
∂τ
. (S17)
We have seen that Teff (τ), obtained through Eq. (S17)
from the numerical solution of Eqs. (S13), varies slowly
and has two distinct regime as discussed in the main text.
At small τ , Teff (τ) = T and at large τ it goes to a differ-
ent value, larger than T and the crossover from T to the
larger value occurs at a timescale τ ∼ O(τp). Therefore,
we are justified to assume that Teff (τ) varies slowly and
write the MCT equations for the active steady state as
∂C(τ)
∂τ
= Π(τ) − (T − p)C(τ) −
∫ τ
0
m(τ − s)
∂C(s)
∂s
ds
(S18)
∂F (τ)
∂τ
= −1− (T − p)F (τ) −
∫ τ
0
m(τ − s)
∂F (s)
∂s
ds
(S19)
FIG. S4: Illustration of the iterative procedure for the solu-
tion of the mode-coupling theory for the steady-state of an
active system.
where we have
m(τ − s) = 2λ
C2(τ − s)
Teff (τ − s)
(S20a)
p =
∫
∞
0
∆(s)
∂F (s)
∂s
ds (S20b)
Π(τ) = −
∫
∞
τ
∆(s)
∂F (s− τ)
∂s
ds. (S20c)
Note that the definition of Teff (τ) through Eq. (S17)
doesn’t imply any loss of generality as we evaluate
Teff (τ) at each time step. The advantage of the above
form is that the standard algorithm, that can be used
with large accuracy, for equilibrium MCT can be eas-
ily extended and used through an iteration method, as
discussed in Sec. SC, therefore we chose to present the
theory in the form of Eqs. (S18-S20). We have checked
that in the regime of parameter space, where the earlier
numerical method works, the solutions of Eqs. (S13-S14)
and Eqs. (S18-S20) are the same. The initial conditions
for the correlation and response functions are C(0) = 1.0
and F (0) = 0.0.
SC. Numerical Solution
The numerical solution of Eqs. (S18-S19) along with
the definitions in Eqs. (S20) can be obtained through
a generalization of the standard algorithm to solve the
MCT equations in equilibrium [12–14]. The advantage
of this algorithm is that it can be used with any desired
accuracy simply through the reduced initial step size and
increasing the number of steps after which the time-step
is doubled [13]. We start with the passive system at a
certain T and λ with ∆(τ) = 0 and obtain C(τ) and F (τ).
Teff (τ) for ∆(τ) = 0 is equal to T . We then use these
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FIG. S5: Symbols are the equilibrium MCT data of τα when
the correlation function C(τ ) becomes 0.4 (see Fig. S3). The
dashed line is a fit to the equation log τ = a − γ log(λ − λc)
with a = 0.69 and γ = 1.74.
values of F (τ) to obtain p and Π(τ) using the relations in
Eqs. (S20). We again evaluate C(τ) and F (τ) with these
new values of parameters and obtain these parameters
again with the new values of F (τ). We continue this
process until the older and new values of p and Π(τ) are
same. We illustrate this through a flowchart in Fig. S4.
When activity is not very large (for example ∆0 = 0.1
and τp = 0.1), it takes around 30 iterations to achieve the
desired accuracy, however, for larger activity parameters,
it takes of the order of 100 iterations for the solution to
converge.
SD. Exponent for the power-law divergence of
α-relaxation time within schematic MCT
In a glassy system, we are interested in the long time
dynamics and therefore we look at the α-relaxation time
τα that is defined as the time when C(τ) becomes 0.4. We
obtain the mode-coupling exponent γ for the α-relaxation
time with τα ∼ (σ − σc)
−γ , where σ is any control pa-
rameter (T or density) and σc is its critical value where
we obtain the MCT transition for the passive system.
We extract τα from the numerical solution of Eq.
(S16), and fit the data with a form log τ = a−γ log(λ−λc)
and obtain a = 0.69 and γ = 1.74. In simulations or
experiments, this value of γ may vary slightly, as is well-
known for the equilibrium MCT, however, what is im-
portant is that the same exponent for the passive system
governs the effect of activity on the dynamics of the ac-
tive system when the parameters are such that the pas-
sive system is close to the MCT transition point.
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