Abstract. Let K, E, L be convex bodies, dim L ≤ 1 and K = L + E, a sausage. In this case vol(λK
Introduction
Let K n be the set of all convex bodies, i.e., non-empty compact convex sets, not necessarily with non-empty interior, in the n-dimensional Euclidean space R n . The n-dimensional volume of a measurable set M R n , i.e., its n-dimensional Lebesgue measure, is denoted by vol(M ) (or vol n (M ) if the distinction of the dimension is useful). With dim M , conv M and aff M we represent its dimension (namely, the dimension of its affine hull), convex hull and affine hull, respectively. We denote by B n the n-dimensional Euclidean unit ball, by S n−1 its boundary and, in particular, we write κ n = vol(B n ). Finally, the set of all k-dimensional (linear) planes of R n is denoted by L n k , and for H ∈ L n k , K ∈ K n , the orthogonal projection of K onto H is denoted by K|H and with H ⊥ ∈ L n n−k we represent the orthogonal complement of H.
The volume of a positive linear combination of two convex bodies K, E ∈ K n , µ, λ ≥ 0, is a homogeneous polynomial of degree n in µ and λ, namely (1.1) vol(µK + λE) = n i=0 n i W i (K; E)µ n−i λ i .
The coefficients W i (K; E) are the relative quermassintegrals of K with respect to E, and they are a special case of the more general defined mixed volumes for which we refer to [17, s. 5.1] . In particular, we have W 0 (K; E) = vol(K), W n (K; E) = vol(E) and W i (K; E) = W n−i (E; K). If µ = 1 in (1.1) then the above expression is known as the (relative) Steiner polynomial or Steiner formula of K (with respect to E). Let us consider V K;E (λ) = vol(λK + (1 − λ)E) the volume of the convex combination of K, E ∈ K n for λ ∈ [0, 1]. From (1.1) follows that V K;E (λ) is a polynomial of degree (at most) n, namely,
Brunn-Minkowski's inequality (for an extensive and beautiful survey on this inequality we refer to [8] ) ensures that the function V 1/n K;E defined on λ ∈ [0, 1] is concave. It is known that under special assumptions on the convex bodies K, E ([4, s. 50], [16] , [9, ss. 1.2.4], [13] ) the classic Brunn-Minkowski inequality can be refined obtaining that V K;E (λ) ≥ λvol(K) + (1 − λ)vol(E).
The first goal along this paper is to understand/characterize the (pairs of) convex bodies K, E for which there is equality in this inequality; i.e., for which the polynomial V K;E has degree one. In this case, we would have (1.2) V K;E (λ) = λvol(K) + (1 − λ)vol(E), and we will say that V K;E is linear in λ ∈ [0, 1]. From now on, whenever we refer to linearity of the volume we will be meaning (1.2). The formal polynomial expression in the complex variable z
is known as the (relative) Steiner polynomial of K with respect to E. Notice that for z ≥ 0 it provides the volume of K + zE (cf. (1.1)). Let r(K; E) denote the (relative) inradius of K (with respect to E), i.e., r(K; E) = max{λ ≥ 0 : x + λE ⊂ K for some x ∈ R n }. For the sake of brevity, we will say that the pair of convex bodies K, E is a sausage if either K = L + E where L ∈ K n with dim L ≤ 1 or E = L + K where L ∈ K n with dim L ≤ 1.
In [10] , the following statement was conjectured Conjecture 1.1. Let K ∈ K n with inradius r(K; B n ) = 1. Then −1 is an (n − 1)-fold root of f K;Bn if and only if K is a sausage with respect to B n , i.e., K = L + B n where L ∈ K n with dim L ≤ 1.
Bonnesen's inequality in the plane establishes that (1.4) W 0 (K; E) − 2W 1 (K; E)r(K; E) + W 2 (K; E)r(K; E) 2 ≤ 0, with equality if and only if K = L+r(K; E)E with L ∈ K n so that dim L ≤ 1 (the inequality was first proved by Bonnesen when E = B 2 in [3] , and Blaschke generalized it to an arbitrary so-called gauge body E in the plane in [2, pp. 33-36] ). Thus, Conjecture 1.1 is true in dimension 2 for any gauge body E. Our second goal in this work is to prove that the conjecture is not true for all gauge bodies E. More precisely we prove the following result. Theorem 1.1. For n ≥ 3, there exist convex bodies K, E ∈ K n , with −r(K; E) as an (n−1)-fold root of f K;E and such that K, E is not a sausage.
We will prove in Lemma 3.1 that both, linearity of the volume and Conjecture 1.1 are closely related: linearity of the volume for K, E is equivalent to the fact that −1 is an (n − 1)-fold root of f K;E .
Nevertheless, known results (see Remark 3.3) ensure the validity of Conjecture 1.1 in some special cases where additional hypothesis, such as a common/equal volume projection onto a hyperplane is assumed.
This fact suggests that one may get a characterization of the linearity of the volume, under the additional assumption of a common projection onto a hyperplane. We have been able to characterize the convex bodies for which the volume function is linear even with a weaker assumption, namely, that the convex bodies have an equal volume hyperplane projection (see Theorems 4.1 and 4.3). Indeed, we have proved the following stronger result. Theorem 1.2. Let K, E ∈ K n be convex bodies such that there exists a hyperplane H ∈ L n n−1 with vol n−1 (K|H) = vol n−1 (E|H). Then we have
if and only if either K and E lie in parallel hyperplanes, or the pair K, E is a sausage.
Replacing the common/equal volume projection by a common/equal maximal section through parallel hyperplanes to a given one, we obtain the same characterization. Theorem 1.3. Let K, E ∈ K n be convex bodies such that there exists a hyperplane H ∈ L n n−1 with max
Then we have
if and only if either K and E lie in parallel hyperplanes, or the pair K, E is a sausage. This paper is organized as follows. In Section 2 we collect some known results that will be needed later on and prove a sufficient condition for the pair K, E to be a sausage in terms of the Schwarz symmetrization. In Section 3 we show several properties of the (pairs of) bodies which enjoy linearity of the volume. This section contains the proof of Theorem 1.1 as well as its connection with another conjecture by Matheron which is also proven to be false. Section 4 is mainly devoted to prove Theorems 1.2 and 1.3, for which further (weaker) characterization of sausages will be needed, while in Section 5 we briefly study a characterization of the linearity of the determinant.
Background and auxiliary results
In this section we collect some necessary known results as well as prove some further ones which will be necessary in the coming sections.
The famous Brunn-Minkowski inequality for convex bodies, in its classical (additive) form, states that for K, E ∈ K n and 0 ≤ λ ≤ 1,
i.e., the n-th root of the volume is a concave function. Equality for some λ ∈ (0, 1) holds if and only if K and E either lie in parallel hyperplanes or are homothetic. We would like to point out that this inequality is also true for the more general case of measurable sets (see e.g. [8] ). However, since our approach relies on convexity, we will make use of the above version. In [4, s. 50] , linear refinements of the Brunn-Minkowski inequality are obtained for convex bodies having a common/equal volume hyperplane projection (see also [16] for compact sets and more recently [9, ss. 1.2.4] and [13] ). We include them here for future references.
Theorem A ( [4, 9, 16] ). Let K, E ∈ K n be convex bodies such that there exists a hyperplane H ∈ L n n−1 with vol n−1 (K|H) = vol n−1 (E|H). Then, for all λ ∈ [0, 1],
We would like to point out that the above result does not provide the concavity of the function V K;E (λ) = vol λK + (1 − λ)E . For further details we refer to [17, Notes for Section 7.7] and the references therein.
A similar result to Theorem A is proved involving sections instead of projections.
Theorem B ([9, Corollary 1.2.1], [13] ). If
An important tool for some of the proofs are the well-known inequalities 
Another important technique in the following will be the Schwarz symmetrization (see [14, ch . IV], [7, p. 58] ) of a convex body K with respect to a k-plane H ∈ L n k , which is defined as follows: for any y ∈ K|H let B n−k (y, r y ) ⊂ y + H ⊥ be the (n − k)-dimensional Euclidean ball with center y and radius r y such that vol n−k B n−k (y, r y ) = vol n−k K ∩(y +H ⊥ ) ; then σ H (K) = y∈K|H B n−k (y, r y ) is the Schwarz symmetral of K with respect to H. In the following lemma we collect some properties of it which will be referenced later.
Next we will prove a first sufficient condition, relying on the Schwarz symmetrization for the pair K, E to be a sausage. Lemma 2.2. Let K, E ∈ K n be convex bodies, let K have interior points and H ∈ L n n−1 be a hyperplane. If
for some λ 0 ∈ (0, 1) and
then K is a sausage with respect to E.
Proof. We may assume that the origin is an interior point of K. By an appropriate choice of the coordinate axes, we may suppose that H = {x ∈ R n : x 1 = 0}. By definition of the Schwarz symmetrization L ⊂ H ⊥ and then L = [ã,b] withã = (a, 0, . . . , 0) andb = (b, 0, . . . , 0) for some a ≤ b. We will denote by H t = {x ∈ R n : x 1 = t} and H + t = {x ∈ R n : x 1 ≥ t} (respectively H − t = {x ∈ R n : x 1 ≤ t}) and, for any convex body M , by
Without loss of generality, we may also assume that (one of) the maximum volume section(s) of E through hyperplanes parallel to H contains the origin. So, condition (2.3) implies that
(since 0 is an interior point of K) and also that vol n−1 (
Moreover, from the inclusion
and hence the equality case in Brunn-Minkowski's inequality allows us to conclude that (up to translation)
Finally, we have to study what happens on the 'leftmost and rightmost parts' of K. To this aim, using Lemma 2.1 i) and the inclusion
we obtain on the one hand
On the other hand, 
and thus (again by the equality case in Brunn-Minkowski's inequality)
In any case we have that K
for some y 0 ∈ R n and, arguing in the same way as before, we may assert that K − a = x 0 + E − 0 for some x 0 ∈ R n . These facts together with (2.4) (and by convexity) imply that K = [x 0 , y 0 ] + E, i.e., K is a sausage with respect to E. Remark 2.1. One might wonder whether (only) one of the conditions (2.2), (2.3) is enough in order to characterize sausages. The answer is negative in both cases.
i) For (2.2), it is enough to consider E = B n the n-dimensional Euclidean unit ball, and K = L + B n−1 a cylinder, where L ∈ K n with dim L = 1 and L ⊥ aff(B n−1 ). As both bodies (and the convex combination of them) are rotationally symmetric about the axis determined by L, it is clear that condition (2.2) holds (for all λ ∈ [0, 1]) but K is not a sausage with respect to E. ii) For (2.3), we may consider E = C n the n-dimensional unit cube, and
where L is a segment of appropriate length and so that L ⊥ aff(C n−1 ) and K is not parallel to aff(C n−1 ). These bodies satisfy (2.3) for H = aff(C n−1 ) and also K is not a sausage with respect to E.
Notice that in both cases it is also fulfilled that
for some hyperplane H. So even under this additional assumption, none of conditions (2.2), (2.3) is enough to determine sausages. However, as we shall see in Section 4, (2.7) together with linearity of the volume allows to characterize sausages.
To end this section we include the following remark on concave functions which turns out to be fundamental in the proofs of Theorems 1.2 and 1.3 and is an easy consequence of the definition of concavity.
Then f is an affine function on the whole interval [a, b].
Linearity of the volume and the sausage conjecture: counterexamples
In this section we would like to understand/characterize the (pairs of) convex bodies K, E for which V K;E is a linear function, i.e., those bodies for which (1.2) holds.
To start with, we will prove the mentioned relation between the linearity of the volume (1.2) and Conjecture 1.1. It will come from the following expression for the (relative) i-th quermassintegral of λK +(1−λ)E involving the derivatives of the Steiner polynomial f K;E (cf. (1.3) ).
Lemma 3.1. Let K, E ∈ K n be convex bodies. Then, for i = 0, . . . , n
Proof. For the sake of brevity, for λ ∈ [0, 1], we will write K λ = λK + (1 − λ)E. Using the linearity of mixed volumes, we can write the quermassintegrals W i (K λ ; E) for i = 0, . . . , n − 1 as polynomials in λ:
By rearranging the terms we obtain that
In particular, for i = 0, we have
and hence, from the above result, we immediately get
In that case, we also have linearity for every quermassintegral W i (K λ ; E), i = 0, . . . , n.
Remark 3.1. From Lemma 3.1 we know that if
The converse is not true.
For n = 2 the situation is clear, since W 1 is always linear. For n = 3 if we define W 0 = 9, W 1 = 7, W 2 = 4 and W 3 = 1, these numbers satisfy inequalities (2.1) and hence, Proposition 2.1 ensures that there exist convex bodies K, E such that W i (K; E) = W i , which yields f K;E (z) = 9 + 21z + 12z 2 +z 3 . Thus f K;E (−1) = −1, f ′ K;E (−1) = 0 and we have that W i (K λ ; E) is linear for i = 1, 2, 3, but W 0 (K λ ; E) is not. In higher dimension similar examples can be constructed.
Good candidates for (pairs of) convex bodies characterizing the linearity of the volume are sausages: fix a convex body E and consider K = L + E, with L ∈ K n so that dim L ≤ 1. Indeed, for these bodies we have
where we have used again the linearity of mixed volumes. So, one might think that this family allows to characterize the linearity of the volume. In fact, considering full dimensional convex bodies K, E having equal volume, the following remark ensures that, in this case, only 'degenerated' sausages, i.e., K = L + E with dim L = 0 can turn up.
Remark 3.2. Let K, E ∈ K n . The following facts hold:
i) If vol(K) = vol(E) and for some λ ∈ (0, 1)
1/n n and equality case in Brunn-Minkowski's inequality allows us to assert that either K and E lie in parallel hyperplanes (if dim K, dim E < n), or (up to translation) K = E (since vol(K) = vol(E)).
ii) If for some λ ∈ (0, 1)
then from the strict concavity of (·) 1/n follows that either K and E lie in parallel hyperplanes or (up to translation) K = E.
In the following we will suppose, without loss of generality, that vol(K) = vol(E). Despite all the signs, sausages are not the only (pairs of) convex bodies satisfying linearity of the volume as it is showed in the following proposition. They are, in turn, not so far from being the ones, as it follows from Theorems 4.1, 4.3. There, the sole additional assumption that the bodies have a common volume projection or a common maximum volume section provides a characterization for sausages.
Proposition 3.1. There exist convex bodies K, E ∈ K n , n ≥ 2, such that K, E is not a sausage, and satisfying
Proof. Let E 0 = B n and K 0 = L + B n with L ∈ K n so that dim L = 1 and denote by W 0 , . . . , W n the quermassintegrals of K 0 with respect to E 0 . Obviously W i satisfy inequalities (2.1) for 1 ≤ i ≤ n − 1 and hence, by Proposition 2.1 there exist simplices K and E such that W i (K; E) = W i . Thus f K;E (z) = f K 0 ;E 0 (z) together with (3.2) yield the linearity of V K;E .
Finally, notice that a simplex K is a sausage with respect to another simplex E if and only if they coincide (up to a translation), which cannot be the case since vol
The (pairs of) convex bodies for which V K;E is linear enjoy also other properties, as showed in the next result.
K λ ;E (−1) = 0 for i = 0, . . . , n − 2, and any λ ∈ [0, 1]. Proof. First, if −1 is an (n − 1)-fold root of f K;E , then it is also a root of the (n − 2)-th derivative, namely 0 = W n−2 (K; E) − 2W n−1 (K; E) + W n (K; E).
We notice that the above equality can be read as W n−2 (K; E)−W n−1 (K; E) = W n−1 (K; E) − W n (K; E). Now, if we suppose by reverse induction on s ≤ n − 1 that W s (K; E) − W s+1 (K; E) = W n−1 (K; E) − W n (K; E) for all s > j, and we substitute this in the j-th derivative of f K;E , then by arranging the terms we obtain 0 = f (j)
which concludes the proof of i).
In order to prove the second assertion, notice that, since −1 is an (n − 1)-
. . , n − 1, and by substituting on successive derivatives of f K λ ;E we obtain that, as it also happens for K, f (j) K λ ;E (−1) = 0, j = 0, 1, . . . , n − 2. We would like to mention that under the assumption of a common projection of K and E, it is known (see [17, Theorem 7.7.2] ) that i) implies that the pair K, E is a sausage.
Indeed, this is a consequence of some results which support Conjecture 1.1. The validity of it is known in some special cases where additional hypothesis, such as a common/equal volume projection onto a hyperplane, are assumed. For completeness we collect the cases in which validity of Conjecture 1.1 is known. For a convex body M with dim M = j ≤ n − 1, we denote by W j i , i = 0, . . . , j, the i-th quermassintegral of M in aff(M ). Remark 3.3. i) If there exists a hyperplane H ∈ L n n−1 so that W (n−1) n−2 (K|H; B n−1 ) = κ n−1 , that is, the mean width of K|H, in the ambient space H, coincides with the mean width of the unit ball in H, i.e., 2, then equality in the main result in [6] yields that K is the sum of a segment and the unit ball.
In other words, from this result follows that if K is a convex body having a common projection with the unit ball, K|H = B n−1 = B n |H, then −1 is an (n − 1)-fold root of f K;Bn if and only if K is a sausage with respect to B n . ii) If there exists H ∈ L n n−1 so that K|H = E|H, with dim(E|H) = n − 1, then the above conjecture follows from [17, Theorem 7.7.3]. iii) These above two cases are closely related to [10, Theorem 3.3] , since this latter one can be obtained from them when the set of incenters of K is not a unique point. Indeed, let K have inradius equal to one. If all the two-dimensional projections of K have inradius (considered now in R 2 ) equal to the inradius of K, the set of incenters of K is at most one dimensional; otherwise, some of the projections would have larger inradius. Since the set of incenters is not a singleton, there is at least a one dimensional (convex and compact) set of incenters l. Furthermore if there exists a point p ∈ K, p ∈ l + B n , then conv (p ∪ (l + B n )) | aff conv (l ∪ {p}) has inradius larger than 1, a contradiction. So K has an (n − 1)-dimensional projection being an (n − 1)-unit ball.
Lemma 3.2 and the comments below it, together with the previous remark and the fact that r(K λ ; E) = r(K; E) might induce to think that Conjecture 1.1 should be true (for every gauge body E) as it occurs in dimension 2 (cf. (1.4) ). Theorem 1.1 shows that this statement is not true: we explicitly construct the convex bodies providing a counterexample.
Proof of Theorem 1.1. In order to describe such convex bodies, we fix some notation. Let C 1 = conv ({(0, 0, 0), (1, 0, 0)}), C ⊥ 1 = conv ({(0, 0, 0), (0, 1, 0)}) and C 2 = C 1 + C ⊥ 1 be the 2-dimensional unit cube. Let L = conv ({(0, 0, 0), (0, 0, 1)}) be a segment orthogonal to C 2 of length one and C 1 = conv ({ (0, 1, 1), (1, 1, 1 
)}).
For τ ∈ [0, 1] fixed we define by A τ = C 1 + τ C ⊥ 1 ⊂ C 2 the orthogonal box of sides length 1 and τ .
Let L 1 = conv ({(0, τ, τ ), (1, τ, τ )}) be the segment, parallel to C 1 lying in the diagonal face conv C 1 ∪ C 1 of the unit cube C 3 , whose projection onto C 2 is the edge conv ({(0, τ, 0), (1, τ, 0)}) of A τ .
Thus, we consider K = C 3 = L + C 2 and E = conv (A τ ∪ L 1 ) the triangular prism determined by L 1 and A τ (see Figure 1) .
Then, on the one hand, taking into account all the above, it is clear that r(K; E) = 1. On the other hand, for λ ≥ 0, and denoting by M (s) the section of M ∈ K 3 with the plane defined by {x 3 = s} we have 
we have
Finally, as τ 2 − 4τ + 2 = 0 if and only if τ = 2 ± √ 2, if we take τ = 2 − √ 2 ∈ [0, 1], then we have that −1 = −r(K; E) is a 2-fold root of f K;E . However, clearly, K is not a sausage with respect to E, which concludes the proof.
The authors have not been able to extend this construction above to the n-dimensional case. Nevertheless, if degenerated gauge bodies E are considered, a pair of convex bodies K, E ∈ K n providing a counterexample can be obtained as follows:
Remark 3.4. Following the same notation as in the above proof, let K = C n = L + C n−1 be the unit cube and let E = conv{C n−2 , 1 2 (C n−2 + C n−2 )} be the diagonal 'half-face' of the cube C n determined by C n−2 . It is clear that K is not a sausage with respect to E and r(K; E) = 1. However we have
To the best of the authors' knowledge it is not known whether for some other fixed gauge body E, in particular for the Euclidean ball B n , Conjecture 1.1 holds true. In fact, the problem of classifying the gauge bodies E, if there are any, for which Conjecture 1.1 is true for any K remains open. So far we only know that they are not the whole K n , as the above results show.
3.1.
A counterexample to a conjecture by Matheron. For two convex bodies K, E ∈ K n with interior points, and 0 ≤ λ ≤ r(K; E) the inner parallel body of K (relative to E) at distance λ is the set
It is easy to check that if r(K; E)E is a summand of K, i.e., if there exists L ∈ K n such that K = L + r(K; E)E, then (see e.g. [15] )
for 0 ≤ λ ≤ r(K; E) and i = 0, . . . , n. In [15] Matheron proved that the validity of (3.3) for 0 < λ < r(K; E) and i = 0, . . . , n implies that r(K; E)E is a summand of K. He conjectured that it was enough to assume (3.3) just for i = 0:
Conjecture 3.1 (Matheron, [15] ). Let K, E ∈ K n be convex bodies with interior points. Then
i for all 0 < λ < r(K; E) with equality if and only if r(K; E)E is a summand of K.
The right hand side in (3.4) is usually called the alternating Steiner polynomial of K with respect to E. Matheron proved Conjecture 3.1 for n = 2.
In [12] it is proven that it is not possible to bound the volume of K ∼ λE in terms of just the alternating Steiner polynomial. Remark 3.5. We would like to notice that the counterexample(s) to the Matheron conjecture contained in [12] prove only that the inequality part of the conjecture is not true. However, the equality cases of this conjecture have not been considered yet, i.e., it was open whether there exist convex bodies K, E satisfying that vol(K ∼ λE) = n i=0 n i W i (K; E)(−λ) i , and so that the pair K, E is not a sausage. In the present work, an answer to this question is provided: the convex bodies K, E given in Theorem 3.1 are not a sausage, however the above condition is fulfilled.
We will now prove that a slight modification of the convex bodies given in the proof of Theorem 1.1 provide us with a counterexample for this conjecture.
Theorem 3.1. If n ≥ 3, there exist convex bodies K, E ∈ K n with interior points satisfying vol(K ∼ λE) = f K;E (−λ) for all 0 < λ < r(K; E) and such that r(K; E)E is not a summand of K.
Proof. Following the same notation as in the proof of Theorem 1.1, we define by A = Thus, if we consider K = C 3 = L + C 2 and E = conv (A ∪ L 1 ) the triangular prism determined by L 1 and A (cf. Figure 1) , it is easy to check that
On the other hand, a similar computation as in the proof of Theorem 1.1 shows that, for λ ≥ 0,
which concludes the proof.
Characterizing sausages and linearity at one point
In this section we provide several characterizations of sausages which rely on the linearity of the volume (cf. Proposition 3.1) and some additional assumption on common/equal volume projection or maximal volume section through parallel hyperplanes to a given one.
We will prove that the sole assumption of linearity at one point, together with the equal 'size' of a projection or a section, in the already mentioned sense, allows us to characterize sausages.
In general, linearity of the volume at some point λ 0 ∈ (0, 1) does not imply linearity of the volume. Indeed, if we define W 0 = 5, W 1 = 4, W 2 = 2 and W 3 = 1, these numbers satisfy inequalities (2.1) and hence there exist convex bodies K, E ∈ K 3 such that W i (K; E) = W i , which yields f K;E (z) = 5 + 12z + 6z 2 + z 3 . So
K;E (−1) = 6, and thus, by Lemma 3.1, vol(λK +(1−λ)E) = 1+3λ+3λ 2 −2λ 3 . Therefore, the volume of K λ is not linear but satisfies
i.e., there is linearity at λ 0 = 1/2. In order to prove Theorems 1.2 and 1.3 we still need further results, some of which already provide characterizations of sausages. We will see that, under the assumptions of common/equal volume projection or maximum volume section, linearity of the volume at some point λ 0 ∈ (0, 1) implies linearity of the volume.
Theorem 4.1. Let K, E ∈ K n be convex bodies such that there exists a hyperplane H ∈ L n n−1 with vol n−1 (K|H) = vol n−1 (E|H). Then we have
Proof. On account of Remark 3.2, we may assume without loss of generality that vol(K) > vol(E) and also that vol n−1 (K|H) > 0 (otherwise we would have vol(K) = vol(E) = 0).
Because of the linearity of the volume and by means of (3.1), we have that f (n−j)
K;E (−1)/(n − 1)! = vol(K) − vol(E), and thus
, where u ∈ S n−1 is a normal vector of H, and so we have
and hence, by the equality case in Minkowski's first inequality together with the common volume projection hypothesis, K and L + E are equal (up to translation).
The converse is immediately verified (cf. (3.2) ).
Notice that if K = L+E, where L ∈ K n with dim L ≤ 1, then K|H = E|H where H = L ⊥ . Besides, if K and E lie in parallel hyperplanes H 1 and H 2 then for any H = u ⊥ , where u is a line parallel to H i , i = 1, 2, we have vol n−1 (K|H) = vol n−1 (E|H) = 0. So we can assert that the following result holds.
Theorem 4.2. Let K, E ∈ K n be convex bodies. Then we have
, and vol n−1 (K|H) = vol n−1 (E|H) for some hyperplane H ∈ L n n−1 , if and only if either K and E lie in parallel hyperplanes, or the pair K, E is a sausage.
Replacing a common volume projection by a common maximal volume section we obtain the same characterization. Theorem 4.3. Let K, E ∈ K n be convex bodies such that there exists a hyperplane H ∈ L n n−1 with max
Proof. On account of Remark 3.2, we may assume without loss of generality that vol(K) > vol(E).
If we denote by ν = max x∈H ⊥ vol n−1 K ∩ (x + H) , then we have that the orthogonal projections onto H of the Schwarz symmetrals of K and E with respect to H ⊥ , namely, σ H ⊥ (K), σ H ⊥ (E), are equal; more precisely,
Thus, we can apply Theorem A with the convex bodies σ H ⊥ (K), σ H ⊥ (E) which, together with Lemma 2.1, i), ii) yields
Thus, linearity of the volume for the bodies K, E implies on the one hand that
On the other hand, linearity for the volume of the bodies σ H ⊥ (K), σ H ⊥ (E) is also obtained, which, by Theorem 4.1, yields
Now, the result follows directly from Lemma 2.2.
In order to reduce the assumption on the linearity of the volume for the range [0, 1] to a single point in (0, 1) we need first the following result, where not just equal volume projections are needed, but common projections of K and E.
Lemma 4.1. Let K, E ∈ K n be convex bodies such that there exists a hyperplane H ∈ L n n−1 with K|H = E|H. Then we have
Proof. Since K|H = E|H, the function f (t) = vol(tK + (1 − t)E) is concave (cf. [13, proof of Theorem 1.1]), which together with linearity at λ 0 implies that f is an affine function on [0, 1] (see Remark 2.2). Now, the result follows from Theorem 4.1.
Proof of Theorem 1.2. Without loss of generality (see Remark 3.2), we may assume that vol(K) > vol(E). Denoting by σ H , σ H ⊥ the Schwarz symmetrizations with respect to H and H ⊥ respectively and using Lemma 2.1 iii), we have that
Thus, we can apply Theorem A with the convex bodies σ H ⊥ σ H (K) and σ H ⊥ σ H (E) which, together with Lemma 2.1 i), ii), yields
Thus, linearity of the volume at λ 0 for the bodies K, E is equivalent to the same property for σ H ⊥ σ H (K) , σ H ⊥ σ H (E) and hence, by Lemma 4.1, we obtain 
where, from the common/equal volume projection hypothesis, L 1 ⊥ H. Therefore, (up to translations) we have
and hence Lemma 4.1 allows us to assert that 
. Hence, by Lemma 2.2, we may conclude that K is also a sausage with respect to E.
Remark 4.1. We would like to point out that, after the elaboration of this paper, the recent article [5] was brought to the attention of the authors.
At that point, we realized that, for the particular case in which K and E are both n-dimensional convex bodies, Theorems 1.2 and 1.3 follow from [5, Theorem 1.4 and Theorem 1.5]. Nevertheless, the general results, as stated in our work, cannot be obtained from the above mentioned paper [5] . Therefore in order to deal with the most general cases, a different strategy seems to be needed, as shown in the present article.
Moreover, we would like to underline that, as it has been shown along this paper, we have come to these conclusions from a totally different approach and in any case, we provide alternative proofs of them.
To end this section, we show that if we assume linearity at some point λ 0 ∈ (0, 1) for all quermassintegrals, then all of them are really linear functionals. 
Proof. We will prove the result by induction on j = n − i. If j = 2, then it follows trivially from the fact that W n−2 (λK+(1−λ)E; E) is a polynomial of degree at most two which coincides with λW n−2 (K; E) + (1 − λ)W n−2 (E; E) at (at least) the points 0, λ 0 , 1, and hence they are really the same polynomial. Now we assume 2 < j + 1 ≤ n and that the result is true for j, i.e., W n−j (K λ ; E) = λW n−j (K; E) + (1 − λ)W n−j (E; E) for all λ ∈ [0, 1]. Then, by Lemma 3.1, we have that
K;E (−1) = 0 and so W n−j−1 (K λ ; E) = a + bλ + cλ j+1 . From the identities at 0, λ 0 and 1, it follows
0 , so having that c = 0 and thus W n−j−1 (K λ ; E) is linear, which concludes the proof.
Linearity of Determinant
In this section, we show the characterization of linearity of the determinant -in the same sense as for the volume function V K;E -of positive definite symmetric matrices via 'sausages' of matrices, i.e., the sum of a matrix of rank (at most) 1 and another matrix. Notice that like for V K;E , where for λ / ∈ [0, 1] we lose the geometry, for positive definite symmetric matrices, we would lose the positivity if we let λ run outside [0, 1].
The Brunn-Minkowski inequality has also its counterpart for matrices. However, conditions for positive definite symmetric matrices A, B to fulfill a result of the type of Theorem A are not known to the authors. Of course, assumptions on common/equal volume projection onto a hyperplane (or maximal volume sections through parallel hyperplanes to a given one) of the parallelepipeds whose volume is given by the determinants of A and B are enough (for the volume of the convex combination of those parallelepipeds). Nevertheless it cannot be read in terms of the determinant of λA + (1 − λ)B. For further information on these topics see e.g. [1] and the references inside.
We first prove the following property for diagonal matrices. Proof. Let A = diag(λ 1 + ε 1 , . . . , λ n + ε n ) where B = diag(λ 1 , . . . , λ n ) and (ε i ) n i=1 ⊂ R. Then, for all λ ∈ [0, 1], we have
(ε i λ + λ i ) = det(λA + (1 − λ)B)
By equating the coefficients of both polynomials in λ, we get that the set {1 ≤ i ≤ n : ε i = 0} has at most one element, which implies that at least n − 1 of the ε i vanish. It concludes the proof. Proof. Let T ∈ R n×n be an orthogonal matrix such that the matrix T t AT is the diagonal matrix diag(a 1 , . . . , a n ), where a i > 0 are the eigenvalues of A. With T = T diag 1/ √ a 1 , . . . , 1/ √ a n we get that T t A T = I n . Since T t B T is positive definite and symmetric, there exists an orthogonal matrix S ∈ R n×n such that S t T t B T S = diag(y 1 , . . . , y n ), with y i > 0, and it is = λ + (1 − λ) det B det A = λ det I n + (1 − λ) det diag(y 1 , . . . , y n ).
From the linearity for the determinant of diagonal matrices (Proposition 5.1), we have that diag(y 1 , . . . , y n ) = L 1 + I n , with rank L 1 ≤ 1, or equivalently S t T t B T S = L 1 + S t T t A T S. So, it follows that B = P L 1 Q + A where P and Q are invertible matrices, which implies that L = P L 1 Q has rank at most 1. Indeed, since B is symmetric, L will be of the form µ u u t for some u ∈ R n of length one and µ ∈ R.
