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Abstract—The linear deterministic model has been
used recently to get a first order understanding of many
wireless communication network problems [1][3][4][8]. In
many of these cases, it has been pointed out that the
capacity regions of the network and its reciprocal (where
the communication links are reversed and the roles of
the sources and the destinations are swapped) are the
same. In this paper, we consider a linear deterministic
communication network with multiple unicast informa-
tion flows. For this model and under the restriction to
the class of linear coding, we show that the rate regions
for a network and its reciprocal are the same. This can
be viewed as a generalization of the linear reversibility of
wireline networks, already known in the network coding
literature [10].
I. INTRODUCTION
We consider a network communication model N
with multiple unicast flows. The network is represented
by a directed graph G = (V , E). Here V is the set of
vertices of the graphs representing the communication
nodes and E is the set of directed edges representing
the communication links between the nodes. Multi-
ple unicast flows mean that there are n independent
messages flowing in the network. Every message i ∈
{1, . . . , n} is associated with a source-destination pair,
Si−Di. Note that two or more messages could have the
same source node or the same destination node. A node
could be a source for one message and a destination
for the other.
In the standard wireless interaction model for the
communication links [12], the transmitted signals
xi[m] get attenuated by channel gains hij to which
independent Gaussian noise zj[m] is added to give
the received signal yj [m]. The corresponding complex
baseband discrete-time model is:
yj[m] =
∑
i∈Nj
hijxi[m] + zj[m], (1)
where Nj denotes the neighboring nodes and is the set
of all nodes i, such that there is a directed edge from
the node i to the node j. Here yj[m], xi[m], hij and
zj[m] are all complex numbers.
In [1] a simple linear deterministic model was
introduced as a first step towards understanding the
wireless interaction model. The deterministic model
simplifies the Gaussian wireless network model in (1)
by eliminating noise and discretizing signal through a
p-ary expansion. Thus, at every time instant m, each
node i ∈ V can transmit a signal which is a vector
from a finite field xi[m] ∈ Fqp. Here Fp is the finite
field and q is the length of the vector. The channel gain
is modeled by shift matrices Sij = S(q−gij), where
S =


0 0 0 · · · 0
1 0 0 · · · 0
0 1 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 1 0


q×q
(2)
and gij ∈ {0, 1, · · · , q} is a measure of the channel
strength. The shift matrices capture the attenuation
effect of the signal caused by the channel gain by
performing a shift on the p-ary representation of the
input and ignoring the levels below the average noise
level. The superposition of signals is now modeled by
finite field additions in Fp. The received signal at any
node can be written along the lines of (1) as,
yj [m] =
∑
i∈Nj
Sijxi [m] . (3)
This deterministic model was first proposed in
the context of a compound point to point channel
where it was successfully used to construct codes that
universally achieve the diversity-multiplexing tradeoff
over any fading channel [11] (see also Chapter 9 of
[12]). While this application handled the broadcast
nature of the wireless medium, it has been applied
more recently to handle the interference aspect of
the wireless medium. Specifically: the single source
unicast and multicast problem [2], the many-to-one
and one-to-many interference channels [3], and a relay-
interference network [8]. Formal connections between
the deterministic model and the corresponding Gaus-
sian model have been explored in [11] (see also Exer-
cise 9.15 and 9.16 in [12]) and in [4].
In this paper, we are interested in the relationship
between a communication network and its reciprocal.
We define the reciprocal of a network as the network
obtained by reversing the direction of the edges and
swapping the roles of the source and destination nodes.
To give two examples:
• the many-to-one and the one-to-many interference
channels in [3] are reciprocals of each other; and
• the interference channel with transmitter cooper-
ation and the interference channel with receiver
cooperation in [9] are reciprocals of each other.
In both these papers, a curious fact was pointed out: the
capacity of the network and its reciprocal are the same.
Motivated by these facts, in this paper we investigate
linear deterministic communication network with mul-
tiple unicast flows. Our main result is the following:
Under the class of linear coding schemes, the rates
achievable for a given network and its reciprocal are
the same.
The rest of the paper is organized as follows. In
section II-A the basic problem is setup and the main
theorem on reciprocity is stated. In section II-B, this
theorem is proved for the special case of a layered
network; we show separately how to convert any
linear deterministic network into a layered one, this
is handled in the appendix. Section II-C discusses the
result for some special cases of interest.
II. MAIN RESULTS
A. Linear deterministic network
For us, a linear deterministic communication net-
work, denoted by N , consists of a) a directed graph
G = (V , E), b) channel gain matrix Gij ∈ Fq×qp
associated with every edge (i, j) ∈ E and, c) n unicast
message flows with source-destination nodes denoted
by Sk − Dk and rate Rk, where 1 ≤ k ≤ n. The
corresponding channel model is:
yj [m] =
∑
i∈Nj
Gijxi [m] . (4)
If we restrict the channel matrices to shift matrices, we
obtain the model described in (3). We will call that the
shift linear deterministic network.
We consider communication scheme over T trans-
mission times (symbols). Every message Wk , for 1 ≤
k ≤ n, is a vector of independent symbols of length
wkT , i.e. Wk ∈ FwkTp . The message Wk is available at
the source node Sk and is demanded by the destination
node Dk. The corresponding rate associated with the
message Wk is Rk = wk log p bits. Thus the network
is associated with a rate requirement (R1, . . . , Rm).
At any time instant m, 0 ≤ m ≤ T − 1, a
node j transmits a signal xj [m], which is a func-
tion, f (m)j , of the signals it has received so far
{yj [k] : 0 ≤ k ≤ m− 1} and the source messages
available at that node. If j is a destination node for
the message with index k, it reconstructs an estimate
Wˆk, which is a function, gk, of the received signals
{yj [k] : 0 ≤ k ≤ T − 1}. A communication scheme is
said to be linear coding, if the functions f (m)j and gk
are linear.
We say that a linear deterministic network is solv-
able if there exists a coding scheme such that Wˆk =
Wk. Further if there exists a linear coding scheme, we
say that the network is linearly solvable. This follows
the standard definitions in the (wireline) network cod-
ing literature [5].
Given a network N , its reciprocal is the network
denoted by N ′ and satisfying the following:
• The nodes of N and N ′ are the same.
• The edges of N are N ′ are the same, but their
direction is reversed, i.e., (i, j) ∈ E ⇔ (j, i) ∈ E ′.
• The channel gain matrix associated with the same
edges (but reversed) are transposes of each other,
i.e., G′ji = GTij .
• The n messages in N and N ′ are the same but
the role of the source and destination nodes are
interchanged.
Note that for the shift deterministic network, the re-
ciprocal is no longer a shift deterministic network, but
rather a flipped shift deterministic network, where the
vectors are shifted upwards rather than downwards. We
discuss this separately in section II-C.
We say that a network obeys reciprocity if the
reciprocal of the network in solvable. Further, we say
that a network obeys linear reciprocity if the reciprocal
of the network is linearly solvable. The main result of
this paper is the following theorem.
Theorem 1. Any linear deterministic network which
is linearly solvable obeys linear reciprocity.
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Fig. 1: Layered network.
Note that the above theorem is equivalent to the
statement that the linear deterministic network and
its reciprocal have the same achievable rate region
under the class of linear coding scheme. Our proof is
broken up into two parts: we first prove the result for
the special class of layered networks. Next we show
how, by unfolding over time, any linear deterministic
network can be viewed as layered (without loss of any
generality); this is done in an appendix.
B. Layered linear deterministic network
Consider a (T +1)-layered linear deterministic net-
work illustrated in figure 1. The layers are numbered
0 to T , with the 0th layer comprising of source nodes
and the T th layer comprising of the destination nodes.
The edges only connect nodes from one layer to the
subsequent layer. We consider a layered transmission
scheme over such a network: each node only transmits
once and it does so after it has received signals from
the nodes in the previous layer. Thus the source nodes
transmit at time instant 0. And the destination nodes
eventually make a decision on the estimate of the
message based on what they hear at time instant
T − 1. The concepts of solvable, linearly solvable,
reciprocity and linear reciprocity hold good for the
layered network with the layered transmission scheme
too.
In the appendix we show that any linear determinis-
tic network described in section II-A with a coding
scheme over a block of time T can be unfolded
over time to create a layered network. Further, it is
straightforward to see that the reciprocal of the original
network corresponds to the reciprocal of the layered
network. Thus it suffices to prove theorem 1 for the
layered network only.
Proof of Theorem 1 (Layered networks): Consider a
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Fig. 2: An example of a Layered network with two-
unicast (a); and its reciprocal (b).
linear layered network N , which is solvable by a linear
coding scheme. The linear coding scheme is specified
by a set of linear matrices. The coding matrices at
the source nodes are denoted by Ck ∈ Fq×wkTp , for
k = 1, . . . , n. If j is a source node for a subset of the
messages, Ωj ⊆ {1, . . . , n}, then the signal transmitted
by node j is given by,
xj =
∑
k∈Ωj
CkWk. (5)
The decoding matrices are denoted by Dk ∈ FwkT×qp ,
for k = 1, . . . , n. If j is a destination node for a
subset of the messages, Ωj ⊆ {1, . . . , n}, then the node
reconstructs the messages from the received signal yj
using the decoding matrices,
Wˆk = Dkyj, ∀ k ∈ Ωj . (6)
Any intermediate relay node is associated with relay
coding matrix Fj such that,
xj = Fjyj . (7)
Note that since transmission happens at each node in
the layered network only once, we can conveniently
drop the time index.
The original messages at the source nodes, {Wk}n1 ,
and the reconstructed messages at the destination
nodes,
{
Wˆk
}n
1
, can be related linearly as,
Wˆk =
∑
l
ΓlkWl. (8)
Γlk is the transfer coefficient matrix between the source
node Sl and the destination nodeDk. It can be obtained
by considering any path from the source node to the
destination node, taking the product of the encoding
and the channel matrices as you move along that path
and then summing up this product for all such paths.
In the example of figure 2, the transfer coefficient
matrices for the network N are
Γ11 = D1G35F3G13C1 +D1G45F4G14C1
Γ12 = D2G36F3G13C1 +D2G46F4G14C1
Γ22 = D2G36F3G23C2 +D2G46F4G24C2
Γ21 = D1G35F3G23C2 +D1G45F4G24C2.
Since the network is solvable by this linear scheme,
we must have Wˆk = Wk, ∀ 1 ≤ k ≤ n. Therefore,
the transfer coefficient matrices Γlk must satisfy the
following condition:
Γlk = δlkI. (9)
Similarly, we can now consider the reciprocal net-
work with the linear coding scheme parameterized by
some coding matrices C′k , decoding matrices D′k and
relay coding matrices F ′j . The transmitted messages
Wk and the reconstructed version Wˆk can again be
linearly related by the matrices Γ′lk. In the example
of figure 2, the transfer coefficient matrices for the
reciprocal network N ′ are
Γ′11 = D
′
1G
T
13F
′
3G
T
35C
′
1 +D
′
1G
T
14F
′
4G
T
45C
′
1
Γ′12 = D
′
2G
T
23F
′
3G
T
35C
′
1 +D
′
2G
T
24F
′
4G
T
45C
′
1
Γ′22 = D
′
2G
T
23F
′
3G
T
36C
′
2 +D
′
2G
T
24F
′
4G
T
46C
′
2
Γ′21 = D
′
1G
T
13F
′
3G
T
36C
′
2 +D
′
1G
T
14F
′
4G
T
46C
′
2.
Note that we have used the fact that G′ji = GTij . If we
let,
C′k = D
T
k , ∀ 1 ≤ k ≤ n,
D′k = C
T
k , ∀ 1 ≤ k ≤ n,
and F ′j = FTj ,
then we can see that Γ′lk = ΓTkl. Finally, from (9), it
follows that
Γ′lk = δlkI. (10)
Therefore, the reciprocal network N ′ is linearly solv-
able and hence the network N obeys linear reciprocity.
✷
C. Some special cases
As mentioned earlier the general linear deterministic
model of section II-A captures two important special
cases: the noiseless wireline networks and the shift lin-
ear deterministic networks, which models the wireless
networks.
Noiseless wireline networks: Noiseless wireline net-
works have been extensively studied in network coding
literature [6] [7]. They are characterized by orthogonal
communication links, so that they are free of both
features, interference and broadcast, present in wireless
networks. Our model captures the wireline networks
as a special case obtained by choosing the channel
gain matrices Gij such that the incoming and outgoing
links become orthogonal. The linear reciprocity result
of theorem 1, specialized to the wireline networks, is
already known [10]. The term reversibility is used in
network coding literature instead of reciprocity.
Shift linear deterministic networks: In section I we
introduced the linear deterministic network with the
channel gain matrices being shift matrices Sij =
S(q−gij). We saw that the shift matrix shifts a vec-
tor of length q downwards by q − gij levels and
hence gij represents the strength of the channel. Basic
electromagnetic principles suggest that physical media
are reciprocal, i.e. the communication link (channel)
behaves the same way in both the forward and the re-
verse direction. Therefore in the reciprocal network, we
should expect the channel gain matrix to be the same.
However, in section II-A we defined the reciprocal of
the network by taking the transpose of the channel
gain matrices. The transpose of the shift matrix Sij
shifts the vector of length q by q − gij but instead
of downwards this shift is upwards. An important
observation here, is the following: the transpose of the
shift matrix can be interpreted as a flipping of all the
signal vectors.
More formally: consider the physical reciprocal net-
work with the same channel gain matrix Sij on each
edge as the original network. Given any coding scheme
for this reciprocal network, we modify it as follows.
Every node flips its vector before transmitting and
flips the vector it receives before coding. The flipping
operation is denoted by left-multiplying the vector with
the matrix J , where
J =


0 · · · 0 0 1
0 · · · 0 1 0
0 · · · 1 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · 0


q×q
. (11)
These matrices can be then “absorbed” into the channel
matrix Sij to give the effective channel matrix JSijJ .
We readily see that JSijJ is same as STij . In the
context of the reciprocal network, the actually encoding
matrices for the physical reciprocal network should be
JC′kJ, JD
′
kJ and JFjJ .
APPENDIX
Layering Networks: We show that any linear determin-
istic network with a coding scheme (not necessarily
linear) over T time instants can be unfolded over time
to get an equivalent T + 1 layered network with a
layered coding scheme. While the idea is similar to the
one presented in [1], our situation is more general since
we allow for coding schemes with arbitrary memory.
We unfold the network to T + 1 stages such that the
mth-stage is representing what happens in the network
during the mth time duration. Every node ν in the
unlayered network appears at stage 1 ≤ m ≤ T + 1
in the unfolded network as ν[m]. If there is an edge
connecting node νi to node νj with channel gain matrix
Gij ∈ Fq×qp in the unlayered network then there is an
edge connecting the nodes νi[m] to node νj [m+1] in
the layered network with channel gain matrix given by
Gˆij ∈ F
q(T+2)×q(T+2)
p , where
Gˆij =


0 0 0
0 0 0
Gij 0 0

 . (12)
Note that if Gij is a shift matrix then so is Gˆij . Further,
every node ν[m] is connected to its next instance ν[m+
1] by a link with channel gain Iq(T+2)×q(T+2). Figure
3 illustrates a simple example of a network and the
corresponding layered network.
We first show that any coding scheme for the unlay-
ered network can be used to construct a layered coding
scheme for the layered network. If xνj [m] ∈ Fqp is
the vector transmitted by the node νj in the unlayered
network, then the vector transmitted by the node νj [m]
is xˆνj [m] ∈ F
q(T+2)
p and is given by,
xˆνj [m] =


xνj [m]
sνj [m− 1]
0q×1

 , (13)
where sνj [m − 1] represents the state of the node νj
at time instant m− 1 in the unlayered network and is
the stack of all received vectors at node νj until that
time instant. Note that the received vector at a node
νj [m+ 1] in the layered network is
yˆνj [m+1] =


xνj [m]
sνj [m− 1]
yνj [m]

 . (14)
It is essentially all the information at node νj till time
instant m. Thus any coding function for the node νj
at time instant m + 1 can be converted to a coding
function for node νj [m+ 1].
Conversely, for any scheme on the layered network,
the corresponding scheme on the unlayered network is
given by,
xνj [m] =
(
xˆνj [m][1] . . . xˆνj [m][q]
)T
, (15)
i.e. xνj [m] is the top q-part of the xˆνj [m]. It is easy
to see that xνj [m] can be written as a function of the
previous received vectors and the source messages, if
any, at that node.
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Fig. 3: Layering a network by unfolding over time.
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