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 In this paper, an enhanced stochastic optimization algorithm based on 
the basic Particle Swarm Optimization (PSO) algorithm is proposed. 
The basic PSO algorithm is built on the activities of the social feeding of 
some animals.   Its parameters may influence the solution considerably. 
Moreover, it has a couple of weaknesses, for example, convergence speed 
and premature convergence. As a way out of the shortcomings of the basic 
PSO, several enhanced methods for updating the velocity such as 
Exponential Decay Inertia Weight (EDIW) are proposed in this work to 
construct an Enhanced PSO (EPSO) algorithm. The suggested algorithm is 
numerically simulated established on five benchmark functions with regards 
to the basic PSO approaches. The performance of the EPSO algorithm is 
analyzed and discussed based on the test results. 
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1. INTRODUCTION 
In recent decades, search algorithms based on stochastic have been broadly exploited to find 
solutions for practical problems that are optimal. These algorithms have an opportunity of discovering 
the optimal global solution as compared to the gradient-based algorithms. The PSO is the modern stochastic 
algorithm. Initially, this algorithm was introduced in 1995 [1]. The general idea is to mimic the behavior of 
species such as fishes, birds or bees lookout for food. Exchanging information is required for making all 
the particles in a swarm move in the direction of single target stochastically and independently. Different 
paths are explored by distinct particles, which allow them to discover a wide range of searching space and 
extended the possibility of obtaining a solution, which is globally optimal. The main advantage of the PSO 
algorithm as compared to the Genetic Algorithm (GA) is that the programming of the PSO algorithm does 
not require any encoding /decoding procedures. The searching for a Global Optimal Solution (GOS) may 
affect by Incorrect selection of some of the PSO algorithm parameters [1].  
The basic PSO algorithm experiences premature convergence due to the rapid dropping of  
diversity [2]. In addition, it suffers from a low speed of convergence, particularly on the complicated  
problem [3]. For these reasons, several modifications were previously considered to improve the performance 
of the basic PSO. In [2], a diversity enhancing procedure and search strategies in the neighborhood were 
engaged. In [4], the improved PSO was founded on back-Propagation neural network. In [3], an adaptive 
mutation was utilized. In [5], a segmentation PSO (SePSO) approach was proposed, in which 
the segmentation is utilized to obtain the global and local optimal solution. In [6], a Dynamic Objective 
Function Environment was purposed based on improved PSO to increase the capability to a quick reaction to 
the environment change. In [7], two enhanced PSO develops were propose, which founded on functional 
constriction factor and functional inertia weight. In [4], the basic PSO velocity formula was split into two 
parts and the two learning factors were upgraded. In [8], a mutation operator based on isotropic Gaussian is 
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utilized to enhance the PSO algorithm. In [4], the theory of Evolutionary Game was utilized to improve 
the PSO algorithm.  
In a field of engineering, the PSO algorithm was utilized extensively [9]. A load frequency control 
system based on PSO-fuzzy logic approach was proposed in [10]. A model identification of governor-turbine 
for a single power plant by using SePSO algorithm was proposed in [5]. Improved PSO was utilized in 
different techniques for image processing [11]. Finally, a survey of PSO algorithm applications in antenna 
circuit was reported in [12].  
In this paper, the proposed PSO algorithm is constructed by allowing the parameters of the basic 
algorithm to be adopted depending on the iteration variable.  Moreover, some of the particles' positions in a 
swarm are updated based on bounded random fashion. These modifications are suggested for the purpose that 
the particles diversity is increased in a swarm for increasing the opportunity of obtaining the GOS. 
Endure of the paper is organized in the following: the PSO is a brief discussion in Section 2. 
The approach of the proposed EPSO will be designated in Section 3. The test functions, setting of 
the parameters and outcomes will be established in Section 4. Lastly, in Section 5 the conclusions are 
illustrated. 
 
 
2. THE BASIC PSO 
In basic PSO, a problem of optimization leans to obtain a set of parameter 𝑥 =  (𝑥1, 𝑥2, … , 𝑥𝑚)
𝑡 of 
dimension 𝑚 variables i.e. 
 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓(𝑥) 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑥𝑖
𝐿 ≤ 𝑥𝑖 ≤ 𝑥𝑖
𝑈, 𝑖 = 1,2, … , 𝑚                           (1) 
 
Algorithm 1 offerings the procedure of basic PSO. In PSO logarithm, each 𝑖𝑡ℎ particle in a swarm of 
𝑛  particles moving in a space of 𝑑-dimension is characterized by its position and velocity that are labeled as 
𝑋𝑖 = (𝑥𝑖1, 𝑥𝑖2 , , … . , 𝑥𝑖𝑑)
𝑇and 𝑉𝑖 = (𝑣𝑖1 , 𝑣𝑖2, , … . , 𝑣𝑖𝑑)
𝑇, respectively. In the original PSO algorithm, the 
update law of the particles' velocity and position are described as [1, 13]. 
  
𝑉𝑖
𝑡+1 = 𝑉𝑖
𝑡 +  𝑐1𝑟1(𝑥𝑝𝑏𝑒𝑠𝑡 − 𝑋𝑖
𝑡) + 𝑐2𝑟2(𝑥𝑔𝑏𝑒𝑠𝑡 − 𝑋𝑖
𝑡)                                (2) 
 
𝑋𝑖
𝑡+1 = 𝑋𝑖
𝑡 + 𝑉𝑖
𝑡+1                                                                                        (3) 
 
where  𝑐1 is the  cognitive acceleration coefficient, and 𝑐2 is the social acceleration coefficient, 𝑟1 and 𝑟2 are 
the random values between [0, 1], 𝑥𝑝𝑏𝑒𝑠𝑡  is the personal best of the particle and 𝑥𝑔𝑏𝑒𝑠𝑡  is the global best of the 
particle. 𝑋𝑖
𝑡 is the current position of 𝑖𝑡ℎ particle at iterationa 𝑡. 𝑉𝑖
𝑡 is the velocity of 𝑖𝑡ℎ particle at iteration 𝑡.  
Ma oreover, to prevent premature convergence an inertia weighting factor was added to (1). The modified 
updating law of the velocity (2) was suggested as [13]. 
 
𝑉𝑖
𝑡+1 =  𝜔𝑉𝑖
𝑡 + 𝑐1𝑟1(𝑥𝑝𝑏𝑒𝑠𝑡 − 𝑋𝑖
𝑡) + 𝑐2𝑟2(𝑥𝑔𝑏𝑒𝑠𝑡 − 𝑋𝑖
𝑡)                         (4) 
 
where 𝜔is the inertia weight. 
 
Algorithm 1 (PSO algorithm) 
Step 1.1: Initialize population with random position and velocity vectors. 
Step 1.2: Evaluation fitness of each particle in (1). 
Step 1.3: Compare each particle's fitness evaluation with the current particle's to obtain 𝑝𝑏𝑒𝑠𝑡. 
Step 1.4: Compare fitness evaluation with the population's overall previous best to obtain 𝑔𝑏𝑒𝑠𝑡. 
Step 1.5: Update (4) and (2). 
Step 1.6: IF NOT the Stopping condition satisfied THEN GOTO Step 2. 
Step 1.7: End 
 
 
3. ENHANCED PARTICLE SWARM OPTIMIZATION (EPSO) 
The proposed EPSO has been developed through two main steps. The first enhancement involves 
the adoption of the basic algorithm parameters 𝜔, 𝑐1, and 𝑐2 through the use of the iteration variable 𝑡 to 
determine the current values of the basic parameters. Modifying (4) to be expressed as: 
 
𝜔𝑡 = 𝜔0exp (−𝜇𝜔
𝑡
𝑡𝑚𝑎𝑥⁄
)                                                                          (5) 
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𝑐1
𝑡 = 𝑐01 (1 + 𝜇𝑐1
𝑡
𝑡𝑚𝑎𝑥⁄
)                                                                             (6) 
 
𝑐2
𝑡 = 𝑐02 (1 + 𝜇𝑐2
𝑡
𝑡𝑚𝑎𝑥⁄
)                                                                             (7) 
 
𝑉𝑖
𝑡+1 =  𝜔𝑡𝑉𝑖
𝑡 + 𝑐1
𝑡𝑟1(𝑥𝑝𝑏𝑒𝑠𝑡 − 𝑋𝑖
𝑡) + 𝑐2
𝑡𝑟2(𝑥𝑔𝑏𝑒𝑠𝑡 − 𝑋𝑖
𝑡)                             (8) 
 
where  𝜔𝑡 is the  current EDIW,  𝑐1
𝑡 is the  current cognitive acceleration coefficient ,𝑐2
𝑡  is the current social 
acceleration coefficient at iteration 𝑡, and 𝑡𝑚𝑎𝑥is the largest time of iterations. The initial values of the 
parameters 𝜔, 𝑐1, and 𝑐2 are 𝜔0, 𝑐01, and  𝑐02 ,respectively. This enhanced algorithm is implement in the aid 
of three parameters which are  𝜇𝜔, 𝜇𝑐1, and  𝜇𝑐2. 
The second enhancement is implemented for the reason that the particles diversity is increased in a 
swarm for increasing the opportunity of result the GAS in which 𝑋𝑖
𝑡 posthe ition of some of the particles in a 
swarm is modified randomly within a certain range according to:  
 
If  𝑟3 > 𝑃𝑟3 THEN 𝑋𝑖
𝑡+1 = 𝑋𝑖
𝑡 + 𝑉𝑖
𝑡+1(1 + 2𝑃𝑉(𝑟4 − 0.5)), 
 
ELSE  𝑋𝑖
𝑡+1 = 𝑋𝑖
𝑡 + 𝑉𝑖
𝑡+1 
 
where  𝑟3 and 𝑟4 are the random values between [0, 1], 𝑃𝑟3 is the percentage of particles covered by velocity 
change and 𝑃𝑉 is the maximum percentage increase in speed the of particles. 
 
 
4. NUMERICAL SIMULATION 
For the purpose of testing the suggested enhanced algorithm, five test functions (Booth function 
(𝑓0), Holder-Table function (𝑓1), McCormick function (𝑓2), McCormick function (𝑓2), Sphere Function (𝑓3), 
Three-Hump Camel Function (𝑓4)) are itemized in Table 1. For the purpose of relating the EPSO with 
basic PSO; all the five test functions are repetitive 1000 times. The Standard Deviation (STD) and Minimum 
Value (MIN) are selected to reveal the algorithms advantages and disadvantages. In this experiment, 
the parameters of the basic PSO and the EPSO are listed in Table 2. The numerical results of applying both 
algorithms of the five test functions are listed in Table 3. The results indicated in Table 3 clearly illustrates 
the superiority of the proposed algorithm to the basic algorithm as a result of the change the value of 
the algorithm parameters based on time and randomly modifying the position of particles. 
 
 
Table 1. The benchmark functions [14, 15] 
Definition Search domain The global minimum 
𝑓0(𝑥) = (𝑥1 + 2𝑥2 − 7)
2 + (2𝑥1 + 𝑥2 − 5)
2 𝑥𝑖 ∈  [−10, 10],
𝑖 =  1,  2. 
𝑓(𝑥∗) = 0,  
𝑥∗ =   (1, 3) 
𝑓1(𝑥) = − |sin(𝑥1) cos(𝑥2) exp (|1 −
√{𝑥12 + 𝑦22}
𝜋
|)| 
𝑥𝑖 ∈  [−10, 10],
𝑖 =  1,  2 
𝑓(𝑥∗) = −19.2085, 
 𝑥∗ =  (±8.05502, ±9.66459) 
𝑓2(𝑥) = sin(𝑥1 + 𝑥2) + (𝑥1 − 𝑥2)
2 − 1.5𝑥1 + 2.5𝑥2 + 1 𝑥1 ∈  [−1.5, 4], 
𝑥2 ∈  [−3, 4] 
𝑓(𝑥∗) = −1.9133,
𝑥∗ = (−0.54719, −1.54719) 
𝑓3(𝑥) = 𝑥1
2 + 𝑥2
2 𝑥𝑖 ∈ [−10,10] ,
𝑖 =  1,  2. 
𝑓(𝑥∗) = 0,  
𝑥∗ = (0,0) 
𝑓4(𝑥) = 2𝑥1
2 − 1.05𝑥1
4 +
𝑥1
6
6
+ 𝑥1𝑥2 + 𝑥2
2 
𝑥𝑖 ∈ [−5,5], 
𝑖 =  1,  2 
𝑓(𝑥∗) = 0, 
 𝑥∗ = (0,0) 
 
 
Table 2. The parameters of both the basic PSO and EPSO 
Algorithm Parameter Value 
PSO 
𝜔 0.5 
𝑐1 0.12 
𝑐2 1.2 
EPSO 
𝜔0 0.5 
𝜇𝜔 1 
𝑡𝑚𝑎𝑥 50 
𝑐01 0.12 
𝜇𝑐1 0.5 
𝑐02 1.2 
𝜇𝑐2 0.5 
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Table 3. The Comparison results 
Function Algorithm STD MIN 
𝑓0 
PSO 18.2114 2.5773 ∗ 10−18 
EPSO 8.9607 2.4550 ∗ 10−27 
𝑓1 
PSO 4.9935 −19.2085 
EPSO 2.4711 −19.2085 
𝑓2 
PSO 0.5522 −1.9132 
EPSO 0.2120 −1.9132 
𝑓3 
PSO 2.8072 6.1199 ∗ 10−19 
EPSO 1.0940 1.3916 ∗ 10−28 
𝑓4 
PSO 28.3077 5.2100 ∗ 10−18 
EPSO 1.6891 2.2693 ∗ 10−29 
 
 
5. CONCLUSION 
The premature is one of the disadvantages of the basic PSO. This problem is solved by proposing 
the EPSO Algorithm. The formula of the velocity and position update are improved.  The ability of the EPSO 
is validated through five benchmark functions and the results were good in function optimization. 
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