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Abstract
In this paper, we study the problem of stochastic
linear bandits with finite action sets. Most of ex-
isting work assume the payoffs are bounded or sub-
Gaussian, which may be violated in some scenarios
such as financial markets. To settle this issue, we
analyze the linear bandits with heavy-tailed pay-
offs, where the payoffs admit finite 1 +  moments
for some  ∈ (0, 1]. Through median of means
and dynamic truncation, we propose two novel al-
gorithms which enjoy a sublinear regret bound of
O˜(d
1
2T
1
1+ ), where d is the dimension of contex-
tual information and T is the time horizon. Mean-
while, we provide an Ω(d

1+T
1
1+ ) lower bound,
which implies our upper bound matches the lower
bound up to polylogarithmic factors in the order of
d and T when  = 1. Finally, we conduct numerical
experiments to demonstrate the effectiveness of our
algorithms and the empirical results strongly sup-
port our theoretical guarantees.
1 Introduction
Bandit online learning is a powerful framework for modeling
various important decision-making scenarios with applica-
tions ranging from medical trials to advertisement placement
to network routing [Bubeck and Cesa-Bianchi, 2012]. In the
basic stochastic multi-arm bandits (MAB) [Robbins, 1952],
a learner repeatedly selects one from K arms to play, and
then observes a payoff drawn from a fixed but unknown dis-
tribution associated with the chosen arm. The learner’s goal
is to maxmize the cumulative payoffs through the trade-off
between exploration and exploitation, i.e., pulling the arms
that may potentially give better outcomes and playing the op-
timal arm in the past [Auer, 2002]. The classic upper con-
fidence bound (UCB) algorithm achieves a regret bound of
O(K log T ) over T iterations andK arms, which matches the
minimax regret up to a logarithmic factor [Lai and Robbins,
1985].
One fundamental limitation of stochastic MAB is that it
ignores the side information (contexts) inherent in the afore-
mentioned real-world applications, such as the user and web-
∗Lijun Zhang is the corresponding author.
page features in advertisement placement [Abe et al., 2003a],
which could guide the decision-making process. To ad-
dress this issue, various algorithms have been developed
to exploit the contexts, based on different structures of the
payoff functions such as Lipschitz [Kleinberg et al., 2008;
Bubeck et al., 2011] or convex [Agarwal et al., 2013; Bubeck
et al., 2015]. Among them, the stochastic linear bandits
(SLB) has received significant research interests [Auer, 2002;
Chu et al., 2011], in which the expected payoff at each round
is assumed to be a linear combination of features in the con-
text vector. More precisely, in each round of SLB, the learner
first observes feature vector xt,a ∈ Rd for each arm a. After
that, he/she selects an arm at and receives payoff rt,at , such
that
E[rt,at |xt,at ] = x>t,atθ∗ (1)
where θ∗ ∈ Rd is a vector of unknown parameters. The met-
ric to measure the learner’s performance is expected regret,
defined as
R(T ) =
T∑
t=1
x>t,a∗t θ∗ −
T∑
t=1
x>t,atθ∗
where a∗t = argmaxa∈{1,2,...,K} x
>
t,aθ∗ and at is the action
chosen by the learner at round t.
While SLB has been explored extensively [Auer, 2002;
Chu et al., 2011; Abbasi-yadkori et al., 2011; Zhang et al.,
2016], most of the previous work assume the payoffs are
bounded or satisfy the sub-Gaussian property. However, in
many real-world scenarios such as financial markets [Cont
and Bouchaud, 2000] and neural oscillations [Roberts et al.,
2015], the payoffs rt,a fluctuate rapidly and do not exhibit
bounded or sub-Gaussian property but satisfy heavy-tailed
distributions [Foss et al., 2013], i. e.,
lim
c→∞P {rt,a − E[rt,a] > c} · e
λc =∞, ∀λ > 0.
There exists a rich body of work on learning with heavy-
tailed distribution [Audibert and Catoni, 2011; Catoni, 2012;
Brownlees et al., 2015; Hsu and Sabato, 2016; Zhang and
Zhou, 2018; Lu et al., 2019], but limited work contributed
to the setting of stochastic linear bandits. Medina and Yang
[2016] is the first to investigate this problem, and develop
two algorithms achieving O˜(dT
2+
2(1+) ) and O˜(
√
dT
1+2
1+3 +
dT
1+
1+3 ) regret bounds respectively under the assumption that
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the distributions have finite moments of order 1 +  for some
 ∈ (0, 1]. Later, Shao et al. [2018] improve these bounds
to O˜(dT
1
1+ ) by developing two more delicate algorithms.
When the variance of payoff is finite (i. e.,  = 1), this bound
becomes O˜(d
√
T ), which is nearly optimal in terms of T .
However, when the number of arms is finite, this upper bound
is sub-optimal as there exists an O(
√
d) gap from the lower
bound Ω(
√
dT ) [Chu et al., 2011]. Thus, an interesting chal-
lenge is to recover the regret of O(
√
dT ) under the heavy-
tailed setting for linear bandits with finite arms.
To the best of our knowledge, this is the first work which
investigates heavy-tailed SLB with finite arms and our contri-
butions are highlighted as follows:
• We propose two novel algorithms to address the heavy-
tailed issue in stochastic linear bandits with finite arms.
One is developed based on median of means, and the
other adopts the truncation technique. Furthermore, we
establish an O˜(d
1
2T
1
1+ ) regret bound for both algo-
rithms.
• We provide an Ω(d 1+T 11+ ) lower bound for heavy-
tailed SLB problem, which matches our upper bound in
terms of the dependence on T . It also implies the de-
pendence on d in our upper bound is optimal up to a
logarithmic term when  = 1.
• We conduct numerical experiments to demonstrate the
performance of our algorithms. Through comparisons
with existing work, our proposed algorithms exhibit im-
provements on heavy-tailed bandit problem.
2 Related Work
In this section, we briefly review the related work on bandit
learning. The p-norm of vector x ∈ Rd is ‖x‖p = (|x1|p +
. . .+ |xd|p)1/p and the `2-norm is denoted as ‖·‖.
2.1 Bandit Learning with Bounded/Sub-Gaussian
Payoffs
The celebrated work of Lai and Robbins [1985] derived a
lower bound of Ω(K log T ) for stochastic MAB, and pro-
posed an algorithm which achieves the lower bound asymp-
totically by making use of the upper confidence bound (UCB)
policies. Auer [2002] studied the problem of stochastic lin-
ear bandits, and developed a basic algorithm named LinRel
to solve this problem. However, he failed to provide a sub-
linear regret for LinRel since the analysis of the algorithm
requires all observed payoffs so far to be independent ran-
dom variables, which may be violated. To resolve this prob-
lem, he turned LinRel to be a subroutine which assumes in-
dependence among the payoffs, and then constructed a mas-
ter algorithm named SupLinRel to ensure the independence.
Theoretical analysis demonstrates that SupLinRel enjoys an
O˜(
√
dT ) regret bound, assuming the number of arms is finite.
Chu et al. [2011] modified LinRel and SupLinRel slightly
to BaseLinUCB and SupLinUCB, which enjoy similar re-
gret bound but less computational cost and easier theoreti-
cal analysis. They also provided an Ω(
√
dT ) lower bound
for SLB. Dani et al. [2008] considered the setting where
the arm set is infinite, and proposed an algorithm named
ConfidenceBall2 which enjoys a regret bound of O˜(d
√
T ).
Later, Abbasi-yadkori et al. [2011] provided a new analysis
of ConfidenceBall2, and improved the worst case bound by a
logarithmic factor.
The main diffculty in bandit problem is the trade-off be-
tween exploitation and exploration. Most of the existing
work take advantage of UCB to settle this issue and adopt
the tool of ridge regression to estimate θ∗ [Auer, 2002;
Chu et al., 2011]. The least square estimator of Chu et al.
[2011] is
θˆt = argmin
θ∈Rd
‖Vtθ − Yt‖2 + ‖θ‖2 (2)
where Vt = [xτ,aτ ]τ∈Ψt ∈ R|Ψt|×d is a matrix of the histor-
ical contexts, Yt = [rτ,aτ ]τ∈Ψt ∈ R|Ψt|×1 is the historical
payoff vector and Ψt ⊆ {1, 2, . . . , t − 1} is a filtered index
set. The confidence interval for arm a at round t is[
x>t,aθˆt − wt,a, x>t,aθˆt + wt,a
]
(3)
where wt,a = (αt + 1)
√
x>t,aAtxt,a, At = Id + V
>
t Vt
and αt = O(
√
ln(TK)). If wt,a is small for all a ∈
{1, 2, . . . ,K}, which means the estimations for coming pay-
offs are accurate enough, the arm with highest upper confi-
dence bound is played to execute exploitation. Otherwise, if
there exists an arm a with wt,a large enough, arm a is played
to explore more information.
2.2 Bandit Learning with Heavy-tailed Payoffs
The classic paper of Bubeck et al. [2013] studied stochas-
tic MAB with heavy-tailed payoffs, and proposed a UCB-
type algorithm which enjoys a logarithmic regret bound, un-
der the assumption that the 1 +  moment of the payoffs
is bounded for some  ∈ (0, 1]. They also constructed a
matching lower bound. Medina and Yang [2016] extended
the analysis to SLB, and developed two algorithms enjoying
O˜(dT
2+
2(1+) ) and O˜(
√
dT
1+2
1+3 + dT
1+
1+3 ) regret bounds re-
spectively. In a subsequent work, Shao et al. [2018] con-
structed an Ω(dT
1
1+ ) lower bound for SLB with heavy-tailed
payoffs, assuming the arm set is infinite, and developed algo-
rithms with matching upper bounds in terms of T .
An intuitive explanation for heavy-tailed distribution is that
extreme values are presented with high probability. One strat-
egy tackling the heavy-tailed problem is median of means
[Hsu and Sabato, 2016], whose basic idea is to divide all
samples drawn from the distribution into several groups, cal-
culate the mean of each group and take the median of these
means. Another strategy is truncation following the line of
research stemmed from Audibert and Catoni [2011], whose
basic idea is to truncate the extreme values. Most of the ex-
isting work for heavy-tailed bandits develop algorithms based
on median of means and truncation [Bubeck et al., 2013;
Medina and Yang, 2016; Shao et al., 2018].
For heavy-tailed SLB algorithms adopting median of
means, it is common to play the chosen arm multiple times
and get r payoffs {rjt,at}rj=1 at each round. Different “means”
is considered in existing work [Medina and Yang, 2016;
Shao et al., 2018]. The algorithm MoM [Medina and Yang,
2016] takes the median of {rjt,at}rj=1 to conduct least square
estimation by one time and the subsequent algorithm MENU
[Shao et al., 2018] adopts the median of means of least square
estimations. More precisely, for j = 1, 2, . . . , r, the j-th esti-
mator in MENU is
θ˜jt = argmin
θ∈Rd
‖V˜tθ − Y˜ jt ‖2 + ‖θ‖2
where V˜t = [xτ,aτ ]
t−1
τ=1 ∈ R(t−1)×d and Y˜ jt = [rjτ ]t−1τ=1 ∈
R(t−1)×1. After that, the median of means of least square
estimations is
mj = median of
{
‖θ˜jt − θ˜st ‖A˜t : s = 1, . . . , r
}
where ‖x‖A˜t =
√
x>A˜tx for x ∈ Rd and A˜t = Id + V˜ >t V˜t.
Then MENU selects the estimator
θ˜k∗t where k∗ = argmin
j∈{1,2,...,r}
{mj} (4)
to predict the payoffs for all arms.
For heavy-tailed SLB algorithms adopting truncation, the
essential difference between existing work is the term cho-
sen to be truncated. The algorithm based on Confidence
Region with Truncation (CRT) [Medina and Yang, 2016]
conducts truncation on payoffs |rt,at | such that r˜t,at =
rt,at1|rt,at |≤ηt for ηt = t
1
2(1+) and obtains the least square
estimator through truncated payoffs r˜t,at . An improved algo-
rithm TOFU [Shao et al., 2018] truncates the term |uiτrτ,aτ |.
More precisely, let [u1, . . . , ud] = A˜−1/2t V˜
>
t and u
i =
[ui1, u
i
2, . . . , u
i
t−1] for i = 1, 2, . . . , d. The truncation is oper-
ated as
Y¯ it = [r1,a11|ui1r1,a1 |≤bt , . . . , rt−1,at−11|uit−1rt−1,at−1 |≤bt ]
where bt = O(t
1−
2(1+) ) and 1{·} is the indicator function.
Then the estimator of TOFU is
θ˜′t = A˜
−1/2
t [u
1 · Y¯ 1t , . . . , ud · Y¯ dt ] (5)
such that ui · Y¯ it =
∑t−1
τ=1 u
i
τrτ,aτ1|uiτrτ,aτ |≤bt for i =
1, 2, . . . , d.
3 Algorithms
In this section, we demonstrate two novel bandit algorithms
based on median of means and truncation respectively and
illustrate their theoretical guarantees. The detailed proof is
provided in supplementary material due to the limitation of
space.
Without loss of generality, we assume feature vectors and
target coefficients are contained in the unit ball, that is
‖xt,a‖ ≤ 1, ‖θ∗‖ ≤ 1.
Following the work of Chu et al. [2011], each of our two orig-
inal algorithms is divided into basic and master algorithms.
The main role of basic algorithms is providing confidence in-
tervals via filtered historical informations, and master algo-
rithm is responsible for ensuring the payoffs’ independence.
3.1 Basic Algorithms
In the conventional setting where the stochastic payoffs are
distributed in [0, 1], Chu et al. [2011] ultilized the Azuma-
Hoeffing’s inequality to get the narrow confidence interval
(3). Here, we consider the heavy-tailed setting, i. e., for some
 ∈ (0, 1], there exists a constant v > 0, such that
E
[|rt,at − E[rt,at ]|1+] ≤ v. (6)
Note that in this case, Azuma-Hoeffing’s inequality is unap-
plicable as the bounded assumption is violated. The estima-
tor (2) and confidence interval (3) are not suitable for heavy-
tailed setting. Therefore, the challenge is how to establish a
robust estimator associated with proper confidence intervals.
The existing work estimate the payoffs for all arms with a
single estimator at each round [Auer, 2002; Chu et al., 2011;
Medina and Yang, 2016; Shao et al., 2018], while the expeted
payoff E[rt,a] depends not only on θ∗ but also on the contexts
xt,a. Thus an intuitive conjecture is that it’s better to take esti-
mators adaptive to arms’ contexts, and the following example
confirms such conjecture.
Example 1. We assume θ∗ = [0.5, 0.5], the contextual infor-
mation is xt,1 = [1, 0] for arm 1 and xt,2 = [0, 1] for arm 2. If
we have two estimator θˆ1t = [0.5, 0] and θˆ
2
t = [0, 0.5], it’s ob-
vious that θˆ1t is a better estimator for xt,1 as x
>
t,1θˆ
1
t = x
>
t,1θ∗
and θˆ2t is better for xt,2.
The above example encourages us to design estimators
adaptive to contexts.
Median of Means
We first present the basic algorithm through median of means
(BMM) to get confidence intervals for coming payoffs. The
complete procedure is provided in Algorithm 1.
To adopt median of means in bandit learning, we play
the chosen arm r times and obtain r sequences of payoffs.
After that, BMM executes least square estimation for each
sequence of payoffs and gets r estimators (Step 1-3). For
j = 1, 2, . . . , r,
θˆjt = argmin
θ∈Rd
‖Vtθ − Y jt ‖2 + ‖θ‖2 (7)
where Vt = [xτ,aτ ]τ∈Ψt ∈ R|Ψt|×d is a matrix of the histori-
cal contexts, Y jt = [r
j
τ,aτ ]τ∈Ψt is the historical payoff vector
and Ψt ⊆ {1, 2, . . . , t−1} is an index set filtered by the mas-
ter algorithm. Then, BMM selects an adaptive estimator θˆt,a
for each arm a by taking the estimated payoffs as “means”
(Step 6). More specifically, the estimator for arm a at current
round is θˆt,a ∈ {θˆjt}rj=1 such that
x>t,aθˆt,a = median of {x>t,aθˆjt}rj=1. (8)
By ulilizing median of means, BMM constructs a reliable
confidence interval for the expected payoff (Step 6-7), which
is [
x>t,aθˆt,a − wt,a, x>t,aθˆt,a + wt,a
]
(9)
where wt,a = (αt + 1)
√
x>t,aAtxt,a, At = Id + V
>
t Vt and
αt = O(t
1−
2(1+) ).
Algorithm 1 Basic algorithm through Median of Means
(BMM)
Input: αt ∈ R+, r ∈ N,Ψt ⊆ {1, 2, . . . , t− 1}
Output: rˆt,a, wt,a, a = 1, 2, . . . ,K
1: At ← Id +
∑
τ∈Ψt xτ,aτx
>
τ,aτ
2: bjt ←
∑
τ∈Ψt r
j
τ,aτxτ,aτ , r
j
τ,aτ is the j-th payoff of play-
ing the arm aτ in round τ , j = 1, 2, . . . , r
3: θˆjt ← A−1t bjt , j = 1, 2, . . . , r
4: Observe K arm features, xt,1, xt,2, . . . , xt,K ∈ Rd
5: for a = 1, 2, . . . ,K do
6: rˆt,a ← x>t,aθˆt,a, where x>t,aθˆt,a is the median of
{x>t,aθˆjt}rj=1
7: wt,a ← (αt + 1)
√
x>t,aA
−1
t xt,a
8: end for
When compared with existing algorithms, the main dif-
ference lies in how to combine median of means with least
square estimation. As we introduced in related work, MoM
of Medina and Yang [2016] and MENU of Shao et al. [2018]
take payoffs and the distance between different estimators
as “means” respectively, while BMM takes estimated pay-
offs (8) as “means” and predicts coming payoffs with esti-
mators adaptive to contexts. The theoretical guarantee for
our estimators is displayed as follows. The payoffs’ indepen-
dence for filtered set Ψt is ensured by the master algorithm
SupBMM and we will present it later.
Proposition 1. For fixed feature vectors xτ,aτ with τ ∈ Ψt
in BMM, the payoffs {rjτ,aτ }τ∈Ψt , j = 1, 2, . . . , r are inde-
pendent random variables which satisfy (1) and (1). Then, if
αt = (12v)
1
1+ t
1−
2(1+) and r =
⌈
8 ln 2KT lnTδ
⌉
, with proba-
bility at least 1− δ/T , for any a ∈ {1, 2, . . . ,K}, we have
|rˆt,a − x>t,aθ∗| ≤ (αt + 1)
√
x>t,aA
−1
t xt,a.
Remark. The confidence interval of BMM depends on the
1 +  central moment of the payoff distribution, which is con-
structed at the cost of r times to play the chosen arm. When
the payoffs admit a finite variance, i.e.,  = 1, our algorithm
utilizes tighter confidence intervals with αt =
√
12v, in con-
trast, Chu et al. [2011] constructed confidence intervals with
αt = O(
√
ln(TK)).
Truncation
In this section, we develop the basic algorithm through
truncation (BTC) to get confidence intervals for coming pay-
offs. The complete procedure is provided in Algorithm 2.
For heavy-tailed SLB algorithms adopting truncation, the
key point is how to combine the least square estimation with
truncation. The existing least square estimator (2) without
truncation does not take use of current epoch’s contexts xt,a,
while Example 1 encourages us to consider adaptive estima-
tor. The estimated payoff of Chu et al. [2011] is a linear
combination of historical payoffs, i. e.,
x>t,aA
−1
t V
>
t Yt =
∑
τ∈Ψt
βτrτ,aτ
Algorithm 2 Basic algorithm through Truncation (BTC)
Input: αt ∈ R+, Ψt ⊆ {1, 2, . . . , t− 1}
Output: rˆt,a, wt,a, a = 1, 2, . . . ,K
1: At ← Id +
∑
τ∈Ψt xτ,aτx
>
τ,aτ
2: Vt ← [xτ,aτ ]τ∈Ψt
3: Observe K arm features, xt,1, xt,2, . . . , xt,K ∈ Rd
4: for a = 1, 2, . . . ,K do
5: [βτ1 , βτ2 , . . . , βτ|Ψt| ]← x>t,aA−1t V >t
6: ht,a ← ‖x>t,aA−1t V >t ‖1+
7: Ŷt,a ← [rˆτ,aτ ]τ∈Ψt where rˆτ,aτ =
rτ,aτ1|βτrτ,aτ |≤ht,a
8: θˆt,a ← A−1t V >t Ŷt,a
9: rˆt,a ← x>t,aθˆt,a
10: wt,a ← (αt + 1)
√
x>t,aA
−1
t xt,a
11: end for
where x>t,aA
−1
t V
>
t = [βτ ]τ∈Ψt ∈ R1×|Ψt| depending on
contexts. For the sake of designing an estimator adaptive to
contexts, BTC truncates term βτrτ,aτ (Step 7) and obtains
estimated payoff,
x>t,aA
−1
t V
>
t Ŷt =
∑
τ∈Ψt
βτrτ,aτ1|βτrτ,aτ |≤ht,a (10)
where Ŷt =
[
rτ,aτ1|βτrτ,aτ |≤ht,a
]
τ∈Ψt and ht,a is the trunca-
tion criterion. We set ht,a = ‖x>t,aA−1t V >t ‖1+, and the con-
fidence interval for the adaptive estimator θˆt,a = A−1t V
>
t Ŷt
is [
x>t,aθˆt,a − wt,a, x>t,aθˆt,a + wt,a
]
(11)
where wt,a = (αt + 1)
√
x>t,aA
−1
t xt,a and αt =
O(ln(TK)t
1−
2(1+) ) (Step 9-10).
When compared with existing work, the main difference
lies in the term chosen to be truncated. CRT of Medina and
Yang [2016] truncates the payoff rt,at and TOFU of Shao
et al. [2018] truncates the term uiτrτ,aτ as we mentioned in
related work. Since rt,at and u
i
τrτ,aτ do not depend on cur-
rent epoch’s contexts, the estimators of CRT and TOFU are
not adaptive. BTC develops an adaptive estimator θˆt,a by
performing least square estimation with the truncated term
βτrτ,aτ . Whether the confidence interval (11) is true is the
main difficulty in the analysis of estimator θˆt,a because trun-
cation results in a bias.
BTC requires that for some  ∈ (0, 1], the 1+ raw moment
of the payoffs is bounded, i. e., there is a constant v > 0, the
payoffs admit
E
[|rt,at |1+] ≤ v. (12)
Proposition 2. For fixed feature vectors xτ,aτ with τ ∈
Ψt in BTC, the payoffs {rτ,aτ }τ∈Ψt are independent ran-
dom variables which satisfy (1) and (12). If αt =(
2
3 ln
2TK lnT
δ +
√
2 ln 2TK lnTδ v + v
)
t
1−
2(1+) , then with
probability at least 1− δ/T, ∀a ∈ {1, 2, . . . ,K}, we have
|rˆt,a − x>t,aθ∗| ≤ (αt + 1)
√
x>t,aA
−1
t xt,a.
Remark. The above proposition indicates that the confi-
dence interval (11) provided by BTC is true wih high prob-
ability. BTC is less expensive when compared with TOFU
of Shao et al. [2018] as A−1t V
>
t can be computed online by
the Sherman-Morrison formula [Golub and Van Loan, 1996]
while A˜−1/2t of TOFU can not. As we mentioned in related
work, TOFU has to store both historical contextual matrix V˜t
and historical payoffs {rτ,aτ }t−1τ=1, while BTC only needs to
store historical payoffs.
3.2 Master Algorithm
In this section, we demonstrate the master algorithm to settle
the independence issue and establish its theoretical gurantees.
The master algorithm is adapted from SupLinUCB [Chu et
al., 2011] and the complete procedure is summarized in Al-
gorithm 3.
The master algorithm is responsible for ensuring the pay-
offs’ independence in Ψt as well as achieving the trade-off
between exploitation and exploration through the confidence
intervals provided by basic algorithms. At round t, the algo-
rithm screens the candidate arms through S stages until an
arm is chosen. The algorithm chooses an arm either when the
expected payoff is close to the optimal one or when the con-
fidence interval’s width is large. More precisely, we consider
three situations at each stage.
If the estimation payoffs of all arms are accurate enough,
which means the confidence level is up to 1/
√
T (Step 8), we
do not need to do exploration and choose the arm maxmizing
the upper confidence bound. Otherwise, we notice that the
width of confidence interval at stage s is supposed to be 2−s.
If wst,at > 2
−s for some at ∈ Aˆs (Step 11), we play it to
take more exploration on this arm. The last situation is that
we can not decide which arm to choose at current stage (Step
13), and only those arms which are sufficiently close to the
optimal arm are filtered to the next stage (Step 14). When the
width of all confidence intervals is at most 2−s and the arm a
satisfies rˆst,a +w
s
t,a < rˆ
s
t,a′ +w
s
t,a′ − 21−s for some a′ ∈ Aˆs,
then the arm a cannot be optimal and does not pass to the
next stage. The master algorithms taking BMM and BTC as
subroutines are called SupBMM and SupBTC, respectively.
For the independence, we notice that the updation of Ψst is
associated with the historical trails in set
⋃
σ<s Ψ
σ
t and w
s
t,a,
while wst,a only depends on contexts xt,a and xτ,aτ with τ ∈
Ψst . Thus the payoffs rτ,aτ are independent random variables
for any fixed sequence of xτ,aτ with τ ∈ Ψst . Proposition 1
and Proposition 2 are established with payoffs’ independence,
which leads to the regret bounds of SupBMM and SupBTC.
Theorem 1. Assume all payoffs admit (1) and (1). Let r =⌈
8 ln 2KT lnTδ
⌉
, for any δ ∈ (0, 1), with probability at least
1− δ, the regret of SupBMM satisfies
R(T ) ≤120
(
1 + (12v)
1
1+
)
lnT
√
2d ln
2KT lnT
δ
T
1
1+
+ 5
√
2T ln
2KT lnT
δ
.
Algorithm 3 Master Algorithm (SupBMM and SupBTC)
Input: T ∈ N
1: S ← blnT c
2: Ψs1 ← ∅ for all s ∈ {1, 2, . . . , S}
3: for t = 1, 2, . . . , T do
4: s← 1, Aˆ1 ← {1, 2, . . . ,K}
5: repeat
6: SupBMM: Use BMM with Ψst to calculate the
width wst,a and upper confidence bound rˆ
s
t,a + w
s
t,a for
every a ∈ Aˆs
7: SupBTC: Use BTC with Ψst to calculate the
width wst,a and upper confidence bound rˆ
s
t,a + w
s
t,a for
every a ∈ Aˆs
8: if wst,a ≤ 1/
√
T ∀a ∈ Aˆs then
9: Choose at = argmaxa∈Aˆs(rˆ
s
t,a + w
s
t,a)
10: Keep the same index sets at all levels:
Ψs
′
t+1 ← Ψs
′
t ∀s′ ∈ {1, 2, . . . , S}
11: else if wst,at > 2
−s for some at ∈ Aˆs then
12: Choose this arm at and update the index sets
at all levels:
Ψs
′
t+1 ←
{
Ψs
′
t ∪ {t} if s′ = s
Ψs
′
t otherwise
13: else wst,a ≤ 2−s ∀a ∈ Aˆs
14: Aˆs+1 ← {a ∈ Aˆs|rˆst,a + wst,a ≥
maxa′∈Aˆs(rˆ
s
t,a′ + w
s
t,a′)− 21−s}
15: s← s+ 1
16: end if
17: until an arm at is found.
18: SupBMM: Play at r times and observe payoffs
r1t,at , r
2
t,at , . . . , r
r
t,at
19: SupBTC: Play at and observe payoff rt,at
20: end for
Remark. We achieve a regret bound of order O˜(d 12T
1
1+ ).
For  = 1, it reduces to an O˜(
√
dT ) bound, which implies
that we get the same order as bounded payoffs assumption in
terms of both d and T [Chu et al., 2011]. We point out that
for any random variable X ,
E[|X − EX|1 ] ≤ (E[|X − EX|2 ])
1
2
where 1, 2 ∈ R+ and 1 ≤ 2. Therefore, our upper bound
O˜(
√
dT ) also holds for the payoffs with finite higher order
( > 1) central moments, and matches the lower bound of
bounded payoffs up to some polylogarithmic factors.
Theorem 2. Assume all payoffs admit (1) and (12). For any
δ ∈ (0, 1), with probability at least 1−δ, the regret of SupBTC
satisfies
R(T ) ≤2
√
T + 40 lnT
√
dT + 40
(
2
3
ln
2TK lnT
δ
+√
2 ln
2TK lnT
δ
v + v
)
lnT
√
dT
1
1+ .
Remark. The above theorem assumes a finite 1 +  raw mo-
ment of payoffs and achieves a regret bound of the same order
O˜(d
1
2T
1
1+ ) as Theorem 1, while Theorem 1 depends on the
1 +  central moments of payoffs. Shao et al. [2018] pro-
posed the algorithms achieving the regret bound O˜(dT
1
1+ ),
so our algorithms have a better dependence on d for finite-
armed SLB with heavy-tailed payoffs.
4 Lower Bound
In this section, we give the lower bound for finite-armed SLB
with heavy-tailed payoffs.
Theorem 3. For any algorithm A with T ≥ K ≥ 4 and
T ≥ (2d) 1+2 , let γ = (K/(T + 2K)) 11+ , there exists a
sequence of feature vectors {xt,a}Tt=1 for a = 1, 2, . . . , T
and a coefficient vector θ∗ such that the payoff for each arm
is in {0, 1/γ} with mean x>t,aθ∗. If d ≥ K, we have
E [R(T )] ≥ 1
32
(d− 1) 1+ T 11+ = O
(
d

1+T
1
1+
)
.
Remark. The above theorem essentially establishes an
Ω(d

1+T
1
1+ ) lower bound associated with d and T for
SLB under the heavy-tailed setting, which matches the upper
bounds of Theorems 1 and 2 in the sense of the polynomial
order on T . To the best of our knowledge, this is the first
lower bound for finite-armed SLB with heavy-tailed payoffs.
5 Analysis
Although our analysis is built based on the results of Auer
[2002], we have further slacken the payoffs to be heavy-tailed
distributions. For the upper bound of SupBTC, the key point
is to deduce a narrow confidence interval with high prob-
ability as we do in Propositions 2. For the lower bound,
we demonstrate a lower bound for the muti-armed bandits
(MAB) with heavy-tailed payoffs first, and then extend it to
stochastic linear bandits (SLB) by a proper design of the con-
textual feature vectors xt,a and coefficient vector θ∗. To begin
with the analysis, we define a new term
ct,a =
√
x>t,aA
−1
t xt,a
for the simplification, and the following assumptions on pay-
offs is needed.
Assumption 1. For some  ∈ (0, 1], there exists a constant
v > 0, such that
E
[
|rjt,at − E[rjt,at ]|1+
]
≤ v
Assumption 2. For fixed feature vectors xτ,aτ with τ ∈ Ψt
in BMM, the payoffs {rjτ,aτ }τ∈Ψt , j = 1, 2, . . . , r are inde-
pendent random variables with E[rjτ,aτ ] = x
T
τ,aτ θ∗.
5.1 Proof of Proposition 1
The latent idea in BMM is median of means and it’s neces-
sary to give a theoretical guarantee for each “mean” first. We
will display such guarantee in Lemma 2 and before this, we
introduce the following tool which can be used to conduct
Lemma 2.
Lemma 1. LetX1, . . . , Xn be independent random variables
with mean E[Xi] = 0, and E[|Xi|1+] ≤ v. Then for some
fixed numbers β1, β2, . . . , βn ∈ R and χ > 0 ,
P
{∣∣∣∣∣
n∑
i=1
βiXi
∣∣∣∣∣ > χ
}
≤2
n∑
i=1
|βi|1+ v
χ1+
+
(
n∑
i=1
|βi|1+ v
χ1+
)2
.
We point out that Lemma 1 is a variant of Chebyshev in-
equality and detailed proof is provided at the end of the anal-
ysis section.
Lemma 2. For fixed feature vectors xτ,aτ with τ ∈ Ψt in
BMM, the payoffs {rjτ,aτ }τ∈Ψt are independent random vari-
ables satisfying Assumptions 1 and 2. For a = 1, 2, . . . ,K
and j = 1, 2, . . . , r, we have
P
{∣∣∣x>t,aA−1t V >t (Y jt − Vtθ∗)∣∣∣ > (12v) 11+ t 1−2(1+) ct,a} ≤ 14 .
Proof First of all, we display a fact,
ct,a =
(
x>t,aA
−1
t xt,a
) 1
2
=
(
x>t,aA
−1
t (Id + V
>
t Vt)A
−1
t xt,a
) 1
2
≥ (x>t,aA−1t V >t VtA−1t xt,a) 12
=‖x>t,aA−1t V >t ‖
≥t −12(1+) ‖x>t,aA−1t V >t ‖1+
(13)
where the last inequality is due to Ho¨lder inequality. For j =
1, 2, . . . , r, it’s easy to verify that
E
[
Y jt − Vtθ∗
]
= 0.
According to Lemma 1, we have
P
{∣∣∣x>t,aA−1t V >t (Y jt − Vtθ∗)∣∣∣ > (12v) 11+ t 1−2(1+) ct,a}
≤‖x
>
t,aA
−1
t V
>
t ‖1+1+
6t
1−
2 c1+t,a
+
(
‖x>t,aA−1t V >t ‖1+1+
12t
1−
2 c1+t,a
)2
≤‖x
>
t,aA
−1
t V
>
t ‖1+1+
4t
1−
2 c1+t,a
.
The fact (21) tells us
P
{∣∣∣x>t,aA−1t V >t (Y jt − Vtθ∗)∣∣∣ > (12v) 11+ t 1−2(1+) ct,a} ≤ 14 .

An intuitive explanation for Lemma 2 is more than a half
of the estimated payoffs for arm a is bounded by the upper
confidence bound in expectation.
Proof of Proposition 1 For a = 1, 2, . . . ,K, we have
rˆt,a − x∗t,a
=x>t,aθˆt,a − x>t,aθ∗
=x>t,aA
−1
t bt,a − x>t,aA−1t (Id + V >t Vt)θ∗
=x>t,aA
−1
t V
>
t Yt,a − x>t,aA−1t (θ∗ + V >t Vtθ∗)
=x>t,aA
−1
t V
>
t (Yt,a − Vtθ∗)− x>t,aA−1t θ∗
(14)
where Yt,a is the payoff vector used to calculate θˆt,a such that
x>t,aA
−1
t V
>
t Yt,a is the median of {x>t,aA−1t V >t Y jt }rj=1. With
‖θ∗‖ ≤ 1, we have
|rˆt,a − x∗t,a| ≤|x>t,aA−1t V >t (Yt,a − Vtθ∗)|
+ ‖A−1t xt,a‖.
(15)
The second term of the right-hand side in inequality (15) is
bounded by the following fact:
‖A−1t xt,a‖2 =
√
x>t,aA
−1
t IdA
−1
t xt,a
≤
√
x>t,aA
−1
t (Id + V
>
t Vt)A
−1
t xt,a
=
√
x>t,aA
−1
t xt,a
=ct,a.
(16)
In order to give a bound on the first term of right-hand side
in inequality (15), we consider the Lemma 2 and the inde-
pendence of samples indexed in Ψt. For j = 1, 2, . . . , r, we
have
P
{∣∣∣x>t,aA−1t V >t (Y jt − Vtθ∗)∣∣∣ > αtct,a} ≤ 14
where αt = (12v)
1
1+ t
1−
2(1+) . We define the random variables
Xj = 1x>t,aA
−1
t V
>
t (Y
j
t −Vtθ∗)>αtct,a
so that pj = P{Xj = 1} ≤ 14 . From the Azuma-Hoeffing’s
inequality [Azuma, 1967],
P

r∑
j=1
Xj ≥ r
2
 ≤P

r∑
j=1
Xj − pj ≥ r
4

≤e−r/8 ≤ δ
2KT
for r =
⌈
8 ln 2KT lnTδ
⌉
. The inequality
∑r
j=1Xj ≥ r2 means
more than half of the terms {Xj}rj=1 is true. Thus, the median
term x>t,aA
−1
t V
>
t Yt,a satisfies
x>t,aA
−1
t V
>
t (Yt,a − Vtθ∗) > αtct,a
with probability at most δ2KT . A similar argument shows that
x>t,aA
−1
t V
>
t (Yt,a−Vtθ∗) < −αtct,a with probability at most
δ
2KT . Therefore, we have
|x>t,aA−1t V >t (Yt,a − Vtθ∗)| < αtct,a
with probability at least 1− δKT .
Now, using a union bound with respect to all arms de-
duces that with probability at least 1 − δ/T , for any a ∈
{1, 2, . . . ,K}, we have
|x>t,aA−1t V >t (Yt,a − Vtθ∗)| < αtct,a. (17)
Combining the inequality (15), inequality (16) and inequality
(17) completes the proof. 
5.2 Proof of Theorem 1
Lemma 3. ([Chu et al., 2011], Lemma 3) With the notations
of BMM and assuming |ΨsT+1| ≥ 2 for s = 1, 2, . . . , S, we
have ∑
t∈ΨsT+1
ct,at ≤ 5
√
d|ΨsT+1| ln |ΨsT+1|.
Lemma 4. ([Auer, 2002], Lemma 14) For each s =
1, 2, . . . , S, t = 1, 2, . . . , T and any fixed sequence of arms
xτ,aτ with τ ∈ Ψst , the payoffs {rτ,aτ }τ∈Ψt are independent
random variables with E[rτ,aτ ] = x
>
τ,aτ θ∗.
Lemma 5. ([Auer, 2002], Lemma 15) With probability 1 −
δS, for any t = 1, 2, . . . , T and s = 1, 2, . . . , S,
|rˆt,a − E[rt,a]| ≤wt,a ∀a ∈ {1, 2, . . . ,K},
a∗t ∈Aˆs and
E[rt,a∗t ]− E[rt,a] ≤23−s ∀a ∈ Aˆs.
Lemma 6. If we set α = (12v)
1
1+T
1−
2(1+) , for all s =
1, 2, . . . , S,
|ΨsT+1| ≤ 5× 2s(1 + α)
√
d|ΨsT+1| ln |ΨsT+1|.
Proof From Lemma 3, we have∑
τ∈ΨsT+1
wsτ,aτ =
∑
τ∈ΨsT+1
(1 + αt)cτ,aτ
≤5(1 + α)
√
d|ΨsT+1| ln |ΨsT+1|.
By the second case of SupBMM (else if case), we get∑
τ∈ΨsT+1
wsτ,aτ ≥ 2−s|ΨsT+1|.
Obviously,
|ΨsT+1| ≤ 5× 2s(1 + α)
√
d|ΨsT+1| ln |ΨsT+1|.
We have finished the proof. 
Lemma 5 provides a more precise description for the arms
in different stages and Lemma 6 tells us |ΨsT+1| can be
bounded by
√
|ΨsT+1| ln |ΨsT+1|, which means |ΨsT+1| can
be successfully bounded by a term with lower order.
Proof of Theorem 1 When the basic algorithm is BMM,
the chosen arm plays r times at each epoch in algorithm
SupBMM. Therefore, we set T0 = bT/rc and the master al-
gorithm plays T0 rounds. From the procedure of SupBMM,
we have ⋃
s∈{1,2,...,S}
ΨsT0+1 ⊂ {1, 2, . . . , T0}.
If we set Ψ0 = {1, 2, . . . , T0} \
⋃
s∈{1,2,...,S}Ψ
s
T0+1
, for any
t ∈ Ψ0,
E[rt,a∗t ]− E[rt,at ] ≤E[rt,a∗t ]− (x>t,a∗t θˆt,a∗t + wt,a∗t )
+ (x>t,at θˆt,at + wt,at)− E[rt,at ]
≤2wt,at ≤
2√
T0
.
From the Lemma 5 and Lemma 6, with probability at least
1− Sδ, where S = blnT0c, we have
R(T0) =
T0∑
t=1
E[rt,a∗t ]− E[rt,at ]
=
∑
t∈Ψ0
(
E[rt,a∗t ]− E[rt,at ]
)
+
S∑
s=1
∑
t∈ΨsT0+1
(
E[rt,a∗t ]− E[rt,at ]
)
≤ 2√
T0
|Ψ0|+
S∑
s=1
8× 2−s|ΨsT0+1|
≤ 2√
T0
|Ψ0|+ 40(1 + α)
S∑
s=1
√
d|ΨsT0+1| ln |ΨsT+1|
≤2
√
T0 + 40(1 + α)
√
Sd
√√√√ S∑
s=1
|ΨsT0+1| ln |ΨsT0+1|
≤2
√
T0 + 40(1 + α) lnT0
√
dT0.
Through the relationship R(T ) = rR(T0), we have
R(T ) ≤ 2
√
Tr + 40(1 + α) lnT0
√
dTr
with probability at least 1− δS.
Replace δ with δ/ lnT and take r = d8 ln 2KT lnTδ e, α =
(12v)
1
1+T
1−
2(1+) into the above inequality, we have
R(T ) ≤5
√
2T ln
2KT lnT
δ
+ 120(1 + α) lnT0
√
2dT ln
2KT lnT
δ
=5
√
2T ln
2KT lnT
δ
+
120
(
1 + (12v)
1
1+
)
lnT
√
2d ln
2KT lnT
δ
T
1
1+
with probability at least 1− δ.
5.3 Proof of Proposition 2
There are some similiar techniques between Propositions 1
and 2 since the goal of BMM and BTC is estimating payoffs
for current epoch. To simplify the proof, the common parts
such as inequalities (14), (15), (16) are omitted and what we
need to bound is the term |x>t,aA−1t V >t (Ŷt − Vtθ∗)|. Without
loss of generality, we assume Ψt = {1, 2, . . . , t− 1} to make
the expression more concise. For a fixed action a in epoch t,
we define
x>t,aA
−1
t V
>
t = [β1, β2, . . . , βt−1] ,
ηˆt = Ŷt,a − Vtθ∗ =
[
ηˆ1t , ηˆ
2
t , . . . , ηˆ
t−1
t
]
.
The main challenge is the bias caused by truncation such
that E[ηˆt] 6= 0 and we deal with it through the inequality
|ηˆit| ≤ |ηˆit − E[ηˆit]|+ |E[ηˆit]|
for i ∈ {1, 2, . . . , t − 1}, so that E[ηˆt − E[ηˆt]] = 0 and
we utilize the Bernstein’s inequality [Seldin et al., 2011] to
obtain a proper confidence interval. For the term E[ηˆit], it is
not a random variable and we relax it by a properly chosen
truncation criterion. More details are displayed as follows.
For any α′t > 0, we have
P
{
|x>t,aA−1t V >t (Ŷt − Vtθ∗)| > α′t
}
=P
{|β1ηˆ1t + . . .+ βt−1ηˆt−1t | > α′t}
≤P{∣∣β1ηˆ1t + . . .+ βt−1ηˆt−1t − E [β1ηˆ1t + . . .+ βt−1ηˆt−1t ]∣∣
+
∣∣E [β1ηˆ1t + . . .+ βt−1ηˆt−1t ]∣∣ > α′t} .
(18)
Inspired by the technique in Medina and Yang [2016], we
have
∣∣E [β1ηˆ1t + . . .+ βt−1ηˆt−1t ]∣∣
=
∣∣∣∣∣
t−1∑
i=1
E
[
βi(ri,ai1|βiri,ai |≤ht,a − x>i,aiθ∗)
]∣∣∣∣∣
≤
t−1∑
i=1
E
[
|βiri,ai |1|βiri,ai |≥ht,a
]
≤
t−1∑
i=1
(
E
[|βiri,ai |1+]) 11+ P {|βiri,ai | > ht,a}1− 11+
≤
t−1∑
i=1
|βi|1+v 11+ v
1− 11+
ht,a
=
t−1∑
i=1
|βi|1+ v
ht,a
= vht,a,
(19)
where ht,a = ‖x>t,aA−1t V >t ‖1+ = (
∑t−1
i=1 |βi|1+)
1
1+ as de-
fined in BTC. The second inequality is derived from Ho¨lder
inequality, the third inequality is derived from Chebyshev in-
equality and Assumption 1. Take (19) into inequality (18),
we have
P
{|β1ηˆ1t + . . .+ βt−1ηˆt−1t | > α′t}
≤P
{∣∣∣∣∣
t−1∑
i=1
βiηˆ
i
t − E
[
βiηˆ
i
t
]∣∣∣∣∣ > α′t − vht,a
}
≤2 exp
[
− (α
′
t − vht,a)2
2Vart +
2
3 (α
′
t − vht,a)ht,a
] (20)
through Bernstein’s inequality [Seldin et al., 2011], where
Vart =
∑t−1
i=1 E
[
(βiηˆ
i
t − E[βiηˆit])2
]
. The only term con-
fuses us in inequality (20) is the variance of βiηˆit and we relax
it as follows,
t−1∑
i=1
E
[
(βiηˆ
i
t − E[βiηˆit])2
]
≤
t−1∑
i=1
E
[
(βiri,ai1|βiri,ai |≤ht,a)
2
]
=
t−1∑
i=1
E
[
(βiri,ai1|βiri,ai |≤ht,a)
1+(βiri,ai1|βiri,ai |≤ht,a)
1−
]
≤
∑t−1
i=1 |βi|1+v
h−1t,a
= h2t,av.
Thus,
P
{|β1ηˆ1t + . . .+ βt−1ηˆt−1t | > α′t}
≤2 exp
[
− (α
′
t − vht,a)2
2h2t,av +
2
3 (α
′
t − vht,a)ht,a
]
.
If we replace α′t with α
′′
t ht,a, where α
′′
t = α
′
t/ht,a, we have
P
{|β1ηˆ1t + . . .+ βt−1ηˆt−1t | > α′′t ht,a}
≤2 exp
[
− (α
′′
t − v)2
2v + 23 (α
′′
t − v)
]
.
We display a fact,
ct,a =
(
x>t,aA
−1
t xt,a
) 1
2
=
(
x>t,aA
−1
t (Id + V
>
t Vt)A
−1
t xt,a
) 1
2
≥ (x>t,aA−1t V >t VtA−1t xt,a) 12
=‖x>t,aA−1t V >t ‖2
≥t −12(1+) ‖x>t,aA−1t V >t ‖1+,
(21)
where the last inequality is due to Ho¨lder inequality.1 Let
2 exp
[
− (α′′t −v)2
2v+ 23 (α
′′
t −v)
]
= δTK , then α
′′
t =
1
3 ln
2TK
δ +√
1
9
(
ln 2TKδ
)2
+ 2 ln 2TKδ v + v. With the fact ht,a ≤
t
1−
2(1+) ct,a proved in inequality (21), we get
P
{
|β1ηˆ1t + . . .+ βt−1ηˆt−1t | > α′′t t
1−
2(1+) ct,a
}
≤ δ
TK
.
Let αt =
(
2
3 ln
2TK
δ +
√
2 ln 2TKδ v + v
)
t
1−
2(1+) , then
P
{|β1ηˆ1t + . . .+ βt−1ηˆt−1t | > αtct,a} ≤ δTK .
Combining inequalities (15), (16) and union bound, we have
|rˆt,a − x>t,aθ∗| ≤ (αt + 1)ct,a, ∀a ∈ {1, 2, . . . ,K}
with probability at least 1− δ/T . 
1Ho¨lder inequality:
∑n
k=1 |xkyk| ≤
(∑n
k=1 |xk|p
)1/p ×(∑n
k=1 |yk|q
)1/q for p > 0, q > 0, 1/p + 1/q = 1. Here we
take xk = 1, yk = β1+k , p =
2
1− , q =
2
1+
and n = t− 1.
5.4 Proof of Theorem 2
If we set α =
(
2
3 ln
2TK
δ +
√
2 ln 2TKδ v + v
)
T
1−
2(1+) , fol-
lowing the similiar argument as Theorem 1, we have
R(T ) =
T∑
t=1
E
[
rt,a∗t ]− E[rt,at
]
≤2
√
T + 40(1 + α) lnT
√
dT
=2
√
T + 40 lnT
√
dT + 40
(
2
3
ln
2TK
δ
+√
2 ln
2TK
δ
v + v
)
lnT
√
dT
1
1+
with probability at least 1−δS. Replace δ with δ/S, we have
with probability at least 1− δ,
R(T ) ≤2
√
T + 40 lnT
√
dT + 40
(
2
3
ln
2TK lnT
δ
+√
2 ln
2TK lnT
δ
v + v
)
lnT
√
dT
1
1+ .

5.5 Proof of Theorem 3
In this section, we provide the lower bound for SLB with
heavy-tailed payoffs. We demonstrate a lower bound for the
MAB with heavy-tailed payoffs first, where we adopt the
techniques proposed by Auer et al. [2002]. Then, we ex-
tend it to SLB by a proper design of the contextual feature
vectors xt,a and coefficient vector θ∗. For MAB problem, we
consider the following payoff distribution,
rt,a∗ =
{
1/γ with probability of 2γ1+,
0 with probability of 1− 2γ1+,
rt,a =
{
1/γ with probability of γ1+,
0 with probability of 1− γ1+,
(22)
where a∗ ∈ {1, . . . ,K} is chosen uniformly at random and
a 6= a∗, γ > 0. It is easy to verify that the 1 +  raw moments
of above payoffs are bounded by 2.
Lemma 7. For any bandits algorithm B with T ≥ K ≥
4, an arm a∗ ∈ {1, . . . ,K} is chosen uniformly at random,
this arm pays 1/γ with probability pa∗ = 2γ1+ and the rest
arms pay 1/γ with probability γ1+. If we set γ = (K/(T +
2K))
1
1+ , we have
E[pa∗T −
T∑
t=1
rt,at ] ≥
1
8
T
1
1+K

1+ .
Above lemma provides a lower bound for heavy-tailed
MAB and the detailed proof of Lemma 7 is provided later.
In order to establish the lower bound for SLB under heavy-
tailed setting, the payoff function of xt,a is designed as
rt,a =
{
1/γ with probability of γ · x>t,aθ∗,
0 with probability of 1− γ · x>t,aθ∗.
(23)
We notice the payoff of SLB is the same as MAB once
x>t,aθ∗ = γ
 and x>t,a∗θ∗ = 2γ
. Inspired by the technique of
Abe et al. [2003b], we divide all trails into S = b(d− 1)/Kc
stages with m = bT/Sc trails in each stage. We say the trail
t belong to stage j if bt/mc = j for j ∈ {0, 1, . . . , S − 1}.
The contextual vector is designed as follows. For simpli-
fication, we number features from 0. Feature 0 has a value
of
√
1/2 for all arms at all epochs. During the j-th stage,
the value of the (j ×K + i)-th feature of the i-th arm is also√
1/2 for i ∈ {1, 2, . . . ,K}. The rest features have a value
of 0.
For SLB problem with above contextual information, any
algorithm A with T trails can be regarded as a sequence of
algorithms B1,B2, . . . ,BS . The algorithm A starts up by a
random input at the begining of j-th stage, then the strategy
adopted by algorithm A during this stage is equivalent to the
algorithm Bj for solving bandit problem.
Now, we set the coefficients of the linear bandits θ∗ =
[θ0, θ1, . . . , θd−1] as follows. Let θ0 =
√
2γ and for the j-th
stage, we choose ij uniformly at random from {1, 2, . . . ,K},
then the value of θj×K+ij is
√
2γ and the rest elements in
{θj×K+1, . . . , θ(j+1)×K} are 0. With feature vectors and co-
efficients vector as above, the expected payoff for ij-th arm
during the j-th stage is 2γ, the rest arms have the expected
payoff γ. With the lower bound for MAB in Lemma 7, we
have
E[R(T )] ≥ 1
8
S
(⌊
T
S
⌋) 1
1+
K

1+ ≥ 1
32
(d− 1) 1+ T 11+ ,
where the expectation is with respect to the random choice of
θ∗ and the randomness of the learning process. Thus,
E[R(T )] ≥ O
(
d

1+T
1
1+
)
.
The proof is finished. 
Through the design of contextual vector, we conjecture that
the complexity of MAB and SLB problems are depending on
the number of arms K and feature dimenson d, respectively.
This is a reasonable conjecture since the number of inher-
ent variables in MAB and SLB are K and d respectively. To
close the gap between upper bound and lower bound, it might
be workable to design an algorithm for MAB with upper re-
gret boundO(K

1+T
1
1+ ) or figure out a situation with lower
regret bound O(K
1
2T
1
1+ ). We are working hard to close this
gap.
5.6 Proof of Lemma 7
First of all, we define some new notations. rt =
〈r1,a1 , . . . , rt,at〉 is the payoff sequence and rT is simplified
as r. P{·} is the probability with respect to random choice
of payoffs and Pa{·} = P{·|I = a} is the probability con-
ditioned on a being the good arm. Punif{·} is the probabil-
ity with respect to the payoffs that all arms associated with
the same distribution. E[·], Ea[·], Eunif [·] are the expection
with respect to above probability. GB =
∑T
t=1 rt,at is the
return of the alogorithm B and Gmax = maxa
∑T
t=1 rt,a is
the return of the best action. We propose a useful lemma as
follows.
Lemma 8. Let f :7→ [0, M ] be any function defined on pay-
off sequence r. Then, for any arm a,
Ea[f(r)] ≤ Eunif [f(r)]+M
2
√
ln 2× Eunif [Na] γ
1+
1− 2γ1+ ,
where Na is the number of times to choose arm a in the se-
quence r.
Proof of Lemma 8 We follow the standard methods which
can be found, for instance, in [Auer et al., 2002]. We define
the variational distance for any distribution P and Q as
‖P−Q‖1 =
∑
r∈{0,γ}T
|P{r} −Q{r}|
and let
KL(P ‖ Q) =
∑
r∈{0,γ}T
P{r} log2
(
P{r}
Q{r}
)
be the Kullback-Liebler divergence between the two distribu-
tions. Meanwhile, we define the KL-divergence for the payoff
at epoch t conditioned on the previous payoffs as
KL(P{rt,at |rt−1} ‖ Q{rt,at |rt−1})
=
∑
r∈{0,γ}T
P{rt,at |rt−1} log2
(
P{rt,at |rt−1}
Q{rt,at |rt−1}
)
.
For the Bernoulli random variables with parameters p and q,
we use
KL(p ‖ q) = p log2
(
p
q
)
+ (1− p) log2(
1− p
1− q )
to denote the KL-divergence related to these two distribu-
tions. We have
Ea[f(r)]− Eunif [f(r)]
=
∑
r∈{0,γ}T
f(r)(Pa{r} − Punif{r})
≤
∑
r:Pa{r}≥Punif{r}
f(r)(Pa{r} − Punif{r})
≤M
∑
r:Pa{r}≥Punif{r}
Pa{r} − Punif{r}
=
M
2
‖Pa − Punif‖1.
(24)
Lemma 12.6.1 in Cover and Thomas [2006] states that
‖Pa − Punif‖21 ≤ (2 ln 2)KL(Punif ‖ Pa). (25)
Based on the chain rule for KL-divergence [Cover and
Thomas [2006] Theorem 2.5.3], we have
KL(Punif ‖ Pa)
=
T∑
t=1
KL(Punif{rt,at |rt−1} ‖ Pa{rt,at |rt−1})
=
T∑
t=1
Punif{at 6= a}KL(γ1+ ‖ γ1+)
+ Punif{at = a}KL(γ1+ ‖ 2γ1+)
=
T∑
t=1
Punif{at = a}KL(γ1+ ‖ 2γ1+)
≤Eunif [Na] γ
1+
2(1− 2γ1+) ,
(26)
where the last inequality is due to KL(p ‖ q) ≤ (p−q)2q(1−q) .
We give a simple explanation about the second equality in
formula (26). The conditional distribution Punif{rt,at |rt−1}
is a Bernoulli distribution with parameter γ1+. The condi-
tional distribution Pa{rt,at |rt−1} depends on the good arm
a. The arm at is fixed by the algorithm given the historical
payoffs rt−1. If the arm is not the good arm a, the Bernoulli
parameter is γ1+. Otherwise, the rt,at is 1/γ with probality
2γ1+. Thus, the proof of Lemma 8 is finished by combining
(24), (25) and (26). 
Proof of Lemma 7 If arm a is chosen to be the best arm, then
the expected payoff at time t is
Ea[rt,at ] =2γ
Pa{at = a}+ γPa{at 6= a}
=2γPa{at = a}+ γ(1− Pa{at = a})
=γ + γPa{at = a}.
Thus, the expected return of algorithm A is
Ea[GB] =
T∑
t=1
Ea[rt,at ] = Tγ
 + γEa[Na]. (27)
We apply Lemma 8 to the Na, which is a function the payoff
sequence r. With Na ∈ [0, T ], we have
Ea[Na] ≤ Eunif [Na] + T
2
√
ln 2× Eunif [Na] γ
1+
1− 2γ1+ .
Summing over all arms gives
K∑
a=1
Ea[Na]
≤
K∑
a=1
(
Eunif [Na] +
T
2
√
ln 2× Eunif [Na] γ
1+
1− 2γ1+
)
≤T +
√
ln 2 · T
2
√
KT
γ1+
1− 2γ1+
by the fact
∑K
a=1 Eunif [Na] = T and
∑K
a=1
√
Eunif [Na] ≤√
KT . If we combine above inequality with inequality (27),
then we have
E[GB] =
1
K
K∑
a=1
Ea[GB]
≤Tγ + γ
(
T
K
+
√
ln 2 · T
2
√
T
K
γ1+
1− 2γ1+
)
.
The expected payoff of the best arm is
E[Gmax] ≥ 2γT.
Therefore, we have
E[Gmax]− E[GB]
≥Tγ
(
1− 1
K
−
√
ln 2
2
√
T
K
γ1+
1− 2γ1+
)
.
Replace γ with (K/(T + 2K))
1
1+ and if T ≥ K ≥ 4, lower
bound is established as
E[Gmax]− E[GB] ≥ 1
8
T
1
1+K

1+ .
The proof of Lemma 7 is finished. 
6 Experiments
In this section, we conduct experiments to evaluate the pro-
posed algorithms. All algorithms’ parameters are set to  = 1
and δ = 0.01. We adopt MoM and CRT of Medina and Yang
[2016], MENU and TOFU of Shao et al. [2018] as baselines
for comparison.
Let the feature dimension d = 10, the number of arms
K = 20 and θ∗ = 1/
√
d ∈ Rd, where 1 is an all-1 vector
so that ‖θ∗‖ = 1. Each element of the vector xt,a is sampled
from the uniform distribution of [0, 1], and then the vector is
normalized to a unit vector (‖xt,a‖ = 1). According to the
linear bandit model, the observed payoff is
rt,a = x
>
t,aθ∗ + ηt
where ηt is generated from the following two noises.
(i) Student’s t-Noise: The probability density function of
this noise is ηt ∼ Γ(2)√3piΓ(1.5)
(
1 + x
2
3
)−2
for x ∈ R
and Γ(·) is the Gamma function. Thus, the bounds of
the second central moment and second raw moment of
payoff are 3 and 4, respectively.
(ii) Pareto Noise: The probability density function of this
noise is ηt ∼ sx
s
m
xs+11x≥xm for x ∈ R and we set the
shape s = 3 and the scale xm = 0.01. The bounds of
the second central moment and second raw moment of
payoff are 1 and 2.
The main difference between the above two heavy-tailed
noises is that Student’s t-distribution is symmetric while
Pareto distribution is not.
We run 10 independent repetitions for each algorithm and
display the average cumulative regret with time evolution.
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Figure 1: Comparison of our algorithms versus the MoM, CRT, MENU and TOFU.
Fig. 1(a) compares our algorithms against algorithms of Med-
ina and Yang [2016] and Shao et al. [2018] under Student’s t-
noises. Fig. 1(b) presents the cumulative regrets under Pareto
noises. Our algorithms outperform MoM, CRT, MENU and
TOFU with the interference of symmetric or asymmetric
noises, which verifies the effectiveness of our algorithms
on the heavy-tailed bandit problem. SupBMM achieves the
smallest regret which is expected,since compared to SupBTC
it has a more favorable logarithmic factor in regret bound.
7 Conclusion and Future Work
In this paper, we develop two novel algorithms to settle the
heavy-tailed issue in linear contextual bandit with finite arms.
Our algorithms only require the existence of bounded 1 + 
moment of payoffs, and achieve O˜(d
1
2T
1
1+ ) regret bound
which is tighter than that of Shao et al. [2018] by an O(
√
d)
factor for finite action sets. Furthermore, we provide a lower
bound on the order of Ω(d

1+T
1
1+ ). Finally, our proposed
algorithms have been evaluated based on numerical experi-
ments and the empirical results demonstrate the effectiveness
in addressing heavy-tailed problem.
In the future, we will investigate more on closing the gap
between upper bound and lower bound with respect to the
dimension d.
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