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Abstract
We consider adaptive mixed nite element methods (AMFEM) for uncon-
strained optimal control problems associated with linear second order ellip-
tic boundary value problems featuring distributed controls and a quadratic
tracking-type objective functional. The focus is on solvers for the associated
optimality system and on residual-type a posteriori error estimators for adap-
tive renement of the underlying simplicial triangulations of the computational
domain. In particular, for the numerical solution of the mixed nite element
discretized optimality system we use preconditioned Richardson-type itera-
tions with preconditioners that can be constructed by means of appropriately
chosen left and right transforms. The residual a posteriori error estimators can
be derived within the framework of a unied a posteriori error control which fa-
cilitates the proof of its reliability by evaluating the residuals in the respective
dual norms. Numerical results illustrate the performance of the AMFEM.
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Chapter 1
Introduction
In this contribution, we study adaptive mixed nite element approximations of
unconstrained optimally controlled boundary value problems for linear second
order elliptic partial dierential equations with distributed controls based on
simplicial triangulations of the computational domain.
The ecient numerical solution of boundary value problems for elliptic PDE
and systems thereof by adaptive nite element methods is well documented
in the literature. We refer to the monographs [1, 4, 6, 24, 54, 61] and the
references therein. Among several error concepts that have been developed
over the past decades there are residual-type estimators [1, 4, 61] that rely on
the appropriate evaluation of the residual in a dual norm, hierarchical type
estimators [4] where the error equation is solved locally using higher order
elements, error estimators that are based on local averaging [16, 66], the so-
called goal oriented dual weighted approach [6, 24] where information about
the error is extracted from the solution of the dual problem, and functional
type error majorants [54] that provide guaranteed sharp upper bounds for the
error. A systematic comparison of the performance of these estimators for a
basic linear second order elliptic PDE has been provided recently in [19].
A systematic mathematical treatment of optimally controlled elliptic PDE
including existence and uniqueness results as well as the derivation of neces-
sary and sucient optimality conditions can be found in the seminal mono-
graph [50] and the more recent textbooks [25, 31, 38, 49, 60]. As far as the
a posteriori error analysis of adaptive nite element schemes for PDE con-
strained optimal control problems is concerned, for optimally controlled el-
liptic problems classical residual-based error estimators have been derived in
[26, 27, 32, 36, 37, 39, 40, 41, 46, 47], whereas the goal-oriented dual weighted
approach has been applied in [7, 8, 33, 34, 35, 62, 65]. With regard to other
available techniques we note that hierarchical estimators have been considered
in [9], those based on local averaging in [48], and those using functional type
error majorants in [28, 29]. For further references, we refer to the recent mono-
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graph [53].
Although mixed nite element discretizations of elliptic PDE have been stud-
ied extensively (cf., e.g., [13] and the references therein) including the develop-
ment, analysis, and implementation of a posteriori error estimates [2, 11, 15,
64], there is only little work on its application to optimally controlled elliptic
boundary value problems within an adaptive framework [21, 51].
Adaptive nite element methods for optimal control problems associated with
PDE consist of successive loops of the cycle
SOLVE =) ESTIMATE =) MARK =) REFINE :
Here, SOLVE stands for the numerical solution of the discretized optimality
system. The step ESTIMATE is devoted to the derivation of an a posteriori
error estimator whose contributions are used for the realization of adaptivity
in space. The subsequent step MARK deals with the selection of elements and
edges of the triangulation for renement based on the information provided
by the local contributions of the a posteriori error estimator. We will use the
bulk criterion from [22], meanwhile also known as Dorer marking. The nal
step REFINE addresses the technical realization of the renement process.
In particular, renement will be based on newest vertex bisection (cf., e.g.,
[5, 20, 56]).
The novelty of the adaptive mixed nite element approximation in this con-
tribution is twofold. Firstly, as far as the step SOLVE of the adaptive cycle is
concerned, we will solve the resulting block-structured saddle point problem
numerically by a preconditioned Richardson-type iteration with a precondi-
tioner derived from suitable left and right transforms. We note that trans-
forming iterations have been used as smoothers within multigrid methods [63]
as well as for the iterative solution of KKT systems in PDE constrained opti-
mization [42, 43, 44, 57, 58]. Secondly, the second step ESTIMATE features a
residual-type a posteriori error estimator which can be derived and analyzed
within the framework of unied a posteriori error control [17].
The paper is organized as follows: In chapter 2, we provide basic functional
analytic notations (subsection 2.1) and then consider an unconstrained elliptic
optimal control problem with a tracking type objective functional and dis-
tributed controls (section 2.2) including the rst order optimality conditions
(Theorem 2.2 in section 2.3). Chapter 3 is devoted to the primal mixed for-
mulation of the optimality system which results from a reformulation of the
second order elliptic equation as a rst order system. Its operator theoretic
formulation gives rise to a bounded linear, bijective operator which implies
unique solvability of the optimality system as well as continuous dependence
on the data (Theorem 3.2). Moreover, given any conforming approximation of
the optimality system, the error can be bounded from above in terms of as-
sociated residuals (Corollary 3.3). In chapter 4, we deal with the mixed nite
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element approximations of the optimality system by means of the lowest order
Raviart-Thomas elements with respect to a shape regular family of simplicial
triangulations of the computational domain. Algebraically, this gives rise to a
block-structured linear algebraic system of saddle point type. The numerical
solution of that saddle point problem by a preconditioned Richardson-type
iteration is addressed in chapter 5. In particular, we present Uzawa-type pre-
conditioners which can be derived by appropriately chosen left and right trans-
forms. The following chapter 6 is concerned with the derivation of a residual-
type a posteriori error estimator and the proof of its reliability (Theorem 6.1).
For three representative examples, chapter 7 contains a documentation of nu-
merical results illustrating the performance of the adaptive approach. Some
concluding remarks are given in the nal chapter 8.
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Chapter 2
Optimally controlled elliptic
problems
We consider optimally controlled linear second order elliptic PDE with a
quadratic tracking type objective functional and distributed controls. In this
contribution, we only study the unconstrained case, i.e., constraints are neither
imposed on the control nor on the state.
2.1 Notations and preliminaries
We use standard notation from Lebesgue and Sobolev space theory [59]. In
particular, given a bounded Lipschitz domain 
  Rd; d 2 N; with boundary
  := @
, for D  
. We refer to Lp(D); 1  p  1 as the Banach spaces
of p-th power integrable functions (p <1) and essentially bounded functions
(p = 1) on D with norm k  kLp(D). We denote by Lp(D)+ the positive cone
in Lp(D), i.e., Lp(D)+ := fv 2 Lp(D) j v  0 a.e. in Dg. In case p = 2, the
space L2(D) is a Hilbert space whose inner product and norm will be referred
to as (; )L2(D) and k  kL2(D). For m 2 N0, we denote by Wm;p(D) the Sobolev
spaces with norms
kvkWm;p(D) :=
8><>:
 P
jjm
kDvkpLp(D)
1=p
; if p <1
max
jjm
kDvkL1(D) ; if p =1
;
where  = (1;    ; d)T 2 N0 with jj :=
Pd
i=1 i, and refer to j  jWm;p(D) as
the associated seminorms. For p < 1 and s 2 R+; s = m + ;m 2 N0; 0 <
 < 1; we denote by W s;p(D) the Sobolev space with norm
kvkW s;p(D) :=

kvkpWm;p(D) +
X
jj=m
Z


Z


jDv(x) Dv(y)jp
jx  yjd+p dx dy
1=p
:
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We refer toW s;p0 (D) as the closure of C
1
0 (D) inW
s;p
! (D). For s < 0, we denote
by W s;p(D) the dual space of W s;q0 (D); p
 1 + q 1 = 1. In case p = 2, the
spaces W s;2(D) are Hilbert spaces. We will write Hs(D) instead of W s;2(D)
and refer to (; )Hs(D) and kkHs(D) as the inner products and associated norms.
In the sequel, for two quantities A and B we will use the notation A . B,
if there exists a positive constant C > 0 only depending on the data of the
problem such that A  CB.
2.2 Elliptic optimal control problem with dis-
tributed controls
We assume 
  R2 to be a bounded polygonal domain with boundary   = @

and denote by A the linear second order elliptic dierential operator
Ay :=  r  ary + cy ;(2.1)
where a = a(x); x 2 
, is a symmetric, uniformly positive denite matrix-
valued function and c = c(x); x 2 
, stands for a scalar nonnegative function.
Given a desired state yd 2 L2(
), a shift control ud 2 L2(
), and a regular-
ization parameter  > 0 as well as a forcing term f 2 L2(
), we consider the
following elliptic optimal control problem:
Find (y; u) 2 V W , where V := H10 (
) and W := L2(
), such that
inf
y;u
J(y; u);(2.2a)
J(y; u) :=
1
2
ky   ydk20;
 +

2
ku  udk20;
;(2.2b)
subject to
Ay = f + u in 
;(2.2c)
y = 0 on  :(2.2d)
The existence and uniqueness of an optimal solution can be easily shown (cf.,
e.g., [25, 50, 60]).
Theorem 2.1 Under the above assumptions on the data of the problem, the
distributed elliptic optimal control problem (2.2a)-(2.2d) admits a unique solu-
tion (y; u) 2 V W .
Proof. Introducing G : W ! V as the control-to-state operator which assigns
to a control u 2 W the solution y = G(u) of the state equation (2.2c),(2.2d),
the control reduced form of the optimal control problem (2.2a)-(2.2d) reads as
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follows:
Find u 2 W such that
inf
u
Jred(u); Jred(u) := J(G(u); u):(2.3)
Let (un)N; un 2 W;n 2 N; be a minimizing sequence, i.e., Jred(un)! infu Jred(u)
as n!1. Due to the boundedness of (un)N there exist a subsequence N0  N
and u 2 W such that un * u in W as N0 3 n ! 1. Since the objec-
tive functional Jred is lower semi-continuous and convex, it is weakly lower
semi-continuous and hence, we have
w - lim infn2N0 Jred(un)  Jred(u);
which shows that u solves (2.3). The uniqueness follows readily from the
strict convexity of Jred. 
2.3 Optimality conditions
Due to the convexity of the objective functional (2.2b) the rst order necessary
optimality conditions are sucient as well.
Theorem 2.2 Let (y; u) 2 V  W be the unique solution of (2.2a)-(2.2d).
Then, there exists an adjoint state p 2 V such that the triple (y; u; p) 2 V 
W  V satises the optimality system
Ay = f + u in 
;(2.4a)
y = 0 on  ;(2.4b)
Ap = yd   y in 
;(2.4c)
p = 0 on  ;(2.4d)
p = (u  ud) in 
:(2.4e)
Proof. Denoting by J 0red(u) 2 W  the Ga^teaux derivative of Jred in the optimal
control u 2 W , the necessary optimality condition for (2.3) reads
hJ 0red(u); wiW ;W = (G(u)  yd; G(w))0;
 + (u  ud; w)0;
(2.5)
= (G(G(u)  yd) + (u  ud); w)0;
 = 0; w 2 W:
Setting p =  G(G(u)   yd) and observing y = G(u) as well as G = G, the
optimality condition (2.5) implies that p 2 V satises (2.4c)-(2.4e), whereas
y 2 V satises (2.4a),(2.4b) by denition of G. 
If we substitute u in (2.4a) by means of (2.4e) according to u =  1p+ud, the
operator-theoretic form of the optimality system can be stated as
A   1I
I A

y
p

=

f + ud
yd

:(2.6)
11
Chapter 3
Primal mixed formulation of the
optimality system
Both the state equation (2.4a) and the adjoint state equation (2.4c) are lin-
ear second order elliptic equations that can be formally written as rst order
systems. In particular, introducing the uxes
y := ary; p := arp;(3.1)
the optimality system (2.6) reads
0BB@
a 1I  r 0 0
 r cI 0   1I
0 0 a 1I  r
0 I  r cI
1CCA
0BB@
y
y
p
p
1CCA =
0BB@
0
f + ud
0
yd
1CCA :(3.2)
We refer to (3.2) as the primal mixed formulation of the optimality system
(2.6). Setting Q := L2(
)2, its weak form amounts to the computation of
(y; y;p; p) 2 QV QV such that for all q 2 Q and v 2 V the following
system of variational equations holds true:
aP (y;q)  bP (q; y) = `1(q);(3.3a)
bP (y; v) + cP (y; v)   1dP (p; v) = `2(v);(3.3b)
aP (p;q)  bP (q; p) = `3(q);(3.3c)
bP (p; v) + cP (p; v) + dP (y; v) = `4(v):(3.3d)
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Here, the bilinear forms aP (; ) : Q Q ! R; bP (; ) : Q  V ! R; cP (; ) :
V  V ! R; and dP (; ) : V  V ! R are given by
aP (p;q) :=
Z


a 1p  q dx; p;q 2 Q;(3.4a)
bP (p; v) :=
Z


p  rv dx; p 2 Q; v 2 V;(3.4b)
cP (v; w) :=
Z


cvw dx; v; w 2 V;(3.4c)
dP (v; w) :=
Z


vw dx; v; w 2 V;(3.4d)
whereas the functionals `2 1 : Q! R; `2 : V ! R; 1    2; read as follows
`2 1(q) := 0; q 2 Q; 1    2;(3.5a)
`2(v) :=
Z


(f + ud)v dx; v 2 V;(3.5b)
`4(v) :=
Z


ydv dx; v 2 V:(3.5c)
We denote by AP : Q ! Q; BP : V ! Q; CP : V ! V ; and DP : V ! V 
the operators associated with the bilinear forms aP ; bP ; cP ; and dP . More-
over, we set z := (zy; zp)
T , where zy := (y; y)
T ; zp := (p; p)
T , and ` :=
(`1; `2; `3; `4)
T . Then, the operator-theoretic form of the optimality system
(3.3a)-(3.3d) is given by
Kz = `:(3.6)
Here, K stands for the operator-valued 2 2 matrix
K :=
 L   1M
M L

;(3.7)
where L : QV ! QV  andM : QV ! QV  denote the operators
L :=

AP  BP
BP CP

; M :=

0 0
0 DP

:(3.8)
We will show that the operator K : (Q  V )2 ! (Q  V )2 is a continuous
linear operator which is bijective. Consequently, for any ` 2 (Q  V )2 the
optimality system (3.6) admits a unique solution z which continuously depends
on the data. As a preliminary result, we will prove a similar statement for the
operator L.
13
Proposition 3.1 The operator L : Q  V ! Q  V  as given by (3.8) is a
continuous linear and bijective operator. Hence, for any `1 2 Q and `2 2 V 
the operator equation
L


y

=

`1
`2

admits a unique solution (; y) 2 Q V and there holds
k(; y)kQV . k(`1; `2)kQV  :(3.9)
Proof. The linearity and continuity of L are obvious. In order to prove bijec-
tivity, in view of the fact that the coecient functions a and c are uniformly
positive denite and non-negative, respectively, for any (; y) 2 Q  V we
have (cf. [17])
1
5
k(; y)kQV k( ry; 2y)kQV(3.10)
 1
5

kkQ + kykV

kkQ + 3kykV

 kk2Q + kyk2V . (L(; y))( ry; 2y):
This implies an inf-sup condition and hence, we deduce bijectivity by the
generalized Lax-Milgram lemma (cf., e.g., [10, 12]). The estimate (3.9) is an
immediate consequence of the fact that L 1 is a bounded linear operator. 
Theorem 3.2 The operator K : (Q V )2 ! (Q V )2 dened by (3.7) is a
continuous linear and bijective operator. Consequently, for any ` 2 (QV )2
the optimality system (3.6) has a unique solution z 2 (QV )2 and there holds
kzk(QV )2 . k`k(QV )2 :(3.11)
Proof. Evidently, the operator K is linear and continuous. For the proof of
its bijectivity, we choose left and right transforms
KL :=

+1=2I 0
0  I

; KR :=

 1=2I 0
0 I

;
where I stands for the identity in the respective function space. We consider
the transformed operator
~K := KLKKR :=
 L   1=2M
  1=2M  L

:
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It suces to verify bijectivity of ~K. For any zy := (y; y)T ; zp := (p; p)T , we
choose wy := (y  ry; 2y)T and wp :=  (p  rp; 2p)T . It follows that
( ~K(zy; zp))(wy; wp) =(3.12)
(L(y; y))(y  ry; 2y)   1=2(M(p; p))(y  ry; 2y)
+  1=2(M(y; y))((p  rp; 2p) + (L(p; p))(p  rp; 2p):
Due to (3.8) we have
(M(p; p))(y  ry; 2y) = 2hDPp; yiV ;V ;
(M(y; y))(p  rp; 2p) = 2hDPy; piV ;V :
Observing hDPp; yiV ;V = hDPy; piV ;V and (3.10), from (3.12) we deduce
1
5

k(y; y)kQV k(y  ry; 2y)kQV
+ k(p; p)kQV k(p  rp; 2p)kQV

. ( ~K(zy; zp))(wy; wp):
As in the proof of Proposition 3.1 this implies bijectivity of ~K. 
The previous theorem provides error estimates of approximate solutions of the
optimality system (3.6) in terms of the associated residuals.
Corollary 3.3 Let zh = (zyh ; zph)
T with zyh = (
yh ; yh)
T and zph = (
ph ; ph)
T
be an approximation of the solution z = (zy; zp)
T of the optimality system (3.6)
with zy = (y; y)
T and zp = (p; p)
T . Then, there holds
kz   zhk(QV )2 . kResk(QV )2 ;(3.13)
where the residual Res is given by
Res = (Res1;Res2;Res3;Res4)
T ;(3.14)
and the residuals Res ; 1    4; read as follows
Res1(q) := `1(q)  aP (yh ;q) + bP (q; yh); q 2 Q;(3.15a)
Res2(v) := `2(v)  bP (yh ; v)  cP (yh; v) +  1dP (ph; v); v 2 V;(3.15b)
Res3(q) := `3(q)  aP (ph ;q) + bP (q; ph); q 2 Q;(3.15c)
Res4(v) := `4(v)  bP (ph ; v)  cP (ph; v)  dP (yh; v); v 2 V:(3.15d)
Proof. The proof is an immediate consequence of Theorem 3.2. 
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Chapter 4
Mixed nite element
approximation of the optimality
system
We consider a shape regular family (Th(
))h2H of simplicial triangulations
of the computational domain 
 where H is a null sequence of positive real
numbers. We refer to Nh(D) as the set of vertices and to Eh(D) as the set
of edges in D  
. For T 2 Th(
), we denote by hT the diameter of T and
set h := maxfhT j T 2 Th(Omega)g, and for E 2 Eh(
) we denote by hE
the length of the edge E. Pk(D); k 2 N0; stands for the set of polynomials of
degree  k on D. From now on we will assume that the coecient functions
a and c in (2.1) are elementwise constant with respect to the triangulations
Th(
); h 2 H.
We refer to
Vh := fvh 2 C0(
) j vhjT 2 P1(T ); T 2 Th(
)g
as the nite element space Vh  V of P1 conforming nite elements and to
Wh := fwh 2 L2(
) j whjT 2 P0(T ); T 2 Th(
)g
as the linear space Wh  W of elementwise constants with respect to the
triangulation Th(
). We further denote by
Qh := fqh 2 H(div; 
) j qhjT 2 RT0(T ); T 2 Th(
)g
the lowest order Raviart-Thomas space RT0(
; Th(
)) with respect to Th(
),
where RT0(T ) stands for the lowest order Raviart-Thomas element
RT0(T ) := fqh(x) = a+ bx; a 2 R2; b 2 R; x 2 Tg:
We set
NQ := card(Eh(
)); NV := card(Nh(
)); NW := card(Th(
));
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and denote by 'i 2 Qh; 1  i  NQ; 'i 2 Vh; 1  i  NV ; and  i 2 Wh; 1 
i  NW ; the canonical basis functions of Qh; Vh; and Wh, respectively, i.e.,
Qh = span('1;    ;'NQ); Vh = span('1;    ; 'NV ); Wh = span( 1;    ;  NW ):
The mixed nite element approximation of the optimality system (2.6) is based
on the primal-dual mixed formulation: Find (y; y;p; p) 2 (H(div; 
)W )2
such that for all q 2 H(div; 
) and w 2 W there holds
aD(y;q) + bD(q; y) = `1(q);(4.1a)
bD(y; w)  cD(y; w) +  1dD(p; w) =   `2(w);(4.1b)
aD(p;q) + bD(q; p) = `3(q);(4.1c)
bD(p; w)  cD(p; w)  dD(y; w) =   `4(w):(4.1d)
Here, the bilinear forms read
aD(p;q) :=
Z


a 1p  q dx; p;q 2 H(div; 
);(4.2a)
bD(p; w) :=
Z


r  p w dx; p 2 H(div; 
); w 2 W;(4.2b)
cD(v; w) :=
Z


cvw dx; v; w 2 W;(4.2c)
dD(v; w) :=
Z


vw dx; v; w 2 W;(4.2d)
whereas the functionals `2 1 : H(div; 
) ! R; `2 : W ! R; 1    2; are
given by
`2 1(q) := 0; q 2 H(div; 
); 1    2;(4.3a)
`2(w) :=
Z


(f + ud)w dx; w 2 W;(4.3b)
`4(w) :=
Z


ydw dx; w 2 W:(4.3c)
We denote by fh 2 Wh the elementwise constant function with
fhjT := jT j 1
Z
T
f dx; T 2 Th(
);
and dene ydh 2 Wh and udh 2 Wh analogously. Then, the mixed nite element
approximation of the optimality system (2.6) amounts to the computation of
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(yh ; yh;ph ; ph) 2 (Qh Wh)2 such that for all qh 2 Qh and wh 2 Wh there
holds
aD(yh ;qh) + bD(qh; yh) = `h;1(qh);(4.4a)
bD(yh ; wh)  cD(yh; wh) +  1dD(ph; wh) =   `h;2(wh);(4.4b)
aD(ph ;qh) + bD(qh; ph) = `h;3(qh);(4.4c)
bD(ph ; wh)  cD(ph; wh)  dD(yh; wh) =   `h;4(wh);(4.4d)
where the functionals `h;2 1 : Qh ! R; 1    2; and `h;2 : Wh ! R; 1 
  2; are given by
`h;2 1(qh) := `2 1(qh); qh 2 Qh; 1    2;(4.5a)
`h;2(wh) :=
Z


(fh + u
d
h)wh dx; wh 2 Wh;(4.5b)
`h;4(wh) :=
Z


ydhwh dx; wh 2 Wh:(4.5c)
It follows readily from (4.4b) and (4.4d) that
(r  yh   cyh +  1ph + fh + udh)jT = 0; T 2 Th(
);(4.6a)
(r  ph   cph   yh + ydh)jT = 0; T 2 Th(
):(4.6b)
We denote by Ah 2 RNQNQ ;Bh 2 RNQNW ;Ch 2 RNWNW ; and Dh 2
RNWNW the matrices with entries
(Ah)i;j := aD('i;'j); 1  i; j  NQ;
(Bh)i;j := bD('i;  j); 1  i  NQ; 1  j  NW ;
(Ch)i;j := cD( i;  j); 1  i; j  NW ;
(Dh)i;j := dD( i;  j); 1  i; j  NW ;
and we refer to bh as the block vector bh = (bh;1;bh;2;bh;3;bh;4)
T , where
(bh;2 1)i := `h;2 1('i); 1  i  NQ; 1    2;
(bh;2)i :=   `h;2( i); 1  i  NW ; 1    2:
We further identify yh ;ph with vectors in RNQ and yh; ph with vectors in
RNW , and we set zh = (yh ; yh;ph ; ph)T . Then, the mixed nite element
approximation (4.4a)-(4.4d) represents a linear algebraic system of saddle point
form
Khzh = bh:(4.7)
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The saddle point matrix Kh has the block structure
Kh =

Lh 
 1Mh
 Mh Lh

;(4.8)
where Lh and Mh are the 2 2 block matrices
Lh :=

Ah Bh
BTh  Ch

; Mh :=

0 0
0 Dh

:(4.9)
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Chapter 5
Numerical solution of the
discretized optimality system
We will solve the linear algebraic system (4.7) by the preconditioned Richard-
son iteration [3]
z
(+1)
h = z
()
h   K^ 1h

Khz
()
h   bh

;  2 N0;(5.1)
where K^h is an appropriate preconditioner for Kh and z
(0)
h is a given initial
iterate. The preconditioner K^h will be constructed by means of left and right
transforms.
5.1 Left and right transforms
Let Kh;L;Kh;R be regular matrices. Then, (4.7) can be equivalently written as
Kh;LKhKh;RK
 1
h;Rzh = Kh;Lbh:(5.2)
Assuming ~Kh to be a suitable preconditioner for Kh;LKhKh;R, we consider the
transforming iteration
K 1h;Rz
(+1)
h = K
 1
h;Rz
()
h   ~K 1h

Kh;LKhz
()
h  Kh;Lbh

:(5.3)
Backtransformation yields
z
(+1)
h = z
()
h  Kh;R ~K 1h Kh;L(Khz()h   bh)(5.4)
= z
()
h   (K 1h;L ~KhK 1h;R) 1(Khz()h   bh):(5.5)
Consequently,
K^h := K
 1
h;L
~KhK
 1
h;R(5.6)
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is an appropriate preconditioner for Kh.
We note that transforming iterations have been used as smoothers within
multigrid methods [63] as well as for the iterative solution of KKT systems
in PDE constrained optimization [42, 43, 44, 57, 58].
5.2 Construction of a preconditioner
As far as the construction of a preconditioner for Kh is concerned, we choose a
left transform Kh;L and a right transform Kh;R as the following block-diagonal
matrices
Kh;L =

1=2I 0
0  I

; Kh;R =

 1=2I 0
0 I

:(5.7)
We thus obtain the symmetric block matrix
Kh;LKhKh;R =

Lh 
 1=2Mh
 1=2Mh  Lh

:
The Schur complement associated with Kh;LKhKh;R is given by
Sh = Lh + 
 1MhL 1h Mh:
Consequently, we have
Kh;LKhKh;R =

Lh 
 1=2Mh
 1=2Mh  Sh +  1MhL 1h Mh

:
With L^h as a preconditioner for Lh and
S^h := 
 1 diag(L^h +  1MhL^ 1h Mh);  > 0;(5.8)
as a symmetric Uzawa preconditioner for Kh;LKhKh;R we choose
~Kh =

L^h 
 1=2Mh
 1=2Mh  S^h +  1MhL^ 1h Mh

:
Backtransformation yields
K^h = (Kh;L)
 1 ~Kh(Kh;R) 1 =

L^h 
 1Mh
 Mh S^h    1MhL^ 1h Mh

:(5.9)
We thus arrive at the following preconditioned Richardson iteration:
Algorithm (Preconditioned Richardson Iteration)
Step 1 (Initialization)
Choose an initial iterate z
(0)
h , prescribe some tolerance TOL > 0, and set  = 0.
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Step 2 (Iteration loop)
Step 2.1 (Computation of the residual)
Compute the residual with respect to z
()
h :
d
()
h = Khz
()
h   bh:
Step 2.2 (Implementation of the preconditioner)
Solve the linear algebraic system
L^h 
 1Mh
 Mh S^h    1MhL^ 1h Mh

z
()
h = d
()
h :(5.10)
Step 2.3 (Computation of the new iterate)
Compute
z
(+1)
h = z
()
h +z
()
h :
Step 2.4 (Termination criterion)
If
kz(+1)h   z()h k
kz(+1)h k
< TOL;
stop the algorithm. Otherwise, set  :=  + 1 and go to Step 2.1
Consider the linear system (5.10) in the form
L^h 
 1Mh
 Mh S^h    1MhL^ 1h Mh
 
z
()
h;1
z
()
h;2
!
=
 
d
()
h;1
d
()
h;2
!
:
Elimination of z
()
h;1 results in the Schur complement system
S^hz
()
h;2 = d
()
h;2 +MhL^
 1
h d
()
h;1:
Hence, the solution of (5.10) can be reduced to the successive solution of the
three linear systems
L^h ~z
()
h;1 = d
()
h;1
S^hz
()
h;2 = d
()
h;2 +Mh
~z
()
h;1;
L^hz
()
h;1 = d
()
h;1    1Mhz()h;2:
As far as an appropriate preconditioner L^h for the saddle point matrix Lh (cf.
(4.9)) is concerned, preconditioners for such matrices have been extensively
studied in the literature. We refer to [14, 23, 45, 55].
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Chapter 6
Residual-type a posteriori error
estimation
This section deals with the derivation of a residual a posteriori error estimator
and the proof of its reliability within the framework of a unied a posteriori er-
ror control [17]. As prerequisites we need some appropriate quasi-interpolation
and reconstruction operators.
6.1 Quasi-interpolation and reconstruction op-
erators
We rst recall the denition of Clement's quasi-interpolation operator and
state its stability and local approximation properties (cf., e.g., [61]).
For a 2 Nh(
) we denote by 'a the nodal basis function with supporting point
a, and we refer to Da as the patch
Da :=
[
f T 2 Th(
) j a 2 Nh(T )g:
We refer to a as the L
2-projection onto P1(Da), i.e., a(w); w 2 W is given
by
(a(w); z)L2(Da) = (w; z)L2(Da); z 2 P1(Da):
Then, Clement's interpolation operator PC is dened as follows
PCw :=
X
a2Nh(
)
a(w) 'a:
For T 2 Th(
) and E 2 Eh(
) we denote by DT and DE the patches
DT :=
[
fT 0 2 Th(
) j Nh(T 0) \Nh(T ) 6= ; g;
DE :=
[
fT 0 2 Th(
) j Nh(T 0) \Nh(E) 6= ;g:
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Then, for v 2 V and T 2 Th(
); E 2 Eh(
) there holds
kPCvk0;T . kvk0;DT ;(6.1a)
kPCvk0;E . kvk0;DE ;(6.1b)
krPCvk0;T . krvk0;DT ;(6.1c)
kv   PCvk0;T . hT kvk1;DT ;(6.1d)
kv   PCvk0;E . h1=2E kvk1;DE :(6.1e)
Further, due to the nite overlap of the patches DT and DE we have X
T2Th(
)
kvk2;DT
1=2
. kvk;
; 0    1;(6.2a)
 X
E2Eh(
)
kvk2;DE
1=2
. kvk;
; 0    1:(6.2b)
The mixed nite element approximation (4.1a)-(4.1d) is a nonconforming ap-
proximation of the optimality system (3.3a)-(3.3d), since yh 2 Wh 6 V and
ph 2 Wh 6 V . In order to be able to apply Corollary 3.3, we need approxima-
tions yh 2 V of yh and ph 2 V of ph. These can be provided by a reconstruction
operator
R : Wh ! Vh  V;(6.3)
dened as follows
(Rwh)(a) := N
 1
a
X
T2Th(Da)
whjT ; wh 2 Wh;(6.4)
where Da; a 2 Nh(
); denotes the patch
Da :=
[
fT 2 Th(
) j a 2 Nh(T )g;
and Na := card(Th(Da)). As can be shown (cf., e.g., [18]), we have
kRwh   whk2W .
X
E2Eh(
)
hE k[wh]Ek20;E;(6.5)
where [wh]E; E = T+ \T ; T 2 Th(
); stands for the jump of wh 2 Wh across
E according to
[wh]E := whjT+   whjT  :(6.6)
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6.2 The residual a posteriori error estimator
and its reliability
The residual a posteriori error estimator
(6.7)
h :=
 X
T2Th(
)
(2T (yh)+
2
T (ph))+
X
E2Eh(
)
(2E(yh)+
2
E(ph)+
2
E(yh)+
2
E(ph))
1=2
consists of element residuals T (yh); T (ph), edge residuals E(yh); E(yh)
and E(ph); E(ph). In particular, the element residuals residuals are given
by
T (yh) := hT kcurl (a 1yh)k0;T ; T 2 Th(
);(6.8a)
T (ph) := hT kcurl (a 1ph)k0;T ; T 2 Th(
):(6.8b)
The edge residuals read as follows
E(yh) := h
1=2
E k[tE  (a 1yh)]Ek0;E; E 2 Eh(
);(6.9a)
E(yh) := h
1=2
E k[yh]Ek0;E; E 2 Eh(
);(6.9b)
E(ph) := h
1=2
E k[tE  (a 1ph)]Ek0;E; E 2 Eh(
);(6.9c)
E(ph) := h
1=2
E k[ph]Ek0;E; E 2 Eh(
);(6.9d)
where tE stands for the tangential unit vector on E 2 Eh(
) and [tE (a 1yh)]E
and [yh]E refer to the jumps of the tangential component of a
 1yh and of yh
across E = T+ \ T ; T 2 Th(
) according to
[tE  (a 1yh)]E := (tE  (a 1yh))jT+   (tE  (a 1yh))jT  ;
[yh]E := yhjT+   yhjT  :
and (6.6). We note that [tE  (a 1ph)]E and [ph]E are dened analogously.
The a posteriori error analysis further involves data oscillations
osch :=
 X
T2Th(
)
(osc2T (f + u
d) + osc2T (y
d))
1=2
;(6.10)
where for data g 2 L2(
) the local term oscT (g) is given by
oscT (g) := hTkg   gTk0;T ; gT := jT j 1
Z
T
g dx:(6.11)
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Theorem 6.1 Let z := (y; y;p; p)
T 2 (QV )2 and zh := (yh ; yh;ph ; ph)T
2 (Qh Wh)2 be the solutions of the optimality system (3.3a)-(3.3d) and its
mixed nite element approximation (4.1a)-(4.1d). Further, let h and osch be
the residual a posteriori error estimator and the data oscillations as given by
(6.7) and (6.10), respectively. Then there holds
kz   zhk(QW )2 . 2h + osc2h:(6.12)
Proof. An application of Corollary 3.3 with yh = yh ;
ph = ph ; and
yh = Ryh; ph = Rph; where R : Wh ! Vh  V is the reconstruction operator
(6.4), yields
kz   zhk(QW )2 . kz   zhk2(QV )2 + kzh   zhk2(QW )2(6.13)
. kRes(zh)k2QV )2 + kRyh   yhk2W + kRph   phk2W :
In particular, we have
ky   yhk2Q . kRes1k2Q ;(6.14a)
ky   yhk2W . kRes2k2Q ;(6.14b)
kp   phk2Q . kRes3k2Q ;(6.14c)
kp  phk2W . kRes4k2Q :(6.14d)
As far as Res1 is concerned, for q 2 Q there holds
Res1(q) =
Z



a 1yh  ryh

q dx:(6.15)
By the Helmholtz decomposition (cf., e.g., [30]) there exists a function  2
H1(
) such that
a 1yh = ryh + curl ;(6.16a)
kcurl k0;
 = inf
v2V
ka 1yh  rvk0;
:(6.16b)
Using (6.16a) in (6.15), it follows that
kRes1kQ . kcurl k0;
:(6.17)
Since curl  and ryh are orthogonal with respect to (; )0;
, we have
kcurl k20;
 =
Z


curl  

curl  +ryh

dx =
Z


curl   a 1yh dx;
(6.18)
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where we have used again the Helmholtz decomposition (6.16a). Now, for any
h 2 Vh there holds curl h 2 W 2h which implies
r  curl hjT = 0; T 2 Th(
):(6.19)
Using curl h as a test function in (4.1a) and observing (6.19), we obtain
Z


curl   a 1yh dx =
X
T2Th(
)
Z
T
curl (   h)  a 1yh dx
=
X
T2Th(
)

 
Z
T
(   h) curl (a 1yh) dx+
Z
@T
(   h)  t@T  (a 1yh) ds

=  
X
T2Th(
)
Z
T
(   h) curl (a 1yh) dx+
X
E2Eh(
)
(   h) [tE  (a 1yh)]E:
We choose h = PC where PC stands for Clement's quasi-interpolation opera-
tor. Then, straightforward estimation and (6.1d),(6.1e) as well as (6.2a),(6.2b)
result in
j
Z


curl   a 1yh dxj (6.20) X
T2Th(
)
hTkcurl(a 1yh)k0;T h 1T k   PCk0;T
+
X
E2Eh(
)
h
1=2
E k[tE  (a 1yh)]Ek0;E kh 1=2E k   PCk0;E
. kk1;


(
X
T2Th(
)
h2T kcurl(a 1yh)k20;T )1=2
+ (
X
E2Eh(
)
hE k[tE  (a 1yh)]Ek20;E)1=2

:
In view of (6.16b), we have kk1;
 . ky yhk0;
. Hence, (6.14a),(6.17),(6.18),
and (6.20) imply
ky   yhk20;
 .
X
T2Th(
)
2T (yh) +
X
E2Eh(
)
2E(yh):(6.21)
As far as Res2 is concerned, observing (3.15b) and (4.6a), for v 2 V and
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vh 2 Wh with vhjT = jT j 1
R
T
v dx; T 2 Th(
); we nd
Res2(v) =
Z


(f + ud)v dx 
Z


yh  rv dx 
Z


cyh dx+ 
 1
Z


phv dx
=
Z


(fh + u
d
h)v dx+
Z


r  yhv dx 
Z


cyh dx+ 
 1
Z


phv dx
+
Z


(f   fh + ud   udh)v dx+
Z


c(yh   yh)v dx+  1
Z


(ph   ph)v dx
=
X
T2Th(
)
Z
T
(f   fh + ud   udh)(v   vh) dx+
Z
T
c(yh   yh)v dx
+  1
Z
T
(ph   ph)v dx

:
Straightforward estimation yields
jRes2(v)j .
X
T2Th(
)
hT

kf   fhk0;T + kud   udhk0;T

h 1T kv   vhk0;T(6.22)
+
X
T2Th(
)

kyh   yhk0;T + kph   phk0;T

kvk0;T :
Using the Poincare inequality
kv   vhk0;T . hT krvk0;T . hT kvk1;T ;
and (6.5), from (6.14b) and (6.22) we deduce
ky   yhk20;
 .
X
E2Eh(
)

2E(yh) + 
2
E(ph)

+
X
T2Th(
)
osc2T (f + u
d):(6.23)
The residuals Res3 and Res4 can be estimated from above in much the same
way yielding
kp   phk20;
 .
X
T2Th(
)
2T (ph) +
X
E2Eh(
)
2E(ph);(6.24)
as well as
kp  phk20;
 .
X
E2Eh(
)

2E(yh) + 
2
E(ph)

+
X
T2Th(
)
osc2T (y
d):(6.25)
Finally, combining (6.21),(6.23),(6.24), and (6.25) gives the assertion. 
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In the step MARK of the adaptive cycle we use Dorer marking [22]. In
particular, given a universal constant 0 <  < 1, we determine a set of
elements MT and a set of edges ME such that
 (2h + osc
2
h) 
X
T2MT

2T (yh) + 
2
T (ph) + osc
2
T (f + u
d) + osc2T (y
d)
(6.26)
+
X
E2ME

2E(yh) + 
2
E(yh) + 
2
E(ph) + 
2
E(ph)

The Dorer marking can be realized by a greedy algorithm (cf., e.g., [36]).
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Chapter 7
Numerical results
In this section, we provide a detailed documentation of numerical results for
three examples illustrating the performance of the adaptive mixed nite ele-
ment method (AMFEM).
In the following examples, we are interested in a comparison of the conver-
gence rate between the AMFEM and uniform method, the discretization er-
rors, residual-type a posteriori error estimators, and the local behavior of the
a posteriori error estimators.
Let kz   zhk(QW )2 denote the total error.
kz   zhk(QW )2 :=

ky   yhk2Q + ky   yhk2W + kp   phk2Q + kp  phk2W
1=2
:
(7.1)
The element residuals
Th;1 :=
 X
T2Th(
)
2T (yh)
1=2
;(7.2)
Th;2 :=
 X
T2Th(
)
2T (ph)
1=2
;(7.3)
The edge residuals
Eh;1 :=
 X
E2Eh(
)
(2E(yh) + 
2
E(yh))
1=2
;(7.4)
Eh;2 :=
 X
E2Eh(
)
(2E(ph) + 
2
E(ph))
1=2
;(7.5)
and the data oscillations osch as given by (6.10).
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Example 1: L-shaped domain.
We choose 
 = ( 1;+1)2n(0;+1) ( 1; 0) and a = c = 1, as well as
yd = (1 + 0:01)r2=3 sin(
2'
3
) (in polar coordinates)
ud = 0; f = 0:
The exact solution reads:
y = u = r2=3 sin(
2'
3
);
p = 0:01r2=3 sin(
2'
3
):
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Figure 7.1: Example 1: Generated state y (left) and control u (right) after 20
cycles of the adaptive algorithm
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Figure 7.2: Example 1: Adaptively rened triangulations after 15 cycles(left)
and 20 cycles(right) of the adaptive algorithm
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Figure 7.3: Example 1: Adaptive versus uniform renement for the total error
Figure 7.3 provides a comparison between adaptive and uniform renement.
On a logarithmic scale, the decrease in the total error kz  zhk(QW )2 is shown
as a function of the degrees of freedom (DOF).
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Table 7.1: Example 1: Convergence history of the AMFEM, Part I: Discretiza-
tion errors for the ux of the state, the state, the control, the ux of the adjoint
state, and the adjoint state
` NDOF ky   yhk0;
 ky   yhk0;
 ku  uhk0;
 kp   phk0;
 kp  phk0;

0 38 2.57e-01 2.50e-01 4.08e-01 8.21e-03 4.08e-03
1 124 2.32e-01 1.66e-01 2.05e-01 3.85e-03 2.05e-03
2 266 1.82e-01 1.23e-01 1.29e-01 2.00e-03 1.29e-03
3 408 1.51e-01 1.17e-01 1.18e-01 1.46e-03 1.18e-03
4 490 1.33e-01 9.05e-02 9.35e-02 1.42e-03 9.35e-04
5 632 1.14e-01 8.97e-02 9.09e-02 1.19e-03 9.09e-04
6 858 1.02e-01 7.85e-02 7.95e-02 1.07e-03 7.95e-04
7 1062 9.21e-02 7.04e-02 7.18e-02 9.98e-04 7.18e-04
8 1344 8.32e-02 6.61e-02 6.69e-02 8.73e-04 6.69e-04
9 1620 7.55e-02 5.41e-02 5.46e-02 7.82e-04 5.46e-04
10 2002 6.79e-02 5.14e-02 5.17e-02 6.98e-04 5.17e-04
11 2698 5.77e-02 4.22e-02 4.24e-02 5.87e-04 4.24e-04
12 3166 5.35e-02 4.06e-02 4.08e-02 5.44e-04 4.08e-04
13 4178 4.69e-02 3.32e-02 3.33e-02 4.76e-04 3.33e-04
14 4942 4.27e-02 3.19e-02 3.20e-02 4.31e-04 3.20e-04
15 6358 3.76e-02 2.91e-02 2.91e-02 3.78e-04 2.91e-04
16 7748 3.41e-02 2.54e-02 2.55e-02 3.43e-04 2.55e-04
17 9586 3.06e-02 2.27e-02 2.28e-02 3.07e-04 2.28e-04
18 13230 2.64e-02 1.88e-02 1.88e-02 2.65e-04 1.88e-04
19 16110 2.37e-02 1.73e-02 1.73e-02 2.37e-04 1.73e-04
20 20048 2.12e-02 1.57e-02 1.57e-02 2.12e-04 1.57e-04
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Table 7.2: Example 1: Convergence history of the AMFEM, Part II: Element
and edge residuals, data oscillations
` NDOF 
T
h;1 
T
h;2 
E
h;1 
E
h;2 osch
0 38 0.00e+00 0.00e+00 1.15e+00 2.04e-02 8.18e-01
1 124 3.93e-17 0.00e+00 9.53e-01 8.95e-03 2.69e-01
2 266 5.72e-17 3.91e-19 7.57e-01 6.86e-03 1.82e-01
3 408 7.11e-17 8.82e-19 6.76e-01 6.43e-03 1.79e-01
4 490 6.69e-17 9.45e-19 5.79e-01 5.28e-03 9.56e-02
5 632 6.15e-17 6.55e-19 5.36e-01 5.09e-03 9.55e-02
6 858 7.35e-17 5.94e-19 4.82e-01 4.61e-03 5.56e-02
7 1062 7.46e-17 6.53e-19 4.31e-01 4.09e-03 5.30e-02
8 1344 7.20e-17 6.61e-19 3.97e-01 3.80e-03 4.94e-02
9 1620 8.04e-17 7.52e-19 3.58e-01 3.45e-03 3.19e-02
10 2002 7.30e-17 7.31e-19 3.28e-01 3.17e-03 2.96e-02
11 2698 6.94e-17 6.39e-19 2.75e-01 2.71e-03 1.99e-02
12 3166 6.24e-17 6.49e-19 2.59e-01 2.56e-03 1.80e-02
13 4178 6.22e-17 6.65e-19 2.26e-01 2.23e-03 1.15e-02
14 4942 6.65e-17 6.33e-19 2.09e-01 2.07e-03 1.09e-02
15 6358 7.48e-17 7.14e-19 1.85e-01 1.84e-03 9.45e-03
16 7748 7.95e-17 7.40e-19 1.67e-01 1.66e-03 7.10e-03
17 9586 7.25e-17 7.38e-19 1.50e-01 1.49e-03 5.79e-03
18 13230 6.42e-17 6.62e-19 1.29e-01 1.28e-03 3.78e-03
19 16110 7.17e-17 6.57e-19 1.16e-01 1.16e-03 3.28e-03
20 20048 7.47e-17 6.96e-19 1.05e-01 1.04e-03 2.69e-03
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Table 7.3: Example 1: Convergence history of the AMFEM, Part III: Average
values of local a posteriori error estimators and data oscillations
` NDOF ^T(yh) ^T(ph) ^E(yh) ^E(yh) ^E(ph) ^E(ph) o^scT
0 38 0.00e+00 0.00e+00 2.75e-01 2.05e-01 7.12e-03 2.56e-03 3.26e-01
1 124 2.52e-18 0.00e+00 1.18e-01 7.18e-02 1.05e-03 7.45e-04 5.34e-02
2 266 2.50e-18 1.52e-20 5.54e-02 3.36e-02 4.78e-04 3.41e-04 1.63e-02
3 408 2.94e-18 3.68e-20 3.87e-02 2.21e-02 3.56e-04 2.23e-04 9.70e-03
4 490 2.29e-18 3.46e-20 3.21e-02 1.88e-02 2.84e-04 1.90e-04 6.52e-03
5 632 1.65e-18 1.87e-20 2.61e-02 1.46e-02 2.39e-04 1.47e-04 4.95e-03
6 858 1.36e-18 1.24e-20 2.01e-02 1.09e-02 1.90e-04 1.10e-04 3.19e-03
7 1062 2.16e-18 1.72e-20 1.63e-02 8.91e-03 1.53e-04 8.95e-05 2.29e-03
8 1344 1.52e-18 1.53e-20 1.31e-02 7.06e-03 1.24e-04 7.09e-05 1.67e-03
9 1620 1.58e-18 1.63e-20 1.08e-02 5.85e-03 1.04e-04 5.87e-05 1.15e-03
10 2002 1.10e-18 1.34e-20 8.82e-03 4.76e-03 8.50e-05 4.77e-05 8.82e-04
11 2698 9.05e-19 9.09e-21 6.53e-03 3.57e-03 6.40e-05 3.58e-05 5.34e-04
12 3166 7.43e-19 8.39e-21 5.63e-03 3.05e-03 5.54e-05 3.05e-05 4.37e-04
13 4178 7.57e-19 8.68e-21 4.27e-03 2.31e-03 4.21e-05 2.32e-05 2.73e-04
14 4942 7.47e-19 7.71e-21 3.62e-03 1.96e-03 3.57e-05 1.96e-05 2.21e-04
15 6358 7.11e-19 7.13e-21 2.79e-03 1.54e-03 2.76e-05 1.54e-05 1.54e-04
16 7748 7.03e-19 7.07e-21 2.30e-03 1.25e-03 2.28e-05 1.25e-05 1.12e-04
17 9586 5.64e-19 6.08e-21 1.85e-03 1.02e-03 1.84e-05 1.02e-05 8.03e-05
18 13230 4.14e-19 4.46e-21 1.35e-03 7.38e-04 1.34e-05 7.39e-06 4.82e-05
19 16110 4.45e-19 4.00e-21 1.10e-03 6.04e-04 1.10e-05 6.04e-06 3.65e-05
20 20048 4.32e-19 4.12e-21 8.89e-04 4.85e-04 8.86e-05 4.85e-06 2.65e-05
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Example 2: Slit domain.
Let 
 be the hexagon with corners (1; 0); (1
2
;
p
3
2
); (1
2
; 
p
3
2
) and a slit along
y = 0 and x > 0. The data of the prroblem are chosen according to a = c = 1
as well as
yd =(1 + 0:01)r1=4 sin(
'
4
) (in polar coordinates)
ud =0; f = 0:
The exact solution reads:
y = u = r1=4 sin(
'
4
);
p = 0:01r1=4 sin(
'
4
):
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Figure 7.4: Example 2: Generated state y (left) and control u (right) after 20
cycles of the adaptive algorithm
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Figure 7.5: Example 2: Adaptively rened triangulations after 15 cycles(left)
and 20 cycles(right) of the adaptive algorithm
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Figure 7.6: Example 2: Adaptive versus uniform renement for the total error
Like in Example 1, Figure 7.6 provides a comparison between adaptive and
uniform renement. On a logarithmic scale, the decrease in the total error
kz   zhk(QW )2 is shown as a function of the degrees of freedom (DOF).
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Table 7.4: Example 2: Convergence history of the AMFEM, Part I: Discretiza-
tion errors for the ux of the state, the state, the control, the ux of the adjoint
state, and the adjoint state
` NDOF ky   yhk0;
 ky   yhk0;
 ku  uhk0;
 kp   phk0;
 kp  phk0;

0 38 3.09e-01 1.27e-01 2.52e-01 7.03e-03 2.52e-03
1 86 3.15e-01 1.05e-01 1.90e-01 5.37e-03 1.90e-03
2 204 3.16e-01 7.85e-02 1.89e-01 6.36e-03 1.89e-03
3 346 3.03e-01 6.10e-02 1.26e-01 4.72e-03 1.26e-03
4 488 2.85e-01 5.58e-02 8.94e-02 3.60e-03 8.94e-04
5 630 2.69e-01 5.42e-02 7.20e-02 3.03e-03 7.20e-04
6 772 2.56e-01 5.38e-02 6.40e-02 2.72e-03 6.40e-04
7 992 2.33e-01 4.93e-02 5.60e-02 2.46e-03 5.60e-04
8 1230 2.10e-01 4.08e-02 4.41e-02 2.14e-03 4.41e-04
9 1428 1.96e-01 4.06e-02 4.28e-02 1.99e-03 4.28e-04
10 1680 1.85e-01 4.05e-02 4.18e-02 1.86e-03 4.18e-04
11 2032 1.73e-01 3.90e-02 4.03e-02 1.74e-03 4.03e-04
12 2534 1.59e-01 3.32e-02 3.41e-02 1.60e-03 3.41e-04
13 2972 1.49e-01 2.84e-02 2.92e-02 1.49e-03 2.92e-04
14 3812 1.31e-01 2.58e-02 2.61e-02 1.31e-03 2.61e-04
15 4538 1.21e-01 2.49e-02 2.52e-02 1.21e-03 2.52e-04
16 5512 1.12e-01 2.24e-02 2.29e-02 1.13e-03 2.29e-04
17 6986 1.00e-01 1.99e-02 2.01e-02 1.00e-03 2.01e-04
18 8486 9.17e-02 1.95e-02 1.96e-02 9.16e-04 1.96e-04
19 10444 8.35e-02 1.65e-02 1.65e-02 8.33e-04 1.65e-04
20 12962 7.58e-02 1.41e-02 1.41e-02 7.58e-04 1.41e-04
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Table 7.5: Example 2: Convergence history of the AMFEM, Part II: Element
and edge residuals, data oscillations
` NDOF 
T
h;1 
T
h;2 
E
h;1 
E
h;2 osch
0 38 4.68e-17 1.01e-18 9.01e-01 9.70e-03 6.03e-01
1 86 5.60e-17 1.33e-18 1.05e+00 1.07e-02 5.12e-01
2 204 1.10e-16 9.48e-19 1.02e+00 1.26e-02 2.50e-01
3 346 1.35e-16 1.35e-18 9.98e-01 9.69e-03 8.94e-02
4 488 1.19e-16 1.32e-18 9.87e-01 8.88e-03 7.47e-02
5 630 1.27e-16 1.29e-18 9.81e-01 8.85e-03 7.40e-02
6 772 1.27e-16 1.19e-18 9.78e-01 8.94e-03 7.40e-02
7 992 1.21e-16 1.36e-18 9.00e-01 8.41e-03 5.81e-02
8 1230 1.29e-16 1.54e-18 8.26e-01 7.89e-03 3.61e-02
9 1428 1.46e-16 1.37e-18 7.85e-01 7.55e-03 3.61e-02
10 1680 1.37e-16 1.62e-18 7.51e-01 7.26e-03 3.60e-02
11 2032 1.45e-16 1.26e-18 7.12e-01 6.90e-03 3.40e-02
12 2534 1.47e-16 1.63e-18 6.58e-01 6.43e-03 2.61e-02
13 2972 1.57e-16 1.62e-18 6.20e-01 6.08e-03 2.01e-02
14 3812 1.48e-16 1.71e-18 5.49e-01 5.40e-03 1.76e-02
15 4538 1.67e-16 1.65e-18 5.10e-01 5.02e-03 1.65e-02
16 5512 1.76e-16 1.69e-18 4.72e-01 4.66e-03 1.31e-02
17 6986 1.69e-16 1.76e-18 4.23e-01 4.20e-03 1.02e-02
18 8486 1.72e-16 1.64e-18 3.88e-01 3.85e-03 1.01e-02
19 10444 1.62e-16 1.77e-18 3.53e-01 3.51e-03 6.59e-03
20 12962 1.68e-16 1.76e-18 3.22e-01 3.20e-03 4.89e-03
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Table 7.6: Example 2: Convergence history of the AMFEM, Part III: Average
values of local a posteriori error estimators and data oscillations
` NDOF ^T(yh) ^T(ph) ^E(yh) ^E(yh) ^E(ph) ^E(ph) o^scT
0 38 1.26e-17 2.62e-19 3.15e-01 8.98e-02 3.04e-03 1.48e-03 2.29e-01
1 86 1.03e-17 1.62e-19 2.03e-01 4.83e-02 1.84e-03 6.92e-04 7.97e-02
2 204 9.48e-18 9.35e-20 1.02e-01 2.13e-02 1.10e-03 3.36e-04 1.73e-02
3 346 9.35e-18 9.63e-20 7.24e-02 1.34e-02 6.96e-04 1.72e-04 6.13e-03
4 488 7.27e-18 7.00e-20 6.00e-02 9.79e-03 5.50e-04 1.12e-04 3.73e-03
5 630 6.77e-18 7.04e-20 5.26e-02 7.72e-03 4.82e-04 8.37e-05 2.78e-03
6 772 5.90e-18 5.70e-20 4.72e-02 6.37e-03 4.38e-04 6.69e-05 2.25e-03
7 992 5.19e-18 5.61e-20 3.91e-02 4.92e-03 3.70e-04 5.13e-05 1.54e-03
8 1230 4.82e-18 5.77e-20 3.34e-02 4.03e-03 3.21e-04 4.15e-05 1.05e-03
9 1428 5.09e-18 4.57e-20 2.98e-02 3.48e-03 2.89e-04 3.56e-05 8.95e-04
10 1680 4.36e-18 4.93e-20 2.63e-02 2.98e-03 2.56e-04 3.03e-05 7.57e-04
11 2032 4.14e-18 3.80e-20 2.24e-02 2.45e-03 2.19e-04 2.49e-05 5.90e-04
12 2534 3.60e-18 3.95e-20 1.86e-02 2.03e-03 1.83e-04 2.06e-05 4.34e-04
13 2972 3.58e-18 3.81e-20 1.63e-02 1.73e-03 1.60e-04 1.75e-05 3.26e-04
14 3812 3.15e-18 3.44e-20 1.29e-02 1.37e-03 1.28e-04 1.38e-05 2.32e-04
15 4538 3.07e-18 3.01e-20 1.10e-02 1.16e-03 1.08e-04 1.17e-05 1.89e-04
16 5512 3.01e-18 2.84e-20 9.15e-03 9.49e-04 9.06e-05 9.54e-06 1.37e-04
17 6986 2.43e-18 2.63e-20 7.25e-03 7.50e-04 7.21e-05 7.52e-06 9.56e-05
18 8486 2.42e-18 2.37e-20 6.00e-03 6.21e-04 5.97e-05 6.23e-06 7.66e-05
19 10444 2.09e-18 2.18e-20 4.91e-03 5.02e-04 4.89e-05 5.03e-06 5.20e-05
20 12962 1.86e-18 1.96e-20 4.00e-03 4.06e-04 3.98e-05 4.07e-06 3.63e-05
Tables 7.4,7.5,7.6 document the convergence history of the AMFEM for Ex-
ample 2 with the same legends as for Example 1.
Finally, Figure 7.6 displays the performance of the AMFEM in comparison to
uniform renement.
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Example 3: Solution with a boundary layer.
We choose 
 = (0;+1)2 and a = 1; c = 99, as well as
yd = (1 + 0:01)(2cosh(10)) 1

cosh(10x1) + cosh(10x2)

;
ud = 0; f = 0:
The exact solution reads:
y = (2cosh(10)) 1

cosh(10x1) + cosh(10x2)

;
u =   (2cosh(10)) 1

cosh(10x1) + cosh(10x2)

;
p =   0:01(2cosh(10)) 1

cosh(10x1) + cosh(10x2)

:
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Figure 7.7: Example 2: Generated state y (left) and control u (right) after 20
cycles of the adaptive algorithm
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Figure 7.8: Example 2: Adaptively rened triangulations after 15 cycles(left)
and 20(right) cycles of the adaptive algorithm
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Figure 7.9: Example 2: Adaptive versus uniform renement for the total error
Similarly, Figure 7.9 provides a comparison between adaptive and uniform re-
nement. On a logarithmic scale, the decrease in the total error kz zhk(QW )2
is shown as a function of the degrees of freedom (DOF).
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Table 7.7: Example 3: Convergence history of the AMFEM, Part I: Discretiza-
tion errors for the ux of the state, the state, the control, the ux of the adjoint
state, and the adjoint state
` NDOF ky   yhk0;
 ky   yhk0;
 ku  uhk0;
 kp   phk0;
 kp  phk0;

0 14 2.01e+00 2.65e-01 2.54e-01 2.08e-02 2.54e-03
1 48 1.28e+00 1.76e-01 1.78e-01 1.28e-02 1.78e-03
2 152 7.28e-01 9.48e-02 9.80e-02 7.43e-03 9.80e-04
3 316 4.95e-01 6.85e-02 6.93e-02 5.07e-03 6.93e-04
4 816 2.74e-01 3.55e-02 3.59e-02 2.78e-03 3.59e-04
5 908 2.49e-01 2.85e-02 2.86e-02 2.52e-03 2.86e-04
6 1664 1.73e-01 2.20e-02 2.20e-02 1.75e-03 2.20e-04
7 1928 1.50e-01 1.96e-02 1.96e-02 1.51e-03 1.96e-04
8 2156 1.43e-01 1.68e-02 1.68e-02 1.44e-03 1.68e-04
9 3368 1.24e-01 1.49e-02 1.49e-02 1.24e-03 1.49e-04
10 4842 9.86e-02 1.23e-02 1.23e-02 9.87e-04 1.23e-04
11 5730 8.94e-02 1.10e-02 1.10e-02 8.95e-04 1.10e-04
12 7120 7.96e-02 1.01e-02 1.01e-02 7.97e-04 1.01e-04
13 8348 7.42e-02 8.80e-03 8.80e-03 7.43e-04 8.80e-05
14 10732 6.87e-02 8.12e-03 8.12e-03 6.88e-04 8.12e-05
15 14486 5.87e-02 7.28e-03 7.28e-03 5.88e-04 7.28e-05
16 16496 5.50e-02 6.93e-03 6.93e-03 5.50e-04 6.93e-05
17 20604 4.85e-02 6.24e-03 6.24e-03 4.86e-04 6.24e-05
18 26860 4.19e-02 5.20e-03 5.20e-03 4.19e-04 5.20e-05
19 30440 3.94e-02 4.86e-03 4.85e-03 3.94e-04 4.85e-05
20 35532 3.67e-02 4.59e-03 4.59e-03 3.67e-04 4.59e-05
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Table 7.8: Example 3: Convergence history of the AMFEM, Part II: Element
and edge residuals, data oscillations
` NDOF 
T
h;1 
T
h;2 
E
h;1 
E
h;2 osch
0 14 0.00e+00 0.00e+00 6.46e-01 6.15e-02 9.02e-01
1 48 0.00e+00 0.00e+00 2.47e+00 2.54e-01 2.54e-01
2 152 1.57e-16 1.23e-18 2.59e+00 2.74e-02 9.59e-02
3 316 5.03e-17 1.47e-19 1.86e+00 1.92e-02 4.45e-02
4 816 1.02e-16 9.21e-19 1.13e+00 1.15e-02 1.64e-02
5 908 1.08e-16 7.48e-19 1.06e+00 1.08e-02 7.27e-03
6 1664 1.03e-16 1.02e-18 7.40e-01 7.46e-03 5.24e-03
7 1928 1.11e-16 1.09e-18 6.39e-01 6.41e-03 4.46e-03
8 2156 9.24e-17 9.69e-19 6.13e-01 6.14e-03 3.31e-03
9 3368 9.94e-17 1.08e-18 5.31e-01 5.31e-03 2.86e-03
10 4842 1.00e-16 1.01e-18 4.23e-01 4.24e-03 1.84e-03
11 5730 9.43e-17 9.25e-19 3.84e-01 3.84e-03 1.36e-03
12 7120 9.94e-17 1.07e-18 3.41e-01 3.41e-03 1.23e-03
13 8348 1.02e-16 1.02e-18 3.16e-01 3.16e-03 9.83e-04
14 10732 9.52e-17 1.03e-18 2.92e-01 2.92e-03 8.01e-04
15 14486 9.75e-17 1.10e-18 2.50e-01 2.51e-03 6.75e-04
16 16496 9.51e-17 1.14e-18 2.35e-01 2.35e-03 5.99e-04
17 20604 1.00e-16 1.02e-18 2.06e-01 2.07e-03 5.36e-04
18 26860 1.08e-16 9.83e-19 1.79e-03 1.79e-03 3.76e-04
19 30440 1.03e-16 9.97e-19 1.68e-01 1.69e-03 3.10e-04
20 35532 9.86e-17 1.01e-18 1.57e-01 1.57e-03 2.85e-04
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Table 7.9: Example 3: Convergence history of the AMFEM, Part III: Average
values of local a posteriori error estimators and data oscillations
` NDOF ^T(yh) ^T(ph) ^E(yh) ^E(yh) ^E(ph) ^E(ph) o^scT
0 14 0.00e+00 0.00e+00 1.57e-16 2.00e-01 1.96e-18 2.00e-03 6.38e-01
1 48 2.52e-18 0.00e+00 4.90e-01 6.28e-02 4.95e-03 6.30e-04 7.46e-02
2 152 7.93e-18 6.20e-20 2.09e-01 2.13e-02 2.21e-03 2.15e-04 1.02e-02
3 316 1.33e-18 5.45e-21 1.17e-01 1.15e-02 1.20e-03 1.15e-04 2.81e-03
4 816 2.26e-18 2.28e-20 4.65e-02 4.49e-03 4.73e-04 4.50e-05 5.81e-04
5 908 2.44e-18 1.74e-20 4.17e-02 4.06e-03 4.22e-04 4.06e-05 4.34e-04
6 1664 2.03e-18 1.87e-20 2.33e-02 2.26e-03 2.35e-04 2.26e-05 1.85e-04
7 1928 2.26e-18 2.07e-20 2.00e-02 1.97e-03 2.01e-04 1.97e-05 1.47e-04
8 2156 1.54e-18 1.67e-20 1.77e-02 1.74e-03 1.77e-04 1.74e-05 1.19e-04
9 3368 1.24e-18 1.32e-20 1.15e-02 1.13e-03 1.15e-04 1.13e-05 6.68e-05
10 4842 1.10e-18 1.06e-20 7.99e-03 7.92e-04 8.00e-05 7.92e-06 3.65e-05
11 5730 8.95e-19 8.82e-21 6.63e-03 6.65e-04 6.64e-05 6.65e-06 2.71e-05
12 7120 7.83e-19 9.23e-21 5.25e-03 5.35e-04 5.26e-05 5.35e-06 1.99e-05
13 8348 7.19e-19 7.51e-21 4.39e-03 4.54e-04 4.39e-05 4.54e-06 1.52e-05
14 10732 5.35e-19 6.13e-21 3.34e-03 3.52e-04 3.35e-05 3.52e-06 1.04e-05
15 14486 5.55e-19 6.15e-21 2.53e-03 2.62e-04 2.53e-05 2.62e-06 6.94e-06
16 16496 4.98e-19 5.99e-21 2.22e-03 2.31e-04 2.22e-05 2.31e-06 5.70e-06
17 20604 4.78e-19 4.70e-21 1.75e-03 1.85e-04 1.75e-05 1.86e-06 4.14e-06
18 26860 4.09e-19 3.77e-21 1.32e-03 1.41e-04 1.32e-05 1.41e-06 2.74e-06
19 30440 3.68e-19 3.38e-21 1.15e-03 1.25e-04 1.16e-05 1.25e-06 2.22e-06
20 35532 3.13e-19 3.09e-21 9.79e-04 1.07e-04 9.80e-06 1.07e-06 1.77e-06
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Chapter 8
Conclusions
For the numerical solution of optimal control problems with distributed con-
trols for linear second order elliptic boundary value problems we have devel-
oped, analyzed, and implemented an adaptive mixed nite element method
based on the mixed formulation of the associated optimality system. We have
focused on
 the iterative solution of the resulting algebraic saddle point problem by a
preconditioned Richardson-type iterative scheme featuring precondition-
ers constructed by means of appropriately chosen left and right trans-
forms,
 the derivation of a reliable residual-type a posteriori error estimator
within the framework of a unied a posteriori error control.
Numerical results have conrmed the theoretical ndings and thus documented
the feasibility of the adaptive approach.
So far we have only considered the unconstrained case, i.e., we have imposed
neither constraints on the control nor on the state. Future work will be devoted
to the application of the adaptive approach to control constrained as well as
to state constrained optimally controlled elliptic problems.
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