The purpose of semantic knowledge is to allow us to recognize different instances of a particular item (e.g., that an apple and an orange are both fruits) and generalize to novel instances of that item irrespective of perceptual variation (e.g., that an avocado is also a fruit). Semantic representations are formed by extracting coherent covariation among conceptual features (i.e., seeds), allowing abstraction from the perceptual features (e.g., sweet, juicy). Of course, the perceptual features of a concept will be activated along with its semantic representation, but these are stored in separate regions of the brain. This notion of a combination of modality independent and modality-specific features that participate in semantic processing forms the basis of the hub and spoke model of semantic memory reproduced in Figure [1](#F1){ref-type="fig"} (Patterson et al., [@B34]). Within this model, semantic representations are stored in the anterior temporal lobe (ATL) that provides the amodal hub to link the modality-specific spokes of perceptual knowledge.

![**The hub and spoke model of semantic processing.** The various different modality-specific surface representations correspond to motion (yellow), colors (dark blue), shape (green), names (orange), actions (light blue) and task (purple), and are directly connected via green lines. These all connect (shown as red lines) to a shared, amodal "hub" (shown as a red area) in the anterior temporal lobes. At the hub stage, therefore, associations between different pairs of attributes (such as shape and name, shape and action, or shape and color) are all processed by a common set of neurons and synapses, regardless of the task. Adapted from Figure [1B](#F1){ref-type="fig"} of Patterson et al. ([@B34], p.977).](fnhum-06-00085-g0001){#F1}

This model has gained considerable support from the study of patients with semantic dementia (SD), a progressive degenerative disease involving atrophy and hypometabolism of the ATLs, resulting in a selective and worsening deficit of semantic memory (Gorno-Tempini et al., [@B13]). These patients show deficits that cut across all modalities of testing, affecting their ability to name pictures; understand spoken words; recognize pictures, written words, environmental sounds and characteristic smells; and draw and use objects (Lambon Ralph et al., 2008). The pan-modal nature of the semantic deficits seen in SD argues strongly for the existence of amodal semantic representations housed in the ATLs, although this view is not universally accepted (Martin, [@B27]). It is certainly true that atrophy does spread beyond anterior temporal regions as SD progresses (Rohrer et al., [@B46]; Gordon et al., [@B12]), however evidence of the amodal nature of semantic representations in the ATLs has also been found using both distortion corrected functional imaging (Visser et al., [@B50]) and virtual lesion methodology using repetitive Transcranial Magnetic Stimulation (rTMS) (Pobric et al., [@B39]).

To return to the apple and the avocado, it is clear that an apple is a good example of a fruit because it has features commonly found in other fruits (e.g., seeds, skin, sweet, juicy), whereas an avocado has fewer of these (e.g., seeds, skin) and also involves some more idiosyncratic features not found in many other fruits (e.g., savory, oily). The difference between the apple and the avocado can be seen as one of the typicality of their features within the fruit category. Since the proposal of the very first cognitive models of semantic memory, it has been recognized that the typicality of an item is a key dimension of its semantic representation. Smith et al. ([@B48]) reported evidence of a concept typicality effect such that people are faster to verify that "An apple is a fruit" than "An avocado is a fruit." Indeed, concept typicality ratings confirm that an apple is judged to be a more typical fruit than an avocado (Morrow and Duffy, [@B33]), given the latter\'s savory flavor and oily texture. Such findings motivated Collins and Loftus ([@B6]) to incorporate spreading activation into their semantic network and indeed form the basis of the prototype theory of semantic representation proposed by Rosch and Mervis ([@B47]).

These initial cognitive models of semantic memory are not dissimilar to more recent connectionist conceptualizations of semantic memory for concrete concepts, which incorporate the same characteristics of featural representations, spreading activation, and semantic distance (e.g., Plaut, [@B36]; McRae et al., [@B30], [@B29]; Rogers et al., [@B43]; Dilkina et al., [@B8], [@B9]). McRae et al. presented models in which the written word-form activated semantic representations that were made up of transparent features listed by human participants, and the connections between them were indexed to the extent to which a given feature pair co-occurred across the description of all items (e.g., seeds and sweet co-occur together in more concepts than seeds and savory). In this framework, McRae et al. were concerned with the typicality of features, rather than concepts: seeds is a typical feature of apple because apple contains other features that often co-occur with seeds (e.g., sweet and juicy), whereas it is an atypical feature of an avocado because avocado contains other features that do not often co-occur with seeds (e.g., savory and oily). Nevertheless, these models illustrate an important aspect of typicality, which is that it is determined not by the number or frequency of features, but rather by the intercorrelation between those features. In the case of concept typicality, an apple\'s features are highly intercorrelated with those of many other fruits, hence it represents a typical exemplar of the category, whereas an avocado\'s features are less intercorrelated with others in the category, hence it represents a more atypical exemplar.

The weakly intercorrelated features that characterize the representation of atypical items would be expected to be more vulnerable to damage than the strongly intercorrelated features of typical items. Hence there is a clear prediction that amongst those who suffer from a deficit in semantic memory arising from damage to the ATLs, atypical concepts like avocado will suffer more than typical ones like apple. Woollams et al. ([@B52]) provided the first assessment of this prediction in a large case-series study of picture naming in SD, and found an overwhelmingly strong effect of typicality upon picture naming accuracy. Moreover, the patients\' errors of commission were increasingly more typical than the target (e.g., an avocado might initially be called a mango and then later a pear). This influence of typicality upon performance in SD has since been confirmed in a receptive matching to sample task (Lambon Ralph et al., [@B23]; Mayberry et al., [@B28]).

There are, however, a number of other factors that may affect the susceptibility of items to the progressive semantic damage that defines SD (Lambon Ralph et al., [@B20]; Woollams et al., [@B52]). One is Age of Acquisition (AoA), which has been shown to correlate with typicality---more typical exemplars like apple tend to be learnt earlier than less typical ones like avocado (Holmes and Ellis, [@B16]). Another is name frequency, as more typical items like apple have names that are used more often than less typical ones like avocado. The goal of this paper is to explore the extent to which concept typicality uniquely affects the nature of the meaning we have in mind. This will be achieved in two ways: firstly, by considering its impact upon picture naming accuracy across the range of severity in SD, and secondly, by exploring how it responds to a temporary virtual lesion to the left ATL (lATL) induced by offline rTMS.

The impact of ATL atrophy on picture naming
===========================================

Methods
-------

### Participants

The present data set was derived from all patients listed in the Cambridge MemBrain patient database who had a clinical diagnosis of SD and who had completed picture naming on at least one occasion. This yielded a total pool of 225 observations from 78 patients, collected between 1991 and 2006. Demographic and background neuropsychological data for five severity groups containing 45 observations each can be found in Table [1](#T1){ref-type="table"}. These five severity groups were created on the basis of overall picture naming accuracy and are provided for expository purposes to illustrate the key features of this patient group over the course of the disease. These data demonstrated selective and progressive semantic deficit that characterizes SD: MMSE (Folstein et al., [@B10]) scores were universally low; nonverbal intelligence/problem solving remained high as indicated by stable performance on Raven\'s Coloured Progressive Matrices (Raven, [@B42]); visuo-spatial processing was preserved, as seen by normal scores on the Rey Immediate Copy Test (Lezak, [@B25]); normal performance on the Delayed Recall version indicated preserved episodic memory; and normal forward and backward digit span (Wechsler, [@B51]) scores showed preserved short term memory function. These contrast with the impaired and worsening performance apparent on both verbal and nonverbal measures of comprehension \[the Cambridge Spoken Word Picture Matching Test (Bozeat et al., [@B4]) and the picture version of the Pyramids and Palm Trees Test (Howard and Patterson, [@B17])\] and most prominently, the striking anomia apparent on the Cambridge Picture Naming Test.

###### 

**Demographic information and neuropsychological test scores associated with each of the 225 observations of picture naming data from semantic dementia patients included in the present study, grouped according to level of severity (Reproduced from Table [1](#T1){ref-type="table"} of Woollams et al. ([@B52], p.2505)**.

  **Group[^\*^](#TN1){ref-type="table-fn"}**          **Age**   **Educ\'n**   **MMSE (%)**   **Ravens (%)**   **Rey copy (%)**   **Rey delayed recall (%)**   **Digit span F**   **Digit span B**   **PPT pictures (%)**   **S-WPM (%)**   **Picture naming (%)**
  -------------------------------------------- ------ --------- ------------- -------------- ---------------- ------------------ ---------------------------- ------------------ ------------------ ---------------------- --------------- ------------------------
  Mild                                         Mean   63        13            **88**         86               93                 47                           7                  5                  **89**                 **96**          **85**
                                               SD     7         4             13             18               10                 21                           1                  2                  9                      6               8
                                               N      45        45            39             16               42                 33                           39                 39                 36                     44              45
  Mild-moderate                                Mean   61        12            **81**         77               89                 36                           6                  4                  **82**                 **86**          **56**
                                               SD     7         2             15             14               16                 21                           1                  1                  11                     10              12
                                               N      45        45            43             12               43                 33                           39                 38                 36                     45              45
  Moderate                                     Mean   63        11            **70**         82               89                 33                           6                  4                  **69**                 **70**          **27**
                                               SD     8         3             17             19               16                 18                           2                  1                  15                     15              5
                                               N      45        45            43             14               43                 27                           40                 38                 33                     43              45
  Moderate-severe                              Mean   63        12            **62**         81               85                 26                           6                  4                  **68**                 **52**          **13**
                                               SD     7         3             19             15               21                 17                           1                  1                  13                     19              3
                                               N      45        42            35             17               42                 32                           39                 38                 34                     43              45
  Severe                                       Mean   64        12            **52**         69               85                 24                           6                  4                  **68**                 **39**          **4**
                                               SD     6         3             19             20               18                 13                           1                  1                  13                     27              3
                                               N      45        44            34             15               40                 21                           40                 36                 29                     41              45

Severity was determined on the basis of picture naming scores, divided into five groups with 45 observations per group.

Figures in bold indicate performance more than two standard deviations below the control mean.

MMSE, mini-mental state examination; S-WPM, spoken word-picture matching; PPT, pyramids and palm trees test; F, forward; B, backward.

### Stimuli

To assess the impact of concept typicality upon naming performance in SD, the objects in the 48 or 64 item Cambridge Picture Naming Tests were subdivided into equal-N High and Low Typicality sets, based upon scores for these items in the Morrow and Duffy ([@B33]) ontological concept typicality norms for a group of older adults on a scale from one (low typicality) to seven (high typicality). Typicality scores were not available for all items: for the 48-item version, there were 40 scores available, and for the 64-itemversion, there were 50 scores available. When combining across tests, 20 items appeared in both, and hence there was a total of 70 unique items, yielding 35 lower typicality items (mean = 5.46, SD = 0.60) and 35 higher typicality items (mean = 6.55, SD = 0.27). A full listing of these items is provided in the Table [A1](#TA1){ref-type="table"}.

Results
-------

In order to assess the significance of this typicality effect, the 225 observations for the higher and lower typicality items were analyzed according to their severity group (1--15) in a 2 (typicality) by 15 (severity) ANOVA with typicality as a within-participants factor and severity as a between participants factor. Severity groups based upon overall naming accuracy were created rather than using severity as a continuous predictor as the use of groups allowed a parallel analysis of the impact of typicality and severity across items. Fifteen groups of fifteen observations were used as this balanced the need to keep group sizes reasonable whilst at the same time keeping group variation low. The by-participants analysis revealed strong main effects of typicality (*F*~(1,\ 210)~ = 1079.19, *p* \< 0.0001), severity (*F*~(14,\ 210)~ = 1218.08, *p* \< 0.0001) and their interaction (*F*~(14,\ 210)~ = 1181.76, *p* \< 0.0001). A parallel analysis was conducted where the accuracy for each group of 15 participants was averaged across the 40 higher and 40 lower typicality items, allowing a 2 (typicality) by 15 (severity) ANOVA with typicality as a between items factor and severity as a within items factor. This confirmed the significant main effects of typicality (*F*~(1,\ 68)~ = 11.43, *p* = 0.001), severity (*F*~(5.40,\ 367.08)~ = 272.99, *p* \< 0.0001)[^1^](#fn0001){ref-type="fn"}, and their interaction (*F*~(5.40,\ 367.08)~ = 4.35, *p* = 0.001). As can be seen in Figure [2](#F2){ref-type="fig"}, the concept typicality effect is most pronounced for the moderately impaired patients. Nonetheless, the typicality effect is significant at every level of severity.

![**Average magnitude of the concept typicality effect in picture naming accuracy (high typicality minus low typicality) for the 15 severity groups of 15 observations each, according to average overall level of accuracy, with cubic regression line and associated equation and fit.** Error bars represent ±90% confidence intervals, hence those points in which they do not encompass the origin correspond to significant effects at an alpha level of 0.05 using a paired one-tailed *t*-test. Adapted from Figure [2](#F2){ref-type="fig"} of Woollams et al., ([@B52], p.2507).](fnhum-06-00085-g0002){#F2}

Yet in this set of 70 unique items, the correlation between concept typicality and AoA (taken from the Morrow and Duffy ([@B33]) ratings from older adults) was −0.479, *p* \< 0.001 and between concept typicality and CELEX (Baayen et al., [@B2]) spoken frequency \[from the N-watch database (Davis, [@B7])\] was 0.239, *p* = 0.047. As indicated by the correlation of typicality with AoA and frequency, these items were not selected to provide a controlled assessment of concept typicality effects. One way to determine the unique contribution of concept typicality to naming performance in SD is to control for AoA and frequency in the items analysis that considered severity. Item values for each variable were, therefore, entered as a linear predictor of the item accuracy for each of the 15 severity groups. The results revealed significant main effects of frequency (*F*~(1,\ 66)~ = 5.08, *p* = 0.028) and AoA (*F*~(1,\ 66)~ = 10.20, *p* = 0.002) but not concept typicality (*F*~(1,\ 66)~ = 2.39, *p* = 0.127). Critically, however, the significant interaction between concept typicality and severity (*F*~(5.63,\ 371.82)~ = 3.11, *p* = 0.007) remained. An interaction between AoA and severity (*F*~(5.63,\ 371.82)~ = 2.51, *p* = 0.023) was also apparent, but the interaction between severity and frequency did not reach significance (*F*~(5.63,\ 371.82)~ = 1.69, *p* = 0.151). The results of this analysis show that concept typicality exerts an appreciable effect upon SD naming performance over and above AoA and frequency, particularly in patients with a moderately severe semantic deficit.

Discussion
----------

The present results revealed strong effects of concept typicality upon picture naming performance in SD, with the lower typicality items being most vulnerable to semantic damage, as expected. The largest impact of concept typicality was observed in the moderately severe SD patients, and this effect survived controlling for the correlated dimensions of AoA and frequency. The nonlinear relationship of severity to the size of the concept typicality effect indicates that initially it is the lower typicality items that decline most rapidly, and as the disease progresses, the decline in performance for higher typicality items accelerates until both are severely impaired. This result is consistent with the notion that concept typicality affects the nature of central amodal semantic representations housed in the ATLs that are damaged by progressive atrophy in SD, because the representations of lower typicality items are more vulnerable to semantic damage by virtue of their more idiosyncratic features. This interpretation produces the clear prediction that it should be possible to enhance the concept typicality effect seen in picture naming in normal participants via application of a temporary virtual lesion using rTMS to the lATL, the region most reliably affected in SD (Rohrer et al., [@B45]) and associated with the strongest levels of anomia (Lambon Ralph et al., [@B21]).

The impact of lATL rTMS on picture naming
=========================================

Methods
-------

### Participants

Sixteen individuals participated in this picture naming experiment. All were students from the University of Manchester and participated in the study in exchange for £20. All spoke English as a first language and had normal or corrected-to-normal vision; three participants were male. The laterality quotient yielded by the Edinburgh Handedness Inventory (Oldfield, [@B33a]) was 44.17 points on average (SD = 69.44). The mean age of the participants was 20.5 years old (SD = 2.84). None of the participants were taking medication and all were free from any history of neurological disease or mental illness.

### Stimuli

The study used a repeated measures design in which participants named a set of 96 pictures before the application of rTMS and then another set of 96 pictures after the application of TMS, with the order of sets counterbalanced according to the order of enlistment. Ninety-three of these items had concept typicality ratings in the Morrow and Duffy ([@B33]) norms for a group of younger adults. Of these, the 40 items with the highest and the 40 items with the lowest typicality ratings were selected for consideration. The mean ratings for these items on a variety of dimensions are provided in Table [2](#T2){ref-type="table"}. Between items *t*-tests confirmed that the high and low typicality items differed significantly in their typicality ratings and also in their rated AoA and spoken frequency (*t*s~(1,\ 78)~ \> 2.43, *p*s \< 0.017). High and low typicality items did not differ significantly in terms of their visual complexity, name agreement or number of phonemes (*t*s~(1,\ 78)~ \< 1.19, *p*s \> 0.237). A full listing of these items is provided in the Table [A1](#TA1){ref-type="table"}.

###### 

**Means and standard deviations on a range of stimulus properties for the 40 low and 40 high typicality pictures used in the lATL rTMS study**.

                                                          **Low typicality**   **High typicality**              
  ------------------------------------------------------- -------------------- --------------------- ---------- ----------
  Typicality rating[^1^](#TN2){ref-type="table-fn"}       4.323975             0.90932               6.63975    0.248268
  Age of acquisition[^1^](#TN2){ref-type="table-fn"}      3.044775             0.656757              2.327925   0.59091
  Frequency per million[^2^](#TN3){ref-type="table-fn"}   4.962                9.432137              22.42325   44.39791
  Visual complexity[^3^](#TN4){ref-type="table-fn"}       2.949                0.709672              2.7585     0.720682
  Name agreement[^3^](#TN4){ref-type="table-fn"}          0.98375              0.02993               0.98425    0.024167
  Number of phonemes[^2^](#TN3){ref-type="table-fn"}      4.625                1.496791              4.25       1.69085

Taken from Morrow and Duffy (2004) younger norms.

Taken from information provided in the CELEX database (Baayen et al., [@B2]).

Taken from Morrison et al. ([@B31]) norms.

### Procedure

The DMDX experimental software package (Forster and Forster, [@B11]) was used to record RTs, vocal responses, and to display instructions and stimuli. Responses were collected by a voice key plus headset connected to an IBM compatible Pentium III computer with a 60 Hz refresh rate at 1280 by 1024 pixel screen resolution. Vocal responses were recorded from the beginning of the trial for a period of 1000 ms after the voice key triggered. Order of trial presentation was randomized anew for each participant within each block, and stimuli were presented in white on a black background. Mispronunciations and measurement errors were recorded by hand. Participants were instructed to name the centrally presented pictures as rapidly and accurately as possible. Trials began with a 500 ms fixation cross followed by the picture, which disappeared from the screen upon response or after 2000 ms. Each block of 96 pictures took around 5 min to complete.

The study used the virtual lesion method in which there was (a) a naming task (baseline), then (b) rTMS stimulation, and immediately after (c) an analogous naming task (probe). This meant that rTMS was delivered without a concurrent task and that the probe task was performed during the rTMS refractory period, which has been estimated as lasting for approximately 20 min (see Pobric et al., [@B41]). Focal magnetic stimulation was delivered using a 70 mm figure-of-eight coil attached to a MagStim Rapid2 stimulator (Magstim). Before experimental stimulation, motor threshold (MT) was determined for every participant as a visible twitch in the relaxed contralateral abductor pollicis brevis muscle in three out of six trials. Stimulation intensity for the experiment was then set at 120% of MT for each participant which resulted in an average of 62.42% (SD = 2.27) of the stimulator maximum output, and consisted of 10 min of 1 Hz stimulation. A structural T1-weighted MRI scan was acquired for each participant to guide TMS stimulation. As per Pobric et al. ([@B41]), the ATL site was defined as the region 10 mm posterior from the tip of the left temporal lobe along the middle temporal gyrus, corresponding to the MNI co-ordinates of −53, 4, −32 (see Figure [3](#F3){ref-type="fig"}). For stimulation, this site was determined by co-registering cortical surface with 11 anatomical landmarks (inion, tip of the nose, left/right ear canals and left/right ear projections) some of which were marked prior to the scan with oil capsules (vertex, nasion, left/right ear tragus, and beneath lip in chin indentation). Co-registration was made using Ascension miniBIRD magnetic tracking system and MRIreg software ([www.sph.sc.edu/comd/rorden/mrireg.html](http://www.sph.sc.edu/comd/rorden/mrireg.html)).

![**Location of the left Anterior Temporal Lobe site to which repetitive Transcranial Magnetic Stimulation was applied.** Crosshairs represent site of stimulation, corresponding to the co-ordinates −53, 4, −32 in MNI space.](fnhum-06-00085-g0003){#F3}

Results
-------

The correct reaction times and error rates were analyzed by two (typicality) by two (rTMS) ANOVAs, with typicality considered a within participants and between items variable, and rTMS considered as a within participants and within items variable. Analysis of the RT data, displayed in Figure [4](#F4){ref-type="fig"}, revealed a non-significant main effect of rTMS (*F*~1(1,\ 15)~ = 0.51, *p* = 0.486; *F*~2(1,\ 78)~ = 0.81, *p* = 0.371) and a main effect of typicality reliable by participants but not by items (*F*~1(1,\ 15)~ = 5.48, *p* = 0.033; *F*~2(1,\ 78)~ = 0.78, *p* = 0.389), which were qualified by an reliable interaction between the two, albeit it of marginal significance by participants (*F*~1(1,\ 15)\ =\ 3.67~, *p* = 0.075; *F*~2(1,\ 78)~ = 9.99, *p* = 0.002). Follow-up one-tailed *t*-tests revealed that while the typicality effect was not significant prior to rTMS (*t*~1(15)~ = 0.11, *p* = 0.480; *t*~2(78)~ =.34, *p* = 0.368), it was after rTMS (*t*~1(15)~ = 2.74, *p* = 0.008; *t*~2(78)~ = 1.90, *p* = 0.031). Similarly, the effect of rTMS for low typicality items was significant (*t*~1(15)~ = −1.84, *p* = 0.043; *t*~2(39)~ = −2.64, *p* = 0.006) whereas that for high typicality items was not reliable (*t*~1(15)~ = 0.85, *p* = 0.204; *t*~2(39)~ = 1.77, *p* = 0.042). The parallel analyses of error rates revealed no reliable effects by participants (*F*~(1,\ 15)~ \< 2.50, *p* \> 0.135), and only a significant main effect of rTMS by items (*F*~(1,\ 78)~ = 4.01, *p* = 0.049, all other effects *F*~(1,\ 78)~ \< 1.44, *p* \> 0.233).

![**Average reaction times for naming of high and low typicality pictures before and after the application of repetitive Transcranial Magnetic Stimulation to the left Anterior Temporal Lobe.** Error bars represent ± within-participants 90% confidence intervals computed according to Loftus and Masson ([@B26], Equation 4, p. 485).](fnhum-06-00085-g0004){#F4}

Across this set of 80 items, the correlation between concept typicality and AoA \[taken from the Morrow and Duffy ([@B33]) ratings from younger adults\] was −0.498, *p* \< 0.0005 and between concept typicality and CELEX (Baayen et al., [@B2]) spoken frequency \[from the N-watch database (Davis, [@B7])\] was 0.261, *p* = 0.019. To determine the key stimulus dimension that was interacting with rTMS, item values for each variable were, therefore, entered as a linear predictor of the item RT and error rate pre and post rTMS. The results revealed a marginally significant main effect of typicality (*F*~(1,\ 76)~ = 3.44, *p* = 0.068), a significant main effect of AoA (*F*~(1,\ 76)~ = 24.43 *p* \< 0.0001), but no reliable effect of frequency (*F*~(1,\ 76)~ = 0.74, *p* = 0.392). There was, however, a significant interaction between typicality and rTMS (*F*~(1,\ 76)~ = 5.79, *p* = 0.019), but not between AoA and rTMS (*F*~(1,\ 76)~ = 0.21, *p* = 0.647) or frequency and rTMS (*F*~(1,\ 76)~ = 0.58, *p* = 0.448). The main result of this analysis is that it is low typicality concepts that are particularly vulnerable to disruption due to lATL rTMS, again consistent with the notion that concept typlicality affects semantic representations housed in this area.

Discussion
----------

This study is the first to demonstrate a selective effect of lATL rTMS on the naming of low relative to high typicality concepts. In a previous study considering the impact of lATL stimulation on picture naming, Pobric et al. ([@B41]) found a selective effect of lATL rTMS on naming at the specific level, in line with the greater deficits seen for this level in both SD patients (Adlam et al., [@B1]) and recent connectionist models of semantic representation (Rogers et al., [@B43]). Interestingly, Pobric et al. ([@B41]) did not obtain an effect of lATL rTMS on basic level naming, in contrast to a later study (Pobric et al., [@B40]). The stronger effect of lATL rTMS on low than high typicality concepts observed here suggests that the concept typicality of the stimuli to be named is a critical property to consider, and previous inconsistencies in the effects of lATL rTMS on basic level naming may have resulted from variation on this dimension.

The observed interaction between concept typicality and rTMS not only survived statistical control for the correlated variables of AoA and name frequency, but strikingly, neither of these variables interacted with rTMS. Although AoA has been shown to be a strong determinant of picture naming accuracy in SD (Lambon Ralph et al., [@B20]; Woollams et al., [@B52]), and frequency influences performance in SD across a variety of expressive and receptive tasks (Patterson et al., [@B35]; Caine et al., [@B5]; Jefferies et al., [@B18]), the impact of ATL rTMS on these effects has yet to be directly investigated. The present results demonstrate that future investigations of the impact of AoA and frequency on semantic representations in the ATL will need to take into account the correlated dimension of concept typicality.

General discussion
==================

The present findings have shown a unique effect of concept typicality in picture naming when the function of the ATL is compromised. For picture naming in SD, the lower typicality concepts were those most vulnerable to damage across the full range of severity. Performance on lower typicality concepts also declined more rapidly, producing the largest typicality effect in picture naming accuracy for the moderately impaired patients. For normal picture naming, the lower typicality concepts were those most susceptible to disruption via offline rTMS of the lATL, the region that is most commonly affected in SD (Rohrer et al., [@B45]) and is associated with higher levels of anomia (Lambon Ralph et al., [@B21]). rTMS produced a significant effect of concept typicality in RTs that was not apparent in the baseline picture naming performance of normal participants for the same items.

The concept typicality effects observed here under conditions of semantic disruption are in accordance with the predictions of the early prototype theory of meaning representation proposed by Rosch and Mervis ([@B47]): an apple is a closer to the prototype fruit than an avocado, hence it enjoys a processing advantage. Recent connectionist models of meaning representation implement many aspects of these early accounts, such as featural representations, spreading activation and semantic distance \[see Dilkina et al. ([@B9]) and Plaut ([@B36])\]. Particularly relevant to the present result is a simulation reported by Rogers and McClelland ([@B44], p.203) within a connectionist model of concrete concepts that is able to generate names for items in response to activation of their visual features via a distributed semantic system. As these semantic representations are learnt in the course of mapping inputs to outputs, they bear an opaque relationship to those features found in empirically derived feature norms. Nevertheless, typicality can be quantified for each item in the model by means of computing the similarity of its representation with that of an averaged representation for the category (the group centroid). A strong relationship was found between the typicality of an item and the number of epochs taken to generate its basic level name. To date, however, the impact of damage to the semantic level upon the magnitude of this typicality effect in naming remains unexplored.

As mentioned earlier, McRae et al. ([@B30], [@B29]) used empirically derived norms to produce models of the impact of feature typicality upon written word processing. Their work clearly illustrates the important point that concept typicality is determined by the intercorrelation between component features, rather than their number or frequency: an apple is a more typical fruit than an avocado by virtue of the stronger intercorrelation of its features with those of other fruits. The impact of concept typicality observed here under conditions of semantic impairment is in accordance with this notion that the connections within the semantic layer are determined by their degree of intercorrelation---it is an "S\<\>S" effect. This is consistent with the finding that concept typicality effects are also seen in semantic judgments upon objects and written words, which do not require spoken output (Morrison et al., [@B32]; Larochelle and Pineau, [@B24]; Holmes and Ellis, [@B16]). Although both AoA and frequency were strong determinants of picture naming performance for the SD patients, neither variable interacted with lATL rTMS, in contrast to the interaction seen for concept typicality. These results introduce the possibility that the impact of AoA and frequency may derive from their influence on connections outside the semantic system, in contrast to Steyvers and Tenenbaum ([@B49]) proposal that AoA influences the formation of semantic representations themselves.

It is possible that the effects of AoA and frequency seen here at least partially derive from the speech production aspect of the picture naming task, which is consistent with the observation of weak effects of these variables relative to typicality in semantic categorization tasks (Barbon and Cuetos, [@B3]). Indeed, Lambon Ralph and Ehsan ([@B19]) have demonstrated that while AoA may be considered a semantic effect in that it is more influential in picture naming than reading aloud, this is because its influence is most pronounced in tasks involving arbitrary input-output mappings. Given that the model they presented was successfully able to simulate this effect without any within semantic level connections (S\<\>S), it would seem that AoA may determine the weights on the connections mapping between semantics and phonology ("S\>P"). Further, it may well be that the name frequency variable considered here exerted its influence primarily on the connections within the phonological output layer ("P\<\>P"), although the influence of frequency is pervasive within connectionist models (Plaut et al., [@B37]). Further simulation work explicitly considering the impact of concept typicality upon naming within connectionist models is clearly required to determine the locus of these effects, which in turn can generate hypotheses about the neural regions in which the impact of different stimulus variables should be most apparent.

The impact of concept typicality under conditions of semantic disruption observed here speaks to the importance of this variable in the representation of meaning, but this conclusion applies of course only to concrete concepts, due to the use of the picture naming task. To date, the vast bulk of research into semantic representation has focused on concrete concepts, which for the most part fall into natural categories, making concept typicality a pertinent dimension. This does, however, seem less applicable to the representation of abstract concepts, which form the majority of our semantic knowledge. Nevertheless, if the dimension of concept typicality is implemented in terms of the degree of intercorrelation of component features, this same general principle would also seem applicable to abstract concepts. Abstract concepts tend to have lower feature intercorrelation than concrete concepts by virtue of their more fluid and contextually dependent meanings (Harm and Seidenberg, [@B14]). As abstract concepts are more likely to have meanings that vary according to context, only a subset of their features are activated together on any given occasion, and thus their components co-occur less reliably than is the case for concrete concepts. Indeed, recent case-series studies have found abstract concepts to be more vulnerable to degradation than concrete concepts in SD (Jefferies et al., [@B18]; Hoffman and Lambon Ralph, [@B15]) and after lATL rTMS (Pobric et al., [@B38]). The common mechanism of differential feature intercorrelation functions to align these concreteness effects with the concept typicality effects found in the present study.

The unique influence of concept typicality upon picture naming performance under conditions of semantic disruption reported here illustrates the complementary roles that case-series neuropsychology and rTMS play in revealing the nature of the meaning that we have in mind and where it resides in the brain. The greater susceptibility of lower than higher typicality concepts to ATL damage in SD combined with the selective effect of lATL rTMS on naming of lower relative to higher typicality concepts clearly provides target data for future connectionist models of semantic representation and generates hypotheses for neuroimaging studies. This investigation has shown that a key aspect of conceptual representation is the extent to which component semantic features co-occur, with higher typicality items composed of features which are often activated together, leading to richer and more robust semantic representations. Hence although apples are not the only fruit, they are the most typical by virtue of their highly intercorrelated semantic features.
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^1^Greenhouse-Geisser corrected values are provided to correct for non-sphericity.
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