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Abstract. Artificial intelligence is a broad field that comprises a wide range of 
techniques, where deep learning is presently the one with the most impact.  More-
over, the medical field is an area where data both complex and massive and the 
importance of the decisions made by doctors make it one of the fields in which 
deep learning techniques can have the greatest impact. A systematic review fol-
lowing the Cochrane recommendations with a multidisciplinary team comprised 
of physicians, research methodologists and computer scientists has been con-
ducted. This survey aims to identify the main therapeutic areas and the deep 
learning models used for diagnosis and treatment tasks. The most relevant data-
bases included were MedLine, Embase, Cochrane Central, Astrophysics Data 
System, Europe PubMed Central, Web of Science and Science Direct. An inclu-
sion and exclusion criteria were defined and applied in the first and second peer 
review screening. A set of quality criteria was developed to select the papers ob-
tained after the second screening. Finally, 126 studies from the initial 3493 papers 
were selected and 64 were described.  Results show that the number of publica-
tions on deep learning in medicine is increasing every year. Also, convolutional 
neural networks are the most widely used models and the most developed area is 
oncology where they are used mainly for image analysis. 
Keywords: Survey, Artificial Intelligence, Deep Learning, Medicine. 
1 Introduction 
The incorporation of information and communications technologies has led to an expo-
nential increase in data generation in all areas of society. Only the use of sensors has 
generated an estimated 500 zettabytes of data in 2019 [1]. The field of healthcare has 
not remained outside this increase in information that is widely available both within 
and outside of public health institutions (social media, mobile devices, e-health apps, 
etc.). Healthcare-related data can have very different types and, hence, provide 
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extremely diverse information: sociodemographic, clinical, genetic, related to treat-
ments and their results, economic, administrative and about the preferences of patients 
and medical professionals [2]. 
Suitable integration and analysis of this enormous amount of data can help to create 
a medicine that is more efficient, personalized, participative, preventive, predictive and 
population-based. However, owing to a large number of variables and data, this analysis 
and its corresponding evaluation are impossible to conduct with conventional statistical 
tools.  To do so, methodologies, techniques and tools that use artificial intelligence must 
be incorporated. This lets hidden patterns be determined and revealed, transforming 
them into knowledge to predict the future behavior of relevant variables and to identify 
others that were not previously taken into account to help make decisions at healthcare 
organizations and resolve highly-complex and real medical problems [3]. 
Artificial intelligence (AI) is the branch of computer science that analyzes and deci-
phers the mechanisms that generate intelligent behaviors in human beings, to then re-
produce these behaviors in machines, not necessarily with the same mechanisms [4]. 
As a discipline, AI encompasses a large number of techniques, with different theoretical 
foundations and scopes of application. However, it is the field of machine learning 
(ML) that currently provides the most promising results. ML is a scientific discipline 
in the field of artificial intelligence that studies and develops algorithms to analyze data 
that let a system learn or in other words generalize behaviors by detecting patterns in 
the information supplied by way of examples and experience [5]. ML systems can make 
autonomous decisions based on predicting situations that may occur, although to do so 
they require large quantities of data, precisely the situation we find for the field of med-
icine [6]. 
The term ML encompasses several theoretical and practical approaches to the prob-
lem of making a computer system capable of extracting information from the data it 
analyses. One of these approaches are artificial neural networks (ANN). They are com-
putational systems comprised of a set of simple processing elements (neurons) that are 
interconnected (network), whose behavior is determined by the topology and weights 
of the connections [7]. A more formal definition is the one given in [8], a computational 
system that consists of a large number of simple items, highly interconnected, which 
processes information by responding dynamically to external stimuli. ANNs learn from 
data in several ways: supervised, unsupervised or reinforced. But in all cases, they re-
quire a large amount of input data to learn and a careful training process to avoid over-
fitting that occurs when the model obtains good accuracies at training, but it fails to 
predict data not seen before [9]. Overfitting chances increase with the number of layers 
that compose the network, although the most interesting properties of neural networks 
are revealed in the deepest architectures. This impasse remained until deep neural net-
works, implementing deep learning algorithms, were proposed. Deep learning (DL) 
models are multiple-layer, hierarchical ANNs able to learn representations of data with 
increasing levels of abstraction starting from the input data [10]. These methods have 
dramatically improved state-of-the-art for speech recognition, image recognition, ob-
ject detection and many other domains. Figure 1 shows the hierarchy in artificial intel-




Fig. 1. Hierarchy between artificial intelligence disciplines. 
In the medical domain, the areas where DL techniques have been most used are re-
lated to image diagnosis [11] and the analysis and classification of biomedical and clin-
ical data, [12] and [13]. However, DL models have also been used to develop tools that 
help to segment the population, according to risk levels and adapt healthcare to each 
defined profile, letting patients’ needs be anticipated. It has also been used for other 
purposes, such as developing public health, environmental and labor plans, including 
educational programs that can help prevent diseases; making predictions via disease 
probability and prognosis studies; evaluating quality management services and pro-
grams; optimizing teleservices and strengthening self-care and permitting decision 
making based on real data, [14] and [15]. 
This paper sets out a systematic review of the articles published in the medical field 
in which DL techniques have been applied. To do this, a methodology was first defined 
to semi-automatically obtain the relevant articles, eliminating those that were not per-
tinent to the scope of this study or whose impact on the scientific community was less. 
This methodology was based on a search for the best-known scientific sources, as well 
as applying important inclusive and exclusive quality criteria from the fields of medi-
cine and computer science. After filtering the initial material, the contributions of the 
126 selected articles were statistically analysed and 64 were described. The analysis 
revealed in which medical fields more studies have been carried out and which DL 
models are the most used. Although there are other reviews in medicine and Deep 
Learning like [16], [17] and [18] the aim of the present one should be a source of ref-
erence for physicians to know which use cases have been solved in their field. The 
potential for computer scientists could be finding under-exploited niches. For that pur-
pose a deep statistical and graphical analysis is provided alongside a set of citations. 
This article is organised in the following sections: Section 2 summarises the DL 
models used today and introduces the data types from the field of medicine. Section 3 
details the methodology used to obtain the articles selected. Section 4 contains the in-
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depth study of the articles that were selected at the end, setting out their theoretical 
foundations, contributions and applications. Finally, Section 5 presents the conclusions 
obtained in this research study. 
2 State of art 
Starting in 2011, after the creation of AlexNet [19], the number of studies about deep 
learning published in medical bibliographic databases has progressively increased. Fig-
ure 2 shows the number of annual deep learning publications on PubMed, which prac-
tically doubled every year since 2015, except for 2017. And if we bear in mind the 
number of total publications in the 2000-2020 period, we can see that two-thirds of 
these are from 2019 and 2020.  
 
Fig. 2. Distribution by the publication year of the deep learning articles indexed in Pub-
Med from 2000 to 2020 (n=2817). 
 
DL techniques are based on multiple models and architectures, although the effec-
tiveness of all of them is directly related to the nature and quality of the data with which 
they will be trained. This section describes the data types that are commonly used in 
medicine, as well as the architectures and models that best adapt to them. 
 
2.1 Data types in medicine 
In the medical field, the data types found may be structured, images, texts, time se-
ries, Electronic Health Records (EHRs) and graphs. 
Structured data is defined [20] as: “any set of data values conforming to a common 
schema or type”, basically data arranged in tables, such as databases or CSV or Excel 
files. They follow a row and column structure, the latter with a header. Columns define 
the characteristics of the individuals and rows, the values taken by the individuals for 
the characteristics in question. Images are obtained from medical tests like x-rays, scans 
and retinal fundus images. Texts include all written information used to monitor pa-
tients, such as their medical records and reports. Time series are electrocardiograms 
(ECGs) or electroencephalography (EEGs). Here, the information is a set of repeated 
observations of a single unit or individual at regular intervals over a large number of 
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observations [21]. EHRs are a specific data structure in the medical field, which in-
cludes full patient information in diverse formats, including images or text. Finally, 
graphs can be a special way of modelling medical information, for example, the con-
nections (edges) between different brain zones (nodes). In conclusion, depending on 
the nature of the data, one DL model or another will be most effective, as detailed in 
the following classification. 
 
2.2 Deep learning models 
The main classification of DL models is based on which learning method is imple-
mented and how training data is used. Under this criterion, there are three different 
learning methods: supervised, unsupervised and semi-supervised.  
In supervised learning, the neural network learns from labeled training data, so the 
network knows a priori the expected outputs for the input dataset. Three different mod-
els that follow this learning type are defined below. 
Multilayer perceptron (MLP): This is the simplest DL model. It consists of a feed-
forward supervised neural network with an input layer, an output layer and an arbitrary 
number of hidden layers. They perform well with simple datasets like structured ones 
and they are normally used to predict the probability that a given event occurs or the 
value of a particular parameter.  
Convolutional neural networks (CNNs): These networks are one of the most widely 
used deep learning architectures today. Most CNNs are used to classify images and 
videos. Figure 3 shows the typical structure of a CNN used for image classification. 
 
Fig. 3 Structure by layers and functioning of a CNN.1 
Due to their structure and operating method, they can identify specific characteristics 
(for example, a tumor) in a delocalized way, meaning independently of its position on 
the image. The different capacities of these networks can be controlled by varying their 
depth and breadth. They also make strong and mostly correct assumptions about the 
nature of images (namely, stationarity of statistics and locality of pixel dependencies) 
[22]. As CNN is the most developed architecture in Deep Learning, we can find modi-
fication as 3D-CNNs or Graph CNNs [23], [24]. Therefore, these models are being used 
as an aid to medical diagnosis in fields like radiology for tasks like lesions classifica-
tion, image segmentation or detection of the abnormalities in the medical tests.  
Recurrent neural networks (RNNs): They are defined in [25] as a network that can 




its internal hidden state vector ht obtained from the input sequence. The use of RNNs 
has become widespread, primarily due to their great utility for processing data whose 
type is a time series. The main feature of RNNs is that the output of all or some of their 
neurons is in turn connected to the inputs of neurons in the same or a previous layer, 
letting the network gain knowledge of the previous state (memory), meaning they be-
come equipped with a sort of time meaning. Figure 4 shows an example of RNN where 
the neurons are interconnected. As the main capability that differentiates these models 
from other is saving previous states, they have mainly been used in medical tests whose 
information can only be understood by analyzing temporal values like biomedical sig-
nals. So, applications of RNN can be found in the area of cardiology or neurology where 
tests like electrocardiogram or electroencephalogram are used [26], [27]. 
 
Fig. 4 Example of neural connections within an RNN.2 
There are several types of recurring networks, the most widely used being Long 
Short-Term Memory networks (LSTM). LSTM networks arose due to the problem re-
ferred to as long-term dependencies. According to [28], LSTMs can learn to bridge time 
intervals over 1000 steps even when there are noisy, incompressible input sequences, 
without loss of short time lag capabilities.  
The second learning type (unsupervised learning) uses non-labelled input data, that 
is, there is no a priori knowledge and the results to be obtained from processing the 
input data are unknown [29]. These neural networks can learn to organize information 
without providing an error calculation to evaluate the possible solution.  
Deep autoencoders (AUD) are included within this group. This model, defined in 
[30], is a special type of feedforward neural network where both the input and the output 
are the same and is composed of two chained blocks. The first one, the decoder, reduces 
the size of the input data until the features that univocally characterised the input data 
are condensed into a small piece of data (the code). The second one, the decoder, up-
samples that piece of data until the input data is reconstructed. Figure 5 shows the main 
feature of the autoencoder: the input and output layers are both the same size the output 





are progressively coded and decoded throughout the process.Their capability to extract 
the fundamental features of the input has caused them to be used mainly to reduce data 
dimensionality, but also to reduce noise in input data (such as images). They are often 
used for data (image and signal) reconstruction, denoising or augmentation [31], [32], 
[33]. These tasks can be considered to belong to the computer science field mostly but 
are useful in medicine. Applications in the medical field include segmentation, detec-
tion and classification in images that are difficult to manage due to its size or that need 
to be improved in terms of resolution, [34], [35], [36]. 
 
Fig. 5 Example of autoencoder architecture.3 
In addition to the two learning types described above, there are also architectures 
implemented through mixed learning types (supervised and unsupervised) called semi-
supervised. Generative adversarial networks (GAN) would fit into this class. 
GAN is an architecture composed of two neural networks, a generator and a discrim-
inator or classifier, that compete between them in an adversarial training process [37]. 
The set, as a whole, can learn to imitate any data distribution. The generative network 
will be in charge of generating instances that belong to the data distribution (a specific 
data structure, such as images) realistic enough to deceive the second, whose job is to 
discern between real and generated data structures. The discriminator estimates the 
probability of this generated data to belong to the data distribution (authentic) or not 
(fake). As the discriminator classifies the generated data as fake, the generator learns 
to generate instances closer to the data distribution. By following this process, both 
models improve the way they perform. In cases of scarce data, GAN can be used to 
generate synthetic instances of different classes. They are also applied in data recon-
struction like signal denoising or image reconstruction. For example, cleaning up arti-
facts in electroencephalographic tests [38]. They have also been used in dataset manip-
ulations like image superresolution (ontaining more detailed radiographs) and segmen-
tation (resonance images where different elements are tagged) or creation of new syn-




3 Materials and methods 
3.1 Criteria for selecting articles 
To fulfill the objectives that are set out above, the multidisciplinary team designated 
for the project defined the following criteria. 
Papers that describe the development of deep learning models in medicine were in-
cluded, excluding those focused on the fields of biotechnology, biology and studies 
conducted with animals. 
As no validated tool exists to evaluate the quality of studies describing the develop-
ment of artificial intelligence models in medicine, we drew up the list of requirements 
that the papers had to meet, with the help of experts on this topic. The requirements are: 
1. The implementation of the model is published in a peer-reviewed journal in-
cluded in the Q1 impact index (considering the time the papers were accessed) 
of the Journal Citation Reports (JCR). 
2. The paper includes a detailed description of the development of the model so 
that it can be replicated. 
3. The initial dataset must be distributed at a percentage close to 80-20% between 
training and validation data. This is a well-known good practice in ML related 
to the Pareto principle [42]. 
4. Information is included in the model’s error or accuracy and evaluation against 
a baseline. 
5. The sample (dataset) must be representative of the study population, both qual-
itatively and quantitatively. 
6. If dataset replication is included, the process must be adequately explained. 
 
3.2 Search strategy for identifying the studies 
To define the search strategy, we used the Medical Subject Headings (MeSH) terms, a 
terminological vocabulary for science articles. In our case, MeSH headings were deep 
learning and medicine. A complete list of terms under these headings can be found in 
Appendix A. We also added open terms from the medical and computational sciences 
fields that were not mutually exclusive. The terms used in medicine were: clinical de-
cision making, image analysis, image processing, medicine, health care and health. The 
terms in computational sciences were: machine learning, artificial intelligence, bioin-
formatics, feature learning, feature representation, supervised learning, unsupervised 
learning, neural networks, deep neural networks, convolutional neural networks, con-
volution, deep autoencoders, autoencoder, deep belief networks, generative adversarial 
networks, recurrent neural networks and LSTM. The search and title and abstract ex-
traction period of the papers were at maximum until 15th September of 2020. 
3.3 Sources used to extract the studies 
The databases we consulted were: Scopus, EMBASE, MEDLINE, CINAHL, PsyAr-
ticles and the Astrophysics Data System. They were accessed using the following 
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search engines: Science Direct, PubMed, Europe PubMed Central, Web of Science 
(WOS) and EBSCO Discovery.  
 
3.4 Data extraction, classification of studies and analysis 
To unify all the final files from the search (XML, CSV, etc.) in the aforementioned 
databases, we wrote several scripts using different Python libraries: Pandas,4 which al-
low for easy handling of data structures, NumPy5 for vector and matrix structures and 
API ElementTree XML,6 whose purpose is to manage XML files. The final result was 
an Excel file that contained all the papers with their titles, abstracts, publication years 
and the journal in which each one was published. 
The selection of studies was done with twofold screenings: the first by title and ab-
stract by peer review, with a third referee if there is no agreement on whether or not it 
meets the criterion of “a study developing a deep learning model in medicine”. The full 
texts of the selected papers were then obtained and, after reading them, the studies that 
did not meet the inclusion criteria were discarded. This second screening was done in 
two phases: first by applying the filtering criterion by the JCR Q1 quartile and then the 
rest of the criteria. 
Data extraction and journal classification were done by creating an Excel file with the 
journal name, impact factor, quartile, category, H index and the total number of cita-
tions. This information was obtained from the WOS and JCR.  
The studies finally selected were also classified according to different criteria both 
in the field of computer science and medicine. In the first case, the factors taken into 
account were the nature of the data worked with (structured data, images, time series, 
etc.) and the deep learning model applied (CNN, RNN, MLP, etc.). Criteria for the 
medical field were the therapeutic area of study (neurology, cardiology, oncology, oph-
thalmology, etc.), the medical segment in which the results could be applied (diagnosis, 
classification, surgery, monitoring of treatment or predicting prognoses for diseases), 
the tests and technologies analysed, whether or not results from the model were verified 
with external databases not included in the initial dataset with which it was developed 
and validated, and if the applications resulting from the study were described for com-
mon clinical practice. 
 
3.5 Statistical analysis 
Finally, and taking into account the classification of the selected papers, a statistical 
description of the works was obtained. For this, several scripts were developed in Py-
thon, fed by the relevant Excel files where the information was saved, and whose output 
was processed with Matplotlib7 graph gallery to create the different charts. 
The graphs reflect the following criteria: publication year of the articles in the final 







data used in the selected publications; nature of the data used in the study; use of repli-
cator or booster (obtain several data sets from original data set by resampling on sample 
space) concerning the initial dataset; the DL models implemented in these publications; 
comparison between the model used and the data type; therapeutic area of the field of 
medicine in which the research will be applied; the purpose of the model in medicine; 
whether or not there was validation with external databases; and description of how the 
development would be applied to clinical practice. 
4 Results 
4.1 PRISMA flow diagram  
The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) 
flow diagram [43] below in Figure 6 summarises the results obtained in the search and 
subsequent screening phases until obtaining the final selection of the articles reviewed. 
 
Fig. 6 PRISMA diagram of the bibliographic review conducted. [43] 
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A total of 7640 papers were obtained from the consultations made (Scopus 997, Sci-
enceDirect 105, XML from Astrophysics Data System 345, XML from EUROPE PMC 
1489, WOS 501, Medline 1799, Cinahl and PsyArticles 411, Central Citation Export 
125, Embase 1868) where, after eliminating duplicates, 3493 papers remained that we 
used to start the first screening by title and abstract. In this phase 1570 papers were 
ruled out, due to not meeting the criterion of “being a deep learning study developed 
on medicine,” and 1923 were passed on to the second screening. Of the 1923 papers in 
the second screening, we could not obtain the full texts of 239, so 1684 were analysed, 
of which 126 studies met the inclusion criteria for review. 
Of the articles discarded in the second screening, 647 were excluded because the 
journal in which they were published had an impact index lower than Q1 at the moment 
the search was done.  
And of the 911 remaining, 516 were ruled out due to not meeting these criteria: di-
vision of data for training and validation, description of the model to be replicated, and 
comparison with other baseline models. A further 177 were discarded due to using a 
non-representative sample of the study population, 32 for not specifying the expansion 
model for the initial dataset, 186 papers due to being scientific specific areas, 121 bio-
technology and 65 medical engineering.   
At the end of our selection process, the number of papers considered most relevant 
was 126. Table 1 summarises the main causes for the exclusion of papers in the second 
screening.  
Table 1. Reasons for exclusion of articles in the second screening. 
Reason for Exclusion  Number 
of papers 
JCR Q1 quartile  647 
Replicable model  516 
Sample (dataset) representative of the study population, both qualita-
tively and quantitatively 
177 
If dataset replication is included, the process must be adequately ex-
plained 
32 
Centered on biotechnology or medical engineering field 186 
 
The distribution by the publication year of the 7640 papers obtained corroborated 
the rising trend, especially since 2014, as can be seen in Figure 7. After that year, the 
number of publications from one year to another is observed to double except in the 
last two years. This could be a consequence of an increase in the evaluation criteria due 
to the large number of people working on Deep Learning.  It is noteworthy mentioning 




Fig. 7. Distribution by the publication year of the papers obtained without duplicates 
(n=3493) 
4.2 Paper summarising 
Due to a space problem, Table 2 only compiles 64 papers (the rest have been referenced 
in Appendix B) that we considered the most relevant from the 126 that have been cho-
sen after the process. It has a reference to the paper, the therapeutic area where the 
model has been applied, which is the main aim of the research, what kind of Deep 
Learning model has been used, which type of data, how the dataset was formed and the 
results of the models in terms of accuracy or lost. 
 
Table 2. Summary of the main papers reviewed. 
 
 
Paper Therapeutic area Objective Model design Type of data Sample Results 
[44]  Cardiovascular Predict heart failure RNN with GTUs EHRs/Time series 3884 Patients with heart fail-
ure and 28,903 controls  
AUC of 0.88 




Ultrasound image of the heart 
2D 
400 images with five differ-
ent heart diseases and 80 nor-
mal echocardiogram images 
Hammoude distance of 
0.80 




Nuclear MRIs 3D 124 double echo steady state 
from 17 patients 
MSE of 0.008 
[47]  Oncology Study of tumor tissue samples. Lo-
calize areas of necrosis and lym-
phocyte infiltration 
Two CNNs Pathology cancer images (hema-
toxylin and eosin) 
5,202 images tumor-infiltrat-
ing lymphocytes 
AUC of 0.95 
[48]  Ophthalmology Retina age-related macular degen-
eration diagnostic 
CNN Retinal 3D images obtained by 
Optical Coherence Tomography  
269 patients with AMD, 115 
control patients 
AUC of 0.99 
[49]  Ophthalmology Diagnose retinal lesions CNN 2D Ocular fundus images 243 retina images Precision recall curve of 
0.86 in microaneurysms 
and 0.64 in exudates 




photon emission computed to-
mography (FP-CIT SPECT) 2D 
images 
431 patient cases Accuracy of 0.96 
[51]  Infectious Disease  Create a screening system for Ma-
laria 
CNN Giemsa-stained thin blood smear 
slides cell images 
27,558 cell images 150 in-
fected and 50 healthy pa-
tients 
Accuracy of 0.94 
[52]  Neurology-Psychiatry Decide Acute Ischemic Stroke pa-
tients’ treatment through volume 
lesions prediction 
CNN Diffusion-weighted imaging 
maps using MRI 
222 patients. 187   treated 
with rtPA (recombinant tis-
sue-type plasminogen activa-
tor) 
AUC of 0.88 
14 
[53]  Anesthetist Adapt anesthetics treatment dose 
for different patient profiles 
LSTM Data registry 231 patients with basic infor-
mation and vital signs data 
Concordance correlation 
coefficient of 0.56 
[54]  Oncology CAD system to classify tomogra-
phies and evaluate the malignity 






Abdominal CT 3D images   231 computed abdominal to-
mographies 
AUC of 0.882 
[55]  Neurology-Psychiatry Schizophrenia detection Deep discriminant 
autoencoder net-
work 
Magnetic resonance images 474 patients with schizophre-
nia and 607 healthy subjects 
Accuracy over 0.8 
[56]  Cardiovascular Diagnose, stratification and treat-
ment planning for patients with 




ume and 3D geometry of the aor-
tic valve images 
3,795 volumes from the aor-
tic valves from 150 patients 
Position error of 1.66 mms 
and mean corner distance 
error of 3.29 mms 
[57]  Pneumology CAD system to diagnose intersti-
tial lung disease 
CNN CT image patches 2D 14,696 images from 120 pa-
tients with proven diagnose 
Accuracy of 0.85 
[58]  Gastroenterology Staging liver fibrosis through MR CNN Gadoxetic acid–enhanced 2D 
MRI 
144,180 images from 634 pa-
tients 
AUC values of 0.84, 0.84, 
and 0.85 for each stage.  
[59]  Ophthalmology Diabetic retinopathy detection and 
stage classification 
Bayesian CNN Ocular fundus images 2D Over 85,000 images AUC value of 0.99 
[60]  Oncology Detect malign solid lesions and 
prevent overtreatment in false pos-
itives 
CNN Mammography images 45,000 images AUC of 0.90 
[61]  Cardiovascular Monitoring cerebral arterial perfu-
sion via spin labeling 
CNN Arterial spin labeling (ASL) per-
fusion images 
140 subjects AUC of 0.94 
[62]  Neurology-Psychiatry Identify different autism spectrum 
disorders 
Denoising AE Resting state functional mag-
netic resonance imaging (rs-
fMRI), T1 structural cerebral im-
ages and phenotypic information 
505 individuals with autism 
and 520 matched typical con-
trols 
Accuracy of 0.70 
[63]  Neurology-Psychiatry CAD for early Alzheimer disease 
stages 
Multimodal DBM 3D MRI and PET 93 Alzheimer Disease, 204 
MCI Mild Cognitive 
Accuracy of 0.95, 0.85 and 
0.75 for the three use cases. 
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Impairment converters and 
normal control subjects 
[64]  Ophthalmology Detect retinal hemorrhages  CNN Color ocular fundus images  6,679 random sampling im-
ages from Kaggle’s Diabetic 
Retinopathy Detection  
AUC of 0.894 and 0.972 
[65]  Oncology Mammography diagnosis of early 
malignant breast cancer with mi-
crocalcifications 
Stacked  AE Mammography 667 benign and 333 malig-
nant 
Accuracy of 0.89 
[66]  Oncology CAD to discriminate benign cysts 
from malignant masses 
CNN Digital Mammography images 
and the biopsy result of the le-
sions 
1,000 malignant masses and 
600 cysts images and their bi-
opsy 
AUC of 0.80 
[67]  Ophthalmology System to detect and evaluate 
glaucoma 
CNN: ResNet and 
U-Net 
Ocular fundus images  168 images with glaucoma 
and 428 control 
AUC of 0.91 and 0.84 re-
spectively 
[68]  Oncology Dermoscopy CAD system for 
acral lentiginous melanoma diag-
nosis 
CNN Dermoscopy images  350 images of melanomas 
and 374 benign nevus 
Accuracy of over 0.80 
[69]  Cardiovascular Breast arterial calcification on 
mammograms classifier to evalu-
ate the risk of coronary disease 
CNN Mammography images 840 images of mammograms 
from 210 different patients 
Misclassified cases of 6% 
[70]   Gastroenterology Detection and localization system 
of gastrointestinal anomalies via 
endoscopy  
CNN Frames from endoscopy videos 205 normal and 360 abnor-
mal images 
AUC of over 0.80 




Patient demographics and clini-
cal images 
49,567 images AUC of 0.98, AUC of 0.95, 
AUC of 0.93, AUC value 
of 0.82 in the different da-
tasets 
[72]  Neurology-Psychiatry Predict the survival of patients 
with amyotrophic lateral sclerosis 
CNN Clinical characteristics and MRI 
3D 
135 patients with short-, me-
dium- and long-term survival 
Accuracy of 0.84 
16 
[73]  Ophthalmology Differentiate Age-Related Macu-
lar Degeneration lesions in optical 
coherence tomography  
Modification of 
VGG16 CNN 
Optical coherence tomography 
images 
52,690 AMD patients’ im-
ages and 48,312 control   
AUC of 0.92, AUC of 0.93 
and AUC of 0.97 for the 
different use cases 
[74]  Cardiovascular Obstructive coronary disease auto-
matic prediction system 
CNN Stress 99mTc-sestamibi 
or tetrofosmin myocardial perfu-
sion images 
1,638 patients Sensitivity value of 0.82 
and 0.69 for both use cases 
[75]  Ophthalmology Predict the evolution of diabetic 
retinopathy with fundus images 
CNN Ocular fundus images 90,000 images with their di-
agnoses 
AUC of 0.95 
[76]  Oncology CAD system to classify breast ul-




Lung computed axial tomogra-
phy 2D images and reast ultra-
sound lesions  
520 breast sonograms 
from 520 patients (275 be-
nign and 245 malignant le-
sions) and lung CT image 
data from 1,010 patients (700 
malignant and 700 benign 
nodules) 
AUC of 0.94 
[77]  Oncology CAD to prevent errors in diagnos-
ing prostate cancer  
CNN MRI 2D 444 images from 195 patients 
with prostate cancer 
AUC of 0.94 
[78]  Oncology Computer automated estimation of 
breast percentage density 
CNN Digital mammograms 661 from 444 patients AUC of 0.981 
[79]  Cardiovascular Determinate limits between the en-
docardium and epicardium of the 
left ventricle  
RNN with auto-
matic segmenta-
tion techniques  
MRI 2D MICCAI 2009 left ventricle 
segmentation challenge data-
base 
Accuracy of 1.0 in the best 
case 
[80]  Various  Classify medical diagnostic im-
ages according to the modality 
they were produced and classify il-
lustrations according to their pro-
duction attributes 
CNN and a syner-
gic signal system  
12 categories of medical 
diagnostic images, such as CT 
images, MRI images and PET 
images, and 18 categories of il-
lustrations 
6,776 images for training and 
4,166 for tests 
Accuracy of 0.86 
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[81]  Oncology Classification of breast cancer his-
tology microscopy images 
CNN with a Sup-
port Vector Ma-
chine (SVM) 
Microscopy image patches 249 images belonging to 20 
histologic categories 
Accuracy of 0.77 for four 
class classification and an 
accuracy of 0.83 for carci-
noma/non-carcinoma clas-
sification 
[82]  Oncology CAD for breast cancer histopatho-
logical diagnosis  
CNN  Microscopy histopathological 
images 
7,909 images of eight sub-
classes of breast cancers 
Accuracy of 0.93 
[83]  Neurology-Psychiatry Analyze cerebral cognitive func-
tions 
3D CNN, resting 
state networks 
Functional MRI 68 subjects perform 7 activi-
ties, and a state of rest  
Accuracy of 0.94 




Radiography images  7,821 subjects with 6 moni-
toring phases  
Accuracy of 0.66 
[85]  Oncology Segment areas of dense fibroglan-
dular tissue in the breast 
CNN  Mammography images Mammograms from 604 
women 
Accuracy of 0.66 
[86]  Gastroenterology Screening system for undiagnosed 
hepatic magnetic resonance im-
ages  
CNN Liver MRIs 522 liver MRI cases with and 
without contrast for known 
or suspected liver cirrhosis or 
focal 
liver lesion  
Reduces negative predic-
tive value and leads to 
greater precision 
[87]  Oncology Discriminate lung cancer lesions 
in adenocarcinoma, squamous and 
small cell carcinoma 
CNN  CT image 2D 63,890 patients with cancer 
and 171,345 healthy 
Log-Loss error of 0.66 with 
a sensitivity of 0.87 
[88]  Oncology CAD system to detect and differ-
entiate breast lesions with ultra-
sound 
CNNs inspired in 
AlexNet, U-Net 
and LeNet 
Ultrasound imaging 306 malignant and 136 be-
nign tumors images 
Best F-measure of 0.91 and 
0.89 depending on the data 
[89]  Robotic Surgery Detect the two-dimensional posi-
tion of different medical instru-






crosurgery Instrument Tracking 
dataset, multi-instrument Endo-
Visceral surgery and multi-in-
strument in vivo images 
940 frames of the training 
data (4,479 frames) and 910 
frames for the test data 
(4,495 frames) 
Accuracy of 0.94 
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[90]  Oncology Probability of cancer on mammo-
grams 
CNN Digital mammograms images 29,107 left mediolateral 
oblique, right mediolateral 
oblique, left cranial-caudal 
and right cranial-caudal 
mammograms images 
AUC of 0.90 
[91]  Oncology Cervix cancer screening Multiscale CNN Microscope images 200 female subjects aged 
from 22 to 64 
Mean and standard devia-
tion of 0.95 and 0.18 
[92]  Various  Speed up CT images collection 
and rebuild the data 
DenseNet and a 
deconvolution 
model 
CT 2D images 3,059 images from several 
parts of human body 
RMSE of 0.00048 
[93]  Traumatology Radiographies CAD for hip osteo-
arthritis diagnosis  
CNN Radiography images 420 radiography images (219 
control group, 201 ostearthri-
tis) 
Accuracy of 0.92 
[94]  Oncology CAD to diagnose lung cancer in 






CT images 3D 6,960 lung nodule regions, 
3480 of which were positive 
samples and   rest were nega-
tive samples (non-nodule) 
Accuracy of 0.97 
[95]  Various  Processing text from CT reports in 
order to classify their respective 
images  
CNN  CT images 2D and text (reports) 9,000 training and 1,000 test-
ing images 
Accuracy of 0.95, 0.70 and 
0.58 respectively for the 
three use cases. 
[96]  Neurology-Psychiatry Device that lets people with amyo-
trophic lateral sclerosis write 
CNN P300 signals from electroen-
cephalography 
38,750 P300 and 66,450 non-
P300 samples 
Accuracy of 0.90 
[97]  Ophthalmology CAD to diagnose rhegmatogenous 
retinal detachment  
CNN Ocular fundus images 411 patients with the disease 
and 420 controls 
F-1 score value of 0.40, 
0.52, and 0.634 depending 
on the dataset 
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[98] Oncology Whole-slide histopathology 
images to outline the malig-
nant regions 
 
CNN Whole-slide prostate histo-
pathology images 
2,663 images from 32 
whole-slide prostate histo-
pathology images 
Dice coefficient of 0.72 
[99] Radiology Binary classification of 
posteroanterior chest x-ray 
 
CNN Computed tomography (CT) Three datasets: 224,316, 
112,120 and 15,783 
92% accuracy 
[100] Radiology Automatically evaluate the 
quality of multicenter struc-
tural brain MRI images 
 
CNN MRI images 1064 brain images of autism 
patients and healthy con-
trols. MRI data from 110 
multiple sclerosis patient 
AUC 0.90 and 0.71 
[101] Ophthalmology Image quality in the context of 
diabetic retinopathy 
CNN Fundus images 7000 colour fundus images Accuracy of 100%  





42,560 hours of PSG data 
from 5213 patients 
F1-score of 0.87 
[103] Endocrinology Automatic diagnosis and sever-
ity-classification model for ac-
romegaly 
CNN Facial photographs 2148 photographs at differ-
ent severity levels 
90.7 accuracy 
 
[104] Ophthalmology Diagnosis of Age-related Mac-
ular Degeneration  
CNN AREDS (age related eye disease 
study) image 
130,000 fundus images 94.97 sensitivity and 
98.32% specificity 
[105] Ophthalmology Predict age and sex from reti-
nal fundus images 
CNN Fundus images 219,302 from normal partici-
pants without hypertension, 
diabetes mellitus (DM), and 






[106] Radiology Abnormality detection in chest ra-
diographs 
CNN Radiographs 112,120 frontal view chest 
radiographs from 30,805 pa-
tients and 17,202 frontal 
view chest radiographs with 
a binary class label for nor-
mal vs abnormal 
AUROCs of 0.960 and 
0.951. AUROCs of 0.900 
and 0.893 




95.10% sensitivity, and 
94.41% accuracy 
 
[108] Cardiology Predict Stroke Patient Mortal-
ity 
MLP 11 variables 15,099 stroke patients with 
primaryInternational Classi-
fication of Diseases diagnos-
tic codes  
AUC 83.48% 
 
[109] General Predict patients’ hospital mor-
tality 
 
RNN Public electronic health record 
database. Fifteen physiological 
measurements. 
32604 unique ICU admis-
sions 
Sensitivity 0.503 
Acronyms: AMD age-related Macular Degeneration, CAD Computer Aided Diagnosis, CNN Convolutional Neural Network, MRI Magnetic Resonance Images, PET Photon EmissionTo-
mography, CT Computed Tomography, OCT Optical Coherence Tomography, D dimensions, AUC Area Under the Curve, MSE Mean Squared Error, RMSE Root Mean Square Error, DSC 
Dice Similarity Coefficient 
4.3 Statistics and analysis of the studies included 
At the end of the screening process, we had obtained 126 papers. At this point, we 
verified the rising trend of journals with deep learning papers for medicine. Figure 8 is 
a bar chart showing the distribution of the 126 papers by year of publication, where one 
can observe the increasing trend in the number of publications in recent years. From 
2016 to 2018, this number more than tripled. This fits with the historical process be-
cause although the term Deep Learning was coined by Hinton with his seminal work 
[10], in 2006, the big milestone is considered to be AlexNet for image recognition in 
2012, [19]. The smaller number of papers that were published in the last two years 
corroborates what has been shown in Fig. 7.  
 
Fig. 8. Distribution by year of the articles selected (n=126). 
Another interesting piece of information is the number of papers published by each 
country. To do so, we collected the affiliation of each first author and compiled the bar 
chart in Figure 9. As can be seen, the most prominent country is the United States, 
followed by China in a distant second. The second group of countries includes Korea 
and the Netherlands. The rest of the countries are only provided from one to three pa-
pers. This information fully coincides with that provided by Nature in absolute num-






Fig. 9. Distribution by country of the articles selected (n=126). 
One of the largest determinants when deciding which deep learning models to use is 
the nature of the data they will be working with. Figure 9 is a pie chart depicting the 
distribution of the data types showing that the majority of models —90.5% (114 pa-
pers)— work with images and only a small percentage —4.8% (6)— work with time 
series for example [44, 96, 102] or with structured data —3.2% (4)—  like [56, 101, 
108]. Only one paper, [95], works with two data types, in which radiographs were used 
along with their medical descriptions and only another that uses graphs. This infor-
mation is supported by data published by the National Institute of Health (NIH) where 
funding in cancer is in the top positions. Considering that most tests in cancer diagnosis 
are related to medical imaging, there should be a wide range of this type of data. For 
example, imaging test in the US has greatly increased in recent years, [110].  
 
 
Fig. 9. Distribution of the models by data type (n=126). 
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It is worth mentioning that 44.8% (60) models used boosters to expand the sample 
size that they started with initially [45-53, 57, 62, 79, 81, 87-92, 94-98, 102, 107]  Fig-
ure 10.  
 
Fig. 10. Distribution of models by whether or not they used boosters to expand the sample size 
(n=126). 
The data type used is directly related to the type of model developed. As can be seen 
in the pie chart in Figure 11, the most used network, at a large margin, is CNN, in 75.4% 
of the cases (95 papers). This makes sense, as the CNNs normally use images for work-
ing. Then there is a set of papers that uses Autoencoders, 15.6% (20). The rest of the 
architectures are primarily used at the same percentage: MLP and RNN, 4.1% (5 times 
each) and GAN, 0,8% (1). [55, 62, 65, 76] uses Autoencoders in the area of neurology 
for the particular cases of schizophrenia and autism or lung and breast cancer. In the 
case of MLP a particular marginal space Deep Learning model for diagnosis, stratifi-
cation and treatment planning for patients that have an aortic valve implanted. Related 
to RNN [44, 53, 109], vital signs are used alongside some patient’s information. Finally, 
GAN is only used once. Thus, one can speculate with the hypothesis that, in a near 
future, CNN models will be part of the diagnosis system. Also, a front is opened in the 
study of Autoencoders mostly used for image segmentation. In the case of RNNs, the 
difficulty of obtaining this type of medical data is an obstacle to its evolution. 
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Fig. 11. Distribution of the models by deep learning architecture type (n=126). 
To support the conclusion obtained in the last step, Figure 12 shows a bubble dia-
gram where the X-axis represents the model types and the Y-axis the data types. The 
largest bubble, 69.84% (88 papers), represents the CNN models developed from im-
ages. Then, there are 11.89% (15 papers) using Autoencoders with images. The use of 
CNN with time series, MLP with images, MLP with structured data, RNN with struc-
tured data and RNN with time series have two cases each. There is only one paper 
where CNN is used with text and images [95] or graphs, MLP with time series and 
images with RNN or GAN. Other cases did not arise in this survey. These results sup-
port what has been concluded in the previous paragraph. It is also remarkable that the 
use of different data sources as the text seems extra information to guide training stages 
in Deep Learning models. It should also be highlighted that Natural Language Pro-





Fig. 12. Representation of the relationship between the data type and the model architecture used 
(n=126). 
The therapeutic areas in which most papers are published are oncology (32.5%, 41), 
followed by cardiology (11.9%, 15) and neuropsychiatry with 11.1% (14), Figure 13. 
Standing out in oncology is the Computer-aided diagnosis (CAD) to help physicians to 
classify models of disease (histology) and facilitate image diagnosis of the tumors 
which includes mammography, Computer Axial Tomography (CT) and magnetic res-
onance. The development in Deep Learning for medical imaging can be seen in the 
wide range of areas where it has been applied: ophthalmology, pneumology or derma-
tology. There are also curious researches in diseases like malaria, a very common in-
fectious disease in developing or third world countries. 
 As we can see in Table 2, breast cancer screening and diagnosis support is one of 
the main objectives [60, 65, 66, 77, 81, 82, 85, 88, 90], followed by the development of 
CAD in lung cancer [76, 87, 94].  
In cardiology, the majority of the papers are about support to diagnosis using images 
from different tools like ultrasound [45, 56], magnetic resonance [79] and myocardial 
or cerebral arterial perfusion [61, 74]. [44] uses electronic health records to predict pos-
sible future heart failure onset via a time series. 
In neuropsychiatry, the aim of many studies is the diagnosis [50, 55, 62, 63, 83, 100] 
but also, we can find studies to predict disease evolution [72, 108], to allow patients to 
write through their eyes movement [96].  
 Ophthalmology is another therapeutic area where deep learning has developed many 
models with ocular fundus images to detect retinal diseases like age-related macular 
degeneration [48, 63], hemorrhages [64], microaneurysms [49], diabetic retinopathy 
[59, 77, 101] and rhegmatogenous retinal detachment [97] and glaucoma [50]. 
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Other therapeutic areas found in this review are radio image 8.7%, ophthalmology 
7.9% or traumatology 4.8% for more details see Fig. 13 and Table 2. 
 
Fig. 13. Distribution by areas of applicability to medicine (n=126). 
As seen, diagnosis-based models were the objective of 82.5% (104) of the studies, 
while 3.2% (4) centred on monitoring treatment, and the rest, 14.3% (18) have miscel-
laneous topics as their objectives, such as disease classification, robotic surgery and 
prediction of prognosis, Figure 14. As medicine is a field where the wrong decisions 
could have irreversible consequences, most of the work with DL methods are applied 
to diagnosis. The controversy is about letting machines decide, so their role nowadays 
is aiding physicians in taking better and faster decisions and this can be done mainly at 
the diagnostic stage. 
Most of the models exposed in this survey have an accuracy of 80% or more. So, it 
can be concluded that the performance of the different models in different areas and 
use cases are quite good. Only in particular cases in the field of anesthesia using pa-
tients’ biosignal, detecting autism with MRI or keen osteoarthritis from radiographies 
have an accuracy under 80%. Most of the papers used Accuracy and AUC as a metric 
to measure the performance of the models.  
Metrics can be grouped taking into account some charactertiscs.  Accuracy is the 
simplest one and uses the correct predictions, unlike error metrics as MSE or Log loss 
error. In the particular case of medicine, it is very useful to use the false positives and 
negatives: Sensitivity, Specificity and F-score or F-measure. This is related to what is 
highlighted in [111] about the economic impact and risk in diagnosing a healthy patient 
as sick. Related to this, there are graphical representations as AUC and Precision-Recall 
curves. When using images, Hammoude distance, Position error, Mean corner distance 
error and Dice coefficient are used. Finally, concordance correlation coefficient which 
is an agreement between two variables. 
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Fig. 14. Distribution according to the purpose of the model (n=126). 
Only 25.4% (31) of the 126 papers were validated with databases different than the 
initial dataset, and only two studies (1.6%) detailed its application to clinical practice, 
Figure 15. These studies validated their results in different databases than the initial 
dataset were: [51], [57], [74], [82], [86], [92] , [94], [98-107], [94]. And only two [82, 
101] describes the application of the model in the current clinical practice.  
 
Fig. 15. Representation of the percentage of models validated with databases different than the 
initial dataset (n=126), and distribution of the articles depending on whether their application to 
common clinical practice is described (n=126).  
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5 Discussion and future works  
The purpose of our study was to conduct a comprehensive review of the state-of-the-
art in the application of deep learning techniques in the field of medicine. A methodol-
ogy was defined for selecting a series of papers that could be considered representative. 
This methodology started with the search in different sources of scientific knowledge, 
obtaining 4505 initial papers. This number was progressively refined by eliminating 
duplicates and articles not in this field, as well as other exclusion criteria defined by 
computer scientists and physicians. At the end of the process, 126 papers were selected 
and briefly summarised and analysed from a qualitative and quantitative perspective. 
The most straightforward conclusion that can be drawn is that deep learning techniques 
are widespread in the oncology discipline. Given that here the most used data for diag-
nosis are images, and that convolutional models are directly related to the treatment of 
these images, it is logical that most deep learning applications found during the review 
use this type of architecture. The next relevant areas are cardiology, ophthalmology, 
and neuropsychiatry, where images also play a prominent role in diagnosis.  
One of the main limitations of the study was the need to discard papers published in 
JCR impact quartiles below Q1. This was because the large volume of references to be 
included did not permit a correct description of all studies. This is why the objectives 
of this research team that conducted the study include writing a second paper that would 
complete and allow for the determination of whether or not the quality of the studies 
published differs depending on the quartile in which they are published. On the other 
hand, because this is a review in which various disciplines converge (computer science 
and all medical specialties) and despite the careful methodological process, there may 
be published studies for which we did not have access. We also found no information 
in the publications about the models used by companies such as Google, Intel, Mi-
crosoft, Philips and Siemens, probably due to the confidentiality of the data and the 
patents of the models. 
However, it is worth noting that two types of neural applications are significantly 
absent or underrepresented in the results obtained from this study. The prediction and 
diagnosis of a patient's medical evolution, mortality risk, or the emergence of diseases 
through the analysis of discrete/continuous signals (historical vital signs, EEG/ECG 
data, etc.) have not been widely used in successful scenarios. Preventive medicine fo-
cused on the early detection of potentially dangerous situations will use these analysis 
techniques to produce real-time alarms associated with previously analyzsed patterns 
during normal-life situations. NLP (Natural Language Processing) using NMT (Neural 
Machine Translation) models is also poorly represented in the medical domain, com-
pared with the relevance that processing of human communications is having within 
artificial intelligence and applied linguistics areas: speech-to-text conversion, transla-
tion, summarizsation, disambiguation, understanding and generation of Natural Lan-
guage. It is foreseeable that in the coming years, applications related to human lan-
guage, whether written or spoken, will colonizse the medical domain. A large amount 
of this type of data still unprocessed (medical records among them) and the possibility 
of using them in combination with other data (numbers and images) will favor the 
29 
development of multimodal neural applications and will facilitate medical tasks not 
directly related to the diagnosis.  
We have also compared our work with other reviews of deep learning in medicine 
published over the past five years. These documents were obtained from MEDLINE 
and, after the screening, 72 of them were considered. Their conclusions roughly corre-
spond to the areas and applications highlighted in this systematic review. The largest 
difference found is that none of the publications follow the methodological expectations 
of the Cochrane reviews. They commonly lacked a definition of inclusion criteria that 
add the characteristics that must be detailed in the papers that describe the implemen-
tation of deep learning models in medicine. From the point of view of computer sci-
ences, it is worth mentioning that data types were not considered, which however was 
done in the present paper. 
None of the articles included in our review was conducted in Spain, which may be 
because current clinical data protection laws make it difficult to implement DL models, 
as well as the lack of a common structure in electronic medical records between differ-
ent healthcare centers. We should also mention how the data from medical records are 
recorded and structured, because the majority of the reports are written in open text, 
with no encoded data that would permit a suitable extraction of variables, or enough 
detail to be able to develop deep learning models that could predict the risk or progres-
sion of diseases following patients’ characteristics, combining this with sociodemo-
graphic population data. 
To conclude, a high number of studies published in the Q1 did not meet the defined 
quality criteria. Further, the process to replicate the sample was not always detailed, 
and we found it quite surprising that the sizes of the initial datasets could be so small, 
when consider that the basis of AI is big data. The lack of information in the papers 
about the validation of the models developed with external databases and the absence 
of descriptions of how the results could be used in routine clinical practice should be 
emphasized [112]. It may be necessary to reach a consensus on quality criteria for the 
studies and papers about deep learning in medicine. 
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Appendix A: MeSH terms for Deep Learning and Medicine 
MeSH “Deep Learning” includes the following terms:  Learning, Deep/ Hierarchical 
Learning/ Learning, Hierarchical. 
MeSH “Medicine” includes the following terms: Specialties, Medical/ Specialties, 
Medical/ Medical Specialties/ Specialty, Medical/ Addiction Medicine/ Adoles-
cent Medicine/ Aerospace Medicine/ Allergy and Immunology/ Anesthesiology/ Bari-
atric Medicine/ Behavioral Medicine/ Clinical Medicine/ Evidence-Based Medicine/ 
Precision Medicine/ Community Medicine/ Dermatology/ Disaster Medicine/ Emer-
gency Medicine/ Pediatric Emergency Medicine/ Forensic Medicine/ General Practice/ 
Family Practice/ Genetics, Medical/ Geography, Medical/ Geriatrics/ Global Health/ 
Hospital Medicine/ Integrative Medicine Internal Medicine (Cardiology, Endocrinol-
ogy, Gastroenterology, Hematology, Infectious Disease Medicine, Medical Oncology, 
Nephrology, Pulmonary Medicine, Rheumatology, Sleep Medicine Specialty)/ Mili-
tary Medicine/ Molecular Medicine/ Naval Medicine/ Neurology/ Neuropathology/ 
Neurotology/ Osteopathic Medicine/ Palliative Medicine/ Pathology (Forensic Pathol-
ogy, Neuropathology, Pathology, Clinical, Pathology, Molecular,  Pathology, Surgical, 
Telepathology)/ Pediatrics (Neonatology, Pediatric Emergency Medicine, Perinatol-
ogy, Perioperative Medicine)/ Physical and Rehabilitation Medicine/ Rehabilitation 
/Psychiatry (Adolescent Psychiatry, Biological Psychiatry, Child Psychiatry, Commu-
nity Psychiatry, Forensic Psychiatry, Geriatric Psychiatry, Military Psychiatry, Neuro-
psychiatry)/ Public Health (Epidemiology, Preventive Medicine)/ Radiology (Nu-
clear Medicine, Radiation Oncology, Radiology, Interventional)/  Regenerative Medi-
cine/ Reproductive Medicine (Andrology, Gynecology)/  Social Medicine/ Specialties, 
Surgical (Colorectal Surgery, General Surgery, Gynecology, Neurosurgery, Obstetrics, 
Ophthalmology, Orthognathic Surgery, Orthopedics, Otolaryngology, Surgery, Plastic, 
Surgical Oncology, Thoracic Surgery)/ Traumatology/ Urology/ Sports Medicine/ Tel-
emedicine/ Theranostic Nanomedicine/ Travel Medicine/ Tropical Medicine/ Vacci-
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