In particular, one of the more widely recognized forms of NMAE is African American English. Researchers studied African American English extensively after a verdict was reached in what later became known as the Ann Arbor decision (Martin Luther King Junior Elementary School Children et al. v. Ann Arbor School District, 1979) . The court decision-which ruled in favor of the plaintiffs, citing the school district's failure to consider the linguistic and cultural backgrounds of its students in instructional programming-acted as an impetus to investigations into African American English and literacy with anticipation of potential implications for practice. However, because of weaknesses in studies, including researchers' failure to measure dialect use specifically among children or to determine whether study subjects were indeed speakers of African American English (Troutman & Falk, 1982) , past studies that purported to examine a relationship between dialect and literacy among children resulted in inconsistent findings.
Whereas the potential impact of African American English on the development of literacy skills is certainly worth investigating, research suggests that these studies should not be exclusively limited to
African American children.
More recent studies have devoted attention to the African American English spoken by children. These studies have aided in establishing the legitimacy of African American English as a language variation (Wolfram, 1998) , have helped those in practice to make distinctions between language differences and language disorders or deficits (Seymour, Bland-Stewart, & Green, 1998) , and have provided information resulting in a rich corpus of features of the dialect among children (e.g., Craig & Washington, 2004; Oetting & McDonald, 2001) . Studies that have examined participant dialect use in various formats have found that many children use dialect with varying frequency in different contexts (Craig, Kolenic, & Hensel, 2014; Washington, Craig, & Kushmaul, 1998) . However, most research to date examining the dialect-literacy relationship has focused on dialect use in only one context, specifically oral language, and conclusive evidence regarding associations between the two factors has yet to be attained.
The majority of research on dialect and literacy has focused on African American children. Whereas the potential impact of African American English on the development of literacy skills is certainly worth investigating, research suggests that these studies should not be exclusively limited to African American children. For one, children who are not African American have been shown to use features of African American English, suggesting that the total number of children who use African American English may actually be greater than those who identify as African American (Charity Hudley & Mallinson, 2011) . In addition, recent research has converged to demonstrate several similarities between African American English and Southern American English (e.g., Oetting & McDonald, 2002) . Perhaps as a result of strong historical ties (Rickford & Rickford, 2000) , African American English and Southern American English share several features. Linguists have also noted that some dialect features, especially phonological features, are not necessarily exclusive to speakers of nonmainstream dialects. For instance, a common feature of African American English and Southern American English concerns the lack of pronunciation of the final 'g' sound in -ing words, such as running (Wolfram & Schilling-Estes, 2006) . However, speakers who use MAE may not fully pronounce the g at the end of -ing words in their spoken language, especially in rapid or more casual speech. In identifying features of dialect, Wolfram and Schilling-Estes (2006) noted that the mere presence or absence of specific features in a person's language does not identify the person as a dialect speaker; rather, the frequency with which the person uses that feature is more indicative of his or her dialect classification.
Dialect and Reading
Regarding the effect that dialect may have on literacy acquisition, researchers have suggested that the phonological and morphosyntactic mismatches between NMAE and MAE make the acquisition of literacy skills difficult for speakers of NMAE (Labov, 1995) . This theory is supported by research that has found a negative relationship between dialect use and reading scores (e.g., Craig & Washington, 2004) . More recently, however, researchers have begun to explore the metalinguistic or linguistic awareness/flexibility theory (e.g., Charity, Scarborough, & Griffin, 2004) , which posits that a student's familiarity with MAE and production of MAE in different contexts is related to literacy achievement. In a recent meta-analysis of 18 years of research on dialect and literacy among elementary-aged students, Gatlin and Wanzek (2015) found a negative and moderate association between dialect production and reading skills, indicating an inverse relationship between them. In other words, the more dialect a student tends to use in the production of language, the lower his or her reading scores tend to be. However, as determined by tests for heterogeneity, a significant amount of variation in effect sizes existed among the studies. Gatlin and Wanzek found that the grade-level moderator (primary or intermediate) did not explain variability among the studies. Socioeconomic status also was not a significant moderator in the study, meaning that the percentage of students from lowerincome backgrounds within the various studies did not account for differences in effect sizes. Gatlin and Wanzek (2015) concluded that the findings of the past few years of research on dialect and literacy suggest that dialect variation does appear to relate to reading in some potentially measurable way. Because of the significant amount of heterogeneity in their analysis, coupled with the lack of significance of the study moderators, the authors determined that the relationship may not be a simple one, as suggested by the mismatch theory. Rather, the authors recommended further investigation into the linguistic awareness/flexibility hypothesis, which states that a student's ability or inability to vary dialect use in different contexts is more highly related to literacy performance. As noted by the authors, one potential avenue for examining the linguistic awareness/flexibility hypothesis would be an analysis of students' dialect use in written contexts and an examination of relations to reading achievement. Writing can serve as a mirror into dialect shifting with students who speak NMAE (Washington, 2011) . However, only one peerreviewed study to date has examined elementary students' dialect use in writing as it relates to reading performance. Craig, Zhang, Hensel, and Quinn (2009) found a significant downward shift between dialect use on an oral narrative task and a written narrative task among 165 first-through fifth-grade African American English-speaking students; they also found that students' written dialect use predicted reading achievement, whereas oral dialect use did not. However, Craig and colleagues analyzed dialect use in only one writing sample. In addition, their study, like most research to this point on dialect use, was crosssectional, examining relations between students' dialect use and literacy measures during the same year. Analyzing dialect within multiple written language samples and examining these relationships with reading achievement in subsequent grades may provide further information on the potential role of dialect shifting in the acquisition and development of literacy skills.
Dialect, Reading, and Students With Disabilities
DeThorne, Petrille, Schatschneider, and Cutting (2010) found that conversational language was a significant predictor of reading achievement scores after controlling for vocabulary, particularly for children with language difficulties. Although DeThorne and colleagues did not include dialect as part of their study, their finding suggests that relationships between spoken language and literacy could be different for students with language and learning difficulties. In another study, Bishop and Adams (1990) found that children with spoken language difficulties were at increased risk for later reading comprehension difficulties when compared to children without spoken language difficulties. Further, Scarborough (1990) found that children diagnosed with dyslexia had poorer syntactic skills than age-matched controls, as measured by language samples from a naturalistic context. Numerous studies have found that children with language and/or learning disabilities tend to score more poorly on measures of reading skills, including phonological awareness, than peers with typical language development (e.g., Catts, Adlof, Hogan, & Weismer, 2005; DeThorne et al., 2006) . Similarly, children with reading difficulties typically score lower on semantic and morphosyntactic measures when compared with children with no documented reading difficulties or disabilities (e.g., Scarborough, 1990 Based on the findings of DeThorne and colleagues (2010), coupled with an overwhelming amount of evidence of the relation between language skills and reading, it is possible that the relationship between reading skills and spoken language, particularly dialect, may differ for students with language and learning difficulties as compared with their peers. This potential difference is certainly worth investigating. However, several studies examining dialect use have intentionally excluded students who were not considered typically developing (e.g., Craig et al., 2009; Terry, Connor, Thomas-Tate, & Love, 2010) . In fact, for Gatlin and Wanzek's meta-analysis (2015) , disability status was to be used as a study moderator to determine potential differences in relationships for students diagnosed with highincidence disabilities, such as speech or language impairment or specific learning disability. However, due to the fact that only one published study had included students with disabilities, a moderator analysis was not possible. The paucity of research for students with disabilities regarding the relationship between dialect use and literacy skills highlights this gap in existing research among special populations. Extending the current research to examine associations between dialect and literacy for those who have been identified with a speech and/or language impairment or specific learning disability may provide insight and direction for future research studies, including intervention research. The present study adds to existing literature on the relationship between dialect and reading by examining this relationship for students with language and learning disabilities in comparison to their typically developing peers.
Purpose of Study and Research Questions
The purpose of this study was to analyze elementary students' use of dialect in an oral narrative and written compositions in relation to their concurrent and subsequent reading achievement. Also, we examined these relationships for students with speech and/or language impairments or specific learning disabilities in comparison to their typically developing peers. Specifically, the following research questions guided this study:
Research Question 1: What is the relationship between children's oral and written use of dialect and concurrent and subsequent reading achievement 2 years later? Research Question 2: Do the preceding relationships differ for students identified with speech and/or language impairments or specific learning disabilities?
Method

Participants
The sample was pulled from students in a midsized southeastern city who were participating in a larger National Institute of Child Health and Human Development-funded longitudinal study on the prevention and identification of learning disabilities (Al Otaiba, Kim, Wanzek, Petscher, & Wagner, 2014) . We randomly selected 250 of the 528 students who completed at least one writing assessment to answer the first research question. Three language samples of each randomly selected student were coded for the occurrence of NMAE features. Specifically, we generated random, nonrepeating numbers using Microsoft Excel's random number generator. We assigned each student a number between 1 and 528 and selected students numbered 1 through 250 for this study.
At the first time point, the students were in 69 second-and third-grade classrooms within 11 schools. Similar to the larger group, the average age of the sample was 8.8 years (SD = 0.62). The percentage of students within each demographic category in the randomly selected subsample was proportional to the full sample (χ 2 = 0.08-1.29, p's > .25). Specifically, just over half of the sample (54.8%) were boys. The racial composition of the group was largely African American (62.4%). White students made up 24.8% of the sample, American Indian/Alaska Native 1.6%, and Asian students 0.8%. The remainder of the students (10.4%) identified as multiracial or other; 1.6% was Hispanic any race. The majority of the students were from lowincome backgrounds (81.2%), as determined by eligibility for the federal free and reducedprice lunch program.
Just over 15% (n = 38) of the random sample was identified as receiving special education services, including services for speech or language impairment (n = 27, 10.8%) and specific learning disability (n = 6, 2.4%). Using a researcher-developed survey (Speece et al., 2011) , classroom teachers rated five of the six students with specific learning disabilities as below or well below average in reading, spelling, and/or writing. In addition, two of these students were dually diagnosed with language impairments. Two students received special education services under the primary category of autism (0.8%; both also received services for language impairments); another three students (1.2%) received special education services, but the category was not specified.
To address the first research question, in addition to analyzing the randomly selected students' reading scores, we coded transcriptions of these students' oral and written language samples to assess the frequency of NMAE dialect use. We then used dialect density in each of the language samples as a predictor in models with reading achievement as the outcome variable. For the second research question, we analyzed the dialect-reading relationship for students within the sample who received special education services for speech/language impairment or specific learning disability who were below average in reading, spelling, and/or writing (n =34) in comparison with the students in the sample with no identified disabilities (n = 213).
Measures
Reading measures. Upon approval from the university and school district Institutional Review Boards, we assessed children during the spring of their second-or third-grade school year initially on reading and language (oral and written) skills and subsequently tested them on the same measures for the next 2 years. We used reading achievement scores from both the first year and the third year in the analyses. Frequency of dialect use from the language samples from the first year were used for the concurrent and longitudinal analyses. To ensure accurate administration and scoring of each test protocol, each tester was required to pass a fidelity check with a senior research assistant and demonstrate 100% accuracy in administration and scoring prior to each round of testing. A second research assistant also double-scored each assessment.
Word identification. To assess word reading ability, the research team administered the Letter-Word Identification subtest of the Woodcock-Johnson Tests of Achievement-Third Edition (WJLW; Woodcock, McGrew, & Mather, 2001) , an untimed assessment that requires students to read isolated letters and words of increasing difficulty. The subtest is norm referenced with an established internal consistency reliability of .91 (McGrew, Schrank, & Woodcock, 2007 Woodcock et al., 2001) . For this subtest, students are instructed to read short passages of increasing difficulty and to identify missing key words that would make sense in the context of that passage. This subtest is untimed and norm referenced with an established test-retest reliability of .88 (McGrew et al., 2007) .
Language measures.
To calculate frequency of NMAE use, we analyzed transcriptions of students' language production in an oral narrative task (Task 6 of the Test of Narrative Language; Gillam & Pearson, 2004) and two writing tasks from the first year of testing. For the Test of Narrative Language, which was administered individually, students were shown a picture and instructed to make up their own story using the picture as a prompt. The language samples were audiorecorded and later transcribed with the Systematic Analysis of Language Transcripts (Miller & Iglesias, 2012) software. For the transcriptions, we used standard conventions, which included segmenting each student's spoken language sample into utterances, or communication units (C-units; Loban, 1976) .
We asked each student to write two compositions in response to a narrative and an expository writing prompt. These assessments were administered in group format, and students were given 10 min to write on the given prompt. We administered the two prompts on the same day, with the order of administration alternating between groups. For the narrative composition, each student was asked to write a short essay in response to the prompt "One day when I got home from school . . . ". Each test administrator read instructions verbatim to each group, directing students to write a story about something interesting or unusual that happened on a day when they returned home from school.
We administered the writing prompt from the Essay Composition subtest of the Wechsler Individual Achievement Test-Third Edition (Wechsler, 2009 ) to students to elicit an expository essay. For this subtest, students are instructed to write about their favorite game and to include at least three reasons why they like it. Like the oral narratives, the language samples from the written narrative and written expository were transcribed with Systematic Analysis of Language Transcripts (Miller & Iglesias, 2012) . Members of the research team transcribed these writing samples using modified conventions of Systematic Analysis of Language Transcripts, which is mainly used for analyses of oral language production. In particular, instead of using the standard C-unit to segment language samples, we transcribed the data using a method for transcribing utterances in writing, the minimally terminable unit (T-unit; Hunt, 1965) , while preserving any errors found within each child's writing.
Dialect density. We coded each language sample for the occurrence of 26 morphosyntactic and 11 phonological NMAE features. This list of features resulted from an extensive review of literature on African American English and Southern American English and can be found in Appendix A (supplement available online; e.g., Craig & Washington, 2004; Oetting & McDonald, 2001) . Two coders-both doctoral students with experience in the fields of education and speech/language pathology and both familiar with features of African American English and Southern American English-worked closely together to establish reliability before coding took place. As suggested by Oetting and McDonald (2002) , we calculated dialect density measures (DDMs), a reflection of the proportion of one's overall dialect use in linguistic production (Craig, Washington, & Thomson-Porter, 1998) , by dividing the total number of tokens produced by the total number of utterances in the language sample. We used the resulting quotient as the measure of dialect frequency for each language sample. A sample coded transcription of the oral narrative and resulting DDM is included in Appendix A.
We randomly selected 10% of the oral narrative sample to establish initial reliability on the coding of dialectal features, and the number of agreements divided by the sum of agreements and disagreements provided the reliability coefficient. The coders had difficulty establishing initial reliability in the oral language samples, particularly on the phonological features. Upon reviewing previous studies and finding that morphosyntactic dialect features are more commonly coded than phonological ones, we decided to establish reliability separately for morphosyntactic and phonological features. Interobserver reliability for the morphosyntactic features was high and similar to that of other coefficients found in the literature (.95). After three rounds of reliability attempts and subsequent meetings between the two coders, the reliability coefficients ranged from .38 to .77, which meant that the maximum reliability coefficient for the phonological features observed in the oral narratives (.77) was not representative of a desired reliability coefficient of .90 (Nunnally, 1967) . However, based on previous research, this reliability was within standards (e.g., Kohler et al., 2007) . Discrepancies were discussed, and the two coders agreed on final coding procedures before moving further.
For the written language samples, in addition to morphosyntactic or grammatical features of NMAE (e.g., subject-verb agreement, as in they was), we marked spelling patterns that were indicative of phonological NMAE features (e.g., consonant cluster reduction, as in toed for told). To establish initial reliability, each coder independently rated 10% of the written language samples for the occurrence of the features and coded morphosyntactic and phonological features separately. Initial reliability coefficients of .95 (written narrative) and .99 (written expository) were established on the morphosyntactic features. As with the oral language samples, some difficulty establishing reliability on the phonological features was apparent. Three rounds of reliability were conducted; the reliability coefficients for the coding of the phonological features ranged from .59 to .81 for the narrative and .62 to .88 for the expository essay.
Data Analysis
Because of difficulty establishing reliability on phonological features, we conducted analyses using morphosyntactic DDMs only. We based this decision on previous research that focused on morphosyntactic dialect features only for this age group (e.g., Thomas-Tate & Connor, 2013) , citing developmental reasons and the potential confounding of more general spelling errors in writing. Furthermore, as discussed later, several students had phonological dialect features coded in one or both of their written language samples but apparently did not use any dialect features (morphosyntactic or phonological) in their oral language sample. To address the first research question, we conducted analyses using HLM 7.0 software (Raudenbush, Bryk, Cheong, Congdon, & du Toit, 2011) with standard scores from the reading measures-concurrent and subsequent in separate analyses-as dependent variables, using two-level models to account for reading measure scores for students (Level 1) nested within classrooms (Level 2). We considered creating a three-level model with school as a Level 3 variable; however, the intraclass correlation at the school level was extremely low in unconditional models (ρ's = .0001-.01) when both school and teacher were included as Level 3 and Level 2 variables, respectively. We therefore decided to create Level 2 models using teachers as the nesting variable. Before adding them to the model, DDMs from the language samples were standardized by converting them to z scores with a mean of 0 and an SD of 1.
To address the second research question, we modified the previous models used to address Research Question 1 by adding a fixed-effect dummy-coded variable of exceptional student education (ESE) eligibilityspecifically, eligibility for specific learning disability or speech/language impairment-as a Level 1 moderator to examine potential differences between dialect use and reading achievement scores for students with these identified disabilities. We used the students without any identified disabilities for comparison. We created an interaction term by multiplying the ESE eligibility variable (0 or 1) by the z-scored DDM and then tested the interaction to determine if relationships between dialect and reading measures might differ for the ESE students. Because multiple tests were done, analyses were conducted with a Benjamini-Hochberg linear step-up procedure (Benjamini & Hochberg, 1995) to control for Type I error.
Results
Descriptive statistics for the sample are provided in the first two columns of Table 1 for the dialect frequency variable, among the three language samples. A detailed investigation into the data revealed that 205 students (82%) produced at least one feature of dialect during their oral narrative and 190 (76%) produced at least one dialect feature in one or both of their written language samples. A further analysis of the data also revealed that 28 students were found to have phonological dialect features coded in one or both written language samples but no features coded in their oral language sample. In particular, these features were spelling errors that were mostly coded as the final consonant absence or consonant cluster reduction. As indicated by the relatively large standard deviations in comparison with means, students produced a range of frequencies in their dialect use in all three language samples. Pearson's productmoment correlations among the language samples ranged from nonsignificant (r = .10, p = .11) to small (r's = .14-.23, p's < .05; see Table 2 , lower diagonal). Preliminary analyses also revealed that 97% of African American students used dialect in at least one language sample and 94% of students who qualified for free or reducedprice lunch used at least one instance of dialect in their language samples. As far as frequency of dialect use in the language samples, in general, African American students used a significantly greater amount of dialect in all three language samples (γ's = .10-.41, p's < .01) than students who were not African American. Students from lower income backgrounds, as indicated by eligibility for the free and reduced-price lunch program, tended to use more dialect on the oral narrative (γ = .28, p < .001) and the written narrative (γ = .15, p < .01) than students who were not from lowerincome homes. Differences were not significant between these students on the written expository language sample (γ = .06, p = .14).
Mean student scores on each of the Year 1 reading measures generally fell within the average range, and correlations among the reading measures were large in magnitude (r's = .72-.80, p's < .001). The correlations between the frequency of dialect in the language samples and the reading measures indicated that dialect use was significantly and negatively related to each reading measure with a small to moderate magnitude range (r's = -.12 to -.36, p's < .05).
Dialect Density and Concurrent Reading Achievement
Research Question 1 involved two-level HLM analyses examining the relative contributions of dialect use in all three language samples to performance on the reading measures. Overall, the unconditional models (Table 3 , Model 1) demonstrated weighted scores for each reading measure within the average range, with 24% to 32% of variance among scores at the classroom level, which was significant for each measure (τ's = 29.32-81.52, p's < .05). As a preliminary step, before all DDM predictors were added to the models simultaneously, we examined the direct effects of dialect use in each language sample separately. In examining the absolute contributions of dialect density in each language task, we found that dialect density was a significant and negative predictor on all reading assessments. In other words, for every unit increase in dialect density on the language samples, scores were generally expected to decrease on each reading variable. For the WJLW, DDMs from all three language samples were significant: oral narrative (γ = −3.59, p < .001), written narrative (γ = −3.09, p < .001), and written expository (γ = −2.56, p < .001). DDMs from two language samples were significant predictors for performance on the TOWRE: the oral narrative (γ = −3.72, p < .001) and the written narrative (γ = −3.48, p < .001). DDMs from the written favorite-game expository were not significant for this measure (γ = −1.25, p = .19). Similarly, DDMs from the oral narrative (γ = −3.77, p < .001) and the written narrative (γ = −2.67, p < .01) were significant predictors for performance on the TOSREC, but DDM from the written expository was not significant (γ = −1.93, p = .05). On the WJPC, all three language sample DDMs were significant: oral narrative (γ = −3.19, p < .001), written narrative (γ = −2.37, p < .001), and written expository (γ = −2.08, p < .001). Pseudo-R 2 values-or the amount of additional variance at the individual level explained over the previous model-ranged from 0 to .11, indicating 0% to 11% variance accounted for by adding the predictors to the model. The next step was to examine the relative contributions of dialect density in the language samples within the context of one another to performance on the reading measures. As shown in Table 3 (Model 2), when Note. Lower diagonal contains correlation coefficients for full sample (n = 250); upper diagonal contains correlation coefficients for students with speech/language and learning disabilities (n = 34). Correlation coefficients for typically developing sample (n = 213) were nearly identical to that of the full sample. all three measures were included simultaneously in the model, DDMs from two of the language samples were significant predictors for the WJLW: the oral narrative and the written narrative (DDMs from the written expository were not significant). Because DDMs from the written expository were not significant for the TOWRE or the TOSREC in the individual analyses described earlier, we included only students' oral and written narrative DDMs in the simultaneous model. Both predictors remained significant in the model examining their relative contributions to the score on the TOWRE. Oral narrative DDM significantly predicted a decrease in scores on the TOSREC, but written narrative DDM did not. The degree of dialect use in the oral narrative and the written narrative were significant predictors for the WJPC; written expository dialect use was not significant. For each reading measure, the conditional models were a significant improvement over the unconditional models, Δχ 2 (3) = 117.50-158.02 (p's < .001), and each explained 6% to 12% of variance at the student level and 39.9% to 58.7% variance at the classroom level. Classroom-level variance was significant for the TOWRE and the TOSREC.
Dialect Density and Longitudinal Reading Achievement
Of the original 250 students from the random sample, 153 were tested 2 years later during their fourth-or fifth-grade year. These students were spread across 63 classrooms in 17 schools. According to chi-square tests for observed versus expected frequencies, this sample was proportional to the previous sample as far as demographic variables were concerned (χ 2 = 0.01-4.16, p's > .25). Means and standard deviations for these reading scores are also displayed in Table 1 . Like the scores from 2 years before, scores fell within the average range for the sample. However, on the WJPC, scores were generally in the lowaverage range. Correlation coefficients (Table  2) for the language sample DDMs and the fourth-and fifth-grade reading scores were found to be similar to those in the previous analysis among DDMs and the concurrent reading scores, ranging from nonsignificant (r = .14, p = .07) to small to moderate (r's = -.18 to -.42, p's < .05).
To examine the relationship between dialect density and longitudinal reading, we repeated the models that simultaneously analyzed dialect density in each language task in relation to second-and third-grade reading achievement, this time using scores from students' fourth-or fifth-grade year. In the models examining the relative contribution of dialect density from the language samples, the longitudinal results were similar to those found in concurrent reading measures analyses (Table 3) . On the WJLW, DDMs from the oral narrative and the written narrative were significant predictors. Written expository dialect density was not significant. Dialect density in the oral narrative was not significant for the TOWRE, but written narrative DDMs were significant. In contrast, dialect density on the oral narrative was significant for the TOSREC, whereas written narrative DDMs were not significant. Finally, DDMs from the oral narrative were significant for the WJPC, but written narrative DDMs were not. As in the previous model analyzing reading performance during the second-and third-grade years, written expository dialect density was not a significant predictor for the WJPC.
Students With Speech and/or Language Impairments or Specific Learning Disabilities
To address the second research question, we first calculated the means and standard deviations with correlations for each dialect density variable for the sample of students with speech, language, and learning disabilities (Table 1 and upper diagonal of Table 2 ). As shown, dialect use among the students with disabilities was slightly more frequent than that of the larger sample. Similar to the larger sample, a substantial amount of variation in students' dialect use within each language sample was present. Scores on the reading measures were in the range of low average to average, generally lower than those of the larger sample. Correlations between dialect density in each language sample and reading assessments for students with speech/language or learning disabilities ranged from marginal to not significant (r's = .07 to -.36, p's > .07) to small to moderate (r's = -.42 to .60, p's < .03).
Next, we conducted multilevel analyses to examine whether the relationship between dialect frequency and reading achievement differed for students with speech and/or language impairments or specific learning disabilities. We repeated the models including dialect density from all three language samples (two for the TOWRE and TOSREC) for Research Questions 1 and 2, but this time we included a dummy-coded variable for speech/language impairment or specific learning disability and interaction terms between ESE eligibility and DDMs from each language sample. As shown in Table 3 (Model 3), for the WJLW, identification as ESE (speech/language or learning disability) was a significant predictor of decrease in scores, as well as oral narrative and written narrative dialect use. However, dialect frequency in the written expository samples was not significant. The interaction term between speech/language or learning disability and dialect density was significant for the oral narrative but not for the written language samples, indicating that the relationship between oral dialect use and reading was different for the ESE students but not between written dialect use and reading. When we analyzed longitudinal reading outcome models for the WJLW, identification as speech/language impaired or learning disabled and oral narrative and written narrative dialect density were significant predictors for scores. Dialect use in the written expository was not significant. Interaction terms were not significant.
In the model that analyzed dialect use from the oral and written narrative language samples in relation to the TOWRE, ESE eligibility was not a significant predictor for reading scores, indicating that student identification as speech/language or learning disabled did not predict performance on this measure. Oral dialect was also not significant, but written narrative DDM was significant. The interaction term between ESE and oral narrative DDM was significant, but the interaction term between ESE and written narrative DDM was not significant. For longitudinal achievement scores, identification as ESE was significant, and DDMs from the written narrative predicted performance on the TOWRE. Oral narrative DDMs were not significant, and neither were the interaction terms.
When DDMs from the oral and written narrative language samples were analyzed simultaneously for the TOSREC, ESE eligibility was a significant predictor. The oral narrative DDM variable was significant, but the written narrative DDM was not significant. Interaction terms were also not significant. For performance on the TOSREC when students were in Grades 4 and 5, ESE eligibility was not significant. However, oral dialect density and dialect use in the written narrative were significant predictor variables. Interaction terms were not significant.
For the WJPC, speech/language impairment or learning disability was a significant predictor of decrease in scores on WJPC, as were DDMs from the oral and the written narrative. The written expository was not significant. Interaction terms were not significant either. For the models involving scores on the WJPC 2 years later, when all three dialect variables were included in the same model with ESE eligibility, ESE eligibility was significant, as was dialect use in the oral narrative. Written narrative DDMs and written expository DDMs were not significant. The interaction terms were not significant.
Discussion
Based on the potentially important relationship between dialect and literacy, the purpose of this study was to analyze dialect use among a sample of middle elementary grade students and to examine potential relationships between dialect use and scores on reading achievement measures. Specifically, we examined relationships between students' dialect use in three language samples and four measures of reading achievement, during the same school year and 2 years later. We found that dialect density was generally negatively related to performance on the reading measures included in this study. The present study adds to previous research in the area by examining longitudinal reading outcomes and including students who were more diverse than most previous studies, which largely consisted of only African American students. Second, this study investigated potential differences in relationships between dialect and reading for students who had been diagnosed with a speech and/or language impairment or a specific learning disability. Findings showed that relationships between dialect use and reading scores were different for students with these high-incidence disabilities on two of the four measures included in the study.
As determined by means and standard deviations of the DDM variables, several students used dialect in their spoken and written language. Correlations between dialect frequency variables and the reading measures were all significant and negative, ranging from small to medium. This finding was not surprising given that the effect size found in the meta-analysis of previous studies analyzing dialect use and reading outcome was moderate and negative (Gatlin & Wanzek, 2015) . In addition, HLM analyses revealed that a standard deviation increase in dialect use predicted a decrease in reading performance ranging from roughly 2 to 5 standard score points. Results were similar for the analyses involving dialect use and reading achievement concurrently and for the same students 2 years later. Although explanation regarding the nature of the relationship between dialect and reading is premature, this finding is important in that it confirms a significant relationship between the two factors that is sustained over time.
The finding of a negative relationship between dialect density and reading scores is in line with the linguistic interference theory (Labov, 1995) and consistent with past studies (e.g., Charity et al., 2004) . However, in this study, in the more sophisticated multilevel models, there remained a substantial amount of variability, even with dialect predictors from all three language samples included. This finding, coupled with the results from the previous meta-analysis (Gatlin & Wanzek, 2015) that indicated a significant amount of heterogeneity among studies, implies that it would be difficult to conclude that the relationship between dialect use and reading achievement can be explained simply by differences, or mismatches, in speech and print. Instead, it appears that a more complex relationship may exist and that the findings may be more in line with the linguistic awareness/ flexibility hypothesis (Terry & Scarborough, 2011) . This theory would be supported by more complex relations between dialect use and literacy scores, such as varying correlations between dialect in different contexts and literacy performance, as found in this study. In addition, slope parameters were different for each of the language sample's dialect variables on reading measures when controlling for one another, which would indicate that, in the presence of one another, dialect from the various language tasks has a different relationship with reading scores, concurrently and longitudinally 2 years later. This finding is important in that it confirms the need for future studies to examine dialect in various contexts as it relates to reading.
Although we found that dialect use was negatively related to scores of reading achievement, the findings-namely, the predictive nature of dialect in the oral and written narratives-are in contrast to the results of a previous study conducted by Craig and colleagues (2009) . In this study, the researchers found that by controlling for dialect in writing, dialect use in an oral language task was not significantly related to reading scores. Yet, students' frequency of dialect use in the written language task did predict a decrease in reading scores. In their study, however, Craig and colleagues' DDMs included total dialect density, a composite of morphosyntactic, phonological, and what are referred to as combination morphosyntactic and phonological African American English features (e.g., the zero-past tense).
Our reasons for analyzing only morphosyntactic features included the lower-thandesirable reliability coefficient in the coding of phonological features and the potential confounding of students' general spelling skills for the age of the sample. Craig and colleagues reported high reliability (91%-100%) for the dialect features coded in their study but did not report separate reliability coefficients for morphosyntactic, phonological, or combination features. Because the authors did not control for spelling skills, there is a possibility that general spelling ability may have been confounded with phonological dialect use in their students' writing samples, thus helping to explain the significant relationship of reading with written dialect as opposed to oral dialect use. In addition, Craig and colleagues controlled for socioeconomic status, general oral language abilities, and writing skills and included only African American English speakers in their study, which might explain differences in findings between the studies. In almost all models, students with speech/ language and learning impairments had significantly lower scores than their peers who were not eligible for ESE services. Dialect use in the oral and/or written narrative remained significant in all models including the ESE variables. In addition, in the concurrent models, interactions between ESE eligibility and dialect density in the oral narrative and the two measures of word identification (WJLW and TOWRE) were significant. This finding indicates that for students receiving services for speech/language or learning impairments, the association between oral dialect use and performance on measures of word identification may be even greater than that of their typically developing peers. Interaction terms between written dialect use and ESE eligibility were not significant for the two measures of word identification, suggesting that the relationship between written dialect use and word identification did not differ for students identified with these particular disabilities. Interaction terms were also not significant for the two measures of reading comprehension (TOSREC and WJPC), which indicates that dialect density appears to have a similar negative relationship with reading comprehension for students with these disabilities as it does for typically developing students. Together, these findings suggest that students who are eligible for services under the categories of speech, language, or learning impairment who also use significant amounts of dialect in their speech and/or writing may be at even further risk of low reading scores than their peers who receive services under these high-incidence categories who do not use dialect. In addition, there may be some measurable difference specifically for students with speech/language impairments or learning disabilities who speak with a dialect on performance on word identification measures, a finding that warrants further investigation.
Implications for Practice and Future Research
According to the linguistic awareness/flexibility theory, dialect use is not a problem in and of itself; however, it may serve as a marker or evidence of potential reading difficulties, which has important implications for practice and research. Researchers have suggested that students who are dialect users may benefit if they become bidialectal-that is, able to navigate between nonstandard dialects and more standard dialects in various settings (e.g., Craig et al., 2009; Terry et al., 2010) . Being bidialectal would have similarities to bilingualism, as instruction in standard English would ideally lead to proficiency in using standard English when appropriate or expected, without devaluing the student's home or heritage language. It will be important for educators and researchers to be mindful of the sensitive nature of the topic of language variation (see Wolfram, 1998) and to consider, and also respect, students' linguistic and cultural backgrounds in designing future research studies and planning instruction. Charity Hudley and Mallinson (2011) suggested that when addressing issues of language varieties in classrooms, educators need to talk about different patterns of English as opposed to correct versus incorrect English. Delpit (2006) and other researchers have suggested using writing, as opposed to spoken language, as an arena to address the teaching of standard English forms. Because writing lends itself to editing, unlike unplanned spoken language, dialogue on differences between language varieties and mainstream English may be more suitable during writing instruction.
The linguistic awareness/flexibility hypothesis provides implications for the malleability of dialect use in different contexts. Terry, Connor, Petscher, and Conlin (2012) suggested that instruction geared toward improving literacy among young children who use dialect need not point out dialect differences specifically but rather should encourage children to become more attuned to language itself, thereby increasing metalinguistic awareness among the students. Currently, few strategies that focus on dialect awareness have been empirically tested among elementary students. Recently, Connor and colleagues (2014) employed an intervention study designed to increase dialect awareness in their written language among second-through fourth-grade students. The researchers found that students who received the dialect awareness intervention used fewer features of dialect in their posttest writing samples than those students who did not receive the intervention. However, the researchers did not examine whether increased awareness of differences in dialect features and standard English transferred to improved reading outcomes. Experimental intervention studies implementing these strategies or a combination of these strategies and applying various reading outcomes would provide information regarding what methods might be more effective and for whom.
The relationship between dialect and reading may be better conceptualized as reading performance being predictive of dialect use. To our knowledge, no study has investigated literacy-related predictors with dialect use as a dependent variable. If dialect use is a marker for reading difficulties, as suggested by the metalinguistic awareness/flexibility theory, then future studies might investigate predictors of the frequency of dialect use in various contexts. Finally, longitudinal research examining dialect use and variability over time in written language samples may not only provide information on developmental growth trajectories of dialect use but also have the potential for examining growth patterns in dialect use in relation to reading development.
Limitations
Although informative, this study was not without limitations. For one, the study was correlational; therefore, the results do not imply causal relationships between dialect use and outcomes on measures of reading achievement. However, the correlational findings of the study could provide implications for possible future studies, including intervention research, which has not taken place widely within this area of reading research. We acknowledge as a limitation the fact that reliability was difficult to establish, especially among the phonological features. We controlled for this limitation, however, by conducting analyses with morphosyntactic features, which are more explicit and obvious. It will be important for researchers who engage in work directed toward analyzing dialect use to be mindful of these potential difficulties. Providing extended training or buffering scheduling to accommodate for repeated practice in coding phonological features may help improve reliability. Finally, the sample of students with disabilities included only those with speech/language or learning disabilities and may have been too small to detect significant effects, particularly significant interaction effects. Future research may obtain a larger sample size and include students with other disabilities that may affect reading acquisition.
Conclusion
This study extends the current research base on dialect and reading in several important ways. First, most studies investigating relations between dialect use and reading have involved children's spoken use of dialect. In this study, we found evidence that dialect use in an oral and a written narrative was predictive of reading performance. In addition, the longitudinal portion of the study adds to the existing literature on dialect and reading investigations, which have largely consisted of cross-sectional design studies. Finally, the study found that for students with speech, language, or learning disabilities, the impact of dialect use may be greater on measures of word identification than for students with no diagnosed disabilities. However, the relationship is generally the same as it is for students with no diagnosed disabilities on measures of reading comprehension. Although this study showed that students use dialect differently in various contexts and that there is a significant and negative relationship between the two factors, other variables apparently need to be simultaneously analyzed to help explain some of the variability present. Furthermore, the direction of the relationship between dialect and reading is not certain. Although the field has made considerable progress since the influential 1979 Ann Arbor decision, the results of the meta-analysis and the present study suggest that there is still more to learn regarding language variation among children and its relations to reading acquisition to be able to successfully address the achievement gap.
