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a b s t r a c t
The article named above appeared recently in Applied Mathematics Letters and
investigated a boundary value problem governing viscous flow over a nonlinearly
stretching sheet. The authors of the work assert existence and (under certain restrictions)
uniqueness of a solution to the problem for all relevant values of the parameter governing
the stretching rate of the sheet. Unfortunately, several proofs presented in the article are
incorrect. We will prove that for a range of parameter space the solution to the BVP is not
unique. For these parameter values there are infinitely many solutions to the problem. The
same incorrect analysis is reproduced in several other papers (see the references). Some
of the claims of these papers are contradicted by established results on, for example, the
Falkner–Skan problem.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In [1], the following boundary value problem (BVP) is considered: Find f (η) such that
f ′′′(η)+ f (η)f ′′(η)− ρf ′(η)2 = 0, 0 < η <∞, (1.1)
subject to
f (0) = 0, (1.2)
f ′(0) = 1, (1.3)
f ′(∞) = 0, (1.4)
where ρ ∈ (−1, 2) is a parameter. In [1], the authors assert the existence (cf. Theorem 3 of [1]) of a solution to the BVP
(1.1)–(1.4) with the properties f (η) > 0 and f ′′(η) < 0 for all η > 0. Further, they claim (cf. Theorem 4 of [1]) that there
cannot be a second solution with these same properties. These results are said to hold for all ρ ∈ (−1, 2).
Unfortunately, the proofs presented in [1] are incorrect, as we will discuss in Section 3. First, in Section 2, we prove that
for ρ ∈ (−1, 0) there are infinitely many solutions that satisfy f (η) > 0 and f ′′(η) < 0 for all η > 0. The proof will employ
extensions of arguments used in the analysis of a problem governing Marangoni flow [2].
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2. Infinitely many solutions for ρ ∈ (−1, 0)
To investigate solutions of the BVP (1.1)–(1.4) wewill study a family of related initial value problems, namely, (1.1)–(1.3)
along with a third initial condition,
f ′′(0) = α. (2.1)
Eqs. (1.1)–(1.3) and (2.1) constitute a well-posed IVP. By standard existence and uniqueness theory, for each value of α, this
IVP will have a unique solution on some open interval containing η = 0. Denote the solutions to this IVP by f (η;α).
Theorem A. For each ρ ∈ (−1, 0), there exists an α0(ρ) < 0 such that the BVP (1.1)–(1.4) has uncountably many solutions
given by the solutions f (η;α) to the IVP (1.1)–(1.3) and (2.1)whereα0 ≤ α < 0. Further, all of these solutions satisfy f (η;α) > 0
and f ′′(η;α) < 0 for all η > 0.
The proof of this theoremwill involve several lemmas. Before presenting the lemmas, we make some remarks regarding
the solutions f (η;α) of the IVP (1.1)–(1.3) and (2.1) for α < 0. Let [0, ηα) denote the maximal interval of existence of
f (η;α). First note that f ′′(η;α) < 0 on [0, ηα). To see this, note that by assumption f ′′(0;α) = α < 0, so f ′′(η;α) is initially
negative. If f ′′(η;α)were to vanish at some first ηˆ, then f ′′(η;α) < 0 to the left of ηˆ so necessarily f ′′′(ηˆ;α) ≥ 0. From (1.1)
we have
f ′′′(ηˆ;α) = ρf ′(ηˆ;α)2 ≤ 0, (2.2)
since ρ < 0, and thus f ′′′(ηˆ;α) = f ′(ηˆ;α) = 0. By standard uniqueness results for initial value problems, the only solution
of (1.1) satisfying f ′(ηˆ;α) = 0 and f ′′(ηˆ;α) = 0 is the constant solution f (η;α) ≡ f (ηˆ;α), and we have a contradiction
since f ′′(0;α) = α < 0. Thus f ′′(η;α) < 0 on [0, ηα). The plan for the proof of Theorem A is as follows: Lemma 1 provides
conditions that will ensure the existence of the solution of the IVP (1.1)–(1.3) and (2.1) on the infinite interval 0 ≤ η <∞.
Next, conditions ensuring that the boundary condition (1.4) is also satisfied are given in Lemma 2. Finally, Lemma 3 shows
that there are an uncountable number of α for which Lemmas 1 and 2 hold.
Lemma 1. Let ρ ∈ (−1, 0) and α < 0. If f ′(η;α) never vanishes then the solution of the IVP (1.1)–(1.3) and (2.1) will exist on
all of 0 ≤ η <∞. In other words, as long as f ′(η;α) > 0 holds, the solution can be continued indefinitely and ηα = ∞.
Lemma 2. Let ρ ∈ (−1, 0) and α < 0. If f ′(η;α) > 0 for all η > 0, then
lim
η→∞ f
′(η;α) = 0. (2.3)
The proofs Lemmas 1 and 2 involve straightforwardmodifications of the proofs of the corresponding lemmas given in [2].
The only proof that changes in a meaningful way from that of [2] is that for Lemma 3.
Lemma 3. Let ρ ∈ (−1, 0). There exists an α0(ρ) < 0 such that for all α0 ≤ α < 0, the solution of the IVP (1.1)–(1.3) and
(2.1) satisfies f ′(η;α) > 0 on [0, ηα).
Proof. Choose and fix ρ with −1 < ρ < 0. We first show that there is some α < 0 for which f ′(η;α) > 0 on [0, ηα). For
the sake of a contradiction, suppose that for all α < 0 there exists a first point η such that f ′(η;α) = 0. Then f ′′(η;α) < 0.
(As before, f ′(η;α) = f ′′(η;α) = 0 leads to a contradiction.) Integrating the ODE (1.1), by parts where necessary, leads to
f ′′(η;α)− α + f (η;α)f ′(η;α)− (ρ + 1)
 η
0
f ′(t;α)2 dt = 0. (2.4)
Evaluating (2.4) at η and using the fact that f ′′(η;α) < 0 we obtain η
0
f ′(t;α)2 dt < −α
ρ + 1 . (2.5)
This is the statement that we will ultimately contradict by finding a strictly positive lower bound for

f ′2 which is valid as
α→ 0−.
Note that f ′′′(0;α) = ρ. We claim that f ′′′(η;α) > ρ on the interval (0, η). To see this, first differentiate (1.1) to obtain
f (iv)(η;α)+ f (η;α)f ′′′(η;α)+ (1− 2ρ)f ′(η;α)f ′′(η;α) = 0. (2.6)
From (2.6) we conclude that f (iv)(0;α) = (2ρ−1)α > 0 and f ′′′(η;α) > ρ for small positive η. If f ′′′(η;α)were to decrease
throughρ in (0, η) therewould have to exist a first point η1 with f (η1;α) > 0, f ′(η1;α) > 0, f ′′(η1;α) < 0, f ′′′(η1;α) = ρ,
and f (iv)(η1;α) ≤ 0. Evaluating (2.6) at such a point we have
f (iv)(η1;α) = −f (η1;α)ρ + (2ρ − 1)f ′(η1;α)f ′′(η1;α) > 0, (2.7)
giving a contradiction. Thus f ′′′(η;α) > ρ on (0, η).
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Fig. 1. A graph of the curve C(α, ρ) = −α/(ρ + 1). Theorem A guarantees that for all values of α between the curve and the horizontal axis, f (η;α) is a
solution to the BVP (1.1)–(1.4).
Integrating the inequality f ′′′(η;α) > ρ twice from 0 to η ∈ (0, η)we obtain
f ′(η;α) > 1
2
ρη2 + αη + 1 = qα(η) (2.8)
which has roots η+ = (−α −

α2 − 2ρ)/ρ > 0 and η− = (−α +

α2 − 2ρ)/ρ < 0. Clearly, η+ ≤ η since
f ′(η;α) > qα(η) > 0 on (0, η+). Further,
C(α, ρ) ≡
 η+
0
qα(t)2 dt <
 η+
0
f ′(t;α)2 dt ≤
 η
0
f ′(t;α)2 dt (2.9)
where
C(α, ρ) = ρ
2
20
η5+ +
αρ
4
η4+ +
ρ + α2
3
η3+ + αη2+ + η+. (2.10)
Combining (2.5) and (2.9) we have
C(α, ρ) <
 η
0
f ′(t;α)2 dt < −α
ρ + 1 , (2.11)
and we obtain a contradiction since for α < 0, sufficiently close to 0, the leftmost term is bounded away from 0 and the
rightmost term tends to 0. Thus if α < 0 is sufficiently small, f ′(η;α) cannot have a root η and we must have f ′(η;α) > 0
on [0, ηα). Thus there exists an α0 < 0 such that for all α0 ≤ α < 0we have f ′(η;α) > 0 on [0, ηα), proving the lemma. 
Lemmas 1–3 thus establish Theorem 1. We note that a similar argument was developed recently, and independently, by
John Baxley [3] in the analysis of a generalization of theMarangoni model studied in [2]. A graph of the values of α for which
Theorem A guarantees that f (η;α) is a solution to the BVP (1.1)–(1.4) is given in Fig. 1.
3. Discussion
The main problem in the mathematical argument of [1] is the use of the Picard–Lindelöf Theorem, a local existence and
uniqueness theorem for initial value problems, to assert the existence of a global solution to a nonlinear boundary value
problem. (See the BVP (16) with Y (η) = f ′′(η) = φ′′(η) and the integral equation listed in the proof of Theorem 1 in [1].)
Also, the definition of the operatorΛ is ambiguous and it is not clear howΛmaps the setΩ of [1] intoΩ .
The same incorrect methods are employed in several other papers [4–8]. In [5], a generalization of the Falkner–Skan
problem is considered: Find g(η) such that
g ′′′(η)+ g(η)g ′′(η)+ β(1− g ′(η)2)−M2(g ′(η)− 1) = 0, 0 < η <∞, (3.1)
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subject to
g(0) = 0, g ′(0) = 0, g ′(∞) = 1. (3.2)
In [5], the authors claim to ‘‘establish existence and uniqueness of a physically meaningful solution g(η) to (3.1) and (3.2),
for arbitrary values of the non-negative physical parameterM2 and arbitrary real values of the parameter β ’’. By ‘‘physically
meaningful’’ the authors indicate a solution g(η) that satisfies 0 < g ′(η) < 1 and g ′′(η) > 0 for all η > 0. With M2 = 0
the BVP (3.1)–(3.2) reduces to the classic Falkner–Skan problem, and for β < 0 the behavior of the solutions is known to be
very different from that claimed in [5]. See, for example, [9–13]. A general discussion of much of the work on this problem
is given in Hartman’s textbook [14]. ForM2 = 0 it is known that there exists a β0 < 0 such that, if β < β0, then no solution
of (3.1)–(3.2) exists. If β = β0, then only one solution exists with the properties 0 < g ′(η) < 1 and g ′′(η) > 0 for all η > 0.
Finally, for β0 < β < 0, infinitely many solutions exist which satisfy 0 < g ′(η) < 1 and g ′′(η) > 0 for all η > 0.1 (Other
solutions without these properties also exist for β0 < β < 0.)
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