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Abstract
A bounded linear operator T acting on a Banach spaceB is called weakly hypercyclic if there exists x ∈ B
such that the orbit {T nx: n = 0,1, . . .} is weakly dense in B and T is called weakly supercyclic if there is
x ∈ B for which the projective orbit {λT nx: λ ∈ C, n = 0,1, . . .} is weakly dense in B. If weak density is
replaced by weak sequential density, then T is said to be weakly sequentially hypercyclic or supercyclic,
respectively. It is shown that on a separable Hilbert space there are weakly supercyclic operators which
are not weakly sequentially supercyclic. This is achieved by constructing a Borel probability measure μ on
the unit circle for which the Fourier coefficients vanish at infinity and the multiplication operator Mf (z) =
zf (z) acting on L2(μ) is weakly supercyclic. It is not weakly sequentially supercyclic, since the projective
orbit under M of each element in L2(μ) is weakly sequentially closed. This answers a question posed by
Bayart and Matheron. It is proved that the bilateral shift on p(Z), 1 p < ∞, is weakly supercyclic if and
only if 2 < p < ∞ and that any weakly supercyclic weighted bilateral shift on p(Z) for 1 p  2 is norm
supercyclic. It is also shown that any weakly hypercyclic weighted bilateral shift on p(Z) for 1 p < 2 is
norm hypercyclic, which answers a question of Chan and Sanders.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
As usual C and R are the fields of complex and real numbers, respectively, Z is the set of
integers, N is the set of positive integers and N0 = N ∪ {0}.
Let T be a bounded linear operator acting on a complex Banach space B. An element x ∈ B
is called a weakly hypercyclic vector for T if the orbit
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is weakly dense in B and T is said to be weakly hypercyclic if it has a weakly hypercyclic vector.
Similarly x ∈ B is called a weakly supercyclic vector for T if the projective orbit
Opr(T , x) =
{
λT nx: n ∈ N0, λ ∈ C
}
is weakly dense in B and T is said to be weakly supercyclic if it has a weakly supercyclic vector.
These classes of operators are more general than the classes of hypercyclic and supercyclic
operators, in which the density is required with respect to the norm topology, see the surveys
[18,20] and references therein and [9,11,21,26,27] for other related results on weak hypercyclic-
ity and supercyclicity. Weakly supercyclic and weakly hypercyclic operators, although more
general than the supercyclic and hypercyclic ones, enjoy many of the properties of supercyclic
and hypercyclic operators. For instance, if T is weakly supercyclic or hypercyclic, then so is
T n for any n ∈ N. The norm topology version of the latter result was proved by Ansari [1] and
the same proof works for weakly supercyclic and hypercyclic operators. Another instance: the
operator αI ⊕ T : C ⊕ B → C ⊕ B, where B is a Banach space and α = 0, is supercyclic if
an only if α−1T is hypercyclic, see [16]. Again, the proof also works if the norm topology is
replaced by the weak one, see [20,26]. This observation provides the first known examples of
weakly supercyclic non-supercyclic operators on a Hilbert space [26].
Recall that a subset A of a topological space X is called sequentially closed if for any conver-
gent in X sequence of elements of A, the limit belongs to A. The minimal sequentially closed set
[A]s containing a given set A (= the intersection of all sequentially closed sets, containing A) is
called the sequential closure of A. Finally A ⊂ X is called sequentially dense in X if [A]s = X.
Note that in general [A]s may be bigger than the set of limits of converging sequences of elements
of A.
An interesting example in the Hilbert space setting was recently provided by Bayart and Math-
eron [6]. They proved that if μ is a continuous Borel probability measure on the unit circle
T = {z ∈ C: |z| = 1}, supported on a Kronecker compact set, then the multiplication operator
Mf (z) = zf (z) acting on L2(μ) is weakly supercyclic. On the other hand, since M is an isome-
try, it cannot be supercyclic, see [2]. It should be noted that in the last example there is x in B such
that any vector from L2(μ) is a limit of a weakly convergent sequence of elements of Opr(M,x).
The last observation motivates the following definitions. A vector x ∈ B is called a weakly
sequentially hypercyclic vector for T if the orbit O(T ,x) is weakly sequentially dense in B and
T is called weakly sequentially hypercyclic if it has weakly sequentially hypercyclic vectors.
A vector x ∈ B is called a weakly sequentially supercyclic vector for T if the projective orbit
Opr(T , x) is weakly sequentially dense in B and T is called weakly sequentially supercyclic if it
has weakly sequentially supercyclic vectors.
Slightly different concepts were introduced by Bes et al. [7] and implicitly by Bayart and
Matheron [6]. In fact, they call the following properties weak sequential hypercyclicity and weak
sequential supercyclicity. We call them in a bit different way in order to distinguish from the
above defined ones. Namely, T is called weakly 1-sequentially hypercyclic if there exists x ∈ B
such that any vector from B is a limit of a weakly convergent sequence of elements of the orbit
O(T ,x) and T is called weakly 1-sequentially supercyclic if there exists x ∈ B such that any
vector from B is a limit of a weakly convergent sequence of elements of the projective orbit
Opr(T , x).
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hypercyclicity 	⇒ supercyclicity
⇓ ⇓
weak 1-sequential hypercyclicity 	⇒ weak 1-sequential supercyclicity
⇓ ⇓
weak sequential hypercyclicity 	⇒ weak sequential supercyclicity
⇓ ⇓
weak hypercyclicity 	⇒ weak supercyclicity 	⇒ cyclicity
Bayart and Matheron [6] raised the two following questions.
Question 1. Does there exist a bounded linear operator, which is weakly supercyclic and not
weakly 1-sequentially supercyclic?
Question 2. Does there exist a positive Borel measure μ on T such that the Fourier coefficients
of μ vanish at infinity and the operator Mf (z) = zf (z) acting on L2(μ) is weakly supercyclic?
In view of the following proposition, an affirmative answer to the second question implies an
affirmative answer to the first one in the Hilbert space setting.
Proposition 1.1. Let μ be a non-negative Borel measure on T such that its Fourier coefficients
μ̂(n) = ∫ znμ(dz) (n ∈ Z) vanish at infinity, that is μ̂(n) → 0 as |n| → ∞. Then the projec-
tive orbit Opr(M,f ) is weakly sequentially closed for any f ∈ L2(μ), where the multiplication
operator Mf (z) = zf (z) acts on L2(μ). In particular, M is not weakly sequentially supercyclic.
We provide an affirmative answer to Question 2 and consequently to Question 1.
Theorem 1.2. There exists a Borel probability measure μ on T such that its Fourier coefficients
vanish at infinity and the operator Mf (z) = zf (z) acting on L2(μ) is weakly supercyclic.
Proposition 1.1 and Theorem 1.2 immediately imply the following corollary.
Corollary 1.3. There exists a weakly supercyclic unitary operator on a separable Hilbert space,
which is not weakly sequentially supercyclic.
The proof of Theorem 1.2 requires a construction of a rather complicated singular continuous
measure. Curiously enough, it is much easier to give an affirmative answer to Question 1 for
Banach space operators.
Given a bounded sequence {wn}n∈Z in C \ {0}, the weighted bilateral shift T acting on p(Z),
1 p < ∞, or c0(Z) is defined on the canonical basis {en}n∈Z by T en = wnen−1. We denote
β(k,n) =
n∏
|wj |, for k,n ∈ Z with k  n. (1)
j=k
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Salas [24,25] has characterized hypercyclic and supercyclic bilateral weighted shifts in terms
of weight sequences. We formulate his results in a slightly different form, however obviously
equivalent to the original ones.
Theorem S. Let T be a bilateral weighted shift acting on p(Z) with 1 p < ∞ or c0(Z). Then
T is hypercyclic if and only if for any k ∈ N0,
lim
n→∞
max
{
max
|j |k
β(j − n, j),
(
min|j |k β(j, j + n)
)−1}= 0 (2)
and T is supercyclic if and only if for any k ∈ N0,
lim
n→+∞
(
max
|j |k
β(j − n, j)
)(
min|j |k β(j, j + n)
)−1 = 0. (3)
This theorem implies, in particular, that hypercyclicity and supercyclicity of a bilateral
weighted shift acting on p(Z) with 1  p < ∞ do not depend on p. It will be clear from
the results below that it is not the case for weak hypercyclicity and weak supercyclicity.
The main result of the paper [7] by Bes et al. is the following.
Theorem BCS. Let T be a bilateral weighted shift acting on p(Z), 1 p < ∞. If T is weakly
1-sequentially hypercyclic then T is hypercyclic. If T is weakly 1-sequentially supercyclic then
T is supercyclic.
We prove the following slightly stronger statement.
Proposition 1.4. Let T be a bilateral weighted shift acting on p(Z), 1 p < ∞, or c0(Z). If T
is weakly sequentially hypercyclic then T is hypercyclic. If T is weakly sequentially supercyclic
then T is supercyclic.
In [27] it is proved that the unweighted bilateral shift B acting on c0(Z) is weakly supercyclic.
This result is a corollary of the following stronger one.
Theorem 1.5. The unweighted bilateral shift B on p(Z) is weakly supercyclic if and only if
p > 2.
Thus, B acting on p(Z) for 2 < p < ∞ provides an example of a weakly supercyclic not
weakly sequentially supercyclic isometric linear operator acting on a uniformly convex Banach
space. Since any p(Z) is densely and continuously embedded into c0(Z), Theorem 1.5, via
comparison principle, implies weak supercyclicity of B on c0(Z). It worth mentioning that the
proof of the above result is completely different from the one in [27] for c0(Z). Theorems 1.2
and 1.5 are in strong contrast with Ansari and Bourdon’s result [2] that a Banach space isometry
cannot be supercyclic. In [9] Chan and Sanders have shown that
Theorem CS. The bilateral weighted shift T with the weight sequence wn = 2 if n 0, wn = 1
if n < 0 acting on p(Z) for 2 p < ∞ is weakly hypercyclic and non-hypercyclic.
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Question 3. Does there exist a weakly hypercyclic non-hypercyclic bilateral weighted shift acting
on p(Z) for 1 p < 2?
We answer this question negatively.
Theorem 1.6. Let T be a bilateral weighted shift acting on p(Z). If 1 p < 2 and T is weakly
hypercyclic then T is hypercyclic. If 1 p  2 and T is weakly supercyclic then T is supercyclic.
Theorem 1.6, Proposition 1.4 and Theorem CS immediately imply the following corollary.
Corollary 1.7. Let 1 p < ∞. Then any weakly hypercyclic bilateral weighted shift acting on
p(Z) is hypercyclic if and only if p < 2. Moreover, any weakly supercyclic bilateral weighted
shift acting on p(Z) is supercyclic if and only if p  2.
Bes et al. [7] have also raised the following questions.
Question 4. Does there exist an invertible bilateral weighted shift T acting on p(Z) such that
T and T −1 are both weakly hypercyclic and T is not hypercyclic? Does there exist a weakly
hypercyclic bilateral weighted shift T , acting on p(Z) such that T is not supercyclic?
We answer both questions affirmatively:
Proposition 1.8. There exists an invertible non-hypercyclic bilateral weighted shift T acting on
2(Z) such that both T and T −1 are weakly hypercyclic.
Proposition 1.9. For any p > 2 there exists a weakly hypercyclic bilateral weighted shift acting
on p(Z), which is not supercyclic.
Section 2 is devoted to some basic facts about weak limit points, their relation with p-
sequences and antisupercyclicity, a concept that was introduced in [29]. Proposition 1.4 is proved
in the end of Section 2. In Section 3 Theorem 1.5, Propositions 1.8 and 1.9 are proved. In Sec-
tion 4 we prove Proposition 1.1 and Theorem 1.2, which is probably the most difficult result in
this article. Theorem 1.6 is proved in Section 5. In Section 6 we discuss the tightness of certain
results of the previous sections and pose some open questions related to this work.
2. Antisupercyclicity and weak closures
Throughout this section Λ is an infinite countable set. Recall that ∞(Λ) is the space of
complex-valued or real-valued bounded sequences {xα}α∈Λ endowed with the supremum norm
and c0(Λ) is the subspace of ∞(Λ) consisting of sequences {xα}α∈Λ such that {α ∈ Λ: |xα| > ε}
is finite for each ε > 0. For 1 p < ∞, p(Λ) is the space of sequences x ∈ ∞(Λ) for which
‖x‖p =
( ∑
|xα|p
)1/p
< ∞.
α∈Λ
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The point is that sometimes it is more convenient to specify a different index set. For each α ∈ Λ,
we denote by eα the sequence in which all elements, except the αth, whose value is one, vanish. It
is well known that {eα}α∈Λ is an unconditional absolute Schauder basis in p(Λ) for 1 p < ∞
and in c0(Λ). This basis is usually called the canonical basis. For x ∈ p(Λ) and y ∈ q(Λ) with
1
p
+ 1
q
= 1, we denote
〈x, y〉 =
∑
α∈Λ
xαyα.
In what follows for a sequence x = {xα}α∈Λ we shall usually write 〈x, eα〉 instead of xα . The
support of a sequence x = {xα}α∈Λ is the set
supp(x) = {α ∈ Λ: xα = 0} =
{
α ∈ Λ: 〈x, eα〉 = 0
}
.
2.1. Antisupercyclicity
A bounded linear operator T acting on a Banach space B is called antisupercyclic if the
sequence {T nx/‖T nx‖}n∈N0 converges weakly to zero for any x ∈ B such that T nx = 0 for each
n ∈ N0. This is the case when the angle criterion of supercyclicity [20] is not satisfied in the
strongest possible way. In Hilbert space antisupercyclicity means that the angles between any
fixed vector y and the elements T nx of any orbit, not vanishing eventually, tend to π/2.
Theorem 2.1. Let T be an antisupercyclic bounded linear operator acting on a Banach space B.
Then for any x ∈ B, the projective orbit Opr(T , x) is weakly sequentially closed in B. In partic-
ular, antisupercyclic operators are never weakly sequentially supercyclic if dimB > 1.
Proof. Let x ∈ B and {yn} be a weakly convergent sequence of elements of Opr(T , x). For any
m ∈ N0, let Lm = {λT nx: λ ∈ C, 0  n  m}. If each yn belongs to Lm for some m, then
taking into account that Lm is weakly closed, we see that the weak limit of the sequence yn
belongs to Lm ⊂ Opr(T , x). Otherwise, T nx = 0 for any n ∈ N0 and passing to a subsequence,
if necessary, we can assume that yn = (cn/‖T mnx‖)T mnx, where cn ∈ C and mn is a strictly
increasing sequence of positive integers. Since any weakly convergent sequence is bounded, we
find that {cn} is bounded. Antisupercyclicity of T implies that zn = T mnx/‖T mnx‖ tends weakly
to zero. Since cn is bounded, we conclude that yn = cnzn tends weakly to zero, which is in
Opr(T , x). Hence Opr(T , x) is weakly sequentially closed. 
2.2. Weak density and p-sequences
Lemma 2.2. Let 1 < p ∞, {cα}α∈Λ be a sequence of complex numbers and Bp = p(Λ) if
1 < p < ∞, B∞ = c0(Λ). Then zero is in the weak closure of the set Y = {cαeα: α ∈ Λ} in the
Banach space Bp if and only if
∑
α∈Λ
|cα|−q = ∞, where 1
q
+ 1
p
= 1. (4)
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result is trivial. Assume that (4) is not satisfied. Then b ∈ q(Λ) = B∗p , where bα = |cα|−1,
α ∈ Λ. Clearly |〈cαeα, b〉| = 1 for any α ∈ Λ. Therefore zero is not in the weak closure of Y .
Conversely assume that (4) is satisfied. Then b /∈ q(Λ). Let x1, . . . , xm ∈ q(Λ) = B∗p and
aα = max1jm |〈xj , eα〉|. Since a = {aα} ∈ q(Λ), b /∈ q(Λ) and the entries of a and b are
non-negative, we have infα∈Λ aαb−1α = 0. Finally observe that |〈cαeα, xj 〉|  aαb−1α for any
α ∈ Λ and 1  j  m. Hence infα∈Λ max1jm |〈cαeα, xj 〉| = 0. Thus, zero is in the weak
closure of Y . 
Let 1 p ∞. A sequence {xα}α∈Λ of elements of a Banach space B is called a p-sequence
if there exists c > 0 such that∥∥∥∥∥
n∑
j=1
ajxαj
∥∥∥∥ c‖a‖p for any n ∈ N, any a ∈ Cn and any pairwise different α1, . . . , αn ∈ Λ.
(5)
For instance, each bounded sequence in p with disjoint supports is a p-sequence. Clearly
{xα} is a p-sequence if and only if there exists a bounded linear operator S :Bp → B such that
Seα = xα for each α ∈ Λ, where Bp = p(Λ) if 1  p < ∞, B∞ = c0(Λ). The concept of p-
sequence provides an easy sufficient condition for zero to belong to the weak closure of certain
sequences.
Lemma 2.3. Let 1 < p ∞ and {xα}α∈Λ be a p-sequence in a Banach space B and {cα}α∈Λ
be a sequence of complex numbers, satisfying (4). Then zero is in the weak closure of Y =
{cαxα: α ∈ Λ} in B.
Proof. Let Bp = p(Λ) if 1 <p < ∞ and B∞ = c0(Λ). Since {xα} is a p-sequence, there exists
a bounded linear operator S :Bp → B such that Seα = xα for each α ∈ Λ. By Lemma 2.2, zero
is in the weak closure of the set N = {cαeα: α ∈ Λ} in Bp . Since S(N) = Y and S :Bp → B is
weak-to-weak continuous, we see that zero is in the weak closure of Y . 
The previous lemma allows us to prove the following proposition, which provides sufficient
conditions for weak supercyclicity and hypercyclicity.
Proposition 2.4. Let B be a Banach space, T :B → B be a bounded linear operator, S be a
subset of B such that Ω = {λx: λ ∈ C, x ∈ S} is weakly dense in B and u ∈ B. Assume also that
for any x ∈ S, there exist px ∈ (1,∞], an infinite set Ax ⊂ N0 and maps αx,βx :Ax → C and
γx :Ax → N satisfying
(C1) {βx(k)T γx(k)u− αx(k)x}k∈Ax is a px -sequence in B;
(C2) ∑k∈Ax |αx(k)|qx = ∞, where 1px + 1qx = 1.
Then u is a weakly supercyclic vector for T .
If, additionally, S itself is weakly dense in B and αx = βx for each x ∈ S, then u is a weakly
hypercyclic vector for T .
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of {βx(k)
αx(k)
T γx(k)u − x: k ∈ Ax}. Thus, x is in the weak closure of {βx(k)αx(k)T γx(k)u: k ∈ Ax}, which
is contained in Opr(T ,u). Since x is an arbitrary element of S and Opr(T ,u) is stable under the
multiplication by scalars, we see that Ω is contained in the weak closure of Opr(T , x). Taking
into account that Ω is weakly dense in B, we observe that Opr(T ,u) is weakly dense in B. Thus,
u is a weakly supercyclic vector for T . Suppose now that S is weakly dense in B and αx = βx for
each x ∈ S. Then any x ∈ S is in the weak closure of {T γx(k)u: k ∈ Ax} ⊆ O(T ,u). Therefore
O(T ,u) is weakly dense in B. Thus, u is a weakly hypercyclic vector for T . 
The following lemma deals with perturbations of p-sequences.
Lemma 2.5. Let {xα}α∈Λ and {yα}α∈Λ be two sequences in a Banach space B, where the first
one is a p-sequence for 1 p ∞ and b ∈ q(Λ), where bα = ‖xα − yα‖ and 1p + 1q = 1. Then{yα}α∈Λ is a p-sequence.
Proof. Since {xα}α∈Λ is a p-sequence, there exists c > 0 such that (5) is satisfied. Let n ∈ N,
a ∈ Cn and α1, . . . , αn be pairwise different elements of Λ. Upon applying the Hölder inequality,
we obtain∥∥∥∥∥
n∑
j=1
ajyαj
∥∥∥∥∥
∥∥∥∥∥
n∑
j=1
ajxαj
∥∥∥∥∥+
∥∥∥∥∥
n∑
j=1
aj (xαj − yαj )
∥∥∥∥∥ c‖a‖p +
n∑
j=1
|aj |bαj 
(
c + ‖b‖q
)‖a‖p.
Hence {yα}α∈Λ is a p-sequence. 
We end this section with a sufficient condition for being a 2-sequence in a Hilbert space.
Lemma 2.6. Let {gn}n∈N be a bounded sequence in a Hilbert space H such that
c =
∑
1m<n<∞
∣∣〈gn, gm〉∣∣2 < ∞.
Then {gn}n∈N is a 2-sequence in H.
Proof. Denote d = supn∈N ‖gn‖ and let n ∈ N, a ∈ Cn and m1, . . . ,mn be pairwise different
positive integers. Applying the Cauchy–Schwartz inequality, we obtain∥∥∥∥∥
n∑
j=1
ajgmj
∥∥∥∥∥
2
=
〈
n∑
j=1
ajgmj ,
n∑
k=1
akgmk
〉
=
n∑
j=1
n∑
k=1
ajak〈gmj , gmk 〉

n∑
j=1
|aj |2‖gmj ‖2 +
∑
1j,kn
j =k
∣∣ajak〈gmj , gmk 〉∣∣
 d2‖a‖22 +
( ∑
1j,kn
|ajak|2
)1/2( ∑
1j,kn
∣∣〈gmj , gmk 〉∣∣2)1/2
j =k j =k
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( ∑
1j,kn
|ajak|2
)1/2(
2
∑
j,k∈N
j>k
∣∣〈gj , gk〉∣∣2)1/2
= (d2 + (2c)1/2)‖a‖22.
Hence (5) for Λ = N, xn = gn and p = 2 is satisfied with the constant (d2 +
√
2c )1/2. Thus,
{gn}n∈N is a 2-sequence. 
2.3. Proof of Proposition 1.4
In [29] it is proven that
Theorem A. A weighted bilateral shift T acting on p(Z), 1 < p < ∞, is antisupercyclic if and
only if it is not supercyclic.
The same result is true and the same proof works when T is acting on c0(Z). One has to take
into account that c0(Λ) shares the following property with p(Λ) for 1 < p < ∞: a sequence is
weakly convergent if and only if it is norm bounded and coordinatewise convergent. This fails
for sequences in 1(Λ) and so does the above theorem.
Let Bp = p(Z) if 1 <p < ∞ and B∞ = c0(Z). The above result along with Theorem 2.1 and
the comparison principle implies that a weighted bilateral shift T acting on Bp for 1  p ∞
is weakly sequentially supercyclic if and only if it is supercyclic. Moreover, the projective orbits
of T are weakly sequentially closed if T is not supercyclic. It remains to show that a weakly
sequentially hypercyclic bilateral weighted shift is hypercyclic. The situation with hypercyclicity
differs from that with supercyclicity since, as it was mentioned in [7], orbits of a non-hypercyclic
weighted bilateral shift may be not weakly sequentially closed. The proof goes along the same
lines as in [7], but we have to overcome few additional difficulties.
Let 1  p ∞ and T be a weakly sequentially hypercyclic bilateral weighted shift on Bp .
Denote by Ω0 the set of weakly hypercyclic vectors for T . Let Ω be the set of z ∈ Bp for which
there exist x ∈ Ω0 and a strictly increasing sequence {nk}k∈N0 of positive integers such that the
sequence T nkx is weakly convergent to z. Since T is weakly sequentially hypercyclic, Ω is
weakly sequentially dense in Bp .
Lemma 2.7. For any z ∈ Ω , any l ∈ N, any ε > 0 and any y ∈ Bp with finite support, there
exists v ∈ Bp with finite support and n ∈ N such that n > l, ‖v‖p < ε, ‖T ny‖p < ε and
‖T nv − z‖p < ε.
Proof. Since z ∈ Ω , there exist a weakly hypercyclic vector x for T and a strictly increasing
sequence nk of positive integers such that T nkx converges weakly to z as k → ∞. Since any
weakly convergent sequence is bounded, there exists M > 0 such that ‖T nkx‖p M for any
k ∈ N0. Clearly ‖u− P0,du‖p → 0 as d → ∞ for any u ∈ Bp , where
Pa,d :Bp → Bp, Pa,du =
a+d∑
〈u, en〉en.
n=a−d
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finite support, there exists m ∈ N0 such that |〈T mx, ej 〉| > M|〈y, ej 〉|/ε, whenever j ∈ supp(y).
Taking into account that T is a weighted shift, we see that for any l ∈ N0,∣∣〈T m+lx, ej 〉∣∣>M∣∣〈T ly, ej 〉∣∣/ε, whenever 〈T ly, ej 〉 = 0.
Hence ‖T ly‖p < εM ‖T m+lx‖p for each l ∈ N0. In particular, for l = nk −m, we have∥∥T nk−my∥∥
p
<
ε
M
∥∥T nkx∥∥
p
 ε, whenever nk m.
Denote vk = T mPnk,rx. Clearly ‖vk‖p → 0 as k → ∞. Since T nk−mvk = P0,rT nkx and T nkx
converges weakly to z, we see that T nk−mvk converges weakly to P0,r z. Since all the vectors
T nk−mvk belong to the finite-dimensional range of P0,r , we have ‖T nk−mvk − P0,r z‖p → 0.
Choosing k large enough, we can ensure that nk −m> l, ‖vk‖p < ε and ‖T nk−mvk −P0,r z‖p <
ε/2. Since ‖z − P0,r z‖p < ε/2, we have ‖T nk−mvk − z‖p < ε. Thus, v = vk and n = nk − m
satisfy all desired conditions. 
Lemma 2.8. For any sequence {zk}k∈N0 of elements of Ω there exist a weakly hypercyclic for
T vector x ∈ Bp and a strictly increasing sequence {nk}k∈N0 of positive integers such that‖T nkx − zk‖p → 0 as k → ∞.
Proof. Since any sequence of elements of Ω is a subsequence of a sequence of elements of Ω ,
which is norm-dense in Ω , we can, without loss of generality assume that {zn: n ∈ N0} is norm-
dense in Ω .
By Lemma 2.7 we can construct inductively a strictly increasing sequence {nk}k∈N0 of positive
integers and {xk}k∈N0 of vectors in Bp with finite supports such that
‖xk‖p < sk,
∥∥T nkuk∥∥p < sk and ∥∥T nkxk − zk∥∥p < sk, where
u0 = 0, uk = x0 + · · · + xk−1 if k  1, and
s0 = 1, sk = 2−k min
{
1,
∥∥T n0∥∥−1
p
, . . . ,
∥∥T nk−1∥∥−1
p
}
if k  1.
Since ‖xk‖p  2−k the series ∑∞k=0 xk is absolutely convergent in p(Z). Let x =∑∞k=0 xk .
Then
∥∥T nkx − zk∥∥p =
∥∥∥∥∥(T nkxk − zk)+ T nkuk +
∞∑
j=k+1
T nkxj
∥∥∥∥∥
p
 2sk +
∞∑
j=k+1
∥∥T nk∥∥
p
sj  2−k+1 +
∞∑
j=k+1
2−j = 3 · 2−k → 0 as k → ∞.
Since {zn: n ∈ N0} is norm-dense in Ω , Ω is weakly dense in Bp and ‖T nkx− zk‖p → 0, we see
that x is a weakly hypercyclic vector for T . Thus, x and {nk} satisfy all desired conditions. 
Let {un}n∈N0 be a sequence of elements of Ω weakly convergent to u ∈ Bp . By Lemma 2.8
there exist a weakly hypercyclic for T vector x ∈ Bp and a strictly increasing sequence {kn}n∈N0
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that T knx tends weakly to u. Hence u ∈ Ω and therefore Ω is weakly sequentially closed. Since
Ω is weakly sequentially dense in Bp , we have Ω = Bp . Taking a norm-dense sequence {fn}n∈N0
in Ω = Bp and applying Lemma 2.8 once again, we obtain y ∈ Bp and a strictly increasing
sequence mn of positive integers such that ‖T mny − fn‖p → 0. It follows that O(T ,y) is norm-
dense in Bp . Hence y is a hypercyclic vector for T . The proof is complete. 
3. Weakly supercyclic and hypercyclic bilateral shifts
Before proving Theorem 1.5 and Propositions 1.8 and 1.9, we, using Proposition 2.4, shall de-
rive sufficient conditions for weak hypercyclicity and weak supercyclicity of invertible weighted
shifts in terms of weight sequences. Our sufficient condition of weak hypercyclicity of a bilateral
weighted shift differs from the one of Chan and Sanders [9] and is fairly easier to handle. In fact
it is possible, using basically the same proof, to generalize our criteria for non-invertible bilateral
weighted shifts, but the conditions become too heavy in this case.
Recall that the density of a subset A ⊂ N0 is the limit limn→∞ N(n)n , where N is the counting
function of A, that is, N(n) is the number of elements of the set {m ∈ A: m n}. The following
elementary lemma can be found in many places, see for instance [19, Chapter 1].
Lemma 3.1. Let A be a subset of N0 of positive density and {sn}n∈N0 be a monotonic sequence
of positive numbers. Then ∑n∈N0 sn = ∞ if and only if ∑n∈A sn = ∞.
For a sequence x = {xn}n∈Z of complex numbers denote
γ (x) = max
n∈supp(x)
|n|.
In the following two lemmas Bp = p(Z) if 1 p < ∞ and B∞ = c0(Z).
Lemma 3.2. Let 1  p < ∞, and {an}n∈N0 be a sequence of non-negative numbers such that
limn→∞ an = ∞. Then there exists a map  :N0 → Bp such that:
(U1) the set S = (N0) consists of vectors with finite support and is norm-dense in Bp;
(U2) γ ((n)) an and ‖(n)‖p  an for each n ∈ N0;
(U3) for each x ∈ S \ {0} the set −1(x) has positive density.
Proof. Take a dense in Bp sequence {xn}n∈N0 of pairwise different non-zero vectors with finite
support. Since limn→∞ an = ∞, we can pick a strictly increasing sequence {mn}n∈N0 of positive
integers such that ‖xn‖p  ak and γ (xn)  ak for each k  mn. Choose a strictly increasing
sequence {pn}n∈N0 of prime numbers such that pn >mn for any n ∈ N0 and put
A0 = {jp0 + 1: j ∈ N} and An = {p0 · · · · · pn−1(jpn + 1): j ∈ N} for n 1.
Each An is an arithmetic progression and therefore has positive density. From easy divisibility
considerations it follows that the sets An are disjoint. This allows us to define the map  by
setting (m) = xn if m ∈ An and (m) = 0 if m ∈ N0 \⋃∞n=0 An.
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with finite support. Since −1(xn) = An, condition (U3) is satisfied. Let m ∈ An. From the defin-
ition of An it follows that mmn and therefore (m) = xn satisfies (U2). If m ∈ N0 \⋃∞n=0 An,
then (m) = 0 and (U2) is trivially satisfied. Thus,  satisfies all required conditions. 
For n ∈ N0 and m ∈ Z denote
L(m,n) = {k ∈ Z: |k −m| n}. (6)
Clearly
L(a, b)∩L(c, d) = ∅ if and only if |a − c| > b + d. (7)
Lemma 3.3. Let T be a bilateral weighted shift acting on Bp , 1 p ∞, {an}n∈N0 , {rn}n∈N0 be
monotonically non-decreasing sequences of non-negative integers such that rn − rn−1 − rn−2 >
an + an−1 for any n  2, {xn,k}n,k∈N0 be a double sequence of vectors from p(Z) such that
γ (xn,k) an for each n, k ∈ N0 and
yk =
∑
n∈N0, n=k
an<(rk−rk−1)/2
T rk−rnxn,k ∈ Bp, k ∈ N.
Then yk have disjoint supports.
Proof. Since γ (xn,k)  an, we have supp(xn,k) ⊆ L(0, an) for each n, k ∈ N0, where the sets
L(m,n) are defined in (6). Therefore supp(T rk−rnxn,k) ⊆ L(rn − rk, an) for each n, k ∈ N0.
Hence,
supp(yk) ⊆
⋃
n∈N0, n=k
an<(rk−rk−1)/2
L(rn − rk, an).
Let k, l ∈ N and k > l. We have to show that supp(yk) ∩ supp(yl) = ∅. According to the last
display and (7) it suffices to verify that∣∣(rn − rk)− (rm − rl)∣∣> an + am
if m,n ∈ N0, an < (rk − rk−1)/2, am < (rl − rl−1)/2, n = k and m = l. (8)
Let m,n ∈ N0 be such that an < (rk − rk−1)/2, am < (rl − rl−1)/2, n = k and m = l.
Case m = n. Denote j = max{n, k,m, l}. Since n = k, m = l, k = l and m = n, we see that
j  2 and no cancellation occurs in the expression (rn − rk)− (rm − rl). Thus,∣∣(rn − rk)− (rm − rl)∣∣ rj − rj−1 − rj−2 > aj + aj−1  ak + al.
Case m = n. Since k > l, we have∣∣(rn − rk)− (rm − rl)∣∣= rk − rl  rk − rk−1 > 2an = an + am.
Thus, (8) is satisfied and therefore the supports of yk are disjoint. 
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be its weight sequence. As usual β(a, b) stand for the numbers defined in (1).
Proposition 3.4. Suppose that there exist a sequence {rn}n∈N0 of positive integers and sequences{αn}n∈N0 , {ρn}n∈N0 of positive numbers such that:
(W1) αn → ∞ as n → ∞;
(W2) rn+2 − rn+1 − rn → ∞ as n → ∞;
(W3) ∑∞n=0 ρpn αpn β(1, rn)−p < ∞;
(W4)
∞∑
k=1
(
max
1mk
(
m−1∑
n=0
α
p
n ρ
p
n
ρ
p
m
β(rn − rm + 1,0)p +
∞∑
n=m+1
α
p
n ρ
p
n
ρ
p
m
β(1, rn − rm)−p
))− 1
p−1
= ∞.
Then T is weakly supercyclic.
If a sequence {rn}n∈N0 of positive integers and a sequence {αn}n∈N0 of positive numbers can be
chosen such that conditions (W1)–(W4) are satisfied with ρn ≡ 1, then T is weakly hypercyclic.
Proof. Since T is invertible, there exists c > 1 such that c−1  |wn| c for each n ∈ Z. There-
fore ca−b−1  β(a, b) cb−a+1 for each a, b ∈ Z, a  b. Moreover,
β(a, b)
β(a + j, b + j)  c
2|j | for each a, b, j ∈ Z, a  b. (9)
Let x be a vector from p(Z) with finite support. Using (9), we obtain that for any n ∈ N,
∥∥T −nx∥∥
p
 ‖x‖p max|j |γ (x)
(
β(j + 1, j + n))−1  ‖x‖p
β(1, n)
max
|j |γ (x)
β(1, n)
β(j + 1, j + n)
 ‖x‖p c
2γ (x)
β(1, n)
, (10)
∥∥T nx∥∥
p
 ‖x‖p max|j |γ (x) β(j − n+ 1, j) ‖x‖pβ(1 − n,0) max|j |γ (x)
β(j − n+ 1, j)
β(1 − n,0)
 ‖x‖pβ(1 − n,0)c2γ (x). (11)
Note that the conditions (W1)–(W4) remain valid if we replace rn, αn and ρn by rn+m, αn+m
and ρn+m, respectively, for any fixed non-negative integer m. Thus, taking (W1) into account,
we can, without loss of generality, assume that r1 > r0 and rn > rn−1 + rn−2 for each n 2.
According to (W3) we have
∞∑
n=k+1
ρ
p
n α
p
n β(1, rn − rk)−p  crk
∞∑
n=k+1
ρ
p
n α
p
n β(1, rn)−p < ∞ for each k ∈ N0.
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∞∑
n=mk
ρ
p
n α
p
n β(1, rn − rk)−p < ρpk 2−pk for each k ∈ N0. (12)
Now choose a monotonically non-decreasing sequence {an: n ∈ N0} of non-negative integers
tending to infinity slowly enough to ensure that
2amk < rk − rk−1 for each k ∈ N, (13)
anc
2an  αn for each n ∈ N0, (14)
an + an−1 < rn − rn−1 − rn−2 for each n 2. (15)
According to Lemma 3.2 there exists a map  :N0 → p(Z) such that the conditions
(U1)–(U3) are satisfied. Since supp(T −rn(n)) ⊆ L(rn, an), from (15) and (7) it follows that
the supports of T −rn(n) are disjoint. The estimates (10), (U2) and (14) imply that∥∥T −rn(n)∥∥
p
 anc2anβ(1, rn)−1  αnβ(1, rn)−1 for each n ∈ N0.
By (W3), ∑∞n=0 ρpn ‖T −rn(n)‖pp < ∞. Since the supports of T −rn(n) are disjoint, the series
u =
∞∑
n=0
ρnT
−rn(n)
is norm-convergent in p(Z). It suffices to prove that u is a weakly supercyclic vector for T and
that u is a weakly hypercyclic vector for T if ρn ≡ 1.
Clearly T rku = ρk(k)+ vk + zk + yk , where
vk =
∑
an(rk−rk−1)/2
n>k
ρnT
rk−rn(n), zk =
∑
an<(rk−rk−1)/2
n>k
ρnT
rk−rn(n),
yk =
k−1∑
n=0
ρnT
rk−rn(n).
From (11), (10), (U2) and (14), we have∥∥T rk−rn(n)∥∥
p
 anc2anβ(1, rn − rk)−1  αnβ(1, rn − rk)−1, if n > k, (16)∥∥T rk−rn(n)∥∥
p
 anc2anβ(rn − rk + 1,0) αnβ(rn − rk + 1,0), if n < k. (17)
Since T preserves disjointness of the supports and the supports of T −rn(n) are disjoint, we
see that for any k ∈ N0 the supports of T rk−rn(n), n ∈ N0, are also disjoint. Hence,
‖vk‖pp =
∑
an(rk−rk−1)/2
ρ
p
n
∥∥T rk−rn(n)∥∥p
p
for any k ∈ N.
n>k
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‖vk‖pp 
∑
nmk
ρ
p
n
∥∥T rk−rn(n)∥∥p
p

∑
nmk
ρ
p
n α
p
n β(1, rn − rk)−p  ρpk 2−kp
for any k ∈ N. (18)
Analogously, applying (16) and (17), we get
‖zk‖pp 
∞∑
n=k+1
ρ
p
n
∥∥T rk−rn(n)∥∥p
p

∞∑
n=k+1
α
p
n ρ
p
n β(1, rn − rk)−p,
‖yk‖pp =
k−1∑
n=0
ρ
p
n
∥∥T rk−rn(n)∥∥p
p

k−1∑
n=0
α
p
n ρ
p
n β(rn − rk + 1,0)p.
Hence
‖zk + yk‖pp = ‖yk‖pp + ‖zk‖pp  ρpk ξk  ρpk θk, where
ξm =
m−1∑
n=0
α
p
n ρ
p
n
ρ
p
m
β(rn − rm + 1,0)p +
∞∑
n=m+1
α
p
n ρ
p
n
ρ
p
m
β(1, rn − rm)−p and θk = max
1mk
ξm.
In view of (15), Lemma 3.3 implies that the sequence {yk + zk}k∈N has disjoint supports.
Hence {ρ−1k θ−1/pk (yk + zk)} is a p-sequence in p(Z) as a bounded sequence with disjoint
supports. Since the sequence θk is monotonically non-decreasing, it is bounded from be-
low by a positive constant and therefore from (18) and Lemma 2.5 on small perturbations
of p-sequences it follows that {ρ−1k θ−1/pk (vk + yk + zk)} is a p-sequence in p(Z). Since
T rku = ρk(k) + vk + zk + yk , we see that {ρ−1k θ−1/pk T rku − θ−1/pk (k)}k∈N is a p-sequence
in p(Z).
Pick x ∈ S = (N0) \ {0} and let Ax = −1(x). By (U3) Ax has positive density. Ac-
cording to (W4), ∑∞k=1 θ−1/(p−1)k = ∞. By Lemma 3.1 ∑k∈Ax θ−1/(p−1)k = ∞, or equiva-
lently,
∑
k∈Ax (θ
−1/p
k )
q = ∞, where 1
p
+ 1
q
= 1. Since (k) = x for any k ∈ Ax , we see that
{ρ−1k θ−1/pk T rku − θ−1/pk x}k∈Ax is a p-sequence in p(Z). Since S is dense in p(Z), Proposi-
tion 2.4 implies that u is a weakly supercyclic vector for T . If additionally ρn ≡ 1, Proposition 2.4
implies that u is a weakly hypercyclic vector for T . 
Remark. An analog of Proposition 3.4 holds for invertible bilateral weighted shifts on c0(Z) and
the proof is basically the same. One has to replace conditions (W3) and (W4) by
(W3′) limn→∞ ρnαnβ(1, rn)−1 = 0;
(W4′)
∞∑
k=1
(
max
1mk
(
max
0nm−1
αnρn
ρm
β(rn − rm + 1,0)+ max
nm+1
αnρn
ρm
β(1, rn − rm)−1
))−1
= ∞.
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We have to prove that B is weakly supercyclic for p > 2. Take {rk} being any sequence
of positive integers, satisfying the condition (W2) of Proposition 3.4, for instance rk = 2k .
Clearly for the unweighted bilateral shift, we have β(a, b) = 1 for each a, b ∈ Z, a  b. There-
fore, if (W3) is satisfied, then the kth term in the sum in (W4) is bounded from below by
cρ
p/(p−1)
k for some positive constant c. Thus, all conditions of Proposition 3.4 will be sat-
isfied if we find sequences {αn}n∈N0 and {ρn}n∈N0 of positive numbers such that αn → ∞,∑∞
n=0 α
p
n ρ
p
n < ∞ and ∑∞k=0 ρp/(p−1)k = ∞. This can be achieved by choosing αn = ln(n + 2)
and ρn = (n+ 1)−1/p(ln(n+ 2))−2.
3.2. Proof of Proposition 1.8
Consider the sequence w = {wn}n∈Z defined by the formula
wm =
⎧⎨⎩
2 if 7 · 9k < m 9k+1, k even, or −11 · 9k m < −9k+1, k odd,
1/2 if 9k+1 m < 11 · 9k+1, k even, or −9k+1 <m−7 · 9k , k odd,
1 otherwise.
In this section T stands for the bilateral weighted shift with the weight sequence w, acting on
2(Z). Obviously T is invertible. From definition of the weight sequence {wn} it follows that
max{β(−n,0), (β(0, n))−1} 1 for each n ∈ N0. Hence T is not hypercyclic according to The-
orem S. It remains to show that T and T −1 are weakly hypercyclic.
Consider the sequences ρn = 1, rn = 92n+1 and α(n) = ln ln(n+ 4), n ∈ N0. Conditions (W1)
and (W2) of Proposition 3.4 are trivially satisfied. Using the definition of the weight sequence
{wn}, one can easily verify that for even k ∈ N0
β(1, a) = 2a−7·9k and β(−a + 1,0) = 1 if 7 · 9k < a  9k+1. (19)
This implies that β(1, rn − rk) > 292n if n > k and β(rn − rk + 1,0) = 1 if n < k. Now it is an
elementary exercise to show that (W3) and (W4) for p = 2 are also satisfied. Thus, T is weakly
hypercyclic according to Proposition 3.4.
Since the operator T −1 is similar to the weighted bilateral shift T˜ with the weight sequence
w˜n = w−1−n, it suffices to verify that T˜ is weakly hypercyclic. This follows from Proposition 3.4
similarly via choosing the sequences ρn = 1, rn = 92n+2 and α(n) = ln ln(n+4), n ∈ N0. Indeed,
(19) is satisfied for odd k ∈ N0 for the weight sequence w˜n.
3.3. Proof of Proposition 1.9
Let p > 2 and ϕ : [0,∞) → [1,∞) be the function defined as
ϕ(t) = (t + 1)1/p(log2(t + 2))2/p.
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wm =
⎧⎪⎪⎨⎪⎪⎩
(
ϕ(k+1)
ϕ(k)
)3−k/2 if 3n − 3k+1 < |m| 3n − 3k, n, k ∈ N0, n k + 2,(
ϕ(n+1)
ϕ(n)2
)3−n if 3n < |m| 3n+1 − 3n, n ∈ N0,
1 if m = 0 or |m| = 3n, n ∈ N0.
In this section T stands for the bilateral weighted shift with the weight sequence w, acting on
p(Z). It suffices to prove that T is weakly hypercyclic and non-supercyclic.
It is easy to see that the sequence w is symmetric: wn = w−n, n ∈ N0, and that wn → 1
as |n| → ∞. Hence there exists c > 1 such that c−1  wn  c for each n ∈ Z. Therefore T is
invertible. Using the definition of w it is straightforward to verify that
β
(
1,3n − 3k)= ϕ(n)/ϕ(k) if n, k ∈ N0 and n > k, (20)
β
(
1,3n
)= ϕ(n) for n ∈ N0. (21)
We shall prove that T is weakly hypercyclic. Consider the sequences ρn = 1, rn = 3n and α(n) =
ln ln(n + 4), n ∈ N0. Conditions (W1) and (W2) of Proposition 3.4 are trivially satisfied. Using
(21), we see that
∞∑
n=0
ρ
p
n α
p
n β(1, rn)−p =
∞∑
n=0
α
p
n ϕ(n)
−p < ∞.
Hence (W3) is also satisfied. Let now
ξm =
m−1∑
n=0
α
p
n ρ
p
n
ρ
p
m
β(rn − rm + 1,0)p +
∞∑
n=m+1
α
p
n ρ
p
n
ρ
p
m
β(1, rn − rm)−p for m ∈ N.
Since ρn ≡ 1 and the weight sequence w is symmetric, we using (20) obtain
ξm =
m−1∑
n=0
α
p
n β(1, rm − rn)p w
p
0
w
p
rn−rm
+
∞∑
n=m+1
α
p
n β(1, rn − rm)−p
 cp
m−1∑
n=0
α
p
n
ϕ(m)p
ϕ(n)p
+
∞∑
n=m+1
α
p
n
ϕ(m)p
ϕ(n)p
 cpϕ(m)p
∞∑
n=0
α
p
n ϕ(n)
−p = A(p)ϕ(m)p,
where A(p) is a positive constant depending only on p. Since p > 2, we have
∞∑
k=1
(
max
1mk
ξm
)−1/(p−1)
A(p)−1/(p−1)
∞∑
k=1
ϕ(k)−p/(p−1) = ∞.
Thus, (W4) is also satisfied and Proposition 3.4 implies that T is weakly hypercyclic. It remains
to notice that according to Theorem S, a bilateral weighted shift with symmetric weight sequence
is never supercyclic. The proof is complete.
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Let M =M(T) be the space of σ -additive complex-valued Borel measures on the unit cir-
cle T. We denote the set of non-negative measures μ ∈M as M+. It is well known that M is a
Banach space with respect to the variation norm ‖μ‖ = |μ|(T), where |μ| ∈M+ is the variation
of μ. That is, |μ|(A) is the supremum of ∑n |μ(An)|, where An are disjoint Borel subsets of A.
The set of measures μ ∈M, whose Fourier coefficients μ̂(n) = ∫
T
zn dμ(z), n ∈ Z, tend to zero
when |n| → ∞ will be denoted by M0.
4.1. Proof of Proposition 1.1
Let f,g ∈ L2(μ). Then 〈Mnf,g〉 = ν̂(n), where ν ∈M is absolutely continuous with respect
to μ with the density dν
dμ
(z) = f (z)g(z). Since a measure absolutely continuous with respect to a
measure from M0 also belongs to M0, see [17], we find that ν ∈M0, that is, ν̂(n) → 0. Hence
〈Mnf,g〉/‖Mnf ‖ = ν̂(n)/‖f ‖ → 0 for any non-zero f ∈ L2(μ) and any g ∈ L2(μ). Therefore
the sequence {Mnf/‖Mnf ‖} tends weakly to zero. Thus, M is antisupercyclic. It remains to
apply Theorem 2.1.
4.2. Weak convergence of measures
We need to introduce further notation. For a Borel measurable set K ⊂ T we denote byM(K)
the set of μ ∈M such that |μ|(T \K) = 0. The support of a measure μ ∈M is
supp(μ) =
⋂{
K ⊂ T: K is closed and μ ∈M(K)}.
Recall that the weak topology σ on M is the topology generated by the functionals
μ → [μ,f ] =
∫
T
f (z)μ(dz), f ∈ C(T),
that is, σ is the weakest topology with respect to which the functionals μ → [μ,f ] are continu-
ous. For μ ∈M and a Borel measurable set A ⊂ T, μA stands for the restriction of μ to A, that
is μA ∈M is defined by μA(B) = μ(A∩B). An interval I of T is a non-empty open connected
subset of T and |I | will denote its length.
Lemma 4.1. Let In = {In1 , I n2 , . . . , I nkn}, n ∈ N, be a family of disjoint intervals of T satisfying:
(L1) for each n ∈ N, any element of In+1 is contained in some element of In;
(L2) max1jkn |Inj | → 0 as n → ∞.
Let also μ ∈M+ and μn ∈M+, n ∈ N, be such that
(L3) μ(T) = μn(T) =∑knj=1 μm(Inj ) =∑knj=1 μ(Inj ) for any n ∈ N;
(L4) μ(In) = μn(In) for any n ∈ N and j = 1, . . . , kn.j j
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Imj
σ−→ μImj as n → ∞ for any m ∈ N and
1 j  km.
Proof. Let f ∈ C(T) and ε > 0. Since f is uniformly continuous, condition (L2) implies the
existence of a ∈ N and z1, . . . , zka ∈ C for which |f (z) − zj |  ε if z ∈ I aj and 1  j  ka .
According to (L1), (L3) and (L4), μn(Iaj ) = μ(Iaj ) for each n  a and 1  j  ka . Hence for
each n a, we have∣∣[μIaj , f ] − cj zj ∣∣ cj ε and ∣∣[μnIaj , f ]− cj zj ∣∣ cj ε for 1 j  na , where cj = μ(I aj ).
Therefore |[μIaj , f ] − [μnIaj , f ]|  2cj ε if n  a and 1  j  ka . Thus summing over j , we
obtain
∣∣[μ,f ] − [μn,f ]∣∣ 2ε ka∑
j=1
cj = 2μ(T)ε for n a.
Hence μn σ−→ μ as n → ∞.
Fix now m,j ∈ N such that 1  j  km. One can easily verify that conditions (L1)–(L4)
remain valid if we replace In by In+m, μn by μn+m
Imj
and μ by μImj . From what is already proven,
follows that μn+m
Imj
σ−→ μImj . Hence μnImj
σ−→ μImj . 
Recall that a set A ⊂ T is called independent if ∏mj=1 znjj = 1 for each pairwise different
points z1, . . . , zm ∈ A and each non-zero vector (n1, . . . , nm) ∈ Zm.
The set of probability measures μ ∈M, will be denoted by P , Pac will denote the set of
measures in P absolutely continuous with respect to the Lebesgue measure and Pfin will denote
the set of measures in P with finite independent support.
Lemma 4.2. Let I1, . . . , Im be disjoint intervals of T, A =⋃mj=1 Ij and μ ∈ P ∩M(A). Then
there exist sequences μn ∈ Pac and νn ∈ Pfin (n ∈ N) such that
μn(Ij ) = νn(Ij ) = μ(Ij ) for 1 j m and (22)
μn
σ−→ μ, νn σ−→ ν, μnIj
σ−→ μIj , νnIj
σ−→ μIj as n → ∞ for 1 j m. (23)
Proof. Let B be the set of atoms of μ, that is B = {z ∈ T: μ({z}) > 0}, which is at most count-
able since μ is finite. Thus, for each interval J of T and ε > 0, there exists a disjoint family of
intervals J1, . . . , Jd such that max1jd |Jj | < ε, Jj ⊂ J for any j = 1, . . . , d and J \⋃dj=1 Jj
is finite and does not meet B . In this way it is easy to choose a sequence In = {In1 , I n2 , . . . , Imkn}
of disjoint families of intervals of T with I1 = {I1, . . . , Im}, for which (L1) and (L2) are satisfied
and for any n ∈ N and the set ⋃knj=1 Inj \⋃kn+1l=1 In+1l is finite and does not meet B . The latter
property implies that
kn∑
μ
(
Inj
)= 1 for each n ∈ N. (24)j=1
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ρn(z) =
kn∑
j=1
cnj χInj
,
where χI denotes the indicator function of a set I and cnj  0 are chosen in such a way that
μn(Inj ) = μ(Inj ) for 1  j  kn. Hence μn(Ij ) = μ(Ij ) for n ∈ N and 1  j  m. From (24)
it also follows that μn ∈Pac.
To define νn, choose a set of independent points zn,j ∈ Inj , 1 j  kn, and consider
νn =
kn∑
j=1
μ
(
Inj
)
δzn,j ,
where δz stands for the probability measure with the one-point support {z}. From (24), we see
that νn ∈ P and therefore νn ∈ Pfin. Obviously νn(Inj ) = μ(Inj ) for 1  j  kn and therefore
νn(Ij ) = μ(Ij ) for j = 1, . . . ,m. Thus, (22) holds. Finally (23) follows from Lemma 4.1. 
Next lemma is the main building block in the inductive procedure of constructing the measure,
asserted by Theorem 1.2.
Lemma 4.3. Let ε > 0, k0 ∈ N, h1, . . . , hn ∈ C(T), I1, . . . , Im be disjoint intervals, c1, . . . , cm ∈
C \ {0} with a = max{|c1|, . . . , |cm|} 1 and μ ∈ Pac be such that ∑mj=1 μ(Ij ) = 1. Then there
exist ν ∈Pac and k ∈ N, k > k0 satisfying:
(B1) ν(Ij ) = μ(Ij ) for 1 j m;
(B2) |[μ− ν,hl]| < ε for 1 l  n;
(B3) |ν̂Ij (k)− cjμ(Ij )| < ε for 1 j m;
(B4) ‖μ̂− ν̂‖∞  2a.
Proof. Since μIj are absolutely continuous, μ̂Ij (k) → 0 as |k| → ∞ for 1 j m. Therefore
there exists k1 ∈ N such that |μ̂Ij (k)| < ε/3 if |k|  k1 and 1  j  m. By Lemma 4.2, there
exists γ ∈Pfin such that
γ (Ij ) = μ(Ij ) for 1 j m; (25)∣∣[μIj − γIj , hl]∣∣< ε/(2m) for 1 j m and 1 l  n. (26)
Since supp(γ ) = {u1, . . . , uN } is an independent set, the Kronecker theorem [17] implies that the
sequence {(uk1, . . . , ukN)}: k ∈ N} is dense in TN . Consider the vector θ ∈ TN defined by
θs = cj /|cj | if us ∈ Ij .
Choosing k > max{k0, k1} in such a way that (uk1, . . . , ukN) is close enough to θ , we can ensure
that ∣∣γ̂Ij (k)− cj γ (Ij )/|cj |∣∣= ∣∣γ̂Ij (k)− cjμ(Ij )/|cj |∣∣< ε/3 for 1 j m. (27)
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η(Ij ) = γ (Ij ) = μ(Ij ) for 1 j m; (28)∣∣[ηIj − γIj , gl]∣∣< ε/(2m) for 1 j m and 1 l  n; (29)∣∣η̂Ij (k)− γ̂Ij (k)∣∣< ε/3 for 1 j m. (30)
The required measure is
ν =
m∑
j=1
(
1 − |cj |
)
μIj + |cj |ηIj , (31)
which, since |cj | 1, is non-negative and clearly absolutely continuous. From (28) we find that
ν(Ij ) = μ(Ij ) for 1 j m. Thus, ν ∈ Pac and (B1) holds. From (31) it follows that
∣∣[μ− ν, gl]∣∣=
∣∣∣∣∣
m∑
j=1
|cj |[μIj − ηIj , gl]
∣∣∣∣∣ a
m∑
j=1
(∣∣[ηIj − γIj , gl]∣∣+ ∣∣[μIj − γIj , gl]∣∣).
Using (26) and (29), we obtain∣∣[μ− ν, gl]∣∣< am(ε/(2m)+ ε/(2m)) aε  ε for 1 j  n.
Hence (B2) holds. Suppose now that 1 j m. Then
∣∣ν̂Ij (k)− cjμ(Ij )∣∣= ∣∣(1 − |cj |)μ̂Ij (k)+ |cj |η̂Ij (k)− cjμ(Ij )∣∣

∣∣μ̂Ij (k)∣∣+ |cj |∣∣η̂Ij (k)− γ̂Ij (k)∣∣+ |cj |∣∣γ̂Ij (k)− cjμ(Ij )/|cj |∣∣.
Thus by (30), (27) and the inequalities |μ̂Ij (k)| < ε/3, |cj | 1, we obtain |ν̂Ij (k)−cjμ(Ij )| < ε,
that is, (B3) holds. Finally from (28) it follows that ‖μIj ‖ = ‖ηIj ‖ = μ(Ij ) and we have
‖μ̂− ν̂‖∞  ‖μ− ν‖ =
∥∥∥∥∥
m∑
j=1
|cj |(μIj − ηIj )
∥∥∥∥∥ 2a
m∑
j=1
μ(Ij ) = 2a.
Thus, (B4) also holds. 
Lemma 4.4. Let δn > 0 and fn ∈ C(T) (n ∈ N) be such that ‖fn‖∞ → 0 as n → ∞ and
‖fn‖∞  1 for any n ∈ N. Then there exists μ ∈ P ∩M0 and a strictly increasing sequence
kn of non-negative integers such that∣∣[μ,gngm]∣∣ δn whenever n >m, (32)
where gn(z) = zkn − fn(z).
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∞∑
k=n
εk <
δn
6
for each n ∈ N. (33)
For any n, k ∈ N, 1  k  n, let Ink be the interval of T between e2πi(k−1)/n and e2πik/n (go-
ing counterclockwise). Obviously, for any fixed n, the intervals In1 , . . . , I nn are disjoint and
T\⋃nj=1 Inj is finite. Therefore ν =∑nk=1 νInk for any n ∈ N and any continuous measure ν ∈M.
Set an = ‖fn‖∞. For each n ∈ N we shall construct inductively non-negative integers kn, jn,
mn, complex numbers cn,dj , b
n
j (1 d  n, 1 j mn) and a measure μn ∈ Pac, satisfying the
following conditions:
(P1) 0 kn−1 < kn, 1 jn−1 < jn and 1mn−1 <mn if n 2;
(P2) mn−1 is a divisor of mn for n 2;
(P3) |cn,dj |  2, |bnj |  an+1, |gd(z) − cn,dj |  εn+1 and |fn+1(z) − bnj |  εn+1 for 1  d  n,
1 j mn and z ∈ Imnj , where gd(z) = zkd − fd(z);
(P4) μn(Imn−1j ) = μn−1(Imn−1j ) for 1 j mn−1 and n 2;
(P5) |μ̂nj (kn) − bn−1j μn(Imn−1j )|  εn/mn−1 for 1  j  mn−1 and n  2, where μnj is the re-
striction of μn to Imn−1j ;
(P6) |μ̂n(l)| εn for |l| jn;
(P7) |μ̂n(l)− μ̂n−1(l)| εn for |l| < jn−1 if n 2;
(P8) ‖μ̂n − μ̂n−1‖∞  2an+1 for n 2;
(P9) |[μn −μn−1, gmgl]| < εn for 1 l < m n− 1 and n 2.
Set k1 = 0 and g1(z) = zk1 −f1(z) = 1−f1(z). Take an arbitrary measure μ1 ∈Pac. Since the
functions f2 and g1 are uniformly continuous, there exist m1 ∈ N and complex numbers c1,1j , b1j
(1 j m1) such that |c1,1j | ‖g1‖∞  1+a1  2, |bnj | ‖f2‖∞ = a2 and |g1(z)−c1,1j | ε2,
|f2(z) − b1j |  ε2 if 1  j  m1 and z ∈ Im1j . Since μ1 is absolutely continuous, there exists
j1 ∈ N such that |μ̂1(l)| ε1 for |l| j1. Thus, k1, j1, m1, c1,1j , b1j and μ1 satisfy (P3) and (P6):
the only conditions required for n = 1. The first step (basis) of induction is done.
Assume now that n  2 and kl , jl , ml , cl,dj , blj and μl for 1  l  n − 1, 1  d  l and
1 j ml , satisfying (P1)–(P9) are already constructed. We have to construct kn, jn, mn, cn,dj ,
bnj and μn.
By Lemma 4.3 applied for μ = μn−1, Ij = Imn−1j , cj = bn−1j , k0 = kn−1, m = mn−1, ε =
εn/mn−1 and the finite set of functions {hj } being {gmgl : 1 l < m n− 1} ∪ {zl : |l| < jn−1},
there exists a measure μn ∈ Pac and kn ∈ N such that kn > kn−1 and (P4), (P5), (P7)–(P9) are
satisfied.
Since fn+1 and gd(z) = zkd − fd(z) (1  d  n) are uniformly continuous and ‖gd‖∞ 
1 + ad  2, ‖fn+1‖∞  an+1, there exist mn ∈ N and complex numbers cn,dj , bnj (1  d  n,
1  j  mn) such that mn > mn−1, mn−1 is a divisor of mn and (P3) is satisfied. Since μn is
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conditions (P1) and (P2) are also satisfied.
Thus, the induction step is described and the construction of kn, jn, mn, cn,dj , b
n
j and μn is
complete.
First, we shall prove weak convergence of μn to a measure μ ∈ P . Let f ∈ C(T) and ε > 0.
Since mn → ∞ as n → ∞ and f is uniformly continuous, there exist a ∈ N and complex num-
bers z1, . . . , zma such that |f (z) − zj |  ε if z ∈ I aj and 1  j  ma . From (P2) and (P4) it
follows that μn(Iaj ) = μm(Iaj ) if m  a, n  a and 1  j  ma . The same argument as in the
proof of Lemma 4.1 shows that [μn − μm,f ]  2ε for any m,n  a. Hence μn is a Cauchy
sequence with respect to σ . Since, according to the Prokhorov theorem [8], P is compact in
(M, σ ), there exists μ ∈ P such that μn σ−→ μ as n → ∞.
Next, we shall show that μ together with the sequence kn satisfy the statement of the lemma.
First, we prove that μ ∈ M0. Let n ∈ N and l ∈ Z be such that jn  |l| < jn+1. By (P6)
|μ̂n(l)|  εn. According to (P7) we have |μ̂k+1(l) − μ̂k(l)|  εk+1 for k  n + 1. Finally, (P8)
implies that |μ̂n+1(l)− μ̂n(l)| 2an+2. Thus,
∣∣μ̂(l)∣∣ ∣∣μ̂n(l)∣∣+ ∣∣μ̂n+1(l)− μ̂n(l)∣∣+ ∞∑
k=n+1
∣∣μ̂k+1(l)− μ̂k(l)∣∣ 2an+2 + ∞∑
j=n
εj → 0
as n → ∞. Therefore μ̂(l) → 0 as |l| → ∞, that is μ ∈M0.
It remains to estimate [μ,gngd ]. Let d,n ∈ N and d < n. Denote hn(z) = zkn . Since gl =
hl − fl , we can write
gngd =
(
hn − bn−1j
)
c
n−1,d
j +
(
bn−1j − fn
)
c
n−1,d
j + gn
(
gd − cn−1,dj
)
.
Taking into account that μn =∑mn−1j=1 μnj , where μnj is the restriction of μn to Imn−1j , we obtain
[
μn,gngd
]= mn−1∑
j=1
[
μnj , gngd
]= mn−1∑
j=1
(
Anj +Bnj +Cnj
)
, where
Anj =
[
μnj ,
(
hn − bn−1j
)
c
n,d
j
]
, Bnj =
[
μnj ,
(
bn−1j − fn
)
c
n,d
j
]
and Cnj =
[
μnj , gn
(
gd − cn,dj
)]
.
Using that ‖gn‖∞  1 + an  2 and (P3), we find that |cn,dj |  2 and |bn−1j − fn(z)|  εn and
|gd(z)− cn,dj | εn for z ∈ Imn−1j . Since μnj is supported on Imn−1j , we have∣∣Bnj ∣∣ 2εnμn(Imn−1j ) and ∣∣Cnj ∣∣ 2εnμn(Imn−1j ).
On the other hand,
Anj = cn,d
([
μnj ,hn
]− bn−1μn(Imn−1))= cn,d( μ̂n(kn)− bn−1μn(Imn−1)).j j j j j j j
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∣∣Anj ∣∣ 2εnmn−1 .
Upon putting the estimates on Anj , B
n
j and C
n
j together, we have
∣∣[μn,gngd]∣∣ mn−1∑
j=1
(∣∣Anj ∣∣+ ∣∣Bnj ∣∣+ ∣∣Cnj ∣∣) 4εn
(
mn−1∑
j=1
μn
(
I
mn−1
j
))+ 2mn−1εn/mn−1 = 6εn.
From (P9) for m n > d it follows that∣∣[μm+1 −μm,gngd]∣∣ εm+1.
Therefore, from (33) we see that
∣∣[μ,gngd ]∣∣ ∣∣[μn,gngd]∣∣+ ∞∑
m=n
∣∣[μm+1 −μm,gngd]∣∣ 6εn + ∞∑
m=n
εm+1 < 6
∞∑
m=n
εm < δn.
Thus, μ satisfies all required conditions. 
4.3. Proof of Theorem 1.2
We choose a set S = {hn: n ∈ N} dense in the unit sphere of the Banach space C(T) and a
one-to-one map ϕ = (ϕ1, ϕ2) from N onto N2. We consider
fn = 2−ϕ1(n)
(
ϕ2(n)
)−1/2
hϕ1(n),
which are in C(T), ‖fn‖∞ < 1 for any n ∈ N and ‖fn‖∞ → 0 as n → ∞. By Lemma 4.4 there
exists μ ∈ P ∩M0 and a strictly increasing sequence kn of positive integers, such that∣∣[μ,gngm]∣∣ 2−n whenever n >m,
where gn(z) = zkn − fn(z). Since S is norm-dense in the unit sphere of C(T), we find that Ω =
{λx: λ ∈ C, x ∈ S} is norm-dense in C(T), which is, in turn, norm-dense in L2(μ). It follows
that Ω is weakly dense in L2(μ).
Since |[μ,gngm]| = 〈gn, gm〉, where 〈·,·〉 stands for the inner product in L2(μ), we have
∑
m,n∈N
n>m
∣∣〈gn, gm〉∣∣2  ∞∑
n=2
(n− 1)4−n < ∞.
According to Lemma 2.6, {gn} is a 2-sequence in L2(μ).
We shall show that the constant function u(z) ≡ 1 is a weakly supercyclic vector for the
operator Mf (z) = zf (z) acting on L2(μ). For n ∈ N, let An = {m ∈ N: ϕ1(m) = n}. Since ϕ is
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have fm = 2−n(ϕ2(m))−1/2hn and gm = T kmu− fm. Hence
gm = β(m)T γ (m) − α(m)hn for each m ∈ An,
where β(m) = 1, γ (m) = km and α(m) = 2−n(ϕ2(m))−1/2. Since ϕ2 is one-to-one from An
onto N, we obtain
∑
m∈An
∣∣α(m)∣∣2 = ∑
m∈An
(
2n
(
ϕ2(m)
)1/2)−2 = 2−2n ∞∑
j=1
j−1 = ∞.
Upon applying Proposition 2.4, we see that u is a weakly supercyclic vector for M . Clearly the
requirement μ ∈P ∩M0 also holds. The proof of Theorem 1.2 is complete.
5. Proof of Theorem 1.6
We start with reformulating the Salas criteria of hypercyclicity and supercyclicity of bilateral
weighted shift in a more convenient form. This form is reminiscent of the one of Feldman [14],
which he obtained under the additional assumption of invertibility.
Proposition 5.1. Let T be a bilateral weighted shift acting on p(Z) with 1 p < ∞ or c0(Z).
Then T is hypercyclic if and only if for any k ∈ N0,
lim
n→∞
max
{
β(k − n+ 1, k), (β(k + 1, k + n))−1}= 0 (34)
and T is supercyclic if and only if for any k ∈ N0,
lim
n→+∞
β(k − n+ 1, k)β(k + 1, k + n)−1 = 0, (35)
where β(a, b) are the numbers defined in (1).
Proof. Obviously, if (2) is satisfied for any k ∈ N0 then (34) holds true for any k ∈ N0 and if (3)
is satisfied for any k ∈ N0 then (35) holds true for any k ∈ N0. It remains to prove the opposite.
For any m ∈ N denote
dm =
(
max
{
1,‖w‖∞
})−2m
min−mabmβ(a, b).
Suppose that (34) holds for any k ∈ N0 and (2) fails for k = m − 1 ∈ N0. Then there exist se-
quences {jn}n∈N0 , {kn}n∈N0 and c > 0 such that |jn| < m, |kn| < m and
max{β(jn − n, jn), (β(kn, kn + n))−1} c for each n ∈ N0. Since
β(m− n+ 1,m) = β(jn − n, jn)β(jn + 1,m)
β(jn − n,m− n)  dmβ(jn − n, jn) and (36)
β(m+ 1,m+ n) β(kn, kn + n)β(kn + n+ 1,m+ n)  β(kn, kn + n), (37)
β(kn,m) dm
62 S. Shkarin / Journal of Functional Analysis 242 (2007) 37–77we obtain that
max
{
β(m− n+ 1,m), (β(m+ 1,m+ n))−1} dm max{β(jn − n, jn), (β(kn, kn + n))−1}
 cdm
for each n ∈ N0. Thus, (34) fails for k = m. A contradiction.
Finally suppose that (35) holds for any k ∈ N0 and (3) fails for k = m − 1 ∈ N0. Then there
exist sequences {jn}n∈N0 , {kn}n∈N0 and c > 0 such that |jn| <m, |kn| <m and β(jn−n,jn)β(kn,kn+n)  c for
each n ∈ N0. Applying (36) and (37), we obtain
β(m− n,m)β(m,m+ n)−1  d2mβ(jn − n, jn)β(kn, kn + n)−1  d2mc
for any n ∈ N0. Thus, (35) fails for k = m. A contradiction. 
The proof is based on the following two propositions on weak closeness of sequences in p
with rapidly increasing norms.
Proposition 5.2. Let H be a real or complex Hilbert space and {xn}n∈N0 be a sequence of ele-
ments of H, such that
∞∑
n=0
‖xn‖−a < ∞ (38)
for a = 2. Then the set S = {xn: n ∈ N0} is weakly closed in H.
Proposition 5.3. Let 1 < p < ∞ and {xn}n∈N0 be a sequence of elements of the real or complex
Banach space p(Λ), such that (38) is satisfied with 0 < a < min{2, q}, where 1p + 1q = 1. Then
the set S = {xn: n ∈ N0} is weakly closed in p(Λ).
We shall now prove Theorem 1.6 with the help of these results, postponing the proofs of
the propositions to the end of the section. For sake of completeness we formulate an analog of
Propositions 5.2 and 5.3 for general Banach spaces, which we also prove in the end of the section.
Proposition 5.4. Let B be a real or complex Banach space and {xn}n∈N0 be a sequence of ele-
ments of B, such that (38) is satisfied with a = 1. Then the set S = {xn: n ∈ N0} is weakly closed
in B.
Note that weak closeness of a countable subset {xn: n ∈ N0} of a Banach space under the
condition that ‖xn‖ grow exponentially was proved in [11].
5.1. Proof of Theorem 1.6: The supercyclicity case
In this section K stands for either the field R of real numbers or the field C of complex
numbers.
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such that 〈y, z〉 = 1 and Ω = {λxn: λ ∈ K, n ∈ N0}. If y belongs to the weak closure of Ω , then
it belongs to the weak closure of
N =
{
xn
〈xn, z〉 : n ∈ N0, 〈xn, z〉 = 0
}
.
Proof. Let B0 = {u ∈ B: 〈u, z〉 = 0} and consider M = B \B0, Ω0 = Ω ∩B0 and Ω1 = Ω \B0.
Clearly, Ω = Ω0 ∪ Ω1 and y is not in the weak closure of Ω0, since Ω0 is contained in the
weakly closed set B0 and y /∈ B0. Hence, y is in the weak closure of Ω1. Since the map
F :M → B, F (u) = u〈u, z〉 ,
is weak-to-weak continuous and y is in the weak closure of Ω1, we obtain that F(y) = y is in
the weak closure of F(Ω1) = N , as required. 
We start with a general condition for an operator to be not weakly supercyclic.
Theorem 5.6. Let T be a bounded linear operator acting on an infinite-dimensional Banach
space B and f ∈ B be such that T nf = 0 for each n ∈ N0. Assume that there exists y ∈ B∗,
y = 0 and a > 0 for which
∞∑
n=0
( |〈T nf, y〉|
‖T nf ‖
)a
< ∞. (39)
Suppose also that either a = 1 or B is a Hilbert space and a = 2 or B is isomorphic to p with
1 < p < ∞ and a < min{2, q}, where 1
p
+ 1
q
= 1. Then f is not a weakly supercyclic vector
for T .
Proof. Since B is infinite-dimensional, we can pick x ∈ B \ Opr(T ,f ) such that 〈x, y〉 = 1.
Suppose that f is a weakly supercyclic vector for T . Then x is in the weak closure of Opr(T ,f ).
By Lemma 5.5 x is in the weak closure of the set
N = {un: n ∈ A}, where A =
{
n ∈ N0:
〈
T nf, y
〉 = 0} and un = T nf〈T nf, y〉 .
From (39) it follows that ∑n∈A ‖un‖−a < ∞. Applying Propositions 5.2–5.4, we see that N is
weakly closed in B. Hence the only way for x to be in the weak closure of N is to coincide with
one of the un’s. In this case x ∈ Opr(T ,f ). A contradiction. 
Now we are ready to prove the supercyclicity part of Theorem 1.6. We have to demonstrate
that any weakly supercyclic bilateral weighted shift acting on p(Z) with 1  p  2 is super-
cyclic. Since according to Theorem S, supercyclicity of a bilateral weighted shift does not depend
on p, by comparison principle it suffices to consider the case p = 2. Suppose that T is a bilateral
weighted shift acting on 2(Z), which is weakly supercyclic and non-supercyclic, w is its weight
64 S. Shkarin / Journal of Functional Analysis 242 (2007) 37–77sequence and β(a, b) are the numbers defined in (1). By Proposition 5.1 there are c > 0 and
m ∈ N0 such that
β(m− n+ 1,m) cβ(m+ 1,m+ n) for each n ∈ N0. (40)
Since the set of weakly supercyclic vectors of a weakly supercyclic operator is weakly dense,
there exists a weakly supercyclic vector x for T in 2(Z) such that 〈x, em〉 = 0. Using (40), we
have
|〈T nx, em〉|
‖T nx‖2 
|〈x,T ∗nem〉|
|〈x, em〉|‖T nem‖2 =
|〈x, en+m〉|β(m+ 1,m+ n)
|〈x, em〉|β(m− n+ 1,m) 
|〈x, en+m〉|
c|〈x, em〉| .
Since x ∈ 2(Z), we see that
∞∑
n=0
( |〈T nx, em〉|
‖T nx‖2
)2
< ∞.
By Theorem 5.6 x cannot be a weakly supercyclic vector for T . A contradiction. The proof is
complete.
5.2. Proof of Theorem 1.6: The hypercyclicity case
We start with the following lemma dealing with positive infinite matrices.
Lemma 5.7. Let Λ be an infinite countable set and {aα,β}α,β∈Λ be an infinite matrix with non-
negative entries such that max{aα,β, aβ,α} 1 for each α,β ∈ Λ. Then∑
α∈Λ
S−rα < ∞ for each r > 1, where Sα =
∑
β∈Λ
aα,β ∈ [0,∞].
Proof. Let M > 0 and α1, . . . , αn be pairwise different elements of Λ such that Sαj M for
1 j  n. Then
Mn
n∑
j=1
Sαj =
∑
1jn
β∈Λ
aαj ,β 
∑
1j,kn
aαj ,αk =
1
2
∑
1j,kn
(aαj ,αk + aαk,αj ).
Since aα,β + aβ,α max{aα,β, aβ,α} 1 for each α,β ∈ Λ, we obtain Mn n2/2. Hence n
2M . Therefore for any M > 0 there exists at most [2M] elements α of Λ for which Sα M ,
where [t] stands for the integer part of t ∈ R. It follows that there exists a bijection ϕ :N → Λ
such that the sequence Sϕ(n) is monotonically non-decreasing. Using the above estimate with
M = Sϕ(n), we obtain that Sϕ(n)  n/2 for each n ∈ N. Hence
∑
S−rα =
∞∑
S−rϕ(n) 
∞∑
(n/2)−r < ∞ if r > 1. α∈Λ n=1 n=1
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that any weakly hypercyclic bilateral weighted shift action on p(Z) with 1  p < 2 is hy-
percyclic. Since according to Theorem S, hypercyclicity of a bilateral weighted shift does not
depend on p, by comparison principle it suffices to consider the case 1 <p < 2. Suppose that T
is a non-hypercyclic weakly hypercyclic bilateral weighted shift acting on p(Z) with 1 <p < 2,
w is its weight sequence and β(a, b) are the numbers defined in (1). By Proposition 5.1 there are
c ∈ (0,1] and m ∈ N0 such that
max
{
β(m− n+ 1,m),β(m+ 1,m+ n)−1} c for each n ∈ N0. (41)
Let x be a weakly hypercyclic vector for T and
A = {k ∈ N: ∣∣〈T kx, em〉∣∣> 1}.
The set {T kx: k ∈ A} cannot be weakly closed. Indeed, otherwise O(T ,x) cannot be weakly
dense in the non-empty weakly open set {u ∈ p(Z): |〈u, em〉| > 1}. By Proposition 5.3,∑
k∈A
∥∥T kx∥∥−a
p
= ∞ for each a < 2. (42)
By definition of the set A, we have |〈x, ek+m〉|β(m+ 1, k +m) > 1 for any k ∈ A. Hence∣∣〈x, ek+m〉∣∣> β(m+ 1,m+ k)−1 for each k ∈ A. (43)
Let now j ∈ A. Obviously∥∥T jx∥∥p
p
=
∑
n∈Z
β(n− j + 1, n)p∣∣〈x, en〉∣∣p ∑
k∈A
β(m+ k − j + 1,m+ k)p∣∣〈x, em+k〉∣∣p.
Using (43), we obtain
∥∥T jx∥∥p
p

∑
k∈A
β(m+ k − j + 1,m+ k)p
β(m+ 1,m+ k)p = c
p
∑
k∈A
aj,k,
where aj,k =
⎧⎨⎩ c
−p if k = j ,
c−pβ(m+ k − j + 1,m)p if k < j ,
c−pβ(m+ 1,m+ k − j)−p if k > j.
(44)
From (41) it follows that max{aj,k, ak,j }  1 for each j, k ∈ A. Lemma 5.7 together with (44)
implies that ∑
j∈A
∥∥T jx∥∥−rp
p
< ∞ for each r > 1.
Since p < 2, we can choose r > 1 such that rp < 2. Hence the last display contradicts (42). The
proof is complete.
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We need the following interesting theorems by Ball [3,4].
Theorem B1. Let H be a complex Hilbert space, {xn}n∈N0 be a sequence of elements of H
such that ‖xn‖ = 1 for any n ∈ N0 and {sn}n∈N0 be a sequence of positive numbers such that∑∞
n=0 s2n = 1. Then there exists y ∈H such that |〈xn, y〉| sn for each n ∈ N0.
Theorem B2. Let B be a real Banach space, {xn}n∈N0 be a sequence of elements of B such that‖xn‖ = 1 for any n ∈ N0 and {sn}n∈N0 be a sequence of positive numbers such that
∑∞
n=0 sn < 1.
Then there exists y ∈ B∗ such that |〈xn, y〉| sn for each n ∈ N0.
The real and complex versions of Propositions 5.2 and 5.4 are equivalent to each other. Indeed
the real case reduces to the complex one by replacing the space with its complexification and the
complex case reduces to the real one just by considering the complex space as real. Thus, it
suffices to prove Proposition 5.2 in the complex case and Proposition 5.3 in the real case. Let
either B be a real Banach space or B =H be a complex Hilbert space. Let y ∈ B \ S and yn =
xn − y, sn = ‖yn‖−1 for n ∈ N0. In the Banach space case from (38) with a = 1 it follows that∑∞
n=0 sn = C/2 < ∞. In the Hilbert space case from (38) with a = 2 it follows that
∑∞
n=0 s2n =
C2 < ∞. Applying Theorem B2 in the Banach space case and Theorem B1 in the Hilbert space
case, we obtain that there exists u ∈ B∗ with ‖u‖ = 1 such that |〈yn/‖yn‖, u〉| sn/C for each
n ∈ N0. Hence, |〈yn,u〉| C−1 for each n ∈ N0. It means that zero is not in the weak closure of
{yn: n ∈ N0}, or equivalently, y is not in the weak closure of S. Since y is an arbitrary point in
B \ S, we see that S is weakly closed.
5.4. Proof of Proposition 5.3
The ideal way to prove Proposition 5.3 would be to use an analog of Ball’s theorem for p-
spaces. Unfortunately, it remains undiscovered. We use probabilistic approach to prove Proposi-
tion 5.3.
Recall few definitions. Let B be a real Banach space and F be the set of linearly independent
finite subsets Y = {y1, . . . , yn} of B∗. Let RY denote the family of sets of the form{
x ∈ B: (〈x, y1〉, . . . , 〈x, yn〉) ∈ B}, where B is a Borel subset of Rn.
Obviously, RY is a sub-sigma-algebra of the Borel sigma-algebra of B. A cylindric set is any
element of
R(B) =
⋃
Y∈F
RY .
Note thatR(B) is an algebra of subsets of B, but not a sigma-algebra if B is infinite-dimensional.
A cylindrical measure on B is a finite finitely-additive, non-negative measure μ on the algebra
R(B) such that for each Y in F , the restriction μ|RY is sigma-additive. The Fourier transform
of μ is the function μ̂ :B∗ → C defined by
μ̂(y) =
∫
e−i〈x,y〉 dμ(x).
B
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bounded andR{y}-measurable and the restriction μ|R{y} is sigma-additive. A cylindrical measure
μ is called Gaussian if for any Y ∈F , the Borel measure
μY (B) = μ
({
x ∈ B: (〈x, y1〉, . . . , 〈x, yn〉) ∈ B})
on Rn is Gaussian.
Let S(B) be the set of bounded linear operators T :B∗ → B satisfying the conditions
〈T x,y〉 = 〈x,T y〉 for each x, y ∈ B∗, (45)
〈T x,x〉 0 for each x ∈ B∗. (46)
It is well known, see for instance [5, Corollary 1.2, p. 901], that for any T ∈ S(B) there exists
a unique Gaussian cylindrical measure μT on B such that μ̂T (x) = e− 12 〈T x,x〉 for any x ∈ B∗.
In this case the operator T is called the covariance operator of μ. We need the following char-
acterization of σ -additivity of Gaussian measures on p . The following theorem can be found
in [30].
Theorem V. Let 1 p < ∞ and μ be a Gaussian cylindrical measure on the real Banach space
p(Λ). Then μ is σ -additive if and only if∑
α∈Λ
|mα|p < ∞ and
∑
α∈Λ
sp/2α < ∞, where
mα =
∫
p(Λ)
〈x, eα〉dμ(x) and sα =
∫
p(Λ)
〈x, eα〉2 dμ(x).
Note that finiteness of the integrals defining sα imply convergence of integrals defining mα .
One can easily verify that for μ = μT with T ∈ S(p(Λ)), mα = 0 and sα = 〈T eα, eα〉. Thus,
Theorem V implies the following corollary.
Corollary 5.8. Let 1 p < ∞ and T ∈ S(p(Λ)). Then μT is σ -additive if and only if∑
α∈Λ
〈T eα, eα〉p/2 < ∞.
We need the following two lemmas, in which Λ is a countable infinite set and the spaces
p(Λ) are assumed to be real.
Lemma 5.9. Let 1 < p,q < ∞ be such that 1
p
+ 1
q
= 1, k ∈ N, A ∈ S(q(Λ)) be such
that
∑
α∈Λ〈Aeα, eα〉q/2 < ∞ and {un}n∈N0 be a sequence of vectors from p(Λ) such that〈Aun,un〉  1 for each n ∈ N0. Then for any sequence a = {an}n∈N0 of non-negative numbers
such that a ∈ k , there exist g1, . . . , gk ∈ q(Λ) for which
max
1jk
∣∣〈un,gj 〉∣∣ an for any n ∈ N0.
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it is not the case, we can replace un by 〈Aun,un〉−1/2un.
Let K = {1, . . . , k}. For j ∈ K and r ∈ (1,∞) consider the natural projections Pr,j :
r(K ×Λ) → r(Λ) and natural embeddings Jr,j :r(Λ) → r(K ×Λ) defined on the canonical
basis as Pr,j el,α = eα and Jr,j eα = ej,α . Consider the bounded linear operator T :p(K ×Λ) →
q(K ×Λ) defined by the formula
T x =
k∑
j=1
Jq,jAPp,j x.
In other words, T is the direct sum of k copies of A. Clearly T ∈ S(q(K ×Λ)).
Since 〈T ej,α, ej,α〉 = 〈Aeα, eα〉 for each (j,α) ∈ K ×Λ, we observe that∑
(j,α)∈K×Λ
〈T ej,α, ej,α〉q/2 = k
∑
α∈Λ
〈Aeα, eα〉q/2 < ∞.
By Corollary 5.8 the Gaussian cylindrical measure μ = μT on q(K × Λ) is σ -additive and
therefore extends to a Borel probability measure: the measure of the entire space is 1 since the
Fourier transform takes value one at zero.
Let also uj,n = Jp,jun ∈ p(K ×Λ), for j ∈ K , n ∈ N0. One can easily verify that
〈T uj,n, ul,n〉 = δj,l for any l, j ∈ K and n ∈ N0, (47)
where δj,l is the Kronecker delta. We take c > 0 and consider
Bn,c =
{
y ∈ q(K ×Λ):
k∑
j=1
∣∣〈y,uj,n〉∣∣2  c2a2n
}
.
We shall estimate μ(Bn,c). Consider the Borel probability measure ν on Rk defined as
ν(B) = μ{y ∈ q(K ×Λ): (〈y,u1,n〉, . . . , 〈y,uk,n〉) ∈ B}.
From (47), the equality μ̂(z) = e− 12 〈T z,z〉 and the definition of ν, it follows that the Fourier
transform of ν is ν̂(t) = e−|t |2/2. Hence, ν has the density ρν(s) = (2π)−k/2e−|s|2/2. Denote
Dkb = {x ∈ Rk: |x| b}. Then
μ(Bn,c) = ν
(
Dkcan
)= (2π)−k/2 ∫
Dkcan
e−|s|2/2 ds < (2π)−k/2λk
(
Dkcan
)= vkckakn,
where λk is the Lebesgue measure on Rk and vk = (2π)−k/2λk(Dk1). Hence,
μ
( ∞⋃
Bn,c
)

∞∑
μ(Bn,c) < vkc
k
∞∑
akn.n=0 n=0 n=0
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μ(Λc) < 1 = μ
(
q(K ×Λ)
)
, where Λc =
∞⋃
n=0
Bn,c.
Therefore, there must be y ∈ q(K ×Λ) \Λc. Clearly,
k∑
j=1
∣∣〈Pq,j y,un〉∣∣2 = k∑
j=1
∣∣〈y,uj,n〉∣∣2 > c2a2n, for n ∈ N0.
Hence max1jk |〈gj ,un〉| > an for each n ∈ N0, where gj = (
√
k/c)Pq,j y ∈ q(Z). 
Lemma 5.10. Let 1 < p,q < ∞ be such that 1
p
+ 1
q
= 1, and {xn}n∈N0 be a sequence in p(Λ),
satisfying (38) with 0 < a < min{2, q}. Then there exist k ∈ N and g1, . . . , gk ∈ q(Λ) such that
max
1jk
∣∣〈xn, gj 〉∣∣ 1 for any n ∈ N0.
Proof. Denote d = max{a,2a/q}. Since a < min{2, q}, we see that d < 2 and we can choose
k ∈ N such that k(1 − d/2) a. Let sn = ‖xn‖−dp , an = ‖xn‖d/2−1p and un = ‖xn‖d/2−1p xn. From
(38) it follows that
∞∑
n=0
srn < ∞, where r = min
{
1, q2
} (48)
and that {an}n∈N0 ∈ k . By Hahn–Banach theorem, for any n ∈ N0, we can choose yn ∈ q(Λ)
such that ‖yn‖q = 1 and 〈xn, yn〉 = ‖xn‖p . Consider the operator
A :p(Λ) → q(Λ), Ax =
∞∑
n=0
sn〈x, yn〉yn.
According to (48) the sequence {sn} is summable and therefore the operator A is bounded. One
can easily verify that the conditions (45) and (46) for A are satisfied. Hence A ∈ S(q(Λ)).
Clearly
〈Aun,un〉 = ‖xn‖d−2p
∞∑
m=0
sm〈xn, ym〉2  sn‖xn‖d−2p 〈xn, yn〉2 = ‖xn‖−dp ‖xn‖d−2p ‖xn‖2p = 1.
We shall check now that
∑
〈Aeα, eα〉q/2 < ∞. (49)α∈Λ
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by the formula 〈zn, eα〉 = 〈yn, eα〉2. Let also z be the sequence defined as 〈z, eα〉 = 〈Aeα, eα〉.
Since for any α ∈ Λ,
〈z, eα〉 = 〈Aeα, eα〉 =
∞∑
n=0
sn〈yn, eα〉2 =
∞∑
n=0
sn〈zn, eα〉,
we see that z =∑∞n=0 snzn in the coordinatewise convergence sense.
Case p  2. In this case q  2. Clearly zn ∈ q/2(Λ) and ‖zn‖q/2 = ‖yn‖q = 1 for each n ∈ N0.
By (48) the sequence sn of positive numbers is summable and therefore the series
∑∞
n=0 snzn is
absolutely convergent in the Banach space q/2(Λ). Hence z ∈ q/2(Λ) and (49) follows.
Case p > 2. In this case q < 2. Recall that for 0 < ρ < 1, the space ρ(Λ) of sequences x =
{xα}α∈Λ in ∞(Λ) for which
πρ(x) =
∑
α∈Λ
|xα|ρ < ∞
is no longer a Banach space. The function πρ is a pseudonorm, which turns ρ(Λ) into a complete
metrizable topological vector space, which is not locally convex. The pseudonorm πρ satisfies
the triangle inequality πρ(x + y)  πρ(x) + πρ(y) and the homogeneity condition πρ(cx) =
cρπρ(x) for c ∈ R and x, y ∈ ρ(Z).
Clearly zn ∈ q/2(Λ) and πq/2(tn) = ‖yn‖qq = 1 for each n ∈ N0. By (48), we have∑∞
n=0 s
q/2
n < ∞. From the triangle inequality and homogeneity of πq/2 it follows that the series∑∞
n=0 snzn is convergent in the space q/2(Λ) and therefore z ∈ q/2(λ). Hence (49) is satisfied.
Thus, in any case all conditions of Lemma 5.9 are fulfilled. Hence there exist g1, . . . , gk ∈
q(Z) such that max1jk |〈un,gj 〉| an for any n ∈ N0. Therefore
max
1jk
∣∣〈xn, gj 〉∣∣= ‖xn‖1−d/2p max
1jk
∣∣〈un,gj 〉∣∣ ‖xn‖1−d/2p an = 1 for any n ∈ N0. 
Lemma 5.11. Let 1 <p,q < ∞ be such that 1
p
+ 1
q
= 1, and {xn}n∈N0 be a sequence in the real
or complex Banach space p(Λ), satisfying (38) with 0 < a < min{q,2}. Then zero is not in the
weak closure of {xn: n ∈ N0}.
Proof. The real case follows immediately from Lemma 5.10. In the complex case it suffices to
notice that the complex Banach space p(Λ), considered as a real one, is isomorphic to the real
Banach space p(Λ). 
We are ready to prove Proposition 5.3. Let y ∈ p(Λ) \ S. Applying Lemma 5.11 to the
sequence, {xn − y}n∈N0 , we see that zero is not in the weak closure of {xn − y: n ∈ N0}. Hence
y is not in the weak closure of S. Thus S is weakly closed. The proof is complete.
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We start with a few general remarks. Since the Banach space 1 enjoys the Schur property:
weak and norm convergence of sequences are equivalent [10], weak sequential supercyclicity and
weak sequential hypercyclicity of bounded linear operators on 1 are equivalent to supercyclicity
and hypercyclicity, respectively. For operators acting on general Banach spaces it is not true, as
follows from the example of Bayart and Matheron [6]. Next proposition shows that it is true for
operators on general Banach spaces under the additional condition that there exists a compact
operator with dense range, commuting with the given one.
Proposition 6.1. Let T be a bounded linear operator acting on a Banach space B. Assume that
there is a compact operator S, acting on B, such that S has dense range and T S = ST . Then
T is weakly sequentially supercyclic if and only if T is supercyclic and T is weakly sequentially
hypercyclic if and only if T is hypercyclic.
In order to prove Proposition 6.1 we need the following topological lemma.
Lemma 6.2. Let X and Y be topological spaces and S :X → Y be a sequentially continuous
map with sequentially dense range. Let also A ⊂ X be a sequentially dense subset of X. Then
S(A) is sequentially dense in Y .
Proof. Let M = [S(A)]seq be the sequential closure of S(A) in Y . Since S is sequentially con-
tinuous and M is sequentially closed, we see that S−1(M) is sequentially closed in X. Since
A ⊆ S−1(M) and A is sequentially dense in X, we have X = S−1(M). Hence S(X) ⊆ M . Since
S(X) is sequentially dense in Y , and M is sequentially closed in Y , we obtain M = Y . 
Proof of Proposition 6.1. Let x ∈ B be a weakly sequentially supercyclic vector for T . Since S
is compact, it is sequentially continuous as a map from (B, σ ) to (B, τ ), where σ and τ stand for
the weak topology and norm topologies, respectively, see [23]. Since τ is metrizable, we have
that the range of S is sequentially dense in (B, τ ). Since Opr(T , x) is sequentially dense in (B, σ ),
Lemma 6.2 implies that S(Opr(T , x)) is sequentially dense in (B, τ ) and therefore norm-dense
in B. Taking into account that T and S commute we obtain that S(Opr(T , x)) = Opr(T ,Sx) and
therefore the projective orbit Opr(T ,Sx) is norm dense in B. Thus, Sx is a supercyclic vector
for T . The proof of the hypercyclicity case is exactly the same. One has just to consider the orbits
instead of the projective orbits. 
Proposition 6.1 leads to some interesting questions.
Question 6.3. Is it possible in Proposition 6.1 to replace weak sequential supercyclicity or
hypercyclicity by weak supercyclicity or hypercyclicity? In particular, does there exist a non-
supercyclic weakly supercyclic compact operator?
Bes et al. [7] asked whether there exists a weakly 1-sequentially hypercyclic operator which
is not norm hypercyclic. The question remains open as well as the following ones.
Question 6.4. Does there exist a non-hypercyclic weakly sequentially hypercyclic operator?
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1-sequentially hypercyclic?
Question 6.6. Does there exist a weakly sequentially supercyclic operator which is not weakly
1-sequentially supercyclic?
Finally observe that according to Proposition 1.1, Theorem 1.2 provides an example of a
weakly supercyclic antisupercyclic operator on a Hilbert space, which answers a question raised
in [29].
6.1. Measures
The construction of a measure in the proof of Theorem 1.2 does not provide any control of the
rate of decaying of the Fourier coefficients. In principle it is possible to make an effective version
of the construction, but one thing is obvious: the Fourier coefficients tend to zero extremely
slowly. This motivates the following question.
Question 6.7. Does there exist any condition on the rate of the Fourier coefficients μ̂(n) of a
Borel probability measure on T (weaker then the trivial one: ∑ |μ̂(n)|2 < ∞) implying that the
multiplication operator Mf (z) = zf (z) acting on L2(μ) is not weakly supercyclic?
On the other hand, it would be desirable to find simpler measures, satisfying the assertions of
Theorem 1.2.
Question 6.8. Does there exist μ ∈ M0 ∩ P being an infinite convolution of a sequence of
discrete probability measures, such that the multiplication operator Mf (z) = zf (z) acting on
L2(μ) is weakly supercyclic? What about self-similar measures?
As it was remarked by Bayart and Matheron [6], if the operator Mf (z) = zf (z) acting on
L2(μ) with μ ∈M+ is weakly supercyclic, then μ is singular. In particular, the measure in
Theorem 1.2 is singular. It follows from the fact that if μ ∈M+ is not singular, that is μ has a
non-trivial absolutely continuous component, then there exists n ∈ N such that the operator Mn
is not cyclic, while the powers of any weakly supercyclic operator are weakly supercyclic and
therefore cyclic. It is not, however, the feature of absolute continuity since M3 is not cyclic if M
acts on L2(μ), where μ is the standard Cantor measure, which is purely singular.
On the other hand, if A is a Borel measurable subset of T such that zn = wn for any n ∈ N and
any different z,w ∈ A and μ ∈M+ ∩M(A), then Mn is cyclic for any n ∈ N. It follows from
the observation that in this case for any n ∈ N there exists μn ∈M+ such that the operator Mn
acting on L2(μ) is unitarily equivalent to M acting on L2(μn). Observe that the above property
of A is strictly weaker than independence of A. This leads us to the following question.
Question 6.9. Let μ ∈ P ∩M0 be such that supp(μ) is independent. Is M acting on L2(μ)
weakly supercyclic?
It worth noting that the class of measures under the hypothesis of Question 6.9 is quite large.
For instance, for any Borel measurable set A ⊂ T such that the setP∩M0 ∩M(A) is non-empty,
there exists a measure μ ∈P ∩M0, whose support is an independent subset of A, see [17].
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Theorem 1.6 together with Theorem S characterizes weakly supercyclic bilateral weighted
shifts on p(Z) with p  2 and weakly hypercyclic bilateral weighted shifts on p(Z) with p < 2.
Proposition 3.4 provides a sufficient condition of weak supercyclicity and weak hypercyclicity of
bilateral weighted shifts on general p(Z). It is not clear whether the condition of Proposition 3.4
is also necessary. This leads to the following problem.
Problem 6.10. Characterize (in terms of weight sequences) weakly supercyclic bilateral
weighted shifts on p(Z) for p > 2 and weakly hypercyclic bilateral weighted shifts on p(Z)
for p  2.
Note also that Proposition 3.4 provides more than just a weakly supercyclic or a weakly hyper-
cyclic vector x for a bilateral weighted shift T . Namely, it ensures that {λT rnx: n ∈ N0, λ ∈ C}
or {T rnx: n ∈ N0} are weakly dense for an exponentially growing sequence of {rn} of positive
integers. Indeed, condition (W2) of Proposition 3.4 implies that limn→∞(rn)1/n 
√
5+1
2 > 1.
One way to approach Problem 6.4 could be to find out whether there exists a weakly su-
percyclic or a weakly hypercyclic bilateral weighted shift T such that the sets of the shape
{λT rnx: n ∈ N0, λ ∈ C} or {T rnx: n ∈ N0} are not weakly dense for any exponentially growing
sequence of {rn} of positive integers.
Using Proposition 3.4 and the technique of the proof of Theorem 1.6 it is possible for any
p  2 to find a bilateral weighted shift, which is weakly hypercyclic on p(Z) and not weakly hy-
percyclic on r(Z) for each r < p. Thus, the infimum of p’s for which a given bilateral weighted
shift is weakly hypercyclic on p(Z) is a parameter taking all values between 2 and ∞. Thus,
any characterization of hypercyclic bilateral weighted shifts on p(Z) for p  2 must depend on
the parameter p.
6.3. Tightness of Propositions 5.2–5.4
The following theorem is known as Dvoretzky theorem on almost spherical sections [12].
Somewhat weaker version of this theorem was obtained earlier by Dvoretzky and Rogers [13].
Theorem D. For each n ∈ N and each ε > 0, there exists m = m(n, ε) ∈ N such that for any
Banach space B with dimB m there is an n-dimensional linear subspace L in B and a basis
e1, . . . , en in L for which∥∥∥∥∥
n∑
j=1
cj ej
∥∥∥∥∥B 
(
n∑
j=1
|cj |2
)1/2
 (1 + ε)
∥∥∥∥∥
n∑
j=1
cj ej
∥∥∥∥∥B for any (c1, . . . , cn) ∈ Cn.
We use this theorem in order to prove the following proposition, which allows us to demon-
strate tightness of Propositions 5.2–5.4.
Proposition 6.11. For any infinite-dimensional Banach space B and any sequence {cn}n∈N0 of
positive numbers such that
∑∞
n=0 c−2n = ∞, there exists a sequence {xn}n∈N0 in B such that‖xn‖ = cn for each n ∈ N0 and zero is in the weak closure of {xn: n ∈ N0}.
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lim
k→∞
nk−1∑
j=nk−1
c−2j = ∞. (50)
Denote jk = nk − nk−1, k ∈ N. By Theorem D, for each k ∈ N, there exist a linear subspace Fk
of B with dimFk = jk and a basis enk−1 , . . . , enk−1 in Fk such that
∥∥∥∥∥
nk−1∑
j=nk−1
cj ej
∥∥∥∥∥B 
(
nk−1∑
j=nk−1
|cj |2
)1/2
 2
∥∥∥∥∥
nk−1∑
j=nk−1
cj ej
∥∥∥∥∥B (51)
for any complex numbers cj . In what follows, we assume that Fk’s carry the norm inherited
from B. The inequality for the dual norm reads as follows:
1
2
‖f ‖F ∗k 
(
nk−1∑
j=nk−1
∣∣〈f, ej 〉∣∣2)1/2  ‖f ‖F ∗k for each f ∈ F ∗k . (52)
Denote xn = cnen/‖en‖ for n ∈ N0. Obviously ‖xn‖ = cn. It remains to prove that zero is in the
weak closure of {xn: n ∈ N0}. Suppose the contrary. Then there exist g1, . . . , gm ∈ B∗ such that
max
1lm
∣∣〈gl, xn〉∣∣ 1 for each n ∈ N0. (53)
Denote M = max1lm ‖gj‖B∗ and for each positive integer k let hkl ∈ F ∗k be the restriction of
gl to Fk . From (51) it follows that ‖en‖ 1/2 for each n. If 1 l m and nk−1  n nk − 1,
then ∣∣〈hkl , en〉∣∣= ∣∣〈gl, en〉∣∣= ‖en‖c−1n ∣∣〈gl, xn〉∣∣ (2cn)−1∣∣〈gl, xn〉∣∣.
Using (53) and the last display, we obtain
m∑
l=1
∣∣〈hkl , en〉∣∣2  (2cn)−2 for nk−1  n nk − 1.
Taking (52) into account, we get
m∑
l=1
∥∥hkl ∥∥2F ∗k 
m∑
l=1
nk−1∑
j=nk−1
∣∣〈hkl , ej 〉∣∣2  14
nk−1∑
j=nk−1
c−2j .
Since ‖hkl ‖Fk  ‖gl‖B∗  M , we see that 4mM2 
∑nk−1
j=nk−1 c
−2
j for any positive integer k,
which contradicts (50). 
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quence of positive numbers such that∑∞n=0 c−rn = ∞, where r = min{2, q} and 1p + 1q = 1. Then
there exists a sequence {xn}n∈N0 in B such that ‖xn‖ = cn for each n ∈ N0 and zero is in the
weak closure of {xn: n ∈ N0}.
Proof. The case 1 p  2 follows from Proposition 6.11. If p > 2, we can take xn = cnen and
apply Lemma 2.2. 
Corollary 6.12 for p = 2 and p = ∞ implies that conditions on the growth of ‖xn‖ in Propo-
sitions 5.2 and 5.4 are best possible. Proposition 5.3 and Corollary 6.12 lead to the natural
conjecture that the best possible condition on the growth of ‖xn‖ implying weak closeness of
{xn: n ∈ N0} in p is (38) with a = min{2, q}. In order to prove this conjecture it would suffice
to answer the following question affirmatively.
Question 6.13. Let 1 p < ∞, {xn}n∈N0 be a sequence in the unit sphere of the complex Banach
space p and {sn}n∈N0 be a sequence of positive numbers such that
∑∞
n=0 srn = 1, where r =
min{2, q} and 1
p
+ 1
q
= 1. Does there exist y ∈ q such that ‖y‖q = 1 and |〈xn, y〉| sn for each
n ∈ N0?
Note that an affirmative answer to this question would also provide an interesting generaliza-
tion of Ball’s theorem (Theorem B1) and possibly lead to further applications in convex analysis.
6.4. Sequential weak topology
In this final section we discuss the nature of weak sequential density and thus of weak sequen-
tial supercyclicity and hypercyclicity. Recall that a topological space (X, τ) is called sequential
if a subset of X is closed if and only if it is sequentially closed. A subset A of a topological vector
space (X, τ) is called sequentially open if X \ A is sequentially closed. It is straightforward to
verify that the collection τseq of sequentially open subsets of a topological space (X, τ) forms a
topology. Moreover, τ ⊆ τseq and (X, τseq) is sequential and a sequence converges in (X, τ) if
and only if it converges to the same limit in (X, τseq).
For a Banach space B, σ = σ(B,B∗) stands for the weak topology of B and σseq stands for
the corresponding sequential topology. From the above it follows that a set A ⊆ B is weakly
sequentially dense in B if and only if it is dense in σseq. Thus, the concepts of weak sequential
hypercyclicity and supercyclicity (unlike weak 1-sequential hypercyclicity and supercyclicity)
are topological. Namely they are just hypercyclicity and supercyclicity with respect to the topol-
ogy σseq intermediate between the weak and the norm topologies.
Finally we make a few remarks on the nature of the topology σseq. From the Schur theorem
[10] it follows that the topology σseq on the Banach space 1 coincides with the norm topology.
In [22] it is observed that there are Banach spaces B for which (B, σseq) fails to be a topolog-
ical vector space: the addition (x, y) → x + y, although being separately continuous, may fail
to be continuous. It is also demonstrated in [22] that if B∗ is separable then σseq coincides with
the so-called bounded weak topology, which is the strongest topology that agrees with the weak
topology on the bounded sets. According to the Banach–Dieudonné theorem, see for instance
[28], the bounded weak topology on a reflexive Banach space coincides with the pre-compact
convergence topology, that is the topology of uniform convergence over the norm pre-compact
76 S. Shkarin / Journal of Functional Analysis 242 (2007) 37–77subsets of B∗. It worth mentioning that B with the pre-compact convergence topology is a com-
plete locally convex topological vector space. For a characterization of local convexity of the
bounded weak topology we refer to [15]. Thus, we have the following statement.
Proposition 6.14. Let B be a separable reflexive Banach space. Then the weak sequential topol-
ogy σseq on B coincides with the pre-compact convergence topology.
According to this proposition weak sequential supercyclicity and hypercyclicity of bounded
linear operators on a separable reflexive Banach space are exactly supercyclicity and hypercyclic-
ity with respect to the pre-compact convergence topology. Note that for infinite-dimensional
Banach spaces the pre-compact convergence topology is strictly stronger than the weak topology
and strictly weaker than the norm topology.
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