This paper presents modeling and simulation developments related to the navigation and guidance of a group of robots floating without friction along a planar floor. Each robot has three degrees-of-freedom, uses a rotating thruster as an actuator, and has both artificial vision and pseudo-GPS sensors. Each robot is prescribed a desired final relative position: each of the other robots have an associated desired range, bearing and orientation angle on that bearing. Each robot will initially locate the others by scanning the floor. Once each robot is found and identified, they will compute a trajectory and control profile to arrive at the final desired relative position. 
= bearing angles to the left, right and middle support stanchions in a photograph η = robot rotation angle in a photograph f = focal length of the camera a = length of robot side α camera = angle of camera pointing bearing relative to robot front α = angle of thruster pointing bearing relative to robot front u, v = robot's velocity in the x and y directions, respectively ω = spin rate of robot δ = spin rate of thruster relative to robot F = normalized thrust of robot T = normalized torque of robot m = mass of robot I = moment of inertia about the Z axis of robot t = time τ = time factor
I. Introduction
HE motivation behind the multiple flocking robot problem is the autonomous docking of multiple spacecraft. Many applications for the ability of a spacecraft to dock with another spacecraft can be imagined, including rendezvous for repair, refueling or replenishment, and salvage or rescue. Since there are spacecraft already in orbit that may need to rendezvous, it is not possible to presuppose the existence of any tell-tail features on the spacecraft, such as a pattern of special light emitting diodes (LED), lasers, radio frequencies, etc. The Russians have operated such systems for years using such techniques, and of course, these pre-positioned articles would greatly simplify the problem. A vision based approach was taken to generalize the problem. Using a vision based approach, only general shape and size characteristics of the surrounding objects must be known in order to calculate distance and orientation from a single image in a camera frame.
Previous work in this area includes an autonomous docking simulation completed at Naval Postgraduate School in 2005. 1, 2, 3 An experimental test bed was constructed that consists of a frictionless floor and two air-thrust propelled robots that could dock using vision based navigation. Continuing work at the Spacecraft Robotics Laboratory includes building three new robots to experiment with multiple, cooperating robots. These robots will serve as a test platform for several design concepts with a variation of thruster and sensor types and an implementation of several guidance and control algorithms. This paper addresses some of the modeling and simulation issues involved with the three-robot experiment in these remaining sections:
II. Planned Test Bed Architecture and Related Simulation Model: presents a description of the experimental setup, working model, and interaction between modules. III. Pose Estimation Strategy: gives an algorithm for determining range, bearing, and orientation from a single photograph. IV. Basics of the Guidance System: defines the guidance and control problem and offers a solution to it. V. Example Simulation: demonstrates a sample simulation using the above concepts and methods.
II. Planned Test Bed Architecture and Related Simulation Model
The autonomous robot flocking project aims to provide a validation framework for Guidance, Navigation and Control (GNC) algorithms of a cluster of autonomous proximity navigating spacecraft. Only three degrees of freedom (DOF) are considered instead of 6 DOF that a rigid-body spacecraft would have. In fact, the robots are considered to move along a leveled surface. This simplification limits comparisons of these ground based experiments to operations on orbit to cases where motion between craft is in the same orbit plane, and each craft can maintain its orientation constant relative to the orbit plane. This limitation is acceptable and in line with most current concept of operations for orbital rendezvous; the Space Shuttle, for example, completes all rendezvous maneuvers with the International Space Station in a single orbit plane. The other major simplifications are the weightless environment, which is too difficult to simulate in three dimensions, and the mechanics of maneuvering in orbit, which are difficult to physically simulate on the ground. However, the special friction-free floor approximates weightlessness in translational movement, and computer simulation of Hill's equations can be implemented to approximate differences between ground and on-orbit operations. 7 See Ref.1 for a more detailed discussion on this topic.
Although several design concepts will be employed and tested, this paper will focus only on one particular configuration described here. The flat floor consists of a 4.9 meter by 4.3 meter surface made of Epoxy material. The floor is essentially frictionless and horizontal to a high degree of accuracy (residual gravity ~10 -3 g). Spacecraft simulator robots float via air pads over the floor. Each robot has three degrees of freedom, two for the translation and one for the rotation about vertical axis. In this paper we consider that each robot has a vectored thruster with a 360 degree range in the horizontal plane for translational movement and a reaction wheel to control rotation about vertical axis. For reference, we consider for each robot the same basic physical properties as one of the two docking robots of Ref. T Furthermore, each robot is considered equipped with pseudo Global Positioning System (GPS) and a monovision camera. The pseudo-GPS system acts similarly to GPS within the laboratory and is composed of two stationary emitters and one receiver on each robot. These units are calibrated so the sensor on each robot can determine its position on the floor to within 2 cm. The cameras mounted on each robot are used to find the positions of the other robots relative to it. The cameras can rotate in the horizontal plane, and have limited pitch movement ability. Communications between robots via a wireless network will be integrated into the system. Fig.1 shows a high-level sketch of a possible architecture for the multi-robots flocking test-bed. On board computers handle image processing for state estimation, compute control profiles, command thrust and torque actuators and are linked to a wireless network for data exchange among the robots. The wireless network will enable multiple cooperation paradigms.
The modeling and simulation of this project will test different cooperative scenarios concurrent with the development of the hardware. As a development platform, the algorithms used for these simulations will eventually be physically employed on the robots. For instance, initially each robot can transmit its position information acquired from the pseudo-GPS system and relay it to the master computer via the wireless network. The master computer can compute and distribute control profiles for all of the robots. As the system is further developed, more capabilities will be employed onboard each robot, making them more autonomous. Eventually, no interaction from the master computer is desired outside of providing task commands. Fig.2 depicts a simplified representation which better characterizes the fidelity of the model we will simulate. The autonomous robot docking project was divided into four main components that were worked by a group in parallel: Modeling and Simulation, Sensors, Guidance and Control, and Robot Construction. Modeling and Simulation played an integral role in each of these components. First, it provided a fast proof of concept and an easy platform to layout a top-down design. These components are manipulated using Mathwork's Simulink. Each robot will consist of a software architecture illustrated in Fig.3 . Without loss of generality, a single robot is initially tested against two robots with ideal performance. The following presents a brief description of the functions of each subsystem presented on Fig.3 . Each of the five main components, the Guidance Model, Robot Control Model, State Estimation, Artificial Vision Model, and Pose Estimation, operate independently and concurrently.
Simulink Model. The Simulink Model represents the overall control program and is provided the Load Parameters which include the initial conditions, final desired state, and physical properties. The ideal performance parameters for each robot are calculated and stored in lookup tables as "truth." A single robot can then be tested against the ideal parameters of the other two and its movement can then be compared to its own ideal trajectory.
Guidance Model. The robot guidance subsystem calculates control profiles to command the robot's motion. This calculation is based on the relative position as determined by the state estimation sub-system. Because the floor is constrained by a boundary, the guidance subsystem must also consider the robots position on the floor to avoid collision. For safety reasons, the guidance subsystem can also receive positional information form other robots to avoid collision between robots. More details on the developed guidance algorithm follow.
Robot Control Model. The robot control subsystem generates control commands based on the information passed to it from the Guidance Model. To maintain dynamics in an inertial frame, each robot will estimate its absolute position and velocity from its position at initialization using inertial sensing units, and the kinematics predicted from the calculated control profile. Position and velocity information calculated here is passed to the System State Estimation Models.
System State Estimation. The System State has 18 variables: the absolute position (x, y), orientation (ψ), velocity ( x , y ), and spin rate (ψ ) for each of three robots. These values are constructed from the estimated robot state each robot determines for itself and from the Pose Estimation module after processing the artificial vision. Alternatively, position and velocity values can be received via the Pseudo-GPS system and/or the other robots on the wireless network. As these values are updated at discrete intervals, a Kalman filter will provide a current predicted state for a query at any time. If only conducting a simulation, noise or other uncertainty can be added to the state variable.
Artificial Vision Model. This subsystem is responsible for determining were the other robots are relative to the robot. It controls the camera based on the predicted location of the target robot. The camera will turn to the desired bearing, take a photograph, and pass it to the Pose Estimation Module. The camera will alternate photographs between multiple robots. Fig.4 displays the Finite State Machine that will control the camera.
Pose Estimation. An onboard computer will process each image and determine a robot's relative bearing, range, and orientation from the image. It will then update the System State. More details on the developed algorithm are in the following section. 
Final End State.
Six variables define a desired end state for three robots: a relative bearing to each robot, a range to each robot, and an angle that defines the orientation of each robot on its relative bearing. For example, a sample desired end state and the corresponding matrix from robot 1 (blue) is in Fig.5 . Each robot must have a similar set of relative values that place that define the equivalent formation. The final desired rates are always zero.
III. Pose Estimation Strategy
Image processing occurs automatically after a digital photograph is received from the camera. The algorithm will first try to determine how many robots are in view: zero, one, or two. If there are no robots in the field of view, a search routine will have to be conducted. This routine is completed after initialization; once the robots are acquired and tracking has started, the camera will alternate amongst the moving robots and attempt to keep them in its field of view. If two robots are in the photo, it is preferred to center the camera on one robot at a time. If this is not possible, such as the case when one robot is behind the other, accurate pose estimates are very difficult to make.
Each photograph is processed onboard the robot to find and determine the relative positions of the other robot(s). The basic algorithm for determining pose is to first determine the relative angle the robot is in the image frame. This is accomplished by finding the vertical corner support beams of the robot. Assuming that three support beams can be seen, the differences in the distance between the two sets of lines (i.e. the left-center, and center-right sets of lines) will give an orientation. Using only this algorithm will result in a set of four ambiguous solutions, so another feature of the robot will have to be known to differentiate the ambiguity. For example, the vertical beams of robot with a square cross-section will look the same when oriented at intervals of 0, π/2, π, and -π/2, so another known feature will have to be exploited to de-conflict the possibilities. This analysis is required regardless because and least one unique feature must be known of all robots so they can differentiate between them. Once the orientation has been determined, the distance to the robot is computed from the relative size and the focal length of the camera. The image processing itself requires a pixel analysis of the entire image. In order to find three vertical support beams of the robot, background clutter must first be separated. Fig.7 depicts the geometry involved in relating a robot of known size (square with length a) to the projection of
Relative orientation of Robot 3 with respect to Robot 1 is 
The orientation of Robot 3 on this bearing is described by η , which is found by solving the transcendental
Finally the range from Robot 1 to Robot 3 is determined. Since the camera will be mounted in the center of the robot, the range determined from the geometry in Fig.7 can be used. The equation used to determine the range is
IV. Basics of the Guidance System
Let us first formalize the problem mathematically. The system of nonlinear equations driving each robot's dynamics ( 1, 3 i = ) is given below:
The seven control states per robot are its x and y coordinates, x and y, components of its linear velocity, u and v, respectively, the attitude angle ψ (defining robot's orientation with respect to the axis X), the angular velocity ω controlled by the reaction wheel, and the angle α defining the direction of thrust with respect to robot front. Three available controls (per robot) are the magnitude of its linear acceleration
, the control input δ affecting orientation of the thrust and the angular acceleration
While maneuvering, all robots ( 1, 3 i = ) must obey the geometrical constraints of the arena
(where MSD stands for minimum safe distance between two robots and is equal to the diameter of the circles drawn on Fig.2 around each robot) , and avoid collisions with other robots
It is required to satisfy the following sets of boundary conditions per each robot ( 1, 3 i = ): To generate quasioptimal collision-free trajectories for all three robots in real time (and to be able to update them every 2-3 seconds) the direct method of calculus of variations was chosen. 5 To apply it we need to introduce an independent argument τ i for each robot ( . If we choose to use polynomials, then as defined by the number of boundary conditions, the minimum order of approximating polynomials is five. 4 For this specific problem to have an additional flexibility (to allow avoiding collisions), the order of polynomials was increased by two to be able to vary the third derivative of The characterization of optimization routine follows. Given the boundary conditions we first determine nine reference polynomials ( ) For each of the subsequent N-1 nodes 2, j N = we compute the current values of robots' coordinates and attitudes using corresponding polynomials: ( )
Then, using the inverse dynamics for the first four equations of the system (10) we determine the sum of angles 
Inverting the last equation of the system (7) and using the first of two equations (8) we obtain the second control
From the first two equations of the system (7) we define the current speed 
and therefore may proceed with determining the elapsed time for each robot ( )
Now, the current values of the speed factor are given by
and the current time for each robot is defined as
Finally, we inverse the equations for robots' attitude to get the third control 
Once all states along the trajectories are computed, we determine the performance index (employing the vector of weighting coefficients w ( [ ] 
Note that the last three terms in the compound penalty (16) are quite tricky because robots' coordinates have to be interpolated so that they correspond to the same instants of time. Finally, we apply any standard nonlinear constrained minimization routine to minimize the performance index keeping the penalty within the certain tolerance:
An example simulation using this guidance system concept is provided in the following section. boundary conditions. The control profiles were calculated from the inverse dynamics. A summary of all parameters are shown as functions of the time factor τ in Fig.9 .
Finally, Fig.10 illustrates another perspective of animation developed for this system model. A view from any of the three cameras can be simulated at any time and animated. On the left of Fig.11 , a bird's eye view of the floor is shown highlighting the field of view of Robot 1's camera. The right side if Fig.10 depicts what is seen in that field of view.
VI. Conclusion
The Spacecraft Robotics Laboratory at Naval Postgraduate School has developed two autonomous docking robots and is now developing three cooperative robots using vision based algorithms. The modeling and simulation of this project has started with rudimentary pose determination from two dimensional photographs and a quasioptimal guidance and control algorithm. Although simulation of these methods has provided a proof of concept, they have not yet been successfully employed on a real-time system. Image processing time coupled with the time delay in rotating the camera to alternate targets may prevent a quick solution. Quicker image processing techniques need to be researched to increase the acceptable speeds of the robots. The simulation platform will act as a test bed to quickly evaluate different methods, sensors and actuators before building them. Although simplified, the concepts used for autonomous flocking robots could be expanded and further developed to 6 DOF orbiting spacecraft.
