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We study the topological features of non-interacting insulators subject to an antiferromangetic
(AFM) Zeeman field, or AFM insulators, the period of which is commensurate with the lattice
period. These insulators can be classified by the presence/absence of an emergent anti-unitary
symmetry: the combined operation of time-reversal and a lattice translation by vector D. For
AFM insulators that preserve this combined symmetry, regardless of any details in lattice structure
or magnetic structure, we show that (i) there is a new type of Kramers’ degeneracy protected by
the combined symmetry; (ii) a new Z2 index may be defined for 3D AFM insulators, but not for
those in lower dimensions and (iii) in 3D AFM insulators with a non-trivial Z2 index, there are odd
number of gapless surface modes if and only if the surface termination also preserves the combined
symmetry, but the dispersion of surface states becomes highly anisotropic if the AFM propagation
vector becomes small compared with the reciprocal lattice vectors. We numerically demonstrate the
theory by calculating the spectral weight of the surface states of a 3D TI in the presence of AFM
fields with different propagation vectors, which may be observed by ARPES in Bi2Se3 or Bi2Te3
with induced antiferromagnetism.
I. INTRODUCTION
The inception point in the study of topological phases
in condensed matter systems is the integer quantum Hall
effect (IQHE). Since the Hall conductivity is odd under
time-reversal symmetry (TRS), the topologically non-
trivial states will only occur when TRS is broken. The
connection between the observed quantized Hall conduc-
tance and topology is made through the calculation of
the Chern number which, in the context of the IQHE,
corresponds to the number of chiral edge states present
and is a global quantity contributed by all of the oc-
cupied states in the system1. Nevertheless, the vast
majority of topological band insulator states that have
been experimentally confirmed2–5, are stabilized by the
presence of TRS in which strong spin-orbit interactions
invert the bands which allows the creation of a mass
boundary6–8 that traps surface or edge states at the in-
terface of two bulk band insulators or that of a bulk in-
sulator and vacuum, commonly referred to as topolog-
ical insulators (TI). While the theory associated with
TRS TI is well understood, the presence of TRS in a
material significantly constrains the number of potential
topological materials. Therefore, it is important to go
beyond the well-established paradigm of non-interacting
time-reversal symmetric TI to look for novel topologi-
cal phases. To do so, one must generalize the theory of
topological classification to encompass a wider spectrum
of materials9–19.
Of the materials not covered in the standard theory
of TRS TI, one of the most interesting classes are mag-
netic materials. The established theory for TRS insula-
tors cannot be applied to classify any magnetic materials
as their ground states break TRS. Ferromagnetically or-
dered materials have been explored theoretically as their
broken symmetry leads to the the possible condensed
matter realization of Weyl fermions16,20,21. (While the
magnetic structure studied in Ref.[20] has zero total mag-
netization, we still refer to it as ferromagnetism because
of the unbroken translational symmetry.) Yet, to this
point, there has been comparatively little work on anti-
ferromagnetically ordered materials. A pioneering work
by Mong, Essin and Moore22 showed that a new Z2-index
can be defined in an antiferromagnet where the unit cell
is doubled by the magnetic structure, such that while
both time-reversal and translation along a primitive ba-
sis vector are broken, their combination is preserved. The
spin structure in these insulators can be seen as sets of
ferromagnetically ordered 2D planes of spins with al-
ternating magnetization, stacked along a crystal direc-
tion [mnl]. Nevertheless, real magnetic materials usually
exhibit more complex magnetic structures, e.g., having
non-collinear configurations as spiral magnetism, having
a very large magnetic unit cell (small propagation vec-
tors) or having more than one propagation vector. These
possibilities are specially relevant for AFM field induced
by dopants in an otherwise non-magnetic insulator like
Bi2Se3 or Bi2Te3. Therefore, it is necessary to build a Z2
classification for AFM insulators with generic magnetic
ordering, which we do in this paper.
Let us recall that the existence of Kramers’
degeneracy23 is necessary for defining the Z2 index for
TRS insulators24–28. Kramers’ degeneracy is the exact
double degeneracy of every single particle state in a spin-
1/2 system with TRS. We begin by studying the breaking
or preservation of Kramers’ degeneracy in AFM insula-
tors. While it is clear that ferromagnetism always breaks
a Kramers’ pair into energetically separated spin-up and
spin-down states, we show that AFM preserves the de-
2generacy of almost all single particle states, with excep-
tions detailed in later sections, if there is a lattice trans-
lation vector D that inverts the spin at every site. This
is because if such D exists, we can define an anti-unitary
operator22 ΘS = ΘTD, where Θ is the time-reversal sym-
metry operator, and TD represents a translation by D.
ΘS is a symmetry because both Θ and TD invert the
magnetization and so their combination recovers it. It is
this symmetry that ensures that Kramers’ degeneracies
are preserved for almost all single particle states. AFM
insulators that are invariant under ΘS will be referred to
as ΘS-symmetric insulators hereafter.
We may arrive at the same result beginning from a
different perspective, by treating the AFM field, a static
field coherently coupled to the electrons in the form of
c†τ (r)(J(r) · σ)ττ ′cτ ′(r), where σ is the spin operator and
τ, τ ′ the spin indices, as perturbation and expressing the
single-particle Green’s function to an arbitrary order of
perturbation. This allows us to calculate the poles of the
Green’s function to obtain the energy spectrum. From
this perturbative point of view, the energy spectrum of
the TRS insulator is modified by the self-energy contri-
bution from scattering by the AFM field, and Kramers’
degeneracy would require that the self-energy term be
invariant under TRS. The full self-energy counts in all
scattering processes that send the particle to its initial
state. Since the AFM field changes sign under TRS,
the scattering contribution from even number of scat-
terings are invariant under TRS and those from odd
number of scatterings are variant. Therefore, the total
self-energy term is invariant under TRS if and only if
there are only even number of scatterings. Any com-
mensurate AFM field decomposes into a finite series of
normal modes, namely J(r) =
∑
i=1,...,mM(Qi)e
iQi·r,
where Qi=1,...,m are the set of propagation vectors of
the AFM field. Consider an electron with initial mo-
mentum k, then after N scatterings its momentum be-
comes k′ = k + z1Q1 + z2Q2 + ... + zmQm, where
z1 + z2 + ... + zm = N . If this scattering process con-
tributes to the self-energy, we have k′ = k + G, where
G is any reciprocal lattice vector. Preservation of the
Kramers’ degeneracy thus requires that only N = even
terms are nonzero. From this, we obtain the necessary
and sufficient condition for existence of a Kramers’ de-
generacy: for any set of m integers (z1, ..., zm) satisfying∑
i ziQi = G, there is
∑
i zi = even. Mathematically,
satisfying this condition is completely equivalent to the
existence of a lattice translation vectorD that inverts the
AFM field. This explicitly indicates that the propagation
vectors alone determine whether a Kramers’ degeneracy
of ΘS is preserved or broken, while any other detail in the
magnetic structure is irrelevant. Also, we use the pertur-
bation theory to estimate the split of the Kramers’ pair
when the above condition is violated.
Having established the necessary and sufficient con-
ditions for the Kramers’ degeneracy in a commensurate
AFM, we further investigate if this allows us to define a
Z2 topological invariant. It is known that one can define
the Z2 invariant using the Pfaffians of the sewing ma-
trix of time-reversal operator at time-reversal invariant
momenta (TRIM) in 2D and 3D TRS insulators24,26,27.
We prove that in ΘS-symmetric AFM insulators, a Z2-
invariant can be defined only in 3D (or certain higher
dimensions) using Pfaffians of the sewing matrix associ-
ated with ΘS at half of the TRIM, while in 2D and 1D,
the same definition gives a gauge variant quantity. This
is because the d-dimensional AFM Z2 number is defined
in its d − 1-dimensional subsystem that belongs to the
symplectic class (AII in the A-Z classification29 of all
Hamiltonians), and 0D and 1D symplectic Hamiltonians
are always topologically trivial9–11. However, when in
addition to ΘS there is also spatial inversion symmetry,
one can use inversion eigenvalues at half of the occupied
bands to define a Z2-invariant in arbitrary dimensions.
In TRS insulators there is a correspondence between
the bulk Z2-invariant and the existence of gapless bound-
ary modes30: when the Z2 number is non-trivial, there
are odd number of gapless (Dirac) modes at the boundary
of the system. Here we show that the existence of gap-
less surface states in a 3D AFM insulator requires two
conditions: (i) it has a non-trivial Z2-invariant in the
bulk and (ii) the surface termination also preserves the
ΘS-symmetry, i.e., the ΘS symmetry is unbroken on the
surface. If the AFM is small, one may say that the Dirac
surface modes of 3D TRS TI are preserved in presence of
a ΘS-symmetric AFM. However, in a 2D ΘS-symmetric
AFM insulator, the surface modes are not protected from
being pushed into the bulk by tuning the surface chemical
potential. This is in exact agreement with the fact that
the Z2-invariant is only well-defined in 3D ΘS-symmetric
AFM insulators and not in lower dimensions.
While a TI that has intrinsic AFM ordering is yet to
be experimentally established, the theory can be applied
to TI thin films with induced AFM ordering by an AFM
substrate. In principle one can use the substrates to in-
duce various AFM orderings in the TI thin film, but lat-
tice matching at the interface is a practical issue. The
lattice constants of the substrate should be nearly identi-
cal to those of the TI at the interface, or at least commen-
surate with them. If the AFM substrate is ΘS-symmetric
in the redefined basis, the Dirac point on the surface of
the TI would be unbroken by the induced AFM, while the
surface state dispersion becomes anisotropic along the di-
rections parallel and perpendicular the AFM propagation
vector.
It is straightforward to extend the discussion to topo-
logical superconductors (TSC) with coexisting AFM or-
ders. Given a d-dimensional TSC in the DIII class (SC’s
with non-negligible spin orbital coupling and with TRS),
which has an induced or intrinsic AFM order, if the AFM
ordering is ΘS-symmetric, then we show that the AFM
TSC has the same classification as a d − 1-dimensional
TSC without AFM. Therefore AFM SC’s in 3D and 2D
have Z2 topological classifications
9,11,31.
The paper is organized as follows. In Sec.II, we show
that a new type of degeneracy is preserved in an AFM
3insulator if and only if it is ΘS-symmetric. In Sec.III,
we use perturbation expansion of self-energy in the sin-
gle particle Green’s function to re-derive the condition for
Kramers’ degeneracy, and, when the condition is not met,
the relation between the energy splitting of a Kramers’
degeneracy by the AFM and the propagation vectors of
the AFM. In Sec.IV, the results obtained in the previ-
ous sections are used to classify 3D AFM insulators by
a Z2-invariant. In Sec.V we study the boundary modes
of 2D and 3D AFM insulators, reaching the conclusion
that only 3D ΘS-symmetric AFM insulators may have
protected gapless Dirac modes, yet anisotropic, on the
surface that is also ΘS-symmetric. In Sec.VI, we discuss
how the theory may be applied in real materials and also
how an analysis similar to what we perform in AFM insu-
lators can be easily extended to AFM superconductors.
We conclude the work in Sec.VII.
II. KRAMERS’ DEGENERACY IN AN AFM
INSULATOR: PROOF BY SYMMETRIES
Throughout the paper, we assume that the electrons
in the AFM insulator can be modeled by a TRS tight-
binding Hamiltonian that coherently couple to an anti-
ferromagnetic Zeeman field:
Hˆ = Hˆ0 + HˆM , (1)
where
Hˆ0 =
∑
k,α,β,τ,τ ′
Hατ,βτ ′0 (k)c†ατ (k)cβτ ′(k) (2)
is the hopping part that is TRS and
HˆM =
∑
r,α,τ,τ ′
(J(r) · σττ ′)c†ατ (r)cατ ′(r) (3)
is the part coupled to the Zeeman field J(r). In the
above expressions and hereafter, Greek letters denote the
orbital degrees of freedom inside a unit cell with excep-
tions of τ, τ ′ which refer to up and down spin compo-
nents. We assume ai=1,...,d’s to be the basis vectors of
the d-dimensional lattice in which the model is embed-
ded; and bi=1,...,d’s are the corresponding reciprocal lat-
tice basis vectors. The AFM field J(r) breaks the lattice
translation symmetry, but as long as its periods are com-
mensurate with lattice vectors, it enlarges the unit cell
of the crystal lattice. The enlarged unit cell, or magnetic
unit cell, is given by the basis vectors aMi ’s, which is in
general a linear combination of the ai’s with integer co-
efficients. The counterpart of the enlarged unit cell in
the reciprocal space is the folded Brillouin zone (BZ), or
the magnetic BZ (MBZ) spanned by basis vectors bMi ’s
satisfying aMi · bMj = 2πδij .
Before proceeding to discuss the degeneracy in a time-
reversal breaking AFM system, it is helpful to briefly
review the concept of Kramers’ degeneracy in a TRS sys-
tem, and the key role it played in the Z2-classification of
TRS insulators in 2D and 3D. The time-reversal operator
in the single-fermion sector of Hilbert space, denoted by
Θˆ is defined as:
Θˆ = K(iσy), (4)
where K is the complex conjugate operator. From this
definition one can see that Θˆ is antiunitary and squares to
minus the identity. These two properties guarantee that
each single particle state is at least doubly degenerate23.
This degeneracy protected by time-reversal symmetry is
called Kramers’ degeneracy and the degenerate doublet
referred to as a Kramers’ pair. In a translationally in-
variant system, one can further show that an eigenstate
with momentum k is sent by Θˆ to an equal energy eigen-
state at momentum −k. Specially, at center or corner of
BZ where we have −kinv = kinv mod G hence every en-
ergy level of Hˆ(kinv) must be doubly degenerate. These
points at BZ center and corners are called time-reversal
invariant momenta (TRIM) and the Kramers’ degeneracy
at TRIM make possible the definition of a Z2-invariant
in 2D and 3D TRS insulators. In order to formally de-
fine this invariant, one uses the sewing matrix, which is
defined as
Bmn(k) = 〈ψm(−k)|Θˆ|ψn(k)〉, (5)
where |ψm(k)〉 is the energy eigenstate at k in the m-th
band. The sewing matrix is antisymmetric at all TRIM
and this antisymmetry enables the definition of the Pfaf-
fians at TRIM which form the basis of the definition of
the Z2-invariant δ0, given by (Fu-Kane formula
27):
(−1)δ0 =
∏
kinv
Pf[B(kinv)]√
det[B(kinv)]
. (6)
It should be noted that although it appears that δ0 only
depends on the band structure at TRIM, it implicitly
depends on the band structure in the whole BZ, as a
smooth gauge is required for this definition.
With the role of Kramers’ degeneracy defined in TRS
insulators, let us turn our attention to the AFM insula-
tors. Any AFM breaks TRS because TRS reverses all
spins leaving the orbital and spatial components invari-
ant as:
ΘˆHˆM Θˆ
−1 = −HˆM . (7)
Therefore, Kramers’ degeneracy in its original meaning
does not exist in any AFM insulator. However, this
does not necessarily mean that the spectrum is non-
degenerate. In fact, each energy level may still be doubly
degenerate, but the two states are not each other’s time-
reversed counterparts. In that case, there must be some
other symmetry that protects the pair from splitting in
energy. For a generic AFM TI, the only symmetry is the
magnetic translation symmetry by any magnetic super-
lattice vector LM (a superposition of aMi ’s with integer
coefficients), i.e.,
[Hˆ, TˆLM ] = 0, (8)
4where TˆL is the operator for a translation by a lattice
vector L. Eq.(8) states that one can find a set of basis
vectors that are common eigenstates of Hˆ and TˆLM . The
definition of TˆLM dictates that its eigenvalues must be
of the form exp(ik · LM ), where k is constrained within
the first MBZ. This symmetry gives us a band structure
defined in MBZ, but does not protect any degeneracy.
FIG. 1. AFM configurations that are (a,b) ΘS-invariant
and (c) ΘS-variant. In (a), we plot the typical spin struc-
ture of a CuO2 layer in any parent compound of cuprates
superconductors32. In (b), we show the spin structure of va-
cancy doped iron-based superconductor Rb2Fe4Se5
33. In (c),
we plot the ground state of a classical Heisenberg model on a
triangular lattice. The basis vectors of the lattice, a1,2, and
those of the magnetic superlattice, aM1,2 are also shown. Note
that in (a) and (b), a translation by D = a1 inverts all spins,
while in (c) one cannot find such a vector.
In a large class of magnetic structures, examples of
which are shown in Fig.1(a,b), there exists a special lat-
tice vector D, where, after a translation by D, all spins
flip their signs. Mathematically, we may define this as
{TˆD, HˆM} = 0. (9)
The translation vector, D, is unique only up to some
magnetic translation vector LM . We now suppose that
both D1 and D2 satisfy Eq.(9), then we have
[TˆD1−D2 , HˆM ] = [TˆD1 Tˆ
−1
D2
, HˆM ] = 0, (10)
which indicates D1 −D2 = LM . Using the translational
invariance and TRS of the free part Hˆ0, we have
[Hˆ0, TˆD] = [Hˆ0, Θˆ] = 0; (11)
using Eq.(7) in conjunction with Eq.(9) we have
[HˆM , TˆDΘˆ] = 0. (12)
Combining Eq.(11) and Eq.(12), we obtain a new sym-
metry of the full Hamiltonian, ΘˆS = ΘˆTˆD:
[Hˆ, ΘˆS] = 0. (13)
Since TˆD is unitary and Θˆ antiunitary, ΘˆS is antiunitary,
namely:
〈ψ|φ〉 = 〈ΘˆSφ|ΘˆSψ〉. (14)
On the other hand square of ΘˆS is
Θˆ2S = Θˆ
2Tˆ2D = −Tˆ2D, (15)
where we have used the fact that Θˆ and Tˆr commute.
We now turn our attention to the degeneracy in the
spectrum of Hˆ . Suppose |k, n〉 is an eigenstate of both
Hˆ and TˆLM with k a wave vector in the MBZ, then
Hˆ |k, n〉 = En(k)|k, n〉 (16)
TˆLM |k, n〉 = exp(ik · LM )|k, n〉, (17)
then from Eq.(13) we have
HˆΘˆS |k, n〉 = En(k)ΘˆS |k, n〉, (18)
meaning that ΘˆS |k, n〉 is also an eigenstate of Hˆ with the
same eigenvalue. To check if |k, n〉 and ΘˆS |k, n〉 are same
or different state, we calculate the overlap using Eq.(14)
and Eq.(15) as
〈k, n|ΘˆS |k, n〉 = 〈Θˆ2Sk, n|ΘˆS |k, n〉 (19)
= −〈k, n|Tˆ−2DΘˆS |k, n〉.
At this point we notice that 2D is a magnetic superlattice
vector as it leaves HˆM invariant, which implies that
〈k, n|Tˆ−2D = 〈k, n|e−2ik·D. (20)
Substitute Eq.(20) into Eq.(19) and have
〈k, n|ΘˆS |k, n〉 = −e−2ik·D〈k, n|ΘˆS |k, n〉.
(21)
Eq.(21) shows that unless 2k ·D = (2n + 1)π, we have
〈k, n|ΘˆS |k, n〉 = 0, ensuring that |k, n〉 and ΘˆS |k, n〉 are
two orthogonal states. Beyond this, it is crucial to un-
derstand how the state ΘˆS|k, n〉 transforms under a su-
perlattice translation or
TˆLM ΘˆS |k, n〉 = ΘˆSTˆLM |k, n〉 (22)
= ΘˆSe
ik·LM |k, n〉
= e−ik·L
M
ΘˆS|k, n〉.
Therefore ΘˆS |k, n〉 must be proportional to a state with
wavevector −k, or mathematically
| − k, n〉 =
∑
n∈occ
Bmn(k)|k, n〉, (23)
where m,n are band indices (m 6= n in general due to
degeneracy) and Bmn(k) is called the sewing matrix of
ΘS at k. Moreover, from Eq.(22), we also notice that
other than at TRIM ΘˆS |k, n〉 is orthogonal to |k, n〉 for
a generic k because they have different eigenvalues under
superlattice translation.
To this point, we have shown that at all non-TRIM, the
eigenstate at k must be degenerate with another state at
−k. Furthermore, at TRIM for which exp(i2kinv·D) = 1,
each level at kinv must be doubly degenerate and that
at TRIM for which exp(i2kinv · D) = −1, the levels at
kinv are generically non-degenerate if there is no other
symmetry present in the system. As we know that the
TRIM with degenerate energy levels are important for
5the definition of Z2-invariant in a TRS insulator, thus it
is important to distinguish the TRIM with exp(i2kinv ·
D) = −1. Since 2D is a superlattice vector, we have the
general form of D as
D =
∑
i=1,...,d
xia
M
i /2 + L
M , (24)
where xi is either zero or one while there is at least one
xi = 1. On the other hand, all TRIM can be represented
by
kinv =
∑
i=1,...,d
yib
M
i /2, (25)
where yi is either zero or one. Then if exp(i2kinv ·D) =
−1, we have, using aMi · bMj = 2πδij ,∑
i=1,...,d
xiyi ∈ odd. (26)
There are 2d TRIM, and for a given set of {xi}, exactly
half of them satisfy Eq.(26). The proof goes as follows.
Since there must be one xi that is nonzero, we can as-
sume x1 = 1 without loss of generality. Then for any set
of {y1, y2, ..., yd} that satisfies Eq.(26), {1− y1, y2, ..., yd}
satisfies
∑
i xiyi = even. So there is a one-to-one cor-
respondence between TRIM that satisfy Eq.(26) (called
from now on A-TRIM) and those that do not (called
B-TRIM). At an A-TRIM, each level is non-degenerate
while at a B-TRIM, each level is doubly-degenerate.
For a simple example, consider a 2D antiferromagnet
with a single propagation vector q = (π, π) (Fig.1(a)).
This means bM1 = (π/2, π/2) and b
M
2 = (π/2,−π/2),
and therefore A-TRIM are (π/4,±π/4) and B-TRIM are
(0, 0), which is always a B-TRIM, and (π/2, 0) corre-
sponding to (y1, y2) = (1, 1).
III. KRAMERS’ DEGENERACY IN AN AFM
INSULATOR: PROOF BY PERTURBATION
In the previous section, we have proved, by using only
properties of symmetry operators, that a new type of
Kramers’ degeneracy is protected by a combined sym-
metry ΘS . The cases of single propagation vectors
q = (mb1 + nb2 + lb3)/2, where m,n, l has no common
divisor, has been discussed in Ref.[22], but here we ex-
tended it to arbitrary commensurate AFM. The validity
of the statement is independent of the particular strength
of AFM or the specific magnetic structure. We here give
a more intuitive approach to understanding this result.
We start from another perspective by treating the AFM
as a perturbation field applied to an otherwise TRS sys-
tem, and study how the perturbation breaks/preserves
the Kramers’ degeneracy of the TRS system.
The single particle Hamiltonian of Eq.(1) can be
k+ q
q −q
k+ q1 k+ q1 + q2
q1 q2 −q1 − q2
k+ q1 k+ q1 + q2
q1 q2
k+ q1 + q2 + q3
−q1 − q2 − q3q3
Σ(ω,k) = +
. . .+ +
p
=
1
ω −H0(p)
p
= M(p) · σ
(a)
(b) (c)
+G +G
+G
FIG. 2. (a) is the Feynman diagram expansion of the self-
energy induced by the scattering of AFM field. (b) represents
the free electron propagator in the momentum space without
the AFM field. (c) is the vertex representing the scattering
by the AFM field of momentum p.
rewritten as
Hˆ =
∑
k,α,β,τ,τ ′
Hατ,βτ ′(k)c†ατ (k)cβτ ′(k) (27)
+
∑
k,i,α,τ,τ ′
(M(Qi) · σττ ′)c†ατ (k+Qi)cατ ′(k).
where M(Qi)’s are the Fourier components of the Zee-
man field J(r). The energy levels at k present themselves
as the poles of the single-particle Green’s function:
G(ω,k) =
1
ω −H0(k)− Σ(ω,k) , (28)
where Σ(ω,k) is the self-energy. When the AFM field
is weak, the self-energy can be expanded in terms of the
number of scatterings of an electron whose initial and
final momentum are k plus a reciprocal lattice vector
G. This scattering process can be visualized using Feyn-
man diagrams, as shown in Fig.2(a), where the first three
terms represent the electron being scattered by the AFM
field once, twice and three times before returning to the
initial state. Applying the conventional Feynman rules
given in Fig.2(b,c), the self-energy is given by perturba-
tion series:
Σ(ω,k) = Σ1(ω,k) + Σ2(ω,k) + ...+Σn(ω,k) + ... (29)
Σn(ω,k) =
∑
qi∈{Q1,...,Qm},q1+..+qn=G
[M(q1) · σ]G0(ω,k+ q1)...[M(qn−1) · σ]G0(ω,k+ q1 + ...+ qn−1)[M(qn) · σ]
6where the free Green’s function
G0(ω,k) =
1
ω −H0(k) . (30)
We note that for the Green’s function, ω should have
an infinitesimal imaginary part, but since we are only in-
terested in the position of real poles, we take ω to be a
real number. Due to the TRS of the unperturbed Hamil-
tonian, all poles of the free Green’s function G0(ω,k) are
doubly degenerate. If there is a splitting of the degen-
eracy, it must be due to the self-energy term Σ(ω,k).
Though in general Σ(ω,k) is not hermitian, it is hermi-
tian in this problem as only elastic scattering is present
(and using M(Qi) = M
∗(−Qi)):
Σ†n(ω,k) =
∑
qi∈{Q1,...,Qm},q1+..+qn=G
[M(−qn) · σ]G0(ω,k+ q1 + ...+ qn−1)...[M(−q2) · σ]G0(ω,k+ q1)[M(−q1) · σ]
=
∑
−qi∈{Q1,...,Qm},−qn−...−q1=G
[M(−qn) · σ]G0(ω,k− qn)...[M(−q2) · σ]G0(ω,k− qn − ...− q2)[M(−q1) · σ]
= Σn(ω,k). (31)
Therefore all poles of G(ω,k), like those of G0(ω,k), are
still real.
We will now focus on the symmetry property of each
term in the expansion of Σ(ω,k). Under time-reversal
operator of Eq.(4), the free Green’s function transforms
as
ΘˆG0(ω,k)Θˆ
−1 = G0(ω,−k). (32)
The AFM vertex from the expansion transforms as
ΘˆM(Qi) · σΘˆ−1 = −M(−Qi) · σ. (33)
Therefore the n-th order self-energy transforms according
to
ΘˆΣn(ω,k)Θˆ
−1 = (−1)nΣn(ω,−k). (34)
Since for n ∈ even, ΘˆΣn(ω,k)Θˆ−1 = Σn(ω,−k), then if
Σn = 0 for any n ∈ odd, we have
ΘˆΣ(ω,k)Θˆ−1 = Σ(ω,−k). (35)
Using Eq.(35) in conjunction with Eq.(4), we know for
each eigenstate |u(ω,k)〉 of H0(k) + Σ(ω,k), Θˆ|u(ω,k)〉
must be an orthogonal eigenstate of H0(−k) + Σ(ω,−k)
with the same eigenvalue. Therefore, as far as n ∈ odd
terms are vanishing in the self-energy expansion, the
AFM as a perturbation will not split the Kramers’ de-
generacy in a TRS system. Physically, this can be easily
understood as follows: if an electron must experience an
even number of scatterings by the AFM field before go-
ing back to its initial state, the scattering amplitude does
not change under time-reversal which changes the sign
of AFM; therefore the single electron propagator cannot
‘see’ the breaking of TRS and its poles remain doubly
degenerate as in the case where TRS is preserved.
We now determine the condition under which the odd
terms in the self energy disappear. Let us start from an
AFM of a simple type in a 1D insulator to gain some
intuition. We assume that there is only one wavevector
p = 2π/s, where s > 1 is an integer. In the n-th (n ∈
odd) order term of Σ(ω,k), each qi must take either p
or −p, but because of the constraint ∑i qi = G, we can
easily see that if s = even, it is impossible to satisfy
the constraint with an odd number of qi’s, or in other
words, Σn∈odd(ω,k) = 0. Moreover, if s ∈ odd, there
are two cases: The first case is when n < s where it is
still not possible to satisfy the constraint if n ∈ odd, i.e.,
Σn∈odd,n<s(ω,k) = 0. The second case is when n ≥ s,
in this situation one may choose: q1 = ... = qs = p and
qs+k = (−1)kp for 0 < k ≤ n − s (since n − s = even
the sum over qs+k vanishes), to satisfy the constraint if
n ∈ odd, i.e., Σn∈odd,n≥s(ω,k) 6= 0, thereby breaking
the degeneracy. Thus, by use of this simple example, we
know that if s = even, all odd terms in Σ(ω,k) must
vanish and if s ∈ odd, the lowest nonvanishing odd order
is the s-th order.
A similar analysis can be made for the general case.
In a general commensurate AFM, there are a finite num-
ber of propagation vectors denoted by Q1, ...,Qm. At
each scattering, there is qi ∈ {Q1, ...,Qm}, so a generic
scattering process that contributes to the self energy
has zi times of momentum transfer Qi and satisfies∑
i ziQi = G. Therefore, if we want all odd orders in
Σ(ω,k) to vanish, we require that for any set of integers
zi=1,...,m satisfying
∑
i ziQi = G,
∑
i zi = even. This is
the sufficient and necessary condition under which every
pair of doubly degenerate poles of G0(ω,k) remains de-
generate in the poles of G(ω,k), given that the AFM field
is small enough to be treated as perturbation. (Unlike in
the simple 1D example, however, when the condition is
not satisfied, the general formula for the lowest order of
scattering that breaks the degeneracy is unknown to us.)
In this and the previous section, we have established
two equivalent sufficient and necessary conditions for
the preservation of Kramers’ degeneracy in an AFM TI,
which are:
(i) there exists a lattice vector D, the translation by
7which flips all spins in the AFM and
(ii) for any m integers satisfying
∑
i ziQi = G, then∑
i zi = even.
The actual proof of their equivalence is purely mathe-
matical and is hence deferred to the Appendix. Here we
comment that condition (i) is a direct extension of the
case discussed in the earlier work by Mong et al22, where
AFM field with propagation vector (0, 0, π), (0, π, π) or
(π, π, π) satisfies this condition. Condition (ii) is a con-
straint on the propagation vectors and these vectors
alone, making explicit the fact that the preservation of
Kramers’ degeneracy has nothing to do with the magni-
tudes or directions of M(Qi).
Besides relating the propagation vectors to the degen-
eracy in the energy spectrum, the analysis of perturba-
tion helps estimate the magnitude of the energy splitting
if condition (i) or (ii) is violated. To see this, we re-
turn to the simplest example of 1D AFM with wavevec-
tor p = 2π/s. We have mentioned that when s ∈ odd,
the lowest order of self-energy that breaks the Kramers’
degeneracy is the s-th order:
Σs(ω, k) = (M(p) · σ)G0(ω, k + p)(M(p) · σ)G0(ω, k + 2p)...(M(p) · σ)G0(ω, k + (s− 1)p)(M(p) · σ). (36)
The magnitude of this term is estimated as:
Σs(ω, k) (37)
∼ |M |
s
(ω − E(k + p))(ω − E(k + 2p))...(ω − E(k + (s− 1)p))
∼ |M |
s∏
i=1,...,s−1 |E(k)− E(k + ip)|
.
To go from the second to the last line, remember that
since we are interested in the correction to the position
of the real pole which is at ω = E(k) without AFM, we
can approximately substitute ω = E(k) into the second
line.
From this analysis, we can see that, assuming one can
treat AFM exchange field perturbatively, the splitting be-
comes exponentially small as s, or the period, increases,
justifying the intuition that when s is large enough, there
should be no difference between even s (no splitting) and
odd s (exponentially small splitting).
One can always use the same analysis to estimate the
splitting with a more complex magnetic structure. The
key point is to find the first term in the series expansion
that has odd number of M(q)’s. If the condition (ii)
does not apply, there exists among the sets of zi for which∑
i ziQi = G and
∑
i zi ∈ odd, a set for which k ≡
∑
i |zi|
is minimal and the energy splitting is
∆E ∝ |M |r. (38)
For the simplest example, suppose there are two propa-
gation vectors satisfying Q1 = 2Q2 = π/4. Both vectors
have even denominators, but since 2Q1 − Q2 = 0, three
scatterings (odd number) send an electron to its original
momentum, so the energy splitting should be |M |3, not
zero.
To solidify our understanding of the energy splitting,
we use explicit models of 1D insulators with commensu-
rate AFM. We take a basic four-band model for the TRS
part of the 1D insulator:
H0(k) = (m− cos(k))Γ0 + sin(k)(Γ1 + bΓ15), (39)
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FIG. 3. (a)Magnetic structure of a sinusoidal antiferromag-
net with wavevector Q = pi/5 described in Eq.(40). (b) The
energy splitting of the Kramers pair in a 1D TRS insulator
in the presence of AFM shown in (a) at k = 0 as a function
of the spatial period s of the AFM. Red dots correspond to
odd and blue empty circles correspond to even s’s. (c) Mag-
netic structure given by Eq.(41) with s = 10. (d) The energy
splitting of the Kramers pair in a 1D TRS insulator in the
presence of AFM shown in (c) at k = 0 plotted against the
AFM strength cubed, M3.
where Γ0 = 1 ⊗ τz , Γ1 = σx ⊗ τz , Γ2 = 1 ⊗ τy, Γ3 =
σy ⊗ τx, Γ5 =
∏
i=0,1,2,3 Γi and Γij = iΓiΓj . The time-
reversal operator is Θ = KΓ15. For the AFM part of
the Hamiltonian, we consider the magnetic structure of
a sinusoidal spin density wave with the period of s lattice
spacings (see Fig.3(a)):
J(x) =Mzˆ cos
2πx
s
. (40)
Taking the parameters m = 0.5, b = 0.01 and M =
0.1, we calculate the energy splitting of the Kramers’
degeneracy at k = 0 in the presence of the AFM field, and
plot it as a function of n in Fig.3(b). From this Fig.3(b),
8it is clear that when s = even, the energy splitting is zero
(considering the numerical error) and when s ∈ odd, the
energy separation decays exponentially with increasing
s for s ≫ 1, as predicted in Eq.(38). Next we consider
a magnetic structure with two harmonics, as shown in
Fig.3(c), given by
J(x) =Mzˆ(cos
2πx
s
+
1
2
cos
4πx
s
). (41)
Since Q1 = 2π/s and Q2 = 4π/s, there is Q1 − 2Q2 = 0.
This means that an electron at momentum k can return
to the initial state by three scatterings with the AFM
field, contributing a TRS odd term to the self-energy
which is proportional to |M |3. Therefore, according to
Eq.(38), the energy splitting should be proportional to
|M |3. In Fig.3(d), we plot the energy separation against
|M |3 for s = 10 and we find that the result is consistent
with the our analysis.
As a final remark, all this perturbative analysis re-
quires that |M(Qi)| be much smaller compared with the
energy separation |En(k) − E(k + Qi)| and hence does
not apply to flat band Hamiltonians where En(k) =
E(k + Qi). The proof by symmetry presented in the
previous section, however, applies to all cases.
IV. Z2-INVARIANT FOR AFM INSULATORS
In previous sections, we have derived the conditions
under which the Kramers’ degeneracy can be preserved
in an AFM insulator. Specially, we have derived that at
half of the TRIM (called B-TRIM) each energy level is
doubly degenerate. In a TRS insulator the degeneracy at
TRIM is key to defining the Z2 topological invariant in
2D and 3D. Therefore, in this section, we seek to define
the Z2 invariant in an AFM insulator while restricting
the discussion to dimensions d ≤ 3.
We start by inspecting the sewing matrix associ-
ated with ΘS symmetry at B-TRIM. Using Eq.(14) and
Eq.(15), we have:
Bmn(kinv) = 〈ψm(kinv)|ΘˆS |ψn(kinv)〉 (42)
= 〈Θˆ2Sψn(kinv)|ΘˆS |ψm(kinv)〉
= −〈ψn(kinv)|ΘˆS |ψm(kinv)〉
= −Bnm(kinv).
This tells us that the sewing matrix is antisymmetric at
all B-TRIM, which allows us to define the Pfaffian of the
sewing matrix and, with it, define a Z2 quantity δ0:
(−1)δ0 =
∏
kinv∈B-TRIM
Pf[B(kinv)]√
det[B(kinv)]
. (43)
For the Z2 index in Eq.(43) to be well-defined, we need a
smooth B(k) to have a consistent sign for the square root.
This essentially requires that Stoke’s theorem applies to
any non-contractible closed loop in the MBZ, or equiva-
lently, that any component of the Hall conductance σHij
must vanish. The Hall conductance can be calculated as1
σHij =
i
2π
∑
n∈occ
ǫij
∫
2D plane in 3D BZ
〈∂iun(k)|∂jun(k)〉d2k,
(44)
where |un(k)〉 = e−ik·r|ψn(k)〉 is the periodic part of the
Bloch wave function. In an insulator, the Hall conduc-
tance, being quantized for any 2D plane in the 3D BZ,
must be the same as we vary the out-of-plane component
of k. Therefore, we can simply take this component of k
to be zero. Using Eq.(14), we have
ǫij〈∂iun(k)|∂jun(k)〉 = ǫij〈∂jΘˆSun(k)|∂iΘˆSun(k)〉(45)
= ǫij〈∂jun(−k)|∂iun(−k)〉
= −ǫij〈∂iun(−k)|∂jun(−k).
Substitute this equation into Eq.(44) taking the other
km 6=i,j = 0, we have
σHij = 0. (46)
Eq.(46) states that, for any combination of i, j, there is
no obstruction to defining a smooth gauge for all occu-
pied states in the MBZ, making Eq.(43) a meaningful
definition.
However, this does not mean that δ0 defined in Eq.(43)
is a topological invariant, because we have not proved
that it is gauge invariant. To see this, we perform a
gauge transform that is continuous in MBZ:
|u′n(k)〉 =
∑
m∈occ
Unm(k)|um(k)〉, (47)
where U(k) is an arbitrary unitary matrix. The sewing
matrix in the new basis becomes
B′mn(k) =
∑
m′n′
U∗mm′(−k)Bm′n′(k)U †n′n(k). (48)
From Eq.(48) we have
det[B′(k)] = det[U∗(−k)] det[U †(k)] det[B(k)] (49)
= (det[U∗(k)])2 det[B(k)],
Pf[B′(kinv)] = det[U∗(kinv)]Pf[B(kinv)].
If in defining the complex square root func-
tion
√
z, we choose the branch cut such that
if the argument of z is within [0, 2π), we have
that det[U∗(kinv)]/
√
det2[U∗(kinv)] = ±1 if
arg[det[U∗(kinv)]] ∈ [0, π) and arg[det[U∗(kinv)]] ∈
[π, 2π), respectively. If for odd number of kinv we have
arg[det[U∗(kinv)]] ∈ [π, 2π), the Z2-number defined in
Eq.(43) changes its value and is therefore gauge variant.
In a 1D ΘS-symmetric insulator, the only B-TRIM
is k = 0. If we can find a gauge choice with
arg[det[U∗(0)]] ∈ [π, 2π), the Z2 number becomes gauge
variant. Consider a constant gauge transform: Umn =
δmn(1 − 2δm1). By choosing this gauge we simply rede-
fine the wave functions of the first band by multiplying a
9factor of −1 while the wave functions of the other bands
remain the same. Therefore, we have det[U∗] = −1. Un-
der this new gauge the Z2-number changes its value and
is a gauge variant quantity, and hence no topological ΘS-
symmetric insulators exist in 1D.
If one considers a 2D ΘS-symmetric insulator, there
are three possible lattice translation vectors (D’s): D1 =
aM1 /2,D2 = a
M
2 /2,D3 = (a
M
1 + a
M
2 )/2, where a
M
1,2 are
the basis vectors of the magnetic superlattice. The ques-
tion comes down to if we can find a gauge satisfying
arg[det[U∗(kinv)]] ∈ [π, 2π) at one of the two B-TRIM.
WhenD = D1, there are two B-TRIM located atK1 = 0
and K2 = b
M
2 /2. Consider the gauge transform
Umn(k) = δmn(1 + (exp(ik · aM2 )− 1)δm1). (50)
In this gauge, the wave function of the first band is multi-
plied by a factor of exp(ik ·aM2 ) while the wave functions
of the other bands remain unchanged34. Using Eq.(49)
we easily obtain det[B′(K1)] = 1, det[B′(K2)] = −1.
This gauge choice changes the value of the Z2-number.
For the other two possible D vectors, one can choose
the gauge Umn(k) = δmn(1 + (exp(ik · aM1 )− 1)δm1) and
Umn(k) = δmn(1 + (exp(ik · (aM1 − aM2 )) − 1)δm1) and
reach the same conclusion. Therefore the Z2-number as
defined in Eq.(43) is gauge variant also in 2D.
The gauge variance in 1D and 2D can be physically
understood by applying the established theory classifying
TRS insulators. To see this, one notices that the equation
k · D = 0 defines a d − 1-dimensional subsystem of the
d-dimensional AFM insulator, in which we have
[ΘˆS , Hˆd−1] = 0, (51)
Θˆ2S = − exp(2k ·D) = −1.
These two equations are the defining properties of the
symplectic class29 (class AII). Hence, the subsystem
equals a spinful TRS insulator in d− 1-dimension. Since
the topological classification of 0D and 1D symplectic
insulators is trivial, the 1D and 2D ΘS-symmetric insu-
lators must also be trivial. Therefore the Z2-number as
defined in Eq.(43) must be gauge variant in 1D and 2D,
and no 1D and 2D ΘS-symmetric TI’s exist.
In the same light, the gauge invariance of the Z2-
number in 3D ΘS-symmetric AFM insulators is easy to
understand. The Hamiltonian constrained to the 2D
plane satisfying k// ·D = 0 is exactly the same as a 2D
TRS insulator with time-reversal symmetry replaced by
ΘS , the combined symmetry, for which the Z2-invariant
given by Fu and Kane can be written down
(−1)δ0 =
∏
k
//
inv
Pf[B(k//inv)]√
det[B(k//inv)]
. (52)
There are eight TRIM and four B-TRIM in any 3D insu-
lator, and due to exp(2ik
//
inv ·D) = 1, all four k//inv’s are
B-TRIM in the 3D MBZ. As a result, the Z2 quantity
defined in Eq.(52) is exactly the same as the one defined
in Eq.(43) for 3D AFM insulators. Since in 2D TRS
insulators the Z2 quantity defined in Eq.(52) is gauge-
invariant, we conclude that the Z2 quantity defined in
Eq.(43) is also gauge invariant.
While we have proved that all ΘS-symmetric AFM
insulators have Kramers’ degeneracy at B-TRIM, only
in 3D can we define the Z2 topological invariant. How-
ever, when there are additional symmetries beyond ΘS
in the system, these invariants may be defined in lower
dimensions12,13,15. For example, when spatial inversion
symmetry is present in the system, we can have well-
defined Z2 invariants in all dimensions. To see this, as-
sume Pˆ to be the inversion symmetry operator in the
single-particle Hilbert space. The commutation relation
between the inversion operator and an arbitrary transla-
tion operator is
TˆrPˆ = Pˆ Tˆ−r, (53)
and the commutation relation between the inversion op-
erator and time-reversal operator is
ΘˆPˆ = Pˆ Θˆ. (54)
Therefore we have the commutation relation between ΘˆS
and Pˆ as
Pˆ ΘˆS = Pˆ ΘˆTˆD (55)
= ΘˆTˆ−DPˆ
= ΘˆSPˆ Tˆ2D.
At B-TRIM, we have Tˆ2D|ψn(kinv)〉 = |ψn(kinv)〉. This
means in the subspace spanned by the two degenerate
states at any B-TRIM, the inversion operator and ΘˆS
commute. If one state has parity (inversion eigenvalue)
+1 (−1), the other must have the same parity. This
allows us to define the following Z2 invariant ζ0:
(−1)ζ0 =
∏
kinv∈B-TRIM,n∈occ/2
ζn(kinv), (56)
where ζn is the parity of the n-th occupied band and
the multiplication over occ/2 means only one state in a
Kramers’ pair is chosen. This definition applies to 1,2
and 3D and can be extended using the same definition
to any dimensions. These insulators, being stabilized by
the added inversion symmetry, will, however, not exhibit
gapless boundary modes in the energy spectrum but only
in the entanglement spectrum.
V. GAPLESS BOUNDARY MODES
In 2D and 3D TRS insulators, there are odd num-
ber of Dirac boundary modes in Z2 non-trivial insula-
tors and even number (including zero) of Dirac boundary
modes in Z2 trivial insulators, i.e., on the surface Bril-
louin zone (SBZ) of a 3D TRS TI, there must be at least
one Dirac node at one of the TRIM. At that Dirac point
a Kramers’ pair protected by time-reversal symmetry is
located. Breaking TRS, in general, can gap the Dirac
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point. For example, when the Fermi energy is close to
the Dirac point energy, a magnetic field in a 2D TRS
TI localizes the edge modes35; and in a 3D TRS TI, ap-
plying an FM Zeeman field on the surface opens gap at
each Dirac point and makes the surface a 2D quantum
anomalous Hall insulator, with each gapped Dirac node
contributing ±e2/h36.
When an AFM field is applied to a TRS TI, however,
the Dirac point at a B-TRIM is still doubly degenerate
if the system, with the open surfaces, still possesses ΘS-
symmetry. This requirement not only implies that the
bulk preserves ΘS-symmetry, but also implies that the
surface termination does not violate that symmetry. This
essentially puts constraints on how the system should be
terminated in real space.
We want to find out what types of surface terminations
can preserve the Dirac nodes, i.e., the ΘS-symmetry.
First we remember that although we have been using D
as if it were a unique vector, in fact D is unique only up
to a magnetic lattice translation, i.e., any D′ = D+LM
is also a translation vector that inverts all spins. We
so far have made no distinction between them because
in a periodic system, if ΘˆS = ΘˆTˆD is a symmetry then
Θˆ′S = ΘˆTˆD′ is also a symmetry and vice versa. For an
open system, in order to preserve ΘS , we need at least one
D that (i) inverts all spins and (ii) is parallel to the sur-
face. Rewrite Eq.(24) after expanding LM =
∑
i nia
M
i
D =
∑
i=1,...,d
(ni +
xi
2
)aMi , (57)
where ni is an arbitrary integer and xi is either zero or
unity with at least one xi being unity. (Here we assume
that d is a dimension in which there is non-trivial topo-
logical class for TRS insulators10.) If we use N to denote
the normal direction of an open boundary, the protec-
tion of surface states require the existence of a set of
{n1, ..., nd} in Eq.(57) such that
N ·D = 0. (58)
The above result may be understood from a more phys-
ical point of view. When the condition Eq.(58) is met,
all spins on the boundary change sign under an in-plane
translation of D, and hence the total magnetization on
the boundary is zero. To the lowest order perturba-
tion, the total magnetization, i.e., ferromagnetism, on
the boundary opens a Zeeman gap at a TRIM. No gap is
opened to first order when the total magnetization van-
ishes. On the other hand, if N is not perpendicular to
any D, the total magnetization on the surface becomes
finite and a gap is opened. The gap can be estimated
by calculating the total magnetization within the decay
length of the surface states. To be more concrete, let us
consider a 2D AFM insulator, the TRS part of which is
given by
H0(kx, ky) = (m− cos(kx)− cos(ky))Γ0 (59)
+
∑
i=x,y
sin(ki)(Γi + bΓi5).
This tight-binding model can be considered as repre-
FIG. 4. (a) Different terminations of a 2D AFM insulator with
propagation vector (pi, pi), for which the coordinates of sites on
the boundary satisfy y = nx. (b) The energy separation at the
Dirac point of the system described by Eq.(59) with kz = 0,
m = 1.5 andM = 0.2, as a function of the inverse slope of the
cut for n ∈ odd. If n ∈ even, the energy separation is zero.
senting the 2D TRS TI of HgTe for momenta near Γ as
1 < |m| < 225. The configuration of the AFM field is
given by (see Fig.4(a))
J(x, y) =Mzˆ cos(πx) cos(πy). (60)
It is easy to see that this AFM insulator has ΘS symme-
try, with D = (aM1 +a
M
2 )/2+L
M , where aM1,2 = a2±a1.
We choose several boundaries (edges) with the form:
Nn = −na1 + a2. (61)
For n ∈ even, Eq.(58) is satisfied, by finding D =
n/2(aM1 − aM2 ) + (aM1 + aM2 )/2 = a1 + na2; but if
n ∈ odd, Eq.(58) is unsatisfied and a gap is opened at
the Dirac point. There are two ways to see the latter
point: first, one can try to solve Eq.(58) substituting
Nn with x1 = x2 = 1 and find that no integer solu-
tion for ni’s exists, or one simply notices that along the
cut, the spins are all ferromagnetically aligned, so it is
impossible to find any translation along the edge that in-
verts all spins. Along the edge, the distance between
two nearest sites is
√
n2 + 1a, so the number of sites
per unit length is ρ = 1/
√
n2 + 1a ∼ 1/na and the dis-
tance between the first and the second layer of atoms is
dn = a/
√
1 + n2 ∼ a/n. The decay length of the edge
mode at TRIM can be estimated as l ∼ vF /∆bulk, where
vF is the Fermi velocity at the Dirac point without AFM
and ∆bulk is the bulk insulating gap. The total magne-
tization close to the surface, or the ferromagnetic gap, is
therefore
∆En ∝ ρ(1− exp(−d/l) + exp(−2d/l)− ...) (62)
= ρ/(1 + exp(−d/l))
∝ 1/n,
when n is large. By choosing the parameters m = 1.5,
b = 0.01 andM = 0.2, we calculate the energy separation
of the Dirac point at k = Γ¯ in the edge Brillouin zone
(EBZ). In Fig.4(b), the energy separation is plotted ver-
sus 1/n, and the linearity of the curve confirms Eq.(62).
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This corroborates our intuition that when n is large, a
surface with n ∈ even and n ∈ odd cannot be physically
distinguished.
We have so far discussed whether the boundary Dirac
modes are stable against a perturbative AFM field. Does
this hold beyond the regime of perturbation? Topologi-
cal protection of gapless boundary modes in TI’s means
that: (1) the Dirac point is not split and (2) the boundary
bands always lie in the bulk gap connecting the conduc-
tion and the valence bands through spectral flow. The
second point is important because otherwise one can adi-
abatically push whole boundary band into the conduc-
tion or the valence bands, making the system undistin-
guishable from a trivial insulator. We will from now on
focus on whether the boundary gapless modes can re-
main within the bulk gap, or if they can be adiabatically
pushed into the conduction or the valence bands.
We begin by considering a 2D TRS TI subject to a
perturbative AFM field that is ΘS-symmetric, in order
to show from another perspective that AFM TI does not
exist in 2D. We terminate the system and make an edge,
the normal direction of which satisfies Eq.(58) for some
D. Along the edge, a translation by D flips all spins,
therefore we know the magnetic unit cell on the edge is
of length 2D and the edge Brillouin zone (EBZ) extends
from −pi
2D to
pi
2D . Within the EBZ there are two TRIM:
K1 = 0 and K2 =
pi
2D . By the definition of A-TRIM and
B-TRIM (see below Eq.(25)), we know that only K1 is
a B-TRIM. Therefore, without additional symmetries, in
the EBZ, the edge bands must be doubly degenerate at
K1 (zone center) and non-degenerate atK2 (zone corner).
The non-degeneracy at zone corner is the key difference
of this edge band dispersion from the dispersion of edge
bands of all 2D TRS TI’s and prevents the existence of
spectral flow from the conduction band to the valence
band.
In Fig.5(a), a schematic edge dispersion is plotted.
There are two Dirac cones because the dispersions of both
edges (left and right) are shown. The topology of a band
structure remains unchanged as one arbitrarily distorts
its shape without breaking any protected degeneracy. In
our case, without a degeneracy at the zone corner, one
can distort the dispersion from Fig.5(a) to Fig.5(b) and
finally to Fig.5(c) where a full gap is obtained, without
closing the bulk gap. Since we have always preserved the
degeneracies at the zone center, the fully gapped system
in Fig.5(c) is topologically undistinguishable from the one
in Fig.5(a) where we have gapless edge modes. From this
simple picture, we conclude that in a 2D AFM insulator,
there is no protected gapless edge mode, although in the
perturbation regime, the Dirac points of a TRS TI do
not split and remain gapless.
We explicitly realize the scenario sketched in Fig.5(a-
c) in the 2D model given in Eq.(59), but with a magnetic
structure
J(x, y) =Mzˆ cos(πy). (63)
The system is cut along y-direction and according to
Eq.(58), the degeneracy at Γ in the EBZ is preserved. If
we chooseM = 0.2, the dispersion, plotted in Fig.5(d), is
similar to that of the edge mode of a TRS 2D TI. Then
we increase the strength of the AFM field to M = 0.4
(see Fig.5(e)) and add different chemical potentials on
the left and the right edges µL = −µR = 0.5, the disper-
sion becomes the one shown in Fig.5(f), exhibiting a full
gap between the conduction and the valence bands.
!"#$
!%#$
!&#$ !'#$
!(#$
!)#$
k
E
k
E
k
E
k
E
k
E
k
E
0 0pi pi
(c) (f)
FIG. 5. (a-c) Edge state dispersion under different param-
eters without breaking the symmetries. It shows an adia-
batic process, from (a) to (c), in which a full gap is open
between the edge bands. (d-f) Edge and bulk dispersion of
a 2D TRS TI described by Eq.(59) subject to AFM given
by Eq.(63), in which the edge is along y-axis. From (d) to
(f), the bias potential is increased to separate the edge bands
without either breaking the symmetry or closing the band
gap. In (d), M = 0.2 (perturbative) and in (e,f), M = 0.4
(non-perturbative).
In 3D, consider a system with a surface having normal
vectorN. We can define the magnetic supercell, spanned
by aM1,2,3 such that a
M
1,2 are parallel to the surface, i.e.,
perpendicular to N. (Generally speaking, such a choice
breaks point group symmetries of the original lattice, but
these symmetries are irrelevant in this paper.) Defining
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bM1,2,3 from a
M
1,2,3, we see that the SBZ is spanned by b
M
1,2,
with three TRIM being Γ¯ = 0, X¯ = bM1 /2, Y¯ = b
M
2 /2
and M¯ = (bM1 + b
M
2 )/2.
Since D is parallel to the surface, it must be equal,
up to an in-plane superlattice vector, to one of the fol-
lowing translation vectors: D1 = a
M
1 /2, D2 = a
M
2 /2 or
D3 = (a
M
1 + a
M
2 )/2. According to the definitions of A-
TRIM and B-TRIM we find that the B-TRIM are Γ¯, Y¯
when D = D1. Therefore, if we look at the band struc-
ture along ΓY , there will be a protected surface mode
always inside the bulk gap. On the other hand, when we
look at the band structure along Γ¯X¯, we recover the situ-
ation discussed for 2D AFM insulators, in which the sur-
face band is doubly degenerate at Γ¯ but non-degenerate
at X¯, and can therefore be fully gapped by deformation.
However, since along Γ¯Y¯ the surface mode always con-
nects the conduction and the valence bands, the surface
band as a whole is still topologically protected, and can
never be pushed into the conduction or the valence band.
The B-TRIM are Γ¯, X¯ when D = D2, and Γ¯, M¯ when
D = D3. Similar statements on the surface modes can
be made for these two cases by knowing the B-TRIM.
To summarize the discussion of 3D AFM TI, we have
proved that for an open surface that does not break the
ΘS-symmetry, there is an odd number of surface bands
crossing the band gap. The dispersion of these surface
bands differ from those of 3D TRS TI in that along the
direction having exp(2ik · D) = 1, the dispersion runs
from the valence to the conduction band just like the
surface band of a TRS TI, but along the other direction,
the dispersion does not touch the conduction or the va-
lence band.
It should be noted that the statement on the existence
of protected boundary modes runs completely in parallel
to the statement concerning whether a Z2-invariant can
be defined. In a 2D AFM insulator, one cannot define
a Z2-invariant because the quantity defined in Eq.(43) is
gauge variant in 2D, while in this section we have proved
that it does not have protected edge modes that exhibit
spectral flow, unlike 2D TRS TI, either. In a 3D AFM
insulator, one can define a Z2-invariant by Eq.(43) and
at the same time, when it is Z2-non-trivial, there is an
odd number of protected surface modes inside the bulk
gap.
Below we use an explicit model to demonstrate the
above statements. The TRS part of the 3D model is
given by
H0(k) = (m−
∑
i
cos ki)Γ0 (64)
+
∑
i
sin ki(Γi + bΓi5),
with parameters m = 2.5 and b = 0.01. This tight-
binding model is equivalent to the one for Bi2Se/Te3 in
the continuum limit28, and on each open surface has a
Dirac cone centered at Γ of the SBZ. The AFM field is
given by
J(z) =Mzˆ cos
2πz
n
. (65)
We choose the yz-plane as the open surface. Based on
Eq.(58), we know that the Kramers’ pair at Γ¯ of the SBZ
is preserved if n ∈ even. The dispersion on the SBZ
for n = 2, 4, 6, 8 are plotted in Fig.6(a-d) for M = 0.2.
From these figures, we can see that the band dispersion
along y-axis and that along z-axis are very different be-
cause Y¯ is a B-TRIM and Z¯ an A-TRIM. Along y-axis,
the band dispersion always cross from the valence band
to the conduction band, while along z-axis, the disper-
sion reaches a maximum energy below the conduction
band; and the maximum energy decreases as n increases.
A more experimentally accessible quantity than the en-
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FIG. 6. The dispersion of the central surface band in the MBZ
on surface in a 3D AFM TI with magnetic structure given by
Eq.(65) with n = 2, 4, 6, 8, respectively. The spectral weight
for the first two layers of the surface is overplotted with the
dispersion.
ergy dispersion is the electron spectral weight that can
be directly measured in an angle resolved photoemission
spectroscopy18,37,38 (ARPES),
A(ω,k) =
∑
α,τ,n
Im
∫
dt〈cn,ατ (k)c†n,ατ (k, t)〉 exp(iωt),
(66)
where n denotes the layer the electronic operator is acting
on (because the translational symmetry has been bro-
ken in the stacking direction). In reality, ARPES is a
surface probe and therefore cannot penetrate an arbi-
trary number of layers of atoms, and here we assume
that it only probes the spectral weight of the surface
rather than the bulk states. For a rough estimate, we
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only add up the contribution from the first two layers in
Eq. (66). In Fig.6, the surface spectral weight is over-
plotted with the band dispersion, where lighter/darker
means higher/lower spectral weight. From these figures,
we can see that for AFM TI with large wavevector (small
n), e.g., n = 2, the spectral weight seen in experiment
differs only minutely from what can be seen on the sur-
face of a 3D TI, because the zone corner where the band
bends backwards is actually filled with states distributed
mainly in the bulk. As n-increases, the surface states
begin to show some downward bending along the z-axis.
FIG. 7. The k-resolved spectral weight on the open surface
of a 3D AFM TI with a magnetic structure given in Eq.(65).
The spectral weight is plotted for E = 0.3, 0.5, 0.7 in Row 1,2
and 3 respectively. The first column corresponds to M = 0,
that is, a TRS TI; the second one corresponds to M = 0.2
and n = 4; the third column corresponds to M = 0.2 and
n = 8. The color bar shows the distribution of a state on the
first two layers of the surface where unity means completely
bound to the surface.
In Fig.7, we have plotted the spectral weight at certain
energies, assuming that ARPES can only pick up spectral
weight from the first two layers. From these figures we
can see that if there is no AFM, the equal energy contour
is always closed, but when M 6= 0, at very low energy it
is still closed but becomes open in the z-direction as one
increases the energy. The critical energy at which the FS
becomes open decreases as n increases (or the wavevector
decreases). As opposed to the equal energy contours in
the dispersion plotted in Fig.6 which are always closed,
the intensity plot of the spectral weight can show open
arcs. This is because the states far away from the Dirac
point are mostly bulk states having small spectral weight
on the surface.
VI. DISCUSSION
What are the possible realizations of an AFM TIs?
In Ref.[22], GdBiPi was suggested as a TI with intrin-
sic AFM ordering due to the presence possibly strong
and frustrating spin exchange coupling. Experimentally,
there has been no report of any TI that is AFM or-
dered. On the other hand, in principle, we may use
AFM substrate to induce AFM ordering in a TI thin
film. For example, substrates of under-doped cuprates
and the parent compounds of iron-based superconduc-
tors have strong AFM orderings and can induce AFM
in the TI thin film with propagation vector (π, π, 0) and
(π, 0, 0), respectively32,39. For more complex AFM pat-
terns one can use substrates with spiral antiferromag-
netism or sinusoidal antiferromagnetism. In practice,
we need the lattice matching between the substrate and
the TI. For example, AFM substrates with tetragonal
(cuprates) and orthogonal (iron-based superconductors)
lattices in general do not match the rhombohedral lat-
tice of Bi2Se/Te3. But based on the fact that the lat-
tice constants in the 122-family of iron-based supercon-
ductors (∼ 4A˚) are close to the lattice constant of the
recently suggested TI of SmB6
40–42 (∼ 4.13A˚), we spec-
ulate that one may use the AFM state of 122 iron-based
superconductors to induce stripe-like AFM in a thin film
of SmB6. If the lattices do not match, we need them to
be at least commensurate with each other. In that case,
at the interface, one needs to redefine superlattice, such
that under translations by the redefined superlattice vec-
tors, both lattices are invariant. Then we can calculate
the propagation vectors in the new basis and check if
ΘS-symmetry is preserved. If it is, from the theory we
know that the AFM preserves the Dirac degeneracy of
the surface states, but makes the dispersion anisotropic
as shown in Fig.7.
Part of the discussion for AFM insulators can be easily
extended to superconductors with coexisting AFM order-
ings. Specially, suppose we consider the superconductors
with TRS and spin-orbital coupling (class DIII), and with
an intrinsic or induced AFM coexisting with SC. If the
system is ΘS-symmetric, the d − 1-dimensional subsys-
tem defined by k ·D = 0 belongs to class DIII, where the
TRS is replaced by ΘS which for this subsystem satis-
fies Θˆ2S = −1. Therefore a d-dimensional AFM SC with
ΘS symmetry has the same topological classification as
a d − 1-dimensional TRS superconductors (class DIII).
From the general classification in Ref.9, 2D and 1D DIII
superconductors have Z2 classification; therefore, 3D and
2D ΘS-symmetric superconductors also have Z2 classifi-
cation. The state with coexisting AFM and SC may be
realized by inducing an AFM in a 3D TSC thin film;
for 3D TSC materials, copper doped Bi2Se/Te3
43 and
indium doped SnTe44 have been proposed. We have as-
sumed that no symmetry exists other than ΘS , but in
general AFM materials can have non-trivial magnetic
groups, which possibly lead to much richer topological
classifications beyond the scope of the current work.
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VII. CONCLUSION
In this paper, we carry out a general study of the role
of commensurate antiferromagnetism in topological in-
sulators, generalizing the previous results of Ref.22. The
Hamiltonian of the electrons is modeled by a general TRS
tight-binding model subject to a space dependent peri-
odic Zeeman field having zero average (zero ferromag-
netism). It is found that when there exists a lattice trans-
lation D that reverses the AFM field at every site, the
Kramers’ pairs at half of the TRIM are unbroken by the
AFM field, while at the other half of the TRIM the eigen-
values are generically non-degenerate. The existence of
D is guaranteed when the Fourier modes of the AFM
field satisfies the following condition: for any set of m in-
tegers z1,...,m, if
∑
i=1,...,m ziQi = G, then
∑
i=1,...,m zi
must be even, where Qi’s are the propagation vectors of
the AFM field. If this condition is not met, the energy
splitting of the Kramers’ pair can be estimated by know-
ing the propagation wavevectors of the AFM field. Fur-
thermore, we show that the Kramers’ pairs at half of the
TRIM make possible the definition of a new Z2-quantity
similar to the one defined for TRS insulators. However,
the new Z2-index is only meaningful in 3D, but not in
1D or 2D (as it becomes a gauge variant quantity). The
surface manifestation of the new Z2-index is the presence
of gapless Dirac modes in 3D AFM TIs. There are three
differences between the surface modes of a AFM TI and
those of a TRS TI: (i) to see the surface states, in AFM
TI the surface of termination must preserve the combined
symmetry ΘS while in TRS TI the system can be termi-
nated at any surface; (ii) in a AFM TI, the dispersion of
the surface band only connects the conduction and va-
lence bands in one direction, but is separated from the
bulk bands along the other direction, while in a TRS TI
the surface band connects the conduction and the valence
bands along any direction; (iii) the spectral weight of the
surface states at a certain in-gap energy makes a closed
loop in a TRS TI, but appears as disconnected arcs in an
AFM TI at energies away from the Dirac point. We dis-
cuss the materials in which the theory can be applied and
also how the theory can be easily extended to the case
of topological superconductors with coexisting AFM or-
ders. Since in our work we have not assumed any other
symmetry or any specific magnetic structure, the theory
applies to general insulators with commensurate AFM.
ACKNOWLEDGMENTS
CF is supported by ONR - N0014-11-1-0728, and ac-
knowledges travel support from ONR - N00014-11-1-
0635 and David and Lucile Packard Foundation. MJG
acknowledges support from the AFOSR under grant
FA9550-10-1-0459 and the ONR under grant N0014-11-
1-0728. BAB is supported by NSF CAREER DMR-
095242, ONR - N00014-11-1-0635, Darpa - N66001-11-
1-4110, and David and Lucile Packard Foundation. We
thank M. Z. Hasan for useful discussions. CF thanks J.
Liu for helpful discussions and specially thanks T. Mao
for his help with the Appendix.
1 D. J. Thouless, M. Kohmoto, M. P. Nightingale, and
M. den Nijs, Phys. Rev. Lett. 49, 405 (1982).
2 M. Konig, S. Wiedmann, C. Brune, A. Roth,
H. Buhmann, L. W. Molenkamp, X.-L. Qi,
and S.-C. Zhang, Science 318, 766 (2007),
http://www.sciencemag.org/cgi/reprint/318/5851/766.pdf.
3 D. Hsieh, D. Qian, L. Wray, Y. Xia, Y. S. Hor, R. J. Cava,
and M. Z. Hasan, Nature 452, 970 (2008).
4 P. Roushan, J. Seo, C. V. Parker, Y. S. Hor, D. Hsieh,
D. Qian, A. Richardella, M. Z. Hasan, R. J. Cava, and
A. Yazdani, Nature 460, 1106 (2009).
5 J. G. Checkelsky, Y. S. Hor, R. J. Cava, and N. P. Ong,
Phys. Rev. Lett. 106, 196801 (2011).
6 F. D. M. Haldane, Phys. Rev. Lett. 61, 2015 (1988).
7 M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045
(2010).
8 X. L. Qi and S. C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
9 A. P. Schnyder, S. Ryu, A. Furusaki, and A. W. W. Lud-
wig, Phys. Rev. B 78, 195125 (2008).
10 A. Kitaev, AIP Conf. Proc. 1134, arXiv:0901.2686. (2009).
11 S. Ryu, A. P. Schnyder, A. Furusaki, and A. W. W. Lud-
wig, New Journal of Physics 12, 065010 (2010).
12 T. L. Hughes, E. Prodan, and B. A. Bernevig, Phys. Rev.
B 83, 245132 (2010).
13 A. M. Turner, Y. Zhang, R. S. K. Mong, and A. Vish-
wanath, Phys. Rev. B 85, 165120 (2012).
14 A. Alexandradinata, X. Dai, and B. A. Bernevig,
1208.4234 (2012).
15 C. Fang, M. J. Gilbert, and B. A. Bernevig,
arXiv:1207.5767 (2012).
16 C. Fang, M. J. Gilbert, X. Dai, and B. A. Bernevig, Phys.
Rev. Lett. 108, 266802 (2012).
17 T. Hsieh, H. Lin, J. Liu, W. Duan, A. Bansil, and L. Fu,
arXiv:1202.1003 (2012).
18 S.-Y. Xu, C. Liu, N. Alidoust, D. Qian, M. Neupane, J. D.
Denlinger, Y. J. Wang, L. A. Wray, R. J. Cava, H. Lin,
A. Marcinkova, E. Morosan, A. Bansil, and M. Z. Hasan,
arXiv:1206.2088 (2012).
19 Y. Tanaka, Z. Ren, T. Sato, K. Nakayama, S. Souma,
T. Takahashi, K. Segawa, and Y. Ando, Nat. Phys. 8,
800 (2012).
20 X. Wan, A. M. Turner, A. Vishwanath, and S. Y.
Savrasov, Phys. Rev. B 83, 205101 (2011).
21 G. Xu, H. Weng, Z. Wang, X. Dai, and Z. Fang, Phys.
Rev. Lett. 107, 186806 (2011).
22 R. S. K. Mong, A. M. Essin, and J. E. Moore, Phys. Rev.
B 81, 245209 (2010).
23 H. A. Kramers, Proc. Amsterdam Acad. 33, 959 (1930).
15
24 C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 146802
(2005).
25 B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, Science
314, 1757 (2006).
26 L. Fu and C. L. Kane, Physical Review B (Condensed Mat-
ter and Materials Physics) 74, 195312 (2006).
27 L. Fu, C. L. Kane, and E. J. Mele, Physical Review Letters
98, 106803 (2007).
28 H. Zhang, C.-X. Liu, X.-L. Qi, X. Dai, Z. Fang, and S.-C.
Zhang, Nat. Phys. 5, 438 (2009).
29 A. Altland and M. R. Zimbauer, Phys. Rev. B 55, 1142
(1997).
30 X.L. Qi, Y.S. Wu, and S.C. Zhang, Phys. Rev. B 74,
045125 (2006).
31 X.-L. Qi, T. L. Hughes, and S.-C. Zhang, Phys. Rev. B
81, 134508 (2010).
32 C. C. Tsuei and J. R. Kirtley, Rev. Mod. Phys. 72, 969
(2000).
33 M. Wang, C. Fang, D.-X. Yao, G. Tan, L. W. Harriger,
Y. Song, T. Netherton, C. Zhang, M. Wang, W. Stone,
Matthew B.and Tian, J. Hu, and P. Dai, Nat. Commun.
2, 580 (2011).
34 L. Fu and C. L. Kane, Phys. Rev. B 76, 045302 (2007).
35 P. Delplace, J. Li, and M. Bu¨ttiker, Phys. Rev. Lett. 109,
246803 (2012).
36 C.-Z. Chang, J. Zhang, X. Feng, J. Shen, Z. Zhang,
M. Guo, K. Li, Y. Ou, P. Wei, L.-L. Wang, Z.-
Q. Ji, Y. Feng, S. Ji, X. Chen, J. Jia, X. Dai,
Z. Fang, S.-C. Zhang, K. He, Y. Wang, L. Lu, X.-
C. Ma, and Q.-K. Xue, Science 340, 167 (2013),
http://www.sciencemag.org/content/340/6129/167.full.pdf.
37 D. Hsieh, Y. Xia, L. Wray, D. Qian, A. Pal, J. H. Dil,
J. Osterwalder, F. Meier, G. Bihlmayer, C. L. Kane, Y. S.
Hor, R. J. Cava, and M. Z. Hasan, Science 323, 919 (2009).
38 D. Hsieh, Y. Xia, D. Qian, L. Wray, J. H. Dil, F. Meier,
L. Patthey, J. Osterwalder, A. Fedorov, A. B. H. Lin,
D. Grauer, Y. Hor, R. Cava, and M. Hasan, Nature 460,
1101 (2009).
39 C. de la Cruz, Q. Huang, J. W. Lynn, J. Li, W. Ratcliff, II,
J. L. Zarestky, H. A. Mook, G. F. Chen, J. L. Luo, N. L.
Wang, and P. Dai, Nature 453, 899 (2008).
40 F. Lu, J. Zhao, H. Weng, Z. Fang, and X. Dai, Phys. Rev.
Lett. 110, 096401 (2013).
41 S. Wolgast, C. Kurdak, K. Sun, J. W. Allen, D.-J. Kim,
and Z. Fisk, arXiv:1211.5104v2 (2012).
42 J. Botimer, D. Kim, S. Thomas, T. Grant, Z. Fisk, and
J. Xia, arXiv:1211.6769 (2012).
43 L. Fu and E. Berg, Phys. Rev. Lett. 105, 097001 (2010).
44 S. Sasaki, Z. Ren, A. A. Taskin, K. Segawa, L. Fu, and
Y. Ando, Phys. Rev. Lett. 109, 217004 (2012).
Appendix A: The equivalence between the two
sufficient and necessary conditions of the
ΘS-symmetry
In the text, we derived two conditions for the AFM
to have ΘS-symmetry from different physical perspec-
tives. First, ΘS-symmetry is equivalent to the existence
of a lattice vector D, the translation by which inverts all
spins. From considering AFM as perturbation, however,
ΘS-symmetry means that for any given set of m integers
z1,2,...,m, if
∑
i ziQi = G, then
∑
i zi = even. These two
conditions are asserted to be mathematically equivalent
to each other; but the equivalence is not made transpar-
ent in the text and is proved in this Appendix. This
Appendix is purely mathematical and may be skipped
unless one needs to be convinced of the assertion by a
formal proof.
First we formulate the statement in a more mathe-
matical fashion. Suppose the commensurate AFM has
m propagation vectors, each having d components (in a
d-dimensional space). We can put these vectors into a
d×m rational matrix, where qij = ai ·Qj/2π is the i-th
coefficient of Qj expanded in terms of bi. The lattice
vector D can be expanded in ai’s, D =
∑
i=1,...,dDiai.
In these symbols, the two conditions can be put into the
following two statements:
For a given matrix q,
SA: ∃ D = (D1, ..., Dd) ∈ Zd, s.t. 2DT q ∈ (2Z + 1)m;
SB: ∀ z ∈ Zm s.t. qz ∈ Zd, there is
∑
i=1,...,m zi = even.
To understand why the satisfying SA is equivalent to the
existence of D inverting all spins, simply notice that if
SA is true, there is D ·Qj = odd ∗ π for any j.
We will follow the steps, detailed in three subsections,
to prove that the statements SA and SB are equivalent:
1. Define a set of linear transformations on any given
q, q′ = RqC, where R is an integer d × d matrix and
C a m ×m matrix with integer entries. Then we prove
that if SA,B(q) = 1, then SA,B(q
′) = 1 and vice versa.
(Here by SA,B(q) = 0/1, we mean that SA,B is false/true
for matrix q.) In other words, SA,B are invariant under
these transformations. 2. Prove that using the above
transformations, any given q can be transformed into one
of the basic forms, to be defined later. 3. Prove that for
any matrix q0 of a basic form, SA,B(q0) = 1 or SA,B(q0) =
0. There are five basic forms: B1 = 0d×m; B2 satisfies
(B2)1j = p1j/2
k
1j where p1j 6= 0 and k1j = k1j′ for any
j, j′; B3’s has at least one column that is zero; B
′
1 is a
diagonal matrix with first ic elements being in the form
qii = pii/2
kii where pii 6= 0, and all the other elements
are zero; B′2 is a block-diagonal matrix with the upper
block a diagonal matrix of dimension if − 1 satisfying
qii = pii/2
kii where pii 6= 0 and the lower block in the
form of B2.
1. Linear transformations that leave SA,B invariant
Below we define seven transformations on q that leave
SA,B(q) invariant:
(i) interchange two rows in q;
(ii) interchange two columns in q;
(iii) subtract an integer nij from qij ;
(iv) multiply the i 6= 1-th row by an integer and add it
to the first row;
(v) multiply the first row by an odd integer;
(vi) multiply the first column by an integer ci satisfying∑
i=1,...,m ci = even and c1 = 0, and add all resulted
columns to the first column; and
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(vii) multiply the first column by an odd integer.
By using (i,ii), we can easily extend the definitions of
(iv,v,vi,vii) to
(iv’) multiply the i 6= j-th row by an integer and add it
to the j-th row;
(v’) multiply any row by an odd integer;
(vi’) multiply the i-th column by an integer ci satisfying∑
i=1,...,m ci = even and cj = 0, and add all resulted
columns to the j-th column; and
(vii’) multiply the j-th column by an odd integer.
Except for the first two transformations, which mean a
permutation of the spatial dimensions and a permutation
of the propagation vectors, the physical meaning of the
other transformations is not obvious. But the physical
meaning is not our concern in the proof, and we only
need that under any of these transformations, SA,B(q)
is invariant for any q. The proofs of the invariance are
straightforward for all transformations, yet we prove the
invariance under (vi) and (vii) explicitly here.
The transformation in (vi) is expressed as q′ = qC,
where Cij = δij + riδi1 satisfies
∑
ri = even and r1 = 0.
First we prove that SA(q) = 1 → SA(q′) = 1. From
(2DT q)i ∈ odd, we have
∑
j(2D
T q)jCji = (2D
T q)i for
i 6= 1 and ∑j(2DT q)jCj1 = (2DT q)1 +∑i ri(2DT q)i ∈
odd, i.e., (2DT q′)i ∈ odd. Then we prove that SB(q) =
1 → SB(q′) = 1 by exclusion. If SB(q′) = 0, there
is z′ such that q′z′ = qCz′ ∈ Zd and ∑ z′i ∈ odd.
Defining z = Cz′, we have qz ∈ Zd and ∑(Cz′)i =∑
z′i +
∑
riz
′
i ∈ odd, so SB(q) = 0. Third, we notice
that C−1 can be obtained by changing ri → −ri, so C−1
also belongs to this class of transformations. Therefore,
SA,B(q
′) = 1→ SA,B(q) = 1 follows automatically.
The transformation in (vii) is expressed as q′ = qC,
where Cij = δij for i 6= 1 and C11 = r ∈ odd. First we
prove SA(q) = 1 → SA(q′) = 1. Since (2DT q)i ∈ odd,
and (2DT q′)i = (2D
T qC)i = (2D
T q)i for i 6= 1 and
(2DT q′)1 = (2D
T qC)1 = r(2D
T q)1, we have (2D
T q′)i ∈
odd. Second we prove SA(q
′) = 1 → SA(q) = 1. Since
(2DT q′)i ∈ odd, we have [2(rD)T q′]i ∈ r∗odd; then there
is [2(rD)T q]i = [2(rD)
T q′C−1]i ∈ r ∗ odd ∗ C−1ii ∈ odd.
Third, we prove SB(q) = 1→ SB(q′) = 1 by exclusion. If
SB(q
′) = 0, then there is z′ such that 2q′z′ = 2qCz′ ∈ Zd
and
∑
z′i ∈ odd, so
∑
(Cz′)i ∈ odd, and z = Cz′ is an
integer vector that satisfies 2qz ∈ Zd and ∑ zi ∈ odd.
Finally we prove SB(q
′) = 1 → SB(q) = 1 by exclusion.
If SB(q) = 0, then there is z such that 2qz ∈ Zd and∑
zi ∈ odd. From 2qz ∈ Zd we have 2qC(C−1rz) ∈
Zd and
∑
(C−1rz)i ∈ odd. So we have z′ = C−1rz ∈
Zm such that 2q′z′ ∈ Zd and ∑ z′i ∈ odd. We have
shown that under linear transformation described in (vii),
SA,B(q) is invariant.
As a final remark, the invariant transformations in-
troduced here do not form a group, because the inverse
of transformations-(v,vii) involves dividing a row or col-
umn by some integer, which do not leave SA,B invariant
in general.
2. Reduction to basic forms
Here we show that using the above transformations,
every q-matrix can be reduced to one of the ‘basic forms’.
Step one: First we stress that for commensurate AFM,
every element qij must be a rational number. If any
|qij | ≥ 1, we can use transformation-(iii) to send it to
a value between −1 and +1. This is the first step of
the reduction, after which every qij can be expressed as
pij/sij with sij > pij . If all elements are zero after the
step, we have reached a basic form B1 = 0d×m.
Step two: If this is not the case, then there is at least
one qij 6= 0 remaining. (From this point we no longer
differentiate q and q′, as we have shown that SA,B is
invariant under the transformations listed.) Note that
every sij can be written as a product of 2
kij and some odd
integers, where kij ≥ 0. Using transformations-(v’,vii’)
we can eliminate all the odd integers from sij . After this
we again use transformation-(iii) to eliminate all integer
entries. (qij ’s whose sij only has odd integers are put to
zero.) Perform the procedure for each qij whose sij has
an odd factor. This is the second step of reduction. The
reduction stops if after this step q = B1.
Step three: If after the second step q is still nonzero,
we have sij = 2
kij for every nonzero element of qij . Find
the largest kij and send the corresponding element qij
to q11 using transformations-(i,ii). In the next step, we
first use transformation-(iii,iv’) to eliminate all the other
elements in the first column. This can be done as follows:
(1) for any qi1 = pi1/2
ki1 6= 0, multiply the first row by
2k11−ki1 and add it to the i-th row; (2) now we have
q′1i = (q11 + qi1)/2
ki1 , so one can cancel at least a factor
of 2 in the numerator and denominator of qi1, after which
the new s′i1 = 2
k′i1 where k′i1 < ki1 and (3) repeat (1,2)
until the qi1 becomes an integer, then use transformation-
(iii) to eliminate it. Next we try to eliminate q1j 6=1 in the
first row. If there is any q1j1 6=1 = 0, then we can use
this element together with q11 to eliminate all the other
elements in the first row through transformation-(vi’).
Here the elimination process is almost the same as the
one eliminating q1i6=0 (after replacing rows by columns)
with one catch: when k1j = k11, 2
k11−k1j = 1 ∈ odd so
subtracting the first column from the j-th column is not
one of the invariant transformations, but since there is
some q1j1 = 0, we can subtract the first row and the j1-
th row from the j-th row. If q1j 6= 0 for any j, but there
is some k1j2 < k11, we can use the first row to eliminate
q1j2 , then use the first and the j2-th row to eliminate all
the other elements in the first row. This is the third step
in the reduction process. The elimination of the first row
cannot proceed if and only if q1j 6= 0 and k1j = k11, that
is, when all elements in the first row are nonzero and
have the same denominator. A q-matrix in this form is
defined to be of a basic type called B2.
Step four: Suppose after the previous step q /∈ B2,
then we have q1j = qi1 = 0 for i, j 6= 1 and q11 6= 0. The
q-matrix is now block-diagonalized into two blocks, the
upper left block having only one element qu = q11, and
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the lower right block containing the rest (ql)ij = qi+1j+1.
For ql, we repeat all the above three steps, with three
possible outcomes: ql = B1, ql ∈ B2 or ql is block-
diagonalized with its first row and column eliminated
except ql11. We define B
′
1 as the set of matrices hav-
ing qii 6= 0 for i ≤ ic > 0 where 0 < ic < d and all
other elements zero; and define B′2 as the set of block-
diagonalized matrices whose upper blocks are diagonal
matrices of dimension if − 1 > 0 and lower blocks are of
basic form B2. We see that if we repeat the reduction
process finite times, we have the following three possibil-
ities: q is reduced to basic form B′1; q is reduced to basic
form B′2; when d < m, qii 6= 0 for i ≤ d and all other
elements are zero, this is of basic form B3 because there
is at least one zero column.
We have shown that under a series of the invariant
transformations introduced, any q-matrix is reduced to
one of the five basic forms: B1, B2, B
′
1, B
′
2 and B3.
3. Proving SA = SB for all basic forms
In the part, we finish the proof by showing that for any
q-matrix in a basic form, denoted by q0, SA(q0) = SB(q0).
If q0 = B1, it is trivial to show that SA(q0) = SB(q0) =
0, i.e., both statements are false. Physically, this basic
form corresponds to an FM state, which of course does
not exhibit ΘS-symmetry.
If q0 ∈ B′1, we show that SA(q0) = SB(q0) = 0, i.e.,
both statements are false. To see this, simply notice
that in q0 there is at least one zero column, namely the
j0-th column, therefore (2D
T q0)j0 = 0 /∈ odd for any
D ∈ Zd and SA(q0) = 0. On the other hand, define a
vector z0 ∈ Zm such that (z0)j = δjj0 , then we have
q0z0 = 0 ∈ Zd and
∑
(z0)j = 1 ∈ odd, so SB(q0) = 0.
Similarly, we can show that for q0 ∈ B3, we also have
SA(q0) = SB(q0) = 0. Physically, this basic form cor-
responds to ferrimagnetism, which has modulating local
magnetization with a nonzero average.
If q0 ∈ B′2, we show that SA(q0) = SB(q0) = 1. We
choose D ∈ Zd: Di = 2kii−1 for i ≤ if and Di = 0 for
i > if , and we have
2DT q0 = (p11, p22, ..., pif if , pif if+1, ..., pifm). (A1)
Since all pij ’s appearing in Eq.(A1) are odd, SA(q0) = 1.
For any z ∈ Zm, if q0z ∈ Zd, there must be zi = 2kii
for i < if , and
∑
j=if ,...,m
zjpif j ∈ even, from which
we know
∑
i=if ,...,m
zi must be even, hence
∑
zi ∈ even.
The proof for SA = SB is very similar if q0 ∈ B2, because
B2 can be seen as a special case of B
′
2 with if = m.
We have proved that for q0 in any basic form, SA(q0) =
SB(q0). Combining the results from the previous two
subsections, SA = SB for any q-matrix.
Before closing the Appendix, we gives a few exam-
ples how we reduce a commensurate AFM, i.e., a ma-
trix q, to its corresponding basic form q0. We as-
sume a 2D system in these examples. For the first ex-
ample, consider an AFM with one propagation vector
Q = (b1+b2)/3, so q = (1/3, 1/3)
T . By transformation-
(vii), we have q → (1, 1)T and by transformation-(iii),
we have q0 = (0, 0)
T ∈ B1. In the second exam-
ple, consider an AFM with two propagation vectors
Q1 = b1/24 + b2/4 and Q2 = 3b1/24 + 5b2/4, i.e.,
q =
(
1/24 3/24
1/4 5/4
)
. First use transformation-(v) to ob-
tain q →
(
1/8 3/8
1/4 5/4
)
, then multiply the first row by
−2 and add it to the second row (transformation-(iv’)),
which becomes q0 =
(
1/8 3/8
0 1/2
)
∈ B2. In the third
example, consider an AFM with three propagation vec-
tors Q1 = b1/4, Q2 = b2/2 and Q3 = b1/2, i.e., q =(
1/4 0 1/2
0 1/2 0
)
. To simplify, just use transformation-
(vi’), multiplying the first column by −2 and add it to
the third column, resulting in q0 =
(
1/4 0 0
0 1/2 0
)
∈ B3.
In the next example, Q1 = b1/4 and Q2 = b2/3, i.e.,
q =
(
1/4 0
0 1/3
)
, which after applying transformation-
(vii’) followed by transformation-(iii) becomes q0 =(
1/4 0
0 0
)
∈ B′1. For the last example, consider an AFM
with Q1 = b2/6 and Q2 = b1/2, i.e., q =
(
0 1/2
1/6 0
)
.
First we use transformation-(ii) to interchanged the two
columns, and then use transformation-(v’) to obtain
q0 =
(
1/2 0
0 1/2
)
∈ B′2.
