Unitary posets and amalgamations of pomonoids by Al Subaiei, Bana
University of Southampton Research Repository
ePrints Soton
Copyright © and Moral Rights for this thesis are retained by the author and/or other 
copyright owners. A copy can be downloaded for personal non-commercial 
research or study, without prior permission or charge. This thesis cannot be 
reproduced or quoted extensively from without first obtaining permission in writing 
from the copyright holder/s. The content must not be changed in any way or sold 
commercially in any format or medium without the formal permission of the 
copyright holders.
  
 When referring to this work, full bibliographic details including the author, title, 
awarding institution and date of the thesis must be given e.g.
AUTHOR (year of submission) "Full thesis title", University of Southampton, name 
of the University School or Department, PhD Thesis, pagination
http://eprints.soton.ac.ukUNIVERSITY OF SOUTHAMPTON
FACULTY OF SOCIAL AND HUMAN SCIENCES
Mathematical Sciences
UNITARY POSETS AND AMALGAMATIONS OF
POMONOIDS
by
Bana Al Subaiei
Thesis for the degree of Doctor of Philosophy
January 2014UNIVERSITY OF SOUTHAMPTON
ABSTRACT
FACULTY OF SOCIAL AND HUMAN SCIENCES
MATHEMATICAL SCIENCES
Doctor of Philosophy
UNITARY POSETS AND AMALGAMATIONS OF POMONOIDS
by Bana Al Subaiei
In 1927, Schreier proved that amalgams of groups are always embeddable in the
category of groups. However, this is not true in the category of semigroups, as shown
by Kimura. Subsequently, Howie initiated the study of semigroup amalgams by inves-
tigating when the embeddablity happens, and found that semigroup amalgams can be
embeddable if the core of the amalgam is almost unitary [18]. Later, Hall proved that
inverse semigroups are amalgamation bases in the category of inverse semigroups [14],
and Renshaw introduced a homological structure in order to describe the amalgamated
free product [32]. By using this structure, Renshaw proved that a semigroup U is an
amalgmation base if, and only if, U has the extension property in every containing semi-
group. Renshaw's result, which shows that a semigroup amalgam is embeddable if, and
only if, it is embeddable as a monoid, allow us to focus on monoid amalgams.
The subject of pomonoid amalgams was rst studied by Fakhuruddin in 1986 but he
only considered the commutative case [10]. Little work has been done in this category
and recently Bulman-Fleming and Nasir revisited this area (see [7], [6], and [29]). They
modied Fakhuruddin's denition of pomonoid amalgams, where they proved that a
pomonoid amalgam that has the postrong representation extension property is strongly
poembeddable [7]. They also proved that pogroups are strong poamalgamation bases
in the category of pomonoids. Nasir [29] found that absolutely poatness pomonoids
are strong poamalgamation bases in the category of commutative pomonoids. How-
ever, several questions remain unanswered in this area, and this research continues to
study pomonoid amalgams by exploring when poembeddability can happen. It also aims
to generalise some of the results in monoid amalgams. In addition, a number of sub-
jects related to pomonoid amalgams have been considered, for example dominions and
subpomonoid amalgams. New questions about the class of amalgamation bases have
emerged recently and we briey consider some of these.
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The theory of amalgamation in semigroups has been widely studied by many researchers
and there exists a substantial amount of literature in this area. It was initiated by Howie
in the 1960s and his method of studying semigroup amalgams involved using amalga-
mated free products (the details of Howie's early contribution can be found in [23]). One
of Howie's main ndings is that the semigroup amalgam [U;S1;S2] is embeddable when
U is almost unitary in S1 and S2 [18]. He also proved that the amalgam is embeddable
if, and only if, it is weakly embeddable in its amalgamated free product. In [22] he found
that inverse semigroups are amalgamation bases in the category of semigroups. Howie's
work is combinatorial in nature and some of his ndings were reproved in other studies
to come with shorter proofs using dierent methods such as acts and representation
extension properties.
In 1978, Hall studied semigroup amalgams by using the representation extension
properties, see [15]. He found that the semigroup amalgam [U;S1;S2] is embeddable
when U has the strong representation extension property in both S1 and S2. Howie
recast Hall's work using the concept of acts and tensor products [24]. Renshaw, in the
1980s, studied semigroup and monoid amalgams via acts over monoids and described
the free product of the amalgam, simply the pushout, as a direct limit in the category
of acts [32]. This method plays an essential role in developing the study of monoid
and semigroup amalgams especially in connecting the atness properties with the em-
beddablity of monoid amalgams. By this homological structure, Renshaw proved that
the semigroup (monoid) amalgam [U;S1;S2] is embeddable when U has the extension
property in both S1 and S2.
The unitary property was investigated in the category of semigroups by many re-
searchers. It was found that the unitary property is connected to the study of semigroup
amalgams. Howie [18] deduced that an almost unitary amalgam is embeddable and his
method depends on the amalgamated free product. This result also holds for the unitary
case since any unitary subsemigroup is also almost unitary. However, Howie's method
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is complicated, and it led Preston [30] to produce a shorter proof than Howie's by using
the idea of semigroup representations. Preston showed that the unitary amalgam is
embeddable. Renshaw [32] expanded this result by proving the quasi-unitary amalgam
is embeddable.
The study of subamalgams was rst investigated by Howie in 1963. Considering
[U;Ti]i2I to be an amalgam of subsemigroups of the amalgam [U;Si]i2I, Howie [20] found
that the free product of the semigroup amalgam [U;Ti]i2I is not always embeddable in
the free product of the semigroup amalgam [U;Si]i2I. However, he showed that when U
and Ti are unitary in Si, then the free product of the semigroup amalgam [U;Ti]i2I is
embeddable into the free product of the semigroup amalgam [U;Si]i2I. Renshaw then
extended this study further and found some circumstances where the free products are
embeddable. He discovered that the embeddability of the free products happens when
either U ! Ti and Ti ! Si are pure [34] or U ! Ti and Ti ! Si are perfect [35].
All the objects in the category of monoids are also objects in the category of partial
order monoids, simply called pomonoids, when they are endowed with the trivial order.
Hence, many well-known results in the category of monoids can be examined in the
category of pomonoids. However, there is a limited number of studies relating to the
topic of pomonoids and many questions remain unanswered in this category.
The study of amalgamations in pomonoids was initiated in 1986 by Fakhuruddin
[10]. He studied pomonoid amalgams using the concept of tensor products and acts
over pomonoids (posets). Fakhuruddin proved that the absolutely at commutative
pomonoid and commutative pogroup are weak and strong amalgamation bases, respec-
tively, in the category of commutative pomonoids. Recently, Bulman-Fleming and Nasir
in 2010 studied pomonoid amalgams, and modied Fakhuruddin's denition of pomonoid
amalgam. The details of their work can be found in [6] and [7]. Their main result shows
that the pomonoid amalgam that has the postrong representation extension property is
strongly poembeddable. The strong representation extension property is equivalent to
poperfect property, and this can be easily concluded from [7, Proposition 4]. They also
proved that pogroups are strong poamalgamation bases in the category of pomonoids.
Nasir [29] proved that the pushout exists in the category of pomonoids and commutative
pomonoids. From these results, the reader can deduce the structure of the amalgamated
free products in both of these categories. In addition, he proved that if any class has
the weak and special poamalgamation (resp. amalgamation) properties, then this class
has the strong poamalgamation (resp. amalgamation) property. He also deduced in this
work that the absolute poat (resp. at) commutative pomonoid is a strong poamalga-INTRODUCTION 3
mation (resp. amalgamation) base in the category of commutative pomonoids.
The concept of acts over pomonoids and its related subjects such as atness and ex-
tension properties have been investigated widely. It was rst investigated by Fakhruddin
in 1988 (see [10] and [11]) and recently by many researchers (see [5], [43], [6], and [42]).
In 2007, Bulman-Fleming [3] gathered all the details of this subject and published it in
an article entitled \Flatness Properties of S posets: an Overview".
This research investigates the pomonoid amalgams and aims to generalise some
known results in studying monoid amalgams to pomonoid amalgams. In addition, it
aims to reveal which circumstances are needed to get the embeddability of the amal-
gam in the category of pomonoids. The method used in this work will homological in
structure.
Chapter 1 starts by giving an overview of pomonoids, posets, and their related sub-
jects. Then the denitions of the unitary, pure and stable in the category of pomonoids
and posets are stated. The ordered versions of these concepts, called pounitary, popure
and postable, respectively, are also dened. These concepts are found to be related to
each other and to the poextension properties. These ordered subjects, which are dened
in this chapter, are important as they will be used within this study.
In Chapter 2, we examine some well-known results in the category of S acts. In
particular, direct limits, pushouts, and pullbacks are investigated in the category of
S posets. The eect of pounitary and postable properties on these subjects are ex-
plored. The ndings of this chapter are very important in developing the study of
pomonoid amalgams, as this research shows. The ordered versions of these subjects are
called subdirect limits, subpushouts, and subpullbacks respectively, and they have been
investigated in this chapter.
In Chapter 3, the free extensions on the category of S posets are dened. The free
products of posemigroups and pomonoids are next introduced and used to dene the
amalgamated free product. Then the free extension is used to create a homological struc-
ture to describe the amalgamated free product. Some well-known results for the monoid
amalgams are examined in the category of pomonoid amalgams. The main aim of this
chapter is to see when the embeddability in pomonoid amalgams happens. In addition,
the ordered version of the embeddability, which is called poembeddability, is considered.
It is found that when (U;S) is a weak poamalgamation (resp. amalgamation) pair, then
U has the poextension (resp. extension) property in S. Special pomonoid amalgams
and pounitary pomonoid amalgams are also investigated in order to see whether the
amalgam is poembeddable or embeddable. It has been found that the special amalgams4 INTRODUCTION
are always poembeddable. It has also been proved that the strongly pounitary pomonoid
amalgams are strongly poembeddable. Some necessary and sucient conditions for the
poembeddability and embeddability in commutative pomonoid amalgams have been de-
duced. For example, it is shown that the commutative pomonoid amalgam [U;S1;S2] is
strongly poembeddable (resp. embeddable) when U has the poextension (resp. embed-
dable) and convex in both S1 and S2. The commutative pomonoid amalgam is strongly
poembeddable when it has the pounitary property in its components. Any commutative
pocancellative pomonoid amalgam is weakly poembeddable but if it has the unitary
property, then the amalgam becomes strongly poembeddable. This chapter ends with
a new homological structure for the amalgamated free product and some conditions for
weakly poembeddable amalgams are produced.
In Chapter 4, the dominion in pomonoids is studied and some necessary conditions
are provided to show when to nd the closed property. For example, it is shown that
when U is a pounitary in S, then U is closed in S. Also, it is proved that when U is
convex and has the extension property in S, then U is closed in S. Then we prove that
pogroups are absolutely closed.
In Chapter 5, the subpomonoid amalgams are investigated. The main result show
that if we have a subpomonoid amalgam [U;T1;T2] of the pomonoid amalgam [U;S1;S2],
then the pomonoid free product of the subpomonoid amalgam is poembeddable to the
pomonoid free product of the pomonoid amalgam when U and Ti are strongly pounitary
in Si, and Ti satises condition (?) in Si, where i = f1;2g.
In Chapter 6, questions about the class of amalgamation bases have been addressed in
studying pomonoid amalgams. It has been found that the union of a chain of pomonoid
poamalgamation (resp. amalgamation) bases is also a poamalgamation (resp. amal-
gamation) base. Furthermore, we deduced that if the free product of pomonoids is a
poamalgamation (resp. amalgamation) base, then each pomonoid is also a poamalga-
mation (resp. amalgamation) base. The same conclusion has been found for the zero
direct union of pomonoids.
Parts of this thesis have been submitted for publication as joint work with my super-
visor, [1]. In particular I thank him for nding and correcting a mistake in the original
proof of Theorem 3.5.1. I have indicated by reference, the main results that appear in
that pre-print where most of the collaboration took place. The majority of the rest of
the pre-print being my own work.Chapter 1
Preliminaries
This chapter gives an overview about the main subjects related to this research. A
basic knowledge of semigroups and monoids can be found in [24], and for the S acts
in [25]. Recently, S-posets have been studied by many researchers and the reader can
refer to articles [3], [11], or [5] to gain a basic knowledge of this subject. In terms of
pomonoids, there has been a limited number of articles published on this subject. For
the order structure, the reader can refer to [2]. The analogue for some properties in
S acts within the category of S posets will be introduced in this chapter. Throughout
this research, all maps will be written on the left of their argument; for example, the
image of the element x under f will then be f(x). For simplicity, the term order means
partial order in some situations.
1.1 Relation
Let X be a set and  be a binary relation on X.
1. If for all x 2 X (x;x) 2 , then  is reexive.
2. If for all x;y 2 X (x;y) 2  implies (y;x) 2 , then  is symmetric.
3. If for all x;y 2 X (x;y) 2  and (y;x) 2  implies x = y, then  is antisymmetric.
4. If for all x;y;z 2 X (x;y) 2  and (y;z) 2  implies (x;z) 2 , then  is transitive.
When  is reexive, symmetric, and transitive, then  is an equivalence relation. How-
ever, when  is reexive, antisymmetric, and transitive, then  is a partial order relation
and X is called a poset. If  is a partial order relation, then it is usually denoted by
, that is if (x;y) 2  then x  y. If for all x;y 2 X either x  y or y  x, then the
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partial order relation  is called a total order. If  is reexive and transitive then  is
a quasi-order.
Let (X;) be a quasi-ordered set. Dene a relation  on X such that
for any x;y 2 X, x  y , x  y  x.
Then  is an equivalence relation on X and (X=;) is a partially ordered set where the
order  is dened on X= by
[x]  [y] , x  y.
The map f: X  ! Y , where X and Y are posets, is said to be a poset morphism or
pomorphism if f is monotonic; 8 x;x0 2 X, x  x0 ) f(x)  f(x0). The map f is said
to be order embedding if: 8x;x0 2 X;x  x0 , f(x)  f(x0). It is clear that an order
embedding is an injective poset morphism. Moreover, if f is a bijection, and f and f 1
are poset morphisms, then f is an order isomorphism or po isomorphism. Note that in
set theory, it is known that when X and Y are sets such that jXj = jY j, then X and
Y are isomorphic. In the category of posets that is not always true, as the following
example demonstrates.
Example 1.1.1. Let f : X ! Y is a poset morphism such that
X Y
x1
x2
x3
y1
y2
y3
where the partial order relation on X is that x1  x3 and on Y is that y1  y2  y3. It is
clear that f 1(y1) = x2 and f 1(y2) = x1 but x2  x1. Therefore, f 1 is not monotone
and so X and Y are not order isomorphic.
It is worth noting that in the category of posets, to demonstrate that a map f : X !
Y is well dened, it suces to show that it satises the `monotonic property' f(x)  f(y)
whenever x  y. We shall make frequent use of this without further reference.1.2. POMONOIDS 7
1.2 Pomonoids
A monoid S is said to be a partially ordered monoid, pomonoid, if S is endowed with a
partial order relation  which is compatible with the binary operation on S such that:
8s;s0;s00 2 S;s0  s00 ) ss0  ss00and s0s  s00s:
It is obvious that every monoid with the trivial order \=" and inverse monoid with its
natural order (a  b if and only if there exists an idempotent element e such that a = eb
where a;b;e 2 S, see [24] for details) both can be considered as pomonoids. Also, ad-
joining an identity to a lower (resp. upper) semilattice gives a pomonoid with a natural
order dened as 8a;b 2 E [ f1g a  b , a ^ b = a (resp. 8a;b 2 E [ f1g a  b ,
a _ b = b).
In some monoids there is more than one suitable order which is compatible with the
binary operation, an example of this is the three element chain semilattice in [6]. While
the following example shows that the monoid S can be endowed with only one compat-
ible order, other than the trivial order.
S s1 s2 1
s1 1 s2 s1
s2 s2 s2 s2
1 s1 s2 1
, with order
1 s1
j =
s2
The gure above illustrates that the order on S means 1  1, s1  s1, s2  s2, s2  1
and s2  s1. In the category of pomonoids, the map f: X  ! Y , where X and Y are
pomonoids, is said to be a pomonoid homomorphism or pomonoid morphism if f is a
monotone monoid homomorphism. The map f is said to be a pomonoid monomorphism
if f is a monotone monoid monomorphism. The map f is said to be a pomonoid epimor-
phism if f is a monotone monoid epimorphism. In general, the monomorphism is a left
cancellative morphism and the epimorphism is a right cancellative morphism. The map
f is said to be a pomonoid order embedding if: 8x;x0 2 X;x  x0 , f(x)  f(x0); and
f is monoid homomorphism. The map f is said to be a pomonoid order isomorphism
or pomonoid po isomorphism if it is surjective and order embedding. It is clear that
every pomonoid order embedding is a pomonoid monomorphism. The following example
shows the converse is not alway true.8 CHAPTER 1. PRELIMINARIES
Example 1.2.1. Let (S;1), (S;2) be pomonoids such that
S f e 1
f f f f
e f e e
1 f e 1
, where 1 and 2 such that
e
j
f
and
1
j
e
j
f
respectively.
By dening g : S ! S to be the inclusion map, then clearly g is a pomonoid monomor-
phism but not pomonoid order embedding.
Clearly the linear function f : (N[f0g;+) ! (N[f0g;+) which is dened by f(x) =
n+x is a pomonoid order embedding. The exponential function f : (N[f0g;+) ! (R;:)
where f(x) = ex is also a pomonoid order embedding.
A subpomonoid X of a pomonoid P is called convex, if for any x, y 2 X, there exists
a z 2 P such that x  z  y, then z 2 X. The pomonoid morphism f: X  ! Y is
said to be a convex pomonoid morphism if, and only if, the image of f is convex in
Y . A pomonoid S is said to be left pocancellative if x  y whenever sx  sy. Right
pocancellativity is dual and S is pocancellative if it is right and left pocancellative.
A group S is said to be a pogroup if S is endowed with a partial order relation which
is compatible with the binary operation on S. If S is a pogroup, then it is clear that
s  t if and only if t 1  s 1.
1.3 S acts and S posets
The study of acts over monoids, which is monoid representations by full transformations
of a set, plays a fundamental role in monoid theory. There exists an extensive litera-
ture in this area and Kilp et al. [25] presents full details of this research. The use of
this subject is useful when studying monoid amalgams and many valuable results have
been found when it was considered. In 1978, Hall investigated monoid amalgams by
using the method of representations of monoids by full transformations of a set [15].
Then Howie reintroduced this work by using acts over monoids [24]. There are some
properties which are connected to the acts over monoids such as extension, atness
and perfect properties. These properties are equivalent to some properties in represen-
tations: representation extension, free representation extension, strong representation
extension properties respectively; and we can easily translate between them. In general,
the denition of set acts over a monoid is close to the denition of a module.1.3. S ACTS AND S POSETS 9
The study of acts over pomonoids, monotone representations of pomonoids by all
monotone transformations of a poset, was rst undertaken by Fakhruddin in 1988 (see
[10], and [11]) and recently by many researchers (see [5], [43], [6], and [42]). In 2005,
Bulman-Fleming produced an overview article considering all the details of what is
known in this area [3]. In addition, the study of acts over pomonoids is connected to
the study of pomonoid amalgams, as shown in [10], [6], [7], and [29].
Let S be a monoid. A right S act is a non empty set A and a right S action AS
 ! A, (a;s) ! as, such that
(i) a1 = a (ii) a(st) = (as)t for all s;t 2 S, a 2 A.
Left S acts are dened dually. If A is a left S act and a right T act, then A is called
a (S;T) biact if it satises that:
(sa)t = s(at) for all s 2 S, a 2 A, t 2 T.
Let A, B be right S acts then the map f : A ! B is said to be a right S map or
S morphism if it satises that f(as) = f(a)s, for all a 2 A, s 2 S. Left S maps and
(S;T) maps are dened in a similar manner.
If S is a pomonoid and A is a non empty poset, then A is called a right S poset if
A is a right S act and the action is monotonic in each of the variables. That is to say
1. a1 = a and a(st) = (as)t for all s;t 2 S;a 2 A;
2. if a  b 2 A;s 2 S then as  bs;
3. if a 2 A;s  t 2 S then as  at.
Left S posets are dened dually. If A is both a left S poset and a right T poset for
pomonoids S and T, and in addition (sa)t = s(at) for all s 2 S;a 2 A;t 2 T then we
call A an (S;T) poset.
It is obvious that when S is a one element pomonoid then S posets can be considered
as ordinary posets. Also, it is clear that every pomonoid S is an (S;S) poset, where the
action of S on S is the same as the multiplication on S. The right (resp. left) poideal
I of pomonoid S is a right (resp. left) S poset, where the left (resp. right) poideal of
pomonoid S is a non empty subset I of S which satises that: SI  I (resp. IS  I)
and for all b 2 I, and a 2 S if a  b then a 2 I [43]. The right S poset B is said to be
a right S subposet of the right S poset A, if for all s 2 S bs 2 B. Left S subposets are10 CHAPTER 1. PRELIMINARIES
dened similarly. A (resp. right, left) S subposet B of a (resp. right, left) S poset A
is called convex, if for any b, b0 2 B, there exists a 2 A such that b  a  b0, then a 2
B.
If A and B are S posets then the map f : A ! B is said to be a right S poset map
or right S poset morphism when f is both monotonic and an S map. In the category of
S posets the monomorphisms are exactly the one-to-one S poset morphisms and the
epimorphisms are exactly the onto S poset morphisms [5]. The map f is a right S poset
order embedding if it is order embedding and a right S poset morphism. The map f said
to be a right S poset order isomorphism if f is surjective, order embedding, and right
S poset morphism. The left S poset morphism, monomorphism, epimorphism, and
order embedding, and (U;S) poset morphism, monomorphism, epimorphism, and order
embedding are dened in the same manner. The right (resp. left) S poset morphism f:
A  ! B is said to be a right (resp. left) S poset convex map if, and only, if the image
of f is convex in B.
As mentioned above the S posets are equivalent to the study of monotone represen-
tations of pomonoids by all the monotone transformations of posets. Let X be a poset,
T (X) be the full transformation monoid of X, and O(X) be the set of all monotone
transformations of X. It is clear that O(X)  T (X). The order on O(X) is point-wise
order, suppose f;g 2 O(X), then f  g if and only if f(x)  g(x) for all x 2 X. Then
O(X) is a pomonoid with the composition of transformations as the binary relation.
Note that when the discussion is about the representation, the maps will be written to
the right of the element, for example xf.
Let S be a pomonoid and X be a poset, then the pomonoid homomorphism  : S !
O(X) is called an ordered representation, denoting s by s. This order representation
X can be considered as a right S poset by dening the action such that x:s = xs.
Also, when we have the right S poset X, then the order representation of S will be
 : S ! O(X) which is dened by xs = xs. Hence, clearly every right S poset is
isomorphic to order representations of a pomonoid S.1.4. CONGRUENCES 11
Let f : X ! X is a poset morphism such that
X X
x1
x2
x3
x1
x2
x3
where the order relation on X is that x2  x3. Then it is impossible to nd a poset map
f0 such that f  f0  f = f. Hence, we can say that
Corollary 1.3.1. Let X be a poset. Then the pomonoid O(X) is not regular.
A regular pomonoid S is a pomonoid S where every element s 2 S has at least one
inverse t 2 S such that sts = s and tst = t.
1.4 Congruences
1.4.1 Congruences on S posets
This subject has been discussed in a number of articles, see [3], [4], [5], [11], and [44].
As in [5], a right S poset congruence  on a right S poset A is a right S act congru-
ence (equivalence relation on A which is compatible with the S action, that is to say
whenever aa0, then asa0s for all s 2 S) with the additional property that A= can be
endowed with a suitable partial order relation, which satises that \ : A ! A= is a
right S poset morphism. It is possible to equip the quotient A=, where  is an S act
congruence, with many compatible orders, because of that it is important to specify
which order is being used, see for example [4]. It can be shown that a right S act
congruence  on a right S poset A is a right S poset congruence if, and only if, a  b
whenever a  b  a where a  b is a  chain from a to b dened by
a  b if and only if there exists n  1 and a1;a0
1;:::an;a0
n 2 A;
a  a1  a0
1  a2  a0
2   an  a0
n  b:
The compatible order or the standard order on A= is given by
a  a0 if and only if a  a0:12 CHAPTER 1. PRELIMINARIES
If R is a binary relation on the right S poset A, then the right S poset congruence
(R) induced on A by R is dened as
a (R) b if, and only if, a (R) b (R) a
where the relation (R) is dened by a (R) b if and only if either a = b or there exists
n  1 and (xi;x0
i) 2 R;si 2 S for i = 1;:::;n such that
a = x1s1;x0
1s1 = x2s2;:::;x0
nsn = b:
The relation (R) is reexive and transitive and also preserves the action of S. If R
is transitive and compatible with the S action then (R) = R. The order relation on
A=(R) is the compatible order that is
a(R)  b(R) if and only if a (R) b:
It is easy to show that for any binary relation R on A, if (x;x0) 2 R, then (x;x0) 2 (R),
and thus x (R) x0. This congruence, (R), is the smallest congruence on A that
satises: if (x;x0) 2 R then x(R)  x0(R).
The right S poset congruence (R) = (R [ R 1) is called the right S poset con-
gruence generated on A by R, where (x;x0) 2 R if, and only if, (x0;x) 2 R 1. This
congruence is the smallest congruence on A containing R. Notice that if R is symmet-
ric, then (R [ R 1) = (R). It is clear that (R [ R 1) = R#, where R# is the right
S act congruence generated by R on the right S poset A.
Remark 1.4.1. Let A be a right S poset and R be a relation dened on A. Then
there exists a right S act map A=R# ! A=(R [ R 1).
The left S poset congruence induced on A by R, left S poset congruence generated
on A by R, (S;T) poset congruence induced on A by R and (S;T) poset congruence
generated on A by R are dened in a similar way. Note that throughout this thesis all
acts over pomonoid will be right S posets and all congruences will be right S poset
congruences unless otherwise stated.
Example 1.4.2. [28] Consider the pomonoid S,
S s t 1
s s s s
t s t t
1 s t 1
, with order
1
j s
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d c b a XS
a a a a s
d b b a t
d c b a 1
, with order
b a
j
c d
Then the relation  = f(b;c);(c;b);(a;a);(b;b);(c;c);(d;d)g is a right S poset congru-
ence if XS= is equipped with the order b  a.
Lemma 1.4.3. Let A be an S act endowed with the trivial order '=' and R be a relation
on A. Then a (R) a0 if, and only if, a (R) a0.
Proof. Suppose A is an S act that is endowed with the trivial order '=' and R is a
relation. If a (R) a0, then
a = a1 (R) a0
1 = a2 (R) a0
2 ::: = an (R) a0
n = a0.
Hence, a (R) a0. The converse is straightforward.
Lemma 1.4.4. Let A be an S poset, B an S act and f : A  ! B an S map (resp.
monomorphism). Then the map h : A  ! B= is an S poset (resp. order embedding),
where  = (R) is an S poset congruence induced on B by R = f(f(a);f(a0)) : a  a0g.
Note that in the proof of the above result, B is endowed with the trivial ordered
"=" and the rest is easy to derive. The consequence of the above result is the following
proposition.
Proposition 1.4.5. Let A and C be S-posets, and B an S act. Also, let f : A  ! B,
and g : B  ! C be S maps, and k : A  ! C be an S poset morphism such that
g  f = k. Then the map l : B=  ! C is an S poset morphism, where  = (R) is an
S poset congruence induced on B by R = f(f(a);f(a0)) : a  a0g.
Proof. From Lemma 1.4.4, the map h : A  ! B= is an S poset morphism, where
h = \  f. Dene the map l : B=  ! C by l(b) = g(b). It is clear in the diagram
A B B=
C
-
f
@
@
@ @ R
k
?
g
-
\
 
 
    	
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commutes. Clearly the map l is an S map. To show it is monotonic, suppose that
b  b0. Then b (R) b0 and so from Corollary 1.4.3 b (R) b0. Hence, there are two
cases:
1. b = b0, and so g(b) = g(b0); otherwise
2. there exists a scheme such as
b = b1s1, b0
1s1 = b2s2, :::, b0
nsn = b0,
where (bi;b0
i) 2 R, si 2 S and 1  i  n. Hence, bi = f(ai);b0
i = f(a0
i) with ai  a0
i.
Hence, k(ai)  k(a0
i) and so l(bi) = l(f(ai))  l(f(a0
i)) = l(bi). Therefore,
g(bi)  g(bi) and we can easily deduce that g(b)  g(b0).
Hence, l is monotone and well-dened. Therefore, l is an S poset morphism as required.
Proposition 1.4.6. Let A be an S poset, B be an S act, and f : A  ! B be an
S map. Also, let  = (H) be an S poset congruence induced on A by the relation
H = f(a;a0) : (f(a);f(a0)) 2 g and  = (R) be an S poset congruence induced on
B by the relation R = f(f(a);f(a0)) : a  a0g. Then the map r : A=  ! B= is an
S poset morphism and \  f = r  \.
Proof. Dene the map r : A=  ! B= by r(a) = f(a). It is clear that the map r is
an S map. From Lemma 1.4.4 the map h : A  ! B= is an S-poset morphism, where
h = \  f. Hence, the diagram
A B
A= B=
?
\
-
f
?
\
-
r
commutes. To show the map r is monotonic, suppose that a  a0. Then a (H) a0
and so there exists ai, a0
i, where 1  i  n such that
a  a1(H)a0
1  a2(H)a0
2 :::an(H)a0
n  a0
We can assume that the number of (H) terms is minimal. If there are no such terms
then a  a0. Hence, h(a) = f(a)  f(a0) = h(a) and so r(a)  r(a0). Otherwise,
for each i there exists a scheme such as1.4. CONGRUENCES 15
ai = ai1s1, a0
i1s1 = ai2s2, :::, a0
imsm = a0
i,
where (aij;a0
ij) 2 H, sj 2 S, and 1  j  m. Thus, we can clearly deduce that
f(ai) = f(a0
i). Since the map h is a monotone then h(a) = f(a)  f(a0) = h(a)
and so r(a)  r(a0). Hence, the map r is monotone and well dened. Therefore, r is
an S poset morphism as required.
1.4.2 The Rees factor S posets
Let K be a proper right ideal of a pomonoid S. Dene K on S such that s = t or
s;t 2 K. Then Bulman-Fleming et al. in [42] found that if K is a convex subset of S
then K is a Rees congruence. The quotient S=K is called the Rees factor and denoted
by S=K. The congruence class of s, s 2 S, in S=K will be denoted by [s].
Lemma 1.4.7. [42, Lemma 3] Let K be a convex proper right ideal of the pomonoid S.
Then [s]  [t], where s;t 2 S if, and only if, s  t, or k;k0 2 K exists such that s  k
and k0  t.
Let K be a proper right poideal of a pomonoid S. Then the equivalent relation K
is a right S poset congruence. Hence, the quotient S=K is also the Rees factor. From
Lemma 1.4.7 and the denition of the poideal, we have the following.
Corollary 1.4.8. Let K be a proper right poideal of the pomonoid S. Then [s]  [t],
where s;t 2 S if, and only if, s 2 K and either s  t or there exists k;k0 2 K such that
s  k and k0  t.
In general, for any convex S subposet B of A, the quotient A=B is the Rees factor,
and it is usually denoted by A=B.
1.4.3 Congruence on pomonoids
The right (resp. left) pomonoid congruence on a pomonoid S, is the right (resp. left)
S poset congruence on the right (resp. left) S poset S. The pomonoid congruence
on a pomonoid S (two sided order congruence), is the (S;S) poset congruence on the
(S;S) poset S.
To dene a pomonoid congruence on a pomonoid S from a relation R on S, the
relation (R) needs to be dened as follows: a (R) a0 if, and only if, either a = a0 or
there exists xi;x0
i;ti;si 2 S, (xi;x0
i) 2 R, and 1  i  n such that
a = t1x1s1; t1x0
1s1 = t2x2s2; :::; tnx0
nsn = a0:16 CHAPTER 1. PRELIMINARIES
Hence, the pomonoid congruence (R) induced on S by R is dened such that:
a (R) a0 , a (R) a0 (R) a:
The order relation on S=(R) is the compatible ordered dened as:
a(R)  a0(R) , a (R) a0:
As in the S poset category, the pomonoid congruence (R) is the smallest congruence
on S, which satises that: if (x;x0) 2 R then x(R)  x0(R). The relation (R [R 1)
on S is the pomonoid congruence generated on S by R and is the smallest congruence
on S containing R.
For the right pomonoid congruence, the relation (R) will be dened as follows:
a (R) a0 if, and only if, either a = a0 or there exists xi;x0
i;ti;si 2 S, (xi;x0
i) 2 R, and
1  i  n such that
a = a0or a = x1s1;x0
1s1 = x2s2;:::;x0
nsn = a0:
The rest of the construction will be the same. The left pomonoid congruence is the dual
of the right congruence.
Lemma 1.4.9. Let S be a monoid endowed with the trivial order '=' and R any relation
on S. Then s (R) s0 if, and only if, s (R) s0.
Example 1.4.10. [6, Example 6] Consider the pomonoid S,
S s t 1
s s s s
t s t t
1 s t 1
, with order
1
j s
t
Then the relation  = f(t;s);(s;t);(s;s);(t;t);(1;1)g is a pomonoid congruence when
the order on S= is: t  1.
Not that if  is an S poset (pomonoid) congruence for the simplicity (a;a0) 2   ! 
means a  a0.
1.5 Kernel and directed kernel
The kernel of an S poset morphism (pomonoid morphism) f : A ! B is1.5. KERNEL AND DIRECTED KERNEL 17
kerf = f(a;a0) 2 A  A : f(a) = f(a0)g.
The directed kernel or subkernel of an S poset morphism (pomonoid morphism) f :
A ! B is
  !
kerf = f(a;a0) 2 A  A : f(a)  f(a0)g.
The relation ker f is an S poset (pomonoid) congruence. However, the relation
  !
kerf is
not an S poset (pomonoid) congruence, since it is not symmetric. It is clear that kerf 
  !
kerf and (
  !
kerf) =
  !
kerf. Also, since
  !
kerf contains the relation "", then   !
kerf=
  !
kerf.
Hence, (
  !
kerf) = kerf and the S poset (pomonoid) A=ker f can be endowed with the
compatible order
a kerf  a0 kerf if, and only if, f(a)  f(a0).
The Homomorphism Theorem for S posets is given by:
Theorem 1.5.1. [4, Proposition 2.3] Let f : A ! B be an S poset (resp. epimorphism)
map then the map f0 : A=kerf ! B dened by f0(a kerf) = f(a) for all a 2 A is an
S poset order embedding (resp. order isomorphism) and f0(kerf)\ = f, where A=kerf
is endowed with the compatible order and (kerf)\ is the canonical map.
The Decomposition Theorem for S posets is that:
Theorem 1.5.2. [5, Theorem 1] Let f : A ! B be an S poset epimorphism and
g : A ! C be an S poset morphism such that
    !
ker f 
    !
ker g. Then there exists a unique
S poset morphism h : B ! C such that h  f = g. The S poset morphism h is order
embedding if, and only if,
    !
ker f =
    !
ker g. Also, the S poset morphism h is surjective if,
and only if, g is surjective.
Lemma 1.5.3. [28, Theorem 2] Let f: A  ! B be an S poset morphism. Also, let
 be an S poset congruence on A such that   !  
  !
kerf. Then there exists a unique
S poset morphism f0: A=  ! B such that f0\(a) = f(a), where A= is endowed with
the compatible order and \ is the canonical map.
In the previous result if  be an S poset congruence induced on A by the relation
R and R 
  !
kerf, then (R) 
  !
kerf. Hence,   !  
  !
kerf. Therefore we can conclude that
Corollary 1.5.4. Let f: A  ! B be an S poset morphism. Also, let  be an S poset
congruence induced on A by the relation R and R 
  !
kerf. Then there exists a unique
S poset morphism f0: A=  ! B such that f0\(a) = f(a), where A= is endowed with
the compatible order and \ is the canonical map.18 CHAPTER 1. PRELIMINARIES
The Homomorphism and Decomposition Theorems also hold for Pomonoids. The
following fact is useful later.
Proposition 1.5.5. Let S be pomonoid. Also, let X be an S act, Y be an S poset
and f : X ! Y be an S epimorphism. Then there exists a suitable partial order, which
can be dened on X=ker f to give that X=ker f  = Y , as an S poset order isomorphism.
Proof. From the Homomorphism Theorem for S acts X=ker f  = Y , as an S act iso-
morphism. For simplicity, denote the class of x kerf by [x]. Dene an order relation on
X=ker f such that
[x]  [x0] if, and only if, f(x)  f(x0).
Clearly, this order is a partial order. To complete the proof we need to check that the
action of S on X=ker f is monotonic. Suppose that s  s0 in S. Then for all x 2 X,
f(xs) = f(x)s  f(x)s0 = f(xs0). Hence, for all x 2 X [xs]  [xs0]. Also suppose that
[x]  [x0]. Then for all s 2 S f(xs) = f(x)s  f(x0)s = f(x0s). Hence, [xs]  [x0s].
Similarly, it can be seen that the previous result is also true in the category of
pomonoids as in the following proposition.
Proposition 1.5.6. Let X be a monoid, Y be a pomonoid and f : X ! Y be a monoid
epimorphism. Then there exists a suitable partial order which can be dened on X=ker f
which satises that X=ker f  = Y , as pomonoid order isomorphism.
Consequently, we have the following.
Corollary 1.5.7. Let X be an S act (resp. monoid) and Y be an S poset (pomonoid).
If X  = Y as S act (resp. monoid) then there exists a suitable partial order which
can be dened on X, which satises that X  = Y , as S poset (resp. pomonoid) order
isomorphism.
1.6 Free posemigroups
Free posemigroups have not previously been studied, therefore we will dene them in
this section.
Let A be a non empty poset and consider the elements of A as letters. Then the
free posemigroup on A is the poset of all nite non empty words (strings) a1 :::an. The
order in this poset is dened such that
a1 :::an  b1 :::bm if and only if n = m and ai  bi for all i where 1  i  n. The
binary relation on a free posemigroup is the juxtaposition1.6. FREE POSEMIGROUPS 19
(a1 :::an)(b1 :::bm) = a1 :::anb1 :::bm.
Usually the free semigroup is denoted by A+, and A is called the generating poset for A+.
The free pomonoid on the poset A is the free posemigroup on A with identity element
adjoined which is the empty word. The free pomonoid is denoted by A. Clearly,
A = A+ [ f1g.
In the categorical sense, F is the free posemigroup on A if:
1. there exists a poset morphism  : A ! F;
2. for any posemigroup S and every poset morphism  : A ! S there exists a unique
morphism  : F ! S such that  = .
The free posemigroup if it exists is unique up to isomorphism. It is easy to show that
A+ satises the above properties. If S and T are free posemigroups generated by X and
Y respectively and X  = Y then S  = T. From the denition of free posemigroup it can
be stated that
Corollary 1.6.1. Every free posemigroup is pocancellative.
Remark 1.6.2. If jAj = 1, then the map A ! F is a set map. It cannot dene the
above partial order relation on A+ since this will lead to the free semigroup. Hence, in
this case it is possible to dene the partial order relation such that
11:::1 | {z }
n
 11:::1 | {z }
m
, n  m, n;m 2 N.
Consider the map f : f1g ! N. Then there exists a unique posemigroup homomorphism
g : f1g+ ! N which is dened by
g(11:::1 | {z }
n
) = n
and satises that gh = f where h : f1g ! f1g+. Dene k : N ! f1g+ such that k(n) =
11:::1 | {z }
n
. Clearly k is a posemigroup homomorphism. Then gk = 1N and kg = 1f1g+.
Hence, f1g+  = N.
Example 1.6.3. The pomonoid (N[f0g;+) is a free pomonoid with the generator poset
f0;1g. This generator poset has an order relation dened such that 0  1. To show that,
let  : f0;1g ! N [ f0g be the inclusion map. Suppose there exists a pomonoid S and
a poset morphism  : f0;1g ! S. Then dene  : N [ f0g ! S such that (n) = (1)n
and (0) = 1S . It is clear that  is a homomorphism. To show it is monotone suppose20 CHAPTER 1. PRELIMINARIES
that n  m. Since (0)  (1), then (1)n(0)m n  (1)n(1)m n = (1)m. Also,
with respect to this assumption it is obvious  satises that  =  and is a unique
morphism.
Note that (N;:) is neither a free posemigroup nor a free pomonoid. Clearly, S is a
free pomonoid if and only if S n f1g is a free posemigroup.
1.7 Products and coproducts in S posets
The product in S posets is the cartesian product with component-wise S action and
order. Let A and B be S posets; then their product is A  B with an action dened
by (a;b)s = (as;bs) and order dened by (a;b)  (a0;b0) if and only if a  a0 and b  b0.
The coproduct is the disjoint union with the natural action and order. Consider the
family A1;A2;:::;An of S posets; then the coproduct of this family is A = _ [Ai where
1. the action of S is dened on A such that, when a 2 Ai a:s = as 2 Ai.
2. the order is dened such that a  a0 in A if and only if a  a0 in Ai, where a;a0 2 Ai.
In other words the elements of Ai are not comparable with the elements of Aj for
all i 6= j 2 f1;:::;ng.
Let A be a proper S subposet of the S poset B. The amalgamated coproduct of two
copies of B over A, B tA B, is the S poset (f1;2g  B n A) [ A. The action of S on
B tA B is that for the elements of A is the same as its natural action while for the
elements of B n A is dened such that:
(i;b)s ,
(
(i;bs) if bs 2 B n A
bs if bs 2 A
The order is dened such that
1. for the elements of A is the same as its natural order,
2. a  (i;b) if and only if a  b,
3. (i;b)  a if and only if b  a,
4. (i;b)  (j;b0) if and only if either i = j and b  b0 or i 6= j b  a  b0 for some
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Let A be a proper S subposet of the S posets B and C. Then the amalgamated
coproduct of B and C over A, B tA C, is the S poset (f1gB nA)[(f2gC nA)[A.
The S  action and the order is dened on B tA C as the previous case. It is clear that
the maps f : B ! B tA C and g : C ! B tA C are S poset order embeddings making
the following diagram
A B
C B tA C
?
-
?
f
-
g
commutes.
1.8 Tensor products
In the category of S posets, Shi et al. in 2005 dened tensor products [43]. From the
literature of S posets, it has been found that this subject plays an essential role in
developing the category of S posets. Shi's result in describing the order on the tensor
product is important in studying the atness properties of S posets. Bulman-Fleming
and Nasir's work in pomonoid amalgams illustrates the eect of tensor products in
studying pomonoid amalgams. We shall see later that the embeddability of amalgams
of pomonoids is closely connected with tensor products of certain S posets.
Let S be a pomonoid, let A be a right S poset and let B be a left S poset. Then
the tensor product in the category of S posets of A and B over S is the poset given by
A 
S B = (A  B)= where  is the poset congruence generated by
H = f((as;b);(a;sb))ja 2 A;b 2 B;s 2 Sg:
When appropriate, we normally denote the tensor product by A 
 B.
The order on the tensor product A
B is given as follows (see [43, Theorem 5.2] for
more details). For a;a0 2 A;b;b0 2 B, a 
 b  a0 
 b0 if and only if there exists n  1
and a1;:::;an 2 A;b2;:::;bn 2 B, and s1;:::;sn;t1;:::;tn 2 S such that22 CHAPTER 1. PRELIMINARIES
a  a1s1 s1b  t1b2
a1t1  a2s2 s2b2  t2b3
. . .
. . .
an 1tn 1  ansn snbn  tnb0
antn  a0:
If : A ! B is a left S poset morphism and if Y is a right S poset such that
y 
 a  y0 
 a0 in Y 
 A then it is easy to see that y 
 (a)  y0 
 (a0) in Y 
 B. In
addition y 
s  y0 
s0 in Y 
S if and only if ys  y0s0 (see [41, Corollary 1.3]). Hence,
Y 
S w Y . When A is a (U;S) poset and B is a (S;T) poset, then the tensor product
A 
 B is a (U;T) poset.
Let A be a right S poset, B be a left S poset, and C be a poset. The poset
morphism f : A  B ! C is a balanced map if f(as;b) = f(a;sb) for all a 2 A, b 2 B,
and s 2 S. It is clear that the canonical map \ : A  B ! A 
 B is balanced, since
as 
 b = a 
 sb for all a 2 A, b 2 B, and s 2 S. The tensor product is universal among
all the balanced maps from A  B into sets as the following theorem states;
Theorem 1.8.1. [43, Theorem 5.3] Let A be a right S poset, B be a left S poset, and
\ : AB ! A
B is the conical balanced map. Then for any poset X and any balanced
map  : A  B ! X there exists a unique poset morphism  : A 
 B ! X such that
\ = .
Hence, we can easily deduce
Lemma 1.8.2. [Cf. [24, Proposition 8.1.11]] Let S and T be pomonoids and let A be a
right S poset, B an (S;T) poset and C a left T poset. Then (A 
S B) 
T C is order
isomorphic to A 
S (B 
T C).
In addition,
Lemma 1.8.3. [1, Lemma 1.2] Suppose that R;S;T are pomonoids, X is an (R;S) poset,
and Y an (S;T) poset.
1. if x  x0 in X and y  y0 in Y then x 
 y  x0 
 y0 in X 
S Y ,
2. if x 
 y  x0 
 y0 in X 
S Y and t  t0 2 T;r  r0 2 R then rx 
 yt  r0x0 
 y0t0
in X 
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Proof. The rst part follows easily from the following scheme
x  x01 1y  1y0
x01  x0:
For the second part it follows that r
(x
y)
t  r0
(x0
y0)
t in R
R(X
SY )
T T
and so from the observation before Lemma 1.8.1, and its dual, we deduce that rx
yt 
r0x0 
 y0t0 in X 
S Y .
The tensor product in S posets is uniquely determined up to poset isomorphism
in the following sense. Whenever Y is a poset, and there exists a balanced map  :
AB ! Y which satises that for any poset X and any balanced map  : AB ! X,
there exists a unique poset morphism 0 : Y ! X such that 0 = , then there will
exist a unique order isomorphism  : A 
 B ! Y making the following diagram:
A  B X
A 
 B
Y

\ 

 0
commute. There exists a connection between the tensor product in the category of sets
and that in the category of posets follows.
Remark 1.8.4. Let A be a right S  poset, and B be a left S poset. Then there exists
a unique well dened map  : A 
 B ! A 
 B, where A 
 B is the tensor product in
the category of acts and A 
 B is the tensor product in the category of posets. It is
clear that the map  is surjective.
1.9 Some homological type properties of S posets
Flatness properties in acts over monoids are widely studied and extensive literature is
available in this area. Flatness properties have been found to be playing a substantial
role in the study of monoid amalgams.
Flatness in S posets was rst investigated by Fakhruddin in the 1980s, (see [11], and
[10]). Then recently, many researchers have studied atness, such as Bulman-Fleming24 CHAPTER 1. PRELIMINARIES
and Shi (see for example [5], [41], [42], [43]). In 2005, Bulman-Fleming [3] wrote an
overview article about the properties of atness in S posets which summarised the
contribution of work done in this subject. Flatness and amalgamations together were
rst studied in 1988 by Fakhruddin [10] and recently by Bulman-Flemming and Nasir [7],
[6], [29]. From the literature of atness in S posets it appears there exist two ordered
versions of atness. The rst with the order relation \" which is called \poat" and
the second with the equality \=" which is called is called \at".
A right S poset X is called right poat (resp. at) if for every left S poset order
embedding f : A ! B the poset morphism 1
f : X
A ! X
B is an order embedding
(resp. monomorphism). The left poat and left at are dened in the similar manner.
A pomonoid S is called (right, left) absolutely poat if all its (left, right) S posets are
poat. The (right, left) absolutely at is dened analogously. Hence, it is clear that a
poat S poset is at.
In 2011, Bulman-Fleminng and Nasir studied the porepresentation (resp. representa-
tion) extension property in pomonoids and found it is equivalent to the right poextension
(resp. extension) property. However, there are no other researchers currently studying
this concept in the category of S posets.
Let U be a subpomonoid of a pomonoid S. Then U has the right poextension (resp.
extension) property in S if the map X ! X 
S;x 7! x
1 is an order embedding (resp.
monomorphism) for all right U posets X. The left poextension property is dened du-
ally. We say that U has the poextension (resp. extension) property in S if for all left
U posets X and right U posets Y the map X 
 Y ! X 
 S 
 Y;x 
 y 7! x 
 1 
 y
is an order embedding (resp. monomorphism). If U has the poextension (resp. exten-
sion) property in every pomonoid containing U, then we shall say that U is absolutely
poextendable (resp. extendable). The right and left absolutely extendable properties are
dened similarly. It is clear that if the pomonoid U has the poextension property then
it also has the extension property.
It was found in [6] that when the pomonoid U is right absolutely poat (resp. at),
then U is left absolutely extendable. It is easy to show that this result is also true for
the left-handed version. The following is useful later.
Proposition 1.9.1. Let U be a subpomonoid of a pocancellative commutative pomonoid
S. Then U has the right and left poextension property in S.
Proof. We will prove this result for right poextension, the case for left poextension being
similar. Suppose X is a right U poset and suppose x 
 1  x0 
 1 in X 
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there exists a scheme of inequalities such that
x  x1u1 u1  v1y2
x1v1  x2u2 u2y2  v2y3
. . .
. . .
xn 1vn 1  xnun unyn  vn
xnvn  x0
where x1;:::;xn 2 X, y2;:::;yn 2 S, and u1;:::;un;v1;:::;vn 2 U. Then it is clear
that xv1 :::vn  x0u1 :::un and u1 :::un  v1 :::vn. Hence, xv1 :::vn  x0v1 :::vn.
Since S1 is pocancellative, then we get that x  x0. Therefore, U has the right poexten-
sion property in S.
The concept of pure is still not considered to be in the category of S posets. This
research will dene this subject in S posets and investigate the relation of this property
with amalgamations. The right S poset order embedding f : X ! Y is called right
popure (resp. pure) if for every left S posets A the map f 
1 : X 
A ! Y 
A is order
embedding (resp. monomorphism). The left popure, and left pure properties are dened
dually. The (S;S) poset order embedding f : X ! Y is said to be popure (resp. pure)
if for every left S posets A and every right S posets B the map 1
f
1 : B
X
A !
B 
 Y 
 A is order embedding (resp. monomorphism). It is clear that if the S poset
order embedding is popure then it is also pure. The following lemma is straightforward
to prove.
Lemma 1.9.2. If U is a subpomonoid of a pomonoid S, then U has the (right, left)
poextension property in S if and only if the inclusion U ! S is (left, right) popure.
The concept of a unitary subsemigroup has been known to be related to the question
of embeddability of amalgams since Howie's pioneering work in [18]. Gould and Shaheen
[13] generalised the concept for posemigroups during their study of projective covers in
pomonoids. We generalise this even further and provide a number of connections with
atness properties and amalgamation.
Let U be a subpomonoid of the pomonoid S and let v; v0; u; u0; u1; u0
1; ::: un; u0
n 2
U, s;s1;s2;:::sn 2 S. We shall say that
1. U is upper strongly right pounitary in S (USRPU) if v  su ) s 2 U26 CHAPTER 1. PRELIMINARIES
2. U is lower strongly right pounitary in S (LSRPU) if su0  v0 ) s 2 U
3. U is strongly right pounitary in S (SRPU) if v  su or su0  v0 ) s 2 U
4. U is right pounitray in S (RPU) if v  s1u1;s1u0
1  s2u2;:::snu0
n  v0 )
s1;s2;:::;sn 2 U
5. U is right unitary in S (RU) if su = v ) s 2 U.
Left-handed and two-handed versions of these conditions are dened in a similar
manner. The two-handed version is equivalent to the right and left handed version.
If both the right and left handed versions hold then we shall omit the prex. The
implications represented by the following diagram are fairly clear.
RU
RPU
LSRPU USRPU
SRPU = LSRPU ^ USRPU
It was shown by Gould and Shaheen that the right pounitary property is connected
to the left congruence as the next fact illustrates.
Lemma 1.9.3. [13, Lemma 4.5] Let S be a pomonoid and U be a subpomonoid of S.
Then U = [1] for a left pomonoid congruence on S if and only if U is a right pounitary
subpomonoid of S.
Hence, from the above diagram and Lemma 1.9.3, we can deduce that
Corollary 1.9.4. Let S be a pomonoid and U be a subpomonoid of S.
1. If U = [1] for a left pomonoid congruence on S then U is a right unitary.
2. If U is upper strongly right pounitary or lower strongly right pounitary, then U =
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The implications are strict as the following examples demonstrate.
1. In [13] it is shown that if a pomonoid U is a right unitary in S then it need not
be right pounitary in S.
2. Let U = f0;1;2;3;:::ng  (N0, max). Then clearly U is lower strongly pounitary
in N0 but not upper strongly pounitary in N0.
3. Suppose that U = f1;e;fg is a subpomonoid of a pomonoid S
S a f b e 1
a a a a a a
f a f b f f
b b b b b b
e a f b e e
1 a f b e 1
, with order
b
= j n
1 e f
n j =
a
then it is easy to check that U is right pounitary in S but since 1  be and ae  1
then U is neither upper or lower strongly right pounitary in S.
Notice that if U is strongly right pounitary in S, then S nU is a right U poset and
S is the coproduct in the category of right U posets of U and S nU. For this reason we
feel that the strongly right pounitary property is a very natural analogue for the right
unitary property within the category of posets over pomonoids.
In Shi et al. the concept of convex is extended by dening strongly convex, [43].
It is dened as follows: let X be a subpomonoid of pomonoid Y , then X is said to be
strongly convex in Y if y  x implies y 2 X. However, we extend this concept further
and dene V  strongly convex. The pomonoid X is said to be V  strongly convex in Y
if whenever x1  y or y  x2 for x1;x2 2 X, then y 2 X. Hence, we have that
V  strongly convex ) strongly convex ) convex.
It is easy to show the pounitary properties are connected to the convex properties as
the next lemma illustrates.
Lemma 1.9.5. Let U be a subpomonoid of the pomonoid S, then
1. strongly (right, left) pounitary ) V  strongly convex.
2. lower strongly (right, left) pounitary ) strongly convex.
3. (right, left) pounitary ) convex.28 CHAPTER 1. PRELIMINARIES
Let X be a left U poset and suppose that 1 
 x  1 
 x0 in S 
U X. Then there
exists n  1 and x2;:::;xn 2 X, s1;:::;sn 2 S, and u1;:::;un;v1;:::;vn 2 U such that
1  s1u1 u1x  v1x2
s1v1  s2u2 u2x2  v2x3
. . .
. . .
sn 1vn 1  snun unxn  vnx0
snvn  1:
If U is a right pounitary in S, then si 2 U for all i where 1  i  n. Hence, x  s1u1x 
s1v1x2    x0 and so U has the left extension property in S. Consequently we can
deduce
Theorem 1.9.6. Let U be a subpomonoid of a pomonoid S and U be (right, left) pouni-
tary in S. Then U has the (left, right) poextension property in S.
Hence, from Theorem 1.9.6 and Lemma 1.9.2 we have that
Corollary 1.9.7. Let U be a subpomonoid of a pomonoid S and U be (right, left)
pounitary in S. Then U  ! S is (right, left) popure.
Let f : X  ! Y be a right U poset order embedding. Then we can extend the
pounitary concepts as follows: let u;v;u1;u0
1;:::;un;u0
n 2 U;y;y1;:::;yn 2 Y , x 2 X.
Then we say that
1. f is right U upper strongly pounitary if f(x)  yu ) y 2 im f
2. f is right U lower strongly pounitary if yu0  f(x0) ) y 2 im f
3. f is right U strongly pounitary if f(x)  yu or yu0  f(x0) ) y 2 im f
4. f is right U pounitray if f(x)  y1u1;y1u0
1  y2u2;:::;ynu0
n  f(x0) ) y1;y2;:::;yn 2
im f
5. f is right U unitary if yu = f(x) ) y 2 im f.
The left and two-sided versions of these conditions are dened in a similar fashion.
It is obvious that the inclusion map U  ! S is pounitary if and only if U is pounitary
in S.
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Lemma 1.9.8. Let f : X  ! Y be right U lower strongly pounitary and A a left
U poset. If y 
 a  f(x) 
 a0 in Y 
U A, then y 2 im f, say y = f(x0), and
f(x) 
 a  f(x0) 
 a0 in im f 
 A.
It follows from the denition of pounitary order embedding that
Theorem 1.9.9. Let f : X  ! Y be right U pounitary. Then
1. f is convex.
2. f is right popure.
Proof. The rst part is easy to prove. To show the second part, suppose that A is a left
U poset and f(x) 
 a  f(x0) 
 a0 in Y 
U A so that we have a scheme
f(x)  y1u1 u1a  v1a2
y1v1  y2u2 u2a2  v2a3
. . .
. . .
yn 1vn 1  ynun unan  vna0
ynvn  f(x0):
where y1;:::;yn 2 Y;a2;:::;an 2 A;u1;:::;un;v1;:::;vn 2 U, n  1. Since f is
pounitary then there exists xi 2 X, 1  i  n such that yi = f(xi) and since f is an
order embedding then we have a scheme
x  x1u1 u1a  v1a2
x1v1  x2u2 u2a2  v2a3
. . .
. . .
xn 1vn 1  xnun unan  vna0
xnvn  x0:
and so x 
 a  x0 
 a0 in X 
U A.
Consequently, we have
Corollary 1.9.10. Let f : X  ! Y be a (U;U) pounitary. Then f is a popure.
Lemma 1.9.11. Let f : X ! Y and g : Y ! Z be right U pounitaries. Then g  f is
also right U pounitary.30 CHAPTER 1. PRELIMINARIES
Proof. Suppose that gf(x)  z1u1;z1u0
1  z2u2;:::;znu0
n  gf(x0) where zi 2 Z;ui;u0
i 2
U and 1  i  n. Since g is a U pounitary, then zi = g(yi) for some yi 2 Y . Hence,
we have that gf(x)  g(y1)u1;g(y1)u0
1  g(y2)u2;:::;g(yn)u0
n  gf(x0). Since g is
U order embedding then we nd that f(x)  y1u1;y1u0
1  y2u2;:::ynu0
n  f(x0).
Hence, yi = f(xi) since f is U pounitary. Therefore, zi = gf(xi) as required.
The following lemma is useful later, and its proof is straightforward.
Lemma 1.9.12. Let f : X ! Y and g : A ! B be (U;U) (resp. lower strongly, upper
strongly, strongly) pounitaries. Then f 
 g : X 
 A ! Y 
 B is (U;U) (resp. lower
strongly, upper strongly, strongly) pounitary.
Stability in S acts was studied by Renshaw in the 1980s (see for example [36], [38],
and [33]). He found this concept is related to some problems in monoid amalgams.
However, in the category of pomonoids this subject is still undened. In this section we
shall generalise this concept to the category of pomonoids.
Let f: X  ! Y be a right U poset morphism, and g: A  ! B be a left U poset
morphism. Then the pair (f;g) is said to be stable if im(f 
 1) \ im(1 
 g) = im(f 

g). In other words, whenever y 
 g(a) = f(x) 
 b in Y 
 B, there exist x0 2 X, a0 2
A such that y 
 g(a) = f(x0) 
 g(a0).
X 
 A X 
 B
Y 
 A Y 
 B
-
1X
g
?
f
1A
?
f
1B
-
1Y 
g
Let f: X  ! Y be a right U poset morphism, and g: A  ! B be a left U poset
morphism. Then the pair (f;g) is R postable whenever y 
 g(a)  f(x) 
 b in Y 
 B,
then there exist x0 2 X, a0 2 A such that y 
 g(a)  f(x0) 
 g(a0)  f(x) 
 b. The
pair (f;g) is L postable whenever f(x1) 
 b0  y0 
 g(a1) in Y 
 B, then there exist
x00 2 X, a00 2 A such that f(x1) 
 b0  f(x00) 
 g(a00)  y0 
 g(a1). The pair (f;g) is
postable if and only if the pair (f;g) is R postable and L postable.
The right U poset order embedding f: X  ! Y is (resp. R  postable, L postable,
postable) stable, if for all left U poset order embedding g: A  ! B, the pair (f;g) is
(resp. R postable, L postable, postable) stable.
Proposition 1.9.13. Let f : X ! Y be a right U (resp. upper strongly, lower strongly,
strongly) pounitary. Then f is (resp. L postable, R postable, postable) stable.1.10. POMONOID AMALGAMS 31
Proof. We shall prove the case when f is a right U upper strongly pounitary and other
cases follow by a similar argument. Suppose that g : A ! B is a left S poset order
embedding and f(x) 
 b  y 
 g(a) in Y 
B. Since f is upper strongly pounitary then
from the dual of Lemma 1.9.8 there exists x0 2 X such that y = f(x0). Hence, f(x) 
 b
 y 
 g(a) = f(x0) 
 g(a). Therefore, f is L postable.
Hence, we have a sequence of implications
strongly pounitary postable stable
R-postable
L-postable
1.10 Pomonoid amalgams
In the 1980s, Fakhruddin [10] initiated the study of pomonoid amalgams and this has
recently been extended by Nasir and Bulman-Fleming (see [6], [29], and [7]). In this
study we shall consider Bulman-Fleming and Nasir's denition.
A pomonoid amalgam A = [U;Si;'i] consists of a pomonoid U, called the core,
a family fSi : i 2 Ig of pomonoids, and a family f'i : i 2 Ig of order embeddings,
'i : U ! Si. The amalgam is said to be weakly embeddable (resp. poembeddable)
in a pomonoid W if there exist pomonoid monomorphisms (resp. order embeddings)
i : Si ! W such that for all i 6= j in I the diagram
U Si
Sj W
-
'i
?
'j
?
i
-
j
commutes. If in addition i(Si) \ j(Si) = i'i(U), then we say that the amalgam is
strongly embeddable (resp. poembeddable) in W.
Hence, it is easily deduced that32 CHAPTER 1. PRELIMINARIES
weakly poembeddable weakly embeddable
strongly poembeddable strongly embeddable
Let U be a subpomonoid of a pomonoid S. We shall say that the pair (U;S) is a weak
amalgamation (resp. weak poamalgamation, strong amalgamation, strong poamalgama-
tion) pair if for every pomonoid T containing U, the amalgam [U;S;T] is weakly em-
beddable (resp. weakly poembeddable, strongly embeddable, strongly poembeddable).
U is called a weak amalgamation (resp. weak poamalgamation, strong amalgamation,
strong poamalgamation) base if for every pomonoid S, (U;S) is a weak amalgamation
(resp. weak poamalgamation, strong amalgamation, strong poamalgamation) pair.
A pomonoid amalgam [U;S1;S2] is called a special amalgam if there exists an order
isomorphism   : S1  ! S2, with    1 = 2.
1.11 The goal of this research
Cliord and Preston [9] (p. 139) presented an example given by Kimura in 1957 that
shows that semigroup amalgams are not always embeddable. This is also true for the
posemigroup amalgams, and there is no chance to prove that posemigroup amalgams
are always embeddable or even poembeddable. Hence, in the category of pomonoids
the researchers began to seek necessary conditions for embeddability. In general, our
aim is to improve and expand the results in the literature of pomonoid amal-
gams. Furthermore, we intend to generalise and examine some known results in
studying semigroup amalgams.
In [29] Nasir found the free product of pomonoid amalgam exists. His method
depended on the free product of the monoid amalgam. This denition is complicated as it
is the quotient of the free semigroups by two congruences. Hence, we aim in this research
to dene amalgamated free products within the category of pomonoids by rst
dening the free product of a family of pomonoids.
It is known from Renshaw [32] that in the category of monoids the amalgamated
free product can be dened as the direct limit of a directed system. This method helps
to understand what the free product of the monoid amalgams looks like. Also, this
homological structure helps in studying the semigroup and monoid amalgams especially
in studying the subamalgams. Therefore, we aim to dene a directed system where
the free product of the pomonoid amalgams is a direct limit of this system.1.11. THE GOAL OF THIS RESEARCH 33
Consequently, we will investigate the concept of direct limits and its related
subjects.
Bulman-Fleming and Nasir [6] proved that if the (U;S) is a weak poamalgamation
(resp. amalgamation) pair then U has the right poextension (resp. extension) property
in S. However, in the unordered case we know from Renshaw in [32] that if (U;S) is
a weak amalgamation pair then U has the extension property in S. Consequently, the
plan is to improve Bulman-Fleming and Nasir's result and show that U has the
poextension (resp. extension) property.
In this work the concept of unitary of pomonoids will be investigated. We have
found the ordered version of unitary in pomonoids has ve dierent types. It is known
in the unordered case that when the core has the unitary property in its components
then the amalgam is strongly embeddable (see for example [18], [30], and [32]). Since
we have shown that the strongly pounitary property is the analogue of unitary within
the category of pomonoids, the question that then arises is: are strongly pounitary
pomonid amalgams poembeddable?
Nasir in [29] proved the poatness (resp. atness) is a poamalgamation (resp. amal-
gamation) base in the category of commutative pomonoids. However, since the amalga-
mated free product in the category of commutative pomonoids is the tensor product of its
components, then it is straightforward to prove that when the core has the poextension
(resp. extension) property, then the amalgam is weakly poembeddable (resp. embed-
dable). Hence, we aim to investigate what suitable conditions together with
poextension (resp. extension) are needed to get a strongly poembeddable
(resp. embeddable) amalgam. In addition, in commutative pomonoid amalgams, we
scrutinise what conditions of pounitary is enough to get the strongly poem-
beddable (embeddable) amalgam. The pocancellative commutative pomonoid
amalgams also play a role in our investigations.
Renshaw [36] created another homological structure for the amalgamated free prod-
uct. From this structure he introduced some conditions connected with stability in the
category of acts over monoids to get weak embeddability. The aim then is to generalise
Renshaw's homological structure and to nd when weak embeddability for
pomonoid amalgams occurs.
As the dominion of monoids are equivalent to the study of special monoid amalgams,
this connection leads us to study this subject in the category of pomonoids. Nasir started
this study in pomonoids and proved Isbell's Zigzag Theorem for pomonoids [27]. Our34 CHAPTER 1. PRELIMINARIES
goal is to nd in which circumstances the property of closed and absolutely
closed happens.
The subpomonoid amalgams are also one of the main subjects which we aim to ex-
plore. This subject has not been studied yet in the category of pomonoids. Let [U;T1;T2]
be a subpomonoid amalgam of the pomonoid amalgam [U;S1;S2]. The problem then is
in which circumstances is the free product of the pomonoid amalgam [U;T1;T2]
poembeddable into the free product of the pomonoid amalgam [U;S1;S2]?
Studying the class of amalgamation bases has not been considered yet in either
categories of monoids or pomonoids. As a result, we plan to investigate this new area.
We begin this study on pomonoids, and its ndings will apply to monoids. Let Ui be a
family of poamalgamation (resp. amalgamation) bases, where I be an index set. The
question then is whether the free product of this family or zero direct union
of this family is a poamalgamation (resp. amalgamation) base and if the
converse is true.Chapter 2
Direct limits
This chapter will examine some well known results in the category of S acts for direct
limits, pushouts, and pullbacks in the category of S posets. In [32], [33], and [36]
Renshaw found that these concepts solve some crucial problems in the study of monoid
amalgams. As the analogue of most properties in S posets have two versions, the rst
version with \=" and the second with \" which is usually called \po", these subjects
also have two versions in S posets. The ordered versions are called subdirect limits,
subpushout, and subpullbacks respectively. Both versions will be investigated in this
chapter.
2.1 Direct limits
The direct limit (colimit) in the category of S posets was rst considered by Fakhruddin
in the 1980s [11]. He found that the direct limit exists in the category of S posets, and
his proof depends on the existence of the equalizer. Recently, Bulman-Fleming and
Laan in [4] studied the direct limit for the directed system when they studied Lazard's
Theorem. They found that the direct limit for the directed system exists in S posets,
and it is unique up to isomorphism. They also found that the tensor product preserves
the direct limit in S-posets. There is no paper up to date that investigates the direct
limit in S posets as a main subject. In this section, we will investigate the direct limit
whether the system is direct or directed. Furthermore, some of the atness, unitary, and
convex properties will be examined on the direct limit.
A direct system of right S posets (Xi, 'i
j) is a collection of right S posets Xi for
all i 2 I, where I is a quasi-ordered set, and a collection of right S poset morphisms
'
j
i: Xi  ! Xj, i  j, which satises:
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1. 'i
i = 1Xi, for all i 2 I
2. '
j
k  'i
j = 'i
k whenever i  j  k.
The direct limit of the direct system (Xi, 'i
j) of S posets is (X;'i) that is a right
S poset X and right S poset morphisms i: Xi  ! X, which satises:
1. 'j  'i
j = 'i whenever i  j
2. if Y is a right S poset and i: Xi  ! Y is a right S poset morphism such that
j  'i
j = i whenever i  j, then there exists a unique right S poset morphism
 : X  ! Y such that    'i = i, for all i 2 I.
The left and two-handed versions are dened in the similar manner. In this research we
shall consider the right-hand version unless otherwise stated.
The set I is called directed if for all i;j 2 I, there exists k 2 I such that k  i;j.
The direct system is called directed system if the index is directed.
When Fakhruddin proved the existence of the direct limit in S posets he did not
present how the direct limit looks in this category. His proof is more categorical in
nature as it depends on the existence of an equalizer. Consequently, in the next part we
will construct the direct limit in S posets.
Let (Xi, 'i
j) be a direct system of S posets, with index I. Dene X = Z=, where
Z = _ [Xi is the coproduct of Xi, and  = (R [ R 1) is the S poset congruence on Z
generated by the relation
R = f("i(xi), "j('i
j(xi))): i;j 2 Xi and i  jg
with "i: Xi  ! Z is the inclusion map.
Proposition 2.1.1. The direct limit of the direct system (Xi, 'i
j) is (X, 'i) where
X = Z=, as dened above.
Proof. Dene 'i: Xi  ! Z= by 'i(xi) = "i(xi) for all xi 2 Xi. Then 'j'i
j(xi) =
"j('i
j(xi)) = "i(xi) = 'i(xi) for all xi 2 Xi. Hence, the digram
Xi Xj
Z=
?
'i
-
'i
j
 
 
    	
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commutes for each i 2 I. The map 'i is an S poset morphism, since \ and "i are
S poset morphisms. Suppose there exists an S-poset Y with S-poset morphisms i:
Xi  ! Y such that
Xi Xj
Y
?
i
-
'i
j
 
 
    	
j
commutes for each i 2 I. Hence, there exists a unique S-poset morphism : Z  ! Y
dened by ("i(xi)) = i(xi). Since ("j('i
j(xi))) = j('i
j(xi)) = i(xi) = ("i(xi)),
then R  ker . From Corollary 1.5.4, there exists an S-poset morphism  : Z=  ! Y
dened by  ("i(xi)) = i(xi). Clearly, the diagram
Xi Z=
Y
?
i
-
'i
 
 
    	
 
commutes for each i 2 I. To see   is unique, suppose  0 is another S-poset morphism
with the same properties of  . Then  0("i(xi)) =  0('i(xi)) = i(xi) =  ("i(xi)) for
all xi in Xi, i 2 I, and so   =  0.
It is straightforward to demonstrate that the direct limit of any direct system of
S posets is unique up to isomorphism.
Given a direct system (Xi;'i
j) of S posets with I as index set, the following are
special cases for the direct limit.
1. Let the quasi-order on I be dened such that i  j if and only if i = j. Then the
direct limit will be the coproduct, _ [i2IXi.
2. Let I have a special element 0 with quasi-order such that 0 < i for all i 2 I n f0g,
and i  j if and only if i = j. Then the direct limit will be the pushout and be
equivalent to _ [i2Inf0gXi=, where  is S poset congruence generated by
R = f('0
i(x0);'0
j(x0)) : x0 2 X0;i;j 2 I n f0gg.
Given a directed system (Xi;'i
j) of S posets, Bulman-Felming and Laan found the
direct limit of this is X = Z= where38 CHAPTER 2. DIRECT LIMITS
 = f("i(xi);"j(xj)): 9 k  i;j with 'i
k(xi) = '
j
k(xj)g
is an S poset congruence dened on Z = _ [Xi.
Lemma 2.1.2. [Proposition 2.5 in [4]] Let (Xi;'i
j) be a directed system in S posets
and let (X;'i) be the direct limit of this system. Then
1. 'i(xi) = 'j(xj) in X if and only if there exists k  i;j such that 'i
k(xi) = '
j
k(xj).
2. 'i(xi)  'j(xj) in X if and only if there exists k  i;j such that 'i
k(xi)  '
j
k(xj).
Consequently, the following corollary is clear:
Corollary 2.1.3. Let (Xi;'i
j) be a directed system in S posets and (X;'i) be the direct
limit of this system. Then the map 'i is an order embedding (resp. monomorphism) if
and only if 'i
k is an order embedding (resp. monomorphism) for all k  i.
Let (Xi;'i
j) be a direct system of S posets with (X;'i) the direct limits of this
system with index set I. In the above corollary, the "if and only if" will be replace by "if"
for non directed set I. That is, whenever 'i is order embedding (resp. monomorphism)
then 'i
j is order embedding (resp. monomorphism) where j  i.
From the universal property of the direct limit in S posets and Corollary 2.1.3 we
can deduce the following.
Corollary 2.1.4. Let (Xi;'i
j) be a directed system of S posets with (X;'i) the direct
limit of this system. Also, let Y be an S poset and i : Xi  ! Y S poset order
embeddings (resp. monomorphisms) such as i = j'i
j where i  j. Then there exists
a unique S poset order embedding (resp. monomorphism)   : X  ! Y such that
 'i = i.
In the category of S acts, it is known that if there exist two directed systems
and one of them is embedded to the other by S monomorphisms then there exists an
S monomorphism between their direct limits [Lemma I.3.20 in [31]]. This result also
holds in the category of S posets as the next result illustrates. The proof of this result
is similar to the unordered case but for the completeness we will include the proof.
Lemma 2.1.5. Let (Xi;'i
j) and (Yi;i
j) be directed systems in S posets, having the
same directed index set I. Also, let (X;'i) and (Y;i) be the direct limits of these
systems respectively. If there exist S poset order embeddings (resp. monomorphisms)2.1. DIRECT LIMITS 39
 i : Xi  ! Yi such that
Xi Xj
Yi Yj
-
'i
j
?
 i
?
 j
-
i
j
commutes, where i  j, then there exist an S poset order embedding (resp. monomor-
phism) between their direct limits   : X  ! Y such that
Xi Yi
X Y
-
 i
?
'i
?
i
-
 
commutes for all i.
Proof. We shall prove the order embedding situation and the monomorphism situation
follows by a similar method. Suppose x = 'i(xi) 2 X and dened   : X  ! Y by
 (x) = i i(xi). The diagram
X
Xi Xj
Yi Yj
Y
-
'i
j
6
'i
?
 i
?
 j
@
@
@ @ I 'j
-
i
j
?
i
 
 
    	
j
is commutative. To show   is monotone, suppose x = 'i(xi)  'j(xj) = x0, i;j 2 I.
From Lemma 2.1.2, there exists k  i;j such that 'i
k(xi)  '
j
k(xj). Then
 (x) = i i(xi) = k k'i
k(xi)  k k'
j
k(xj) = j j(xj) =  (x0):
Hence,   is monotone, and therefore well-dened. Clearly,   is an S poset morphism.
To show it is an order embedding map suppose that i i(xi)  j j(xj). Then from
Lemma 2.1.2 there exists k  i;j such that i
k i(xi)  
j
k j(xj). It is clear from the
assumption that n
m n =  m'n
m, where n  m, we can then deduce that  k'i
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 k'
j
k. Since  k is order embedding, then 'i
k(xi)  '
j
k(xj). Hence, from Lemma 2.1.2
'i(xi)  'j(xj) and so   is order embedding.
It is clear that if  i for all i 2 I is an S poset epimorphism, then   is also an
S poset epimorphism.
Given A is a right S poset and a family fBi : i 2 Ig of left S posets, then Bulman-
Fleming and Laan in [4] found that the tensor product preserves the direct limit and
consequently
A 
 _ [Bi  = _ [(A 
 Bi).
Hence, _ [Bi is poat (resp. at) if and only if Bi is poat (resp. at) for all i 2 I. Then
we can deduce the following result.
Lemma 2.1.6. Let (Xi;'i
j) be a directed system of S posets with (X;'i) the direct
limit of this system. Then X is poat (resp. at), if Xi is poat (resp. at) for all
i 2 I.
Proof. Suppose Xi is poat for all i 2 I, and f : A  ! B is a left S poset order
embedding. Then f 
1 : A
Xi  ! B 
Xi is also an order embedding. It is clear that
the following diagram
A 
 Xi A 
 Xj
B 
 Xi B 
 Xj
-
1
'i
j
?
f
1
?
f
1
-
1
'i
j
commutes. Since the tensor product preserves the direct limit, then (A
X;1
'i) and
(B
X;1
'i) are direct limits for the directed systems (A
Xi;1
'i
j) and (B
Xi;1
'i
j)
respectively. From Corollary 2.1.5 there exists an S poset order embedding map f 
1 :
A 
 X  ! B 
 X, as required. The atness case follows by a similar argument.
It is natural to consider the direct limit of a direct system of convex maps. The
following results investigate a few such cases.
Proposition 2.1.7. Let (Xi;'i
j) be a direct system of S poset with (X;'i) the direct
limit of this system. If 'i is a convex S poset order embedding (resp. monomorphism),
then 'i
j is a convex S poset order embedding (resp. monomorphism), where i  j.
Proof. Suppose that 'i is a convex S poset order embedding (resp. monomorphism).
Also, suppose 'i
j(xi)  xj  'i
j(x0
i), where i  j. Hence, 'i(xi)  'j(xj)  'i(x0
i).2.1. DIRECT LIMITS 41
Since 'i is convex map, then 'j(xj) 2 im 'i. Then there exists x00
i 2 Xi such that
'j(xj) = 'i(x00
i ) = 'j'i
j(x00
i ). Since 'j(xj) is one-to-one, then xj = 'i
j(x00
i ). That the
map 'i
j is an order embedding (resp. monomorphism) follows from the discussion under
Corollary 2.1.3.
For directed system of S posets we have this:
Proposition 2.1.8. Let (Xi;'i
j) be a directed system of S posets with (X;'i) the direct
limit of this system. Then 'i is a convex map if 'i
j is also a convex map, where i  j.
Proof. Suppose 'i
j is a convex map and 'i(xi)  'j(xj)  'i(x0
i). From Lemma 2.1.2
there exists k  i;j such that 'i
k(xi)  '
j
k(xj)  'i
k(x0
i). Since 'i
j is a convex map then
there exists x00
i 2 Xi such that '
j
k(xj) = 'i
k(x00
i ). From Lemma 2.1.2 again 'j(xj) =
'i(x00
i ).
The next corollary follows from Corollary 2.1.3 and Propositions 2.1.7 and 2.1.8.
Corollary 2.1.9. Let (Xi;'i
j) be a directed system of S posets with (X;'i) the direct
limit of this system. Then 'i is a convex S poset order embedding if and only if 'i
j is
a convex S poset order embedding, where i  j.
The direct limit and direct system maps with the property of S pounitary is also
examined to see if they have an eect on each other or not. This is illustrated below.
Lemma 2.1.10. Let (Xi;'i
j) be a directed system of S posets with (X;'i) the direct
limit of this system. Then 'i is right S (upper, lower) strongly pounitary if and only if
'i
j is right S(upper, lower) strongly pounitary, where i  j.
Proof. We will prove this result for upper strongly pounitary, the case for lower strongly
pounitary being similar. Suppose that 'i
j is right upper strongly pounitary and 'i(xi) 
'j(xj)s. Then from Lemma 2.1.2 there exists k  i;j such that 'i
k(xi)  '
j
k(xj)s. Since
'i
k is right upper strongly pounitary, then there exists x0
i 2 Xi such that 'i
k(x0
i) = '
j
k(xj).
Hence, again from Lemma 2.1.2 'i(x0
i) = 'j(xj). Therefore, 'i is right upper strongly
pounitary.
Conversely, suppose that 'i is right upper strongly pounitary, and suppose that
'i
j(xi)  xjs. Then 'i(xi) = 'j'i
j(xi)  'j(xjs) = 'j(xj)s. Since 'i is a right upper
strongly pounitary then there exists x0
i 2 Xi such that 'j(xj) = 'i(x0
i) = 'j'i
j(x0
i).
Hence, xj = 'i
j(x0
i), since 'j is an order embedding. This completes the proof.42 CHAPTER 2. DIRECT LIMITS
Lemma 2.1.11. Let (Xi;'i
j) and (Yi;i
j) be directed systems of S posets, having the
same directed index. Also, let (X;'i) and (Y;i) be the direct limits of these systems
respectively. If there exist right S (upper, lower) strongly pounitaries  i : Xi ! Yi, and
i : Yi ! Y such that
Xi Xj
Yi Yj
-
'i
j
?
 i
?
 j
-
i
j
commutes, where i  j, then there exist a right S (upper, lower) strongly right pounitary
between their direct limits   : X ! Y such that
Xi Yi
X Y
-
 i
?
'i
?
i
-
 
commutes for all i.
Proof. We will prove this result for upper strongly pounitary and lower strongly pouni-
tary can be proven by a similar manner. Dene   : X ! Y by  (x) = i i(xi), where
x = 'i(xi). From Lemma 2.1.5, the map   is order embedding. Suppose that  (x)  ys,
where y = j(yj). Hence, i i(xi)  j(yj)s. Since i is a right S upper strongly
pounitary, then there exists yi 2 Yi such that i(yi) = j(yj). Hence,  i(xi)  yis.
Also, since  i is a right S upper strongly pounitary, then there exists x0
i 2 Xi such that
yi =  i(x0
i). Hence, i i(x0
i) = i(yi) = j(yj) = y and so   is a right S upper strongly
pounitary.
The pair of direct systems and the pair of direct limits with the postable property
is also considered and examined. The nding can be illustrated in the following results.
Proposition 2.1.12. Let (Xi;'i
j) and (Yi;i
j) be direct systems in right and left S posets
respectively, with common index set I. Also, let (X;'i) and (Y;i) be the direct limits
of these systems respectively. Also, let 'i 
 i be an order embedding for all i 2 I. If
the pair ('i;i) is (resp. R postable, L postable) postable for all i 2 I, then the pair
('i
j;i
j) is also (resp. R postable, L postable) postable where i  j.
Proof. Suppose that the pair ('i;i) is R postable for all i 2 I, and xj 
 i
j(yi) 
'i
j(xi) 
 yj. Then2.1. DIRECT LIMITS 43
'j(xj) 
 j i
j(yi)  'j'i
j(xi) 
 j(yj)
'j(xj) 
 i(yi)  'i(xi) 
 j(yj).
Since the pair ('i;i) is R postable, then there exists 'i(xi1) 
 i(yi1) in X 
 Y such
that 'j(xj) 
 i(yi)  'i(xi1) 
 i(yi1)  'i(xi) 
 j(yj). Hence, 'j(xj) 
 ji
j(yi)
 'j'i
j(xi1) 
 ji
j(yi1)  'j'i
j(xi) 
 j(yj). Then xj 
 i
j(yi)  'i
j(xi1) 
 i
j(yi1)
 'i
j(xi) 
yj since the map 'i 
 i is order embedding. Therefore, the pair ('i
j;i
j) is
R postable. A similar argument is used for L postable.
2.1.1 Subdirect limit
The ordered version of direct limit is called subdirect limit. This concept is dened by
Bulman-Fleming and Mahmoudi in [5], and their denition is categorical in nature. We
can nd no more material on this topic in the literature.
Let (Xi, 'i
j) be a direct system, with index set I, a quasi-ordered set. Then the
subdirect limit of this system is an S poset X and S poset morphisms i: Xi  ! X,
which satisfy:
1. 'i  'j  'i
j whenever i  j; i.e the diagram
Xi Xj
X
?
'i
-
'i
j
 
 
    	
'j
subcommutes.
2. If Y is an S-poset and i: Xi  ! Y is an S-poset morphism such that i  j
 'i
j whenever i  j, then there exists a unique S poset morphism  : X  ! Y
such that    'i = i, for all i 2 I.
Theorem 2.1.13. The subdirect limit exists in S posets.
Proof. Suppose (Xi, 'i
j) is a direct system of S posets Xi, i 2 I, and Z = _ [Xi. Dene
"i: Xi  ! Z to be the inclusion map. Suppose  = (R) is the S poset congruence
induced on Z by the relation
R = f("i(xi), "j('i
j(xi))): i;j 2 Xi and i  jg.44 CHAPTER 2. DIRECT LIMITS
Dene 'i: Xi  ! Z= by 'i(xi) = "i(xi) for all xi 2 Xi. It is clear that 'i(xi) =
"i(xi)  "j('i
j(xi)) = 'j'i
j(xi), whenever i  j and xi 2 Xi. Hence, the digram
Xi Xj
Z=
?
'i
-
'i
j
 
 
    	
'j
subcommutes for each i 2 I. It is straightforward to show the map 'i is an S poset
morphism. Now, suppose that there exists an S poset Y with S poset morphisms i:
Xi  ! Y such that
Xi Xj
Y
?
i
-
'i
j
 
 
    	
j
subcommutes for each i 2 I. Dene : Z=  ! Y by ("i(xi)) = i(xi). Hence, the
diagram
Xi Z=
Y
?
i
-
'i
 
 
    	

commutes for each i 2 I. Clearly,  is an S map. To show  is monotonic, suppose
that "i(xi)  "j(xj). To simplify the notation, we will denote "i(xi) by xi. Then xi
(R) xj and so there exist n  1, xq;x0
q 2 Z and 1  q  n such that
xi  x1(R)x0
1  x2(R)x0
2    xn(R)x0
n  xj.
We can assume that the number of (R) terms is minimal. If there are no such terms
then xi  xj and so i = j and i(xi)  j(xj). Otherwise for each xq (R) x0
q, there
exists a scheme such that
xq = z1s1; z0
1s1 = z2s2; :::; z0
msm = x0
q,
where (zl;z0
l) 2 R, and 1  l  m. It is clear that each equality in the above scheme
is in the same Xi. Suppose that xq;z1 2 Xh1, z0
1;z2 2 Xh2, :::, z0
m;x0
q 2 Xhk. Hence,
z0
1 = '
h1
h2(z1), z0
2 = '
h2
h3(z2) :::, z0
m = '
h(k 1)
hk (zm). Since the index set I is quasi-ordered2.1. DIRECT LIMITS 45
then h1  h2    hk 1  hk. Then
h1(xq) = h1(z1s1)
 h2'
h1
h2(z1s1) = h2('
h1
h2(z1)s1) = h2(z0
1s1) = h2(z2s2)
 h3'
h2
h3(z2s2) = h3('
h2
h3(z2)s2)  hk(z0
msm)
= hk(x0
q):
Therefore,  is monotone and well dened. It is reasonably clear from the denition of
 that it is unique with respect to the property that 'i = i for all i and so the result
follows.
A simple categorical structure is used to show that whenever the subdirect limit
exists then it is unique up to isomorphism.
Lemma 2.1.14. Let (Xi, 'i
j) be a direct system of S-posets. Also, let  = (R) be the
S-poset congruence induced on Z = _ [Xi by the relation R = f("i(xi), "j('i
j(xi))) : i;j
2 Xi and i  jg. Then "i(xi) (R) "j(xj) if and only if 'i
j(xi) = xj, where i  j.
Proof. To simplify the notation as in the proof of the previous theorem, we will denote
"i(xi) by xi where xi 2 Xi and i 2 I. Suppose that xi (R) xj. Then there are two
cases:
1. xi = xj, if that is the case then i = j and 'i
j(xi) = xj. Or,
2. there exists a scheme such that
xi = z1s1; z0
1s1 = z2s2; :::; z0
msm = xj,
where (zl;z0
l) 2 R, and 1  l  m. It is clear that each equality in the above scheme
is in the same Xi. Suppose that xi;z1 2 Xh1, z0
1;z2 2 Xh2, :::, z0
m;xj 2 Xhk, where
h1 = i and hk = j. Hence, z0
1 = 'h1
h2(z1), z0
2 = 'h2
h3(z2), :::, z0
m = '
h(m 1)
hm (zm 1).
Since the index I is a quasi-ordered then h1  h2    hk 1  hk. Clearly, the
above scheme can be replaced by the following
xi = z1s1; '
h1
h2(z1)s1 = z2s2; :::; '
hk 1
hk (zm)sm = xj,
Hence,
'
h1
hk(xi) = '
h1
hk(z1s1) = '
h2
hk'
h1
h2(z1s1) =
'
h2
hk(z2s2) =  = '
hk 1
hk (zm)sm = xj;46 CHAPTER 2. DIRECT LIMITS
as required. Conversely, suppose that 'i
j(xi) = xj. It is clear that (xi;'i
j(xi)) 2 R, then
xi (R) xj.
Hence, we have:
Corollary 2.1.15. Let (Xi, 'i
j) be a direct system of S posets with (X, 'i) the subdirect
limit of this system. If 'i(xi)  'j(xj), then i  j in I.
In the next part we will investigate the directed system.
Lemma 2.1.16. Let (Xi;'i
j) be a directed system of S posets with (X;'i) the subdirect
limit of this system. Then
1. if 'i(xi)  'j(xj) in X then there exists k  i;j such that 'i
k(xi)  '
j
k(xj).
2. if 'i(xi) = 'j(xj) in X then there exists k  i;j such that 'i
k(xi) = '
j
k(xj).
Proof. Suppose that 'i(xi)  'j(xj) and B = Z=, where  = (R) is the order
congruence induced on Z = _ [Xi by
R = f("i(xi);"j(xj)): 9 k  i;j with 'i
k(xi)  '
j
k(xj)g,
and i : Xi ! Z is the inclusion map. Dene i : Xi  ! B by i = \  "i. Clearly,
the map i is an S poset morphism. Also, when i  j then j'i
j(xi) = \"j'i
j(xi) =
\"i(xi) = i(xi). From the denition of subdirect limit, there exists a unique S poset
morphism   : X  ! B such that    'i = i. Then \"i(xi) = i(xi) =  'i(xi) 
 'j(xj) = j(xj) = \"j(xj). Hence, "i(xi) (R) "j(xj). As previously stated, in order
to simplify the notation, we will denote "i(xi) by xi where xi 2 Xi and i 2 I. Then
there exists a scheme such that
xi  x1(R)x0
2    xn 1(R)x0
n  xj: (2.1)
where n  1. Assume the number of (R) terms is minimal. If there are no such terms
then i = j and xi  xj. Since I is directed, there exists k  i such that 'i
k(xi)  'i
k(xj).
Otherwise, for each xf (R) x0
f+1 where 1  f  n   1 there exist a scheme such as:
xf = yf1s1; y0
f2s1 = yf2s2; :::; y0
fm = x0
f+1; (2.2)
where (yfd;y0
f(d+1)) 2 R, f1 = f and fm = f + 1, and 1  d  m. To prove '
f
l (xf) 
'
f+1
l (x0
f+1), for l  f;f + 1, the induction method will be used. For d = 1, we have
xf = yf1s1; y0
f2s1 = x0
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Since (yf1;y0
f2) 2 R, then there exists l1  f1;f2 with '
f1
l1 (yf1)  '
f2
l1 (y0
f2). Then it is
clear that
'
f
l1(xf) = '
f1
l1 (yf1s1)  '
f2
l1 (y0
f2s1) = '
f+1
l1 (xf+1).
Suppose that this holds for m 1. For m, suppose that scheme 2.2 holds. For xf = yf1s1;
y0
f2s1 = yf2s2, there exists l1  f;f2 such that '
f
l1(xf)  '
f2
l1 (yf2s2). For y0
f2s1 = yf2s2,
:::, y0
fm = x0
f+1, from the assumption there exists ln  f2;f + 1 such that '
f2
ln(y0
f2s1) 
'
f+1
ln (x0
f+1). Then since I is directed, there exists l  l1;ln. Hence,
'
f
l (xf) = '
l1
l '
f
l1(xf)  '
l1
l '
f2
l1 (yf2s2) = '
f2
l (yf2s2) = '
f2
l (y0
f2s1)
 'ln
l '
f2
ln(y0
f2s1)  'ln
l '
f+1
ln (x0
f+1) = '
f+1
l (x0
f+1):
To prove 'i
kn(xi)  '
j
kn(xj), for kn  i;j, the induction method will be also used.
For n = 1, we have that xi  x1 (R) x0
2  xj. Since x2  xj, then 2 = j. Also,
since x1 (R) x0
2, then there exists k1  i;j such that '1
k1(x1)  '
j
k1(x0
2). Hence,
'i
k1(xi)  'i
k1(x1)  '
j
k1(x0
2)  '
j
k1(xj). Suppose that this holds for n   1. For n,
suppose scheme 2.1 holds. Then for xi  x1 (R) x0
2  x2, it is known that, 'i
k1(xi) 
'i
k1(x1)  'i
k1(x0
2)  '2
k1(x2). Also, for x0
2  x2 (R) x0
3 :::  xn 1 (R) x0
n  xj, it is
known that there exists kn  2;j such that '2
kn(x0
2)  '
j
kn(xj). Then since I is directed,
there exists k  k1;kn such that
'i
k(xi) = '
k1
k 'i
k1(xi)  '
k1
k '2
k1(x0
2) = '2
k(x0
2)
= 'kn
k '2
kn(x0
2)  'kn
k '
j
kn(xj) = '
j
k(xj):
as required. The second case follows by similar procedure.
Hence, the following fact can be easily proven.
Corollary 2.1.17. Let (Xi;'i
j) be a directed system of S posets with (X;'i) be the sub-
direct limit of this system. Then the map 'i is order embedding (resp. monomorphism)
if 'i
k is also an order embedding (resp. monomorphism).
Tensor products also preserve subdirect limits in S posets as the next theorem
demonstrates. The proof is similar to the unordered case but for the completeness we
shall include the proof.
Theorem 2.1.18. Let (Xi;'i
j) be a direct system of S posets with (X;'i) be the sub-
direct limit of this system. Let A be a left S poset. Then (Xi 
 A;'i
j 
 1) is a direct
system in posets and (X 
 A;i 
 1) is the subdirect limit of this system.48 CHAPTER 2. DIRECT LIMITS
Proof. Consider the following subcommutative diagram
Xi Xj
X
-
'i
j
@
@ R 'i
 
  	 'j
where i  j. Then 'i(xi)  'j  'i
j(xi) in X, for all xi 2 Xi. Hence, for all a 2 A it is
true that 'i(xi) 
 a  'j  'i
j(xi) 
 a in X 
 A. Then the digram
Xi 
 A Xj 
 A
X 
 A
-
'i
j
1
Q
Q
Q Q s 'i
1


 + 'j
1
subcommutes for all i  j. Suppose there exists a poset Y and poset morphism i :
Xi 
 A ! Y making the following digram
Xi 
 A Xj 
 A
Y
-
'i
j
1
@
@
@ R
i
 
 
  	
j
subcommute. Hence, i 2 Hom (Xi 
 A;Y ). Then from [4] there exists i 2 Hom (Xi;
Hom(A;Y )) such that i(xi)(a) = i(xi 
 a) xi 2 Xi;a 2 A. For all xi 2 Xi;a 2 A, it
is clear that
(j  'i
j)(xi)(a) = j('i
j(xi) 
 a)
 i(xi 
 a)
= i(xi)(a)
Hence, i  j  'i
j and so from the universal property there exists a unique S poset
morphism   : X ! Hom(A;Y ) such that
Xi X
Hom(A;Y )
-
'i
?
i
 
 
 
  	
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commutes for all i. Hence,   2 Hom (X;Hom(A;Y )) and consequently from [4] there
exists a poset morphism  0 2 Hom (Xi 
 A;Y ) such that  0(x 
 a) =  (x)(a). Then
( 0  ('i 
 1))(xi 
 a) =  ('i(xi))(a)
= i(xi)(a)
= i(xi 
 a)
and consequently the diagram
Xi 
 A X 
 A
Y
-
'i
1
?
i



  +
 0
commutes for all i. Clearly,  0 is unique with respect to this property.
2.2 Pushout
The concept of pushouts is an essential approach in category theory as many subjects
can be dened alternatively as the pushout. It is a special case of direct limit. In the
category of S posets, Bulman-Flemming and Mahmoudi [5] found that the pushout
exists. This section will investigate the property of the pushout as in this research we
aim to dene the amalgamated free product and the free extension as the pushout.
Consider the following pushout diagram in S posets,
A B
C
- 
?

an S poset P is called a pushout of the above diagram whenever:
1. there exist S poset morphisms  : B  ! P and  : C  ! P such that  = ;
2. it satises the universal property in S posets: if for any S poset P0 and S poset
morphisms 0 : B  ! P0 and 0 : C  ! P0 such that 0 = 0, then there exists
a unique S poset morphism   : P ! P0 making the following diagram50 CHAPTER 2. DIRECT LIMITS
A B
C P
P0




 
0
0
commute.
Bulman-Fleming and Mahmoudi in [5], found the pushout in S posets is isomorphic to
the quotient of the coproduct D = B _ [ C by the S poset congruence  generated by
R = f((a);(a)) : a 2 Ag.
The maps  : B  ! D= and  : C  ! D= are dened as (b) = b and (c) = c
respectively. Tensor product preserve pushouts in the category of S posets because
tensor products preserve direct limits in S posets [4]. Clearly, the amalgamated co-
product is a special case for the pushout where the maps of the pushout diagram are
the inclusion maps in this case. The Pushout is usually denoted by P.
The result shown below explains the order relation on the pushout.
Proposition 2.2.1. [1, Lemma 1.4] Let
A B
C P
- 
?

?

-

be a pushout in S posets.
1. If (b)  (c) where b 2 B and c 2 C, then there exists a1;a2 2 A such that
b  (a1) and (a2)  c.
2. If (c)  (b) where b 2 B and c 2 C, then there exists a0
1;a0
2 2 A such that
(a0
1)  b and c  (a0
2).
3. If (b) = (c), where b 2 B and c 2 C, then there exists a1;a0
1;a2;a0
2 2 A such
that (a0
1)  b  (a1) and (a2)  c  (a0
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Proof. Suppose (b)  (c). Then since P = D= where  is the S poset congruence
generated by
R = f((a);(a)) : a 2 Ag
it follows that b  c in P and so b (R[R 1) c. Now b (R[R 1) c if and only if
there exists d1;d0
1;:::;dn;d0
n 2 D such that
b  d1 (R [ R 1) d0
1  d2 (R [ R 1) d0
2  :::dn (R [ R 1) d0
n  c: (2.3)
Since b  c is impossible, then we can assume that we have a system such as 2.3 of
minimal length n  1 such that d1 6= d0
n. Since b  d1, and d0
n  c, then d1 2 B and
d0
n 2 C. For di (R[R 1) d0
i, 1  i  n, minimality of n allows us to deduce that there
exists di1;d0
i1;:::;dim;d0
im such that
di = di1si1; d0
i1si1 = di2si2; :::; d0
imsim = d0
i; where (dij;d0
ij) 2 R [ R 1:
Consequently we deduce that d1 = (a1) for some a1 2 A. Similarly d0
n = (a2) for
some a2 2 A and so the result follows. Part (2) can be found by using a similar method
that was used in part (1). Part (3) follows immediately from parts (1) and (2).
In the above lemma there exists a connection between a1 and a2, and between a0
1
and a0
2. To see this connection between a1 and a2 suppose that b (R[R 1) c. Hence,
there exists di;d0
i 2 D where 1  i  n such that
b  d1 (R [ R 1) d0
1  d2 (R [ R 1)   dn (R [ R 1) d0
n  c: (2.4)
The above scheme has at least length one since b 2 B and c 2 C. Assume without loss of
generality that the shortest length of scheme 2.4 is n. Hence, for each di (R [R 1) d0
i
there exists a scheme such as
di = di1si1;d0
i1si1 = di2si2;:::;d0
imsim = d0
i,
where (dij;d0
ij) 2 R [ R 1, and 1  j  m. The length of this scheme is im + 1. Then52 CHAPTER 2. DIRECT LIMITS
a1 ker  ker  ker  ker:::kerq | {z }
1m 1

  !
ker(q + 1)
 ker(q + 2)  ker(q + 3):::ker(q + l)
| {z }
2m 1

  !
ker(q + l + 1)
. . .
  
  !
ker(q + l +  + k + 1)
 ker(q + l +  + k + 2)  ker(q + l +  + k + 3)  ker
| {z }
nm 1
a2
(2.5)
where l;:::k 2 N. Note that when im  1 is even then q = , q +1 =  and so on while
when im   1 is odd then q = , q + 1 =  and so on.
To see the connection between a0
1 and a0
2 suppose that c (R[R 1) b. Hence, there
exists vi;v0
i 2 D where 1  i  n0 such that
c  v1 (R [ R 1) v0
1  v2   vn0 (R [ R 1) v0
n0  b.
Suppose without loss of generality that the above scheme has the shortest length. Then
for each vi (R [ R 1) v0
i, there exists a scheme such as
vi = vi1si1;v0
i1si1 = vi2si2;:::;v0
im0sim0 = v0
i,
where (vij;v0
ij) 2 R [ R 1 and 1  j  m0. The length of this scheme is im0 + 1. Then
a0
1 ker  ker  ker  ker :::kerq0
| {z }
1m0 1

  !
ker(q0 + 1)
 ker(q0 + 2)  ker(q0 + 3):::ker(q0 + l0)
| {z }
2m0 1

  !
ker(q0 + l0 + 1)
. . .
  
  !
ker(q0 + l0 +  + k0 + 1)
 ker(q0 + l0 +  + k0 + 2)  ker(q0 + l0 +  + k0 + 3)  ker
| {z }
n0
m0 1
a0
2
(2.6)
where l0;:::k0 2 N. Note that when im0   1 is even then q = , q + 1 =  and so on
while when im0   1 is odd then q = , q + 1 =  and so on.
Dene  = ker  ker, and 0 = ker  ker. Also, de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(m;p;q;r;s) = m  (ker)p  (ker)q  (
    !
ker)r  (
    !
ker)s,
0(m;p;q;r;s) = 0m  (ker)p  (ker)q  (
    !
ker)r  (
    !
ker)s,
where m;p;q;r;s  0. Then let
n
i=1(mi;pi;qi;ri;si) =
(m1;p1;q1;r1;s1)  (m2;p2;q2;r2;s2)    (mn;pn;qn;rn;sn);
n0
i=10(mi;pi;qi;ri;si) =
0(m1;p1;q1;r1;s1)  0(m2;p2;q2;r2;s2)    0(mn;pn;qn;rn;sn):
Then the relations (2.5) and (2.6) can be simplied in the following:
Corollary 2.2.2. a1n
i=1(mi;pi;qi;ri;si) a2 and a0
1n0
i=10(mi;pi;qi;ri;si) a0
2, n;n0 2 N.
The following result explains the relation (R[R 1) on D when  and  are S poset
monomorphisms.
Lemma 2.2.3. Let
A B
C P
- 
?

?

-

be a pushout in S posets and  and  be S poset monomorphisms. Then the relation
d (R[R 1) d0 can be shortened to length one if d and d0 are not in the same S poset
otherwise d = d0.
The proof is straightforward. However, when only  is an S poset monomorphism,
the relation (R [ R 1) on D can be summarised in the next remark.
Remark 2.2.4. In the above lemma if only  is a monomorphism, then the relation d
(R [ R 1) d0 has four cases:
1. if d;d0 2 C, then d = d0.
2. if d 2 C, d0 2 B, then d = (a1)s1, (a1)s1 = d0.
3. if d 2 B, d0 2 C, then d = (a2)s2, (a2)s2 = d0.
4. if d;d0 2 B, then d = d0 or d = (a3)s3, (a3)s3 = (a4)s4, (a4)s4 = d0.
The consequence of Proposition 2.2.1 and Lemma 2.2.3 is the next proposition, and
its proof is clear.54 CHAPTER 2. DIRECT LIMITS
Proposition 2.2.5. Let
A B
C P
- 
?

?

-

be a pushout in S posets. Also, let  and  be S poset order embeddings.
1. If (b)  (c), where b 2 B and c 2 C, then there exist a1;a0
1 2 A such that
b  (a1) and (a0
1)  c where a1  a0
1 .
2. If (b) = (c), where b 2 B and c 2 C, then there exist a1;a0
1;a2;a0
2 2 A such that
(a1)  b  (a2) and (a0
2)  c  (a0
1), where a0
1  a1, a2  a0
2.
Proposition 2.2.6. Let
A B
C P
- 
?

?

-

be a pushout in S posets.
1. If  is convex then  is also convex. Also, if  is convex then  is also convex.
2. If  is an S (resp. lower, upper) strongly pounitary then  is also an S (resp.
lower, upper) strongly pounitary. Also, if  is an S (resp. lower, upper) strongly
pounitary then  is also an S (resp. lower, upper) strongly pounitary.
3. If  is an order embedding then  is also an order embedding. Also, if  is an
order embedding then  is also an order embedding.
4. If  is onto then  is also onto. Also, if  is onto then  is also onto.
Proof. 1. Suppose that the image of  is convex on B and (c)  p  (c0), p 2 P.
From the denition of the pushout, p = b1 or p = c1 where b1 2 B and c1 2 C.
If p = c1 = (c1), as required. Otherwise p = b1 = (b1). Hence, c  b1  c0.
From Lemma 2.2.1 there exist a1;a0
1;a2;a0
2 2 A such that
c  (a1); (a0
1)  b1; b1  (a2); (a0
1)  c0:
Since  is convex then b1 = (a) where a 2 A. Hence, (b1) = (a) = (a)
as required. The similar method is used to show that when  is convex then  is
convex.2.2. PUSHOUT 55
2. The proof has similar procedure to part (1).
3. Suppose that  is an order embedding map and (c)  (c0), that is c  c0.
Hence, c (R[R 1) c0 and so there exists n  1, di;d0
i 2 D and 1  i  n such
that
c  d1 (R [ R 1) d0
1  d2 :::d0
n 1  dn (R [ R 1) d0
n  c0: (2.7)
It is clear that d1 2 C. Then from Remark 2.2.4 for d1 (R [ R 1) d0
1 there are
two cases
(a) if d0
1 2 C, then d1 = d0
1.
(b) if d0
1 2 B, then d1 = (a1)s1, (a1)s1 = d0
1. Hence, d2 2 B. Suppose without
loss of generality that scheme 2.7 has the minimum length. If d0
2 2 C, then
from Remark 2.2.4 we have d2 = (a0
1)s0
1, (a0
1)s0
1 = d0
2. Hence, c  d1  d0
2.
This is a contradiction with the minimality of scheme 2.7. While if d0
2 2
B, then from Remark 2.2.4 we also have d2 = (a0
1)s0
1, (a0
1)s0
1 = (a0
2)s0
2,
(a0
2)s0
2 = d0
2. Therefore, c  (a0
2)s0
2 (R [ R 1) d0
2  d3: This is also a
contradiction with the minimality. Therefore, d0
1 must be in C.
By a similar procedure it can be shown that di = d0
i for all i. Hence,  is order
embedding. The same method is used to show that if  is order embedding, then
 is also order embedding.
4. It is straightforward.
When  and  are S poset convex maps, then case (3) in Proposition 2.2.1 and case
(2) in Proposition 2.2.5 can be presented as in the following result.
Lemma 2.2.7. Let
A B
C P
- 
?

?

-

be a pushout in S posets. Also, let  and  be S poset convex maps.
1. If (b) = (c), where b 2 B and c 2 C, then there exists a;a0 2 A such that
b = (a) and c = (a0).56 CHAPTER 2. DIRECT LIMITS
2. If ,  are order embeddings and (b) = (c), where b 2 B and c 2 C, then there
exists a unique a 2 A such that b = (a) and c = (a).
From [32], we know that in the category of S acts when  and  are monomorphisms,
the pushout can be dened as A_ [(Bn im )_ [(Cnim ). However, in S posets, to dene
the pushout as A_ [(Bnim )_ [(Cnim ) we need the S posets maps  and  to be
S strongly pounitary order embeddings.
When  is a monomorphism and  is onto, the pushout becomes as shown below.
Proposition 2.2.8. Let
A B
C P
- 
?

?

-

be a pushout in S posets. Also, let  be a monomorphism and  be onto. Then P = B=
where  is an S poset congruence induced on B by
T = f((a);(a0)) : (a;a0) 2
      !
kerg.
Proof. Suppose P = B= and dene (b) = b. Also, dene (c) = (a) = (a).
It is clear  = . Now suppose there exists an S poset D and S poset morphisms
0 : B  ! D and 0 : C  ! D such that 0 = 0. We want to show that there
is a unique S poset morphism   : P  ! D such that   = 0 and   = 0. Dene
 (b) = 0(b). Then   = 0 and   =   = 0 = 0. To show   is a monotonic
map suppose that b  b0. Hence, there exists n  1, bi;b0
i 2 B and 1  i  n such
that
b  b1 (T) b0
1  b2 (T) b0
2  ::: bn (T) b0
n  b0.
We can assume that the number of (R) terms is minimal. If there are no such terms
then b  b0. Hence, 0(b)  0(b0) and so  (b)   (b0). Otherwise, for each i there
exists a scheme such as:
bi = (a1)s1, (a0
1)s1 = (a2)s2, :::, (a0
m)sm = b0
i
where ((aj);(a0
j)) 2 R, sj 2 S, 1  j  m, and m  1. Hence, (ajsj)  (a0
jsj).
Since  is one to one then a0
jsj = aj+1sj+1 and so (a0
jsj) = (aj+1sj+1). Therefore,
(a1s1)  (a0
msm). Then 0(bi) = 0(a1s1) = 0(a1s1)  0(a0
msm) = 0(a0
msm) =
0(b0
i). Since 0 is monotonic, then 0(b)  0(b0) and so  (b)   (b0). Hence,   is a
monotone and therefore well-de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In the above result, when  is an S strongly pounitary, then we have that
1. b  b0 if, and only if, b  b0 or b = (a), b0 = (a0) such that (a)  (a0).
2. b = b0 if, and only if, b = b0 or b = (a), b0 = (a0) such that (a) = (a0).
Consider the previous pushout diagram where  is an S strongly pounitary and  is
onto. Dene
R = f((a);(a0)) : (a;a0) 2 ker g,
on B. Hence, it is easy to show that  = R [ 1B is an S act congruence. This relation
is also an S poset congruence, since it satises that b  b0 whenever b  b0  b. The
order on B= is the compatible order, which is b  b0 if, and only if, b  b0 or b = (a),
b0 = (a0) with (a)  (a0). Therefore, we can illustrate the next result.
Lemma 2.2.9. Let
A B
C P
- 
?

?

-

be a pushout in S posets. Also, let  be an S strongly pounitary and  be onto. Then
P = B= where  = R [ 1B and R = f((a);(a0)) : (a;a0) 2 ker g.
Dene the relation
 = f(b;b0) : b  b0 or b  (a);(a0)  b0 where (a;a0) 2
    !
ker g
on B. Hence, the kernel of , when  is order embedding and  is onto, can be presented
as , as the next lemma demonstrates.
Lemma 2.2.10. Let
A B
C P
- 
?

?

-

be a pushout in S posets. If  is order embedding and  is onto, then
  !
ker  = .
Proof. From Proposition 2.2.8, P  = B=. Suppose that (b;b0) 2
  !
ker . Then b  b0
and so there exists n  1, bi;b0
i 2 B, and 1  i  n such that
b  b1 (T) b0
1  b2 :::  bn (T) b0
n  b0.58 CHAPTER 2. DIRECT LIMITS
Then by using a similar method in the proof of Proposition 2.2.8 we can show that
for each bi (T) b0
i there are two cases: either bi = b0
i or bi = (ai), b0
i = (a0
i) and
(ai)  (a0
i). Since  is an order embedding, then we can easily prove that either
b  b0 or b  (a1), (an)  b0 and (a1)  (an). Hence, (b;b0) 2 .
Conversely, suppose that (b;b0) 2 . Then if b  b0, it is clear that (b;b0) 2
  !
ker .
While if b  (a), (a0)  b0, where (a)  (a0), then (a)  (a0). Hence, (b) 
(a) = (a)  (a0) = (a0)  (b0), as required.
However, when  is an S strongly pounitary, the kernel of  will be as follows:
Corollary 2.2.11. Let
A B
C P
- 
?

?

-

be a pushout in S posets. If  is an S strongly pounitary and  is onto, then
  !
ker 
= f(b;b0) : b  b0or b = (a);(a0) = b0where (a;a0) 2
    !
ker g.
In order to see the eect of postable property on the pushout, we have:
Proposition 2.2.12. Let P be the pushout in S posets of the diagram
A B
C
?
- 
and
A B
C P
D






'
be a commutative diagram. Also, suppose that   : E ! F is a left S poset morphism
and that the pairs (; ) and ('; ) are (resp. R postable, L postable) postable. Then
the pair (; ) is also (resp. R postable, L postable) postable.2.2. PUSHOUT 59
Proof. We will prove this result for R postable and the L postable can be proven by
using a similar method. Suppose d 
  (e)  (p) 
 f in D 
 F. It is known that for
any p 2 P there two cases
1. p = (b), b 2 B. If this is the case, then d
 (e)  (b)
f = (b)
f. Since the
pair (; ) is R postable, then there exists b0 2 B, e0 2 E such that d 
  (e) 
(b0) 
  (e0)  (b) 
 f. Hence, d 
  (e)  (b0) 
  (e0)  (b) 
 f = (p) 
 f
as required.
2. p = (c), c 2 C. If this is the case, then d
 (e)  (c)
f = '(c)
f. Since the
pair ('; ) is R postable, then there exists c0 2 C, e0 2 E such that d 
  (e) 
'(c0)
 (e0)  '(c)
f. Hence, d
 (e)  (c0)
 (e0)  (c)
f = (p)
f
as required.
2.2.1 Subpushout
As with subdirect limit, the concept of subpushout in the category of S posets was
dened by Bulman-Fleming and Mahmoudi [5]. Consider the digram
A B
C
- 
?

in S posets. Then the subpushout is isomorphic to the quotient of the coproduct D =
B _ [ C by the S poset congruence  which induced in D by
R = f((a);(a)) : a 2 Ag.
The S poset morphisms  : B  ! D= and  : C  ! D= are dened such that
(b) = b and (c) = c respectively. It is clear that (a)  (a) for all a 2 A. The
following statement explains the order relation on the subpushout.
Proposition 2.2.13. Consider the S poset congruence  and the relation R which was
dened above. Then
1. d (R) d0 if and only if either:
(a) d = d0, whenever d and d0 are in the same S poset;60 CHAPTER 2. DIRECT LIMITS
(b) d = (a)s, (a)s = d0, where s 2 S;a 2 A.
2. d  d0 if and only if either
(a) d  d0, whenever d and d0 are in the same S poset;
(b) d  d1 (R) d0
1  d0.
The proof is straightforward. From (a) in case (2) in the above proposition, we can
easily deduce that
Corollary 2.2.14. The maps  and  are order embeddings.
While from (b) in case (2), we can easily deduce that
Corollary 2.2.15. If (b)  (c), where b 2 B and c 2 C, then there exists a unique
a 2 A such that b  (a) and (a)  c.
From the denition of the subpushout, it is clear that for all b 2 B and c 2 C the
relation c  b or c (R) b will not happen. Therefore, we have the following corollary
Corollary 2.2.16. The  and  are convex maps.
2.3 Pullback
Pullback in the category of S posets was recently investigated by Bulman-Fleming and
Mahmoudi [5]. This subject in the category of S acts has been found to be connected
to the study of monoid amalgams, and is particularly important in the study of subamal-
gams. This is also the case for pomonoid amalgams, which will be discussed in chapter
ve.
Consider the following pullback diagram in S posets
B
C D
?

-

an S poset A is called a pullback of the above diagram whenever:
1. there exist S poset morphisms  : A ! B and  : A ! C such that  = .2.3. PULLBACK 61
2. it satises the universal property in S posets: if there exists an S poset Q and
S poset morphisms 0 : Q  ! B and 0 : Q  ! C such that 0 = 0, then there
will be a unique S poset morphism   : Q  ! A making the following diagram
A B
C D
Q




 
0
0
commute.
It is known from Bulman-Fleming and Mahmoudi in [5] that the above diagram is
pullback in S posets if A  = f(b;c) 2 B C : (b) = (c)g and the S poset morphisms
 : A  ! B,  : A  ! C are dened by (b;c) = b and (b;c) = c. Note that there is a
possibility for A to be empty. We shall denote the pullback by A.
Proposition 2.3.1. Consider the pullback diagram
A B
C D
-

?

?

-

in S posets. Then
1. if  is an order embedding (resp. monomorphism), then  is also an order embed-
ding (resp. monomorphism). Also, if  is an order embedding (resp. monomor-
phism), then  is also an order embedding (resp. monomorphism).
2. if  is onto, then  is onto. Also, if  is onto, then  is onto.
3. if  is convex (resp. V strongly convex), then  is convex (resp. V strongly
convex). Also, if  is convex (resp. V strongly convex), then  is convex (resp.
V strongly convex).62 CHAPTER 2. DIRECT LIMITS
4. if  is S (resp. upper, lower) strongly pounitary, then  is S (resp. upper, lower)
strongly pounitary. Also, if  is S (resp. upper, lower) strongly pounitary, then
 is an S (resp. upper, lower) strongly pounitary.
Proof. We will prove these cases for  and a similar method can be used for .
1. The result will be proven for the order embedding case and a similar procedure can
be used for the monomorphism. Suppose  is an order embedding, and (b;c) 
(b0;c0). Then c  c0 and so (c)  (c0). Also, it is known that (b) = (c) and
(b0) = (c0). Hence, (b)  (b0) and so b  b0. Therefore, (b;c)  (b0;c0).
2. Suppose  is onto. It is clear that for all c 2 C there exists d 2 D such that
(c) = d, but since  is onto, there exists b 2 B such that d = (b). Then
c = (b;c).
3. We will consider the convex case. The V strongly convex case follows in a similar
manner. Suppose  is convex and (b;c)  c00  (b0;c0). Then c  c00  c0 and
so (c)  (c00)  (c0). Also, it is known that (b) = (c) and (b0) = (c0).
Hence, (b)  (c00)  (b0). Since  is convex then there exists b00 2 B such that
(b00) = (c00). Therefore, (b00;c00) = c00.
4. The proof is similar to case (3).
Consider the commutative digram
A B
C D
-

?

?

-

in S posets. This diagram is called almost pullback if, and only if, whenever (a) = (c)
there exists a unique a 2 A such that (a) = b and (a) = c. It is clear that pullback is
almost pullback.
Lemma 2.3.2. Let
A B
C D
-

?

?

-
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be a commutative diagram in S posets and  (or ) be an S poset order embedding.
Then this digram is an almost pullback if, and only if, it is a pullback.
Proof. Suppose the diagram is an almost pullback and there exists an S poset P and
S poset morphisms 0 : P ! B and 0 : P ! C such that 0 = 0. Dene   : P ! A
by  (p) = a where a is such that 0(p) = (a) and 0(p) = (a). It is clear that a is unique
from the denition of almost pullback. Suppose that p  p0 in P then 0(p)  0(p0).
Then (a)  (a0) and so a  a0. Hence,   is an S poset morphism. It is clear that
  = 0 and   = 0. Hence, A is a pullback. The converse is clear.
Proposition 2.3.3. Let
A B
C D
A E
?

-
f
?

-
 
?
'
?

-

be a commutative diagram in S posets where ' = 1A,   is an S poset order embed-
ding, and
  !
ker     where
  = f(d;d0) : d  d0or d   (c); (c0)  d0where (c;c0) 2
    !
ker 'g.
Then  is an S poset order embedding if
1.  is order embedding, and
2. if (b)   (c) then there exists a 2 A such that (b)  f(a)   (c), and if  (c)
 (b), then there exists a0 2 A such that  (c)  f(a)  (b).
Proof. Suppose that (b)  (b0). Then ((b);(b0)) 2  . Hence, if (b)  (b0) then
b  b0 as required. Otherwise there exists (c;c0) 2
    !
ker ' such that (b)   (c), and
 (c0)  (b0). From (ii), there exists a;a0 2 A such that (b)  f(a)   (c), and
 (c0)  f(a0)  (b0). Hence, b  f(a), f(a0)  b0, (a)  c and c0  (a0). Then
'(a)  '(c) and '(c0)  '(a0). Hence, '(a)  '(c)  '(c0)  '(a0), and so a  a0.
Therefore, b  f(a)  f(a0)  b0, as required.
The following two results hold for the unordered case when the maps are only
monomorphisms (see [34] for details), however in the ordered case we need the maps
to be strongly pounitary to get the results as shown below.64 CHAPTER 2. DIRECT LIMITS
Lemma 2.3.4. Let
A B D E
C P F Q
- 
?

?

- 
?

?

-
f
-
g
be pushouts in S posets and suppose there exists an S order embeddings ' : A ! D,
 : B ! E and  : C ! F which makes the following diagram
A B
D E
C P
F Q
commute. Also, suppose that the commutative diagram
A B
D E
- 
?
'
?

-

is a pullback in S posets. When  : D ! F and  : A ! C are both onto and
 : A ! B and  : D ! E are both S strongly pounitaries, then there exists a unique
S order embedding  : P ! Q making the cube commute.
Proof. From Lemma 2.2.8, we know that P  = B= and  is dened as in Lemma 2.2.8.
From the universal property of the pushout P, there exists a unique S poset morphism
 : P ! Q such that ((b)) =  (b). From Corollary 2.2.11,
  !
ker  = f((d);(d0)) :
(d;d0) 2
  !
ker g [
  !
1E. To show  is order embedding, suppose (b)  (b0). Then
there are two cases:
1. (b)  (b0). Hence, (b)  (b0), as required.
2. (b) = (d), (b0) = (d0) where (d)  (d0). Since the last diagram is a pullback,
there exists a unique a;a0 2 A such that b = (a), d = '(a), b0 = (a0), and
d0 = '(a0). Then (a) = '(a)  '(a0) = (a0). Hence, (a)  (a0), and so
(b) = f(a)  f(a0) = (b0), as required.2.3. PULLBACK 65
Lemma 2.3.5. Let
A B E F
C D G H
A P E Q
- 1
?
1
?
1
- 2
?
2
?
2
-
1
?
1
?
1
-
2
?
2
?
2
-
1
-
2
be commutative diagrams in the category of S posets where the top squares are pullbacks
and the bottom squares are pushouts, and 11 = 1A, 22 = 1E. When 1;2 are
S poset order embeddings, 1;2 are S strongly pounitaries, and there exists S poset
order embeddings ' : A ! E,  : C ! G,  : B ! F,   : D ! H,  : P ! Q making
the following diagram
A B
E F
C D
G H
A P
E Q
commute and
C D B F
G H D H
- 1
?

?
 
- 
?
1
?
2
-
2
-
 
are pullbacks. Then
B F
P Q
- 
?
11
?
22
-

is also a pullback.66 CHAPTER 2. DIRECT LIMITS
Proof. From Corollary 2.2.11, it is known that
  !
ker 1 = f(1(c);(c0)) : (c;c0) 2
  !
ker
1g [
  !
1D. First, we aim to show that 11 and 22 are order embeddings. That can be
obtained by proving condition (ii) of Proposition 2.3.3 holds. Suppose that 1(b)  1(c).
Since 1 is an S strongly pounitary, then 1(b) = 1(c0). Also, since the top square is
pullback, then there exists a unique a 2 A such that 1(a) = b and 1(a) = c0. Hence,
1(b) = 11(a) = 11(a)  1(c) as required. A similar conclusion will be found when
1(c)  1(b). Therefore, from Proposition 2.3.3 the map 11 is an order embedding.
By using the similar argument, the map 22 is also an order embedding. Now, suppose
that (p) = 22(f) where p 2 P, f 2 F. Since 1 is onto, then from Lemma 2.2.8
P  = D= where  is dened by a similar method of Lemma 2.2.8. Hence, p = 1(d)
where d 2 D. Then (p) = 1(d) = 2 (d). Hence, 2 (d) = 22(f). From Corollary
2.2.11 it is known that
  !
ker 2 = f (2(g); 2(g0)) : (g;g0) 2
  !
ker 2g [
  !
1H and so there
are two cases:
1.  (d) = 2(f). Since the commutative diagram
B F
D H
- 
?
1
?
2
-
 
is a pullback, then there exists a unique b 2 B such that d = 1(b), and f = (b).
Hence, f = (b) and p = 1(d) = 11(b).
2.  (d) = 2(g), 2(f) = 2(g0) where (g;g0) 2
  !
ker 2. Since  (d) = 2(g) and the
diagram
C D
G H
- 1
?

?
 
-
2
is a pullback, then there exists a unique c 2 C such that d = 1(c) and g = (c).
Suppose that b = 11(c). Then 11(b) = 1111(c) = 11(c) = 11(c) =
1(d) = p. Also, 22(b) = 11(b) = (p) = 22(f). Hence, (b) = f. To show
b is unique, suppose there exists b0 2 B such that f = (b0) and p = 11(b0) then
f = (b0) = (b0). Since  is an order embedding, then b = b0.2.3. PULLBACK 67
Therefore, from both cases the diagram
B F
P Q
- 
?
11
?
22
-

is an almost pullback and hence from Lemma 2.3.2 it is a pullback, as required.
While investigating the relation between postable and pullback, the following became
evident:
Lemma 2.3.6. Let f : X ! Y be a left S poset order embedding and stable. Also, let
g : A ! B be a right S poset morphism. Then the commutative diagram
A 
 X B 
 X
A 
 Y B 
 Y
-
g
1X
?
1A
f
?
1B
f
-
g
1Y
is a pullback if all its maps are order embeddings.
Proof. Suppose g(a) 
 y = b 
 f(x). Then since f is stable, there exists a0 2 A, x0 2 X
such that g(a) 
 y = g(a0) 
 f(x0) = b 
 f(x). Since g 
 1Y and 1B 
 f are order
embeddings, then a 
 y = a0 
 f(x0) and g(a0) 
 x0 = b 
 x. To show a0 
 x0 is unique,
suppose that there exists a1 
 x1 2 A 
 X such that g(a1) 
 x1 = b 
 x = g(a0) 
 x0
and a1 
 f(x1) = a 
 y = a0 
 f(x0). Then a1 
 x1 = a0 
 x0 since g 
 1X is order
embedding. Hence, the diagram is an almost pullback and therefore from Lemma 2.3.2
it is a pullback.
The next result shows the relation between pounitary and almost pullback.
Proposition 2.3.7. Let U be a subpomonoid of the pomonoid T, and T be a sub-
pomonoid of the pomonoid S. Also, let U be a pounitary in the pomonoid S. If A is a
T poset, B is an S poset, and f : A ! B is a U pounitary, then the diagram
A B
A 
U T B 
U S
-
f
?
1A

?
1B

-
f
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is pullback.
Proof. Clearly U is a pounitary in the pomonoid T. Suppose that b
1 = f(a)
t. Then
from Lemma 1.9.8 l b = f(a0) and t 2 U. Hence, there exists a unique at = a0 2 A such
that b = f(a0), and (1A 
)(at) = at
1. Therefore, the diagram is an almost pullback
and hence from Lemma 2.3.2 is a pullback.
The pair of strongly pounitary maps is always postable as the next theorem illus-
trates.
Theorem 2.3.8. Let f : X ! Y be a left S upper (resp. lower) strongly pounitary,
and g : A ! B be a right S  lower (resp. upper) strongly pounitary. Then the pair
(g;f) is R postable (resp. L  postable) and the commutative diagram
A 
 X B 
 X
A 
 Y B 
 Y
-
? ?
-
is a pullback.
Proof. Suppose that f is a left S upper strongly pounitary, and g is a right S  lower
strongly pounitary. Also, suppose that b 
 f(x)  g(a) 
 y. From Lemma 1.9.8 and
its dual it is clear that y = f(x0) and b = g(a0). Hence, the pair (g;f) is R postable.
The other case follows in a similar manner. To show the diagram is an almost pullback,
suppose that g(a) 
 y = b 
 f(x). Then from Lemma 1.9.8 and Theorem 1.9.9, we get
that y = f(x0), b = g(a0), and a
x0 = a0 
x. Hence, the diagram is an almost pullback
and so from Lemma 2.3.2 it is a pullback.
Tensor product preserves pullback in the following case.
Theorem 2.3.9. Let the commutative diagram
A B
C D
- 
?

?

-

be a pullback, and all its maps are (S;S) pounitaries. Then for all right S posets X2.3. PULLBACK 69
and left S posets Y the diagram
X 
 A 
 Y X 
 B 
 Y
X 
 C 
 Y X 
 D 
 Y
-
? ?
-
is a pullback in posets.
Proof. Suppose that x
(c)
y = x0
(b)
y0, in X 
D
Y . By using Lemma 1.9.8,
we can show that (c) = (b0) and (b) = (c0). Since the rst diagram is pullback,
then there exists a unique a;a0 2 A such that (a) = b, (a) = c0, (a0) = b0, and
(a0) = c. Hence, x 
 c 
 y = x 
 (a0) 
 y and x0 
 b 
 y0 = x0 
 (a) 
 y0. Since
x 
 (b0) 
 y = x 
 (c) 
 y = x0 
 (b) 
 y0, then from Corollary 1.9.10 x 
 b0 
 y =
x0 
b
y0. Hence, x
(a0)
y = x0 
(a)
y0 and also from Corollary 1.9.10 we have
x 
 a0 
 y = x0 
 a 
 y0. It is clear that x0 
 a 
 y0 is unique. Hence, the diagram is an
almost pullback and therefore from Lemma 2.3.2 it is a pullback.
The following result will be useful later.
Lemma 2.3.10. Let the commutative digram
A B
C D
- 
?

?

-

be an almost pullback in S posets. Also, let
A B
C D
Q




 

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commute. If   : D ! Q is an S poset order embedding, then the diagram
A B
C Q
- 
?

?

-

is an almost pullback.
Proof. Suppose that   : D ! Q is an order embedding, and (b) = (c). Then  (b) =
 (c). Hence, (b) = (c). Since,
A B
C D
- 
?

?

-

is almost pullback, there exists a unique a 2 A such that (a) = b, and (a) = c as
required.
Lemma 2.3.11. Let
A B E
C D F
- 
?

?

- 
?
 
-

-

be a commutative diagram in S posets and
A B B E
C D D F
- 
?

?

- 
?

?
 
-

-

be almost pullbacks. Then
A B E
C D F
- 
?

?

- 
?
 
-

-

is an also almost pullback.2.3. PULLBACK 71
Proof. Suppose  (e) = (c). Since the diagram
B E
D F
- 
?

?
 
-

is an almost pullback, then there exists a unique b 2 B such that (b) = e and (b) = (c).
Also, since
A B
C D
- 
?

?

-

is an almost pullback, then there exists a unique a 2 A such that (a) = b and (a) = c.
Hence, the result follows.
2.3.1 Subpullback
Subpullback was rst considered by Bulman-Fleming and Mahmoudi [5], then later
studied by others (see for example [4], and [12]).
The subcommutative diagram
A B
C D
-

?

?

-

in S posets is subpullback if when there exists an S poset Q and S poset morphisms
0 : Q  ! B and 0 : Q  ! C such that 0  0 then there will be a unique S poset
morphism   : Q  ! A such that   = 0 and   = 0.
From [5] it is known that A  = f(b;c) 2 B  C : (b)  (c)g and the S poset
morphisms  : A  ! B,  : A  ! C are dened by (b;c) = b and (b;c) = c. Some
properties of S posets are investigated on subpullbacks as shown in the following fact.72 CHAPTER 2. DIRECT LIMITS
Proposition 2.3.12. Let the diagram
A B
C D
-

?

?

-

be subpullback in S posets. Then
1. if  is onto, then  is onto. Also, if  is onto, then  is onto.
2.  and  are convex maps.
3. if  is an S upper strongly pounitary, then  is an S upper strongly pounitary.
4. if  is an S lower strongly pounitary, then  is an S upper strongly pounitary.
Proof. 1. It is straightforward.
2. Suppose (b;c)  c00  (b0;c0), then c  c00  c0. Hence, (c)  (c00)  (c0).
Also, it is known that (b)  (c), and (b0)  (c0). Hence, (b)  (c00).
Therefore, (b;c00) = c00. The similar procedure is used to show  is convex.
3. Suppose  is an S upper strongly pounitary. Also, suppose (b;c)  c0s, then
c  c0s. Then (c)  (c0s). Also, it is known that (b)  (c). Hence, (b) 
(c0s). Since  is an S upper strongly pounitary, then there exists b0 2 B such
that (b0) = (c0). Therefore, (b0;c0) = c0.
4. Suppose  is an S lower strongly pounitary. Also, suppose b0s  (b;c), then
b0s  b. Then (b0s)  (b). Also, it is known that (b)  (c). Hence, (b0s) 
(c). Since  is an S lower strongly pounitary, then there exists c0 2 B such that
(c0) = (b0). Therefore, (b0;c0) = b0.
In general, if  is order embedding (resp. monomorphism), this does not guarantee
 is order embedding (resp. monomorphism).Chapter 3
Free products and amalgamations
of Pomonoids
The study of semigroup amalgams was rst initiated by Howie in 1962. A combinatorial
method was used, and the details of his early work can be found in [23]. In 1978, Hall [15]
studied semigroup amalgams by using the technique of representations of semigroups.
Then in 1981, Howie recast Hall's work in terms of S acts and tensor products of
S acts (see [24]). Renshaw extended Howie and Hall's work in amalgamations and his
method was homological in structure (see for example [32], [33], [36], and [34]).
The study of pomonoid amalgams was rst considered in 1986 by Fakhruddin [10]. In
particular, he investigated the atness property with commutative pomonoid amalgams.
In 2010, Bulman-Fleming and Nasir studied pomonoid amalgams, [7] [6]. They studied
pomonoid amalgams by using the representation approach, and with this structure,
they proved that the pomonoid amalgam [U;S1;S2] is strongly poembeddable when U
has the postrongly representation extension property in both S1 and S2. They also
translated this property in terms of acts over pomonoids and used this method to show
that pogroups are strongly poamalgmation bases in the class of pomonoids. They also
demonstrated that inverse pomonoids are not even weak poamalgmation bases in the
class of pomonoids; see Example 6 in [6]. Nasir [29] investigated the ordered version of
atness `poat' in commutative pomonoid amalgams and proved that absolutely poat
(resp. at) commutative pomonoids are strongly poamalgamation (resp. amalgamation)
bases in the class of all commutative pomonoids.
The amalgamated free product is one of the fundamental tools in developing the
study of monoid amalgams. This leads us to investigate the amalgamated free product
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in the category of pomonids. Hence, we aim to dene the amalgamated free products
within the category of pomonoids independently from the amalgamated free products in
the category of monoids. The other main goal of this chapter is to generalise some well-
known results on monoid amalgamations to the category of pomonoids. Also, we aim to
see which restrictions need to be added to the pomonoid amalgam to ensure the ordered
version of embedablity. Throughout this research our approach will be homological in
structure.
3.1 Free extension
This subject is important as it is used to describe the amalgamated free product. The
way of constructing the free extension is categorical in nature. In general, the free
extension is the method used to nd a poset that is bigger and better. This can be
explained as the following.
Let U be a subpomonoid of a pomonoid S. Also, let Y be a right U poset and X
be a right S poset such that f : X  ! Y is a right U poset morphism. Then it is
clear that X is better, while Y is bigger. To nd a poset which is bigger and better the
free extension of X and Y , F(S;X;Y ), is dened. The free S extension of X and Y is
a right S poset F = F(S;X;Y ) together with an S poset morphism h: X  ! F and
a U poset morphism g: Y  ! F which satises
1. g  f = h.
2. whenever there is a right S poset Z, a right S poset morphism : X  ! Z, and
a right U poset morphism : Y  ! Z such that   f = , then there exists a
unique right S poset morphism  : F  ! Z such that    g = , and    h = .
X Y
F
Z
f
h g
 
 
From now on, unless specically mentioned, all tensor products will be over U.3.1. FREE EXTENSION 75
Theorem 3.1.1. [1, Theorem 2.1] Free S extensions exist in the category of S posets
and are unique up to isomorphism.
Proof. Suppose that X is a right S poset, Y is a right U poset, and f: X  ! Y is a
right U poset morphism. Notice that Y 
 S is a right S poset with action given by
(y
s)t = y
st. Suppose then that  = (R) is the right S poset congruence on Y 
S
induced by the relation:
R = f(f(x) 
 s;f(x0) 
 s0) : xs  x0s0g:
Let g: Y  ! (Y 
 S)/ be given by g(y) = (y 
 1). Then it is straightforward, as in
unordered case (see [32], Theorem 4.18), to show that g is a U poset morphism and h
is an S poset morphism where h = g  f.
Suppose there is another right S poset Z, a right S poset morphism : X  ! Z, and
a right U poset morphism : Y  ! Z such that   f = . Dene  : (Y 
 S)/  !
Z by  ((y 
 s)) = (y)s. To show   is monotone, suppose that (y 
 s)   (z 
 t) .
Hence, y 
 s (R) z 
 t and so there exist n  1, si;s0
i 2 S, yi;y0
i 2 Y , and 1  i  n
such that:
y 
 s  y1 
 s1 (R) y0
1 
 s0
1    yn 
 sn (R) y0
n 
 s0
n  z 
 t:
We can assume that the number of (R) terms is minimal. If there are no such terms,
then y 
 s  z 
 t and so (y)s  (z)t. Otherwise, for each i there exists a scheme
such that
yi 
 si = yi1 
 si1:t1
y0
i1 
 s0
i1:t1 = yi2 
 si2:t2
. . .
y0
im 
 s0
im:tm = y0
i 
 s0
i
where tj 2 S, (yij 
 sij, y0
ij 
 s0
ij) 2 R, and 1  j  m. Therefore, yij 
 sij = f(xij)

 rij, and y0
ij 
 s0
ij = f(x0
ij) 
 r0
ij, such that xijrij  x0
ijr0
ij and so xijrijtj  x0
ijr0
ijtj.
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(yi)si = (yi1)si1t1 = (f(xi1))ri1t1 = (xi1)ri1t1 = (xi1ri1t1)
 (x0
i1r0
i1t1) = (f(x0
i1))r0
i1t1 = ((y0
i1))s0
i1t1 = ((yi2))si2t2
= (f(xi2))ri2t2 = :::
 (x0
inr0
intn) = (f(x0
in))r0
intn = (y0
i)s0
i:
Then we easily can show that (y)s  (z)t. Hence,   is monotone and as a result
is well dened. It is clear that   is an S poset morphism and satises  g(y) = (y)
and  h(x) = (x). Clearly,   is unique map with respect to the property that  g(y) =
(y) and  h(x) = (x). The proof of the free S extension is unique up to isomorphism
follows as in the unordered case see [24].
Notice that if (y 
 s) 2 (Y 
 S)=, then (y 
 s) = g(y)s. From this we can easily
deduce the following useful result.
Lemma 3.1.2. Let U be a subpomonoid of a pomonoid S, X be a right S poset, Y be
a right U poset, and f: X  ! Y be a right U poset morphism with (Y 
S)= the free
S extension of X and Y . If y  y0 in Y and s  s0 in S, then (y 
 s)  (y0 
 s0) in
F.
As in the category of S acts it is possible to dene the free S- extension in terms
of pushout. The proof is straightforward and similar to the unordered case; for details
see Theorem 4.19 in [32].
Lemma 3.1.3. Let U be a subpomonoid of a pomonoid S, X be a right S poset, Y
be a right U poset, and f: X  ! Y be a right U poset morphism. Then the free
S extension F of X and Y is the pushout in the category S posets of the diagram
X 
 S Y 
 S
X
-
f
1
?

Example 3.1.4. Let U be a subpomonoid of a pomonoid S, A be a right S poset, and
B be a right U poset. Then the map f : A ! A_ [B is a right U poset morphism. It is3.2. FREE PRODUCTS OF POSEMIGROUPS 77
clear that the diagram
A A_ [B
A _ [ (B 
 S)
-
f
HHH H j h
    g
commutes. Suppose there exist a right S poset Z, a right S poset morphism  : A ! Z,
and a right U poset morphism  : A_ [B ! Z such that f = . Dene   : A _ [ (B 

S) ! Z such that
 (z) =
(
(a) if z = a 2 A
(b)s if z = b 
 s:
Clearly,   is monotone and well dened. If z 2 A, then  (zs) = (as) = f(as) =
h(as) = h(a)s = f(a)s = (a)s. While if z = b 
 s0, then  (zs) =  (b 
 s0s) =
(b)s0s = ((b)s0)s =  (z)s. Hence,   is an S poset morphism. It is obvious that
   g =  and    h = . The uniqueness of   follows easily with the property that
   g =  and    h = . Therefore, F(S;A;A_ [B) = A _ [ (B 
 S).
Let U be a subpomonoid of a pomonoid S, X be a right S poset, Y be a right
U poset, and f: X  ! Y be a right U poset morphism with F(S;X;Y ) = (Y 
S)=
the free S extension of X and Y . We can consider X and Y as respectively an S act
and a U act, and f as a U map. If G(S;X;Y ) is the unordered version of the free
S extension, then G = (Y 
 S)= where  is the S congruence generated by
P = f(f(x) 
 s;f(x0) 
 s0) : xs = x0s0g:
From the denition of the free extension in S act, there exists a unique S map  : G !
F given by ((y 
 s)) = (y 
 s). Clearly  is a well dened S act epimorphism.
3.2 Free products of posemigroups
In this section the free products of posemigroups are dened. It is a fundamental sub-
ject as we will use it to dene the amalgamated free product within the category of
posemigroups.
Given a family fSi : i 2 Ig of pairwise disjoint posemigroups, the free product of the
family fSi : i 2 Ig, F =
Q Si is the set of non-empty words
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with each ak 2 Si for some i 2 I, 1  k  n, and no two adjacent a0s lie in the same Si.
A product can be dened on this set by
(a1 :::an)(b1 :::bm) =
(
a1 :::anb1 :::bm if an 2 Si;b1 2 Sj;i 6= j
a1 :::(anb1):::bm if an;b1 2 Si
Similarly, we can dene an order on F, by a1 :::ar  b1 :::bs if and only if
1. r = s
2. for each 1  i  r ai;bi 2 Sj for some 1  j  n and ai  bi in Sj.
It is easily to check that F is then a posemigroup.
The main property of the free product is illustrated in the following lemma.
Lemma 3.2.1. Let fSi : i 2 Ig be a family of pairwise disjoint posemigroups with
F =
QfSi : i 2 Ig be the free product of this family. Then there exists a posemigroup
order embedding i : Si ! F, for all i 2 I dened such that i(si) = si. Also, if T is a
posemigroup and  i : Si ! T is a posemigroup morphism for each i, then there exists a
unique morphism  : F ! T making the diagram
Si F
T
?
 i
- i
 
 
    	

commute for each i.
The proof is a standard categorical proof, see for example Howie in [24]. Also, it is
straightforward to prove that F is unique up to isomorphism. Hence, we can conclude
that F is the unique coproduct of the posemigroups fSi : i 2 Ig.
Notice that if all the Si are pomonoids, their free products will not be a pomonoid.
By identifying the identity elements of Si for all i 2 I within F, we obtain the coproduct
in the category of pomonoids. That can be explained as follows: let U = f1g and dene
the pomonoid morphisms i : U ! Si by i(1) = 1Si, for all i 2 I.
U Si
Sj
?
j
-
i3.3. AMALGAMATED FREE PRODUCTS IN POMONOIDS 79
Dene  = (R [ R 1), the posemigroup congruence on F generated by
R = f(i(1);j(1)) : 1 2 Ug.
Hence, F= is the pomonoid free product of the family fSi : i 2 Ig of pairwise disjoint
of pomonoids.
3.3 Amalgamated free products in pomonoids
This section investigates the amalgamated free product which is a special case of the
pomonoid pushouts. Nasir in [29] found that the pushout exists in the category of
pomonoids. However his method depends on the pushout in the category of monoids. In
this section, we begin by dening the pushout in the category of pomonoid independently
from the monoid case by using the pomonoid free products. Moreover, the amalgamated
free products of a pomonoid amalgam is dened as a direct limit in U poset for a
specic directed system. We found that if any pomonoid is a weak poamalgamation
(resp. amalgamation) base, then this pomonoid has the absolutely poextension (resp.
extension) property.
Suppose that 'i : U ! Si are posemigroup morphisms. Let  = (R [ R 1), the
posemigroup congruence on F generated by
R = f(i'i(u);j'j(u)) : u 2 Ug.
Dene maps i : Si ! F= by i(si) = si. Then we can easily check that F= together
with i is the pushout in the category of posemigroups of the family fSi;'i : i 2 Ig.
When 'i : U ! Si are pomonoid morphisms, then F= together with i is the
pushout in the category of pomonoids of the family fSi;'i : i 2 Ig. To check that
consider the diagram
U Si
Sj
?
'j
-
'i
in the category of pomonoids. Then we can easily deduce that there exists a pomonoid80 CHAPTER 3. FREE PRODUCTS AND AMALGAMATIONS OF POMONOIDS
morphism i : Si ! F= given by (si) = si, for all i 2 I, making the diagram
U Si
Sj F=
?
'j
-
'i
?
i
-
j
commute. Suppose there exists a pomonoid T and pomonoid morphisms i : Si ! T
such that i'i = j'j, for all i;j 2 I. From Lemma 3.2.1, there exists a unique
posemigroup morphism  : F ! T such that
Si F
T
?
i
- i
 
 
    	

commutes, for all i 2 I. Since, for all i;j 2 I and all u 2 U, i'i(u) = i'i(u) =
j'j(u) = i'i(u), then R 
  !
ker. Hence, from Corollary 1.5.4 there exists a unique
posemigroup morphism  : F= ! T such that diagram
F F=
T
?

- \
 
 
    	

commutes. Since (1Si) = \i(1Si) = i(1Si) = i(1Si) = 1T, and 1Si = 1Sj, for
all i;j 2 I, then  is a pomonoid morphism. Also, i = \i = i = i for all i.
Hence, F= is the pushout in the category of pomonoids.
From now on, the pushout in the category of pomonoids will be denoted by P, and
the composition i'i will be denote by ,  : U ! P.
Suppose that w;w0 in F and consider the following four types of transitions. We say
that w is connected to w0 by an
1. S step if
w = (s1;:::;si 1;u;si+1;:::;sn);w0 = (s1;:::;si 1usi+1;:::;sn);3.3. AMALGAMATED FREE PRODUCTS IN POMONOIDS 81
2. M step if
w = (s1;:::;si 1usi+1;:::;sn);w0 = (s1;:::;si 1;u;si+1;:::;sn);
3. E step if any one of the following holds
(a) w = (s1;:::;siu;si+1;:::;sn);w0 = (s1;:::;si;usi+1;:::;sn);
(b) w = (s1;:::;si;usi+1;:::;sn);w0 = (s1;:::;siu;si+1;:::;sn);
(c) w = (s1;:::;snu);w0 = (s1;:::;sn;u);
(d) w = (s1;:::;sn;u);w0 = (s1;:::;snu);
(e) w = (us1;:::;sn);w0 = (u;s1;:::;sn);
(f) w = (u;s1;:::;sn);w0 = (us1;:::;sn);
4. O step if w = (s1;:::;si;:::;sn);w0 = (s1;:::;s0
i;:::;sn), where si  s0
i.
Now suppose that w  w0 in P = F=. As a result, there exists a system of the
form
w  w1(R [ R 1)w0
1  w2   wk(R [ R 1)w0
k  w0
where m  1, wm;w0
m 2 F, and 1  m  k. Since (R [ R 1) = R#, then from
[18] it can be deduced that wm is connected to w0
m by a nite sequence of E , S , or
M steps. Also, from the denition of the partial order relation on F, it is clear that
w0
m is connected to wm+1 by a nite sequence of O steps. Therefore, w  w0 in
P = F= if, and only if, w is connected to w0 by a nite sequence of E , S , M  or
O steps. We shall make use of this later.
Consider the family fSi;'i : i 2 Ig of pomonoids and morphisms. Let P0 be the
pushout in the category of monoids of this family. From the denition of the pushout in
the category of monoids, there exists a unique monoid morphism # : P0 ! P. Clearly #
is a monoid epimorpism.
When 'i for all i 2 I are order embeddings, we refer to the pushout as the amalga-
mated free product and denote P by
Q
U Si. When jIj = 2, the amalgamated free product
will denoted by S1 U S2. Notice that this is the same notation as in the category of
semigroups but no confusion should arise.82 CHAPTER 3. FREE PRODUCTS AND AMALGAMATIONS OF POMONOIDS
In [29], Nasir introduced the amalgamated free product in a slightly dierent way.
For the diagram of pomonoids and pomonoid morphisms
U S1
S2
?
'2
-
'1
the amalgamated free product P is isomorphic to P0=, where P0 is the pushout in the
category of monoids, which is then endowed with the trivial order '=', and  is the order
congruence induced by the relation
R =1 1[ 2 2;
where
ii = f(i(si), i(ti)): si, ti 2 Si and si i tig, i 2 f1;2g,
i is the partial order on Si and i: Si  ! P0 are the canonical morphisms. From the
uniqueness of the pushout, we can deduce that F=  = P0=.
Following Howie's denition in [24], the posemigroup amalgam [U; Si]i2I is naturally
embeddable (resp. poembeddable) in its free product if and only if: (i) i is a monomor-
phism (resp. order embedding) and (ii) i(Si) \ j(Sj)  (U), for all i;j 2 I i 6= j.
It is easy to show that (U)  i(Si) \ j(Sj) is always true, for all i;j 2 I i 6= j.
Lemma 3.3.1. The posemigroup amalgam [U; Si]i2I is (resp. weakly embeddable, weakly
poembeddable, strongly embeddable) strongly poembeddable if and only if it is naturally
(resp. weakly embeddable, weakly poembeddable, strongly embeddable) strongly poembed-
dable in its free product.
The proof is similar in nature to the unordered case, see Theorem 8.2.4 in [24] for
the detail.
If S is a posemigroup, and if we denote by 1S the monoid obtained by adjoining
an identity 1 to S regardless of whether S already has an identity, then S1 becomes a
pomonoid if we extend the ordering on S to 1S by considering 1 as an incomparable
element in 1S. It is also possible to extend the posemigroup morphism f : S  ! T to
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T already have identities, and it is denoted by 1f. Hence, 1f :1 S  !1 T is dened by
1f(x) =
(
f(x) if x 2 X
1 if x = 1:
Adjoining an identity element to the free product of posemigroup amalgam is equiva-
lent to the free product of the pomonoid amalgam when the identity element is adjoined
to the posemigroup amalgam as the next fact shows.
Theorem 3.3.2. Let [U;S1;S2] be a posemigroup amalgam. Then 1S11U
1S2  = 1(S1U
S2).
Proof. Suppose [U; S1, S2] is a posemigroup amalgam. Consider the commutative di-
gram
U S1
S2 P
?
'2
-
'1
?
1
-
2
in the category of posemigroups. By extending the posemigroup morphisms 'i and i
to the pomonoid morphisms 1'i and 1i respectively, where i 2 f1;2g, and since 1'1
= 2'2 then the following diagram
1U
1S1
1S2
1P
?
1'2
-
1'1
?
11
-
12
is commutative in the category of pomonoids. Suppose there exist a pomonoid X and
pomonoid morphisms i: 1Si  ! X such that 1
1'1 = 2
1'2. Since 1'i(1) = 1, then
1(1) = 1
1'1(1) = 2
1'2(1) = 2(1). Hence, there exist posemigroup morphisms i:
Si  ! X dened by i(Si) = i(Si). Since 1'1(u) = 2'2(u) for all u 2 U and since
P is the pushout of
U S1
S2
?
'2
-
'1
then there exists a unique map  : P  ! X such that that  i = i. De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 ! X as
1 (p) =
(
 (p) if p 2 P
1X if p = 1:
Then 1  is a morphism map,1 (pq) = 1 (p)1 (q), since
1 (pq) =
8
> > > > <
> > > > :
 (pq) =  (p) (q) if p 2 P; q 2 P
 (p) =  (p)1X if p 2 P; q = 1
 (q) = 1X (q) if p = 1; q 2 P
1X = 1X1X if p = 1; q = 1:
Suppose p  q, then p;q 2 P. Hence,  (p)   (q) and so 1 (p)  1 (q). Therefore,
1  is a pomonoid morphism. Also, if s 2 Si, then 1 1i(s) =  i(s) = i(s) = i(s)
while if s = 1, then 1 1i(1) = 1 (1) = 1X = i(1). Suppose there is another pomonoid
morphism : 1P  ! X with the same properties of 1 , then there will be a posemigroup
morphism 0: P  ! X. Since   is a unique map, then   = 0, and from the denition
of 1 , 1  = . Therefore, 1  is a unique map. As a result 1P = 1(S1 U S2) is the
pushout of the diagram
1U
1S1
1S2
?
1'2
-
1'1
Also, we know that 1S11U
1S2 is the pushout of the same diagram. Therefore, 1S11U
1S2
 = 1(S1 U S2), from the uniqueness of the pushout.
A posemigroup amalgam is poembeddable if and only if it is poembeddable as a
pomonoid amalgam as the next result illustrates.
Theorem 3.3.3. The posemigroup amalgam [U;S1;S2] is (resp. weakly embeddable,
weakly poembeddable, strongly embeddable) strongly poembeddable if and only if the pomonoid
amalgam [U1;S1
1;S1
2] is (resp. weakly embeddable, weakly poembeddable, strongly embed-
dable) strongly poembeddable.
Proof. We shall prove the poembeddable case. The other case which is the embeddable
case follows in a similar manner. Suppose that the posemigroup amalgam [U;S1;S2]
is weakly poembeddable in a posemigroup T so that there exists a posemigroup order
embeddings i : Si ! T such that diagram3.3. AMALGAMATED FREE PRODUCTS IN POMONOIDS 85
U S1
S2 T
?
'2
@
@
@ @ R

-
'1
?
1
-
2
commutes, where i 2 f1;2g. Since 'i, i, and  are order embeddings, then even the
extendable pomonoid morphisms 1'i, 1i, and 1 are also order embeddings. Since the
above diagram is commutative, then the following digram
1U
1S1
1S2
1T
?
1'2
@
@
@ @ R
1
-
1'1
?
11
-
12
also commutes. Hence, the pomonoid amalgam [U1;S1
1;S1
2] is weakly poembeddable.
However, if the posemigroup amalgam [U;S1;S2] is strongly poembeddable in the posemi-
group T, then this amalgam is weakly poembeddable in T and satises that (U) =
1(S1) \ 2(S2). It is clear that 1(1) = 11(1) \ 12(1), then 1(1U) = 11(1S1) \
12(1S2). Therefore, the pomonoid amalgam [U1;S1
1;S1
2] is strongly poembeddable in
the pomonoid 1T.
Conversely, suppose that the pomonoid amalgam [U1;S1
1;S1
2] is weakly poembed-
dable in a pomonoid Q. Hence, the diagram
1U
1S1
1S2 Q
?
1'2
@
@
@ @ R

-
1'1
?
1
-
2
commutes. Since 1(1) =1
1'1(1) = 2
1'2(1) = 2(1), then there exist posemigroup
order embeddings i: Si  ! Q dened by i(si) = i(si) where i = f1;2g. The
posemigroup morphism i is order embedding follows from i is order embedding.
It is clear that, 1'1(u) = 1'1(u) = 1
1'1(u) = 2
1'2(u) = 2'2(u) = 2'2(u).
Therefore, the posemigroup amalgam [U;S1;S2] is weakly poembeddable in Q. How-
ever, if the pomonoid amalgam [U1;S1
1;S1
2] is strongly poembeddable in Q, then it
is weakly poembeddable in Q and satises that (1U) = 1(1S1) \ 2(1S2). Since
for all u 2 U, i'i(u) = i
1'i(u) = (u) and (1) = i
1'i(1) = 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exists a posemigroup order embedding : U  ! Q such that (u) = (u). Hence,
(u) = (u) = i'i(u) = i'i(u). From the property of strongly poembeddable, that is
(1U) = 1(1S1) \ 2(1S2), then we can deduce that (U) = 1(S1) \ 2(S2) and so
(U) = 1(S1) \ 2(S2). Therefore, the amalgam [U;S1;S2] is strongly poembeddable
in Q.
Consequently, we shall consistently deal with pomonoid amalgams from now on.
Studying the amalgam with an arbitrary number of pomonoids has a complicated struc-
ture, therefore we shall restrict our attention to the case when jIj = 2.
The poembeddability property is related to the pomonoid pullback as the next the-
orem demonstrates.
Theorem 3.3.4. The pomonoid amalgam [U;S1;S2] is strongly poembeddable (resp.
embeddable) in a pomonoid T if and only if there exists a pomonoid order embedding
(resp. one-to-one) i : Si ! T such that
U S1
S2 T
-
'1
?
'2
?
1
-
2
commutes and is pullback for i, where i = f1;2g.
Proof. We shall prove the poembeddable case. The other case which is embeddable
follows by a similar method. Suppose that the pomonoid amalgam [U; S1; S2] is strongly
poembeddable in a pomonoid T. Also, suppose that there exists a pomonoid U0 and
pomonoid morphisms 1 : U0 ! S1, 2 : U0 ! S2 such that 11 = 22. Since for all
u0 2 U0 11(u0) = 22(u0) and since the pomonoid amalgam is strongly poembeddable
in T, then there exists u 2 U such that '1(u) = 1(u0) and '2(u) = 2(u0). Clearly
u is unique. Let ' 1
i : 'i(U) ! U be dened by ' 1
i ('i(u)) = u. Clearly, ' 1
i is
pomonoid order embedding and ' 1
1 '1(u) = ' 1
2 '2(u) for all u 2 U. Hence, u =
' 1
1 1(u0) = ' 1
2 2(u0). Dene   : U0 ! U by  (u0) = ' 1
1 1(u0). It is obvious that
  is a pomonoid morphism. Also, we have that '1 (u0) = '1' 1
1 1(u0) = 1(u0) and
'2 (u0) = '2' 1
1 1(u0) = '2' 1
2 2(u0) = 2(u0). Then the diagram3.3. AMALGAMATED FREE PRODUCTS IN POMONOIDS 87
U0
U S1
S2 T
 
2
1
'2
'1
1
2
commutes. Suppose there exists another pomonoid morphism  0 having the same prop-
erty of  . Then '1 0 = 1 = '1  for all u0 2 U0. Hence,  0 =   since '1 is order
embedding and so   is unique. Therefore, the diagram
U S1
S2 T
-
'1
?
'2
?
1
-
2
is pullback. The converse is clear.
Let [U;S1;S2] be an amalgam of pomonoids. We dene a direct system of U posets
(Yn;kn) whose direct limit is isomorphic to S1 U S2. The process is very similar to that
in the unordered case and we direct the reader to [32] for more details. Let Y1 = S1,
Y2 = S1 
 S2, and k1 : Y1 ! Y2 be given by k1(s1) = s1 
 1. By way of induction,
assume we have constructed a sequence Y1;Y2;:::;Yn 1 with maps ki : Yi ! Yi+1 for
i = 1;:::;n   2. Dene Yn = F(Si;Yn 2;Yn 1) = (Yn 1 
 Si)=n 2;i  n (mod 2),
where n 2 is the Si poset congruence induced on Yn 1 
 Si by
Vn 2 = f(kn 2(yn 2) 
 si;kn 2(y0
n 2) 
 s0
i) : yn 2si  y0
n 2s0
ig
and let kn 1 : Yn 1 ! Yn be the associated U poset morphism dened by kn 1(yn 1) =
(yn 1 
 1)n 2. Then (Yn;kn)n1 is a direct system in the category of U posets.
As with the unordered case, a typical element of Yn is
yn = (:::((s1 
 s2 
 s3)1 
 s4)2 
 ::: 
 sn)n 2:
We shall denote this by yn = [s1;:::;sn] and a typical element of S1US2 by (s1;:::;sn).
From now on, all tensor products will be over U.88 CHAPTER 3. FREE PRODUCTS AND AMALGAMATIONS OF POMONOIDS
Remark 3.3.5. For all n  1, Yn can be considered as (U;U) poset.
Notice that the free product of the pomonoid amalgam [U;S1;S2], S1 U S2, can be
considered as (U;U) poset if the action is dened as following:
u(s1;:::;sn)u0 = ('m(u)s1;:::;sn'0
m(u0));
where m = i if s1 2 Si, and m0 = j if sn 2 Sj, i;j 2 f1;2g, 'i : U ! Si 'j : U ! Sj.
Lemma 3.3.6. For all i  2,
[s1;:::;si 1;1;si+1] = [s1;:::;si 1si+1;1;1]
Proof. Suppose yi 1 = [s1;:::;si 1] 2 Yi 1. Then
[s1;:::;si 1;1;si+1] = ((yi 1 
 1)i 2 
 si+1)i 1
= (ki 1(yi 1) 
 si+1)i 1
= (ki 1(yi 1si+1) 
 1)i 1
= ((yi 1si+1 
 1)i 2 
 1)i 1
= [s1;:::;si 1si+1;1;1]:
and so consequently
Corollary 3.3.7. For all i  2, [s1; :::; si 1; 1; si+1; :::; sn] = [s1; :::; si 1si+1; :::;
sn; 1; 1].
In addition, from Lemma 3.1.2 we can easily deduce
Lemma 3.3.8. For all i  2, if si i ti then
[s1;:::;si 1;si;si+1;:::;sn]  [s1;:::;si 1;ti;si+1;:::;sn]:
The next major result describes the free product of the pomonoid amalgam as the
direct limit of the above system. The proof is similar to unordered case but since this
result is an essential result in this research and for completeness, we will include the
proof.
Theorem 3.3.9. Let [U;S1;S2] be an amalgam of pomonoids. Then (S1US2;n) is the
direct limit in the category of (U;U) posets of the directed system (Yn;kn)n1, n 2 N,
where n : Yn ! S1 U S2 is given by 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Proof. It is known that there are pomonoid morphisms i: Si  ! S1 U S2, where i 2
f1;2g. We inductively dene the maps n: Yn  ! S1 U S2. Let 1 = 1. Then 1
is a well-dened (U;U) poset morphism, and it is clear that 1(s1)1(s0
1) = 1(s1s0
1).
Dene 2(s1
s2) = 1(s1)2(s2). The map 2 is a well-dened (U;U) poset morphism
since if s1
s2  s0
1
s0
2, then it is easy to check that that 1(s1)2(s2)  1(s0
1)2(s0
2).
Also, it is clear that 2(s1 
s2)2(s0
2) = 2(s1 
s2s0
2) and 2k1 = 1: Suppose, by way
of induction, that we have dened m: Ym  ! S1 U S2, for m 2 f1;:::;n 1g such as
1. m is a (U;U) poset morphism.
2. m  km 1 = m 1 for m 2 f2;:::;n   1g.
3. m(ym)i(si) = m(ymsi) i  m (mod 2).
Dene n: Yn  ! S1 U S2 by
n((yn 1 
 si)n 2) = n 1(yn 1)i(si), where i  n (mod 2).
To see that n is well-dened suppose that (yn 1 
 si)n 2  (y0
n 1 
 s0
i)n 2. Then
(yn 1 
 si) (Vn 2) (y0
n 1 
 s0
i), and so there exist y1 
 t1, y0
1 
 t0
1, :::, yr 
 tr, y0
r 
 t0
r
such that
yn 1 
 si  y1 
 t1 (Vn 2) y0
1 
 t0
1  :::  yr 
 tr (Vn 2) y0
r 
 t0
r  y0
n 1 
 s0
i:
Consider rst the expression yj 
 tj (Vn 2) y0
j 
 t0
j, where 1  j  r. Then either
yj 
 tj = y0
j 
 t0
j and so it easily to deduce that
n 1(yj)i(tj) = n 1(y0
j)i(t0
j):
Or there is a system of the form
yj 
 tj = u1yj1 
 tj1u0
1
u1y0
j1 
 t0
j1u0
1 = u2yj2 
 tj2u0
2
. . .
upy0
jp 
 tjpu0
p = y0
j 
 s0
j
where (yjq 
 tjq;y0
jq 
 t0
jq) 2 Vn 2, uq;u0
q 2 U, and 1  q  p. Consequently, yjq 
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kn 2(xjq) 
 sjq, y0
jq 
 t0
jq = kn 2(x0
jq) 
 s0
jq and xjqsjq  x0
jqs0
jq. Hence,
n 1(yj)i(tj) = n 1(u1yj1)i(tj1)i(u0
1)
= u1n 1(yj1)i(tj1)i(u0
1)
= u1n 1(kn 2(xj1))i(sj1)i(u0
1)
= u1n 2(xj1)i(sj1)i(u0
1)
= u1n 2(xj1sj1)i(u0
1)
 u1n 2(x0
j1s0
j1)i(u0
1)
= u1n 2(x0
j1)i(s0
j1)i(u0
1)
= u1n 1(kn 2(x0
j1))i(s0
j1)i(u0
1)
= u1n 1(y0
j1)i(t0
j1)i(u0
1)
= n 1(u1y0
j1)i(t0
j1)i(u0
1)
= n 1(u2yj2)i(tj2)i(u0
2)
. . .
= n 1(y0
j)i(t0
j)
We therefore can deduce that n 1(yn 1)i(si)  n 1(y0
n 1)i(s0
i) from which follows
that n is a well-dened and monotonic U map. It is also clear that nkn 1 = n 1
and hence, the diagram
Y1 Y2 Y3 ::: Yn
F=
- k1
HHHHHHH H j
1
- k2
@
@
@ @ R
2
- k3
?
3
-
kn 1
        
n
commutes.
Notice that n([s1;:::;sn]) = 1(s1)2(s2):::in(sn) where for m = 1;:::;n im = 1 if
sm 2 S1 or im = 2 if sm 2 S2.
Suppose now that Q is a (U;U) poset and that there exists a (U;U) poset mor-
phisms "n : Yn ! Q for all n 2 N such that "n  kn 1 = "n 1 for n  2. Dene
  : S1 U S2 ! Q by
 ((s1;s2;:::;sn)) =
(
"n([s1;s2;:::;sn]) if s1 2 S1
"n+1([1;s1;s2;:::;sn]) if s1 2 S2:3.3. AMALGAMATED FREE PRODUCTS IN POMONOIDS 91
Assume for the moment that   is well-dened. Then it is an (U;U) poset morphism
since
 (u(s1;s2;:::;sn)v) =  ((us1;s2;:::;snv))
=
(
"n([us1;s2;:::;snv]) if s1 2 S1
"n+1([1;us1;s2;:::;snv]) if s1 2 S2
=
(
u("n([s1;s2;:::;sn]))v if s1 2 S1
u("n+1([1;s1;s2;:::;sn])v if s1 2 S2
= u ((s1;s2;:::;sn))v:
Also,
 n([s1;s2;:::;sn]) =  (n[s1;s2;:::;sn])
=  ((s1;s2;:::;sn))
= "n([s1;s2;:::;sn]);
and so the diagram
Yn S1 U S2
Q
- n
?
"n
 
 
 
    	
 
commutes.
To show   is monotone, suppose that z  z0. Then z is connected to z0 by a
nite sequence of E , S , M , or O steps. Assume without loss of generality that z
is connected to z0 by a single sequence of E , S , M , or O step.
1. If they are connected by S step, then z = (s1;:::;si 1;u;si+1;:::;sn), z0 =
(s1;:::;si 1usi+1;:::;sn). If s1 2 S1, then
 (z) = n([s1;:::;si 1;u;si+1;:::;sn])
= n([s1;:::;si 1u;1;si+1;:::;sn])
= n([s1;:::;si 1usi+1;:::;sn;1;1]) (by Corollary 3.3.7)
= n  kn 1  kn 2([s1;:::;si 1usi+1;:::;sn])
= n 2([s1;:::;si 1usi+1;:::;sn])
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A similar conclusion will be found if s1 2 S2.
2. If they are connected by M step:
z = (s1;:::;si 1usi+1;:::;sn), z0 = (s1;:::;si 1;u;si+1;:::;sn), The same con-
clusion of S-step will be found since M-steps are the reverse of S-steps.
3. If they are connected by E step, there are six cases:
(a) z = (s1;:::;siu;si+1;:::;sn), z0 = (s1;:::;si;usi+1;:::;sn),
(b) z = (s1;:::;si;usi+1;:::;sn), z0 = (s1;:::;siu;si+1;:::;sn),
(c) z = (s1;:::;snu), z0 = (s1;:::;sn;u),
(d) z = (s1;:::;sn;u), z0 = (s1;:::;snu),
(e) z = (us1;:::;sn), z0 = (u;s1;:::;sn),
(f) z = (u;s1;:::;sn), z0 = (us1;:::;sn).
For case (a), if s1 2 S1, then
 (z) = n([s1;:::;siu;si+1;:::;sn])
= n([s1;:::;si;usi+1;:::;sn])
=  (z0):
A similar conclusion holds if s1 2 S2. Case (b) is proved in a similar manner to
case (a).
For case (c), if s1 2 S1, then
 (z) = n([s1;:::;snu])
= n+1  kn([s1;:::;snu])
= n+1([s1;:::;snu;1])
= n+1([s1;:::;sn;u])
=  (z0):
A similar conclusion holds if s1 2 S2. Case (d) is proved in a similar manner to3.3. AMALGAMATED FREE PRODUCTS IN POMONOIDS 93
case (c). For case (e), if s1 2 S1, then
 (z) = n([us1;:::;sn])
= n+2  kn+1  kn([us1;:::;sn])
= n+2([1;1;us1;:::;sn]) (by Corollary 3.3.7)
= n+2([1;u;s1;:::;sn])
=  (z0)
while if s1 2 S2, then
 (z) = n+1([1;us1;:::;sn])
= n+1([u;s1;:::;sn])
=  (z):
Case (f) is proved in a similar manner to case(e).
4. If they are connected by O step, then
z = (s1;:::;si;:::;sn), z0 = (s0
1;:::;s0
i;:::;s0
n) where si  s0
i for 1  i  n. Hence,
 (z) = n([s1;:::;si;:::;sn])
 n([s0
1;:::;s0
i;:::;s0
n]) (by Corollary 3.3.8)
=  (z0):
Hence, even if z is connected to z0 by a nite sequence of E-, S-, M-, and O-steps, we
will get the same conclusion which is  (z)   (z0). Consequently, we deduce that  
is a well dened and monotonic. It is reasonably clear from the denition of   that it is
unique with respect to the property that  n = n for all n and so the result follows.
For, n  2, dene that k(n 1) = kn 1  kn 2    k1 : Y1  ! Yn, h(1) : S2  ! Y2,
and h(n 1) = kn 1 kn 2 k2 h(1) : S2  ! Yn. Then it is straightforward to show
the following result.
Lemma 3.3.10. The pomonoid amalgam [U;S1;S2] is weakly poembeddable (resp. em-
beddable) if and only if the maps k(n) and h(n) are order embeddings (resp. monomor-
phism) for all n  1.
The next lemma is useful later, and its proof is similar to the unordered case, so for
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Lemma 3.3.11. Let the pomonoid amalgam [U;S1;S2] be weakly poembeddable (resp.
embeddable) and 2 : Y2  ! S1 U S2 is one to one. Then the pomonoid amalgam is
strongly poembeddable (resp. embeddable) if and only if s1 
 1 = 1 
 s2 in Y2 implies
s1 = s2 2 U.
Proof. We will prove this result for poembeddable case. The embeddable case follows
in a similar manner. Suppose that the pomonoid amalgam is strongly poembeddable.
If s1 
 1 = 1 
 s2 in Y2, then k1(s1) = h(1)(s2). Then 2k1(s1) = 2h(1)(s2), and
so 1(s1) = 2(s2). Since the pomonoid amalgam is strongly poembeddable, then
s1 = s2 2 U.
Conversely, suppose that 1(s1) = 2(s2) in S1 U S2. Then it is clear that
1(s1) = 2h(1)(s2)
2k1(s1) = 2h(1)(s2).
Since the map 2 is one-to-one, then k1(s1) = h(1)(s2), which is the same as s1 

1 = 1 
 s2 in Y2 and so s1 = s2 2 U. Therefore, the pomonoid amalgam is strongly
poembeddable.
Bulman-Fleming and Nasir in [6] found that if (U;S) is a weak poamalgamation
(resp. amalgamation) pair, then U has the right poextension (resp. extension) property.
However, it is possible to extend this result to that where U has the poextension (resp.
extension) property, as the next result illustrates.
Theorem 3.3.12. [1, Theorem 2.10] Let (U;S) be a weak poamalgamation (resp. amal-
gamation) pair in the category of pomonoids. Then U has the poextension (resp. exten-
sion) property in S.
Proof. We will prove this for poamalgamation pairs. The other argument is similar. Let
X be a right U poset, and Y be a left U poset. Suppose Z = X _ [Y and extend the
action of U on X and Y to a bi-action on Z as follows. Let u:x = x, y:u = y for all
x 2 X, y 2 Y , u 2 U. It is easy to check that Z is a (U;U) poset. Let Z(0) = U,
Z(1) = Z, and Z(n) = Z(n 1) 
U Z for all n  2. Let T = _ [n0Z(n) and extend the
multiplication of U to T by
(z1 
  
 zm):(w1 
  
 wn) = z1 
  
 zm 
 w1 
  
 wn;
u:(z1 
  
 zm) = (uz1) 
  
 zm;
(z1 
  
 zm):u = z1 
  
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It is clear that T is a monoid. T is also a poset with order induced from the order on
the components Z(n). The compatibility of this order follows easily from Lemma 1.8.3.
Hence, U is a subpomonoid of the pomonoid T and so [U;S;T] is a pomonoid amalgam
which, by assumption, is weakly embeddable in its amalgam free product. Therefore the
following diagram
U S
T S U T
-
'1
?
'2
?
1
-
2
commutes.
Suppose x
1
y  x0
1
y0 in X
S
Y . Then since the map X
S
Y ! T
S
T
given by x
s
y 7! x
s
y is monotone, it follows that x
1
y  x0
1
y0 in T
S
T.
Consequently, since the map T 
S 
T ! S U T given by t
s
t0 7! 2(t)1(s)2(t0)
is also monotone, we deduce that 2(x)1(1)2(y)  2(x0)1(1)2(y0) in S U T and so
2(xy)  2(x0y0). But 2 is an order embedding and so xy  x0y0 in T. Now the map
X 
 Y ! T given by x 
 y 7! xy is an order embedding since if xy  x0y0 in T, then
from the denition of the multiplication on T we have
x 
 y  x0 
 y0 in Z 
U Z  = (X _ [Y ) 
U (X _ [Y )  =
(X 
U X)_ [(X 
U Y )_ [(Y 
U X)_ [(Y 
U Y )
and so x 
 y  x0 
 y0 in X 
 Y as required.
Therefore, we can deduce that
Corollary 3.3.13. Let U be a weak poamalgamation (resp. amalgamation) base in the
category of pomonoids. Then U is absolutely poextendable (resp. extendable).
3.4 Special pomonoid amalgams
The special pomonoid amalgam is one application of the pomonoid amalgams. In this
section, we aim to show that the special pomonoid amalgam is weakly poembeddable.
Let [U;S1;S2] be a special pomonoid amalgam, and   : S1 ! S2 be pomonoid order
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U S1
S2 P
S1
'1
'2
2
1
1
  1
where, P  = S1 U S2. Hence, the amalgam is weakly poembeddable into S1. Therefore,
it can be easily stated that
Theorem 3.4.1. The special pomonoid amalgam [U;S1;S2] is weakly poembeddable (em-
beddable).
Hence, from Theorem 3.3.1 we can deduce the following
Corollary 3.4.2. Let [U;S1;S2] be a special pomonoid amalgam. Then the maps 1 :
S1  ! S1 U S2 and 2 : S2  ! S1 U S2 are pomonoid order embeddings, which are
dened by 1(s1) = s1 and 2(s2) = s2 respectively.
3.5 Pounitary and amalgamations
The concept of a unitary subsemigroup has been known to be related to the question
of embeddability of amalgams since Howie's pioneering work in [18]. Howie proved
that an almost unitary amalgam is always embeddable [18]. Then Renshaw proved a
quasi-unitary amalgam is embeddable [32].
The main result which we aim to prove in this section is that a strongly pounitary
amalgam is strongly poembeddable. The strongly pounitary in pomonoids is the natural
analogue of unitary in monoids. Before we show that, the following result is needed.
Theorem 3.5.1. [1, Theorem 3.5] Let U be a strongly pounitary subpomonoid of
a pomonoid S. Then for every (U;S) poset X, every (U;U) poset Y , and every
(U; U) strongly pounitary f : X  ! Y there exist an order embedding h : X  !
F(S;X;Y ), and a (U;U) strongly pounitary g : Y  ! F(S;X;Y ) such that g  f = h.
Proof. From Theorem 1.9.6, U has the poextension property in S and from Theorem
1.9.9 f 
1 : X
U S ! Y 
U S is an order embedding. Let the maps g : Y ! F(S;X;Y )
and h : X ! F(S;X;Y ) be de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Then (y
1)  (y0
1) and so y
1 (R) y0
1. Hence, there exists n  1;si;s0
i 2 S,
and yi;y0
i 2 Y;1  i  n such that
y 
 1  y1 
 s1(R)y0
1 
 s0
1    yn 
 sn(R)y0
n 
 s0
n  y0 
 1:
We can assume that the number of (R) terms is minimal. If there are no such terms
then y 
1  y0 
1 in Y 
U S and so y  y0 since U has the poextension property in S.
Otherwise, for each i there exists a scheme
yi 
 si = yi1 
 si1t1
y0
i1 
 s0
i1t1 = yi2 
 si2t2
. . . ()
y0
im 
 s0
imtm = y0
i 
 s0
i
where sij;s0
ij 2 S, yij;y0
ij 2 Y , tj 2 U and (yij 
 sij, y0
ij 
 s0
ij) 2 R. Therefore, yij 
 sij
= f(xij) 
 rij, y0
ij 
 s0
ij = f(x0
ij) 
 r0
ij, and xijrij  x0
ijr0
ij. Hence, xijrijtj  x0
ijr0
ijtj
and so x0
ij 
 r0
ijtj = xi(j+1) 
 ri(j+1)tj+1 since f 
 1 is an order embedding. Since the
canonical map X 
U S ! X is monotone, we deduce
xi1ri1t1  x0
i1r0
i1t0
i = xi2si2t2    ximrimtm:
Since f is strongly pounitary then yi = f(xi) and y0
i = f(x0
i) for some xi;x0
i 2 X and
hence
xisi  xi1ri1t1  x0
i1r0
i1t0
i = xi2ri2t2    ximrimtm  x0
is0
i:
By Lemma 1.9.8 and its dual, it follows that there exists x;x0 2 X such that y =
f(x);y0 = f(x0). Consequently, y 
 1 = f(x) 
 1  f(x1) 
 s1 = y1 
 s1, and since
f 
 1 is an order embedding, then x  x1s1. In a similar way x0
ns0
n  x0 and so
x  x1s1  x0
1s0
1    x0
ns0
n  x0 from which it follows that g is an order embedding.
We show that g is upper strongly pounitary, lower strongly pounitary following
by a similar argument. Suppose that (y 
 1)  (y0 
 s)u = (y0 
 su) so that
y 
 1 (R) y0 
 su. Hence, there exists n  1 and si;s0
i 2 S, and yi;y0
i 2 Y;1  i  n
such that
y 
 1  y1 
 s1(R)y0
1 
 s0
1    yn 
 sn(R)y0
n 
 s0
n  y0 
 su:
As before, assume that the number of 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then we deduce that y
1  y0
su. By the dual of Lemma 1.9.8, it follows that su 2 U
and so s 2 U. Hence, (y0 
 s) = (y0s 
 1) = g(y0s).
Otherwise, for each i we can construct a scheme as in () and deduce that yi = f(xi)
and y0
i = f(x0
i) for some xi;x0
i 2 X and xisi  x0
is0
i. Again using Lemma 1.9.8 and its
dual, we deduce that there exists x;x0 2 X with y = f(x);y0 = f(x0). Consequently,
(y0 
 s) = (f(x0) 
 s) = (f(x0s) 
 1) = g(f(x0s)) and the result follows.
We are now in a position to state and prove the main result of this section.
Theorem 3.5.2. [1, Theorem 3.6] Let [U;S1;S2] be a pomonoid amalgam. If U is
strongly pounitary in both S1 and S2, then the amalgam is strongly poembeddable, and
U is strongly pounitary in S1 U S2.
Proof. Construct the direct system (Yn;kn) as in Theorem 3.3.9. From Theorem 1.9.6,
U has the poextension property in both S1 and S2 and hence, the map S1 = Y1 ! Y2 =
S1 
 S2 is an order embedding. To show the map k1 : Y1 ! Y2 is strongly pounitary,
suppose that k1(s1)  y2u so that s1 
1  s0
1 
s2u for some s1;s0
1 2 S1;s2 2 S2;u 2 U.
Since U is strongly pounitary in S2, then by the dual of Lemma 1.9.8 we can deduce
that s2 2 U. Hence, y2 = s0
1
s2 = s0
1s2
1 = k1(s0
1s2) as required. In a similar way the
map S2 ! Y2 is strongly pounitary. It follows from Theorem 3.5.1, that for all n  1,
the map kn : Yn ! Yn+1 is a strongly pounitary order embedding. Hence, the amalgam
is weakly poembeddable by Lemma 3.3.10.
To show that the amalgam is strongly poembeddable, we use Lemma 3.3.11. Suppose
therefore that s1 
 1 = 1 
 s2 in S1 
 S2. Then there exists a scheme
s1  s11u1 u1  v1s21
s11v1  s12u2 u2s21  v2s22
. . .
. . .
s1m 1vm 1  s1mum ums2m 1  vms2
s1mvm  1:
Since U is strongly pounitary in S1, then s1;s11;:::;s1m 2 U. Hence, s1
1  1
s2
in U 
 S2  = S2 and so s1  s2. In a similar way, s2  s1 and so s1 = s2 2 U, and the
amalgam is strongly poembeddable.
It follows from Theorem 3.5.1, Theorem 3.3.9, and Lemma 2.1.10 that U is strongly
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3.6 Commutative pomonoids and amalgamations
This part will investigate commutative pomonoid amalgams. It is known that the free
product of commutative pomonoid amalgams is also commutative [29]. This section
shows that when the amalgam has the poextension (resp. extension) property, then
the amalgam is always weakly poembeddable (resp. embeddable). For strong poem-
beddability (resp. embeddability), the amalgam needs to be convex and have the poex-
tension (resp. extension) property. It has been shown in the previous section that the
strongly pounitary amalgam is always strongly poembeddable. However, in commuta-
tive pomonoid amalgam, we proved it is enough to be pounitary. Moreover, we show that
the commutative pocancellative pomonoid is always weakly poembeddable. However,
when the commutative pocancellative pomonoid is unitary, then we nd it is strongly
poembeddable.
Before we draw our attention to the category of commutative pomonoids, the fol-
lowing result is useful and will be used later.
Lemma 3.6.1. Let U be a subpomonoid of a pomonoid S and suppose that U has the
poextension (extension) property in S. If  : X ! Y is a convex U poset morphism
and if y 
 1 = (x) 
 s in Y 
 S, then y 2 im.
Proof. Suppose that y 
1 = (x)
s in Y 
U S and consider the commutative diagram
X Y
Y P
- 
?

?

-

where P is the pushout. It is known from [4] that tensor products preserve pushouts in
the category of U posets and so in P 
U S we have (y)
1 = (x)
s = (x)
s =
(y) 
 1. Since U has the extension property in S, then (y) = (y) and hence from
Lemma 2.2.7 there exist x 2 X such that y = (x).
From now on, we assume that S is a commutative pomonoid. It is well-known (see
for example [29]) that in the category of commutative pomonoids, the amalgamated free
product of a pomonoid amalgam [U;S1;S2] reduces to the tensor product S1
U S2. The
binary operation on S1 
 S2 was dened by (s1 
 s2) (t1 
 t2) = (s1t1 
 s2t2), and the
order on S1 
 S2 is dened as usual.100 CHAPTER 3. FREE PRODUCTS AND AMALGAMATIONS OF POMONOIDS
It is obvious that if the commutative pomonoid U has the absolutely poextension
(resp. extension) property, then U is a weak poamalgmation (resp. amalgamation) base
in the category of commutative pomonoids.
Theorem 3.6.2. Let [U;S1;S2] be commutative pomonoid amalgam and U has the poex-
tension (resp. extension) property and is convex in both S1 and S2. Then the amalgam
is strongly poembeddable (resp. embeddable).
Proof. Since U has the poextension (resp. extension) property in S1 and S2, then
1 : S1 ! S1 
S2 and 1 : S2 ! S1 
S2 are order embeddings (resp. monomorphisms),
and so the commutative amalgam is weakly poembeddable (resp. embeddable) in its
amalgamated free product. Now, suppose that 1(s1) = 2(s2). It follows easily from
Lemma 3.6.1, that s1 = s2 2 U. Hence, the amalgam is strongly poembeddable (resp.
embeddable).
Note that in the commutative pomonoid amalgam [U;S1;S2] when U ! Si is popure
(resp. pure) convex map, where i = f1;2g, the amalgam is strongly poembeddable (resp.
embeddable). This is clearly from Lemma 1.9.2.
We proved that the strongly pounitary pomonoid amalgam is strongly poembed-
dable. However, in commutative pomonoid amalgam the pounitary is enough for the
amalgam to be poembeddable. That is summarised in the following theorem.
Theorem 3.6.3. Let [U;S1;S2] be commutative pomonoid amalgam and U is pounitary
in S1 and S2. Then the amalgam is strongly poembeddable, and U 
U = U is pounitary
in S1 
 S2.
Proof. From Theorem 1.9.6, it is clear that U has the poextension property in S1 and
S2, and from Lemma 1.9.5 U is convex in S1 and S2. Hence, from Theorem 3.6.2 the
pomonoid amalgam is strongly poembeddable.
To show U
U = U is pounitary in S1
S2, suppose that there exists sj
tj 2 S1
S2
and (uj 
 vj), (u0
j 
 v0
j) 2 U 
 U where 1  j  n such that
u 
 v  (s1 
 t1) (u1 
 v1)
(s1 
 t1) (u0
1 
 v0
1)  (s2 
 t2) (u2 
 v2)
. . .
(sn 
 tn) (u0
n 
 v0
n)  u0 
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Hence,
uu0
1 :::u0
n 
 vv0
1 :::v0
n  s1u1u0
1 :::u0
n 
 t1v1v0
1 :::v0
n
 s2u1u2u0
2 :::un 
 t2v1v2v0
2 :::v0
n
 s3u1u2u3u0
3 :::u0
n 
 t3v1v2v3v0
3 :::v0
n

. . .
 sn 1u1 :::un 1u0
n 1u0
n 
 tn 1v1 :::vn 1v0
n 1v0
n
 snu1 :::unu0
n 
 tnv1 :::vnv0
n
 u0u1 :::un 
 v0v1 :::vn:
(3.1)
Since U is pounitary in S1 and S2, then it is straightforward to show that s1;:::;sn,
t1;:::tn 2 U, and the scheme 3.1 is in U 
 U = U. Hence, (s1 
 t1), :::, (sn 
 tn)
2 U 
 U as required.
The following fact considers the unitary pomonoid amalgam when the core has zero
element.
Theorem 3.6.4. Let [U;S1;S2] be commutative pomonoid amalgam with zero element
in U being the maximal (or minimal) element in both S1 and S2. If U is unitary in both
S1 and S2, then the amalgam is strongly poembeddable.
Proof. Suppose z is a zero in U and maximal element in both S1 and S2. To show the
map S1 ! S1 
S2 is order embedding, suppose that s1 
1  s0
1 
1 in S1 
S2. Hence,
there exists a scheme of inequality such that
s1  t1u1 u1  v1t0
2
t1v1  t2u2 u2t0
2  v2t0
3
. . .
. . .
tn 1vn 1  tnun unt0
n  vn
tnvn  s0
1
where t1;:::;tn 2 S1, t0
2;:::;t0
n 2 S2, and u1;:::;un;v1;:::;vn 2 U. By multiplying
the right scheme on the left by z, we then have z  zt0
2. Since z is maximal in S2,
then zt0
2 = z. Hence, t0
2 2 U. Similar argument is used to show that t0
3;:::;t0
n 2 U.
Hence, s1  s0
1. By a similar argument, we can show S2 ! S1 
 S2 is order embedding.
Therefore, the amalgam is weakly poembeddable. To show the amalgam is strongly102 CHAPTER 3. FREE PRODUCTS AND AMALGAMATIONS OF POMONOIDS
poembeddable, suppose that s1 
 1 = 1 
 s2. For s1 
 1  1 
 s2 we have that
s1  t1u1 u1  v1t0
2
t1v1  t2u2 u2t0
2  v2t0
3
. . .
. . .
tn 1vn 1  tnun unt0
n  vns2
tnvn  1:
By multiplying the right scheme on the left by z, and since S2 is unitary, we have s2 2 U
and s1  s2. For 1 
 s1  s2 
 1 by similar argument to that of the previous case we
get that s2  s1 and s1 2 U. Hence, s1 = s2 2 U as required.
Theorem 3.6.5. Let [U;S1;S2] be pocancellative commutative pomonoid amalgam, and
let U be abelian pogroup. Then the amalgam is poembeddable in the class of pocancellative
commutative pomonoids.
Proof. It is known from [7, Theorem 3] that pogroups are poamalgamation bases in the
class of pomonoids. Consequently [U;S1;S2] is weakly poembeddable in S1 
U S2 by
Lemma 3.3.10. If s1
1 = 1
s2 in S1
U S2 then applying the map 2 in Theorem 3.3.9
and using the strong embeddability of [U;S1;S2] in S1US2 in the category of pomonoids
we can easily deduce that s1 = s2 2 U and the amalgam is strongly posembeddable in
S1 
U S2.
To prove that S1 
 S2 is pocancellative, suppose that (s1 
 s2) (t1 
 t2)  (s0
1 
 s0
2)
(t1
t2) so that (s1t1
s2t2)  (s0
1t1
s0
2t2). Hence, there exists a scheme of inequalities
such that
s1t1  x1u1 u1s2t2  v1y2
x1v1  x2u2 u2y2  v2y3
. . .
. . .
xn 1vn 1  xnun unyn  vns0
2t2
xnvn  s0
1t1
where x1;:::;xn 2 S1, y2;:::;yn 2 S2, and u1;:::;un;v1;:::;vn 2 U. Then s1t1p 
s0
1t1 and p 1s2t2  s0
2t2, where p = u 1
1 v1u 1
2 v2 :::u 1
n vn . Since Si is pocancellative3.6. COMMUTATIVE POMONOIDS AND AMALGAMATIONS 103
and commutative, then s1p  s0
1 and p 1s2  s0
2 from which we can easily deduce that
s1 
 s2  s0
1 
 s0
2.
The commutative pocancellative pomonoid amalgam is alway weakly poembeddable.
Before we prove that, the following lemma is needed.
Lemma 3.6.6. Let S be a commutative pocancellative pomonoid. Then S is poembed-
dable in a pogroup.
Proof. Consider the pomonoid S  S with partial order relation dened on it such that
(s;t)  (s0;t0) if and only if s  s0 and t0  t. Dene G(S) = (S  S)=, where
 = f((s1;t1);(s2;t2)) : s1t2 = s2t1g:
Clearly  is a monoid congruence. Denote a typical element of G(S) by [(s;t)], and
note that for all s;t 2 S;[(s;s)] = [(t;t)] = [(1;1)] is the identity of G(S). It is possible
to endow the commutative monoid G(S) with the following order
[(s;t)]  [(s0;t0)] if and only if st0  s0t:
It is straightforward to prove that this is a partial ordered relation, and it is clear that
the map S S ! G(S) is then monotone. Hence,  is a pomonoid congruence. For any
s;t;p;q;2 S it is clear that [(s;t)] = [(sq;tp)][(p;q)] and so G(S) is an abelian pogroup.
Dene a monoid morphism  : S ! G(S) by (s) = [(s;1)]. Then it is obvious that s  t
if and only if [(s;1)]  [(t;1)]. Consequently,  is an order embedding as required.
Theorem 3.6.7. Any commutative pocancellative pomonoid amalgam is weakly poem-
beddable.
Proof. Suppose [U;S1;S2;'1;'2] is a commutative pocancellative pomonoid amalgam.
Consider the amalgam of pogroups [G(U);G(S1);G(S2);'0
i;'0
2] where '0
i : G(U) !
G(Si) is given by '0
i([(u;v)] 7! [('i(u);'i(v))]. It is easy to check that '0
i is an order
embedding. By [28, Corollary 45], [G(U);G(S1);G(S2)] is poembeddable into a pogroup.
Hence, [U;S1;S2] is also weakly poembeddable.
It is not clear whether the amalgam can be strongly poembedded. From Lemma
3.3.10, we can conclude that
Corollary 3.6.8. Any commutative pocancellative pomonoid amalgam is weakly poem-
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Theorem 3.6.9. Let [U;S1;S2] be pocancellative commutative pomonoid amalgam. If
U is unitary in S1 and S2, then the amalgam is strongly poembeddable in the class of
commutative pomonoids.
Proof. From Theorem 3.6.8, the amalgam is weakly poembeddable. To show the amal-
gam is strongly poembeddable suppose that s1 
1 = 1
s0
2 in S1 
S2. Hence, by using
a similar argument of Proposition 1.9.1 we can get that
s1v1 :::vn  u1 :::un and u1 :::un  v1 :::vns2;
v0
1 :::v0
m  s1u0
1 :::u0
m and u0
1 :::u0
ms2  v0
1 :::v0
m.
Hence,
s1v1 :::vnv0
1 :::v0
m  u1 :::unv0
1 :::v0
m  s1u0
1 :::u0
mu1 :::un
u0
1 :::u0
mu1 :::uns2  u1 :::unv0
1 :::v0
m  v1 :::vnv0
1 :::v0
ms2
Since S1 and S2 are pocancellative, then we get that
v1 :::vnv0
1 :::v0
m  u0
1 :::u0
mu1 :::un
u0
1 :::u0
mu1 :::un  v1 :::vnv0
1 :::v0
m
Therefore, v1 :::vnv0
1 :::v0
m = u0
1 :::u0
mu1 :::un, and so
s1v1 :::vnv0
1 :::v0
m = u1 :::unv0
1 :::v0
m = s1u0
1 :::u0
mu1 :::un
u0
1 :::u0
mu1 :::uns2 = u1 :::unv0
1 :::v0
m = v1 :::vnv0
1 :::v0
ms2
Also, since U is unitary in S1 and S2, then s1;s2 2 U. Then
s1v1 :::vnv0
1 :::v0
m = v1 :::vnv0
1 :::v0
ms2,
in U. Since U is pocancellative, then we deduce that s1 = s2.
The obvious example of pocancellative commutative pomonoid is the monogenic
pomonoid when the identity is compatible with the generator.
Let [U;S1;S2] be commutative inverse pomonoid amalgam. Since S1 and S2 are
inverse pomonoids, then for all s1 2 S1 there exists a unique s 1
1 2 S1, and for all
s2 2 S2 there exists a unique s 1
2 2 S2. Hence, for all s1 
 s2 2 S1 
 S2 there exists
s 1
1 
 s 1
2 2 S1 
 S2 such that
(s1 
 s2)(s 1
1 
 s 1
2 )(s1 
 s2) = s1s 1
1 s1 
 s2s 1
2 s2 = s1 
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Clearly, s 1
1 
 s 1
2 is unique from the uniqueness of s 1
1 and s 1
2 . Hence, S1 
 S2 is an
inverse pomonoid. Therefore, we have the next result.
Proposition 3.6.10. Let [U;S1;S2] be commutative pomonoid amalgam. When S1, and
S2 are inverse (resp. regular, band) pomonoids then the free product of the amalgam is
inverse (resp. regular, band) commutative pomonoid.
The proof of regular and band cases follow a similar procedure to that of the inverse
case.
In [29], Nasir found that absolutely poat (resp. at) commutative pomonoids are
strong poamalgamation (resp. amalgamation) bases in the class of all commutative
pomonoids. Let [U;S1;S2] be a commutative pomonoid amalgam, and U be absolutely
poat (resp. at). Then it is easy to show that even the free product of this amalgam
S1 
 S2 is poat (resp. at).
3.7 Postable posets and amalgamations
The aim of the this section is to nd when the pomonoid amalgam is poembeddable by
proving the map Yn 1  ! Yn is an order embedding.
From Lemma 3.1.3, it is known that Yn is the pushout of the following diagram
Yn 2 
 Si Yn 1 
 Si
Yn 2 Yn
-
kn 2
1
?
n 2
?
n 2
-
where 0
n 2(yn 2 
 si) = yn 2si. Consider the following commutative diagram
Yn 2 Yn 1
Yn 2 
 Si Yn 1 
 Si
Yn 2 Yn
?
-
kn 2
?
1
i
-
kn 2
1
?
n 2
?
n 1
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then the next fact is true.
Lemma 3.7.1. Let kn 2 
 1 be an order embedding. Then
  !
kern 1  kn 2
1 where
kn 2
1 = f(yn 1 
 si;y0
n 1 
 s0
i) : yn 1 
 si  y0
n 1 
 s0
i or
yn 1 
 si  kn 2 
 1(yn 2 
 ti);and kn 2 
 1(y0
n 2 
 t0
i)  yn 1 
 s0
i
where (yn 2 
 ti;y0
n 2 
 t0
i) 2
    !
ker n 2g:
Proof. Suppose (yn 1
s;y0
n 1
s0) 2
  !
ker n 1. Hence, (yn 1
s)n 2  (y0
n 1
s0)n 2
and so yn 1 
 s (Vn 2) y0
n 1 
 s0. Then we have
yn 1 
 s  x1 
 s1 (Vn 2) x0
1 
 s0
1  x2 
 s2
:::xm 
 sm (Vn 2) x0
m 
 s0
m  y0
n 1 
 s0 (3.2)
where xj;x0
j 2 Yn 1, sj 2 Si, 1  j  m, and m  1. We can assume that the number
of (Vn 2) terms are minimal. If there are no such terms, then yn 1
s  y0
n 1
s0 and
so (yn 1 
s;y0
n 1 
s0) 2 kn 2
1. Otherwise, for each j there exists a scheme such that
xj 
 sj = kn 2(z1j) 
 t1ju1j
kn 2(z0
1j) 
 t0
1ju1j = kn 2(z2j) 
 t2ju2j
. . .
kn 2(z0
ljj) 
 t0
ljjuljj = x0
j 
 s0
j
where (kn 2(zej) 
 tej;kn 2(z0
ej) 
 t0
ej) 2 Vn 2, 1  e  lj, and lj  1. Since kn 2 
 1
is an order embedding, then z1jt1ju1j  z0
ljjtljjuljj. Hence, we can replace the relation
3.2 with the following
yn 1 
 s  kn 2(z11) 
 t11u11 (Vn 2) kn 2(z0
l11) 
 t0
l11ul11
 kn 2(z12) 
 t12u12   kn 2(z1m) 
 t1mu1m (Vn 2)
kn 2(z0
lmm) 
 t0
lmmulmm  y0
n 1 
 s0;
such that z11t11u11  z0
lmmt0
lmmulmm. Then (z11 
 t11u11; z0
lmm 
 t0
lmmulmm) 2
    !
ker n 2.
Hence, (yn 1 
 s;y0
n 1 
 s0) 2 kn 2
1.
It can be concluded from Proposition 2.3.3 that when the maps kn 2 
1 and 1
i
are order embeddings, and (kn 2;i) is postable, then the map kn 1 is order embedding.
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Corollary 3.7.2. Let kn 2 be an order embedding and U be absolutely poat. Then
kn 1 is an order embedding if (kn 2;i) is postable.
The way of studying the free product of the pomonoid amalgam [U;S1;S2] as the
direct limit of the direct system (Yn;kn)n1 in the category of U posets forces us to
describe the elements of Yn as depending on the elements of Yn 1. In some cases, this
method does not help, and we need a dierent structure which allows us to work with
the elements of Yn independently from the elements of Yn 1. This problem can be solved
by generalising Renshaw's method in [36] to the category of pomonoids.
Consider the pomonoid amalgam [U;S1;S2] and let X1 = S1, Xn = Xn 1 
 Si i 2
f1;2g i  n (mod 2) n  2. For n  3 dene the relation Tn on Xn such that
Tn =f(s1 
  
 si 1 
 1 
 si+1 
  
 sn;
t1 
  
 ti 1 
 1 
 ti+1 
  
 tn) : 2  i  n   1;
s1 
  
 si 1si+1 
  
 sn 
t1 
  
 ti 1ti+1 
  
 tng:
Dene the map gn : Xn  ! Yn by gn(s1 
  
 sn) = [s1;:::;sn]. From the denition
of order tensor product, and since the 
\
n is monotone, it is easy to prove this map is
monotone and so well dened.
The order relation on Xn=(Tn) will be simplied by that (x;x0) 2
      !
(Tn) when
x(Tn)  x0(Tn). It is clear that for n  3 that if (x;y) 2 Tn, then (xu;yu) 2 Tn.
Then it is straightforward to prove the following fact.
Lemma 3.7.3. Let n  3, i 2 f1;2g i  n + 1 (mod 2), and s 2 Si then:
(i) if (x;y) 2 Tn, then (x 
 s;y 
 s) 2 Tn+1,
(ii) if (x;y) 2
      !
(Tn), then (x 
 s;y 
 s) 2
          !
(Tn+1),
(iii) if (x;y) 2 (Tn), then (x 
 s;y 
 s) 2 (Tn+1).
From the denition of Tn we can easily establish the following
Corollary 3.7.4. For all i  2,
(s1 
  
 sn 2 
 1 
 sn)(Tn) = (s1 
  
 sn 2sn 
 1 
 1)(Tn):
In order to prove
  !
ker gn =
      !
(Tn), we shall follow the similar construction of un-
ordered case, see Lemma 2.2 and Theorem 2.3 in [36] for details. For the completeness,
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Lemma 3.7.5. Let n  4, i 2 f1;2g i  n (mod 2) and let
  !
kergn 1 =
          !
(Tn 1). Then
  !
ker(gn 1 
 1Si) 
      !
(Tn). Also, whenever (gn 1(x) 
 s;gn 1(y) 
 t) 2
          !
(Vn 2), then
(x 
 s;y 
 t) 2
      !
(Tn) where s;t 2 Si.
Proof. Suppose that gn 1(x)
s  gn 1(y)
t in Yn 1
Si. Then there exists a scheme
of inequalities such that
gn 1(x)  gn 1(x1)u1 u1s  v1s2
gn 1(x1)v1  gn 1(x2)u2 u2s2  v2s3
. . .
. . .
gn 1(xm 1)vm 1  gn 1(xm)um umsm  vmt
gn 1(xm)vm  gn 1(y)
Since gn 1 is a U poset morphism,
  !
kergn 1 =
          !
(Tn 1) and from Lemma 3.7.3 (ii),
then (x 
 s;x1u1 
 s) 2
      !
(Tn). Also, by the same method, we can deduce that (xivi 

si+1;xi+1ui+1 
 si+1) 2
      !
(Tn). Hence,
(x 
 s)(Tn)  (x1u1 
 s)(Tn)
= (x1 
 u1s)(Tn)  (x1 
 v1s2)(Tn) = (x1v1 
 s2)(Tn)
 (x2u2 
 s2)(Tn):::
 (y 
 t)(Tn):
Therefore, (x 
 s;y 
 t) 2
      !
(Tn).
Now suppose ([s1;:::;sn 1] 
 sn;[s0
1;:::;s0
n 1] 
 s0
n) 2
          !
(Vn 2). Then there exists
[tj1;:::;tjn 1] 
 tjn, [t0
j1;:::;t0
jn 1] 
 t0
jn where 1  j  m and m  1 such that
[s1;:::;sn 1] 
 sn  [t11;:::;t1n 1] 
 t1n (Vn 2) [t0
11;:::;t0
1n 1] 
 t0
1n
 :::(Vn 2) [t0
m1;:::;t0
mn 1] 
 t0
mn  [s0
1;:::;s0
n 1] 
 s0
n:
Assume the number of (Vn 2) terms are minimal. If there are no such terms, then the
result will follow from the rst part of this Lemma. Otherwise, for each [tj1;:::;tjn 1]

tjn (Vn 2) [t0
j1;:::;t0
jn 1] 
 t0
jn, there exists a scheme as in the proof of Lemma 3.7.1,
case 2. It is enough to prove that when ([s1;:::;sn 2;1] 
 sn;[s0
1;:::;s0
n 2;1] 
 s0
n) 2
Vn 2, then (s1 
  
 sn 2 
 1 
 sn;s0
1 
  
 s0
n 2 
 1 
 s0
n) 2
      !
(Tn). Hence, the
result can be found by the rst part of this lemma and the fact that for n  3 if3.7. POSTABLE POSETS AND AMALGAMATIONS 109
(x;y) 2 Tn, then (xu;yu) 2 Tn. Suppose ([s1;:::;sn 2;1] 
 sn;[s0
1;:::;s0
n 2;1] 
 s0
n) 2
Vn 2. Then [s1;:::;sn 2sn]  [s0
1;:::;s0
n 2s0
n] in Yn 2. Since kn 2 is monotone, then
[s1;:::;sn 2sn;1]  [s0
1;:::;s0
n 2s0
n;1] in Yn 1 which as gn 1(s1 
  
 sn 2sn 
 1) 
gn 1(s0
1 
  
 s0
n 2s0
n 
 1). Also, since
  !
kergn 1 
          !
(Tn 1), then (s1 
  
 sn 2sn 

1;s0
1 

s0
n 2s0
n 
1) 2
          !
(Tn 1). From 3.7.3 (ii), we deduce that (s1 

sn 2sn 

1 
 1;s0
1 
  
 s0
n 2s0
n 
 1 
 1) 2
      !
(Tn). Hence, from Corollary 3.7.4 we can nd that
(s1

sn 2
1
sn;s0
1

s0
n 2
1
s0
n) 2
      !
(Tn). That completes the proof.
Lemma 3.7.6. For all n  3,
  !
kergn =
      !
(Tn).
Proof. Suppose that (s1

sn; s0
1

s0
n) 2
      !
(Tn). Hence, there exist tj1

tjn,
t0
j1 
  
 t0
jn, where 1  j  m and m  1 such that
s1 
  
 sn  t11 
  
 t1n (Tn) t0
11 
  
 t0
1n 
  tm1 
  
 tmn (Tn) t0
m1 
  
 t0
mn  s0
1 
  
 s0
n:
Assume the number of (Tn) terms are minimal. If there are no such terms, then
(s1 
  
 sn;s0
1 
  
 s0
n) 2
  !
kergn. Otherwise, for each j there exists a scheme such
as:
tj1 
 ::: 
 tjn = x11 
 ::: 
 x1(i 1)1 
 1 
 x1(i+1)1 
 ::: 
 x1n u1
x0
11 
 ::: 
 x0
1(i 1)1 
 1 
 x0
1(i+1)1 
 ::: 
 x0
1n u1 =
x21 
 ::: 
 x2(i 1)2 
 1 
 x2(i+1)2 
 ::: 
 x2n u2
. . .
x0
p1 
 ::: 
 x0
p(i 1)p 
 1 
 xp(i+1)p 
 ::: 
 x0
pn up
= t0
j1 
 ::: 
 t0
jn
where (xk1 
 ::: 
 xk(i 1)k 
 1 
 xk(i+1)k 
 ::: 
 xkn, x0
k1 
 ::: 
 x0
ki 1 
 1 
 x0
ki+1

 ::: 
 x0
kn) 2 Tn, 2  ik  n   1, 1  k  p, and p  1. Hence,
xk1 
  
 xk(i 1)kxk(i+1)k 
  
 xkn 
 1 
 1 
x0
k1 
  
 x0
k(i 1)kx0
k(i+1)k 
  
 x0
kn 
 1 
 1:
Since gn is monotone and from Corollary 3.3.7, we have
[xk1;:::;xki 1;1;xk(i+1)k;:::;xkn]  [x0
k1;:::;x0
ki 1;1;x0
k(i+1)k;:::;x0
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Then [tj1;:::;tjn]  [t0
j1;:::; t0
jn] and so [s1;:::;sn]  [s0
1;:::s0
n]. Therefore, (s1 


sn;s0
1 
  
 s0
n) 2
  !
kergn.
Conversely, since T3 = V1, then
  !
kerg3 =
      !
(T3). Hence, by using the induction
method and from Lemma 3.7.5, this result will be found.
On the basis of the last two results, the next two results are true.
Lemma 3.7.7. Let n  4, i 2 f1;2g i  n (mod 2) and let ker gn 1 = (Tn 1). Then
ker (gn 1
1Si)  (Tn). Also, if (gn 1(x)
s;gn 1(y)
t) 2 (Vn 2) = n 2, then
(x 
 s;y 
 t) 2 (Tn) where s;t 2 Si.
Theorem 3.7.8. For all n  3, ker gn = (Tn).
From Lemma 3.7.8 and Theorem 1.5.1, it can be deduced that Yn = Xn=(Tn).
Hence, we have the next diagram.
U S1
S2 X2 X3 ::: Xn
Y2 Y3 ::: Yn
S1 U S2
-
1
?
2
?
- -
?
g2
-
?
g3
-
?
gn
- k2
@
@
@ @ R
1
- k3
?
2
-
kn 1
        
n
For n  3 and 2  i  n 1 dene Ki
n = fs1

si 1
1
si+1

sn 2 Xng, and
Kn =
n 1 S
i=2
Ki
n. Also, dene rn : Kn  ! Yn 2 by rn(s1

sj 1
1
sj+1

sn) =
[s1;:::;sj 1sj+1;:::;sn] and ri
n : Ki
n  ! Yn 2 by ri
n(s1

si 1
1
si+1

sn) =
[s1;:::;si 1si+1;:::;sn].
Dene
    !
1Xn by that (xn;x0
n) 2
    !
1Xn if, and only if, xn  x0
n in Xn. Hence, we can
easily show that
  !
ker rn[
    !
1Xn 
  !
ker gn. However, the converse is not always true, as the
following result illustrates.
Proposition 3.7.9. If rn is monotone and Kn is V strongly convex in Xn, then
  !
ker
rn [
    !
1Xn =
  !
ker gn.3.7. POSTABLE POSETS AND AMALGAMATIONS 111
Proof. One way is obvious. Suppose that (s1 
  
 sn; s0
1 
  
 s0
n) 2
  !
kergn. Hence,
from Theorem 3.7.6 (s1 
  
 sn; s0
1 
  
 s0
n) 2
      !
(Tn). Therefore, there exists
tj1 
  
 tjn, t0
j1 
  
 t0
jn, where 1  j  m and m  1 such that
s1 
  
 sn  t11 
  
 t1n (Tn) t0
11 
  
 t0
1n 
  tm1 
  
 tmn (Tn) t0
m1 
  
 t0
mn  s0
1 
  
 s0
n:
Assume the number of (Tn) terms are minimal. If there are no such terms, then
(s1 
  
 sn;s0
1 
  
 s0
n) 2
    !
1Xn. Otherwise, for each j there exists a scheme such as:
tj1 
 ::: 
 tjn = x11 
 ::: 
 x1(i 1)1 
 1 
 x1(i+1)1 
 ::: 
 x1n u1
x0
11 
 ::: 
 x0
1(i 1)1 
 1 
 x0
1(i+1)1 
 ::: 
 x0
1n u1 =
x21 
 ::: 
 x2(i 1)2 
 1 
 x2(i+1)2 
 ::: 
 x2n u2
. . .
x0
p1 
 ::: 
 x0
p(i 1)p 
 1 
 xp(i+1)p 
 ::: 
 x0
pn up
= t0
j1 
 ::: 
 t0
jn
where (xk1 
 ::: 
 xk(i 1)k 
 1 
 xk(i+1)k 
 ::: 
 xkn, x0
k1 
 ::: 
 x0
ki 1 
 1 
 x0
ki+1

 ::: 
 x0
kn) 2 Tn, 2  ik  n   1, 1  k  p, and p  1. Hence,
xk1 
  
 xk(i 1)kxk(i+1)k 
  
 xkn  x0
k1 
  
 x0
k(i 1)kx0
k(i+1)k 
  
 x0
kn:
Since gn is monotone, we have
[xk1;:::;xki 1xk(i+1)k;:::;xkn]  [x0
k1;:::;x0
ki 1x0
k(i+1)k;:::;x0
kn]:
That is
rn(xk1 
  
 xk(i 1)k 
 1 
 xk(i+1)k 
  
 xkn) 
rn(x0
k1 
  
 x0
k(i 1)k 
 1 
 x0
k(i+1)k 
  
 x0
kn):
It is clear that tj1 
 ::: 
 tjn, t0
j1 
 ::: 
 t0
jn lie in Kn. Then rn(tj1 
 ::: 
 tjn) 
rn(t0
j1 
 ::: 
 t0
jn) since rn is monotone. Given Kn is V strongly convex in Xn, we have
s1 

sn, and s0
1 

s0
n lie in Kn. Since rn is monotone, then rn(s1 

sn) 
rn(s0
1 
  
 s0
n). Therefore, (s1 
  
 sn; s0
1 
  
 s0
n) 2
  !
ker rn.
To know when Kn is V strongly convex or convex, more information about the order
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than the algebraic structure.
Renshaw found that a monoid amalgam is weakly embeddable if, and only if, rn is
well dened (see [36] for details). However, the proof of the ordered version of this result
is more complicated than the unordered case, as the next theorem shows.
Theorem 3.7.10. The map Yn 2  ! Yn is order embedding if, and only if, rn is
monotone.
Proof. Suppose that the map Yn 2  ! Yn is an order embedding, and
s1 
  
 si 1 
 1 
 si+1 
  
 sn  s0
1 
  
 s0
j 1 
 1 
 s0
j+1 
  
 s0
n.
Hence, [s1;:::;si 1;1;si+1;:::;sn]  [s0
1;:::;s0
j 1;1;s0
j+1;:::;sn]. From Corollary 3.3.7,
we have
[s1;:::;si 1si+1;:::;sn;1;1]  [s0
1;:::;s0
j 1sj+1;:::;s0
n;1;1].
Since the map Yn 2  ! Yn is an order embedding, then
[s1;:::;si 1si+1;:::;sn]  [s0
1;:::;s0
j 1s0
j+1;:::;s0
n].
Therefore, rn is monotone.
Conversely, suppose that rn is monotone and that
[s1;:::;sn2;1;1]  [s0
1;:::;s0
n 2;1;1]
in Yn. Then gn(s1 
  
 sn 2 
 1 
 1)  gn(s0
1 
  
 s0
n 2 
 1 
 1). From Lemma
3.7.6 we nd that (s1 

sn 2 
1
1;s0
1 

s0
n 2 
1
1) 2
      !
(Tn). Hence, there
exists tj1 
  
 tjn, t0
j1 
  
 t0
jn, where 1  j  p and p  1, such that
s1 
  
 sn 2 
 1 
 1  t11 
  
 t1n (Tn) t0
11 
  
 t0
1n  :::
  tp1 
  
 tpn (Tn) t0
p1 
  
 t0
pn  s0
1 
  
 s0
n 2 
 1 
 1:
Assume the number of (Tn) terms is minimal. If there are no such terms, then s1 

 
 sn 2 
 1 
 1  s0
1 
  
 s0
n 2 
 1 
 1. Hence, [s1;:::;sn 2]  [s0
1;:::;s0
n 2], since
rn is monotone. Otherwise, for each tj1 
  
 tjn (Tn) t0
j1 
  
 t0
jn, there exists a
scheme such as:
tj1 
  
 tjn = x11 
  
 x1(i 1)1 
 1 
 x1(i+1)1 
  
 x1n u1
x0
11 
  
 x0
1(i 1)1 
 1 
 x0
1(i+1)1 
  
 x0
1n u1
= x21 
  
 x2(i 1)2 
 1 
 x2(i+1)2 
  
 x2n u2
. . .
x0
m1 
  
 x0
m(i 1)m 
 1 
 xm(i+1)m 
  
 x0
mn u0
n = t0
j1 
  
 t0
jn3.7. POSTABLE POSETS AND AMALGAMATIONS 113
where (xk1

xk(i 1)k
1
xk(i+1)k

xkn;x0
k1

x0
k(i 1)k
1
x0
k(i+1)k


x0
kn) 2 Tn, 2  ik  n   1, 1  k  m, and m  1. Hence, [xk1; :::; xk(i 1)kxk(i+1)k;
:::; xknuk]  [x0
k1; :::; x0
k(i 1)kx0
k(i+1)k; :::; x0
knuk] and so rn(xk1 
 ::: 
 xk(i 1)k

 1 
 xk(i+1)k 
 ::: 
 xknuk)  rn(x0
k1 
 ::: 
 x0
k(i 1)k 
 1 
 x0
k(i+1)k 
 ::: 

x0
knuk): Since rn is monotone, we see that rn(tj1 
  
 tjn)  rn(t0
j1 
  
 t0
jn). Also,
since rn is monotone rn(s1 
  
 sn 2 
 1 
 1)  rn(s0
1 
  
 s0
n 2 
 1 
 1) and so
[s1;:::;sn 2]  [s0
1;:::;s0
n 2] in Yn 2. Therefore, Yn 2  ! Yn is order embedding.
Consequently, we can deduce
Theorem 3.7.11. Let [U;S1;S2] be a pomonoid amalgam. Then Yn  ! Yn+1 is order
embedding for all n 2 N if, and only if, for all n  3, rn is monotone.
Hence, by Lemma 3.3.10 and Corollary 2.1.3 we have the next result.
Theorem 3.7.12. Let [U;S1;S2] be a pomonoid amalgam. Then the map S1 ! S1U S2
is order embedding if, and only if, for all n  3, rn is monotone.
It is clear that if rn is monotone, then ri
n is also monotone for all 2  i  n   1.
However, the converse is not always true. To solve this problem in the category of
S posets, we will use the concept of postable in a manner similar to the unordered case
(see [36]).
Dene 
j 1
i : S1 
  
 Si 1 
 Si+1 
  
 Sj 1  ! Xj 1 by

j 1
i (s1 
  
 si 1 
 si+1 
  
 sj 1) =
s1 
  
 si 1 
 1 
 si+1 
  
 sj 1:
Also, dene n
j : Sj+1 
  
 Sn  ! Sj 
 Sj+1 
  
 Sn by
n
j (sj+1 
  
 sn) = 1 
 sj+1 
  
 sn.
Then the pair (
j 1
i ;n
j ) is L postable, or we can say Kn is L postable where
1 < i < j < n, when
s1 
  
 si 1 
 1 
 si+1 
  
 sn  s0
1 
  
 s0
j 1 
 1 
 s0
j+1 
  
 s0
n
in Kn and i 6= j, then there exists t1

ti 1
1
ti+1

tj 1
1
tj+1

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in Kn such that
s1 
  
 si 1 
 1 
 si+1 
  
 sn 
t1 
  
 ti 1 
 1 
 ti+1 
  
 tj 1 
 1 
 tj+1 
  
 tn
 s0
1 
  
 s0
j 1 
 1 
 s0
j+1 
  
 s0
n:
The pair (
j 1
i ;n
j ) is R postable, or we can say Kn is R postable where 1 < i <
j < n, when
s1 
  
 sj 1 
 1 
 sj+1 
  
 sn  s0
1 
  
 s0
i 1 
 1 
 s0
i+1 
  
 s0
n
in Kn and i 6= j, then there exists t1

ti 1
1
ti+1

tj 1
1
tj+1

tn,
in Kn such that
s1 
  
 sj 1 
 1 
 sj+1 
  
 sn 
t1 
  
 ti 1 
 1 
 ti+1 
  
 tj 1 
 1 
 tj+1 
  
 tn
 s0
1 
  
 s0
i 1 
 1 
 s0
i+1 
  
 s0
n:
Theorem 3.7.13. Let Kn be postable. Then rn is monotone if, and only if, ri
n is
monotone for all 2  i  n   1.
Proof. When rn is monotone, it is obvious that ri
n is monotone for all 2  i  n   1.
Conversely, suppose that ri
n is monotone for all 2  i  n   1 and
s1 
  
 si 1 
 1 
 si+1 
  
 sn  s0
1 
  
 s0
j 1 
 1 
 s0
j+1 
  
 s0
n:
Then if i = j, then rn is monotone since ri
n is monotone. If i < j, then since Kn is a
L postable there exists t1 

ti 1 
1
ti+1 

tj 1 
1
tj+1 

tn, in Kn
such that
s1 
  
 si 1 
 1 
 si+1 
  
 sn
 t1 
  
 ti 1 
 1 
 ti+1 
  
 tj 1 
 1 
 tj+1 
  
 tn
 s0
1 
  
 s0
j 1 
 1 
 s0
j+1 
  
 s0
n:
Since ri
n and r
j
n are monotone, then we have [s1; :::; si 1si+1; :::; sn]  [t1; :::; ti 1ti+1;
:::; tj 1; 1; tj+1; :::; tn], and [t1; :::; ti 1; 1; ti+1; :::; tj 1tj+1; :::; tn]  [s0
1; :::;
s0
j 1s0
j+1; :::; s0
n]. From Corollary 3.3.7, [t1; :::; ti 1ti+1; :::; tj 1; 1; tj+1; :::; tn] =3.7. POSTABLE POSETS AND AMALGAMATIONS 115
[t1; :::; ti 1; 1; ti+1; :::; tj 1tj+1; :::; tn]: Hence, [s1; :::; si 1si+1; :::; sn]  [s0
1; :::;
s0
j 1s0
j+1; :::; s0
n], and so rn is monotone. If i > j, then since Kn is a R postable and
in a similar manner to the above case we can show that rn is monotone.
Proposition 3.7.14. Let n  3 and 2  i  n   1. If n
i is order embedding (resp.
monomorphism), then ri
n is monotone (resp. well-dened).
Proof. We will prove the case when n
i is order embedding. The other case follows in a
similar manner. Suppose that s1 
 ::: 
 si 1 
 1 
 si+1 
 ::: 
 sn  s0
1 
 ::: 
 s0
i 1 

1 
 s0
i+1 
 ::: 
 s0
n: Since n
i is order embedding, then s1 
 ::: 
 si 1 
 si+1 
 ::: 
 sn
 s0
1 
 ::: 
 s0
i 1 
 s0
i+1 
 ::: 
 s0
n: Hence, s1 
 ::: 
 si 1si+1 
 ::: 
 sn  s0
1 
 :::

 s0
i 1s0
i+1 
 ::: 
 s0
n: and so [s1;:::;si 1si+1;:::;sn]  [s0
1;:::;s0
i 1s0
i+1;:::;s0
n]:
Consequently, given the results above and Theorem 3.7.13, we infer
Corollary 3.7.15. Let Kn be postable, and n
i be order embedding for all n  3 and
2  i  n   1. Then rn is monotone and so Yn 1 ! Yn is order embedding.
As a result, we have
Proposition 3.7.16. Let S1 and S2 be poat (resp. at) as U posets. Then n
i is
order embedding (resp. monomorphism) for all n  3 and 2  i  n   1.
Theorem 3.7.17. Let [U;S1;S2] be a pomonoid amalgam that is weakly poembeddable
(resp. embeddable). Also, let Y2  ! S1 U S2 be one-to-one. Then the amalgam will be
strongly poembeddable (resp. embeddable) if, and only if, the pair (U  ! S1;U  ! S2)
is stable.
Proof. Suppose the amalgam is strongly poembeddable and s1 
 u = v 
 s2 in S1 
 S2,
where u;v 2 U. Then, s1u 
 1 = 1 
 vs2 and so k1(s1) = h(1)(s2). Hence, 2k1(s1u) =
2h(1)(vs2) and so 1(s1u) = 2(vs2). Since the amalgam is strongly poembeddable,
then s1u = vs2 2 U. Therefore, s1 
 u = s1u 
 1 = 1 
 vs2 = v 
 s2 and the pair
(U  ! S1;U  ! S2) is stable.
Conversely, suppose the pair (U  ! S1;U  ! S2) is postable. From Lemma 3.3.11
the amalgam will be strongly poembeddable when s1 
1 = 1
s2 leads to s1 = s2 2 U.
Then suppose that s1 
 1 = 1 
 s2. Since the pair (U  ! S1;U  ! S2) is stable, then
there exists u1 
 u2 such that s1 
 1 = u1 
 u2 = 1 
 s2. From Lemma 3.3.10 S1 ! Y2,
and S2 ! Y2 are order embeddings. Hence, s1 = u1u2 = s2 and so the amalgam is
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3.8 Open questions
We dene the amalgamation free product of the pomonoid amalgam [U; S1; S2] as the
direct limit of the directed system (Yn;Kn)n1. The question that can be asked is if it is
possible to dene a direct system where the amalgamated free product of the pomonoid
amalgam [U;S1;S2] is a subdirect limit of this system.
We proved strongly pounitary pomonoid amalgams are strongly poembeddable. How-
ever, strongly pounitary is the strongest condition of pounitary. There is no evidence for
the pounitary, lower strongly pounitary, or upper strongly pounitary pomonoids amal-
gams being neither poembeddable nor embeddable. Hence, is it possible to show that the
pounitary, lower strongly pounitary or upper strongly pounitary pomonoids amalgams
are strongly poembeddable or even weakly poembeddable? Otherwise, is it possible to
nd conditions on the pounitary, lower strongly pounitary, or upper strongly pounitary
pomonoids amalgams that make the amalgam strongly poembeddable or even weakly
poembeddable?
From [29], it is known that in the category of commutative pomonoids when the
amalgam is poat, then it is strongly poembeddable. Also, in this work it has been
shown that in the category of commutative pomonoids the convex poextension amalgam
is strongly poembeddable. However, there is no evidence that these conditions are not
true in the category of pomonoids. Hence, is it possible to show that when a pomonoid
amalgam has the poextension, poat, or popure property, then the amalgam is strongly
or even weakly poembeddable? If not, which conditions are needed to make this amalgam
poembeddable?
From [6], it is known that inverse pomonoid amalgams are not even weakly poem-
beddable, but which restrictions can be added to this inverse pomonoid amalgam to
make it poembeddable?
In the category of monoids, it is known from [37] that in a special monoid amalgam,
the map rn is well dened. For special pomonoid amalgams, we cannot prove the map
rn is monotone. Hence, the question remains open in this category.Chapter 4
Dominions in pomonoids
The study of dominions is related to the study of amalgams since it is equivalent to the
study of special amalgams. This leads us to consider this subject in pomonoids.
The study of semigroup dominions started in 1966 by Isbell. In 1967, Howie and
Isbell presented applications for absolutely closed semigroups. One of their main ndings
is that inverse semigroups are absolutely closed (the proof of this result can be found
in [24]). Also, in 1973, Scheiblich and Moore proved that full transformation semigroup
is absolutely closed [39]. However, a shorter proof of this was obtained by Hall in 1982
[16].
This section shows that the pomonoid U is closed in S if, and only if, the special
pomonoid amalgam [U;S;S0] is strongly poembeddable. In addition, we provide the
proof that pogroups are absolutely closed. For the closed property, we nd that when U
is a pounitary in S, then U is closed in S. Moreover, when U has the extension property
and convex in S, then U is closed in S.
4.1 Dominions and Zigzags Theorem
Let U be a subpomonoid of a pomonoid S. Then d 2 S is dominated by U if for all
pomonoids T, and all pomonoid morphisms ; : S  ! T,
8u 2 U;(u) = (u) ) (d) = (d).
The set of elements dominated by U is called the dominion of U in S and it is denoted
by Dom

S(U). It is obvious that U  Dom

S(U)  S. When Dom

S(U) = U, then U
is called closed in S. While U is called absolutely closed if Dom

S(U) = U for every
pomonoid S that contains U.
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Let U be a subpomonoid of a pomonoid S. Also, let DomS(U) be the monoid
dominion of U in S. Then it is clear that DomS(U)  Dom

S(U).
A connection between pomonoid amalgams and the dominions of pomonoids exists
and will be explained below.
Theorem 4.1.1. [Cf. [24, Theorem 8.3.2]] Let U be a subpomonoid of a pomonoid S1,
and S2, and let   : S1  ! S2 be an order isomorphism. Then [U;S1;S2] is a pomonoid
amalgam and Dom

S1(U) =  1
1 (1(S1) \ 2(S2)).
Hence, it can be concluded that the pomonoid U is closed in S if and only if the
special pomonoid amalgam [U;S;S0] is strongly poembeddable. The above theorem has
simplied the denition of the dominion, but it still not easy to be derived. The following
theorem which was found by Nasir makes the denition of pomonoid dominion easier
than the previous one.
Theorem 4.1.2. [Theorem 3, in [27]] Let U be a subpomonoid of a pomonoid S. Then
d 2 Dom

S(U) if and only if d 
 1 = 1 
 d in S 
U S.
By a similar argument to Theorem 5.2 in [43] it can be shown that d 2 Dom

S(U) if
and only if there exists a scheme such that:
d  x1u1 u1  v1y1
xi 1vi 1  xiui uiyi 1  viyi (1)
xm 1vm 1  um umym 1  d
1  z1k1 k1d  l1h1
zj 1lj 1  zjkj kjhj 1  ljhj (2)
zn 1ln 1  dkn knhn 1  1
where,
i = 2;:::;m   1, j = 2;:::;n   1,
u1;:::;um;v1;:::;vm 1;k1;:::;kn;l1;:::;ln 1 2 U,
x1;:::;xm 1;y1;:::;ym 1;z1;:::;zn 1;h1;:::;hn 1 2 S.
The scheme of inequality above is called zigzag in S over U with value d. From the
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d  x1u1  x1v1y1    xm 1vm 1ym 1  umym 1  d.
This means:
d = x1u1 = x1v1y1 =  = xm 1vm 1ym 1 = umym 1 = d.
Therefore, scheme (1) can be replaced by:
d = x1u1 u1  v1y1
xi 1vi 1  xiui uiyi 1  viyi (3)
xm 1vm 1  um umym 1 = d
Isbell's zigzag theorem is not just for pomonoids, it also applies for posemigroups.
Let U be a subposemigroup of a posemigroup S, and ; : S  ! T be posemigroup
morphisms. Also, let 1S and 1U be the pomonoids obtained by adjoining an identity
1 to S and U respectively regardless of whether S already has an identity. Hence, 1U
and 1S are pomonoids and 1U 1 S. Also, the posemigroup morphisms  and  can be
extended to the pomonoid morphisms 1 and 1. Therefore, we can deduce
Proposition 4.1.3. Let U be a subposemigroup of a posemigroup S. Then d 2 Dom

S(U)
if and only if d 2 Dom

1S(1U).
Proof. Suppose that d 2 S, and d 2 Dom

S(U). Then for all pomonoids T and pomonoid
morphisms 1;1  :1 S  ! T that satisfy 1j1U =1 j1U it is clear that
1jSjU =1 jSjU ) 1jS(d) =1 jS(d).
Hence, 1(d) =1 (d) and so d 2 Dom

1S(1U).
Conversely, suppose d 2 S, and d 2 Dom

1S(1U). Then for all posemigroups T and
posemigroup morphisms ; : S  ! T that satisfy jU = jU there exist pomonoid
morphisms 1;1  :1 S  !1 T such that 1j1U =1 j1U. Hence, 1j1S(d) =1 j1S(d).
Then (d) = (d) and so d 2 Dom

S(U).
Consequently, we have
Corollary 4.1.4. Let U be a subposemigroup of a posemigroup S. Then U is closed in
S if and only if 1U is closed in 1S.
In some cases, it is enough to prove U is closed in S from d
1  1
d, scheme (3).
The followings are examples of this case.
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1. If s  u and 1  u for all u 2 U, s 2 S n U and sn 6= 1, then U is closed in S.
2. If u  s and u  1 for all u 2 U, s 2 S n U and sn 6= 1, then U is closed in S.
Proof. We will proof case (1) and case (2) can be easily proven by a similar procedure.
Suppose that U is a subpomonoid of a pomonoid S and d 2 Dom

S(U) n U. Then there
exists a zigzag in S over U with value d, as in scheme (3) and (2). The aim is to replace
scheme (3) by the following scheme:
d = x1u1 u1  v1t1
xi 1vi 1  xiui uiti 1  viti
xm 1vm 1  um umtm 1 = d
where i = 2;:::;m 1, u1; :::; um; v1; :::; vm 1; t1; :::; tm 1 2 U, x1; :::; xm 1 2 S.
To dene t1;:::;tm 1 2 U, suppose that ti = wiu1 and
w1 = 1 wi = uiwi 1 i = 2;:::;m   1:
Since 1  u for all u 2 U, then it can be deduced that u1  v1u1 = v1w1u1 = v1t1. For
i  2,
uiti 1 = uiwi 1u1 = wiu1 = ti  viti
Hence, we get that
d = x1u1  x1v1t1  x2u2t1 = x2v2t2   = xm 1vm 1tm 1  umtm 1  d:
Hence, d = umtm 1 and so d 2 U.
The following is an example of the above theorem.
Example 4.1.6. Let U = (N0;+) and S = (S!;+), where S! = N0 [ f!g. Also, let
!  n, n + ! = ! + n = ! and ! + ! = !, for all n 2 N0. Then it is obvious that U
is a subpomonoid of the pomonoid S. Now, suppose that ! 
 0  0 
 ! then we have a
scheme of inequality such that
! = ! + u1 u1 + 0  v1 + s0
1
si 1 + vi 1  si + ui ui + s0
i 1  vi + s0
i
sm 1 + vm 1  0 + um um + ! = !:4.1. DOMINIONS AND ZIGZAGS THEOREM 121
It is clear that si 1 must equal ! and thus si must also equal !. Hence, it is impossible
to solve sm 1 + vm 1  0 + um, and therefore ! = 2 Dom

S(U).
The following is another example of closed pomonoid.
Example 4.1.7. Let U be a subpomonoid of the pomonoid S where all s 2 S n U is
a left zero element, and all the elements of U are not compatible with the elements
of S n U. Suppose d 2 Dom

S(U) n U. Then there exists a zigzag in S over U with
value d, as in scheme (3) and (2). Hence, it is clear that in scheme (3) x1 = d and
x1v1 = d  x2u2 = x2, where x2 2 S n U and so on. Then xm 1vm 1 = xm 1, where
xm 1 2 S n U. Since there is no u 2 U such that xm 1  u, then there is no solution
for xm 1vm 1  um Therefore, U is closed in S.
Proposition 4.1.8. Let U be a commutative subpomonoid of a pomonoid S, then
Dom

S(U) is also commutative.
The proof is similar to unordered case, see [17] for details. Now, we come to the
main result of this section.
Theorem 4.1.9. Pogroups are absolutely closed.
Proof. Suppose that S is a pomonoid containing U as a subpogroup and d 2 Dom

S(U)n
U. Then there exists a zigzag in S over U with value d as scheme (3) and (2). The aim
is to replace scheme (3) by the following scheme:
d = x1u1 u1  v1t1
xi 1vi 1  xiui uiti 1  viti
xm 1vm 1  um umtm 1 = d
where i = 2;:::;m 1, u1; :::; um; v1; :::; vm 1; t1; :::; tm 1 2 U, x1; :::; xm 1 2 S:
To dene t1;:::;tm 1, suppose that ti = wiu1, where w1 = v 1
1 and wi = v 1
i uiwi 1 for
i = 2;:::;m   1. Hence, for i = 1, we have u1 = (v1v 1
1 )u1 = v1v 1
1 u1 = v1w1u1 = v1t1.
While for i  2, we have
uiti 1 = uiwi 1u1
= ui(u 1
i viv 1
i ui)wi 1u1
= uiu 1
i vi(v 1
i uiwi 1)u1
= uiu 1
i viwiu1
= viwiu1
= viti:122 CHAPTER 4. DOMINIONS IN POMONOIDS
Now, the induction method will be used to prove tr  yr. If r = 1, then v 1
1 u1 
v 1
1 v1y1 = y1 which is the same as t1 = w1u1  y1. Suppose ti  yi holds for all i = r 1,
then
tr = wru1
= v 1
r urwr 1u1
= v 1
r urtr 1
 v 1
r uryr 1
 v 1
r vryr
= yr:
Then we get that umtm 1  umym 1 = d. Also, from the left column of the above
scheme and from our assumption, we can deduce that
d  x1u1 = x1v1t1  x2u2t1 = x2v2t2   = xm 1vm 1tm 1  umtm 1
Therefore, d = umtm 1, and so d 2 U.
An example of the above theorem is the following
Example 4.1.10. Let U be a subpogroup of a pomonoid S
U e 1
e 1 e
1 e 1
, with trivial order
S e f 1
e 1 f e
f f f f
1 e f 1
, with order
1 e
j =
f
It is straightforward to show that 1;e 2 Dom

S(U) while f = 2 Dom

S(U). Hence, U
is closed in S.
The following example shows that in general, a regular pomonoid is not absolutely
closed.
Example 4.1.11. Let U = fa;b;1g be a subpomonoid of the pomonoid S, where U is
regular.4.1. DOMINIONS AND ZIGZAGS THEOREM 123
S a b 1 d
a a b a d
b a b b a
1 a b 1 d
d d a d d
, with order
b 1
n =
a
j
d
It is clear that d 2 Dom

S(U) since it satises that d 
 1 = 1 
 d as the following:
d = da a  bd
db  a ad = d
1  1 d  ad
a  db bd  1
Therefore, U is not closed in S.
Let U be a subpomonoid of a pomonoid S. When U is a left pounitary in S, then
clearly from the right column in scheme (3) and the right column in scheme (2), it can
be deduced that d 2 U. While when U is a right pounitary in S, then from the left
columns in scheme (3) and the left columns in scheme (2) we get that d 2 U.
Theorem 4.1.12. Let U be a subpomonoid of the pomonoid S. Then if U is right (or
left) pounitary in S, then U is closed in S.
The following is an example of the above theorem.
Example 4.1.13. Let U = fd;e;1g be a subpomonoid of a pomonoid S
S a b c d e 1
a a b a a a a
b b a b b b b
c a b c c c c
d a b c d e d
e a b c e d e
1 a b c d e 1
, with order
a
j
c
= j n
d e 1
It is straightforward to show that, a;c = 2 Dom

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The extension property alone it does not guarantee that U is closed as the next result
shows.
Proposition 4.1.14. Let U be a convex subpomonoid of a pomonoid S and suppose
that U has the extension property in S. Then U is closed in S.
The proof follows from Lemma 3.6.1.
4.1.1 Zero elements and the absolutely closed property
This part discusses a particular pomonoid S which is S = U[fag, where U is a pomonoid
and a is a zero element. Investigating this special case of pomonoids shows that if a
is compatible with the identity, then U is closed in S. Also in this part, it has been
proven that when adjoining a zero element to any pomonoid U given an absolutely closed
pomonoid, then this pomonoid U is also absolutely closed.
Lemma 4.1.15. Let S = U [ fag where U is pomonoid and a is a left (or right) zero
element. Then
1. if a  1, then a  s for all s 2 S,
2. if a  1, then a  s for all s 2 S.
The proof is omitted as it is straightforward to prove. Hence, we can deduce the
following fact.
Proposition 4.1.16. Let S = U [ fag where U is a pomonoid. If a is a left (or right)
zero element and a is compatible with the identity, then U is closed in S.
Proof. Suppose a 2 Dom

S(U) n U. Hence, there exists a zigzag in S over U such as
scheme (3) and (2). Then from Lemma 4.1.15, there are two cases:
1. if a  1, then a  s for all s 2 S. Hence,
(a) if a is a left zero element, then xi = a all for all i in the left column of scheme
(3). Therefore, there is no solution for xm 1vm 1  um.
(b) if a is a right zero element, then hj = a all for all i in the right column of
scheme (2). Therefore, there is no solution for knhn 1  1.
Therefore, a = 2 Dom

S(U).
2. if a  1, then a  s for all s 2 S. Hence,4.1. DOMINIONS AND ZIGZAGS THEOREM 125
(a) if a is a left zero element, then in the left column of scheme (2) since zn 1ln 1 
akn we have that zn 1 = a. Hence, zj = a all for all i, and then there is no
solution for 1  ak1 = a.
(b) if a is a right zero element, then in the right column of scheme (3) since
umym 1 = a we get that ym 1 = a. Hence, yi = a for all i, and then there is
no solution for u1  v1a = a.
Therefore, a = 2 Dom

S(U).
The following is an application of the above proposition.
Example 4.1.17. Let S = U [fag where U is a pomonoid and a is a right zero element
U f e 1
f f f f
e f e 1
1 f e 1
, with order
1
j f
e
S a f e 1
a a a a a
f f f f f
e a f e e
1 a f e 1
, with order
a
j n
1 f
j
e
It is straightforward to show that a = 2 Dom

S(U), and thus U is closed in S.
Let U be a pomonoid with "" be the partial order relation on U. Also, let U0
be the pomonoid obtained by adjoining a zero element to the pomonoid U with \0"
the partial order relation on U0. Hence, 0 is a compatible partial order relation in U0
if and only if  is a compatible partial order relation in U. This is because if  is a
compatible partial order relation, and the zero element is dened to be not compatible
with the elements of U, then 0 is a compatible partial order relation. While, if 0 is a
compatible partial order relation and the zero element is removed, then  is a compatible
partial order relation. Then we have the next result.
Proposition 4.1.18. If (U0;0) is absolutely closed, then (U;) is also absolutely
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Proof. Suppose that U0 is absolutely closed, and U is a subpomonoid of a pomonoid S.
Then U0 is also closed in S0. That is if d 
 1 = 1 
 d in S0 
U0 S0, then there are two
cases, which are d = 0 or d 2 U. When the zero element is deleted, one can easily derive
that if d 
 1 = 1 
 d in S 
U S, then d 2 U. Therefore, U is absolutely closed.
4.2 Open questions
The question that remains unanswered is whether the full monotone transformation of
poset is a absolutely closed or there is a contrary example to show that is not always
true.
In this work, we found that when U has the extension property and is convex in S,
then U closed in S. The question is now if it is possible to prove that when U has just
the extension or poextension property in S then U is closed in S.Chapter 5
Subpomonoid amalgams
This chapter investigates the following question: if [U;T1;T2] is a subpomonoid amalgam
of a pomonoid amalgam [U;S1;S2], then is the free product of the pomonoid amalgam
[U;T1;T2] poembeddable in the free product of the pomonoid amalgam [U;S1;S2]? If
that is not the case, which conditions are needed to make the poembeddability happen?
In the unordered case, Howie in [20] shows that the free product of the monoid
amalgam [U;Ti]i2I is not always embeddable in the free product of the monoid amalgam
[U;Si]i2I. He also proved that when U and Ti are unitary in Si for all i 2 I, then the
free product of the monoid amalgam [U;Ti]i2I is embeddable in the free product of the
monoid amalgam [U;Si]i2I. Renshaw in [34] proved that when U ! Ti and Ti ! Si are
pure, then the free product of the monoid amalgam [U;Ti]i2I is embeddable in the free
product of the monoid amalgam [U;Si]i2I.
Howie's example in [20] shows that the free product of the pomonoid amalgam
[U;Ti]i2I is not always poembeddable in the free product of the pomonoid amalgam
[U;Si]i2I, since the trivial order is a partial order relation. Therefore, we investigate in
what cases the embeddability happens. In this section we nd that when U and Ti are
strongly pounitary in Si, and Ti satises condition (?) in Si, where i = f1;2g, then the
free product of the pomonoid amalgam [U;T1;T2] is poembeddable in the free product
of the pomonoid amalgam [U;S1;S2].
Let [U;Si]i2I be a pomonoid amalgam and Ti be a family of pomonoids, having the
same index set I, such that Ti  Si for all i 2 I. Then the pomonoid amalgam [U;Ti]i2I
is a subpomonoid amalgam of the pomonoid amalgam [U;Si]i2I. We shall restrict our
attention to the case of jIj = 2.
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5.1 Subpomonoid amalgams and the pounitary property
Howie [20] shows when [U;T1;T2] is a submonoid amalgam of a monoid amalgam
[U;S1;S2] with U and Ti being unitary in Si for all i = f1;2g, then the free prod-
uct of the monoid amalgam [U;T1;T2] is embeddable in the free product of the monoid
amalgam [U;S1;S2]. Since the strongly pounitary is the analogue of unitary in the cate-
gory of pomonoids, this led us to examine strongly pounitary property on subpomonoid
amalgams. When Renshaw studied the pure property for submonoid amalgams, the con-
cept of pullbacks was useful (see [34] for details). In this part we will also nd pullbacks
to be connected to the subpomonoid amalgams when we consider the strongly pounitary
property. However, the construction in the category of pomonoids is more complicated
than the unordered case. Before we prove our main result, the next proposition is
needed.
Proposition 5.1.1. Let U be a subpomonoid of a pomonoid T, and T be a subpomonoid
of a pomonoid S such that U is strongly pounitary in S and T is strongly pouitary in S.
Also, suppose that A 2 (U;T) posets, B;D 2 (U;U) posets, C 2 (U;S) posets, 1 :
A ! B and 2 : C ! D are (U;U) poset morphism,  : A ! C is (U;T) poset mor-
phism and  : B ! D is (U;U) poset morphism. If 1, 2, , and  are (U;U) strongly
pounitaries such that
A B
C D
- 1
?

?

-
2
is a pullback, then   : F(T;A;B) ! F(S;C;D) is a (U;U) order embedding such that
the diagram
B F(T;A;B)
D F(S;C;D)
- 1
?

?
 
-
2
is a pullback where the maps 1 : B ! F(T;A;B) and 2 : D ! F(S;C;D) are the
canonical maps.
Proof. Since U is strongly pounitary in S, it follows U is also strongly pounitary in T.
Hence, from Theorem 3.5.1 the maps 1 : B ! F(T;A;B) and 2 : D ! F(S;C;D) are
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Dene   : F(T;A;B) ! F(S;C;D) by  ((b 
 t)=1) = ((b) 
 t)=2, where 1 is a
(U;T) poset congruence induced on B 
T by R1 = f(1(a)
t;1(a0)
t0) : at  a0t0g
and 2 is a (U;S) poset congruence induced on D
S by R2 = f(2(c)
s;2(c0)
s0) :
cs  c0s0g. From Lemma 3.1.3 the (U;U) posets F(T;A;B), and F(S;C;D) are the
pushouts of the diagrams
A 
 T B 
 T C 
 S D 
 S
A C
-
?
-
?
respectively. Consequently, the digram
A 
 T B 
 T
C 
 S D 
 S
A F(T;A;B)
C F(S;C;D)
commutes. Hence, from Lemma 1.9.8 and its dual, Lemma 1.9.9, and Lemma 2.3.4, the
map   is order embedding when the following diagram
A 
 T B 
 T
C 
 S D 
 S
-
? ?
-
is pullback. The above diagram is almost pullback since from Lemma 2.3.11 it can be
described as following:
A 
 T B 
 T
C 
 T D 
 T
C 
 S D 
 S
-
? ?
-
? ?
-
where the top square is almost pullback by the assumption and from Theorem 2.3.9, and130 CHAPTER 5. SUBPOMONOID AMALGAMS
the bottom square is almost pullback from Theorem 2.3.8. Hence, from Lemma 2.3.2 it
is a pullback. To show
B F(T;A;B)
D F(S;C;D)
- 1
?

?
 
-
2
is pullback, from Lemma 2.3.5, by proving the next four diagrams are pullbacks.
A B C D
A 
 T B 
 T C 
 S D 
 S
-
? ?
-
? ?
- -
A 
 T B 
 T B D
C 
 S D 
 S B 
 T D 
 S
-
? ?
-
? ?
- -
Since U ! T and U ! S are strongly pounitary, then from Theorem 2.3.8, it is clear
that the rst and second diagrams are pullbacks. The third diagram is pullback from the
rst part. While the fourth diagram is pullback from Proposition 2.3.7. This completes
the proof.
Let [U;T1;T2] be a subpomonoid amalgam of a pomonoid amalgam [U;S1;S2]. Let
also U be strongly pounitary in Ti, and Ti be strongly pounitary in Si, where i = f1;2g.
By a similar construction to that of Theorem 3.3.9, we can dene the directed systems
(Yn;kn) and (An;hn), where
Yn = (:::(S1 
 S2 
 S1)1 
  
 Si)n 2
An = (:::(T1 
 T2 
 T1)1 
  
 Ti)n 2
and i  n (mod 2). Hence, the free product of the pomonoid amalgam [U;S1;S2],
S1 U S2, and the free product of the pomonoid amalgam [U;T1;T2], T1 U T2, are direct
limits in the category of U posets of these direct systems respectively. From Theorem
3.5.1, the maps kn and hn are (U;U) strongly pounitary order embeddings. Also, from
Theorem 3.5.2 and Lemma 2.1.10 the maps n : Yn  ! S1US2 and n : An  ! T1UT2
are (U;U) strongly pounitaries. De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2 : A2  ! Y2 by 2(t1 
 t2) = t1 
 t2. Also, dene the map n : An  ! Yn by
((:::(t1 
 t2 
 t0
1)1 
  
 ti)n 2) = (:::(t1 
 t2 
 t0
1)1 
  
 ti)n 2), for n  3.
From the uniqueness of the free extension, it can be concluded that the map n is the
unique Ti poset morphism which makes the next diagram
An
An 1 An 2
Yn
n
hn 1
hn
kn 1n 1 kn 1kn 2n 2
commute. As a result, we get the following commutative digram.
A1 A2 A3 :::
Y1 Y2 Y3 :::
T1 U T2
T1 U T2
h1 h2 h3
1 2 3
1 2 3
k1 k2 k3
1 2 3
The main aim is to prove the map   : T1 U T2  ! S1 U S2 is a (U;U) strongly
pounitary. Since i  i =    i for all i  1, then from Lemma 2.1.11, the map   is a
U strongly pounitary if i is U strongly pounitary for all i.
Let U be a subpomonoid of a pomonoid S, dene the condition (?) by that
if for all s;s0 2 S;u 2 U;ss0 = u;then s;s0 2 U.
It is clear that condition (?) implies unitary.132 CHAPTER 5. SUBPOMONOID AMALGAMS
Example 5.1.2. Let U be a subpomonoid of a pomonoid S such that
S a b c d e f
a a b a a a a
b b a b b b b
c a b c c c c
d a b c d e d
e a b c e d e
f a b c d e f
, with order
a
j
c
= j n
d e f
and U = fd;e;fg with trivial order. It is clear that U satises condition (?) in S.
Let U and V be posemigroups. Dene S = U _ [V _ [f0g, where the multiplication
within the elements of U in S as its multiplication in U, and the multiplication within
the elements of V in S as its multiplication in V . The other multiplications are equal
to 0. Then it is clear that S is a posemigroup. This posemigroup is usually called zero
direct union of U and V . It is clear that 1U is strongly pounitary in 1S and satises
condition (?).
Theorem 5.1.3. Let [U;T1;T2] be a subpomonoid amalgam of a pomonoid amalgam
[U;S1;S2]. If Ti satises condition (?) in Si, U is strongly pounitary in Ti, and Ti is
strongly pounitary in Si where i = f1;2g, then the canonical map T1 U T2 ! S1 U S2
is a (U;U) strongly pounitary.
Proof. It is easy to show that 1 and 2 are (U;U) strongly pounitaries. Hence, from
the dual of Theorem 2.3.8, the diagram
T1 T1 
 T2
S1 S1 
 T2
-
? ?
-
is pullback. Since the map S1 
 T2 ! S1 
 S2 is order embedding, then from Lemma
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T1 T1 
 T2
S1 S1 
 S2
-
? ?
-
is pullback. Hence, from Proposition 5.1.1 the map 3 : A3 ! Y3 is an order embedding
and the diagram
A2 A3
Y2 Y3
-
? ?
-
is pullback. To show 3 is (U;U) lower strongly pounitary suppose that v(s1
s2
s3)1u
 (t1 
t2 
t3)1. Hence, there exist x1j 
x2j 
x3j;x0
1j 
x0
2j 
x0
3j 2 S1 
S2 
S1 such
that
vs1 
 s2 
 s3u  x11 
 x21 
 x31(V1)x0
11 
 x0
21 
 x0
31  :::
 x1p 
 x2p 
 x3p(V1)x0
1p 
 x0
2p 
 x0
3p  t1 
 t2 
 t3
where 1  j  p and p  1. We can assume that the number of (V1) terms is minimal.
If there are no such terms, then vs1 
s2 
s3u  t1 
t2 
t3 Hence, s1;s3 2 T1, s2 2 T2
as required. Otherwise, there exists a scheme for all j such as
x1j 
 x2j 
 x3j = v1y11 
 1 
 y31u1
v1y0
11 
 1 
 y0
31u1 = v2y12 
 1 
 y32u2
. . .
vmy0
1m 
 1 
 y0
3mum = x0
1j 
 x0
2j 
 x0
3j
where y1ly3l  y0
1ly0
3l in S1, 1  l  m, and m  1. By using Lemma 1.9.8 it is
straightforward to show that x2l;x0
2l 2 U and x1jx2jx3j  x0
1jx0
2jx0
3j in S1. Hence,
s2;t2 2 U and vs1s2s3u  t1t2t3. Since T1 is strongly pounitary in S1, then s1s2s3 2
T1. Therefore, from condition (?) s1;s3 2 T1, s2 2 U and so 3 is a (U;U) lower
strongly pounitary. By a similar argument we can show that 3 is (U;U) upper strongly
pounitary. Hence, 3 is (U;U) strongly pounitary. Then from Proposition 5.1.1 the map134 CHAPTER 5. SUBPOMONOID AMALGAMS
4 : A4 ! Y4 is order embedding and
A3 A4
Y3 Y4
-
? ?
-
is a pullback. In general, if we can show n is a (U;U) strongly pounitary, then the result
will follow. The induction method will be used. Suppose that n 1 is a (U;U) strongly
pounitary, and the digram
An 2 An 1
Yn 2 Yn 1
-
? ?
-
is a pullback. Then from Proposition 5.1.1, the map n is order embedding. To show
n is (U;U) lower strongly pounitary, suppose that v[s1;:::;sn]u  [t1;:::;tn]. Then
there exists a scheme such as that
[vs1;:::;sn 1] 
 snu  [x1;:::;xn 1] 
 xn
(Vn 1)[x0
1;:::;x0
n 1] 
 x0
n  [t1;:::;tn 1] 
 tn:
We assume without loss of generality, the number of (Vn 1) is one. If there are no
such terms, then [vs1;:::;sn 1] 
 snu  [t1;:::;tn 1] 
 tn.. Hence, from Lemma 1.9.8
and from our assumption, it is clear that [s1;:::;sn 1] 2 n 1(An 1) and sn 2 Tn.
Otherwise, for [x1;:::;xn 1] 
 xn (Vn 1) [x0
1;:::;x0
n 1] 
 x0
n, there exists a scheme
such that
[x1;:::;xn 1] 
 xn = v1[y1;:::;yn 2;1] 
 ynu1
v1[y0
1;:::;y0
n 2;1] 
 y0
nu1 = [x0
1;:::;x0
n 1] 
 x0
n
where [y1;:::;yn 2yn]  [y0
1;:::;y0
n 2y0
n]. Also, we assume without loss of generality, we
have the shortest length of this scheme. Since [x0
1;:::;x0
n 1] 2 n 1(An 1) and x0
n 2 Tn,
then from Lemma 1.9.8 and from the assumption, we can nd that [y0
1;:::;y0
n 2;1] 2
n 1(An 1) and y0
n 2 Tn. Hence, [y1;:::;yn 2yn] 2 n 1(An 2) and so yn 2yn 2 Tn 2 =
Tn. From condition (?), we get yn 2; yn 2 Tn 2 = Tn. Consequently, [y1;:::;yn 2;1]
2 n 1(An 1), and yn 2 Tn. Therefore, [x1;:::;xn 1] 2 n 1(An 1), and xn 2 Tn.5.2. OPEN QUESTIONS 135
Since [x1;:::;xn 1] 2 n 1(An 1) and xn 2 Tn, then by a similar argument, we get that
[s1;:::;sn 1] 2 im n 1(An 1) and sn 2 Tn.
Therefore, n is a (U;U) lower strongly pounitary. In a similar manner, it can be
shown that n is a (U;U) upper strongly pounitary order embedding. Hence, from
Lemma 2.1.11,   is a (U;U) strongly pounitary order embedding.
Let [U;S1;S2] be a commutative pomonoid amalgam with [U;T1;T2] being a sub-
pomonoid amalgam of [U;S1;S2]. Also, let S1, and T2 be poat (resp. at). Since
T1 ! S1 is order embedding, and T2 is poat (resp. at), then the map T1
T2 ! S1
T2
is order embedding (resp. monomorphism). Also, since T2 ! S2 is order embedding,
and S1 is poat (resp. at), then the map S1 
T2 ! S1 
S2 is order embedding (resp.
monomorphism). Hence, the composition T1 
 T2 ! S1 
 S2 is order embedding (resp.
monomorphism). Consequently, we have
Proposition 5.1.4. Let [U;S1;S2] be a commutative pomonoid amalgam with sub-
pomonoid amalgam [U;T1;T2]. Also, suppose that S1, and T2 are poat (resp. at).
Then the map T1 
 T2 ! S1 
 S2 is an order embedding (resp. monomorphism).
Then we immediately have the following corollary.
Corollary 5.1.5. Let [U;S1;S2] be a commutative pomonoid amalgam with subpomonoid
amalgam [U;T1;T2]. Then if U is absolutely poat (resp. at), then the map T1 
T2 !
S1 
 S2 is an order embedding (resp. monomorphism).
Proposition 5.1.6. Let [U;S1;S2] be a commutative pomonoid amalgam with sub-
pomonoid amalgam [U;T1;T2]. Also, suppose that Ti ! Si is popure (resp. pure).
Then the map T1 
 T2 ! S1 
 S2 is a popure order embedding (resp. monomorphism).
The proof is omitted as it is easy to be derived. From the denition of pounitary,
we reach the next proposition.
Proposition 5.1.7. Let [U;S1;S2] be a commutative pomonoid amalgam with sub-
pomonoid amalgam [U;T1;T2]. Also, suppose that Ti is pounitary in Si, where i = f1;2g.
Then the map T1 
 T2 ! S1 
 S2 is an order embedding.
5.2 Open questions
Let [U;T1;T2] be a subpomonoid amalgam of a pomonoid amalgam [U;S1;S2]. If U ! Ti
and Ti ! Si are popure or pure where i = f1;2g, then is the free product of the pomonoid136 CHAPTER 5. SUBPOMONOID AMALGAMS
amalgam [U;T1;T2] poembeddable or embeddable in the free product of the pomonoid
amalgam [U;S1;S2]? This question is still open and unanswered.
Let U be a subpomonoid of a pomonoid S. Then U is right poperfect (resp. perfect)
in S if for all right S posets X, all right U posets Y , and all right U order embeddings
f : X ! Y there exists a right S poset Z, a U order embedding (resp. monomorphism)
g : Y ! Z, and a right S order embedding (resp. monomorphism) h : X ! Z such
that g  f = h. The question is when U is a poperfect (resp. perfect) in Ti, and
Ti is a poperfect (resp. perfect) in Si, where i = f1;2g, is the free product of the
pomonoid amalgam [U;T1;T2] poembeddable (resp. embeddable) in the free product
of the pomonoid amalgam [U;S1;S2]? The answer to this question is known in the
unordered case, as Renshaw in [35] proved that when U is a right perfect in Ti and Ti
is a right perfect in Si (not perfect as in the ordered case), then the free product of the
monoid amalgam [U;T1;T2] is embeddable in the free product of the monoid amalgam
[U;S1;S2].Chapter 6
Amalgamation bases
There are several questions about the class of amalgamation bases which were not an-
swered in any research up to date, even in the category of monoids. For example:
1. Is the free product of a family of amalgamation bases also an amalgamation base,
and is the converse true?
2. If there exists a directed system of amalgamation bases, is the direct limit of this
system an amalgamation base, and is the converse true?
3. Is the union of amalgamation bases an amalgamation base, and is the converse
true?
4. Is the zero direct union of amalgamation bases an amalgamation base, and is the
converse true?
This section investigates the class of the amalgamation bases for monoids and pomonoids.
However, we will only address the above questions in the category of pomonoids as the
ndings of this section will also be true for the category of monoids, because any monoid
is a pomonoid with the trivial order '=' as partial order relation.
In this research some of these questions are solved and some remain open. It is found
that the union of a chain of strong amalgamation bases is a strong amalgamation base.
Furthermore, if the free product of a family of pomonoids is a strong amalgamation base,
then each pomonoid of this family is a strong amalgamation base. We also found if the
zero direct union of pomonoids is a strong amalgamation base, then each pomonoid is a
strong amalgamation base.
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6.1 Amalgamation bases for pomonoids
Let   : U ! V be a pomonoid order embedding. Then  (U) is a strong poamalga-
mation (resp. amalgamation) base if and only if U is a strong poamalgamation (resp.
amalgamation) base. This follows since U  =  (U).
Let the pomonoid amalgam [V ;S1;S2] be weakly poembeddable, and let   : U ! V
be an order embedding. Then [U;S1;S2] is also pomonoid amalgam by dening 0
i(u) =
i (u), for all u 2 U, where i : V ! Si. Since [V ;S1;S2] is weakly poembeddable,
there exist order embeddings i : Si ! S1 V S2 such that
U
V S1
S2 S1 V S2
 
0
2
0
1
2
1
1
2
commutes. For all u 2 U, it is clear that 10
1(u) = 11 (u) = 22 (u) = 20
2(u).
Hence, the amalgam [U;S1;S2] is weakly poembeddable. Therefore, the following can
be deduced.
Proposition 6.1.1. Let   : U ! V be a pomonoid order embedding, and the pomonoid
amalgam [V ;S1;S2] be weakly poembeddable. Then [U;S1;S2] is also weakly poembed-
dable.
The following problem was asked by Prof. Shoji when he visited the University of
Southampton.
Theorem 6.1.2. Let U1  U2  ::: be pomonoids, and each Ui be a strong poamalgama-
tion (resp. amalgamation) base, where i 2 N. Then [Ui is also a strong poamalgamation
(resp. amalgamation) base.
Proof. We will consider the case of poamalgamation base where the other case follows
in a similar manner. Suppose [[Ui;S1;S2] is a pomonoid amalgam, and 1 : S1 !
S1 [Ui S2, 2 : S2 ! S1 [Ui S2 are pomonoid morphisms. Also, suppose 1(s)  1(s0)
in S1[UiS2. Then s is connected to s0 by a nite sequence of E , S , M , and O steps
in the ordinary free product, S1  S2. Assume without the loss of generality, that s is6.1. AMALGAMATION BASES FOR POMONOIDS 139
connected to s0 by a single sequence of S steps, s = (s1;:::;si 1;u;si+1;:::;sn), and
s0 = (s1;:::;si 1usi+1;:::;sn), where u 2 [Ui. Then there exists n 2 N such that
u 2 Un. Since Un is a strong amalgamation base, then s  s0. A similar result will be
found if s is connected to s0 by a single sequence of E , M , or O  step. Also, if s is
connected to s0 by a nite sequence of E , S , M , and O steps, then there will exist
n 2 N where Un contains all the u' s which appear within the nite sequence of E , S ,
M , and O steps. Hence, the amalgam [[Ui;S1;S2] is weakly poembeddable.
To show the pomonoid amalgam [[Ui;S1;S2] is strongly poembeddable, suppose
that 1(s1) = 2(s2) in S1 [Ui S2. By the same argument as above, there exists n 2 N,
where 1(s1) = 2(s2) in S1 Un S2. Since Un is a strong poamalgamation base, then
s1 = s2 2 U. Therefore, [[Ui;S1;Sn] is strongly poembeddable. Hence, [Ui is a strong
poamalgamation base.
In general, if the pomonoid amalgam is poembeddable (resp. embeddable) into a
posemigroup, it is also poembeddable (resp. embeddable) into a pomonoid. This can
be demonstrated as follows.
Lemma 6.1.3. Let [U;S1;S2] be a pomonoid amalgam and strongly poembeddable (resp.
embeddable) into a posemigroup T. Then [U;S1;S2] is also strongly poembeddable (resp.
embeddable) in the category of pomonoids.
Proof. From Lemma 3.3.1, the amalgam [U;S1;S2] is strongly poembeddable (resp.
embeddable) in the category of posemigroups if and only if it is strongly poembeddable
(resp. embeddable) into its amalgamated free product. However, the amalgamated
free product of the pomonoid amalgam [U;S1;S2] is a pomonoid. Hence, [U;S1;S2] is
poembeddable (resp. embeddable) in the category of pomonoids.
Theorem 6.1.4. Let U1, U2,::: be a family of disjoint pomonoids. Then Ui is a strong
poamalgamation (resp. amalgamation) base for all i, where i 2 N if the posemigroup
free product of this family
Q
Ui is a strong poamalgamation (resp. amalgamation) base.
Proof. We will prove the case when
Q
Ui is a poamalgamation base, and the other case
can be found by a similar procedure. Suppose that [Ui;Si1;Si2] is a pomonoid amalgam.
Then from the denition of the posemigroup free product, there exist posemigroup
order embeddings pi : Ui !
Q
Ui and qim : Sim !
Q
Sim where m = f1;2g. Dene
0
m :
Q
Ui !
Q
Sim by
0
m(u1 :::un) = 1m(u1):::nm(un).140 CHAPTER 6. AMALGAMATION BASES
where im : Ui ! Sim. It is easy to show that 0
m is an order embedding. Hence, the
following diagram
Q
Ui
Ui
Q
Sim
Sim
pi
0
m
qim
im
commutes. Therefore, [
Q
Ui;
Q
Si1;
Q
Si2] and [Ui;
Q
Si1;
Q
Si2] are posemigroup amal-
gams. Since
Q
Ui is a poamalgamation base, then the posemigroup amalgam [
Q
Ui;
Q
Si1;
Q
Si2] is poembeddable. Hence, there exists posemigroup order embedding m :
Q
Sim !
Q
Si1 Q
Ui
Q
Si2 such that 10
1 = 20
2. Since for all u 2 Ui, 1qi1i1(u) = 10
1pi(u) =
20
2pi(u) = 2qi2i2(u) then the diagram
Q
Si2
Q
Ui
Q
Si1 Q
Ui
Q
Si2
Q
Si1
Ui
0
2
2
1
0
1
qi2i2
pi
qi1i1
commutes for all i. Hence, the amalgam [Ui;
Q
Si1;
Q
Si2] is weakly poembeddable and
so the amalgam [Ui;Si1;Si2] is also weakly poembeddable into
Q
Si1 Q
Ui
Q
Si2.
To show [Ui;Si1;Si2] is strongly embeddable, suppose that 1qi1(s1) = 2qi2(s2),
where s1 2 Si1;s2 2 Si2. Since the posemigroup amalgam [
Q
Ui;
Q
Si1;
Q
Si2] is strongly
poembeddable, then there exists a unique u 2 Ui such that qi1(s1) = 0
i1(pi(u)) =
qi1i1(u) and qi2(s2) = 0
i2(pi(u)) = qi2i2(u). Hence, s1 = i1(u) and s2 = i2(u).
Hence, the amalgam [Ui;Si1;Si2] is strongly poembeddable into
Q
Si1Q
Ui
Q
Si2. Then
from Lemma 6.1.3, the amalgam [Ui;Si1;Si2] is strongly poembeddable into a pomonoid.
Hence, Ui is a strong poamalgamation base in the category of pomonoids.
Theorem 6.1.5. Let U, V be disjoint pomonoids. If the zero direct union of these two
pomonoids, U _ [V _ [f0g, is a strong poamalgamation (resp. amalgamation) base, then
U;V are also strong poamalgamation (resp. amalgamation) bases.6.1. AMALGAMATION BASES FOR POMONOIDS 141
Proof. We shall prove the case of poamalgamation base, and the other case follows
by a similar procedure. Suppose that Z = U _ [V _ [f0g is a strong poamalgamation
base. Also, suppose [U;SU1;SU2] and [V ;SV 1;SV 2] are pomonoid amalgams. Dene
0
m : Z ! SUm _ [SV m [ f0g as following
0
m(r) =
8
> <
> :
qUmUm(r) if r 2 U
qV mV m(r) if r 2 V
0 if r = 0
where Um : U ! SUm, V m : V ! SV m, qUm : SUm ! SUm _ [SV m [ f0g, and qV m :
SV m ! SUm _ [SV m[f0g are posemigroup order embeddings and m = f1;2g. Hence, the
following diagrams
U SUm
Z SUm _ [SV m _ [f0g
- Um
?
pU
?
qUm
-
0
m
V SV m
Z SUm _ [SV m _ [f0g
- V m
?
pV
?
qV m
-
0
m
commute. It is clear that 0
m is a posemigroup order embedding. Hence,
[Z;SU1 _ [SV 1 _ [f0g;SU2 _ [SV 2 _ [f0g];[U;SU1 _ [SV 1 _ [f0g;SU2 _ [SV 2 _ [f0g];
and [V ;SU1 _ [SV 1 _ [f0g;SU2 _ [SV 2 _ [f0g]
are posemigroup amalgams. Since Z is a poamalgamation base, then there exist order
embeddings
m : SUm _ [SV m _ [f0g ! SU1 _ [SV 1 _ [f0g Z SU2 _ [SV 2 _ [f0g
such that 10
1 = 20
2. Then for all u 2 U, 1qU1U1(u) = 10
1pU(u) = 20
2pU(u) =
2qU2U2(u), and so the diagram
SU2 _ [SV 2 _ [f0g
Z
SU1 _ [SV 1 _ [f0g Z SU2 _ [SV 2 _ [f0g
SU1 _ [SV 1 _ [f0g
U
0
2
2
1
0
1
qU2U2
pU
qU1U1142 CHAPTER 6. AMALGAMATION BASES
commutes. Hence, the amalgam [U; SU1 _ [SV 1 _ [f0g, SU2 _ [SV 2 _ [f0g] is weakly poembed-
dable, and so the amalgam [U;SU1;SU2] is also weakly poembeddable.
To show the amalgam [U;SU1;SU2] is strongly poembeddable, suppose that 1qU1(s1)
= 2qU2(s2), where s1 2 SU1;s2 2 SU2. Since the amalgam [Z; SU1 _ [SV 1 _ [f0g, SU2 _ [SV 2 _ [
f0g] is a strongly poembeddable, then there exists u 2 U such that qU1(s1) = 0
1(pU(u)) =
qU1U1(u) and qU2(s2) = 0
2(pU(u)) = qU2U2(u). Hence, s1 = U1(u) and s2 = U2(u),
since qUm is order embedding. Therefore, the amalgam [U;SU1;SU2] is strongly poem-
beddable in to SU1 _ [SV 1 _ [f0g Z SU2 _ [SV 2 _ [f0g. Then from Lemma 6.1.3 the amalgam
[U;SU1;SU2] is strongly poembeddable into a pomonoid. Hence, U is a strong poamal-
gmation base in the category of pomonoid. A similar method is used to deduce that V
is a strong poamalgamation base.
6.2 Open questions
Let   : U ! V be a pomonoid order embedding. There are some related open questions
which cannot be answered for example
1. When V is a weak poamalgamation base, then is U a weak poamalgamation base?
This problem can be answered if for any pomonoid amalgam [U;S1;S2] there exist
bigger pomonoids S0
1 and S0
2 containing S1 and S2 respectively such that V ! S0
1
and V ! S0
2 are order embeddings.
2. When U is a weak poamalgamation base, under what conditions is the pomonoid
V also a weak poamalgamation base?
Let (Ui;'i
j) be a directed system with (U;'i) a direct limit of this system in the
category of pomonoids. If Ui is a weak (resp. strong) poamalgamation base for all i,
then is U a weak (resp. strong) poamalgamation base, and is the converse true? When
'i is an order embedding does that solve the problem?Bibliography
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