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Abstract
In this paper we introduce a hyperbolic (Poincaré–Bergman type) distance δ on the noncommutative open
ball
[
B(H)n]1 := {(X1, . . . ,Xn) ∈ B(H)n: ∥∥X1X∗1 + · · · +XnX∗n∥∥1/2 < 1},
where B(H) is the algebra of all bounded linear operators on a Hilbert space H. It is proved that δ is
invariant under the action of the free holomorphic automorphism group of [B(H)n]1, i.e.,
δ
(
Ψ (X),Ψ (Y )
)= δ(X,Y ), X,Y ∈ [B(H)n]1,
for all Ψ ∈ Aut([B(H)n]1). Moreover, we show that the δ-topology and the usual operator norm topology
coincide on [B(H)n]1. While the open ball [B(H)n]1 is not a complete metric space with respect to the
operator norm topology, we prove that [B(H)n]1 is a complete metric space with respect to the hyperbolic
metric δ. We obtain an explicit formula for δ in terms of the reconstruction operator
RX := X∗1 ⊗R1 + · · · +X∗n ⊗Rn, X := (X1, . . . ,Xn) ∈
[
B(H)n]1,
associated with the right creation operators R1, . . . ,Rn on the full Fock space with n generators. In the
particular case whenH= C, we show that the hyperbolic distance δ coincides with the Poincaré–Bergman
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Bn :=
{
z = (z1, . . . , zn) ∈ Cn: ‖z‖2 < 1
}
.
We obtain a Schwarz–Pick lemma for free holomorphic functions on [B(H)n]1 with respect to the hyper-
bolic metric, i.e., if F := (F1, . . . ,Fm) is a contractive (‖F‖∞  1) free holomorphic function, then
δ
(
F(X),F (Y )
)
 δ(X,Y ), X,Y ∈ [B(H)n]1.
As consequences, we show that the Carathéodory and the Kobayashi distances, with respect to δ, coincide
with δ on [B(H)n]1. The results of this paper are presented in the more general context of Harnack parts
of the closed ball [B(H)n]−1 , which are noncommutative analogues of the Gleason parts of the Gelfand
spectrum of a function algebra.
© 2009 Elsevier Inc. All rights reserved.
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0. Introduction
Poincaré’s discovery of a conformally invariant metric on the open unit disc D := {z ∈ C:
|z| < 1} of the complex plane was a cornerstone in the development of complex function theory.
The hyperbolic (Poincaré) distance is defined on D by
δP (z,w) := tanh−1
∣∣∣∣ z −w1 − z¯w
∣∣∣∣, z,w ∈ D.
Some of the basic and most important properties of the Poincaré distance are the following:
(1) the Poincaré distance is invariant under the conformal automorphisms of D, i.e.,
δP
(
ϕ(z),ϕ(w)
)= δP (z,w), z,w ∈ D,
for all ϕ ∈ Aut(D);
(2) the δP -topology induced on the open disc is the usual planar topology;
(3) (D, δP ) is a complete metric space;
(4) any analytic function f : D → D is distance-decreasing, i.e., satisfies
δP
(
f (z), f (w)
)
 δP (z,w), z,w ∈ D.
Bergman (see [2]) introduced an analogue of the Poincaré distance for the open unit ball
of Cn,
Bn :=
{
z = (z1, . . . , zn) ∈ Cn: ‖z‖2 < 1
}
,
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βn(z,w) = 12 ln
1 + ‖ψz(w)‖2
1 − ‖ψz(w)‖2 , z,w ∈ Bn,
where ψz is the involutive automorphism of Bn that interchanges 0 and z. The Poincaré–Bergman
distance has properties similar to those of δP (see (1)–(4)). There is a large literature concerning
invariant metrics, hyperbolic manifolds, and the geometric viewpoint of complex function theory
(see [15,16,45,17] and the references therein).
There are several extensions of the Poincaré–Bergman distance and related topics to more
general domains. We mention the work of Suciu [38,40,39], Foias¸ [8], and Andô, Suciu and
Timotin [1] on Harnack parts of contractions and Harnack type distances between two contrac-
tions on Hilbert spaces. Some of their results will be recover (with a different proof) in the present
paper, in the particular case when n = 1.
In this paper, we continue our program to develop a noncommutative function theory on the
unit ball of B(H)n (see [30,31,33,32,34]). The main goal is to introduce a hyperbolic metric δ
on the noncommutative ball[
B(H)n]1 := {(X1, . . . ,Xn) ∈ B(H)n: ∥∥X1X∗1 + · · · +XnX∗n∥∥1/2 < 1},
where B(H) denotes the algebra of all bounded linear operators on a Hilbert space H, which
satisfy properties similar to those of the Poincaré metric δP (see (1)–(3)), and which is a non-
commutative extension of the Poincaré–Bergman metric βn on the open unit ball of Cn. The
secondary goal is to obtain a Schwarz–Pick lemma for free holomorphic functions on [B(H)n]1
with respect to the hyperbolic metric.
We should mention that the noncommutative ball [B(H)n]1 can be identified with the open
unit ball of B(Hn,H), which is one of the infinite-dimensional Cartan domains studied by
L.A. Harris [11–13]. He has obtained several results, related to our topic, in the more general
setting of JB∗-algebras (see also the book by H. Upmeier [42]). We also remark that the group
of all free holomorphic automorphisms of [B(H)n]1 [34], can be identified with a subgroup of the
group of automorphisms of [B(Hn,H)]1 considered by R.S. Phillips [19] (see also [44]). How-
ever, the hyperbolic distance δ that we introduce in this paper is different from the Kobayashi
distance on [B(H)n]1, with respect to the Poincaré distance on D, and also different from the one
considered, for example, in [11].
In [30,31,33,32,34], we obtained several results concerning the theory of free holomorphic
(resp. pluriharmonic) functions on [B(H)n]1 and provided a framework for the study of arbitrary
n-tuples of operators on a Hilbert space H. Several classical results from complex analysis [3,
9,14,37] have free analogues in the noncommutative multivariable setting. To put our work in
perspective, we need to set up some notation and recall some definitions.
Let F+n be the unital free semigroup on n generators g1, . . . , gn and the identity g0. The length
of α ∈ F+n is defined by |α| := 0 if α = g0 and |α| := k if α = gi1 · · ·gik , where i1, . . . , ik ∈{1, . . . , n}. If (X1, . . . ,Xn) ∈ B(H)n, we set Xα := Xi1 · · ·Xik and Xg0 := IH. Throughout this
paper, we assume that E is a separable Hilbert space. A map F : [B(H)n]1 → B(H) ⊗min B(E)
is called free holomorphic function on [B(H)n]1 with coefficients in B(E) if there exist A(α) ∈
B(E), α ∈ F+n , such that lim supk→∞ ‖
∑
|α|=k A∗(α)A(α)‖1/2k  1 and
F(X1, . . . ,Xn) =
∞∑ ∑
Xα ⊗A(α),
k=0 |α|=k
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The set of all free holomorphic functions on [B(H)n]1 with coefficients in B(E) is denoted by
Hol(B(H)n1). Let H∞(B(H)n1) denote the set of all elements F in Hol(B(H)n1) such that
‖F‖∞ := sup
∥∥F(X1, . . . ,Xn)∥∥< ∞,
where the supremum is taken over all n-tuples of operators (X1, . . . ,Xn) ∈ [B(H)n]1 and any
Hilbert space H. According to [30] and [33], H∞(B(H)n1) can be identified to the operator
algebra F∞n ⊗¯B(E) (the weakly closed algebra generated by the spatial tensor product), where
F∞n is the noncommutative analytic Toeplitz algebra (see [23,21,25]).
We say that a map u : [B(H)n]1 → B(H)⊗min B(E) is a self-adjoint free pluriharmonic func-
tion on [B(K)n]1 if u = Ref := 12 (f ∗+f ) for some free holomorphic function f . We also recall
that u is called positive if u(X1, . . . ,Xn)  0 for any (X1, . . . ,Xn) ∈ [B(K)n]1, where K is an
infinite-dimensional Hilbert space.
In Section 1, we introduce an equivalence relation H∼ on the closed ball [B(H)n]−1 , and study
the equivalence classes (called Harnack parts) with respect to H∼. Two n-tuples of operators A :=
(A1, . . . ,An) and B := (B1, . . . ,Bn) in [B(H)n]−1 are called Harnack equivalent (and denote
A
H∼ B) if and only if there exists a constant c 1 such that
1
c2
Rep(B1, . . . ,Bn) Rep(A1, . . . ,An) c2 Rep(B1, . . . ,Bn)
for any noncommutative polynomial p ∈ C[X1, . . . ,Xn] ⊗ Mm, m ∈ N, with matrix-valued co-
efficients such that Rep  0. Here Mm denotes the algebra of all m × m matrices with entries
in C. We also use the notation AH∼
c
B to emphasize the constant c in the inequalities above. The
Harnack parts of [B(H)n]−1 are noncommutative analogues of the Gleason parts of the Gelfand
spectrum of a function algebra (see [10]).
In Section 1, we use several results (see [27–29,36]) concerning the theory of noncommuta-
tive Poisson transforms on Cuntz–Toeplitz C∗-algebras (see [4]) and free pluriharmonic func-
tions (see [33,32]) to obtain useful characterizations for the Harnack equivalence on the closed
ball [B(H)n]−1 . On the other hand, a characterization of positive free pluriharmonic functions
(see [33]) and dilation theory (see [41]) are used to obtain a Harnack type inequality (see [3])
for positive free pluriharmonic function on [B(H)n]1. More precisely, we show that if u is a
positive free pluriharmonic function on [B(H)n]1 with operator-valued coefficients in B(E) and
0 < r < 1, then
u(0)
1 − r
1 + r  u(X1, . . . ,Xn) u(0)
1 + r
1 − r
for any (X1, . . . ,Xn) ∈ [B(H)n]−r . This result is crucial in order to prove that the open unit ball
[B(H)n]1 is a distinguished Harnack part of [B(H)n]−1 , namely, the Harnack part of 0.
In Section 2, we introduce a hyperbolic (Poincaré–Bergman type) metric on the Harnack parts
of [B(H)n]−1 . More precisely, given a Harnack part  of [B(H)n]−1 we define δ :  ×  → R+
by setting
δ(A,B) := lnω(A,B), A,B ∈ ,
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ω(A,B) := inf
{
c > 1: AH∼
c
B
}
.
We prove that δ is a metric on .
Consider the particular case when  = [B(H)n]1 and let δ : [B(H)n]1 × [B(H)n]1 → [0,∞)
be the hyperbolic metric defined above. We prove, in Section 2, that δ is invariant under the action
of the group Aut([B(H)n]1) of all the free holomorphic automorphisms of the noncommutative
ball [B(H)n]1, i.e.,
δ
(
Ψ (A),Ψ (B)
)= δ(A,B), A,B ∈ [B(H)n]1,
for all Ψ ∈ Aut([B(H)n]1). We mention that the group Aut([B(H)n]1) was determined in [34].
Using a characterization of the Harnack equivalence on [B(H)n]−1 in terms of free pluri-
harmonic kernels, we obtain an explicit formula for the hyperbolic distance in terms of the
reconstruction operator. More precisely, we show that
δ(A,B) = ln max{∥∥CAC−1B ∥∥,∥∥CBC−1A ∥∥}, A,B ∈ [B(H)n]1,
where CX := (X ⊗ I )(I − RX)−1 and RX := X∗1 ⊗ R1 + · · · + X∗n ⊗ Rn is the reconstruc-
tion operator associated with the n-tuple X := (X1, . . . ,Xn) ∈ [B(H)n]1 and with the right
creation operators R1, . . . ,Rn on the full Fock space with n generators. In particular, we show
that δ|Bn×Bn coincides with the Poincaré–Bergman distance on Bn, i.e.,
δ(z,w) = 1
2
ln
1 + ‖ψz(w)‖2
1 − ‖ψz(w)‖2 , z,w ∈ Bn,
where ψz is the involutive automorphism of Bn that interchanges 0 and z. We mention that
similar results concerning the invariance under the automorphism group Aut([B(H)n]1) as well
as an explicit formula for the hyperbolic metric hold on any Harnack part of [B(H)n]−1 .
In Section 3, we study the relations between the δ-topology, the dH -topology (which will be
introduced), and the operator norm topology on Harnack parts of [B(H)n]−1 . We prove that the
hyperbolic metric δ is a complete metric on any Harnack part of[
B0(H)n
]
1 :=
{
(X1, . . . ,Xn) ∈
[
B(H)n]−1 : r(X1, . . . ,Xn) < 1},
and that all the topologies above coincide on the open ball [B(H)n]1. In particular, we deduce
that [B(H)n]1 is a complete metric space with respect to the hyperbolic metric δ and that the
δ-topology and the usual operator norm topology coincide on [B(H)n]1.
A very important property of the Poincaré–Bergman distance βm : Bm ×Bm → R+ is that any
holomorphic function f : Bn → Bm is distance-decreasing, i.e.,
βm
(
f (z), f (w)
)
 βn(z,w), z,w ∈ Bn.
In Section 4, we extend this result and prove a Schwarz–Pick lemma for free holomorphic func-
tions on [B(H)n]1 with operator-valued coefficients, with respect to the hyperbolic metric on the
noncommutative ball [B(H)n]1.
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phic functions with coefficients in B(E), and assume that F := (F1, . . . ,Fm) is a contractive
(‖F‖∞  1) free holomorphic function. If X,Y ∈ [B(H)n]1, then we prove that F(X) H∼ F(Y )
and
δ
(
F(X),F (Y )
)
 δ(X,Y ),
where δ is the hyperbolic metric defined on the Harnack parts of the noncommutative ball
[B(H)n]−1 . This result is used to show that the Carathéodory and the Kobayashi distances, with
respect to δ, coincide with δ on [B(H)n]1.
The present paper makes connections between noncommutative function theory (see [27,30,
33,34]) and classical results in hyperbolic complex analysis and geometry (see [15–17,3,9,14,
37]). In particular, we obtain a new formula of the Poincaré–Bergman metric on Bn using Har-
nack inequalities for positive free pluriharmonic functions on [B(H)n]1, as well as a formula in
terms of the left creation operators on the full Fock space with n generators.
It would be interesting to see if the results of this paper can be extended to more general
infinite-dimensional bounded domains such as the JB∗-algebras of Harris [11], the domains
considered by Phillips [19], or the noncommutative domains from [35]. Since our results are
based on noncommutative function theory, dilation and model theory for row contractions, we
are inclined to believe in a positive answer at least for the latter domains.
1. Harnack equivalence on the closed unit ball [B(H)n]−1
In this section, we introduce a preorder relation H≺ on the closed ball [B(H)n]−1 and provide
several characterizations. This preorder induces an equivalence relation H∼ on [B(H)n]−1 , whose
equivalence classes are called Harnack parts. Several characterizations for the Harnack parts are
provided. We obtain a Harnack type inequality for positive free pluriharmonic functions and use
it to prove that the open unit ball [B(H)n]1 is a distinguished Harnack part of [B(H)n]−1 , namely,
the Harnack part of 0.
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1, e2, . . . , en,
where n = 1,2, . . . , or n = ∞. We consider the full Fock space of Hn defined by
F 2(Hn) := C1 ⊕
⊕
k1
H⊗kn ,
where H⊗kn is the (Hilbert) tensor product of k copies of Hn. Define the left (resp. right) creation
operators Si (resp. Ri ), i = 1, . . . , n, acting on F 2(Hn) by setting
Siϕ := ei ⊗ ϕ, ϕ ∈ F 2(Hn),
(resp. Riϕ := ϕ ⊗ ei , ϕ ∈ F 2(Hn)). The noncommutative disc algebra An (resp. Rn) is the
norm closed algebra generated by the left (resp. right) creation operators and the identity. The
noncommutative analytic Toeplitz algebra F∞n (resp. R∞n ) is the weakly closed version of An
(resp. Rn). These algebras were introduced in [23] in connection with a noncommutative von
Neumann type inequality [43], and have been studied in several papers (see [21,24–26,5,6], and
the references therein).
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with row contractions T := (T1, . . . , Tn) ∈ [B(H)n]−1 .
Let F+n be the unital free semigroup on n generators g1, . . . , gn, and the identity g0. We denote
eα := ei1 ⊗ · · · ⊗ eik and eg0 := 1. Note that {eα}α∈F+n is an orthonormal basis for F 2(Hn).
For each 0 < r  1, define the defect operator T,r := (IH − r2T1T ∗1 − · · · − r2TnT ∗n )1/2. The
noncommutative Poisson kernel associated with T is the family of operators
KT,r : H → T,rH ⊗ F 2(Hn), 0 < r  1,
defined by
KT,rh :=
∞∑
k=0
∑
|α|=k
r |α|T,rT ∗α h⊗ eα, h ∈ H.
When r = 1, we denote T := T,1 and KT := KT,1. The operators KT,r are isometries if
0 < r < 1, and
K∗T KT = IH − SOT- lim
k→∞
∑
|α|=k
TαT
∗
α .
Thus KT is an isometry if and only if T is a pure row contraction, i.e.,
SOT- lim
k→∞
∑
|α|=k
TαT
∗
α = 0.
We denote by C∗(S1, . . . , Sn) the Cuntz–Toeplitz C∗-algebra generated by the left creation op-
erators. The noncommutative Poisson transform at T := (T1, . . . , Tn) ∈ [B(H)n]−1 is the unital
completely contractive linear map PT : C∗(S1, . . . , Sn) → B(H) defined by
PT [f ] := lim
r→1K
∗
T ,r (IH ⊗ f )KT,r , f ∈ C∗(S1, . . . , Sn),
where the limit exists in the norm topology of B(H). Moreover, we have
PT
[
SαS
∗
β
]= TαT ∗β , α,β ∈ F+n .
When T := (T1, . . . , Tn) is a pure row contraction, we have
PT [f ] = K∗T (IDT ⊗ f )KT ,
where DT = T H. We refer to [27,28,36] for more on noncommutative Poisson transforms on
C∗-algebras generated by isometries. For basic results concerning completely bounded maps and
operator spaces we refer to [18,20,7].
When T ∈ [B(H)n]−1 is a completely noncoisometric (c.n.c.) row contraction, i.e., there is no
h ∈ H, h = 0, such that
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|α|=k
∥∥T ∗α h∥∥2 = ‖h‖2 for any k = 1,2, . . . ,
an F∞n -functional calculus was developed in [24]. We showed that if f =
∑
α∈F+n aαSα is in F
∞
n ,
then
ΓT (f ) = f (T1, . . . , Tn) := SOT- lim
r→1
∞∑
k=0
∑
|α|=k
r |α|aαTα
exists and ΓT : F∞n → B(H) is a completely contractive homomorphism and WOT-continuous
(resp. SOT-continuous) on bounded sets. Moreover, we showed (see [36]) that ΓT (f ) = PT [f ],
f ∈ F∞n , where
PT [f ] := SOT- lim
r→1KT,r (IH ⊗ f )KT,r , f ∈ F
∞
n , (1.1)
is the extension of the noncommutative Poisson transform to the noncommutative analytic
Toeplitz algebra F∞n .
We introduced in [33] the noncommutative Poisson transform Pμ of a completely bounded
linear map μ : R∗n + Rn → B(E) by setting
(Pμ)(X1, . . . ,Xn) := (id ⊗μ)
[
P(X,R)
]
, X := (X1, . . . ,Xn) ∈
[
B(H)n]1,
where the free pluriharmonic Poisson kernel P(X,R) is given by
P(X,R) :=
∞∑
k=1
∑
|α|=k
X∗α ⊗Rα˜ + I +
∞∑
k=1
∑
|α|=k
Xα ⊗R∗˜α, X ∈
[
B(H)n]1,
and the series are convergent in the operator norm topology. We recall that the joint spectral
radius associated with an n-tuple of operators (X1, . . . ,Xn) ∈ B(H)n is given by
r(X1, . . . ,Xn) := lim
k→∞
∥∥∥∥ ∑
|α|=k
XαX
∗
α
∥∥∥∥1/2k.
We remark that the free pluriharmonic Poisson kernel P(X,R) makes sense for any n-tuple
of operators X := (X1, . . . ,Xn) ∈ B(H)n with r(X1, . . . ,Xn) < 1. According to [36], X ∈
[B(H)n]−1 if and only if
r(X1, . . . ,Xn) 1 and P(rX,R) 0, r ∈ [0,1).
We say that a free pluriharmonic function u is positive if u(X1, . . . ,Xn)  0 for any
(X1, . . . ,Xn) ∈ [B(K)n]γ and any Hilbert space K. We recall [33] that u  0 if and only if
u(rS1, . . . , rSn) 0 for any r ∈ [0,1). In particular, if p is a noncommutative polynomial with
operator-valued coefficients, then Rep  0 if and only if Rep(S1, . . . , Sn) 0.
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characterizations. Let A := (A1, . . . ,An) and B := (B1, . . . ,Bn) be in [B(H)n]−1 . We say that
A is Harnack dominated by B , and denote A H≺ B , if there exists c > 0 such that
Rep(A1, . . . ,An) c2 Rep(B1, . . . ,Bn)
for any noncommutative polynomial with matrix-valued coefficients p ∈ C[X1, . . . ,Xn] ⊗ Mm,
m ∈ N, such that Rep  0. When we want to emphasize the constant c, we write AH≺
c
B .
Theorem 1.1. Let A := (A1, . . . ,An) and B := (B1, . . . ,Bn) be in [B(H)n]−1 and let c > 0. Then
the following statements are equivalent:
(i) AH≺
c
B;
(ii) (PA ⊗min id)[q∗q] c2(PB ⊗min id)[q∗q] for any polynomial q =∑|α|k Sα ⊗ C(α) with
matrix-valued coefficients C(α) ∈ Mm, and k,m ∈ N, where PX is the noncommutative Pois-
son transform at X ∈ [B(H)n]−1 ;
(iii) P(rA,R) c2P(rB,R) for any r ∈ [0,1), where P(X,R) is the free pluriharmonic Pois-
son kernel associated with X ∈ [B(H)n]1;
(iv) u(rA1, . . . , rAn) c2u(rB1, . . . , rBn) for any positive free pluriharmonic function u with
operator-valued coefficients and any r ∈ [0,1);
(v) c2PB − PA is a completely positive linear map on the operator space A∗n + An‖·‖.
Proof. First we prove the equivalence (i) ↔ (ii). Assume that (i) holds, and let q =∑|α|k Sα ⊗
C(α) be an arbitrary polynomial in An ⊗ Mm. Since the left creation operators are isometries
with orthogonal ranges, q∗q has form Rep(S1, . . . , Sn) for some noncommutative polynomial
p ∈ C[X1, . . . ,Xn] ⊗ Mm, m ∈ N, such that Rep  0. Using the properties of the noncom-
mutative Poisson transform, one can see that (i) ⇒ (ii). Conversely, assume that (ii) holds.
Let p ∈ C[X1, . . . ,Xn] ⊗ Mm, m ∈ N, be a polynomial of degree k such that Rep  0. Then
Rep(S1, . . . , Sn) is a positive multi-Toeplitz operator with respect to R1, . . . ,Rn acting on the
Hilbert space F 2(Hn)⊗Cm, i.e.,(
R∗i ⊗ ICm
)[
Rep(S1, . . . , Sn)
]
(Rj ⊗ ICm) = δijG, i, j = 1, . . . , n.
According to the Fejér type factorization theorem of [25], there exists a multi-analytic operator
q in B(F 2(Hn)⊗Cm) such that Rep(S1, . . . , Sn) = q∗q and(
S∗α ⊗ ICm
)
q(1 ⊗ h) = 0
for any h ∈ Cm and |α| > k. Therefore, q is a polynomial, i.e., q =∑|α|k Sα ⊗ C(α) for some
operators C(α) ∈ B(Cm). Note that
Rep(A1, . . . ,An) = (PA ⊗min id)
[
q∗q
]
 c2(PB ⊗min id)
[
q∗q
]= c2 Rep(B1, . . . ,Bn),
which proves (i).
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i = 1, . . . , n, is the compression of the right creation operator Ri to Pm := span{eα: α ∈ F+n ,
|α|m}. Note that R(m)α = 0 for any α ∈ F+n with |α|m+ 1 and, consequently, we have
P
(
rX,R(m)
)= ∑
1|α|m
r |α|X∗α ⊗R(m)α˜ + I +
∑
1|α|m
r |α|Xα ⊗R(m)α˜
∗
.
Note that R(m) is a pure row contraction and the noncommutative Poisson transform id⊗PR(m) is
a completely positive map. We recall that X → P(X,R) is a positive free pluriharmonic function
with coefficients in B(F 2(Hn)). Hence P(rX,R)  0 for any X ∈ [B(H)n]−1 and r ∈ [0,1).
Applying id ⊗ PR(m) , we obtain
P
(
rX,R(m)
)= (id ⊗ PR(m))[P(rX,S)] 0.
Now, applying (i), we obtain
P
(
rA,R(m)
)
 c2P
(
rB,R(m)
)
for any m ∈ N and r ∈ [0,1). Using Lemma 8.1 from [33], we deduce that P(rA,R) 
c2P(rB,R) for any r ∈ [0,1). Therefore (iii) holds.
To prove the implication (iii) ⇒ (iv), assume that condition (iii) holds and let u be a positive
free pluriharmonic function with coefficients in B(E). According to Corollary 5.5 from [33],
there exists a completely positive linear map μ : R∗n + Rn → B(E) such that
u(Y ) = (Pμ)(Y ) := (id ⊗μ)(P(Y,R))
for any Y ∈ [B(H)n]1. Hence and using the fact that c2P(rB,R) − P(rA,R)  0, we deduce
that
c2u(rB1, . . . , rBn)− u(rA1, . . . , rAn) = (id ⊗μ)
[
c2P(rB,R)− P(rA,R)] 0,
which proves (iv).
Now, we prove the implication (iv) ⇒ (v). Let g ∈ A∗n + An‖·‖ ⊗ Mm be positive. Then,
according to Theorem 4.1 from [33], the map defined by
u(X) := (PX ⊗ id)[g], X ∈
[
B(H)n]1, (1.2)
is a positive free pluriharmonic function. Condition (iv) implies u(rA1, . . . , rAn) 
c2u(rB1, . . . , rBn) for any r ∈ [0,1). On the other hand, by relation (1.2), we have
c2(PrB ⊗ id)[g] − (PrA ⊗ id)[g] = c2u(rB1, . . . , rBn)− u(rA1, . . . , rAn) 0 (1.3)
for any r ∈ [0,1). Since g ∈ A∗n + An‖·‖ ⊗Mm, we have
(PA ⊗ id)[g] = lim (PrA ⊗ id)[g] and (PB ⊗ id)[g] = lim (PrB ⊗ id)[g],
r→1 r→1
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item (v). To prove the implication (v) ⇒ (i), let p ∈ C[X1, . . . ,Xn]⊗Mm, m ∈ N, be a noncom-
mutative polynomial with matrix coefficients such that Rep  0. Due to the proprieties of the
noncommutative Poisson transform, we have
c2 Rep(B1, . . . ,Bn)− Rep(A1, . . . ,An)
= c2(PB ⊗ id)
[
Rep(S1, . . . , Sn)
]− (PA ⊗ id)[Rep(S1, . . . , Sn)].
Since Rep(S1, . . . , Sn) 0 and c2PB − PA is a completely positive linear map on the operator
space A∗n + An‖·‖, we deduce item (i). This completes the proof. 
We remark that each item in Theorem 1.1 is equivalent to the following:
P
(
rA,R(m)
)
 c2P
(
rB,R(m)
)
for any m ∈ N, r ∈ [0,1),
where R(m) is defined in the proof of Theorem 1.1.
In what follows, we characterize the elements of the closed ball [B(H)n]−1 which are Harnack
dominated by 0.
Theorem 1.2. Let A := (A1, . . . ,An) be in [B(H)n]−1 . Then A
H≺ 0 if and only if the joint spectral
radius r(A1, . . . ,An) < 1.
Proof. Note that the map X → P(X,R) is a positive free pluriharmonic function on [B(H)n]1
with coefficients in B(F 2(Hn)) and has the factorization
P(X,R) = (I −RX)−1 − I +
(
I −R∗X
)−1
= (I −R∗X)−1[I −RX − (I −R∗X)(I −RX)+ I −R∗X](I −RX)−1
= (I −R∗X)−1[(I −X1X∗1 − · · · −XnX∗n)⊗ I ](I −RX)−1,
where RX := X∗1 ⊗ R1 + · · · + X∗n ⊗ Rn is the reconstruction operator associated with the n-
tuple X := (X1, . . . ,Xn) ∈ [B(H)n]1. We remark that, due to the fact that the spectral radius
of RX is equal to r(X1, . . . ,Xn), the factorization above holds for any X ∈ [B(H)n]−1 with
r(X1, . . . ,Xn) < 1.
Now, using Theorem 1.1, part (iii) and the factorization obtained above, we deduce that A H≺ 0
if and only if there exists c 1 such that(
I − rR∗A
)−1[(
I − r2A1A∗1 − · · · − r2AnA∗n
)⊗ I ](I − rRA)−1  c2I
for any r ∈ [0,1). Similar inequality holds if we replace the right creation operators by the left
creation operators. Then, applying the noncommutative Poisson transform id ⊗ PeiθR we obtain(
I − r2A1A∗1 − · · · − r2AnA∗n
)⊗ I  c2(I − re−iθR∗A)(I − reiθRA) (1.4)
for any r ∈ [0,1) and θ ∈ R.
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H≺ 0. Then r(A1, . . . ,An) 1.
Suppose that r(A1, . . . ,An) = 1. Since r(RA) = r(A1, . . . ,An), there exists λ0 ∈ T in the ap-
proximative spectrum of RA. Consequently, there is a sequence {hm} in H ⊗ F 2(Hn) such that
‖hm‖ = 1 and ‖λ0hm − RAhm‖  1m for m = 1,2, . . . . Hence and taking r = 1 − 1m in rela-
tion (1.4), we deduce that〈(
I −
(
1 − 1
m
)2
R∗ARA
)
hm,hm
〉
 c2
∥∥∥∥hm −(1 − 1m
)
λ¯0RAhm
∥∥∥∥2
 c2
(
‖λ0hm −RAhm‖ + 1
m
‖RAhm‖
)2
 4c
2
m2
. (1.5)
Combining this result with the fact that ‖RAhm‖ 1, we deduce that
1 −
(
1 − 1
m
)2
 1 −
(
1 − 1
m
)2
‖RAhm‖2  4c
2
m2
.
Hence, we obtain 2m  4c2 + 1 for any m = 1,2, . . . , which is a contradiction. Therefore, we
have r(A1, . . . ,An) < 1.
Conversely, assume that A := (A1, . . . ,An) ∈ [B(H)n]−1 has the joint spectral radius
r(A1, . . . ,An) < 1. Note that M := supr∈(0,1) ‖(I − rRA)−1‖ exists and, therefore,(
I − rR∗A
)−1[(
I − r2A1A∗1 − · · · − r2AnA∗n
)⊗ I ](I − rRA)−1 M2I
for any r ∈ (0,1), which, due to Theorem 1.1, shows that A H≺ 0. The proof is complete. 
We mention that in the particular case when n = 1 we can recover a result obtained in [1].
Since H≺ is a preorder relation on [B(H)n]−1 , it induces an equivalent relation
H∼ on [B(H)n]−1 ,
which we call Harnack equivalence. The equivalence classes with respect to H∼ are called Harnack
parts of [B(H)n]−1 . Let A := (A1, . . . ,An) and B := (B1, . . . ,Bn) be in [B(H)n]−1 . It is easy to
see that A and B are Harnack equivalent (we denote A H∼ B) if and only if there exists c 1 such
that
1
c2
Rep(B1, . . . ,Bn) Rep(A1, . . . ,An) c2 Rep(B1, . . . ,Bn) (1.6)
for any noncommutative polynomial with matrix-valued coefficients p ∈ C[X1, . . . ,Xn] ⊗ Mm,
m ∈ N, such that Rep  0. We also use the notation AH∼
c
B if AH≺
c
B and B H≺
c
A.
A completely positive (c.p.) linear map μX : C∗(S1, . . . , Sn) → B(H) is called representing
c.p. map for the point X := (X1, . . . ,Xn) ∈ [B(H)n]−1 if
μ(Sα) = Xα for any α ∈ F+n .
Next, we obtain several characterizations for the Harnack equivalence on the closed ball
[B(H)n]−. The result will play a crucial role in this paper.1
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the following statements are equivalent:
(i) AH∼
c
B;
(ii) the noncommutative Poisson transform satisfies the inequalities
1
c2
(PB ⊗min id)
[
q∗q
]
 (PA ⊗min id)
[
q∗q
]
 c2(PB ⊗min id)
[
q∗q
]
for any polynomial q =∑|α|k Sα ⊗ A(α) with matrix-valued coefficients A(α) ∈ Mm, and
k,m ∈ N;
(iii) the free pluriharmonic kernel satisfies the inequalities
1
c2
P(rB,R) P(rA,R) c2P(rB,R)
for any r ∈ [0,1);
(iv) for any positive free pluriharmonic function u with operator-valued coefficients and any
r ∈ [0,1),
1
c2
u(rB1, . . . , rBn) u(rA1, . . . , rAn) c2u(rB1, . . . , rBn);
(v) c2PB − PA and c2PA − PB is a completely positive linear map on the operator space
A∗n + An‖·‖, where PX is the noncommutative Poisson transform at X ∈ [B(H)n]−1 ;
(vi) there are representing c.p. maps μA and μB for A and B , respectively, such that
1
c2
μB  μA  c2μB.
Proof. The first five equivalences follow using Theorem 1.1. It remains to show that (i) ↔ (vi).
Assume that AH∼
c
B . Then according to item (v), PA − 1c2 PB and PB − 1c2 PA are completely pos-
itive linear maps on the operator space A∗n + An‖·‖. Using Arveson’s extension theorem, we find
some completely positive linear maps ϕ and ψ on the Cuntz–Toeplitz algebra C∗(S1, . . . , Sn)
which are extensions of PA − 1c2 PB and PB − 1c2 PA, respectively. Define the c.p. maps
μA,μB :C
∗(S1, . . . , Sn) → B(H) by setting
μA := c
2
c4 − 1
(
c2ϕ +ψ) and μB := c2
c4 − 1
(
c2ψ + ϕ). (1.7)
Note that for any f ∈ A∗n + An‖·‖, we have
PA[f ] = ϕ(f )+ 1
c2
PB [f ] = ϕ(f )+ 1
c2
[
ψ(f )+ 1
c2
PA
]
.
Solving for PA[f ], we obtain PA[f ] = μA(f ). Similarly, we obtain PB [f ] = μB(f ). Since
PA[Sα] = Aα and PB [Sα] = Bα for any α ∈ F+, it is clear that μA, μB are representing c.p.n
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relation (1.7), it is a routine to show that
1
c2
μB  μA  c2μB. (1.8)
Conversely, assume that (vi) holds for some c > 1, and let p(S1, . . . , Sn) := ∑|α|q Sα ⊗
M(α) be a polynomial such that Rep  0. Since μA, μB are representing c.p. maps for A :=
(A1, . . . ,An) and B := (B1, . . . ,Bn), respectively, relation (1.8) implies
1
c2
Rep(B1, . . . ,Bn) Rep(A1, . . . ,An) c2 Rep(B1, . . . ,Bn).
This shows that AH∼
c
B and completes the proof. 
We remark that the first five equivalences in Theorem 1.3 remain true even when c 1.
The next result is a Harnack type inequality for positive free pluriharmonic functions on
[B(H)n]1.
Theorem 1.4. If u is a positive free pluriharmonic function on [B(H)n]1 with operator-valued
coefficients in B(E) and 0 r < 1, then
u(0)
1 − r
1 + r  u(X1, . . . ,Xn) u(0)
1 + r
1 − r
for any (X1, . . . ,Xn) ∈ [B(H)n]−r .
Proof. Notice that the free pluriharmonic Poisson kernel satisfies the relation
P(rX,R) =
∞∑
k=1
rkRkX + I +
∞∑
k=1
rk
(
R∗X
)k
, 0 r < 1,
for any X := (X1, . . . ,Xn) ∈ [B(H)n]1, where RX := X∗1 ⊗ R1 + · · · + X∗n ⊗ Rn is the recon-
struction operator. Since R1, . . . ,Rn are isometries with orthogonal ranges, we have R∗XRX =∑n
i=1 XiX∗i ⊗ I and therefore ‖RX‖ = ‖
∑n
i=1 XiX∗i ‖1/2 < 1. Let U be the minimal unitary
dilation of RX on a Hilbert space M ⊃ H ⊗ F 2(Hn), in the spirit of Sz.-Nagy–Foias¸. Then
we have RkX = PH⊗F 2(Hn)Uk|H⊗F 2(Hn) for any k = 1,2, . . . . Since RX is a strict contraction,
U is a bilateral shift which can be identified with Meiθ ⊗ IG for some Hilbert space G, where
Meiθ is the multiplication operator by eiθ on L2(T). Consequently, there is a unitary operator
W : L2(T)⊗ G → M such that
P(rX,R) = PH⊗F 2(Hn)
[
W
(
M(r)⊗ IG
)
W ∗
]∣∣H⊗F 2(Hn), (1.9)
where
M(r) :=
∞∑
rkMk
eiθ
+ I +
∞∑
rkMk
e−iθ .k=1 k=1
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〈
M(r)f,f
〉= ‖f ‖22 k=∞∑
k=−∞
r |k|eiθk = ‖f ‖22
1 − r2
1 − 2r cos θ + r2 .
Since
1 − r
1 + r 
1 − r2
1 − 2r cos θ + r2 
1 + r
1 − r ,
we have 1−r1+r I M(r)
1+r
1−r I . Hence and due to (1.9), we deduce that
1 − r
1 + r I  P(rX,R)
1 + r
1 − r I (1.10)
for any X ∈ [B(H)n]1 and 0  r < 1. Since Y → P(Y,R) is a pluriharmonic function on
[B(H)n]1, hence continuous, we deduce that (1.10) holds for any X ∈ [B(H)n]−1 .
On the other hand, since u is a positive pluriharmonic function on [B(H)n]1, one can use [33]
(see Corollary 5.5) to find a completely positive linear map μ : R∗n + Rn → B(E) such that u is
the noncommutative Poisson transform of μ, i.e.,
u(Y1, . . . , Yn) = (id ⊗μ)
[
P(Y,R)
]
, Y := (Y1, . . . , Yn) ∈
[
B(H)n]1.
Hence, u(rX1, . . . , rXn) = (id ⊗ μ)[P(rX,R)] for any X := (X1, . . . ,Xn) ∈ [B(H)n]−1 . Now,
using inequalities (1.10) and the fact that μ is a completely positive linear map, we obtain
u(0)
1 − r
1 + r  u(rX1, . . . , rXn) u(0)
1 + r
1 − r , X ∈
[
B(H)n]−1 .
This completes the proof. 
We recall that if f ∈ An ⊗ Mm and (A1, . . . ,An) ∈ [B(H)n]−1 , then, due to the noncommu-
tative von Neumann inequality [23] (see also [24]), it makes sense to define f (A1, . . . ,An) ∈
B(H)⊗min Mm. In this case we have ‖f (A1, . . . ,An)‖ ‖f ‖.
Our next task is to determine the Harnack part of 0. First, we need the following technical
result.
Lemma 1.5. Let A := (A1, . . . ,An) and B := (B1, . . . ,Bn) be in [B(H)n]−1 such that A
H∼ B ,
and let {fk}∞k=1 be a sequence of elements in An ⊗Mm, m ∈ N, such that ‖fk‖ 1 for any k ∈ N.
Then
lim
k→∞
∥∥fk(A1, . . . ,An)∥∥= 1 if and only if lim
k→∞
∥∥fk(B1, . . . ,Bn)∥∥= 1.
Proof. Assume that limk→∞ ‖fk(A1, . . . ,An)‖ = 1. Then there is a sequence of vectors
{hk}∞ ⊂ H ⊗Cm such thatk=1
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k→∞
∥∥fk(A1, . . . ,An)hk∥∥= 1.
Let {αk}∞k=1 ⊂ D be such that |αk| → 1 as k → ∞. According to Theorem 1.5 from [31], the
inverse noncommutative Cayley transform Γ −1 of αkfr is in An ⊗ Mm and ReΓ −1[αkfk] 0.
Therefore,
gk := Γ −1[αkfk] := (I − αkfk)−1(I + αkfk) ∈ An ⊗Mm (1.11)
and Regk  0 for all k ∈ N. Since A H∼ B , Theorem 1.1 implies the existence of a constant c 1
such that
1
c2
Regk(A1, . . . ,An) Regk(B1, . . . ,Bn) c2 Regk(A1, . . . ,An). (1.12)
For each k ∈ N, we define the vectors
yk :=
[
I − αkfk(A1, . . . ,An)
]
hk and xk :=
[
I − αkfk(B1, . . . ,Bn)
]
yk. (1.13)
Note that due to relations (1.11) and (1.13), we have〈
gk(B1, . . . ,Bn)yk, yk
〉= 〈[I + αkfk(B1, . . . ,Bn)]xk, [I − αkfk(B1, . . . ,Bn)]xk 〉
= ‖xk‖2 − |αk|2
∥∥fk(B1, . . . ,Bn)xk∥∥2 + i Im〈αkfk(B1, . . . ,Bn)xk, xk 〉.
Consequently, we deduce that
Re
〈
gk(B1, . . . ,Bn)yk, yk
〉= ‖xk‖2 − |αk|2∥∥fk(B1, . . . ,Bn)xk∥∥2.
Similarly, we obtain
Re
〈
gk(A1, . . . ,An)yk, yk
〉= ‖hk‖2 − |αk|2∥∥fk(A1, . . . ,An)hk∥∥2.
Hence and using the second inequality in (1.12), we deduce that
‖xk‖2 − |αk|2
∥∥fk(B1, . . . ,Bn)xk∥∥2  c2(‖hk‖2 − |αk|2∥∥fk(A1, . . . ,An)hk∥∥2).
Consequently, since ‖hk‖ = 1, limk→∞ ‖fk(A1, . . . ,An)hk‖ = 1 and |αk| → 1 as k → ∞, we
deduce that
‖xk‖2 − |αk|2
∥∥fk(B1, . . . ,Bn)xk∥∥2 → 0, as k → ∞. (1.14)
Now, suppose that limk→∞ ‖fk(B1, . . . ,Bn)‖ = 1. Due to the noncommutative von Neumann
inequality we have ‖fk(B1, . . . ,Bn)‖ ‖fk‖ 1. Passing to a subsequence, we can assume that
there is t ∈ (0,1) such that ‖fk(B1, . . . ,Bn)‖  t < 1 for all k ∈ N. Due to relation (1.14) and
the fact that
0
(
1 − t2)‖xk‖2  ‖xk‖2 − |αk|2∥∥fk(B1, . . . ,Bn)xk∥∥2,
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Bn)]−1xk . Consequently, and using again relation (1.14), we have∥∥[I − αkfk(A1, . . . ,An)]hk∥∥= ‖yk‖ → 0, as k → ∞, (1.15)
for any sequence {αk}∞k=1 ⊂ D with the property that |αk| → 1 as k → ∞. Let {βk}∞k=1 ⊂ D
be another sequence with the same property and such that αk + βk → 0 as k → ∞. Then, due
to (1.15), we have
lim
k→∞
∥∥2hk − (αk + βk)fk(A1, . . . ,An)hk∥∥= 0.
Taking into account that ‖fk(A1, . . . ,An)hk‖  1 for all k ∈ N, we deduce that ‖hk‖ → 0
as k → ∞, which contradicts the fact that ‖hk‖ = 1 for all k ∈ N. Therefore, we must have
limk→∞ ‖fk(B1, . . . ,Bn)‖ = 1. The converse follows in a similar manner if one uses the first
inequality in (1.12). The proof is complete. 
Now, we have all the ingredients to determine the Harnack part of 0 and obtain a characteri-
zation in terms of the free pluriharmonic Poisson kernel.
Theorem 1.6. Let A := (A1, . . . ,An) be in [B(H)n]−1 . Then the following statements are equiv-
alent:
(i) A H∼ 0;
(ii) A ∈ [B(H)n]1;
(iii) r(A1, . . . ,An) < 1 and P(A,R) aI for some constant a > 0, where P(A,R) is the free
pluriharmonic Poisson kernel at A.
Proof. First, we prove the implication (i) ⇒ (ii). Assume that A H∼ 0 and ‖A‖ = 1. For each
k ∈ N define
fk :=
⎡⎢⎢⎢⎣
S1 · · · Sn
0 · · · 0
...
...
0 · · · 0
⎤⎥⎥⎥⎦ ∈ An ⊗Mn.
Then ‖fk(A1, . . . ,An)‖ = ‖A‖ = 1. Applying Lemma 1.5, we deduce that 0 = ‖fk(0)‖ → 1, as
k → ∞, which is a contradiction. Therefore ‖A‖ < 1.
Now, we prove that (ii) ⇒ (i). Let A := (A1, . . . ,An) be in [B(H)n]1 and let r := ‖A‖ < 1.
According to Theorem 1.4, we have
u(0)
1 − r
1 + r  u(X1, . . . ,Xn) u(0)
1 + r
1 − r
for any positive free pluriharmonic function u on [B(H)n]1 with operator-valued coefficients
in B(E). Applying now Theorem 1.3, we deduce that A H∼ 0.
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plies the operators I −RA and I −A1A∗1 − · · · −AnA∗n  0 are invertible. Hence, and using the
fact that
P(A,R) = (I −R∗A)−1[(I −A1A∗1 − · · · −AnA∗n)⊗ I ](I −RA)−1,
one can easily deduce that there exists a > 0 such that P(A,R)  aI . Therefore (iii) holds. It
remains to show that (iii) ⇒ (i). Assume that (iii) holds. Due to Theorem 1.2, we have A H≺ 0
and
P(X,S) =
∞∑
k=1
∑
|α|=k
X∗α ⊗ Sα˜ + I +
∞∑
k=1
∑
|α|=k
Xα ⊗ S ∗˜α, X ∈
[
B(H)n]1,
where the series are convergent in the operator norm topology. On the other hand, since
P(A,S) aI , applying the noncommutative Poisson transform id ⊗ PrR , we obtain
P(rA,R) = (id ⊗ PrR)
[
P(A,S)
]
 aI = aP (0,R)
for any r ∈ [0,1). Due to Theorem 1.1, equivalence (i) ↔ (iii), we have 0 H≺ A. Therefore,
item (i) holds. The proof is complete. 
We remark that, when n = 1, we recover a result obtained by Foias¸ [8].
2. Hyperbolic metric on the Harnack parts of the closed ball [B(H)n]−1
In this section we introduce a hyperbolic (Poincaré–Bergman type) metric δ on the Harnack
parts of [B(H)n]−1 , and prove that it is invariant under the action of the group Aut([B(H)n]1)
of all the free holomorphic automorphisms of the noncommutative ball [B(H)n]1. We obtain an
explicit formula for the hyperbolic distance in terms of the reconstruction operator and show that
δ|Bn×Bn coincides with the Poincaré–Bergman distance on Bn, the open unit ball of Cn.
Given A,B ∈ [B(H)n]−1 in the same Harnack part, i.e., A
H∼ B , we introduce
ω(A,B) := inf
{
c > 1: AH∼
c
B
}
. (2.1)
Lemma 2.1. Let  be a Harnack part of [B(H)n]−1 and let A,B,C ∈ . Then the following
properties hold:
(i) ω(A,B) 1;
(ii) ω(A,B) = 1 if and only if A = B;
(iii) ω(A,B) = ω(B,A);
(iv) ω(A,C) ω(A,B)ω(B,C).
4048 G. Popescu / Journal of Functional Analysis 256 (2009) 4030–4070Proof. The items (i) and (iii) are obvious due to relations (1.6) and (2.1). If ω(A,B) = 1, then
A
H∼
1
B and, due to Theorem 1.1, part (iii), we have P(rA,R) = P(rB,R) for any r ∈ [0,1).
Applying this equality to vectors of the form h⊗ 1, h ∈ H, we obtain∑
|α|1
r |α|A∗αh⊗ eα =
∑
|α|1
r |α|B∗αh⊗ eα.
Hence, we deduce that Ai = Bi for any i = 1, . . . , n. Therefore, (ii) holds.
Note that, due to Theorem 1.3, we have
1
ω(A,B)2
P(rB,R) P(rA,R) ω(A,B)2P(rB,R)
and
1
ω(B,C)2
P(rC,R) P(rB,R) ω(B,C)2P(rC,R)
for any r ∈ [0,1). Consequently, we deduce that
1
ω(A,B)2ω(B,C)2
P(rC,R) P(rA,R) ω(A,B)2ω(B,C)2P(rC,R)
for any r ∈ [0,1). Applying again Theorem 1.3, we have ω(A,C)  ω(A,B)ω(B,C). This
completes the proof. 
Now, we can introduce a hyperbolic (Poincaré–Bergman type) metric on the Harnack parts
of [B(H)n]−1 .
Proposition 2.2. Let  be a Harnack part of [B(H)n]−1 and define δ : × → R+ by setting
δ(A,B) := lnω(A,B), A,B ∈ . (2.2)
Then δ is a metric on .
Proof. The result follows from Lemma 2.1. 
In [34], we showed that any free holomorphic automorphism Ψ of the unit ball [B(H)n]1
which fixes the origin is implemented by a unitary operator on Cn, i.e., there is a unitary opera-
tor U on Cn such that
Ψ (X1, . . . ,Xn) = ΨU(X1, . . . ,Xn) := [X1 · · ·Xn]U, (X1, . . . ,Xn) ∈
[
B(H)n]1.
The theory of noncommutative characteristic functions for row contractions (see [22,29]) was
used to find all the involutive free holomorphic automorphisms of [B(H)n]1. They turned out to
be of the form
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(
IK −
n∑
i=1
λ¯iXi
)−1
[X1 · · ·Xn]λ∗ ,
for some λ = (λ1, . . . , λn) ∈ Bn, where Θλ is the characteristic function of the row contraction λ,
and λ, λ∗ are certain defect operators. Moreover, we determined the group Aut([B(H)n]1) of
all the free holomorphic automorphisms of the noncommutative ball [B(H)n]1 and showed that
if Ψ ∈ Aut([B(H)n]1) and λ := Ψ−1(0), then there is a unitary operator U on Cn such that
Ψ = ΨU ◦Ψλ.
The following result is essential for the proof of the main result of this section.
Lemma 2.3. Let A := (A1, . . . ,An) and B := (B1, . . . ,Bn) be in [B(H)n]−1 and let Ψ ∈
Aut([B(H)n]1). Then AH≺
c
B if and only if Ψ (A1, . . . ,An) H≺
c
Ψ (B1, . . . ,Bn).
Proof. Let
p(S1, . . . , Sn) :=
∑
|α|k
Sα ⊗M(α), M(α) ∈ Mm,
be a polynomial in An ⊗Mm such that Rep(S1, . . . , Sn) 0. Due to the results from [34], if Ψ ∈
Aut([B(H)n]1), then Ψ (S1, . . . , Sn) = (Ψ1(S1, . . . , Sn), . . . ,Ψn(S1, . . . , Sn)) is a row contraction
with entries Ψi(S1, . . . , Sn), i = 1, . . . , n, in the noncommutative disc algebra An. Since the
noncommutative Poisson transform at Ψ (S1, . . . , Sn) is a c.p. linear map PΨ (S1,...,Sn) :C∗(S1,
. . . , Sn) → B(H), we deduce that
Q(S1, . . . , Sn) := Re
[ ∑
|α|k
Ψα(S1, . . . , Sn)⊗M(α)
]
= (PΨ (S1,...,Sn) ⊗ id)[Rep(S1, . . . , Sn)] 0.
If we assume that AH≺
c
B , then Theorem 1.1, part (v) implies
Q(A1, . . . ,An) = (PA ⊗ id)
[
Q(S1, . . . , Sn)
]
 c2(PB ⊗ id)
[
Q(S1, . . . , Sn)
]= c2Q(B1, . . . ,Bn),
where PA and PB are the noncommutative Poisson transforms at A and B , respectively. There-
fore, we have
Rep
(
Ψ1(A1, . . . ,An), . . . ,Ψn(A1, . . . ,An)
)
 c2 Rep
(
Ψ1(B1, . . . ,Bn), . . . ,Ψn(B1, . . . ,Bn)
)
,
which shows that Ψ (A1, . . . ,An)
H≺Ψ (B1, . . . ,Bn).
c
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H≺
c
Ψ (B1, . . . ,Bn). Applying the first part of the proof,
we deduce that
Ψ−1
[
Ψ (A1, . . . ,An)
]H≺
c
Ψ−1
[
Ψ (B1, . . . ,Bn)
]
.
Since Ψ−1 ◦ Ψ = id on the closed ball [B(H)n]−1 , we deduce that A
H≺
c
B . The proof is com-
plete. 
Here is the main result of this section.
Theorem 2.4. Let δ : [B(H)n]1 ⊗[B(H)n]1 → [0,∞) be the hyperbolic metric. Then the follow-
ing statements hold.
(i) If A,B ∈ [B(H)n]1, then
δ(A,B) = ln max{∥∥CAC−1B ∥∥,∥∥CBC−1A ∥∥},
where CX := (X ⊗ I )(I − RX)−1 and RX := X∗1 ⊗ R1 + · · · + X∗n ⊗ Rn is the re-
construction operator associated with the right creation operators R1, . . . ,Rn and X :=
(X1, . . . ,Xn) ∈ [B(H)n]1.
(ii) For any free holomorphic automorphism Ψ of the noncommutative unit ball [B(H)n]1,
δ(A,B) = δ(Ψ (A),Ψ (B)), A,B ∈ [B(H)n]1.
(iii) δ|Bn×Bn coincides with the Poincaré–Bergman distance on Bn, i.e.,
δ(z,w) = 1
2
ln
1 + ‖ψz(w)‖2
1 − ‖ψz(w)‖2 , z,w ∈ Bn,
where ψz is the involutive automorphism of Bn that interchanges 0 and z.
Proof. Let A,B ∈ [B(H)n]1. Due to Theorem 1.6, we have A H∼ B . In order to determine
ω(A,B), assume that AH∼
c
B for some c 1. According to Theorem 1.3, we have
1
c2
P(rB,R) P(rA,R) c2P(rB,R)
for any r ∈ [0,1). Since ‖A‖ < 1 and ‖A‖ < 1, we can take the limit, as r → 1, in the operator
norm topology, and obtain
1
P(B,R) P(A,R) c2P(B,R). (2.3)c2
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factorization P(X,R) = C∗XCX , where CX := (X ⊗ I )(I − RX)−1. Note also that CX is an
invertible operator. It is easy to see that relation (2.3) implies
C∗A
−1
C∗BCBC
−1
A  c
2I and C∗B
−1
C∗ACAC
−1
B  c
2I.
Therefore,
d := max{∥∥CAC−1B ∥∥,∥∥CBC−1A ∥∥} c,
which implies d  ω(A,B). On the other hand, since ‖CBC−1A ‖  d and ‖CAC−1B ‖  d , we
have
C∗A
−1
C∗BCBC
−1
A  d
2I and C∗B
−1
C∗ACAC
−1
B  d
2I.
Hence, we deduce that
1
d2
C∗BCB  C∗ACA  d2C∗BCB,
which is equivalent to
1
d2
P(B,S) P(A,S) d2P(B,S),
where S := (S1, . . . , Sn) is the n-tuple of left creation operators. Applying the noncommutative
Poisson transform id ⊗ PrR , r ∈ [0,1), and taking into account that it is a positive map, we
deduce that
1
d2
P(rB,R) P(rA,R) d2P(rB,R)
for any r ∈ [0,1). Due to Theorem 1.3, we deduce that AH∼
d
B and, consequently, ω(A,B) d .
Since the reverse inequality was already proved, we have ω(A,B) = d , which together with (2.2)
prove part (i).
To prove (ii), let Ψ ∈ Aut([B(H)n]1). If A,B ∈ [B(H)n]1, then, due to Theorem 1.6, we have
A
H∼ B . Applying Lemma 2.3, the result follows.
Now, let us prove item (iii). Let z := (z1, . . . , zn) ∈ Bn. Due to part (i) of this theorem, we
have
δ(z,0) = ln max{‖Cz‖,∥∥C−1z ∥∥},
where Cz := (1 − ‖z‖2)1/2(I −∑ni=1 z¯iRi)−1. First, we show that∥∥∥∥∥I −
n∑
z¯iRi
∥∥∥∥∥= 1 + ‖z‖2. (2.4)
i=1
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n∑
i=1
z¯iRi
∥∥∥∥∥=
(
n∑
i=1
|zi |2
)1/2
= ‖z‖2.
Consequently, ∥∥∥∥∥I −
n∑
i=1
z¯iRi
∥∥∥∥∥ 1 + ‖z‖2. (2.5)
Note that, due to Riesz representation theorem, we have
sup
w=(w1,...,wn)∈Bn
∣∣∣∣∣1 +∑
i=1
z¯iwi
∣∣∣∣∣= 1 + ‖z‖2. (2.6)
On the other hand, due to the noncommutative von Neumann inequality [23], we have
∣∣∣∣1 +∑
i=1
z¯iwi
∣∣∣∣
∥∥∥∥∥I −
n∑
i=1
z¯iRi
∥∥∥∥∥ (2.7)
for any (w1, . . . ,wn) ∈ Bn. Combining relations (2.5), (2.6), and (2.7), we deduce (2.4). Conse-
quently, we have
∥∥C−1z ∥∥= (1 + ‖z‖21 − ‖z‖2
)1/2
. (2.8)
Note also that ∥∥∥∥∥
(
I −
n∑
i=1
z¯iRi
)−1∥∥∥∥∥ 1 +
∥∥∥∥∥
n∑
i=1
z¯iRi
∥∥∥∥∥+
∥∥∥∥∥
n∑
i=1
z¯iRi
∥∥∥∥∥
2
+ · · ·
= 1 + ‖z‖2 + ‖z‖22 + · · ·
= 1
1 − ‖z‖2 .
Consequently, we have
‖Cz‖
(
1 + ‖z‖2
1 − ‖z‖2
)1/2
. (2.9)
Due to relations (2.8) and (2.9), we have
ω(z,0) =
(
1 + ‖z‖2)1/2
. (2.10)1 − ‖z‖2
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automorphism of [B(H)n]1. We recall (see [34]) that Ψw(0) = w and Ψw(w) = 0. Due to part (ii)
of this theorem and relation (2.10), we have
δ(z,w) = δ(Ψw(z),Ψw(w))
= δ(Ψw(z),0)= lnω(Ψw(z),0)
= 1
2
ln
1 + ‖Ψz(w)‖2
1 − ‖Ψz(w)‖2 .
Since, according to [34], Ψw is a noncommutative extension of the involutive automorphism
of Bn that interchanges 0 and z, i.e., Ψw(z) = ψw(z) for z ∈ Bn, item (iii) follows. The proof is
complete. 
Corollary 2.5. For any X,Y ∈ [B(H)n]1,
δ(X,Y ) ln ‖X‖‖Y ‖
(1 − ‖X‖)(1 − ‖Y‖) .
Proof. According to Theorem 1.6 and Proposition 2.2, [B(H)n]1 is the Harnack part of 0 and
δ is a metric on the open ball [B(H)n]1. Therefore δ(X,Y )  δ(X,0) + δ(0, Y ). Theorem 2.4,
part (i) implies
δ(X,0) = ln max{‖CX‖,∥∥C−1X ∥∥},
where CX := (I ⊗X)(I −RX)−1 and RX := X∗1 ⊗R1 + · · · +X∗n ⊗Rn. Since R1, . . . ,Rn are
isometries with orthogonal ranges, we have
‖I −RX‖ 1 + ‖RX‖ = 1 + ‖X‖
and
∥∥(I −RX)−1∥∥ 1 + ‖RX‖ + ‖RX‖2 + · · ·
= 1 + ‖X‖ + ‖X‖2 + · · ·
= 1
1 − ‖X‖ .
On the other hand, since ‖X‖ < 1, we have
∥∥−1X ∥∥2  1 + ∥∥XX∗∥∥+ ∥∥XX∗∥∥2 + · · ·
= 1 2 .1 − ‖X‖
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
(
1 + ‖X‖)∥∥−1X ∥∥

(
1 + ‖X‖
1 − ‖X‖
)1/2
and
‖CX‖ ‖X‖1 − ‖X‖ .
Note also that, due to the fact that ‖I −XX∗‖ 1 − ‖XX∗‖, we have
‖X‖
1 − ‖X‖ 
(
1 + ‖X‖
1 − ‖X‖
)1/2
.
Therefore
δ(X,0) = ln max{‖CX‖,∥∥C−1X ∥∥} ln ‖X‖1 − ‖X‖ .
Taking into account that δ(X,Y )  δ(X,0) + δ(0, Y ), the result follows. The proof is com-
plete. 
In what follows we prove that the hyperbolic metric δ, on the Harnack parts of [B(H)n]−1 ,
is invariant under the automorphism group Aut([B(H)n]1), and can be written in terms of the
reconstruction operator.
First, we need the following result.
Lemma 2.6. Let A := (A1, . . . ,An) and B := (B1, . . . ,Bn) be in [B(H)n]−1 . Then the following
properties hold.
(i) A H∼ B if and only if rA H∼ rB for any r ∈ [0,1) and supr∈[0,1) ω(rA, rB) < ∞. In this case,
ω(A,B) = sup
r∈[0,1)
ω(rA, rB) and δ(A,B) = sup
r∈[0,1)
δ(rA, rB).
(ii) If A H∼ B , then the functions r → ω(rA, rB) and r → δ(rA, rB) are increasing on [0,1).
Proof. Assume that A H∼ B and let a := ω(A,B). Due to relation (1.6), it is clear that AH∼
a
B . By
Theorem 1.3, we deduce that
1
a2
P(rB,R) P(rA,R) a2P(rB,R)
for any r ∈ [0,1), which shows that rA H∼ rB for any r ∈ [0,1), and supr∈[0,1) ω(rA, rB) a.
a
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and let c1 := supr∈[0,1) cr < ∞. Since rA H∼
cr
rB and 1 cr  c1, we have
1
c21
P(trB,R) 1
c2r
P (trB,R) P(trA,R) c2r P (trB,R) c21P(trB,R)
for any t, r ∈ [0,1). Due to Theorem 1.3 we deduce that AH∼
c1
B . Thus ω(A,B) c1. Since the
reverse inequality was already proved above, we have a = c1. The second part of item (i) is now
obvious.
To prove (ii), let s, t ∈ [0,1) be such that s < t . Applying part (i), we have
ω(sA, sB) sup
r∈[0,1)
ω(rtA, rtB) ω(tA, tB).
Hence, we deduce item (ii). The proof is complete. 
Theorem 2.7. Let A := (A1, . . . ,An) and B := (B1, . . . ,Bn) be in [B(H)n]−1 such that A
H∼ B .
Then
(i) δ(A,B) = δ(Ψ (A),Ψ (B)) for any Ψ ∈ Aut([B(H)n]1);
(ii) the metric δ satisfies the relation
δ(A,B) = ln max
{
sup
r∈[0,1)
∥∥CrAC−1rB ∥∥, sup
r∈[0,1)
∥∥CrBC−1rA ∥∥},
where CX := (X⊗I )(I −RX)−1 and RX := X∗1 ⊗R1 +· · ·+X∗n⊗Rn is the reconstruction
operator associated with the right creation operators R1, . . . ,Rn and X := (X1, . . . ,Xn) ∈
[B(H)n]1.
Proof. Due to Lemma 2.6 and Theorem 2.4, the result follows. 
3. Metric topologies on Harnack parts of [B(H)n]−1
In this section we study the relations between the δ-topology, the dH -topology (which will
be introduced), and the operator norm topology on Harnack parts of [B(H)n]−1 . We prove that
the hyperbolic metric δ is a complete metric on certain Harnack parts, and that all the topologies
above coincide on the open ball [B(H)n]1.
First, we need some notation. Denote[
B0(H)n
]−
1 :=
{
(X1, . . . ,Xn) ∈
[
B(H)n]−1 : r(X1, . . . ,Xn) < 1},
where r(X1, . . . ,Xn) is the joint spectral radius of (X1, . . . ,Xn). Note that, due to Theorems 1.2
and 1.6, we have
[
B(H)n] ⊂ [B0(H)n]− = {X ∈ [B(H)n]−: X H≺ 0}.1 1 1
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H≺ 0 and B H≺ 0. Consequently, there exists c 1 such that, for
any f ∈ An ⊗ B(E) with Ref  0, where E is a separable infinite-dimensional Hilbert space,
we have
Ref (A) c2 Ref (0) and Ref (B) c2 Ref (0).
Hence, we deduce that ∥∥Ref (A)− Ref (B)∥∥ 2c2∥∥Ref (0)∥∥.
Therefore, it makes sense to define the map dH : [B0(H)n]−1 × [B0(H)n]−1 → [0,∞) by setting
dH (A,B) := sup
{∥∥u(A)− u(B)∥∥: u ∈ Re(An ⊗B(E)), u(0) = I, u 0}.
Proposition 3.1. For any A,B ∈ [B0(H)n]−1 ,
dH (A,B) = sup
∥∥Rep(A)− Rep(B)∥∥,
where the supremum is taken over all polynomials p ∈ C[X1, . . . ,Xn] ⊗ Mm, m ∈ N, with
Rep(0) = I and Rep  0.
Proof. Let f ∈ An ⊗ B(E) be such that Ref  0 and (Ref )(0) = I . According to [25], f has
a unique formal Fourier representation
f =
∑
α∈F+n
Sα ⊗C(α), C(α) ∈ B(E).
Moreover, limr→1 fr = f in the operator norm topology, where fr =∑∞k=1∑|α|=k r |α|Sα ⊗C(α)
is in An ⊗ B(E) and the series is convergent in the operator norm. Consequently, for any  > 0,
there exist r ∈ [0,1) and N ∈ N such that
‖pr,N − f ‖ <

2
, (3.1)
where pr,N :=
∑N
k=0
∑
|α|=k r
|α|
 Sα ⊗C(α). Define the polynomial q,r ,N := 11+ (pr,N +I)
and note that (Req,r ,N )(0) = I . On the other hand, due to (3.1), we have ‖Repr,N −
Ref ‖ < 2 , which, due to the fact that Ref  0, implies Req,r ,N  0. Now, notice that
‖q,r ,N − f ‖
1
1 +  ‖pr,N − f ‖ +

1 +  ‖I + f ‖,
which together with relation (3.1) show that f can be approximated, in the operator norm, with
polynomials q =∑Nk=0 Sα ⊗D(α), D(α) ∈ B(E), such that Req  0 and (Req)(0) = I . Consider
now an orthonormal basis {ξ1, ξ2, . . .} of E and let Em := span{ξ1, . . . , ξm}. Setting
qm := PF 2(Hn)⊗Emq|F 2(Hn)⊗Em =
N∑
Sα ⊗ PEmD(α)|Em,
k=0
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m→∞
∥∥qm(A)− qm(B)∥∥.
This can be used to complete the proof. 
Due to the next result, we call dH the kernel metric on [B0(H)n]−1 .
Proposition 3.2. dH is a metric on [B0(H)n]−1 satisfying relation
dH (A,B) =
∥∥P(A,R)− P(B,R)∥∥
for any A,B ∈ [B0(H)n]−1 , where P(X,R) is the free pluriharmonic Poisson kernel associated
with X ∈ [B0(H)n]−1 . Moreover, the map [0,1)  r → dH (rA, rB) ∈ R+ is increasing and
dH (A,B) = sup
r∈[0,1)
dH (rA, rB).
Proof. It is easy to see that dH is a metric. Since r(A) < 1, the map v : [B(K)n]1 → B(K)⊗min
B(H) defined by
vA(Y ) :=
∞∑
k=1
∑
|α|=k
Yα˜ ⊗A∗α + I +
∞∑
k=1
∑
|α|=k
Y ∗α˜ ⊗Aα
is a free pluriharmonic function on the open ball [B(K)n]γ for some γ > 1, where K is an
infinite-dimensional Hilbert space. Therefore vA is continuous on [B(K)n]γ and
vA(S) :=
∞∑
k=1
∑
|α|=k
Sα˜ ⊗A∗α + I +
∞∑
k=1
∑
|α|=k
S∗α˜ ⊗Aα
is in Re(An ⊗ B(H)). Consequently, vA(S) = limr→1 vA(rS) in the norm topology. Since a
similar result holds for vB , and R is unitarily equivalent to S, we have∥∥P(A,R)− P(B,R)∥∥= ∥∥vA(S)− vB(S)∥∥
= lim
r→1
∥∥vA(rS)− vB(rS)∥∥
= lim
r→1
∥∥P(rA,R)− P(rB,R)∥∥.
Due to the noncommutative von Neumann inequality the map
[0,1)  r → ∥∥P(rA,R)− P(rB,R)∥∥ ∈ R+
is increasing.
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for some γ > 1, with coefficients in B(F 2(Hn)). Moreover, since ur is positive on [B(H)n]1 and
ur(0) = I , the definition of dH implies∥∥ur(A)− ur(B)∥∥= ∥∥P(A, rR)− P(B, rR)∥∥ dH (A,B) (3.2)
for any r ∈ [0,1). Taking r → 1 and using the first part of the proof, we deduce that∥∥P(A,R)− P(B,R)∥∥ dH (A,B). (3.3)
Now, let G ∈ Re(An⊗B(E)) be with G(0) = I and G 0. Since Y → G(Y) is a positive free
pluriharmonic function of [B(H)n]1, we can apply Corollary 5.5 from [33] to find a completely
positive linear map μ : R∗n + Rn → B(E) with μ(I) = I and
G(Y) = (id ⊗μ)[P(Y,R)], Y ∈ [B(H)n]1.
Consequently, for each r ∈ [0,1), we have∥∥G(rA)−G(rB)∥∥ ‖μ‖∥∥P(A,R)− P(B,R)∥∥.
Since G ∈ Re(An ⊗ B(E)), Theorem 4.1 from [33] shows that G(A) = limr→1 G(rA) and
G(B) = limr→1 G(rB) in the operator norm topology. Due to the fact that ‖μ‖ = 1, we have∥∥G(A)−G(B)∥∥ ∥∥P(A,R)− P(B,R)∥∥.
Therefore, dH (A,B)  ‖P(A,R) − P(B,R)‖, which together with (3.3) prove the equality.
The last part of the proposition can be easily deduced from the considerations above. The proof
is complete. 
Theorem 3.3. Let dH be the kernel metric on [B0(H)n]−1 . Then the following statements hold:
(i) the metric dH is complete on [B0(H)n]−1 ;
(ii) the dH -topology is stronger than the norm topology on [B0(H)n]−1 ;
(iii) the dH -topology coincides with the norm topology on the open unit ball [B(H)n]1.
Proof. First we prove that
‖A−B‖ ∥∥P(A,R)− P(B,R)∥∥, A,B ∈ [B0(H)n]−1 . (3.4)
Indeed, for each r ∈ [0,1), we have
rRA = 12π
2π∫
0
eitP
(
A, reitR
)
dt,
where RA := A∗1 ⊗R1 +· · ·+A∗n ⊗Rn is the reconstruction operator. Using the noncommutative
von Neumann inequality, we obtain
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=
∥∥∥∥∥ 12π
2π∫
0
eit
[
P
(
A, reitR
)− P (B, reitR)]dt∥∥∥∥∥
 sup
t∈[0,2π]
∥∥P (A, reitR)− P (B, reitR)∥∥

∥∥P(A, rR)− P(B, rR)∥∥
for any r ∈ [0,1). Since r(A) < 1 and r(B) < 1, we have
lim
r→1
∥∥P(A, rR)− P(B, rR)∥∥= ∥∥P(A,R)− P(B,R)∥∥,
which proves our assertion.
Now, to prove (i), let {A(k) := (A(k)1 , . . . ,A(k)n )}∞k=1 be a dH -Cauchy sequence in [B0(H)n]−1 .
Due to relation (3.4), we have
∥∥A(k) −A(p)∥∥ ∥∥P (A(k),R)− P (A(p),R)∥∥= dH (A(k),A(p))
for any k,p ∈ N. Hence, {A(k)}∞k=1 is a Cauchy sequence in the norm topology of [B(H)n]−1 .
Therefore, there exists T := (T1, . . . , Tn) in [B(H)n]−1 such that ‖T −A(k)‖ → 0, as k → ∞.
Now let us prove that the joint spectral radius r(T ) < 1. Since {A(k)}∞k=1 is a dH -Cauchy
sequence, there exists k0 ∈ N such that dH (A(k),A(k0))  1 for any k  k0. On the other hand,
since A(k0) ∈ [B0(H)n]−1 , Theorem 1.2 shows that A(k0)
H≺ 0. Applying Theorem 1.1, we find
c 1 such that P(rA(k0),R) c2 for any r ∈ [0,1). Hence and using inequality (3.2), we have
P
(
rA(k),R
)

(∥∥P (rA(k),R)− P (rA(k0),R)∥∥+ ∥∥P (rA(k0),R)∥∥)I

(
dH
(
A(k),A(k0)
)+ ∥∥P (rA(k0),R)∥∥)I

(
1 + c2)I
for any k  k0 and r ∈ [0,1). Taking k → ∞ and using the continuity of the free pluriharmonic
functions in the operator norm topology, we obtain P(rT ,R) (1+c2)I for r ∈ [0,1). Applying
again Theorem 1.1, we deduce that T H≺ 0. Now, Theorem 1.2 implies r(T ) < 1, which shows
that T ∈ [B0(H)n]−1 and proves part (i).
Note that part (ii) follows from Proposition 3.2 and inequality (3.4). To prove part (iii), we
assume that A,B ∈ [B(H)n]1. First, recall from the proof of Corollary 2.5 that
∥∥(I −RX)−1∥∥ 11 − ‖X‖
for any X ∈ [B(H)n]1. Consequently, we have
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 2
∥∥(I −RA)−1∥∥∥∥(I −RB)−1∥∥‖RA −RB‖
 2‖A−B‖
(1 − ‖A‖)(1 − ‖B‖) .
Hence, using part (ii) and the fact that dH (A,B) = ‖P(A,R) − P(B,R)‖, we deduce that the
dH -topology coincides with the norm topology on the open unit ball [B(H)n]1. This completes
the proof. 
Corollary 3.4. If A,B ∈ [B0(H)n]−1 , then
‖A−B‖ dH (A,B).
Moreover, if A,B ∈ [B(H)n]1, then
dH (A,B)
2‖A−B‖
(1 − ‖A‖)(1 − ‖B‖) .
In what follows we obtain another formula for the hyperbolic distance that will be used to
prove the main result of this section. We mention that if f ∈ An ⊗Mm, m ∈ N, then we call Ref
strictly positive and denote Ref > 0 if there exists a constant a > 0 such that Ref  aI .
Proposition 3.5. Let A := (A1, . . . ,An) and B := (B1, . . . ,Bn) be in [B(H)n]−1 such that A
H∼ B .
Then
δ(A,B) = 1
2
sup
∣∣∣∣ln 〈Ref (A1, . . . ,An)x, x〉〈Ref (B1, . . . ,Bn)x, x〉
∣∣∣∣, (3.5)
where the supremum is taken over all f ∈ An ⊗ Mm, m ∈ N, with Ref > 0 and x ∈ H ⊗ Cm
with x = 0.
Proof. Denote the right-hand side of (3.5) by δ′(A,B). If f ∈ An⊗Mm, m ∈ N, with Ref  aI ,
then applying the noncommutative Poison transform, we have Ref (Y1, . . . , Yn)  aI for any
(Y1, . . . , Yn) ∈ [B(H)n]−1 . Assume that A
H∼
c
B with c 1. Due to Theorem 1.1, we deduce that
1
c2
 〈Ref (A1, . . . ,An)x, x〉〈Ref (B1, . . . ,Bn)x, x〉  c
2
for any x ∈ H ⊗ Cm with x = 0. Hence, we have δ′(A,B)  ln c, which implies δ′(A,B) 
δ(A,B).
To prove the reverse inequality, note that if g ∈ An ⊗ Mm with Reg  0, then f := g + I
has the property that Ref  I for any  > 0. Consequently,
1
sup
∣∣∣∣ln 〈Ref (A1, . . . ,An)x, x〉 ∣∣∣∣ δ′(A,B)2 〈Ref (B1, . . . ,Bn)x, x〉
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1
e2δ′(A,B)
〈
Reg(B1, . . . ,Bn)x, x
〉+ 
e2δ′(A,B)
‖x‖2

〈
Reg(B1, . . . ,Bn)x, x
〉+ ‖x‖2
 e2δ′(A,B)
〈
Reg(B1, . . . ,Bn)x, x
〉+ e2δ′(A,B)‖x‖2.
Taking  → 0, we deduce that ω(A,B) eδ′(A,B), which implies δ(A,B) δ′(A,B) and com-
pletes the proof. 
We remark that, under the conditions of Proposition 3.5, one can also prove that
δ(A,B) = 1
2
sup
∣∣∣∣ln 〈Rep(A1, . . . ,An)x, x〉〈Rep(B1, . . . ,Bn)x, x〉
∣∣∣∣,
where the supremum is taken over all noncommutative polynomials p ∈ C[X1, . . . ,Xn] ⊗ Mm,
m ∈ N, with Rep > 0, and x ∈ H ⊗Cm with x = 0.
Indeed, if f ∈ An ⊗Mm with Ref  aI, a > 0, and 0 <  < a, then, as in the proof of Propo-
sition 3.1, we can find a polynomial p =∑|α|N Sα ⊗C(α), C(α) ∈ Mm, such that ‖f − p‖ < .
Hence, ‖Ref − Rep‖ <  and, consequently, Rep > 0. Now, our assertion follows.
Here is the main result of this section.
Theorem 3.6. Let δ be the Poincaré–Bergman type metric on a Harnack part  of [B0(H)n]−1 .
Then the following properties hold:
(i) δ is complete on ;
(ii) the δ-topology is stronger then the dH -topology on ;
(iii) the δ-topology, the dH -topology, and the operator norm topology coincide on the open ball
[B(H)n]1.
Proof. Let A := (A1, . . . ,An) and B := (B1, . . . ,Bn) be in a Harnack part  of [B0(H)n]−1 .
Then A H∼ B and
Ref (A1, . . . ,An) ω(A,B)2 Ref (B1, . . . ,Bn)
for any f ∈ An ⊗Mm with Ref  0. Hence, we have
Ref (A1, . . . ,An)− Ref (B1, . . . ,Bn)
[
ω(A,B)2 − 1]Ref (B1, . . . ,Bn). (3.6)
On the other hand, since B H≺ 0, we have r(B) < 1 so P(B,R) makes sense. Also, due to the
fact that the noncommutative Poisson transform id ⊗PrR is completely positive, and P(B,S)
‖P(B,R)‖I , we deduce that
P(rB,R) = (id ⊗ PrR)
[
P(B,S)
]

∥∥P(B,R)∥∥I
= ∥∥P(B,R)∥∥P(0,R)
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‖P(B,R)‖), we obtain Ref (rB1, . . . , rBn) ‖P(B,R)‖Ref (0) for any r ∈ [0,1). Taking the
limit, as r → 1, in the operator norm topology, we get
Ref (B1, . . . ,Bn)
∥∥P(B,R)∥∥Ref (0).
Combining this inequality with (3.6), we have
Ref (A1, . . . ,An)− Ref (B1, . . . ,Bn)
[
ω(A,B)2 − 1]∥∥P(B,R)∥∥Ref (0).
A similar inequality holds if one interchange A with B . If, in addition, we assume that
Ref (0) = I , then we can deduce that
−sI  Ref (A1, . . . ,An)− Ref (B1, . . . ,Bn) sI,
where s := [ω(A,B)2 − 1]max{‖P(A,R)‖,‖P(B,R)‖}. Since Ref (A1, . . . ,An) − Ref (B1,
. . . ,Bn) is a self-adjoint operator, we have ‖Ref (A1, . . . ,An)− Ref (B1, . . . ,Bn)‖ s. Due to
the definition of the metric dH , we deduce that dH (A,B) s. Consequently, we obtain
dH (A,B)max
{∥∥P(A,R)∥∥,∥∥P(B,R)∥∥}(e2δ(A,B) − 1). (3.7)
Now, we prove that δ is a complete metric on . Let {A(k) := (A(k)1 , . . . ,A(k)n )}∞k=1 ⊂  be
a δ-Cauchy sequence. First, we prove that the sequence {‖P(A(k),R)‖}∞k=1 is bounded. For any
 > 0 there exists k0 ∈ N such that
δ
(
A(k),A(p)
)
<  for any k,p  k0. (3.8)
Since A(k) H∼ A(k0) and A(k0) H≺ 0, for any f ∈ An ⊗Mm with Ref  0, we have
Ref
(
A(k)
)
 ω
(
A(k),A(k0)
)2 Ref (A(k0)) c2 Ref (0), (3.9)
where c := ‖P(A(k0),R)‖1/2ω(A(k),A(k0)). Consequently, due to Theorem 1.1, we have
A(k)
H≺ 0 and ‖P(A(k),R)‖ c2 for any k  k0. Combining this with relation (3.8), we obtain∥∥P (A(k),R)∥∥ ∥∥P (A(k0),R)∥∥e2
for any k  k0. This shows that the sequence {‖P(A(k),R)‖}∞k=1 is bounded. Consequently, due
to inequality (3.7), we deduce that {A(k)} is a dH -Cauchy sequence. According to Theorem 3.3,
there exists A := (A1, . . . ,An) ∈ [B0(H)n]−1 such that
dH
(
A(k),A
)→ 0 as k → ∞. (3.10)
Now, let f ∈ An ⊗ Mm with Ref  0 and Ref (0) = I . Due to relations (3.9) and (3.8), we
have
Ref
(
A(k)
)
 ω
(
A(k),A(k0)
)2 Ref (A(k0)) e2 Ref (A(k0)) (3.11)
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ogy. Consequently, (3.11) implies
Ref (A) e2 Ref
(
A(k0)
)
. (3.12)
A similar inequality can be deduced in the more general case when f ∈ An ⊗ Mm with
Ref  0. Indeed, for each ′ > 0 let g := ′I + f , Y = Reg(0), and ϕ := Y−1/2gY−1/2. Since
Reϕ  0 and Reϕ(0) = I , we can apply inequality (3.12) to ϕ and deduce that
′I + Ref (A) e2(′I + Ref (A(k0)))
for any ′ > 0. Taking ′ → 0, we get
Ref (A) e2 Ref
(
A(k0)
) (3.13)
for any f ∈ An ⊗Mm with Ref  0. This shows that
A
H≺ A(k0). (3.14)
On the other hand, since A(k0) H≺ A(k) for any k  k0, we deduce that
Ref
(
A(k0)
)
 ω
(
A(k0),A(k)
)2 Ref (A(k)) e2 Ref (A(k))
for k  k0. According to Theorem 3.3, the dH -topology is stronger than the norm topology
on [B0(H)n]−1 . Therefore, relation (3.10) implies A(k) → A ∈ [B0(H)n]−1 in the operator norm
topology. Passing to the limit in the inequality above, we deduce that
Ref
(
A(k0)
)
 e2 Ref (A) (3.15)
for any f ∈ An ⊗Mm with Ref  0. Consequently, we have A(k0) H≺ A. Hence and using (3.14),
we obtain A H∼ A(k0), which proves that A ∈ . From the inequalities (3.13) and (3.15), we have
ω(A(k0),A) e2 . Hence, δ(A(k0),A) < , which together with (3.8) imply δ(A(k),A) < 2 for
any k  k0. Consequently, δ(A(k),A) → 0 as k → ∞, which proves that δ is complete on .
Note that we have also proved part (ii) of this theorem. Now, we prove part (iii). To this end,
assume that A,B ∈ [B(H)n]1. Due to the fact that ‖B‖ < 1, P(B,R) is a positive invertible
operator. Since P(B,R)−1  ‖P(B,R)−1‖, we have I  ‖P(B,R)−1‖P(B,R), which implies
I  ‖P(B,R)−1‖P(rB,R) for any r ∈ [0,1). According to Theorem 1.1, we deduce that 0 H≺ B
and
Ref (0)
∥∥P(B,R)−1∥∥Ref (B)
for any f ∈ An ⊗Mm with Ref  0. If, in addition, we assume that Ref (0) = I , then the latter
inequality implies
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〈Ref (B)x, x〉 − 1
‖P(B,R)−1‖
‖x‖
〈(
Ref (A)− Ref (B))x, x〉

∥∥P(B,R)−1∥∥dH (A,B)
for any x ∈ H ⊗Cm, x = 0. Hence, we deduce that
ln
〈Ref (A)x, x〉
〈Ref (B)x, x〉  ln
(
1 + ∥∥P(B,R)−1∥∥dH (A,B)).
One can obtain a similar inequality interchanging A with B . Combining these two inequalities,
we obtain∣∣∣∣ln 〈Ref (A)x, x〉〈Ref (B)x, x〉
∣∣∣∣ ln(1 + max{∥∥P(B,R)−1∥∥,∥∥P(A,R)−1∥∥}dH (A,B)). (3.16)
Consider now the general case when g ∈ An ⊗ Mm with Reg > 0. Then Y := Reg(0) is a
positive invertible operator on H ⊗Cm and f := Y−1/2gY−1/2 has the properties Ref  0 and
Ref (0) = I . Applying (3.16) to f when x := Y−1/2y, y ∈ H ⊗Cm, and y = 0, we deduce that
2δ(A,B) ln
(
1 + max{∥∥P(B,R)−1∥∥,∥∥P(A,R)−1∥∥}dH (A,B)). (3.17)
Now, let {A(k)}∞k=1 be a sequence of elements in [B(H)n]1 and let A ∈ [B(H)n]1 be such that
dH (A
(k),A) → 0 as k → ∞. Due to Proposition 3.2, we deduce that P(A(k),R) → P(A,R)
in the operator norm topology, as k → ∞. On the other hand, the operators P(A(k),R) and
P(A,R) are invertible due to the fact that ‖A(k)‖ < 1 and ‖A‖ < 1. Consequently, and using the
well-known fact that the map Z → Z−1 is continuous on the open set of all invertible operators,
we deduce that P(A(k),R)−1 → P(A,R)−1 in the operator norm topology. Hence, the sequence
{‖P(A(k),R)−1‖}∞k=1 is bounded. Therefore, there exists M > 0 with ‖P(A(k),R)−1‖M for
any k ∈ N. Applying now inequality (3.17), we deduce that
2δ
(
A(k),A
)
 ln
(
1 +MdH
(
A(k),A
))
for any k ∈ N.
Since dH (A(k),A) → 0 as k → ∞, the latter inequality implies that δ(A(k),A) → 0 as k → ∞.
Therefore the dH -topology on [B(H)n]1 is stronger than the δ-topology. Due to the first part of
this theorem, the two topologies coincide on [B(H)n]1. Applying now Theorem 3.3, we complete
the proof. 
Corollary 3.7. Let  be a Harnack part of [B0(H)n]−1 . Then
δ(A,B) 1
2
ln
(
1 + dH (A,B)
max{‖P(A,R)‖,‖P(B,R)‖}
)
, A,B ∈ .
Moreover, if A,B ∈  := [B(H)n]1, then
δ(A,B) 1
2
ln
(
1 + dH (A,B)max
{∥∥P(A,R)−1∥∥,∥∥P(B,R)−1∥∥}).
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perbolic metric δ and the metric induced by the operator norm on [B0(H)n]−1 . In particular, if
A,B ∈ [B(H)n]1, then we have
1
2
ln
(
1 + ‖A−B‖
max{‖P(A,R)‖,‖P(B,R)‖}
)
 δ(A,B)
and
δ(A,B) 1
2
ln
(
1 + 2‖A−B‖
(1 − ‖A‖)(1 − ‖B‖) max
{∥∥P(A,R)−1∥∥,∥∥P(B,R)−1∥∥}).
4. Schwarz–Pick lemma with respect to the hyperbolic metric on [B(H)n]1
A very important property of the Poincaré–Bergman distance βm : Bm ×Bm → R+ is that
βm
(
f (z), f (w)
)
 βn(z,w), z,w ∈ Bn,
for any holomorphic function f : Bn → Bm. In this section we extend this result and obtain
a Schwarz–Pick lemma for free holomorphic functions on [B(H)n]1 with operator-valued coef-
ficients, with respect to the hyperbolic metric on the noncommutative ball [B(H)n]1.
Lemma 4.1. Let A := (A1, . . . ,An) and B := (B1, . . . ,Bn) be pure row contractions. Then
A
H≺
c
B if and only if
Ref (A1, . . . ,An) c2 Ref (B1, . . . ,Bn)
for any f ∈ F∞n ⊗¯B(E) with Ref  0.
Proof. Assume that A,B are pure row contractions with AH≺
c
B and let f ∈ F∞n ⊗¯B(E) be such
that Ref  0. Then f has a unique representation of the form
f (S1, . . . , Sn) =
∞∑
k=0
∑
|α|=k
Sα ⊗A(α), A(α) ∈ B(E).
Due to the results from [30], for each r ∈ [0,1), fr(S1, . . . , Sn) := f (rS1, . . . , rSn) is in
An ⊗ B(E). Moreover, applying the noncommutative Poisson transform P[rS1,...,rSn] ⊗ id to
the inequality Ref (S1, . . . , Sn) 0, we deduce that Refr(S1, . . . , Sn) 0. Since A
H≺
c
B , Theo-
rem 1.1 shows that there exists c 1 such that
Refr(A1, . . . ,An) c2 Refr(B1, . . . ,Bn). (4.1)
Due to the F∞-functional calculus for pure row contractions (see [24]),n
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r→1fr(A1, . . . ,An) and
f (B1, . . . ,Bn) := SOT- lim
r→1fr(B1, . . . ,Bn)
exist. Consequently, taking the limit, as r → 1, in inequality (4.1), we get
Ref (A1, . . . ,An) c2 Ref (B1, . . . ,Bn).
Since the converse is obvious, the proof is complete. 
Now we prove a Schwarz–Pick lemma for free holomorphic functions on [B(H)n]1 with
operator-valued coefficients, with respect to the hyperbolic metric.
Theorem 4.2. Let Fj : [B(H)n]1 → B(H) ⊗min B(E), j = 1, . . . ,m, be free holomorphic func-
tions with coefficients in B(E), and assume that F := (F1, . . . ,Fm) is a contractive free holo-
morphic function. If X,Y ∈ [B(H)n]1, then F(X) H∼ F(Y ) and
δ
(
F(X),F (Y )
)
 δ(X,Y ),
where δ is the hyperbolic metric defined on the Harnack parts of the noncommutative ball
[B(H)n]−1 .
Proof. Assume that each Fj has a representation of the form
Fj (X1, . . . ,Xn) =
∞∑
k=0
∑
|α|=k
Xα ⊗A(α,j), A(α,j) ∈ B(E).
Since Fj is a bounded free holomorphic function, due to [30] (see also [33]), there exists
fj (S1, . . . , Sn) ∈ F∞n ⊗¯B(E) such that
Fj (X1, . . . ,Xn) = (PX ⊗ id)
[
fj (S1, . . . , Sn)
]
, X := (X1, . . . ,Xn) ∈
[
B(E)n]1.
Moreover,
fj (S1, . . . , Sn) = SOT- lim
r→1Fj (rS1, . . . , rSn)
and Fj (rS1, . . . , rSn) ∈ An ⊗ B(E). Now, let L1, . . . ,Lm be the left creation operators on the
full Fock space F 2(Hm) with m generators, and consider
p(L1, . . . ,Lm) =
∑
|α|q
Lα ⊗M(α), M(α) ∈ B
(
C
k
)
to be an arbitrary polynomial with Rep(L1, . . . ,Lm) 0. Since F = (F1, . . . ,Fm) is a contrac-
tive free holomorphic function, we deduce that (see [30])∥∥[f1(S1, . . . , Sn), . . . , fm(S1, . . . , Sn)]∥∥= ‖F‖∞  1.
G. Popescu / Journal of Functional Analysis 256 (2009) 4030–4070 4067Applying now the noncommutative Poisson transform P(f1(S1,...,Sn),...,fm(S1,...,Sn)) ⊗ id to the in-
equality Rep(L1, . . . ,Lm) 0, we obtain
Rep
(
f1(S1, . . . , Sn), . . . , fm(S1, . . . , Sn)
)
 0. (4.2)
Note that p(f (S)) := p(f1(S1, . . . , Sn), . . . , fm(S1, . . . , Sn)) in is F∞n ⊗¯B(E)⊗min B(Cm).
Let X := (X1, . . . ,Xn) and Y := (Y1, . . . , Yn) be in the open ball [B(H)n]1. Due to Theo-
rem 1.6, we have X H∼ Y . Assume that X H∼
c
Y for some c  1. Due to (4.2) and Lemma 4.1, we
deduce that
1
c2
Rep
(
F(Y )
)
 Rep
(
F(X)
)
 c2 Rep
(
F(Y )
)
.
Consequently, F(X) H∼
c
F (Y ) and ω(F(X),F (Y )) c, where ω is defined by relation (2.1). This
implies that ω(F(X),F (Y )) ω(X,Y ), which completes the proof. 
We remark that the hyperbolic metric δ coincides with the Carathéodory type metric defined
by
cball(X,Y ) := sup
F
δ
(
F(X),F (Y )
)
, X,Y ∈ [B(H)n]1,
where the supremum is taken over all free holomorphic functions F : [B(H)n]1 → [B(H)n]1.
Indeed, due to Theorem 4.2, we have cball(X,Y ) δ(X,Y ). Taking F = id, we also deduce that
cball(X,Y ) δ(X,Y ), which proves our assertion.
Corollary 4.3. Let F := (F1, . . . ,Fm) be a contractive free holomorphic function with coeffi-
cients in B(E). If z,w ∈ Bn, then F(z) H∼ F(w) and
δ
(
F(z),F (w)
)
 δ(z,w).
We remark that if m = n = 1 in Corollary 4.3, we obtain a very simple proof of Suciu’s
result [38]. Note also that, in particular (if E = C), for any free holomorphic function
F : [B(H)n]1 → [B(H)m]1, we have
δ
(
F(X),F (Y )
)
 δ(X,Y ),
which extends the result mentioned at the beginning of this section.
Corollary 4.4. If f ∈ H∞(D) is a contractive analytic function on the open unit disc and A,B ∈
B(H) are strict contractions, then f (A) H∼ f (B) and
δ
(
f (A),f (B)
)
 δ(A,B).
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tance δK on unit ball [B(H)n]1, with respect to the Poincaré distance on D. Indeed, when n = 1,
one can show that δ coincides with the Harnack distance introduced by Suciu. In this case, ac-
cording to [39] (and due to a result from [42]), we have
δ(0,A) < δK(0,A) = 12 ln
1 + ‖A‖
1 − ‖A‖
for certain strict contractions A ∈ B(H) with dimH 2. This also shows that δ is different from
the metric for the ball [B(H)n]1, as defined in [11].
We define now a Kobayashi type pseudo-distance on domains M ⊂ B(H)n, n ∈ N, with re-
spect to the hyperbolic metric δ of the ball [B(H)n]1, as follows. Given two points X,Y ∈ M ,
we consider a chain of free holomorphic balls from X to Y . That is, a chain of elements
X = X0,X1, . . . ,Xk = Y in M , pairs of elements A1,B1, . . . ,Ak,Bk in [B(H)n]1, and free
holomorphic functions F1, . . . ,Fk on [B(H)n]1 with values in M such that
Fj (Aj ) = Xj−1 and Fj (Bj ) = Xj for j = 1, . . . , k.
Denote this chain by γ and define its length by
(γ ) := δ(A1,B1)+ · · · + δ(Ak,Bk),
where δ is the hyperbolic metric on [B(H)n]1. We define
δMball(X,Y ) := inf(γ ),
where the infimum is taken over all chains γ of free holomorphic balls from X to Y . If there is
no such chain, we set δMball(X,Y ) = ∞. In general, δMball is not a true distance on M . However, it
becomes a true distance in some special cases.
It is well known that the Kobayashi distance on the open unit disc D coincides with the
Poincaré metric. A similar result holds in our noncommutative setting.
Proposition 4.5. If M = [B(H)n]1, then δMball is a true distance and δMball = δ.
Proof. If γ is a chain, as defined above, we use Theorem 4.2 and the fact that δ is a metric to
deduce that
δ(X,Y ) δ(X0,X1)+ δ(X1,X2)+ · · · + δ(Xk−1,Xk)
= δ(F1(A1),F1(B1))+ δ(F2(A2),F2(B2))+ · · · + δ(Fk(Ak),Fk(Bk))
 δ(A1,B1)+ δ(A2,B2)+ · · · + δ(Ak,Bk) = (γ ).
Taking the infimum over all chains γ of free holomorphic balls from X to Y , we deduce that
δ(X,Y ) δMball(X,Y ). Taking F the identity on [B(H)n]1, we obtain δMball(X,Y ) δ(X,Y ). 
It would be interesting to find, as in the classical case, classes of noncommutative domains M
in B(H)n so that δM is a true distance.ball
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