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Saturable absorption is a non-perturbative nonlinear optical phenomenon that plays a pivotal role
in the generation of ultrafast light pulses. Here we show that this effect emerges in graphene at
unprecedentedly low light intensities, thus opening avenues to new nonlinear physics and applications
in optical technology. Specifically, we theoretically investigate saturable absorption in extended
graphene by developing a non-perturbative single-particle approach, describing conduction-electron
dynamics in the atomically-thin material using the two-dimensional Dirac equation for massless
Dirac fermions, which is recast in the form of generalized Bloch equations. By solving the electron
dynamics non-perturbatively, we account for both interband and intraband contributions to the
intensity-dependent saturated conductivity and conclude that the former dominates regardless of the
intrinsic doping state of the material. The results are in excellent agreement with atomistic quantum-
mechanical simulations including higher-band effects. Additionally, we find that the modulation
depth of saturable absorption in graphene can be electrically manipulated through an externally
applied gate voltage. Our results are relevant for the development of graphene-based optoelectronic
devices, as well as for applications in mode-locking and random lasers.
I. INTRODUCTION
Saturable absorption (SA) is an extreme nonlinear phe-
nomenon that consists in the quenching of optical absorp-
tion under high-intensity illumination. This effect, which
is an inherent property of photonic materials, constitutes
a key element for passive mode-locking (PML) in laser
cavities [1, 2], where continuous waves are broken into a
train of ultrashort optical pulses. Most materials undergo
saturable absorption at very high optical intensities, in
close proximity to their optical damage threshold. Cur-
rently, state-of-the-art semiconductor-based SA mirrors
are routinely employed for PML lasers [3–5]. However,
these mirrors operate in a narrow spectral range, are
poorly tunable, and require advanced fabrication tech-
niques.
Recently, carbon nanomaterials have emerged as an at-
tractive, viable, and cost-effective alternative for the de-
velopment of next-generation PML lasers. For example,
carbon nanotubes (CNTs) undergo SA at rather modest
light intensities, while their operation wavelength (deter-
mined by the energy band gap) can be manipulated by
tuning their diameter [6–10]. Broadband operation has
been demonstrated by using an ensemble of CNTs with
a wide distribution in diameter, at the expense of higher
linear loss from off-resonance tubes [8]. Graphene over-
comes this limitation thanks to its peculiar conical band
structure, which gives rise to broadband resonant SA at
remarkably low light intensity [10–18] that can further
be tuned by means of an externally applied gate voltage
[19]. Graphene-based SA components have been used
to achieve PML ultrafast laser operation [20, 21], broad-
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band tunability [22], and quality-factor switching [23].
Graphene multilayers have also been employed to gener-
ate large energy pulses [24] and to achieve PML in fiber
lasers with normal dispersion [25]. In addition, recent
theoretical investigations predict single-mode operation
of random lasers by embedding graphene flakes in a gain
medium [26].
Despite the rising interest in SA of graphene for de-
veloping the above mentioned applications, a transpar-
ent and accurate theory of graphene SA is still missing.
This is most likely due to the fact that SA is inherently
a non-perturbative phenomenon, which cannot be ac-
curately described by standard perturbative approaches
used to calculate nonlinear graphene conductivities [27–
29]. Furthermore, theoretical approaches relying on the
Boltzmann transport equation (accounting only for in-
traband electron dynamics) [30–32] are inadequate to
simulate SA of graphene, which arises due to the inter-
play of intraband and interband dynamics. In principle,
SA can be modeled through time-domain integration of
the single-particle density matrix equations in graphene
nanoislands [33]. However, the computational demand
of this approach becomes unaffordable when modeling
nanostructures with dimensions > 20 nm. Then, in this
regime, the single-particle massless Dirac fermion (MDF)
picture [34] appears to be an appropriate theoretical en-
vironment for describing graphene SA.
In this article, we calculate intraband and inter-
band contributions to SA of extended graphene by non-
perturbatively solving the single-particle Dirac equation
for MDFs in the presence of an external electromag-
netic field. We further investigate the dependence of
the intensity-saturated graphene conductivity on dop-
ing, temperature, and optical frequency. Interestingly,
we find a remarkably low intensity threshold for SA,
which is consistent with available experimental reports
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2[10–18]. Our calculations indicate a strong quenching of
absorption depth produced by electrical doping (which
can be controlled through gating), as well as a weak
dependence on electron temperature. The SA behavior
predicted in the MDF picture for extended graphene is
found to be in excellent agreement with atomistic time-
domain simulations of graphene nanoribbons based on
the tight-binding/single-particle density matrix formal-
ism [33]. We understand that the present findings are
highly relevant for the future development of graphene-
based PML fibre lasers and single-mode random lasers.
II. THEORETICAL MODEL
We consider a monochromatic optical field E(t) =
E0e
−iωt+c.c. of angular frequency ω and complex ampli-
tude E0 impinging at normal incidence on a self-standing
extended graphene sheet [see Fig. 1(a)]. At visible and
lower frequencies, electrons in this material behave as
MDFs, with their temporal evolution governed by the
single-particle Dirac equation [35]
i~∂tψp(t) = vFpi · σψp(t), (1)
where p is the electron momentum, ∂t is the time deriva-
tive, vF ' c/300 is the Fermi velocity, c is the speed
of light in vacuum, ~ is the reduced Planck constant,
σ = (σx, σy) is the two-dimensional (2D) Pauli-matrix
vector, and ψp(t) is the p- and time-dependent two-
component spinor accounting for the quantum states in
the upper and lower Dirac-cone bands. Here, we intro-
duce an electron quasi-momentum pi that coincides with
the unperturbed momentum (i.e., pi = p) in the absence
of external illumination. In this case, Eq. (1) admits
spinor eigenvectors
ψ±p,0(t) =
1√
2
(
e−iφ/2
±eiφ/2
)
e−iε±t,
where ~ε± = ±vFp is the unperturbed conical dispersion
of upper (+) and lower (−) energy bands [see Fig. 1(b)],
while φ identifies the momentum direction, such that
p = p(cosφ, sinφ), and a spatial dependence eip·r/~/
√A
(normalized to the sheet area A) is understood in the
spinor.
In the presence of the impinging optical field, we use
the customary minimal electron-light coupling prescrip-
tion to write the electron quasi-momentum as pi(t) =
p + eA(t), where −e is the electron charge and A(t) =
− ∫ E(t)dt is the potential vector in the Coulomb gauge
(∇ · A = 0). Without loss of generality, we assume
the external light to be linearly polarized along the in-
plane x direction, so that E(t) = E0e
−iωtxˆ + c.c. and
A(t) = (E0/iω)e
−iωtxˆ+c.c.. Therefore, the incident field
induces an oscillatory shift of the unperturbed bands ε±
along px around p = 0 [see Fig. 1(b)]. Following the non-
perturbative approach developed by Ishikawa [36, 37],
which we review in this section for the sake of com-
pleteness, we write the time-dependent spinor as a linear
FIG. 1: (Color online) (a) Schematic representation of a light
wave (angular frequency ω, amplitude E0, and intensity I0)
normally impinging on a self-standing graphene sheet. (b)
Illustration of the temporal displacement of the Dirac cone
along the px direction due to the oscillatory optical field. The
central cone represents the unperturbed conical dispersion of
graphene (ε±), while left and right cones indicate the maxi-
mum achievable displacement.
combination of the instantaneous upper- and lower-cone
states
ψp(t) = c
+
p (t)ψ
+
p (t) + c
−
p (t)ψ
−
p (t), (2)
where
ψ±p (t) =
1√
2
(
e−iθp(t)/2
±eiθp(t)/2
)
e∓iΩp(t), (3)
Ωp(t) = (vF/~)
∫ |p+ eA(t)| dt is a global dynami-
cal phase, and θp(t) = atan{py/[px + eA(t)]} is the
time-dependent direction angle of the electron quasi-
momentum pi. We now insert the Ansatz provided by
Eq. (2) into Eq. (1) and define the interband coher-
ence ρp = c
+
p c
−∗
p and the population difference np =
|c+p |2 − |c−p |2. Without making any approximations, we
can then rewrite the two-dimensional Dirac equation for
MDFs in the form of generalized Bloch equations (GBEs)
[36, 37],
ρ˙p(t) = − i
2
θ˙p(t)np(t)e
2iΩp(t), (4a)
n˙p(t) = 2θ˙p(t)Im
{
ρp(t)e
−2iΩp(t)
}
. (4b)
The carrier current is thus obtained by subtracting the
valence band current (assuming the valence band is fully
3populated) from the total electron current, since it de-
pends only on the carrier occupation, resulting in [36, 37]
jp(t) = ψ
†
p(t)σψp(t)− ψ−†p (t)σψ−p (t) (5)
=
[
(np + 1) cos θp − 2 sin θpIm
{
ρpe
−2iΩp}] xˆ+
+
[
(np + 1) sin θp + 2 cos θpIm
{
ρpe
−2iΩp}] yˆ.
We emphasize that this expression is obtained non-
perturbatively, without any approximation beyond the
MDF picture. The (np + 1) terms account for the in-
traband current, while the remaining terms, which de-
pend on the coherence ρp, arise from interband dynamics
[36, 37]. The macroscopic induced surface current J(t) is
finally obtained by integrating over all electron momenta,
J(t) = −gsgvevF
(2pi~)2
∫
jp(t)d
2p, (6)
where gs = gv = 2 account for spin and valley degenera-
cies, and the integral extends over the entire 2D p plane.
We remark that, although the carrier current jp has both
xˆ and yˆ components, the integrated macroscopic current
remains polarized along xˆ and thus parallel to the exter-
nal field. This theoretical framework describes the opti-
cal response of graphene in a single-electron picture, but
it still neglects inelastic electron transitions that are pro-
duced for example by impurity scattering and coupling to
phonons. In the following sections, these interactions are
introduced phenomenologically through an effective elec-
tron lifetime. Additionally, we argue that the response
of graphene, quantified as a 2.3% absorption at low in-
tensities, is sufficiently weak as to ignore Coulomb self-
interaction among induced charges [39, 40].
III. INTRABAND SATURABLE ABSORPTION
We focus first on the intraband contribution to sat-
urable absorption, i.e., neglecting interband dynamics.
This contribution is dominant in doped graphene for
photon energies smaller than twice the Fermi level (i.e.,
~ω < 2EF), for which interband transitions are prohib-
ited by the Pauli exclusion principle. Consequently, in
this regime, one need not solve explicitly the GBEs,
as it is sufficient to set ρp = 0 and np = N (p) =
F(p)−F(−p), where F(p) = 1/{1+exp[(vFp−µ)/kBT ]}
is the Fermi-Dirac occupation number, µ is the chemical
potential, kB is the Boltzmann constant, and T is the
electron temperature. The resulting macroscopic current
then reduces to
Jintra(t) = − evF
pi2~2
xˆ
∫
[N (p) + 1] cos θp(t)d2p. (7)
Now, in order to account for inelastic electron collisions,
we modify heuristically the definition of the direction an-
gle θp(t), assuming that the intraband electron quasi-
momentum satisfies the differential equation
p˙i + τ−1(pi − p) = −eE(t), (8)
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FIG. 2: (Color online) Intraband surface current density
Jintra(t) (lower panel) induced in extended graphene by a
harmonic external electric field (upper panel) with maximum
amplitude 2E0 =
√
2I0/0c and optical frequency ω = 2pic/λ,
where λ = 1550 nm is the optical excitation wavelength. In
the lower panel we provide results for incident intensities
I0 = 10, 100, and 1000 GW/cm
2, compared with the max-
imum achievable current density Jmax(t) in the I0 →∞ limit
(dashed curve). We assume a Fermi energy EF = 1 eV and
zero temperature.
where τ is the characteristic inelastic collision time. We
assume a value τ = 22 fs throughout this work, which
is consistent with recent experiments [44–46]. We find
Eq. (8) to admit the straightforward analytical solution
pi(t) = p+ ea(t), where
a(t) = −e−t/τ
∫ t
−∞
E(t′)et
′/τdt′
=
E0e
−iωt
iω − 1/τ xˆ+ c.c.. (9)
This modified expression effectively accounts for intra-
band electron collisions, and in particular, the direction
angle of the electron momentum now becomes θp(t) =
arctan{py/[px + ea(t)]}. Incidentally, the τ → ∞ limit
of pi(t) readily reduces to the expression p+ eA(t) that
was used in Sec. II.
In the limit of vanishing temperature (T → 0) the
chemical potential coincides with the Fermi energy µ =
EF, the upper band occupation distribution becomes
N (p)→ −Θ(pF−p), where Θ is the Heaviside step func-
tion, and the integral in Eq. (7) can be solved analytically
40T →
1000 KT =
2000 KT =
3000 KT =
4000 KT =
5000 KT = (b)
100 101 102 103 104 105
( )2GW cmI0
(
)
3
in
tra
10
α
−
×
1.2
0.6
0.0
(a)
F 0.8E =
eV
100 101 102 103 104 105
(
)
3
in
tra
10
α
−
×
1.0
0.6
0.0
( )2GW cmI0
F 0.2E =
eV
F 0.4E =
eV
F 0.6E =
eV
FIG. 3: (Color online) Intraband absorption coefficient αintra as a function of incident light intensity I0 for (a) several Fermi
energies EF at zero temperature and (b) several electron temperatures T and fixed chemical potential µ = 0.4 eV. The light
wavelength is 1550 nm.
[see Appendix A]:
Jintra(t) = xˆ
−2eE2F
pi2~2vF
√
1 + [ea(t)/pF]2 (10)
×
∫ pi/2
0
cosφ
[√
1 + f(t) cosφ−
√
1− f(t) cosφ
]
dφ,
where pF = EF/vF is the Fermi momentum, f(t) =
2ea(t)pF/{p2F + [ea(t)]2}, and the integral over φ can be
expressed in terms of generalized Jacobi elliptic functions
[47, 48] (see Appendix A). We emphasize that the intra-
band surface current density in Eq. (10) is highly nonlin-
ear when |E0| > ES, where ES = ωpF/e is the intraband
saturation field. Additionally, the series expansion of Eq.
(10) in powers of the electric field amplitude E0,
Jintra(t) ' e
2
pi~2
Re
{
2iEFE0e
−iωt
ω + iτ−1
+
ie2v2FE
3
0e
−3iωt
EF(ω + iτ−1)3
− 3ie
2v2F|E0|2E0e−iωt
EF(ω − iτ−1)(ω + iτ−1)2
}
xˆ+O (E50) , (11)
fully reproduces the result obtained by means of the
Boltzmann transport equation [27, 30–32]. In order
to illustrate intraband saturable absorption of extended
graphene, we plot in Fig. 2 the intraband current den-
sity calculated from Eq. (10) for several values of the
incident light intensity I0 = 20c|E0|2, where 0 is the
vacuum permittivity. Notice that, when I0 ∼ I intraS ,
where I intraS = (1/2)0c|ES|2 is the saturation intensity
(e.g., I intraS ' 196 GW/cm2 at λ = 1550 nm), the cur-
rent density also saturates, acquiring a square-like-wave
temporal profile. This can be verified analytically upon
examination of the E0 → ∞ limit of Eq. (10), which
yields the maximum achievable surface current density
in doped graphene,
Jmax(t) = −eNvF sign[a(t)]xˆ, (12)
where N = p2F/pi~2 is the density of doping electrons.
Then, as a consequence of current saturation, intraband
absorption also saturates. We describe this effect quan-
titatively by defining an intraband absorption coefficient
as the ratio of the time average of the absorbed power,
which is simply evaluated over a single optical cycle, to
the incident-light intensity,
αintra ≡
∫ +pi/ω
−pi/ω Jintra(t) ·E(t)dt
(2pi/ω)I0
. (13)
This quantity reaches its maximum value αmax =
4EF/[137~τ(ω2 + τ−2)] at low intensities and zero tem-
perature. In contrast, it vanishes as αintra ' 1/
√
I0 in the
limit of large incident intensity I0. We further examine
the I0 dependence of αintra(I0) for several Fermi ener-
gies [Fig. 3(a)] and electron temperatures [Fig. 3(b)] by
numerically solving Eqs. (7) and (13). A strong depen-
dence on Fermi energy is observed, as well as large ther-
mal modulation at high electron temperatures exceeding
T ∼ 5000 K. We find that the depth of thermal modula-
tion in the intraband absorption is roughly proportional
to the Fermi energy and vanishes in undoped graphene.
Typical intensities at which the intraband absorption sat-
urates are of the order 100 − 1000 GW/cm2, depending
on the doping level. Note that the intraband saturation
intensity I intraS scales as the inverse square of the optical
wavelength (I intraS ∝ λ−2), thus changing by few orders
of magnitude within the optical and near-infrared spec-
trum.
5IV. INTERBAND SATURABLE ABSORPTION
We now turn our attention to the effect of interband
transitions on saturable absorption, neglecting intraband
dynamics. This contribution becomes dominant for pho-
ton energies ~ω > 2EF (see below). Interestingly, while
the optical momentum eA(t) was found in Sec. III to
produce sizable corrections to the intraband dynamics,
it does not affect interband dynamics significantly near
its resonant contribution at p = ~ω/(2vF), where the
optical momentum is negligible [i.e., p  eA(t)]. We
consequently neglect A(t), so that Eqs. (4) reduce to
Γ˙p = −
(
1
τ
+ 2iω0
)
Γp − ie
p
Re
{
E0e
−iωt} sinφ np,
(14a)
n˙p = −1
τ
[np −N ] + 4e
p
Re
{
E0e
−iωt} sinφ Im{Γp},
(14b)
where Γp(t) = ρp(t)e
−2iω0t, ω0 = vFp/~, and we have
introduced a phenomenological relaxation time τ that en-
compasses the effect of numerous ultrafast decay chan-
nels for out-of-equilibrium electrons into hot carriers and
phonons [44–46]. We assume for simplicity a single ef-
fective relaxation time τ , even though polarization de-
phasing and electron-hole recombination can take place
over different time scales and their actual temporal de-
pendences remain uncertain. Additionally, we use the
same symbol τ for this quantity as in the intraband con-
tribution (Sec. III), although we remark that the relative
importance of different channels can differ substantially
in both cases. Interestingly, Eqs. (14) coincide with the
traditional Bloch equations for graphene and other two-
band systems [49, 50], which are routinely used to de-
scribe saturable absorption and other two-band effects,
such as for example self-induced transparency [51–53].
To describe interband saturable absorption, we adopt the
steady-state Ansatz
Γp(t) = Γ
+
p e
iωt + Γ−p e
−iωt,
np(t) = n
(0)
p + Re
{
n(2)p e
−2iωt
}
.
Using these expressions and neglecting third-harmonic
terms, Eqs. (14) lead to
n(0)p = N + 4ξ Im
{
1− iωτ
1− iω+τ Γ
−
p
}
, (16a)
n(2)p =
−4iξ(1− iωτ)Γ−p
(1− 2iωτ)(1− iω+τ) , (16b)
Γ+p = −
1 + iω−τ
1 + iω+τ
Γ−p
∗
, (16c)
Γ−p =
(−iξ/2)
1− iω−τ
(
n(0)p +
1
2
n(2)p
)
, (16d)
where ξ = (eτE0/p) sinφ and ω± = ω ± 2ω0. While
an analytical solution to Eqs. (16) is readily obtained,
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FIG. 4: (Color online) (a) Out-of-equilibrium carrier occu-
pation distribution fc(p) in 2D p space at T = 300 K for
a chemical potential µ = 0.2 eV. The electron momentum
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tensity and wavelength are I0 = 10 GW/cm
2 and λ = 1550 nm
in both plots. We assume a phenomenological relaxation time
τ = 22 fs.
we omit the resulting expressions, which are rather in-
volved and do not provide much physical insight. The
interband current density Jinter(t) is then obtained from
this solution and Eq. (6) through the expression
Jinter(t) = −2evF
pi2~2
× (17)
× Re
{
ie−iωt
∫
sinφ
[
Γ−p − Γ+∗p
]
d2p
}
xˆ.
We finally solve the 2D integral in p space numerically.
Because we neglect third-harmonic terms, Γp oscillates
in time around zero with the same angular frequency
ω as the external field, while np oscillates with angular
frequency 2ω around the steady-state out-of-equilibrium
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τ = 22 fs in all plots.
population difference n
(0)
p . Consequently, our approach
enables the explicit calculation of the out-of-equilibrium
occupation distribution of optically induced free-carriers
fc(p) = [F(p) +F(−p) +n(0)p ]/2 [see Figs. 4(a,b), where
we plot fc(p) for several chemical potentials µ at fixed
incident light intensity I0 = 10 GW/cm
2 and wavelength
λ = 1550 nm].
The p-space steady-state carrier occupation fc(p) is
characterized by two lobes along the yˆ axis, peaked at
(px, py) = (0,±~ω/2vF) and surrounding the thermal
Fermi-Dirac distribution of electrically doped electrons
[see Fig. 4(a)]. When ~ω < 2µ/~, the distribution fc(p)
stays thermalized, as interband absorption is inhibited
by the Pauli exclusion principle. In particular, after ir-
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FIG. 6: (Color online) Dependence of the interband absorp-
tion coefficient αinter of undoped graphene on incident light
intensity I0 and inelastic relaxation time τ at zero tempera-
ture. The white dashed curve represents the saturation inten-
sity I interS (τ) for which αinter(I
inter
S ) = αinter(0)/2.
radiation by an ultrashort optical pulse, fc(p) quickly
evolves within a time of ∼ τ = 22 fs to a different ther-
mal distribution corresponding to an increased electron
temperature [50]. Eventually, it relaxes to the original
unperturbed distribution F(p) within a time scale ∼ 1 ps
due to electron-phonon scattering [44–46].
As a consequence of the optically induced out-of-
equilibrium occupation fc(p) in the upper band, inter-
band absorption also saturates. In simple terms, at
high intensities the electron-hole recombinations pro-
duced by inelastic collisions balance the light-driven in-
terband transitions, thus leading to absorption quench-
ing. Similar to Sec. III, we attempt to quantitatively de-
scribe this effect by defining an interband absorption co-
efficient as the ratio of the time-averaged absorbed power
over an optical cycle to the impinging intensity,
αinter ≡
∫ +pi/ω
−pi/ω Jinter(t) ·E(t)dt
(2pi/ω)I0
. (18)
We calculate the intensity-dependent interband absorp-
tion coefficient αinter(I0) for several Fermi energies [Fig.
5(a)] and electron temperatures [Fig. 5(b)] by numeri-
cally solving Eqs. (17) and (18). For low intensities and
zero temperature, we reproduce the universal absorption
law of undoped graphene, αinter ≈ piα [39, 40], where
α ≈ 1/137 is the fine-structure constant. This result re-
flects a dispersionless linear conductivity σ0 = e
2/4~. In
contrast, the interband absorption vanishes as αinter '
1/
√
I0 in the limit of large incident intensities I0. This
high-intensity behavior is similar to intraband absorption
(see Sec. III). We also observe a strong dependence of
αinter(I0) on the Fermi energy, as well as a large thermal
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FIG. 7: (Color online) Predicted interband saturation inten-
sity I interS (left scale) as a function of optical wavelength λ
(horizontal axis) and relaxation time τ (color scale) at zero
temperature. Available experimental results for the satura-
tion intensity are indicated by symbols [10–18] (see legend).
modulation at high electron temperatures T ' 2000 K.
It should be noted that the modulation depth is much
higher for interband than for intraband absorption, and
additionally, it can be efficiently controlled by changing
the Fermi energy.
The light intensity required to achieve saturated ab-
sorption can be affected by the actual value of the inelas-
tic collision time. For large τ , optically pumped electrons
are expected to produce Pauli blocking during a longer
time, therefore reducing the interband saturation inten-
sity I interS . A plot of αinter as a function of I0 and τ
[Fig. 6(a), calculated for λ = 1550 nm] confirms this in-
tuition and further reveals that I interS varies over a wide
range (1− 100 MW/cm2) when τ evolves within a range
compatible with reported measurements of the electron
inelastic lifetime in graphene samples of different qual-
ities. But more importantly, the actual values of I interS
are much smaller than the characteristic intraband satu-
ration intensities I intraS derived in Sec. III. The interband
saturation intensity I interS heavily depends on the optical
wavelength λ [see Fig. 7, where we plot I interS (λ) for sev-
eral relaxation times τ ], varying by several orders of mag-
nitude within the optical and near-infrared spectrum.
V. FINITE-SIZE AND ATOMISTIC EFFECTS
Although we have provided a comprehensive theory
of saturable absorption in extended graphene, practi-
cal devices operating on this principle must be finite
in size. This modifies the electronic structure of the
material and thus its optical response. While this ef-
fect is only expected to play a significant role in struc-
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FIG. 8: (Color online) Comparison between numerical atom-
istic simulations (full α, solid curves and symbols) and the
analytical MDF model for the interband absorption coeffi-
cient (αinter, dashed curves) as a function of incident light
intensity I0 for a wavelength of 1550 nm and several Fermi
energies EF at zero temperature.
tures with dimensions less than a few tens of nanome-
ters [54], we contrast next the above theoretical descrip-
tion for extended graphene with results obtained from
an atomistic approach for finite structures. Specifically,
following the methods of Refs. [33, 55], we simulate the
intensity-dependent optical response of one-dimensional
graphene nanoribbons by numerically solving the single-
particle density matrix equation of motion in the time do-
main, using a tight-binding Hamiltonian for the pi-band
electronic structure along with a self-consistent electron-
electron (Hartree) interaction potential (see Appendix B
for further details).
Remarkably, for a nanoribbon of only ∼ 20 nm
width, we find the atomistic simulations of the intensity-
dependent absorbed power under cw illumination to be in
excellent quantitative agreement with that for extended
graphene based on the MDF picture (see Fig. 8, where we
compare results from the two methods for several Fermi
energies at an excitation wavelength of 1550 nm). Despite
this agreement on the saturation intensity, the unsatu-
rated absorption coefficients in the weak intensity limit
differ slightly, presumably due to finite-size effects that
are captured in the atomistic approach but inherently
absent in the MDF picture.
Interestingly, for a Fermi energy of 0.5 eV, the atom-
istic approach predicts an intensity-dependent increase
in absorption rather than saturation. This discrepancy
could originate in two-photon absorption processes: al-
though one-photon absorption (for which the analytical
derivation of the previous section is valid) is quenched
at λ = 1.55µm and EF = 0.5 eV, two-photon absorption
leads to an increase in absorption at very high inten-
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FIG. 9: (Color online) Results from atomistic simulations of
graphene ribbons depicting the dependence of the absorption
coefficient α either (a) on ribbon width W for two values of
EF and (b) on impinging light intensity I0 for a fixed Fermi
energy EF = 0.2 eV and several values of W . The dashed line
in (a) indicates the universal absorption limit α ≈ pi/137.
sities. A detailed description of two-photon absorption
goes however beyond the scope of the present discussion.
Figure 9 depicts the results of atomistic simulations
for the dependence of the absorption coefficient α on the
ribbon width W and the impinging light intensity I0,
which are shown to converge for widths of a few tens of
nanometers. This corroborates that finite-size effects can
be indeed neglected for larger graphene structures (i.e.,
flakes of 10’s nm in size).
VI. COMPARISON WITH EXPERIMENTS
We are now ready to compare our theoretical results
with experimental data available in the literature. Most
experimental studies exploit graphene as a saturable ab-
( )2MW cmI0
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3
=688fsτ
=61fsτ
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FIG. 10: (Color online) Comparison of theory (curves) and
experiments (symbols) for the intensity-dependent absorp-
tion coefficient αinter(I0) at two different optical wavelengths:
λ = 800 nm (red curves and symbols) and λ = 1550 nm (blue
curves and symbols). Experimental results are taken from
Refs. [16] (rombic markers) and [18] (circle markers).
sorber for PML applications, and thus focus on undoped
or poorly doped samples, for which only interband ab-
sorption becomes relevant. Surprisingly, we find enor-
mous variations in reported measurements, even for ex-
periments conducted with the same light wavelength, so
we attribute this dispersion in observed results to the
different qualities of the graphene samples and experi-
mental conditions. This intuition is supported by the
calculations presented in Fig. 7 (see above), in which the
saturation intensity for SA is shown to be highly depen-
dent on the intrinsic relaxation time τ , which is directly
affected by the graphene sample quality. In contrast,
the saturation intensity is less sensitive to doping (for
EF < 2~ω), although these parameters have a consider-
able effect on the modulation depth.
In Fig. 7 we compare the calculated saturation inten-
sity (color plot) to experimental measurements (symbols)
for several optical wavelengths and relaxation times,
while in Fig. 10 we contrast the predicted intensity-
dependent absorption coefficient (curves) with experi-
mental data (symbols). We find good agreement with
several experimental results [11, 13, 16, 18] by assuming
reasonable values for the relaxation times, ranging from
50 fs to 700 fs, while other experiments [12, 14, 15, 17, 20]
can only be reproduced either with extremely low relax-
ation times < 50 fs, presumably corresponding to low-
quality samples, or with extremely high relaxation times
> 1 ps. We also note that a non-vanishing background
absorption, which does not saturate within the consid-
ered range of illumination intensities, is usually present
in the aforementioned experimental results [see Fig. 10].
9This effect appears to be dependent on the number of
graphene layers [11] and is found to vanish for pristine
single-layer extended graphene [16].
VII. CONCLUDING REMARKS
In summary, we have developed a non-perturbative de-
scription of both intraband and interband contributions
to saturable absorption in extended graphene by model-
ing conduction electrons as 2D massless Dirac fermions
coupled to an external optical field. The Dirac equa-
tion describing the time evolution of these electrons is
recast in the form of generalized Bloch equations, which
we solve analytically. Remarkably, the interband contri-
bution presents saturation at unusually low light inten-
sities when compared with other materials, or with the
intraband saturation. Additionally, we find a significant
dependence of these effects on Fermi energy, providing
an active mechanism of control over saturable absorp-
tion in the carbon layer via electrical doping modula-
tion. In contrast, the electron temperature T does not
play a relevant role, unless kBT exceeds the Fermi en-
ergy or the incident photon energy. Nonetheless, T can
reach that regime under intense optical pumping, and
therefore, this is an effect that must be considered when
illuminating with long, intense light pulses.
We attribute the strong saturable absorption in
graphene to its peculiar electronic band structure, and
in particular, to the combination of its linear disper-
sion relation and the vanishing of the density of states
at the Dirac point. Consequently, both doping and op-
tical transitions in the presence of strong optical fields
produce large modifications in the populations of elec-
tronic states, thus resulting in substantial variations in
momentum and producing radical changes in the conduc-
tivity. We therefore expect a similarly low threshold for
saturable absorption in other nanoscale materials that
present Dirac cones or other exotic electronic structures
characterized by a low density of electronic states at the
Fermi level. Band-structure engineering is then a direc-
tion to explore in nanographenes, fullerenes, and carbon
nanotubes, as well as in other van der Waals atomic-layer
materials and its derivatives.
Interband absorption dominates under the conditions
explored in currently available experiments, which are in
good agreement with our analytical theory. In contrast,
intraband saturation absorption is not widely studied in
the literature, and we predict it to emerge only at very
high light intensities ∼ 100 − 1000 GW/cm2, depending
on the doping level. However, the intraband saturation
intensity scales as the inverse square of the optical wave-
length, and thus should become important at Terahertz
frequencies, particularly if it is enhanced by localized
graphene plasmons in nano-islands/ribbons [56].
Indeed, while we find good agreement with an atom-
istic description of saturable absorption, including finite-
size effects under nonresonant conditions, we anticipate
that in general the enhanced near-fields associated with
localized plasmons in graphene nanostructures should
contribute significantly to reduce the saturation inten-
sity and enlarge the modulation depth of SA. A detailed
study of plasmon-enhanced SA is still needed to explore
how far down the saturation intensity can be pushed.
Overall, the extraordinarily low intensity threshold for
saturable absorption in graphene, combined with its elec-
trical tunability, offers great potential for photonic appli-
cations such as mode-locking in graphene-clad fibre lasers
and graphene-based random lasers.
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Appendix A: Derivation of Eq. (10)
Here, we provide further details on the derivation of
the intraband current [Eq. (10)]. At zero temperature
the chemical potential coincides with the Fermi energy
(µ = EF) and N (p) = −Θ(pF − p) (we assume doping
with holes). Inserting this and the expression given in
the main text for cos θp into Eq. (7), we find
Jintra(t) = − evF
pi2~2
xˆ
∫
Θ(p− pF) cos θp(t)d2p (A1)
= − evF
pi2~2
xˆ
∫ pF
−pF
dpy
∫ √p2F−p2y
−
√
p2F−p2y
dpx
px + ea(t)√
[px + ea(t)]2 + p2y
.
Now, we perform the px integral analytically and define
f(t) = 2ea(t)pF/{p2F + [ea(t)]2} to obtain Eq. (10). Fi-
nally, the φ integral in Eq. (10) gives rise to the analytical
expression
Jintra(t) = xˆ
−2eE2F
pi2~2vF
√
1 + [ea(t)/pF]2 I[f(t)], (A2)
where
I = 2
3f
{
f2 − 1√
1 + f
[
F
(
pi
4
∣∣∣∣ 2ff + 1
)
−F
(
0
∣∣∣∣ 2ff + 1
)]
+
f2 − 1√
1− f
[
F
(
pi
4
∣∣∣∣ 2ff − 1
)
−F
(
0
∣∣∣∣ 2ff − 1
)]
+
√
1 + f
[
E
(
pi
4
∣∣∣∣ 2ff + 1
)
− E
(
0
∣∣∣∣ 2ff + 1
)]
+
√
1− f
[
E
(
pi
4
∣∣∣∣ 2ff − 1
)
− E
(
0
∣∣∣∣ 2ff − 1
)]}
(A3)
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and
F(φ|m) =
∫ φ
0
1√
1−m sin2 θ
dθ, (A4)
E(φ|m) =
∫ φ
0
√
1−m sin2 θ dθ (A5)
are the generalized Jacobi elliptic functions of first and
second kind [47].
Appendix B: Atomistic quantum-mechanical
simulations
We consider a graphene ribbon containing N → ∞
unit cells with period b along its direction of translational
symmetry. Following a previously reported procedure
[33, 54, 55], we construct the corresponding one-electron
wave functions from a tight-binding Hamiltonian HTB
(assuming a nearest-neighbor hopping energy of 2.8 eV)
as |j, k〉 = ∑l,m ajl,keikmb |l,m〉 /√N , where j denotes
the band index, k is the in-plane Bloch wave vector along
the ribbon, |l,m〉 is the 2p carbon orbital at site Rl in
unit cell m, and ajl,k are complex expansion coefficients.
The optical response is simulated via direct numerical
integration of the single-electron density matrix equation
of motion,
∂ρ
∂t
= − i
~
[HTB − eφ, ρ]− 1
2τ
(
ρ− ρ0) , (B1)
where φ = −Rl ·E(t)− 2e
∑
l′,m′ vll′,mm′ρl′l′,m′m′ is the
self-consistent electric potential, with vll′,mm′ denoting
the Coulomb interaction between atom l in unit cell m
and atom l′ in unit cell m′. Relaxation in Eq. (B1)
brings us back to the equilibrium density matrix ρ0 at
a rate τ−1. In the state representation, the relaxed ma-
trix elements ρ0jj′,kk′ = fj,kδjj′δkk′ are constructed by
populating electron states according to the Fermi-Dirac
distribution (see occupation numbers fj,k). Here we con-
sider light impinging along the graphene plane normal,
with polarization E0 directed across the ribbon [i.e., the
incident light field is E(t) = Re {E0 exp(−iωt)}]. Upon
integration of Eq. (B1), the time-dependent elements ρll
yield the induced dipole moment per unit length of the
nanoribbon
p(t) = −2e
∑
l
Rl ·E0
∫ pi/b
−pi/b
dk
2pi
(
ρll,kk − ρ0ll,kk
)
. (B2)
The absorption coefficient is then calculated from the
optical cross-section normalized to the ribbon area,
α = 4piωIm{p(ω)}/c|E0|2W , where W is the nanorib-
bon width and p(ω) = (ω/2pi)
∫ tf
tf−2pi/ω dt p(t)e
iωt is the
Fourier transform of p(t) over a single optical cycle of the
incident cw field.
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