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Abstract
Formulas for the expected ruin time and the individual ruin probabilities are found for the
asymmetric n-player gambler’s ruin problem with equal initial fortunes of n+ r dollars, for r a fixed
non-negative integer, and n  max(r,2); these are evaluated in several cases. Asymptotic results
are obtained for the expected time to ruin for the asymmetric game, and for the individual ruin
probabilities for the symmetric game. We also prove that the ruin time and which player is ruined are
dependent events in the case where the players each start with n + 2 dollars and n 3. This differs
from the asymmetric 2-player game with equal initial fortunes, as well as from the n-player game
with n 3 and equal initial fortunes less than or equal to n+1 dollars, in which the analogous events
have been shown to be independent.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the following extension of the classical 2-player gambler’s ruin problem to
n players with initial fortunes c1, c2, . . . , cn, respectively. In each round, one player, say
player i , is randomly chosen to be the “winner” with probability pi , i = 1, . . . , n, where
p1 +· · ·+pn = 1. When p1 = · · · = pn = 1/n, the game is said to be symmetric; otherwise
it is asymmetric. The “winning” player of the round is paid one dollar by each of the other
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A.L. Rocha, F. Stern / Advances in Applied Mathematics 33 (2004) 512–530 513“losing” players, for a total gain of n − 1 dollars for the round. Player i thus loses one
dollar for the round with probability 1 − pi , i = 1, . . . , n. Play continues until the first
time T when one or more of the players is ruined—the so-called ruin time. Of interest
is the expected time until ruin, E(T ), and the individual probabilities of ruin at time T ,
expressed in terms of c1, c2, . . . , cn and p1, . . . , pn.
It is well known that for the symmetric 2-player game
E(T ) = c1c2, (1)
and for the asymmetric 2-player game with p1 = p2,
E(T ) =
(
1
p1 − p2
)(
c2 − (c1 + c2)
(
1 − (p1/p2)c2
1 − (p1/p2)c1+c2
))
. (2)
(See, for example, [4, pp. 263 and 326].)
For the symmetric 3-player game, Sandell [9] introduced an appropriate martingale and
used the Optional Stopping Theorem to prove that
E(T ) = c1c2c3
c1 + c2 + c3 − 2 . (3)
Sandell did not consider the game with asymmetric play; moreover, the martingale he
introduced for the symmetric game is not helpful in this case. To date, no corresponding
formula for E(T ) for the asymmetric game with arbitrary c1, c2, and c3 has been found.
By generalizing the martingale introduced by Sandell to n players and using the
Optional Stopping Theorem, Chang [1] and Cho [2], derived formulas for E(T ) for the
symmetric game with n = 4 and n  3 players, respectively. However, their formulas
were not in a simple closed-form and, to be evaluated, required the calculation of
the probabilities of the various possible ruin states at time T , divided into appropriate
symmetry classes. Chang and Cho used their formulas to calculate E(T ) for several cases
of equal initial fortunes for symmetric games with four and five players, respectively.
The n-player game with asymmetric play for n  3 was first examined in Rocha and
Stern [6]. There we proved that for the game with equal initial fortunes of d dollars, for
0 d  n + 1, and with α ≡ n!p1p2 · · ·pn,
E(T ) = n
1 − α , when d = n, (4)
E(T ) = 1 + n
1 − α(n + 1)/2 , when d = n + 1, (5)
and trivially that
E(T ) = d, for 0 d  n − 1. (6)
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the game with two players,
P(player 1 is ruined) = c2
c1 + c2 (7)
when the game is symmetric, and
P(player 1 is ruined) = 1 − (p2/p1)
c2
(p1/p2)c1 − (p2/p1)c2 (8)
when the game is asymmetric (p1 = p2). Corresponding formulas hold for player 2.
(See, for example, [4, pp. 263–264].) The problem of finding the ruin probabilities was
not considered by [1,2], or [9]. Based on the simplicity of (7), (8), and (3), one might
expect simple formulas for these probabilities, at least for the symmetric 3-player game,
but thus far, no general formulas have been found. Ferguson [3] has investigated the ruin
probabilities for a 3-player gambler’s ruin problem modeled as Brownian motion in the
plane x + y + z = constant, but does not investigate the discrete game considered here.
In [6], under the same assumptions leading to (4), (5), and (6) above—namely, that of
the asymmetric n-player game with equal initial fortunes of d dollars, 0  d  n + 1—it
was shown that
P(player i is ruined) = (1 − pi)n/(1 − α), for d = n, (9)
P(player i is ruined) = (1 − pi)n+1/
(
1 − α(n + 1)/2), for d = n + 1, (10)
P(player i is ruined) = (1 − pi)d , for 0 d  n − 1, (11)
where α ≡ n!p1p2 · · ·pn.
Recently, Kmet and Petkovšek [5] considered a different extension of the 2-player sym-
metric gambler’s ruin problem to several dimensions. Although also multi-dimensional,
their game is not equivalent to ours. In their version, two players each have varying amounts
of d different currencies. At each play, one of the d currencies is randomly chosen to be in
play, with each currency equally likely to be chosen. A fair coin is then tossed to determine
which of the two players is the winner for a single play of the game involving that cur-
rency. The game they consider is thus equivalent to randomly selecting one of d different
symmetric 2-player gambler’s ruin problems at each play, with ruin defined to occur the
first time it occurs in any one of the d individual games. They give explicit solutions to
the game they consider and also determine the asymptotic mean time to ruin when the two
players start with equal amounts of each currency.
In this paper, we consider the asymmetric n-player gambler’s ruin problem with equal
initial fortunes of n+ r dollars for r fixed, r = 0,1,2, . . . , and nmax(r,2). In Section 2
we derive formulas for E(T ) and, in Section 3, for the individual probabilities of ruin.
These formulas are contained in our Theorems 2 and 3, respectively. The results we obtain
include those of [6] as special cases.
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and [2, Eq. (2.9)], respectively, for the probabilities of various classes of ruin states,
their matrix A is the transition matrix of a certain Markov chain, whereas our matrix A
corresponds to the recursion equations derived in our Theorem 1. The matrices are not
equivalent. Furthermore, there is no immediate analogue to their formulas [1, (3)] and
[2, (3.1)], respectively, for E(T ), as the martingales used to derive them are not martingales
in the case of asymmetric play, and so their formulas are not valid for the asymmetric game
which we consider.
In Section 4 we obtain asymptotic results as the number of players n goes to infinity for
r = 0,1,2, . . . , held fixed. In particular, we prove that for the symmetric or asymmetric
game,
lim
n→∞
(
E(T ) − (n + r))= 0, (12)
regardless of how the probabilities pi behave as n → ∞. For the symmetric game we prove
that for arbitrary k and players i1, . . . , ik fixed,
lim
n→∞P(players i1, i2, . . . , ik are ruined at time T ) = e
−k. (13)
Finally, in Section 5 we address the question of the independence of the ruin time and
which player is ruined. In [6], we showed that the time of ruin and which player (or players)
is (are) ruined are independent events for asymmetric n-player games with equal initial
fortunes of d dollars for 0 d  n+1, when n 3. This generalized the established result
that the ruin time and which player is ruined are independent for the asymmetric 2-player
game with equal initial fortunes. (See [8,10] and [11].) Here, using our formulas with r = 2
and n = 3, we exhibit an explicit counterexample in the case when d = n + 2, thereby
proving that independence does not hold generally as we had previously conjectured.
2. The expected time until ruin
Let r be a fixed non-negative integer. For n  max(r,2), we consider the general
asymmetric n-player game with equal initial fortunes of n + r dollars. Denote the state
of the players’ fortunes after t rounds, t = 0,1,2, . . . , by the random vector Zt =
(Z1(t),Z2(t), . . . ,Zn(t)), where the random variable Zi(t) is the fortune of player i after
t rounds, i = 1,2, . . . , n. The game we consider thus has Z0 = (n + r, n + r, . . . , n + r).
Let T denote the ruin time, the first time at which one or more players is ruined. Clearly,
no player is ruined before time n+ r , so T  n+ r . We now show that ruin can only occur
at times kn + r , k = 1,2,3, . . . .
Let U denote the collection of states reachable after the first r rounds of play from the
initial state of fortunes Z0 = (n+ r, . . . , n+ r). Any player who has won y of the r rounds
and has lost r − y of the rounds will have (y + 1)n dollars, y = 0,1,2, . . . , r . The set of
all such states thus has the form
516 A.L. Rocha, F. Stern / Advances in Applied Mathematics 33 (2004) 512–530U =
{
(nx1, nx2, . . . , nxn)
∣∣∣xi ∈ {1,2, . . . , r + 1}, i = 1,2, . . . , n; n∑
i=1
xi = n + r
}
, (14)
where the condition
∑n
i=1 xi = n + r holds since the total fortune of the n players is
constant equal to n(n + r) dollars. In particular, P(Zr ∈ U) = 1.
Now, starting from any state in U , since each of the n players has at least n dollars, ruin
cannot occur before another n rounds. Moreover, if ruin does not occur at the end of the
next n rounds, it is easy to show that the state of the players’ fortunes must again belong
to the set of states U . It follows that ruin can only occur at times kn+ r , k = 1,2,3, . . . , as
claimed, and furthermore, that {T > kn + r} = {Zkn+r ∈ U}, k = 0,1,2, . . . . That is, ruin
occurs after time t = kn + r if and only if the state of the game at time kn + r is identical
to one of those reached at the end of the first r rounds.
Denote by Uρ the set of all ruin states reachable after n rounds of play from at least one
of the states in U . It is straightforward to show that
Uρ =
{
(nx1, nx2, . . . , nxn)
∣∣∣ xi ∈ {0,1,2, . . . , n + r} and at least
one xi = 0, i = 1,2, . . . , n; and
n∑
i=1
xi = n + r
}
. (15)
After r rounds we thus have Zr ∈ U and after kn + r rounds, k = 1,2,3, . . . , Zkn+r ∈
U ∪ Uρ .
Remark 1. Note that for the gambler’s ruin problem with three or more players, it is
possible for more than one player to be ruined simultaneously at the first ruin time T .
We now partition the set U into equivalence classes of states where a class Uj is defined
as the set of all states which differ only through a permutation of the players’ fortunes. Let
v denote the total number of such equivalence classes. Then U = U1 ∪ U2 ∪ · · · ∪ Uv ,
where Uj ∩ Ul = ∅, for j = l; j, l = 1,2, . . . , v.
Let mj ≡ |Uj |, and denote the entries of Uj by u(j)l , l = 1,2, . . . ,mj . It follows from
(14) that for each j there exist integers j1, j2, . . . , jn with r  j1  j2  · · ·  jn  0
and
∑n
i=1 ji = r , such that n((j1, j2, . . . , jn) + (1,1, . . . ,1)) ∈ Uj . (Here we have used
the notation for ordinary vector addition and multiplication by a scalar.) Without loss of
generality, let u(j)1 denote this canonical element of Uj . Then, by definition of Uj , it follows
that for all other u(j)l ∈ Uj , l = 2, . . . ,mj ,
u
(j)
l = n
(
(l1, l2, . . . , ln) + (1,1, . . . ,1)
)
= n((π(j1),π(j2), . . . , π(jn))+ (1,1, . . . ,1)), (16)
where (l1, l2, . . . , ln) = (π(j1),π(j2), . . . , π(jn)) for some permutation π of (j1, j2,
. . . , jn). From these facts, the number of equivalence classes v is easily seen to equal
the partition number of r .
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Lemma 1. For j = 1, . . . , v, and for all u(j)l = n((l1, l2, . . . , ln) + (1,1, . . . ,1)) ∈ Uj ,
l = 1,2, . . . ,mj ,
P
(
Zr = u(j)l
)= ( r
l1, . . . , ln
)
p
l1
1 p
l2
2 · · ·plnn . (17)
Additionally, for k = 1,2,3, . . . , and for all u(t)s = n((s1, s2, . . . , sn) + (1,1, . . . ,1)) ∈
Ut , s = 1,2, . . . ,mt , t = 1,2, . . . , v, we have
P
(
Zkn+r = u(j)l | Z(k−1)n+r = u(t)s
)
=
(
n
1 + l1 − s1, . . . ,1 + ln − sn
)
p
1+l1−s1
1 p
1+l2−s2
2 · · ·p1+ln−snn , (18)
with the usual convention that the multinomial coefficient ( n1+l1−s1,...,1+ln−sn) ≡ 0 if
1 + li − si < 0 for some i,1 i  n.
We will now use induction to prove the following theorem.
Theorem 1. For k = 0,1,2, . . . , j = 1,2, . . . , v, and for all u(j)l ∈ Uj , l = 1,2, . . . ,mj ,
we have
P
(
Zkn+r = u(j)l
)= c(j)k αkP (Zr = u(j)l ), (19)
where α ≡ n!p1p2 · · ·pn and where the coefficients c(j)k depend only on k and j . Moreover,
the c(j)k satisfy the recursion equations given by
c
(j)
k =
v∑
t=1
ajt c
(t)
k−1, k = 1,2,3, . . . , (20)
with initial condition
c
(j)
0 = 1, j = 1,2, . . . , v, (21)
where
ajt ≡
((
r
s1, . . . , sn
)/(
n!
(
r
j1, . . . , jn
)))
×
∑
all permutations π
(
n
1 + j1 − π(s1), . . . ,1 + jn − π(sn)
)
, (22)of (s1,...,sn)
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and u(t)1 = n((s1, s2, . . . , sn) + (1,1, . . . ,1)) are the canonical representations for Uj and
Ut , respectively.
Remark 2. Note that α ≡ n!p1p2 · · ·pn is the probability that every player wins exactly
once in n rounds.
Proof. The proof is by induction on k.
Using the initial condition (21), we see that Eq. (19) clearly holds for k = 0, which
establishes the base case. Thus, assume that (19) holds for k − 1 for some k  1. We will
show that (19) must then hold for k.
Fix j , 1  j  v, and take u(j)l ∈ Uj . Let integers l1, l2, . . . , ln be such that u(j)l =
n((l1, l2, . . . , ln) + (1,1, . . . ,1)), where 0 li  r , i = 1,2, . . . , n, and∑ni=1 li = r . From
the law of total probability we have
P
(
Zkn+r = u(j)l
)= v∑
t=1
mt∑
s=1
P
(
Zkn+r = u(j)l | Z(k−1)n+r = u(t)s
)
P
(
Z(k−1)n+r = u(t)s
)
=
v∑
t=1
mt∑
s=1
P
(
Zkn+r = u(j)l | Z(k−1)n+r = u(t)s
)
c
(t)
k−1α
k−1P
(
Zr = u(t)s
)
.
(by the induction assumption) (23)
But now by (16), for each t = 1,2, . . . , v, each u(t)s ∈ Ut is given by u(t)s = n((π(s1),π(s2),
. . . , π(sn)) + (1,1, . . . ,1)) for some permutation π of (s1, s2, . . . , sn) corresponding to
u
(t)
1 = n((s1, s2, . . . , sn) + (1,1, . . . ,1)), the canonical representation of Ut . Using (17)
and (18) of Lemma 1, (23) thus becomes
P
(
Zkn+r = u(j)l
)
= αk−1
v∑
t=1
c
(t)
k−1
∑
all permutations π
of (s1,...,sn)
((
n
1 + l1 − π(s1), . . . ,1 + ln − π(sn)
)
× p1+l1−π(s1)1 · · ·p1+ln−π(sn)n
(
r
π(s1), . . . , π(sn)
)
p
π(s1)
1 · · ·pπ(sn)n
)
= αk−1p1+l11 · · ·p1+lnn
v∑
t=1
c
(t)
k−1
×
( ∑
all permutations π
of (s1,...,sn)
(
n
1 + l1 − π(s1), . . . ,1 + ln − π(sn)
)(
r
π(s1), . . . , π(sn)
))
.
(24)
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(
r
π(s1),...,π(sn)
)= ( r
s1,...,sn
)
is constant for fixed t , since the multinomial coefficient
is constant under permutations π of (s1, . . . , sn), and thus can be factored out of the inner
sum in (24). Again using (17) and the definition of α, (24) becomes
P
(
Zkn+r = u(j)l
)= αkP (Zr = u(j)l )
v∑
t=1
(
c
(t)
k−1
((
r
s1, . . . , sn
)/(
n!
(
r
l1, . . . , ln
)))
×
∑
all permutations π
of (s1,...,sn)
(
n
1 + l1 − π(s1), . . . ,1 + ln − π(sn)
))
. (25)
Similarly, since the inner sum in (25) ranges over all permutations of (s1, . . . , sn), the
sum does not change under permutations of (l1, . . . , ln). It follows that (25) is unchanged
if (l1, . . . , ln) is replaced by the permutation (j1, . . . , jn) corresponding to the canonical
representation u(j)1 ∈ Uj . In particular, the right-hand side of (22) depends only on j and t .
Denoting this quantity by ajt as in (22), substitution into Eq. (25) yields
P
(
Zkn+r = u(j)l
)= αkP (Zr = u(j)l )
v∑
t=1
ajt c
(t)
k−1. (26)
In particular, defining c(j)k by (20) with ajt given by (22), we have shown that
P
(
Zkn+r = u(j)l
)= c(j)k αkP (Zr = u(j)l ).
Since we have shown that (19) holds for k, the proof is complete. 
The following corollary is immediate, using the fact that P(T > kn + r) = P(Zkn+r ∈
U1 ∪ U2 ∪ · · · ∪ Uv).
Corollary. For k = 0,1,2, . . . ,
P(Zkn+r ∈ Uj ) = c(j)k αkP (Zr ∈ Uj ), forj = 1,2, . . . , v, (27)
and
P(T > kn + r) = αk
v∑
j=1
c
(j)
k P (Zr ∈ Uj ). (28)
We are now able to prove our main result, namely the derivation of a formula for E(T ).
Since ruin can only occur at times kn + r , k = 1,2, . . . , it follows from (28), after
interchanging the order of summation, that
E(T ) = r + n
∞∑
P(T > kn + r) = r + n
v∑
P(Zr ∈ Uj )
∞∑
c
(j)
k α
k. (29)
k=0 j=1 k=0
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p = (P1, . . . ,Pv), where Pj = P(Zr ∈ Uj ), j = 1,2, . . . , v, (30)
s = (S1, . . . , Sv), where Sj =
∞∑
k=0
c
(j)
k α
k, j = 1,2, . . . , v, (31)
respectively, and let p · s denote the usual dot-product of the two vectors. Substitution of
(30) and (31) into (29) then yields
E(T ) = r + np · s. (32)
It remains to evaluate s.
Define the v × v matrix A = [ajt ]vj,t=1 where ajt is given by (22). Then, letting
ck = (c(1)k , . . . , c(v)k ), k = 0,1,2, . . . , we can write the recursion equations (20) and (21)
in matrix form as
ck = Ack−1, k = 1,2, . . . , (33)
with initial condition
c0 =

1...
1

 . (34)
In particular it follows that
s =
∞∑
k=0
(αA)kc0 = (I − αA)−1

1...
1

 , (35)
where I is the v × v identity matrix. That is, we have shown
Theorem 2.
E(T ) = r + np · s, (36)
where p and s are given by (30) and (35), respectively.
2.1. Examples: the cases r = 0, 1, 2, and 3
We will illustrate Theorem 2 for the specific cases r = 0,1,2, and 3. As observed earlier,
the number of distinct equivalence classes of states is equal to the partition number of r .
Thus, there is one class for r = 0 and also for r = 1, two classes for r = 2, three classes
for r = 3, five distinct classes for r = 4, seven distinct classes for r = 5, and so on. The
corresponding matrix A required to solve for E(T ) is therefore a 1 × 1 matrix for r = 0 or
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matrix for r = 5, and so on.
Example (The case r = 0). In this case, Z0 = (n,n, . . . , n) and there is only one
equivalence class: U = U1 = {Z0} = {n((0, . . . ,0) + (1, . . . ,1))}. The 1 × 1 matrix A is
just A = [1] , the vector p = (P (Z0 ∈ U)) = [1], and from (36) we thus have
E(T ) = n
1 − α , (37)
where α = n!p1p2 · · ·pn. This formula agrees with [5, Eq. (4)], previously derived by less
general means.
Example (The case r = 1). In this case, Z0 = (n + 1, n + 1, . . . , n + 1) and again there is
only one equivalence class: U = U1 = {all permutations of n((1,0, . . . ,0) + (1, . . . ,1))}.
Using (22), we calculate the 1 × 1 matrix A as A = [(n + 1)/2]. The vector p is given by
p = (P (Z1 ∈ U)) = [1], and from (36) we thus have
E(T ) = 1 + n
1 − α(n + 1)/2 , (38)
where α = n!p1p2 · · ·pn. This formula is identical to the previously derived [5, Eq. (5)].
Example (The case r = 2). In this case, Z0 = (n+2, n+2, . . . , n+2) and U now consists
of two equivalence classes: U1 = {all permutations of n((2,0, . . . ,0) + (1, . . . ,1))}, and
U2 = {all permutations of n((1,1,0, . . . ,0) + (1, . . . ,1))}. Using (22) and a straight-
forward calculation, the 2 × 2 matrix A can be shown to equal
A =
(
1 (n − 1)(n+ 4)/6
1/2 (n2 + 3n − 2)/8
)
. (39)
The vector p is given by
p =
(
n∑
i=1
p2i , 2
n∑
1i<jn
pipj
)
. (40)
Using (36), and the identity∑ni=1 p2i + 2∑n1i<jn pipj = 1, we thus have
E(T ) = 2 + n(1 + α(n + 2)(n+ 1)(3 − α + p21 + · · · + p2n)/(4!∆)), (41)
where α = n!p1p2 · · ·pn, and where ∆ is given by
∆ ≡ 1 − α(n2 + 3n + 6)/8 + α2(n + 2)(n + 1)/4!. (42)
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Expected time until ruin for the n-player game with initial fortunes of
$(n+2) for n = 2,3, . . . ,16, for (i) the symmetric game: pi = 1/n, i =
1, . . . , n; (ii) the asymmetric game with pi = 2−i , i = 1,2, . . . , n − 1,
pn = 2−(n−1) ; and (iii) the asymmetric game where the first player
is twice as likely to win as any of the other players: p1 = 2/(n + 1),
pi = 1/(n + 1), i = 2, . . . , n
n (i) E(T ) (ii) E(T ) (iii) E(T )
2 16.000000 16.000000 10.588235
3 9.615385 8.200837 8.200837
4 8.415305 6.961641 7.806282
5 8.358818 7.222678 8.045700
6 8.769452 8.032209 8.598148
7 9.427960 9.002630 9.333293
8 10.231669 10.000117 10.180087
9 11.121793 11.000003 11.094359
10 12.062248 12.000000 12.048047
11 13.031005 13.000000 13.023845
12 14.015092 14.000000 14.011569
13 15.007200 15.000000 15.005502
14 16.003374 16.000000 16.002572
15 17.001557 17.000000 17.001184
16 18.000709 18.000000 18.000538
As a special case, when the game is symmetric (i.e., p1 = p2 = · · · = pn = 1/n), formula
(41) reduces to
E(T ) = n + 2 + n(n + 2)!(3n
n + nn−1 − n!)
4!n2n − 3n!nn(n2 + 3n + 6)+ n!(n + 2)! . (43)
In Table 1, we have used formula (43) to calculate values of E(T ) for the symmetric
game, and formula (41) to calculate values of E(T ) for two cases of the asymmetric game,
for n = 2,3, . . . ,15. Note that for the symmetric game (case (i)), when n = 2,3, or 4, our
values for E(T ) agree, respectively, with those given by the classical formula (1), with that
obtained using [8, Eq. (3)], and with that previously obtained in [1]. However, our value
for n = 5 differs from that of [2] who obtained 8.3057. For the asymmetric game with 2
players and with p1 = 2/3 and p2 = 1/3 (case (iii)), our value for E(T ) agrees with that
given by the well known formula (2).
Example (The case r = 3). In this case, Z0 = (n+3, n+3, . . . , n+3) and now U consists
of three equivalence classes:
U1 =
{
all permutations of n
(
(3,0, . . . ,0) + (1, . . . ,1))},
U2 =
{
all permutations of n
(
(2,1,0, . . . ,0)+ (1, . . . ,1))}, and
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Expected time until ruin for the n-player game with initial fortunes of
$(n+3) for n = 2,3, . . . ,16, for (i) the symmetric game: pi = 1/n, i =
1, . . . , n; (ii) the asymmetric game with pi = 2−i , i = 1,2, . . . , n − 1,
pn = 2−(n−1) ; and (iii) the asymmetric game where the first player
is twice as likely to win as any of the other players: p1 = 2/(n + 1),
pi = 1/(n + 1), i = 2, . . . , n
n (i) E(T ) (ii) E(T ) (iii) E(T )
2 25.000000 25.000000 14.090909
3 13.500000 10.797582 10.797582
4 10.974210 8.460416 9.857778
5 10.316956 8.363908 9.748521
6 10.380097 9.058175 10.063203
7 10.815048 10.005261 10.632778
8 11.470915 11.000258 11.366120
9 12.264753 12.000007 12.205497
10 13.144661 13.000000 13.111949
11 14.076896 14.000000 14.059306
12 15.039847 15.000000 15.030629
13 16.020178 16.000000 16.015462
14 17.010010 17.000000 17.007648
15 18.004875 18.000000 18.003716
16 19.002336 19.000000 19.001776
U3 =
{
all permutations of n
(
(1,1,1,0, . . . ,0) + (1, . . . ,1))}.
Using (22) and a straight-forward (though tedious) calculation, the 3 × 3 matrix A can be
shown to equal
A =
( 1 3(n − 1)/2 (n − 1)(n − 2)(n + 9)/24
1/6 (4n + 1)/6 (n − 2)(n2 + 8n + 3)/36
0 3(n + 1)/8 (n + 1)(n2 + 5n − 12)/48
)
. (44)
The vector p is given by
p =
( ∑
1in
p3i ,3
∑
1i,jn
i =j
p2i pj ,6
∑
1i<j<kn
pipjpk
)
. (45)
Using A and p as given by (44) and (45), respectively, we have used Maple and the matrix
equation (36) with r = 3 to directly calculate values of E(T ) for several cases. These
results are shown in Table 2.
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It is now an easy matter to calculate the individual probabilities of ruin at the first ruin
time T . (Recall that we earlier observed that when there are more than two players, more
than one player may be ruined at the same time.)
Fix i = 1, . . . , n. Then, for k = 1,2,3, . . . , using the law of total probability and
Theorem 1 we have:
P(player i is ruined at time T = kn + r)
= αk−1
v∑
t=1
(
c
(t)
k−1
mt∑
s=1
P
(
player i is ruined in n rounds | Z(k−1)n+r = u(t)s
)
× P (Zr = u(t)s )
)
. (46)
Now, the conditional probability in (46) does not depend on k and, moreover, equals
P
(
player i is ruined in n rounds | Zr = u(t)s
)
=
{
(1 − pi)n, if player i has exactly $n in state u(t)s ,
0, else.
(47)
Letting
Ut (i) ≡
{
u(t)s = n
(
(s1, . . . , sn) + (1, . . . ,1)
) ∈ Ut | si = 0}, t = 1,2, . . . , v, (48)
and defining
p(i) ≡ (P1(i), . . . ,Pv(i)), where Pt (i) ≡ P (Zr ∈ Ut (i)), t = 1,2, . . . , v, (49)
it follows that the inner sum in (46) equals
(1 − pi)n
∑
u
(t)
s ∈Ut (i)
P
(
Zr = u(t)s
)= (1 − pi)nPt (i). (50)
Substitution of (50) into (46), yields
P(player i is ruined at time T = kn + r) = αk−1(1 − pi)n
v∑
t=1
c
(t)
k−1Pt(i). (51)
Summing over k in (51), interchanging the order of summation, and making use of (31)
finally yields
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P(player i is ruined at time T ) = (1 − pi)n
(
p(i) · s) (52)
where A, α, and s are as in Theorem 1, and p(i) is given by (49).
Remark 3. The previous theorem is easily extended to obtain a formula for the probability
that any k players, say players i1, i2, . . . , ik , are ruined at time T .
3.1. Examples: the cases r = 0, 1, 2, and 3
We will illustrate Theorem 3 for the specific cases r = 0,1,2, and 3.
Example (The case r = 0). Recall that there is only one equivalence class U = U1 =
{Z0} = {n((0, . . . ,0)+ (1, . . . ,1))}. Moreover, U(i) ≡ U and so p(i) = (P (Z0 ∈ U(i))) =
[1]. Since A = [1], we have, using (52), that P(player i is ruined) = (1−pi)n/(1−α), for
1 i  n, which is just [5, Eq. (9)].
Example (The case r = 1). Again there is only one equivalence class U = U1 =
{all permutations of n((1,0, . . . ,0) + (1, . . . ,1))}. Thus, from the definition of U(i), we
have p(i) = (P (Z1 ∈ U(i))) = [1−pi]. Since, as derived earlier, A is the 1×1 matrix A =
[(n + 1)/2], using (52) we have P(player i is ruined) = (1 − pi)n+1/(1 − (α(n + 1)/2)),
for 1 i  n, which was already proved in [5, Eq. (10)].
Example (The case r = 2). Using the matrix A found earlier in (39), and modifying p
from (40) to yield p(i), we obtain from (52)
P(player i is ruined)
=
(
(1 − pi)n
∆
)((∑
j =i
p2j
)(
1 + α(n + 5)(n − 2)/4!)+( ∑
1j<ln
j,l =i
pjpl
)
(2 − α)
)
(53)
where ∆ is given by (42), and α ≡ n!p1p2 · · ·pn. As a special case, when the game is
symmetric, formula (53) becomes
P(player i is ruined)
= (n − 1)
n+1
n2
(
4!nn(n − 1) + n!(n − 7)(n − 2)
4!n2n − 3n!nn(n2 + 3n + 6) + (n!)2(n + 2)(n + 1)
)
. (54)
Table 3 gives the ruin probabilities for the symmetric n-player game, with initial fortunes
of n + 2 dollars, for n = 2(1), . . . , 20(10), . . . , 50(50), . . . , 300(100), . . . , 500, as calculated
in Maple from (54).
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The individual ruin probabilities, P (player i is ruined), for the sym-
metric n-player game with initial fortunes of $(n + 2) for n = 2(1),
. . . ,20(10), . . . ,50(50), . . . ,300(100), . . . ,500
n Ruin probability n Ruin probability n Ruin probability
– – 11 0.2904832 30 0.3379526
2 0.5 12 0.2961470 40 0.3452978
3 0.3451363 13 0.3011684 50 0.3497486
4 0.2882841 14 0.3055976 100 0.3587483
5 0.2676095 15 0.3095069 150 0.3617774
6 0.2627085 16 0.3129697 200 0.3632974
7 0.2651187 17 0.3160518 250 0.3642112
8 0.2707375 18 0.3188099 300 0.3648211
9 0.2774507 19 0.3212909 400 0.3655843
10 0.2841939 20 0.3235340 500 0.3660427
Table 4
The individual ruin probabilities, P (player i is ruined), for the sym-
metric n-player game with initial fortunes of $(n + 3) for n = 2(1),
. . . ,20(10), . . . ,50(50), . . . ,300(100), . . . ,500
n Ruin probability n Ruin probability n Ruin probability
– – 11 0.2651874 30 0.3266875
2 0.5 12 0.2720329 40 0.3366654
3 0.3402778 13 0.2782812 50 0.3427536
4 0.2757583 14 0.2839046 100 0.3551608
5 0.2488910 15 0.2889374 150 0.3593655
6 0.2396831 16 0.2934390 200 0.3614809
7 0.2395059 17 0.2974743 250 0.3627543
8 0.2439571 18 0.3011045 300 0.3636050
9 0.2505627 19 0.3043836 400 0.3646704
10 0.2579008 20 0.3073585 500 0.3653106
Example (The case r = 3). Using A as given by (44), and modifying p from (45) to
obtain p(i), we have used Maple and Eq. (52) to calculate values of the individual ruin
probabilities for the symmetric game. The results are shown in Table 4.
4. Asymptotic results
Although possible in principle using Theorems 2 and 3, the calculation of explicit
formulas for E(T ) and for the individual ruin probabilities for large r is limited by
the necessity of calculating the v × v matrix A, where v is the partition number of r .
Nonetheless, we are able to derive asymptotic formulas for these quantities as n goes to
infinity with r held fixed, r = 0,1,2, . . . . Certainly, Tables 1, 2, 3, and 4 suggest the results
we now prove.
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We have the following theorem.
Theorem 4. For the symmetric or asymmetric n-player game with equal initial fortunes
of n + r dollars, where r = 0,1,2, . . . , is fixed, regardless of what happens to pi, i =
1,2, . . . , n, as n → ∞, we have
lim
n→∞
(
E(T ) − (n + r))= 0.
Theorem 4 is immediate for the symmetric game using Stirling’s formula in the several
cases where we have explicit closed-form formulas for E(T ), that is, for r = 0,1, and 2,
using Eqs. (37), (38), and (43), respectively. In the remainder of this section, we will prove
that the result holds for the general asymmetric game for r a fixed non-negative integer.
Without loss of generality, we now assume that n > r . We first prove the following lemma.
Lemma 2. For n and r fixed, n > r , there exists a constant γ = γ (n, r),0 < γ < 1, such
that
P(T > kn + r) γP (T > (k − 1)n + r), k = 1,2,3, . . . . (55)
In particular,
P(T > kn + r) γ k, k = 1,2,3, . . . . (56)
Proof. We can view the sequence of states of the players’ fortunes at times t = r, n + r,
2n + r, . . . , as a Markov chain on the set of states in U ∪ Uρ at times k = 0,1,2, . . . ,
where each one step transition corresponds to n rounds of play. The ruin states Uρ are
all absorbing states, and the continuation states U are all transient states. Let c ≡ |U |
denote the total number of continuation states, d ≡ |Uρ | the total number of ruin states,
and denote the elements of U by el , l = 1,2, . . . , c, and the elements of Uρ by el ,
l = c + 1, c+ 2, . . . , c + d . Let P = [pi,j ]c+di,j=1 denote the transition matrix for the Markov
chain, and let the probability distribution of the Markov chain at time k be denoted by
Πk , that is, the probability distribution of the c + d states after kn + r rounds of play,
k = 0,1,2, . . . . Then Πk = Πk−1P, k = 1,2,3, . . . .
Now let Πk,l denote the lth component of the vector Πk . Then since {T > kn + r} =
{Zkn+r ∈ U}, for k = 0,1,2, . . . , it follows that for k = 1,2,3, . . . ,
P(T > kn + r) =
c∑
l=1
P(Zkn+r = el ) =
c∑
l=1
Πk,l =
c∑
j=1
Πk−1,j
c∑
l=1
pj,l , (57)
since pj,l = 0 for j = c + 1, . . . , c + d ; l = 1, . . . , c; and by rearranging the order of
summation.
Now from the assumption that n > r , for each state in U at least n− r players will have
exactly n dollars. Thus, from any state ej ∈ U , there is a positive probability of reaching
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therefore follows that for all ej ∈ U , 0 <∑el∈U pj,l < 1. Letting
γ = γ (n, r) ≡ max
ej∈U
∑
el∈U
pj,l , (58)
since c = |U | is finite, it follows that 0 < γ < 1. Inequality (55) thus follows from (57) and
the definition of γ . Repeated use of (55) and the fact that P(T > r) = 1 yields (56). The
lemma has thus been proved. 
Now since, as in the proof of Theorem 2,
E(T ) = n + r + n
∞∑
j=1
P(T > jn + r), (59)
it follows from the lemma that
n + r E(T ) n + r + n γ
1 − γ . (60)
Thus, the proof of Theorem 4 will be complete provided that we can show that
limn→∞ nγ /(1 − γ ) = 0.
By (58),
γ = max
e∈U
P(ruin does not occur at the end of the next n plays | e).
But now, for each e ∈ U , at least n − r players have exactly n dollars. These players are
precisely those who must win at least once in the next n rounds in order to avoid ruin.
Thus, given any state e ∈ U there exists k,1 k  r , and 1 i1, i2, . . . , in−k  n such
that players i1, i2, . . . , in−k have exactly n dollars, whereas the remaining players have at
least 2n dollars. Therefore,
P(ruin does not occur at the end of the next n plays | e)
= P(players i1, . . . , in−k win at least once in the next n plays | e)

(
n
n − k
)
(n − k)!nk
(
max
p1+···+pn−k=1
0pi1
n−k∏
i=1
pi
)
 n!n
k
k!
(
1
n − k
)n−k
. (61)
In particular,
0 < γ  max
1kr
(
n!nk/k!)(1/(n − k))n−k = (n!/r!)n2r−n(1 − r/n)r−n, (62)
where the latter equality holds since (n!nk/k!)(1/(n − k))n−k is an increasing function of
k for 1 k  r . From Stirling’s formula, n! ∼ nn+1/2√2πe−n, as n → ∞. Therefore for r
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0. Thus, limn→∞ nγ /(1 − γ ) = 0, as was to be shown, and the proof of Theorem 4 is
complete.
4.2. The limiting individual ruin probabilities for the symmetric game
We now limit our attention to the symmetric game and evaluate the limiting probability
that one or more players are ruined at time T . We have the following theorem.
Theorem 5. For the symmetric n-player game with equal initial fortunes of n + r dollars,
r = 0,1,2, . . . , fixed, then for any finite number of players, i1, i2, . . . , ik , where k  1 is
fixed, and where i1, i2, . . . , ik ∈ {1,2, . . . , n} are distinct, we have
lim
n→∞P(players i1, i2, . . . , ik are ruined) = e
−k.
Proof. We have P(players i1, i2, . . . , ik are ruined) = P(players i1, i2, . . . , ik are ruined;
T = n + r) + P(players i1, i2, . . . , ikare ruined;T > n + r). But P(players i1, i2, . . . , ik
are ruined;T = n + r) = (1 − k/n)n+r → e−k , as n → ∞. And 0 < P(players
i1, i2, . . . , ik are ruined;T > n+r) P(T > n+r) γ → 0, as n → ∞, as shown above,
for γ as given by (58). 
Corollary. The k events: {player i1 is ruined}, {player i2 is ruined}, . . . , {player ik is rui-
ned}, are asymptotically independent as n → ∞. That is, for players i1, i2, . . . , ik fixed,
where k  1 is fixed, and where i1, i2, . . . , ik ∈ {1,2, . . . , n} are distinct, we have
lim
n→∞P(players i1, i2, . . . , ik are ruined) = limn→∞
k∏
j=1
P(player ij is ruined).
Let X denote the number of players ruined at time T , and let Xi be the indicator
random variable for the event that player i is ruined at time T , i = 1,2, . . . , n. Then
X = X1 + X2 + · · · + Xn, and thus E(X) = nP(player 1 is ruined at time T ) ∼ ne−1, as
n → ∞. That is, we have the following theorem.
Theorem 6. For the symmetric n-player game with equal initial fortunes of n + r dollars,
r = 0,1,2, . . . , fixed, the expected number of players ruined at the first ruin time T is
asymptotic to ne−1 as n → ∞.
That is, a fraction of roughly e−1 of the n players will be simultaneously ruined at the
ruin time T !
5. Dependence of the ruin time and which player is ruined
The time of ruin and which player is ruined have previously been shown to be
independent for certain special cases, namely, for the asymmetric 2-player game with equal
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fortunes less than or equal to n + 1 dollars [6]. We conjectured in [6] that independence
would hold in general. Using the formulas just derived, we are now able to show that this
conjecture is false.
Indeed, it follows from (52), (51) and (28) with r = 2, that in general, for n 3,
P(T = kn + 2; and player i is ruined) = P(player i is ruined)P (T = kn + 2),
and thus the events {T = kn + 2} and {player i is ruined} are dependent. Surprisingly,
the ruin time and which player is ruined are dependent even for the symmetric 3-player
game with equal initial fortunes of $5 each. Indeed, using (52), (51), and (28) for the
symmetric game with r = 2, n = 3, and k = 0, we find that P(T = 5; and player i
is ruined) = 32/35 ≈ 0.131687,P (T = 5) = 31/34 ≈ 0.382716, and P(player i is ruined)
= (2/3)3(106/91)≈ 0.345136. In particular, P(T = 5; and player i is ruined) ≈ 0.131687
= P(T = 5)P (player i is ruined) ≈ 0.132089, and so the events {T = 5} and {player i is
ruined} are dependent events.
In [7] we showed that, nonetheless, a form of conditional independence does hold for
the time of ruin and the event that a particular player (or players) is (are) ruined for the
general asymmetric n-player game with equal initial fortunes.
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