Abstract This study provides a first thorough evaluation of the COnsortium for Small scale MOdeling weather prediction model in CLimate Mode (COSMO-CLM) over South America. Simulations are driven by ERA-Interim reanalysis data. Besides precipitation, we examine the surface radiation budget, cloud cover, 2 m temperatures, and the low level circulation. We evaluate against reanalysis data as well as observations from ground stations and satellites. Our analysis focuses on the sensitivity of results to the convective parametrization in comparison to their sensitivity to the representation of non-precipitating subgrid-scale clouds in the parametrization of radiation. Specifically, we compare simulations with a relative humidity versus a statistical subgrid-scale cloud scheme, in combination with convection schemes according to Tiedtke (Mon Weather Rev 117(8):1779-1800 , 1989 and from the European Centre for Medium-Range Weather Forecasts Integrated Forecasting System (IFS) cycle 33r1. The sensitivity of simulated tropical precipitation to the parametrizations of convection and subgrid-scale clouds is of similar magnitude. We show that model runs with different subgrid-scale cloud schemes produce substantially different cloud ice and liquid water contents. This impacts surface radiation budgets, and in turn convection and precipitation. Considering all evaluated variables in synopsis, the model performs best with the (both non-default) IFS and statistical schemes for convection and subgridscale clouds, respectively. Despite several remaining deficiencies, such as a poor simulation of the diurnal cycle of precipitation or a substantial austral summer warm bias in northern Argentina, this new setup considerably reduces long-standing model biases, which have been a feature of COSMO-CLM across tropical domains.
Introduction
Since the beginning of dynamical atmospheric modeling and despite many efforts, the deficiencies in the representation of cloud processes in climate models have remained a source of much uncertainty in climate projections (Randall et al. 2003; Stocker et al. 2013) . This is because clouds significantly influence thermodynamic and hydrological budgets, but need to be parametrized in mesoscale models (Tompkins 2002) .
A variable intimately related to clouds and of paramount importance for climate impact research is precipitation. In light of climate change, questions related to the hydrologic cycle are: Where do humans have to adapt to changes in water availability (Parry et al. 2007; Liersch et al. 2012; Schewe et al. 2014) ? Are extreme rain events going to be more frequent or intense Toreti et al. 2013; Fischer et al. 2013a )? How will ecosystems such as the Amazon rainforest respond to changes in precipitation patterns (Salazar et al. 2007; Cook et al. 2011; Warszawski et al. 2013) ?
The deficiencies of parametrizations of cloud processes are reflected in, among other things, precipitation biases. Particularly in the tropics, convection is an important process in this respect and its parametrization has received much attention (e.g. Betts and Jakob 2002; Bechtold et al. 2004; Santos e Silva et al. 2012) . However, since convection involves many coupled processes between the surface, the planetary boundary layer, and the free troposphere (Bechtold et al. 2004 ), the quality of its representation in climate models depends on several other model components as well.
In this study, we focus on the parametrization of nonprecipitating subgrid-scale clouds. Such clouds significantly affect radiative fluxes and thereby also influence convective processes and precipitation (Hohenegger et al. 2008) . Strong sensitivities of precipitation to the parametrization of radiative processes have been found, most notably in tropical regions (Xu and Small 2002; Morcrette et al. 2008) .
For the typical resolution of mesoscale models, subgridscale clouds exist due to fluctuations of temperature and humidity within a grid cell. Traditionally, there have been two approaches to their parametrization (Tompkins 2002) . One class of schemes relates cloudiness to relative humidity (RH, e.g. Slingo 1987) , with cloud cover being a monotonically increasing function of RH, which is zero at some critical RH and one at grid-scale saturation.
The second approach is of statistical nature (e.g. Sommeria and Deardorff 1977) and assumes a certain probability-density function type for the subgrid-scale distributions of temperature and humidity. By linking the moments of the distributions to other processes such schemes facilitate a more physically consistent representation of clouds. The statistical scheme implemented in the model used in this study assumes Gaussian distributions, which are centered around the grid-scale values and whose variances are estimated by the turbulence parametrization.
Our primary goal is to assess the importance of the representation of subgrid-scale clouds in an atmospheric model for a faithful simulation of precipitation. To that end we need to put this specific model sensitivity in relation to others. We choose the well-known sensitivity of precipitation to the parametrization of convection as a reference.
The analysis of more variables than just precipitation is necessary, if we are to understand the differences between simulation results for different model setups. This calls for a comprehensive climate model evaluation. Since model sensitivities to cloud and convective processes can be expected to be greatest around the equator, we restrict our model experiments to a tropical domain.
To our knowledge, this is the first regional climate model (RCM) sensitivity study comparing a statistical to a RH subgrid-scale cloud scheme in combination with different convective parametrizations. Although we only present results for a specific RCM over a specific domain, our findings may benefit climate modeling wherever a faithful simulation of clouds and convection is key.
We use the RCM COSMO-CLM, which features the introduced parametrizations of subgrid-scale clouds as well as different convection schemes. In the past, this model has mostly been run over Europe (e.g., Jaeger et al. 2008; Zahn and von Storch 2008; Hohenegger et al. 2009; Davin and Seneviratne 2011) but recent applications to East Asia (Fischer et al. 2013b) and Africa (Nikulin et al. 2012; Panitz et al. 2013) have been spurred by the COordinated Regional climate Downscaling EXperiment (CORDEX, Giorgi et al. 2009 ) initiative.
In order to accomplish two tasks with one effort, we conduct our sensitivity study over a region, where the model has not yet been thoroughly evaluated-South America. We follow the domain specification by COR-DEX, thus simplifying possible future model intercomparisons and regional multi-model ensemble climate projections. COSMO-CLM performance studies over South America have so far been restricted to either the southern part of the continent (Wagner et al. 2011) or to the evaluation of precipitation as the only variable (Rockel and Geyer 2008) . In the latter study, the model was run over several subregions of the globe using its standard midlatitude setup and results were highly unsatisfactory in the tropics, where the model showed a sharp land-sea contrast of strong overestimation (underestimation) of rainfall over oceans (continents). The same model deficiency has recently been observed over Africa (Panitz et al. 2013 ) and has motivated the present study.
There has been a range of attempts to simulate the South American climate with other RCMs. While some studies focus on model evaluation (Nicolini et al. 2002; Seth and Rojas 2003; Solman et al. 2013) , others provide regional climate projections based on greenhouse gas emission or land-surface change scenario runs of General Circulation Models (GCMs, Correia et al. 2008; Marengo et al. 2010 Marengo et al. , 2012a . We are going to relate our results from the COSMO-CLM evaluation to those of these models.
2 Climate, model, data, experiments
Climate of South America
The South American continent extends across several climate zones from 10 N to 55 S. Along its western shore, the Andes form a narrow but high orographic barrier (Bookhagen and Strecker 2008) . In line with climatological conditions, vegetation types vary considerably. While tropical South America is dominated by the vast Amazonian rainforest, various kinds of wood-and shrublands, savannas, and deciduous forests are found in the subtropics, and grasslands and semideserts prevail in southern South America.
Climatological phenomena that need to be captured are diversified. Throughout the year, the continent is framed by the Intertropical Convergence Zone (ITCZ) in the north, westerly winds in the south, and subtropical high pressure systems over the Pacific and Atlantic oceans in the west and east, respectively (Garreaud et al. 2009 ).
In austral winter, the ITCZ rain band retreats to northwestern South America, leaving the southern Amazon basin, the adjacent savanna, and northeastern Brazil in their dry season (Vera et al. 2006b; Liebmann et al. 2007 ). The westerlies carry extratropical cyclones to the south of the continent, supplying precipitation to the southwestern coast and to southeastern South America (SESA, Mendes et al. 2010) .
In austral summer, the greatest part of the continent is subject to the South American Monsoon System (SAMS, e.g. Zhou and Lau 1998; Vera et al. 2006a; Marengo et al. 2012b ). Next to the ITCZ, this comprises the South Atlantic Convergence Zone (SACZ), a band of moisture convergence and abundant precipitation extending southeastward from central Amazonia (Nogués-Paegle et al. 2002; Carvalho et al. 2004) . Further low-level features of the SAMS include a thermal depression called the Chaco low over northwestern Argentina and the South American Low Level Jet (SALLJ, Marengo et al. 2004) , which transports large amounts of moisture from Amazonia to the subtropical plains through a narrow channel between the Andes and the Brazilian Plateau. The most prominent feature of the high level circulation is a large anticyclonic circulation called the Bolivian high, which can be considered together with the low level Chaco low as a response to the strong convective heating in the Amazon region. The SAMS is characterized by enhanced convective activity and heavy precipitation in tropical South America. The convection has a pronounced diurnal cycle, is frequently organized in squall lines or (mesoscale) convective systems, and is modulated by extratropical frontal systems (Molion 1993; Silva Dias et al. 2002; Rickenbach et al. 2002; Salio et al. 2007 ).
COSMO-CLM
The RCM COSMO-CLM or CCLM (COSMO model in CLimate Mode, originates from the ''Lokalmodell'' of the German Weather Service (Steppeler et al. 2003) , later on renamed as COSMO (COnsortium for Small scale MOdeling) model. In this study, simulations are performed with model version 4.25.3. CCLM is nonhydrostatic and is able to perform long-term simulations on highly resolved horizontal grids down to grid mesh sizes on the order of 1 km.
Lateral boundary forcing is applied according to the method of Davies (1976) . We employ the ERA-Interim reanalysis data (Dee et al. 2011 ) for this purpose.
The cloud parametrizations distinguish between clouds at grid scale and at subgrid scale. A bulk water-continuity model describes the grid-scale clouds (Doms et al. 2011) . It includes prognostic equations for water vapor, rain, snow, cloud liquid water and cloud ice.
Subgrid-scale clouds are considered as either stratiform, in which case they are treated as non-precipitating, or vertically extended, i.e. convective. For the latter type, two different parametrizations are available. The mass flux convection scheme by Tiedtke (1989) is the model's default option. The scheme from the European Centre for Medium-Range Weather Forecasts (ECMWF) Integrated Forecasting System (IFS) cycle 33r1 as described by Bechtold et al. (2008) is the second option applied in the present study. In Table 1 we summarize the main differences between the schemes.
Characteristics of stratiform subgrid-scale clouds are taken into account in the parametrizations of turbulence and radiation. Two schemes are available for their diagnosis; one is statistical (Avgoustoglou 2011) , the other one is based on grid-scale RH as proposed by Smagorinsky (1960) , refined and extended by a simple cloud water parametrization by Geleyn and Hollingsworth (1979) . We compare results with either approach utilized in the parametrization of radiation. In the turbulence parametrization we only employ the statistical scheme. The latter assumes Gaussian distributions for the saturation deficit and the liquid water potential temperature (Sommeria and Deardorff 1977; Mellor 1977) , whose widths may be scaled by the namelist parameter q_crit, for which Sommeria and Deardorff (1977) suggest a value of 1.6 and which we set to 1.5 as opposed to its default value of 4.0. For subsequent reference we note that the cloud cover fraction C of a grid cell is given by
with C s and C c being the contributions from stratiform and convective clouds, respectively. The former may be present due to grid-scale (C s ¼ 1) or subgrid-scale (C s \1) condensation. Irrespective of the employed convective parametrization, C c is proportional to the cloud depth diagnosed by the convection scheme. CCLM has the radiation transfer scheme by Ritter and Geleyn (1992) implemented. It is a delta-two-stream approximation of the radiative transfer equations with three spectral intervals in the solar and six in the thermal part of the radiation spectrum. In addition to the standard atmospheric gases the radiative properties of clouds (liquid and ice) and aerosols are taken into account.
Raschendorfer (2001) implemented a prognostic TKEbased scheme with a turbulent kinetic energy closure at level 2.5 according to Mellor and Yamada (1982) that includes effects from subgrid-scale condensationevaporation.
Soil processes are parametrized by the multi-layer soil model TERRA (Schrodin and Heise 2001) . Plants are modeled following the biosphere-atmosphere transfer scheme approach by Dickinson et al. (1986) . The bare surface is parametrized according to Dickinson (1984) . In order to account for the deep roots in tropical rainforsts, we lower the bottom of the deepest hydrologically active soil layer to 8 m (Nepstad et al. 1994; Baker et al. 2008 ).
Observational datasets
We employ site measurements and various gridded datasets for model evaluation. Prior to any comparison, the gridded data are interpolated from their native grid to the rotated geographical coordinate system of CCLM. In the case of radiative fluxes, cloud cover, and precipitation we apply a first-order conservative remapping scheme (Jones 1999) .
Temperature, geopotential height and winds are interpolated bilinearly. Winds are additionally rotated in order to account for the relative rotation of grids.
We evaluate precipitation against the Tropical Rainfall Measuring Mission (TRMM) 3B42 V7 daily satellite product from 1998 to 2011 at a native resolution of 0:25 (Huffman et al. 2007 ). It arguably is the best precipitation dataset available for tropical South America given its high resolution and the large uncertainties of gridded gauge measurement data, especially in Amazonia and along the Andes . The TRMM Precipitation Radar data only extend to 36 S but we do not consider this a problem since this study focuses on tropical climate and since inter-setup differences of modeled precipitation characteristics are small at more southern latitudes.
Total cloud cover is compared to the International Satellite Cloud Climatology Project (ISCCP) D2 monthly means from 1998 to 2007 which have a native resolution of 2:5 (Rossow and Schiffer 1999) . The cloud cover estimates are based on satellite observations of infrared and visible radiation and have an uncertainty of about 5 %.
Surface shortwave and longwave net radiation are evaluated against the NASA-GEWEX Surface Radiation Budget (SRB) release-3.0 monthly estimates from 1998 to 2007 at a native resolution of 1 (Stackhouse et al. 2011) , which are based on various input data including temperature and moisture profiles from the NASA Global Modeling and Assimilation Office GEOS-4 reanalysis product, and cloud parameters from ISCCP DX data. The estimates have uncertainties of about 20 W=m 2 for shortwave and 5 W=m 2 for longwave radiation. 2 m temperatures are compared to the Climatic Research Unit (CRU) TS3.21 monthly observations from 1998 to 2011 at the native resolution of 0:5 ). This dataset covers land points only, but since CCLM employs the ERA-Interim sea surface temperatures (SSTs) we expect only minor differences of oceanic 2 m temperatures between different model runs.
Fields of geopotential height and wind at 850 hPa are evaluated against ERA-Interim reanalysis data. We also include ERA-Interim data in the evaluation of the above mentioned variables as a reference. Besides, this allows to identify biases introduced by the driving model.
In order to compare simulation results to site measurements at high temporal resolution we include data recorded at the towers of the LBA-ECO CD-32 Brazil Flux Network (Saleska et al. 2009 ). This dataset comprises hourly measurements from 9 sites in the years 1999 to 2006. However, for most sites this time frame is not entirely covered and at some of them the vegetation is non-natural which is a problem since the land cover data used by CCLM in the corresponding grid cells represent natural vegetation. Choosing sites with natural vegetation only and providing at least 3 years of precipitation, temperature, and net radiation data, we ended up with the towers at Manaus Km34 (K34), Santarem Km67 (K67), Caxiuana (CAX), Reserva Jaru (RJA), and Bananal Island (BAN). Their location, measurement height, and temporal coverage is displayed in Table 2 (see also Fig. 1 ). All measurements were taken just above the canopy so that they may well be compared to the modeled surface fluxes and atmospheric variables at 2 m height. We compare tower measurements to data from the closest model grid cell, considering only times, when tower data are available.
Experimental setup
As previously mentioned, we evaluate CCLM simulations over South America with four different model setups, which differ in the chosen representations of convection (Tiedtke versus IFS scheme) and subgrid-scale clouds in the parametrization of radiation (RH versus statistical scheme) but are otherwise identical. The labels of these 2 Â 2 setups are displayed in Table 3 . The model is evaluated on the CORDEX South America domain, which implies a horizontal resolution of 0:44 . The computational grid includes 10 additional grid points on each side to abate boundary effects (Fig. 1) . The vertical coordinate is set to have 40 levels reaching up to 30 km above sea level, and as suggested by Panitz et al. (2013) for tropical domains, we adjust the Rayleigh damping height to 18 km.
Our evaluation period covers 14 years from 1998 to 2011. Model runs are started in 1990 to allow for a spin-up of 8 years.
Results
In this section we first analyze seasonal mean values of precipitation, total cloud cover, 2 m temperature, surface shortwave, and longwave net radiation, as well as 850 hPa fields of geopotential height and wind. Second, our analyses focus on Amazonia with seasonal and diurnal cycles at the flux tower sites (cf. Fig. 1 ). We then evaluate the distribution of daily precipitation intensities and conclude with a comparison of mean cloud profiles as simulated with the different CCLM setups.
Seasonal mean values

Precipitation
We commence with the central variable of this study. Mean precipitation during austral summer (DJF) and winter (JJA) is shown in Fig. 2 . In DJF, the TRMM and ERA-Interim data exhibit the typical monsoon season rainfall pattern with precipitation maxima along the ITCZ, the SACZ, and the eastern Andes (cf. Bookhagen and Strecker 2008) .
The CCLM simulations show quite different qualities in reproducing this pattern. With the TR setup the model displays a bias contrast of more than 50 % overestimation over the oceanic part of the ITCZ and more than 50 % underestimation over land except along the Andes south of 20 S. Hence, the basic precipitation bias pattern over South America has not changed since Rockel and Geyer (2008) . In fact, this land-sea bias contrast is a general deficiency of CCLM in the tropics as revealed by Rockel and Geyer (2008) and reported recently by Panitz et al. (2013) in model simulations over Africa employing the TR setup convection and cloud schemes.
Substituting IFS for Tiedtke convection smoothes rainfall patterns and reduces biases over land as well as over oceans. Especially the oceanic wet bias is almost completely removed and over the Andes the model produces less excessive precipitation. Gregory et al. (2000) found a similar smoothing of spatial rainfall patterns as well as rain rate reductions along the maritime ITCZ in global seasonal forecasts with the ECMWF IFS after changing the criterion for and closure of deep convection from those based on moisture convergence as proposed by Tiedtke (1989) to ones based on cloud depth and convective available potential energy, respectively (cf. Table 1 ). Modifications of the scheme's trigger algorithm and entrainment rates led to qualitatively similar precipitation changes though (Bechtold et al. 2004 ). Since, moreover, the list of differences between the schemes presented in Table 1 is all but complete (Bechtold et al. 2008) , it is difficult to tell which differences are most responsible for the improvements seen in Fig. 2 . In comparison to simulations with the RH cloud scheme, those with the statistical scheme show a further reduced dry bias over land. With the IS setup the dry bias in western Amazonia is reduced to 30 %-a magnitude also found with other RCMs Solman et al. 2013) ; in eastern Brazil we see a mix of over-and underestimations. While a major sensitivity of precipitation amounts to the convective parametrization could be expected, the large sensitivity to the cloud scheme is remarkable. We are going to elaborate on the latter below.
Some biases however, are common to all model setups and are also shared by other climate models. For instance, the overestimation of precipitation along the Andes (except its eastern slopes between 0 and 20 S) is a feature of ERA-Interim, the reanalyses CFSR and MERRA , and many RCMs Solman et al. 2013) .
Another example is the dry bias of up to 50 % in northern Argentina, which is shared by all simulations while it is not seen in the ERA-Interim data, but observed in CFSR and MERRA . Observations have shown that monsoon-season rainfall is highly stochastic in this region and characterized by a heavy-tail distribution (Boers et al. 2013) , which implies that heavy rain events ([20 mm/day) contribute considerably to the total precipitation. Some of these events are caused by the world's largest mesoscale convective systems (Vera et al. 2006a) , which suggests that such systems are not well reproduced by the model. In Sect. 3.2.3 we show that CCLM strongly underestimates the frequency of heavy rain events. The particular importance of these events for the mean DJF precipitation over northern Argentina explains the dry bias.
Along the coast around the outlet of the Amazon river, the baseline land-sea bias contrast remains with all CCLM setups. It also is a feature of other climate models Solman et al. 2013; Joetzjer et al. 2013) and of the ERA-Interim. In CCLM, it might therefore result from inaccurate boundary conditions. In fact, ERA-Interim wind uncertainties in the Atlantic ITCZ are considerable as direct observations are essentially limited to satellite scatterometer measurements (Ž agar et al. 2011 ) and since there is comparably little wind information in tropical mass field observations (Ž agar et al. 2005) . Findings by Bechtold et al. (2014) suggest that a better representation of the diurnal cycle of convection (cf. Sect. 3.2.2) could reduce the coastal bias contrast. Alternatively, one could attribute it to an interplay of an incorrect representation of the local land-sea circulation and a mischaracterization of the soil moisture-precipitation feedback: An erroneous land-sea breeze circulation with too little rainfall over land dries out the soil. In reality this would lead to stronger convection over land (Taylor et al. 2012) , which would counterbalance the model deficit, but with the two convection schemes employed here dryer soils inhibit convection (see Hohenegger et al. (2009) for CCLM with the Tiedtke scheme and Taylor et al. (2012) for ERA-Interim with the IFS scheme). Presumably, the deficient simulation of this feedback also aggravates the aforementioned dry bias in northern Argentina.
In JJA, we see the same land-sea bias contrast as in DJF, which is again most pronounced for the TR setup and least for IS. Again, a swap of the convection scheme from Tiedtke to IFS reduces biases over land and oceans while a swap of the cloud scheme from RH to ST mainly yields increased precipitation over land. For the TR setup the SESA rainfall maximum is underestimated by up to 50 %, as by the RCMs in Solman et al. (2013) . Moving from TR to IS, this bias declines gradually. For the IS setup, the modeled mean rainfall pattern resembles the TRMM observation. Remaining deficiencies include dry biases in northeastern Brazil and northern Amazonia, as well as wet biases in the Gulf of Mexico, in northern Argentina and Chile, all of which are also shared by ERA-Interim.
Total cloud cover
Since we observed a major sensitivity of modeled mean precipitation to the parametrization of subgrid-scale clouds, we also expect major differences in the modeled cloud cover between model setups. The DJF and JJA mean values of total cloud cover are shown in Fig. 3 and they indeed vary considerably between simulations. Compared to the ISCCP data, the TR setup generally yields too high mean cloud cover over the oceans in summer and winter. As could be expected, a change of the convection scheme results in smaller cloud cover changes than one of the parametrization of subgrid-scale clouds. With the IFS scheme, it is generally less cloudy than with the Tiedtke scheme. The IR setup yields the smallest overall biases in both seasons.
Substituting the statistical for the RH subgrid-scale cloud scheme yields increased (reduced) cloud cover in regions with frequent (rare) incidences of deep convection. This pattern of change is most clearly visible in DJF when we find a sharp boundary between these regimes approximately along a great circle through 10 S; 90 W and 30 S; 30 W. It suggests that the statistical scheme generates less subgrid-scale stratiform clouds, such that the total cloudiness is reduced in regions where stratiform clouds prevail, such as over the cool SSTs of the eastern Pacific (Mechoso et al. 2005) . In regions with frequent deep convective activity we suppose that a more vigorous convective activity acts to counterbalance the by itself less frequent occurrence of stratiform clouds and leads to a greater overall cloudiness. This interpretation is consistent with the concurrently enhanced mean precipitation rates over Amazonia (cf. Fig. 2 ) and we are going to substantiate it below.
Surface shortwave net radiation
Since there is a direct relation between cloud cover and radiation budgets we investigate the latter in the following. The DJF and JJA mean values of net surface shortwave radiation are displayed in Fig. 4 . Compared to the SRB estimates, the TR setup severely underestimates shortwave net radiation, especially over the oceans. Similar to precipitation, biases of the same kind and magnitude were found over Africa (Panitz et al. 2013) .
Employing the IFS instead of the Tiedtke convection scheme considerably mitigates the biases, as does substituting the RH subgrid-scale cloud scheme. The differences between model setups are by far more pronounced over sea than over land. With the IS setup the modeled shortwave net values resemble the SRB estimates in summer and winter. The remaining biases are underestimations (overestimations) inside (outside) the convergence zones ITCZ and SACZ.
The reduced surface shortwave net biases suggest a more correct representation of daytime clouds. As put forward by Morcrette et al. (2008) , more solar radiation reaching the surface yields enhanced convection over tropical land masses. Thus, the continuous increases of surface shortwave net radiation from TR to IS are in line with the respective increases of precipitation over the South American continent.
Related to the consistency between different variables, we observe an odd situation north of 20 S (the equator) in austral summer (winter). In this area, a comparison of simulations with different parametrizations of subgridscale clouds shows a positive correlation of total cloud cover and net surface shortwave radiation. We discuss this apparent contradiction and provide a solution in Sect. 3.2.4. 
Surface longwave net radiation
In order to complete the radiation budget evaluation we now discuss DJF and JJA mean values of the modeled net surface longwave radiation (Fig. 5) . Since the daytime radiation budget is shortwave dominated, longwave results primarily represent nighttime conditions. In comparison to the SRB data, the smallest biases are obtained with the IR setup. Over land, using the IFS instead of the Tiedtke convection scheme mostly reduces biases while using the statistical instead of the RH subgrid-scale cloud scheme generally increases the outgoing longwave radiation, i.e. renders the net surface longwave radiation more negative, which leads to mixed bias changes.
Over sea, we observe increased outgoing longwave radiation for both, a swap of the convection scheme to the IFS, and a swap of the subgrid-scale cloud scheme to the statistical-with a greater sensitivity to the cloud scheme choice. With the IS setup, the outgoing longwave radiation is generally overestimated.
Considering the inter-setup differences of net surface shortwave and longwave radiation together, we conclude that with the statistical subgrid-scale cloud scheme the CCLM produces optically thinner clouds than with the RH scheme. For Amazonia in DJF, the validity of this conclusion is evidenced in Sect. 3.2.4.
2 m temperature
As an example of a variable which depends on the surface fluxes of radiation and precipitation, we evaluate the 2 m temperature, the DJF and JJA mean values of which are shown in Fig. 6 . The bias patterns with respect to CRU observations are height corrected with a constant lapse rate of 0.65 K/100 m and do not differ much between model setups. In austral summer biases are greater than in winter.
All year round we find a cold bias in Amazonia, which we reconsider in Sect. 3.2.1 because of the discrepancies between CRU temperatures and those measured on the flux towers. Cold biases along the Andes and over the Guiana Regional climate model sensitivities 2847 highlands are mostly shared by ERA-Interim, as is a warm bias in the Atacama desert. While CCLM mostly produces too low temperatures, we find a pronounced DJF warm bias in northern Argentina, which is common to many RCMs (Solman et al. 2013 ). In part, we attribute it to the severe dry bias in this region and season discussed in Sect. 3.1.1, since the respective precipitation and temperature biases significantly anticorrelate (99 % confidence level) across CCLM setups, and because the soil receives a lot of insolation in this area during summer (Fig. 4) , which makes it susceptible to dry stress.
However, a linear regression reveals that the dry bias does not fully explain the warm bias. The work by Wagner et al. (2011) hints on its fundamental source being located outside the region of occurrence: The authors evaluated CCLM simulations over extratropical South America and found a substantial sensitivity of northern Argentinean DJF 2 m temperatures to the forcing data. Downscaling a GCM simulation, CCLM generated a warm bias of similar magnitude to the one found here. Yet, when forced by ERA40 reanalysis data, the model produced a slight cold bias. Since the predominant DJF low level inflow to the region is from north, the warm bias might reflect modeling errors in the tropical part of the continent, possibly including a poor representation of the SALLJ. To check this hypothesis, we evaluate the 850 hPa circulation next.
Low level circulation
The DJF and JJA mean fields of geopotential height and wind at 850 hPa are displayed in Fig. 7 . The ERA-Interim data show the westerlies in the south, the subtropical anticyclons over the Atlantic and Pacific oceans, the monsoon circulation in summer, and strong trade winds over the tropical Atlantic and northeastern Brazil in winter.
In DJF, CCLM generally exaggerates the relative strength of the Chaco low over northern Argentina, which leads to a regional bias cyclonic circulation that deflects the inflow of moist Amazonian air to the east. This probably contributes to the summer dry bias in the region.
Over western Amazonia, pressure is too high throughout the year and with all setups, which indicates too weak diabatic heating and is consistent with the underestimation of (convective) precipitation in this area (Fig. 2) . Generally, there is a strong dependence of pressure and circulation biases on the parametrization of subgrid-scale clouds. With the RH scheme, 850 hPa geopotential heights are mostly overestimated and we find an all-year bias anticyclone over the subtropical Atlantic as well as a bias antimonsoon circulation in DJF.
For simulations with the statistical subgrid-scale cloud scheme, the overall low level pressure and circulation biases are strongly reduced. In DJF, we find a bias cyclonic circulation over the subtropical Atlantic. It explains the northeast displacement and intensification (increased moisture convergence) of the respective SACZ rainband (Fig. 2) .
Throughout the year and more pronounced with the IFS convection scheme, there is a bias pressure dipole over the Pacific between 0 and 30 S ð10 N and 20 S) in summer (winter), which causes bias westerly/northwesterly winds off the Peruvian coast.
The reason for it remains unclear as does that for the warm bias during northern Argentinean austral summer. A full understanding of the latter would require further analyses of surface fluxes and atmospheric profiles, which are beyond the scope of this article.
Amazonia
In the following we focus on simulation results over Amazonia. Solman et al. (2013) have found most discrepancies between RCM simulations over this part of South America, which suggests a generally high modeling uncertainty in the region. Fortunately, all flux towers meeting the criteria mentioned in Sect. 2.3 are located in this area, so that we can compare modeled seasonal and diurnal cycles to site measurements. Further below in this section we present DJF statistics of different model variables over Amazonia, which is defined as a lat/lon box from 0 to 10 S and 50 to 70 W (Fig. 1) . TR  TS  IR   0  2  4  6  8  10  12  14  16  18  20  22  24  26  28  30 
Seasonal cycles
We start with the seasonal cycles of precipitation, net surface radiation, and the 2 m temperature at the five flux tower sites (Fig. 8 , Table 2 ). In order to assess measurement uncertainties we include cycles from the gridded datasets TRMM, SRB, and CRU as they were used for the evaluation of seasonal mean values above.
While the TRMM and SRB estimates mostly agree with the tower measurements, we find substantial differences between observed temperatures. The tower top temperatures are systematically lower than those estimated by the CRU. The greater measurement height of 40-60 m of the towers alone cannot explain the differences of typically 1 to 2 C. We presume that they are mainly due to the different meteorological conditions above a closed rainforest canopy, as represented by the tower measurements, and at a regular rainforest weather station, as represented by the CRU data. The fact that differences are smaller in dry than in wet season supports this presumption. Since modeled 2 m temperatures represent values above vegetation, the tower top data are the more suitable reference. This implies that the Amazonian cold bias diagnosed in Sect. 3.1.5 is at least less severe or even negligible, especially during wet season. In the following we discuss the results for each site individually, as measured cycles as well as model biases vary considerably between them.
Among the five towers, the K34 tower is the most centrally located in the Amazon basin. Together with the CAX site it has the least pronounced dry season with monthly mean precipitation rates remaining above 3 mm/ day throughout the year; the rain peak is in MAM. Both characteristics are reproduced by all CCLM simulations. The MAM rates are strongly underestimated by all simulations however, especially by TR and IR. The net surface radiation is underestimated with all model setups in all months and by up to 50 W=m 2 in JFM. The seasonal cycles of 2 m temperatures do never differ by more than 1 C between setups, have too small amplitudes, and show an average underestimation of 1 C. At the K67 site, the seasonal cycles of all three variables are well captured with the IS setup, whereas with the other setups, the model is either too dry, too warm, or overestimates the net radiation's interseasonal variability.
The CAX tower is located close to the Amazon Delta and we recognize the severe dry bias discussed in Sect. 3.1.1. It is common to all model setups as well as a strong underestimation of net radiation from April to August. Note that according to the SRB data the latter problem is less significant. The discrepancy between ground measurement and satellite product might be due to the complex shape of the coastline, which is nearby and cannot be represented properly at 1 resolution. Temperatures differ by up to 2 C between model setups with drier simulations being warmer. In SOND the model is too warm with all setups.
The rainforest around the RJA site is subject to a high amplitude seasonal cycle of precipitation with mean rates below 2 mm/day in JJA and at up to 15 mm/day in DJF. The rain peaks are underestimated with all model setups but apart from that the seasonal cycle is well captured by the IS simulation. Surface net radiation is underestimated with all model setups in all months. The temperature cycle is simulated well with the IS setup; with the others temperatures are overestimated by up to 2 C. The BAN site, situated in a transition region between rainforest and savanna, features the most pronounced dry season. With each setup, the model underestimates rainfall during the onset of the wet season, which results in temperature overestimations by 3 to 4 C. Inter-setup differences are large for precipitation and, consequently, temperature. In summery, we find a systematic underestimation of surface net radiation at the western sites K34 and RJA. As previously pointed out in Sect. 3.1.1, the model is not able to generate monthly mean rain rates of more than 10 mm/day over Amazonia. Temperatures show a strong response to precipitation at all sites subject to (simulated) dry stress. We do not see this response at the K34 site because here no simulation is dry enough to let soil moisture control evaporation rates (Koster et al. 2004) and in turn temperatures. The IS setup yields the best overall performance.
Diurnal cycles
In the following we focus on the austral summer since this is the wettest season at all flux tower sites except K34. The DJF diurnal cycles of precipitation, net surface radiation, and 2 m temperature are depicted in Fig. 9 .
We observe that the underestimations of net surface radiation diagnosed before occur mainly at daytime. We find the strongest of those underestimations at the K34 site and see that it results in temperatures being 4 C too low at noon. At all sites except CAX, the amplitude of the diurnal temperature cycle is too small for simulations with the IFS convection scheme.
However, the most striking deviations between modeled and measured diurnal cycles are found for precipitation. While CCLM simulates peak rain rates at noon or earlier at all sites, the measurements show them between 15 and 18 h local time-except at the K67 tower, where precipitation does not have a pronounced diurnal cylce. Especially at the CAX site there is a large difference between morning and afternoon rates which is not adequately captured by CCLM.
The problem of a proper representation of the diurnal cycle of convective precipitation over land is shared by various RCMs and GCMs (e.g., Dai et al. 1999; Betts and Jakob 2002; Grabowski et al. 2006; Nikulin et al. 2012) . The reason for the too early precipitation peak was found to be a too easy triggering of moist convection by many convection schemes (Dai et al. 1999; Bechtold et al. 2004) . Dai et al. (1999) conclude that ''this keeps the model atmosphere from building up high CAPE and prevents intense precipitation from occurring.' ' Bechtold et al. (2014) show that slowing down the convective adjustment over tropical land can indeed lead to a higher buildup of CAPE prior to the onset of deep convection, which then occurs later and features greater peak rain rates. As these changes are shown to also result in enhanced mean precipitation, we think that CCLM's inability to Fig. 9 Mean DJF diurnal cycles of precipitation, net surface radiation, and 2 m temperature, modeled by CCLM versus measured at the LBA flux towers. Layout as described in Fig. 8 simulate monthly mean precipitation rates of more than 10 mm/day over Amazonia can be attributed to its poor representation of the diurnal cycle of convection. Considering the diurnal and seasonal cycles of precipitation, net surface radiation, and 2 m temperature in synopsis, the model is most accurate at the K67 tower. According to Vera et al. (2006a, Fig. 5) , occurrences of deep convective systems are rare around this site. This exemplifies that the model does fine where it does not need to simulate such systems.
Precipitation intensities
So far, we have only evaluated temporal mean rain amounts. When it comes to climate impacts, especially those of extreme events, there is yet another important characteristic of rainfall-the statistics of daily precipitation intensity. In the following, we evaluate two of these statistics over Amazonia in DJF from 1998 to 2011 (Fig. 10) .
CCLM and ERA-Interim show considerable biases in the frequency distribution of daily rain amounts. Both simulate too many wet days ([0.1 mm/day) and too infrequent heavy rain events ([20 mm/day), i.e. they rain a bit everyday instead of remaining dry on some days and raining fiercely on others. These problems are shared by many climate models (Dai 2006) . Especially with the IFS convection scheme the underestimation of the number of days with less than 0:1 mm/day is dramatic.
ERA-Interim strongly overestimates the frequency of days with 5-15 mm precipitation. Depending on its setup, the CCLM produces too many days with precipitation between 1 to 9 (TR) and 3 to 17 (IS) mm/day. A swap of the subgrid-scale cloud scheme from RH to statistical moves the frequency distribution to higher intensities.
As a result of those differences, the contributions of light (\10 mm/day), moderate (10-20 mm/day), and heavy ([20 mm/day) rain events to precipitation totals vary across models and setups. According to the TRMM data, heavy rainfall should contribute 55 %, light and moderate rainfall only 20 and 25 %, respectively. In contrast to that, ERA-Interim and CCLM with the IS setup attribute the largest contribution to light precipitation with about 45 % and consequently underestimate the contribution of heavy rain events.
CCLM overestimates the contribution of light rainfall with the other setups as well, but that of heavy rainfall is estimated more properly. With the TR setup, heavy rainfall even contributes more than 60 % due to the very low total precipitation in combination with the simulation of some extreme events of more than 100 mm/day. Such extremes are only generated with the Tiedtke convection scheme. For a swap of the subgrid-scale cloud scheme from RH to statistical, we observe a favorable doubling of the contribution of moderate rain events to the total precipitation.
Cloud profiles
In Sect. 3.1 we have shown that simulations with the statistical subgrid-scale cloud scheme typically feature higher (lower) net surface shortwave (longwave) radiation than with the RH scheme. At daytime this sums up to a greater total net radiation (Fig. 9 ) which enables more vigorous convection and higher rain rates (Fig. 2, 9) . We now want to illuminate how it is possible that the enhanced shortwave and reduced longwave net values coincide with an increased total cloud cover over Amazonia in DJF. To that end, the respective space-time averages of modeled vertical profiles of cloud cover C and convective cloud cover C c [Eq. (1)] as well as specific cloud ice and liquid water contents are depicted in Fig. 11 We observe that with the statistical scheme, on average, clouds contain 40 % less water and 75 % less ice than with the RH scheme. An analysis of the distribution of simulated stratiform cloud cover values reveals that this reduction is due to a practically complete disappearance of non-precipitating subgrid-scale clouds with the statistical scheme, i.e. with this scheme, all simulated clouds over Amazonia in DJF are either convective or grid-scale. In contrast, nonprecipitating subgrid-scale clouds of both liquid water and ice do occur with the RH scheme, which leads to the respective increases in specific humidities.
A reduced cloud water content results in an atmosphere that is more translucent, the net surface shortwave radiation increases and more energy is available for buoyancy and convection. Consequently, we observe enhanced mean convective cloud cover values at all levels ( Fig. 11) and greater mean rain rates (Fig. 2) with the statistical scheme.
Consistent with these changes we also find a marked increase of the mean high cloud cover (Fig. 11) , probably due to more frequent occurrences of cirrus forming from the anvils of thunderstorm clouds. (Not shown: The Amazonian austral summer mean high cloud cover has a diurnal cycle that lags the convection cycle by about 4 hours and is strongly amplified with the statistical scheme.) This increase is the primary reason for the 5 to 15 % increase in DJF mean total cloud cover over Amazonia found in simulations with the statistical scheme (Fig. 3) . Since high cirrus clouds are typically optically thin, their increased frequency of occurrence does not contradict a concurrently enhanced net surface shortwave radiation.
Conclusions
Our study provides a first in-depth evaluation of COSMO-CLM over South America. The analyses focus on precipitation, cloud cover, and surface net radiation. We compare the performances of the model with four different setups, which differ in the parametrizations of convection and subgrid-scale clouds.
The modeled climate is found to be highly sensitive to the parametrizations, particularly in tropical latitudes. While precipitation biases are large with the default Tiedtke convection and RH subgrid-scale cloud scheme, they can be strongly reduced employing the IFS convection and statistical subgrid-scale cloud scheme. With the latter setup, biases are within the range of those produced by other state-of-the-art RCM. COSMO-CLM is now ready for applications such as climate projections or the investigation of land use change scenarios for South America. Furthermore, our findings will help to improve the model's performance over other tropical domains.
Most tropical precipitation is convective and it is tempting to expect that its simulation is sensitive to the parametrization of convection. However, the sensitivity of modeled precipitation to the parametrization of subgridscale clouds turns out to be of similar magnitude. We explain this sensitivity with the surface radiation budget. With the statistical in place of the RH subgrid-scale cloud scheme, ice and liquid water contents of clouds are strongly reduced, which allows more solar radiation to reach the surface. As previously described by other authors, this allows for more vigorous convection and, in turn, enhanced precipitation rates.
For the variables considered in this study, the COSMO-CLM setup with the IFS convection and statistical subgridscale cloud scheme yields the best overall performance. Remaining model biases include an all-year dry bias over Amazonia with a pronounced land-sea bias contrast around the Amazon outlet. Low level pressure is generally overestimated over the tropical part of the continent. A substantial austral summer dry bias is present in northern Argentina and contributes to a pronounced warm bias found in the same region and season. Temperatures are generally too low in the tropics when compared to the CRU data. However, when considering the flux tower measurements this bias may be less distinct or even negligible in some cases.
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