A large number of highly qualified papers report upon the research work that was performed during the last 12 months using high performance computers (HPC) of HLRS Stuttgart and SCCK (Steinbuch Centre for Computing Karlsruhe). Only approximately 50 per cent of these papers could be selected for inclusion in the present book because of restricted space. Again these papers had to be preferred that demonstrated the unalterable usage of HPC for the solution of the problems besides high scientific standard.
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Direct Numerical Simulation (DNS) and Large Eddy Simulation (LES) or hybrid methods, i.e. a combination of DNS or LES with RANS (Reynolds Averaged Navier-Stokes) methods require HPC with big capability both with respect to storage and performance. Thus, when the NEC SX-8 and NEC SX-9 at HLRS as well as the HP XC4000 at SCCK became available the capability of these computing centres grew enormously. In addition, further algorithms were developed simultaneously in order to improve the performance.
As a first example of progress in algorithms Dedner et al. explain the development of an interface library to solve partial differential equations, especially non-linear evolution equations. They demonstrate the versatility of the software packages DUNE and DUNE-FEM by several examples to be used for efficient simulations on the parallel computer HP XC4000 of SCCK including a recently developed stabilization technique using local grid adaptivity in combination with dynamic load balancing. They show also the advantage of higher order methods like DG (discontinuous Galerkin) that allow much coarser grids and reach the same accuracy as fine grids and lower order methods. They performed calculations with up to 1.34 · 10 8 elements and 1.35 · 10 8 unknowns using 512 processors on the HP XC4000. In this case they could reach an efficiency of over 0.96. So far the computations were restricted to relatively simple geometric configurations. It will be interesting to apply DUNE to more complex configurations in engineering applications.
The next six papers deal with DNS. Selent and Rist show by DNS that jet vortex generators can positively control boundary layer flows. Although this was already known from experiments DNS allows a lot new insights into the mechanisms of flow. However, it is very demanding since it exhibits multiple scale behaviour with respect to both geometry and flow physics. Because of the singular behaviour of the partial differential equations special care was applied to grid generation. Numerical instabilities had to be avoided by a special filtering system. One node with 16 CPUs on the NEC SX-9 and NEC microtasking shared-memory parallelization were applied to achieve a performance of 230 GFlops and a vector operation ratio of 99.67%. A total of 24,576 GB memory was accumulated. It would be interesting to find whether an application of two or more nodes would be possible and what order the performance would be then.
Wissink and Rodi use DNS to study the flow over and heat transfer to the stagnation region of a circular cylinder affected by free-stream fluctuations. They get the impressive results through computations on the NEC SX-8 using 192 processors on 24 nodes and 746.5 million grid points. The vector operation ratio was 98.8% with an average vector length of 146. The 3D simulation reached an average speed of 3.3 GFlops per processor which amounts to almost 634 GFlops in total. Each simulation takes 240,000 time steps using chain jobs with duration of up to 23.5 hours. To finish the 3D problems 258.5 wall-clock hours were required in total corresponding to 49632 CPU hours.
Wang studies turbulent flows with DNS. Starting from sizable capacity data for homogeneous shear turbulence he investigates the conditional statistics along gradient trajectories and gets new results different from the classical Kolmogorov scaling. The remarkable results are obtained on the NEC SX-8 using 16 nodes and MPI. The average performance was 1.5 GFlops per processor on 128 processors or 192 GFlops totally. The average vector length is 146. The total memory used is 1086 GB or 8.6 GB per process.
Weking et al. treat the rise behaviour of single air bubbles of different size in viscous liquids with DNS. The authors use their own code FS3D that solves the incompressible Navier-Stokes equations using a Volume-of-Fluid (VOF) technique. To minimize the computational effort, a moving frame of reference technique is used. The simulations demonstrate a good agreement of the rise velocity and deformation of the bubbles with experiments. When using an average vector length of 208 vector operation ratios of about 98.1% are achieved. The performance reached 6.2 GFlops per processor on 1 CPU and 3.5 GFlops per processor on 8 CPUs or 28 GFlops totally.
Panara and Noll study the wall heat load in unsteady and pulsating combustor flow within a channel. Their goal is to improve the validity and limitations of turbulence models in URANS (Unsteady Reynolds Averaged Navier-Stokes) or hybrid LES/RANS equations to be able to more accurately study heat load and high-cycle thermal fatigue of combustion chambers in nonisothermal unsteady flow conditions. The computer code used was developed using OpenFaom Toolbox version 1.3. Computations for CFD code validation and optimization were conducted on 2 and 4 nodes of the HP XC4000 at SCCK. The grids used contained up to 1,600,000 points requiring up to 8 GB. The typical total CPU time for 1 run required 5 to 6 days. Devesa et al. study passive-scalar transport by extending the Adaptive Local Devolution Method to LES. They show that the resulting adaptive advection algorithm enables the reliable prediction of the turbulent transport of passive scalars in isotropic turbulence and in turbulent channel flow for a wide range of Schmidt numbers. Simulations of the flow in a confined rectangular-jet reactor agree well with experiments. A simulation involves 13.65 million finite volumes or a grid size of 14.4 million points. The computation on a NEC SX-8 of HLRS requires around 15 GB RAM and for one run 4600 CPU hours.
Klumpp et al. analyze the fundamental physical mechanism that determines the damping effect of a riblet surface on 3D spatial transition in a flat plate zero-pressure gradient boundary layer using LES. They investigate two types of transition scenarios and the effects on transition delay. The simulations are run on the NEC SX-8 with 5 nodes or 40 CPUs of HLRS and require 21 million grid points with a total memory of 20.1 GB. They achieve a vector operations ratio of maximal 99.6% and a performance of 158.3 GFlops. They could even increase the performance on a NEC SX-9 of HLRS to 483.2 GFlops using 2 nodes or 32 CPUs when performing an LES around a DRA2303 airfoil.
Uddin et al. investigate the flow field and heat transfer of turbulent pulsating and swirling jet impingements by LES using the CFD Code FASTEST. The computations are performed on the CRAY Opteron Cluster using 20 CPUs and on the NEC SX-8 using MPI. The simulations of a pulsating jet requires 10000 CPU hours whereas the swirling jet needs 15000 CPU hours in average on the CRAY Opteron Cluster. The authors report that the computations on the NEC SX-8 consume only one third to one fourth of the computation time compared to the CRAY Opteron platform.
Pritz et al. calculate the resonance characteristics of a combustion system by LES that consists of Helmholtz-resonance-type components. The goal is to predict the resonance characteristics already during the design phase. They apply their in-house flow solver SPARC in combination with MPI on the HP XC4000 of SCCK using 108 Opteron processors. Since communication between CPUs of the HP XC4000 are handled by the InfiniBand 4X DDR Interconnect Pritz et al. reach a parallel efficiency of close to 98%.
Von Terzi et al. investigate the flow in asymmetric diffusers with complex 3D separation employing LES and RANS simultaneously. Their objective is to obtain reference data for assessing the performance of recently developed hybrid LES/RANS codes. They use the code LESOCC and study five different grid sizes between 1.6 and 7.4 million grid cells. Different geometries, turbulence models and grids are investigated. The most time consuming run required 120,000 CPU hours. The code was tested on various platforms including the NEC SX-8, the SGI Altix 4700 and Linux clusters. Scaling of the code LESOCC was tested on the HP XC4000 for up to 512 processor cores achieving a speed-up of approximately 80%. Findings in the literature are confirmed that these complex flows pose a severe challenge to RANS. Accurate and reliable results cannot be expected from such simulations and LES has to be applied which underlines the necessity of high performance computers.
Beronov andÖzylmaz use the Lattice Boltzmann (LBM) simulation tool for the investigation of grid generated turbulence in order to provide qualitatively new data for practically relevant modelling of inhomogeneous turbulence. They apply their in-house LBM-solver BEST that is MPI parallelized and has versions optimized for various cache and vector-based platforms, e.g. NEC SX-8 and SGI Altix 4700. While using these high performance computers the authors show that decaying grid-generated turbulence is self-similar sufficiently far from the grid. The computations were performed on the NEC SX-8 of HLRS using 8 nodes. An excellent scaling of the LBM code was achieved and allowed to perform a series of DNS runs and thus a parametric study of several effects as well as a good convergence of all velocity statistics of interest.
Adolph et al. perform numerical simulations of journal bearings that include Reynolds differential equations under consideration of inertia terms which are often neglected. Using the finite difference method for the numerical solution of the governing equations the authors show that the FDEM code is able to give global error estimates. The computations were carried out on the HP XC4000 of SCCK including AMD Opteron processors with 5.2 GFlops peak performance. The authors report results for 8 different Reynolds numbers on an 11x21 grid. For the maximum investigated Reynolds number the authors achieve a relative maximum estimated error as low as 0.852 · 10 −3 and a CPU time per computation step of 0.090 seconds. When Adolph et al. refined the grid to 21x41 nodes the maximum error is reduced to 0.230 · 10 −3 .
Krause and Reinartz perform numerical simulations of the performance of two possible intake concepts of a scramjet demonstrator model at a flight Mach number of 8. The computations are performed with the RANS solvers FLOWER and QUADFLOW. The authors investigate 2D intakes with non-converging sidewalls and 3D intakes with converging sidewalls. The computations were performed on 16 processors of the NEC SX-8 of HLRS. The number of grid cells was between 3 and 4 millions. The memory in the 3D cases amounts to around 80 GB. The authors reach a vectorization level of 99.7% using the FLOWer code. The answer time lies between five to seven days. A single batch job performs approximately 30000 time steps and requires 10 hours of CPU-time per node. The application of the NEC SX-8 seems to be inevitable to achieve reliable design results in reasonable time.
Chen et al. present numerical investigations within the frame of a new project entitled "Aero-Structural Dynamics Methods for Airplane Design". The goal is to study the dynamic vibration decay behaviour of the HIRENASD model. The Computational Aero-Structural Dynamics code SOFIA of RWTH Aachen is used for the numerical simulations. 1.6 million grid points are necessary for the numerical simulations that were performed on 16 XEON processors of the computing centre of RWTH Aachen and on 16 processors of the NEC SX-8 at HLRS. The NEC SX-8 was five times faster than the XEON in case of dynamic simulations. The code performance on the NEC SX-8 reached an average of 2480 MFlops and a vector operation ratio of 97%.
