Abstract-In this letter, a multiple-input multiple-output detection algorithm based on the alternating direction method of the multipliers (ADMM) is proposed for single-carrier transmissions in time dispersive channels. The ADMM is applied as a heuristic to solve the maximum likelihood detection problem for arbitrary signal constellations formulated in the frequency domain. This approach allows most of the decoding steps to be implemented in the frequency domain with an overall reduced complexity cost. Simulation results show that the performances close to the matched filter bound can be attained in large problem sizes, even in overloaded scenarios.
I. INTRODUCTION
T HE high spectral efficiency achievable with multiple-input multiple-output (MIMO) systems has attracted enormous research activities, with the joint detection of multiple transmitted symbols playing a central role in order to grasp the theoretical gains [1] .
The nondeterministic polynomial time-hard (NP-hard) nature of the MIMO detection problem [2] has led to the development of numerous suboptimal MIMO detectors, especially for large problem sizes. These detectors are often studied assuming memoryless channels, which may be adequate for single-carrier (SC) transmission in narrow-band channels [3] or orthogonal frequency-division multiplexing (OFDM) systems in frequencyselective channels [4] . Due to its lower envelope fluctuations, SC transmission is an attractive alternative to OFDM for the uplink of broadband wireless systems and it has been adopted for the long-term evolution standards [5] . However, for broadband systems, the multipath channel often becomes severely time dispersive, leading to high intersymbol interference (ISI) levels. Therefore, in SC-MIMO systems, the receiver should be able to cope with this induced ISI. Adopting a zero-padded or a cyclic prefix (CP) assisted block transmission structure eliminates the interblock interference, which reduces the problem of error propagation and allows the use of flat fading based MIMO detectors at the block level. Even though the special structure of the channel matrix can be exploited [6] , the combination of block size, multiple antennas, high-order modulations, and longchannel memory can result in a very large problem size, making the use of frequency-domain processing an often more appealing approach [7] , [8] . While the frequency-domain linear equalizers such as zero-forcing and minimum mean squared error (MMSE) can be implemented with substantial lower complexity, they usually perform quite far from the matched filter bound (MFB). Therefore, the nonlinear schemes such as hybrid timefrequency decision feedback equalizers (DFE) [7] , [9] , [10] are often preferred, with the receivers based on the iterative block decision feedback (IB-DFE) equalizer [8] , [9] being the most promising ones due to their excellent performances. Still, the matrix inversions required for each frequency and iteration of the IB-DFE can lead to a significant receiver complexity, which is particularly relevant in large problem settings. A different approach was employed in [11] , using message passing on graphical models. The proposed algorithms can achieve near optimal performance for large dimensions but the complexity order is dependent on the block size and limited to BPSK/QPSK. There are also other alternative approaches especially designed for coded systems that adopt a turbo-equalization strategy [9] , [12] ; however, in this letter, we focus on uncoded systems. The alternating direction method of the multipliers (ADMM) is a widely used approach for solving convex optimization problems, for which it is guaranteed to converge under mild conditions, having numerous applications [13] , [14] . Although it was originally developed for convex problems, it has been shown recently that ADMM can also be used as a powerful heuristic for solving several nonconvex problems [14] - [19] , regardless of the lack of theoretical convergence guarantees. Motivated by these results, in this letter we devise an algorithm based on the ADMM for the detection and equalization of SC transmissions over time dispersive MIMO channels, which is also a nonconvex problem. The algorithm is developed for arbitrary signal constellations and it takes advantage of the capability of ADMM to decompose the detection problem into a series of simpler subproblems with closed form solutions. Most of the processing steps are derived in the frequency domain in order to reduce the overall complexity. We show that with proper initialization and selection of the penalty parameter, the proposed frequency domain based ADMM (FD-ADMM) receiver 1070-9908 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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can attain very competitive complexity-performance tradeoffs against other existing methods, including the IB-DFE. Notation: Matrices are denoted by uppercase boldface letters, while the lowercase and uppercase boldface letters are used for time-domain and frequency-domain vectors. The superscripts ( . ) T and ( . ) H denote the transpose and conjugate transpose of a matrix/vector, A ⊗ B symbolizes the Kronecker product between matrices A and B, || . || 2 is the 2-norm of a vector, and I n is the n × n identity matrix.
II. PROBLEM STATEMENT
Let us consider a system with M tx inputs and N rx outputs, where the channel impulse response between each input i and output j is modeled as a sequence of the time-domain complex samples {h 
where s is the N · M tx × 1 column vector whose elements are the complex-valued transmitted symbols drawn from the M-sized complex-valued set A and n ∈ C N ·N r x ×1 is the vector containing the independent zero-mean circularly symmetric Gaussian noise samples with covariance
with
Due to its block circulant structure, Ω can be decomposed as
where F represents the normalized N × N discrete Fourier transform matrix. Matrix H is block diagonal and can be expressed as
Therefore, we can express the sampled received block in the frequency domain using
with S = (F ⊗ I M t x )s and N = (F ⊗ I M t x )n. The maximum likelihood detection (MLD) problem for the transmitted symbols can be formulated as
Using (7), the MLD problem can be rewritten in the frequency domain as
It is clear in both the formulations that the discrete constraint set used in (9) and (11) makes the optimization problem nonconvex, being in fact an NP-hard problem.
III. FREQUENCY DOMAIN ADMM

A. Algorithm Description
In the following, we apply the ADMM as a heuristic to solve the MLD formulation in the frequency domain. We start by rewriting the optimization problem as
where I A N ·M t x (z) is the indicator function, which is 0 if z ∈ A N ·M t x and +Ý otherwise. Since the problem is defined over complex-valued variables the augmented Lagrangian [20] can be written as
where λ ∈ C N ·M tx ×1 is the dual variable and ρ is called the penalty parameter. Using a scaled dual variable U = λ/ρ, the application of the ADMM consists of a sequence of iterations comprising the minimization of primal variables S and z and a dual variable update
The S-minimization subproblem (16) can be solved efficiently by noting the diagonal block structure of H, which allows us to Algorithm 1: FD-ADMM algorithm for MIMO detection in time-dispersive channels
f best = f (Z t+1 ). 14: end if 15:
From ∇ S H L ρ (S, z t , U t ) = 0, we can compute S t+1 using the closed form expressions as follows:
with k = 0, 1, . 
T . The z-update in (17) can be obtained using ( [14] , Ch. 9)
where A N ·M t x (·) is the projection onto A N ·M t x , which can be implemented through simple rounding of each component to the closest element in A. The sequence of steps required to compute the estimate of the transmitted symbolsŝ is shown in Algorithm 1, where f (S) is defined as
Most of the decoding steps of the algorithm are performed in the frequency domain with only the z variable update defined by (21) applied in the time domain. Note that it is possible to include a stopping criterion based on the primal and dual residuals, as explained in [14] . However, since the problem is nonconvex, there are no guarantees that both the residuals converge to 0 as the algorithm proceeds and, thus, it is always necessary to also include a maximum number of iterations Q to guarantee that the algorithm terminates.
B. Initialization and Penalty Parameter
Two important aspects for the operation of the ADMM is the choice of initial point z 0 and penalty parameter ρ. For the convex problems, both have an impact on the convergence speed but do not affect the quality of the solution, which is the guaranteed global optimum, whereas for the nonconvex case, both can have a strong influence on the quality of the approximate solution [14] . Initialization in the nonconvex problems [19] and the optimal penalty parameter selection for the convex [21] and nonconvex problems [22] are still active areas of research. It is important to highlight that, as stated in [18] , a problem specific choice of initialization and penalty parameter has to be employed in order to achieve the best possible results. In Section IV, we evaluate the impact of both the features on the behavior of the FD-ADMM with different problem settings.
C. Complexity
Besides the multiplications of vectors by matrices (F ⊗ I M t x ) and (F H ⊗ I M t x ), which can be implemented using a fast Fourier transform algorithm, the step with the heaviest contribution to the overall complexity is the S-update (20) due to the matrix inversions. However, these inverses only have to be computed once and the resulting complexity in terms of complex-valued operations per subcarrier is
For comparison, the complexity of the IB-DFE is
which clearly has a higher cost per iteration, mostly due to the need to recompute the inverse of a M rx × M tx matrix for each subcarrier in every iteration. Therefore, more iterations can be used in FD-ADMM without exceeding the overall complexity of the IB-DFE.
IV. SIMULATION RESULTS
In order to evaluate the performance of the proposed FD-ADMM, we conducted several Monte Carlo simulations for an uncoded SC transmission with N = 256, a block duration of 67 μs and a CP with 16.7 μs. The channel model adopted for each pair of transmitting and receiving antennas was the extended typical urban model [23] (similar conclusions could be drawn for other severely time-dispersive channels with rich multipath propagation), with the elements of matrices Ω l chosen as independent and identically distributed, zero-mean, and complex Gaussian random variables. Fig. 1 shows the symbol error rate (SER) performance as a function of the signal-to-noise ratio (SNR) for a 16 × 16 MIMO system using QPSK. As a reference, curves for the MFB and the linear MMSE are also included. The MFB corresponds to the performance of a single user with a single-symbol transmission (i.e., without ISI) and employs a channel-matched filter [24] . It can be observed that the choice of ρ can have a considerable impact on the behavior of the FD-ADMM detector. This was expected since, according to (16) and (19) , a low ρ puts more weight on the squared error minimization (10), while a high ρ will tend to penalize more violations of constraint (14) . In this case, performances close to the MFB can be achieved with values of ρ ranging between 9 and 12. Regarding the initialization of the algorithm, two approaches were tested. The first one starts with the computation of the MMSE estimate,s MMSE , followed by the use of z 0 = A N ·M t x (s MMSE ) and u 0 = s mmse − z 0 . In the second approach, the MMSE estimate is replaced by a random symbol vector selected within the constellation bounds. In Fig. 1 , there are no significant differences between the results obtained with both initializations. Concerning the impact of Q, it can be observed that with only five iterations, the gap to the MFB is only around 1 dB for an SER of 10 -5 , and after ten iterations, the improvements start to become less significant. Fig. 2 compares the performance of the proposed FD-ADMM against the IB-DFE. For the 16 × 16 MIMO system, both the receivers show very similar results, whereas for the overloaded 24 × 16 MIMO scenario the FD-ADMM outperforms the IB-DFE, which requires at least 12 costly iterations in order to stay within 2 dB of the FD-ADMM for an SER of 10 -5 . Fig. 3 presents the results for a 16 × 16 MIMO system using 64 quadratic-amplitude modulation (QAM). Besides the important impact of the choice of ρ that was also seen for QPSK, it can be observed that the initialization has a much more relevant effect on the behavior of the receiver, with the use of the initial MMSE estimate achieving the best results. Furthermore, in this scenario, the number of iterations also has a larger impact since only after 50 iterations, the performance gains start to become smaller. Concerning the comparison between the FD-ADMM and the IB-DFE, it is visible that the former can outperform the latter, with the IB-DFE requiring at least 12 costly iterations in order to be within 1 dB of the FD-ADMM for an SER of 10 -5 .
V. CONCLUSION
In this letter, a new ADMM-based algorithm was proposed for the detection and equalization of SC transmissions in timedispersive MIMO channels. The algorithm was developed for arbitrary signal constellations, with most of the steps performed in the frequency domain, permitting reduced complexity implementations. The proposed FD-ADMM receiver is capable of achieving close to the MFB performances in large problem sizes. It was shown that, with a lower complexity cost, the FD-ADMM can even outperform other well-known detectors such as the IB-DFE in overloaded scenarios and/or with high-order modulations.
