In this paper, we present a functional spiking-neuron model of human working memory 21 (WM). This model combines neural firing for encoding of information with activity-silent 22 maintenance. While it used to be widely assumed that information in WM is maintained through 23 persistent recurrent activity, recent studies have shown that information can be maintained without 24 persistent firing; instead, information can be stored in activity-silent states. A candidate mechanism 25 underlying this type of storage is short-term synaptic plasticity (STSP), by which the strength of 26 connections between neurons rapidly changes to encode new information. To demonstrate that STSP 27 can lead to functional behavior, we integrated STSP by means of calcium-mediated synaptic 28 facilitation in a large-scale spiking-neuron model. The model simulated a recent study that measured 29 behavior and EEG activity of participants in a delayed-response task. In this task, a visual grating had 30 to be maintained in WM, and compared to a subsequent probe. It was demonstrated that WM contents 31 could be decoded from the neural activity elicited by a task-irrelevant stimulus that was displayed 32 during the activity-silent maintenance period. In support of our model, we show that it can perform 33 this task, and that both its behavior as well as its neural representations correspond to the human data. 34
A SPIKING-NEURON MODEL OF ACTIVITY-SILENT WORKING MEMORY Introduction 48 The ability to temporarily hold information in working memory (WM) is a crucial part of 49 day-to-day life: it is what allows us to remember someone's name at a cocktail party, what ingredients 50 to buy at the supermarket for dinner, and which platform we need to go to when changing trains [1, 2] . 51
The maintenance of information in WM is often studied by means of a delayed-response task, in 52 which a briefly presented memory item is followed by a delay period [3, 4] . The delay period ends 53 with the presentation of a probe that the participants need to compare to the memorized item. The 54 maintenance of information during the delay period of such tasks was long thought to be mediated by 55 continuously spiking neurons [5, 6] . Although neural spiking is certainly important for WM, it was 56 recently shown that spiking activity during delay periods can be intermittent or even absent [7] [8] [9] [10] [11] . 57
This suggests that information may be stored instead using activity-silent mechanisms, for instance 58 through transient connectivity patterns in the brain [2, 12, 13] . The spiking activity observed previously 59 might reflect the initial phase necessary to initialize new synaptic weights, active maintenance of the 60 focus of attention [14] [15] [16] [17] , or the read-out of information from working memory [13, 18] . 61
One of the candidate mechanisms for storing information in activity-silent states is short-term 62 synaptic plasticity [STSP; 19], which entails rapid changes in the strength of connections between 63 neurons to reflect new information being presented to the network [12] . Indeed, it was previously 64 shown that synapses in areas implicated in WM can be facilitated [20, 21] , potentially as a 65 consequence of residual calcium building up in presynaptic terminals [19, 22] . In this way residual 66 calcium effectively leaves a 'synaptic trace' of what is currently stored in WM. An elegant 67 implementation of activity-silent storage by means of STSP was proposed by Mongillo and 68 colleagues [12] , who developed a model that can maintain information through calcium-mediated 69 synaptic facilitation in recurrent networks of simulated spiking neurons. In response to a particular 70 input to the network, a subset of the neurons fires, with the result that their outgoing connections are 71 facilitated. Subsequently, stored information can be read out by applying a network-wide non-specific 72 input that will be mostly subthreshold for non-facilitated neurons but leads to firing of facilitated 73
neurons.
In the current study, we show that the mechanism proposed by Mongillo and colleagues [12] 75 not only results in efficient and robust storage, but also in effective, functional human behavior. We 76 integrated their calcium-mediated STSP mechanism in a large-scale spiking-neuron model that can 77 perform a delayed-response task. To evaluate this model, we used a previously reported 78 electroencephalography (EEG) dataset of a visual WM task, in which activity-silent memory states 79 were measured [3] . To this end, Wolff and colleagues developed an innovative method to probe 80 activity-silent brain states [3, 23] . They showed that when the WM network is perturbed by a high-81
contrast task-neutral stimulus during maintenance, ensuing neural activity reveals what is currently 82 held in an activity-silent state. 83
In their experiment [3], each trial started with the display of two randomly oriented gratings 84 ( Fig 1) . After an 800 ms fixation period, this was followed by a cue indicating which of the two 85 stimuli had to be maintained in memory. In order to examine the contents of WM during the 86 subsequent delay part of the trial, an impulse stimulus was presented 900 ms later. At the end of each 87 trial, participants had to indicate whether a probe stimulus was rotated clockwise or counter-clockwise 88 with respect to the cued memory item. To track the contents of WM, a decoding analysis was applied 89 to the EEG data [3] . It was shown that decoding accuracy quickly dropped to chance level after 90 presentation of the memory items, but returned when the probe was presented. This indicates that 91 between the presentation of the memory items and the probe, information is maintained in an activity-92 silent (or at least quiescent) state. In addition, it was shown that it is possible to decode the orientation 93 of the cued memory item from the EEG data in response to the impulse stimulus. Thus, when the WM 94 which grating needs to be maintained in WM for judgement of the probe. Decodable EEG activity is elicited by the task-neutral impulse, which is presented between the cue and the probe. network was perturbed by a task-neutral stimulus, the ensuing signal allowed for decoding of the 95 current contents of the activity-silent state. Interestingly, already after the presentation of the cue, only 96 the orientation of the cued memory item could be decoded, indicating that the uncued stimulus was 97 quickly forgotten, or actively cleared from memory. 98 To test our model, we let it perform the same experiment -including the application of the 99 impulse perturbation method -and compared both our model's performance as well as its mental 100 representations and underlying spiking behavior to the human data. 101
102

Results
103
Model Architecture
104
In order to implement a functional spiking-neuron model of WM we used Nengo, a 105 framework for building large-scale brain models that link single cell activity to demonstrative 106 cognitive abilities [24] [25] [26] . In this framework, information is represented by vectors of real numbers 107 that can be encoded and decoded from the collective spiking activity of a population of neurons. 108
Connections between neural populations allow for both communication and transformation of 109
information. Here, Nengo acts as a 'neural compiler': given a desired function, the connection weight 110 matrix between populations is calculated so that this function is approximated. Besides pre-111 calculating connection weights, plasticity can be introduced by making use of biologically plausible 112 learning rules [27] . 113
To account for short-term synaptic plasticity, we integrated the calcium kinetics mechanism 114 proposed by Mongillo and colleagues [12] in the model. Accordingly, synaptic efficiency between 115 two neurons is dependent on two parameters: the amount of available resources to the presynaptic 116 neuron (reflecting neurotransmitters) and the presynaptic calcium level. Each time a neuron fires, the 117 amount of available resources decreases, reducing synaptic efficiency. As resources are quickly 118 replenished (in the order of 200 ms), this results in short-term depression of firing rates. However, at 119 the same time calcium flows into the presynaptic terminals, increasing synaptic efficiency. Because 120 calcium is much slower to return to its baseline levels than the resources, the synaptic connection is 121 facilitated in the long-term, for about 1.5 seconds. 122
This STSP mechanism was applied to the recurrent connections of two working memory 123 populations in our model. As described above, the aim is to simulate a dataset of a delayed-response 124 task in which the orientation of two memory items has to be compared to a probe ([3]; Fig 1) . In this 125 task, significant EEG lateralization was observed at posterior electrodes after presentation of the cue. 126
We therefore hypothesized that distinct populations of neurons are responsible for processing visual 127 stimuli presented in the left and right visual field. Correspondingly, the model was divided into two 128 independent modules, each responsible for perceiving and representing one of the two incoming 129 stimuli ( Fig. 2) . 130
In order to demonstrate that our model is able to deal with real-world input, the stimuli from 131
[3] were presented to the model. The sensory populations use two-dimensional Gabor filters as 132 encoders [25, 28, 29] . As a result, the information present in the gratings -including their direction -is 133 encoded into 24-dimensional vectors that are passed on to the memory populations. That is, the 134 information encoded into the neurons is a compressed representation of the input image, using the top 135 24 singular values as per SVD (see Methods for more details). The memory populations contain 136 recurrent connections exhibiting STSP, in line with previous models of WM and anatomical areas 137 associated with WM [e.g., 21,30,31]. Consequently, the first stimulus during a trial will drive 138 facilitation of recurrent connections representing this stimulus. Neural activity resulting from 139 subsequent stimuli will be affected by this change in connectivity. 140
This enables implementing decision making as a match-filter process [8, 13] . To decide on the 141 orientation change of the probe compared to the relevant memory item, both the sensory and memory 142 populations communicate the orientation of the gratings to a comparison population. When a probe is 143 presented, the orientation received from the sensory population is driven entirely by the incoming 144 stimulus. However, the orientation of the memory population is driven by a dynamic combination of 145 activity resulting from the incoming stimulus and activity from facilitated connections as a result of 146 the encoded memory item (i.e. hysteresis). In other words, the orientation represented by the memory 147 population reflects the orientation of the probe 'tuned' by the orientation of the memory item stored in 148 facilitated synapses, over time reverting to the new probe stimulus. To estimate the orientation 149 difference between the memory item and the probe, the outgoing connections from the comparison 150 layer subtract the two represented orientations. The resulting one-dimensional value reflects the 151 signed difference between the orientation of the memory item and that of the probe stimulus. paper, it was shown that decoding accuracy quickly dropped after presentation of the memory items 156 but returned again during presentation of the probe -as would be expected for an activity-silent 157 maintenance mechanism. Correspondingly, we examined the spiking activity and quality of 158 representations of our model during the task, in order to validate that any maintenance of information 159 in our model is realized in activity-silent states and not by persistent firing. 160 and calcium (u) in these populations. In both modules, there is spiking activity during and shortly 163 after presentation of the memory items, the impulse stimulus, and the probe, but not in between. The 164 spiking activity causes the amount of available resources and the calcium level to decrease and 165 increase, respectively. The resulting short-term depression can directly be observed as the amount of 166 spiking declines after the onset of a stimulus, although it periodically reactivates. 167
In the original experiment, a retro-cue that indicated which of the two previously presented 168 items needed to be memorized was presented 800 ms later, which was followed by significant 169 illustrate the difference between the two modules, the mean cosine similarity was calculated over 100 177 trials in which both modules were presented with the same memory item and probe, with a rotation of 178 0° and 42°, respectively. Note that in the simulation of the real experiment, the cued and uncued 179 modules are never presented with the same memory item. 180
During presentation of the initial memory item of 0°, the vectors represented by both modules 181 are very similar to the ideal 0° vector. In addition, the cosine similarity is inversely correlated with the 182 angular difference between the represented vector of 0° and potential representations, indicating that 183 similar stimuli are represented by similar vectors and firing patterns. As was the case in the original 184 experiment, during the delay periods we could not decode what is being represented by the neural 185 populations as there is no spiking activity -indicating activity-silent memory. However, in response 186 to the non-specific reactivation of the cued model at 1050 ms, there was spiking activity that clearly 187 represents the originally encoded vector. It therefore appears that neural connections representing the 188 memory item were indeed facilitated, and that mainly those connections and neurons get activated in 189 response to the non-specific reactivation elicited by the cue. 190
One of the main results of the original study was that the EEG activity in response to the 191 impulse stimulus contained the orientation of the cued memory item, and not of the uncued item [3] . 192 This was taken to show that a stimulus is only maintained in an activity-silent state if it is still needed 193 for the task. If not, it is quickly forgotten or actively cleared from the network. To see if our model 194 has both the same storage and forgetting capabilities, we examined the vectors represented by the 195 memory populations of the cued and uncued module during presentation of the impulse (Fig 4; cf. Fig  196  3 , 2150-2300 ms). In both modules, the memory populations start representing the impulse stimulus. 197
When the facilitated recurrent connections of the cued and uncued items become activated, both 198 modules also represent the original 0° memory item. However, only for the cued module does the 199 represented vector become (very briefly) more similar to the ideal memory item than to the impulse 200 vector, offering a potential explanation of why only the cued, and not the uncued memory item, could 201 be decoded after the impulse [3] . 202
To summarize: in both the cued and the uncued modules, STSP encodes the initial stimulus. 203
In the cued model, facilitated connections are re-facilitated at the moment of cue, counteracting the 204 gradual calcium decay that goes on in both modules (Fig 3) . As a result, once the impulse arrives, 205 only the cued model has sufficiently facilitated connections specific to the memory item to generate a 206 response larger than the impulse representation (Fig 4) . Note that the uncued memory population was 207 not actively cleared, but that the calcium levels of the facilitated synapses simply decayed away as it 208
was not reactivated at the moment of the cue. Cosine similarity between the representations in the memory populations and ideal vectors in response. The memory item presented before the impulse had a rotation of 0°.
Behavior
211
In order to see if our model not only matches neural activity, but also gives rise to functional 212 behavior similar to human participants, we evaluated its performance. First, to see if the information 213 maintained in the facilitated synapses can be used to produce a relevant response, we inspected the 214 value represented by the decision population in the cued module. This population receives the angular 215 difference between the memory item and the probe from the comparison population, and thus 216 represents a measure of difference between the orientations decoded from the sensory and memory 217 populations. Fig 5 shows the represented value for the possible orientation differences between 218 memory items and probes, averaged over all simulated trials. First, it takes a moment for the probe 219 information to reach this population. Second, the facilitated synapses become activated, reactivating 220 the memory item, thereby leading to different representations in the sensory and memory populations, 221 and thus to a difference in the decision population. Finally, the probe starts overriding the memory 222 representation, reducing the difference until both populations represent the probe and the difference 223 has disappeared. Overall, both the sign and magnitude of the orientation difference are clearly 224 represented in the decision signal. 225
To translate this decision signal into a response, we integrated the decision activation after the 226 presentation of the probe. Integrating the evidence corresponding to two distinct decisions has been 227 [18,44] regions. It appears that especially sensory working memory should be attributed to the 246 relevant sensory systems [47, 48] , instead of to a centralized system. While the exact function of the 247 different regions implicated in WM might differ, the neural substrate and mechanisms might be 248 similar, and could potentially all be explained by the proposed STSP mechanism. 249 A number of design choices warrant discussion. First, the employed neurons do not have a 250 baseline firing rate, as is evident by the lack of any spiking activity during the delay-period of a trial 251 (Fig 3) . In order to clearly demonstrate activity-silent maintenance of information, we defined the 252 tuning curves of the sensory and memory neurons so that they only fire when presented with input. 253
However, background firing could simply be added to the model without affecting the functioning of 254 our model, as has been done in the past ([e.g., 12,33]; see also below). Second, the number of neurons 255 per population and the number of dimensions used to represent the stimuli were set to reflect human 256 behavior. In general, adding more neurons will improve the representation of vectors and the 257 approximation of the functions computed over those. Increasing the number of dimensions expands 258 what can represented [25, 34, 35] . Thus, changing the number of neurons and dimensions will change 259 the quality of the representations and will influence the number of errors made during the task. Here, 260
we estimated parameters to roughly match human performance; we do not have a principled reason 261 either for using 1000 or 1500 neurons per population or 24 dimensions. Finally, information was 262 represented using Nengo's default vector representation, which provides an intuitive method to link 263 neural spiking to representation and function [25] . However, representing information differently 264 should not affect the basic functioning of the model as all connections and the STSP mechanism are 265 implemented at the neural level. 266 267 paper. Again, two memory items were presented at the start of the trial. However, in this version both 285 were eventually probed, and participants were aware of which of the two items would be probed first. 286
Representations in WM
Before the first probe, the prioritized item could be much better and longer decoded than the un-287 prioritized item, a pattern that reversed after the first probe. This could be simulated with our model 288 by giving the prioritized item a persistent firing state as in Figure 7 , while the un-prioritized item 289 might be completely maintained in an activity-silent state as in Figure 3 . This also provides a 290 functional explanation for psychological theories that state that a single focal WM item can be used 291 without any time cost [16, [37] [38] [39] , while other items in working memory incur a cost estimated at 200 292 ms [15,40-43] -the latter potentially being due to the costs of reactivating the information from a 293 non-active state. 294
In our model, we have assumed that the coding of the information itself is static, that is, the 295 same facilitated connections are used repeatedly. However, there has recently been increasing 296 evidence for a dynamic coding framework, which states that information maintained in a WM 297 network traverses a highly dynamic path through neural activation with similar functionality as the current model, although they did not match human data directly. 307
Their model consisted of a three-layer architecture: a stimulus layer, a template layer, and a decision 308 layer not unlike the sensory, memory, and comparison population in our model. A critical difference 309 between the two models is that their decision layer only receives input from the template layer, while 310 in our case it receives input from both the sensory and memory populations. The template layer in 311
Myers' model acts like a match-filter: it is able to maintain a stimulus orientation, and when presented 312 with a subsequent probe orientation convey the signed difference between the two to the decision 313 layer. The memory population in our model can likewise be viewed as a match filter. After onset of 314 the probe, the represented orientation shifts to the orientation of the probe from the direction of the 315 orientation of the memory item. This shift in itself indicates a degree of difference between the two 316 orientations, including the sign of this difference. One could potentially measure this with a neural 317 population that computes a time derivative with respect to the orientation [49]. However, exploratory 318 analysis indicated this to be less robust than our current method. 319 Another closely related model was proposed by Barak and colleagues [18] . Their model 320 consisted of a sensory and memory population. After presentation of a stimulus, connections from the 321 sensory population to the memory population will be facilitated. Subsequently, during the delay 322 period, an increasing uniform current is applied to the network which activates the neurons in the 323 memory population that have facilitated incoming connections. During presentation of a subsequent 324 probe, mutual inhibition between the sensory and memory population will guide decision making. 325
This model explains observed ramping up of activity during anticipation of a probe. However, it is not 326 clear whether the gradually increasing external current is essential to extract the information 327 maintained in the facilitated connections in the memory representation. It can be expected that in the 328 brain bottom-up stimulus driven activity might also be able to activate the information stored in 329 connections, for instance when the timing of the probe is unknown. 330 331
Conclusion
332
To conclude, our model shows that maintenance of information in WM by means of calcium-333 mediated STSP can lead to functional behavior. It is broadly consistent with current theories 334 regarding activity-silent storage in human WM and is able to show a variety of effects observed 335 during a visual delayed-response task. Furthermore, it provides a solid basis for exploring a model At the same time, its calcium level u is increased, mimicking calcium influx into the presynaptic 361 terminal. Both u and x relax back to baseline with time constants tD (0.2s) and tF (1.5s), respectively.
362
This results in a system where after a neuron fires its outgoing connections will be depressed on the 363 time scale of tD and facilitated on the timescale of tF as illustrated in Fig 8. 
364
For all LIF neurons to which we apply STSP, every time step u and x are calculated according 365 to equation 1.1 and 1.2, respectively: 366
(1.1) 367
where x represents the available resources, u the residual calcium level, tD the depressing time relevant parameters were left to default, which are consistent with neocortical pyramidal cells [24] . 382
Parameters U, tD and tF were set the same as in [12] . tF >> tD and tF on the order of 1s are consistent 383 with patch-clamp recordings of facilitated excitatory connections in the ferret prefrontal cortex [21] . 384
To describe the relationship between neural representations and real-world stimuli it can be 385 assumed that the brain makes use of a statistical model, not unlikely a parametrized model, where a 386 small number of parameters capture the overall shape of the data [25] . To find such a model we need 387 a set of basis functions that will be good at describing both the incoming images and the encoders of 388 the neurons receiving these images. These basis functions can be found by applying singular value 389 decomposition (SVD) to a matrix containing both the images and the encoders. The images consisted 390 of the stimuli in the experiment, while the encoders were two-dimensional Gabor filters, defined by a 391 sinusoidal plane wave multiplied by a Gaussian function. Gabor filters have previously been shown to 392 accurately describe the response profile of simple cells in the cat [29] and macaque [28] striate cortex 393 and seem to underlie early stages of visual processing. Thus, the SVD mediates a biologically 394 plausible method that results in stimuli being represented by 24-dimensional vectors. 395
Next, we specified for each possible vector -representing a particular grating -what the 396 corresponding decoded orientation should be. This information was used to define a function that 397 takes a 24-dimensional vector as input and returns the corresponding orientation. The NEF yields the 398 connection matrix at the neural level that approximates this function for the connections from the 399 sensory and memory populations to the comparison populations. Stimulus orientations were not 400 directly decoded as the angle q, but rather by the sine and cosine of q. Decoding sine and cosine of q 401 is robust, as the ratio between the two determines the stimulus orientation independent of the 402 amplitude, which is not the case when decoding q directly. Furthermore, the symmetry of the sine 403 functions provides a natural solution for the symmetric nature of the stimuli, as in the experiment a 404 stimulus with an orientation of -90° contains exactly the same pixels as a stimulus with an orientation 405 of 90° and therefore results in the same neural activity. 406 using Psychopy, an open-source Python application [51] . Stimuli consisted of a circle on a grey 410 background (RGB = 128, 128, 128). Memory items and probe stimuli were sine-wave gratings with a 411 diameter of 128 pixels and spatial frequency of 0.034 cycles per pixel. The phase was randomized 412 within and across trial. For each trial, the orientation of the memory items was randomly selected 413 from a uniform distribution of orientations. The angular differences between the memory item and the 414 corresponding probe stimulus were uniformly distributed across seven angle differences (3°, 7°, 12°, 415 18°, 25°, 33°, 42°), both clockwise and counter-clockwise. The impulse stimulus consisted of a 416 'bull's-eye' stimulus of the same size and spatial frequency as the memory items. It was presented at 417 twice the contrast compared to the grating stimuli, to each module. 418 Procedure. The model completed the retro-cue delayed-response task from [3] . Each trial 419 started with the presentation of two memory items to the sensory population of the corresponding 420 modules for 250 ms. In the original experiment, a retro-cue that indicated which of the two previously 421 presented items needed to be memorized was presented 800 ms later, which was followed by 422 significant lateralization at posterior electrodes. To mimic this, the memory population of the cued 423 module is briefly reactivated by means of a non-specific population wide input [cf. 12]. After another 424 fixation period, the impulse stimulus was presented to both sensory populations for 100 ms, 1100 ms 425 after the onset of the cue. After another delay of 400 ms, the probe was presented to the sensory 426 populations for 250 ms. To simulate different participants in the experiment, every 1344 trials the 427 random seed was reset and new random Gabor filters were generated to use as encoders for the 428 sensory populations. In total the model performed 30 sets of 1344 trials, reflecting 30 participants in 429 the original experiment. 430 431
