Abstract In this paper, we define weighted relative p(.)-capacity and discuss properties of capacity in the space W 1,p(.) ϑ (R n ). Also, we investigate some properties of weighted variable Sobolev capacity. It is shown that there is a relation between these two capacities. Moreover, we introduce a thinness in sense to this new defined relative capacity and prove an equivalence statement for this thinness.
is a constant function outside a large ball. After this study, many absorbing and crucial papers appeared in non-weighted and weighted variable exponent spaces. For a historical journey, we refer [5, 8, 16, 19, 20] . Sobolev capacity for constant exponent spaces has found a great number of uses, see [7] and [18] . Moreover, the weighted Sobolev capacity was revealed by Kilpeläinen [14] . He investigated the role of capacity in the pointwise definition of functions in Sobolev spaces involving weights of Muckenhoupt's A p −class. Harjulehto et al. [12] introduced variable Sobolev capacity in the spaces W 1,p(.) (R n ) . Also, Aydın [2] generalized some results of the variable Sobolev capacity to the weighted variable exponent case.
The variational capacity has been used extensively in nonlinear potential theory on R n . Let Ω ⊂ R n is open and K ⊂ Ω is compact. Then the relative variational p-capacity is defined by
where the infimum is taken over smooth and zero boundary valued functions f in Ω such that f ≥ 1 in K. The set of admissible functions f can be replaced by the continuous first order Sobolev functions with f ≥ 1 in K. The p-capacity is a Choquet capacity relative to Ω . For more details and historical background, see [13] . Also, Harjulehto et al. [11] defined a relative capacity. They studied properties of the capacity and compare it with the Sobolev capacity.
Our purpose is to investigate some properties of the Sobolev capacity and, also, relative p(.)-capacity in sense to Harjulehto et al. [11] to the weighted variable exponent case. Also, we give relationship between these defined two capacities. Moreover, we present a thinness in sense to this new defined relative capacity and prove an equivalence statement for this thinness.
Notation and Preliminaries
In this paper, we will work on R n with Lebesgue measure dx. The measure µ is doubling if there is a fixed constant c d ≥ 1, called the doubling constant of µ such that µ (B (x 0 , 2r)) ≤ c d µ (B (x 0 , r))
for every ball B (x 0 , r) in R n . Also, the elements of the space C ∞ 0 (R n ) are the infinitely differentiable functions with compact support. We denote the family of all measurable functions p(.) : R n → [1, ∞) (called the variable exponent on R n ) by the symbol P (R n ). In this paper, the function p(.) always denotes a variable exponent. For p(.) ∈ P (R n ) , put A positive, measurable and locally integrable function ϑ : R n → (0, ∞) is called a weight function. The weighted modular is defined by
The weighted variable exponent Lebesgue spaces L p(.)
ϑ (R n ) consist of all measurable functions f on R n endowed with the Luxemburg norm
ϑ (R n ) is a Banach space with respect to . p(.),ϑ . Also, some basic properties of this space were investigated in [1, 2, 15] .
Let Ω ⊂ R n is bounded and ϑ is a weight function. It is known that a function f ∈ C ∞ 0 (Ω ) satisfy Poincaré inequality in L 1 ϑ (Ω ) if and only if the inequality
holds [13] . In recent decades, variable exponent Lebesgue spaces L p(.) and the corresponding the variable exponent Sobolev spaces W k,p(.) have attracted more and more attention. Let 
are a special class of so-called generalized Orlicz-Sobolev spaces with the norm
We set the weighted variable exponent Sobolev spaces
It is already known that
loc (R n ) and then the weighted variable exponent Sobolev spaces
In particular, the space W ϑ ,loc (R n ) is defined in the classical way. More information on the classic theory of variable exponent spaces can be found in [16] .
As an alternative to the Sobolev p(.)-capacity, Harjulehto et al. [11] introduced relative p(.)-capacity. Recall that
where supp f is the support of f . Suppose that K is a compact subset of Ω . We denote
and for an arbitrary set E ⊂ Ω
The number cap p(.) (E, Ω ) is called the variational p(.)-capacity of E relative to Ω . It is usually called simply the relative p(.)-capacity of the pair or condenser (E, Ω ) .
Throughout this paper, we assume that p (.) ∈ P log (R n ) with
. We write that a ≈ b for two quantities if there exists positive constants c 1 , c 2 such that c 1 a ≤ b ≤ c 2 a. Also, we will denote
3 The Sobolev (p (.) , ϑ )-Capacity and The Relative (p (.) , ϑ )-Capacity A capacity for subsets of R n was introduced in [2] . To define this capacity we denote
Thanks to meaning of the infimum, in case S p(.),ϑ (E) = / 0, we set C p(.),ϑ (E) = ∞.
is an outer measure and a Choquet capacity. If f ∈ S p(.),ϑ (E), then min {1, f } ∈ S p(.),ϑ (E) and
. But Zhikov and Surnachev proved this denseness under some conditions in [21] . In this paper, we will assume that this denseness holds.
. Indeed, first, if we use the definitions of defined functions, then we get
. This completes the proof.
As in the proof [ [6] , Proposition 10.1.10], we can show the following theorem.
Now, we will introduce relative (p (.) , ϑ )-capacity.
Definition 1 Let p (.) ∈ P (Ω ) and K ⊂ Ω be a compact subset. We denote
Moreover, if U ⊂ Ω is an open subset, then we define
and also for an arbitrary set A ⊂ Ω we define 
Theorem 4 Let p (.) ∈ P (Ω ) and ϑ is a weight function. Then, we have cap
Therefore the relative (p (.) , ϑ )-capacity is well defined on compact sets. But, if p + = ∞, then the elements of the R * p(.),ϑ (K, Ω ) do not satisfy equality in general. Also, the relative (p (.) , ϑ )-capacity has the following properties.
P6 . If A n is an increasing sequence of subsets of Ω for n ∈ N, then
The proof of these properties is the same as in [6, 11, 13] . Hence the relative (p (.) , ϑ )-capacity is an outer measure. A set function which satisfies the capacity properties (P1), (P2), (P5) and (P6) is called Choquet capacity, see [3] . Therefore we have the following result.
In particular, all Borel sets A ⊂ Ω are capacitable, that is,
Note that each Borel set is a Suslin set and the definition of Suslin sets can be reach in [9] . Also, it is not necessary that p + < ∞ for satisfying all these properties.
Proof First we can assume that cap p(.),ϑ (A 1 , Ω 1 ) < ∞. Otherwise the proof is clear. Fix an integer m. Also, let ε > 0 and take an open set U ⊂ Ω 1 such that A 1 ⊂ U and
Let K 1 ⊂ U be compact and let
, where K n = sup p f n−1 , and that
by induction. Let a n be a sequence of nonnegative numbers with m ∑ n=1 a n = 1 and define
Using the definition of relative (p (.) , ϑ ) − capacity, we have
where ▽ f n = 0 are pairwise disjoint. This yields
If we use (1) in (2), then we have
where ε * * = 1 + a p − 1 ε * . Letting ε * * −→ 0 we get
Using the definition of infimum and relative (p (.) , ϑ ) − capacity, respectively, then we obtain
Since the equality
holds, we can choose a n = cap p(.),ϑ (A n , Ω n )
for n = 1, 2, .., m.If cap p(.),ϑ (A n , Ω n ) > 0 for every n = 1, 2, .., m, then we have
When cap p(.),ϑ (A n , Ω n ) = 0 for some n, then cap p(.),ϑ (A 1 , Ω ) = 0 as well by considering (3), and the proof is obvious. The claim follows by letting m −→ ∞.
Remark 2
Let Ω ⊂ R n be a bounded set. Then, the claim of Proposition 2.4 in [17] satisfies even if 2r) ) ≥ 1 and µ ϑ is a doubling measure, then we obtain
On the other hand, let 0 < s < r and take a function f ∈ R * p(.),ϑ (B (x 0 , s) , B (x 0 , 2r)). Since cap p(.),ϑ (B (x 0 , r) , B (x 0 , 2r)) ≥ 1, it is easy to see that ρ [17] . Hence if we use the Poincaré inequality in L 1 ϑ (B (x 0 , 2r)) and the embedding L p(.)
If we take the infimum over f ∈ R * p(.),ϑ (B (x 0 , s) , B (x 0 , 2r)) and letting s → r from the inequality (5), then we get
We conclude the proof considering the inequalities (4) and (6) . Hence it is clear that we can write µ ϑ (B (x 0 , r)) ≈ cap p(.),ϑ (B (x 0 , r) , B (x 0 , 2r)) under the hypotheses.
Remark 3 Note that the equivalence in Theorem 6 is not true in general. But if we use the following trick in inequality (5)
then this will allow for obtaining some estimates even in case cap p(.),ϑ (B (x 0 , r) , B (x 0 , 2r)) < 1.
)) ≥ 1 and 0 < r ≤ s ≤ 2r, then we have
Thus, we need to satisfy the first inequality in case s = 2r. Because of the fact that relative (p (.) , ϑ )-capacity is a Choquet capacity, we can suppose that A is compact. Let g ∈ C ∞ 0 (B (x 0 , 2r)) , 0 ≤ g ≤ 1 is a cut-off function such that g = 1 in B (x 0 , r) and |▽g| ≤ 2 r . Also, let the function f ∈ R * p(.),ϑ (A, B (x 0 , 4r)) be given. If we use the definition of R * p(.),ϑ (A, B (x 0 , 4r)) and the function g and also the fact that the space
see [17] . Hence if we use the Poincaré inequality in L 1 ϑ (B (x 0 , 4r)) and the embedding L p(.) 4r) ), then we obtain
This yields
where C = 2 p + + 2 2p + +1 cc 1 max r 1−p − , r 1−p + . The proof is completed by taking the infimum over f ∈ R * p(.),ϑ (A, B (x 0 , 4r)) from the last inequality. Hence it is clear that we can write cap p(.),ϑ (A, B (x 0 , 2s)) ≈ cap p(.),ϑ (A, B (x 0 , 2r)) under the hypotheses.
Remark 4 By the same arguments as in Theorem 6 the equivalence in Theorem 7 is not true in general. But if we use the same trick in Remark 3, then it can be found some estimates even in case cap p(.),ϑ (A, B (x 0 , 4r)) < 1.
where A (x 0 ; r 1 , r 2 ) is the annulus B (x 0 , r 2 ) − B (x 0 , r 1 ) . Here C = c h max max r
where |A (x 0 ; r 1 , r 2 )| is the Lebesgue measure of A (x 0 ; r 1 , r 2 ) and c h is the constant of Hölder inequality for variable exponent Lebesgue spaces.
, Lemma 7.14], we get
Also, it is well known that (n − 1)− dimensional measure of the unit sphere ω n−1 in R n equals nω n . Hence the following integral is obtained
see [17] . Also, if we use the Hölder inequality for variable exponent Lebesgue spaces, then we find
for some c h > 0 where
Using the relationship between Luxemburg norm and modular we get
for some c h > 0. Taking the infimum over f ∈ R * p(.),ϑ (B (x 0 , r 1 ) , B (x 0 , r 2 )) from the last inequality, we have the desired result by the continuity of the integral.
The Relationship Between Capacities
Now, we will give several inequalities between the capacities previously mentioned.
Theorem 9
If Ω ⊂ R n is bounded and K ⊂ Ω is compact, then
where the constant C depends on the dimension n, the Poincaré inequality constant and diam(Ω ) .
Proof We can assume that cap p(.),ϑ (K, Ω ) < ∞. Otherwise the proof is clear. Let
Now, let us extend f by zero outside of Ω , that is
and define g = min {1, f } . If we consider definitions of the relative (p (.) , ϑ ) − capacity and the Sobolev capacity, then we get g ∈ S p(.),ϑ (K) . Hence
It follows by 0 ≤ g ≤ 1 that
Also, if we use the Poincaré inequality in L 1 ϑ (Ω ) and Remark 2, then we have
By (8) and (9), we have
where C * = max {1, cdiam (Ω ) c 1 } . Considering the fact that 1 < p − ≤ p (.) ≤ p + < ∞ and (7), it is to see that
Hence, we get
where C = 2 max {1, cdiam (Ω ) c 1 } . This yields the claim as ε tends to zero. 
Theorem 10
If Ω ⊂ R n is bounded and A ⊂ Ω , then
Note that the opposite implication of previous corollary does not always true. We need to consider an additional hypothesis for this. By the same arguments as in [[6] , Proposition 10.3.4], we obtain following statement.
Now, we give a relationship between Sobolev (p (.) , ϑ )-capacity and relative (p (.) , ϑ )-capacity.
where
and c is the Poincaré inequality constant.
Proof Suppose that K ⊂ B (x 0 , r) is compact. Let g ∈ C ∞ 0 (B (x 0 , 2r)) , 0 ≤ g ≤ 1 is a cut-off function such that g = 1 in B (x 0 , r) and |▽g| ≤ 2 r . Also, the function f ∈ S p(.),ϑ (K) be given. Thus we get g f ∈ R * p(.),ϑ (A, B (x 0 , 2r)) . Therefore
If we take the infimum over f ∈ S p(.),ϑ (K) from the last inequality, then we have
see [17] . If we use the fact 0 ≤ f ≤ 1, the Poincaré inequality in L 1 ϑ (B (x 0 , 2r)) and the embedding L p(.) 2r) ) , then we obtain
It follows that
where C 1 = 1 + crc 1 . This completes the proof for the compact sets if we take the infimum over f ∈ R * p(.),ϑ (K, B (x 0 , 2r)) from the last inequality. If we consider the definition of relative (p (.) , ϑ )-capacity and use the first part of proof, then it is shown that the desired result holds for arbitrary set A ⊂ B (x 0 , r) .
We say that
The integral in the inequality (10) is called Wiener type integral, see [13] . From now on, we write that
for convenience. Also, we denote the Weiner sum as
The Weiner sum is more useful than type integral one in most cases. Now we give a relationship between these two notions.
Theorem 13
Assume that the hypotheses of Theorem 7 and Theorem 6 are hold. Then there exist constants C 1 ,C 2 such that
for every A ⊂ R n and x 0 / ∈ A. In particular, W p(.),ϑ (A, x 0 ) is finite if and only if W sum p(.),ϑ (A, x 0 ) is finite.
Proof Using the same methods in the Theorem 7 and Theorem 6, it is easy to see for r ≤ s ≤ 2r that
where the constants in ≈ depend on r,p − , p + , constants of doubling measure and Poincaré inequality. Thus for 2 −1−i ≤ r ≤ 2 −i we have This completes the proof of (i) because of the fact that U is the desired neighborhood of A. Now we consider the proof of (ii). 
