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Abstract
For dimensions 3 n 6, we derive here the Harnack type inequality
max
BR
u · min
B2R
u C
Rn−2
for C2, positive solutions u of
Δu− μu+K(x)u n+2n−2 = 0
in ball B(0,3R) inRn where R  1. Here μ> 0 and the constant C = C(n,μ, |K|, |∇K|). For dimension 3,
we assume that K is Hölder continuous with exponent θ with 12 < θ  1. While for dimensions n = 4,5,6,
assume that K ∈ C1 is bounded between two positive constants and that in a neighborhood of a critical
point x0 of K , we have
c|x − x0|θ−1 
∣∣∇K(x)∣∣ C|x − x0|θ−1
for c, C > 0 and n−22  θ  n− 2.
As an application, a priori estimates for solutions are obtained in star shaped domains.
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1. Introduction
For dimensions 3 n 6, we derive here a Harnack type inequality for positive C2 solutions
u satisfying the equation
Δu + λu +K(x)u(x) n+2n−2 = 0 (1.1)
in a ball B3R(0) = {x ∈Rn: |x| 3R}, where λ = −μ< 0 is a negative constant. Equation (1.1)
is related to problems arising in geometry and physics and has been studied by several authors
including the celebrated paper of Brézis and Nirenberg [3]. Under suitable conditions on K ,
uniqueness of solutions, a priori estimates and existence results are available when the parameter
λ 0 (see [7,10,25,26], and references therein). However, few results are present in the literature
for the case when λ < 0 (see [20] where the problem was considered on manifolds).
More recently, in [2] Birindelli and Giacomoni proved existence of branch of solutions for the
equation
−Δu = λu+ h(x)up (1.2)
inRn with subcritical nonlinearities (i.e., 1 <p < n+2
n−2 ) and h is a C
2 sign indefinite nonlinearity.
Using a priori estimates and global bifurcation theorem of Rabinowitz, they proved existence of
connected branch of solutions. Similar method was used in [10] and [11] to prove existence
of connected branch of solutions, beginning from (λ1(Ω),0) going all the way back to (0, u0)
where u0 > 0, to the problem (1.1) for λ > 0 (again with critical indefinite nonlinearity). Here Ω
is bounded and λ1(Ω) is the first eigenvalue of Laplacian. The difficult part was to get a priori
estimates using blow up analysis for solutions in the region where K is positive. An estimate due
to Cerqueti and Grossi [8] was crucial therein, and this estimate was true only for the parameter
λ > 0 and dimension n > 4. Thus, the question whether the branch of solution can be continued
in the negative direction beyond zero i.e., λ < 0, was left open. A more basic question is, under
what conditions can one obtain a priori estimates for (1.2) in the region where h is positive when
the parameter λ is negative?
Another approach to obtain a priori estimates is by using the modified version of method
of moving planes devised by Chen and Lin and successfully implemented in series of their pa-
pers [7,9,19]. The moving plane method, also sometimes referred to as Alexandrov’s reflection
method was first used by Alexandrov and has been later developed by Serrin [24], Gidas, Ni and
Nirenberg [12], Chen and Li [6], Caffarelli, Gidas and Spruck [4]. In [7], Chen and Lin derived
a Harnack type inequality
max
BR
u · min
B2R
u c
Rn−2
(1.3)
for smooth positive solutions u of
Δu +K(x)un+2n−2 + g(u) = 0
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n− 2. The function g was assumed to be C1 with g(t) > 0 for t > 0 and satisfies
g(t)t−
n+2
n−2 is nonincreasing for t > 0,
lim
t→+∞g(t)t
− n+2
n−2 = 0.
Also, refer to [15] for related result. Observe that g(t) := λt for λ > 0 satisfy the above condi-
tions.
Harnack type inequalities and Liouville theorems are key ingredients in proving a priori es-
timates for solutions leading to results on existence of solutions of differential equations. For
example see [7,9,13–16,18–20], and references therein. For g ≡ 0, the Harnack type inequality
for positive solutions of
Δu + un+2n−2 = 0
is due to Schoen in [22] (see [21] for a proof) while for positive solutions of
Δu +K(x)un+2n−2 in dimension 3
with smooth positive function K(x) is obtained by Schoen and Zhang in [23]. Closely related
results were obtained by Chang, Gursky and Yang [5] for n = 3. For n  3, in [13] and [14]
fine analysis of blow up solutions of scalar curvature equation on the sphere Sn with positive
scalar curvature function K with order of flatness at critical points of K not less than n − 2 was
obtained. This, in particular gives Harnack type inequality for solutions on Sn. Moreover, in [17],
fine analysis of blow up solutions of
−Δg + k(x)u = K(x)u5, u > 0,
on any 3 dimensional compact smooth Riemannian manifold (M,g) is established for any
smooth function k(x) and any positive smooth function K(x). Thus, the Harnack type inequality
sup
BR
inf
B2R
u C
R
will hold here. In view of this result, an unknown referee raised the question “is it true that for
n = 3 and for any positive smooth function K(x), all solution u of (1.1) satisfy (1.3)?.” We give
affirmative answer to this question, where we in fact allow K to be Hölder continuous of suitable
exponent.
We use the modified version of moving plane method due to C.-S. Lin and C.-C. Chen to
prove Harnack inequality (1.3) for (1.1) when λ < 0. Precisely,
Theorem 1.1. For R > 0, let BR(0) = {x ∈Rn: |x| R} denote the ball with center origin and
radius R in Rn, 3 n 6. Let μ> 0 and u be a C2, positive solution of
Δu − μu+K(x)u(x) n+2n−2 = 0 in B3R(0). (1.4)
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c¯0 K(x) C¯0 for all x ∈ B(0,3R). (1.5)
Assume
(i) for dimension n = 3, K ∈ Cθ , i.e.,
K is Hölder continuous with exponent θ where
1
2
< θ  1; (1.6)
(ii) for n = 4,5,6, K is a C1 function such that in a neighborhood N of the set of critical points
of K , denoted by S , we have
c¯1 dist(x,S)θ−1 
∣∣∇K(x)∣∣ C¯1 dist(x,S)θ−1 for all x ∈ N, (1.7)
where c¯1, C¯1 are positive constants and n−22  θ  n − 2.
Then for any 0 <R  1, there exists a positive constant C depending on n, μ, |K|, |∇K|, the
neighborhood N and the constants c¯0, C¯0, c¯1, C¯1 and θ such that
max
BR
u min
B2R
u C
Rn−2
. (1.8)
The novelty in the proof of Theorem 1.1 is the use of maximum principle for domains with
small measure due to Berestycki, Nirenberg and Varadhan [1] together with the modified version
of moving plane method of Chen and Lin. This helps us overcome the difficulty in deriving
estimates due to presence of linear term in our Eq. (1.4). Also, let us mention that the restriction
on dimension, i.e., 3 n 6 is for technical reasons. We believe that finer estimates will allow
us to extend above result for all dimensions and also the case K ≡ 1 for n 4. This will be done
in future.
As an immediate application of the above Harnack inequality (1.8), we shall derive a priori
estimates for solutions of (1.1) in bounded, star shaped domains. For general domain, we need
to derive lower bounds for the solutions of (1.1), which will be done in the second part of this
paper. Theorem 1.1 can be seen as an extension of result of Chen and Lin in [7].
We begin by preliminaries where we recall results which will be used in the subsequent sec-
tions. Theorem 1.1 is proved by repeated application of the modified version of moving plane
methods and its proof is divided into various sections: We begin in Section 3, assuming by con-
tradiction that the inequality (1.8) is not true. This gives a sequence of blow up points for the
solution u of (1.4). As is standard by now, we first show that the blow up points of u converge
to the critical points of K (Proposition 3.1). See Sections 3 and 4 for the proof. This justifies
putting conditions in neighborhood of critical points of K . We wish to point out that the proof in
fact works for all dimensions n 3.
In Section 5, we estimate the rate at which the gradient of K at blow up points converge (for
n = 4,5,6) and complete the proof of Theorem 1.1 in Section 6. We derive a priori estimates in
the last section.
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We state below a result proved using the modified version of moving plane method described
in [7] and [9]. Using the notations of [9], let Ω be a smooth open domain in Rn such that the
complement Ωc is compact. Let u ∈ C2(Ω)∩ C(Ω¯) be a positive solution of
Δu + f (x,u) = 0 in Ω, (2.1)
where f (x,u) is a nonnegative function, Hölder continuous in x, C1 in u and is defined on
Ω¯ × [0,∞). For λ < 0, we denote Tλ := {x ∈ Rn: x1 = λ}, Σλ := {x ∈ Rn: x1 > λ} and xλ :=
(2λ− x1, x2, . . . , xn) as the reflection of the point x with respect to the plane Tλ. Define
λ∗ = sup{λ: λ < 0 and Ωc ⊂ Σλ},
Σ ′λ := Σλ ∩Ω for λ < λ∗,
wλ(x) := u(x) − uλ(x) = u(x)− u
(
xλ
)
for x ∈ Σ ′λ.
⎫⎪⎬
⎪⎭ (2.2)
For any continuous function bλ(x), we have
Δwλ(x) + bλ(x)wλ(x) = Q
(
x, bλ(x)
)
in Σ ′λ (2.3)
where
Q
(
x, bλ(x)
) := f (xλ,uλ(x))− f (x,u(x))+ bλ(x)wλ(x). (2.4)
Suppose that hλ(x) and bλ(x) are two families of continuous, nonnegative functions defined for
x ∈ Ω¯ and λ1  λ λ0 with λ1, λ0 < λ∗ which satisfy the following:
(i) Conditions on bλ(x):
0 bλ(x) C(x)|x|−2 for x ∈ Σ ′λ, (2.5)
where C(x) is independent of λ and tends to zero as |x| → ∞.
(ii) Conditions on hλ(x): hλ(x) ∈ C1(Σ¯ ′λ) and satisfies
Δhλ(x)  Q
(
x, bλ(x)
)
in Σ ′λ,
hλ(x) > 0 in Σ ′λ
}
(2.6)
in sense of distribution, for λ ∈ [λ1, λ0].
hλ(x) = 0 on Tλ and
hλ(x) = O
(|x|−τ1) as |x| → ∞ for some constant τ1 > 0.
}
(2.7)
Finally, we require
hλ(x) < wλ(x) for x ∈ ∂Ω, for all λ1  λ λ0,
hλ1(x)  wλ1(x) for x ∈ Σ ′λ1
}
(2.8)
and that both hλ(x) and ∇xhλ(x) are continuous with respect to both the variables x and λ in Σ ′λ.
Then, we have
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some constant τ2 > 0. Suppose there are two families of nonnegative, continuous functions bλ(x)
and hλ(x) satisfying the conditions (2.5)–(2.8) for λ1  λ λ0 with λ0 < λ∗. Then
wλ(x) > 0 for all x ∈ Σ ′λ and λ ∈ [λ1, λ0]. (2.9)
In particular, the Hopf boundary point lemma implies that
∂u
∂x1
(x) > 0 for all x with x1 < λ0. (2.10)
Please refer to [9] for the proof of Lemma 2.1. However, for sake of completeness, in Section 4
we have shown how to apply the modified version of moving plane method rather than referring
to the general proof of Lemma 2.1.
We also recall from [7], the following lemma which gives various estimates for the Green’s
function of the Laplacian.
Lemma 2.2. For x, η ∈ Σ¯λ, let
Gλ(x,η) = cn
(
1
|η − x|n−2 −
1
|η − xλ|n−2
)
(2.11)
denote the Green’s function of −Δ on Σλ with Dirichlet boundary condition, where cn is a
positive constant depending on n. Assume e = (1,0, . . . ,0) and λ < 0. Then for x, η ∈ Σ¯λ, we
have
(i) Gλ(x,0) C1|x|n−2 for |x| |λ|2 , and Gλ(x,0) C1|λ||x1−λ||x|n for |x| |λ|2 .
(ii) Gλ(x,η) C1|x−η|n−2 for |x−η| |λ−η1|2 , and Gλ(x,η) C1|λ−η1||x1−λ||x|n for |x−η| |λ−η1|2 .
(iii) Gλ(x,η) C2 min( 1|x−η|n−2 ,
x1−λ
|x−η|n−1 ,
(x1−λ)(η1−λ)|x−η|n )
where C1 and C2 are positive constants depending only on n.
We end this section by stating the maximum principle for domains with small measure due to
Berestycki, Nirenberg and Varadhan [1], which we shall be using in subsequent sections: Using
the notations of [1], on a bounded domain Ω ⊂Rn consider the operator
Lu(x) := aij (x)∂ij u(x) + bi(x)∂iu(x) (2.12)
which is uniformly elliptic, i.e., there exists constants c0, C0 > 0 such that
c0|ξ |2  aij (x)ξiξj  λC0|ξ |2
for all ξ ∈ Ω , ξ ∈Rn and bi ∈ L∞(Ω).
We say that the maximum principle holds for the operator L+c(x) where c is an L∞ function
in Ω if
Lu + c(x)u 0 in Ω (2.13)
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lim sup
x→∂Ω
u(x) 0 (2.14)
imply u 0 in Ω . We have,
Theorem 2.3 (Maximum principle for domains with small measure). Let Ω be a bounded domain
in Rn and L be the operator defined above. Let c be bounded above by a positive constant, say
M in Ω .Then there exists δ > 0, depending only on dimension n and M , such that the maximum
principle holds for L + c in Ω provided meas(Ω) < δ.
3. Blow-up analysis
Suppose, by contradiction that (1.8) does not hold. Hence, there exists a sequence of numbers
0 <Ri  14 , Ri → 0 and a sequence of C2, positive solutions {ui} of
Δui − μui +Ki(x)ui(x) n+2n−2 = 0 in B3Ri (0) (3.1)
with Ki → K such that
max
BRi
ui min
B2Ri
ui 
i
Rn−2i
. (3.2)
Let x∗i ∈ BRi be such that ui(x∗i ) = maxBRi ui . Then from (3.2) it follows that
ui
(
x∗i
)
R
n−2
2
i → +∞. (3.3)
Note that |x∗i | → 0 as i → ∞. We shall first show that the blow up points x∗i of ui converge to
the critical point of K , i.e.
Proposition 3.1. Let {ui} be the sequence of positive functions satisfying Eqs. (3.1) to (3.3)
above. Assume that K satisfies (1.5). Then
lim
i→∞∇Ki
(
x∗i
)= 0. (3.4)
We shall use a rescaling of ui to prove our results. Thus, let αi = ui(x∗i ) and consider the
rescaled functions
v∗i (x) = α−1i ui
(
x∗i + α−2/(n−2)i x
) (3.5)
which are defined for |x|  Riα2/(n−2)i . Let li = 12Riα2/(n−2)i → ∞. It is easy to see that v∗i is
well defined for |x| li and satisfies the equation
Δv∗i −μα−4/(n−2)v∗i + K∗i (x)v∗i (x)
n+2
n−2 = 0 in Bli (0) (3.6)i
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Hence from elliptic theory, it follows that v∗i converges locally in C2(Rn) to the function U∗0
which satisfies the equation
ΔU∗0 + K(0)U∗0
n+2
n−2 = 0 in Rn. (3.7)
Without loss of generality, assuming that K(0) = n(n− 2), we know
U∗0 (x) =
(
1 + |x|2)−(n−2)/2. (3.8)
We may further choose, up to a subsequence, {v∗i } such that
ln−2i
∥∥v∗i −U∗0 ∥∥C2(Bli ) → 0. (3.9)
In terms of the rescaled function, the inequality (1.8) translates to proving that for any ε > 0,
there exists η = η(ε) > 0 (independent of i) such that the inequality
min|y|r v
∗
i (y) (1 + ε)U0(r) (3.10)
holds for all 0 r  ηli . Once (3.10) is proved, from (3.3) we have for large i
min|y|ηli
v∗i (y) α−1i min|y|2Ri
ui(y)
 i
α2i R
n−2
i
 i
ln−2i
= iη
n−2
(ηli)n−2
 iηn−2U∗0 (ηli)
which is a contradiction to (3.10).
Thus, our aim is to prove (3.10). Suppose, (3.10) is not true. Then, there exists a positive ε > 0
and a sequence ri → ∞ such that
min|y|ri
v∗i (y) > (1 + ε)U∗0 (ri) (3.11)
with 0  ri  η0li where η0 will be chosen later. From (3.9), it follows that li < ri . In the fol-
lowing, we shall be working with v∗i constructed above satisfying all the conditions (3.6) to (3.9)
and (3.11).
Proof of Proposition 3.1. Suppose
lim ∇Ki
(
x∗i
) = 0. (3.12)i→∞
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lim
i→∞∇Ki
(
x∗i
)= e (3.13)
where e = (1,0, . . . ,0). Hence ∂Ki
∂x1
> 0 near origin. Define
vi(x) = v∗i (x + e),
U0(x) = U∗0 (x + e),
K¯i(x) = K∗i (x + e) = Ki
(
x¯i + α−2/(n−2)i x
) (3.14)
where
x¯i = x∗i + α−2/(n−2)i e.
Since Eq. (3.6) is invariant under translation, we have that vi is again a solution of (3.6). More-
over, from (3.13)
lim
i→∞∇K¯i(−e) = e (3.15)
and from (3.11) replacing ri by ri − 1,
min|y|ri
vi(y) >
(
1 + ε
2
)
U0(ri). (3.16)
For δ > 0 small, let Iδ :Rn →Rn ∪ {∞} \ { eδ } defined as
Iδ(y) =
(
y
|y|2 − δe
)∣∣∣∣ y|y|2 − δe
∣∣∣∣
−2
(3.17)
denote the composition of inversion with respect to the unit ball with center origin followed by
inversion with respect to the unit ball with center δe = (δ,0, . . . ,0). By direct computation, we
have
|y|
∣∣∣∣ y|y|2 − δe
∣∣∣∣= δ
∣∣∣∣y − eδ
∣∣∣∣. (3.18)
Hence
∣∣Iδ(y)∣∣= |y|
δ|y − e
δ
| . (3.19)
Note that Iδ maps Rn onto Rn ∪ {∞} \ { eδ } and that
∣∣Iδ(y)∣∣→ ∞ as |y| → e . (3.20)δ
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vδi (y) =
|Iδ(y)|n−2
|y|n−2 vi
(
Iδ(y)
) (3.21)
which is defined in
Ωi =
{
y ∈Rn: ∣∣Iδ(y)∣∣ ri}. (3.22)
It satisfies the equation
Δvδi −μα−4/(n−2)i
|Iδ(y)|4
|y|4 v
δ
i + Kδi (y)vδi (x)
n+2
n−2 = 0 in Ωi (3.23)
where
Kδi (y) = K¯i
(
Iδ(y)
)
. (3.24)
If we denote
Uδ(y) = |Iδ(y)|
n−2
|y|n−2 U0
(
Iδ(y)
)= |Iδ(y)|n−2|y|n−2(1 + |Iδ(y) + e|2)(n−2)/2 (3.25)
then Uδ has a nondegenerate maximum point at
eδ = − 11 − δ e
which is close to −e for δ > 0 small. From (3.9), we have
vδi → Uδ in C2loc
(
R
n ∪ {∞}
∖{e
δ
})
. (3.26)
Hence, for large i, vδi has a nondegenerate, local maximum near eδ .
We choose δ small so that the local maximum of vδi near eδ lies in the strip {y: − 54  y1 
− 34 }.
It also follows from (3.26) that
1
2
Uδ
(
yλ
)
 vδi
(
yλ
)
 2Uδ
(
yλ
)
for y1  λ, λ−14 , (3.27)
and large i where yλ = (2λ − y1, y2, . . . , yn) is the reflection of y with respect to the plane
{y1 = λ} in Rn.
As explained in [7], we use the moving plane method, in particular reflection with respect to
the plane Tλ = {x1 = λ} in our present situation, to show that ∂v
δ
i
∂x1
< 0 near eδ contradicting the
fact that vδi has local maximum near eδ . The advantage of taking composition of two inversions Iδ
is that in the new coordinate system, a neighborhood of the point e
δ
is a neighborhood of infinity.
In fact from (3.20), it follows that the complement Ωc of Ωi is contained in a neighborhood of e ,i δ
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|y| 12δ we have ∣∣∣∣y − eδ
∣∣∣∣ |y|2
(∣∣∣∣ y|y|2 − δe
∣∣∣∣+
∣∣∣∣δe − e|y|2δ
∣∣∣∣
)
 4|y|2∣∣Iδ(y)∣∣−1 (3.28)
and for |y| 2
δ
,
|y|2
∣∣∣∣ y|y|2 − δe
∣∣∣∣
∣∣∣∣y − eδ
∣∣∣∣+
∣∣∣∣eδ − δe|y|2
∣∣∣∣
 4
∣∣∣∣y − eδ
∣∣∣∣. (3.29)
Hence we have
Ωci ⊂
{
y:
∣∣∣∣y − eδ
∣∣∣∣ 16δ2ri
}
. (3.30)
Let us denote Σλ = {y ∈ Rn: y1 > λ} and Σ ′λ := Σλ \ {y: |y − eδ | < 16δ−2r−1/2i }. For y such
that |y − e
δ
| = 16δ−2r−1/2i , we have from (3.19) that
∣∣Iδ(y)∣∣= |y|
δ|y − e
δ
| 
δ2r
1/2
i
16
(
1/δ +
∣∣∣∣y − eδ
∣∣∣∣
)
 r1/2i . (3.31)
Thus, we note
Σ ′λ =
{
y ∈Rn: y1 > λ and
∣∣∣∣y − eδ
∣∣∣∣> 16δ−2r−1/2i
}
(3.32)
= {y ∈Rn: ∣∣Iδ(y)∣∣ r1/2i }. (3.33)
Let yλ denote the reflection of y ∈ Σλ with respect to the plane Tλ. Consider the function
wλi (y) = vδi (y)− vδi
(
yλ
)
with domain as Σ ′λ. 
Lemma 3.2. There exists constants λ0 −2 and c0 = c0(n,μ) > 0, both independent of δ and i
such that
vδi (y) − vδi
(
yλ0
)
 c0
(
1 + |y|)−n(y1 − λ) (3.34)
for y1 > λ0 and |y − e | 16δ−2r−1/2, for all large i.δ i
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vδi (y) − vδi
(
yλ
)= δ2−n(∣∣∣∣y − eδ
∣∣∣∣
2−n
−
∣∣∣∣yλ − eδ
∣∣∣∣
2−n)
vi
(
Iδ(y)
)
+ δ2−n(vi(Iδ(y))− vi(Iδ(yλ)))
∣∣∣∣yλ − eδ
∣∣∣∣
2−n
. (3.35)
For |y − e
δ
| 1/δ2 and λ−2, we have
∣∣∣∣y − eδ
∣∣∣∣
∣∣∣∣y1 − 1δ
∣∣∣∣ |λ − 1/δ|2 .
Hence from the estimate (ii) of Lemma 2.2, it follows that
∣∣∣∣y − eδ
∣∣∣∣
2−n
−
∣∣∣∣yλ − eδ
∣∣∣∣
2−n
 C1|λ − 1/δ||y1 − λ||y − e/δ|n . (3.36)
By direct computation,
Iδ(y) + e
δ
= δ−2
∣∣∣∣y − eδ
∣∣∣∣
−2(
y′ +
(
1
δ
− y1
)
e
)
(3.37)
where we write y = (y1, y′) ∈R×Rn−1. Thus,∣∣∣∣Iδ(y)+ eδ
∣∣∣∣= δ−2|y − e
δ
|  1 for
∣∣∣∣y − eδ
∣∣∣∣ 1δ2 . (3.38)
Similarly,
∣∣∣∣Iδ(yλ)+ eδ
∣∣∣∣= δ−2|yλ − e
δ
| 
δ−2
|y − e
δ
|  1 for
∣∣∣∣y − eδ
∣∣∣∣ 1δ2 and λ < 0. (3.39)
Using the fact that vi → U0 in C2loc(Rn), we have for |z + eδ | 1,
∣∣∇vi(z)∣∣= ∣∣∇U0(z)∣∣+ o(1) (n − 2)|z|
(1 + |z|2)(n−2)/2 + o(1)
and thus
δ1−n
∣∣∇vi(z)∣∣= (n− 2)δ2−n∣∣vi(z)∣∣(1 + o(1)+ O(δ))
= cn
(
1 + o(1)+O(δ)), (3.40)
where cn > 0 and o(1) → 0 as i → ∞. Also,
∣∣Iδ(y)− Iδ(yλ)∣∣ 2(y1 − λ)
δ2|yλ − e |2
(
1 + (2|λ| + 2/δ)|y − e |
)
(3.41)
δ δ
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δ2−n
(
vi
(
Iδ(y)
)− vi(Iδ(yλ)))
∣∣∣∣yλ − eδ
∣∣∣∣
2−n
= δ2−n
(
vi(Iδ(y)) − vi(Iδ(yλ))
Iδ(y)− Iδ(yλ)
)(
Iδ(y) − Iδ
(
yλ
))∣∣∣∣yλ − eδ
∣∣∣∣
2−n
 (y1 − λ)
δ|yλ − e
δ
|n
(
1 + (2|λ| + 2/δ)∣∣∣∣y − eδ
∣∣∣∣
−1)(
1 + o(1)+O(δ)). (3.42)
Thus there exists λ0 −2, |λ0| large such that (3.34) follows from (3.36) and (3.42) for |y− eδ |
1/δ2 and for all large i.
It can be verified that
Uδ
(
e
δ
)
= δn−2. (3.43)
Hence
Uδ
((
e
δ
)λ)
= Uδ
((
2λ − 1
δ
)
e
)
= 1|2λ − 1
δ
|n−2
( |Iδ(( eδ )λ)|n−2
(1 + |Iδ(( eδ )λ)+ e|2)(n−2)/2
)
 δ
n−2
|2λδ − 1|n−2
< δn−2 = Uδ
(
e
δ
)
for any λ < 0. (3.44)
In particular, (3.44) is true for all λ0  λ  − 14 . In fact, by continuity, there exists ε0 > 0 such
that
Uδ
(
yλ
)
Uδ(y) for
∣∣∣∣y − eδ
∣∣∣∣ ε0δ2 , for all λ < 0, λ0  λ−14 . (3.45)
Now consider the case when |y − e
δ
| < 1/δ2. As i → ∞, 16r−1i δ−2 < ε0δ2 . Recall that our
domain is Σ ′λ = {y ∈Rn: |Iδ(y)| r1/2i }. For |Iδ(y)| = r1/2i , from (3.16),
vδi (y)
(
1 + ε
2
)
min
|I (y)|=r1/2
Uδ(y)
(
1 + ε
3
)
Uδ
(
e
δ
)
(3.46)δ i
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δ
and y → e
δ
as |Iδ(y)| = r1/2i → ∞. Therefore, if δ is chosen
small enough, then from (3.45), (3.46) and (3.27) we have for |Iδ(y)| = r1/2i ,
vδi (y)
(
1 + ε
3
)
Uδ
(
e
δ
)
>
(
1 + ε
4
)
Uδ
((
e
δ
)λ)

(
1 + ε
5
)
vδi
(
yλ
) (3.47)
for large i and for all λ0  λ− 14 . Therefore,
wλi (y) > c1εδ
n−2 for large i,
∣∣Iδ(y)∣∣= r1/2i and λ0  λ−14 (3.48)
From (3.30), we know that Ωci ⊂ {y: |y − eδ | 16δ2ri } ⊂ {y: |y −
e
δ
| 16δ−2r−1/2i }. Also, note
that for |y − e
δ
| 16δ−2r−1/2i ,
μα
−4/(n−2)
i
∣∣∣∣y − eδ
∣∣∣∣
−4
 Cα−4/(n−2)i
(
η20R
2
i α
4/(n−2)
i
)→ 0 (3.49)
and hence the term μα−4/(n−2)i |y − eδ |−4 is bounded uniformly for all large i. Hence the con-
ditions of maximum principle 2.3 are satisfied in the annulus Ai := {y ∈ Rn: 16δ−2r−1/2i 
|y − e
δ
| σδ−2}, for σ sufficiently small. Therefore, for y ∈ Ai , we have from maximum princi-
ple 2.3, (3.21) and (3.19) that for all large i,
vδi (y) =
1
δn−2|y − e
δ
|n−2 vi
(
Iδ(y)
)
 1
δn−2|y − e
δ
|n−2 minAi vi

(
1 + ε
2
)
δn−2rn−2i
16n−2
U0(ri)
(
from (3.16))

(
1 + ε
3
)
Uδ
(
e
δ
)
(3.50)
= Uδ
(
e
δ
)
+ ε
3
δn−2
>
(
1 + ε
4
)
Uδ
((
e
δ
)λ)
+ ε
3
δn−2
(
from (3.44)) (3.51)

(
1 + ε
5
)
vδi
(
yλ
)+ ε
3
δn−2
(
from (3.27)) (3.52)
for all λ0  λ− 14 , for large i. Whereas, in the annulus {y: σδ−2  |y − eδ | 1δ2 } we get (3.34)
from the uniform convergence (3.26) of vδi on compact sets and (3.45). Thus (3.34) is proved for
|y − e
δ
| < δ−2 for all large i. 
C.-S. Lin, J.V. Prajapat / J. Differential Equations 244 (2008) 649–695 6634. Application of moving plane method
It can be verified that the function wλi (y) = vδi (y) − vδi (yλ) satisfies the equation
Δwλi + bλi (y)wλi = Qλi (y) in Σ ′λ (4.1)
where
bλi (y) = Kδi (y)cλ(y)−μα−4/(n−2)i
|Iδ(y)|4
|y|4 (4.2)
with
cλ(y) = v
δ
i (y)
n+2
n−2 − vδi (yλ)
n+2
n−2
vδi (y)− vδi (yλ)
for vδi (y) = vδi
(
yλ
)
= 0 otherwise
and
Qλi (y) =
(
Kδi
(
yλ
)− Kδi (y))vδi (yλ) n+2n−2 −μα−4/(n−2)i
( |Iδ(yλ)|4
|yλ|4 −
|Iδ(y)|4
|y|4
)
vδi
(
yλ
)
. (4.3)
Consider the function
Q¯λi (y) =
(
Kδi
(
yλ
)−Kδi (y))vδi (yλ)+μα−4/(n−2)i |Iδ(y)|4|y|4 vδi
(
yλ
) (4.4)
which is defined Σ ′λ and satisfies
Qλi (y) Q¯λi (y) in Σ ′λ.
Let
hλi (y) = Ar1−n/2i Gλ(y, e/δ) −
∫
Σ ′λ
Gλ(y, η)Q¯(η) dη (4.5)
where Gλ(y,η) is the Green’s function defined in (2.11) and A is a constant to be chosen later.
We have
Δhλi (y) = Q¯λi (y)Qλi (y) in Σ ′λ.
We first list the properties of the functions bλi and hλi :
Lemma 4.1. Let bλ and hλ be defined as in (4.2) and (4.5) respectively. We havei i
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bλi (y) > 0 for all y ∈ Σ ′λ ∩
{
y: |y|N}. (4.6)
Moreover
bλi (y) = O
(|y|−4) as |y| → ∞. (4.7)
(ii) For all λ such that λ0  λ− 14 , we have
bλi (y) > 0 for y ∈ Σ ′λ (4.8)
for all large i.
(iii) Also, for all λ such that λ0  λ− 14 ,
hλi (y) > 0 for all y ∈ Σ ′λ (4.9)
and
hλi (y)Ar
− n−22
i AG
λ
(
y,
e
δ
)
+ α−2/(n−2)i C1
(y1 − λ)
|y|n o(1) (4.10)
for all large i where o(1) → 0 as i → ∞.
Proof. (i) Since lim|y|→∞|y|n−2vδi (y) = lim|y|→∞|Iδ(y)|n−2vi(Iδ(y)) 1δn−2 , there exists pos-
itive constants C, c independent of i such that for all |y|N , N > 1/δ large and for all large i
we have
c
|y|n−2  v
δ
i (y)
C
|y|n−2 . (4.11)
Similarly, lim|y|→∞|y|n−2vδi (yλ)C′ and hence,
c′
|y|n−2  v
δ
i
(
yλ
)
 C
′
|y|n−2 . (4.12)
Note that cλ(y) = n+2
n−2ψ(y)
4/(n−2)
, where ψ(y) lies between vδi (y) and v
δ
i (y
λ). Therefore,
from (4.11) and (4.12), we have
c
|y|4  c
λ(y) C|y|4 (4.13)
for |y|N and all large i. Thus, for Σ ′λ ∩ |y|N ,
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|Iδ(y)|4
|y|4
 c|y|4 −μα
−4/(n−2)
i
1
δ4|y − e/δ|4
 0
for all large i and λ < 0.
(ii) Again recall, cλ(y) = n+2
n−2ψ
4/(n−2) where ψ(y) lies between vδi (y) and vδi (yλ). Referring
to (3.44), it can be seen that there exists ε1 > 0 such that
Uδ
(
yλ
)
Uδ(y) for all
∣∣∣∣y − eδ
∣∣∣∣ ε1δ2 for all λ, λ0  λ−14 . (4.14)
For y ∈ Bi := {y: 16δ−2r−1/2i < |y − eδ | < ε1/δ2}, by maximum principle
vδi (y)min
∂Bi
vδi (y)
= min
{(
1 + ε
3
)
Uδ
(
e
δ
)
, min
|y− e
δ
|=ε1/δ2
vδi (y)
} (
from (3.50))
min
{(
1 + ε
3
)
Uδ
(
e
δ
)
, c min
|y− e
δ
|=ε1/δ2
Uδ(y)
} (
from (3.26))
 C (4.15)
for all large i and for all λ0  λ− 14 . Similarly, vδi (yλ) is also bounded below for y ∈ Bi . Using(3.26)–(3.27) for |y − e
δ
| ε1
δ2
, it follows in either case that for y ∈ Σ ′λ,
ψ(y) c(λ0) > 0 (4.16)
for all λ0  λ− 14 , where c = c(λ0) is a positive constant independent of i and λ. Also, recall
that Kδi ’s are bounded below by a positive constant. Thus, for y ∈ Σ ′λ, we have
bλi (y) = Kδi (y)cλ(y)−μα−4/(n−2)i
|Iδ(y)|4
|y|4
 C −μα−4/(n−2)i
1
|y − e
δ
|4
 C −μcα−4/(n−2)i r2i
 C −μcη20R2i (4.17)
since
α
−4/(n−2)
r2i < α
−4/(n−2)
(η0li )
2 = η20R2i → 0. (4.18)i i
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bλi (y) 0
for all large i and λ0  λ− 14 .(iii) Recall that
hλi (y) = Ar1−n/2i Gλ(y, e/δ)−
∫
Σ ′λ
Gλ(y, η)Q¯(η) dη
where
Q¯λi (η) =
(
Kδi
(
ηλ
)−Kδi (η))vδi (ηλ) n+2n−2 +μα−4/(n−2)i |Iδ(η)|4|η|4 vδi
(
ηλ
)
and
Σ ′λ := Σλ
∖{
y:
∣∣∣∣y − eδ
∣∣∣∣< 16δ−2r−1/2i
}
.
We estimate hλi as done in Step 2 of proof of Theorem 1.1 and Theorem 1.2 of [7]. For a fixed
small ε0 > 0 to be chosen later and |y| ε0/δ = R, we have∣∣∣∣ y|y|2 − δe
∣∣∣∣
∣∣∣∣ 1|y| − δ
∣∣∣∣ δ − 1R .
Therefore, |Iδ(y)| RRδ−1 and for large i,
α
−2/(n−2)
i
∣∣Iδ(y)∣∣ α−2/(n−2)i R
Rδ − 1 → 0 as i → ∞.
Also it can be verified directly(see Eq. (3.21) of [7]) that
I 1δ (y) − I 1δ
(
yλ
)
 y1 − λ
where I 1δ (y) denotes the x1-coordinate of Iδ(y). Recall that Kδi (y) := Ki(x∗i + α−2/(n−2)i e +
α
−2/(n−2)
i Iδ(y)). Also, for |Iδ(y)|  r1/2i , α−2/(n−2)i |Iδ(y)|  α−2/(n−2)i ( 12Riα1/(n−2)i ) =
1
2Riα
−1/(n−2)
i → 0 as i → ∞. Thus, using (3.13) for |y| ε0/δ, we get
Kδi (y)−Kδi
(
yλ
)= α−2/(n−2)i {(I 1δ (y)− I 1δ (yλ))+ o(1)(∣∣Iδ(y)∣∣+ ∣∣Iδ(yλ)∣∣)}
 α−2/(n−2)i
{
(y1 − λ)+ o(1)
∣∣yλ∣∣} as i → ∞. (4.19)
Whereas, for |y| ε0/δ,∣∣Kδi (y) −Kδi (yλ)∣∣ Cα−2/(n−2)(∣∣Iδ(y)∣∣+ ∣∣Iδ(yλ)∣∣). (4.20)i
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hλi (y)Ar
2−n/2
i G
λ(y, e/δ)
+ α−2/(n−2)i
∫
A1
Gλ(y,η)
{
(η1 − λ)
(1 + |ηλ|)n+2 − α
−2/(n−2)
i μ
|Iδ(η)|4
|η|4 |η|
2−n
}
dη
−
∫
A2
Gλ(y,η)
{ |Kδi (η) −Kδi (ηλ)|
|η|n+2 + α
−4/(n−2)
i μ
|Iδ(η)|4
|η|4 |η|
2−n
}
dη
− o(1)α−2/(n−2)i
∫
A1
Gλ(y,η)
(
1 + |η|)−(n+1) dη
 h1(y) − h2(y) − h3(y). (4.21)
The estimates for h3(y) are same as those in [7], and we mention them below without computa-
tions. Also, C always denotes a positive constant.
Case (i). |y|  |λ|2 : By (ii) of Lemma 2.2, we have Gλ(y,η)  C1|y−η|n−2 for |y − η|  |λ−η1|2 .
Hence
h1(y) = α−2/(n−2)i
∫
A1
Gλ(y,η)
{
(η1 − λ)
(1 + |ηλ|)n+2 − α
−2/(n−2)
i μ
|Iδ(η)|4
|η|4 |η|
2−n
}
dη
 Cα−2/(n−2)i
∫
|y−η| |λ|4
|y − η|2−n (η1 − λ)
(1 + |ηλ|)n+2 dη
− α−4/(n−2)i μδ−4
∫
A1
|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|2−n dη
 Cα−2/(n−2)i (4.22)
for large i, C > 0. This follows since
α
−4/(n−2)
i μ
∫
A1
Gλ(y,η)
|Iδ(η)|4
|η|4 |η|
2−n dη α−4/(n−2)i μC
∫
A1
|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|6−n dη

α
−4/(n−2)
i μC
|y|n−2
∫
A1
|η|5 dη

α
−4/(n−2)
i μC
|y|n−2 R
6. (4.23)
To estimate h2 and h3, we use Gλ(y,η) c|y − η|2−n. We have
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− 2
n−2
i
∫
A1
|y − η|−n+2(1 + |η|)−(n+1) dη
 o(1)C3α
− 2
n−2
i . (4.24)
Recall that
h2(y) =
∫
A2
Gλ(y,η)
{ |Kδi (η)− Kδi (ηλ)|
|η|n+2 + α
−4/(n−2)
i μ
|Iδ(η)|4
|η|4 |η
λ|2−n
}
dη.
We write A2 = A3 ∪ A4 where A4 = A2 ∩ {η: |η|  12δ } and A3 = A2 ∩ {η: |η|  12δ }. Using
definition of Iδ(y), (3.18) and (4.20), we have for |η| 12δ ,
∣∣∣∣η − eδ
∣∣∣∣ |η|2
(∣∣∣∣ η|η|2 − δe
∣∣∣∣+
∣∣∣∣δe − e|η|2δ
∣∣∣∣
)
 4|η|2∣∣Iδ(η)∣∣−1 (4.25)
we have
∫
A3
Gλ(y,η)
∣∣Kδi (η)− Kδi (ηλ)∣∣|η|−(n+2) dη
 Cα−2/(n−2)i
∫
A3
1
|y − η|n−2
(∣∣Iδ(η)∣∣+ ∣∣Iδ(ηλ)∣∣)|η|−(n+2) dη
= Cα−2/(n−2)i
∫
A3
1
|y − η|n−2
( |η|2
δ|η − e
δ
| +
|ηλ|2
δ|ηλ − e
δ
|
)
|η|−(n+2) dη
 Cα−2/(n−2)i
∫
A3
|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−n dη
= Cα−2/(n−2)i
∫
A3∩|η− eδ |β
|y − η|2−n|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−n dη
+
∫
A3∩{η: 16δ−2r−1/2i <|η− eδ |<β}
|y − η|2−n|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−n dη (4.26)
for some β > 0 fixed. In the region A3 ∩ |η − eδ |  β , we have for |y|  |λ|/2 and |η − eδ | 
|η| + 1  3|η|. Also |y − η| ||y − e | − |η − e ||. Then,δ δ δ
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−2/(n−2)
i
∫
A3∩|η− eδ |β
|y − η|2−n|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−n dη
 Cα−2/(n−2)i R
−n. (4.27)
While,
Cα
−2/(n−2)
i
∫
A3∩{η: 16δ−2r−1/2i <|η− eδ |<β}
|y − η|2−n|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−n dη
 Cα−2/(n−2)i R
−n
∫
A3∩{η: 16δ−2r−1/2i <|η− eδ |<β}
∣∣∣∣η − eδ
∣∣∣∣
−1
dη
 Cα−2/(n−2)i R
−n(βn−1 − (16δ−2r−1/2i )n−1). (4.28)
Therefore,
∫
A3
Gλ(y,η)
∣∣Kδi (η)−Kδi (ηλ)∣∣|η|−(n+2) dη
 Cα−2/(n−2)i R
−n{1 + (βn−1 − (16δ−2r−1/2i )n−1)}. (4.29)
Again using |y − η| ||y − e
δ
| − |η − e
δ
|| and (4.25), we have
α
−4/(n−2)
i μ
∫
A3
Gλ(y,η)
|Iδ(η)|4
|η|4 |η|
2−n dη
 α−4/(n−2)i μC
∫
A3
|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|6−n dη
 α−4/(n−2)i μC
∫
A3\{η: 16δ−2r−1/2i |η− eδ |β}
|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|6−n dη
+ α−4/(n−2)i μC
∫
{η: 16δ−2r−1/2i |η− eδ |β}
|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|6−n dη

⎧⎪⎨
⎪⎩
α
−4/(n−2)
i μC + α
−4/(n−2)
i μC
|y− e
δ
|n−2 (r
−(n−4)/2
i − r−(n−4)i ) for n 5,
α
−4/(n−2)
i μC + α
−4/(n−2)
i riμC
|y− e
δ
|n−2 for n = 3,4
 Cμα−2/(n−2)o(1) (4.30)i
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α
−2/(n−2)
i ri  η0Ri → 0. (4.31)
For η ∈ A4, we have ∣∣Iδ(η)∣∣ 2|η|. (4.32)
Hence
∫
A4
Gλ(y,η)
|Kδi (η)− Kδi (ηλ)|
|η|n+2 dη Cα
−2/(n−2)
i
∫
A4
(|Iδ(η)| + |Iδ(ηλ)|)
|y − η|n−2|η|n+2 dη
 Cα−2/(n−2)i
∫
A4
|y − η|2−n|η|−(n+1) dη
 Cα−2/(n−2)i R
−(n+1). (4.33)
Whereas, using (3.19)
α
−4/(n−2)
i μ
∫
A4
Gλ(y,η)
|Iδ(η)|4
|η|4
∣∣ηλ∣∣2−n dη
 α−4/(n−2)i μC
∫
A4
|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|2−n dη
 Cμα−4/(n−2)i . (4.34)
Therefore,
α
−4/(n−2)
i μ
∫
A2
Gλ(y,η)
|Iδ(η)|4
|η|4
∣∣ηλ∣∣2−n dη Cμα−2/(n−2)i o(1). (4.35)
From (4.29), (4.33) and (4.35), for large i we have
h2(y) Cα−2/(n−2)i R
−n. (4.36)
Hence, from (4.22), (4.36) and (4.24) for large i and ε0 small, we have
hλi (y) h1(y) − h2(y) − h3(y)
 C1α−2/(n−2)i −C2α−4/(n−2)i − Cα−2/(n−2)i R−n − o(1)C3α−2/(n−2)i
> 0 (4.37)
choosing ε0 sufficiently small.
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|y − η| |λ−η1|2 we have
Gλ(y,η) C1|λ − η1||λ − y1||y − η|n .
Hence
h1(y) = α−2/(n−2)i
∫
A1
Gλ(y,η)
{
(η1 − λ)
(1 + |ηλ|)(n+2) − α
−2/(n−2)
i μ
|Iδ(η)|4
|η|4 |η|
2−n
}
dη
 α−2/(n−2)i C1|λ− y1|
∫
A1
|η1 − λ|
|y − η|n
{
(η1 − λ)
(1 + |ηλ|)n+2 −
α
−2/(n−2)
i μδ
−4
|η − e
δ
|4|η|n−2
}
dη

α
−2/(n−2)
i C(y1 − λ) logR
Rn
(4.38)
for large i. To estimate h2(y) and h3(y) we use
Gλ(y,η) c (y1 − λ)|y − η|n−1 .
It can be seen that
h3(y) o(1)Cα−2/(n−2)i (y1 − λ) (4.39)
and as in Case (i),
∫
A2
Gλ(y,η)
|Kδi (η) −Kδi (ηλ)|
|η|n+2 dη cα
−2/(n−2)
i (y1 − λ)
{∫
A3
|y − η|−n+1
∣∣∣∣η − eδ
∣∣∣∣
−1
|η|−n dη
+
∫
A4
|y − η|−n+1|η|−(n+1) dη
}
 Cα−2/(n−2)i (y1 − λ)
(
δn + R−n).
While, as in (4.35) we have
α
−4/(n−2)
i μ
∫
A2
Gλ(y,η)
|Iδ(η)|4
|η|4
∣∣ηλ∣∣2−n dη
 α−4/(n−2)i (y1 − λ)μ
∫
A2
|y − η|−n+1
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|2−n dη
 α−2/(n−2)μC(y1 − λ)o(1). (4.40)i
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h2(y) Cα−2/(n−2)i (y1 − λ)
(
δn +R−n)+ α−2/(n−2)i μC(y1 − λ)o(1). (4.41)
From (4.38), (4.41) and (4.39) it follows that for large i and ε0, δ small,
hλi (y) > 0 for y1 > λ.
Case (iii). |y| 2R = 2ε0
δ
: To estimate h1, we again use
Gλ(y,η) C1|λ− η1||λ − y1||y − η|n
for |y − η| |λ−η1|2 . Hence as in Case (ii), we have
h1(y)
α
−2/(n−2)
i C1|λ − y1| logR
Rn
 α−2/(n−2)i C1 logR
(y1 − λ)
|y|n − α
−4/(n−2)
i C2
(y1 − λ)
|y|n
 α−2/(n−2)i C1 logR
(y1 − λ)
|y|n . (4.42)
Also, from (iii) of Lemma 2.2, we have
h1(y) α−2/(n−2)i C2 logR
(y1 − λ)
|y|n . (4.43)
Using Gλ(y,η) c (y1−λ)(η1−λ)|y−η|n as in [7], we get
h3(y) o(1)C
α
−2/(n−2)
i C1(y1 − λ) logR
Rn
. (4.44)
To estimate h2(y), write A2 = A4 ∪A5 ∪A6 where A4 = {η: |η| 12δ }, A5 = {η: 12δ  |η| 2δ }
and A6 = {η: |η| 2δ }. Also, |Iδ(y)| 2δ for |y| 2δ . Thus
∫
A2
Gλ(y,η)
|Kδi (η)− Kδi (ηλ)|
|η|n+2 dη cα
−2/(n−2)
i
{∫
A4
Gλ(y,η)
|η|n+1 dη
+
∫
A5
Gλ(y,η)
|η − e
δ
||η|n dη +
1
δ
∫
A6
Gλ(y,η)
|η|n+2 dη
}
.
As in [7], we have
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A4
Gλ(y,η)
|η|n+1 dη C4
(y1 − λ)
|y|n
(
1 + log ε−10
); (4.45)
∫
A5
Gλ(y,η)
|η − e
δ
||η|n dη C(y1 − λ)|y|
−n (4.46)
and
1
δ
∫
A6
Gλ(y,η)|η|−(n+2) dη C(y1 − λ)|y|−n. (4.47)
Estimating the linear term over A4, we get
α
−4/(n−2)
i μ
∫
A4
Gλ(y,η)
|Iδ(η)|4
|η|4
∣∣ηλ∣∣2−n dη
Cα−4/(n−2)i μ(y1 − λ)
{ ∫
A4∩{η: |η−y||y|/2}
|y − η|−n+1
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|−n+2 dη
+
∫
A4∩{η: |η−y||y|/2}
|y − η|−n
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|−n+2 dη
}
.
Since |η| 1/2δ, we have |η − e
δ
| 1/2δ. Also, for |η − y| |y|/2, we have |η| ||y − η| −
|y|| |y| − |y|2 = |y|2 and for η ∈ A4, |Iδ(η)| 2|η|. Hence
∫
A4∩{η: |η−y||y|/2}
|y − η|−n+1
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|−n+2 dη

∫
A4∩{η: |η−y||y|/2}
1
|y − η|n−1
|η|2
|η|n dη
 C
4δ2|y|n
(
1
(2δ)n
−Rn
)
and
∫
A4∩{η: |η−y||y|/2}
|y − η|−n
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|−n+2 dη C|y|n
(
1/4δ2 − R2).
Hence,
α
−4/(n−2)
i μ
∫
Gλ(y,η)
|Iδ(η)|4
|η|4
∣∣ηλ∣∣2−n dη Cα−4/(n−2)i μ(y1 − λ)|y|n
(
1/(2δ)n − Rn). (4.48)A4
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α
−4/(n−2)
i μ
∫
A5
Gλ(y,η)
|Iδ(η)|4
|η|4
∣∣ηλ∣∣2−n dη
 α−4/(n−2)i cμ
∫
A5
|y − η|2−n
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|2−n dη

α
−4/(n−2)
i cμ
|y − e
δ
|n−2
∫
A5
|η − e
δ
|−4|η|2−n
|1 − |η− eδ ||y− e
δ
| |n−2
dη

⎧⎪⎪⎨
⎪⎪⎩
α
−4/(n−2)
i Cμ
|y− e
δ
|n−2r
n−4
2
i
for n 5,
α
−4/(n−2)
i riCμ
|y− e
δ
|n−2 for n = 3,4.
(4.49)
For |y − e
δ
| 14δ , we have
α
−4/(n−2)
i μ
∫
A5
Gλ(y,η)
|Iδ(η)|4
|η|4
∣∣ηλ∣∣2−n dη
 Cα−4/(n−2)i μ(y1 − λ)
{ ∫
A5∩{η: |η−y||y|/2}
|η − y|−(n−1)
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|2−n dη
+
∫
A5∩{η: |η−y||y|/2}
|η − y|−n
∣∣∣∣η − eδ
∣∣∣∣
−4
|η|2−n dη
}
 Cα−2/(n−2)i μ
(y1 − λ)
|y|n o(1). (4.50)
Finally, the estimate over A6 is similar to that for A3.
Hence for |y|  2R = 2ε0
δ
, and 16δ−2r−1/2i  |y − eδ |  14δ , we have from (4.49) for n  5
that
hλi (y)
{
Ar
− n−22
i G
λ(y, e/δ) − α
−4/(n−2)
i Cμ
|y − e
δ
|n−2r
n−4
2
i
}
+ α
−2/(n−2)
i C1(y1 − λ) logR
|y|n
− C
{
α
−2/(n−2)
i
(y1 − λ)
|y|n + α
−4/(n−2)
i μ
(y1 − λ)
|y|n
}
− o(1)C α
−2/(n−2)
i C1|λ − y1| logR
n
(4.51)R
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hλi (y)Ar
− n−22
i G
λ(y, e/δ)+ α
−2/(n−2)
i C1(y1 − λ) logR
|y|n −
α
−4/(n−2)
i riCμ
|y − e
δ
|n−2
− C
{
α
−2/(n−2)
i
(y1 − λ)
|y|n + α
−4/(n−2)
i μ
(y1 − λ)
|y|n
}
− o(1)C α
−2/(n−2)
i C1|λ − y1| logR
Rn
. (4.52)
While, from (4.50) for |y − e
δ
| 1/4δ,
hλi (y)Ar
− n−22
i G
λ(y, e/δ)+ α
−2/(n−2)
i C1(y1 − λ) logR
|y|n
−C
{
α
−2/(n−2)
i
(y1 − λ)
|y|n + α
−4/(n−2)
i μ
(y1 − λ)
|y|n
}
− o(1)C α
−2/(n−2)
i C1|λ − y1| logR
Rn
. (4.53)
In either case observe that
hλi (y) 0
for large i and λ0  λ− 14 .
To prove the upper bound, collecting the estimates for the term
α
−4/(n−2)
i μ
∫
Σ ′λ
Gλ(y, η)
|Iδ(η)|4
|η|4
∣∣ηλ∣∣2−n dη
in Cases (i)–(iii) above, we have
α
−4/(n−2)
i μ
∫
Σ ′λ
Gλ(y, η)
|Iδ(η)|4
|η|4
∣∣ηλ∣∣2−n dη α−2/(n−2)i μC (y1 − λ)|y|n o(1) (4.54)
where o(1) → ∞ as i → ∞. This completes the proof of Lemma 4.1 
Having proved the required estimates for hλi and b
λ
i above, we require the following key
lemma to initiate the moving plane method:
Lemma 4.2. Let λ0  λ− 14 . For large i,
(i) if the function wλi − hλi has a negative infimum, then it is achieved.
(ii) There exists R0 > 0 such that if wλi − hλi (y) < 0 for some y ∈ Σ ′λ and y0 is minimum point
of wλ − hλ then |y0| <R0.i i
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δ
|n−2 vi(Iδ(y)) = O( 1|y|n−2 ) as |y| → ∞. It follows that wλi −
hλi (y) → 0 as |y| → ∞. The boundary of Σ ′λ has two parts, viz., the plane Tλ = {x ∈Rn: x1 = λ}
and the sphere ∂B( e
δ
,16δ−2r−1/2i ). Clearly,
wλi − hλi (y) = 0 for y ∈ Tλ. (4.55)
On the boundary |y − e
δ
| = 16δ−2r−1/2i ,
Ar
− n−22
i G
λ(y, e/δ) = A 1
(r
1/2
i |y − eδ |)n−2
= ACδ2(n−2) (4.56)
while from (3.48) we have
wλi (y) > c0δ
n−2 (4.57)
for all λ0  λ− 14 . Therefore,
(
wλi − hλi
)
(y) > c > 0 for
∣∣∣∣y − eδ
∣∣∣∣= 16δ−2r−1/2i for all λ0  λ−14 (4.58)
for all large i if we choose A sufficiently small. Hence, for any λ, λ0  λ− 14 if (wλi − hλi ) has
a negative infimum, then it is achieved.
(ii) From Lemma 4.1,
bλi (y) 0 for all y ∈ Σ ′λ and λ0  λ−
1
4
. (4.59)
Hence, the function wλi − hλ satisfies the equation
Δ
(
wλi − hλ
)+ bλi (wλi − hλ)−bλi hλi  0 in Σ ′λ, λ0  λ−14 ,
for all large i. Define g(x) = |x|−σ where 0 < σ < min{n − 2,4} and set ϕ(y) = wλi (y)−hλ(y)
g(y)
.
Then ϕ satisfies
Δϕ + 2∇ϕ · ∇g
g
+
(
bλi (y)+
Δg
g
)
ϕ  0
and
bλi (y)+
Δg
g
 C|y|4 − μα
−4/(n−2)
i
|Iδ(y)|4
|y|4 − σ(n− 2 − σ)|x|
−2 < 0 (4.60)
for |y|  0, i  0. Choose R0 > N and large such that (4.60) holds for |y| R0. Then, maxi-
mum principle implies that wλi − hλ cannot have a negative minimum for |y|R0. 
We will now complete the proof of Proposition 3.1 using the moving plane method in follow-
ing steps:
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λ0
i (y) for y ∈ Σ ′λ0 for large i: From (iii) of Lemma 2.2, we have
Ar
−(n−2)/2
i G
λ0(y, e/δ)Ar−(n−2)/2i
(y1 − λ0)(1/δ − λ0)
|y − e
δ
|n .
Therefore,
h
λ0
i (y)ACr
−(n−2)/2
i
(y1 − λ0)
|y|n + α
−2/(n−2)
i C1
(y1 − λ0)
|y|n
and we immediately see from Lemma 3.2 that wλ0i (y)  h
λ0
i (y) for y ∈ Σ ′λ0 for large i. Also,
due to (4.58) and fact that (wλ0i − hλ0i )(y) satisfies the equation
Δ
(
wλi − hλi
)+ bλi (wλi − hλi )−bλi hλi  0 in Σ ′λ,
using maximum principle we conclude that
(
w
λ0
i − hλ0i
)
(y) > 0 in Σ ′λ0, (4.61)
∂vδi (y)
∂y1
> 0 on Tλ0 . (4.62)
From Lemma 4.2 and maximum principle (Hopf lemma) we in fact conclude that wλi (y) −
hλ(y) > 0 in Σ ′λ for λ λ0 and λ close to λ0.
Step 2. Define λ˜ := sup{λ ∈ [λ0,− 14 ]: wλi (y) − hλ(y) > 0 in Σ ′λ}. Therefore, for all λ λ˜,
(
wλi − hλi
)
(y) > 0 in Σ ′λ, (4.63)
∂vδi (y)
∂y1
> 0 on Tλ. (4.64)
We claim that λ˜ = − 14 : Suppose by contradiction λ˜ < − 14 . By definition of λ˜, there exists a
sequence λk → λ˜, λk < − 14 such that inf(wλki (y) − hλk (y)) < 0 for each λk . From Lemma 4.2,
it follows that this infimum is achieved at say, xk and that |xk| <R0. Thus we have
w
λk
i (xk)− hλk (xk) < 0,
∇(wλki (xk)− hλk (xk))= 0.
Let xk → x0 up to a subsequence. Then
wλ˜i (x0)− hλ˜(x0) = 0, (4.65)
∇(wλ˜i (x0)− hλ˜(x0))= 0. (4.66)
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Δ
(
wλ˜i (y)− hλ˜(y)
)
−bλ˜i (y)wλ˜i (y) 0
in Σ ′
λ˜
with the boundary conditions
wλ˜i (y) − hλ˜(y) = 0 on Tλ˜,
wλ˜i (y)− hλ˜(y) > 0 on ∂B
(
e
δ
,16δ−2r−
1
2
i
)
where the second inequality follows from (4.58). From maximum principle, it follows that
wλ˜i (y) − hλ˜(y) > 0 in Σ ′λ˜.
Hence x0 ∈ Tλ˜ ∪ ∂B( eδ ,16δ−2r
− 12
i ), and we get a contradiction to (4.65)–(4.66) by Hopf bound-
ary point lemma. Thus the claim is proved.
In particular, referring to (4.64) we have proved
∂vδi (y)
∂y1
> 0 for all λ0 < y1 < −14 (4.67)
which contradicts the fact that vδi (y) has a local maximum near −e. Hence Proposition 3.1 is
proved, i.e.,
lim
i→∞∇Ki
(
x∗i
)= 0. (4.68)
5.
Let β∗i := |∇Ki(x∗i )|. We proved in the previous section that
β∗i → 0. (5.1)
For dimension n 4, we need to prove
Claim 2. There exists a constant C(n,μ, |K|, |∇K|) > 0, independent of i such that
β∗
1
θ−1
i α
2
n−2
i  C. (5.2)
Proof. Suppose
lim
i→∞β
∗ 1n−3
i α
2
n−2
i = ∞. (5.3)
Since |β∗−1i ∇Ki(x∗i )| = 1, we may without loss of generality assume that
β∗−1i ∇Ki
(
x∗i
)= e.
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x¯i = x∗i + α−2/(n−2)i e.
We have
β−1i ∇Ki(x¯i) = e (5.4)
where βi = |∇Ki(x¯i)| and due to our assumption (5.3)
lim
i→∞β
1
θ−1
i α
2
n−2
i = ∞. (5.5)
We arrive at a contradiction to (5.3) applying the moving plane method as in proof of Propo-
sition 3.1. Our setting is the same as before, i.e., we consider wλi (y) = vδi (y)− vδi (yλ) in
Σ ′λ :=
{
y ∈Rn: y1  λ
}∖{
y:
∣∣∣∣y − eδ
∣∣∣∣< 16δ−2r−1/2i
}
(5.6)
= {y ∈Rn: ∣∣Iδ(y)∣∣ r1/2i } (5.7)
satisfying the equation
Δwλi + bλi (y)wλi = Qλi (y) in Σ ′λ (5.8)
where
bλi (y) = Kδi (y)cλ(y)−μα−4/(n−2)i
|Iδ(y)|4
|y|4 (5.9)
with
cλ(y) = v
δ
i (y)
n+2
n−2 − vδi (yλ)
n+2
n−2
vδi (y)− vδi (yλ)
for vδi (y) = vδi
(
yλ
)
= 0 otherwise
and
Qλi (y) =
(
Kδi
(
yλ
)− Kδi (y))vδi (yλ) n+2n−2 −μα−4/(n−2)i
( |Iδ(yλ)|4
|yλ|4 −
|Iδ(y)|4
|y|4
)
vδi
(
yλ
)
. (5.10)
Note that bλi (y) is same as in (4.2) and estimates of Lemma 4.1 for bλi are true.
For a constant A∗ to be chosen later, define
h∗i (y) = A∗r−
n−2
2
i G
λ
(
y,
e
δ
)
−
∫
Σ ′
Gλ(y,η)Q¯(η) dηλ
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Q¯λi (η) =
(
Kδi
(
ηλ
)−Kδi (η))vδi (ηλ) n+2n−2 +μα−4/(n−2)i |Iδ(η)|4|η|4 vδi
(
ηλ
)
.
Note,
Qλi (η) Q¯λi (η) in Σ ′λ. (5.11)
Let
A1 =
{
η ∈Rn: |η|R = ε0
δ
}
,
Ai =
{
η: 16δ−2r−1/2i 
∣∣∣∣η − eδ
∣∣∣∣ 16c1δ−2β− 12(θ−1)i α− 1n−2i
}
and
A2 = Σ ′λ \
(
A1 ∪ Ai
)
.
Using first the mean value inequality (note x¯i → 0) and then referring to (1.7) we have∣∣∇K(x¯i)∣∣ C|x¯i |θ−1
and hence
β
1
θ−1
i =
∣∣∇K(x¯i)∣∣ 1θ−1  C|x¯i |. (5.12)
In particular,
β
1
θ−1
i α
2
n−2
i C|x¯i |α
2
n−2
i  Cli (5.13)
for some constant C. As in (4.19), for |Iδ(y)|R = ε0δ , we have
Kδ(y) −Kδ(yλ) βiα− 2n−2i {(y1 − λ)+ o(1)∣∣yλ∣∣}. (5.14)
For |Iδ(y)| c1β
1
θ−1
i α
2
n−2
i , we have
∣∣Kδ(y)− Kδ(yλ)∣∣ Cβiα− 2n−2i (∣∣Iδ(y)∣∣+ ∣∣Iδ(yλ)∣∣) (5.15)
whereas, in Ai , i.e., for c1β
1
θ−1
i α
2
n−2
i  |Iδ(y)| li using (1.7) we get
∣∣Kδ(y)−Kδ(yλ)∣∣C1α− 2θn−2 ∣∣Iδ(y)∣∣θ . (5.16)i
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λ0  λ− 14 . We write
h∗i (y)A∗r
− n−22
i G
λ
(
y,
e
δ
)
+
∫
A1
{
βiα
− 2
n−2
i G
λ(y, η)
(η1 − λ)
(1 + |ηλ|)n+2 − μα
−4/(n−2)
i
|Iδ(η)|4
|η|4
∣∣ηλ∣∣2−n}dη
−
∫
A2
{
βiα
− 2
n−2
i G
λ(y, η)
(∣∣Iδ(η)∣∣+ ∣∣Iδ(yλ)∣∣)|η|−n−2 + μα−4/(n−2)i |Iδ(η)|4|η|4
∣∣ηλ∣∣2−n}dη
−
∫
Ai
{
C1α
− 2θ
n−2
i G
λ(y, η)
∣∣Iδ(η)∣∣θ |η|−n−2 +μα−4/(n−2)i |Iδ(η)|4|η|4
∣∣ηλ∣∣2−n}dη
− o(1)α−2/(n−2)i
∫
A1
Gλ(y,η)
(
1 + |η|)−(n+1) dη (5.17)
and denote
h1(y) :=
∫
A1
{
βiα
− 2
n−2
i G
λ(y, η)
(η1 − λ)
(1 + |ηλ|)n+2 −μα
−4/(n−2)
i
|Iδ(η)|4
|η|4
∣∣ηλ∣∣2−n}dη, (5.18)
h2(y) :=
∫
A2
{
βiα
− 2
n−2
i
Gλ(y, η)
|η|n+2
(∣∣Iδ(η)∣∣+ ∣∣Iδ(yλ)∣∣)−μα−4/(n−2)i |Iδ(η)|4|η|4
∣∣ηλ∣∣2−n}dη (5.19)
and
h3(y) := o(1)α−2/(n−2)i
∫
A1
Gλ(y,η)
(
1 + |η|)−(n+1) dη. (5.20)
The estimates for h1(y), h2(y) and h3(y) are similar to those in proof of Lemma 4.2. We show
below the estimate over the set Ai .
Case (i). |y| |λ|2 : Since |Iδ(y)| = |y||y− e
δ
| ,
∫
Ai
C1α
− 2θ
n−2
i G
λ(y, η)
∣∣Iδ(η)∣∣θ |η|−n−2 dη C1α− 2θn−2i
∫
Ai
|η|−(n+2)
|y − η|n−2
|η|θ
|η − e
δ
|θ dη
 Cδ−θβ
− n−θ2(θ−1)
i α
− n+θ
n−2
i . (5.21)
Thus,
682 C.-S. Lin, J.V. Prajapat / J. Differential Equations 244 (2008) 649–695∫
Ai
Gλ(y, η)
{
α
−2θ/(n−2)
i
∣∣Iδ(η)∣∣θ |η|−(n+2) + α−4/(n−2)i μ |Iδ(η)|4|η|4 |η|2−n
}
Cδ−θβ
− n−θ2(θ−1)
i α
− n+θ
n−2
i +
∫
Ai
α
−4/(n−2)
i δ
−4μ
|η − e
δ
|4|η|n−2
Cδ−θβ
− n−θ2(θ−1)
i α
− n+θ
n−2
i + δ−4μα−4/(n−2)i o(1). (5.22)
Using the estimates in Case (i) of the proof of Lemma 4.1 we have
A∗r−
n−2
2
i G
λ(y, e/δ)− c1δ−θβ−
n−θ
2(θ−1)
i α
− n+θ
n−2
i − c2α−4/(n−2)i + c3α−2/(n−2)i βi
 h∗(y)A∗r−
n−2
2
i G
λ(y, e/δ) +C1δ−θα−2/(n−2)i βi +C2α−4/(n−2)i . (5.23)
Case (ii). |λ|2  |y|  2R = 2ε0δ : Here the estimate of the integral over Ai is similar to Case (i)
above. Hence
A∗r−
n−2
2
i G
λ(y, e/δ)− c4δ−θβ−
n−θ
2(θ−1)
i α
− n+θ
n−2
i − c5α−4/(n−2)i + c6α−2/(n−2)i βi(y1 − λ)R−n logR
 h∗(y)A∗r−
n−2
2
i G
λ(y, e/δ)
+ C3δ−θα−2/(n−2)i βi(y1 − λ)+C4α−4/(n−2)i (y1 − λ). (5.24)
Case (iii). |y| 2R = 2ε0
δ
: In this case,
∫
Ai
Gλ(y, η)
{
α
− 2θ
n−2
i
∣∣Iδ(η)∣∣θ + α−4/(n−2)i μ |Iδ(η)|4|η|4 |η|2−n
}
dη
 C
δ−θβ
− n−θ2(θ−1)
i α
− n+θ
n−2
i
|y − e
δ
|n−2 + α
−4/(n−2)
i μ
∫
Ai
Gλ(y, η)
|Iδ(η)|4
|η|4 |η|
2−n

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C
δ−θ β
− n−θ2(θ−1)
i α
− n+θ
n−2
i
|y− e
δ
|n−2 +
α
−4/(n−2)
i μC
|y− e
δ
|n−2 for n = 5,6,
δ−θ β
− n−θ2(θ−1)
i α
− n+θ
n−2
i
|y− e
δ
|n−2 +
α
−2/(n−2)
i μC
|y− e
δ
|n−2 (ri − α
2
n−2
i βi) for n = 4.
(5.25)
Thus for |y − e | 16δ−2r−
1
2
,δ i
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(A∗r−
n−2
2
i G
λ(y, e/δ)− c7α−4/(n−2)i (y1−λ)|y|n )+ c8α−2/(n−2)i βi logR (y1−λ)|y|n
− (c9 δ
−θ β
− n−θ2(θ−1)
i α
− n+θ
n−2
i
|y− e
δ
|n−2 +
α
−4/(n−2)
i μc10
|y− e
δ
|n−2 ) for n = 5,6,
(A∗r−
n−2
2
i G
λ(y, e/δ)− c7α−4/(n−2)i (y1−λ)|y|n )+ c8α−2/(n−2)i βi logR (y1−λ)|y|n
− (c9 δ
−θ β
− n−θ2(θ−1)
i α
− n+θ
n−2
i
|y− e
δ
|n−2 +
α
−4/(n−2)
i riμc10
|y− e
δ
|n−2 ) for n = 4,
and
h∗(y)A∗r−
n−2
2
i G
λ(y, e/δ)+ C5δ−θα−2/(n−2)i βi logR
(y1 − λ)
|y|n
+ C6α−2/(n−2)i o(1). (5.26)
Observe that
r
(n−2)/2
i β
− n−θ2(θ−1)
i α
− n+θ
n−2
i  (η0Ri)
n−2
2 α
1− n+θ
n−2
i β
− n−θ2(θ−1)
i
= (η0Ri) n−22 α−
θ+2
n−2
i β
− θ+22(θ−1)
i β
2θ+2−n
2(θ−1)
i
= o(1) as i → ∞ if θ  n− 2
2
. (5.27)
Also, (A∗r−
n−2
2
i G
λ(y, e/δ) − c2α−4/(n−2)i ) 0 if r
n−2
2
i α
− 4
n−2
i is bounded and small. We have
r
n−2
2
i α
− 4
n−2
i  η
n−2
2
0 R
n−2
2
i α
1− 4
n−2
i  εη
n−2
2
0 R
n−2
2
i (5.28)
if 1 − 4
n−2  0 which is true since we assume n 6.
For |y − e
δ
| = 16δ−2r−
1
2
i ,
h∗i (y)A∗Cδ2(n−2) −
Cδ2(n−2−θ)r
n−2
2
i
β
n−θ
2(θ−1)
i α
n+θ
n−2
i
− Cδ
2(n−2)
α
4/(n−2)
i
+ o(1)
> 0 (5.29)
due to (5.27), (5.28) and since θ  n− 2. Thus we see that the function h∗i (y) satisfies
h∗i (y) 0 for
∣∣∣∣y − eδ
∣∣∣∣ 16δ−2r− 12i and for all λ, λ0  λ−14 . (5.30)
Again, referring to (5.27) and (5.28) we have that A∗r−
n−2
2
i G
λ(y, e/δ) is the dominating term in
definition of h∗i . Therefore, arguing as in (4.58), it follows that
wλi (y)− h∗i (y) > c > 0 for
∣∣∣∣y − e
∣∣∣∣= 16δ−2r− 12i for all λ0  λ−1 . (5.31)δ 4
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contradiction as in previous section. Hence Claim 2 is true. 
6. Proof of Theorem 1.1
Recall, vi(y) = v∗i (y + e) with e = (1,0, . . . ,0) and let v¯i , U¯0 denote the Kelvin transform
v¯i (y) = 1|y|n−2 vi
(
y
|y|2
)
= 1|y|n−2 v
∗
i
(
y
|y|2 + e
)
, (6.1)
U¯0(y) = 1|y|n−2 U0
(
y
|y|2
)
= |y|
n−2
(|y|4 + |y| + |y|2e|2)(n−2)/2 . (6.2)
Note that v¯i satisfies
Δv¯i(y) − μα
−4/(n−2)
i
|z|4 v¯i (y) + K¯i(y)v¯i(y)
n+2
n−2 = 0 in Ωi =
{
y: |y| α−
2
n−2
i
} (6.3)
where
K¯i(x) = Ki
(
x¯i + α−2/(n−2)i
y
|y|2
)
. (6.4)
Also, Ki(x¯i) → n(n− 2) as i → ∞ and that
v¯i → U¯0 in C2loc
(
R
n ∪ {∞} \ {0}). (6.5)
Since U0 has a unique maximum at −e = (−1,0, . . . ,0), it can be seen that U¯0 has its unique
maximum at
e∗ =
(
−1
2
,0, . . . ,0
)
and hence v¯i has a unique maximum near e∗. We shall again use moving plane method together
with the estimates of previous sections to finally complete the proof of Theorem 1.1
For λ < 0, let Tλ = {y: y1 = λ}, Σλ = {y: y1 > λ} and Σ ′λ = Σλ \ {y: |y|  r−1/2i }. Note
that since ri < η0li = 12η0Riα2/(n−2)i < α2/(n−2)i for η0 small, v¯i still satisfies the above equation
in Σ ′λ. Define v¯λi := v¯i (2λ− y1, y2, . . . , yn) and wλi (y) = v¯i (y)− v¯λi (y). It satisfies the equation
Δwλi (y) + bλi (y)wλi (y) = Qλ(y) (6.6)
where
bλi (y) = K¯i(y)cλi (y) −
μα
−4/(n−2)
i
4 (6.7)|y|
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cλi (y) =
n+ 2
n− 2ψ(y)
4/(n−2)
where ψ(y) lies between v¯i (y) and v¯λi (y) and
Qλ(y) =
(
K¯λi (y)− K¯i(y)
)(
v¯λi (y)
) n+2
n−2 +μα−4/(n−2)i
(
1
|y|4 −
1
|yλ|4
)
v¯λi (y). (6.8)
Define Q¯λ(y) = (K¯λi (y) − K¯i(y))(v¯λi (y))
n+2
n−2 + μα
−4/(n−2)
i
|y|4 v¯
λ
i (y) and
hλ(y) = Ar−
n−2
2
i G
λ(y,0) −
∫
Σ ′λ
Gλ(y, η)Q¯λ(η) dη in Σ ′λ
where A is a constant to be chosen later. We have
Δhλ(y) = Q¯λ(y)Qλ(y).
Note that lim|η|→∞ |η|n−2v¯i (η) = C. Also, for |η| r−1/2i and λ < 0, we have
∣∣v¯λi (η)∣∣= ∣∣v¯i(ηλ)∣∣=
∣∣∣∣ 1|ηλ|n−2 vi
(
ηλ
|ηλ|2
)∣∣∣∣ C
(1 + |η|2) n−22
. (6.9)
This follows from the fact that for λ < 0, |ηλ|2  4λ2 + |η|2 C(1 + |η|2). Therefore,
∫
Σ ′λ
Gλ(y, η)
∣∣Q¯λ(η)∣∣dη =
∫
Σ ′λ
Gλ(y, η)
(
K¯λi (η)− K¯i(η)
)(
v¯λi (η)
) n+2
n−2 dη
+ μα−4/(n−2)i
∫
Σ ′λ
Gλ(y, η)
1
|η|4 v¯
λ
i (η) dη

∫
Σ ′λ
Gλ(y, η)
∣∣K¯λi (η)− K¯i(η)∣∣(1 + |η|)−(n+2) dη
+ μα−4/(n−2)i
∫
Σ ′λ
Gλ(y, η)|η|−4∣∣ηλ∣∣2−n dη.
Let
gλ(y) := Gλ(y,η)
{∣∣K¯λi (η)− K¯i(η)∣∣(1 + |η|)−(n+2) + μα
−4/(n−2)
i
|η|4|ηλ|n−2
}
dη.
To show that hλ(y) > 0 we provei
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Σ ′λ
gλ(y)| A2 l
− n−22
i G
λ(y,0) in Σ ′λ for λ− 14 and for all large i.
Proof. From (i) of Lemma 2.2, we have
Gλ(y,0) C|y|n−2 for |y|
|λ|
2
, (6.10)
Gλ(y,0) C1|λ||y1 − λ||y|n for |y|
|λ|
2
. (6.11)
For σ > 0 small, let A1 := {η ∈Rn: r−1/2i  |η| σr−1/2i } ⊂ Σ ′λ denote the points in neighbor-
hood of origin.
For n = 3, since K ∈ Cθ with 12 < θ  1 we have for any ε > 0,
∣∣K¯i(ηλ)− K¯i(η)∣∣=
∣∣∣∣Ki
(
x¯i + α−2i
ηλ
|ηλ|2
)
−Ki
(
x¯i + α−2i
η
|η|2
)∣∣∣∣
 cα−2θi
∣∣∣∣ ηλ|ηλ|2 − η|η|2
∣∣∣∣
 εα−1i
(
1 + |η|−1). (6.12)
Note that we have used above the fact that θ > 12 .
Whereas, for 4 n 6 using the fact that β1/θ−1i α
2/(n−2)
i is bounded we get
∣∣∣∣Ki
(
x¯i + α−2/(n−2)i
ηλ
|ηλ|2
)
− Ki
(
x¯i + α−2/(n−2)i
η
|η|2
)∣∣∣∣
Cβiα−2/(n−2)i |η|−1
Cα−(2θ−1)/(n−2)i η
1/2
0 R
1/2
i . (6.13)
From (6.12) and (6.13) it follows that
∣∣K¯λi (η)− K¯i(η)∣∣ C for η ∈ A1 (6.14)
since for n−22  θ  n− 2 and n 4 we have θ  12 . Therefore,
∫
A1
gλ(η) dη
∫
A1
C
|y − η|n−2
((
1 + |η|)−(n+2) + μα−4/(n−2)i|η|4|ηλ|n−2
)
dη
 C|y|n−2
∫
A1
1
|1 − |η||y|−1|n−2
((
1 + |η|)−(n+2) + μα−4/(n−2)i|η|4|ηλ|n−2
)
dη
 C
n−2 σ
nr
−n/2
i
(
1 + cμα−4/(n−2)i σ 2r2i
)
|y|
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A
2
l
− n−22
i G
λ(y,0) (6.15)
for λ− 14 and for all large i. Note here that α−4/(n−2)i r2i < ( 12η0Ri)2 → 0.
Now, for any y ∈ Σ ′λ, we write Σ ′λ = A2 ∪ A3 where
A2 =
{
η: |η − y| |y|
2
and |η| σr−
1
2
i
}
(6.16)
and
A3 =
{
η: |η − y| |y|
2
and |η| σr−
1
2
i
}
. (6.17)
For n = 3, using (6.12) we have
∫
A2∪A3
gλ(η) dη
∫
A2∪A3
Gλ(y,η)
(
Cα−1i
(1 + |η|−1)
(1 + |η|)5 +
μα−4i
|η|4|ηλ|
)
dη. (6.18)
By (1.7), for 4 n 6 and for all large i we have
∣∣K¯i(ηλ)− K¯i(η)∣∣Cα−2θ/(n−2)i |η|−θ for |η| l−1i . (6.19)
Since ri < η0li , we have that (6.19) is true for |η| r−1/2i . Therefore, we
∫
A2∪A3
gλ(η) dη
∫
A2∪A3
Gλ(y,η)
(
C
α
−2θ/(n−2)
i |η|−θ
(1 + |η|)n+2 +
μα
−4/(n−2)
i
|η|4|ηλ|n−2
)
dη. (6.20)
To estimate the integrals (6.18) and (6.20) over A2 and A3, we consider the following two cases:
Case (i). |y| |λ|2 : From Lemma 3.2(iii), we use
Gλ(y,η) C2
(y1 − λ)(η1 − λ)
|y − η|n . (6.21)
n = 3: We have
∫
A2
Gλ(y,η)
(
C
α−1i
|η|(1 + |η|)4 +
μα−4i
|η|4|ηλ|
)
dη
 Cα−1i
∫
A2
(y1 − λ)(η1 − λ)
|y − η|3(1 + |η|)4|η| dη + cμα
−4
i
∫
A2
(y1 − λ)(η1 − λ)
|y − η|3|η|4|ηλ| dη
 C (y1 − λ)|λ||y|3
{
α−1i
∫
Rn
1
|η|(1 + |η|)4 dη +μα
−4
i
∫
A2
1
|η|4|ηλ| dη
}
 CGλ(y,0)
(
α−1i +μα−4i ri
)
. (6.22)
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∫
A2
Gλ(y,η)
(
α
−2θ/(n−2)
i |η|−θ
(1 + |η|)n+2 +
μα
−4/(n−2)
i
|η|4|ηλ|n−2
)
dη
 Cα−2θ/(n−2)i
∫
A2
(y1 − λ)(η1 − λ)
|y − η|n(1 + |η|)n+2|η|θ dη + cμα
−4/(n−2)
i
∫
A2
(y1 − λ)(η1 − λ)
|y − η|n|η|4 dη
 C (y1 − λ)|λ||y|n
{
α
−2θ/(n−2)
i
∫
Rn
|η|−θ
(1 + |η|)n+1 dη +μα
−4/(n−2)
i
∫
A2
|η|−4 dη
}

{
CGλ(y,0)(α−2θ/(n−2)i + μα−4/(n−2)i ) for n = 5,6;
CGλ(y,0)(α−2θ/(n−2)i + μα−4/(n−2)i ri) for n = 4.
(6.23)
In the last inequality above we have used (i) of Lemma 2.2 to conclude that C (y1−λ)|λ||y|n 
Gλ(y,0). Also the integral
∫
Rn
|η|−θ
(1+|η|)n+1 dη is bounded since θ  n− 2.
For η ∈ A3, we have |y − η| |y|2 . Also, since |y| |y|2 ,
|η| ∣∣|y − η| − |y|∣∣ |y|
2
.
Therefore, using Gλ(y,η) (y1−λ)|y−η|n−1 , we get
α
−2θ/(n−2)
i
∫
A3
Gλ(y,η)|η|−θ (1 + |η|)−(n+2) dη
 C(y1 − λ)α−2θ/(n−2)i
∫
A3
|y − η|1−n|η|−θ (1 + |η|)−(n+2) dη
 Cα−2θ/(n−2)i
(y1 − λ)
|y|n+θ+1
 Cα−2θ/(n−2)i
(y1 − λ)|λ|
|y|n  Cα
−2θ/(n−2)
i G
λ(y,0). (6.24)
Whereas, we still use Gλ(y,η) (y1−λ)(η1−λ)|y−η|n to estimate the linear term as in (6.23) to get
μα
−4/(n−2)
i C
∫
A2
Gλ(y,η)
∣∣ηλ∣∣2−n|η|−4

{
μCα
−4/(n−2)
i G
λ(y,0) for n 5,
μCα
−4/(n−2)
r Gλ(y,0) for n = 3,4. (6.25)i i
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α
−2θ/(n−2)
i l
n−2
2
i  α
−2θ/(n−2)
i
(
1
2
Riα
2
n−2
i
) n−2
2 =
(
1
2
Ri
) n−2
2
α
n−2−2θ
n−2
i = o(1) <
A
2
(6.26)
as θ  n−22 and since n 6
α
−4/(n−2)
i l
n−2
2
i  α
−4/(n−2)
i
(
1
2
Riα
2
n−2
i
) n−2
2 =
(
Ri
2
)(n−2)/2
α
n−6
n−2
i = o(1) <
A
2
. (6.27)
Also, for n = 3,4,
α
−4/(n−2)
i ri l
n−2
2
i  η0α
−4/(n−2)
i l
n/2
i = η0
(
Ri
2
)n/2
α
n−4
n−2
i = o(1) <
A
2
. (6.28)
From Eqs. (6.23) to (6.28), we conclude that the claim is true in Case (i).
Case (ii). |y| |λ|2 : Here, we use Gλ(y,η) c|y − η|2−n. We have∫
A2∪A3
Gλ(y,η)α
−2θ/(n−2)
i |η|−θ
(
1 + |η|)−(n+2) dη
 cα−2θ/(n−2)i
∫
A2∪A3
|y − η|2−n|η|−θ (1 + |η|)−(n+2) dη

Cα
−2θ/(n−2)
i
|y|n−2 (6.29)
since the integral
∫
A2∪A3 |η|−θ (1 + |η|)−(n+2) dη is bounded for θ  n− 2.
To estimate the linear term, for some fixed 0 < ε  1 let B := {η: r−1/2i  |η| ε}. We have∫
A3
|y − η|2−n∣∣ηλ∣∣2−n|η|−4 dη
=
∫
A3∩B
C
(4λ2 + r−1i )(n−2)/2
|y − η|2−n|η|−4 dη +C
∫
A3\B
|y − η|2−n∣∣ηλ∣∣2−n|η|−4 dη
× C|y|n−2
∫
A3∩B
|η|−4 dη + C
∫
A3\B
∣∣|y| − |η|∣∣2−n|η|−4 dη

{ C
|y|n−2 for n 5,
C
|y|n−2 ri for n = 3,4,
(6.30)
where we use |ηλ|2  4λ2 + |η|2  2λ2 + r−1 for λ < 0 and |η| r−1/2.i i
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A2
|y − η|2−n∣∣ηλ∣∣2−n|η|−4 dη C|y|4
∫
A2
|y − η|2−n dη C|y|n−2 (6.31)
since |η| ||y − η| − |y|| |y|2 . Hence the claim is proved in this case too.
Recall from (3.16),
min|y|ri
vi(y)
(
1 + ε
2
)
U0(ri). (6.32)
Therefore, for |y| = r−
1
2
i , as in [7] we can see that
v¯i (y) = 1|y|n−2 vi
(
y
|y|2
)
> r
n−2
2
i
(
1 + ε
2
)
min
B(0,ri )
U0(y) = r
n−2
2
i
(
1 + ε
2
)
min
B(0,ri )
1
(1 + |y + e|2) n−22
 ε
8
|y|2−nr−
n−2
2
i + r
n−2
2
i
(
1 + ε
2
)(
1 + ε
4
)−1
min
B(0,ri )
U0(y). (6.33)
The last inequality follows since for |y| = r−1/2i , |y|2−nr
− n−22
i = 1 and ri → ∞. Also,
v¯i
(
yλ
)= (1 + o(1))U¯0(0)
<
(
1 + ε
4
)−1(
1 + ε
3
)
U¯0(0)
<
(
1 + ε
4
)−1(
1 + ε
3
)
r
n−2
2
i min
B(0,r1/2i )
U0(y). (6.34)
The above two inequalities hold for λ < − 12 + ε1 and all large i, where ε1 is a small positive
number depending only on ε. Hence,
wλ(y)
ε
8
|y|2−nr−
n−2
2
i
 ε
8
r
− n−22
i G
λ(y,0)
= ε
8η(n−2)/20
l
− n−22
i G
λ(y,0). (6.35)
Let η0 be sufficiently small such that 3A< ε
η
(n−2)/2
0
. Then
hλ(y) < wλ(y) on |y| = r−
1
2
i for λ−
1 + ε1. (6.36)2
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small such that the maximum principle for domains with small measure is applicable for the
operator Δ− μα
−4/(n−2)
i
|y|4 in the annulus N := {y: r
−1/2
i  |y| σ }. Note that in N ,
α
−4/(n−2)
i |y|−4  α−4/(n−2)i r2i  cη20R2i → 0 (6.37)
and hence μα
−4/(n−2)
i
|y|4 is bounded so that the conditions of maximum principle 2.3 are satisfied.
By definition of v¯i , we have
c|y|2−n  v¯i (y) C|y|2−n for |y| σ. (6.38)
Also, (6.5) implies that for all y ∈ Σ ′λ,
v¯i
(
yλ
)
C|y|2−n (6.39)
for all λ− 14 and all large i, c independent of i and λ. Applying maximum principle 2.3 in the
annulus N , we have for y ∈ N ,
v¯i (y)min
N
v¯i(y)
min
{
min
|y|=r−1/2i
vi(y), min|y|=σ vi(y)
}
min
{
Cr
n−2
2
i , Cσ
2−n}= Cσ 2−n (6.40)
where the last inequality follows from (6.33) and (6.38). Therefore, for y ∈ Σ ′λ with |y|  σ
from (6.38), (6.39) we have
bλi (y) = K¯i(y)cλi (y) −
μα
−4/(n−2)
i
|y|4
 C|y|−4 − μα−4/(n−2)i |y|−4 > 0 (6.41)
whereas for y ∈ N , we have
bλi (y) C|y|−4 − μα−4/(n−2)i σ−4 > 0 (6.42)
for all large i and for all λ− 14 . It follows that bλi (y) satisfies
0 bλi (y) c|y|−4 (6.43)
for |y| 14 , λ− 14 and c a constant independent of i and λ.
Thus, hλi and b
λ
i satisfy the properties mentioned in Lemma 4.1 for λ − 12 + ε1. Applying
moving plane method, we conclude that
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1
2
+ ε1, (6.44)
∂v¯i
∂x1
< 0 in Σ ′λ for −
1
2
+ ε1 (6.45)
for all large i. This contradicts the fact that v¯i has a local maximum near e∗ = (− 12 ,0, . . . ,0).
Hence the proof is complete. 
7. A priori estimates
Theorem 7.1. Let Ω ⊂ Rn be a bounded domain which is star shaped around a point. Let u be
a positive, C2 solutions of
Δu −μu+ K(x)un+2n−2 = 0 in Ω, (7.1)
u(x) = 0 on ∂Ω. (7.2)
Assume that
(i) K is bounded below by a positive constant;
(ii) ∂K
∂ν
(x) < 0 for x ∈ ∂Ω , where ν denotes the outer normal to the boundary ∂Ω ; and
(iii) K satisfies (1.7) with θ = n− 2.
Then, there exists a constant C(n, |K|, |∇K|,μ) (depending on μ) such that for any solution u
(7.1)–(7.2) we have u(x) C for all x ∈ Ω .
Proof. Suppose the conclusion of Theorem 7.1 is not true. Therefore, there exists a sequence of
solutions {ui} of (7.1)–(7.2) such that maxΩ ui(x) → +∞ as i → ∞. Let
S :=
{
x ∈ Ω¯: there exists xi ∈ Ω such that ui(xi) → ∞ and lim
i→∞xi = x
}
(7.3)
denote the set of blow up points of {ui}. We know from previous Sections 3 and 4 that these are
precisely the critical points of the function K , and hence S is a finite set. Let S = {x1, . . . , xm}.
Note that (ii) implies that K is strictly decreasing near the boundary. Hence, S consists of in-
terior points of Ω . Let σ > 0 be small such that 4σ < |xi − xj | for i = j , i, j = 1, . . . ,m, and
denote Ωσ := Ω \⋃mi=1 B(xi, σ ). Using the standard Harnack inequality and estimate (1.8) of
Theorem 1.1, we have for x ∈ Ωσ
αiui(x) αi max
Ωσ
ui(x)
 αiC min
Ωσ
ui(x)
 αiC min
B(x1,2σ)
ui(x)
Cσ− n−22 := C(σ). (7.4)
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sequence {αiui} is uniformly bounded on any compact subset Ωσ of Ω \ S . Therefore, αiui(x)
converges to
∑n
k=1 ckG(x, xk) uniformly in any compact subset of Ω \ S , where ck is a non-
negative constant and G(x,xk) is the Green function of Δ − μ with singularity at xk and zero
boundary condition.
Since Ω is star shaped, there exists y ∈Rn such that (x −y) ·ν  0 for all x ∈ ∂Ω . Therefore,
lim
i→∞
∫
∂Ω
(x − y) · ν
∣∣∣∣∂(αiui)∂ν
∣∣∣∣
2
+
∫
Ω
μ(αiui)
2 dx
> lim
i→∞
∫
∂Ω
(x − y) · ν
∣∣∣∣∂(αiui)∂ν
∣∣∣∣
2
dσ > 0. (7.5)
While, from the Pohozaev’s identity for solutions of (7.1)–(7.2) in Ω , we have for y ∈Rn,
∫
∂Ω
(x − y) · ν
∣∣∣∣∂ui∂ν
∣∣∣∣
2
+
∫
Ω
μu2i dx =
∫
Ω
(x − y) · ∇K(x)u2n/(n−2)i dx. (7.6)
Multiplying by α2i and using (7.4) we see that for σ > 0 small,∫
Ωσ
(x − y) · ∇K(x)α2i u2n/(n−2)i dx  C(σ)α−4/(n−2)i → 0 as i → ∞. (7.7)
Whereas, in B(xk, σ ) using the fact that K satisfies (1.7) and the estimate (1.8) of Theorem 1.1
we have
∫
Ω\Ωσ
(x − y) · ∇K(x)α2i u2n/(n−2)i dx  C
m∑
k=1
∫
B(xk,σ )
|x − y|∣∣x − xk∣∣θ−1α2i u 2nn−2i dx.
Now observe that the rescaled function vi(x) := α−1i ui(xk + α−2/(n−2)i x) satisfies
Δvi −μα−4/(n−2)i vi +K
(
xk + α−2/(n−2)i x
)
v
n+2
n−2
i = 0.
Using the blow up analysis due to Schoen, it can be seen that vi converges uniformly (in fact
in C2loc) to Uk(x) := 1(1+ak |x|2)(n−2)/2 in R
n where, ak = K(xk)n(n−2) and Uk is the unique solution of
ΔUk + akU
n−2
n+2
k = 0 in Rn, (7.8)
Uk > 0 in Rn, Uk(0) = 1. (7.9)
Therefore, after change of variable and taking limit as i → ∞ we see that
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i→∞
∫
B(xk,σ )
|x − y|∣∣x − xk∣∣θ−1α2i u 2nn−2i dx
= lim
i→∞
σα
2/(n−2)
i∫
0
rθ−1rn−1
(1 + akr2)n dr + o(1)
=
σ∫
0
rθ−1rn−1
(1 + akr2)n dr + limi→∞
σα
2/(n−2)
i∫
σ
rθ−1rn−1
(1 + akr2)n dr + o(1) (7.10)
which can be made arbitrarily small choosing σ accordingly. Here we use the fact that θ = n−2.
This, together with (7.7) contradicts (7.5) which says that limi→∞
∫
∂Ω
(x − y) · ν| ∂(αiui )
∂ν
|2 +∫
Ω
μ(αiui)
2 dx is greater than a fixed positive number. Hence the proof of Theorem 7.1 is com-
plete. 
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