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Abstract Positivity constraints on the pion–nucleon scat-
tering amplitude are derived in this article with the help
of general S-matrix arguments, such as analyticity, crossing
symmetry, and unitarity, in the upper part of the Mandelstam
triangle, R. Scanning inside the region R, the most strin-
gent bounds on the chiral low-energy constants of the pion–
nucleon Lagrangian are determined. When just considering
the central values of the fit results from covariant baryon
chiral perturbation theory using the extended-on-mass-shell
scheme, it is found that these bounds are well respected
numerically both at the O(p3) and the O(p4) level. Never-
theless, when taking the errors into account, only the O(p4)
bounds are obeyed in the full error interval, while the bounds
on the O(p3) fits are slightly violated. If one disregards the
loop contributions, the bounds always fail in certain regions
of R. Thus, at a given chiral order these terms are not numer-
ically negligible and one needs to consider all possible con-
tributions, i.e., both tree-level and loop diagrams.We have
provided the constraints for special points in R where the
bounds are nearly optimal in terms of just a few chiral cou-
plings, which can easily be implemented and employed to
constrain future analyses. Some issues concerned with cal-
culations with an explicit  resonance are also discussed.
1 Introduction
Chiral perturbation theory (χPT) [1–3] plays an important
role in studying low-energy hadron physics, such as the pion–
nucleon interaction. Many efforts have been made to study
a e-mail: juanj.sanz@uam.es
b e-mail: d.yao@fz-juelich.de
c e-mail: zhenghq@pku.edu.cn
pion–nucleon physics [4,5] within baryon chiral perturbation
theory (BχPT) [6,7] using different approaches, e.g., heavy
baryon (HB) χPT [8,9], infrared regularization (IR) [10,11],
extended on mass shell (EOMS) [12,13], etc. The scattering
amplitudes are then expressed in terms of the low-energy
constants (LECs). As is well known, when stepping up to
higher and higher orders, there always appear a rapidly grow-
ing number of LECs, which are free parameters, not fixed by
chiral symmetry. Nevertheless, general S-matrix arguments
such as analyticity, crossing, and unitarity can be used to
constrain the pion–nucleon interaction and its chiral effective
theory description. It is therefore possible to obtain certain
model-independent constraints on the LECs.
Along this line, many works have been devoted to the
study of positivity constraints on ππ scattering amplitudes
(e.g., see Refs. [14–18]). Pion–nucleon scattering was also
studied in Ref. [19], in terms of the pion energy Eπ in the
center-of-mass rest-frame (CM) and positivity constraints
were extracted for the second derivative of the π± p → π± p
scattering amplitude with respect to Eπ . However, only the
π+ p forward scattering (t = 0) was analyzed in detail and
no extra information was extracted from the π− p channel.
Likewise, the positivity of its second derivative was only
analyzed at two particular points, Eπ = ±Mπ/
√
2 [19]. The
central values from HB-χPT [20] were employed to check
the obtained bounds. In this paper, the analysis is extended
beyond the forward case t = 0 to the full upper part of the
Mandelstam triangle R (with t > 0).
By applying the obtained positivity constraints to the cor-
responding EFT description of the amplitude one obtains
restrictions on the LECs involved in the process at a given
perturbative order. Thus, one may test whether the determi-
nation of the EFT parameters through phenomenological fits
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to data fulfills the axiomatic constraints studied in this article.
In many cases where the theoretical description is well under
control and one has a good perturbative expansion the posi-
tivity lower bounds are well obeyed. This is for instance the
case for ππ -scattering in SU (2) χPT [16]. However, the sub-
threshold constraints on the LECs are not trivially fulfilled in
theories with a poor perturbative expansion (like e.g. the χPT
stemming from integrating out the σ in the Linear σ Model
when the scalar meson is too light [16]) or an incomplete
theoretical description (as we will see in our π N analysis
including ). Furthermore, we hope the lower bounds may
help stabilizing the BχPT phenomenological fits to experi-
mental data, where one has a poor convergence of the chiral
expansion.
We want to remark that the axiomatic constraints derived
in this article are general and may be applied to any theoret-
ical framework. Indeed, there has recently been a renewed
interest on the positivity issue. Following some modern lines,
more stringent and precise upper bounds have been achieved
on high-energy ππ cross section [21,22], with interesting
applications of the Froissart-Martin upper bound to large-
NC ππ scattering [23,24]. Similar crossing, unitarity and
analyticity considerations could be applied here to extract
improved upper bounds for the high-energy π N cross sec-
tion. However, for sake of clarity, we will focus in this article
on the positivity lower bounds, previously referred, for the
subthreshold region.
In Sect. 2 we introduce the general properties of pion–
nucleon scattering. A particular combination Dα of the pion–
nucleon scattering functions A(s, t) and B(s, t) is written
down in terms of a positive-definite spectral function in
Sect. 3. It is then used to extract the positivity constraints for
both π± p → π± p scatterings in Sect. 4. Hence, compared
to Ref. [19], extra information coming from the B(s, t) func-
tion and π− p → π− p scattering is taken into consideration
in the present work. Rather than taking two particular points
to get two bounds, we scan the full region R, extracting the
most stringent bounds on the LECs. These are then tested in
Sect. 5 by means of the recent results from relativistic BχPT
using EOMS scheme [25–27].
This scheme is more convenient for our analysis than the
HBχPT ones, as EOMS-BχPT possesses the correct ana-
lytic behavior in the Mandelstam triangle. The uncertainties
due to the LEC errors and the impact of the  resonance are
also analyzed in Sect. 5. The conclusions are summarized in
Sect. 6 and some technical details as regards the positivity
of the right-hand cut spectral function are relegated to the
appendix.
2 Aspects of elastic pion–nucleon scattering
The effective Lagrangian describing the low-energy pion–
nucleon scattering at O(p4) level takes the following form:
Lπ N = ¯
⎧
⎨
⎩
i /D − m + g
2
/uγ5 +
7∑
i=1
ci O(2)i +
23∑
j=1
d j O(3)j
+
118∑
k=1
ek O(4)k
}
 + · · · (1)
where O(m)i s (m = 2, 3, 4) are the operators of O(pm). Their
explicit expressions can be found in Ref. [28] and the refer-
ences therein. Here m and g denote the nucleon mass and
the axial charge in the chiral limit. The coefficients ci , d j , ek
are LECs, given in units of GeV−1, GeV−2, and GeV−3,
respectively.
In the isospin limit, the scattering amplitude for the pro-
cess of πa(q) + N (p) → πa′(q ′) + N (p′) with isospin
indices a and a′ is described by A±(s, t), B±(s, t), and
D±(s, t) according to [6,29–31]
T a
′a
π N (s, t) = χ†N ′
{
1
2
{τa′ , τa}T +(s, t)
+ 1
2
[τa′ , τa]T −(s, t)
}
χN (2)
T ±(s, t) = u¯(p′)
[
A±(s, t) + /q
′ + /q
2
B±(s, t)
]
u(p)
= u¯(p′)
[
D±(s, t) + [/q
′, /q]
4m N
B±(s, t)
]
u(p) (3)
D±(s, t) = A±(s, t) + νB±(s, t) (4)
here τa′ , τa are Pauli matrices, ν = (s − u)/4m N and χN
(χN ′) is the isospinor for the incoming (outgoing) nucleon.
The Mandelstam variables s, t and u fulfill s + t + u =
2m2N + 2M2π with m N and Mπ , being the physical nucleon
and pion masses, respectively. The functions X± with X =
{A, B, D} are the so-called isospin-even (for ‘+’) and -odd
(for ‘–’) amplitudes, and they are related to the isospin ampli-
tudes with definite isospin I (1/2 or 3/2) via
X1/2 = X+ + 2X− X3/2 = X+ − X−. (5)
It is also convenient for later use to write down the rela-
tions among the π± p → π± p scattering amplitudes, isospin
even/odd amplitudes and isospin amplitudes:
Xπ
+ p = X3/2 = X+ − X−
Xπ
− p = 2
3
X1/2 + 1
3
X3/2 = X+ + X−. (6)
The physical region for the pion–nucleon reaction cor-
responds to the kinematical region where the Kibble func-
tion [32]  = t [su − (m2N − M2π )2
]
is non-negative. In
Fig. 1, the physical regions are depicted by light gray. The
triangle in the center is given by s, u ≤ (m N + Mπ )2 and
t < 4M2π . It is the so-called Mandelstam triangle. The upper
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Fig. 1 Mandelstam plane (ν, t). The Mandelstam triangle is the region
contoured by the s = (m N + Mπ )2, u = (m N + Mπ )2 and t = 4M2π
lines. Our region of study R is the trapezium formed by the three pre-
vious lines and t = 0, which is marked in red
part of the Mandelstam triangle bounded by t ≥ 0 corre-
sponds to the region R (marked in red in Fig. 1) where the
positivity conditions are considered.
In terms of the (ν, t) variables the Mandelstam diagram
is given by t ≤ 4M2π and |ν| ≤ νth(t) = Mπ + t/(4m N ). In
order to obtain the region R one should add the restriction
t ≥ 0.
3 Partial-wave decomposition and positive-definite
spectral function
It is well known that the full isospin amplitude can be written
in terms of the partial-wave (PW) amplitudes as [33]
AI (s, t)
∣
∣
∣
∣
t=t (s,zs )
=
∞∑
=0
S(s, zs) F I (s) (7)
with
AI ≡
(
AI
B I
)
, F I ≡
(
f I+
f I(+1)−
)
and
S(s, zs) = 4π
⎛
⎝
[
W+m N
E+m N P
′
+1(zs) + W−m NE−m N P ′(zs)
]
−
[
W+m N
E+m N P
′
(zs) + W−m NE−m N P ′+1(zs)
]
[
1
E+m N P
′
+1(zs) − 1E−m N P ′(zs)
]
−
[
1
E+m N P
′
(zs) − 1E−m N P ′+1(zs)
]
⎞
⎠, W = √s. (8)
Here P(zs) are the conventional Legendre polynomials and
zs = 1 + 2s t
λ(s,m2N ,M2π )
with λ(s, m2N , M
2
π ) = [s − (m N +
Mπ )2][s − (m N − Mπ )2], is the Ka¨lle´n function. The kernel
matrices of this set, S(s, zs), are always analytical functions,
real for real values of the Mandelstam variables (s, t, u).
Thus, in the case s ≥ sth the whole analytic discontinuity
is due to the partial waves f Ik (s):
Im AI (s + i, t) =
∞∑
=0
S(s, zs(s, t)) Im F I (s + i). (9)
Since a fixed-t dispersion relation for the analysis of the sub-
threshold amplitude will be used in Sect. 4, our interest is
focused on obtaining a positive-definite spectral function in
the physical region s ≥ sth. On the right-hand side of Eq. (9),
the imaginary part of each PW is positive due to unitarity, i.e.,
Im f Ik (s) ≥ 0 for s ≥ sth, but the kernel matrices always con-
tain negative elements. Therefore, it is proper to construct a
combination of AI and B I in the form
DIα(s, t) ≡ αAI (s, t) + νB I (s, t) = αDI (s, t)
+ (1 − α)νB I (s, t) (10)
such that its imaginary part satisfies
ImDIα(s, t) ≥ 0. (11)
In order to guarantee Eq. (11), it is proven in great detail in
Appendix that the validity region for the combination factor
α should be αmin(t) ≤ α ≤ αmax(t) with
αmin(t) =
(
1 + t
4m N Mπ
) (
1 − t
4m2N
)
(
1 + t
2m N Mπ
+ t
4m2N
)
= 1 − t
4m N Mπ
+ O
(
p2
m2N
)
,
αmax(t) = 1 + t4m N Mπ , (12)
where Mπ = O(p) and t = O(p2) [25–27].
It is worth noting that here the Mandelstam variable t must
be greater than zero, t ≥ 0, due to the application of Eq. (56)
and the fact of P ′k(zs) ≥ 0 for zs ≥ 1 in the appendix. This
is the reason why our analysis of the positivity constraints
is restricted to the upper part of the Mandelstam triangle R
(see Fig 1).
So far, the s-channel positive-definite spectral function
above threshold is clear. The corresponding u-channel one is
easily obtained by crossing symmetry:
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DIα(u, t) = C I I
′
LR D
I ′
α (s, t),
(or, equivalently, DIα(−ν, t) = C I I
′
LR D
I ′
α (ν, t)) (13)
with the crossing matrix being
CLR = 13
(−1 4
2 1
)
, C I I
′
LR C
I ′ J
LR = δI J . (14)
where the first (second) row and column of CLR correspond
to isospin 12 (isospin 32 ). CLR may also be found to be denoted
in the bibliography as Cu .
4 Theoretical constraints indicated by the dispersion
relation
For 0 ≤ t ≤ 4M2π it is possible to write down a fixed-t
dispersion relation for X (ν, t) in terms of the ν variable (or s,
if desired). If νDIα(ν, t) vanished for |ν| → ∞, the amplitude
DIα(ν, t) could be represented by the unsubtracted dispersive
integral,
DIα(ν, t) =
Z IN ,R(t)
νB − ν +
Z IN ,L(t)
νB + ν
+ 1
π
∞∫
νth
dν′
[
ImDIα(ν′ + i, t)
ν′ − ν +
ImDIα(−ν′ − i, t)
ν′ + ν
]
,
(15)
where νB(t) = v|s=m2N = (t − 2M
2
π )/(4m N ) and Z IN ,R(t)
and Z IN ,L(t) are the residues of the s- and u-channel nucleon
poles, respectively. The first term within the integral comes
from the discontinuity across the right-hand cut, and the sec-
ond one from the discontinuity across the left-hand cut. Since
the left-hand cut spectral function ImDIα(−ν′ − i, t) with
isospin I and the right-hand spectral function ImDI ′α (ν′ +
i, t) with isospin I ′ are related by the crossing relation in
Eq. (13), the dispersion relation (15) can be rewritten as
D˜ Iα(ν, t)=
1
π
∞∫
νth
dν′
[
δ I I
′
ν′ − ν +
C I I ′LR
ν′ + ν
]
ImDI ′α (ν′ + i, t),
(16)
with the nucleon pole subtracted amplitude
D˜ Iα(ν, t) ≡ DIα(ν, t) −
[
Z IN ,R(t)
νB − ν +
Z IN ,L(t)
νB + ν
]
. (17)
In the physical case, however, νDα(ν, t) does not vanish
at high energies and the unsubtracted dispersive integral in
Eq. (16) does not converge. Nonetheless, this can easily be
cured by considering a number of n ≥ 2 of subtractions.
An equivalent alternative is to take the nth derivative with
respect to ν on both sides of Eq. (16) [33–35]:
dn
dνn
D˜ Iα(ν, t) =
n!
π
∞∫
vth
dν′
[
δ I I
′
(ν′ − ν)n+1
+ (−1)n C
I I ′
LR
(ν′ + ν)n+1
]
ImDI
′
α (ν
′ + i, t),
(18)
which is now convergent for n ≥ 2. An analogous expression
is given for the ππ -scattering amplitude in Ref. [16].
On the right-hand cut (ν > vth), the spectral functions
ImDI ′α (ν′ + i, t) are positive for α in the range
αmin(t) ≤ α ≤ αmax(t). (19)
Both denominators within the bracket in Eq. (18) happen
to be positive for ν′ ≥ vth when |ν| ≤ vth. If n is an even
number, the relative sign is also positive. However, the factor
C I I ′LR is negative when I = I ′ = 1/2. The aim, therefore,
is to construct combinations of the isospin amplitudes in the
form
∑
I
βI D˜ Iα = β1/2 D˜1/2α + β3/2 D˜3/2α (20)
such that both their right- and left-cut contributions are pos-
itive definite. The inspection of Eq. (18) implies the con-
straints
∑
I
βI δ
I I ′ ≥ 0,
∑
I
βI C I I
′
L R ≥ 0, (21)
which lead to
2β3/2 ≥ β1/2 ≥ 0. (22)
As pointed out by Ref. [19], it is only necessary to investigate
two cases: D˜3/2α and (2D˜1/2α + D˜3/2α )/3. In view of Eq. (6),
these cases correspond to the physical processes π+ p →
π+ p and π− p → π− p, respectively. Hence, two positivity
constraints on the pion–nucleon scattering amplitudes are
obtained:
dn D˜π
± p
α (ν, t)
dνn
= d
n
dνn
[
D˜+α (ν, t) ∓ D˜−α (ν, t)
]
≥ 0
(for even n). (23)
The forward-scattering constraints were extracted in
Ref. [19] in terms of the kinematical variable s (and later
reexpressed in terms of the pion energy ω = (s − m2N +
M2π )/(2
√
s) in the center-of-mass rest-frame). They can be
easily related to those in Eq. (23) by means of the relation
(2m N )n ∂
n D˜
∂sn
= ∂n D˜1
∂νn
for t = 0 (which also implied α = 1).
The inequalities above in Eq. (23) are equivalent to
dn
dνn
D˜+α (ν, t) −
∣
∣
∣
∣
dn
dνn
D˜−α (ν, t)
∣
∣
∣
∣ ≥ 0, (ν, t) ∈ R
(for even n), (24)
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and αmin(t) ≤ α ≤ αmax(t). From now on we will focus just
on the n = 2 case, and for later convenience we will define
the quantity
f (α, ν, t) = F2π
d2
dν2
D˜+α (ν, t) − F2π
∣
∣
∣
∣
d2
dν2
D˜−α (ν, t)
∣
∣
∣
∣ (25)
which must be positive for (ν, t) ∈ R and αmin(t) ≤ α ≤
αmax(t).
Notice that t = 0 corresponds to the forward-scattering
case where α = αmin(0) = αmax(0) = 1 and D˜1(ν, t) =
D˜(ν, t).
This case was considered in Ref. [19] within the HB-χPT
framework, where, in addition, only the points with t = 0 and
CM pion energy ω = ±Mπ/
√
2 were analyzed. In terms of
the kinematical variables considered here these correspond
to the points νMπ = − Mπ2m N ± 12
√
2 − M2π
m2N
 −0.07 ± 0.70.
In the present work, the analysis has been extended to
the much wider region R in order to obtain more stringent
positivity constraints. Moreover, the recent covariant EOMS-
BχPT results [25–27] are adopted to test the resultant bounds
on the LECs.
5 Numerical analysis of the positivity constraints within
EOMS-BχPT
The positivity conditions on the pion–nucleon scattering
amplitude, shown in Eq. (24), can be transformed into bounds
on the LECs. By considering the fit results from BχPT one
can test whether the bounds are respected or not at a given
chiral order. However, as mentioned in Ref. [19], the scatter-
ing amplitudes within HBχPT manifest an incorrect analytic
behavior inside the Mandelstam triangle, e.g., a modification
of the nucleon pole structure, which causes problems with
the convergence of chiral expansion. Hence, it is convenient
to adopt the recent relativistic results from the EOMS-BχPT
framework, employed in Refs. [25] (up to O(p3)) and [26,27]
(up to O(p4)). In what follows, the case n = 2 given by
Eq. (25) is chosen to derive bounds on the LECs up to O(p4)
level. Thanks to a numerical analysis, we extract the most
stringent bound in the region R. We have adopted the input
values m N = 0.939 GeV, Mπ = 0.139 GeV, gA = 1.267,
and Fπ = 0.0924 GeV, the same as in [26,27].
The leading O(p) pion–nucleon scattering amplitude is
linear in ν and hence vanishes when performing the second
derivatives. Up to O(p2), Eq. (25) gives for c2 the bound
f (α, ν, t) = 4α c2 ≥ 0. (26)
Since 0.85 ≤ αmin(t) ≤ α ≤ αmax(t) for 0 ≤ t ≤ 4M2π ,
the above inequality is simplified to c2 ≥ 0. It is trivial and
well satisfied by the fit values c2 = 3.74±0.09 GeV−1 from
Ref. [25] and c2 = 4.01 ± 0.09 GeV−1 from Refs. [26,27]
(see Table 1).
5.1 Analysis at O(p3) level
The scattering amplitudes in EOMS-BχPT were indepen-
dently computed up to O(p3) in Refs. [25–27]. Therein, the
amplitudes were employed to perform fits to existing exper-
imental phase-shift data, determining the LECs concerned.
Here, the positivity constraints, displayed by Eq. (24), pro-
vide additional information as regards the amplitudes. When
n = 2, they turn into Eq. (25) and give bounds on the LECs
at the O(p3) level:
f (α, ν, t)=4αc2 − 8(α − 1)m N (d14 − d15)−h(2)+ (α, ν, t)
−
∣
∣
∣24ανd3 − h(2)− (α, ν, t)
∣
∣
∣ ≥ 0 (ν, t) ∈ R, (27)
with αmin(t) ≤ α ≤ αmax(t) and the second derivatives of
the non-pole loop contributions,
h(2)± (α, ν, t) = −F2π
d2 D˜±,loopα (ν, t)
dν2
. (28)
Note that the left-hand side of Eq. (27) is a multivariate func-
tion with respect to α, ν and t .
The inequality given by Eq. (27) is useful for judging
the goodness of the fit results in Refs. [25–27]. In both of
them the minimal value of f (α, ν, t) is always achieved for
α = αmin(t). After setting α = αmin(t), the scanning of
(ν, t) within the region R yields the most stringent bound
for ν = ±0.68Mπ , t = 4M2π in the O(p3) analysis [26,27],
which is well respected: f (αmin(4M2π ),±0.68Mπ , 4M2π ) =
0.83 ≥ 0.
In a similar way, the O(p3) analysis [25] produces its
most stringent bound for ν = ±0.65Mπ , t = 4M2π and
α = αmin(4M2π ), which is well fulfilled: f (αmin(4M2π ),±
0.65Mπ , 4M2π ) = 1.03 ≥ 0.
Note that the fit results from Refs. [25–27] differ from
each other slightly, leading to different positions for the min-
imum of f (α, ν, t). This is due to fact that, although the
structure of the amplitudes in these two papers is the same,
the coefficients of the polynomials in the amplitudes (i.e., the
tree-level ones) are different.
The contour plot for f (α, ν, t) in the region R, with α =
αmin(t), is shown in Fig. 2. We used the LEC central values
from Refs. [26,27]. We noticed that at O(p3) the EOMS-
scheme renormalized loop contributions were numerically
relevant. If only the tree diagrams were considered in the
inequality (25) the corresponding bound fails in some regions
of R, where f (α, ν, t) < 0 (see the left-hand side graph in
Fig. 2). Hence, the loop contribution is crucial. It is needed
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Fig. 2 Positivity bound on
LECs at O(p3) level. The fit
results from ‘Fit I-O(p3)’ given
in Refs. [26,27] are employed
for plotting f (α, ν, t) at O(p3).
Left-hand side only tree level;
right-hand-side tree level +
loops. Similar results are
obtained if one uses instead the
‘WI08’ results with /-ChPT
given in Ref. [25]
Table 1 LECs involved in the positivity bounds without explicit (1232) contributions. Actually, ci in the fit I(a)-O(p4) [26,27] stand for cˆi . The∗ denotes an input quantity. ci , d j , and ek have units of GeV−1, GeV−2 and GeV−3, respectively
LEC Fit I-O(p3) [26,27] WI08 ( /-ChPT) [25] Fit I(a)-O(p4) [26,27] Fit I(b)-O(p4) [26,27] Fit I(c)-O(p4) [26,27]
c1 −1.39 ± 0.07 −1.50 ± 0.06 −1.08 ± 0.06 −1.39∗ −1.09 ± 0.08
c2 4.01 ± 0.09 3.74 ± 0.09 2.78 ± 0.11 4.01∗ 2.24 ± 0.05
c3 −6.61 ± 0.08 −6.63 ± 0.08 −5.26 ± 0.14 −6.61∗ −5.05 ± 0.22
c4 3.92 ± 0.04 3.68 ± 0.05 2.43 ± 0.19 3.92∗ 2.43 ± 0.19
d3 −3.02 ± 0.51 −2.63 ± 0.51 −6.87 ± 0.16 −8.04 ± 0.13 −6.87 ± 0.15
d14 − d15 −7.15 ± 1.06 −6.80 ± 1.07 −12.09 ± 0.24 −13.90 ± 0.20 −11.94 ± 0.23
e15 – – −14.99 ± 0.55 −14.50 ± 0.55 −5.41 ± 0.57
e16 – – 7.35 ± 0.35 7.65 ± 0.35 4.34 ± 0.28
e18 – – 6.07 ± 1.18 −0.79 ± 1.19 6.00 ± 1.26
e20 + e35 – – – −12.86 ± 0.83 –
e22 − 4e38 – – – −8.19 ± 1.79 –
not only at the formal level for the consistence of the effective
theory but also for the numerical fulfillment of the positivity
constraints at this chiral order.
The analyses above were carried out with the central
values of the LECs. In order to study the influence of the
error and to provide a convenient inequality that can be
used in future analysis, we take the particular point ν =
±0.68Mπ , t = 4M2π , α = αmin(4M2π ) = 0.85, where the
bound reads
f (α, ν, t) = 3.40c2 + 1.11(d14 − d15) − 0.29
−|1.93d3 + 1.22| ≥ 0
(ν = ±0.68Mπ , t = 4M2π , α = 0.85), (29)
with c2 and d j given in GeV−1 and GeV−2 units, respectively.
Contrary to what happens with the tree-level contributions
to f (α, ν, t), which are given by a simple polynomial of α, ν
and t , the one-loop parts have a very complicated functional
form and the full f (α, ν, t) cannot be minimized analytically.
The loop contributions can only be treated numerically—
in a similar way to Ref. [17]—, yielding the contributions
(−0.29) and (+1.22) in Eq. (29).
Notice that the numerical coefficients in this equation do
not depend on O(p2) or O(p3) LECs, and they are fully
determined by m N , Mπ , gA and Fπ . Equation (29) provides
the optimal bound for Refs. [26,27] and nearly the optimal
bound for Ref. [25].
Considering now the O(p2) and O(p3) LEC uncertainties
in the previousO(p3) inequality, one gets (in units of GeV−1)
f (α, ν, t)= 5.42 ± 1.22 − | −4.59 ± 0.98| ?≥ 0 (Ref. [18]),
(30)
f (α, ν, t)= 4.89 ± 1.23 − | −3.84 ± 0.98| ?≥ 0 (Ref. [17]).
(31)
By the symbol
?≥ we mean that, although we find
f (α, ν, t) ≥ 0 for the O(p3)-fit central values, this is not true
for all the possible LEC values in the 1σ confidence region.
In Table 1 one finds details of the LECs [25–27]. Here the
formula  f =
√
∑
i [ f ′(xi )xi ]2 is adopted to propagate
the errors of the LECs, where xi stands for the LECs with xi
the central values and xi the corresponding errors. These
expressions show a violation of the positivity constraints in
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Fig. 3 Positivity bound on
LECs at O(p4) level. The fit
results from ‘Fit I(a)-O(p4)’
given in Refs. [26,27] are
employed for plotting f (α, ν, t)
up to O(p4) in EOMS-BχPT.
Left-hand side only tree level;
right-hand side tree+loop
Fig. 4 Positivity bound on
LECs at O(p4) level. The fit
results from ‘Fit I(b)-O(p4)’
given in Refs. [26,27] are
employed for plotting f (α, ν, t)
up to O(p4) in EOMS-BχPT.
Left-hand side only tree level;
right-hand side tree+loop
part of the confidence region and queries the convergence
of the pion–nucleon scattering amplitude at the O(p3) level.
Actually, this was first pointed out by Ref. [25] where it
was argued that the pion–nucleon calculation in the EOMS
scheme may have problems with the convergence of the chiral
expansion. This is partly confirmed by the O(p3) positivity
analysis shown here, where not all the values within the 1σ
confidence intervals fulfill the bound.
Thus, the constraint (29) may help to stabilize future fits
to the data and the chiral expansion.
5.2 Analysis at O(p4) level
At the O(p4) level, with two subtractions (n = 2), the
bound (25) on the LECs turns into
f (α, ν, t) = 4αcˆ2 − 8(α − 1)m N (d14 − d15)
+ 32α
[
−cˆ1cˆ2 M2π − 2e15m N νB + 6e16ν2
]
− h(2)+ (α, ν, t)
−
∣
∣
∣24ανd3−96(α−1)e18m N ν−h(2)− (α, ν, t)
∣
∣
∣ ≥ 0, (32)
where cˆ1 = c1 −2M2π (e22 −4e38) and cˆ2 = c2 +8M2π (e20 +
e35) [26,27]. Here the non-pole loop terms h(2)± (α, ν, t) con-
tain both O(p3) and O(p4) contributions. It is useful to reex-
press the bound (32) up to O(p4) as
f (α, ν, t) = 4αc2 − 8(α − 1)m N (d14 − d15)
+ 32α
[
(e20 + e35 − c1c2)M2π − 2e15m N νB + 6e16ν2
]
− h(2)+ (α, ν, t) − |24ανd3−96(α − 1)e18m N ν
− h(2)− (α, ν, t)
∣
∣
∣ ≥ 0. (33)
These two equations differ from each other by terms ofO(p5)
in the chiral expansion or higher.
Two different strategies were adopted in Refs. [26,27] to
perform fits to the pion–nucleon phase-shift and to determine
the various LECs at O(p4) level within EOMS-BχPT. The
strategy called ‘Fit I(a)-O(p4)’ provides values for the LECs
in Eq. (32), and the other one, called ‘Fit I(b) - O(p4)’, gives
values for the LECs in Eq. (33).
As it happened before at O(p3), the function f (α, ν, t) up
to O(p4) also achieves its minimal values for α = αmin(t).
For the central values of the LECs (see Table 1), the O(p4)
contour plot for f (α, ν, t) in the region R, with α = αmin(t),
are shown in Figs. 3 and 4. These two figures correspond to
the two different O(p4) analysis, ‘Fit I(a)-O(p4)’ [26,27]
in Eq. (32) and ‘Fit I(b)-O(p4)’ [26,27] in Eq. (33), respec-
tively. The most stringent bound stemming from Eq. (32)
takes the form
f (α, ν, t) = 4.36cˆ2 − 2.74 − 0.23cˆ1 − 0.23cˆ3
+ 0.14cˆ4 + 0.11e16 + 0.62(e15 − cˆ1cˆ2)
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− |0.18 − 0.26cˆ1 − 0.07cˆ2 − 0.24cˆ3 + 0.20cˆ4
+ 0.57d3| ≥ 0,
(ν = ±0.17Mπ , t = 0, α = αmin), (34)
with ci , d j , and ek in units of GeV−1, GeV−2 and GeV−3,
respectively. Substituting the LECs in Eq. (34) with the val-
ues from ‘Fit I(a)-O(p4)’ [26,27] (see Table 1), one finds (in
units of GeV−1)
f (α, ν, t) = 4.56 ± 0.66 − | −1.88 ± 0.11| ≥ 0, (35)
where the positivity constraint is definitely well obeyed at
the O(p4) level in the chiral expansion.
In the alternative O(p4) form (33) the most stringent
bound reads
f (α, ν, t) = 4.36c2−2.72 − 0.23c1 − 0.23c3 + 0.14c4
+ 0.11e16 + 0.62(e15 + e20 + e35 − c1c2)
− |0.19 − 0.27c1 − 0.08c2 − 0.26c3
+ 0.21c4 + 0.60d3| ≥ 0,
(ν = ±0.18Mπ , t = 0, α = αmin), (36)
with ci , d j , and ek in units of GeV−1, GeV−2 and GeV−3,
respectively. Substituting the values from ‘Fit I(b)-O(p4)’
[26,27] in Table 1, we find that the positivity bound is again
well respected at O(p4):
f (α, ν, t) = 4.61 ± 0.62 − | −2.04 ± 0.08| ≥ 0, (37)
given in units of GeV−1.
As happened at O(p3), our O(p4) analyses in Figs. 3 and
4 (left-hand side) show that in the EOMS scheme the bounds
are violated in some regions of R if only the (renormalized)
tree-level amplitude is included; loops play an important role,
both at O(p3) and at O(p4).
5.3 Comparison at special subthreshold points
At the subthreshold region, some famous low-energy the-
orems can be established at particular points: the Cheng–
Dashen (CD) point (ν = 0, t = 2M2π ) [36] and the Adler
point (ν = 0, t = M2π ) [37,38]. The positivity bound is
found to be very clearly obeyed at these points, both at O(p3)
and at O(p4) (see Figs. 2, 3, and 4). Nonetheless, it is still
interesting to study the evolution of the constraints at these
points as the chiral order increases from O(p3) to O(p4). A
priori, the variation of the bounds at the CD and Adler points
should not be too large, since the chiral convergence of the
amplitudes is expected to be good (ν  m N and t  m2N )
and these points are far away from non-analytical points. On
the other hand, the bounds near threshold always get large
values for f (α, ν, t) and suffer a sizable variation from one
chiral order to another as the derivatives of the loop ampli-
tude may diverge at threshold. In what follows, the bounds at
these special subthreshold points will be calculated with the
condition α = αmin(t), where we extracted the most stringent
bounds in the sections above.
At the CD point, where (ν = 0, t = 2M2π ), setting α =
αmin(2M2π ) the O(p3) bound (27) reads (in units of GeV−1)
f (αmin(2M2π ), 0, 2M2π )O(p
3)
=
{
8.7, for ‘Fit I-O(p3)′ from Ref. [18],
7.9, for ‘WI08’ of /-ChPT from Ref. [17], (38)
and the O(p4) bounds (32) and (33) now become (in units
of GeV−1)
f (αmin(2M2π ), 0, 2M2π )O(p
4)
=
{
8.5, for ‘Fit I(a)-O(p4)′ from [18],
8.5, for ‘Fit I(b)-O(p4)′ from [18]. (39)
As expected, the O(p3) bounds at the CD point, located at
the center of the upper part R of the Mandelstam triangle,
suffer small variations when taking the EOMS-BχPT up to
O(p4).
In a similar way, taking the optimal value α = αmin(M2π ),
the O(p3) bound (27) at the Adler point (ν = 0, t = M2π )
reads (in units of GeV−1)
f (αmin(M2π ), 0, M2π )O(p
3)
=
{
11.0, for ‘Fit I-O(p3)′ from Ref. [18],
10.0, for ‘WI08’ of /-ChPT from Ref. [17], (40)
and the O(p4) bounds (32) and (33) give (in units of GeV−1)
f (αmin(M2π ), 0, M2π )O(p
4)
=
{
6.1, for ‘Fit I(a)-O(p4)′ from [18],
6.0, for ‘Fit I(b)-O(p4)′ from [18]. (41)
Compared to the CD point, the variation of the bound at the
Adler point is slightly larger, yet still rather acceptable.
5.4 Comparison with the IR scheme in BχPT
For the sake of completeness we have considered it conve-
nient to perform one final analysis in BχPT. In this subsection
we study the impact of considering the IR scheme [10,11]
instead of the EOMS one employed above. In Fig. 5 we have
plotted the value of f (α, ν, t) at O(p3) based on the IR anal-
ysis [39] (fit ‘KA85-1’).
At tree level (Fig. 5, left-hand side), we have found a sim-
ilar structure to that obtained before for EOMS at O(p3)
(Fig. 2, left-hand side), with the polynomial contributions
from the LECs slightly shifted due to the different choice
of renormalization scheme. For the full bound including
both tree and loop diagrams (Fig. 5, right-hand side), we
have used the subthreshold expansion of the IR results [40],
which shows a fair agreement with the full EOMS result in
Fig. 2, right-hand side. They are only clearly different near
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Fig. 5 The fit results from
‘KA85-1’ given in Ref. [39] are
employed for plotting f (α, ν, t)
up to O(p3) in IR-BχPT.
Left-hand side only tree level;
right-hand side tree+loop
Fig. 6 Positivity bound on
LECs at O(p3) level including
the (1232). The fit results
from ‘Fit II-O(p3)’ given in
Ref. [26,27] are employed for
plotting f (α, ν, t). Left-hand
side only tree level; right-hand
side tree + loop. The analysis
‘WI08’ with -ChPT in
Ref. [25] yields a similar
outcome
the threshold values ν = ±νth, as the subthreshold expan-
sion employed for our IR estimate cannot reproduce the fast
growing behavior of f (α, ν, t) in EOMS (Fig. 2, right-hand
side) due to the unexpanded one-loop logs.
Apart from this subtlety, IR BχPT seems to lead to sim-
ilar results to those obtained in previous sections, at least at
O(p3). We find a fair agreement in spite of the various issues
of the IR scheme vs. the EOMS one, such as the residual
dependence of the amplitudes on the renormalization scale,
the presence of an unphysical u-cut [10,11] or a large viola-
tion of the Goldberger-Treiman relation [39]. A more detailed
analysis is out of the scope of the present article, where we
are just presenting a novel set of axiomatic constraints.
5.5 Analysis including (1232)
The (1232) resonance is relatively close to the π N thresh-
old and, in particular, plays a crucial role in its P33 PW scat-
tering amplitude. The absence of a large mass in the EFT is
ultimately the reason why the chiral expansion here shows
such a slow convergence.
The inclusion of the -resonance multiplet as an explicit
degree of freedom in the EFT was studied in the classic ref-
erence [41] and its contribution was explicitly included in
Refs. [25–27] to describe the π N phase-shift up to center-
of-mass energies of 1.20 GeV.
The corresponding LECs were pinned down through fits to
the experimental data. The value of f (α, ν, t) can be readily
obtained from the EOMS-BχPT bounds at O(p3) (Eq. (27))
and O(p4) [Eqs. (32), (33)] by conveniently adding the corre-
sponding contributions F2π d
2
dν2 D˜
±
α (ν, t)|−Born. In addition,
at O(p4) in the δ counting [42,43] one may have contribu-
tions from  resonance loops and the O(p2) LECs in the
one-loop diagrams need to be modified (see Appendix A.2
in Refs. [26,27]).
The contour plots for f (α, ν, t) inside the upper part of
the Mandelstam triangle for the O(p3) amplitude including
(1232) is shown in Fig. 6. Here we provided the fit results
from ‘Fit II-O(p3)’ [26,27]. The ‘WI08’ analysis in Ref. [25]
produces similar results.
The O(p3) calculations [25–27] took (1232) into con-
sideration by adding the leading -Born term contribution
explicitly (see the appendices therein). We find that this lead-
ing -Born term provides a definite positive and large con-
tribution to the O(p3) bounds (see Fig. 6), and both the tree-
level and the full (tree+loop) bound are well obeyed.
At O(p4), the leading order Born contributions from
explicit (1232) exchanges were considered in Refs. [26,27]
and the (1232) loop contributions were also partially
included. Therein, two scenarios were treated, ‘Fit II(a)’
and ‘Fit II(b)’, corresponding to the two different ways of
writing down the O(p4) part shown in Eqs. (32) and (33),
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Fig. 7 Positivity bound on
LECs at O(p4) level. The fit
results from ‘Fit II(a)-O(p4)’
given in Refs. [26,27] are
employed for plotting f (α, ν, t).
Left-hand side only tree level;
right-hand side tree+loop.
Similar results are found with
‘Fit II(b)-O(p4)’ from
Refs. [26,27]
Table 2 LECs involved in the positivity bounds with explicit (1232) contribution. The ∗ denotes an input quantity. The c′i , d ′j and e′k have units
of GeV−1, GeV−2 and GeV−3, respectively, and h A is dimensionless
LEC Fit II-O(p3) [26,27] WI08 (-ChPT) [25] Fit II(a)-O(p4) [26,27] Fit II(b)-O(p4) [26,27] Fit II(c)-O(p4) [26,27]
c′1 −0.81 ± 0.03 −1.00 ± 0.04 −1.03 ± 0.03 −0.81∗ −0.95 ± 0.05
c′2 1.46 ± 0.09 1.01 ± 0.04 0.50 ± 0.04 1.46∗ 0.10 ± 0.06
c′3 −3.10 ± 0.12 −3.04 ± 0.02 −3.17 ± 0.05 −3.10∗ −2.64 ± 0.08
c′4 2.35 ± 0.06 2.02 ± 0.01 0.79 ± 0.03 2.35∗ 0.80 ± 0.03
d ′3 −0.47 ± 0.05 −0.23 ± 0.27 −5.04 ± 0.05 −4.75 ± 0.04 −4.90 ± 0.04
d ′14 − d ′15 −0.90 ± 0.15 −0.50 ± 0.50 −5.61 ± 0.09 −5.82 ± 0.09 −5.58 ± 0.09
e′15 – – 5.05 ± 0.13 15.29 ± 0.12 10.52 ± 0.12
e′16 – – −0.31 ± 0.07 −2.76 ± 0.07 −1.50 ± 0.05
e′18 – – −10.99 ± 0.12 −11.58 ± 0.11 −9.87 ± 0.12
e′20 + e′35 – – – −13.12 ± 0.28 –
e′22 − 4e′38 – – – 10.29 ± 0.82 –
h A 2.82 ± 0.04 2.87 ± 0.04 2.90∗ 2.90∗ 2.90∗
but now explicitly including (1232). At the O(p4) chiral
order one needs to take into account the  resonance loops.
Their O(p4) contribution was accounted in Ref. [26,27] by
adding the  contributions c1 = 0, c2 = −c3 = 2c4 =
h2Am
2
N /[9m2(m−m N )] to theO(p2)parameters ck present
in the O(p4) BχPT loop.
Figure 7 shows the f (α, ν, t) contour plot for ‘Fit II(a)’,
having ‘Fit II(b)’ as a similar structure.
The left-hand side graph in Fig. 7 presents the contour
plots if only the tree-level amplitude is taken into account,
while the right-hand side shows the full bounds (tree+loop).
It is shocking that both the tree-level and full bounds are
largely violated in the upper left and right corners of the
region R.
The violation of the positivity bounds implies a possi-
ble issue in the O(p4) fit results with (1232) in Refs.
[26,27].
To have a better understanding of this violation, one
should pay attention to the unusual approach, shown in
Appendix A.2 in Refs. [26,27], to include the -containing
loop Feynman diagrams. With this approach, the propaga-
tors of (1232) occurring in the loops are integrated out,
which corresponds to an expansion with respect to 1/m.
The expansion leads to a polynomial of 1/m; namely, the
analytic structure proportional to ln m will never appear
in the scattering amplitude. A direct and convenient way to
compensate the contribution from ln m terms is to adjust
the values of the LECs of the tree amplitudes, since they
are chiral polynomials. Actually, compared to the O(p4) fits
without , the LECs of O(p4) in fits with  change a lot,
especially in the case of e18. Moreover, the violation of the
positivity bound is mainly caused by e18. When the energy
grows larger, bigger changes of LECs occur, possibly leading
to positivity violation. Hence, the above approach of includ-
ing -containing loops may be practical at low energies but
invalid at high energies. However, no one knows at which
energy the approach fails, as the exact full expression of the
-containing loop amplitude is unknown. Nevertheless, the
positivity bounds can tell us something. Here, the violation
of the bounds shown in Fig. 7 indicates that the approach
fails beyond 1.2 GeV, deserving further calculations of the
exact -containing loop amplitudes.
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Fig. 8 Positivity bound on
LECs at O(p4) level. The fit
results from ‘Fit I(c)-O(p4)’
and ‘Fit II(c)-O(p4)’ given in
Refs. [26,27] are employed for
plotting f (α, ν, t). Left-hand
side full bound without explicit
 contribution; right-hand side
full bound with explicit 
contribution
To conclude, at O(p3) level, both the tree-level and full
bounds with  contribution are well satisfied, since the lead-
ing Born term of  gives a large and positive contribution. At
O(p4) level, the bounds are badly violated, which might be
mainly due to the unusual way of including the -containing
loop contribution. The violation indicates that a further exact
and full calculation of the -containing loop is necessary
when performing fits beyond the energy of 1.2 GeV in the
center of mass frame.
Finally, we would also like to discuss the impact of
these constraints on the values of the pion–nucleon sigma
term, σπ N , analyzed in Refs. [26,27]. Therein, the lat-
tice QCD data for m N and the pion–nucleon scattering
data were employed to determine the pion–nucleon sigma
term. As a consequence, two different results were reported:
σπ N = 52 ± 7 MeV (‘Fit I(c)-O(p4)’ without (1232)) and
σπ N = 45±6 MeV (‘Fit II(c)-O(p4)’ with explicit (1232)
contributions). However, though compatible, one may won-
der which value is more accurate and carries less theoretical
uncertainties.
The positivity bounds derived in this work may provide
an answer to this.
The values from ‘Fit I(c)-O(p4)’ and ‘Fit II(c)-O(p4)’ for
the LECs involved in the bounds are listed in Tables 1 and 2,
respectively. The contour plots for the positivity bounds,
without and with explicit  contribution, are shown in Fig. 8.
As we can see, the bound with  contribution are violated
in most of the region R, while the one without explicit 
contribution are well satisfied. This may imply that the value
σπ N = 52 ± 7 MeV is more reasonable than σπ N = 45 ± 6
MeV. Again we owe this to the lack of an exact calculation
of the -containing loop.
6 Conclusions
Using the general S-matrix arguments, such as analyticity,
crossing symmetry and unitarity, we derived a set of posi-
tivity constraints on the pion–nucleon scattering amplitudes
Dα(ν, t) = αA(ν, t)+νB(ν, t) in the upper part of Mandel-
stam triangle, R. The outcomes and computations performed
in this article can be summarized in the following points:
• We have extracted a novel generalized lower bound for
π N scattering amplitudes within the subthreshold region
R, not only for forward scattering.
• The positivity lower bound has been applied to previ-
ous BχPT analyses in the EOMS scheme at O(p3) and
O(p4), leading to optimized lower bounds on appropri-
ate combinations LECs. The bounds have constrained the
uncertainty range allowed by the phenomenological fits
for the O(p3) fits and we find they are fully fulfilled at
O(p4).
• Our general positivity constraints have also been shown
for special subthreshold points (CD and Adler points).
• We have performed a first comparison of the EOMS and
IR scheme, finding a fair agreement.
• We have tested how recent chiral analysis explicitly
including  fulfills the positivity constraints, finding
some issues at O(p4) which call for improved computa-
tions along this line.
More in detail, these constraints were further changed into
bounds on the chiral LECs of the pion–nucleon Lagrangian
both at O(p3) and at O(p4) level. In combination with the
central values of the LECs from Refs. [25–27] within EOMS-
BχPT, it was found that the bounds at tree level are always
violated in some regions inside R, while the full bounds
(tree+loop) were well respected both for O(p3) and O(p4)
analyses; loops are important and, in the chosen renormal-
ization scheme (EOMS), they produce contributions to the
positivity bound numerically of the same order as the tree-
level diagrams.
Nonetheless, when considering the LEC uncertainties, the
full and most stringent bounds at O(p3) level are slightly
violated in some parts of the 1σ intervals, pointing out the
break down of EOMS-BχPT for those LEC values. However,
this problem disappears as the analysis is taken up to O(p4),
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where the most stringent bounds are well obeyed in the full
error interval.
We have provided the constraints for special points where
the bounds are nearly optimal in terms of just a few O(p2),
O(p3), and O(p4) LECs (depending on the chiral order one
works at). We hope that these positivity conditions can be
easily implemented and employed to constrain future BχPT
analyses.
Finally, the positivity bounds with an explicit  resonance
have been also studied. The  Born term provides a positive-
definite contribution to the bounds and hence the bounds at
O(p3) level in the δ-counting rule (see Refs. [42,43]) are
well satisfied. However, at the O(p4) level, the bounds are
violated when just a part of the loops are included. We think
that a complete one-loop calculation including -loops will
solve this issue.
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Appendix: Positive-definite spectral function for DIα
The dispersion relation for the analysis of the subthreshold
amplitude is used to extract the positivity constraints. Hence
a positive-definite spectral function in the physical region
s ≥ sth is required. Starting from Eqs. (8) and (9), one
can immediately construct a preliminary combination of the
form
0 ≤ Im
{
α1 AI (s, t) + α2 B I (s, t)
}
= αT · Im AI (s, t),
where α =
(
α1
α2
)
. (42)
Notice that in principle there is no restriction to the pos-
sible combinations we may consider, so one may consider
combinations where α depends also on s and t or, conversely,
on ν and νB . The only necessary condition will be that they
are analytical functions in the ν-integration domain in our
fixed-t dispersion relation, i.e., they are real and do not con-
tain discontinuities for ν ≥ vth for fixed t. Thus, for later
convenience we will rather write the general combination of
AI and B I in the form
0 ≤ Im
{
α1 AI (s, t) + α2νB I (s, t)
}
= α T · Im AI (s, t),
with α =
(
α1
α2ν
)
, (43)
where we introduced the ν factor in the B I (s, t) term. From
now on we will use the notation
DIα(s, t) ≡ α T · AI (s, t). (44)
For the study of the positivity of ImDIα we will make use
of the positivity of each PW, i.e., Im f Ik (s) ≥ 0 for s ≥ sth.
Thus, we have
0 ≤ ImDIα(s, t) = α T ·
∞∑
=0
S(s, t) Im F I (s)
=
∞∑
=0
α T S(s, t) Im F I (s)
=
∞∑
=0
(
α T v 1 , α T v 2
)
Im F I (s). (45)
For convenience, here the 2 × 2 matrix S(s, t) has been
written in terms of two dimension-2 vectors:
S(s, zs) =
(
v 1 , v 2
)
. (46)
Hence the positivity of Im f Ik (s) ensures the positivity of
ImDα(s, t) whenever
α T v 1 ≥ 0, α T v 2 ≥ 0, (47)
for s ≥ sth. The explicit form of these constraints is given
by
4π
E2 − m2N
( c11(s, t) α1 + c12(s, t) ν α2) ≥ 0,
− 4π
E2 − m2N
( c21(s, t) α1 + c22(s, t) ν α2) ≥ 0, (48)
with
c11 = 12W
[
(W + m N )(W − W+)(W − W−)P ′+1(zs)
+ (W − m N )(W + W+)(W + W−)P ′(zs)
]
,
c12 = (E − m N )P ′+1(zs) − (E + m N )P ′(zs),
c21 = 12W
[
(W + m N )(W − W+)(W − W−)P ′(zs)
+ (W − m N )(W + W+)(W + W−)P ′+1(zs)
]
,
c22 = (E − m N )P ′(zs) − (E + m N )P ′+1(zs), (49)
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and the kinematical variables are
zs(t, s) = 1 + t
2q 2 , |q| =
√
λ(s, M2π , m
2
N )
4s
,
W = √s, E =
√
q 2 + m2N =
W 2 + m2N − M2π
2W
,
W 2± = (m N ± Mπ )2, sth = s+, (50)
with q being the three-momentum of the pion in the center-
of-mass rest frame.
Since E ≥ m N when s ≥ sth we can simplify the inequal-
ities to the form
c11 α1 + c12 ν α2 ≥ 0,
c21 α1 + c22 ν α2 ≤ 0. (51)
The coefficients cmn are combinations of the first deriva-
tives of the Legendre polynomials, and in general the sign
may change from one partial wave  to another ′, or from
an energy (s, t) to another. However, when zs(s, t) ≥ 1, i.e.,
when t ≥ 0 for s ≥ sth, one has P ′k(zs) ≥ 0 and then
c11 ≥ 0, c21 ≥ 0, (52)
for any s ≥ sth and t ≥ 0 (as W ≥ m N ≥ 0 and W ≥ W± >
0). Thus, the inequalities get simplified into the form
α1 ≥ −c12
c11
ν α2, α1 ≤ − c22
c21
ν α2. (53)
One can further simplify this expression by means of the
relations (E ± m N ) = (W ± W+)(W ± W−)/(2W ). We can
then write the inequalities in the form
α1 ≥ −α2 νW + m N
[
1 − g+(s, t)
1 + (W−m N )
(W+m N ) g
+(s, t)
]
,
α1 ≤ α2 νW − m N
[
1 − g−(s, t)
1 + (W+m N )
(W−m N ) g
−(s, t)
]
, (54)
with
g±(s, t) =
(W ± W+)(W ± W−)
(W ∓ W+)(W ∓ W−)
P ′(zs)
P ′+1(zs)
. (55)
Notice that these functions depend not only on the energy
(s, t) but also on the PW index . Hence, we will have to
obtain the region obtained by the overlap of all the PW con-
straints. The analysis of the Legendre polynomials tells us
that for zs ≥ 1,
P ′(zs)
P ′+1(zs)
<
P ′+1(zs)
P ′+2(zs)
< lim
→∞
P ′(zs)
P ′+1(zs)
= 1
zs +
√
z2s − 1
.
(56)
Thus, we can define the upper-bound functions for t ≥ 0 and
s ≥ sth (which implies zs ≥ 1),
g¯±(s, t) = (W ± W+)(W ± W−)
(W ∓ W+)(W ∓ W−)
[
1
zs +
√
z2s − 1
]
≥ g±(s, t). (57)
Hence, the intersection of all the PW’s  is given by the most
stringent constraints for t ≥ 0 and s ≥ sth, given by the limit
functions g¯±(s, t):
α1 ≥ −α2 νW + m N
[
1 − g¯+(s, t)
1 + (W−m N )
(W+m N ) g¯+(s, t)
]
,
α1 ≤ α2 νW − m N
[
1 − g¯−(s, t)
1 + (W+m N )
(W−m N ) g¯−(s, t)
]
. (58)
These two constraints have (at least) an allowed region in
the quadrant α1,2 ≥ 0, bounded by the two straight lines
provided by these inequalities.
Now we proceed to the analysis of the bounds for the vari-
able s ≥ sth. One can see that the most stringent constraints
come from the range where
− ν
W + m N
[
1 − g¯+(s, t)
1 + (W−m N )
(W+m N ) g¯+(s, t)
]
, (59)
is maximum and where
ν
W − m N
[
1 − g¯−(s, t)
1 + (W+m N )
(W−m N ) g¯−(s, t)
]
(60)
is minimum. For fixed t one can check that the respective
maximum and minimum are always found for s = sth. Thus,
the most restricted region among all s ≥ sth for fixed t ≥ 0
is given by
α1 ≥ α2 αmin(t), α1 ≤ α2 αmax(t), (61)
with
αmin(t) = lim
s→sth(−1) ×
ν
W + m N
[
1 − g¯+(s, t)
1 + (W−m N )
(W+m N ) g¯+(s, t)
]
= (4m
2
N − t)(4m N Mπ + t)
4m N (4m2N Mπ + 2m N t + Mπ t)
= 1 − t
4m N Mπ
+ t (t − 4M
2
π )
8M2πm2N
+ O
(
p3
m3N
)
,
αmax(t) = lim
s→sth
ν
W − m N
[
1 − g¯−(s, t)
1 + (W+m N )
(W−m N ) g¯−(s, t)
]
= 1 + t
4m N Mπ
, (62)
with Mπ = O(p) and t = O(p2) [26,27]. For 0 ≤ t ≤
4M2π one has αmin(t) ≤ 1 − t/(4m N Mπ ).
Taking into account that the Mandelstam triangle, free of
analytical cut-singularities, is given by s ≤ (m N + Mπ )2,
u ≤ (m N + Mπ )2, and t ≤ 4M2π , in combination with our
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positivity assumption t ≥ 0, we find that only combinations
with α1 ≥ 0 and α2 ≥ 0 are allowed; so, up to a global
irrelevant positive number α2, the constraints finally become
(after relabeling α1 as α α2)
αmin(t) ≤ α ≤ αmax(t). (63)
Notice that we have optimized the bound for α for every  and
s ≥ sth. Thus, finally, this condition ensures the positivity
of the spectral function combination for s ≥ sth and t ≥ 0,
ImDIα(s, t) ≥ 0. (64)
The combination can then be written in the form
DIα = αAI + νB I = αDI + (1 − α) νB I , (65)
where DI1 (ν, t) is equal to the usual DI (ν, t).
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