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Vandoeuvre-lès-Nancy Cedex, France.
Abstract
We calculate the probability density function of the local score position on
complete excursions of a reflected Brownian motion. We use the trajecto-
rial decomposition of the standard Brownian bridge to derive two different
expressions of the density: the first one is based on a series and an integral
while the second one is free off the series.
Keywords: Reflected Brownian motion ; Brownian bridge ; Brownian
excursions ; local score ; sequence analysis.
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1. Introduction
This work is motivated by biological sequence analysis (e.g. DNA or proteins)
largely developed since the 90’s with the creation of databases. The local
score is an usual tool to point out atypical segments of biological sequences.
It has first been defined by Karlin and Altschul [9].
Let (εi)i>1 be a sequence of i.i.d. random random variables, such that E[εi] =




εi, n > 1, S0 = 0.
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The Lindley process (Un)n>1 and the local score process (Hn)n>0 are respec-
tively defined as:
Un := Sn − min
06k6n





(Sj − Si), n > 0. (1.2)
This classical setting has been extended in many directions (see [10, 13, 8,
14]).
For biological applications, the distribution of Hn, when n is large, plays an
important role. Here we do not study this question, the interested reader
can consult [7, 6].
The Donsker theorem (see Section 2.10 in [1]) permits to define the local score
in continuous time, see for instance Theorem 1 in [5] and [4]. The underlying
process is the standard Brownian motion (B(t); t > 0). It can be easily
proved (see [4]) that the Lindley process (Uk/
√
n)06k6n can be approximated
by:
Û(t) := B(t)− inf
06s6t
B(t), 0 6 t 6 1. (1.3)
Recall that (Û(t); t > 0) is distributed as the reflected Brownian motion
(U(t); t > 0) where
U(t) := |B(t)|, t > 0. (1.4)
According to (1.1) - (1.4), we define the local score in continuous time as:
U(t) := sup
06s6t
U(s), t > 0. (1.5)
Let f(t) be the unique time which achieves the maximum of U over [0, t]:
f(t) := sup{r 6 t; U(r) = U(t)}, t > 0 (1.6)
We say that the maximum U(t) occurs on a complete excursion if f(t) 6 g(t),
where
g(t) := sup{s 6 t; U(s) = 0}, t > 0. (1.7)
We have calculated in [11] the probability of the event {f(t) 6 g(t)}. Here
we deal with the local score U∗ determined on complete excursions:
U∗(t) := U(g(t)) = sup
06s6g(t)



































































Figure 1: The r.v.’s g(1), U(1), U∗(1), f∗(1) and g∗
Let f ∗(t) be the unique time which achieves the maximum of U over [0, g(t)]
f ∗(t) := sup{r 6 g(t) ; U(r) = U∗(t)}, t > 0. (1.9)
Now we are able to define the left end-point g∗(t) of the excursion straddling
f ∗(t)
g∗(t) := g(f ∗(t)) = sup{r 6 f ∗(t) ; U(r) = 0}, t > 0. (1.10)
In [4], we have calculated the probability density function of (U∗(t), f ∗(t)−
g∗(t)). Unfortunately, it is complicated but the density function of U∗(t) is
rather simple since it equals the sum of an explicit series. We focus here on
the distribution of g∗(t). This random time can be interpreted in the setting
of local score.
Recall that the scaling property of the Brownian motion implies that g∗(t)
is distributed as tg∗(1). For that reason, we only consider in the sequel
t = 1. For simplicity, denote g∗(1) by g∗. We have drawn a trajectory of
(U(t) ; 0 6 t 6 1) (see Figure 1) and indicated the variables introduced
above.
2. The main result and the scheme of its proof









































































Theorem 2.1. [Probability distribution function of g∗]

















ds, 0 6 y 6 1.
(2.12)













) , 0 6 y 6 1. (2.13)
This new result is in the stream of previous papers [4, 11, 12]. Among
the three studies, two are theoretical [4, 11]. The last one is a review of
asymptotic distributions of the local score in i.i.d. models and also contains
illustrative simulations and statistical tests.
Let us explain the scheme of the proof of Theorem 2.1. Our approach is




B(sg(1)); 0 6 s 6 1
)
(d)
= (b(s); 0 6 s 6 1) (2.14)




B(sg(1)); 0 6 s 6 1
)
is independent of g(1). (2.15)
If we replace U by |b| in the scheme (1.7)-(1.10) (resp. (1.7)-(1.8)), we get gb
(resp. b∗(1)) which have been plotted in Figure 2







































































Figure 2: The r.v.’s gb and b∗(1)




B(sg(1)), 0 6 s 6 1. (2.17)
We easily deduce g(1)gb
′
= g∗. Then (2.16) is a direct consequence of (2.14)
and (2.15). 
The probability density function of g(1) is well known, see for instance Equa-
tion (2.22) in [4, Theorem 2.6]:





Hence, it remains to determine the distribution of gb. One step in this di-
rection comes from [15, Theorem 2]. Before stating the result, let us fix
notation. Let (L(t), t > 0) be the local time process at 0 related to the
Brownian motion (B(t), t > 0) and (τs, s > 0) be its right inverse. Let us
consider the r.v. ξ distributed as T1(R) with
Tx(R) = inf{s > 0 ; R(s) = x}, x > 0. (2.19)
(R(s), s > 0), introduced in [4], stands for a 3-dimensional Bessel process
started at 0 and will be extensively used in the sequel. The density pξ is
































































































, u > 0. (2.21)
We always assume in the sequel that ξ and (U(t))t>0 are independent.





















The proof of Proposition 2.3 is postponed in Section 3.1. Integrating with
respect to l in (2.22) and making the change of variable u = l2τ1/(l
2τ1 + 4t),
considering that τ1 and t are fixed, permits to obtain the density function of
gb.
Corollary 2.4. [Probability distribution function of gb]

















Identities (2.12) and (2.13) follow from Proposition 2.2, Corollary 2.4 and
numerous calculations which are developed in Sections 3.2, 3.3 and 3.4. The
proof of Proposition 2.3 and Theorem 2.1 are derived in a series of steps. In
order to keep a certain fluidity, all the proofs which are not immediate have
been given in the last Section 3.4.
3. Proofs



































































3.1. Proof of Proposition 2.3
1) By definition, gb is defined via steps (1.7)-(1.10) where we substitute |b|
for U . Theorem 2 [15] is convenient for our purpose since it expresses the
law of (b(s); 0 6 s 6 1) conditionally on b∗, with two independent pieces of










B̂ ((1− u)(σ1 + σ̂1)) , σ1σ1+σ̂1 6 u 6 1
(3.24)
where B and B̂ are two independent standard Brownian motions and
σ1 = inf{t > 0; B(t) = 1} and σ̂1 = inf{t > 0; B̂(t) = 1}.
(br∗(u); 0 6 u 6 1) is the concatenation of (B(u); 0 6 u 6 σ1) and
(B̂(t); 0 6 t 6 σ̂1) with the scaling in space (respectively time) 1/
√
σ1 + σ̂1
(resp. 1/(σ1 + σ̂1)).
Lemma 3.1. [Theorem 2 in [15]] For every non-negative measurable func-
tion F defined on the path space C([0, 1]),
E[F (b(u); 0 6 u 6 1)] =
√








We use the structure of the trajectory of br∗ and (3.25) to give a first expres-
sion of the distribution of gb in terms of Brownian random variables.















where B(σ1) := inf
06u6σ1
B(u) and B̂(σ̂1) := inf
06u6σ̂1
B̂(u).
Proof of Corollary 3.2 First, notice that b∗(1) = sup06u61 |b(u)| = b(1) ∨
b(1), where b(1) := sup06u61 b(u) and b(1) := − inf06u61 b(u). Moreover,



































































Figure 3: Notation br∗(1) and ρ
u 6 1) is also a Brownian bridge, we apply Lemma 3.1 to F (b(u); 0 6 u 6























where ρ is the starting point of the highest excursion of (br∗(s); 0 6 1). See
























Identity (3.27) follows immediately. 







































































g(σ1), σ1, B(σ1), σ̂1, B̂(σ̂1)
)
. Since B and B̂ are independent,
Law
(
g(σ1), σ1, B(σ1), σ̂1, B̂(σ̂1)
)










, see Lemma 3.3 below. Second we
consider more generally the law of (g(σ1), σ1, B(σ1)), see Lemma 3.5.











z − x+ 2kz
t3/2
exp{−(z − x+ 2kz)2/(2t)}. (3.29)
Proof of Lemma 3.3 We have
E[ϕ(σ1)✶{B(σ1)>−a}] = E[ϕ(σ1)|B(σ1) > −a]P(B(σ1) > −a).




































































and conditionally on {B(σ1) > −a}, (a + B(t), 0 6 t 6 σ1)
(d)
= (Ra(t), 0 6
t 6 Ha+1) where (Ra(t), t > 0) is a 3-dimensional Bessel process started at a
and
Hz = inf{t > 0, Ra(t) = z}.
Assume that a < z. By Formula 2.0.2 p63 in [3],





Using (3.28), Corollary 3.2 and Lemma 3.3, we deduce:


















Now we deal with the distribution of (g(σ1), σ1) conditionally on {B(σ1) >
−1}.














Proof of Lemma 3.5 From Proposition 4 in [17], σ1− g(σ1) is independent





E[ϕ(g(σ1), g(σ1) + t)✶{B(σ1)>−1}]pξ(t)dt.
Recall that (L(t); t > 0) is the local time at 0 of (B(t); t > 0). Using several


























































































E[ϕ(τl, τl + t)✶{B(τl)>−1,B(τl)<1}]pξ(t)dldt.




mula (4.2) in [4]) ends the proof of Lemma 3.5. 
Remark 3.6. The law of (τ1, U(τ1)) is rather complicated, see Proposition
2.2 in [4]. Lemma 3.5 does not permit to have easily an explicit formula of
the density function of g(σ1) conditionally on {Bσ1 > −1} and therefore to
recover Lemma 3.3.
Now we are able to end the proof of Proposition 2.3. Using Corollary 3.4












l2τ1 + t1 + t2
)
1√























because pξ ∗ 2ss·(1, 2) is the probability distribution function of H2 when




= 4ξ by the scaling property of the Bessel process.

3.2. Proof of (2.12) in Theorem 2.1
3.2.1. A first formula of the probability distribution function of g∗
Our starting point is obviously Proposition 2.2. Note that the density func-
tion of g(1) is explicit and given by (2.18) and (2.23) shows that the one of










pξ(t)dt, 0 < u < 1. (3.33)























































































Proof of Lemma 3.7 Let f : R → R be a bounded Borel function. Using




















where the last equality comes from the change of variable ux = y for a fixed












































As shows (3.35) there is a singularity at u = 1. This explains why we
introduce the cutoff ε. Now our strategy is to compute I (Lemma 3.8) and
then its derivative. This leads to Corollary 3.9, which is the first main step
of the proof of (2.12).









































































































, u > 0. (3.38)
By (2.21), pξ = h
′









h′1(t)dt = 1 + h1(t1).
Since τ1
(d)





































, v > 0. (3.39)










with a = τ1 and inverting
∫









































since 1/U(τ1) is exponentially distributed (see [16, Theorem 1]). We claim:
E
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and a derivative with respect to x leads to (3.40).




















































































u)/x for a fixed u. 

















































































































Proof of Corollary 3.9 We take the derivative in (3.36) and (3.37) and we
get











































that plugged into (3.34) leads to the required result. 
3.2.2. A second formula of the probability distribution function of g∗
From (3.45), we see that δk(y, ε) is a triple integral. We reduce it to a simple
integral see Lemma 3.10 below. Then (3.44) implies that pg∗(y) is a limit of a
single integral (see Corollary 3.11). The limit can be calculated, cf. Lemma
3.12, that proves (3.44).































































































































Proof of Lemma 3.10 In (3.45), we directly integrate with respect to s and

































































































































































































































1− y(1 + w)
)
is a primitive of 1/w
√










































after the change of variable v = k2s.
2) Now we simplify q3(t). Let u =
√
(t0 − w)/(1− y(1 + w)). From this
change of variable and we get:


































































































































Finally, (3.47) is a consequence of (3.51), (3.50) and the above identity. 
Using identities (3.44) and (3.47), the definition (2.11) of h in and interverting
(legally) the integral and the sum gives the following corollary because the
cutoff ε′ permits to intervert the integral and the sum. Finally, we can write
pg∗(y) as a limit of an integral of a function which is expressed as a series.






























where h, ρ1 and ρ2 have respectively been defined in (2.11) and (3.48).






pearing in the previous integral and we verify that the dominated convergence
theorem may be applied.



















































































































































′) = 2 ln (u1(s, ε


















































Then (3.53) follows from (3.54). 
3.2.3. Proof of (2.12)
We claim that we can intervert in (3.52) the limit (ε′ → 0) and the in-
tegral, using the dominated convergence theorem. Then (2.12) is a direct
consequence of Lemma 3.12. Indeed, there exists a generic constant C > 0




















































































































It remains to investigate the limit of the integral when s ∈ Iε′ . For y > 0













6 C, s ∈ Iε′























| ln u|du. (3.58)
Consequently the left hand side in (3.58) goes to 0 as ε′ → 0. The proof of
(2.12) is now complete. 
3.3. Proof of (2.13) in Theorem 2.1
Our purpose is to get rid off the series that appears in the definition of h.
In order to keep the guiding principal, some technical points are proved in
Section 3.4. Our proof has five main steps, numbered from 1 to 5.














In order to switch the sum and the integral, we need to determine the be-
havior of h in the vicinity of 0 and +∞.
Lemma 3.13. One has
(i) for any x > 0, |h(x)| 6 4e−2x/(1− e−2x)2;



































































The proof of Lemma 3.13 is postponed in Section 3.4. The simplification of










− ln s+ ln
∣∣∣∣
4ys
π2(1− y) − 1
∣∣∣∣ . (3.59)
This gives rise to a decomposition of ρ(y) as the sum of three terms.
Lemma 3.14. One has



































We calculate τ (Lemma 3.19), a1 (item 3)) and a2 (Lemma 3.21).
2) We begin with τ . We can eliminate the sum in h(
√










, a > 0, n > 1. (3.63)


















Proof of Lemma 3.15 a) First, using (ii) of Lemma 3.13, we get that
the function s 7→ ln





is integrable on [0,∞], consequently
















































































b) Second, it is possible to permute the integral and the sum in τ1(ε, y)
(Equation (3.65)). In that view, we will use the following result: let (fk)k>1




























Now let us define
fk(s) := (−1)k+1 ln
∣∣∣∣
4ys






























































∣∣∣ 4ysπ2(1−y) − 1
∣∣∣



















Since k > 1, k2ε 6 t implies t > ε and k2ε 6 t ⇔ k 6
√
t/ε ⇔ k 6 ⌊
√
t/ε⌋.
We introduce a :=
√













































































from which we deduce the Lemma 3.15. 
To determine the limit of τ1(y, ε) in (3.65), we calculate the limit of ϕ(a,m)
when m → ∞ (cf. Lemma 3.17). We prove in Lemma 3.18 that the dom-
inated convergence theorem applies. We begin with modifying ϕ(a,m) so
that its limit as m→∞ can be calculated.
Lemma 3.16. One has
ϕ(a, 2n) =
Γ(n+ 1− (a+ 1)/2)Γ(n+ 1 + (a− 1)/2)








Γ(1− a/2)Γ(1 + a/2)
Γ(1− (a+ 1)/2)Γ(1 + (a− 1)/2) .























Recalling that Γ(x+ 1) = xΓ(x) for all x /∈ N, we easily deduce
n∏
k=1
(k + b) =




Γ(n+ 1− (1 + a)/2)Γ(n+ 1 + (a− 1)/2)



















to notice that Γ(1/2) =
√
π to conclude the proof. 
We are now able to compute the limit of ϕ(a,m) as m goes to infinity.
Lemma 3.17. For any a,
lim
m→+∞









































































Proof of Lemma 3.17 (i) Assume that m = 2n. Recall that Γ(1 + x) ∼√
2πxx+1/2e−x as x→∞ and notice that
n− (a+ 1)/2
n− a/2 = 1−
1
2n







Γ(n+ 1− (a+ 1)/2)
Γ(n+ 1− a/2) ∼ 1/
√
n, n→∞.
Changing the variable a in −a leads to
Γ(n+ 1 + (a− 1)/2)






Consequently, limn→+∞ ϕ(a, 2n) = α(a)







and to apply the previous result to get that the limit
of ϕ(a, 2n+ 1) is −α(a) when n→ +∞.
(iii) Finally, it remains to simplify α(a). Using the identities Γ(1+x) = xΓ(x)
with x = a/2 and Γ(z)Γ(1 − z) = π/ sin(πz), z /∈ −N for z = a/2 and

































It remains to apply the dominated convergence theorem to get the limit of





































































































Proof of Lemma 3.18
(i) By definition, we have ln |ϕ(a, n)| =∑nk=1(−1)k+1 ln |1− a2/k2| and thus



























We prove that A1 and A2 are finite.
• Since there exists c > 0 such that | ln(1 − x)| 6 cx for 0 < x < 1/2,




































































































































































Finally we conclude that the integral converges at infinity and 0. 
We have established the following lemma.





















3) Let us prove that a1 = 1. We use the following probabilistic result.
Lemma 3.20. Let (ζ(α))0<α<1 be a sequence of geometrical random vari-
ables with parameter α. Then η(α) := (1 − α)ζ(α) converges in distribution
to U([0, 1]) as α→ 0.
Admit for a while Lemma 3.20 whose proof is postponed at the end of item 3).
First, by Lemma 3.13,
a1 = lim
ε→0








By permuting the sum and the integral, letting k
√









































































































(1 + ν2k−1)(1 + ν2k)
,





















where ϕ (u, v) =
1
(1 + uv)(1 + v)
, u, v > 0.
Since ϕ is continuous, bounded and ν → 1 as ε → 0, it remains to apply









Proof of Lemma 3.20 Let 0 < u < 1. Then






= (1− α)⌊lnu/ ln(1−α)⌋ → u, as α→ 0. 
4) We calculate a2. We admit two intermediate results (whose proofs are
postponed in Section 3.4) so that the reader can have quickly the explicit
value of a2.














































































Proof of Lemma 3.21 We proceed as for the calculation of a1 and we
straightforwardly get
























































Then, (3.70) follows immediately. 
5) Finally, we are able to compute ρ(y). Plugging (3.69) into (3.60), using















































Setting x = s
√



















































































In this subsection, we prove the intermediate results used in Section 3, namely
Lemma 3.13, and identities (3.72) and (3.73).
3.4.1. Proof of Lemma 3.13
(i) The first inequality is direct as soon as one notices that cosh x > ex/2.
(ii) Let h0 and k be the functions defined by h0(x) := xh(x) for x > 0 and
h1(x) := x/ cosh
2(x) for x > 0. The Taylor expansion of h1 with integral rest
can be written in the following form: h1(b) − h1(a) = (b− a)h′1(b) + R(a, b)
where R(a, b) := (b− a)
∫ 1
0




















and x∗ = x−3/2. The derivative of h1 being bounded, we deduce that
|h02(x)| 6 c
√
x. Since h1(x) 6 ce
−x, we can easily prove that |h03(x)| 6
ce−2/
√













, nx = ⌊x∗⌋ and

















































































3.4.2. Proof of Equation (3.72)























• Second, we prove that limε→0(a21(ε) − a′21(ε)) = 0. Indeed, we notice
that for small values of ε, we have f(t+
√
ε)− f(t) > 0, t ∈ [0, 1] since
for all t ∈ [0, 1], f ′(t) > 0. Then


























since f is integrable on R+.



























































































3.4.3. Proof of Equation (3.73)
It is convenient to introduce θ(t) := 1/ cosh2(t), t > 0 and








































































, k > 1
where 1− 1/(12k+1) 6 η(k) < 1, we easily deduce the asymptotic behavior
of Sem and S
o
m as m→ +∞:
Sek = k ln k + (ln 2− 1)k +
1
2



































































































































Then (3.75) is a direct consequence of (3.71), (3.76) and (3.77). 
By Lemma 3.22, a22(ε) is the sum of three terms. We determine the limit of
each term separately.













ε) + θ(t))dt = 0. (3.78)
2) Note that
n|θ(t+√ε)− θ(t)| 6 Ce−t, t > 0, ε > 0. (3.79)




as ε goes to 0 and thus n (θ(t+
√
ε)− θ(t)) ∼ t
2
θ′(t), ε→









































































































(ln π + 1− ln 2) . (3.80)
3) We are interested in the limit of the integral involving g1ε(t). In that view,
we decompose g1ε(t) in Lemma 3.23 using a new class of functions that we
define as follows. The sequence of functions (Rε(t), t > 0)ε∈(0,1/2] is said to
belong to the class R if
(i) lim
ε→0






|Rε(t)| dt < +∞.. (3.82)
























Proof of Lemma 3.23 The function g1ε (defined in Lemma 3.22) is the sum
of tow terms. We study each of them separately.

























where n has been defined in (3.74) and (Rε(t), t > 0)ε∈(0,1/2] ∈ R. It suffices
to show that

































































































Using the definition (3.74) of n, we have
∣∣∣n− t2√ε






















where J is the interval with end points n and t/2
√







Then (3.81) and (3.82) follow from (3.85), (3.86) and (3.87).






























and easy calculations. 






























We calculate θ1 and the limit of θ2(ε) as ε→ 0.
(i) By an integration by parts, it comes
∫ +∞
0












































































that implies θ1 = −1/2.
























































Finally, plugging the limits (3.78), (3.80) and (3.92) into (3.75) implies (3.73)
which completes the proof. 
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