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ABSTRACT
Photoelectron emission currents from p-GaAs and p-InP into 
aqueous and non-aqueous electrolytes have been measured and 
current theories examined critically. The linearized 
optimal current/potential relation for p-GaAs followed the 
3/2 power law and gave the reciprocal power results
0.66±0.17 and 0.61±0.09 at pH 7.0 and 11.A, respectively.
The threshold potential was -1.00 V ± 0.09 V(SCE) at both 
pH's. Corresponding experiments at p-InP gave 0.70 ± 0.07 
for reciprocal power at these pH's and a threshold potential 
of -0.65 V ± 0.02 (SCE). Both crystals followed the 3/2 
power law for the photocurrent/wavelength relation with work 
functions of 2.4-8 ± 0.12 eV and 2.53 ± 0.15 eV for p-GaAs 
and p-InP, respectively. The theoretical square law, which 
characterizes the photoelectron emitted at energies lower 
than the volume work function, was tested and both semi­
conductor followed it closely. The semiconductor surfaces 
were characterized with Mott-Schottky experiments. It was 
found that the crystal surfaces changed drastically with 
time in aqueous electrolytes, especially p-GaAs. These 
changes decreased the efficiency of the photocurrents and 
produced deviations from the 3/2 power law. During the 
performance of these experiments, it was found that nitrous
xix
oxide reduced in dark at pH > 9.0. It is postulated that 
hydrogen reduction and formation of solvated electrons at 
the interface are involved in this process. In the pH > 9 
range an anodic wave was found and assigned to hydride 
states on the surface of p-GaAs. These hydride states might 
be the source of atomic hydrogen for the dark NgO reaction. 
Similar processes were not observed at p-InP nor in non- 
aqueous systems. Organic solvents were used to study the 
photoemission currents; however, a full characterization of 
the process could not be achieved due to the lack of a 




In recent years, there has been considerable research 
activity on regenerative photoelectrochemical cells (PECs) 
for direct electricity production. This is because it is 
hoped that the development of PEC systems can enable 
commercial and domestic applications for solar energy on a 
large scale. Considerable interest has arisen, too, for the 
prospects of electrosynthesis using solar radiation, 
particularly the photoelectrolysis of water into hydrogen 
fuel. Much of the past effort has been directed to 
developmental material and redox electrolyte selection and 
assessment, in which the cell performance and 
characteristics are of primary importance. Longer term 
studies of cell lifetimes and/or estimations of life 
expectation, although seldom available, are essential for 
any particular device configuration to establish its 
ultimate practical viability and economics. Nozik and co- 
workers, in particular, have presented evidence that 
supraband edge processes might be capable of improving the 
efficiencies of such cells. It is important, therefore, to 
understand all of the factors affecting the kinetics of 
electron transfer interactions at the semiconductor/ 
electrolyte junction and to provide means of elucidating and 
characterizing reaction pathways and products.
1
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The purpose of this research is to examine the 
fundamental laws governing photoemission from semiconductor 
into electrolytes. Because the present quantum mechanical 
theories of photoemission at the semiconductor/electrolyte 
junction have their hasis in theories for the emission of 
electrons from metals and semiconductors into vacuum, these 
theories have been reviewed in Chapter II of this 
dissertation. In the absence of any added redox 
constituents in the electrolyte, the classical theory 
provides that a threshold energy exists for photoemission 
and an electron injected into the liquid phase is thought to 
exist in a quasi-free state prior to solvation and 
thermalization. The first photoemission studies from a 
semiconductor into electrolyte were due to Krotova and 
Pleskov (Chapter II and VI). Unfortunately, these 
pioneering studies made no attempt experimentally to assess 
contributions from surface states or from indirect 
transitions and no evaluation of the conditions of the semi­
conductor surfaces was attempted. In this project, the work 
first consisted of characterizing the surfaces and energy 
levels of the semiconductor electrodes by means of 
capacitance techniques and linear sweep voltammetry 
(Chapter IV). Dark currents were studied extensively to 
assess any possible influence on the photoemission process 
and because unexpected catalytic currents resulted 
(Chapter V). Finally, experiments were conduted to measure 
the photo-emission rate behavior governing the photoelectric
effect at p-GaAs and p-InP aqueous and non-aqueous junctions 
(Chapters V and VI).
II. PHOTOEMISSION FROM ELECTRODES
A. The Photoelectric Effect
The photoelectric effect was discovered by Hertz in
r 1 2 311887 ’ , while investigating the properties of electro­
magnetic waves. To carry out his experiment he used an 
apparatus in which the discharges in one oscillatory circuit 
affected another circuit which was not directly connected to 
the inducting one. He realized that by moving the inducting 
spark to different positions, the secondary resulting spark 
would change in length; moreover, by means of a box, he 
noticed that if the side of the inducting spark was 
obstructed, the secondary spark length decreased almost the 
same amount as setting the inducting spark to different 
positions. By using mirrors, the radiation from the 
inducting spark was reflected on the secondary circuit, 
which resulted in an increase of the spark length. This 
effect appeared only when, upon passing the light of the 
micrometer gap through a prismatic spectrum from the red to
the violet region, the radiation reached the region in the
T 2 31near ultraviolet. Thus Hertz concluded , that "ultra­
violet radiation from one spark gap could make easier the 
passage of sparks across a second gap." By similar methods, 
he demonstrated additionally that ultraviolet light from
5
other sources such as an arc or a magnesium flare is just as
effective as a spark, that the radiation seems to have
greatest effect when incident upon the negative terminal of
a gap, that a large sphere or plate terminal serves better
than a small pointed one, and that freshly polished surfaces
are greatly superior to tarnished ones. At the close of his
second article, Hertz remarks: "for the present I limit
myself to the presumption of these established facts without
attempting to advance a theory on how such observed
r 2 1phenomena could occur."
Hertz's experimental observations were confirmed later
by Wiedemann and Ebert Hallwachs^'^ came to the same
conclusions by means of a simpler arrangement, where he
insulated a polished zinc sphere and connected it
electrically to a gold-leaf electroscope. This insulated
system was charged negatively until the leaves showed a wide
divergence. When the sphere was illuminated by light from
an arc, the leaves quickly collapsed, showing that the
sphere had lost its negative charge. However, if the system
was charged positively, the irradiation by the arc had no
appreciable effect. Later, he established that a neutral
insulated system will acquire a positive charge under the
r 51incidence of ultraviolet light. Hallwachs definitely 
concluded that under the influence of ultraviolet light 
negative electricity leaves a body. This phenomenon is 
referred to as Hallawachs' effect. Righi^^ studied 
Hallwachs' effect but the experimental apparatus had some
6
modifications such as a coarse mesh grid in front of the 
polished plate. The plate was connected to one pair of 
quadrants of an electrometer, while the grid was connected 
to the other pair and to ground. When the plate received 
light from a source through the grid, the electrometer 
registered a definite deflection, and the grid and plate 
came to a same potential. He termed the process of 
producing current under the action of light "photoelectric
r  3 1  [ 7 icell." Further work by Stoletov , Lenard and others 
showed that charged particles are ejected from metal 
surfaces irradiated by high frequency electromagnetic waves.
[71In 1900, Lenard measured the charge to mass ratio of the
charged particles in experiments similar to those of J.J. 
r s 1Thomson , and in this way he was able to identify the 
particles as electrons.
After the preliminary experimental work, two empirical
[31theories related to this phenomenon were introduced . The 
first law may be worded: "the number of electrons released 
per unit time at a photoelectric surface is directly 
proportional to the intensity of the incident light." This 
law has been rigorously tested for a range of intensities
[31varying from zero to full sunlight . Any reported 
deviations were attributed to errors in measurements, or to 
inherent faults within the cells employed. These tended to 
introduce spurious currents or to hinder the total number of 
electrons actually released by radiation from being 
collected. The second law states: "the maximum energy of
7
electrons released at a photoelectric surface is independent
of the intensity of the incident light, but is directly
proportional to the frequency of the light." This statement
implies that when electrons are emitted under influence of
radiation they possess various velocities but there is a
definite highest velocity which is determined by the
greatest frequency of the radiation; and no matter how
intense the same kind of radiation may become, this highest
velocity will not increase.
r  q  iIn 1905 Einstein 'J proposed the first qualitative law 
to explain the photo-emissive phenomena. His theory adopted 
Planck's quantum theory of radiation and assumed that when 
a quantum energy (h v) falls on a metallic surface, its 
entire energy is used to eject an electron from an atom. 
Because of the interaction of the ejected electron with 
other atoms, it requires a certain minimum energy to escape 
from the surface. The minimum energy required to escape 
depends on the metal and is called the work function, 4> . It 
follows that the maximum kinetic energy of a photoelectron 
is given by
This relation is called Einstein's equation. The threshold 
frequency is determined by the work function since in
this case vmax=0» from which
(l/2) mv^ = hv - $ (2-1 )
(2-2)
Although Einstein's theory basically explains the two 
empirical laws, it does not completely describe photo­
electric emission. To have a whole view of the photo­
electric phenomena it is necessary to specify not only the 
maximum velocity of the emitted electrons but their number, 
their velocity distribution, and the way these factors 
depend on the frequency and state of polarization of the 
light. Additionally, the nature, the state of aggregation, 
and the temperature of the surface are important 
experimental parameters. The development of a theory which 
may explain the whole photoelectric phenomena is exceedingly 
complicated. Nevertheless, considerable progress has been 
made in this field and several theories have been proposed 
which either partially or almost completely describe the 
photoemissive process. Historically, one may consider the 
works of Richardson, Thomson, Uspensky, Wentzel, and Fowler 
as those which have had greatest impact on the theoretical 
development of this effect. Fowler's theory is especially 
significant since at the present time this is the theory 
used to explain photoemission studies on metal surfaces.
A brief review of these theories will be presented in 
this chapter; highlighting their achievements and failures 
as theories.
no 11]1. Richardson's Theory. ’ This theory considers
a constant temperature enclosure in which we have an 
electron vapor in equilibrium with a solid metal. By 
calculating the pressure "p" at which the electron vapor is
in equilibrium with the solid, we can determine the number 
of electrons leaving the surface per unit time and hence the 
emission current. Thermodynamically, this situation is 
similar to the evaporation of a monoatomic gas where the
pressure is calculated by means of the Clausius-Clapeyron
+• [1 0 ] equation ,
d (loE = M ,  (2-3)
dT RT
in which p is the vapor pressure, T the absolute 
temperature, R the gas constant, and AHV the heat of 
evaporation at constant pressure. To solve equation (2-3), 
it is necessary to know how AHV varies with T. This can be 
approached by setting the heat of evaporation equal to the
difference in specific heats of the two phases at a specific
temperature. Hence,
H = AH° + [ C dT - ( CpS^dT (2-4)v J0 P Jo
where C is the specific heat at constant pressure of the
(s )electrons in the vapor state, C, is the specific heat in
the solid, and H°. is the constant of integration.
Obviously the latter is the heat of evaporation at T=0.
Now, C for a monoatomic gas is (5/2)R when referred to a P
mole and following the classical electron theory we have
(s) /within the metal C -3/2R. However, it is more convenientP
to refer to Cp ^s^=0. Then, AHV = AH° + (5/2)RT and 
integration of equation (2-3) gives
10
log p =fAH°v/RT) + £  log T + log A' (2-5)
or,
p = A'T 5//2 exp (-AH°/RT) (2-6)
where A' is a constant.
From kinetic theory the number of electrons striking
Hence, the current to unit area of the surface will be
For equilibrium conditions, the number of electrons striking 
the surface must be equal to the number leaving, if the 
number reflected is neglected. Equation (2-8) therefore 
provides the number of electrons leaving the surface per
law is obtained. In this theory, no mention has been made 
in the analysis of the mechanism by which the electrons are 
liberated from the surface, hence the above equation must 
hold, whatever the mechanism, providing equilibrium 
conditions are approximated. If we consider the mechanism
unit area of the metal surface per unit time is
n = --- — T(21fmKT)
(2-7)




2second. This equation is known as Richardson T law of 
thermoionic emission. If CpS  ̂ is referenced to [3/2tR, a
11
to be photoelectric, then we conclude that if a metal
surface is illuminated by the equilibrium ("black-body")
radiation corresponding to a temperature T, the number of
electrons ejected is given by equation (2-8).
[8]This theory has been tested and found to hold in 
each case. The total photoelectric emission from a metal 
illuminated by black-body radiation can also be calculated 
if the spectral distribution function F(v ) is known. It 
would be simply,
I = |J F(v)aE(v,T)dv (2-10)
where E(v, T) is the black body distribution function (9) 
and a is the absorption coefficient of the metal surface for 
the frequency v . For equilibrium conditions, this value of
I must be the same as that given by equation (2-8).
Therefore,
[£][|PJotF(v)hvexp(hv/KT) = AT2 exp(-AH0y/RT) (2-11)
and from equation (2-11) we can calculate F(v ). 
Unfortunately, no general solution for this equation has 
been found. R i c h a r d s o n ^ ^ , however, proposed a solution, 
namely
eF1 (v) = ("^3 )(v ” V o } (2_12)
with the following conditions: eF^(v ) = 0 for
0<hv< ( AH°v/R)K and eF1 (v) + 0 for AH°v/R < hv < “ , where
12
a = Ah/R = constant. This solution was found not to agree
with the experimental results ̂  2 ^ .
2. J. J. Thomson's Theory. The physical basis of
this theory is that every quantum of radiation absorbed by
the metal confers its entire energy to a single electron
which then starts off in an arbitrary direction through the
2metal with an initial velocity given by 1/2 mv = hvQ. Only 
those electrons whose energy is greater than the work 
function $ will escape from the metal surface. However, it 
is evident that most of the electrons receiving energy from 
the light will never escape from the metal because only 
those which actually reach the surface can escape. In 
addition they may have lost some of their energy on the way 
and must, nevertheless, still have a velocity whose 
component \rM normal to the surface is such that 1/2 mv >hvQ .
r  1 6 1Thomson assumes that in transversing the metal, an
electron starting out with an energy E will, after 
transversing a distance 1, have the reduced energy Eq such 
that,
Ex2 = E2 - 01 (2-13)
where 3 is a constant depending on the metal. An electron 
starting out at a distance x from the surface in a direction 
angle 9 with the normal will travel a distance x sec( 0 ) 
before reaching the surface. It will arrive at the surface 





Figure II-l. Escape of an Electron from 
Metal Surface.
u
(E2 - fjxsec(0))^2 cos2 (0) >, hvQ (2-14.)
The probability that a quantum will be absorbed in the layer 
dx at the depth x is proportional to exp(-ax ) a dx where 
is the absorption coefficient for the radiation. Hence, the 
number of quanta absorbed per second in the layer dx will be
[ ̂ -v )exp(-ax)adx (2-15)
If we assume that all directions for the initial 
velocity of the electron are equally probable, then the 
probability that the direction will lie between 0 and 
(0 + d0) is 1/2 sin(0)d0. The escape rate from an 
illuminated metal surface is given by
ffexp(-ax)sin0d0dx (2-16)
2hvJ'
The limits of integration are determined from the equation,
(E2- 0xsec 0 )^cos2 0 = h v 0 (2-17)
2 2If E = hv , h v Q /hv = r and n v /g=d, this equation becomes,
d - xsec(0) = dr2sec^(0) (2-18)
Carrying out the integration with limits for x from 0 to 
d(1-r2sec^(0 )) cos0 and for 0 from 0 to cos2 ( 0 )=r and 
assuming that a/g is small (i.e., that the absorption 
coefficient for the light is much less than for electrons) 
the result is,




F(v) = A( ^ ) [ l  - ^  )2 (2-20)
in which A is a constant. Thomson selected x-rays and in
O
this frequency range a varies as 1/v . He obtained
F(v) =f— L ] ( 1  - -^)2 (2-21)
U  hv -*
However, with this approach the value of a will be far 
different than its value for ultraviolet light. It is 
better in the latter frequency regions to assume that a is 
independent of v , in which case the final equation becomes
F(v) = ^ - ( 1  - ^-)2 (2-22)
v
Actually, neither approach gives good results compared to
T 31the experimental data . If a is assumed to vary as 1/v , 
the equation reduces to
F(v) =B(1-^-)2 , B = constant (2-23)
which is identical to an empirical equation found by 
T1 71Becker1 to fit closely to many experimental curves.
3. Uspensky's Theory. ̂ 8 ]  This theory differs from 
Thomson’s theory in that a different force law is assumed to 
govern the motion of the electrons within the metal.
Uspensky assumes that the motion of the electrons is 
resisted by a viscous force proportional to the velocity, 
i.e.
16
Fv = -kv (2-24.)
An electron starting with an initial velocity v after 
transversing a distance 1 will have the velocity v̂  such 
that,
Vl = v - ^  (2-25)
m
where m is the electron mass. Due to the difficulty of the
calculations, the final result will be given directly.
F(v) - 2) <2-26>
where Gi is a factor containing only universal constants and
G2 depends on the nature of the metal. In this derivation
it has been assumed that the coefficient of absorption for
the radiation (a ) is independent of the frequency, 
r 19  ]Suhrmann used this theory to interpret his experimental
data and obtained a fairly good correlation between theory 
and experiment at the threshold vicinity. However, the 
maximum predicted by this theory is far in the ultraviolet, 
which certainly cannot be reconciled with the data for 
alkali metals.
The theories presented so far are based upon classical 
electron theories and they do not yield a satisfactory 
expression for the spectral distribution function. The 
theories of Wentzel and Fowler have been more successful in 
that aspect.
17
Wentzel's Theory. This theory is based upon
Sommerfeld's conception of electrons in metals and uses the
methods of wave mechanics in treating the interaction
between light and electrons.
In wave mechanics, the assembly of electrons within a
block may be treated as a system of standing waves ( T -
[21 1waves) which can in general be represented by ,
V = Asin sin sin exp(21fi v-, t) (2-27)
0 x Ay z
where Ax , Ay, Az are the Cartesian components of the 
wavelength A
A2 + A2 + A2 = 2 (2-28)x y z
If the block of metal has the dimension 1^, 12 , 1^ along the 
x, y, z axes, respectively, the condition for standing waves 
is,
11 = (ni Ax )/2, 12 = (n2 Ay)/2, 13 = (n3 Az)/2 (2-29)
where n ^ , n2 , n3 are integers. For electrons, we use the de 
Broglie relations,
A = *  = *mv (2W m)£0 (2-30)
E (me + W )v = —  = -------— o-*-
e h h







i 2 , , 2 , , 2 iki + k2 + k3 = k
22 _ 8T[mWo = a 2/ A 2 (2.-33)
the equation (1-27) becomes,
¥ = Asin(k],x)sin(k&y)sin(k3,z)exp(^^ Et) (2-34)
0 h
Let the face x=0 of a metal block be illuminated by a 
beam of light of frequency v. Within the metal, then, there 
will an electromagnetic wave of the form,
where a is the absorption coefficient of the light in the 
metal and k/21f is the momentum vector (= 1/A ) of the 
radiation. The electron t -waves will be perturbed by this
where 'i'o is the unperturbed wave function. Next, Ti , is 
expanded in a Fourier series of the form,
E = EQexp(-ax) cos{21f[vt - (k.r) ] } (2-35)
T 221electromagnetic wave and Wentzel assumes that the non­
perturbed wave function t can be represented as
(2-36)
T. =Z aexp[i(k.r)] + (me2 + W) t (2-37)I *> ~ Vh
19
where k/2f is equal to the momentum vector of an electron 
wave. The Fourier coefficients, a, are calculated under the 
condition that T must satisfy the Schroedinger equation. For 
the case of a perturbing field which varies with time, this 
takes the form
(h2/81fm)V2¥+(^||'- mc2¥ = (g^^)exp[-ax-i(k.r)+21fivt] (EgradT)
probability that an electron wave of kinetic energy Wo will 
become an electron wave of kinetic energy W. If this 
probability is called Z,
The procedure to determine "a" of equation (2-37) 
consists in substituting T in equation (2-38) by T, in the
substituted into the integrand of equation (2-39). Carrying 
out the integration, Wentzel obtained the final result,
(2-38)
2
The next step is to determine I Ti| , which is the
Z = J JJ dxdydz | Ti | 2 (2-39)
2





Equation (2-40) shows that Z varies as k T / k ^  that is, 
the probability of absorbing a quantum is greater for the 
electrons having the greatest momentum in a direction normal 
to the surface. To obtain I^-the total photoelectric yield 
from the surface for light of frequency v-the above 
expression must be summed over all values of the momenta of 
the electrons allowed by the Fermi distribution. There are 
three cases to be considered:
Case 1 . Here hv < (Wa-y) in which Wa(=<J>c ) is the 
change in potential energy when a single election is removed 
from the metal and W ( = -y) is the change in the kinetic 
energy of the system when an electron is extracted. Its 
expression form is
Wk = -—  = -y (2-43)
* dn
Therefore, the net work done in removing an electron is 
simply (Wa-y) = $  , i.e., the work function. Hence, in this
first case if the energy of the incident light is less than 
the work function, no electrons can absorb sufficient energy 
to escape and 1=0.
Case 2 . Here the energy condition is (Wa-y)<hv <Wa.
In this case the integration is extended over all electrons 
for which (Wo+hvJSWa, and the result obtained is,
21
where hv = M and hv = Wa
Case 3 . Energy condition hv > Wa. This condition will 
only hold for most metals for frequencies in the ultra­
violet. In this case, the incident quantum has sufficient 
energy to eject any electron, even though its initial 
kinetic energy is zero. Therefore, Z must be summed over 
all values of k from zero up to the maximum. The final 
expression is:
2.
5fh2 ' ~ U >
Ip = _2ei v"7/2 ( v5/2 E* + — V (3E2 +2E| +2e | )) (2-45)
P 1  1 X 1/v x ^  Z J
Two basic features are presented in Wentzel’s theory^0]. _
1) 1^ depends on v& and v (or Wa and u ), whereas in 
the other theories it depends only on v0 which is 
proportional to the difference (Wa - U ). This consequently 
allows considerable divergences in the shapes as well as the 
intercepts of spectral distribution curves for different 
metals.
2) Ip depends on the three components of the 
electrical part of the incident light, that is, on its 
polarization as well as the angle of incidence.
r 221Wentzel never compared his theory with experimental
data, since he regarded the results as only qualitative due
to the simplifications and the assumptions made, 
r 23 IHouston however, integrated equation (2-40) and compared
the result to the experimental data obtained by Fleischer 
and Zeichmann^22  ̂ and by Suhrmann^*^. The fit he obtained 
was good at the threshold region, but at higher frequencies
22
the results departed from the form of the curve that is 
always obtained experimentally for the alkali metals.
5. Fowler's Theory.^24] Most of the theories 
presented so far assumed that the photoelectric effect would 
show no appreciable dependence on temperature except at very 
high temperatures. Fowler's treatment, however, brings out 
the fact that when electrons are ejected by light of 
frequency near the threshold, it is only the electrons of 
maximum energy which are available for ejection and the 
effect of temperature on these is of considerable 
importance. It turns out, in fact, that for all
[2/1temperatures above 0°K the spectral distribution curves ^
should have an asymptotic approach to the frequency axis.
Consequently, the term "threshold" as usually defined loses
[25]quantitative significance. Fowler's theory J accounts for 
such results, furthermore, his theory gives a method by 
which the experimental data can be treated in order to 
determine the true photoelectric threshold.
This t h e o r y b e g i n s  by considering that an 
electron may be emitted when the energy of its motion normal 
to the emitting surface exceeds $ . Its other velocity 
components are, to a first approximation, irrelevant. The 
rate of emission of such electrons must therefore be 
expected to be proportional to the intensity of the light, 
the number of suitable electrons striking unit area of the 
surface in unit time, the chance that they will pick up the 
quantum hv in the proper velocity component, and the chance
23
that they will then be transmitted through the boundary 
field. By using the model of free electrons inside the 
metal the whole excitation takes place in the surface field 
of the metal. When the boundary field is well represented 
by our image field, as for a clean metal, this last 
probability hardly varies and may be taken to be unity. The 
probability of absorbing the quantum will vary with v as in 
other absorption phenomena, but this variation is not 
important near v0 . Therefore, a good approximation to the 
photoelectric yield per unit light intensity near the 
threshold frequency is to take it as simply proportional to 
the number of electrons incident per unit time. Then,
-L-p2 + hv > « (2-46)
2m
where p is the initial momentum of the electron normal to 
the surface.
Fowler's derivation for a single photon does not 
explicitly involve the quantum mechanical form of current. 
Instead, a semiclassical flux of electrons arriving to the
r  2 6 1metal surface is used . The mathematical expression for 
the photoemission current is derived on the basis that the 
number of electrons emitted is proportional to the number of 
electrons per unit volume of the metal whose kinetic energy 
is increased by light, hv , sufficiently to overcome the 
work function at the surface. Such electrons are considered 
to be the "available electrons." The electron gas in a 
metal will follow Fermi-Dirac statistics. The number of
24
electrons per unit volume having velocity components in the 
ranges u, u + du, v, v + dv, and w, w +dw, where u is the 
velocity normal to the surface, is given by the 
formula[24-,25,26;i,
n(u,v,w)dudvdw=2^— | dudvdw
exp [1/2m(u2+v2+w2 )-E^]/KT+1 (2-47)
where Ef is the Fermi level energy for the metal,h is the 
Planck's constant, and m is the electron mass. The number 
of electrons per unit volume n(u)du with velocity component 
normal to the surface in the range u, u + du is given by
n(u)du = 2 [— j ff------------E^£d|-------------
ihJ bbexp [1/2m(u<i+P )-E^]/KT] +1 (2-4.8)
After integration with respect to P and 0 , equation 
(2-48) becomes
n(u)du = A^11. A D ln(1 + exp[ (E„-4mu2 )/KT]} du (2-49)
h
Let us now denote X as the thermoionic work function, which 
is defined by h v =$ - Ef = X . By using the basis of this 
derivation in which the number of electrons emitted is 
proportional to the number of electrons per unit volume of 
the metal n(u.) can be determined
CO 2  CO
fn(u)du = fln{1 +exp[ (hv-X)-^mu2 ) /KT] }du (2-50)
i h^ 3 2
1/2mu2 1/2mu2=$-h
pNotice that hv-X = E^ and by replacing 1/2(mu) = E^ we have
(2EK/m)* = u and 1/2(2EK/m)"* dE = du. 
Also,
25
fH(E)dE = ilsEKT lf2l-1/2jln{l + exp[(hv-X)-E/KT]}dE
o h3 2 U  % ___________________________
* (2-51)E
The solution of equation (2-51) will therefore be 
proportional to the photocurrent I . This integral cannot 
be evaluated in finite terms except when v = X  , however, we 
may obtain convenient expansions for it from which its
2values can be rapidly computed. By replacing E^ = 1/2mu =$
- v, we can rewrite the expression (2-51) as,
I a  4Tfm2 KT 1 f2 1 —1 /2 fln(l + exp[ (hv-X)-ER/KT] >dE
p' h3 2 '•mi Ek ______________________________ K (2-52)
($-hv)^
T2Z.1Fowler1 ^ expanded the logarithm of this equation obtaining 
two results,
1) when (hv -X)/KT = 6 < 0, we find by term 
integration that
j a ASsill l f2 r 1/2[e« . e2S+ i 5. ({,0) (2_53)
p h 2 t-m J 2 3
2) when (hv - X )/KT 6 50, we find after a short 
reduction that
1 ^ - 1 / 2 | 1 2 + 1  {2 _ {£S_ £26 £ *  .,](5i0) (2_w )  
P " hJ 2(mJ U  2 2 3
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we may therefore expect that the photoelectric current I 
for values of v near the threshold is given by an equation 
of the form
(Ip/T2 ) = A<J>(6 ) (2-55)
where A is a constant, which includes factors that make the
units of equations (2-54-) and (2-53) correct. The term <t(6)
is a tabulated function given by the terms in brackets in 
equations (2-53) and (2-54).
For the case 6< o , it is evident that there will 
actually be a photoelectric emission for v<vG (6<o), except 
in the limit as T approaches zero. For this latter case,
1 = 0 ,  for 6 <0 as T— >0 (2-56a)
and ^
I a -fay-z X) for 6>0 as T— >0 (2-56b)
P (#-hv)£
To conclude, the photoelectric emission will follow (2-
56b) according to Fowler's treatment. This equation has
been named the "square law."
This law has been well accepted; in fact, many
researchers have extrapolated this law to study
T 271photoemission from semiconductors . In the early 1930's,
many research studies were done to prove this law. The work
T 28 291by DuBridge and RoehrL ’ , contributed appreciably to the
acceptance of this law during that time.
A small modification of the theory was done by Matthews 
and K h a n ^ ^ .  They considered there was a discrepancy in
27
Fowler’s derivation in considering the number of available 
electrons per unit volume as proportional to photocurrent 
instead of the number of electrons available per unit area 
of surface per unit time. With this latter assumption, a 
more exact form of the photocurrent can be obtained. The 
procedure is as follows: by multiplying the integrand in
the expression (2-50) by u, the component velocity of 
electrons traveling toward the surface, one obtains an 
expression in terms of the number of electrons arriving per 
unit area of surface in unit time. Multiplying by the 
electronic charge eQ , one obtains
OO
I = ( U l m 2KTe )/h3 )fln{1 + exp[ (hv-X)-^mu2/KT]}udu (2-57)P o j o
1 2— mu =$-hv 
2
Transforming expression (2-57) to one in terms of energy, it 
follows that
OO QQ
I = e .41”. ftnd + exp[(E„ + hv -E„)/KT]}dE = e fn(E)< p o , r i & o j
OO
'idE« i _ " t h * • ~ ■ n  ih'
Ek Ek (2-58)
where
n(E)dE = ^1fm3KT ln{1 + exp[(Ef + hv -Ek )/KT] }dE (2-59)
After analytical integration of the corrected form (2-58), 
Matthews and Khan^3*^ obtained the following expression for 
the photocurrent under the condition hv > X
Ip = eo 21mtiw^Xl2 (2_60)
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Expression (2-60) shows a better linear relation between the 
square root of the photocurrent in vacuum with frequency, as 
observed experimentally. This modified Fowler’s law has 
been tested by Matthews and Khan^^»30]^
There is another case where the photoemission from
ro/i q oi
metal into vacuum occurs under an electrical field ’ .
In this case the barrier height is going to be modified by 
the electric field, making it thinner. This reduction of 
width and height of the barrier favors a tunneling process 
(figure 2).
Normally, when no electrical field is applied, the
electron must overcome the barrier to be photoemitted, but
in this case the combination of the image forces and the
applied field diminishes the barrier height and width.
Therefore, the expression for the photoemission current in
vacuum and in the presence of applied field V can be written 
[26,30]as
I P =  e o j  H ( e )  P T ( E )  d E  ( 2 - 6 1 )
where eQ is the electronic charge and P,j,(E) is the tunneling 
probability through the barrier of height Em and width d. 
This probability is given by
2
Pt (E) = expt-1 —^-[2m(Em-E)] % } (2-62)
h
Expression (2-62) is the WKB tunneling pr o b a b i l i t y ^ ^  for a 
parabolic barrier and n(E)dE is given by expression (2—59)- 










Figure II-2, Potential Energy Barrier for the Electron 
at the Electrode/Vacuum Interface.
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the whole process, because one can see from figure 2 that 
there are two processes which can happen, (1) the tunneling 
effect, and (2) electrons can go over the barrier. This 
latter route is Fowler’s case. Hence, equation (2-61) can 
be written as
Em OO
I = it + ic = e Q J  P(E) n(E)dE + e Q  f fi(E)dE (2-63)
° Lm
where i^ and i are the tunneling current and the over-the- 
barrier current, respectively.
Equation (2-63) can be written in a more complete form 
by inserting equations (2-59) and (2-62) into (2-63). This 
leads to the expression^3^ ,
Em
z = £ Tfin K.T-fln{-| + exp[(E- + hv -E )/KT]}
p O J x
o
exp{-^— ^-[2m (Em-E) ^2 ]}dE + e ^ ^ ^ - flnC 1 
h 0 hJ 1
Em
exp (Ef + hv -E)/KT}dE (2-64.)
where.the barrier height Em with respect to the bottom of 
the conduction band in the presence of an applied field is 
shown to be
Em = Ef + $ - hv - eQ3/2 v'b ' (2-65)
V is the field in volt cm and E ^ + $ =a . The barrier width 
d at different energy levels can be obtained from the
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relation
E = a—    - e VI (2-66)
41 °
where 1 is the perpendicular distance from the metal.
Equation (2-66), after rearrangement, gives a quadratic
equation in 1 as a function of E which yields two values of
1, 1^ and 1^. Thereby, the expression for the barrier width
as a function of energy is
d = 12 - 11 = [(E- a)2 - ec3 V]^/eQV (2-67)
Matthews and Khan^3<̂  obtained results from this
approach to explain photoemission under electric field.
They observed that for the cases of medium and high fields,
the square law is followed. However, the threshold energy
(effective work function) differs in both c a s e s ^ ^  .
Whereas the medium field gave a value of 405 KJ/mol, for the
high field the work function was found to be 67 KJ/mol.
This latter value is quite small and it is a consequence of
the increased tunneling contribution due to the high field.
In the case where the field changed and the light energy was
2constant, the plot of I vs. V was observed not to followP
the "square law."^2^ ’3^  Matthews and Khan explained this 
observation^3^  by considering that the field changes both 
barrier height and width and one passes from a region of 
negligible to non-negligible tunneling.
Photoemission from metals into vacuum under applied 
electrical field resembles the electrochemical situation
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better than the simple Fowler’s law does. However, as it 
will be seen later in this review, tunneling processes have 
not always been used to explain photoinjection from metals 
into electrolytes. In fact, one of the most accepted theory 
is - the "five halves" rate law- does not take into account 
tunneling effects.
B. Photoelectric Effect in Metal-Electrolyte Systems.
T 321In 1839, Becquerel detected electric currents when 
one of two immersed electrodes in dilute acid solutions was 
illuminated. This phenomenon was later termed the 
"Becquerel effect." Since then, much research has been 
devoted to the study of this process.
This section will review the photoemission of electrons 
into an electrolyte. Systems whose photocurrents are 
produced as a result of the absorption of light by the 
solution leading to homogeneous photochemical reactions and 
those in which the metal is covered with an oxide film will 
not be covered in this chapter. Such systems are reviewed
r  *3 ' 3 — *3 ielsewhere in the literature . Some aspects of the
theory will be similar to those for the photoelectric effect 
in vacuum with the complication that the surrounding 
environment is a condensed media.
A great many theories have been developed since 
Becquerel discovered photocurrents at electrodes in liquid 
media. To cover all of them is beyond the scope of this 
review; however, some of the most important contributions
Pq/ Q ry I
will be mentioned. Berg and colleagues studied the
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action of light on the dropping mercury electrode using
conventional polarographic techniques. They concluded that
the photocurrents were due mainly to the absorption of light
by a metal - an increase in the energy of electrons inside
the metal improved the possibility for the electrode
reactions to proceed on such a "hot” electrode. Heyrovsky 
T38 391and co-workers explained the photoeffect by the
decomposition of a surface charge transfer complex formed
between the electrode metal and the solvent, or a species in
solution, under the effect of light. The chemical bond in
such a complex may be polarized differently, depending on
the electron donor or electron acceptor nature of the
adsorbate. Upon light absorption by the metal, this bond is
ruptured, and the bond electrons migrate to the electrode
(anodic photocurrent) or to the adsorbed molecule which
leaves the electrode surface (cathodic photocurrent).
In 1963, Barker and G a r d n e r ^ ^  began their series of
papers in which they succeeded in demonstrating the
photoemission of electrons into solutions and pointing out
the range of applicability of these concepts. They
postulated that solvated electrons may be an intermediate
r/1 lproduct of the process and they proved this by using
well known homogeneous electron scavengers such as NgO, NO^, 
NC^, and H+ . They also published work in which organic
r / 2 ]compounds were used as radical scavengers ^ , i.e., ethanol
and methanol. With this type of scavengers, they proved the 
NgO reduction mechanism with solvated electrons, since the
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alcohols , especially ethanol, react with 0H° radical, and as
a consequence a decrease of the N^O currents was observed.
r/21Barker and co-workers ^ demonstrated that the 
photocurrents were proportional to the square root of the 
concentration of the scavenger. Finally, they proposed the 
following mechanism for photoemission into electrolytes: (a) 
transition of electrons through the interface after 
absorption of a light quantum, (b) thermalization and 
solvation of emitted electrons, leading to a reduction in 
their initial energy to the level of thermal kinetic energy, 
and subsequent formation of solvated electrons, and (c) 
reaction of the solvated electrons with the scavenger (i.e.
^ 0 ,  NO^, H+ , C>2 , or CO2 ). If no scavenger is present, then 
the solvated electrons return to the electrode at a very 
rapid rate, and thus the stationary photocurrent in the 
system will be zero.
This scheme, proposed by Barker, is still used; in 
fact, the so-called "5/2 rate law," which will be developed 
in detail below, is based on Barker's mechanism. In the 
late 1960's, Brodskii and Gurevich developed a general 
approach for describing photoemission phenomenon, including 
photoemission at the metal/electrolyte junction (5/2 rate 
law).
1. Brodskii-Gurevich Quantum Mechanical Treatment: 5/2
Power Law. Brodskii and Gurevich based their treatment upon
r/3 ]the threshold approach ^  . Around the threshold, two 
frequency ranges can be distinguished: near-threshold and
35
e x t r a - t h r e s h o l d . For the case of near-threshold region, 
which includes frequencies close to vQ , the main 
contribution comes from those electrons which can escape 
from the metal surface without experiencing other additional 
inelastic interactions. Electrons which are originated in 
this region and then become scattered cannot escape from the 
metal surface because the energy losses due to the 
interactions are greater than the energy carried by the 
photoelectron. The energy range in this region spans 
several electron volts. The contribution of the surface and 
bulk mechanism of photoexcitation in this region depends on 
the nature of the metal, its surface condition, the presence 
of bulk impurities and dislocations, etc.
On the other hand, the extra threshold frequency region 
is characterized by the majority of emitted electrons having 
undergone interactions in the bulk metal, unrelated directly 
to photoexcitation. In this region, secondary effects are 
common. In other words, some electrons gain energy due to 
the interactions with primary electrons. The laws of 
photoemission within the extra-threshold frequency region 
depend considerably on the actual properties of the given 
metal^41. gy comparing both regions, one may conclude that 
the near threshold region is better to study the photo­
emission laws, because the laws will depend only on the 
general properties of metals. Hence, in this region they 
may have more universal application. Physically, the 
description of a unique threshold means that the kinetic
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energy of emitted electrons is lower than the energy 
parameters characterizing the internal structure of the 
emitting metal. In conclusion, the near-threshold region is 
better for studying boundary processes but not for studying 
electronic p r o p e r t i e s . it should be pointed out that it 
helps if the applied potential is in the near-threshold 
region for electrochemical s y s t e m s ^ ^ .
Assuming that the investigation of electrochemical 
systems will be carried out in the near-threshold region 
(visible and near-ultraviolet), then the "5/2 power law" can 
be developed. Let the surface of a metal be a half space x 
<0 which is irradiated by monochromatic light of frequency 
v. If the applied energy is greater than the work function, 
$>, of the electron escaping the surface of metal, one can 
say that photoemission can take place. From this, it can be 
concluded that the photoelectric threshold is by definition, 
hvQ =$ . In order to fully develop this treatment, the 
following assumptions should be c o n s i d e r e d :
1) The photocurrent should be sufficiently small so 
that the thermodynamic equilibrium within the solid remains 
undisturbed.
2) The effect of the magnetic field of the incident 
wave on the behavior of electrons can be neglected.
3) The field of the external electromagnetic wave is 
regarded to be sufficiently small that;
a) Its strength can be neglected in comparison with 
that of interatomic fields.
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b) Its effect on the energy levels of emitted 
electrons outside the emitter can also be neglected.
4.) Assuming the absence of macroscopic inhomogeneities 
on the surface of the metal, the general expression for
crystal momentum components directed parallel to the 
surface; A denotes the interaction due to the presence of an 
external field; u is the chemical potential of the electron 
in the metal, T is the absolute temperature, and K is the 
Boltzmann constant. The function j(E, , A) denotes the
partial flux of emitted electrons, which upon multiplica­
tion by e_ gives the absolute value of the partial electric 
photocurrent corresponding to the initial values of E and 
P ^  for the original electrons. The second factor within 
the integral describes the Fermi distribution of the initial 
electrons inside the metal. The third factor P(E, P̂ -j) is 
the probability density function of initial states, which 
usually cannot be defined.
T A3 1The integration range ^ in equation (2-68), i.e., the 
range of allowed E and P ^  values, is determined by the laws 
of energy and momentum conservation:
T A31photoemission current density is given by ^
-------- !--------  PCEjP^ JdEdP.. (2-68)
exp[(E-u)/KT]+1
Here E and P.,. = { P , P } are varying values of energy and ~ M y z
E + nhv= — (P2 + P.. ) 
2m ~ 1 1 (2-69)
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in which n is the number of absorbed quanta of frequency v , 
m is the effective mass corresponding to the motion of the 
emitted electrons in the medium outside the metal, and p is 
the xth momentum component for the emitted electron far from 
the boundary; this expression is based on the assumption 
that energy losses of photoexcited electrons are negligible 
within the metal. Equation (2-69) takes into account the 
fact that the tangential momentum components are conserved 
when the electron crosses the boundary.
2 iFrom equation (2-69), the relation p= [2m(E+nhv)-P^] 
is obtained. Only values of E and which will not give
negative radicand are allowed. Thus, the integration of 
equation (2-68) should be carried out over Ei and P ^  values 
which obey the condition:
Hence, the main task is to calculate J(E,P^,A). This is 
accomplished by using the threshold model and the quantum
where is the time independent wave function of the 
electron in its final state far from the emitter surface, T^ 
is the complex conjugate function to 4* The function Jx 
can be found if the solution of the corresponding 
Schrodinger equation is available; moreover, the solution 
outside the metal depends on the solution inside metal, this
2m (Ei + nhv) - £ ^ > 0 (2-70)
mechanical operator
, 3¥*_ ™ 31
f 3 x f 3x (2-71)
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relation of solutions can be done through conditions at the 
boundary. This will be covered later in the development of 
this treatment. However, for establishing the main laws of 
the electronic emission phenomena there is no need to 
calculate ^[4*^] completely and it is enough to know the 
explicit dependence on the momentum (x-component) of the 
emitted electron, and the functional dependence of J on 
external fields.
Let us consider a region removed far enough from the 
metal surface, i.e. x > 6  (See p.57) where electrons move in 
the field of the one-dimensional averaged potential u(x).
In this region, the function obeys the following 
equation:
momentum components of the emitted electron in the metal and 
lie in the plane (x,y). These are also called tangential
electron crosses the boundary. Based on such conservation
where E^ = Ei + hv and u(x) > 0 as x  > 00
Equation (1-72) can be written in the form of
(2-73)
2 2 and p = 2m(Ei + hv) - ^ r e c a l l i n g  that p is the value of
the x-component of the emitted electron far from the
surface. The term P-j ̂ ={ Pz , Py}> (which represents the
(quasi-momentum) components and are conserved when the
AO
of the tangential momentum, the function Tx should be
proportional to exp (ipx) as x > 00 . Hence, ¥<(x,y,z) =
exp[i(P^ .r^ ) ] 4*(x); r ^  ={z,y}. The function should
only depend on ffxlas defined by equation (2-73).
From the physical formulation of the problem, the
desired solution should describe an electron spreading from
the emitter s u r f a c e ^ ^ .  Due to the presence of the
electrolyte solution, the unknown wave function is
attenuated as x >°°. But if the wavelength of the emitted
electron A = h/p < attenuation distance, the quantum
mechanical description of the photoemission process can be
executed in the same way as having no attenuation. This is
the same as for the case of the metal/vacuum interface.
T A3 1Therefore, it will be assumed ^ that for the region x >8 ,
Tx = Z(p)f(x,p), where Z(p) is independent of x and f(x,p) in 
the solution for equation (2-73) normalized by the condition 
Jx[f]=p/m; Jx [ ~ Jx [ Tx] ; tx =:exp(ipx) . This leads to the 
result ̂ 9],
J[exp(ipx) ]=—Re [ T* (—  —  4* ) ] = ^  (2-7A)
m i 9x m
Recall also the fact that f(x,p) = exp(ipx/h)= due to 
reasons already presented for equation (2-73). Another 
expression for Jx can be obtained in function of Z(p) and is 
found as follows:
a ) 7X = Z(p)f(x,p)
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b) J v ['ilY ] = Jv[Z(p)f(x,p)], since Z(p) is not aA X A
function of x then the current operator will only 
affect f(x,p)
c) Jx [Z(p)f(x,p)] = l R e [ ¥ * ( ^ «  =
= ™Re [Z(p)f(x,p)3*(ja|z(p)f(x,p)) =
= ^Re{ | Z (p) |2 f (x,p)*(j9|-f (x,p)}=
= IM e JI He[f(x,p)*(i9| f U , p))] = flZ(p)!2
Therefore,
= P/m|Z(p)|2 (2-75)
This can be summarized by stating that the photoemission 
current calculation consists in determining the squared 
modulus of Z(p) which is a function of the final momentum of 
the emitted electron, the light frequency, and a function of 
potential u(x).
If 6 is considered to be quite small, then the coupling 
of solution ¥ (x) of equation (2-73) at the boundary with 
the wave function at x< 5 can be solved by using the value of 
¥(x) at x = 0 instead of at x = 6 . In order to be able to 
proceed qualitatively, the solution x in the neighborhood 
of x =6 will be e x p a n d e d using Taylor's series in 
the form
.2 ,
Y(o) = Y(6) - f£ 1 9 y
x=6 x — 3
where point x=gis contained within [0 ,6]. In order to
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i 2 I 2consider I 4* (o) t as a good approximation for|4'(6)| , the
relation | 4*(6) - 4*(o) /J’i'Co)| < 1 should hold, and obviously 
this means that the values of|l'(6)|are very close tol4*(o)l. 
By assuming that the total potential u(x) drops 
exponentially (or faster) within a distance of the order 6 ,
same reasoning can be applied to the case of the expanded 
wavefunction, namely, T(o ). Considering just f , the 
proportionality stated above (i.e. 4*0 exp(i/hpx)) indicates 
that at x =6 one should obtain a factor (pfi/h) < 1. This
In 4* is taken here, because the main interest lies in the 
momentum which is the proportionality factor. This latter
transition region, 6 , should be smaller than the de Broglie 
wavelength ( X =  h/p).
All these conditions of the theory support the choice 
that the photoemission can be derived from the final wave 
function a t x , ^  If all of the above assumptions are 
satisfied, then the case where x<0 (inside the metal) can be 
considered.
Now the energy of the escaping electron is given by 
[(E^.+ (-Vjij)], where Vĵ  is the interaction term which is large 
inside the metal. Also, inside the metal, over a 
sufficiently wide energy range AE.^, the change of E^ is much
( * ^as stated earlier, 4'(x)ae P when x>6 and x > 00 . This
may be proven by conside r i n g ^ ^
dln4'
condition has physical interpretation -the thickness of the
less than 1 [ .  Therefore, if no separate energy levels 
exist in the metal (bulk or surface) within the considered 
variation of E^, the solution T ̂  in the internal region 
should remain constant for small changes of E^ when compared 
to VM .
To conclude, the quantity ^  is approximately 
independent of E^ in the threshold energy range, AE^, and is 
equal to the value of | ̂  | corresponding to E^.=0; this also 
implies that is independent of E^ at x=0 ; therefore, 
14'̂ Ix=q*= € .The term £ is a constant and depends on the 
properties of the metal but is independent of the energy 
characteristic of the electron outside the metal. It should 
be noted that the threshold approach is valid if the 
inequality AE^/Ef<<1 , where Ej, is the kinetic energy of an 
electron on the Fermi surface of the metal.
Going back to the expression 4'x; = Z(p)f(p,x), it is 
known that any solution for equation (2-73) may be presented 
in the form of a superposition of two linearly 
independent >4-6] solutions, and 0 which are 
determined by the boundary condition on the surface at x=0 ; 
therefore
fx = Z(p)f(p,x) = R0^(x,p) + Q ©2 (x ,p ) (2-77)
where R and Q are coefficients independent of x. For 
equation of the type (2-73), which has no first derivative, 
it can be assumed that one of the solutions, say 0 ^, equals 
zero at x=0. Then, writing the Wronskian, ¥, for both sides
of equation (2-77) the following is obtained
z(p)w(e1,r) = QW(e1(e2) or z(p) = (2-78)
where Wfe, ,02)=©1 |f* + 02
Wronskians for equations such as (2-73) are known to be
independent of x ; hence, W t G ^ O g )  and ¥(0^,f) may be
calculated at any point, for example x=0 or x=°°.
If the conditions (dlnf/dxjfi<< 1 and (AE^/Ep)<< 1 are
r / 9 ]satisfied, then at x=0 we have the equality ^
Q©2 (o,p) = A ; A = constant (2-79)
Here A is a constant which is independent of p and u(x) and 
is determined only by the properties of emitting surface.
By combining equations (2-72), (2-78) and (2-79), the 
partial emission current density is obtained in a general 
form,
J = ? U I 2 (2-80)m lA| S ( o , p m e ,  ,f)
By using the condition 0^(o,p)=O,
J = ElAl2 1.901 /3x lx=0 P I A
,2
OX IA-U _ f “ I f0 H1 \
W T ^  ,f) m |f (o,p)|2 (2_81 }
Equation (2-81), which depends only on the potential u(x) 
outside the metal, allows J to be calculated.
The following step is actually a derivation of the "5/2 
power law." For the case of photoemission into electrolyte,
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it is considered that the total potential drop in the system 
occurs virtually over the compact part of the double layer 
of thickness d, but d < 6 , so the entire double layer lies 
within the range 0 < x < 6. Outside this region, u(x)=0, 
since in this case as opposed to the case of vacuum 
emission, image forces are effectively screened. Although 
the quantum mechanical explanation of the screening effect 
is quite complicated, because this is a case of the many 
body problem, a qualitative description can be given. Based 
upon the time-independent Schroedinger equation, the 
electron is described as a monochromatic wave function; 
hence this leads to a stationary probability flux in the 
direction x+co . Therefore, after the transition period 
corresponding to the beginning of the experiment, photo­
emission should not be accompanied by spatial variations of 
the charge-density distribution. Correspondingly, ions 
present in the electrolyte should re-distribute so as to 
screen the emitted charge.
By considering u(x )=ofor x>6 , the Schrodinger 
equation can be reduced to the form
and, as explained above, T x can be approximated to f(x,p). 
This means that equation (2-82) can be written in the form:






The solution for equation (2-83) from results already stated 
above is f(x,p) = exp{ipx/h}.
Returning to equation (2-68), the total photoemission 
current density can be found by substituting the expression 
for Jx (E^,P^,v ) into (2-68), and integrating over the 
initial states of the electrons in the metal, as expressed 
by equation (2-70). The upper limit of integration over the 
energy range equals co, and the lower hv. In addition, the 
values of P (E^, p ^) is considered to be constant and equal 
to the PD which is defined as PQ ep(Ei, P^-|)|E=y p =q* This 
is because it can be assumed that the Fermi surface of the 
metal contains the point P^=0. Furthermore, the current Jx 
depends on the combination of Ê . and P-j-| > which appears in
2the expression for p. The value of p depends on = |P-|-||*
pFrom equation (2-70) and setting E^ = (p /2m) = E, we can
T 47 ]integrate over E^ ,
OO ♦ e (M+hv-E)/KT]dEI = 2Hep mKT | Jv (*'*?niE) ln[1p O J *■p (2-8/)
[471Then by using equation (1-81) and integrating by parts ^
where
2
a = (hv + E + v)/KT; A = -41? K em
° (21fh) °
which is the Sommerfeld constant; E^ is the Fermi energy of
the metal;5 is a dimensionless function which characterizes 
the metal and describes the deviation of the actual 
statistical behavior of electrons in it from that of an 
ideal Fermi gas (for the latter £ = 1); 3 =  [ h (v - v 0 ) ]/KT.
The last integral in equation (2-85) can be expressed as an
Expression (2-86) will determine the fundamental 
regularities governing photoemission in the near threshold 
frequency region.
B(3) can be described approximately by the
These two expressions apply with less than 1% error. For T-
— >0 and 13/--->°°, equations (2-85), (2-87), and (2-88)
yield,
It follows from equations (2-89) that V q is indeed, in 






B(B) = 1.33ep , for | 3 | »  1, 3< 0
5,
B(e) = 2 | 2(1+51I2/882 ), a t g »  1
(2-87)
I
P 1  A  Aoq A |2k 2EF (hv- hvQ ), for v> vq
15
0 ... for v < v o (2- 89a) 
(2-89b)
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It should be pointed out that at T>0 the photocurrent
can be observed for v<v . The current comes from thoseo
electrons inside the metal which become thermally excited to 
energy levels greater than the Fermi level This effect
is often called "thermal tail," which decreases rapidly as 
the frequency vQ increases. When the condition (v - v ) >>
KT occurs equation (2-89) will give the photoemission 
currents which were derived for T=0. This means that the 
threshold frequency, v0 , can be determined by extrapolation 
to 1=0 in experiments carried out at T=0.
From vacuum studies and from what has been described so 
far, photoemission into vacuum and into an electrolyte are 
given respectively by the following integrals ;
OO
f (8) = In { jln(1 + e da)dot } (2-52) and
(2-58) -°°
and OO
b(0) = In | a /2(1 + e “3)"1da (2-90)
The next step of this treatment is to consider the effect of 
the electrode potential <l> on Ip for the case of concentrated 
electrolyte solutions.
First of all, the externally applied potential 
difference <t> in the metal/electolyte system results in a 
change of the energy level of the emitted electron; this 
energy change is given by etf> , and this occurs in the 
solution outside the double layer. Namely, the work 
function, $ , should change according t o ^ ^ :
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*m/e <♦> = V s (o) + e* (2" 91)
in which ^ m/s (°) is "the work function of the electron
transferred from the metal into the solution at an arbitrary
zero potential of the electrode, and $ / (<J>> is the workm/ s
function at the potential, 0 . The expression (2-91) can be 
written in terms of frequency as follows:
hVQ (0) = hVQ (o) + e0 (2-92)
Here, v q is the photoelectric threshold at 0 = 0 .  The
choice of zero potential is arbitrary.
All this leads to the conclusion that the photoelectric
threshold varies with applied potential, 0 . Hence, the
photoemission current, Ip, depends on the sum (hv - hvQ -
e0), indicating that the photocurrent will vary
considerably as 0 changes, even for fixed v . Inserting the
above sum into the expression (2-89b) will lead to an extra-
r /3 i n ithreshold frequency range called the ”5/2 power law,"
I = A(hv - hvQ (o) - e0)5/2 (2-93)
Basically, the "5/2 power law" could be considered as a 
special case of the electrode/vacuum system; in fact, the 
major difference between the vacuum and electrolyte as 
external media in these theories lies in having or otherwise 
image forces to affect the photoelectron.
As described in the development of the "5/2 power law," 
image forces are n e g l e c t e d . Qn .^e Q-thej. hand, in the 
vacuum case such forces are taken into account. Following
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the treatment of Brodskii, the "square law" can be obtained. 
Lets consider that u(x) is not zero for the case of the 
electrode/vacuum interphase, but u(x) = -e /4eX, where e is 
the dielectric constant of the external medium. For the 
vacuum case, e =  1. If this potential is now inserted into 
the Schrodinger equation, the following is obtained,
f~~2+ p2/h2 + H X >P) = 0 (2-94-)2h ex'
Equation (1-94) coincides with the well known equation 
describing the motion of a charge with zero orbital momentum 
in a Coulombic field where solution is of the f o r m ^ ^ ,
f(x,p) = Yo + i Fo (2-95)
The solution of equation (2-94)> which goes to zero at x=0, 




Fo (px./h,n) =< x >0




n =  (-om/hp), « =  si, co = [ p Y n _ 1f’r\) = are r(1 +in)
Another linearly independent solution of equation (2- 
94) exhibits the asymptotic behavior.
cosf-SP- n m ( ^ )  + n ) (2-97)
x->-oolh h °J
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Since the value at x=0 is not needed, the following 
expression is obtained for the function,
f (x ,p ) = exp[a|—  - n In(—■—— )̂ + nq J j (2-98)
In order to obtain J it is convenient to use equation
(2-81). Calculating W( 0^, f), for x >°°, the value which
is obtained for the Wronskian coincides with that calculated
earlier for the case u(x) = 0. Determining further the 
8 0 Iderivative t— H  with the aid of equations (2-96), the result 
°x lx=o
found is,
L(i  -  e x p ( - f L ) ] _ 1 Ui ̂ J
B > - | a | 2 , p< p0
J = Ik | 
m
m
^ I a I2 ; P>Pa (2-99)m
owhere p a = He m/(2eh). The energy of the emitted electron
pcorresponding t o p  equals E a = p a /2m, and numerically isOt
given by
Eo = (2-100)
where m is the electron rest mass and Eft is the o u
characteristic energy of the external medium.
From substituting equation (2-99) into equation (2-84.) , 
the following expression is found,
F
ln(1+exp(B-y)dy (2-101)
2 2where Aq is the Sommerfeld constant, 120.4.A/cm .deg , E^ is 
the Fermi energy level of the metal, 5 is the constant which 
characterizes the metal and describes the deviation of the 
actual statistical behavior of electrons in the metal from 
that of an ideal Fermi g a s ^ ^  (for the latter 5 = 1). The 
remaining quantities are 6 = (h (v - vq ))/KT, y = E/KT.
If the photoemission into vacuum is now considered,
—2then the value of (m/mo)e~ should have a relatively large 
value, such that Eft > E_. In the threshold frequency range,
, i"Y<<1, and the quantity exp (-p/yyj) in equation (2-101) can 
be neglected since it is much smaller than unity. Hence, 
equation (2-101) can be simplified to the form,
I = A T2a_fln(1 + eU )dU (2-102)
where U = 3 -y and aF = £| a |2 |e /Ejj.
Equation (2-102) coincides with equation (2-58) which 
is from Fowler's theory. The advantage of this derivation 
over Fowler's is that the basic postulation is to consider J 
constant.
Brodskii-Gurevich theory for the case of the metal/ 
electrolyte interphase has been tested by many scientists. 
Pleskov and R o t e n b e r g ^ ^  studied regularities of photo­
emission from metals into electrolyte and they found that 
the ''5/2 power law" gave better results than Fowler's law. 
They also demonstrated the effect of the electrolyte
concentration on the photocurrent, when they observed that
by increasing concentration, the photocurrent decreases.
This effect was attributed mainly to changes of the double
layer structure, but also it may be associated with bulk
effects like the reactions of solvated electrons in
solution. The same russian group has produced a great deal
of work on the effect of adsorption on the "5/2 power 
T 51-531law." They observed a decrease in photocurrent due
to adsorption of halides on the electrode and a greater
effect was observed when high concentration of tetra-
butylammonium cation was used; in fact, the electrode
T 521surface becomes screened . These adsorption effects are
mainly explained by variations of the outer Helmholtz plane
for dilute solutions and by the screening effect for
r 5 / Iconcentrated solutions. DeLevie and Kreuser measured
the photocurrent at a mercury electrode illuminated by 
modulated light using ^ 0  as electron scavenger. They 
compared Fowler's law, the 5/2 power law, and the 
logarithmic form and concluded that the "5/2 power law" gave 
a better fit of the experimental data. However, a recent
r 551work published by Lange and co-workers reported an
improved analysis of the power law in photoemission from 
metals into electrolytes and because they could not get 
"5/2" as the best fit for the data, they concluded that the 
"5/2 power law" should be employed with great caution. They 
observed that the power was substantially dependent on the 
crystallographic orientation of the metal.
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Most of the data discussed above are for aqueous media. 
However, some work in non-aqueous systems has been done.
r * 5 6 1Richardson and co-workers characterized photoemission
currents at a mercury electrode using DMF as solvent and ^ 0
or anthraquinone as scavengers. They used the "5/2 power
law" to obtain thresholds for photoemission; however, they
did not attempt to study if this power law was the best one
[ 57]for the system used. Zolotovitskii and co-workers used
methanol, ethanol and DMF as solvents with 0.1N NaF, LiClO^
and H2S0^ as the inert supporting electrolytes and several
elements as photoelectrodes. They determined the work
function of several metals by using the "5/2 power law."r c g  iHowever, later work done by Damvelyan and co-workers
showed that the Zolotovitskii results should be taken with
caution because, according to their results, C^H^Cl, C^H^Br,
and ^ 0  in DMF solution gives a "fourth order power law"
instead of "5/2". This deviation was attributed to the fact
that they considered the mean distance x0, which is a
function of the maximum energy of the emitted electron, ¥, 
r 59]¥ = hv-hv -em . If it is assumed as a first o
approximation that xj-¥m , the dependence of I on 0 (applied 
voltage) should be sought in the form
I ~ (hv - hv - e4>)n (2-103)X*
where n= 5/2 + m
Although the "5/2 power law" has been extensively 
applied to characterize the metal/electrolyte system, many
scientists consider that the theoretical assumptions
r  L'b—Li iin the derivation by Brodskii, Gurevich and Levich ^ ^
are rather questionable. Especially the condition that the 
image forces acting on the outgoing electron are fully 
screened by the solvent. The relaxation times of the 
dipoles or the ions in aqueous solution are much too long 
for such s c r e e n i n g ^ ^  to occur during the short time of the 
emission process and the image forces can only be reduced 
during this period by the optical polarizability of the 
solvent. Brodskii’s model does not involve a factor that 
takes into account the distribution law for the solvent 
acceptor states. His model does not give dark currents and 
does not take into account the interaction of photons with 
the metal and, finally, scattering processes in the metal 
are neglected.
2. B-K-U Theory. Bockris, Khan and Uosaki ^
developed a theory, where the photoemission of an electron 
from the metal to an acceptor state in the electrolyte 
across the potential energy barrier at the metal/solution 
interface is taken to be the rate determining step. This
r 26 611theory has been well outlined elsewhere ’ so only the 
major results from this theory will be presented in this 
review. The B-K-U (Bockris, Khan and Uosaki) theory
r 261considered the following aspects :
a) The potential energy barrier for the electron at
the interface where image forces are involved.
b) The number of photoexcited electrons in the metal
electrode that reach the surface after taking into 
account electron-electron and electron-phonon 
interaction.
c) The availability of acceptor states in solution.
d) The number of photoelectrons per unit area of
electrode surface that tunnel through or go over 
the potential barrier at the interface.
The mathematical development of this theory is quite
long and difficult, therefore, only the final result will be 
given. The expressions for I are summarized in figure 3
r?6 iand can be written in three parts for the three regions
of the barrier, i.e., (2—104)
I =£0—  -A(f[Eexp(-F— o^-^x^+1 ■'-1 .ln[1+exp(EF+hu-e 0-Ex/KT) ]
P CT hv TT KT
PT (Ex)G(Ex )dEx+
P„(E )dE + [[expCE^-e & -E /KT)+1 ] "* • ln[ 1+exp(^F x)]dET ' x ' x t t J ^ F o x  v-T *
mIn these expressions and Crp are respectively the total 
number of acceptors per unit area of the outer Helmholtz 
plane (OHP) and the total number of sites per unit area of 
OHP; P^(EX ) is the W-K-B tunneling probability for an 
electron across the potential barrier of height Um and width 
1; G(EX ) represents the population of vibrational-rotational 
states of the acceptor in solution at different energies Ex. 
Ex is the energy of the photoelectron corresponding to the x 
component of velocity of an electron. Q is a normalization 
factor which comes from calculating the number of photo-
r 1excited electrons arriving at the surface of the metal
f[exp(-F— o^— ^x^+1 1 vln[1 +exp(-F+hV~-o —̂
Jk KT KT
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Interface.
A ’ = (I (1-R.„)a KT)/4“ , where R,» is the reflectiono '  f p s I
coefficient of the metal for a photon of frequency v , a isP
the absorption coefficient of the metal and a is equal to 
— 1(L )~ where L represents the electron-electron or the s s
electron-phonon scattering length. The first integral of 
equation (2-104-) gives the contribution of the photocurrent 
from photoelectrons which tunnel through the barrier. The 
second integral of equation (2-104) gives the contribution 
to the photocurrent from photoelectrons that tunnel through 
the barrier but are above Eg and, hence, go to the bulk
r 621solvent states , Eg is the ground state energy of the 
acceptor. The major contribution for photon energies
greater than 3.0 eV and less than about 10.0 eV comes from
such electrons. In this region hydrated electrons are 
formed. The third integral gives the contribution to the
photocurrent from the electrons which can go over the
barrier.
Computed photocurrents were obtained from equation
(2-104)^^’^”̂ .  These computed photocurrents were plotted 
2/5as (Ip) against electrode potential for different 
incident light energies hv. The results obtained agree with 
the experimental results ^  .
The photoelectric effect has not only been studied on 
metal electrodes but applied to the case of semiconductors 
as electrodes. The next step of this review is to cover the 
main theories that try to explain the photoelectric 
phenomena in semiconductors. The scheme to be followed will
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be similar to that for metals, namely, firstly the 
semiconductor/vacuum interphase models will be discussed 
followed by the semiconductor/electrolyte interfaces.
T 6 3 —C. Photoelectric Effects on Semiconductor Electrodes.
65]
The electronic properties of solids usually are 
described in terms of the band model . When the isolated 
atoms, which are characterized by filled and vacant 
orbitals, are assembled into a lattice, new molecular 
orbitals form. These orbitals are so closely spaced that 
they form essentially continuous bands; the filled bonding 
orbitals form the valence band and the vacant antibonding 
orbitals form the conduction band. These bands are 
separated by a forbidden region or band gap of energy Eg. 
Depending on the magnitude of the band gap energy, different 
types of conductors are obtained. For the case when the 
valence band and the conduction band overlap, the best 
conductor is obtained, i.e., metals. For larger values of 
Eg semiconductors and insulators are obtained. In general 
poorly conducting solids with band gap energies less than 
3 eV are considered to be semiconductors .
Semiconductors can be made conductive either by putting 
extra electrons into the conduction band or by removing 
electrons from the valence band. If the case where the 
electron goes to the conduction band is considered, then a 
hole is formed in the valence band. Mobile charge carriers 
can be generated by three different mechanisms : (i)
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thermal excitation, (ii) photoexcitation, and (iii) doping. 
If the band gap is sufficiently small, thermal excitation 
can promote an electron from the valence band to the 
conduction band.
In similar manner, an electron can be promoted from the 
valence band to the conduction band upon the absorption of a 
photon of light. A necessary condition is that the photon 
energy exceeds the band gap energy (hv>Eg ). The third 
mechanism is doping. Doping is the process of introducing 
new energy levels into the band gap. Doping can be effected 
by either disturbing the stoichiometry of the semiconductor 
or by substituting a foreign element into the semiconductor 
lattice. Two types of doping can be distinguished, n-type
r 6/1and p-type ^ . In n-type doping, occupied donor levels are 
created very near the conduction band edge, hence current is 
carried mainly by negative charge carriers. ' Likewise, p- 
type doping corresponds to the formation of empty acceptor 
levels near the valence band edge. The acceptor levels trap 
electrons from the valence band, creating positive charges 
as carriers. Un-doped semiconductors are referred to as 
intrinsic semiconductors.
Another important concept is the Fermi level. The 
Fermi l e v e l i s  the energy (Ep) at which, the probability 
of an energy level being occupied by an electron is 1/2 .
For an intrinsic semiconductor neither electrons nor 
unfilled levels exist near Ep. For a doped material, the 
location of Ep depends on the doping type. N-type has the
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Fermi level slightly below the conduction band. Conversely, 
for p-type materials, Ep lies just above the valence band 
(figure 4)* Ej, is often expressed in thermodynamic form so 
that the electronic properties of semiconductors can be
identified as the electrochemical potential of an electron
The absolute value of Ep depends on the choice made for the
reference state. Frequently this is taken as zero for a
free electron in vacuum, and Ep levels in metals and
semiconductors can be determined from measurements of work
functions or electron affinities.
1. Semiconductor/Vacuum Interfaces. Figure 5 will be
used to help illustrate some of the terms to be used in this
section. The vacuum level E is the energy at which anvac
electron would emerge from the semiconductor's surface and 
appear in the vacuum with practically zero kinetic
r 671energy . The energy separating the edge of the 
conduction band from the vacuum level is the electron 
affinity, X. The quantity $, which is the energy difference 
between the Fermi level and vacuum level is called the work 
function.
r 631correlated with those of solutions . This can be
D
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Figure II-5- Energy Diagram for the Semiconductor/ 
Vacuum Case.
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The equation (2-106) gives the minimum conceivable 
value for Ê ,. To determine the actual value of ET , the type 
optical transition must be taken into account.
r 6 8 1There are two types of interband transitions ,
direct and indirect ones (figure 6). Direct bulk
r 6 r  itransitions consist in the interaction of a single
electron having an initial energy E^ and a photon energy hv.
This results in the transition of the electron to the second 
band. Since the photon momentum (~hv/c, c is the light 
velocity) is negligibly small, the quasi-momentum of the 
electron in the crystal does not change; thus P^ = P^, where 
Pf = { Pj>x , P-|-|}is momentum of the photoexcited electron
in the conduction zone, and P. = { P. , P1->} is the initial1 ljX ,v I I
momentum of the electron in the valence band. In this case, 
every initial state at E^(P^) is associated with a final 
state at E^(P^) such that,
E„(P„) - E.(P.) = hv (2-107)i ~ i l ~i
Indirect transitions involve interactions with one or 
several phonons, as well as with trace impurities, 
vacancies, etc. In this case, P^ differs from P̂ .. The 
momentum is conserved via phonon interaction. A phonon is a 
quantum lattice vibration. The indirect transitions are 
less probable in high purity crystals than the direct ones.
The theory of photoelectric emission from semi­
conductors was basically developed by Kane^^J in 1962. The
system semiconductor/vacuum is more complicated than the
energy
-r E,-vacuum




metal/vacuum case. This is mainly because there is charge 
separation in semiconductors, at least, the separation is 
more pronounced than in the metal cases. Surfaces states 
play a very important role, and in many cases where 
potential is applied, the space-charge region has to be 
considered.
Kane's theory is divided in two categories: volume 
processes and surface processes, see Table I . By observing 
Table I , one can notice that this theory is very extensive 
and complicated. However, the primordial fact of this 
theory is that if the process follows a direct volume 
transition and the electron is unscattered as it moves 
toward the surface, then the photoelectric yield, Y, should 
follow the relation
Y = A(hv - ET )r (2-108)
where r is a constant that for this case is equal to 1. A 
is another constant. Erj, is the near threshold energy.
Since the "unity power law" has been observed 
experimentally , it will be developed in some detail.
The remainder of the power laws can be studied from the
. • n [69]original paper
The "unity power law" should produce the highest 
quantum yields near threshold but also it has the highest 
threshold energy. The threshold energy will consist of the 
energy to free the electron, the energy of the hole which is 
not at the valence band maximum, and the kinetic energy of
TABLE I
THRESHOLD ENERGIES AND ENERGY DEPENDENCE OF 
THE PHOTOELECTRIC YIELD FOR DIFFERENT 
EXCITATION AND SCATTERING PROCESS
Excitation from  Transition Scattering process Threshold E r r
BULK PROCESSES
. / —unscat tered —\  r  , _  _  ,
/ — indirect  — ; . . . -------- ) ------£ r  =  X +  Ec — E v i. . .  /  — scattered — '
\ a e n c e  an ^  ^ —unscattered Er >  / 4 -Ec — E* 1
,rect scattered E r >  X +  Ec — Ev 2
SURFACE PROCESSES 
Jdiffuse surface )
/ — ! scattering l —\  _ ’
valence band ~  ̂  Jspecularsurface] _ / ~ £ r  =  7 +  E '  ~  E * ~ N _ j
I scattering I
discrete localized surface] r  , r  c  t. . u I c ( Er = x + - t, 1
states below Er I
Er = Ec - Ercontinuous distribution) 
o f  surface states at E r I
surface-state b a n d ]  / —indirect E r  >  x  +  Ec — E r -
below E r I N—direct E r  >  /  +  Er -  E r 1
surface-state band] / —indirect —\  r  _  r  / —5
at E ,  J ^— direct ^  = X + E , -  E ,  - x _ .
the emitted electron tangential to the emitting surface 
which is required by conservation of tangential momentum. 
Since the surface will usually be normal to a symmetry
direction, the threshold may often occur at a point on the
symmetry axis such that no tangential energy would be 
required.
In order to start the mathematical development of this 
theory, several assumptions and conventions should be 
c o n s i dered^^ . The yield against energy dependences are 
based entirely on "density of state" considerations assuming 
that matrix elements do not vary rapidly near threshold.
The optical absorption varies slowly near threshold. Strict 
energy conservation is always assumed. Energy losses are 
treated on an "all or nothing" basis. This latter 
assumption is certainly not always adequate. Taylor
expansions to lowest non-vanishing order for functions of
the energy bands are always made about the threshold point. 
This approximation may go bad quickly when bands are close 
together in energy at the relevant k point: therefore, this 
approximation only applies for energies small compared to 
appropriate band separations.
Assume that a complete set of Bloch states exist inside 
the crystal and join smoothly through the image barrier to 
free electron states of equal energy and equal tangential 
vector. All calculations are made for a filled valence band 
and empty conduction band at T=0 with no "band bending."
r 711By using the "golden rule," , the rate of photon
absorption in a semiconductor in the one-electron
approximation is given by
T = 21 e2 2V 
c ’v h (me)2 (2f)3
where T is the transition probability between energyC • V
eigen states; subscripts c and v refer respectively to the 
conduction band and the valence band. It is assumed that 
all transitions are from valence band to conduction band. A 
is the vector potential of the light and V is the volume. A 
factor of 2 for spin is included, the integration goes over 
Brillouin zone (B.Z), and transitions are considered between 
pairs of bands with energy E^(k) where subscripts i can be c 
or v. E is the photon energy.
The condition for escape may be written
Both expressions are valid as long as scattering and 
energy loss in the volume and at the surface are neglected, 
k^ is the tangential vector which is conserved in the 
emission process but the normal k vector, kn , k ’ in solid 
and vacuum, respectively, is not. The energy zero is taken 
to be an electron at infinity in vacuo.
The positive group velocity condition (note equation 
2-110) assumes the vacuum is on the right of the solid.
— ^ > 0 where E (k) = —— ^-t— +— —n-̂- (2-110)akr, c ~ 2m
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The reflection by the image field barrier has been
[72]neglected because it has very small effect
The quantum yield, electrons per photon, denoted by Y, 
is then given by
(\ lA'Jc. v <!E>!2 6 (E0(k)-ET (k)-E)dk
y _ 1 C , V_________ ’___________________________________
(2-111)
f Y |A*P (k)|26(E (k)-E (k)-E)dkI L ~C,V ~ 1 C ~ V ~ ~J c , V
B.Z
where the prime denotes integration over those values of
satisfying condition (2-110).
Since the main interest is in the energy dependence
near threshold of the quantum yield, Y, in equation (2-113),
at threshold, Erp, it is assumed that the range of
integration of the numerator in (2-111) collapses to a
single point, or set of points equivalent by symmetry, k^.
It was stated above that the energy dependence of the
yield is based on "density states." However, the
calculation of the density states.in a three dimensional
r 73 1system is frequently a difficult task , requiring
[7/lsophisticated numerical methods . In this review, only
the simple cases to which analytical procedures can be
applied will be used. The density states can be formally 
[ 73 ]reduced to a surface integral by the replacement
d3k > (dSa/l^k* | ) da (2-112)
where (2-112) is the general form, dSa is an element of area 
of constant a (a may be i.e., frequency).
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By applying such replacement to the upper integral in 
(2-113),
f  i i r s cT _ ;C,V_________ _________________________________
1 ~ r (2-113)
I IA*P (k)6 [E (k)-E (k)]dkJ 1 " *c,v « C <v V ~ ~
B.Z
2As an approximation, | A ’Pc v (k)| does not vary strongly
’ [ 75 ]with angle on a surface of constant energy so it may be
taken outside the integral. For further simplification of
(2-113),
G (E) = [ — -------^ ------------- (2-11 A)
c>v J k[E (k,) - E (k,) c ~d' v'^d
Therefore,
I A * P (k)I2 G (E)
l / v  A / C , V  'v l c , v
Y = --- f, (2-115)
JI a •P (k)6[E (k)-E (k)]dkg 2 C , V ~ C "  V ~  ~
Expression (2-116) is called joint density of states, and 
equation (2-117) is valid as long as |A’Pc v (k)| is 
reasonably constant on a surface of constant energy.
Lets now consider the energy conservation relation,
E = E (k) - E (k) (2-116)C ** v /v
which defines an "optical energy" surface. The critical 
escape condition,
E (k) = h2k,/2m (2-117)c ^ o
defines an "escape” surface. At threshold these two 
surfaces are tangential at the point for an optical 
energy Ê ,. Let a be the common normal at k^ directed toward 
increasing optical energy. Let a, b, c be an orthonormal 
coordinate system in k space with origin k^. Equation (2- 
116) may now be expanded as long as k& , k^, k Q are small.
As stated above, all expansions are in the form of 
Taylor series. For this case,
if we expand at the origin which is k^, then basically the 
Maclaurin series is obtained,
(quadratic from of k)
The function, f(k), evaluated at k^ is the threshold energy, 
E^. By using (2-116), the following is obtained
Now, by means of the expanded version of f(k), the next 
expression is obtained,
f(k) = Ec (k) - Ey (k);
f(k) = f(kd ) + f ’(kd )k + f"(kd ).k2
f(k) = E (k) - E (k) = ET + k(E (k)-E (k) * k)+r*/ C ^ V /v X C 'v V -v
dk
f(k) = E = E (k) - E (k) = Em +|V„(E (k)-E(k)| ’k + c v ~ i 1 c ^ 'd
(quadratic forms of k) 
from which,
k =_ (E-Et ) - (quadratic form of k)
V, (E (k) - E (k) k e ~ v ~
(2-118)
Assuming that the quadratic form does not contribute to ̂  




dk = 1 d(E-ET )
VE)i.„(E (k)-E (k) K c ~ v ~ d(E-Em)
(e -e t )
V (e (k) - E (k))
Y = Y(E - Et )
Y =
g A.P (k,)c,vv d ;
VK<Ec(̂ - Ev(^>| |r?c,v<!s) |̂ <E0(^-Ev(i)-E)dk
Ld B.Z
(2-119)
(2 -1 2 0)
(2 - 1 2 1 )
where g is the number of points, equivalent by symmetry.
Expression (2-121) can be considered constant if the
absorption and Pcv(k) are slowly varying in the vicinity of
k^. Linear dependences of this sort has been observed by
Gobelli and A l l e n ^ ^  and S c h e e r ^ ^ .
Gobelli and Allen(76,78-80] stu(jied in depth Kane's
theory; they used Si and Ge crystals whose surfaces were
atomically clean and this was obtained by cleavage in high 
[81]vacuum
The observed spectra, and their dependence on sample 
doping, are interpreted as being due to the volume 
excitation process which is modified by space charge band 
bending effects. They also demonstrated the existence of a
r *7 A  ft  n  1minimum of two types of emission process ’ near 
threshold. Just above threshold, the yield followed an 
approximate cube law which is in agreement, within 
experimental accuracy, with the predicted "5/2 power law" 
for the volume indirect excitation process. At higher 
photon energy a linear dependence set in. This behavior can 
be expressed in the form of a sum to two processes ,
Y(hv) = Y 1 (hv -E^)3 + Y 2 (hv-E^) (2-122)
In general, it is expected that the spectral yield 
should rise from the indirect photoelectric threshold (cubic 
law) and the show an abrupt increase as the direct photo­
electric threshold is exceeded and this more efficient 
process dominates. 'I'.j and ^  i-n equation (2-122) are 
constants containing the light intensity and the absorption 
efficiencies for production of excited electrons with final 
states lying above the vacuum level.
To fit the data, the cubic term must drop out a few
jtenths of an electron volt above E,j, (direct transition
threshold energy). As stated before, a direct process must
take place in order to have "unity power law" and there must
be no scattering. To prove such direct and unscattered
T 791processes,a polarization experiment was performed , in
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which the direction of emission of electrons outside the 
surface was shown to depend on the direction of polarization 
of the incident light. Scattering would have destroyed the 
electronm "memory" of the excitation polarization.
The low efficiency component characterized by the 
threshold value, E)j,, corresponds to the uppermost filled 
electronic states of the semiconductor. In principle, 
filled surface states lying between the valence band edge 
and the Fermi level at the surface can yield photoelectrons. 
This fact raises the problem^*"^ that Ê , cannot be 
identified with W, which is the energy difference between an 
electron in the highest valence band state at the surface 
and vacuum level because the Ê , value exceeds W by the 
amount of kinetic energy, AEv (figure 7).
On the other hand, E^ must correspond either to W or to
a value between W and <t, where $ is the true work function
which marks the position of the filled surface states.
Nonetheless, E^ values have been considered by many
researchers to be equal to W as long as surface effects
(i.e., surface photoelectric effects) are not important. In 
T 821fact, Fischer concluded from his studies that surface
state photoemission can, in principle, be detected but only 
as a departure from the "cubic power law" in the photo­
emission tail.
At this point, it should be pointed out, that the 
experimental conditions are very important for the case of 




























a) Energy levels at the surface. t>) E vs. k Diagram.
Figure II-7- Photoemission Effect at Semiconductor/ 
Vacuum Case.
demonstrated, for example, that nitrogen or oxygen inter­
actions on the clean surfaces of cleaved crystals can 
produce drastic changes in the rate law and efficiencies of 
photoemission^^ . Therefore, a great deal of work in 
developing techniques for having "perfect" surfaces has been 
done. As will be seen later, surface conditions play a 
stronger role in the case of semiconductor/electrolyte 
photoemission studies.
Another fact which illustrates the importance of the 
semiconductor surface condition results from the experiments
r  831 r  8l  icarried out by Scheer and Williams . They placed an
extremely thin layer of a low-work function material 
(thickness << mean free path) on the surface of a semi­
conductor. Now the photoelectrons will be able to travers-e 
the surface material without much loss in energy and the 
lower work function of the new surface will reduce the 
threshold. By depositing a monolayer of cesium, whose work 
function is 1.9 eV, on the surface of a heavily doped p-GaAs 
crystal the work function can be lowered to less than 
1.5 eV. Since the GaAs energy gap is about 1 .A eV, the 
electron affinity becomes nearly zero and, therefore, the 
threshold for emission is approximately the energy gap of
r  8 31GaAs1 The presence of oxygen during cesiation seems to
depress further the work function, so that values of about
r 8A i0.7 eV have been obtained ^ . Based upon this type of
F Q r 1
system, negative electron affinity is obtained . This 
happens when the energy gap of a p-type semiconductor is
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larger than the surface work function. This effect also has 
been observed in-GaP (Eg=2.2 eV) surfaces treated with 
cesium. The cesiated surface of GaP has a work function of 
1.2 eV, leaving a negative electron affinity of 1.0 eV^®'^. 
Consequently, almost every photoelectron excited within the 
escape depth, even though it may just lie at the bottom of 
the conduction band, can escape.
r 861Spicer developed another procedure to determine the
quantum yield based on knowing the absorption a , 
reflectance and the mean free path 1 of the
semiconductor. Let radiation of intensity, Lq (u ) be 
incident on a semiconductor which is considered semi­
infinite to avoid the need to include interference effects.
The intensity of the radiation at some distance x in the 
semiconductor is
L(v,x) = Lo (v)[1-R(u)]e~a(u)x (2-123)
Let aa(u) be the efficiency for exciting an electron, where 
a is a constant. Then, the photocurrent generated at x 
within a slice dx is
dip = act (u )L( v,x)dx (2-124-)
and escape probability is
P „ ,  = B(v)e"x/d (2-125)fcJ O U
where B(v) is independent of x and d is the escape depth; 
both B and d depend on the energy of the electron.
Integrating the contributions of such slices from 0 to « ,
the emission current, Ip, is
OO
Ip = J aa BLo (1-R)exp[-(a+1/d)x]dx (2-126)
O
j = aaBL (1 —R ) 
p a +°1/d
(2-127)
Therefore, the quantum yield, Y, is
I. _ a aB 
L 0+1/d
(2-128)
where B, a and d depend on the photon energy. Equation (2- 
128) shows that Y will increase when the photon energy is so 
large that its penetration depth 1/a(u) is short compared to 
the escape depth. It also implies that Y will decrease when 
the escape depth becomes very short, as would result from 
electron-electron collisions. A similar expression to
r g n  i
equation (2-128) was obtained by James and Moll , except
that they used p-GaAs with a cesiated surface. In this
case, the bands are bent near the surface and the work
function is lowered sufficiently that the vacuum level is
below the bottom of the conduction band in the bulk of the
material. This, of course, produces an increase of the
quantum efficiency. Another major difference in their 
r gn "Iwork is that they developed the theory from a diffusion
model, namely the two minima diffusion model for photo­
emission near threshold. The reason for having two minima 
comes from the fact that for low photon energy, all 
photoexcitation will be to final states lower in energy than 
the X.j minima, and thermalization will occur into
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minima, cf. (a) in figure 8. For higher photon energies, 
shown as (b) in figure 8, some excitation will be to 
energies above 1.75 eV and some to energies below 1.75 eV.
An electron excited above 1.75 eV will rapidly scatter into
[* g g  1
X.j and thermalize there , owing to the higher density of 
states in and the value of the coupling coefficient for 
r, to X.j scattering. The fraction which is excited to 
energies greater than 1.75 eV will be defined as F . These 
electrons are assumed to travel only a very short distance 
through the crystal before thermalizing in X. The remaining 
fraction of excited electrons, Fp, are assumed to rapidly 
thermalize in the T minima.
The diffusion equations are,
'Dr + T^“ = x"^ + M 1 - R ) F ra e Xp(-ay ) (2-129)
-D* +|p- = ̂  + M 1 -R)Fx exp(-ay) (2-130)
Equations (2-129) and (2-130) are referred to as the T 
equation and the x equation, respectively, where y is the 
distance into the crystal. The first terms in these 
equations are the diffusion terms, and D is the diffusion 
coefficient. The second terms are the rates at which 
carriers are lost from each minima. Tpv is the
recombination time from the Y minima to the valence band (or 
to traps). “Sxr is the relaxation time for scattering from 
the X.j minima to the I\| minima. The value nx /T>xn is the 









Figure II-8. GaAs Band Structure Near the 
Energy Gap Showing Examples 
of Photoexcitation, Scattering 
and Thermalization in the 
and minima.
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incident light intensity, R is the reflectivity, and a is 
the optical absorption coefficient.
The assumptions made are there is no recombination from 
X directly to the valence band and the distance an electron 
travels through the crystal while thermalizing is short 
compared with (1/a) and the diffusion lengths.
Using the band bending region as a boundary condition, 
equations (2-129) and (2-130) can be solved for the current 
density flowing into the band-bending region, giving
Jx = [qL0 ('l-R)Fx]/0+'l/adx) (2-131)
and
I = laLpilzEll [ pp +  Fxk _ ---------  (2-132)
(1+1/aLp) aLx(Lp +Lx) (1+1/adx)
where the diffusion lengths are given by
dx = (Dx *&«•)* (2-133)
d = (Drtrv)^ (2-134)
Of that current flowing into the band bending region, a
certain fraction, given by the escape probability P, will be
emitted into the vacuum. P will be a function of both 
surface treatment and electron energy. Then, Y is given for 
each minima by
Y = — M x —  =  -x-x—  (2-135)
x qL (1-R) 1+1/adx
and
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y = — SlIe—  =  Sc  (2-136)
qL (1-R) 1+1/adr
Everything is known in these equations except the 
diffusion lengths dx and d and the escape probabilities PX 
and Pp . The x and T yields can be obtained experimentally 
from the energy-distribution curves. Px , dx and Pp, dp are
obtained from their respective yield curves.
F 871This theory seems to explain quite well the
processes occurring in the cesiated p-GaAs crystal. This 
approach is quite helpful from the fact that parameters such 
as electron diffusion lengths forT and X minima can be 
determined from the spectral shape of quantum yields as a 
function of temperature and carrier concentration for 
heavily doped p-type crystal. This parameter cannot be 
determined by Kane's theory.
2. Semiconductor/Electrolyte Interphase. There are 
many theories to explain the processes which occur in this 
type of interphase. In general, in the system semi­
conductor/electrolyte, two types of mechanisms for photo­
reaction exist. One is nonemissive and caused by internal 
photoeffects in the semiconductor. The other is the 
photoemission itself. The main difference between these 
processes is that the photoemission threshold exceeds the 
internal photoeffect by the value of electron affinity of 
the semiconductor, X. This difference will be explained in 
detail as the theories are developed.
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Internal photoeffects will not be developed in detail 
in this review, since this type of process is not the 
purpose of this literature review. However, as will be seen 
later, nonemission processes interfere experimentally with 
photoemission and some basics of this mechanism will be 
presented. There are many reviews which present non 
emissive theories in d e t a i l ].
Here, the general picture and determination of 
photocurrent in the simplest case will be covered. The 
approach to be used will be the one introduced by 
Gardner^®*^ and then treated rigorously by R e i s s ^ ^ .  Light 
with frequencies exceeding the threshold of the fundamental 
intrinsic absorption of a semiconductor most strongly 
affects the process at semiconductor electrodes. In this 
case the energy of an absorbed quantum of light is 
sufficient for photogeneration of an electron hole pair 
(internal thermal photoeffect).
This redistribution of charges due to the light affects 
almost all the interfacial processes. The photoelectro­
chemical reactions which can take place depend on several 
factors such as the diffusion length, d^, the relative 
magnitude of the depth of light penetration into a semi­
conductor, the carrier supply to the surface, and the space-
charge thickness, d . Depending on the radiations c
frequency,v , the penetration depth of light may vary within
r q/ iwide limits. Two limiting cases can be considered (a(v
))-"*>dsc and (a (v ) )“"* < (dsc+dp) in which a(v) is the
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absorption coefficient. If a depletion layer is formed near
the surface of an n-semiconductor, the holes generated by
light in the region x<d (figure 9) are transferred by thes c
electric field to the electrode surface, where they
participate in an electrochemical reaction with reactants in
the solution (similar processes occur if the semiconductor
is p-type, but here electrons are involved in the process).
If the holes (minority carriers) are formed in a region
where x>d , then the minority carriers are transferred viasc ’ J
diffusion. Since in their lifetime, tp, the holes cover a 
distance of the order d^, the holes can be generated even 
deeper (a(v ) >d +d ). When this occurs, the minority
S C  ]p
carriers recombine before they reach the surface, thereby 
producing no contribution to the photocurrent.
Photocurrent is defined as
^p ~ ̂ light - "'"dark
where I^ight an<* ^dark are currents which flow,
respectively, in a system under illumination and in
darkness. Before starting the quantitative part of the
theory, there are still some more qualitative aspects to
account for. The depletion layer width, d , depends on thes c
[89—911space-charge potential, <f> as follows ,s c
dsc = <2E° eS= | »a=| /eND>1/2 <2-137>
therefore any change in the electrode potential affects the 






Figure II-9. Photoelectrochemical Process 
at n-type Semiconductor•
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depletion layer width, d . This implies that in order tos c
have an efficient process the photogeneration region should
lie entirely within the depletion layer or space charge
region, so that any variation of its thickness due to
changes of potential will not interfere with the photo-
process. Thereby, to obtain this condition the fundamental 
— 1absorption a(v)“ should be less than the depletion layer
width, d . Also, as a consequence of this condition I ’ sc 7 ^ p
should not depend on the potential.
The simplest calculation, based on the above 
considerations, assumes that the photocurrent is due 
entirely to minority carriers (holes) and consists of two 
parts[90-9i],
Jp = + ( 2 - 1 3 S )
where I is the current caused by photogeneration of holes s c
in the space-charge or depletion region and 1^ is the
current due to holes generated outside this region in the
T89 90lsemiconductor bulk. Dark currents ’ are assumed to be
zero. Assuming that all the holes generated by light in the
space charge region are consumed in the surface reaction and
therefore contribute to the photocurrent, the following
expression for I is obtained^*"*’^ ^s c
dC sc
Igc = e] a L(o)exp(-ax)dx = eL(o) [1-exp(-adgc) ] (2-139)
where L(o) is the density of light flux L(x) at x=0. L(o) 
is related to the incident light flux Lq by
88
L(o) = L (1-R) o
in which R is the reflection coefficient of the boundary. 
In equation (2-14-1), the following relation has been taken
L(x) = L q [1-R] exp(-a(v)x) = L(o)exp(-a( v )x) (2-14-0)
Expression (2-140) means that L(x) decays exponentially into 
the sample bulk. The electron-hole production rate is 
a(v)L(x). To calculate the distribution of holes outside 
the depletion layer, diffusion theory has to be
with boundary conditions
a) P = P0 , for x +°o
b) p =0, for x = d s c
Condition (b) is true as long as the electrode reaction is
very fast and all the holes in the space-charge region are
consumed. PQ is the equilibrium concentration of holes and
electrons in the bulk of the semiconductor and p is the
concentration of holes in the valence band.
With these boundary conditions, the following
expression is obtained by calculating the diffusion current
of holes from the bulk into the depletion layer at x=d ,s c
into consideration
p £&! _ + a L(o) exp(-ax) = 0
3x %  p
(2-141)
IR = eL(o) -2-^P—  exp(-ad )




I = I + IR = eL(o) [1-exp(-ad ) ] + eL(o) ^ P -  e"adSC P se h sc 1+adp
= eL(o) fl + ™ ( - « d scI  | (2_U 3 )
1 1 + a dp J
Expression (2-14-5) shows that I depends on the 
radiation characteristics through a(v) and L(o), transport 
characteristics of minority carriers, dp, the concentration 
of majority carriers and the electrode potential through
d .sc
Additionally, from equation (2-143), if <*” >>d , I_sc p
is proportional to a(v) (d + dp) and hence it does not
depend on d . If a(v) <<d , I is equal to eL(o) which sc s c p
is the maximum possible value.
Butler and W i l s o n ^ ^  evaluated equation (2-143) 
using n-Ti02 and n-WO^ and monochromatic light hv > Eg, 
using the reaction
H20 + 2 h + -f 1/2 02 + 2H+ (2-144)
They report good agreement between the theory and the 
experimental data. Peter^®^ verified this theory in 
another way. The spectral distribution of the quantum 
yield, T = I_/eL(o) for a fixed value of <P was calculated,Xr SO
and by using the spectral distribution a('') which was 
determined by an independent method, he obtained good 
agreement between theoretical and experimental T vs.hu 
curves.
So far, the material covered has considered photo­
electrochemical processes which are based on the transition 
of light excited electrons into a localized state in the 
solution, namely at the energy levels associated with 
individual ionic or molecules. However, the phototransitions 
is also possible when the electrons pass into a different 
localized state in the solution; it is this type of photo-
r/2]transition that represents photoemission . The process
in the solution is basically the same as in the case of
photoemission for metal/electrolyte junctions. In this
process, the photoemitted delocalized electron in the
solution is thermalized and localized to form a solvated
electron. The energy level of the solvated electron lies
below the bottom of the band of the permitted delocalized
ro/istates in solution . Finally, the electron may pass from 
the solvated state to a even lower local energy level
associated with an acceptor in the solution.
T991Gurevich L77J has developed a theory for the case of 
electronic photoemission into concentrated electrolyte 
solutions. The approach is analogous to the metal/ 
electrolyte case. The main feature of this theory is based 
upon the threshold theory of emission and the law is well 
known as the"3/2 power law.”
a. Gurevich Quantum Mechanical Treatment: 3/2 Power 
Law. The photoemission of electrons from the surface of 
semiconductors appears to be energetically possible, as for 
photoemission from metals, at frequencies roughly in the
visible and near ultraviolet parts of the spectrum.
However, there is a whole series of qualitative features 
which differ from the metal case.
r 681An important feature of electron photoemission from
semiconductors arises from the fact that the chemical 
potential y , which determines the value of the thermodynamic 
work function 4> ^ , is located at the forbidden band. This 
means that electrons with initial energies, E^, where E^ is 
equal to Jjl , are absent within the semiconductor 
(figure 10). Thus, in order to have a single photon 
emission, the required energy is hv0 which is equal to the 
photoemission work function, $p. Energy hv will therefore 
be equal to E„ + X , where E is the band gap energy and X iso o r 681the electron affinity which is defined1 as the difference 
between the potential energy level of delocalized electrons 
outside the emitter and the energy level of the bottom of 
the conduction band in the crystal.
The values of $p and X depend not only on the bulk 
properties of the crystal, but also on the properties of the 
medium and the interface. In fact, owing to the 
polarization interaction of emitted electrons with the 
medium and to the existence of additional dipole potential 
drops at the interface, (due to adsorbates, for example), 
the magnitude of X can be lowered in certain cases to even 
negative values [6*3,87,85]. develop -^e 113/2 power law"
the first condition to be considered^®>993 -^hat -^g ba.ncl 















Pi = Pf (2-14-5)
and
Ef (P ) - E. (P. ) = E( v ) (2-14-6)
i  ~  I  X  v 1
Expression (2-14-6) is the law of conservation of energy.
Another condition is that the energy of incident E (v)
photon must be greater than (E (v)>$ ); hence, E (v) is
* P
greater than E + X . The difference between E (v) - $
& P[99]depends on the scattering law in the bands .
The next condition is based on strictly direct 
transitions,
V  = Pf,x <2-1*7 >
This holds as long as the electrons are excited at
sufficient depth in the crystal. In mathematical
t e r m s  , a /d<<1 , where a is the lattice constant in
X  X
the x direction and d is defined in the simplest case as the 
smaller of the following characteristic dimensions; the
distance, dv , of attenuation of the field of the light wave
in the semiconductor and the path lengths of the photo­
excited electron as regards inelastic and elastic 
interactions, d^n and d Usually dv and dQ^ >>a and
finally d^n must be greater than a. If the condition a/d<<1 
is not met, the concept of direct transition no longer 
applies, and the picture set forth above must be 
m o d i f i e d ^ ^  .
An important difference between photoemission
from semiconductors and metals results from the law of
change of density of electron states, which contribute to
photoemission in the near threshold region. For the case of
metals, the initial electron states lie in the vicinity of
the Fermi level, and the density of states is a slowly
changing function. However, for the semiconductor case, the
density of states reverts to zero at energies corresponding
T 681to the photoelectric threshold , since the highest filled
state of energy E (P ) coincides with the top of valence wv y ^ v
band. This leads to a relatively large contribution by low 
energy electrons to the emission current and affects the 
character of the dependence of I on the difference (E (v) -
V -
To begin the formal treatment of this theory an 
analogous expression to (2-68) will be u s e d ^ ^ :
Ip F(E. (P. ),P11) Pn )
dE.(Pi)dp11 (2-U8)
V
where J(v,Ef ( P ^ ) , P ^ ) is the photoemission current due to 
electrons with an initial energy E.(P.); E„(P„) = E.(P.) +1 ~ 1 I <« I 1 Kl
E(v); the components P ^  = { Py, Pz } of the quasi-momentum 
P.. parallel to the surface; F(E. (P. ) ,P.,. ) is the fillingM I I 1 ^ 1  ^ I I
probability; and P(E.(P.),P^.) is the density of the1 A/1 I I
corresponding initial states.
The law of conservation of the tangential quasi­
momentum has to be taken into account as in the case of
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m e t a l s ^ ^ ,^ ,^®,^ ^ .  The integration range in equation (2- 
14.8) is determined by the laws of energy and momentum 
conservation, as previously mentioned in the metal/ 
electrolyte c a s e ^ ^ ’^ ^  :
2m[Ei (Pi ) + E(v) ] - > 0 (2-149)
Also, as for that case, there is a restriction with 
respect to the investigated radiation frequency, namely, the 
region of frequencies of interest lies on the near- 
threshold.
The value of J(E^(P^),v , ^) is obtained in the same 
manner as for the case of metal, by using the threshold 
model and the quantum mechanical operator j ^45,68,99]^
a
Hence, as a result, equation (1-81) is obtained
j_ = I  _Ia !  - Jxill2Li) | A  I2 . jJf(x)] = P/m
m f /  \ f/ \f (o,p) f (o,p)
Here, | A. j is a constant independent of Py x and P-]-j > and
f(o p)=|f(x p)l x=0. Once again, making analogy with the
metal/electrolyte case, the acquisition of a value for
J [f(x)]/|f/ \| , which is determined by the limiting\ o , p / 1
condition as x-*-® , requires no knowledge of the solution for 
the internal problem ( x < 0 ) ^ ^ .  It is sufficient to know 
the solution outside the crystal when x>6, where 6 is in the
r / r l
order of angstroms (6 is the width of transition zone) 4 .
Moreover, the passage through the transition zone is assured 
as long as the condition
dlnf(x)/dx < 1
x=0
is fulfilled. the same condition was presented in the 
development of the "5/2 power law." ^ >993
Going back to I AI , it should be noted that this 
constant quantity retains here its approximate non­
dependence on E^(P^.) , which is the final energy of the 
emitted electron, if the width of the energy range E^(P^) is 
smaller than the energy of the electron's motion in the
r 6r  iregion x<0, and the resonant levels are absent
2Therefore, for |A | to keep its feature as a constant value 
the following condition should h o l d ^ ^ * ^ ^
Ef(Pf )/x «  1 (2-150)
Notice, that similar inequality is required for |Ai^ to be a 
constant for the case of metal/electrolytes, except that 
there the inequality isAE^/Ej, <<1 and obviously Ej, must be 
replaced by X for the semiconductor case.
We may now study the frequency dependence of the 
photoemission current. As a first consideration surface 
photoemission will be developed. Similar to the case of 
metal/electrolyte functions, image forces will be neglected 
in the mathematical treatment by assuming that the dense 
part of the double layer can be included in the region 0<x<5, 
so that the potential u(x) can be considered negligible in 
the x>6 region^® . This assumption is also valid
for volume photoemission processes into an electrolyte.
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Consider firstly E (V) < E(V) < E ’(m ), where E (V) = $
.T .r  .H
and E'(v) > Ep(V). Here, photoexcitation occurs in the 
vicinity of the surface (surface photoemission) and the 
emission of initial electrons found in the vicinity of the 
upper edge of the valence band is possible. Under these 
conditions, direct transitions in the bulk which lead to 
photoemission are energetically forbidden. Photoemission 
occurs only by way of indirect transition where P^ = P^, 
due to the presence of the surface, or due to participation 
in the interaction of phonons, impurities, defects, etc. 
(bulk photoeffect)^ ^ . If for this case the effective 
mass, m*, approximation can be used;
E (P ) = E - P./2m*,X A/1 V 'V 1
where Ev is the top of the valence band and is less than
zero and mv is the effective mass of the electron in the
*valence band before excitation, mv >0. Therefore, condition 
(2-14-9 ) can be written in the forms 
a) E(V) + Ev - |§ (1 + -St) >
v 2m mv 2m; (2-151)
b) 0 < Pi,x < 2mv<E<v> + V
2 2P. was changed to P. because that is the component of the ~ 1 1 ,x
emitted electron which is of interest.
In particular, it follows from (2-151) that the 
threshold frequency V is determined by the equality E ("y)
Xr r
= E + X . Equation (2-14-8) can be further simplified;S
provided that the bands do not overlap, where the relation
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p(Ei(gi>. ?ii)dJ u aEi<Si>= 2dpi xdE n /(21h)3 13 
satisfied[99’100>101],
ip = 3J Jx < Ei<Ei>> ? n . » >  — 1(^ ’x (2'152)
In equation (1-52), the integration should be performed 
over all values of E.(P.) and P., , for which Jx is otherl ~i ~iI
2 2 than 0, i.e. P is positive. Bearing in mind that P =
22mE„(P„) - P^., where m is the electron mass outside x *>z *\\
semiconductor and that from (2-151b), {2m (E(v) + Ev)}=
Pv _ : from equations (2-81), (2-145), (2-151a), (2-151b),x j niuX




Pmax M  
dP.** t 9 1 2
i,x I d P 11 i p | A  I (2_153)
2 2In this expression (P - P. )(m + m/m* ) and P =max l,x v
2 $(2m[E^(P^) + E(V)]-P^}. Performing successive integration
2with respect to d|P^| and dP^ x , the following result is 
obtained ̂ 9 ]
2
I = *■— -v [ — ^ v —  ] (E(V) - Ep(D))2 (2-154)
p 16Hh3 1 1+(m/mv ) j
Here E (V) = <t> and is the threshold energy. E(y) is the P P
incident energy and is within the inequality E (V) < E(y) <P
E'(V). The general result (2-154) can be written as.
1 = 6 (E(y) - E (y))2 (2-155)
r  Jr
where 3 is independent of the sum [E(V) - Ep(V)]. Now, if
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the incident energy E(v) is increased to a point where it is 
much greater than the photoemission work function or 
threshold energy, and even greater than E'(y), the
condition E(V) > E 1(V) holds. At this level of energy, 
electrons can be photogenerated in the bulk with sufficient 
energy to escape from the semiconductor. The photo­
transition taking place will be of the "direct" mode, 
namely, there is momentum conservation, = P^. Assuming 
that the resulting excitation occurs between two parabolic 
bands with an extrema at k=0; then the parabolic dispersion 
law is applicable to this case. This law is basically the 
so-called "effective mass theory" ̂  02-104-] wherein -the 
initial and final energies of the electron are defined as 
follows;
E. (P. ) = E - -r-zr (P? + P.2,) (2-156)i * i  v 2m* ' i,x * rv ’
- Ec + 25* <Pf,x + c ’
By applying (2-156) and (2-157) to (2-14.6), the following 
equality is obtained,
E + —i,x.— ^  1 (1+ ^v) - E(V) = 0 (2-158)
g 2m* m*c c
Supposing that P^ is the minimum momentum of an electron 
inside the crystal for which the electron can leave the 
semiconductor, and considering the simplest case where 
P ^ = 0 ,  JP̂ I can be defined a s ^ ^
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~fI = /2mcX
Thus from (1-158) the next relation is derived ^
E'(V) = E + X(1 + ag) = E (v) + ̂  X g m* P m*
Equation (2-158) represents an additional limitation of 
the range of permitted x and values for the initial
electron. In the momentum space, integration in equation 
(2-152) is no longer performed over the part of the space 
defined by the conditions (2-151a) and (2-151b), but over a 
certain surface defined by equation (2-158) and contained 
within that part of the space. Performing integration in
equation (2-152) with the use of (2-81), results in
, . . [99,100]following expression ’
I = C(E(v) - E'(V))3/2 (2-159)
Equation (2-159) is called the "three-halves law.” Here G 
is a constant independent of the energy difference [E(v) - 
E'(y) 3.
This quantum mechanical treatment also can be used for 
describing the semiconductor/vacuum interface. As in the 
case of metal/vacuum, image forces play an important role.
In fact, if image forces are considered in Gurevich's
r 991 [69]theory , a similar expression to Kane's result is
obtained, namely, "the unity power law"
I = C'(E(y) - E»(y)) (2-160)
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The "3/2 power law" must be obeyed for emission into an 
electrolyte in all cases where the "unity power law" holds 
for emission into vacuum. Kane^*3  ̂ derived a similar n3/2 
law" for vacuum case, but this is related to surface states 
in which the transition is direct and the threshold point 
lies at the Fermi level E^
Ip o< (E( V) - Ef )3/2 (2-161 )
To summarize the semiconductor/electrolyte theory of 
photoemission,
f °< B for E(V) < E + XOI =  [E(V) - E^(v)]2 for E„ < E(V) < E*(V)P P
C [E( V ) - E>(V)]3/2 for E(V) > E’ (V)
where E (V) = $ = E + X ,  E * (V ) = E + (i*/ni*) K , E(v) is
the energy of the incident photon. B and C are constants 
which are independent of [E(V) - Ep(V)] and [E(V) - E 1(V)J, 
respectively.
Now the case of surface states involved in the 
photoemission effect is considered (figure 11). The 
simplest case is when the surface states are assumed to form 
a band. This band is limited by the position of its 
upper,Eu, and lower, E-̂ , energy boundaries with respect to 
the level of the chemical potentials of the semiconductor, 
(E^<Ey<0), for the chosen zero energy level). If Eu< M  , the
r isurface band is completely filled . The calculation of
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Figure 11-11. Energy Diagram for Photoemission 
from Semiconductor/Electrolyte 
Junction involving surface States.
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the parabolic dispersion law close to the boundary of the 
surface zone, results
Ip (s) = (E(V) - E (s )(V))3/2 (2-162)
where E_/S ^(y) = -E„ and determines the photoelectricV  U
threshold from the surface state band.
If the extent to which the surface band is filled is 
exponentially small, then the following result is 
obtained[68’99]
Ip (s) * exp[(/*- E2 )/KT] (2-163)
For this case the basic condition is E^ - > KT and at
energies E(V)>E^ expression (2-163) rules the process.
Finally, it is necessary to examine the effect of an 
external applied potential to the photoemission expression.
If a semiconductor electrode is polarized, the quantity A0 is 
distributed in a complicated manner between the space-charge 
region in the semiconductor and the Helmholtz 
l a y e r ^ 8 ’9^ ’”*99  ̂ (figure 12). Accordingly, in this case the 
value X changes by e(60), so that
X (<t>) = X (0) + e( 60 ) (2-164)
where X(0) is the value of X at the potential conditionally
taken as zero and 6 0 which is an excess potential drop
in the Helmholtz layer.
Expression (2-164) can be used to substitute X in 
equation (2-159) which is the most important case ( E ( v )  >
104
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Figure 11-12. Effect of External Applied Potential 
to the Photoemission Process from 
Semiconductor/Electrolyte Junction.
1 0 5
E»(V)) to give  ̂̂ 0,94-]
I = C[E(V) - E'0 (V) - e(1 + mc/mv )6 <f> ]3/2 (2-165).
According to equation (2-165), the dependence of Ip on V is 
given by the ”3/2 power law," while the dependence of Ip on <p 
may be of a more complicated character. This is because, in 
general,60 is a complicated function of 0 . Experimentally, 
the "3/2 power law" has not been widely tested, in fact, 
very few studies in this area have been published. Pleskov 
and co-workers£100,106,107] were the first to study this 
theory. Nevertheless, their pioneering work made no attempt 
experimentally to evaluate the conditions of the 
semiconductor surface.
There have been some other recent investigations of 
photoelectron injection into electrolytes but these examine 
the fate and energetics of the solvated electron rather than
r1 os 1101the process rate laws * . Most of the work done in
this area has been in aqueous media, except for some work
. , . . , . . . . [108,110] carried out m  liquid ammonia * . Photoemission
studies of non-aqueous organic solvent systems have not been
made. More details concerning photoemission into
electrolytes from semiconductors will be given in the
experimental and the photoemission chapters of this
dissertation.
A more recent theory has been proposed by Bockris and 
Uosaki^2^ ’^ ^   ̂ Their theory considers that the charge
transfer from a semiconductor to an acceptor in the
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electrolyte is the rate determining step. Their approach is 
quite different from Gurevich's treatment; in fact, they 
take into account many features which are neglected by 
Gurevich such as the effect of the interfacial properties, 
penetration through the barrier, image forces, and the 
probability of acceptor states in solution.
b. Bockris and Uosaki Treatment. Bockris and Uosaki 
consider that there are three regions wherein photocurrents 
are produced (figure 13)• These regions define the 
potential energy barrier that the electrons must tunnel 
through or pass over. The potential barrier for electron 
transfer from the semiconductor to an acceptor in the outer 
Helmholtz plane (OHP) is constructed considering the
r 2 6  lfollowing interactions :
(1) Interaction of an electron with the dipole
potential of adsorbed s o l v e n t , q .
(2) Interaction with ions in the OHP and their images, 
U.lm.
(3) Optical Born energy of the electron. This
contribution is due to the interaction of the
electron with the second layer of solvent 
molecules. This type of interaction is quite
r 2 6 1complicated to evaluate , hence this second 
layer is considered as a continuum. This means 
that the electron derives energy from the 
continuum due to optical Born charging. This
r 26 1131potential can be calculated from ’
Energy with respect 
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U0pBorn= f§° (1 ~ T~'1 (2-166)c Eop
where r is the radius of the electron cavity and c *
E is the optical dielectric, op
(4-) The calculation of the barrier maximum was based
with respect to the bottom of the conduction band
. . .  , [26]and is given by ,
U = X  + V  + Uim + % B o r n  <2-167>
As mentioned above, there are three regions
contributing to the total photocurrent.
Region I : At this energy level, the electrons pass
through the barrier and are scavenged by the acceptor, i.e. 
H^0+ ions in solution. The current for this region is given
AH (e)
Ip = eQ ^A IN (E) Ga (E) Pt (E) dE (2-168)
I C T o
where and Crp are respectively the total number of 
acceptors per unit area of the outer Helmholtz plane (OHP) 
and the total number of sites per unit area of OHP; Prp(E) is 
the W-K-B tunneling probability of an electron across the 
potential barrier of height Um and width 1. G^(E) is the 
distribution function for the vibrational-rotational states 
of an acceptor. Ne(E) is the number of electrons with 
energy E which strike the semiconductor surface per unit 
time and area. The mathematical derivation and formulation 
of the parameters involved in (2-170) will not be given in
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this review; however for further information see
refaz-an0es [26>11^115].
Region II: In this section the photoelectrons do not
find an acceptor state at the level of the conduction band, 
i.e. H^0+ , but are trapped by states in the solvent to 
become solvated electrons. The current density for the 
Region II is represented b y ^ ^ ’^ ^
Umax
Ip = e — A f N (E) Pm(E) dE (2-169)
*11 ° CT J e 1
AH (e )
Region III. At this point, photoelectrons may pass 
over the barrier and into the solvent, the current density 
in this region is given b y ^ ^ ’”̂ ^
CO
Ip = e — A [ N (E) dE (2-170)
rIII 0 CT Jm a x
In total, the photocurrent is given by
Ip = Ip + I + Ip (2-171)
T *1 *11 rIII
Note that when the electron is accepted by the solvent 
in Regions II and III, solvated electrons are formed. This 
means equations (2-169) and (2-170) are applicable to 
electronic photoemission from semiconductors to 
electrolytes. Another point of observation is related to 
the term AH(e), which is the enthalpy for the electron
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transfer from semiconductor to the acceptor, i.e., E^0+ . It
r 2 6 1can be found using a thermodynamic cycle
[11 A—1151Calculations by Bockris and Uosaki ^“ have given
fair results; however, the quantum efficiencies obtained 
were lower than the experimental ones. This is in no way 
surprising because there is a cumulative set of 
uncertainties coming from all the parameters about which 
assumptions had to be made. From a qualitative viewpoint 
this theory is perhaps the most comprehensive; it can be 
said that it is a generalized treatment of the photoemission 
processes.
c. Hot Carriers. To conclude this review on photo­
emission in electrode/external media (i.e., vacuum and 
electrolyte), we may examine the theory dealing with "Hot 
carrier injection" at illuminated semiconductor-electrolyte 
junctions. This theory has been proposed by Nozik et
al-[91,116-121]_
It has generally been assumed in photoelectrochemistry 
that the energy of injected photogenerated carriers is given 
by the position of the minority carrier band edge at the 
semiconductor-electrolyte interface, basically the
r 661Gerischer postulate. The occupational probabilities of
the electronic states are described in terms of position- 
dependent quasi-Fermi levels for electrons and positive 
holes which are assumed to be separately equilibrated 
amongst their respective bands and defect states. This
r  1 1 9 1model has been modified by Williams and Nozik who
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approximated the region of the semiconductor-electrolyte
interface as a semiconductor heterojunction. This focussed
attention on the irreversibilities associated with minority
charge carrier injection. These irreversibilities refer to
a model in which the minority carrier does not undergo
thermalization due to carrier-phonon collision before
[119]injection into the electrolyte occurs, cf. Gerischer
This means that the minority carrier is injected without
full intraband relaxation. The process is called "hot
F11 *1 pi Icarrier injection."1 In temporal terms we may say
that this mechanism can occur if the thermalization time, 
Tth, of the photogenerated carriers in the semiconductor 
space-charge layers is greater than both the charge-transfer 
(or tunneling) time, of the carriers into the
electrolyte and the effective relaxation time of the 
injected carriers in the electrolyte, (figures 14-, 15)* 
Values of the various characteristic times have been
r 1 22 ]estimated using classical and quantum mechanical
approaches[118,11^ .
The electrolyte is considered in this quantum
mechanical approach as a large band gap semiconductor and
the photoexcited carriers find themselves in the potential
well created by the position dependent potential in the
semiconductor electrolyte barrier. This well has
[118]characteristic quantum levels and carriers can be
injected from these levels into the electrolyte. The basic 
problem to be solved is to find the eigen states for the
Hot carrier injection process in p-type 
semiconductor showing electron injection 
above the conduction band edge at the 
interface.
Solid
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Figure 11-15„ Theoretical Picture of Hot Carrier Formation.
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m
potential well shown in figure 14- From the nature of these 
solutions, the properties of the system can be deduced in 
terms of the following characteristic times: T-th’ and x^.
The mathematical outline of this quantum mechanical 
treatment is well developed in reference [118]. The results 
obtained from this approach are comparable to those based on
-i - i  i. [122]classical approaches
One can summarize that the major criterion for this 
process to happen is that > T .̂, it is surmised that
strong electronic-vibrational interaction in the electrolyte 
helps the tunneling process from the semiconductors in an 
irreversible way by obviating oscillations which increase 
residence time within the semiconductor. Thus intraband
r 118—1211thermalization can take place in the electrolyte
This irreversibility has its basic origin in the electronic
particle tunneling from the semiconductor where the
electron-phonon interaction is weak to a strongly-coupled
state of the electrolyte where the electronic-vibrational
r  1 1  s  ]interaction is strong
Hot carrier injection is favored in semiconductor 
electrodes which have a low effective mass for the minority 
carrier. This is because this low effective mass will 
produce more widely-spaced quantized levels in the depletion 
layer, which then results in long intraband thermalization. 
Heavy doping will favor hot carrier injection because the 
depletion layer thickness will be reduced, see equation
115
(2-139); hence, longer thermalization times are 
possible'118’121].
The occurrence of "hot carrier injection" in photo­
cellelectrochemical reactions would be very significant for
the following reasons:
(a) photoinduced reactions at the interface would be 
more available by the electrode potential;
(b) there is no need for thermalization and hence the 
quasi-Fermi level description would not be valid;
(c) the influence of surface states would be 
restricted to the class of states originating from 
chemical interactions of the electrolyte with the 
semiconductor surface;
(d) the quantum efficiency would be much greater than 
for the case of thermalized injection.
Finally, the experimental observation of the hot
carriers process has not yet been fully
v, + • ,[116,121,1231characterized ’ ’ .
III. EXPERIMENTAL PROCEDURES AND TECHNIQUES
This chapter contains a description of the techniques 
and procedures developed for photoemission and electro­
chemical studies. It will be divided in four sections: A.
Mott-Schottky techniques, B. dark current measurements, C. 
photoemission experimental procedures, and D. Fourier 
Transform methods.
A. The Mott-Schottky Technique
The theory of this technique is presented in the 
chapter entitled "Mott-Schottky Studies." The voltage of
the electrode, <b , is the difference between the potentialss
of the working electrode (i.e. semiconductor electrode), and 
the reference electrode (i.e. saturated calomel electrode), 
if the electrolyte ohmic potential drop is ignored. $s 
consists of a potential across the space charge region 
(depletion layer), an^ 'the so-called "flat-band"6 C [ 1 ]potential, a term introduced by Dewald . This concept is
used to designate the potential at the surface of a
semiconductor under the condition of no net charge within
the semiconductor. Therefore, the potential of the
[21semiconductor electrode is given by ,
* 8 =  *80 + *fb <3-l)
116
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where is the flat band potential. It is known that <l>
r?1varies with applied potential, <J> , which means that theres
is an appropriate potential at which <J> equals zero. Ins
the Mott-Schottky experiment an extrapolation technique is
used to determine 4)̂ -̂  from capacitance-voltage measurements.
A small AC signal is superimposed upon a DC bias voltage
with a lock-in amplifier and by changing the phase, one
[ • ? ]detects the out-of-phase capacitance current . The
[2-A ]equation governing this technique is given by ^ ,
(» - » , J  - r r S —  t ^ )Nd K£cq fb' Nd K€0 q (3-2)
where
A = area of the semiconductor crystal;
* = dielectric constant;
e0 = permittivity of free space;
T = temperature;
K = Boltzmann constant;
Nd = doping level; and
Cgc = capacitance of the space charge layer at 
potential <t>
pIf (A/C ) is plotted against bias potential,0 , then the s c
slope will be (2/N^Ke0 ); from which the doping level, Nd , 
can be obtained. The extrapolation of the line to <t> =zero 
will give the intercept
Experimentally, the Mott-Schottky technique is applied 
to find the position of the flat band with respect to the 
reference electrode. Also, by comparing the theory and the
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experimental behavior, some postulates about the surface 
reactivity toward the electrolyte were examined.
1. Preparation of Materials for Aqueous 
Experiments. Lithium chloride and potassium chloride were 
doubly recrystallized from reagent grade chemicals. The 
solvent used was ultrapure distilled water collected from a 
continuous Gilmont still (MODV). Since LiCl is quite 
hygroscopic, it was kept in a desiccator with 
maintain dryness. The concentration used throughout the 
experiment was 0.1M for both electrolytes. Once the 
electrolytes were prepared, they were used within a period 
of forty-eight hours, or fresh solutions were again 
prepared.
The volumetric flasks for the 0.1M LiCl and KC1 
solutions were leached for twenty-four hours or more with a 
solution of 20% (v/v) HC1 and HNO^. This scrupulous 
treatment was to ensure that contaminates, capable of 
scavenging solvated electrons in the case of photo­
emission experiments or causing faradaic currents which may 
interfere with the capacitance work, would be maintained at 
as low a level as possible. Similar treatment was applied 
to the electrochemical cell. In fact, when the cell was not 
in use, it was kept in the leaching solution until the next 
experiment.
Two different semiconductors were used, (100) p- 
GaAs (gallium arsenide) and (111) p-InP (indium phosphide) 
with doping levels of 1 . 7x1 O ^ c m -^ and 3 • 4x1 0^ ̂ cm"^
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respectively. To obtain ohmic contact, the Zn-doped (100)
18 —3p-GaAs single crystals (N^ = 1.7x10 cm ) were electro­
plated with Cu on an exposed face. The nonexposed face was 
masked with a soluble varnish. This masking was removed 
with a solvent (e.g. acetone) and wires attached using a Cu- 
based conductive cement. Insulation was provided with epoxy 
resin, or with a thin varnish film coated with paraffin wax 
once the varnish film was completely dry. The paraffin coat 
was preferred over the epoxy one, because it was easier to 
repair the insulation when ohmic contact problems were 
present. However, both maskings were liable to breakdown 
because of corrosivity of the etchants and this would cause 
ohmic contact troubles.
Before each experiment, the electrodes were etched 
chemically by immersion for 5 minutes in 5 wt. % NaOH : 30 
vol. % HgOg of volume ratio 1:3:2, and next thoroughly 
rinsed in water and electrolyte at the pH under study before 
placement into the degassed electrolyte. Transferring the 
crystal into the cell was done as fast as possible to avoid 
contact of the crystal surface with the air and also to 
minimize the entrance of oxygen into the cell. Crystal 
surfaces appeared mirror-like after etching and at the end 
of experiments in which the behaviors of the crystals were 
consistent.
p-InP original wafers were not polished as p-GaAs 
crystals were. The ohmic contact was prepared by rubbing an 
alloy of In:Ga, 1:3 wt.ratio, on one of the crystal faces.
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Since this alloy spreads over the crystal face but does not 
adhere strongly to it, the face was only partially covered 
with the alloy. Thus, the uncovered edges could be coated 
with a Ag based conductive cement to attach the contact wire 
firmly. Insulation was provided with a thin varnish film 
coated with paraffin as in the case of p-GaAs crystals.
Before starting the experiments, the electrodes were 
polished by either dipping the crystal in concentrated HC1 
for about 15 seconds or for about 30 seconds in 5% (v/v)
Br^/CH^OH for 30 seconds before any experiment, followed by 
a rinse in pure CH^OH, distilled water, and finally 
immersion in the electrolyte at the pH under study. As in 
the case of p-GaAs, the contact time of crystal with air was 
minimal.
2. Preparation of Materials for Non-aqueous
System. The main solvent used for these experiments was
acetonitrile (CH^CN). The selection of this solvent was
based on its high resistance to electroreduction, its UV-
visible threshold, and its previous use for semiconductor 
rc (listudies ’ . However, the main drawback of this solvent is
the ease with which water is picked up from the atmosphere.
In fact, a major problem with this system is maintaining the 
acetonitrile dry.
The acetonitrile purification was performed following
r  7 1the procedure outlined by Sawyer and Roberts with some 
slight modifications. Before any distillation, the
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acetonitrile was poured into a flask containing activated
molecular sieves, Fisher, 3A°, for not less than 24- hours.
This type of molecular sieve has been found to be very
effective in diminishing the water content of
a c e t o n i t r i l e ^ . The next stage was the purification 
[7]processes .
Step 1 : Distill CH^CN using a Vigreux column with 
anhydrous aluminum chloride (15 g/L), discarding the first 
50 ml and the last 100 ml.
Step 2 : Distill the product of Step 1 with an alkaline 
permanganate mixture (10 g/L KMnO^ and 10 g/L LigCO^).
Step 3 : Distill the collected acetonitrile from Step 2 
with KHSO^ (15 g/L).
Step A : Finally, distill with calcium hydride (2 g/L) 
and collect the acetonitrile over 5% (w/v) molecular sieves 
(3A°).
The final product was kept over the molecular sieves 
for at least 24 hours again. The flask was kept in a 
desiccator with P2O5 . On an average of every 36 hours, the 
acetonitrile was transferred to fresh molecular sieves. The 
acetonitrile collected was used for no more than one week, 
after such period, the drying and purification process was 
repeated.
One way to know if the acetonitrile was getting wet, is 
to observe the background currents at p-GaAs which tend to 
increase as water content is increased. Spectroscopically,
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the acetonitrile obtained gave a window up to 215 nm and, in 
a few cases when it was very dry, it gave a window up to 200 
nm. Electrochemically, the window was normally from about 
-0.3 V(Ag) to -2.0V(Ag) for either semiconductor. The 
reference electrode was a Ag wire dipped into the 
electrolyte solution in a different compartment separated 
from the cell by a fritted glass; hence, this is a pseudo- 
reference electrode.
The same types of crystals used in the aqueous system 
were used in these experiments, namely, p-GaAs (N^ =
1 .7x1 O*'®cm-^) and p-InP (N^ = 2-5x1 0** ̂ cm"^). Orientations 
were the same as for aqueous experiments. The ohmic contact 
was made in the same way as for the aqueous experiments; 
however, the insulation again gave more problems. This was 
because acetonitrile and all other organic solvents tried in 
these experiments (e.g. DMF, HMPA) dissolved the epoxy 
giving a yellowish coloration to the electrolyte. Paraffin 
wax was also tried as before but was unsatisfactory. After 
a long search, the best insulation for both crystals was 
found to be 100% silicone rubber (Dow-Corning) with a primer 
(1200 Dow Corning). The primer was used as follows. The 
faces of the crystals which had the ohmic contact were 
covered with a thin film of the primer, then they were left 
to dry for no more than 1 hour. This first step is called 
"hydrolization." Once the primer was set, the silicone 
rubber was added. This step is important because it was
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found that better results could be obtained when the rubber 
was formed in big block on the back as well as on the front 
around the edges. The reason is simply that most of the 
organic solvents permeate through the rubber making it 
w e a k ^ ^ .  It should be pointed out that the insulation was 
sufficiently stable in the acetonitrile solvent for about 3 
hours of continuous experimental work. It was also noticed 
that coatings were more stable in HMPA compared to CH^CN or 
DMF. However, purification of HMPA was difficult. In 
figure 1, the effect of weakening of the insulation with 
time in acetonitrile can be observed.
The same etching process was used for both crystals.
Namely, the crystals were immersed in 1 % B^/CH^OH for 30 
seconds, rinsed in CH^OH, rinsed in acetonitrile kept over 
molecular sieves (3A°) for about 30 seconds, and finally 
transferred to the electrochemical cell containing the non- 
aqueous electrolyte solution already degassed.
Several solutions were tried in the non-aqueous media, 
all at a concentration of 0.1M. The electrolytes used were 
sodium perchlorate, tetrabutylammonium perchlorate, and 
tetraethylammonium perchlorate. The NaClO^ was not purified 
but it was always kept in an oven at a temperature of about 
150°C. Tetrabutyl-and tetraethylammonium perchlorate salts 
were prepared and purified following the procedure given in 
Sawyer and Roberts^7  ̂ and kept in a desiccator over 






Figure III-1. Ohmic Contact Trouble LPSV, p-GaAs
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was transferred to the electrochemical cell which has been 
previously purged with dry argon, by means of a Schlenck 
funnel containing molecular sieves (3A°) on a glass wool 
plug. This prevented the molecular sieves from blocking the 
stem valve and, secondly, it acted as a filter because 
otherwise the electrolyte solutions were cloudy due to 
particles coming from the sieves.
3. Degassing Techniques In Aqueous and Non-aqueous
Media. This step is very important in many electrochemical
experiments because it provides the means of elimination of
oxygen from the cell. Oxygen is not only electroactive in
many cases but it is known to be an efficient scavenger of
solvated electrodes. For aqueous experiments the argon was
passed through two bubblers half filled with vanadous
scrubber. This oxygen scrubber is prepared in accordance to
[111the procedure given by Meites . When the scrubbing 
solution begins to fail, one can see a brown coloration 
mixed with the purple original coloration. At this point, 
the solution can be regenerated by adding a few cleaned Zn- 
pellets and about 10 mL of conc. HC1. Then argon should be 
bubbled for at least 3 hours. If the purple coloration 
returns then the scavenger may be re-used; if this 
coloration fails to appear, a new batch should be prepared.
A small flow of argon is always left passing through the 
solution, otherwise the purple solution in direct contact
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with air will quickly become brown and the solution 
expended.
The degassing process in aqueous media took 30 minutes
[121or more. Deano et al. has reported that during the
degassing time a mist of the scrubbing solution could be 
transferred to electrochemical cells. Such mist carries 
over traces of Zn which could interfere with the analytical 
experiments. However, this problem did not seem to affect 
the semiconductor/electrolyte experiments. This was proven 
by replacing the vanadous scrubber by a solid type BTS 
catalyst, when identical results were obtained.
In non-aqueous experiments, the aqueous vanadous 
scrubbers are not useful because water is an impurity.
Hence, they were replaced by solid oxygen scrubbers such as 
BTS catalyst (Badische Anilin und Soda Fabrik). The 
catalyst is a pelleted form of finely divided copper on an 
inert support and it was used in such manner as for the 
aqueous experiments. The argon drying process was carried 
out by passing the gas through a mixture of baked calcium 
chloride and molecular sieves (4-A0). BTS catalyst was 
regenerated about every three months, by heating the 
catalyst with a heating tape to a temperature of 150°C while 
hydrogen gas flows through the catalyst. As the catalyst is 
regenerated water is produced and when the water stops 
coming out, the BTS is finally regenerated. This process 
may take 2 hours or more. When the catalyst was not in use,
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the stopcocks of the cylinder holding the pellets are kept 
closed, to minimize any contact of the catalyst with air.
BTS catalyst becomes ineffective when the color turns green 
and usually regeneration at this point is not useful.
Argon gas was passed through the drying and oxygen 
removal agents; then, the gas was passed over acetonitrile 
containing molecular sieves (3A°) in a bubbler. This latter 
step is done to saturate the argon gas with the organic 
solvent to avoid rapid evaporation of the solvent from the 
electrochemical cell. The degassing process for non-aqueous 
systems is longer than in the case of aqueous media. On 
average, no less than 4-5 minutes was used.
4-. Mott-Schottky Experiments. A block diagram of the 
apparatus is shown in figure 2. The experiment consisted of 
superimposing an AC signal, whose amplitude and frequency 
have been carefully selected, onto a slowly generated DC 
ramp. Selection of the frequency (1.00 KHz) was based upon 
Laflere’s w o r k ^ ’"'^ for p-GaAs. The same frequency was 
chosen for p-InP. The internal reference sinusoidal output 
of the lock in amplifier was adjusted to 10 mV rms for the 
superimposed AC signal. More details regarding frequency 
selection are given in the chapter entitled Mott-Schottky 
Studies.
The electrochemical cell was a basic three electrode 
configuration, wherein the working electrode was either type 













Figure HI-2. Block Diagram of Mott-Schottky Experiment
wire, and the reference electrode was a saturated calomel 
electrode. The Universal Programmer (PAR-175) varied the 
bias potential with a ramp to the potentiostat adder and a 
potentiostat (PAR-173) imposed the electrode potential. 
Firstly, open circuit potential (rest potential) was 
determined by measuring the voltage across the working 
electrode and the reference electrode by means of a high 
impedance multimeter (Keithley Instruments, Model 179-DMM). 
Then, the in and 90° out of phase currents were selected by 
closing the circuit (switching potentiostat on) at a 
potential about 1 volt negative of the rest potential and 
the scans were made with a slow ramp (10 mV/sec). One 
important fact to note is that the double layer and charging 
currents are directly proportional to the sweep rates; 
hence, if the DC ramp is generated too rapidly spurious 
currents begin to obliterate the equilibrium currents of 
interest in Mott-Schottky experiments.
The slow voltage ramp was carried out from about 1V 
negative of the rest potential toward positive potentials 
and then swept back to the initial potentials. The return 
sweep of the scan was used to determine the Mott-Schottky 
plots. The rationale for such selection is that the first 
scan "cleaned" the semiconductor surface and the reverse 
scan represented the behavior of the cleaned surface. Since 
p-semiconductors are mainly used for reduction processes in 
photoelectrochemical cells, the study of cathodic behavior
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is of great importance in the characterization of the 
semiconductor. The in-phase scan termed "quadrature" should 
not show any currents; on the other hand, the 90° out-of­
phase scan represents the currents related to the 
capacitance of the semiconductor. Thus by detecting the 
90°-out-of-phase component of the admittance the capacitance 
is obtained. In summary, one obtains a zero value at 
certain phase, quadrature, and then the system is dephased 
by 90° to obtain a voltage that is proportional to the space 
charge capacitance.
Although, the Mott-Schottky experiment itself is not 
difficult, there are some details which one must keep in 
mind. Perhaps most important is the ohmic contact. Any 
breakdown of the insulation or fine cracks into which the 
electrolyte can seep will cause major problems as seen in 
figure 3. These respectively contain capacitance data for 
freshly etched crystals with and without ohmic problems.
To study pH effect on Mott-Schottky plots, 6M-HC1 and 
saturated KOH solution were added with a micropipet (50 pL).
The electrolyte pH was monitored with a pH-meter (Corning- 
Model 7) whose combination electrode served also as a 
reference electrode for electrochemical studies. Data 
analyses were executed by means of a program called MOTT- 
SCHOTTKY (Appendix A). In the non-aqueous case the Mott- 






FigureIII-3. Ohmic Contact Problem in Mott-Schottky 
Experiment
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B. Dark Currents Experiments
This section is to explain the experimental technique 
used to study the behavior of p-GaAs and p-InP electrodes in 
dark. The main technique used was linear potential sweep 
voltammetry (or cyclic voltammetry.)
All the experiments were carried out in aqueous media 
for both types of semiconductors. Non-aqueous experiments 
were done only to check background current magnitudes, since 
the current behavior found in aqueous systems were not 
observed in non-aqueous systems. The preparation of 
crystals, solutions, and materials were the same as for the 
Mott-Schottky experiments. Nitrous oxide gas (medical high 
purity grade, 99.99%) was used for the electron scavenger in
r 1 l iaqueous electrolytes . It has been widely used in
homogeneous experiments to characterize radiolysis 
r 1 5—*] 7 1reactions . Figure A shows a block diagram for the
apparatus arrangement.
1. Linear Potential Sweep Voltammetry. Only a brief
introduction to this technique will be given since this
f 18—201method is explained in many electrochemistry texts 
The apparatus follows figure 4> in which a signal generator 
produces a linear voltage sweep from an initial potential E^ 
to some final value Ê .. The ramp is imposed on the adder of 
a potentioBtat to control the potential at the working 
electrode, p-GaAs or p-InP semiconductor crystal. The main 












Figure III-*. Dark Current Experimental Arrangement
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and cyclic voltammetry (CV) lies on the signal generated by 
the Universal Programmer (PAR-175). In LPSV, the signal is 
a voltage ramp. On the other hand, CV is a reversal 
technique in which the potential is scanned back and forth 
between two limits permitting an examination of products 
produced in the forward sweep.
In sweep voltammetry, the half wave potential, E^, as 
defined in polarography, falls at 86% of the current of a 
peak for a reversible electron transfer reaction (figure 5).
The descending part of the curve follows a t~^ dependence.
The peak height changes proportionally to the square root of 
the scan rate,u , as well as to the concentration of the 
active species. In cyclic voltammetry a ramp is applied and 
then reversed, the scan rates in the forward and reverse 
direction normally being the same. Cyclic voltammetry can 
be used in single cycle or multicycle modes,' depending upon 
the electrode, the reaction in question, and the information 
sought. CV is a good technique for diagnosis, especially in 
evaluations of the rates of electron transfer. In general, 
there are three types of electron (or charge) transfer to 
consider: 1) reversible, 2) quasi-reversible, and 3) 
irreversible. Theoretical criteria are available to select 
what type of charge transfer is taking place in a specific
system. A good review has been written by Brown and
[21 ]Large covering most of the diagnostic criteria for








FigureIII-5- LPSV for a Reversible System
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There are some basic theoretical considerations besides 
the type of charge transfer which should be mentioned. The 
current in a voltammetric experiment is, in general, the 
resultant of several components:
If = Ip + Iq + (3-3)
which arise due to the contributions of the faradaic 
reaction, Ip, the double layer and/or space charge layer,
Iq , and any electroactive adsorbates or surface states, 1^. 
Only the faradaic current is usually of electrochemical 
interest, and the other terms can be considered as noise or 
background. In order to obtain the best information from 
the faradaic process, 1^ and 1̂ , must be minimized or 
accounted for. The charging current, 1^, in LPSV is given 
by
- &  - 5 t(0*) - s < CH + 1 ( 3 _ 4 )
where Q is the charge on the electrode, S is the electrode 
area, C is the capacitance per unit area, and <J> is the 
applied potential. The second term is zero for constant C 
and hence the charging current depends on (3<t>/dt), i.e. the 
scan rate,v .
An adsorption contribution is present if the amount of 
charged species adsorbed varies during the scan. This 
contribution can be written as:
wherer represents the surface excess of the particular 
species involved. At higher scan rates, (dT/dt) is larger. 
The background current can be subtracted sometimes using a 
separate blank run.
2. Methodology. The experiments using CV were 
executed as follows - the semiconductor electrode was etched 
as described in the Mott-Schottky section, then introduced 
into the cell containing the previously degassed and pH 
adjusted electrolyte. Once the electrode was immersed in 
the solution and the dark box closed, the cell was bubbled 
again with purified argon for about ten minutes. Then, the 
CV excitation signal was applied to the electrode from the 
initial potential (rest potential or open circuit potential) 
toward negative'potentials. The region of interest was the 
forward scan called the "background curve." Then ^ 0  was 
bubbled for about 20 minutes and the same process repeated. 
It was noted that the rest potential did not change with the 
addition of nitrous oxide.
In conclusion, it is worthwhile to emphasize that 
stringent precautions against impurities are necessary in 
dark current measurements and reproducibility is difficult
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C . Fhotoemission Experimental Techniques
Some of the details concerning the apparatus, methods 
and materials have already been described in earlier 
sections of the thesis. The optical equipment consisted of 
a 4-50 W-immersion Hg lamp, a 250 ¥ Hg lamp (Ealing Co.), a 
Jarrell Ash monochromator model Mark X, a Corning filter set 
, a UDT-11-A photometer/Radiometer (United Technology) 
(uncalibrated) with a silicon detector (model 222 A-UV), a 
driving motor for wavelength scanning , a regulated motor 
(Pine Instruments stripping voltammetry unit), a chopper 
made from a circular protractor with 72 circular apertures 
with an infrared detector for frequency calibration, and 2- 
speed-PAR-chopper.
Photoemission experiments were carried out in aqueous 
and non-aqueous media. This experimental section is divided 
into the following techniques: LPSV with fixed wavelength
and microcomputer data acquisition, photoemission pulse 
techniques for quantum efficiency measurements, and light 
modulation work in non-aqueous media.
1. Linear Potential Sweep Voltammetry. Figure 6 
illustrates a block diagram of the equipment used in these 
experiments. The LPSV experiment consisted of obtaining a 
background photocurrent called "Ar-background,n and 
the photocurrent in the presence of the nitrous oxide. The 
currents are digitalized and subtracted in software to 













20 0  WATT
Pt-counter electrode 
Reference electrode (SCE)
p-G aA >  CRYSTAL





P S R  
1 79
referenceelectrode
Figure IH- 6 .  Block Diagram of Photoemission Experiment
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4.50W immersion Hg lamp wrapped with aluminum foil to leave a
2window of about 1.5 cm to irradiate the crystal and the 
250W Hg lamp. This electrochemical method was susceptible 
to the same problems as LPSV in dark current experiments, 
such as ohmic fault,electrolyte purity, solvent purity, and 
counter electrode conditions. Data acquisition with a IEEE- 
4.88 interface bus was first achieved using a Commodore 2001,
8K microcomputer and a Keithley multimeter model 179-DVM.
In later experiments this equipment was replaced by an IBM 
CS9000 microcomputer and Tetronix model 4-68 digital storage 
oscilloscope.
2. LPSV-Microcomputer Interface. A microcomputer 
interfaced to the experimental apparatus brings a great many 
advantages; faster data processing, better control over 
experimental parameters, and more data points can be 
routinely processed than would be conveniently computed by 
hand. This leads to a more complete data set for 
statistical analyses. Figure 7 contains a schematic of the 
experimental arrangement. The current follower was 
connected to an oscilloscope which digitalized the 
photocurrent when triggered at the start of the voltage 
ramp. The oscilloscope was interfaced via its IEEE 4-88 bus 
to the IBM CS 9000 microcomputer. Software drivers for data 
input were written using the extended 1/0 facilities for 
BASIC. Similarly, the programs for data analyses were in 
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from the oscilloscope to the microcomputer. The IEEE 4-88
bus permits one controller active at power up and in control
at any particular time and comprises 8-bidirectional data
lines. Up to 14 devices may be attached to same bus on the
standard IEEE 488 protocol. Microcomputer interfacing
T22-241methods have been widely reviewed
Although the microcomputer brought a greater 
experimental precision, high frequency electronic noise 
became a problem. Figure 8 shows data wherein noise was 
especially high, in fact, in many cases the experiment had 
to be repeated until a reasonably clean signal was recorded.
The major noise problem is due to internal digital noise of 
the oscilloscope and so current averaging procedures with 
the averaging mode of the oscilloscope were not appropriate. 
Averaging in software, however, is a satisfactory solution.
A typical experiment involved the following steps; 
firstly, the data transfer program was loaded into the 
microcomputer memory. Next, the oscilloscope was calibrated 
to establish a fixed baseline. The crystals were prepared 
as explained for Mott-Schottky experiments and once the 
crystal was placed into the cell, the potentiostat was 
switched on. The oscilloscope was set in the trigger mode 
and activated at the initiation of the scan by the Universal 
Programmer. The data collected by the oscilloscope were 
transferred to the microcomputer on the IEEE 488 where it 


















Figure m _ 8 .  Noise Problem in Photoemission Experiment
1 U
Changes of electrolyte pH were performed with 6M HC1 or a 
saturated solution of either KOH or LiOH by means of a 50 uL 
micropipet. A pH-meter was used to monitor the pH and its 
combination electrode served also as a reference electrode 
(SCE). The oscilloscope/microcomputer data acquisition 
system is versatile and may be used for other types of 
electrochemical experiments, e.g. cyclic voltammetry, pulse, 
etc.
3. Quantum Efficiency Experiments. These experiments, 
designed to study the effect of wavelength on the 
photocurrent at a fixed potential, were performed in two 
ways: a) Steady state mode, and b) photoemission pulse mode.
a. Steady State Technique. This technique consisted
of applying fixed potentials, -1.4V(SCE) for p-GaAs and
-0.95V(SCE) for p-InP. Then the wavelength was scanned from
64.O to 300 nm. The resulting photocurrent C(I (N?0)-I (Ar))P P
was divided by the intensity of the selected wavelength.
The intensities of wavelengths in the scan range were 
recorded four times and averaged. The crystal being studied 
and the photodetector were placed at a distance of 1 cm from 
the exit slit of the monochromator. Filters were not used 
to collect data, however, some experiments were performed 
with filters to determine if second order bands contributed 
to the photocurrent. No effects could be observed, possibly 
because of the low intensities of second order spectra. The 
photometer/radiometer used a silicon photodiode as a
U 5
detector which was UV enhanced. Since this instrument was 
uncalibrated, it was used merely for relative measurements.
A major drawback of these quantum efficiency experiments was 
that the spectrum of the Hg lamp is not continuous. In 
other words, there are lines which are more intense than 
others. Unfortunately, too, at wavelengths lower than 365 
nm the intensities become quite small which means that the 
ratio of photocurrents over intensity are not very reliable.
A Xe lamp was also tried at 150 W. This lamp gives a 
continuous spectrum but below 4-00 nm become very weak again, 
increasing the quantum efficiency computational problems.
One further problem associated with this technique is 
the time it takes to collect data. As a consequence, the 
crystals remain immersed for a longer period of time (vide 
infra). To minimize the time for performing this 
experiment, a new technique was developed for obtaining the 
quantum efficiency data. This technique consisted of using 
the normal pulse technique in the hold mode.
b. Photoemission Pulse Measurement. Rather than 
employ steady state current measurements in which the 
potential is held at some value under ilumination, it is 
preferable to use a potential pulse technique. This is 
because reactants involved in the electron transfer 
processes are not depleted at the electrode surface if the 
off-pulse is ten times or more longer than the on-pulse.
During the off-pulse, the bulk concentration of electron
scavengers is restored at the electrode interface. A PAR 
174-A has been used for potential excitation. For current 
measurement it uses a sample-and-hold circuit. These 
circuits maintain the signal value which has been attained 
at a preset time, as constant output. They are usually used 
in computing techniques as so-called "analog memory devices" 
which "remember" an analog value for a certain time and re­
introduce it into the calculation at the required moment.
The circuit also finds use in chemical instrumentation, in 
handling signals varying with time, e.g. in AC polarography 
or in square wave polarography, for recording the current at 
a certain moment after application of the square wave pulse
to the electrode. Kalvoda, in his text on chemical 
T251instrumentation ^ , shows different types of this circuit.
The procedure for this experiment consisted of 
permitting the PAR 174 A to ramp to the desired pulse value. 
At that point the hold button was pressed to maintain the 
selected pulse height throughout the experiment. The 
applied pulse was on for about 67 msec and off for the 
duration of the selected drop life, in most experiments 0.5 
sec. The wavelength was scanned by means of a 2 speed motor 
(10 nm/sec and 2.5 nm/sec) attached to the monochromator 
drive shaft. The current output from the sample and hold 
amplifier was recorded with a digital oscilloscope. The 
oscilloscope in turn was interfaced via its IEEE 4.88 bus to 
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Figure III-9. Schematic of Photoemission Pulse Experiment
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Experiments consisted of two parts, 1) obtaining the 
spectrum of the source with the radiometer detector, and 2) 
recording the photoemission currents as a function of wave 
length. Firstly, the radiometer was placed in front of the 
monochromator about 1.0 cm from the monochromator exit.
Then, the Si photodiode was adjusted until a maximum value 
was obtained. The continuous photometer output was recorded 
with the oscilloscope at a slow scan rate (50 sec = 256 data 
points). Figures 10 and 11 are examples of lamp spectra 
recorded at the fast and slow monochromator drive settings. 
Secondly, the photometer was replaced by the electrochemical 
cell with the crystal about 1.0 cm from the monochromator 
exit. Similar surface preparation and precautions were 
observed to previous aqueous experiments. The polarograph 
was switched on about 30 seconds prior to starting the 
wavelength scan to avoid instability problems (figures 12 
and 13.) The current output was digitalized by the 
oscilloscope and processed by the microcomputer as 
previously. Two photoemission spectra were obtained; one 
for the background electrolyte with no electron scavenger 
deliberately present and one in the presence of ^ 0 .  The 
difference between these was computed to be the photoemitted 
current. This photocurrent then was normalized with respect 
to the intensity spectrum of the siliqon detector of the 
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Figure III-14-. Typical Quantum Efficiency Spectrum
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4. Non-aqueous Media. Acetonitrile was the most 
often used solvent for these experiments, although some 
measurements were made with DMF and HMPA electrolytes. As 
explained in the Mott-Schottky experiments, the major 
problem in non-aqueous systems was achieving good insulation 
of the crystals. The presence of light aggravated these 
troubles, presumably because of gas evolution and corrosion 
due to photoprocesses. However, the troubles were greatly 
overcome by performing the experiment fast. This avoided 
weakening of the insulation due to the interaction of the 
solvent with it.
A more major problem has been the selection of a 
suitable electron scavenger for non-aqueous systems.
Several electron scavengers were tried such as NgO, CCl^, 
biphenyl, acetone, and chlorobenzene. Because photoemission 
currents did not seem to be as readily obtained as in the 
case of aqueous electrolytes, the detection sensitivity was 
improved by light modulation techniques. Figure 15 shows a 
block diagram of the experimental apparatus. Basically, the 
in-phase currents caused by a chopped light pulse were 
observed by monitoring the reference frequency with a lock- 
in amplifier. The electrolytes (0.1M tetraethylammonium 
perchlorate or tetrabutylammonium perchlorate) were 
transferred as described in the Mott-Schottky section and 
they were degassed for one hour with dry and purified argon 
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Figure I H - 1  5. Schematic of Modulation Technique.
rinsed with pure CH^OH, immersed in the solvent in use, and 
finally rinsed with dry electrolyte. The transference time 
into the cell was quite short to avoid air-crystal contact 
and entrance of air to cell. Once the crystal was in the 
cell, several scans in dark were made using LPSV. This was 
performed to clean the surface of any oxides or electro­
active impurities. On average it took twelve scans at 100 
mV/sec to achieve a reproducible waveform. After cleaning 
the crystal surface, the chopper was set to a selected rpm 
(23-6000 Hz). In these experiments, the monochromator slit 
widths were approximately matched to the chopper aperture 
( 1/8 ").
At a potential where no appreciable reaction was taking 
place, the crystal was illuminated at a desired wavelength 
and the observed background current was phase zeroed on the 
lock-in-amplifier. This represents the out-of-phase 
alignment and a 90° phase shift provides the in-phase 
photocurrent component of interest. Best results were 
achieved with glacial acetic acid and trichloroacetic acid 
as scavengers. In general, the technique seemed 
satisfactory except it was difficult to zero the lock-in- 
amplifier at low frequencies (23 Hz-300 Hz). Above 300 Hz 
measurements were more stable until about at a speed 
corresponding to 6000 Hz mechanical vibration reintroduced 
stability problems. Most measurements were done at 3000 Hz.
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5. Quantum Efficiency-Light Modulated 
Experiments. Quantum efficiency experiments were attempted 
also based on the preceeding technique for p-GaAs crystals.
The experiment and instrumentation were similar to those for 
photoemission pulse measurements. The reference electrode 
was the same as in the non-aqueous Mott-Schottky 
experiments. It consisted of a Ag wire immersed in the 
electrolyte solution used in the cell and was separated by a 
fritted disk. This idea was taken from Bard's w o r k ^ ’^ .
To standardize the quasi-reference electrode, at the end of 
the experiments the potential of such electrode was measured 
against a saturated calomel electrode. The saturated 
calomel electrode was not used in the non-aqueous 
experiments to avoid water contamination of the electrolyte.
A spectrum of monochromatized-chopped light first was 
obtained using the photometer/radiometer with the Si 
detector. This spectrum was used to normalize the photo- 
current difference [Ip (scavenger) - Ip (background)]. The 
pulse potential for photoemission was chosen from light 
modulated voltammetry experiments. Since those voltam- 
mograms showed maxima (chapter VI), a potential somewhere 
between the onset of the photocurrent and the maxima at 
about -0.9V(Ag) was chosen.
D. Fast Fourier Transform Studies.
This technique to study admittance spectra is still 
being developed by K. Carney and R. Gale^^*^'^. The advent
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of microcomputers makes possible the use of new 
computational techniques such as Fast Fourier transforma­
tion, to perform analyses. Several experiments have been 
performed on the semiconductor p-GaAs/non-aqueous 
electrolyte interface, for capacitance studies. A schematic 
of the apparatus for FFT is shown in figure 16.
The methodology for the capacitance studies consisted 
of selecting a pulse signal from the signal generator.
Several current transients were collected on the 
oscilloscope and averaged in software to reduce the 
electronic noise. A potential pulse was used to normalize 
the current flowing in the cell. By using the FFT software 
and admittance data reduction, plots of admittance vs. 
angular frequency were obtained. From these plots it is
possible to measure the surface charge capacitance and
[ 28 ]possibly detect the presence of surface states . By
applying pulses at different potentials it is possible to
obtain Mott-Schottky information. The theoretical
implications as well as data analysis for these experiments
will be given in the "Mott-Schottky Studies" chapter. The
r 291FFT software is based on the Cooley-Tukey algorithm, and
the initial steps to develop the program used a BASIC 
program published by ¥. D. S t a n l e y ^ ^ .  Electrochemical 
calculations are based on work by K. Rajeshwar et a l . ^ 8 ’^ ^  
for automated sweep admittance spectroscopy and D. E.
Smith's work on FFT-AC-polarography^^’^ ^  .
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Figure III-16. Block Diagram of Fast Fourier Transform 
Apparatus.
More details and representative data is provided in later 
sections of this thesis.
IV. MOTT-SCHOTTKY STUDIES
As explained in Chapter III, Mott-Schottky analyses are 
widely used in semiconductor electrochemistry. Its major 
application is the determination of the flat band potential, 
0 ^ .  Also, it gives an overall view of how "well-behaved" 
the semiconductor surface is. Therefore, it is common to 
use this technique to characterize semiconductor/electrolyte 
interfaces.
A. Space Charge Layers in Semiconductors
[1 21This topic has been reviewed by Pleskov ’ and 
r 3iGerischer. In this section, a brief overview of the
classical concepts will be given. Figure 1 contains a 
schematic of the space layer regions on the semiconductor/ 
electrolyte interface. Charged planes or double layers 
inevitably form at any interface. They lead to electrical 
double layers of positive charges, negative charges, and 
regions of high electric field between or within the charged 
layers. Such double layers are important in elucidating the 
chemical properties of electrode surfaces and in influencing 
electron transfer processes.
Three distinct double layer regions are possible at the 
semiconductor/electrolyte interface:
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in Semiconductor.
1) a Semiconductor space charge layer;
2) a Helmholtz double layer, which may be viewed as an 
inner Helmholtz plane (IHP) and an outer Helmholtz 
plane (OHP). The former is defined as the locus of 
the electrical centers of any specifically adsorbed 
ions. The latter is the locus of center of the 
nearest solvated ions. The interaction of the 
solvated ions with the charged electrode involves 
only long range electrostatic forces, i.e., 
essentially independent of the chemical properties 
of the ions (these ions are said to be non- 
specifically adsorbed); and
3) a Gouy-Chapman layer or diffuse layer extends from 
the OHP into the bulk of the solution and contains 
an excess of ions of one sign.
There are four regions of excess charge corresponding 
these three double layers.
a) the space charge region (depletion or accumulation 
layers) in the semiconductor. Here, the charge is 
in the form of uncompensated impurities, trapped 
holes or electrons, or possibly mobile holes or 
electrons very near to the surface;
b) charged planes in the electrolyte on the two sides 
of the Helmholtz space region;
c) a Gouy-Chapman region, which is associated with 
mobile ions. This is a region in the electrolyte
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where the field near the surface separates the 
positive from the negative ions; and
d) finally, charged regions can develop as a third 
phase becomes p r e s e n t . F o r  example, an oxide 
layer may cover the semiconductor electrode. The 
existence of a film necessitates that other double 
layers may have to be taken into account. Charge 
can be stored at "interface states" between the 
oxide and the substrate, as in the case of the 
semiconductor electrode/electrolyte junction; 
additionally, charge can be stored in the form of a 
space charge in the oxide film. Stored charge in 
these various space charge regions and Helmholtz 
planes have capacitances associated with them. The 
capacitance, C, for a "parallel plate" capacitor in 
vacuo is given by,
c = (£2 ) = (A (4-1)
d
where dQ is the differential increase in stored 
charge in the layers; <10^ is the differential 
voltage change across the double layer; A is the 
electrode area; d is the distance separating the 
charge being stored; k is the dielectric constant; 
and £ is the permittivity of the free space.
B. Cell Impedance
When an alternating voltage is applied to an 
electrolyte cell, whose counter electrode is not polarized,
16$
the behavior of the cell is approximately determined by the 
characteristics of the polarized electrode and the 
resistance of the electrolyte. The relationship between the 
amplitudes of the alternating potential and current can be 
characterized by the net impedance, Z. The impedance has 
its origin both in passive elements (space charge 
capacitance electrolyte resistance, etc.) and the
r 51electrochemical reaction. Grahame used the term faradaic
impedance to describe the equivalent circuit of the latter.
An equivalent circuit representing a typical semiconductor
interface is shown in figures 2a and 2b, where C and R@ c
represent the double layer capacitance and the cell 
resistance, respectively. In the event that faradaic 
impedance is absent, C and R plus any other factors which6 S
can modify the behavior of the current give the cell 
impedance (figure 2). Examples of these extra factors are 
oxide films, surface states, stray capacitances, etc. 
Supposing that this latter situation pertains, i.e., the 
interface is ideally polarized in terms of faradaic 
currents, then the cell impedance can be represented as an 
array of resistors and capacitors (figure 2a). This circuit 
can be simplified further by assuming that no oxide layer 
nor surface states are present. Hence, the circuit only 
consists of Cgc and Rq (figure 2b) and the impedance is 
given by,
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where i = /^T and to is the frequency of the AC signal. At 
this point, it is beneficial to introduce the term 
admittance. Admittance is defined as the inverse of the 
impedance and therefore represents conductance,
T = 1/Z U-3)
By applying Ohm's law one obtains
Y = I/V and Z = V/l
Since impedance is complex, unlike resistance, it 
requires specification of two values rather than one. The 
complex quantity may be considered vectorially, in which the 
components are the absolute magnitude and the phase angle.
Or, it may be considered to lie in a complex plane whose 
perpendiculars are the real (resistive) component and the 
imaginary (capacitive-inductive) component. In equation (4-
2), R represents the purely resistive portion and i / ^ C s c
the capacitative impedance of the overall impendance.
Considering the case of an ideal capacitor with R = 0 then,
Zc = i/to C U - U )s c
In a rectangular coordinate system, one can see that there 
is a 90° phase shift between the capacitor current and the 
resistive current, which is in phase with the voltage.
C . Capacitance and Mott-Schottky Measurements
The differential capacity, the parameter of interest is 
defined by,
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C = ^  (4-5)
dV
and
dQ = cdV = k eQA/dV (4-6)
All the parameters of equation (4-6) have been defined for 
equation (4-1). As explained in the double layer section; 
there are several places where charges are stored; hence,
there are as many contributors to capacitance as there are
storage sites, e.g., Helmholtz planes, semiconductor space 
charge regions (depletion layers), surface states, etc.
Each contributor is governed by equation (4-6).
As a first approximation it can be assumed that the 
semiconductor electrode has a perfect surface in contact 
with the electrolyte. In consequence, the major 
contributions to the capacitance are the space charge region 
and the electrolyte double layer. However, the electrolyte 
double layer capacity is far larger than that of the space 
charge region; therefore the impedance, Z-q^, of the 
electrolyte double layer will be negligible by recalling 
that the series addition of capacities is inversely 
proportional to their values,
C = (C CnT )/(C +Cm  ) = C „ for Cm  »  Ccell sc DL sc DL' sc DL sc
The C-V relation is given by equation (3-1)
( A / C s o )2 =  »— 2- - - - -  t  < V -  1SC N d K e fb q
ô -
A graph of (A/C )^ vs. V gives the so-called "Mott-Schottky s c
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Plot" in which the intersection with the x-axis is the flat 
band, $ and the donor density can be calculated from 
the slope.
Details about problems and deviations from Mott- 
Schottky behavior will be covered in the following section.
D. Results and Data Analysis
Mott-Schottky plots were performed changing the 
parameters of pH, frequency, solvent (i.e. aqueous and non- 
aqueous media), semiconductor crystal, and the time of 
immersion.
The experiments were made as described earlier in 
Chapter III. The voltage range was selected by studying the 
cyclic voltammograms, which were scanned from the rest 
potential to the voltage limits where background reactions 
occurred. Then, the range chosen was the region with 
minimal faradaic processes. This region was tested further 
by means of the "quadrature" AC voltammogram, which should 
give zero currents within the scan limits. In most cases 
deviations from zero current, at one or both of the limits, 
implied that further precautions on the selected range 
should be taken. All experiments were made in dark using an 
indifferent electrolyte (0.1M KC1).
1. Aqueous Systems. These media were studied 
extensively since water was the major solvent of the 
research.
a. Frequency Studies. Experiments were performed at 
different frequencies in the range 1.00 KHz to 10.00 KHz.
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Figures 3 and 4 contain the quadrature and the 90° out-of­
phase currents at p-GaAs for the frequencies 1.00 KHz and 
10 KHz, respectively. The pH of solution was 11.4. Note 
that the quadrature for 1.00 KHz shows basically no activity 
in the range -0.5 V(SCE) to -1.3 V(SCE); on the other hand, 
when the frequency was 10.00 KHz, the quadrature curve 
showed deviation from zero over most of the potential range. 
Mott-Schottky plots (figure 5) in both cases have good 
linearity between -0.5 V to -1.3 V(SCE) with correlation 
r=0.9923 (1.00 KHz) and r=0.9920 (10.00 KHz). However, the 
slope for the 10.00 KHz case was much greater and its flat 
band intercept was shifted to more positive values than the 
corresponding values for the 1.00 KHz experiment. For this 
example, the flat band potentials were -0.16 V(SCE) and 
+0.70 V(SCE) for 1.00 KHz and 10.00 KHz, respectively. This 
behavior also was observed at pH = 7.0.
Similar results were obtained by Laflere and co-workers
r 6 7 1for the system p-GaAs/indifferent electrolyte; ’ in fact,
[8—111such behavior has been obtained in many other systems 
r 7 1Laflere et al. claimed that the frequency dispersion for 
p-GaAs was greatly decreased by using an etchant of
v°lume ratio). This etchant was 
tested in our studies and was found to give a streaky white 
film, which required many succesive immersions of the 
crystal to obtain a mirror like surface. This eventually 
caused breakdown of the epoxy around the edges of the 
crystal and data collected from crystals etched in this
10.1V.SCE
FigureIV-3. AC Voltammograms at 1.00 Khz.
a) In-phase. f-1.00 Khz I
b)out phase,f-I.OOKhz
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Figure IV-5. Mott-Schotrtky Plot: Frequency Dependence.
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manner were unsatisfactory. Many reasons have been given to
explain the frequency dependent capacity shown by p-GaAs.
The first reason to consider is the effect of surface states
produced by surface films. These films originate from the
spontaneous reaction of p-GaAs with air and 1^0. However,
the capacitance obtained at low frequencies also should
contain a considerable contribution from slow surface
states; hence, deviations might be expected in the linearity 
_2of the C versus V plots. Such deviations were not
observed in these experiments nor in those published by 
[6 7 ]Laflere et al. * . Laflere and co-workers developed an 
explanation for this behavior which, they believe, is 
related to slow response effects in the space charge 
region^^. These responses could be associated with the 
filling and/or emptying of localized levels, situated at 
larger energies from the valence band than acceptor levels 
responsible for the p-type conductivity, and characterized 
by an energy E ’̂  and a density N 1̂ .
r 6 1Laflere et al. related the effects with the ones 
observed by Myamlin and Gurevich^ "*̂  , wherein the Mott-
Schottky plots showed two different slopes. The two slopes 
are related to and N'^ which are the density of the 








In equations (4--7) and (4.-8 ), m^ and m2 are slopes, k is the 
dielectric constant, eQ is the permittivity of free space, q 
is the electron charge, V is the applied potential, and 0c
is the critical potential at which the two lines intersect
(or where the slope changes.) The value <p also can be
considered as the critical potential for ionization of the
deep acceptors in the space-charge region. Similar to the
TATLaflere experience , values obtained experimentally in
19 -3this work were much higher at low frequency, 9.7x10 cm
(1.00 KHz), than the one provided by the manufacture ca.
18 3 [611.7x10 cm~ . Based on similar results, Laflere et al.
assumed that the observed slope was due to m2 (deep donors)
and that due to m^ (shallow acceptors) was not observed
because it corresponded to the voltage region in which the
measurements of the capacitance were hampered by high
dissipation values. However, the fact that the frequency
dispersion effect can be removed by changing the etchant
suggests that we are not dealing with bulk levels, but are
spatially confined to a zone on, or just underneath, the
surface. Laflere’s explanation, although quite elaborate,
does not account for the actions of the etchant. Another
observation is that the type of curve giving rise to two
slopes has been observed in n-type semiconductor; in this
instance both slopes change with frequency but the
[15]intersections do not greatly change with frequency .
The major problem with the capacitance techniques is 
that it is difficult to separate the different contributions
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to the total (or effective) capacitance of the semiconductor 
and cell. Some other factors which may cause frequency 
dispersion, are electrolyte resistance, space charge 
resistance which is frequency as well as voltage dependent,
r 7 1and frequency dependent dielectric constants . In 
conclusion, more exhaustive research must be done to propose 
a detailed mechanism to explain the frequency effects on 
flat band measurements.
b. pH Studies. The p H ’s selected in this experiment 
were 11.4, 8.0, 7.0 and 2.8. New p-GaAs electrodes were 
chosen to minimize surface roughness effects. Since it was 
observed that when the crystal is etched many times, the 
slope and the interactions varied somewhat (experiments at a 
fixed pH). Following above considerations, the experiments 
gave a relation between flat band and pH (figure 6).
*fb = (0.43 ± 0.04) - (0.050 ± 0.002) pH (4-9)
Thus, a change in pH by unity produces a change in the flat 
band, of -0.050 V(SCE). The Mott-Schottky slopes were
parallel except for the one for pH 2.8, which gave a lower 
slope (figure 7). These surface interactions seem to depend 
only on the nature of the semiconductor compound, viz.
Laflere^^ found a slope of -0.055 V for the plot vs.
pH; however, they performed the experiment with n-type 
material which is known to be well behaved.
P-GaAs
- -1
-02 - 0.1 +02+ 0.1V(SCE)
Figure IV-6. Flat Band Potential vs. pH.
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p - G a A s , A =  0 . 7 2  c m  , f =  l . O O K h z8B-
-1V O L T A G E  V B .  S C E
F i g u r e  IV-7. Mott-Schottky Plot: pH 7.0 and pH 11.
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The variation of with pH can be ascribed to
r
changes in the Helmholtz double layer (HDL) potentials ~
1 81 Physically, this may indicate the presence of charged 
species on the surface which are in equilibrium with the 
bulk electrolyte pH. Mathematically, the relation can be
r 18 1derived as follows ,
Ec,s = E “o,s + 1 *H <4-10>
where E° is defined as the energy of the conduction band C j s
at the point of zero charge (or, more accurately, where ^  =
0) q is the electronic charge, and E is the position ofC f s
the conduction band edge. Additionally E can beC f s
[18]calculated with the following relation
Ec,s = M + q ♦fb U "11)
in which y is the bulk Fermi level.
It is well known experimentally that for the case of
both semiconductors and insulators, the HDL potential varies
r 19 ]with pH by the empirical relation1- ' ,
q <t>H = G + KTln[H30+ ] = C - 2.3KT(pH) (-4-12)
By inserting equations (4— 11) and (4-12) into (4-10), the 
following expression is obtained,
q d>fb = E°c s - U +  C - 2.3KT(pH) (4-13)
This expression can be reduced further to the straight line
equation,
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<f>fb = A + 0.059(pH) U - U )
in which A is a constant and 0.059 is the slope in volt (V) 
units. The experimental slope obtained in this study was 
-0.050 V, fairly close to the theoretical one. Note that 
the constant A in (A-1A) has greater standard deviation than 
the slope, therefore, carries a larger error. Surface
conditions of the semiconductor may be the major source of 
error.
During the performance of the pH studies, two 
interesting observations were made; in many cases, a 
"memory" effect was obtained, i.e., when the pH was changed, 
while the crystal was immersed in the solution, the AC 
cyclic voltammogram at the new pH 2.8 did not show any 
change whatsoever, retaining the behavior of the initial pH
7.0. If the crystal was then etched and the scan was 
performed again at the new pH, differences were obtained 
(figure 8). Another interesting behavior occurred for an in 
situ pH change-the new pH showed different capacitance 
values but the shape of the voltammogram and the flat band 
obtained was more related to the initial pH. Figure 9, for 
example, contains the AC cyclic voltammograms for pH 2.8 and
11.0. The cyclic voltammogram for pH 11.0 is completely 
different to the one obtained on a freshly etched surface 
(figure 10). The flat band obtained after adjusting the pH 
from 2.8 to 11.0 was much more positive than on a freshly 
etched surface, which is opposite to the normal behavior 







Figure IV-8. AC Voltamraograms: Memory Effect at pH 7 and 2.8.
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Figure IV-10. AG Voltammograms: Freshly Etched Surface.
precaution was taken that crystals were freshly etched prior 
to performing a Mott-Schottky experiment. An explanation 
for these effects must be related to the oxide film which 
grows spontaneously on the p-GaAs surface in aqueous 
electrolyte. The fact that the flat band does not alter 
when pH is changed from 7.0 to 2.8, indicates that the 
semiconductor band edges are pinned and are unaffected by 
the change of hydrogen ion concentration. There may be 
interface states which are located between the semiconductor 
and the films. These may create a field that bends and pins 
the edges, and the insensitivity toward pH may be related to 
film thickness; that is to say, the thickness is greater 
than the Helmholtz double layer. Therefore, changes at the 
actual solid oxide/electrolyte interface will not be felt by 
the semiconductor surface.
The second effect observed, namely when the shape of
the voltammogram remains the same at different p H ’s, may be
related to the chemistry of the media. When the
potentiostat is switched on, the initial voltage is
-1.3 V(SCE). If one refers to the Pourbaix diagram for
GaAs^*^, at that potential and pH 2.8, the major components
[2 1 ]are Ga(0) + AsH^; however at pH greater than 9.0 , the
hydroxide becomes soluble. This implies that the surface 
has been cleaned. Hence, the film was not yet well formed 
to give the usual shape at pH 11.0. A stabilization time of 
15 minutes is usually required for the film at pH 11.0, and
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if the crystal were left 15 minutes, the memory effect was 
not observed.
c . Mott-Schottky Studies as a Function of Immersion 
Time. It is well known that most of the narrow band gap 
semiconductors are unstable in water, e.g. Si, Ge, GaAs, 
etc. This section contains a study of the effects on the 
capacitance curves as the contact time with electrolyte is 
varied. Figure 11 illustrates two AC voltammograms; the 
upper one is a freshly etched GaAs crystal which has spent 
about 5 minutes in the cell and the lower one was obtained 
18 minutes after the first one. The shape of the curve and 
magnitude of the capacitance remained constant after about 
18 minutes. Figure 12 also illustrates two AC 
voltammograms; the upper one was obtained after 12 minutes 
immersion. Two consecutive scans were performed, the 
positive sweeping (-1.3 V(SCE) to 0.0 V(SCE)) capacities 
decreased slightly in the second scan, but the negative scan 
(0.0 to -1.3 V(SCE)) gave basically the same current 
magnitudes. The lower curve was obtained after 12 hours 
immersion and the electrode was scanned consecutively three 
times. The behavior was different from that of 12 minutes 
experiment because both negative and positive capacities 
decreased with the consecutive sweeps. If the results of 
the 12 minutes are compared to the first scan of the 12 
hours both give linear Mott-Schottky slopes with 
correlations of 0.9987 and 0.9986, respectively. However, 
major differences occurred in the magnitude of the slopes
2nF













Figure IV-12. AC Voltammograms: a) 12 minutes, b) 12 hours, 187
and the flat band potentials. The twelve minutes experiment 
gave a slope of -0.11 (cm^/ f1 F^V) and the 12 hours 
-0.05(cm^/ MF^V) whereas the flat band changed from 
-0.16 V(SCE) to + 0 . 0 3  V(SCE), respectively. The two 
successive scans after 12 hours gave different Mott-Schottky 
plots, in fact, the linearities decreased somewhat with the 
scans and the flat bands became more positive (figure 13). 
The electrolyte pH lowered in the course of 12 hours from 
11.4- to 10.8. Figure 14. contains another time experiment 
where the upper voltammogram is the early one ( 15 minutes) 
and the lower one is taken after 48 hours immersion. The pH 
of the solution changed from 11.4 to 11.0. Again major 
differences occurred in the Mott-Schottky plots (figure 15). 
The 48 hours experiment gave a Mott-Schottky plot with two 
regions; one where the capacity changes with voltage and 
another (<-0.95 V(SCE)) where the capacity basically remains 
constant. If one analyzes the portion of the range -0.5 V 
to -0.95 V(SCE) at the 48 hours experiment, the flat band 
potential is +0.37 V(SCE), on the other hand, the 15 minutes 
immersion gives a linear plot which ranges from -0.5 V(SCE) 
to -1.3 V(SCE) and the flat band potential is -0.09 V(SCE). 
The flat band moves toward positive values as immersion time 
increases. Finally, figure 16 contains the curves of the 
usual 15 minutes period and that of a 4 day period. The 
latter AC voltammogram was quite distorted and resembles the 
behavior when ohmic contact problem exists. However, this
p - G a A B , A « 0 . 7 2  c m 2 , p H = 1 1 . 4 ,  p H  -  1 0 . 0  ( 1 2  h o u r s )  
0 . 1 M  K C 1  f =  1 . 0 0  K h z
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f l a t  b a n d =  - 0 . 1 6  V
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f l a t  b a n d  *  0.03 V o f i r s t  s * a n  ( 1 2  h o u r s )  
f l a t  b a n d  =  0 . I V  o t h i r d  s c a n  ( 1 2 h o u r s )
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Figure IV-13. Mott-Schottky Plots: a) 12 minutes,
b) 12 hours, First Scan, c ) 12 hours, 
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Figure IV-15. Mott-Schottky Plots: a) 12 minutes, 
b) 48 hours.
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Figure IV-16. AC Voltammograms: a) 12 minutes, b) U days
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was not the case. The pH decreased from 11.1 to 8.7. Two 
distinct slopes occurred on the Mott-Schottky analyzes.
Once again the capacity changes very slowly with the applied 
voltage at approximately -0.90 V(SCE). The first slope of 
the 4- days experiment gave a flat band potential of 
+0.06 V(SCE) whereas the 15 minutes immersion gave 
-0.03 V(SCE). A second scan was obtained for the 4- days 
experiment but not consecutive as for figure 12. Two 
distinct slopes again were present and both were steeper 
than the corresponding one on the first scan. The second 
slope is more dependent on voltage and the flat band given 
by the first slope is +0.03 V(SCE) (figure 17).
Overall, the data shows that the contact time between 
the electrolyte and the semiconductor plays an important 
role. If one uses the crystal immediately after etching, a 
Mott-Schottky plot is obtained whose linearity is not very 
good, e.g. figure 18. On the other hand, if one waits about 
12 minutes, the Mott-Schottky plot resembles the one shown 
in figure 19. The early behavior can be explained on the 
basis that the crystal surface is relatively clean and 
active. This means that products from the etch procedure 
and/or faradaic currents may be important. The initial 
formation of the oxide could be involved in this behavior 
and it may take a certain time for the layer to become 
stable. However, one must be careful with the contact time 
to avoid the peculiarities shown by the long time data. The 
presence of such broad hysteresis is good evidence that the
Cv/CD
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Figure IV-17. Mott-Schottky Plots: a) 12 minutes, 
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Figure IV-18. Mott-Schottky Plot: Freshly Etched and 
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Figure IV-19. Mott-Schottky Plot: 12 minutes.
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semiconductor surface has changed. The increase of 
capacitive current also may be taken to imply that something 
else besides the space charge layer capacity may be 
contributing to the total capacitance, i.e. the oxide film 
might store charge and hence have a capacitance 
contribution. The shift of the flat band, the change of 
slope, and the loss of linearity of Mott-Schottky plots 
experienced above may be related to Helmholtz layer 
variations, or to other voltage drops occurring in the 
circuit e.g. across the oxide layer or surface states which 
can cause Fermi level pinning. Firstly, let us consider the 
various sources of flat band shifts. It is known that 
variations in the pH are reflected on the Helmholtz double 
layer (HDL) potential, as long as the oxide film thickness 
remains smaller than the HDL. Subsequently, the HDL may 
affect the flat band voltage, For the 12 hours
experiment with no distortions on the Mott-Schottky plots, 
the pH change was about 2 units; also, the change of flat 
band potential was from -0.16 V(SCE) to +0.03 V(SCE), quite 
close to theory, i.e. 0.06V per pH unit. The more 
pronounced flat band changes with scanning may be due to 
reduction of the oxide layer and corresponding changes to 
the Helmholtz double layer potential. A possible reaction 
for the change of pH is,
p-GaAs +60H“  > Ga(OH )3 + H3As03+6e"
Other extraneous voltages in the circuit may lead to a
r 1 o 1shift in the ^ common source for such unknown
voltages is a separate phase, such as surface film. De
r 221Gryse et al. postulated another possibility which may
cause shifts in the flat band potential. Namely, if the
18 —8semiconductor is highly doped ( N (j>2x10 cm ), the space
charge layer thickness will be small leading to a high
capacity, G . Then, the capacity due to the Helmholtz s c
double layer in the electrolyte, Cjj, may not be neglected.
r 2 2 1DeGryse and co-workers derived the following
relationships:
1 1 [ *, +f8IC.H)fV- * - £1)1
^ 7  ^  1 V d  Jt fb * JJ (4-15)
and
*0 = *fb + f  - W -16)
These equations reveal that the flat band is shifted by the 
amount eqN^/(8HCjj) . In certain cases, this relationship has 
been related to the effects caused by an insulating layer 
such as an oxide third phase.
Changes in slope and deviations from linearity are 
problems whose causes are more difficult to explain because 
they are often related to bulk flaws. Let us consider the 
data obtained in the 4-8 hours and 4 days experiments 
(figures 14 and 16). In both cases, two different regions 
are present. Similar effects have been reported by Freese
r 2 3 1and Morrison , who deliberately formed an oxide film on a
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n-GaAs electrode; however, they used tetraethylammonium 
perchlorate (TEAP) in reagent grade N,-N-dimethyl-formamide 
(DMF) because the oxide film is not electrochemically etched 
in the organic solvents. The long time experiments gave 
results similar to the ones presented by Freese and Morrison 
but the slope, m^, does not run parallel to the initial one 
when the surface was clean. That may be due to the changes 
of the potential as well as the possible etch of the 
oxide film as the bias potential was scanned. Nonetheless, 
overall this data is similar to their data. One feasible 
explanation for the two distinct slopes is the presence of 
shallow acceptors and deep acceptors, as explained in the 
frequency study section. However, the second slope, m2 , 
should be steeper and more dependent on voltage than was 
found experimentally; nevertheless, this is still a possible 
explanation. Another explanation for such discrepancy from 
linearity can be related to the interface states between the 
film and the semiconductor. They may occur when a 
passivating layer is present whose thickness, d, may be as 
small as the Helmholtz double layer or, as normal, greater. 
However, the oxide layer thickness should be substantially 
less than the space charge width. If the density of 
interface states is high, then the space charge becomes 
independent of electrode potential. In these experiments, 
the slope decreased considerably in the range -0.8 V(SCE) to 
-1.3 V(SCE), and the capacitance seemed largely independent 
of the electrode potential (figure 17). This potential
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independence may reflect that changes in the applied 
potential occur across the layer of thickness, d.
This explanation is also related to the Fermi level 
pinning, especially if the interface states are mono-
s'
energetic and are neither completely unoccupied or
completely occupied. Then, by definition of the Fermi
energy, the surface state band is in the immediate vicinity
of the Fermi energy and it must be pinned. The bands are
bent by a definite amount, due to Fermi level pinning, E Dt,-s s
fi, where E is the surface state energy and is the bulk s s
Fermi energy. Corresponding to the band bending, there is a
[1 2]definite space charge capacity given by
where is the capacitance when the Fermi level is pinned.
The rest of the symbols are defined in equation (3-1). The 
presence of deep levels and interface states may be playing 
a role simultaneously, since both can be caused by a 
separate phase at a surface of the semiconductor electrode.
In general, p-GaAs presents a very difficult system 
because the surface changes constantly due to its 
instability in aqueous electrolyte. In fact, it will be 
seen in the photoemission chapter that this film will create 
problems in the quantitative evaluation of photoemission 
currents.
During these experiments (pH, frequency, etc.), some 
other observations were made. Plots at pH lower than 2.5
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could not be obtained because hydrogen bubbles were formed
which resulted in a noisy and irregular output. At pH close
to 3 and greater than 11.6, it was observed that at
potentials -1.15 V(SCE) the capacitance became
independent of voltage just as in the case of long times in
immersion experiments. Another observation is the values
obtained from Mott-Schottky plots are far greater than the
18 — 3manufacturer's stated value (1.7x10 cm ). When the
crystals were new and had not been etched many times, the
19 —3value determined at frequency 1.00 KHz was 8.5x10 cm .
The big discrepancy may be due to the area determination
because the roughness factor was not included.
Additionally, etchants used for these experiments were
drastic; in fact, the crystal surfaces under magnification
are extremely pitted. As the crystals were repeatedly used,
the doping level obtained became greater. Of course, some
of the above factors which modify the slope may have also
influenced the value determination.
d. p-InP Mott-Schottky Studies. p-InP is another
semiconductor from the same group III-V as GaAs. Indium
phosphide was selected to compare the p-GaAs results with
another semiconductor and has the advantage of having a band
gap energy of 1.3 eV, close to the one for p-GaAs (1.43 eV).
T2Z.1Wezemael has obtained Mott-Schottky plots for p-InP
in an aqueous system. He claimed that this semiconductor 
did not change its flat band potential with frequency and 
that changes of slope with frequency were due to dielectric
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relaxation phenomena. A similar behavior was found by Nozik
r 2 ^  iet al. for p-InP in acetonitrile.
Our experimental results did have a discrepancy in the 
flat band potentials at different frequencies, i.e. 1.00 KHz 
and 3.00 KHz, +0.80 V(SCE) at 1.00 KHz and +0.22 V(SCE) at
3.00 KHz at pH 7.0. The discrepancy was different from the 
case of p-GaAs, where the flat band became more positive as 
frequency increased. For p-InP, the flat band became more 
negative when the frequency was 3.00 KHz. Quadrature 
measurements showed faradaic currents at both frequencies as 
the potential became more positive than -0.70 V(SCE)
(figures 20 and 21). The out of phase voltammograms at both 
frequencies (figures 20 and 21) did not show a great deal of 
hysteresis, however. At 1.00 KHz, the currents fluctuated 
as the potential was scanned but at 3.00 KHz this behavior 
was largely absent.
The Mott-Schottky plot at 1.00 KHz has a small region
where a high degree of linearity and more pronounced slopes
are present (figure 22), namely, from -0.7 V(SCE) to
-1.3 V(SCE). The flat band potential calculated from the
linear regression was approximately +0.80 V(SCE) and the
computed value was about 22 times greater than the
17 -3manufacturer's quoted value 3.7x10 cm . The curves 
obtained at 3.00 KHz had a linear portion from -0.5V to 
-1.05 V(SCE), figure 23, which had a greater degree of 
linearity than found at 1.00 KHz. The calculated flat band
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Figure IV-23. Mott-Schottky Plot: p-InP/0.1M KCI. Frequency 3.00 KHz. 
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was approximately +0.18 V(SCE) and the value was about 12 
times less than that stated by the manufacturer.
In summary, the flat band potential obtained at 3.00 
KHz is considered to be a more reliable value, and it is
r 2 A 1closer to the value given by Wazemaelet al. . The 
reasons for such anomalous behavior may be similar to those 
presented for the p-GaAs. Immersion time and pH studies 
were not performed for InP crystals; however, it was noticed 
that a stabilization time of at least 10 minutes was 
necessary to obtain a high degree of linearity in Mott- 
Schottky plots (figures 23 and 24-).
2. Non-aqueous Systems. Acetonitrile was chosen as a 
solvent to diminish the formation of the oxide film. The 
Mott-Schottky plots were obtained at two different 
frequencies, 1.00 KHz and 3.00 KHz, and no immersion time 
studies were performed.
a. Gallium Arsenide. For these experiments, the 
etchant was changed to 1% B^/CH^OH, since it is non- 
aqueous. It is less drastic than the HgOrHFiHNO^ mixture, 
and it avoids water contamination of the acetonitrile 
solvent. Two supporting electrolytes were used, namely 
sodium perchlorate and tetraethylammonium perchlorate 
(TEAP). Sodium perchlorate was used only in the 1.00 KHz 
experiments, whereas TEAP was used at both frequencies. A 
silver pseudoreference electrode gave reproducible values 
irregardless of the type of the electrolyte +0.17 ± 0.02V 
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Figure IV-24.. Mott-Schottky Plot: p-InP/0.1M KCI.
Frequency 3-00 KHz. 1 minute .
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supporting electrolytes showed some small deviations from 
zero. However, major differences between the behaviors found 
in different supporting electrolytes were exhibited in the 
90° out of phase currents (figure 25). For the sodium 
perchlorate electrolyte a wider hysteresis was present than 
in the case of TEAP. A wider linear potential window in 
Mott-Schottky plots was obtained when sodium perchlorate was 
the supporting electrolyte (figure 26) at frequency 1.00 
KHz. For the case of TEAP, the potential range for Mott- 
Schottky plots depended on time. Although, detailed 
immersion time experiments were not possible due to ohmic 
contact troubles (insulation breakdown), drastic changes on 
the crystal interface occurred in a short period of time 
i.e. 30 minutes. This effect is clearly shown in figure 27 
obtained at 1.00 KHz, in which a Mott-Schottky plot obtained 
several minutes after introducing the electrode into the 
cell shows three distinct regions. The frequency was then 
rapidly changed to 3.00 KHz to determine if the regions were 
frequency dependent. However, only two regions were 
distinctly observed at the higher frequency (figure 28). A
1.00 KHz experiment was repeated after the 3.00 KHz, without 
etching the crystal, and three regions were no longer 
observed. Two portions remained and the first linear 
potential range, -0.5V(Ag) to -1.35V(Ag), was larger than in 
the case of the earlier experiment, -0.5 to -0.95V(Ag), c.f. 
figure 27. A second 3.00 KHz experiment showed similar 
behavior as the prior experiment. These measurements are
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evidence that the regions are time dependent. When a 
freshly etched crystal was scanned at 3-00 KHz it produced 
three distinct regions (figure 29) which eventually reverted 
to the same behavior as above.
This behavior may arise from a residual film which 
slowly erodes away from the surface. Such a layer may have 
been produced during the etching process or when the crystal 
comes into contact with air. When sodium perchlorate was 
used as supporting electrolyte the above effects were not 
well delineated. However, it was noticed that at longer 
immersion times better linearity resulted in Mott-Schottky 
plots. Flat band potentials were frequency dependent, as in 
the aqueous case. This was unexpected, since it had been 
hoped that in this media the film effects might be greatly 
reduced.
To conclude, the flat band obtained at 1.00 KHz was 
0.0±0.1 V(Ag) and the value was 1.7x10^ ± (0.5x10^)cm-
o . This flat band potential is close to the one reported by 
Bard^25 ,̂ 0.1V ± 0.2 V(SCE). At 3.00 KHz, the flat band 
potential was +0.37 ± 0.09 V(Ag) and the value 
0.60x1o”*^( ± 0.7x10^)cm"^. The Mott-Schottky plots 
obtained at 1.00 KHz were considered to be more reliable 
than the 3.00 KHz ones because its value is in good 
agreement with that specified by the manufacturer 
(1.7x1018cm-3).
b. Indium Phosphide. Nozik et al.^2^  and Bard^2*^ 
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Figure IV-29. Mott-Schottky Plot: p-GaAs/Acetonitrile (TEAP) 
Frequency 3-00 KHz. Freshly Etched Surface
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system p-InP/CH^CN with values of +0.90 V(SSCE) and
0.0 ± (0.2) V(SCE), respectively. In our experiments, InP
crystals gave a behavior much different from p-GaAs.
Firstly, the 90° out of phase (capacitive) currents 
contained hysteresis which was opposite in direction to the 
p-GaAs case (figure 30). Based on previous experiments, the 
reverse scan was more reproducible for Mott-Schottky plotsj 
however, in this case the reverse scan was distorted (figure 
31). On the other hand the forward scan (-2.9V(Ag) to 
-0.3V(Ag)) gave a more linear relationship (figure 32), a 
flat band of +0.3V(Ag) ± 0.2V(Ag), and a value of
0.15x10^cm-^ (± 0.4-xl 0^ ̂ cm"^). This flat band potential is
r 2 6 1close to the value obtained by Nozik et al. but it is
not clear why in this case the forward scans produce better 
linearity. Surface traps or residual faradaic reactions
r 121could be responsible for these effects at InP. Morrison 
reports a behavior similar to the one shown in figure 31; he 
claims that it is caused by an extremely high density of 
deep, monoenergetic interface states at a certain energy 
which produces Fermi level pinning.
High frequency experiments were unsuccessful at p-InP 
because both in phase and 90° out of phase currents were 
extremely distorted. Consequently, measurements are only 
reported for the p-InP/CH^CN system at one frequency (1.00 
KHz).
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Frequency 1.00 KHz ^
(C/A)2, U F
1 0 4 -
15-
- o
p-InP,A=0.12 cm2 ,0.1M NaC10^,f= l.OOKhz ®
REVERSE SCAN
-  •
31 1 ....... 1111  T _ r r n  1 1 1 1 1 1  L2'.9,V(A9)
Figure IV-31. Mott-Schottky Plot: p-InP/Acetonitrile
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Figure IV-32.Mott-Schottky Plot: p-InP/Acetonitrile
(NaClO^). Frequency 1.00 KHz. Forward Scan. 219
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E. Fast Fourier Transform Admittance
This technique consists of Fourier transforming current 
transients from imposed voltage pulses on the semiconductor 
electrode. After suitable signal averaging and filtering, 
the methodology consists of computing the admittance, Y(p) 
versus frequency, to , response. Calculations of the 
electrical parameters will be briefly treated in this
section. The measured admittance is given by the following
. [28] expression
r = G + i w c  (4-18)m p p
where Y^ is the measured admittance, G^ is the equivalent 
parallel conductance, and is the parallel capacitance
element (susceptance). Theeadmittanceiis also given by the
, . . [28] following expression ,
Tr cozG ~f C + i<t>G -i C Y =  el— sc-------el— sc
°el + (<uCS</ U '19)
Ge-̂ is the composite conductance element comprising the
contributions from the electrolyte, space charge layer,
semiconductor bulk, and the rear ohmic contact, C is the7 7 sc
capacitance of the space charge layer in the semiconductor,
i is /̂ 1~, and oj is the frequency. Equating equations, (4-
18) and (4-19) and rearranging yields equations (4-20) and 
(4-21 )
n / ^ C GG /<u = —  ----sc— el-
e l  + U ' 20)
If one differentiates equations (4.-20) and (4.-21) with 
respect to u and sets the product to zero, it follows that
versus w will contain a maxima or peak. From the peak, Cs c
can be computed. The C value obtained with this method is
absolute (dispersion = 1.00) provided overlap impedances, 
are absent.
obtained. The major significance of this result is that no 
frequency independent C value is present within the worked
frequency range i.e. 50 Hz to 5000 Hz. Values at greater
frequencies could not be obtained due to a high noise level.
Table II contains the results of Mott-Schottky analyses
made with this technique. Basically, the results agree with
those obtained by the lock-in amplifier method, i.e. the
flat band potentials moves toward more positive values and
the values decrease as the frequency increases. The
results obtained at 500 Hz are in excellent agreement with
18 — 3the nominal value for (1.7x10 cm ); however, the flat 
band potential is more positive than the one obtained at
1.00 KHz with the lock-in amplifier. The reliability of the
p' max (4-22)
(4-23)
From the above considerations, curves of G /u> and u C
sc
Figures 33-35 are Y , w C  , and G /co versus to plots,P P
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Flat Band Frequency * , *» +
Semiconductor pH Potential (V, SCE) (KHz). E„’I _(V, SCE'J. E. i _[Y,_S_CEi).
r ““ V y 5  “ C  f B
7.0 -0.06±0.02 1.00 -0.1 1.3
p-GaAs
11.0 -0.13*0.02 1.00 +0.09 1.5
p-InP 7.0 +0.18±0.04 3.00 -0.26 1.09
p-GaAs CH3CN 0.0±0.1 V(Ag) 1.00 -0.44 V (Ag') 1.36V (Ag')
p-InP CH3CN +0.3*0.2 V(Ag) 1.00 -0.32 V (Ag') 1.01 (Ag<)
* E v , e  = "q fb + K T l n ( N d / N v ) !  N y  = 7 x 1 0 1 8  cm"3 ; N j  =  1 . 7 x 1 0 1 8  cm"3
** E = e _ e ; E = 1.4 e V  (p-GaAs); E = 1 . 3 5  e V  (p-InP)g C > 8 V , S g g
V(Ag) vs V(SCE) = +0.17V * 0.02V




flat band potential is poor because the pulse height is 
large (• 4-V); this introduces differences in the sinuisoidal 
amplitudes with frequency. Finally, the capacitance values 
obtained were somewhat smaller than the ones obtained with 
the lock-in amplifier techniques. This may have ensued 
because this technique can be applied faster than the phase 
selective procedure, and it has been observed that as the 
immersion time increases the capacitance becomes larger.
F. Summary.
Table III contains a summary of data germane to the 
semiconductor/electrolyte systems evaluated for photo­
emission i.e. flat band potentials, values, and 
conduction and valence band edge energies. The experiments 
in aqueous media definitely reveal complex interfaces, where 
frequency dispersion and high charge accumulation i.e. 
external or internal modes complicates the interpolation of 
Mott-Schottky plots. Certain of the experimental data 
presented in this chapter have been presented elsewhere in 
the literature. However, especially for the case of p-GaAs 
a great deal of the information lacks precise physical 
evaluation, which places additional uncertainties on optical 
experiments performed at these interfaces. The non-aqueous 
cases better follow simple Mott-Schottky behavior, but even 
in these systems unexplained phenomena occur. It should be 
stressed that well defined crystal surfaces are preferred 
for photoemission studies although it is unlikely that these 
will ever be as good as for vacuo measurements.
T A B L E  I I I  
F L A T  B A N D S  FROM F F T - A D M I T T A N C E
p - G a A s / 0 . 1 M  T E A P  ( C H j C N ) ,  A =  1 . 0 0  c m 2
—3
F r e q u e n c y  ( H z )  F l a t  B a n d  P o t e n t i a l .  V ( A g )  Nj  ( E x p e r i m e n t a l ) * ,  c m
5 0 0  + 0 . 3 2  1 . 7 x 1 0 ^  8
1 0 0 0  + 0 . 5 9  1 . 2 x 1 0 1 8
1 5 0 0  + 0 . 9 1  1 . 0 x 1 0 1 8
2 0 0 0  + 1 . 6 9  1 . 1 x 1 0 1 8
* (manufacturer) = 1.7x10^8 cm-^
V. DARK CURRENTS
A. Nitrous Oxide as Electron Scavenger
Although nitrous oxide is quite well known for its
specificity as a solvated electron scavenger in homogeneous
r i _ 3 1radiolysis studies , its interactions at metallic and
semiconductor electrodes have not been investigated very
extensively. This is surprising perhaps, because of its
utility as an irreversible, free electron trap in
heterogeneous photoemission^^. Barker et a l . ^ ^  have
stated that beyond potentials more negative than about
-1.56 V(SCE), the non-photoassisted reduction of N£0
commences at mercury electrodes, although the careful
photoemission study of DeLevie and Kreuser^^ extends the
threshold for reduction to beyond -1.8 V(SCE) (potential
scales have been reassigned).
In their subsequent photoemission work at mercury
electrodes, Barker and co-workers assume that kinetic
analyses are possible to at least -1.6 V(SCE), without
[7-11 1interference from non-photoassisted processes . Conway
[121and MacKinnon have reported that some N£ gas is formed
when N2O is reduced at Pt electrodes. It was suggested that 
chemisorbed hydrogen, or even atomic hydrogen, might be 
responsible and it could not be established that solvated 
electrons were responsible in any way for these results at 
potentials close to 0.0 V(NHE).
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Extremely fast reactions, electron transfer processes 
especially, often cannot be delineated by direct physical 
methods because of the problems of spectroscopic interfacial 
experimentation. The use of model chemical systems, whose 
homogeneous reaction rates are well characterized, provide 
probes to aid elucidation of the mechanistic pathways of 
extremely fast reactions at electrodes. Studies of this 
type at metal electrodes have been pioneered by Barker and
r ^  7— 11 ico-workers ’ ~ and others, e.g. ref. 4-, ch. 7, who
attempted to utilize photoemitted electrons from metals to
differentiate the reaction route of the hydrogen ion
discharge mechanism.
In order to investigate photoemission rate behavior at
semiconductor electrodes, it is important to establish the
background behavior of material samples in the presence of
[13]an electron scavenger in the dark. Borjas and Gale
presented evidence that NgO, and its products from
homogeneous reactions, undergo reduction at freshly etched
[13]p-GaAs single crystal electrodes. The same authors 
indicated the presence of pH dependent anodic waves.
B . pH Dependent Oxidation Currents and Reduction of N^O at 
p-GaAs in Dark - Results
1. Oxidation Currents. Potential scans at p-GaAs were 
started from close vicinity to the open circuit potential, 
ca. -0.5 V(SCE) at pH 11. Scanning in the positive 
direction in Ar flushed electrolytes produced a peak 
followed by a broad wave. This peak is only observed at
2 30
intermediate alkaline pHs 12-9, because increasing the pH 
caused the background dissolution wave of GaAs to move in 
the negative direction and (apparently) obscure the peak 
(figures 1, 2, and 3). The negative going sweep did not 
show any electroactive product associated with the peak 
currents but some slight concurrent dissolution of the 
crystal does occur at the foot of the dissolution wave.
Figure U illustrates clearly that the only electroactive 
product observed on the negative scan comes from the 
dissolution of the crystal. In acidic solutions (figure 1, 
pH<7), the rest potential has shifted in the positive 
direction and no peak was resolved.
The effect of scan rate on the anodic peak is clearly 
shown on figure 5. Table IV contains the approximate 
charges associated with the anodic peak as a function of 
scan rate. The slowest sweep scan (10 mV/S)'may contain 
considerable background due to the concurrent GaAs 
dissolution. The choice of the positive potential limit 
will affect the integration values to an unknown amount 
because of this process overlap.
At pH's greater than 11.0, the waves are not clearly 
resolved as in the case of pH 11.0; however at pH 13.0, two 
scan rate dependent broad waves were resolved as in the case 
of pH 11.0 (figure 2). The importance of the sweep cycle 
was investigated, figure 6. If two successive cycles are 
made, from -0.5 V(SCE) to + 0.0 V(SCE) as first sweep and 
















Figure V-2. pH Effect on the Anodic Wave. 

























Figure V-6. Effect of Scan Direction on the Anodic Wave
TABLE IV
APPROXIMATE CHARGES Q OF ANODIC WAVES
A p p ro x im a te  ch a rg es  Q  o f  a n o d ic  w aves, - 0 . 5  to  0 .0  V (S C E ), p H  11.2, p -G a A s , 1.8 X 10 '*  c m - 3 , 
a re a  0 .86  cm 2
S can  ra te , u / V  s ' 1 E * / \  (SCF.) i p/ >  A 104( ? / C ° m*Q/ch
0 .010 - 0 .1 9 5 99 31 31
0 .020 - 0 .1 8 0 144 12 18
0 .050 - 0 .1 6 5 233 13 11
0 .100 - 0 .1 5 0 352 9.5 8.8
0 .200 - 0 .1 2 8 492 13 9.2
0 .500 - 0 .0 9 8 780 4.0 3.7





" In te g ra tio n  o f  i - V  cu rv e  a re a  (m ean  o f  2 exp ts .). 
h D ig ita l co u lo m e te r  a n o ilic  ch a rg e  read ing .
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return range, it was noticed that the second scan gave a 
smaller anodic peak current that the first scan. This also 
happened with NgO in the solution which was introduced to 
determine if it could produce any changes in the anodic 
wave. Once the second scan was performed, any subsequent 
scans did not show any change in the peak currents.
The effect of light on the anodic wave also was 
researched. Figure 7 illustrates the effect of light on the 
oxidation currents. Notice that the second cyclic scan 
gives a greater peak current. Similarly, this happens if 
^ 0  is bubbled into the solution (figure 8).
2. Dark Catalytic Reduction Currents. With crystals
of different doping level (9-5 x 10^cm~^ - 1.7 x l O ^ c m -^),
scanning in the negative direction to -2.0 V(SCE) produced
small background currents (Ar saturated electrolyte)
(figure 9). The background cathodic currents increased as a
crystal was repeatedly etched, presumably because of gradual
roughening. The hyteresis effect, reported below, occurred
only in N2O containing solutions under dark conditions
(figure 9)* Many instances occurred when the N2O currents
were higher than the background but did not result in
hysteresis e.g. (figure 10), and it only occurred with high
18 —3doped crystals (9«5x10 cm ). Occasionally, at pH lower 
than 9.0 the hysteresis loop was observed with NgO present, 
but the foot of the wave and the process efficiency was 
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Figure V-11. Presence of Hysteresis at pH lower than 10
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This mainly happened when the crystal had spent more than 1 
hour in the solution.
When the pH was decreased it caused a shift of the 
cathodic current onset in NgO saturated solutions to 
positive values (figure 12). At pH < 5, a broad cathodic 
wave appeared with no sharp current onset or, in other 
cases, the background was high. Again, hysteresis was 
seldom observed. Flushing the electrolyte containing ^ 0  
with Ar returned the currents to their (Ar) background 
values (figure 13). Similar results were observed upon 
addition of 0.12 N HC1 (figure 14-). The effect of scan rate 
on the hysteresis was measured. This demonstrated that the 
loop became smaller and the currents decreased as the scan 
rates increased (figure 15). Illumination of the crystal 
caused a dramatic effect on the foot of the wave 
(figure 16). The reverse wave often had a small anodic peak 
at fast scans, both in light and dark cases due to the 
oxidation of an electroactive product formed at potentials 
more negative than -1.35 V(SCE) (figure 17).
Potential ramp and hold measurements also were 
performed to investigate the catalytic behavior shown by 
this system (figure 18). A fairly rapid ramp was applied, 
the potential was held at -1.5 V(SCE), and the currents were 
monitored as a function of time. The currents increased 
continuously with time. Figure 19 contains an example of 
this experiment at lower pH (circa 9*2). Pulse studies gave 
the same results as the ramp and hold experiments - the
-.2 mA
N2o(a)
Ar(b), 20 MINUTES 
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C U R R E N T S
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Figure V-15. Effect of Scan Rate on the
Dark Catalytic Currents
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Figure V-18. Potential Ramp and Hold. pH 11.2
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Figure V-19. Potential Ramp and Hold. pH 9.0
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currents increased as the potential was held constant 
(figure 20). During the performance of these experiments, 
the catalytic currents were more liable to happen if the 
time scan was slow.
C . Interpretation of Dark Currents
The first consideration in proposing a mechanism for 
^ 0  reduction and the anodic wave is the state of the p-GaAs 
surface. Oxide films may be present at intermediate
F1 / 1pH's * and gallium arsenide itself is thermodynamically
unstable for a wide p H •and potential range in aqueous 
M  51solution . From the Mott-Schottky studies, the p- 
GaAs/electrolyte presents a high accumulation of charges at 
the interface which may be involved in these processes. The 
following discussion is intended to review the possible 
causes for these effects, in terms of the known literature 
behavior of p-GaAs and ^ 0  charge transfer reactions.
1. Anodic Surface Reactions. The anodic peak currents 
obtained in the pH range 13-9 approximately may be assigned 
to hydride or hydride-like surface states (figures 1, 2, and 
3). The peaks were not appreciably affected by stirring or 
light. An approximate charge value of (1.0 ± 0.5) x 10" C 
at intermediate sweep rates (Table IV), would account 
roughly for a saturation coverage of a single electron 
species, area per molecule 0.015 nm (no roughness
r 1 6 1correction factor). Madon et al. have assigned an
anodic peak at ±0.21 V(SCE) at p-GaP to the oxidation of 
surface hydride under illumination conditions. No peak was
254
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Figure V-20. Pulse Experiment on Dark Catalytic Currents
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observed in dark in this case. More recent impedance 
f17_1Qlstudies support the existence of a large number of
surface states in this potential region close to the 
standard H+/H2 redox couple. With this interpretation the 
anodic currents may be due a relatively slow hydride 
oxidation (note the drop in charge at scan rates >1 V/s):
S-H + H20 + h+ ----> H30+ (5-1)
followed by a rapid chemical, irreversible process:
H30+ + OH" ---- > 2H20 (5-2)
If this explanation is valid, it is necessary to account for 
the instability of the hydride in the acid pH range. This 
could occur by a transfer of the state to a higher oxidation
level, such as surface As atoms for example
S-H + H30+  > S+ + H2 (5-3)
As^"^^ surface ----> AsV surface (5-4)
The above transition is quite possible, in fact, according 
to the Pourbaix diagram^”* ^  at pH 11.4 and at the rest
potential -0.5 V(SCE) the major species are gallium
hydroxide (Ga(0H)3 ) and the arsenious group (AsO^). As the 
potential is scanned toward more positive potentials where 
the peak occurs, -0.16 V(SCE), the most predominant species 
are gallium hydroxide and the arsenic group (HAsO^~ ), whose 
pKa is 11.52. However, hydride could be bound to Ga and/or 
As surface atoms. It is known that gallium hydroxide at pH
256
11.7 forms the equilibrium species HGaO^'^/GaO^- ^"' ̂ • To
definitely know to which element the hydride is bound to, it
is necessary to develop a more specific technique such as
infrared spectroelectrochemistry.
The in-and 90° out-of-phase currents from Mott-Schottky
(at 1.00 and 10.00 KHz) studies also show the anodic wave in
the same potential region and at the same pH 11.0.
Hydrogen evolution at p-GaAs (N^ = 1 0 ^ c m -^ ) ^ ^  does
not occur by the reduction of protons until -0.5 V(SCE) (at
p H ’s 2-4), or at -1.25 V(SCE) by the reduction of water
molecules. In other words, it is necessary to ensure that
the hydride-like surface states are filled before proton
reduction can ensue. It should be noted that the presence
of hydride states need not discount the presence of
ionizable hydroxyl groups, which have been postulated to
explain the flat band potential shifts in these III-V 
T 231systems . The data shown in figures 6 together with the
light experiments, figure 7, clearly indicates that
reduction of water molecules in dark is not as efficient as
in light experiments, confirming Gerischer’s comments about
[ 221the need of light for reducing water with p-GaAs
The results of experiments in dark indicate that once 
the.adsorbed hydrogen is oxidized to H+ ion, surface 
hydrogen will decrease and HgO is probably formed.
Figure 21 illustrates an experiment which consisted of 
selecting the lowest pH which permits the formation of 
anodic wave (circa 9.1). Cyclic scans were performed with a
18 -3
pGaAs, 1.7 x 10 c m , pH 9.1 ,v=20 mV/% 
A-365nm




Figure V-21 . Relation between Photovoltage and Anodic Wave
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stepwise approach to the photovoltage onset for water 
reduction, approximately -1.3 V(SCE). An anodic wave is 
obtained at about the same potential as that at pH 11.0.
These experiments therefore provide evidence that the first 
step in the photoreduction of N20 at basic pH is the 
formation of "adsorbed" hydrogen. Because the anodic peak 
current increases as one scans increasingly toward negative 
potentials during illumination of the semiconductor 
electrode, the concentration of adsorbed surface hydrogen 
has increased.
The anodic wave has the shape of an irreversible wave,
i.e., there was no reduction peak related to the anodic one.
From linear sweep voltammetry theory, applied to the case of 
an electrode covered with a surface species which undergoes 
oxidation and subsequent reaction, several considerations 
are needed: (1) the charge transfer reaction' kinetics and 
reversibility, (2) the activity of the deposit, and (3) 
transport of products from the surface. For the net 
reaction
M-H - e“ t H+ (5-5)
H+ + OH" £ H20 (5-6)
it may be possible to assume that the chemical, irreversible
follow up reaction means that the reversible electron
transfer step is essentially irreversible and only
kinetically controlled. A solution for the stripping of
[2 / ]thin films from an electrode is available H :
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I = SE (1-cOVQ e x p [ i a e m  (--- « ----)<1-«■<•> . i] (5.7 )
p RT 0 (1-°0V a'tfnFAD^
and (1-°<) (1-0<)
E -E. =— — ---  In H=S5l (— ox—  ̂  ̂ +
p 1 (1-o()nF k'a* 6f RT
RT In V (5-8)
(1 -o()nF
in which k is the charge transfer rate constant at the
standard potential, is a proportional constant, V is the
scan rate; a 1 is the macrophase activity, n is the number of
electrons involved in the process, R is the gas constant, F
is the Faraday constant, Qq is the initial amount of deposit
on the electrode expressed in terms of charge,6 is the
diffusion layer thickness, t is the pre-electrolysis time, T
is temperature, c< is the transfer coefficient, A area of the
electrode, f is the activity coefficient and D is the
diffusion coefficient. It is difficult to treat this model
quantitatively because overlapping curves have resulted from
pH variations which shows that the equilibrium species are
not unique. This has the effect of broadening the curves.
However, theoretically for the above model I should beP
proportional to sweep rate V , E^ shifts with variations in V 
and for slow reactions shifts to more positive potentials 
with lower rate constant. The effects of scan rates are 
clearly shown in figure 5.
r 2 6 1Reinmuth has shown that at the foot of the response
of a linear potential sweep, current is independent of scan 
rate for a Tafelian controlled process and is related to the
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potential and the initial potential, E^. The initial 
potential is chosen at the foot of the response where no 
current flows, i.e. open circuit potential
i = nFAC*k e x p [ - ^  (E-E.)] (5-9)
RT
r 271Nicholson and Shain have shown that this equation is
valid only for current values less than 0.1, but (5-9) does 
offer a convenient way to obtain ks and a , even when the 
standard potential for the reaction is unknown. Figure 22 
contains a Reinmuth plot from which a was determined to be 
0.52 ± 0.07 if n was assumed to be 1.
Tafel plots were obtained from steady state 
experiments. These consist of plotting ln(i) versus applied 
potential E. The application of the Tafel equation is valid 
in this case because the reverse chemical follow up reaction 
is unimportant. Figure 23 contains a Tafel plot, the 
negative deviations from linearity at the overpotential 
0.2 V comes from limitations imposed by the consumption of 
the reactant adsorbed on the surface and by the fact that 
this anodic wave is close to the corrosion wave which 
complicates the interpretation of the Tafel plot at higher 
over-potentials.
2. Nitrous Oxide Reductive Pathways. Some various 
pathways to be considered for one-electron transfer from 
p-GaAs to a solution N2O species are shown in Table V. 
Corrosion currents may be discounted on the basis of 
the background currents found in argon saturated
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electrolytes (figure 13)^. Although measurements are 
difficult to reproduce precisely at different p-GaAs 
crystals, the N20 saturated solutions exhibit relatively 
small cathodic currents increases over the background (H^0+ 
and H2O) currents. The background currents expected for 
proton reduction,
H~0+ + e " --> H, . (5-10)3 desorb. v
or
S-H + H30+ + e“  > H2 + H20 (5-11)
are likely to be extremely small at pH 11 and cannot
directly account for the extent of NgO reduction.
Similarly, the reduction of water molecules should produce 
mainly hydrogen molecules and not appreciable amounts of 
atomic hydrogen:
S-H + H20 + e"  > H2 + OH" (5-12)
On the other hand, the catalytic pathways may be extremely
rapid and even extremely small levels of atomic hydrogen may
be sufficient to set up the homogeneous free radical
reactions described below. Previous attempts to reduce N20
[ 29-3Z. ]in aqueous solutions have shown that it is either
inactive, or at best gives only a transient, current, 
r 3 5 1Alberty et al. reported that nitrous oxide could be
4 Although we have no evidence for p-GaAs dissolution 
products thus far, we note that in current doubling 
investigations at ring disk electrodes, Fujishima has 
observed dissolution of Zn0[28],
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reduced at Ag electrode in the potential region -1.5 V to 
-1.6V(SCE). They came to the conclusion that there were two 
steps: formation and the reaction of ^ O - with water.
Nitrous oxide has been regarded as a specific electron 
scavenger in pulse radiolysis and photoemission 
studies ̂  “4>36] indirect, catalytic pathway is
viable at pH 11 on the basis of this literature; reactions 
pertinent to the first charge transfer step for N2O 
reduction are:
H + OH- e-solv + H2O kg= 8.7x107l mol-"' s-  ̂ at
pH 11.6[37] (5-13)
e"solv + N20 -*■ N20- k10=8.7x109 1 mol-1s-1[38]
N20" + H20 ---> N2 + OH" + 0H° (5-1 A)
H + H ---> H2 k 11= 6.0x109lmol-1s-1[39] (5-15)
e"sol + es"olv --- > H2 + 20H- k12 = 6.0x109 1 mol-1 s-1
at pH 11C39] (5-16)
e" + H — > H0 + OH- k1Q = 2.5x1010l mol-1 s-1
2 13 (5-17)
+ H30+ — > H + H20 k ^  = 2.3x1010 1 mol-1s 1
,-2
(5-18)
The solubility of N2O in aq. KC1 (25°) is ca. 2x10 
and at pH 11, [0H- ]=10-3 M, whereas the concentrations
_5of the intermediates H and e n may not exceed circa 10solv "
M^2 .̂ Clearly, reaction steps(5-13) and (5—1A ) are able to 
be competitive if the concentration of H and e_so]_v remain 
small.
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A single electron transfer directly to N20, or even the 
subsequent reduction of hydroxyl radical produced in step 
(5-10) according to the surface reaction of the type
0H° + e“ ---> OH" (5-19)
does not of course produce a kinetic (catalytic) current if
the initiation step is diffusion controlled. It is, 
however, possible to obtain a catalytic effect if the 
following reactions are utilized:
H2 + 0H°--- > H + H20 kl6 = 4-5x107 lmol~s~ 1[1  ̂ (5-20)
N20 + H ---> N2 + 0H° k1? = 3x105 lmol~1s"1 (5-21)
0H° + e ,-- ---> 0H° k.Q = 3x1010 lmol“1s"1 at pH 10.5solv 18 ^
Note that k ^  << k^ and steps (5—16) and (5-17) actually 
produce reactant for reaction (5-21). There are a great 
many other reactions steps for hydroxyl radical, and other
-  m  1intermediates (0~, H02 , H202 , etc.) ^ , but the homogeneous
reaction (5-20) should be important because of the inter­
facial molecular hydrogen concentrations. Regardless of the 
nature of the N20 reduction, direct or indirect, reactions 
such as these may cause catalytic currents.
r / 2 ]Avaca and Bewick investigating solvated electron
generation obtained similar cyclic voltammograms to the one 
obtained in our experiments. However, their experiments 
used HMPA and Li surfaces. They also observed a loop on the 
reverse scan which decreased with increasing scan rate and a 
small anodic peak which was attributed to the oxidation of
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the solvated electron. Values obtained for a and slope from
Tafel analysis do not agree with their values. For example,
—  1from our experiments a = 0.70 and the slope 76.5 mV whereas 
their results were <*= 0.64- and the slope 93.4- mV ; the scan 
rate in both cases was 100 mV/s. This can be explained if 
p-GaAs/aqueous electrolyte system is not as simple as the
r /  21Li/HMPA one 4 due to the several reactions taking place, 
e.g. those cited above. This makes a Tafel analysis less 
reliable for modeling the dark reduction of ^ 0  on the p- 
GaAs electrode.
D. Summary of Dark Current Behavior
Nitrous oxide reduces in the dark at p-type GaAs
electrodes -1.4- V(SCE) and the LPSV curves exhibit
catalytic currents which appear to be pH dependent in basic
electrolytes. This result indicates that radical
intermediates may be formed, including solvated electrons.
Possible mechanisms are discussed in terms of the known
behavior of N2O in homogeneous radiolysis. Charge transfer
pathways are extremely complex to elucidate. Direct
electron transfer may involve either acid-base sensitive
surface states and/or bridge hydroxyl ions (outer sphere
mechanism), both of which could lead to pH dependent
minority carrier reactions at the conduction band edge (cf.
T L°> 1ferricyanide/ferrocyanide1^ ). Even the possibility of 
electron tunneling effects cannot be discounted^^’ '̂'̂  . An 
ability to reduce N^O heterogeneously is valuable because it 
provides a source of 0H° radicals and, in presence of H2 and
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0H~ ion, solvated electron. Using appropriate free electron 
and radical scavengers, it may be possible to distinguish 
extremely rapid kinetics and to explore the effects of free 
radicals in corrosion processes at semiconductors. The 
ability to produce radical species in dark reactions may 
facilitate considerably their study, although it is not 
clear at this state whether or not certain semiconductor 
electrodes may offer advantages over metallic electrodes for 
the generation of radicals.
The presence of the hydride states at the pH where the 
NgO reduction occurs may indicate that both processes are 
related to each other, in particular it may help explain the 
indirect mechanism for ^ 0  reduction. That is, the anodic 
wave may be considered as a H source for reaction (5-21) or 
by desorption of the surface H as the potential is scanned 
to negative potentials. The desorbed hydrogen atom will 
react with OH” in basic media to give hydrated electrons 
which subsequently reduce ^ 0 .
As a final note, p-InP did not give an anodic wave nor 
dark reduction of ^ 0 .  However, it should be noted that the 
pH interval where the wave may appear might be quite narrow; 
therefore, one cannot totally discard the possibility of the 
existence of a wave at InP until a detailed search is 
performed.
VI. SEMICONDUCTOR/ELECTROLYTE JUNCTION PHOTOEMISSION
STUDIES
Photoemission of electrons from metallic electrodes
into aqueous solutions has been widely studied and
experimental techniques developed to demonstrate a 5/2 rate 
r *i A 1 n ilaw, e.g. ’ . However, for the case of semiconductor
electrodes very little work has been done in spite of the
fact that the energy (wavelength, voltage)/current
theoretical form is equivocal. Photoemission spectroscopy
has been proposed for the study of surface states as well as
[ 7-for the synthesis of radicals at semiconductor electrodes 
In 1972, G u r e v i c h ^ ’ ^  proposed the "3/2 rate law" 
for photoelectron emission from semiconductors into 
electrolyte, with the following theoretical expression for 
the photoemission current,
I = C(hy-E -X)3//2 for hv >> Eff + Cjsv— — c-̂- X (6-1)P 6 g mv
in which h is Planck's constant, v is the frequency of
excitation, E is the semiconductor band gap, X is the g
electron affinity with respect to a solvated electron in the
electrolyte, C is a constant independent of the energy
difference, mv is the effective mass of the initial
electrons in the valence band, and m is the effective7 c
electron mass in the conduction band. Subsequently, Pleskov
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and co-workers presented experimental results to support 
this law for the case of p-Ge and p-GaAs in KC1 and LiCl
made no attempt experimentally to assess contributions from 
surface states or from indirect transitions and no 
evaluation of the conditions of the semiconductor surface 
was attempted. It should be noted that the form of the 
three halves rate law from Gurevich’s quantum mechanical 
approach coincides with a special case for the photo­
emission from semiconductors into vacuum presented by Kane 
r 1 / Iin 1962 * . This law has the general form,
This law refers to the case of surface processes due to 
surface band states and direct optical excitation whose 
threshold is the Fermi level, Ê ,, measured from the vacuum. 
Gurevich’s 3/2 power law is derived for bulk processes 
rather than a surface mechanism.
Gurevich also has derived an expression for photo­
emission from surface states which predicts that the
photocurrents will obey a "3/2 power law." Recently, 
r 1 *5— 1 ft iBockris et al. have proposed a photoelectro-chemical
kinetic theory in which the charge transfer from a semi­
conductor to an acceptor in the electrolyte is the rate 
determining step and the predicted rate law for classical 
photoemission is given by
T11-1 31electrolytes . Nevertheless, these pioneering studies




in which and Ĉ , are the total number of acceptors and
sites respectively per unit area in the outer Helmholtz
plane, N (E) is the number of photoexcited electrons
function decreased by electron-electron or electron phonon
scattering and modified by the density of state distribution
and optical attenuation, and Urn is the maximum value of the
barrier height (corrected for solvation energy, image
forces, and optical Born charging). Electron tunneling
through the barrier may cause an additional contribution to
the photocurrent. There have been some other recent
investigations of photoelectron injection into electrolytes
but these examine the fate and energetics of the solvated
[19—221electrons rather than the process rate laws
The objective of this study is to carefully examine the 
experimental rate laws for photoemission from p-GaAs and p- 
InP into aqueous and non-aqueous electrolytes with 
monochromatic radiation.
A. Voltammetry Studies of the Illuminated p-GaAs/Aqueous
Electrolyte Junction.
Linear potential sweep voltammetry (LPSV) was used to
study current-voltage (I-V) curves with fixed radiation
wavelength. The selection of wavelengths was based on work
T12 131of Pleskov et al. * who claimed that the work function 
obtained by the 3/2 power law is about 3 eV (4-13 nm); hence, 
two basic wavelengths were selected 54-6 nm (below the work 
function) and 365 nm(above the work function). Figure 1 
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experiment performed with a wavelength of 365 nm, in which 
the lower curve represents the onset of photocurrents 
obtained in the presence of Ar. These Ar photocurrent 
comprise reactions at the band edge (photofaradaic) and 
reactions of impurities (and proton) with solvated 
electrons. The first scan under illumination, figure 1, 
causes a photo-assisted irreversible reaction of surface 
compound(s). The impurity wave showed up regardless of the 
kind of gas, i.e. Ar or NgO, used to flush the cell. The 
upper ^ 0  curve in figure 1 includes the former contribu­
tions. It is assumed that the photoemission rates are
proportional to this current density difference (I (Np0) -P ^
I (Ar)), as follow up electron transfer reactions will be P
directly proportional to the irreversible scavenger reaction 
rate[10],
, + N,0 + H , 0 ----- > N, + OH + 0H° (6-4)
O-LV
0H° + e_surf ace  > 0H~
e s
o
It is assumed that currents arising in chemical pathways
(NgO catalytic currents) can be ignored under illumination 
r o 1conditions , particularly at pH 11.0. This is because the 
background photocurrents in the absence of nitrous oxide are 
greater than the dark background in the presence of NgO in 
the appropriate potential range (figure 2). Figure 3 
contains the net photocurrents in 0.1M KC1 electrolyte as a 
function of scan rate. These data demonstrate the absence 
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Figure VI-3. NpO/Ar Difference Currents at Different 
Scan Rate.
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photocurrentso The small current differences with scan rate
may be due largely to charging (capacitive) current effects.
Another important feature of these experiments was the
fact that photocurrents were observed at a wavelength of
54-6 nm which is below the work function determined by
ri2 131Pleskov and co-workers ’ . They never reported such
behavior in their work; in fact, photocurrents were observed
even at 640 nm; however, the efficiency was very poor at
this latter wavelength.
The results of attempts to fit the current differences
raised to different reciprocal exponents, (I (N?0) -P
Ip(Ar))^, are illustrated in figure 4* The iterative 
calculations were performed using the DATAFROM and DATALINE 
programs , Appendix C and D. These calculations were made 
over as wide a potential range as possible; typically for 
the voltage range -1.100 V(SCE) to -1.500 V(SCE) they 
usually included foot of the wave. Figure 5 exemplifies the 
dependence of regression coefficient (r) with reciprocal 
exponent (p). This plot was obtained by means of the 
DATAREG program presented in the Appendix E. Although there 
may be physical reasons to ignore the foot of wave vide 
infra these results represent fit of data over a wider range 
than that reported by earlier workers ̂  ^  . The result of
experiments obtained on the aged substrates, 5 min Ar flush 
and 25 min NgO flush and wavelength of 365 nm are as 
follows, pH 7.4-:p=0.66 ± 0.17 (15 experiments) with a least 
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11.4:p=0.6l ± 0.08 with the intercept at -1.00 ± 0.09V(SCE) 
(17 experiments). For the case of 54-6 nm with no 
distinction of pH, p=0.56 ± 0.10 and the least square 
intercept was calculated to be -1.07 ± 0.02 V(SCE) (8 
experiments). Experiments on etched surfaces for equivalent 
short period of immersion in either Ar or ^ 0  saturated 
electrolytes are consistent with these results. However, in 
cases where the crystal was left for extended periods of 
time in solution (>1 hour), the photoemission currents and 
best exponents are smaller and a white film usually could be 
observed to coat the surface. This behavior was observed at 
365 nm and 546 nm wavelengths (figures 6 and 7).
B. Voltammetry Studies of the Illuminated p-InP/Aqueous 
Electrolyte Junction
LPSV also was used for this system. The wavelengths 
used in this case were the same as for p-GaAs system, i.e. 
365 nm and 546 nm. Such selections were based on the fact 
that the band gap for InP (1.3 eV) is quite close to the one 
of p-GaAs. Figure 8 illustrates the photocurrent found in a 
typical experiment. The major characteristic is that a 
plateau is resolved at potentials more negative than 
-1.2 V(SCE) when ^ 0  is present or when the pH is low 
(c a.2.0), (figure 9 ) .  There was no difference in behavior 
in dark and illuminated conditions over the pH range 7.0 and
11.0. Therefore, all the experiments were performed at pH
7.0. When the p-InP electrode was illuminated with 546 nm 
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Figure VI-9. Hydrogen Ion as Electron Scavenger.
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In curve fit calculations to determine the exponent 
(p), the foot of the wave was included; however, the plateau 
was not included in the computation. The selected potential 
range was from -0.700 V(SCE) to -1.15 V(SCE). The results 
obtained for this system were p=0.70 ± 0.07 and the least 
square intercept was -0.64 ± 0.02 V(SCE) (pH=7.0, 9 
experiments). As in the case of p-GaAs, there was a 
decrease of photocurrents as the immersion time became 
longer. However, the exponents remained within the limits 
shown above. The results for 54-6 nm were p=0.37 ± 0.04 and 
the least square intercept was calculated to be 
-0.65V ± 0.02(SCE) (pH 11.0, 3 experiments).
C. Quantum Efficiency Studies of Photocurrents at the p- 
GaAs/Aqueous Electrolyte Junction
[ 23 241The quantum efficiency is defined as ’
1 = y < e 0I0> (6-6)
where I is the photocurrent and IQ is the intensity of 
illumination. Figure 10 contains an example of the LPSV 
photocurrents normalized with respect to intensity. The 
quantum efficiency decreases as wavelength increases.
Another way to study the quantum efficiency is to scan 
the radiation wavelength while the potential is held 
constant, e.g. at -1.4 V(SCE) for p-GaAs. Two different 
approaches were taken to perform these experiments; namely, 
steady state and photoemission pulse measurement (Chapter 
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Figure VI-10. LPSV Photocurrents Normalized with 
Respect to Intensity.
perform, had the disadvantage of long immersion times. From 
previous experiments, it was known that the efficiency of 
the system decreased as a function of time. In addition, 
the Hg lamp has a very variable intensity spectrum from 350 
to 650 nm, illustrated in figure 11. When such large 
intensity variations occur, it is best to select those 
wavelengths at or near peak intensities. The following 
wavelengths were selected 44-0, 420, 400, 380, 360 nm. The
O Ointensities ranged from 5.28 x 1 0 ju,W to 1 .6 x 10 /xW'j below 
1 .6 x 10 juW, the quantum efficiencies tended to contain 
high errors. The following average currents were obtained 
with respect to the above wavelengths, 0 .1 4 , 0 .1 4 , 0.13,
O0.10, and 0.16 mA/cm . The exponent curve-fit of 
photocurrent versus wavelengths gave the best fit at p=0.67 
± 0.09 (5 experiments) which is further evidence that a 3/2 
power law holds for these conditions. Figure 12 illustrates 
an example where the "3/2 power law" holds and at lp=0 the 
intersection is 518 nm. However the average value for these 
experiment was 534 ± 56 nm (5 experiments). The legend of 
figure 12 presents the r values (degree of linearity) at 
different powers and the logarithmic function fit. As in 
the case of voltammetry, the differences from one power to 
another are very subtle; however, the intersection values at
I = 0  differ greatly.P
The photoemission pulse measurements shortened the 
immersion time; however, the problem of the variable lamp 
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Figure VI-12. Quantum Efficiency Plot. Steady State
Experiment. p-GaAs/0.1M KC1
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the Hg lamp because it has a smoother intensity spectrum. 
Unfortunately, its intensity spectrum decreased rapidly at 
wavelengths less than 4-00 nm giving a great deal of 
unreliability to the data at wavelengths <4-00 nm. Hence, 
the option for the 150W Xe lamp was discontinued. Figure 13 
illustrates the background spectrum, Ip(Ar), and the nitrous 
oxide photocurrent, IptNgO^in the range 650 to 350 nm. 
Figures 14- and 15 depict the difference photocurrent and the 
quantum efficiency spectra, respectively. The dotted 
regions in figure 15 represent the wavelength ranges where 
the intensities were very low and a great deal of 
uncertainty exists. The region of main interest, namely 
from 4-50 nm to 350 nm, is illustrated in figure 15. There 
is a constant increase of the quantum efficiency from 4-50 to 
350 nm. If one extracts the quantum efficiency values for 
the wavelengths used in steady state experiments, one finds 
that this data also follows the "3/2 power law", p=0.68 ± 
0.04- (5 experiments), and an intercept value at T =0 of 500 
± 24- nm (2.4-8 ± 0.12 eV). Figure 16 illustrates a typical 
plot for these experiments. The pulse method also was used 
to study the effect of time on the system. Figure 17 
illustrates the effect of immersion time on the background 
and on the nitrous oxide photocurrent. The results of these 
experiments showed that the longer the time the p-GaAs spend 
in the aqueous solution, the lower was the efficiency of the 
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Figure VI-1U. Photocurrent Difference from Photoemission

















Figure VI-1 5. Quantum Efficiency Spectrum: 350 nm to
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D. Quantum Efficiency Studies of the p-InP/Aqueous 
Electrolyte System
Indium phosphide electrodes behaved similarly to p-GaAs 
electrodes, although the steady state data showed more 
scatter at shorter wavelengths, i.e. below 400 nm, (figure 
18). In the steady state experiments, five measurements 
were averaged and the difference photocurrents were fitted 
to the optimal power fit. Again, "3/2" was the best fit and 
the value at lp=0 was 533 ± 15 nm at a fixed applied 
potential of -0.95 V(SCE).
The photoemission pulse technique also was applied to 
this system. Results were similar to the ones for p-GaAs.
Figure 19-21 show the background, the nitrous oxide, and the 
difference photocurrent as well as the quantum efficiency 
spectrum, respectively, for the region 650 to 350 nm. Time 
experiments gave the same results as for the p-GaAs/aqueous 
electrolyte junction, i.e., decrease of the photocurrents 
with time. By extracting the quantum efficiency values for 
the wavelengths 4 4 0 , 4 2 0 , ^00,380, and 360 nm and testing to 
different powers, it was found that the "3/2 power law" gave 
the best fit, p=0.67 ± 0.06. At lp=0, the value for the 
intercept at the fixed potential of -0.95 V(SCE) was 490 ±
29 nm (2.53 ± 0.15 eV) (5 experiments).
E. Photoemission Studies of p-GaAs and p-InP in Non-aqueous 
Electrolytes.
As the p-GaAs and p-InP photocurrent studies in aqueous 
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Figure VI-20. Photocurrent Difference form Photoemission 
- Pulse Experiment. p-InP/0.1M KC1
p-InPi A = 0 .32 cm2 , N d= 3 A  x 101?cm3
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Figure VI-21. Quantum Efficiency Spectrum. 350 nm to
650 nm. p-InP/0.1M KC1
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to determine if this power law was also valid for systems in 
which the solvent is non-aqueous e.g. dimethylformamide 
(DMF), hexamethylphosphoramide (HMPA), and acetonitrile. In 
addition to testing the law, it was thought that with this 
type of media the chemical interactions between the 
electrode and the aqueous electrolyte would be greatly 
reduced, i.e., film growth problems should be alleviated.
To perform these experiments, a light modulated system was 
designed (Chapter III) to enhance the sensitivity of the 
electrochemical apparatus.
1. Modulated Light-LPSV Studies of p-GaAs and p-
InP/Non-aqueous Electrolyte Junctions. The non-aqueous
electrolyte consisted of 0.1M sodium perchlorate or 0.1M
tetraethylammonium perchlorate in acetonitrile. The
acceptors used for these experiments were glacial acetic
acid and trichloroacetic acid. The latter has been used in
pulse radiolysis work for the detection of solvated 
ro/ielectrons and the former is known to dissociate in
f 25 ]acetonitrile . The background currents were recorded at 
different modulation frequencies. Figure 22 illustrates the 
behavior at 300 Hz and 3 KHz. Figure 23 gives the in-phase 
photocurrents obtained when glacial acetic acid is 
introduced. Similar behavior is observed when 
trichloroacetic acid is the acceptor. The major feature of 
the voltammogram when the acceptor is introduced is that, at 
potentials more negative than -1.1V(Ag), the photocurrents 
decay and the dark currents at about the corresponding
2 pA
0 2  V
V.Ag25
3 6 5 n m
a- modulation 3Khz 2pA 0 2 V
b- modulation 300 Hx
p-GaAs, area- 0.03 cm (illuminated) 
0.1M TEAP(CH,CN)
V.A
Figure VI-22. Modulation Experiment. Background. p-GaAs/ 
0.1M TEAP (CH3C N )
300
245nm  3£ 5nm




Figure VI-23. In-Phase Photocurrent. Glacial Acetic Acid 
as Electron Scavenger. p-GaAs/0.1M TEAP
(c h 3c n )
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potentials show a sudden increase. This behavior is shown 
in figure 2 4 , where the photocurrent and dark voltammograms 
are superimposed to depict the opposite effects between dark 
and the modulated light responses.
For the case of p-InP, the results were the same as for 
the p-GaAs system. Figure 25 illustrates the modulated 
light voltammograms for trichloroacetic acid as the 
acceptor. In the absence of acceptor, there are small 
changes in the characteristics of the curves but overall 
results did not show a great deal difference from p-GaAs 
system. Nitrous oxide was tested as an acceptor; however, 
the results were unsuccessful as no differences were seen 
between the background and in a ^ 0  saturated solution. 
Experiments at lower wavelengths (i.e. 365 nm) similarly 
did not show photocurrent differences.
2. Quantum Efficiency-Modulation Technique Studies.
The quantum efficiency experiments were performed similarly 
to those of photoemission pulse technique except that the 
pulse was an optical one and the potential was kept 
constant. The wavelength was scanned at a rate of 
2.5 nm/sec, and the optical modulation rate was 3.00 KHz.
Figure 26 illustrates the difference current between the 
background photocurrent and the photocurrent due to 
trichloroacetic acid, in the region 350 to 450 nm. Figure 
27 shows the photocurrent difference in the region 260 to 
360 nm. Notice that the current difference decreases 
greatly due to the decrease of intensity of the lamp in the
546nmdark
01mA 5 jjA A-1cm
1mL CHo COOH
b —20mVspGaAs, A'0.03 cm
modulatiori'3Khz
0 2  V
V.Ag
-0 .5 -2:5
Figure VI-24.. Modulation Photocurrents vs. LPSV in Dark.
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Figure VI-25. Modulation Experiment.
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modulation: 3 Khz, applied potential:-0.7V(Ag)
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Figure VI-26. Photocurrent Difference vs. Wavelength.
























p-GaAs ,A=0. 03cm »Nd= 1.7x10 cm-'
modulation : 3 Khz.applied potential:-0.7 V(Ag)
260
WAVELENGTH,nm
Figure VI-27. Photocurrent Difference vs. Wavelength.
p-GaAs/0.1M TEAP (CH^N). 260 nm to 360 nm
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region of short wavelength. In addition to the lack of 
intensity, the solvent (acetonitrile) plus the electrolyte 
(tetraethylammonium perchlorate) absorbs at 237 nm (maximum 
absorption at 220 nm) and with one gram of trichloroacetic 
acid in 85 mL of solution, the absorption begins at 280 nm 
(maximum at 252 nm). Similar behavior is observed when one 
mililiter of glacial acetic acid is added to the cell. The 
effect of concentration of the acceptor on quantum 
efficiency is clearly seen in figure 28. The efficiency 
sharply increases from 54-6 nm to 365 nm. In the 260 nm case 
the efficiency decreases and when the concentration is 
increased the efficiency at 260 nm is decreased further.
However the efficiencies at 54-6 nm and 365 nm were not 
greatly affected by the increase of acceptor concentration.
The quantum efficiency in the region from 450 nm to 
350 nm is shown in the figure 29. Again the dotted line 
represents regions of uncertainty where the lamp intensity 
was low.
3. Voltammetry Studies for the p-GaAs and p-InP/Non- 
aqueous Electrolyte Junctions. LPSV currents showed no 
change upon the addition of common electron scavengers, i.e.
^ 0 ,  CCl^, biphenyl, chlorobenzene or acetone. On several 
occasions, dimethylformamide was tested as a solvent, 
because photoemission from metal electrodes had been 
observed using this solvent and nitrous oxide as the
r p a P71acceptor ’ . In our case, no photocurrent due to the
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Figure VI-29. Quantum Efficiency Spectrum. p-GaAs/0.1M 
TEAP (CH-3CN). Trichloroacetic Acid as 
Electron Scavenger
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was tested since stable solvated electrons can be
T 281electrochemically produced in this solvent1 J. The 
attempts were unsuccessful; however, during the performance 
of these experiments two interesting observations were made. 
Firstly an anodic wave was detected which was dependent on 
light intensity and occurred at both p-InP and p-GaAs 
electrodes. Secondly, when the semi-conductor electrode was 
replaced by a Cu electrode, an underpotential electrode­
position peak was observed which was probably due to 
electrodeposition of Li (LiCl was the supporting electrolyte 
in these experiments) (figure 3 0 ).
F. Interpretation of Photoemission Results
1. p-GaAs/Aqueous Electrolyte Junction. The 
voltammetry experiments have indicated that when 365 nm 
wavelength radiation was used (3.4- eV), the photocurrent 
followed a 3/2 power law, p=0.66 ± 0.17 at pH 7.4- and 0.61 ± 
0.08 at pH 11.4-. The calculated (least square) intercept at 
lp=0 was -0.99 ± 0.14- and -1.00 ± 0.09 V(SCE) at neutral and 
basic pH, respectively. The high standard deviations can be 
ascribed to the filming of the electrode surface during 
contact with the electrolyte. The voltage value at I =0 is 
the threshold potential for photo-emission. It is assumed 
that at potentials lower than threshold, the potential drop 
occurs mainly across the space charge and photoemission is 
not possible for the particular incident radiation. At 
potentials greater than threshold, it is assumed that the 







Figure VI-30. Lithium Underpotential wave on 
Cupper Electrode
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film) and it varies linearly with (I )^^. Pleskov et
31^12,13] that the relation (I against voltage
deviated greatly from linearity at potentials more positive
than -1.2 V(SCE). In our case, such large deviations were
only observed in cases where the crystal had spend more than
2/330 minutes in the solution. At shorter times, the (Ip) 
vs. voltage relation was basically a straight line from the 
onset potential of about -1.0 V(SCE), (figures 31). In 
fact, the threshold potential is basically the photocurrent 
onset.
The steady state quantum efficiency experiment gave a 
volume work function, E'(v), value of 534 * 56 nm (2.3 ±
0.2 eV) at -1.4 V(SCE); on the other hand, the Evlobtained 
from the photoemission pulse technique was 500 ± (2 4 ) nm 
(2.48 ± 0.12 eV) at -1-4( V(SCE). The difference between 
the two techniques is definitely related to the major 
problem with this system, i.e., the immersion time makes the 
background correction more difficult and quantum 
efficiencies lower. It is worthwhile to recall at this 
point that the work function obtained is the volume work 
function, i.e., E'(v)=E (v) + X(m /m ), where E'(v) is the
Jr ^
volume work function, E (v) = <I> which is the work function,P
X is the electron affinity and m and m are the effective
C  v
masses of an electron in the conduction and valence band, 
respectively. Hence, E'(v) gives a value greater than E_(v) 
by the factor X(m /m ).




Figure VI-31. Effect of Immersion Time on the (I
vs. Voltage Plot. p-GaAs/0.1M KC1?
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One of the useful advantages of the photoemission
technique is that one can determine the Volta potential of
the system. The Volta potential (or outer potential), X , is
defined as the work necessary to bring the test charge from c°
to a point just outside the reach of the image forces at the
electrode. Hence, the potential at this point is determined
purely by the charges on the electrode and is not influenced
by any image interactions. The value of f is a measurable
quantity because it is an electrical potential difference
T 29-311between two points in the same medium . From figure
32, which illustrates the p-GaAs/aqueous system energy 
levels, one can obtain the Volta potential at the applied 
potential -1.4 T(SCE) as follows110’12-135;
'*'= » B0 - ( 4 M< ♦> + '“sv) <6-7)
Here $ is the work function of the semiconductor in s c
vacuum, 5.47 eV for p - G a A s ^ ^ ;  $(<t>) is the work function of
a metal in solution at the same bias potential and it is
determined by means of the following expression which refers
[331the electronic work function to the SGE scale ,
*M ( * ) = 3.4 + e <t>(± 0.1) eV (6-8)
At <t> = -1.4 V(SCE), $ = 3.4-1 *4 = 2.0 eV and the difference 
between the energy levels of a delocalized electron in 
aqueous solution and vacuum, n ,r = +1.25 e V ^ ^ .S V














Figure VI-32. Energy Diagram for p-GaAs/Aqueous Electrolyte 
Junctions
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expression (6-7) comes from the definition of the Volta 
potential ^
$ = £ i + ZF 4* (6-9)
where 4 is the work function of the electrode, is the 
electrochemical potential and it is related to the Fermi 
level of the semiconductor; therefore, the sum, (- $j^(<i>) - 
iJ ), should give £ i . Note, in addition,that the FermiS V
level of the metal and the one of the semiconductor are
equal at a determined potential.
As a first approximation the band bending, <J> , can bes c
assumed to be the difference in flat band to the threshold
potential obtained from the voltammetry experiments. The
T 3A ]band bending has been defined as
<6 - 1 0 >
Here <f> is the space charge potential (band bending) and s c
is the flat band potential. At pH 7.0, the flat band was 
determined to be +0.06 V(SCE), hence at <j> = -1.0 V(SCE)
4>sc = -1 *0 V(SCE)-0.06 V(SCE) = -1 .06V
This energy difference is smaller than the band gap energy 
and it is unlikely that inversion has occurred at the onset 
of photoemission. For the case of pH=11.0, the flat band 
was -0.13 V(SCE). Then the band bending for this case is
= -1.0 V(SCE) - (-0.13 V(SCE)) = -0.87Vs c
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The most interesting fact is that by using the data 
presented in Table II one can calculate the conduction band 
energy in the bulk, E p as follows: at pH 7.0 the
C  ^ D
conduction band energy at the surface is 1.3 eV(SCE’) and at 
pH 11.0 is 1.5 eV(SCE') (the prime indicate that we are 
using the solid state scale whose sign is opposite to the 
electrochemical scale). Hence, by adding their respective 
band bending, one obtains 2.36 eV(SCE’) and 2.37 eV(SCE’) at 
the neutral and basic pH. These results indicate that the 
threshold potential and the photoemission process are 
independent of pH.
When the radiation of wavelength 54-6 nm (2.27 eV) was 
used, the reciprocal exponent obtained from experiments was 
p=0.56 ± 0.10 (8 experiments); however, the values were
0.4-2, 0.5, 0.5, 0.5, 0.54-, 0.60, 0.70, 0.74-, and in view 
that the majority of the data falls around 0.5, this may 
indicate that at 54-6 nm the process follows the "square law"
1.e., p=0.5^ ^ ^ ^ ^ ^ . The theoretical law derived for 
these conditions is expressed as follows,
I = B(E(v)-E -X)2 for E +Y 4 E(v) < E + (m +m /m )x (6-11)
Jr o  o o
The upper threshold is E'(^) and from the extrapolated rate 
plot equaled 2.4-8( ± 0.12), and so the conditions expressed 
in equation (6-11) are fulfilled, at least, within the 
experimental error of E'(v). This law may be considered to 
be the rate expression for supraband edge electron emission.
318
2. p-InP/Aqueous Electrolyte Junction. Using similar 
methods to for the p-GaAs analysis, the current-fit analysis 
gave 0.70 ± 0.07 and the intercept when lp=0 was 
-O.64. V(SCE). From the quantum efficiency experiments 
(photoemission pulse technique) E'(v) was determined to be 
4-90 ± 29 nm (2.53 ± 0.15 eV). The Volta potential for this 
system can be determined from the expression (6-7)
X= 5.68 eV - ( $ m (-0.95V) + TJ ) = +1.98 eVM  S V
[ 321where the work function of the semiconductor is 5.68 eV , 
the one for the metal was determined by using equation (6-8)
and TJ is equal to 1 . 2 5 V ^ ^ .sv
The band bending at the threshold potential was 
calculated with (6-10),
* = <J> - <J>fb = -0 .6 4 . V(SCE) - (+0.18 V(SCE)) = -0.8-2V
The conduction band energy at the surface is -1.09 V(SCE); 
therefore, the position of the conduction band in the bulk 
is +1.91V(SCE!). This value is different from the p-GaAs 
case which is not surprising because although they are 
similar semiconductors their interface behavior has proven 
to be different (Chapter IV). Figure 33 summarizes the 
energy system of the process for p-InP.
The major inexplicable result encountered with p-InP 
was the "plateau", which begins at -1.15 V(SCE). On several 
occasions the electrode was scanned to much larger negative 












FigureVI-33. Energy Diagram for p-InP/Aqueous Electrolyte 
Junctions
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increased; however, no change in the plateau was observed
except that past -1.30 V(SCE) the semiconductor became
covered with bubbles. When the pH was lowered to ca. 3-0,
the plateau occurred earlier, at about -0.90 V(SCE). The
plateau may be caused by polarization due to the formation
of gas bubbles from photoreduction of the acceptor,
especially since it only ensued when the concentration of
the electron acceptor (i.e. NgO or H^0+ ) was high. This
flattening behavior of the p-InP semiconductor resembles a
diffusion controlled process like in the case of
polarography. However, the concentration of the acceptor is
high enough to compensate for the diffusion process.
Another reason for the "plateau" effect may be directly
related to the bulk or interface properties of the InP, i.e.
recombination processes either internally (due to traps) or
externally (due to surface states). A similar effect was
(351observed by Varvet et al. and they related it to kinetic
factors rather than light absorption problems.
At the wavelength 54-6 nm (2.27 eV) the voltammetry data 
gave a fit for the reciprocal power of 0.37 ± 0.04 which is 
closest to the "square law;" the energy of light of wave­
length 546 nm falls within the range stipulated by the
experimental errors of E'(v) and (E + X), that is, 2.53 eVo
± 0.15 eV and 2.32 ± 0.15 eV, respectively. (E + X) was
[37]calculated based on the values of mc = 0.07 , and
mv=0.4^^^, and the inequality (E^ + X) E(v) < E'(v). The
low values for the reciprocal power may be due to the
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presence of surface states or problems attendant with the
film which makes the background correction and the
acquisition of photocurrent data quite difficult.
3. p-GaAs and p-InP/Non-aqueous Electrolyte Junction.
The non-aqueous system presented a very low efficiency,
r i
which resembles the vacuum case . The voltammetry 
(without modulation) did not give any measurable 
photocurrents except when the solution was bubbled with 
oxygen but the resulting voltammogram was quite difficult to 
interpret because the photoreaction was quite complicated.
f o p  Q £  IIt is important to recall that oxygen, even in vacuum ’
produces strong deviations and deficiencies in the system.
In general, analyses of rate expressions for such low
efficiency systems is prone to large errors. Nevertheless,
the modulated light voltammetry gave photocurrents whose
rate power analysis gave values scattered from 0.19 to 0.4-1.
However, it is worthwhile to point out that the highest
power was obtained with 260 nm and the lower reciprocal
powers were obtained at 365 and 54-6 nm. Importantly,
exponential fits gave worse results than the power fits at
any of the theoretical wavelengths.
Quantum efficiency experiments with p-GaAs gave more
consistent results, p=0.78 ± 0.04- (4- experiments). When
I =0, the threshold energy value at the fixed potential <£=P
-0.90V(Ag) was 4-31 ± 2 nm (4- experiments) (2.87 ± 0.01 eV).
For these experiments, measurement of current at wavelengths 
44-0, 420, 380, and 360 nm were selected for analysis. The
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modulated quantum efficiency experiments were only performed 
with p-GaAs electrode. Comparing the non-aqueous results 
with the aqueous ones, the E'(v) value is greater by 0.4 eV 
than in the aqueous system. If the threshold value is 
reasonable, then the stabilization (solvation) energy due to 
the solvent is smaller than the aqueous case and the barrier 
for photoemission is correspondingly larger. This may 
partly explain why the quantum efficiencies are so much 
lower than for the water case.
An unanswered question in the non-aqueous case is 
whether or not solvated electrons are formed. Thus far, the 
evidence neither proves nor disproves the actual presence of 
a solvated electron intermediate. Solvated electron in 
acetonitrile has been postulated as intermediates in pulse 
radiolysis studies where biphenyl and carbon tetrachloride
f o o lwere the electron scavengers . Both of these scavengers 
were tried in our systems. Unfortunately, biphenyl gave a 
white film on the electrode which complicated photocurrent 
measurements and carbon tetrachloride did not give any 
measurable photocurrent.
G. Is the Photoelectron Emitted over or through the 
Barrier?
This is probably the most difficult question related to 
the photo-emission processes. In Gurevich's theory, the 
"3/2 power law," it is assumed that there is no barrier due 
to image forces, there is no interaction of an electron with 
the dipole potential of adsorbed solvent, and optical Born
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e n e r g y of electron is omitted. Consequently, the only
barriers are the band gap and the electron affinity of the
semiconductor. In the case of photoemission into water the
electron affinity, X , is lowered by the amount 1.25 eV and
by the Volta potential. If we compare our data to that
T12-13]obtained by Pleskov et al. ^ for the case of p-GaAs,
there are two major differences: (a) they consider that the 
work function of p-GaAs is 4*4 eV, which is somewhat smaller 
than the value widely reported. The Volta potential at 
-1.4- V(SCE) with their data is +1.1V which is smaller than 
our estimation of +2.22V^b)They also claimed that E* (\>) is
3.0 eV at -1.3 V(SCE)[12] and 2.7 eV at -1.6 V(SCE)[13]. On
the other hand, our average threshold energy is smaller,
E'(v) = 2.4-8 ± 0.15 eV at -1 .4- V(SCE). The difference 
between the two results may be due to experimental 
procedures. Nevertheless, our result indicates that E f(v) 
is greater than the band gap which may provide an additional 
confirmation that the photocurrent observed in the presence 
of NgO was due to the external and not the internal 
photoeffect. If by means of figure 32 one reconstructs the 
energy barrier when no applied potential is present, then 
for the extreme case one has,
m  = $ - u = 5 .4.7 eV - 1.25 V = 4-22 eVm sv
Now, if one considers the radiation energy 3.4 eV plus the 
amount of band bending, 1 . 0 V  (from flat band to threshold 
potential), one has the electrode receiving 4.4 eV
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externally which is in excess of the above energy barrier.
For the case of InP, the barrier is higher because $ is 
higher (figure 33).
•Um = $ - U gv = 5.68 eV - 1.25 V = 4-43 eV
Following similar reasoning as for the p-GaAs case, the band 
bending is approximately 0.82 V and the incident energy is 
3.4 ©V; therefore the total energy is 4*22 eV which is 
somewhat smaller than the barrier.
Whereas in the case of p-GaAs the emitted photoelectron 
should have enough energy to overcome the barrier but for 
the case of p-InP the photoelectron is about 0.2 eV below 
the barrier. However, one should keep in mind that negative 
applied potentials combined with the energy gained by 
emitted electrons as a result of collective interactions 
with the condensed media decreases the work function. In 
conclusion, one can consider that the photoelectron is being 
ejected over the barrier. This is supported further by the 
fact that at energies below E'(v ) the photocurrent follows 
the square law which is a theoretical form for indirect 
transitions which may explain supraedge processes.
Bockris et al.^®^ defines U m  at flat band as,
V = X -0.23V (6-12)m
where -0.23 V is a value containing additional factors which 
Gurevich does not take into account. Hence, for the case of 
p-GaAs and p-InP the barrier magnitudes are 3.84 eV
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(X = -4*07 eV) and 4-• 15 eV (X = 4-*38), respectively. If the 
band gaps are added to the above values then the energy 
barrier will be higher than the one predicted by Gurevich’s 
theory. The following expression was given to describe the 
photocurrent e n e r g e t i c s ^ ,
1 •= e o (CA / C T )( lN e (E)exp (-1T2l/h)('Um-E))dE (6-13)
AH(te)
where N (E) is the number of excited electrons arriving at 6
the semiconductor surface, the exponential is the tunneling 
probability, AH(e) is the enthalphy change for electron 
transfer from the semiconductor to the electron acceptor, 
and and Crp are the total number of acceptors and sites 
per unit area respectively in the outer Helmholtz plane. If 
the applied potential does not lower the barrier 
sufficiently, the photoelectron will not go over the barrier 
and equation (6-13) is applicable. Equation (6-13) 
basically defines the same process as Gurevich, namely, the 
photo-emitted electron is accepted by solvent molecules to 
become a solvated electron. If the photoelectron has a
r 1 8 1energy greater than the barrier then Bockris et al. 
describes the process with the expression,
r°°Ip = e 0 (CA/CT )jNe(E)dE (6-U)
T391Mattew and Khan demonstrated that BKU theory followed
the "5/2 power law" for the case of metals (Chapter II).
The above equations which are related to semiconductor 
electrodes basically follow the same reasoning as the BKU
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theory; therefore, it will not be surprising that the 
computed photocurrent with (6-13) and (6-14) will follow the 
"3/2 power law." It should be noted that the factor -0.23 V 
was calculated by numerical methods and several assumptions 
give to it a high degree of uncertainty.
In order to definitely determine if an electron is 
being photoinjected over or through the barrier, one must 
have different electron acceptors which react at different 
electron energies. The choice of a suitable acceptor has 
been one of the most difficult problems because there are 
very few compounds which fulfill the requirements of simple 
kinetics and minimal light absorption or adsorption to the 
electrode surface.
H. Comparison of Dark and Illumination Processes
One surprising result of this research is that the 
difference between the energies for the reactions of nitrous 
oxide under illumination and in dark is relatively slight 
(figure 2). Nevertheless, quite different kinetics behavior 
has been established. If foot of the wave analysis is 
performed on the dark currents the best fit is given by an 
exponential law. On the other hand, the photocurrent due to 
photoemission (lp(N20)-Ip(Ar)) follows a power law. It may 
be concluded that the mechanisms are different even when 
catalytic currents are present.
The flat band and the conduction band energy at the 
surface, E , were determined from Mott-Schottky studiesC y S
whose respective values are -0.13 V(SCE) and -1.5 V(SCE)
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(note that we are in the electrochemical scale). Therefore 
at the onset of the dark currents c a.-1.30 V(SCE), the band 
bending is approximately,
<f> = -1.30 V(SCE) - (-0.13 V(SCE)) = -1.17 Vs c
Added to the E value, the conduction band in the bulk,C f 8
E ,B is at -2.67 V(SCE). Nitrous oxide was verified to c r 8 1reduce at -1.8 V(SCE) using a mercury electrode . If one
approximates this value to redox potential, E°, then the
reduction of N2O is 0.87 V below the bulk conduction band
and 0.3 V above the conduction edge. Hydrogen ion reduces
at -0.24 V(SCE). Therefore the reduction of hydrogen ion,
possibly adsorbed on the p-GaAS at pH 11.0 (Chapter V and
[8]), is greatly favored over the direct reduction of N2O.
Hence reduction of adsorbed hydrogen as the first step would
be energetically preferred and the N2O reduction can be a
consequence of the reactions proposed in Chapter V and [8].
The fact that N2O does not reduce in dark at p-InP
electrode, at any of the pH's tested (i.e. 3-0, 7.0, 10, 11,
17 —3and 12) and for two doping levels, N^, 3 4  x 10 cm and 
18 —32-5 x 10 cm ” , implicates the role of the surface hydride 
at p-GaAs electrodes. However, one can not discount the 
option that the hydrogen may be reduced by a tunneled 
electron through an oxide film, as proposed by 
Schmickler . A good review of this latter mechanism is 
given in reference [4-1 3 •
VII. CONCLUSIONS
Gurevich’s photoemission theory, the 3/2 power law, was 
found to hold for the case of p-GaAs and p-InP semi­
conductor/aqueous electrolyte junctions. However, our 
results indicate that one must be careful with the 
interpretation of data. The instability in aqueous 
solutions of indium phosphide and gallium arsenide greatly 
affects the efficiency of photoemission process at times 
larger than about 30 minutes. The deviations observed after 
long periods of immersion are due mainly to the presence of 
a surface layer. This phase could be monitored by means of 
Mott-Schottky experiments. The fact that there are 
deviations due to the film on the surface supports the 
premise that the photoelectrons are coming from the bulk of 
semiconductor rather than from the surface layer. There is 
no reason to believe that the internal processes are 
different from those for the semiconductor/vacuum case. 
Although the characteristic absorption of light may be about 
120 A° in GaAs, the actual escape depth of electrons may be 
small, about 25°A°, if analogous to the vacuum cases. This 
is the same order of magnitude as the depletion layer, about 
30°A° in our case with approximately a band bending of about 
1V at threshold. It seems, therefore, that the 3/2 power 
law is valid as long as the surface of the crystal is not
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greatly modified due to interaction of the solvent and the 
crystal.
The study of photoemission is important because it is a 
good technique to characterize the energetics of 
semiconductor/electrolyte junctions, especially to determine 
if the solvent is favorable for the formation of solvated 
electrons. It may also provide a controllable way to study 
the synthesis and kinetics of radicals. Furthermore, one 
may distinguish supraedge processes from those occurring at 
higher energy levels by photocurrent rate analysis of the 
type developed. Photoemission studies in non-aqueous 
systems could not be completely characterized due to the low 
efficiencies encountered and the lack of a well- 
characterized irreversible electron scavenger. Trichloro­
acetic acid and glacial acetic acid worked; however, it is 
almost certain that the reduction observed is due to 
hydrogen ion. Although hydrogen ion is a good electron 
scavenger, it is not appropriate for characterizing barrier 
energies because of its low reduction energy.
For future work, the surface film could be studied in 
non-aqueous systems as a function of thickness if a suitable 
electron scavenger can be found. This might determine if 
the layer reduces the work function or increases it.
Modification of the surface to reduce the electron affinity 
(negative electron affinity) should also be studied at 
semiconductor/electrolyte junctions to develop a theory 
since the only knowledge available relates to the vacuum
case. The anodic wave at the p-GaAs/aqueous electrolyte 
interface (Chapter V) can be studied with the rotating disk 
electrode technique as well as by IR spectroelectro- 
chemistry. Finally, new and better analytical techniques 
are needed to characterize the energetics, the kinetics, and 
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10 REM *** MOTT SCHOTTKT «**
20 REM THIS CALCULATION ARE FOR DETERMINING THE FLAT BAND POSITION ON 
30 REM SEMICONDUCTORS.
40 REM A IS THE AREA OF THE CRYSTAL
SO DIM I(50),Y(50),IC(50),TC(50),D(50),Z(50)
00 REM «*• I VALUES ARE THE BIAS POTENTIALS **»
70 REM *** Y VALUES ARE INCHES FROM THE GRAPH
(0 REM SF IS THE SCALE FACTOR TO CONVERT INCHES INTO MICROFARADS *»*
8S A=0.32 
70 SF= 0.071 -
100 REM «'• LEAST SQUARE CALCULATIONS ***
110 N=7
120 FOR 1=0 TO (N-l)
130 DATA -1.3,-1.2,-1.1
131 DATA -1.0,-0.»,-0.a,-0.7 
140 READ X(I)
ISO NEXT I
100 FOR 1=0 TO (N-l)
171 DATA 2.34,2.42,2.52,2.50 ,2.03,2.70,2.75 
110 READ Y(I)
1Y0 NEXT I


















31S FOR 1=0 TO (N-l)










444 PRINT ’FREQUENCY* lKHi'
445 FRINT’THE HEDIUN USED IS 0.1H-ICI/H2O’
444 PRINT ’»-I«P,tot»l JU0.32 em2“
450 PRINT’THE SLOPE N : \ H
440 PRINT’THE INTERCEPT C ON Y:’ ;C
470 PRINT’THE SLOPE ERROR IS=*;HSIG
475 PRINT’THE CORRELATION DEGREE R=*;R
4(0 PRINT’THE Y-AXIS INTERCEPT ERROR IS=";CSIC
470 PRINT’AT Y=0,THE PLATBAND IS=’;FB
500 PRINT’THE DOPANT DENSITY IS=*;ND
520 PRINT’THE PH OF THE SOLUTION IS=7.0“
530 STOP
531 CLS
534 OPEN ’IPR" AS FILE 01
535 PRINT II,’THE INVERSE (CAPACITANCE)*! VALUES AHE.ZII)" 
534 CLOSE II
540 OPEN ’OPR’ AS FILE 02
541 FOR 1=0 TO (N-l)
550 PRINT 02,’I ( M ; ’):’;2{I),
540 NEXT I
542 PRINT 02 




1 8=?E00a : ! LOAD ADDRESS Or BASIC 1.0 IS KAR 1703
2 SYSOFEN =B+S274I : SYSFUNC= B+02B10
3 SREAD=B+02B4C : SWRITE=B+020DE :SYSCL05E=B+S2C18
4 SUSPSYNCH = B+S2C7C :SUSPALL=B+t2CAC : SUSPANY=B+*2CC6
5 SL'SPNOSYHCH=B+S2CFS : AHEAD; 8*52970: AVRITE= B+02A3C 
4 BREAD=B+02B44 : BVRITE=B+»2B8C :BTEST=B+S2BD2
7 CANCEL = B=02C4A
00 REN***DR.R.J.GALE, LSU CHEMISTRY OEPT. 17 SEP 03
90 REM IEEE 400 TRANSFER FROM TEKTRONIX 440 DIGITAL STORACVE OSCILLOSCOPE
100 REM THI5 PROGRAM OPENS THE BUS TO TALK TO DEVICE 2 (IBUSB?)
120 REM BECAUSE THE DATA RECEIVED FROM THE BUS
130 REM IS READ BY SREAD INTO AN INTEGER ARRAY, A SHORT CONVERSION
140 REM ROUTINE IS INCLUDED TO CONVERT THE INTEGER DATA TO A STRING, FOR DISPLAY
150 REM THE ARRAY Bt IS USED AS THE INPUT BUFFER FOR THE DATA FROM THE DEVICE
140 ON ERROR GOTO 400
170 DIH B%( 180), NV240), 5%C514>
100 OPEN "IBU5B?" AS FILE 14 
190 LENC=174
200 CALL SREAD(4,BV1),LENG, $49,025,0)
210 DATA$=“‘
220 FOR 1=1 TO LEKG/2 
230 DATA$=DATA$tCm$(B%(I))
240 NEXT I 
250 PRINT DATAO,
240 LENK=S14 '
270 CALL SREAD(4,M(1),LENH, 025,000,0)




320 NEXT I 
330 CLOSE 04
340 REM NEXT ROUTINE CREATES A PLOT OF THE DATA 
350 CLS











440 FOR U S D  TO 300 STEF SO 
470 LINE (50,50+1,70,50+1)
400 TEXT!40,30+1 ,NUH10(1/2), 1,1)
470 NEXT I
500 TEXTtXO,200,“CURRENT SCALE",1,1)
510 INPUT A1 !Prcgt»« will w*it until key is hit 
520 REM CREATE DATA FILE TO SAVE RESULTS 
530 OPEN “RUN1.DAT" AS FILE 01 
544 FOR 1=1 TO 514 
550 PRINT 01, SK I)
540 NEXT I 
570 CLOSE 01
500 PRINT ■EXPERIMENT COMPLETED"
570 END





10 RE* *•* PROGRAM PROCESSES FH0T0EHISSI0H SWEEP CURRENTS '«>
JO HEM ***0R B.J GALE.r.HEMTSTBY DEPT. ,ISU,BATON HOUCE, LA.70003 **«
30 OIM 5%(514). T%<514>, X<514)
40 REM St(N) VALUES ARE ABCON, n<N> VALUES ARE NITROUS OXIDE 
30 OPEN "AHGONI.DAT" AS FILE *1 
00 FOR 1 = 1 TO S14 : INPUTll.Std) : NEIT I 
70 CLOSE II
00 OPEN “NITHOI5.DAT“ AS FILE 02
70 FOR 1 = 1 TO 514 : INPUT #2,Tt(I): NEXT I
100 CLOSE 02
110 REM A IS AREA (CM2)
120 HEM CRT SCAN RATE IS 5 SEC/DIV ; CYCLIC RATE IS 20 MV/SEC
125 REM MA IS CURRENT SCALE AND VO VOLTSfDIV
120 MA=0 I : VD=1 :A=0.45
130 FOR 1=1 TO 514
135 1< I) = (T%d 1-SKI I)*MA*VD/(25*A1
140 NEIT I
150 DIM XX(20S>,YY(205),XC( 205) ,YC(2051,0(205 )
1(0 REM RANGE OF INTEREST -1.1 TO -1 5 V 
170 N=120
100 FOR 1=1 TO H XX(I>=(-1 1-0 4*(I)/2Q5) : NEXT I 
102 CI.S
105 PRINT "H“,*H",“KSIG/M",“-C/M“ ,*R"
170 FOR H=1 TO 15 :P=0 3+0 04«H
200 FOR 1=1 TO N •YYCI)=X(I+3211*P : NEXT I
210 ISUM=0 : YSUM=0 : XYSUM=0 : XISUM=0
220 DF=0 : XPI=0 : YPY=0
230 FOR 1=1 TO N
240 I£UM=XSUH+XI<I):YSUM=YSUM+YY(11:JISUH=XXSUM+XX(I)‘2: JYSUH=XYSUN+JXII)»YY(I) 
250 NEIT 1
200 IM=ISUM/N : YH=YSUHIN






330 H=(N*XYS!/M-ISUM*YSUM) /DEL 
340 C=(XX5UH'YSUH-ISUH*XYSUH>/DEL 
350 DSQ=0 : R=DF/SQR(XPX«YPY)
3(0 FOR 1=1 TO N 
370 YC(IIcM'XI(1)+C 





435 PRINT H,H,HSIC/M.-C/HR 




10 ECM **« PROGRAM PROCESSES PHOTOEH1SSIOK SWEEP CURRENTS •**
10 REM ***DR.R.J.CALE,CHEMISTRY DEPT.,LSU,BATON ROUCE, IA.70803 **«
30 OIK S*(514>, T%(514), 1(314)
40 REM St(N) VALUES ARE ARGON, TO(N) VALUES ARE NITROUS OlIDE 
50 OPEN “ARCQN3.DAT* AS PILE 01 
40 FOR 1=1 TO 314 : INPUT*!,St(II : NEIT I 
70 CLOSE II
00 OPEN “NITROI3.DAT" AS FILE 12
70 FOR U 1  TO 514 : INPUT «2,T%(I): NEXT I
100 CLOSE 12
110 REM A IS AREA (CM2)
120 REM CRT SCAN RATE IS 3 SEC/DIV ; CYCLIC RATE IS 20 HV/SEC
123 REM HA IS CURRENT SCALE AND VD VOLTS/DIV
128 MA=0.1 : VD=1 :A=0.71
135 TOR 1=1 TO 314
135 I(I)=(T%(I)-S%(I))*HA*VD/(25*A)
140 NEXT I
ISO DIM XK254 ),YY(254)
140 REM RANGE OF INTEREST -1.0 TO -1.5 V 
170 FOR 1=1 TO 254
180 XX(11=0.5*1/254 : YY(I)=I(I+217)
170 NEXT I
200 CLS : LINE(50,50,542,50) : LINE(50,50,50,450)
210 FOR 1=1 TO 255
220 LINE<5O*XXiI)*512/O.5,5O+YY([)*4OO/O.5,5O+XX(I*l>‘512(O.5,50*YY(I*l>*4OO/G.5) 
230 NEIT I




280 FOR 1=100 TO 400 STEP 100 
270 LINE(50 , 50 + 1 , 70 , 50+ 1 )
300 TEXT(40, 20*1 ,NUMS( 0.5* 1 /400), 1 , 1 )
310 NEIT I
320 TEXT(300,10,“VOLTAGE t s .SCE")
330 TEXT120,200,“CURRENT DENSITY / bA c«-2“,1,1)
350 INPUT A 




10 REN »** PBOGRAM PROCESSES PHOTOEMISSION SVEEP CURRENTS '**
20 REH ***DR.R.J.GALE,CHEMISTRY DEPT.,tSU,BATON ROUGE, LA.70803 ***
30 DIM S V 5 1 4 ) , Tl<514), 2(514)
40 REH St(N) VALUES ARE ARGON, T*(N) VALUES ARE NITROUS OIIDE 
50 OPEH ‘ARG0N3.DAT" AS FILE 01 
80 FOR U l  TO 514 : INPUT81,S4(I) : NEXT I 
70 CLOSE n
80 OPEN "NITROI8A.DAT* AS FILE 82
70 FOR U l  TO 514 : INPUT 82,T%(I): NEXT I
100 CLOSE 82
118 REH A IS AREA (CHE)
120 REH CRT SCAN RATE IS 5 SEC/DIV ; CYCLIC BATE IS 20 HV/SEC
125 REH HA IS CURRENT SCALE AND VD VOLTS/DIV
128 MA=0.1 : VD=1 :A=0.45




180 REH RANGE OF INTEREST -1.1 TO -1.5 V 
170 N;205
180 FOR U l  TO N :IX(IU(-l.l-0.4«(I)/205) : NEXT I 
182 CIS
185 PRINT - H V H V N S I G / M V - C / M V R "
170 FOB H=1 TO 20 :P=0.5*0.04*H
200 FOR U l  TO N :TY(I)=X( 1+270)‘P : NEIT I
210 XSUH=0 : YS WUO : XYSIOUO : XXSWU0
220 D U O  : IP 1*0 : YPY=0
230 FOE U l  TO N
240 X5UM=XSUH+XX(I):YSUHsYSUH+YY(I):XXSUH=XXSUH+XX(I>*2:XYSUH= ZYSUH+ XX(I)*YY(I) 
250 NEIT I
280 XK=ISUM/N : YH-YSUH/N








350 DSQ—0 : R=DF/SQR(IPX‘YPY)
355 H(H)=ABS(R)











450 CLS : LINE150,50,50,400) :LINE<50,50,550,50)
440 FOB M O O  TO 500 STEP 100 
470 UNE150+1 , 50 , 50+1 , 70)
480 TEXT!I,30,NUNS(0.5+0.8*1/500))
470 NEIT I
500 FOB 1=100 TO 400 STEP 100 
510 LINE(50,50+1,70,50+1)
510 T U T < « , I W , M 1 H M , U t l ' Q . M / 4 0 5 ) ,  1 , 1 )
5 30 NEIT 1
540 TEIT(400,10,‘EXPONENT*)
550 TEITl20,200,‘REGRESSION COEFFICIENT",1,1)
540 FOR J=1 TO 20
570 TEXT/50+J*Q.04*500/0.0,50+(R(J)-0.78)*400/0 02 ,“I") 
580 NEIT J 
408 END
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