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QUANTUM ALGEBRAIC APPROACH TO REFINED TOPOLOGICAL
VERTEX
H. AWATA, B. FEIGIN AND J. SHIRAISHI
Abstract. We establish the equivalence between the refined topological vertex of Iqbal-
Kozcaz-Vafa and a certain representation theory of the quantum algebra of type W1+∞ intro-
duced by Miki. Our construction involves trivalent intertwining operators Φ and Φ∗ associated
with triples of the bosonic Fock modules. Resembling the topological vertex, a triple of vectors
∈ Z2 is attached to each intertwining operator, which satisfy the Calabi-Yau and smoothness
conditions. It is shown that certain matrix elements of Φ and Φ∗ give the refined topological
vertex Cλµν(t, q) of Iqbal-Kozcaz-Vafa. With another choice of basis, we recover the refined
topological vertex Cλµ
ν(q, t) of Awata-Kanno. The gluing factors appears correctly when we
consider any compositions of Φ and Φ∗. The spectral parameters attached to Fock spaces
play the role of the Ka¨hler parameters.
1. Introduction
The aim of the present paper is to study the refined topological vertex Cλµν(t, q) of Iqbal,
Kozcaz and Vafa [IKV] from the point of view of the quantum algebra of typeW1+∞ introduced
by Miki [Mi]. We also treat the vertex Cλµ
ν(q, t) considered by Awata and Kanno [AK2] in
the same footing.
Let us first recall briefly the notion of the topological vertex [AKMV], [I]. A trivalent graph
plays an important role, since it encodes the information where the cycles of a T 2 fibration of
a toric 3-fold degenerate. The Calabi-Yau threefold is then mapped to a Feynman graph with
fixed Schwinger terms (Ka¨hler classes of the threefold), and the topological vertex is associated
with states in the threefold tensor product of bosonic Fock spaces. Each edges of the graph is
an oriented straight line labeled by a vector v ∈ Z2 corresponding to the generator of H1(T
2)
(shrinking cycles). If all the edges are incoming, we have the condition
∑
i vi = 0 (Calabi-Yau
condition), and |vi ∧ vj| = 1 for any pair of edges (smoothness condition). Together with
a ‘gluing rules,’ on can calculate all genus amplitudes of the topological A-model for non-
compact toric Calabi-Yau threefolds. The topological vertex Cλµν is represented by Okounkov,
Reshetikhin and Vafa using the skew Schur functions [ORV], [OR]
Cλµν(q) = q
κ(µ)
2 sν′(q
−ρ)
∑
η
sλ′/η(q
−ν−ρ)sµ/η(q
−ν′−ρ), (1.1)
where λ, µ, ν are partitions labeling the states in the threefold tensor of the Fock spaces, λ′
denotes the transpose of λ, ρ = (−1/2,−3/2,−5/2, · · · ), and κ(λ) =
∑
i λi(λi + 1− 2i).
In [IKV] a refined version of the topological vertex was introduced, based on the arguments
of geometric engineering concerning the K-theoretic lift of the Nekrasov partition functions
[N], [FP]. See also [NY1], [NY2]. In this refined version, one more parameter t comes in
and the theory seems to be deeply relate with the Macdonald functions Pλ(x; q, t) [Ma]. The
formula is
C
(IKV)
λµν (t, q) =
(q
t
) ||µ||2
2
t
κ(µ)
2 q
||ν||2
2 Z˜ν(t, q)
∑
η
(q
t
) |η|+|λ|−|µ|
2
sλ′/η(t
−ρq−ν)sµ/η(t
−ν′q−ρ), (1.2)
Z˜ν(t, q) =
∏
s∈ν
(1− qaν(s)tℓν(s)+1)−1 = t−
||ν′||2
2 Pν(t
−ρ; q, t), (1.3)
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where ||λ||2 =
∑
i λ
2
i . See [IK] for recent development, and a remark on their notational
convention.
There is another approach by Awata and Kanno [AK2], where Macdonald functions are
used in some symmetric way
Cµλ
ν(q, t) = Pλ(t
ρ; q, t)
∑
σ
ιPµ′/σ′(−t
λ′qρ; t, q)Pν/σ(q
λtρ; q, t)(q1/2/t1/2)|σ|−|ν|fν(q, t)
−1. (1.4)
(See Section 4.1 as for the notations.) Here they incorporated the ‘framing factor’
fλ(q, t) = (−1)
|λ|qn(λ
′)+|λ|/2t−n(λ)−|λ|/2, (1.5)
which was introduced by Taki [T]. It has been recognized that these two different formulas give
us essentially the same result, and the difference should be superficial. As for the preliminary
version of the formula (1.4), see [AK1].
Now we turn to the quantum algebra side. The algebra we consider was first introduced
by Miki in his study on the W1+∞ algebra. After the first discovery by Miki, essentially the
same algebraic structure has been rediscovered by several authors. See [FT], [FHHSY], [SV1],
[SV2], [Sc1], [Sc2], [FFJMM1], [FFJMM2], [FJMM]. This verifies the naturalness and the
richness of the algebra. Because of this, it has been called by several different names, and
there is no good choice at this moment than waiting for well established terminologies. In this
paper, we denote the algebra by U .
Motivated by the construction in (refined) topological vertex, we study a representation
theory of the quantum algebra U which includes the following ingredients:
(1) triple of the Fock spaces and associated intertwining operators,
(2) trivalent vertex with edges labeled by vectors ∈ Z2 satisfying the Calabi-Yau and
smoothness conditions,
(3) spectral parameters playing the role of the Ka¨hler parameters.
It has been recognized that the quantum algebra U has two central elements, and they
obey a certain transformation formula with respect to the SL(2,Z) action [Mi], [SV1, SV2].
Namely, the SL(2,Z) action preserves the structure of the algebra up to the shift in the
central elements. As a consequence of the SL(2,Z) action, we have two types of the Fock
representations of U , one in [FT] and the other in [FHHSY]. After fixing convention suitably,
one can say that the former has level (0, 1) (vertical), and the latter has level (1, 0) (horizontal).
The action of the T generator of the SL(2,Z) can be easily treated, and we can modify the
‘horizontal’ Fock representation to level (1, N) with N ∈ Z. We restrict ourselves only to the
family of the Fock modules F
(0,1)
u and F
(1,N)
u (N ∈ Z), where u is the spectral parameter. (See
Sections 2.3, 2.4.) Note if one of the edges (the preferred edge) is labeld by (0, 1), then from
the Calabi-Yau and the smoothness condition the rest should be (1, N) and (−1,−N − 1)
where N ∈ Z.
Consider the intertwining operators of U-modules associated with three Fock modules of
the forms Φ = Φ
[
v3,u3
v1,u1;v2,u2
]
: Fv1u1 ⊗F
v2
u2 → F
v3
u3 and Φ
∗ = Φ∗
[
v2,u2;v1,u1
v3,u3
]
: Fv3u3 → F
v2
u2 ⊗F
v1
u1 .
The following particular cases are essential in our construction:
Φ : F (0,1)v ⊗F
(1,N)
u −→ F
(1,N+1)
−vu , aΦ = Φ∆(a) (∀a ∈ U), (1.6)
Φλ(α) = Φ(Pλ ⊗ α) (∀Pλ ⊗ α ∈ F
(0,1)
v ⊗ F
(1,N)
u ), Φ∅(1) = 1 + · · · , (1.7)
Φ∗ : F
(1,N+1)
−vu −→ F
(1,N)
v ⊗ F
(0,1)
u , ∆(a)Φ
∗ = Φ∗a (∀a ∈ U), (1.8)
Φ∗(α) =
∑
λ
Φ∗λ(α)⊗Qλ (∀α ∈ F
(1,N+1)
−vu ), Φ
∗
∅(1) = 1 + · · · , (1.9)
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where Φλ and Φ
∗
λ are normalized components of Φ and Φ
∗. We prove that such (normalized)
intertwining operators Φ and Φ∗ exist uniquely. (Theorems 3.3, 3.6.)
Let Sλ(q, t)’s be the dual of the Schur function sµ’s with respect to the Macdonald scalar
product in (2.8) satisfying 〈Sλ(q, t), sµ〉q,t = δλ,µ. We show that the refined topological vertex
C
(KIV)
λµν (t, q) coincides with the matrix element 〈Sµ(q, t)|Φ
∗
ν |sλ′〉 ut to a simple factor. (Propo-
sition 4.4.) If we use the bases (ιPλ) and (ιQµ), then the refined topological vertex Cλµ
ν arises
as the matrix element 〈ιPν |Φ
∗
λ |ιQµ〉. (Proposition 4.7.)
We cheek that any types of the compositions of the intertwining operators Φ and Φ∗ pro-
duces contractions of topological vertices involving correct gluing factors (see Definition 4.9).
Thereby proving the equivalence of the topological vertex and our representation theory. (The-
orem 4.10.) Since the discovery of Alday, Gaiotto and Tachikawa [AGT], it has been inten-
sively studied that we have the representation theory of the Virasoro and W algebras playing
a profound role in the Nekrasov instanton partition function [HJS], [FL], [MMS], [AFLT]. As
for the K-theoretic version, see [AY1], [AY2], [AFHKSY]. Our quantum algebraic approach
extends this idea in such a way that the topological A-model and the topological vertex are
involved. We hope this will give us better understandings both in string theory side and in
quantum integrable system side.
We remark that the intertwining operator proposed in [AFHKSY] can be explicitly con-
structed by composing our Φ’s and Φ∗’s in a suitable manner. However it still remains unclear
how to describe the the structure of the ‘integral basis’ proposed there. Therefore we do not
go in this direction here.
This paper is organized as follows. In Section 2, we recall our notations for the algebra U
and introduce the family of the Fock modules F (0,1)u and F
(1,N)
u (N ∈ Z). In Section 3, the
trivalent intertwining operators Φ and Φ∗ are defined (Definitions 3.1 and 3.4). The existence
and the uniqueness of them are stated in Theorems 3.3 and 3.6. Section 4 is devoted to
establishing the equivalence with topological vertex of Iqbal-Kozcaz-Vafa, and Awata-Kanno.
For this purpose, we calculate the matrix elements of Φ and Φ∗ (Propositions 4.4 and 4.7).
Then we check the gluing rules for all the possible compositions (Propositions 4.11, 4.12,
4.13, 4.14 and 4.15). Our main theorem is stated in Theorem 4.10. In Section 5, we present
two examples of calculations which involve Nekrasov partition functions, and investigate the
meaning of the spectral parameters. Proofs of Theorems 3.3 and 3.6 are given in Section 6.
A proof of Proposition 5.1 is stated in Section 7.
2. Preliminaries
2.1. Algebra U . Let q and t be independent indeterminates, and set F = Q(q, t). Set also
F˜ = Q(q1/4, t1/4). We sometimes work over the field F˜ to keep the notation considerably
symmetric for our dual constructions. We briefly recall our notation for the algebra U . We
follow the notation in [FHHSY] which is based on [DI]. Let
g(z) =
G+(z)
G−(z)
∈ Q(q, t)[[z]], G±(z) = (1− q±1z)(1− t∓1z)(1 − q∓1t±1z). (2.1)
Definition 2.1. Let U be a unital associative algebra over F generated by the Drinfeld currents
x±(z) =
∑
n∈Z x
±
n z
−n, ψ±(z) =
∑
±n∈N ψ
±
n z
−n, and the central element γ±1/2, satisfying the
defining relations
ψ±(z)ψ±(w) = ψ±(w)ψ±(z), ψ+(z)ψ−(w) =
g(γ+1w/z)
g(γ−1w/z)
ψ−(w)ψ+(z), (2.2)
ψ+(z)x±(w) = g(γ∓1/2w/z)∓1x±(w)ψ+(z), (2.3)
ψ−(z)x±(w) = g(γ∓1/2z/w)±1x±(w)ψ−(z), (2.4)
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[x+(z), x−(w)] =
(1− q)(1− 1/t)
1− q/t
(
δ(γ−1z/w)ψ+(γ1/2w)− δ(γz/w)ψ−(γ−1/2w)
)
, (2.5)
G∓(z/w)x±(z)x±(w) = G±(z/w)x±(w)x±(z), (2.6)
where δ(z) =
∑
n∈Z z
n.
Proposition 2.2. The algebra U has a Hopf algebra structure defined by the coproduct ∆:
∆(γ±1/2) = γ±1/2 ⊗ γ±1/2,
∆(x+(z)) = x+(z)⊗ 1 + ψ−(γ
1/2
(1) z)⊗ x
+(γ(1)z),
∆(x−(z)) = x−(γ(2)z)⊗ ψ
+(γ
1/2
(2) z) + 1⊗ x
−(z),
∆(ψ±(z)) = ψ±(γ
±1/2
(2) z)⊗ ψ
±(γ
∓1/2
(1) z),
where γ
±1/2
(1) = γ
±1/2 ⊗ 1 and γ
±1/2
(2) = 1 ⊗ γ
±1/2. We omit the counit ε and the antipode a
since we do not need them here.
Remark 2.3. The ψ±0 are central elements in U .
Definition 2.4. Let M be a left U-module over F˜. If we have
γ1/2α = (t/q)l1/4α, (ψ+0 )
−1ψ−0 α = (t/q)
l2α (2.7)
for any α ∈M and for some fixed l1, l2 ∈ Z, we call M of level (l1, l2).
2.2. Macdonald symmetric functions and Fock space F . We basically follow [Ma] for
the notations. A partition λ is a series of nonnegative integers λ = (λ1, λ2, . . .) such that
λ1 ≥ λ2 ≥ · · · with finitely many nonzero entries. We use the following symbols: |λ|:=
∑
i≥1 λi,
n(λ) :=
∑
i≥1(i − 1)λi. If λl > 0 and λl+1 = 0, we write ℓ(λ) := l and call it the length of
λ. The conjugate partition of λ is denoted by λ′ which corresponds to the transpose of the
diagram λ. The empty sequence is denoted by ∅. The dominance ordering is defined by λ ≥ µ
⇔ |λ| = |µ| and
∑i
k=1 λk ≥
∑i
k=1 µk for all i = 1, 2, . . ..
We also follow [Ma] for the convention of the Young diagram. Namely, the first coordinate
i (the row index) increases as one goes downwards, and the second coordinate j (the column
index) increases as one goes rightwards. We denote by  = (i, j) the box located at the
coordinate (i, j). For a box  = (i, j) and a partition λ, we use the following notations:
i() := i, j() := j, aλ() := λi − j, ℓλ() := λ
′
j − i.
Let Λ be the ring of symmetric functions in x = (x1, x2, . . .) over Z, and let ΛQ(q,t) := Λ⊗Z
Q(q, t). Let mλ be the monomial symmetric functions. Denote the power sum function by
pn =
∑
i≥1 x
n
i . For a partition λ, we write pλ =
∏
i pλi . Macdonald’s scalar product on ΛF is
〈pλ, pµ〉q,t = δλ,µzλ
ℓ(λ)∏
i=1
1− qλi
1− tλi
, zλ =
∏
i≥1
imi ·mi!, (2.8)
Here we denote by mi the number of entries in λ equal to i.
Fact 2.5. The Macdonald symmetric function Pλ(x; q, t) is uniquely characterized by the
conditions [Ma, Chap. VI, (4.7)].
Pλ = mλ +
∑
µ<λ
uλµmµ (uλµ ∈ Q(q, t)),
〈Pλ, Pµ〉q,t = 0 (λ 6= µ).
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Denote Qλ :=Pλ/〈Pλ, Pλ〉q,t. Then (Qλ) and (Pλ) are dual bases of ΛF. We have 〈Pλ, Pλ〉q,t =
c′λ/cλ where
cλ :=
∏
∈λ
(1− qaλ()tℓλ()+1), c′λ :=
∏
∈λ
(1− qaλ()+1tℓλ()). (2.9)
Let x = (x1, x2, . . .) and y = (y1, y2, . . .) are two infinite sets of independent indeterminates.
The skew Macdonald polynomials Pλ/µ satisfy Pλ(x, y) =
∑
µ Pµ(x)Pλ/µ(y) [Ma, Chap. VI,
(7.9′)].
Let H be the Heisenberg algebra over F with generators {an | n ∈ Z} satisfying
[am, an] = m
1− q|m|
1− t|m|
δm+n,0 a0.
Let |0〉 be the vacuum state satisfying the annihilation conditions for the positive Fourier
modes an|0〉 = 0 (n ∈ Z>0). For a partition λ = (λ1, λ2, . . .), we denote |aλ〉 = a−λ1a−λ2 · · · |0〉
for short. Denote by F the Fock space having the basis (|aλ〉).
As graded vector spaces, the space of the symmetric functions ΛF and the Fock space F are
isomorphic, and we may identify them:
F
∼
−→ ΛF, |aλ〉 7→ pλ. (2.10)
We give an H-module structure on ΛF by setting a0v = v and
a−nv = pnv, anv = n
1− qn
1− tn
∂v
∂pn
, (n > 0, v ∈ ΛF).
Let 〈0| be the dual vacuum satisfying 〈0| an = 0 (n ∈ Z<0), and 〈aλ| = 〈0| aλ1aλ2 · · · . The
dual Fock space F∗ has the basis (〈aλ|). We identify symmetric functions with states in F
(or F∗) when it is convenient, and write |Pλ〉 (or 〈Pλ|) for Pλ for example. With this notation
we have 〈Pλ| O |Pµ〉 = 〈Pλ,OPµ〉q,t for any O ∈ U(H).
2.3. Level (0, 1) module F
(0,1)
u .
Definition 2.6. Let λ = (λ1, λ2, . . .) be a partition, and i ∈ Z≥0. Set A
±
λ,i ∈ Q(q, t), B
±
λ (z) ∈
Q(q, t)[[z]] by
A+λ,i = (1− t)
i−1∏
j=1
(1− qλi−λj t−i+j+1)(1− qλi−λj+1t−i+j−1)
(1− qλi−λjt−i+j)(1− qλi−λj+1t−i+j)
, (2.11)
A−λ,i = (1− t
−1)
1− qλi+1−λi
1− qλi+1−λi+1t−1
∞∏
j=i+1
(1− qλj−λi+1t−j+i−1)(1− qλj+1−λit−j+i)
(1− qλj+1−λi+1t−j+i−1)(1− qλj−λit−j+i)
, (2.12)
B+λ (z) =
1− qλ1−1tz
1− qλ1z
∞∏
i=1
(1− qλit−iz)(1 − qλi+1−1t−i+1z)
(1− qλi+1t−iz)(1 − qλi−1t−i+1z)
, (2.13)
B−λ (z) =
1− q−λ1+1t−1z
1− q−λ1z
∞∏
i=1
(1− q−λitiz)(1 − q−λi+1+1ti−1z)
(1− q−λi+1tiz)(1 − q−λi+1ti−1z)
. (2.14)
Note that if λi = λi−1 then A
+
λ,i = 0, and if λi = λi+1 then A
−
λ,i = 0. If λi < λi−1, we
may obtain a new partition by adding one box to the i-th row, and we denote it by λ+ 1i =
(λ1, λ2, . . . , λi−1, λi+1, λi+1, . . .) for simplicity. If λi > λi+1, we may obtain a new partition by
removing one box from the i-th row, and we write λ− 1i = (λ1, λ2, . . . , λi−1, λi − 1, λi+1, . . .).
Proposition 2.7. Let u be an indeterminate. We can endow a left U-module structure over
F˜ to F by setting
γ1/2Pλ = Pλ, (2.15)
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x+(z)Pλ =
ℓ(λ)+1∑
i=1
A+λ,i δ(q
λit−i+1u/z)Pλ+1i, (2.16)
x−(z)Pλ = q
1/2t−1/2
ℓ(λ)∑
i=1
A−λ,i δ(q
λi−1t−i+1u/z)Pλ−1i, (2.17)
ψ+(z)Pλ = q
1/2t−1/2B+λ (u/z)Pλ, (2.18)
ψ−(z)Pλ = q
−1/2t1/2B−λ (z/u)Pλ. (2.19)
This is a level (0, 1) module. We denote this U-module by F
(0,1)
u .
This was obtained in [FT], [FFJMM1].
2.4. Level (1, N) module F
(1,N)
u .
Definition 2.8. Set
η(z) = exp
( ∞∑
n=1
1− t−n
n
a−nz
n
)
exp
(
−
∞∑
n=1
1− tn
n
anz
−n
)
, (2.20)
ξ(z) = exp
(
−
∞∑
n=1
1− t−n
n
q−n/2tn/2a−nz
n
)
exp
( ∞∑
n=1
1− tn
n
q−n/2tn/2anz
−n
)
, (2.21)
ϕ+(z) = exp
(
−
∞∑
n=1
1− tn
n
(1− tnq−n)qn/4t−n/4anz
−n
)
, (2.22)
ϕ−(z) = exp
( ∞∑
n=1
1− t−n
n
(1− tnq−n)qn/4t−n/4a−nz
n
)
. (2.23)
Proposition 2.9. Let u be an indeterminate, and N ∈ Z. We can endow a left U-module
structure over F˜ to F by setting
γ1/2Pλ = (t/q)
1/4Pλ, (2.24)
x+(z)Pλ = uz
−Nq−N/2tN/2η(z)Pλ, (2.25)
x−(z)Pλ = u
−1zNqN/2t−N/2ξ(z)Pλ, (2.26)
ψ+(z)Pλ = q
N/2t−N/2ϕ+(z)Pλ, (2.27)
ψ−(z)Pλ = q
−N/2tN/2ϕ−(z)Pλ. (2.28)
This is a level (1, N) module. We denote this U-module by F
(1,N)
u .
This is obtained as an easy modification of the representation constructed in [FHHSY].
3. Trivalent Intertwining Operators Φ and Φ∗
3.1. Intertwining operator Φ. Let N ∈ Z and u, v, w be independent indeterminates.
Definition 3.1. Let Φ = Φ
[
(1,N+1),w
(0,1),v ; (1,N),u
]
be the trivalent intertwining operator satisfying
the conditions
Φ : F (0,1)v ⊗ F
(1,N)
u −→ F
(1,N+1)
w , (3.1)
aΦ = Φ∆(a) (∀a ∈ U). (3.2)
Introduce the components Φλ by setting
Φλ(α) = Φ(Pλ ⊗ α) (∀Pλ ⊗ α ∈ F
(0,1)
v ⊗ F
(1,N)
u ). (3.3)
We normalize Φ by requiring Φ∅(1) = 1 + · · · .
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Lemma 3.2. The intertwining relations (3.2) read
ℓ(λ)+1∑
i=1
A+λ,i δ(q
λit−i+1v/z)Φλ+1i + q
−1/2t1/2B−λ (z/v)Φλx
+(z) = x+(z)Φλ, (3.4)
q1/2t−1/2
ℓ(λ)∑
i=1
A−λ,i δ(q
λi−1t−i+1v/z)Φλ−1iψ
+(q1/4t−1/4z) + Φλx
−(q1/2t−1/2z) = x−(q1/2t−1/2z)Φλ,
(3.5)
q1/2t−1/2B+λ (v/z)Φλψ
+(q1/4t−1/4z) = ψ+(q1/4t−1/4z)Φλ, (3.6)
q−1/2t1/2B−λ (z/v)Φλψ
−(q−1/4t1/4z) = ψ−(q−1/4t1/4z)Φλ. (3.7)
Theorem 3.3. The normalized intertwining operator Φ exists only when w = −vu. In this
case, it is determined uniquely and written in terms of the Heisenberg generators as
Φλ
[
(1, N + 1),−vu
(0, 1), v ; (1, N), u
]
= t(λ, u, v, N)Φ˜λ(v), (3.8)
t(λ, u, v, N) = (−vu)|λ|(−v)−(N+1)|λ|f−N−1λ . (3.9)
Here we have used the notations
Φ˜λ(v) =
qn(λ
′)
cλ
: Φ∅(v)ηλ(v) :, (3.10)
Φ˜∅(v) = exp
(
−
∞∑
n=1
1
n
1
1− qn
a−nv
n
)
exp
(
−
∞∑
n=1
1
n
qn
1− qn
anv
−n
)
, (3.11)
ηλ(v) = :
ℓ(λ)∏
i=1
λi∏
j=1
η(qj−1t−i+1v) :, (3.12)
where the symbol : · · · : denotes the usual normal ordering, and fλ is Taki’s framing factor
(1.5).
A proof of this will be given in Section 6.
3.2. Intertwining operator Φ∗.
Definition 3.4. Let Φ∗ = Φ∗
[
(1,N),v ; (0,1),u
(1,N+1),w
]
be the trivalent intertwining operator satisfying
the conditions
Φ∗ : F (1,N+1)w −→ F
(1,N)
v ⊗ F
(0,1)
u , (3.13)
∆(a)Φ∗ = Φ∗a (∀a ∈ U). (3.14)
Introduce the components Φλ by setting
Φ∗(α) =
∑
λ
Φ∗λ(α)⊗Qλ (∀α ∈ F
(1,N+1)
w ). (3.15)
We normalize Φ∗ by requiring Φ∗∅(1) = 1 + · · · .
Lemma 3.5. The intertwining relations (3.14) read
Φ∗λx
+(q1/2t−1/2z) = x+(q1/2t−1/2z)Φ∗λ − ψ
−(q1/4t−1/4z)
ℓ(λ)∑
i=1
qA−λ,i δ(q
λi−1t−i+1u/z)Φ∗λ−1i,
(3.16)
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Φ∗λx
−(z) = q1/2t−1/2B+λ (u/z)x
−(z)Φ∗λ − q
1/2t−1/2
ℓ(λ)+1∑
i=1
q−1A+λ,i δ(q
λit−i+1u/z)Φ∗λ+1i , (3.17)
Φ∗λψ
+(q−1/4t1/4z) = q1/2t−1/2B+λ (u/z)ψ
+(q−1/4t1/4z)Φ∗λ, (3.18)
Φ∗λψ
−(q1/4t−1/4z) = q−1/2t1/2B−λ (z/u)ψ
−(q1/4t−1/4z)Φ∗λ. (3.19)
Theorem 3.6. The intertwining operator Φ∗ exists uniquely only when w = −vu. In this
case, it is written in terms of the Heisenberg generators as
Φ∗λ
[
(1, N), v ; (0, 1), u
(1, N + 1),−vu
]
= t∗(λ, u, v, N)Φ˜∗λ(u), (3.20)
t∗(λ, u, v, N) = (q−1v)−|λ|(−u)N |λ|fNλ . (3.21)
Here fλ is given in (1.5), and
Φ˜∗λ(u) =
qn(λ
′)
cλ
: Φ˜∗∅(u)ξλ(u) :, (3.22)
Φ˜∗∅(u) = exp
( ∞∑
n=1
1
n
1
1− qn
q−n/2tn/2a−nu
n
)
exp
( ∞∑
n=1
1
n
qn
1− qn
q−n/2tn/2anu
−n
)
, (3.23)
ξλ(u) = :
ℓ(λ)∏
i=1
λi∏
j=1
ξ(qj−1t−i+1u) : . (3.24)
In Section 6, we give a proof of this.
4. Identification with refined topological vertex
4.1. Notations. Let sλ(x) ∈ ΛZ be the Schur function, and c
ν
λµ be the Littlewood-Richardson
coefficient determined by sλsµ =
∑
ν c
ν
λµsν . The skew Schur function is defined by sλ/µ =∑
ν c
λ
µνsν , and we have sλ(x, y) =
∑
µ sλ/µ(x)sµ(y) [Ma, Chap. I. (5.9)]. Let Sλ(x; q, t) ∈ ΛF
be the dual of sλ with respect to the scalar product (2.8), namely 〈Sλ(q, t), sµ〉q,t = δλ,µ. Set
Sλ/µ(x; q, t) =
∑
ν c
λ
µνSν(x; q, t). We have Sλ(x, y; q, t) =
∑
µ Sλ/µ(x; q, t)Sµ(y; q, t).
Recall the F-algebra endomorphism ωu,v of Macdonald [Ma, Chap. VI. (2.14)].
ωu,v(pn) = −(−1)
n 1− u
n
1− vn
pn. (4.1)
It is convenient to have two operations ι and ε±λ acting on ΛF introduced in [AK2]. The ι is
defined to be the involution on ΛF given by
ι : ΛF → ΛF, ι(pn) = −pn (n ∈ Z>0). (4.2)
The ε±λ = ε
±
λ,q,t is defined to be the algebra homomorphism
ε±λ : ΛF → F, ε
±
λ (pn) =
∞∑
i=1
(q±λin − 1)t∓(i−1/2)n +
t∓n/2
1− t∓n
, (4.3)
For any symmetric functions, we shall use the shorthand notations such as
ε±λ (sµ) = sµ(q
±λt±ρ), ε±λ (ιsµ) = ιsµ(q
±λt±ρ), (4.4)
since we may have the interpretation ρ = (−1/2,−3/2,−5/2, . . .) in mind.
We have
ιsλ(x) = sλ′(−x) = (−1)
|λ|sλ′(x), (4.5)
Sλ(x; q, t) = ι ωt,qsλ(−x), (4.6)
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and
ε+λ,q,t(pn(x)) = ε
−
λ′,t,q ωq,t(pn(−q
−1/2t1/2x)). (4.7)
Hence
ε+λ,q,tιSµ(x; q, t) = (q
1/2t−1/2)−|µ|ε−λ′,t,q sµ(x). (4.8)
In the shorthand notation this is written as ιSµ(q
λtρ; q, t) = (q1/2t−1/2)−|µ|sµ(t
−λ′q−ρ).
4.2. Matrix elements of Φ and Φ∗. We have simple but important formulas which essen-
tially control the property of our intertwining operators.
Proposition 4.1. We have
: Φ∅(q
1/2v)ηλ(q
1/2v) : (4.9)
= exp
(
∞∑
n=1
1
n
1− tn
1− qn
a−n(q
1/2t−1/2)nvnε+λ (pn)
)
exp
(
−
∞∑
n=1
1
n
1− tn
1− qn
an(q
1/2t−1/2)nv−nε−λ (pn)
)
,
: Φ∗∅(q
1/2u)ξλ(q
1/2u) : (4.10)
= exp
(
−
∞∑
n=1
1
n
1− tn
1− qn
a−nu
nε+λ (pn)
)
exp
(
∞∑
n=1
1
n
1− tn
1− qn
anu
−nε−λ (pn)
)
.
Corollary 4.2. We have
〈Sν(q, t)| : Φ˜∅(q
1/2v)ηλ(q
1/2v) : |sµ〉 (4.11)
= v|ν|−|µ|(q1/2t−1/2)|ν|+|µ|
∑
σ
Sν/σ(q
λtρ; q, t)ιsµ/σ(q
−λt−ρ)(q1/2t−1/2)−2|σ|,
〈Sν(q, t)| : Φ˜
∗
∅(q
1/2u)ξλ(q
1/2u) : |sµ〉 (4.12)
= u|ν|−|µ|
∑
σ
ιSν/σ(q
λtρ; q, t)sµ/σ(q
−λt−ρ),
and
〈Pν | : Φ˜∅(q
1/2v)ηλ(q
1/2v) : |Pµ〉 (4.13)
= v|ν|−|µ|(q1/2t−1/2)|ν|+|µ|
∑
σ
Pν/σ(q
λtρ)ιPµ/σ(q
−λt−ρ)〈Pσ, Pσ〉q,t(q
1/2t−1/2)−2|σ|,
〈Pν | : Φ˜
∗
∅(q
1/2u)ξλ(q
1/2u) : |Pµ〉 (4.14)
= u|ν|−|µ|
∑
σ
ιPν/σ(q
λtρ)Pµ/σ(q
−λt−ρ)〈Pσ, Pσ〉q,t.
Proof. From Proposition 4.1 we have
〈0|
∏
i
aνi : Φ˜∅(q
1/2v)ηλ(q
1/2v) :
∏
j
a−µj |0〉
= 〈0|
∏
i
(aνi + (q
1/2t−1/2v)νiε+λ (pνi)) ·
∏
j
(a−µj − (q
1/2t−1/2v−1)µjε−λ (pµj )) |0〉 ,
〈0|
∏
i
aνi : Φ˜
∗
∅(q
1/2u)ξλ(q
1/2u) :
∏
j
a−µj |0〉
= 〈0|
∏
i
(aνi − u
νiε+λ (pνi)) ·
∏
j
(a−µj + u
−µjε−λ (pµj )) |0〉 .
Then (4.11), (4.12), (4.13) and (4.14) follow from the property of the skew functions. 
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✻
  ✒
  ❅❅❘
❅❅
❄
  
  ✠ ❅❅
❅❅■
❅❅❘
❅❅
✻
  ✒
   ❅❅
❅❅■
❄
  ✠
  
Φ∗
Φ
C
(IKV)
µ′νλ
(t,q)
(−1)|µ|+|ν|+|λ|C
(IKV)
µν′λ′
(q,t)
(1,N+1),−vu,µ (1,N),v,ν
(0,1),u,λ
µ′ ν
λ
(1,N),u,ν
(0,1),v,λ
(1,N+1),−vu,µ
ν′
λ′
µ
Figure 1. Comparison between Φ,Φ∗ and (−1)|µ|+|ν|+|λ|C
(IKV)
µν′λ′ (q, t), C
(IKV)
µ′νλ (t, q).
4.3. Topological vertex of Iqbal-Kozcaz-Vafa.
Definition 4.3 (Iqbal-Kozcaz-Vafa). The refined topological vertex is defined by
C
(IKV)
λµν (t, q) =
(q
t
) ||µ||2
2
t
κ(µ)
2 q
||ν||2
2
1
cλ
∑
η
(q
t
) |η|+|λ|−|µ|
2
sλ′/η(t
−ρq−ν)sµ/η(t
−ν′q−ρ), (4.15)
where cλ is defined in (2.9), ||λ||
2 =
∑
i λ
2
i , κ(λ) =
∑
i λi(λi + 1− 2i).
Proposition 4.4. The matrix elements of the intertwining operators Φ and Φ∗ are written
in terms of the refined topological vertex as
1
〈Pλ, Pλ〉q,t
〈Sµ(q, t)|Φλ
[
(1, N + 1),−vu
(0, 1), v; (1, N), u
]
|sν〉 (4.16)
=
(
q−1/2u
(−v)N
)|λ|
f−Nλ · (−q
−1/2v)−|ν|fν · (t
−1/2v)|µ| · (−1)|µ|+|ν|+|λ| C(IKV)µν′λ′ (q, t),
〈Sν(q, t)|Φ
∗
λ
[
(1, N), v; (0, 1), u
(1, N + 1),−vu
]
|sµ〉 (4.17)
=
(
(−u)N
q−1/2v
)|λ|
fNλ · (−q
−1/2u)|ν|f−1ν · (t
−1/2u)−|µ| · C
(IKV)
µ′νλ (t, q).
Proof. Using Corollary 4.2 and (4.8) we have the results. 
Remark 4.5. Note that in the formulation of Iqbal-Kozcaz-Vafa, the transpose of the parti-
tion is assigned to each outgoing edge. To identify the refined topological vertices with vertices
for Φ, Φ∗, all the arrows should be reversed as shown in Fig. 1.
4.4. Topological vertex of Awata-Kanno.
Definition 4.6 (Awata-Kanno). The refined topological vertices Cµλ
ν(q, t), Cµλν(q, t) are de-
fined by
Cµλ
ν(q, t) = Pλ(t
ρ; q, t)
∑
σ
ιPµ′/σ′(−t
λ′qρ; t, q)Pν/σ(q
λtρ; q, t)(q1/2/t1/2)|σ|−|ν|fν(q, t)
−1, (4.18)
Cµλν(q, t) = (−1)
|λ|+|µ|+|ν|Cµ′λ′
ν′(t, q) (4.19)
where fλ being defined in (1.5).
Proposition 4.7. The matrix elements of the intertwining operators Φ and Φ∗ are written
in terms of the refined topological vertices as
1
〈Pλ, Pλ〉q,t
〈ιPµ|Φλ
[
(1, N + 1),−vu
(0, 1), v; (1, N), u
]
|ιQν〉 (4.20)
=
(
−t1/2u
q(−v)N
)|λ|
f−Nλ (t
−1/2v)|µ|−|ν|f−1ν C
µλ
ν(q, t),
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✻
  ✒
  ❅❅❘
❅❅
❄
  ✒
  ❅❅❘
❅❅
❅❅❘
❅❅
✻
  ✒
   ❅❅❘
❅❅
❄
  ✒
  
Φ∗
Φ
Cµλ
ν
Cµλν
(1,N+1),−vu,µ (1,N),v,ν
(0,1),u,λ
µ ν
λ
(1,N),u,ν
(0,1),v,λ
(1,N+1),−vu,µ
ν
λ
µ
Figure 2. Comparison between Φ,Φ∗ and Cµλν , Cµλ
ν .
〈ιPν |Φ
∗
λ
[
(1, N), v; (0, 1), u
(1, N + 1),−vu
]
|ιQµ〉 (4.21)
=
(
q(−u)N
−t1/2v
)|λ|
fNλ (t
−1/2u)−|µ|+|ν|fν Cµλ
ν(q, t).
Proof. Note that we have
Cµλ
ν(q, t) =
(−1)|λ|qn(λ
′)t|λ|/2
cλ
(q1/2t−1/2)|µ|−|ν|f−1ν
1
〈Pµ, Pµ〉q,t
(4.22)
×
∑
σ
Pν/σ(q
λtρ)ιPµ/σ(q
−λt−ρ)〈Pσ, Pσ〉q,t,
Cµλν(q, t) =
q|λ|/2tn(λ)
c′λ
(q1/2t−1/2)2|ν|fν
1
〈Pν , Pν〉q,t
(4.23)
×
∑
σ
ιPµ/σ(q
λtρ)Pν/σ(q
−λt−ρ)〈Pσ, Pσ〉q,t(q
1/2t−1/2)−2|σ|.
Using Corollary 4.2 we have the results. 
Remark 4.8. We note that all the vertical arrows should be get reversed to establish a
correspondence between Φ,Φ∗ and Cµλν , Cµλ
ν as seen in Fig. 2.
4.5. Gluing rules. Consider a trivalent vertex with edges, say, i, j and k, with two component
vectors vi,vj,vk ∈ Z
2 attached respectively (see Fig. 3 (a)). Here we regard all the vectors
being outgoing. We assume that they satisfy the (Calabi-Yau and smoothness) conditions
vi + vj + vk = 0, vi ∧ vj = 1, (4.24)
where we have used the notation (a, b) ∧ (c, d) = ad − bc. Note that these mean vj ∧ vk =
vk ∧ vi = 1.
Definition 4.9. Let vi,vj ,vk,vi′ ,vj′ ∈ Z
2, and consider a graph as in Fig. 3 (b). Let λk be
a partition, and Qk be a parameter (Ka¨hler parameter). To the internal edge, with the data
vk, λk, Qk attached, we associate the ‘gluing factor’
Q
|λk|
k (fλk)
vi∧vi′ . (4.25)
The refined topological vertices are contracted by multiplying the gluing factor and making
summation with respect to the repeated indices.
4.6. Check of gluing rules. Consider any intertwining operator of the U modules Fv1u1 ⊗
· · · ⊗ Fvmum → F
v
′
1
u′1
⊗ · · · ⊗ F
v
′
n
u′n
obtained by composing the trivalent intertwining operators Φ
and Φ∗ in a certain way. The matrix elements can be evaluated by virtue of Proposition 4.4
or Proposition 4.7. Then we have a (not necessarily connected) graph with trivalent vertices,
with the following structure associated:
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✻
❅
❅
❅❘
 
 
 ✠
vi
vj
vk
❅❅❘
❅❅
  ✒
   ❅❅❘
❅❅
  ✒
  
✲
vk
vi
vj
vj′
vi′
λk, Qk
vertex edge
(a) (b)
Figure 3. Gluing rules.
✻
  ✒
  
❅❅❘
❅❅
✲
✲
(1,M),v
(1,L),u
(1,M+1),vw
(1,L−1),u/w
(0,1),−w
Φ∗
Φ
µ
ρ
λ
σ
ν
Figure 4. Case 1
(1) a spectral parameter and a vector ∈ Z2 is attached to each edge,
(2) the condition (4.24) is satisfied with respect to every vertex,
(3) to eace vertex a refined topological vertex is associated (Propositions 4.4, 4.7),
(4) each internal edge gives a contraction of refined topological vertices.
Hence if it is shown that the correct gluing factor (4.25) appears to every internal edge in
the matrix element, our approach from the representation theory of the algebra U precisely
reproduces the quantity derived from the refined topological vertex, up to a factor depending
on the data attached to the external edges. One can show that this is the case by checking it
for all the possible (local) processes stated in Propositions 4.11, 4.12, 4.13, 4.14, 4.15 below.
We demonstrate these for the case of Awata-Kanno construction, since our notation gets a
little simpler. The calculations for the topological vertex of Iqbal-Kozcaz-Vafa goes exactly
the same way, and we omit them.
Theorem 4.10. Suppose we choose the preferred direction to be vertical (0, 1) in the web
diagram. The matrix element of the composition of the trivalent intertwining operators Φ
and Φ∗, and the corresponding quantity derived from the theory of the refined topological
vertex of Iqbal-Kozcaz-Vafa or Awata-Kanno coincide, up to a factor depending on the data
attached to external edges.
Proposition 4.11. The matrix element of the composition (see Fig 4)
F (1,L)u ⊗ F
(1,M)
v
Φ∗⊗id
−→ F
(1,L−1)
u/w ⊗ F
(0,1)
−w ⊗ F
(1,M)
v
id⊗Φ
−→F
(1,L−1)
u/w ⊗ F
(1,M+1)
vw ,
with respect to 〈ιPν ⊗ ιPσ| and |ιQµ ⊗ ιQρ〉 is
(−t−1/2w)−|µ|+|ν|−|ρ|+|σ|fνf
−1
ρ
∑
λ
(
wL−Mv/u
)|λ|
fL−M−1λ Cµλ
νCσλρ.
Recall we should reverse the vertical arrow, and apply the rule for calculating the gluing factor
(4.25). We have (1,M) ∧ (1, L− 1) = L−M − 1, and thus the factor
(
wL−Mv/u
)|λ|
fL−M−1λ
agrees with the gluing factor (4.25).
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✻
  ✒
  
✲   ✒
  
✻
(1,L),u
(1,L−1),u/x
(1,L),uy/x
(0,1),−x
(0,1),−y
Φ∗ Φ
µ
ρ
λ
σ
ν
Figure 5. Case 2
Proof. We have
ιQµ ⊗ ιQρ 7→
∑
λ
Φ∗λ(ιQµ)⊗Qλ ⊗ ιQρ 7→
1
〈Pλ, Pλ〉q,t
∑
λ
Φ∗λ(ιQµ)⊗ Φλ(ιQρ).
Hence the matrix element is∑
λ
1
〈Pλ, Pλ〉q,t
〈ιPν |Φ
∗
λ |ιQµ〉 〈ιPσ|Φλ |ιQρ〉 .

Proposition 4.12. The matrix element of the composition (see Fig. 5)
F
(0,1)
−y ⊗ F
(1,L)
u
id⊗Φ∗
−→ F
(0,1)
−y ⊗ F
(1,L−1)
u/x ⊗ F
(0,1)
−x
Φ⊗id
−→F
(1,L)
uy/x ⊗ F
(0,1)
−x ,
with respect to 〈ιPσ ⊗ Pλ| and |Qρ ⊗ ιQµ〉 is(
qxL−1
−t1/2u/x
)|λ|
fL−1λ
(
−t1/2u/x
qyL−1
)|ρ|
f−L+1ρ (4.26)
× (−t−1/2x)−|µ|(−t−1/2y)|σ|
∑
ν
(x/y)|ν|Cµν
λCσρν .
Note that we have (1, L) ∧ (1, L) = 0, and the factor (x/y)|ν| agrees with (4.25).
Proof. We have
Qρ ⊗ ιQµ 7→
∑
ν
Qρ ⊗ Φ
∗
ν(ιQµ)⊗Qν 7→
1
〈Pρ, Pρ〉q,t
∑
ν
ΦρΦ
∗
ν(ιQµ)⊗Qν .
Hence the matrix element is
1
〈Pρ, Pρ〉q,t
〈ιPσ|ΦρΦ
∗
λ |ιQµ〉 =
∑
ν
1
〈Pρ, Pρ〉q,t
〈ιPσ|Φρ |ιQν〉 〈ιPν |Φ
∗
λ |ιQµ〉 .

Proposition 4.13. The matrix element of the composition (see Fig. 6)
F
(0,1)
−x ⊗F
(1,M)
v
Φ
−→F (1,M+1)vx
Φ∗
−→F
(1,M)
vx/y ⊗F
(0,1)
−y ,
with respect to 〈ιPσ ⊗ Pρ| and |Qλ ⊗ ιQµ〉 is(
−t1/2v
qxM
)|λ|
f−Mλ
(
qyM
−t1/2vx/y
)|ρ|
fMρ (4.27)
× (−t−1/2x)−|µ|(−t−1/2y)|σ|f−1µ fσ
∑
ν
(x/y)|ν|Cνρ
σCνλµ.
Note that we have (1,M) ∧ (1,M) = 0, and the factor (x/y)|ν| agrees with (4.25).
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✻
❅❅❘
❅❅ ✲
❅❅❘
❅❅
✻
(1,M),v
(1,M+1),vx
(1,M),vx/y
(0,1),−x
(0,1),−y
Φ Φ∗
µ
ρ
λ
σ
ν
Figure 6. Case 3
✻
❅❅❘
❅❅ ✲   ✒
  
✻
(1,M),v
(1,M+1),vx
(1,M+2),vxy
(0,1),−x (0,1),−y
Φ Φ
µ
ρλ
σ
ν
Figure 7. Case 4
Proof. We have
Qλ ⊗ ιQµ 7→
1
〈Pλ, Pλ〉q,t
Φλ(ιQµ) 7→
1
〈Pλ, Pλ〉q,t
∑
ν
Φ∗νΦλ(ιQµ)⊗Qν .
Hence the matrix element is
1
〈Pλ, Pλ〉q,t
〈ιPσ|Φ
∗
ρΦλ |ιQµ〉 =
∑
ν
1
〈Pλ, Pλ〉q,t
〈ιPσ|Φ
∗
ρ |ιQν〉 〈ιPν |Φλ |ιQµ〉 .

Proposition 4.14. The matrix element of the composition (see Fig. 7)
F
(0,1)
−y ⊗ F
(0,1)
−x ⊗F
(1,M)
v
id⊗Φ
−→F
(0,1)
−y ⊗ F
(1,M+1)
vx
Φ
−→F (1,M+2)vxy ,
with respect to 〈ιPσ| and |Qρ ⊗Qλ ⊗ ιQµ〉 is(
−t1/2v
qxM
)|λ|
f−Mλ
(
−t1/2vx
qyM+1
)|ρ|
f−M−1ρ (4.28)
× (−t−1/2x)−|µ|(−t−1/2y)|σ|f−1µ
∑
ν
(x/y)|ν|f−1ν C
σρ
νC
νλ
µ.
Note that we have (1,M) ∧ (0,−1) = −1, and the factor (x/y)|ν|f−1ν agrees with (4.25).
Proof. We have
Qρ ⊗Qλ ⊗ ιQµ 7→
1
〈Pλ, Pλ〉q,t
Qρ ⊗ Φλ(ιQµ) 7→
1
〈Pλ, Pλ〉q,t
1
〈Pρ, Pρ〉q,t
ΦρΦλ(ιQµ).
Hence the matrix element is
1
〈Pλ, Pλ〉q,t
1
〈Pρ, Pρ〉q,t
〈ιPσ|ΦρΦλ |ιQµ〉
=
∑
ν
1
〈Pρ, Pρ〉q,t
〈ιPσ|Φρ |ιQν〉
1
〈Pλ, Pλ〉q,t
〈ιPν |Φλ |ιQµ〉 .

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✻
  ✒
  
✲
❅❅❘
❅❅
✻
(1,L),u
(1,L−1),u/x
(1,L−2),u/xy
(0,1),−x (0,1),−y
Φ∗ Φ∗
µ
ρλ
σ
ν
Figure 8. Case 5
Proposition 4.15. The matrix element of the composition (see Fig. 8)
F (1,L)u
Φ∗
−→F
(1,L−1)
u/x ⊗F
(0,1)
−x
Φ∗⊗id
−→ F
(1,L−2)
u/xy ⊗ F
(0,1)
−y ⊗ F
(0,1)
−x ,
with respect to 〈ιPσ ⊗ Pρ ⊗ Pλ| and |ιQµ〉 is(
qxL−1
−t1/2u/x
)|λ|
fL−1λ
(
qyL−2
−t1/2u/xy
)|ρ|
fL−2ρ (4.29)
× (−t−1/2x)−|µ|(−t−1/2y)|σ|fσ
∑
ν
(x/y)|ν|fνCµλ
νCνρ
σ.
Note that we have (1, L) ∧ (0, 1) = 1, and the factor (x/y)|ν|fν agrees with (4.25).
Proof. We have
ιQµ 7→
∑
ν
Φ∗ν(ιQµ)⊗Qν 7→
∑
ν,ρ
Φ∗ρΦ
∗
ν(ιQµ)⊗Qρ ⊗Qν .
Hence the matrix element is
〈ιPσ|Φ
∗
ρΦ
∗
λ |ιQµ〉 =
∑
ν
〈ιPσ|Φ
∗
ρ |ιQν〉 〈ιPν |Φ
∗
λ |ιQµ〉 .

5. Examples of compositions of intertwining operators
We have shown in Theorem 4.10 that our construction based on the intertwining operators
Φ,Φ∗ derives the same result as the one from the theory of the refined topological vertex.
Based on the findings in [IKV], [T], [AK2], it explains clearly the reason why the Nekrasov
partition functions appear from matrix elements of intertwining operators of the algebra U .
In this section, we try to have an interpretation of the spectral parameters attached to our
Fock modules by looking at two examples of the Nekrasov partition functions [N], [FP].
5.1. Pure SU(Nc) partition function. Recall the formula of the instanton part of the (K-
theoretic) partition function Z instm of the pure SU(Nc) gauge theory on R
4 × S1 with eight
supercharges, associated with the m-th power L⊗m of the line bundle L over the instanton
moduli space M(Nc, k)
Z instm (e1, · · · , eNc ,Λ; q, t) =
∑
λ(1),...,λ(Nc)
∏Nc
α=1((q
1/2t−1/2)−NcΛ2Nc(−eα)
−m)|λ
(α)|f−m
λ(α)∏Nc
α,β=1Nλ(α),λ(β)(eα/eβ)
, (5.1)
where the notation
Nλ,µ(u) =
∏
(i,j)∈λ
(1− uq−µi+j−1t−λ
′
j+i) ·
∏
(k,l)∈µ
(1− uqλk−ltµ
′
l
−k+1) (5.2)
=
∏
∈λ
(1− uq−aµ()−1t−ℓλ()) ·
∏
∈µ
(1− uqaλ()tℓµ()+1), (5.3)
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✻
  ✒
  
❅❅❘
❅❅
✲
✲
(1,M),v
(1,L),u
(1,M+1),vw
(1,L−1),u/w
(0,1),−w
Figure 9. Four point operator.
has been used. We demonstrate how Z instm appears from our construction.
Let L,M ∈ Z and u, v, w be indeterminates. Consider the four point operator (see Fig. 9)
Φ
[
(1, L− 1), u/w; (1,M + 1), vw
(1, L), u; (1,M), v
]
: F (1,L)u ⊗F
(1,M)
v −→ F
(1,L−1)
u/w ⊗ F
(1,M+1)
vw , (5.4)
defined by the composition of the trivalent intertwining operators (which we already considered
in Proposition 4)
F (1,L)u ⊗ F
(1,M)
v
Φ∗⊗id
−→ F
(1,L−1)
u/w ⊗ F
(0,1)
−w ⊗ F
(1,M)
v
id⊗Φ
−→F
(1,L−1)
u/w ⊗ F
(1,M+1)
vw . (5.5)
For any α⊗ β ∈ F
(1,L)
u ⊗ F
(1,M)
v , we have
Φ
[
(1, L− 1), u/w; (1,M + 1), vw
(1, L), u; (1,M), v
]
(α⊗ β) (5.6)
=
∑
λ
1
〈Pλ, Pλ〉q,t
Φ∗λ
[
(1, L− 1), u/w; (0, 1),−w
(1, L), u
]
(α)⊗ Φλ
[
(1,M + 1), vw
(0, 1),−w; (1,M), v
]
(β)
=
∑
λ
(q−1/2t1/2u−1vwL−M)|λ|fL−M−1λ
Nλ,λ(1)
(
: Φ˜∗∅(−w)ξλ(−w) : α
)
⊗
(
: Φ˜∅(−w)ηλ(−w) : β
)
from Theorems 3.3, 3.6 and the formula (7.3).
Let w1, w2, . . . , wNc be a set of indeterminates. Set
ui = u
i−1∏
k=1
w−1k , vi = v
i−1∏
k=1
wk, (i = 1, 2, . . . , Nc + 1), (5.7)
for simplicity. Define the four point operator (see Fig. 10)
Φ
[
(1, L−Nc), uNc+1; (1,M +Nc), vNc+1
(1, L), u1; (1,M), v1
]
: F (1,L)u1 ⊗ F
(1,M)
v1
−→ F (1,L−Nc)uNc+1 ⊗ F
(1,M+Nc)
vNc+1
,
(5.8)
as the composition
Φ
[
(1, L−Nc), uNc+1; (1,M +Nc), vNc+1
(1, L), u1; (1,M), v1
]
(5.9)
= Φ
[
(1, L−Nc), uNc+1; (1,M +Nc), vNc+1
(1, L−Nc + 1), uNc; (1,M +Nc − 1), vNc
]
· · ·Φ
[
(1, L− 1), u2; (1,M + 1), v2
(1, L), u1; (1,M), v1
]
.
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✻
  ✒
  
❅❅❘
❅❅
✲
✲
✲
✲
✻
❅❅❘
❅❅
  ✒
  
(1,M),v1
(1,L),u1
(1,M+1),v2
(1,L−1),u2
(1,M+Nc−1),vNc
(1,L−Nc+1),uNc
(1,M+Nc),vNc+1
(1,L−Nc),uNc+1
(0,1),−w1 (0,1),−wNc
· · ·
· · ·
Figure 10. Web diagram for pure SU(N) gauge partition function.
Proposition 5.1. When we identify parameters as
ei = −wi, Λ
2Nc =
v
u
Nc∏
i=1
wi, m = −L+M +Nc, (5.10)
we have
〈P∅ ⊗ P∅|Φ
[
(1, L−Nc), uNc+1; (1,M +Nc), vNc+1
(1, L), u1; (1,M), v1
]
|P∅ ⊗ P∅〉
=
∏
1≤i<j≤N
G(ei/ej)G(qt
−1ei/ej) · Z
inst
m (e1, · · · , eNc ,Λ; q, t), (5.11)
where
G(u) = exp
(
−
∑
n>0
1
n
1
(1− qn)(1− t−n)
un
)
∈ Q(q, t)[[u]]. (5.12)
A proof of this will be given in Section 7.
5.2. SU(Nc) with Nf = 2Nc. Next, we turn to the case with Nf = 2Nc fundamental matters.
Let u, v, w, x, y be indeterminates. Consider the six point operator
Φ
[
(1, 0), ux/w; (1, 0), vw/y; (0, 1),−y
(0, 1),−x; (1, 0), u; (1, 0), v
]
(5.13)
: F
(0,1)
−x ⊗ F
(1,0)
u ⊗ F
(1,0)
v −→ F
(1,0)
ux/w ⊗F
(1,0)
vw/y ⊗ F
(0,1)
−y ,
defined by the composition of the intertwining operators
F
(0,1)
−x ⊗F
(1,L)
u ⊗ F
(1,M)
v
id⊗Φ∗⊗id
−→ F
(0,1)
−x ⊗ F
(1,L−1)
u/w ⊗F
(0,1)
−w ⊗ F
(1,M)
v (5.14)
id⊗2⊗Φ
−→ F
(0,1)
−x ⊗ F
(1,L−1)
u/w ⊗F
(1,M+1)
vw
Φ⊗Φ∗
−→ F
(1,L)
ux/w ⊗ F
(1,M)
vw/y ⊗ F
(0,1)
−y .
For any Pλ ⊗ α⊗ β ∈ F
(0,1)
−x ⊗ F
(1,0)
u ⊗F
(1,0)
v , we have
Φ
[
(1, 0), ux/w; (1, 0), vw/y; (0, 1),−y
(0, 1),−x; (1, 0), u; (1, 0), v
]
(Pλ ⊗ α⊗ β)
=
∑
µ,ν
1
〈Pµ, Pµ〉q,t
× Φλ
[
(1, 0), ux/w
(0, 1),−x; (1,−1), u/w
]
Φ∗µ
[
(1,−1), u/w; (0, 1),−w
(1, 0), u
]
(α) (5.15)
⊗ Φ∗ν
[
(1, 0), vw/y; (0, 1),−y
(1, 1), vw
]
Φµ
[
(1, 1), vw
(0, 1),−w; (1, 0), v
]
(β)⊗Qν
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✻✲
✲
❅❅❘
❅❅
  ✒
  
✲
✲
✻
✻
(1,0),v
(1,0),u
(1,1),vw
(1,−1),u/w
(1,0),vw/y
(1,0),ux/w
(0,1),−w
(0,1),−y
(0,1),−x
Figure 11. Six point operator.
=
∑
µ,ν
qn(λ
′)(ux/w)|λ|qn(ν
′)(qy/vw)|ν|
cλcν
(q1/2t−1/2)−|µ|(v/u)|µ|f−1µ
Nµ,µ(1)
×
(
: Φ˜∅(−x)ηλ(−x) :: Φ˜
∗
∅(−w)ξµ(−w) : α
)
⊗
(
: Φ˜∗∅(−y)ξν(−y) :: Φ˜∅(−w)ηµ(−w) : β
)
⊗Qν ,
Restricting this six point operator, introduce the four point operator
Φ
[
(1, 0), ux/w; (1, 0), vw/y
(1, 0), u; (1, 0), v
]
: F (1,0)u ⊗F
(1,0)
v −→ F
(1,0)
ux/w ⊗ F
(1,0)
vw/y,
defined by specifying the action on any α⊗ β ∈ F
(1,0)
u ⊗F
(1,0)
v as
Φ
[
(1, 0), ux/w; (1, 0), vw/y
(1, 0), u; (1, 0), v
]
(α⊗ β) (5.16)
= id⊗ id⊗ 〈P∅, •〉q,t ◦ Φ
[
(1, 0), ux/w; (1, 0), vw/y; (0, 1),−y
(0, 1),−x; (1, 0), u; (1, 0), v
]
(P∅ ⊗ α⊗ β)
=
∑
µ
(q1/2t−1/2)−|µ|(v/u)|µ|f−1µ
Nµ,µ(1)
×
(
Φ˜∅(−x) : Φ˜
∗
∅(−w)ξµ(−w) : α
)
⊗
(
Φ˜∗∅(−y) : Φ˜∅(−w)ηµ(−w) : β
)
,
where we have used the shorthand notation 〈P∅, •〉q,t ◦Qν = 〈P∅, Qν〉q,t.
Let u, v, w1, . . . , wNc , x1, . . . , xNc , y1, . . . , yNc be a set of indeterminates. Set
ui = u
i−1∏
k=1
xk/wk, vi = v
i−1∏
k=1
wk/yk, (i = 1, 2, . . . , Nc + 1), (5.17)
for simplicity.
Proposition 5.2. Set
ei = −wi, e
′
i = −q
1/2t−1/2yi, e
′′
i = −q
−1/2t1/2xi, Λ
2Nc = (q1/2t−1/2)−N
v
u
Nc∏
i=1
wi
yi
. (5.18)
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We have
〈P∅ ⊗ P∅|Φ
[
(1, 0), uNc+1; (1, 0), vNc+1
(1, 0), uNc; (1, 0), vNc
]
· · ·Φ
[
(1, 0), u2; (1, 0), v2
(1, 0), u1; (1, 0), v1
]
|P∅ ⊗ P∅〉 (5.19)
=
Nc∏
k=1
1
G(ek/e′′k)G(qt
−1ek/e′k)
·
∏
1≤i<j≤Nc
G(ei/ej)G(qt
−1ei/ej)G(qt
−1e′′i /e
′′
j )G(e
′
i/e
′
j)
G(ei/e′′j )G(qt
−1e′′i /ej)G(qt
−1ei/e′j)G(e
′
i/ej)
×
∑
λ(1),··· ,λ(Nc)
Nc∏
k=1
Λ2Nc|λ
(k)|
∏
1≤i,j,≤Nc
N∅,λ(j)(e
′
i/ej)Nλ(i),∅(ei/e
′′
j )
Nλ(i),λ(j)(ei/ej)
.
Since our proof of this goes in a parallel way as the one for Proposition 5.1, we omit it.
6. Proofs of Theorems 3.3 and 3.6
6.1. Some formulas concerning A±λ,i, B
±
λ (z).
Lemma 6.1. Let cλ, c
′
λ, A
+
λ,i, A
−
λ,i be as in (2.9), (2.11), (2.12). We have
c′λ+1i
c′λ
cλ
cλ+1i
A+λ,i = −qA
−
λ+1i,i
,
c′λ−1i
c′λ
cλ
cλ−1i
A−λ,i = −q
−1A+λ−1i,i. (6.1)
Hence the action of U is written in terms of the basis (Qλ) as
γQλ = Qλ, (6.2)
x+(z)Qλ = −
ℓ(λ)+1∑
i=1
qA−λ+1i,i δ(q
λit−i+1u/z)Qλ+1i, (6.3)
x−(z)Qλ = −q
1/2t−1/2
ℓ(λ)∑
i=1
q−1A+λ−1i,i δ(q
λi−1t−i+1u/z)Qλ−1i, (6.4)
ψ+(z)Qλ = q
1/2t−1/2B+λ (u/z)Qλ, (6.5)
ψ−(z)Qλ = q
−1/2t1/2B−λ (z/u)Qλ. (6.6)
Proof. From the definitions of cλ, c
′
λ, it immediately follows that
cλ+1k
cλ
= (1− qλktℓ(λ)−k+1)
k−1∏
i=1
1− qλi−λk−1tk−i+1
1− qλi−λk−1tk−i
ℓ(λ)∏
j=k+1
1− qλk−λj tj−k
1− qλk−λjtj−k+1
,
c′λ+1k
c′λ
= (1− qλk+1tℓ(λ)−k)
k−1∏
i=1
1− qλi−λktk−i
1− qλi−λktk−i−1
ℓ(λ)∏
j=k+1
1− qλk−λj+1tj−k−1
1− qλk−λj+1tj−k
.
Noting that
A−λ,k = (1− t
−1)
1− q−λkt−ℓ(λ)+k
1− q−λk+1t−ℓ(λ)+k−1
ℓ(λ)∏
j=k+1
1− q−λk+λj t−j+k+1
1− q−λk+λj t−j+k
1− q−λk+λj+1t−j+k−1
1− q−λk+λj+1t−j+k
,
one obtains (6.1). 
Lemma 6.2. Let B±λ (z) be as in (2.13), (2.14). We have
ℓ(λ)∏
i=1
λi∏
j=1
g(qj−1t−i+1v/z)−1 =
1− v/z
1− q−1tv/z
B+(v/z), (6.7)
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ℓ(λ)∏
i=1
λi∏
j=1
g(q−j+1ti−1v/z) =
1− z/v
1− qt−1z/v
B−λ (z/v), (6.8)
where g(z) is given in (2.1).
The following will also be needed.
Lemma 6.3. We have
ℓ(λ)∏
i=1
λi∏
j=1
f(qj−1t−i+1v/z) =
1− v/z
1− t−ℓ(λ)v/z
ℓ(λ)∏
i=1
1− qλit−iv/z
1− qλit−i+1v/z
, (6.9)
ℓ(λ)∏
i=1
λi∏
j=1
f(q−j+1ti−1z/v) =
1− qt−1z/v
1− qtℓ(λ−1)z/v
ℓ(λ)∏
i=1
1− q−λi+1ti−1z/v
1− q−λi+1ti−2z/v
. (6.10)
where
f(z) =
(1− z)(1 − qt−1z)
(1− qz)(1 − t−1z)
. (6.11)
Lemma 6.4. We have
qn(λ
′)
cλ
 1
1− t−ℓ(λ)v/z
ℓ(λ)∏
i=1
1− qλit−iv/z
1− qλit−i+1v/z
+
z
v
1
1− tℓ(λ)z/v
ℓ(λ)∏
i=1
1− q−λitiz/v
1− q−λiti−1z/v
 (6.12)
=
ℓ(λ)+1∑
i=1
qn((λ+1i)
′)
cλ+1i
A+λ,i δ(q
λit−i+1v/z).
Proof. It follows from
1
1− t−ℓ(λ)v/z
ℓ(λ)∏
i=1
1− qλit−iv/z
1− qλit−i+1v/z
+
z
v
1
1− tℓ(λ)z/v
ℓ(λ)∏
i=1
1− q−λitiz/v
1− q−λiti−1z/v
=
ℓ(λ)+1∑
i=1
qλit−i+1δ(qλit−i+1v/z)
1− t
1− qλitℓ(λ)−i+1
i−1∏
j=1
1− qλi−λj tj−i+1
1− qλi−λjtj−i
ℓ(λ)∏
j=i+1
1− qλi−λj tj−i+1
1− qλi−λjtj−i
,
and
cλ+1i
cλ
= ti−1(1− qλitℓ(λ)−i+1)
i−1∏
j=1
1− qλi−λj+1tj−i−1
1− qλi−λj+1tj−i
ℓ(λ)∏
j=i+1
1− qλi−λj tj−i
1− qλi−λj tj−i+1
,
n(λ′) =
∑
i≥0
λi(λi − 1)
2
,
qn((λ+1i)
′)
qn(λ′)
= qλi.

Lemma 6.5. We have
qn(λ
′)
cλ
(
(1− q−1t−ℓ(λ)+1v/z)
ℓ(λ)∏
i=1
1− qλi−1t−i+2v/z
1− qλi−1t−i+1v/z
(6.13)
+ q−1t
v
z
(1− qtℓ(λ)−1z/v)
ℓ(λ)∏
i=1
1− q−λi+1ti−2z/v
1− q−λi+1ti−1z/v
)
=
ℓ(λ)∑
i=1
qn((λ−1i)
′)
cλ−1i
A−λ,iδ(q
λi−1t−i+1v/z).
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6.2. Operator product formulas for Φ˜λ(v).
Lemma 6.6. The operator product formulas between Φ˜∅(v) and the generators of U are
η(z)Φ˜∅(v) =
1
1− v/z
: η(z)Φ˜∅(v) :, (6.14)
Φ˜∅(v)η(z) =
1
1− qt−1z/v
: η(z)Φ˜∅(v) :, (6.15)
ξ(z)Φ˜∅(v) = (1− q
−1/2t1/2v/z) : ξ(z)Φ˜∅(v) :, (6.16)
Φ˜∅(v)ξ(z) = (1− q
1/2t−1/2z/v) : ξ(z)Φ˜∅(v) :, (6.17)
ϕ+(q1/4t−1/4z)Φ˜∅(v) =
1− q−1tv/z
1− u/z
Φ˜∅(v)ϕ
+(q1/4t−1/4z), (6.18)
ϕ−(q−1/4t1/4z)Φ˜∅(v) =
1− qt−1z/v
1− z/v
Φ˜∅(v)ϕ
−(q−1/4t1/4z). (6.19)
Proposition 6.7. We have
ϕ+(q1/4t−1/4z)Φ˜λ(v)ϕ
+(q1/4t−1/4z)−1 = B+λ (v/z)Φ˜λ(v), (6.20)
ϕ−(q−1/4t1/4z)Φ˜λ(v)ϕ
−(q−1/4t1/4z)−1 = B−λ (z/v)Φ˜λ(v). (6.21)
Proof. Note that
ϕ+(q1/4t−1/4z)η(v)ϕ+(q1/4t−1/4z)−1 = g(v/z)−1η(v),
ϕ−(q−1/4t1/4z)η(v)ϕ−(q−1/4t1/4z)−1 = g(z/v)η(v).
Then (6.20), (6.21) follow from Lemma 6.2 and (6.18), (6.19) in Lemma 6.6. 
Lemma 6.8. We have
η(z)Φ˜λ(v) =
1
1− t−ℓ(λ)v/z
ℓ(λ)∏
i=1
1− qλit−iv/z
1− qλit−i+1v/z
: η(z)Φ˜λ(v) :, (6.22)
Φ˜λ(v)η(z) =
1
1− qtℓ(λ)−1z/v
ℓ(λ)∏
i=1
1− q−λi+1ti−1z/v
1− q−λi+1ti−2z/v
: η(z)Φ˜λ(v) :, (6.23)
B−λ (z/v)Φ˜λ(v)η(z) =
1
1− tℓ(λ)z/v
ℓ(λ)∏
i=1
1− q−λitiz/v
1− q−λiti−1z/v
: η(z)Φ˜λ(v) : . (6.24)
Proof. We have η(z)η(v) = f(v/z) : η(z)η(v) :. Hence from Lemma 6.3
η(z)ηλ(v) =
1− v/z
1− t−ℓ(λ)v/z
ℓ(λ)∏
i=1
1− qλit−iv/z
1− qλit−i+1v/z
: η(z)ηλ(v) :,
ηλ(v)η(z) =
1− qt−1z/v
1− qtℓ(λ)−1z/v
ℓ(λ)∏
i=1
1− q−λi+1ti−1z/v
1− q−λi+1ti−2z/v
: η(z)ηλ(v) : .
Then (6.22), (6.23) follow from (6.14), (6.15) in Lemma 6.6. 
Proposition 6.9. We have
η(z)Φ˜λ(v) +
z
v
B−λ (z/v)Φ˜λ(v)η(z) =
ℓ(λ)+1∑
i=1
A+λ,i Φ˜λ+1i(v)δ(q
λit−i+1v/z). (6.25)
Proof. It follows from Lemma 6.4 and (6.22), (6.24) in Lemma 6.8. 
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Lemma 6.10. We have
ξ(q1/2t−1/2z)Φ˜λ(v) = (1− q
−1t−ℓ(λ)+1v/z)
ℓ(λ)∏
i=1
1− qλi−1t−i+2v/z
1− qλi−1t−i+1v/z
: ξ(q1/2t−1/2z)Φ˜λ(v) :, (6.26)
Φ˜λ(v)ξ(q
1/2t−1/2z) = (1− qtℓ(λ)−1z/v)
ℓ(λ)∏
i=1
1− q−λi+1ti−2z/v
1− q−λi+1ti−1z/v
: Φ˜λ(v)ξ(q
1/2t−1/2z) : . (6.27)
Proof. Note that ξ(q1/2t−1/2z)η(v) = f(q−1tv/z)−1 : ξ(q1/2t−1/2z)η(v) :, and η(v)ξ(q1/2t−1/2z) =
f(z/v)−1 : ξ(q1/2t−1/2z)η(v) :. Thus from Lemma 6.3, we have
ξ(q1/2t−1/2z)ηλ(v) =
1− q−1t−ℓ(λ)+1v/z
1− q−1tv/z
ℓ(λ)∏
i=1
1− qλi−1t−i+2v/z
1− qλi−1t−i+1v/z
: ξ(q1/2t−1/2z)ηλ(v) :,
ηλ(v)ξ(q
1/2t−1/2z) =
1− qtℓ(λ)−1z/v
1− qt−1z/v
ℓ(λ)∏
i=1
1− q−λi+1ti−2z/v
1− q−λi+1ti−1z/v
: ξ(q1/2t−1/2z)ηλ(v) : .
Then (6.26), (6.27) follow from (6.16), (6.17) in Lemma 6.6. 
Proposition 6.11. We have
ξ(q1/2t−1/2z)Φ˜λ(v) + q
−1t
v
z
Φ˜λ(v)ξ(q
1/2t−1/2z)
=
ℓ(λ)∑
i=1
A−λ,i Φ˜λ−1i(v)δ(q
λi−1t−i+1v/z)ϕ+(q1/4t−1/4z). (6.28)
Proof. It follows from Lemmas 6.5, 6.10 and : ξ(q1/2t−1/2z)η(z) : = ϕ+(q1/4t−1/4z).

6.3. Operator product formulas for Φ˜∗λ(u).
Lemma 6.12. We have
η(z)Φ˜∗∅(u) = (1− q
−1/2t1/2u/z) : η(z)Φ˜∗∅(u) :, (6.29)
Φ˜∗∅(u)η(z) = (1− q
1/2t−1/2z/u) : η(z)Φ˜∗∅(u) :, (6.30)
ξ(z)Φ˜∗∅(u) =
1
1− q−1tu/z
: ξ(z)Φ˜∗∅(u) :, (6.31)
Φ˜∗∅(u)ξ(z) =
1
1− z/u
: ξ(z)Φ˜∗∅(u) :, (6.32)
ϕ+(q−1/4t1/4z)−1Φ˜∗∅(u) =
1− q−1tu/z
1− u/z
Φ˜∗∅(u)ϕ
+(q−1/4t1/4z)−1, (6.33)
ϕ−(q1/4t−1/4z)−1Φ˜∗∅(u) =
1− qt−1z/u
1− z/u
Φ˜∗∅(u)ϕ
−(q1/4t−1/4z)−1. (6.34)
Proposition 6.13. We have
ϕ+(q−1/4t1/4z)−1Φ˜∗λ(u)ϕ
+(q−1/4t1/4z) = B+λ (u/z)Φ˜
∗
∅(u), (6.35)
ϕ−(q1/4t−1/4z)−1Φ˜∗λ(u)ϕ
−(q1/4t−1/4z) = B−λ (z/u)Φ˜
∗
∅(u). (6.36)
Proof. Note that
ϕ+(q−1/4t1/4z)−1ξ(u)ϕ+(q−1/4t1/4z) = g(u/z)−1ξ(u),
ϕ−(q1/4t−1/4z)−1ξ(u)ϕ−(q1/4t−1/4z) = g(z/u)ξ(u).
Then (6.35), (6.36) follow from Lemmas 6.2 and (6.33), (6.34) in Lemma 6.12. 
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Lemma 6.14. We have
ξ(z)Φ˜∗λ(u) =
1
1− q−1t−ℓ(λ)+1u/z
ℓ(λ)∏
i=1
1− qλi−1t−i+1u/z
1− qλi−1t−i+2u/z
: ξ(z)Φ˜∗λ(u) :, (6.37)
B+λ (u/z)ξ(z)Φ˜
∗
λ(u) =
1
1− t−ℓ(λ)u/z
ℓ(λ)∏
i=1
1− qλit−iu/z
1− qλit−i+1u/z
: ξ(z)Φ˜∗λ(u) :, (6.38)
Φ˜∗λ(u)ξ(z) =
1
1− tℓ(λ)z/u
ℓ(λ)∏
i=1
1− q−λitiz/u
1− q−λiti−1z/u
: ξ(z)Φ˜∗λ(u) : . (6.39)
Proof. From ξ(z)ξ(u) = f(q−1tu/z) : ξ(z)ξ(u) :, and Lemma 6.3 we have
ξ(z)ξλ(u) =
1− q−1tu/z
1− q−1t−ℓ(λ)+1u/z
ℓ(λ)∏
i=1
1− qλi−1t−i+1u/z
1− qλi−1t−i+2u/z
: ξ(z)ξλ(u) :,
ξλ(u)ξ(z) =
1− z/u
1− tℓ(λ)z/u
ℓ(λ)∏
i=1
1− q−λitiz/u
1− q−λiti−1z/u
: ξ(z)ξλ(u) : .
Then (6.37), (6.39) follow from (6.31), (6.32) in Lemma 6.12. 
Proposition 6.15. We have
B+λ (u/z)ξ(z)Φ˜
∗
λ(u) +
z
u
Φ˜∗λ(u)ξ(z) =
ℓ(λ)+1∑
i=1
A+λ,i Φ˜
∗
λ+1i
(u)δ(qλit−i+1u/z). (6.40)
Proof. It follows from Lemma 6.4 and (6.38), (6.39) in Lemma 6.14. 
Lemma 6.16. We have
η(q1/2t−1/2z)Φ˜∗λ(u) = (1− q
−1t−ℓ(λ)+1u/z)
ℓ(λ)∏
i=1
1− qλi−1t−i+2u/z
1− qλi−1t−i+1u/z
: η(q1/2t−1/2z)Φ˜∗λ(u) :,
(6.41)
Φ˜∗λ(u)η(q
1/2t−1/2z) = (1− qtℓ(λ)−1z/u)
ℓ(λ)∏
i=1
1− q−λi+1ti−2z/u
1− q−λi+1ti−1z/u
: Φ˜∗λ(u)η(q
1/2t−1/2z) : . (6.42)
Proof. Note that η(q1/2t−1/2z)ξ(u) = f(q−1tu/z)−1 : η(q1/2t−1/2z)ξ(u) :, and ξ(u)η(q1/2t−1/2z) =
f(z/u)−1 : η(q1/2t−1/2z)ξ(u) :. From Lemma 6.3 we have
η(q1/2t−1/2z)ξλ(u) =
1− q−1t−ℓ(λ)+1u/z
1− q−1tu/z
ℓ(λ)∏
i=1
1− qλi−1t−i+2u/z
1− qλi−1t−i+1u/z
: η(q1/2t−1/2z)ξλ(u) :,
ξλ(u)η(q
1/2t−1/2z) =
1− qtℓ(λ)−1z/u
1− qt−1z/u
ℓ(λ)∏
i=1
1− q−λi+1ti−2z/u
1− q−λi+1ti−1z/u
: η(q1/2t−1/2z)ξλ(u) : .
Then (6.41), (6.42) follow from (6.29), (6.30) in Lemma 6.12. 
Proposition 6.17. We have
η(q1/2t−1/2z)Φ˜∗λ(u) + q
−1t
u
z
Φ˜∗λ(u)η(q
1/2t−1/2z)
=
ℓ(λ)∑
i=1
A−λ,i Φ˜
∗
λ−1i
(v)δ(qλi−1t−i+1v/z)ϕ−(q1/4t−1/4z) (6.43)
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Proof. It follows from Lemmas 6.5, 6.16 and : η(q1/2t−1/2z)ξ(z) : = ϕ−(q1/4t−1/4z).

6.4. Final step of proofs. The intertwining relations in Lemma 3.2 are rewritten in terms
of η, ξ, ϕ± as
ϕ+(q1/4t−1/4z)Φλϕ
+(q1/4t−1/4z)−1 = B+λ (v/z)Φλ, (6.44)
ϕ−(q−1/4t1/4z)Φλϕ
−(q−1/4t1/4z)−1 = B−λ (z/v)Φλ, (6.45)
η(z)Φλ −
uz
w
B−λ (z/v)Φλη(z) (6.46)
=
ℓ(λ)+1∑
i=1
w−1(q1/2t−1/2qλit−i+1v)N+1A+λ,i δ(q
λit−i+1v/z)Φλ+1i ,
ξ(q1/2t−1/2z)Φλ − q
−1t
w
uz
Φλξ(q
1/2t−1/2z) (6.47)
=
ℓ(λ)∑
i=1
w(q1/2t−1/2qλi−1t−i+1v)−N−1A−λ,i δ(q
λi−1t−i+1v/z)Φλ−1iψ
+(q1/4t−1/4z).
Proof of Theorem 3.3. From (6.44) and (6.45), we must have that Φλ be proportional to Φ˜λ(v)
by virtue of Proposition 6.7. Write Φλ = t(λ, v, u,N)Φ˜λ(v). Then in view of Propositions 6.9,
6.11, we find that (6.46) and (6.47) may hold only in the case w = −vu and when t(λ, v, u,N)
is given by (3.9). 
The intertwining relations in Lemma 3.2 are rewritten in terms of η, ξ, ϕ± as
ϕ+(q−1/4t1/4z)−1Φ∗λϕ
+(q−1/4t1/4z) = B+λ (u/z)Φ
∗
λ, (6.48)
ϕ−(q1/4t−1/4z)−1Φ∗λϕ
−(q1/4t−1/4z) = B−λ (z/u)Φ
∗
λ, (6.49)
B+(u/z)ξ(z)Φ∗λ −
vz
w
Φ∗λξ(z) (6.50)
=
ℓ(λ)+1∑
i=1
q−1v(q1/2t−1/2qλit−i+1u)−NA+λ,iδ(q
λit−i+1u/z)Φ∗λ+1i ,
η(q1/2t−1/2z)Φ∗λ − q
−1t
w
vz
Φ∗λη(q
1/2t−1/2z) (6.51)
= ϕ−(q1/4t−1/4z)
ℓ(λ)+1∑
i=1
qv−1(q1/2t−1/2qλi−1t−i+1u)NA−λ,iδ(q
λi−1t−i+1u/z)Φ∗λ−1i .
Proof of Theorem 3.6. From (6.48) and (6.49), we must have that Φ∗λ be proportional to Φ˜
∗
λ(v)
by virtue of Proposition 6.13. Write Φ∗λ = t
∗(λ, v, u,N)Φ˜∗λ(v). Then in view of Propositions
6.15, 6.17, we find that (6.50) and (6.51) may hold only in the case w = −vu and when
t∗(λ, v, u,N) is given by (3.21). 
7. Proof of Proposition 5.1
7.1. Some formulas concerning Nλ,µ(u).
Lemma 7.1. We have
Nλ,µ(u) =
ℓ(λ)∏
i=1
ℓ(λ)∏
j=1
(uq−µi+λj+1ti−j ; q)λj−λj+1 ·
ℓ(µ)∏
α=1
ℓ(µ)∏
β=1
(uqλα−µβ t−α+β+1; q)µβ−µβ+1, (7.1)
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Nλ,µ(q
1/2t−1/2x) = Nµ,λ(q
1/2t−1/2x−1)x|λ|+|µ|
fλ
fµ
, (7.2)
cλc
′
λ = (−1)
|λ|qn(λ
′)+|λ|tn(λ)Nλ,λ(1). (7.3)
Lemma 7.2. Let ε±λ be the algebra homomorphism in (4.3). We have
exp
(∑
n>0
1
n
1− tn
1− qn
(
ε+λ pn
) (
ε−µ pn
)
un
)
= G(u)−1Nλ,µ(u), (7.4)
where G(u) being as in (5.12).
Proof. Fix an integer ℓ such that ℓ ≥ Max(ℓ(λ), ℓ(µ)). We have
LHS = exp
(∑
n>0
1
n
1− tn
1− qn
un
(
t−n
1− t−n
+
ℓ∑
i=1
(qλin − 1)t−in
)(
tn
1− tn
+
ℓ∑
j=1
(q−µjn − 1)tjn
))
= G(u)−1 exp
(∑
n>0
1
n
1− tn
1− qn
un
(
ℓ∑
i,j=1
(qλit−i)n(q−µj tj)n
+
t−(ℓ+1)n
1− t−n
ℓ∑
j=1
(q−µj tj)n +
t(ℓ+1)n
1− tn
ℓ∑
i=1
(qλit−i)n
))
= G(u)−1
ℓ∏
i=1
ℓ∏
j=1
(uq−µi+λj ti−j+1; q)∞
(uq−µi+λj ti−j ; q)∞
·
ℓ∏
k=1
(uq−µktk−ℓ; q)∞
(uqλkt−k+ℓ+1; q)∞
,
were we have used the notation
(u; q)∞ = exp
(
−
∞∑
n=1
1
1− qn
un
)
∈ Q(q)[[u]].
Note that (u; q)∞/(q
nu; q)∞ = (u; q)n (n = 0, 1, 2, . . .), and use (7.1), then we have (7.4). 
Proposition 7.3. We have the operator product formulas
: Φ˜∗∅(z)ξλ(z) :: Φ˜
∗
∅(w)ξµ(w) :=
G(w/z)
Nµ,λ(w/z)
: Φ˜∗∅(z)ξλ(z)Φ˜
∗
∅(w)ξµ(w) :, (7.5)
: Φ˜∅(z)ηλ(z) :: Φ˜∅(w)ηµ(w) :=
G(qt−1w/z)
Nµ,λ(qt−1w/z)
: Φ˜∅(z)ηλ(z)Φ˜∅(w)ηµ(w) :, (7.6)
: Φ˜∗∅(z)ξλ(z) :: Φ˜∅(w)ηµ(w) :=
Nµ,λ(q
1/2t−1/2w/z)
G(q1/2t−1/2w/z)
: Φ˜∗∅(z)ξλ(z)Φ˜∅(w)ηµ(w) :, (7.7)
: Φ˜∅(z)ηλ(z) :: Φ˜
∗
∅(w)ξµ(w) :=
Nµ,λ(q
1/2t−1/2w/z)
G(q1/2t−1/2w/z)
: Φ˜∅(z)ηλ(z)Φ˜
∗
∅(w)ξµ(w) : . (7.8)
Proof. These follow from (4.9), (4.10) and (7.4). 
7.2. Proof of Proposition 5.1. Using Lemma 7.1 and Proposition 7.3, we have
LHS of (5.11) =
∑
λ(1),··· ,λ(Nc)
Nc∏
k=1
(
q−1/2t1/2viu
−1
i w
L−M−2i+2
i
)|λ(i)|
Nλ(i),λ(i)(1)
fL−M−2i+1
λ(i)
× 〈0| : Φ˜∗∅(−wNc)ξλ(Nc)(−wNc) : · · · : Φ˜
∗
∅(−w1)ξλ(1)(−w1) : |0〉
× 〈0| : Φ˜∅(−wNc)ηλ(Nc)(−wNc) : · · · : Φ˜∅(−w1)ηλ(1)(−w1) : |0〉
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=
∑
λ(1),··· ,λ(Nc)
Nc∏
k=1
(
q−1/2t1/2viu
−1
i w
L−M−2i+2
i
)|λ(i)|
Nλ(i),λ(i)(1)
fL−M−2i+1
λ(i)
×
∏
1≤i<j≤Nc
G(wi/wj)
Nλ(i),λ(j)(wi/wj)
G(qt−1wi/wj)
Nλ(i),λ(j)(qt
−1wi/wj)
.
Simplifying the factors by using Lemma 7.4 below, we have the result. 
Lemma 7.4. We have∏
1≤i<j≤N
(q1/2t−1/2)−|λ
(i)|−|λ(j)| =
N∏
i=1
(q1/2t−1/2)−(N−1)|λ
(i)|, (7.9)
∏
1≤i<j≤N
w
−|λ(i)|
i w
|λ(j)|
j =
N∏
i=1
w
(−N+2i−1)|λ(i)|
i , (7.10)
∏
1≤i<j≤N
w
−|λ(j)|
i w
|λ(i)|
j =
N∏
i=1
(w1w2 · · ·wN)
|λ(i)|w
−|λ(i)|
i (w1w2 · · ·wi−1)
−2|λ(i)| . (7.11)
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