In the 21st century with the exponential growth of the Internet, the vulnerability of the network which connects us is on the rise at a very fast pace. Today organizations are spending millions of dollars to protect their sensitive data from different vulnerabilities that they face every day. In this paper, a new methodology towards implementing an Intrusion Detection & Prevention System (IDPS) based on Artificial Neural Network (ANN) onto Field Programmable Gate Array (FPGA) is proposed. This system not only detects different network attacks but also prevents them from being propagated. The parallel structure of an ANN makes it potentially fast for the computation of certain tasks. FPGA platforms are the optimum and best choice for the modern digital systems nowadays. The same feature makes ANN well suited for implementation in FPGA technology. Hardware realization of ANN to a large extent depends on the efficient implementation of a single neuron. However FPGA realization of ANNs with a large number of neurons is still a challenging task. The proposed multilayer ANN based IDPS uses multiple neurons for higher performance and greater accuracy. Simulation of the design in MATLAB SIMULINK 2010b by using Knowledge Discovery and Data Mining (KDD) CUP dataset shows a very good performance. Subsequently MATLAB HDL coder was used to generate VHDL code for the proposed design that produced Intellectual Property (IP) cores for Xilinx Targeted Design Platforms. For evaluation purposes the proposed design was synthesized, implemented and tested onto Xilinx Virtex-7 2000T FPGA device.
Introduction
Intrusion prevention is the process of performing intrusion detection and attempting to stop detected possible incidents. Intrusion Detection & Prevention Systems (IDPS) [1] are primarily focused on identifying possible incidents, logging information about them, attempting to stop them, and reporting them to security administrators. IDPS perform extensive logging of data that is related to detected events in the network. These data can then be used to confirm the validity of alerts, investigate incidents, and correlate events between the IDPS and other logging sources. Artificial neural networks (ANN) have found widespread deployment in a broad spectrum of classification, perception, association and control applications [2] . The aspiration to build intelligent systems complemented with the advances in high speed computing has proved through simulation the capability of ANN to map, model and classify nonlinear systems. Real time applications are possible only if low cost high-speed neural computation is made realizable. Towards this goal numerous works on implementation of ANN have been proposed [2] .
ANNs have been mostly implemented in software. However, a disadvantage in real-time applications of software-based ANNs is slower execution compared to hardware-based ANNs. Hardware-based ANNs have been implemented as both analogue and digital circuits. Recent advances in reprogrammable logic enable implementing large ANNs on a single field-programmable gate array (FPGA) device. The main reason for this is the miniaturization of component manufacturing technology, where the data density of electronic components doubles every 18 months [3] . ANNs are biologically inspired and require parallel computations in their nature. Microprocessors and Digital Signal Processors (DSPs) are not suitable for parallel designs. Designing fully parallel modules may be possible with Application Specific Integrated Circuits (ASICs) for which the best example is Vertex 7 FPGA boards. In addition the design results in an ANN suited only for one target application. FPGAs not only offer parallelism but also flexible designs, savings in cost and design cycle [4] . Our idea is to realize an IDPS based on feed forward ANN on FPGA.
The organization of the paper is as follows. After the introduction in Section 1, Section 2 provides an overview of the proposed architecture of ANN based IDPS. Theoretical background study of feed forward ANN and IDPS implementation in FPGA have been described in Section 3. Section 4 describes the MATLAB implementation and simulation of the proposed ANN based IDPS model. Simulation environment of the proposed design followed by its performance analysis using VHDL XILINX ISE 13.2 design suite have been presented in Section 5. In Section 6 the hardware implementation of the proposed architecture on Virtex7 FPGA board followed by results are presented. Section 7 concludes the paper with some highlights on future work.
Proposed Architecture of ANN Based IDPS
The idea is to design an IDPS based on feed forward ANN on FPGA. The proposed IDPS architecture consists of two blocks-an Intrusion Detection System (IDS), which classifies the attack and the Intrusion Prevention System (IPS), which takes the classified signature and decides which signatures to be propagated. The block diagram shown in Figure 1 represents the architecture of our proposed IDS. The data collected from the Internet is fed into the pre-processing unit where the raw data is formatted to make it compatible with the intrusion detection system under consideration. Subsequently data is classified as normal or attack. Normal data is allowed to pass through while on the other hand attack data is classified to the type of attack, saved in the database (Db) and an alert is raised [5] . The proposed IDS architecture may be divided into four sub-processes whose functionalities are briefly described below. 1. Data Collector: KDD 99 data set based on the DARPA intrusion detection programme, which is publicly accessible via MIT Lincoln Lab is first of all collected at this block. 2. Pre-processor: This block takes the original data from the MIT Lincoln Lab, extracts the required features, and converts the data set into Matlab compatible format. This basically performs the data cleaning procedure. IPS on the other hand is a software programme that stops possible attack signatures. Therefore once the classification is done by the IDS the IPS takes the classified signature and decides which signatures to be propagated. If the signature is classified as an attack signature then the network traffic is not allowed otherwise if the signature is classified as normal then the signature is propagated as shown in Figure 2. 
Theoretical Background

Feed Forward ANN
ANNs are inspired by the biological neural systems. The transmission of signals in biological neurons through synapses is a complex chemical process in which specific transmitter substances are released from the sending side of the synapse. The effect is to raise or lower the electrical potential inside the body of the receiving cell. If this potential reaches a threshold, the neuron fires. It is this characteristic of the biological neurons that the artificial neuron model proposed by McCulloch Pitts attempts to reproduce [6] . Following neuron model shown in Figure 3 is widely used in artificial neural networks with some variations. The artificial neuron given in this figure has N inputs, denoted as x 1 , x 2 ,…,x N . Each line connecting these inputs to the neuron is assigned a weight, denoted as w 1 , w 2 ,…,w N respectively. The activation a, which determines whether the neuron is to be fired or not is given by Equation (1).
A negative value for a weight indicates an inhibitory connection while a positive value indicates excitatory connection. The output, y of the neuron is given by Equation (2).
Originally the neuron output function ( ) however linear, ramp, and sigmoid functions are also used in different situations. The vector notation as shown in Equation (3) may be used for expressing the activation of a neuron.
Here, the j th element of the input vector x is x j , the j th element of the weight vector of w is w j . Both of these vectors are of size N. A Neuro-computing system is made up of a number of artificial neurons and a huge number of interconnections between them. Figure 4 shows architecture of feed forward neural network. In layered neural networks, the neurons are organized in the form of layers [7] . The neurons in a layer get inputs from the previous layer and feed their output to the next layer. These types of networks are called feed forward networks.
Output connections from a neuron to the same or previous layer neurons are not permitted. The input layer is made up of special input neurons, transmitting only the applied external input to their outputs. The last layer is called the output layer, and the layers other than input and output layers are called the hidden layers. A single layer network consists of solely input and output layers without a hidden layer. Networks with one or more hidden layers are called multilayer networks. Multilayer perceptron is a well-known feed forward layered network, on which the Back propagation learning algorithm is widely implemented. The structures, where connections to the neurons are to the same layer or to the previous layers are called recurrent networks. Hopfield and Boltzmann Machine are examples of widely used recurrent networks [8] .
IDPS Implementation on FPGA
The field of network security guarantees the prevention and monitoring of unauthorized access, misuse, modification as well as denial of network accessible resources. The major goals of network security include confidentiality, data integrity, authentication and non repudiation. In the same context, intrusion detection is a security management tool which monitors network traffic for detecting possible security breaches. These security breaches attempt to compromise the confidentiality, integrity or availability of network resources and can be either from outside or inside the network concerned. In traditional networks, firewalls are used to monitor and filter incoming and outgoing packets but they cannot eliminate all security threats, nor can they detect attacks when they happen. It is like a locked gate to a treasure house that prevents the entry of thieves.
IDPS is another network processing application, which is either a software application (example Snort) [9] or a hardware device that monitors network for malicious activities such as denial of service attacks, port scans etc. These IDPS are essential network security appliances that help in maintaining the security goals in a network to a great extent. IDPS are primarily focused on identifying possible incidents, logging information about them, attempting to stop them, and reporting them to security administrators. As the main work of such systems is to monitor network traffics for suspicious activities or patterns, they can be regarded as a multiple pattern matching module. Pattern matching algorithm is thus one of the most critical in such systems and the detection of intruders is performed based on this module. At the higher level, there are management software's that configure log and display alarms. A database for a number of malicious patterns is maintained at the back end. Whenever any packet containing such malicious patterns is found during packet monitoring, the detector engine of IDPS raises an alert call to the administrator for taking necessary action against the target packet. Although the decisive fac- tor for an IDPS is a pattern matching algorithm, it is a highly challenging task to implement. It is because the operation of a typical IDPS involves deep packet inspection [10] . Checking every byte of an incoming packet in a network to see if it is matching with one of a set of thousands of patterns becomes a computationally intensive task. Moreover if it is a high speed network, packet inspection needs to be performed in line speed which is more challenging. Software based approach is not efficient in terms of speed and moreover parallelism cannot be exploited in case of multiple pattern matching.
So specialized hardware approaches are required to maintain match-up with the network speed and to maintain a tight bound on worst case performance. Here, a new architecture for a pattern matching based IDPS is presented. The aim of our work is to design the ANN-based IDPS and implement it on Virtex 7 FPGA board.
MATLAB Implementation of the Proposed IDPS Architecture
The processing element of an ANN is the neuron. A neuron can be viewed as processing data in three steps; the weighting of its input values, the summation of them all and their filtering by sigmoid function. The summation can be calculated by a serial accumulation. For the weighted inputs to be calculated in parallel using conventional design techniques, a large number of multiplier units would be required. To avoid this, Multiplier/Accumulator architecture has been selected [11] .
It takes the input serially, multiplies them with the corresponding weight and accumulates their sum in a register. The processes are synchronized to clock signal. The number of clock cycles for a neuron to finish its work, equals to the number of connections from the previous layer. The accumulator has a load signal, so that the bias values are loaded to all neurons at start-up.
To implement our proposed architecture we have selected MATLAB SIMULINK version 2010b as an environment as it supports multi-domain simulation and model-based design for dynamic and embedded systems. It provides an interactive graphical environment and a customizable set of block libraries that allows to design, simulate, implement, and test a variety of time-varying systems, including communication, control, signal processing, video processing, image processing etc. Two architectures were built in MATLAB: single layer and double layer. We have used 6 and 10 neurons to train the system for single layer and double layer architectures respectively. During training of the ANN we have specified some values to detect attacks e.g., Normal 0; DoS 1; Probe 2; U2R 3; R2L 4; Other 5 (yet to be discovered attacks). After training our ANN with the given KDD CUP dataset we have generated the SIMULINK ANN Attack classifier model to classify the attack and the normal data separately. Figure 5 shows the architecture and simulation of ANN based IDPS indicating an U2R attack. Here the input signature consists of the 41 attributes of our dataset and the IDPS block consists of 5 classified attack outputs along with the normal signature output [12] .
The proposed IDPS architecture consists of two blocks-the ANN based Intrusion Detection System (IDS), which classifies the attack and the Intrusion Prevention System (IPS) designed using embedded MATLAB func-tion, which takes the classified signature and decides which signatures to be propagated as indicated by the binary values of Intrusion Prevention (IP) status. Figure 5 shows the simulation result for U2R attack signature. After classification by the IDS as U2R attack, the IPS prevents the signatures to be propagated indicated by the IP status of "0". For normal input signature the IPS allows the input to be propagated indicated by the IP status of "1".
The performance of the system was found to be satisfactory. We had tested the system taking 10% of the data from the KDD Cup dataset [13] . Figure 6 shows the False Positive Graph taking into account number of Input Signature (Normal) vs. Number of False positives generated. It is clear from the graph that false positive is within the expected range of 10% to 13%. It however increased to 16% on increasing the number of normal signatures beyond 100.
VHDL Modeling of the Proposed IDPS
The ANN-based IDPS model designed in MATLAB was transformed into VHDL model from MATLAB environment and was simulated using Xilinx ISE 13.2 ISim (ISE Simulator). ISim provides a complete, full-featured HDL simulator integrated within Xilinx ISE. HDL simulation now will be a fundamental step within our design flow with the tight integration of the ISim within our design environment. After the initial setup we passed a normal packet through the design to check the behavior of the model. As predicted the output was same as the result obtained using MATLAB SIMULINK. We then passed different signatures and recorded the behavior of the design. Based on attack signatures we got different simulation results which have been presented in Table 1 with respect to the kind of attack that was detected and subsequently prevented.
We used two types of models for your simulation. Model 1 takes in floating point input values, the actual values as obtained from KDD CUP dataset as signature of an attack. The result is depicted in Table 1(a) . In Model 2 we had rounded off the floating point input values to its nearest integer values so as to implement the proposed design on FPGA. Keeping that in mind we trained our ANN model and then executed our simulation output, which has been depicted in Table 1(b) . For both the simulations we have used the same set of input data. Due to the conversion of floating point values to integer values there was some loss of precision in the case of simulation results.
As per the model that was simulated the result has been shown with respect to the highest value in the simulation column. According to our simulation environment that was set up classifier detects the signature with the highest value in the simulation and based on the highest value the signature is classified into either Normal, DoS, Probe, U2R, R2L or Other.
If we look deeply into Table 1 (a) we can see that simulation 1 and simulation 3 show the corresponding values for DoS signature, simulation 2 show the corresponding values for R2L attack signature, simulation 4 and simulation 5 show the corresponding values for normal signature as designed in our model, and simulation 6 shows the corresponding value for Probe attack signature.
When we execute the same dataset after converting the data to integer we have the following observations. Simulation 1 and simulation 3 show the corresponding values for DoS signature (same as Table 1(a)), simulation 2 shows the corresponding values for a normal signature which denotes false positive, and simulation 4 and simulation 5 show the corresponding values for normal signature. However simulation 4 also shows Probe attack which means false negative as designed in our model, and simulation 6 shows the corresponding value for Probe attack signature. The discrepancy in the values of Table 2 .
The proposed architecture allows only the packets of normal signature to pass through the system and stops any other attack signature [14] . Intrusion prevention is the process of performing intrusion detection and attempting to stop detected possible incidents. Intrusion detection and prevention systems (IDPS) are primarily focused on identifying possible incidents, logging information about them, attempting to stop them, and reporting them to security administrators. In our proposed architecture once the attack signature has been detected by the IDS, the IPS comes into play and the signature is stored in our database, compared with a reference value and IP status is set as binary value of "1" to pass the normal signature and a binary value of "0" to block the attack signature. Figure 7 shows the simulation result for a normal signature where IP status is set to "1" to pass the traffic between 1 ps and 2 ps interval. The figure also shows dos attack during the interval 2 ps to 3 ps where IP Status goes low to block the traffic.
FPGA Implementation of the Proposed ANN Based Architecture
After simulation of the proposed architecture in ISim we have synthesized, implemented and tested the model onto Virtex-7 2000T FPGA device. The system requirement is Intel Core 2 Duo at 2.5 GHz with 4 GB RAM. Virtex-7 2000T combines four smaller FPGAs into a single package by placing them on a special silicon interconnection pad to deliver 6.8 billion transistors in a single large chip. The interposer provides 10,000 data pathways between the individual FPGAs-roughly 10 to 100 times more than would usually be available on a board to create a single FPGA [15] . We have done a comparative analysis between single layer and double layer ANN implementation on Virtex7 2007 T with respect to resource parameters as shown in Table 3 . The register-transfer level (RTL) schematics sub-part for the single layer and double layer ANN models of IDS are shown in Figure 8 and Figure 9 respectively. RTL abstraction is used in hardware description languages (HDLs) like Verilog and VHDL to create high-level representations of a circuit, from which lower-level representations and ultimately actual wiring can be derived. Design at the RTL level is a typical practice in modern digital design [16] . 
Summary and Future Work
The proposed IDPS model using artificial neural network was verified in MATLAB environment using Simulink. The design was later converted to VHDL environment using Xilinx Project Navigator 13.2 and simulated using ISim. In the next step the proposed design was implemented on Virtex-7 2000T FPGA. In all the cases the performance of the design was within the acceptable range. Future work will include further classification of different types of attacks to further subtypes as and when signatures are available and then integrate it to the proposed architecture so that the model can be robust in nature. Next step will be to evaluate the performance of the proposed architecture in real-time environment.
In synopsis, we have provided a better understanding of the design principles and implementation techniques for building high-speed, reliable, robust and scalable ANN-based network intrusion detection and prevention system that is highly useful for mankind and organizations (e.g., military, defense etc.,) in today's world of network defenselessness.
