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In industry, government, and scientific
research, structure–activity relationships
(SARs) play an expanding role in estimating
the potential toxicity of chemicals. Tradition-
ally, human experts use experience and exper-
tise to identify structural features responsible
for toxic action (e.g., structural alerts) (1).
Recent developments in artiﬁcial intelligence
research and the improvement of computa-
tional resources have led to efﬁcient data min-
ing methods that can automatically extract
SARs from toxicity databases with structurally
diverse (noncongeneric) compounds. They
are, in our opinion, better suited for toxico-
logic problems than classical regression-based
SAR methods because they can use structural
information very efﬁciently and the resulting
models are easier to interpret for toxicologic
and chemical experts than regression models.
An overview about techniques and applica-
tions of data mining in toxicology was pub-
lished by Helma et al. (2). 
The basic procedure is to submit the
existing experimental data (the learning set)
to a machine learning program that detects
relationships between chemical structures
and toxic effects. This SAR model can then
be used to predict the toxicity of untested
compounds (Figure 1). 
An advantage of this data-driven
approach in predictive toxicology is that SAR
models can be derived in an unbiased way
and that it is possible to make new discover-
ies in already existing data (3–8). The predic-
tive-toxicology evaluation (PTE) projects
(8,9) demonstrated that predictions from
data-driven methods are at least as accurate as
those from human experts and expert sys-
tems. They rely heavily on the quality and
representation of chemical and toxicologic
data in the training and testing sets. 
Although the importance of high-quality
learning sets is generally accepted, we found
no papers in the literature that address this
topic. Therefore, we suspect that, in many
cases, existing datasets were used for SAR
models without the performance of a detailed
inspection. Our intention in this study and in
the companion study (10) is to present a case
study that indicates problematic areas. At pre-
sent we are not able to give general guidelines
similar to good laboratory practices, but we
hope to open a discussion about quality assur-
ance of toxicologic databases and their rele-
vance to the development of SAR models. 
In particular, we present our experience
from the application of machine learning tech-
niques to the Carcinogenic Potency Database
(CPDB) (11), the largest publicly available
database with results from long-term rodent
carcinogenicity experiments. It is a secondary
source for carcinogenicity data and includes
detailed (species-, sex-, strain-, and organ-spe-
ciﬁc) information for 1,298 chemical agents.
The CPDB includes data from the National
Toxicology Program (NTP; Research Triangle
Park, NC, USA), which lists the results of
highly standardized long-term rodent carcino-
genicity assays (393 compounds) (12,13). The
CPDB also includes a compilation of carcino-
genicity assays (1,028 compounds) from the
general literature that meet a predeﬁned set of
quality criteria (11). A total of 1,298 com-
pounds have been studied (there is a partial
overlap between compounds studied by the
NTP and those reported in the literature). 
In this paper we will cover the identiﬁca-
tion of chemical structures and the estimation
of chemical properties; in our upcoming
report (10), we will discuss the reliability of
toxicologic information. All data discussed in
this paper [with the exception of the CPDB
(14)] is available from the authors (15). 
Identiﬁcation of Compounds
and Retrieval of Structures 
In most cases, toxicity databases do not
contain chemical structures. The identiﬁca-
tion and representation of the chemical
structures in the toxicity database is therefore
the ﬁrst step towards a data set for SAR stud-
ies. The correct identiﬁcation of structures is
crucial because all following operations rely
on it. Because the databases are usually too
large for a detailed inspection of each com-
pound, this step is less trivial than it might
seem at a ﬁrst glance. 
Identification by Chemical Abstracts
Registry numbers (CAS). Because chemical
structures are not provided in most toxicity
databases, it is necessary to identify each
compound and to retrieve structures from
external databases. In most cases, the CAS
number is the only common identiﬁer.
Although the CAS was designed to iden-
tify chemicals, it is often not an ideal identiﬁ-
er for toxicologic purposes. General problems
(e.g., typing errors, mismatched CAS num-
bers, popular nomenclature, etc.) associated
with CAS and nomenclature have been pre-
viously reported (16). We had surprisingly
few problems with typing errors, as indicated
by the internal Check Digit Veriﬁcation of
CAS Registry Numbers (17). In the original
files, CAS numbers for 62 compounds
(excluding mixtures) were missing, but we
were able to assign a CAS number to a
almost all compounds using search engines
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and the Beilstein Database (20). The search
failed for four compounds because we were
unable to identify their structure based on
their popular names in the CPDB. 
The main problem with using CAS
numbers as identifiers for toxicologic pur-
poses is that toxicologically irrelevant differ-
ences (e.g., crystal water) between structures
lead to different CAS numbers for otherwise
similar structures. As the CAS number does
not indicate structural similarities, it may be
difficult to retrieve a structure if the CAS
number is different in the structural database
from that listed in the toxicity database. If,
on the other hand, the same structure is
identiﬁed by more than one CAS number,
the example will gain too much weight in
the machine learning process. 
In the CPDB, 15 compounds were
described as mixtures (instead of by a CAS
number). Because an SAR relies on exactly
defined chemical structures, we excluded
these compounds from further searches and
did not include them in our experiments.
Further mixtures and compounds with
impurities were detected by text searches for
items such as “mixture” and “pure” in the
accompanying ﬁles of the CPDB. These were
also excluded from the search for structures,
but many mixtures and compounds with
undeﬁned composition (e.g., polymers) were
detected only at a later stage when the struc-
tures were already available or not retrievable. 
Retrieval and representation of 2-dimen-
sional structures. Due to budget restrictions,
we had to search for chemical structures 
predominately in public sources. Table 1
summarizes the databases that we used in
our work (21–26). 
Because the structures were obtained in
different formats, we had to convert them
into a common format. We used SMILES
strings (27) because they are compact and
intuitive representations of two-dimensional
(2-D) structures and are the most commonly
accepted input format for computational
chemistry programs. The majority of quality
checks was performed on this representation. 
The ﬁrst trial with some computational
chemistry programs revealed that the most
common errors were associated with three
types of problems. 
Presence of disconnected structures.
Most computational chemistry programs
accept only one structure as input. It is
therefore impossible to calculate chemical
properties for compounds with separate
entities (e.g., mixtures, organic salts, pres-
ence of H2O, HCl, etc.). For this reason we
decided to remove toxicologically irrelevant
entities (e.g., multiple instances of the same
entity, H2O, HCl, etc.), represent salts with
covalent bonds, and remove compounds
with several larger entities (e.g., mixtures,
organic quarternary amines). The positive
side effect was that we were able to detect
many mixtures and improperly defined
compounds which were not marked as mix-
tures in the original CPDB. Especially in
structures from the NTP database, we
found that organic salts did not contain any
counterions (this is probably another way to
deal with the problem of disconnected
structures, but in our experience, it may
lead to incorrect calculations). 
Representation of charges. In many
databases, structures are represented without
charges. The disadvantage of this is that
every program that performs valency checks
will indicate wrong valences, especially in
compounds with nitro and other nitrogen-
containing groups. We chose to represent
nitrogen-containing groups in their charged
form {e.g., [N+](=O)[O-] for nitro groups}
to keep the correct valences and ensure cor-
rect calculations. 
Presence of hydrogens. In SMILES
strings, hydrogen atoms are normally not
speciﬁed explicitly. Instead their presence is
inferred from normal valence assumptions.
This is usually not a problem because most
computational chemistry programs are
designed to accept SMILES strings as input
and attach hydrogens automatically.
Problems arise however when SMILES are
transformed into another representation
using, for example, BABEL (28), which does
not attach hydrogens, or CORINA (29), in
which the output of hydrogens has to be
requested explicitly. If incomplete molecular
structure is used as input for a quantum
mechanical program like MOPAC (30), the
results of the calculation are, of course, use-
less. This mistake tends to remain undetected
because many visualization programs do not
render hydrogens and chemists are accus-
tomed to viewing chemical structures with-
out hydrogens.
After the correction of the most common
systematic errors, we tested our structural
database with seven different computational
chemistry programs [KOWWIN (31,32),
BABEL (28), TSAR (33), CSBR (34),
DEPICT (35), and CORINA (29)], record-
ed their error messages, and changed the
structures accordingly. We made additional
corrections after browsing through the struc-
tures manually. Finally, all structures were
converted to unique (canonical) SMILES
(36) to detect and remove duplettes and then
submitted to the test programs for a final
check. This examination indicated that all of
the structures were syntactically correct, and
remaining error messages were caused by lim-
itations of the test programs. We recorded all
changes of the original structures in logﬁles
for further examination and used revision
control extensively. 
For many chemists this approach may
seem to be too pragmatic and may seem that
too little effort was used to represent the
“correct” structure of each compound, but in
projects with large, noncongeneric learning
datasets and limited a priori knowledge of
toxic mechanisms, it is impossible to estimate
the biologically active structure. At present,
SAR models for complex toxicologic effects
are still to a large extent “black box models”
because of the complexity of molecular
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Figure 1. Visualization of the machine learning process. 
Automated learning of structure–activity relationships (SARs) from chemical and biological data
 Application of SAR model to predict biological activites of untested compunds
Chemical Biological effects Machine learning
 New chemical SAR model Predicted biological effect
+
SAR
modelmechanisms involved. It is therefore very
important to aim for a consistent representa-
tion of chemical structures. Ideally, the 
representation should be accepted by com-
putational chemistry programs, give accurate
results (as determined by a comparison with
experimentally derived values, where avail-
able), and enable the automated detection of
structural features (e.g., functional groups,
structural alerts). 
Calculation of Chemical
Descriptors
In the development and application of SARs
it is essential to identify the structural or
chemical properties that predict the end
point of interest. Presently, the choice of
structural and property descriptors for com-
plex toxicologic effects relies strongly on the
intuition of the individual researcher, but the
majority of SAR systems are limited to cer-
tain types of descriptors and allow little or no
experimentation with new descriptors. We
use programs based on inductive logic pro-
gramming for our machine learning experi-
ments. Within this framework it is possible
to choose chemical descriptors very ﬂexibly
and to use propositional data [data that can
be represented in tabular form (e.g., proper-
ties of a whole molecule); more precisely,
each example is represented as a single tuple
in a single relation] as well as relational data
[data that cannot be represented in tabular
form (e.g., chemical structures); more pre-
cisely, each example is represented as a set of
tuples in multiple relations].
Figure 2 depicts the procedure we
currently employ for the calculation of
chemical descriptors. All format conversions
were done by BABEL (28). 
Representation of the two-dimensional
structure. For the machine learning pro-
grams used in our experiments, we converted
the two-dimensional structures into Prolog
facts (38) using a Prolog program written by
B. Pfahringer. To check the plausibility of
the conversions we used another program
that translates Prolog facts back to SMILES.
We converted original and reverse-translated
SMILES to unique SMILES and compared
them. 
Because chemists are accustomed to
thinking in terms of functional groups com-
posing a molecule, we are currently develop-
ing a higher level representation of molecules
based on functional groups (39). We are
continuing this study and, at present, we
have no automated procedure to check the
representation. Therefore, we still rely on the
manual inspection of randomly selected
examples (40). 
Estimation of lipophilicity. The
octanol–water partition coefﬁcient is a physi-
cal property used extensively to describe the
lipophilic or hydrophobic properties of a
chemical. It is the ratio of the concentration
of a chemical in the octanol phase to its con-
centration in the aqueous phase of a two-
phase system at equilibrium. Because 
measured values range between at least 12
orders of magnitude, the logarithm (logP) is
commonly used to characterize its value. 
We used KOWWIN (31,32) to calculate
the logP because a recent comparison of
lipophilicity (41) algorithms showed that it
is accurate and suitable for different types of
structures. For 13,058 compounds with reli-
able, experimental logP values, KOWWIN
estimates had a standard deviation of 0.436,
an absolute mean error (absolute deviation)
of 0.316, and a correlation coefﬁcient (r2) of
0.95. 
When we applied KOWWIN on our
dataset, we found that the representation of
structures had a large inﬂuence on the out-
come of the calculations. We made the
majority of adjustments described in the pre-
vious sections (removal of disconnected
structures, representation of charges, etc.) to
ensure correct logP values. 
Calculation of three-dimensional struc-
tures. It is generally accepted that the 
interaction of chemicals with biological
macromolecules is to a large extent deter-
mined by their three-dimensional shape. In
SAR studies with noncongeneric compound
this aspect is usually neglected, partially
because it is time consuming to optimize
three-dimensional (3-D) structures, partially
because 3-D information is difﬁcult to use
when there is no common substructure for
an alignment of molecules (e.g., as in com-
parative molecular ﬁeld analysis). However,
an optimized 3-D structure is also the prereq-
uisite for the reliable estimation of electronic
properties indicating chemical reactivity. 
Initial 3-D structures were calculated by
CORINA (29,42), a rule-based system for
the generation of molecular geometries. For
flexible molecules, up to three geometries
were generated to provide different starting
points for the following calculations. CORI-
NA was able to provide 3-D structures for all
CPDB compounds with SMILES structures. 
The PM3 algorithm implemented in
MOPAC (30) was used to calculate the ﬁnal
3-D structures. More than 1,500 structures
(multiple conformations for flexible mole-
cules) were optimized on a 200MHz Dual
PentiumPro running Linux 2.2.5-15smp
(Red Hat, Inc., Research Triangle Park, NC,
USA). Unfortunately, MOPAC is not
designed for the batch processing of such a
large number of compounds, and consider-
able time was spent identifying the best con-
ditions for batch processing. We recommend
using the PM3 algorithm [more elements
parameterized than in AM1 (30)] and per-
forming the optimization in cartesian coor-
dinates (key word: XYZ) instead of polar
coordinates. With this setting we were able
to obtain geometries for 1,498 (98%) of
1,535 initial structures. 
Semiempirical molecular orbital methods
(such as PM3) require that for each element
some quantities are estimated by ﬁtting exper-
imental data. At present, not all elements are
parameterized; therefore, calculations for 36
structures failed if the structure contained one
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Figure 2. Calculation of chemical descriptors. 
Log P
KOWWIN (31,32)
CORINA (29)
MOPAC (30)
NACCESS (37)
Atom–bond representation
2-D Structures
Initial 3-D structures
Optimized 3-D structures
Abstract representation
(functional groups)
Electronic properties
Surface descriptors
Table 1. Summary of the CPDB. 
No. of
Databasea compounds Format Remarks
NTP special reportsb 464 MDL Molﬁlesc Only structures from the NTP 
program, WWW searchable
NCI databased 237,771 SMILESe Compressed text ﬁle
ChemFinderf > 75,000g ChemDraw Binaries,h WWW searchable by names, 
usable only on Windows CAS numbers, and structures
and Macintosh platforms
Beilstein Crossﬁrei > 7,000,000g MDL Molﬁlesc Commercial, hardly usable for batch 
searching, clients for Windows 
or Macintosh platforms only 
aAdditional structural databases are available from ChemIDplus (21). bData available from the NTP (22). cDescription
available from CTﬁle Formats (23). dData available from the National Cancer Institute (24). eDescription available from the
SMILES Home Page (25). fData available from ChemFinder (26). gStructures are not always available. hNo speciﬁcations
are available. iData available from Beilstein (20). of the following elements: boron, calcium,
titanium, vanadium, chromium, manganese,
iron, nickel, copper, zirconium, niobium, bar-
ium, tungsten, or osmium. The geometry
optimization was performed by an iterative
minimization of the molecule’s energy until a
self-consistent field was achieved. In eight
cases it was necessary to override geometry
safety checks with the key word GEO-OK;
these calculations should be treated with cau-
tion. One compound was too large to be
treated by our version of MOPAC. 
We obtained the following molecular
properties from MOPAC output ﬁles:
• Dipole (asymmetricity of charge distribu-
tion)
• Electronic energy (potential energy of the
electrons in a molecule) 
• Electronegativity (tendency to attract elec-
trons)
• Heat of formation (energy difference
between the molecule and the elements in
their standard state)
• HOMO (energy of the highest occupied
molecular orbital, indicates ability to
donate electron)
• HOMO–LUMO [(energy difference
between the HOMO and the lowest unoc-
cupied molecular orbital (LUMO)]
• Hybridization dipole (dipole contribution
of hybridized bonds)
• Ionization potential (energy needed to
remove an electron)
• LUMO (indicates the ability to accept
electrons)
• Largest interatomic distance (largest distance
between atoms, indicates molecular size)
• Molecular weight 
• Point-charge dipole (dipole contribution of
atomic charges)
• Total energy (potential energy of all possi-
ble interactions between electrons and
nuclei of the molecule).
These properties are to a large extent
descriptors for the electronic nature of the
molecules, indicating their reactivity for bio-
logical macromolecules. Because we are not
aware of a database with a sufﬁcient number
of experimentally derived properties (and
some properties such as HOMO and LUMO
are not experimentally observable), we were
not able to verify these calculations. To
reduce the run time of these calculations, we
are currently comparing the MOPAC results
with calculations from PETRA (43), a pro-
gram based on empirical algorithms. To
account for steric effects, we used NACCESS
(37) to extract solvent-accessible surfaces
(total, nonpolar, polar) from the ﬁnal geome-
tries. These calculations were successful for all
compounds. 
The assessment of 3-D structures and
electronic properties remains an open prob-
lem for our data set because experimentally
measured values are not available for sufﬁcient
compounds. At this point the only chance to
judge the performance of different algorithms
for the optimization of 3-D structures and
chemical properties is to compare the result-
ing SAR models, but this procedure is indi-
rect and suffers from the inﬂuence of other
variables (e.g., learning algorithms). 
Conclusion 
We are currently far from deﬁning a general
procedure for the quality assurance of chem-
ical data in SAR studies. As a starting point
for further discussions, we include some rec-
ommendations for the retrieval of structures
from external databases and the calculation
of chemical descriptors: 
• For each structural database it is necessary to
determine if the representation of the struc-
tures is suited for the particular problem 
• In a ﬁrst trial, all structures should be sub-
mitted to the computational chemistry
programs used in the particular study to
determine a) if they are accepted and b) if
they give reasonable results (calculated
properties should be compared to experi-
mental data when available) 
• All encountered problems should be
logged to detect systematic problems with-
in the database and the applied algorithms 
• Based on this experience, rules for the con-
sistent representation of chemical struc-
tures should be formulated, documented,
and applied to the database 
•A ll changes to the original data should be
documented (applying, for example, a ver-
sion control system) to make errors trace-
able and allow later revisions 
• Finally, the plausibility of each database and
of calculated results should be checked by
human experts by drawing randomly select-
ed samples based on statistical criteria (40). 
After summarizing our experiences with
the quality assurance of chemical data in pre-
dictive toxicology, we conclude that the cur-
rently available databases and computational
chemistry programs are too faulty to be trust-
ed without further inspection. The develop-
ment of reliable quality control procedures
deﬁnitely needs more discussion, exchange of
experience, and research activity. In this
sense, we hope that we will raise some aware-
ness in regard to data quality issues and quali-
ty assurance in predictive toxicology. 
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