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THE C*-ALGEBRA OF A MINIMAL HOMEOMORPHISM WITH
FINITE MEAN DIMENSION HAS FINITE RADIUS OF
COMPARISON
N. CHRISTOPHER PHILLIPS
Abstract. Let X be an infinite compact metric space and let h : X → X
be a minimal homeomorphism. We prove that the radius of comparison of
the crossed product C*-algebra C∗(Z, X, h) and the mean dimension of h are
related by the inequality rc(C∗(Z, X, h)) ≤ 1 + 36 ·mdim(h).
Let X be an infinite compact metric space and let h : X → X be a homeomor-
phism. The mean dimension mdim(h) was introduced in Definition 2.1 of [12] (after
being suggested by Gromov). It behaves well under the assumption that h does
not have “too many” periodic points. Its original application seems to have been to
prove that there are minimal homeomorphisms which do not equivariantly embed
in the shift on [0, 1]Z; see Corollary 3.4 and Proposition 3.5 of [12]. The radius
of comparison rc(A) of a unital C*-algebra A was introduced in Definition 6.1 of
[20]. An important early application was as the invariant used to distinguish many
mutually nonisomorphic simple unital AH algebras with the same Elliott invariant.
(Of course, these algebras do not have slow dimension growth.) See Theorem 4.1
of [21].
It has been conjectured that if h is minimal then rc(C∗(Z, X, h)) = 12mdim(h).
Some partial results are known. If mdim(h) = 0 then it follows from Corollary 3.3
of [3] that rc(C∗(Z, X, h)) = 0. If X has infinitely many connected components,
then rc(C∗(Z, X, h)) ≤ 12mdim(h) by [6]. For a class of examples generalizing those
of Giol and Kerr [4], including ones with arbitrarily large mean dimension, we
actually have rc(C∗(Z, X, h)) = 12mdim(h) ([6]). The difficulty in generalizing the
inequality rc(C∗(Z, X, h)) ≤ 12mdim(h) from spaces with infinitely many connected
components lies in the technical details of working with direct limits of recursive
subhomogeneous algebras instead of AH algebras. (This is discussed below.) In
this paper, we use an equivariant embedding of (X,h) into a shift KZ (provided
by Theorem 5.1 of [10]) to avoid those difficulties, and provide a relatively easy
proof of the weaker inequality rc(C∗(Z, X, h)) ≤ 1 + 36 ·mdim(h) for an arbitrary
minimal homeomorphism of an arbitrary compact metric space. In particular, if
mdim(h) is finite then rc(C∗(Z, X, h)) is finite.
The proof is based on the orbit breaking subalgebras C∗(Z, X, h)Y originally
introduced by Putnam in [18]. (See Notation 1.2 for the definition.) In particular,
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2 N. CHRISTOPHER PHILLIPS
when h is minimal and hk(Y ) ∩ Y = ∅ for all k 6= 0, then, by Corollary 7.11
of [17], C∗(Z, X, h)Y is a stably large subalgebra of C
∗(Z, X, h) in the sense of
Definition 5.1 of [17], and so has the same radius of comparison as C∗(Z, X, h)
(Theorem 6.14 of [17]). When int(Y ) is nonempty, C∗(Z, X, h)Y is a recursive
subhomogeneous algebra, a fact originally observed in unpublished work with Q. Lin
(see [9]). If hk(Y ) ∩ Y = ∅ for k 6= 0, and Y0 ⊃ Y1 ⊃ · · · is a decreasing sequence
of compact sets such that
⋂∞
n=0 Yn = Y , then C
∗(Z, X, h)Y ∼= lim−→n
C∗(Z, X, h)Yn .
If int(Yn) 6= ∅ for all n, this expresses C
∗(Z, X, h)Y as a direct limit of recursive
subhomogeneous algebras.
Niu has given (Theorem 6.2 of [13]) an estimate on rc(A) when A is a simple
unital AH algebra with diagonal maps (and under other minor technical conditions).
It is not clear whether one needs to assume that the maps are diagonal. For
comparison, we note that a simple AH algebra with diagonal maps necessarily has
stable rank one (Theorem 4.1 of [2]), whereas without diagonal maps this need
not be the case. It seems rather messy to generalize Niu’s result to simple unital
direct limits of recursive subhomogeneous algebras with diagonal maps, although we
expect that the generalization should be true (with a suitable definition of diagonal
maps). The generalization is expected to require both that the gluing maps in the
recursive subhomogeneous decompositions be diagonal and that the maps between
recursive subhomogeneous algebras in the direct system be diagonal. We need to
give a careful description of a suitable recursive subhomogeneous decomposition of
C∗(Z, X, h)Y when int(Y ) 6= ∅, which includes the fact that the gluing maps are
diagonal. Our proof avoids the need for consideration of maps between recursive
subhomogeneous algebras except for an extremely special case.
For technical reasons, we use a nonstandard choice of recursive subhomogeneous
decomposition for C∗(Z, X, h)Y . Therefore we give a general scheme. We assume
a weaker condition on h and Y than minimality of h, with the hope that it will be
useful for some nonminimal homeomorphisms, for example, for ones which have a
nontrivial minimal factor system.
In Section 2, we give a careful description of the recursive subhomogeneous de-
composition of C∗(Z, X, h)Y associated to a system of Rokhlin towers for Y when Y
is a sufficiently large subset of X . When h is minimal and X is infinite, “sufficiently
large” just means that int(Y ) 6= ∅. Section 1 contains a preliminary result for this
description, on the existence of homomorphisms from C∗(Z, X, h)Y to algebras of
the form C(Z,MN ) for closed subsets Z ⊂ Y . All that one needs is h
N (Z) ⊂ Y .
In Section 3, we consider a minimal subsystem (X,h) of the shift on KZ, and show
that, for suitable choices of Y , elements of C∗(Z, X, h)Y can be approximated by
elements in the homomorphic image of a recursive subhomogeneous algebra whose
base spaces are closed subspaces of finite products of copies ofK. Section 4 contains
the proof of our main result, and Section 5 contains several open problems.
1. Homomorphisms from C∗(Z, X, h)Y
Let X be a compact Hausdorff space, and let h : X → X be a homeomorphism.
Let Y ⊂ Z be a closed subset, and let N ∈ Z>0. Suppose that Z ⊂ Y is a
nonempty closed subset which satisfies hN(Z) ⊂ Y . We construct and give an
explicit formula for a canonical homomorphism from the orbit breaking subalgebra
C∗(Z, X, h)Y (see Notation 1.2) to C(Z,Mn). We don’t need to assume that h is
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minimal, we don’t need to assume that int(Y ) 6= ∅, and we don’t need to assume
that N is the first return time to Y of any point in Z, just that N is a return time.
Notation 1.1. Let G be a discrete group, let A be a C*-algebra, and let α : G→
Aut(A) be an action of G on A. We identify A with a subalgebra of C∗r (G,A, α)
in the standard way. We let ug ∈ M(C
∗
r (G,A, α)) be the standard unitary cor-
responding to g ∈ G. We let A[G] denote the dense *-subalgebra of C∗r (G,A, α)
consisting of sums
∑
g∈S agug with S ⊂ G finite and ag ∈ A for g ∈ S.
Notation 1.2. Let X be a compact Hausdorff space, and let h : X → X be a
homeomorphism. The induced automorphism α of C(X) is given by α(f) = f ◦h−1
for f ∈ C(X). We identify C(X) with its standard image in C∗(Z, X, h). Let u ∈
C∗(Z, X, h) be the standard unitary of the crossed product. Let E : C∗(Z, X, h)→
C(X) be the usual conditional expectation, so that ufu∗ = f ◦ h−1 for f ∈ C(X).
Thus E
(∑N
n=−N fnu
n
)
= f0 for f−N , f−N+1, . . . , fN ∈ C(X). For an open subset
U ⊂ X we identify C0(U) with{
f ∈ C0(X) : f(x) = 0 for all x ∈ X \ U
}
⊂ C(X).
For a nonempty closed subset Y ⊂ X , we let
C∗(Z, X, h)Y = C
∗
(
C(X), C0(X \ Y )u
)
⊂ C∗(Z, X, h)
be the Y -orbit breaking subalgebra of Definition 7.3 of [17].
We have used a different convention from that used in a number of other papers,
where one takes
C∗(Z, X, h)Y = C
∗
(
C(X), uC0(X \ Y )
)
.
Our choice has the advantage that, when used in connection with Rokhlin towers,
the bases of the towers are subsets of Y rather than of h(Y ). See the discussion
after Definition 7.3 of [17].
We recall the identification of C∗(Z, X, h)Y from [17].
Proposition 1.3 (Proposition 7.5 of [17]). Let X be a compact Hausdorff space,
let h : X → X be a homeomorphism, and let Y ⊂ X be a nonempty closed subset.
Let u ∈ C∗(Z, X, h), E : C∗(Z, X, h) → C(X), and C∗(Z, X, h)Y ⊂ C
∗(Z, X, h) be
as in Notation 1.2. For n ∈ Z, set
Yn =

⋃n−1
j=0 h
j(Y ) n > 0
∅ n = 0⋃−n
j=1 h
−j(Y ) n < 0.
Then
(1.1) C∗(Z, X, h)Y =
{
a ∈ C∗(Z, X, h) : E(au−n) ∈ C0(X \ Yn) for all n ∈ Z
}
and
(1.2) C∗(Z, X, h)Y ∩ C(X)[Z] = C
∗(Z, X, h)Y .
Convention 1.4. In this section, we index the positions in an n× n matrix using
{0, 1, . . . , n − 1} instead of the usual {1, 2, . . . , n}. Thus, the standard system of
matrix units for Mn is (ej,k)j,k=0,1,...,n−1.
The following result is related to part of a proof in [6].
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Proposition 1.5. Let X be a compact Hausdorff space and let h : X → X be
a homeomorphism. Let Z ⊂ Y ⊂ X be nonempty closed subsets and let N ∈
Z>0. Suppose h
N(Z) ⊂ Y . Then there exists a unique unital homomorphism
γN,Z : C
∗(Z, X, h)Y →MN (C(Z)) such that for f ∈ C(X) we have
γN,Z(f) = diag
(
f |Z , (f ◦ h)|Z , (f ◦ h
2)|Z , . . . , (f ◦ h
N−1)|Z
)
and, taking
w =

0 0 · · · · · · · · · 0
1 0
. . .
. . .
. . .
...
0 1
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
...
...
. . .
. . . 1 0 0
0 · · · · · · 0 1 0

∈MN ⊂MN (C(Z)),
for f ∈ C0(X \ Y ) we have
γN,Z(fu) = diag
(
f |Z , (f ◦ h)|Z , (f ◦ h
2)|Z , . . . , (f ◦ h
N−1)|Z
)
w.
If a ∈ C∗(Z, X, h)Y then
(1.3) γN,Z(a) =
N∑
n=0
γN,Z(E(au
−n))wn +
−1∑
n=−N
γN,Z(E(au
−n))(w∗)−n.
Moreover, if a ∈ C∗(Z, X, h)Y has the formal series
∑∞
n=−∞ anu
n, with an ∈ C(X)
for n ∈ Z, then, following Convention 1.4, for x ∈ Z and j, k ∈ {0, 1, . . . , N − 1} we
have
(1.4) γN,Z(a)(x)j,k = aj−k(h
j(x)).
We don’t need to assume that h is minimal, that int(Y ) 6= ∅, or that N is the
first return time of Z to Y . We don’t even need to assume that the first return
time to Y is constant on Z.
Expressed in terms of matrices, if a ∈ C∗(Z, X, h)Y has the formal series
∑∞
n=−∞ anu
n
and x ∈ Z, the formula for γN,Y (a)(x) is
a0(x) a−1(x) a−2(x) · · · a−N+1(x)
a1(h(x)) a0(h(x)) a−1(h(x)) · · · a−N+2(h(x))
a2(h
2(x)) a1(h
2(x)) a0(h
2(x)) · · · a−N+3(h
2(x))
...
...
...
. . .
...
aN−1(h
N−1(x)) aN−2(h
N−1(x)) aN−3(h
N−1(x)) · · · a0(h
N−1(x))
 .
Proof of Proposition 1.5. By the definition of C∗(Z, X, h)Y , the homomorphism
γN,Z is unique if it exists. Therefore it suffices to show that the formula (1.3)
defines a unital homomorphism. This formula obviously defines a continuous lin-
ear map γN,Z(a) : C
∗(Z, X, h)Y →MN (C(Z)). Therefore, by Proposition 1.3, and
taking Yn to be as there, it suffices to take a, b ∈ C
∗(Z, X, h) of the form a = fum
and b = gun with m,n ∈ Z, f ∈ C0(X \ Ym), and g ∈ C0(X \ Yn), and show that
γN,Z(ab) = γN,Z(a)γN,Z(b) and γN,Z(a)
∗ = γN,Z(a
∗).
To simplify the notation, we define γ : C(X)→MN(C(Z)) by
γ(f) = diag
(
f |Z , (f ◦ h)|Z , (f ◦ h
2)|Z , . . . , (f ◦ h
N−1)|Z
)
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for f ∈ C(X). (Thus, γ = γN,Z|C(X).) We label the standard matrix units in
MN ⊂ Mn(C(Z)) = MN ⊗ C(Z) as ej,k for j, k = 0, 1, . . . , N − 1 (following Con-
vention 1.4). We make the following preliminary computations: for g ∈ C(X) and
n = 0, 1, . . . , N − 1, we have
(1.5) γ(g)wn =
N−n−1∑
k=0
en+k, k ⊗ (g ◦ h
n+k)|Z
(matrix entries g ◦ hn|Z , g ◦ h
n+1|Z , . . . in the diagonal starting with the (0, n)
entry),
(1.6) wnγ(g) =
N−n−1∑
k=0
en+k, k ⊗ (g ◦ h
k)|Z
(as above but starting with g|Z rather than g ◦ h
n|Z),
(1.7) γ(g)(w∗)n =
N−n−1∑
k=0
ek, n+k ⊗ (g ◦ h
k)|Z
(matrix entries g|Z , g ◦ h|Z , . . . in the diagonal starting with the (n, 0) entry), and
(1.8) (w∗)nγ(g) =
N−n−1∑
k=0
ek, n+k ⊗ (g ◦ h
n+k)|Z
(as above but starting with g ◦ hn|Z rather than g|Z).
To check that γN,Z(a)
∗ = γN,Z(a
∗), we need only consider a = fum with m ≥ 0,
since if m < 0 then fum =
[
(f ◦ hm)u−m
]∗
. In this case, if m ≤ N − 1 we have
γN,Z(a)
∗ = [γ(f)wn]∗ = (w∗)nγ(f)
and
γN,Z(a
∗) = γN,Z(u
−nf) = γN,Z([f ◦ h
n]u−n) = γ(f ◦ hn)(w∗)n.
To evaluate the first put g = f in (1.8). For the second put g = f ◦ hn in (1.7),
getting the same element ofMN (C(Z)). If m ≥ N then both γN,Z(a) and γN,Z(a
∗)
are zero.
We now check multiplicativity. There are six cases to consider:
(1) m,n ≥ 0.
(2) m ≥ 0, n ≤ 0, and m+ n ≥ 0.
(3) m ≤ 0, n ≥ 0, and m+ n ≥ 0.
(4) m ≥ 0, n ≤ 0, and m+ n ≤ 0.
(5) m ≤ 0, n ≥ 0, and m+ n ≤ 0.
(6) m,n ≤ 0.
Since we already know that γN,Z preserves adjoints, by taking adjoints we can
obtain case (6) from case (1), case (4) from case (2), and case (5) from case (3).
Accordingly, we only consider the first three cases.
By comparing (1.5) and (1.6), we get
(1.9) wmγ(g) = γ(g ◦ h−m)wm
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for m = 0, 1, . . . , N − 1 and all g ∈ C(X). Accordingly, if m,n ≥ 0 and m + n ≤
N − 1, we get
γN,Z(ab) = γN,Z(f [g ◦ h
−m]um+n)
= γ(f [g ◦ h−m])wm+n = γ(f)wmγ(g)wn = γN,Z(a)γN,Z(b).
If instead m+ n ≥ N , one easily checks that γN,Z(ab) = 0 = γN,Z(a)γN,Z(b). This
is case (1).
We prove case (2). It is helpful to rewrite it as a = fum and b = gu−n with
m,n ≥ 0 and m− n ≥ 0. First suppose m ≤ N − 1. Then
γN,Z(ab) = γN,Z(f [g ◦ h
−m]um−n) = γ(f [g ◦ h−m])wm−n
and, using (1.9) at the second step,
γN,Z(a)γN,Z(b) = γ(f)w
mγ(g)(w∗)n = γ(f [g ◦ h−m])wm(w∗)n.
A computation using (1.5), and which should be compared with the formula
wm−n − wm(w∗)n = em−n, 0 + em−n+1, 1 + · · ·+ em−1, n−1,
shows that
(1.10) γN,Z(ab)−γN,Z(a)γN,Z(b) =
n−1∑
k=0
em−n+k, k⊗ (f ◦h
m−n+k)|Z(g ◦h
−n+k)|Z .
Since fum ∈ C∗(Z, X, h)Y , Proposition 1.3 implies that f vanishes on the sets
Y, h(Y ), . . . , hm−1(Y ). Since m−n ≥ 0, it follows that the expression on the right
hand side of (1.10) is zero.
Now suppose m ≥ N . Then γN,Z(a) = 0, so γN,Z(a)γN,Z(b) = 0. Also ab =
f(g ◦ h−m)um−n. If m − n ≥ N then γN,Z(ab) = 0, and we are done. Otherwise,
use Proposition 1.3 to see that f vanishes on the sets Y, h(Y ), . . . , hm−1(Y ). In
particular, f vanishes on the sets hm−n(Z), hm−n+1(Z), . . . , hN−1(Z), so f(g ◦
h−m) also vanishes on these sets. Thus γN,Z(ab) = 0 by (1.5).
Finally, we prove case (3). We rewrite this case as a = fu−m and b = gun with
m,n ≥ 0 and n−m ≥ 0. First suppose n ≤ N − 1. Then
γN,Z(ab) = γN,Z(f [g ◦ h
m]un−m) = γ(f [g ◦ hm])wn−m
and, using the adjoint of (1.9) at the second step,
γN,Z(a)γN,Z(b) = γ(f)(w
∗)mγ(g)wn = γ(f [g ◦ hm])(w∗)mwn.
A computation using (1.5), and which should be compared with the formula
wn−m − (w∗)mwn = eN−n,N−m + eN−n+1, N−m+1 + · · ·+ eN−n+m−1, N−1,
shows that
(1.11)
γN,Z(ab)− γN,Z(a)γN,Z(b) =
m−1∑
k=0
eN−n+k, N−m+k ⊗ (f ◦ h
N−m+k)|Z(g ◦ h
N+k)|Z .
Since gun ∈ C∗(Z, X, h)Y , Proposition 1.3 implies that g vanishes on the sets
Y, h(Y ), . . . , hn−1(Y ). Since hN (Z) ⊂ Y and m ≤ n, it follows that the expression
on the right hand side of (1.11) is zero.
Now suppose n ≥ N . Then γN,Z(b) = 0, so γN,Z(a)γN,Z(b) = 0. Also ab = f(g ◦
hm)un−m. If n−m ≥ N then γN,Z(ab) = 0, and we are done. Otherwise, use Propo-
sition 1.3 to see that g vanishes on the sets Y, h(Y ), . . . , hn−1(Y ). Since hN (Z) ⊂ Y ,
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it follows that g vanishes on the sets hN (Z), hN+1(Z), . . . , hN+n−1(Z). In particu-
lar, g vanishes on the sets hn(Z), hn+1(Z), . . . , hN+m−1(Z). So f(g ◦hm) vanishes
on the sets hn−m(Z), hn−m+1(Z), . . . , hN−1(Z), whence γN,Z(ab) = 0 by (1.5).
The formula (1.4) is an immediate consequence of the formula (1.3). 
2. Rokhlin towers
Let X be a compact metric space, and let h : X → X be a homeomorphism. Let
Y ⊂ X be a nonempty compact subset such that Y ⊂
⋃∞
n=1 h
n(Y ). In this section,
we give a recursive subhomogeneous decomposition (as in [16]; see Definition 2.5
below) of C∗(Z, X, h)Y associated to a system of Rokhlin towers for which the union
of the bases is Y .
If h is minimal and Y is a nonempty compact open subset of X , then there is
a standard system of Rokhlin towers associated to Y , in which the bases of the
towers form a partition of Y and the levels of the towers form a partition of X .
When X is connected, one can’t choose such systems. The right thing to do is to
require the levels of the towers to be closed, and allow some overlap. This overlap is
the reason that C∗(Z, X, h)Y is a recursive subhomogeneous algebra rather than a
homogeneous algebra. The conventional choice has been to require that the overlap
be as small as possible; this results in the Rokhlin system of Lemma 2.9 below. For
technical reasons, the Rokhlin system of Lemma 2.10 below is more suitable for our
purposes. We therefore define a general system of Rokhlin towers. For possible use
elsewhere, the definition is set up to accommodate more general situations than
minimal homeomorphisms and sets with nonempty interior, although that is the
case of interest here. The purpose of the condition Y ⊂
⋃∞
n=1 h
n(Y ) is to rule out
examples in which, for instance, hn(Y ) is a proper subset of Y for some n > 0.
We continue to follow Convention 1.4, indexing matrix entries starting with 0
instead of 1.
We list here, for convenient reference, the notation that will be introduced in
this section, together with several previously defined items. The items in this list
mostly depend on a system Y of Rokhlin towers. When dealing with only one such
system, we often suppress it in the notation. (See Convention 2.14.)
Remark 2.1. Let X be a compact metric space, and let h : X → X be a homeo-
morphism. Let Y ⊂ X be a nonempty compact subset such that Y ⊂
⋃∞
n=1 h
n(Y ).
Let Y be a Rokhlin system for (X,h, Y ). Then:
(1) For x ∈ X , rY is the first return time of x to Y (Definition 2.2).
(2) For Z ⊂ Y closed andN ∈ Z>0 such that h
N (Z) ⊂ Y , γN,Z : C
∗(Z, X, h)Y →
MN (C(Z)) is the homomorphism of Proposition 1.5.
(3) m(Y) is the number of towers in the Rokhlin system Y, with the count
starting at 0. (See Definition 2.7.)
(4) rl(Y) is the height of the l-th tower of Y. Its levels are indexed from 0 to
rl(Y) − 1. (See Definition 2.7.)
(5) Tl(Y) is the base of the l-th tower of Y. (See Definition 2.7.)
(6) T 0l (Y) is the “interior” of the base of the l-th tower of Y, the points in Tl(Y)
that are not in Ti(Y) for any i < l. (See Equation (2.2) in Definition 2.7.)
(7) Dl(Y) is the “boundary” of the base of the l-th tower, the points in Tl(Y)
that are in Ti(Y) for some i < l. (See Equation (2.2) in Definition 2.7.)
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(8) J(Y) is the set of labels of towers in the system. (See Equation (2.3) in
Definition 2.7.)
(9) Cl(Y) is the homogeneous algebra made from the first l towers, with the
count starting at 0. (See Equation (2.5) in Definition 2.8.) It contains
the l-th stage algebra (Notation 2.6(2)) of the recursive subhomogeneous
decomposition for C∗(Z, X, h)Y constructed in Theorem 2.22. Moreover,
C(Y) = Cm(Y)(Y), the homogeneous algebra which contains the entire
recursive subhomogeneous decomposition for C∗(Z, X, h)Y . (See Equa-
tion (2.4) in Definition 2.8.)
(10) γY,l is the map from C
∗(Z, X, h)Y to the homogeneous algebra Cl(Y). (See
Definition 2.8.) We take γY = γY,m(Y), the map to the entire homogeneous
algebra.
(11) Sl(Y) is the set of sequences of towers with index less than l which points in
Dl could possibly traverse before getting to the top level of the l-th tower.
The criterion is the trivial arithmetic criterion. (See Definition 2.13.)
(12) Tl,µ(Y) is the set of points in Dl which actually follow the path µ ∈ Sl(Y)
through the towers. (Many of these sets will be empty. See Definition 2.13.)
(13) βY,l,µ is the contribution made by the points in Tl,µ(Y) to the gluing map
used to attach the l-th summand in the recursive subhomogeneous de-
composition for C∗(Z, X, h)Y constructed in Theorem 2.22. (See Defini-
tion 2.13.)
(14) Rl(Y) is the l-th stage (Notation 2.6(2)) in the recursive subhomogeneous
decomposition for C∗(Z, X, h)Y constructed in Theorem 2.22. (See Defini-
tion 2.13.)
(15) XY,l ⊂ X is the union of the towers labelled 0, 1, . . . , l. (See Conven-
tion 2.14.)
Definition 2.2. Let X be a topological space, and let h : X → X be a homeomor-
phism. Let Y ⊂ X be a subset. We define the first return time rY : Y → Z>0∪{∞}
by
rY (y) = inf
({
n ∈ Z>0 : h
n(y) ∈ Y
})
for y ∈ Y .
We have the following standard results.
Lemma 2.3. Adopt the notation of Definition 2.2. If Y is closed then rY is lower
semicontinuous.
Proof. We must show that for α ∈ R, the set
{
x ∈ X : rY (x) > α
}
is open. Its
complement is {
x ∈ X : rY (x) ≤ α
}
=
⋃
n∈[1,α]∩Z
h−n(Y ),
which is clearly closed. 
Lemma 2.4. Adopt the notation of Definition 2.2. If h is minimal, X is compact
Hausdorff, and int(Y ) 6= ∅, then
⋃∞
n=1 h
−n(Y ) = X and rY is bounded.
Proof. Set U =
⋃∞
n=1 h
−n(int(Y )), which is a nonempty open subset of X such
that U ⊂ h(U). Then Z = X \
⋃∞
n=1 h
−n(Y ) is a closed subset of X such that
h(Z) ⊂ Z, and Z 6= X . Therefore Z = ∅. So U = X . Use compactness of X to
find N ∈ Z>0 such that X =
⋃N
n=1 h
−n(Y ). Then rY (x) ≤ N for all x ∈ X . 
RADIUS OF COMPARISON AND MEAN DIMENSION 9
We recall the definitions of a recursive subhomogeneous decomposition and a
recursive subhomogeneous C*-algebra from [16].
Definition 2.5 (Part of Definition 1.1 of [16]). The class of recursive subhomoge-
neous C*-algebras is the smallest class R of C*-algebras such that:
(1) If T is a compact Hausdorff space and r ∈ Z>0, then C(T,Mr) ∈ R.
(2) R is closed under the following pullback construction: If A ∈ R, if T is
a compact Hausdorff space, if T (0) ⊂ T is closed, if ϕ : A → C
(
T (0), Mr
)
is any unital homomorphism, and if ρ : C(T,Mr) → C
(
T (0), Mr
)
is the
restriction homomorphism, then the pullback
A⊕C(T (0),Mr) C(T,Mr) =
{
(a, f) ∈ A⊕ C(T,Mr) : ϕ(a) = ρ(f)
}
(compare with Definition 2.1 of [15]) is in R.
In (2) the choice T (0) = ∅ is allowed (in which case ϕ = 0 is allowed). Thus the
pullback could be an ordinary direct sum.
Notation 2.6 (Part of Definition 1.1 of [16]). We adopt the following standard
notation for recursive subhomogeneous C*-algebras. From the definition, it is clear
that any recursive subhomogeneous C*-algebra can be written in the form
R =
[
· · ·
[[
C0 ⊕C(0)1
C1
]
⊕
C
(0)
2
C2
]
· · ·
]
⊕
C
(0)
m
Cm,
with Cl = C(Tl, Mr(l)) for compact Hausdorff spaces Tl and positive integers r(l),
with C
(0)
l = C
(
T
(0)
l , Mr(l)
)
for compact subsets T
(0)
l ⊂ Tl (possibly empty), and
where the maps Cl → C
(0)
l are always the restriction maps. An expression of this
type will be referred to as a decomposition of R.
Associated with this decomposition are:
(1) Its length m.
(2) Its l-th stage algebra
R(l) =
[
· · ·
[[
C0 ⊕C(0)1
C1
]
⊕
C
(0)
2
C2
]
· · ·
]
⊕
C
(0)
l
Cl,
obtained by using only the first l + 1 algebras C0, C1, . . . , Cl.
(3) Its base spaces T0, T1, . . . , Tm.
(4) Its matrix sizes r(0), r(1), . . . , r(m).
Definition 2.7. Let X be a compact metric space, and let h : X → X be a home-
omorphism. Let Y ⊂ X be a nonempty compact subset such that
(2.1) Y ⊂
∞⋃
n=1
hn(Y ).
Then a Rokhlin system Y for (X,h, Y ) is a tuple
Y =
(
m(Y), T0(Y), T1(Y), . . . , Tm(Y)(Y), r0(Y), r1(Y), . . . , rm(Y)(Y)
)
,
with m(Y) ∈ Z≥0, in which T0(Y), T1(Y), . . . , Tm(Y)(Y) ⊂ Y are nonempty com-
pact subsets, and in which r0(Y), r1(Y), . . . , rm(Y)(Y) ∈ Z>0, satisfying the condi-
tions below. (The numbers rl(Y) are return times, and there is a conflict with the
notation for the function rY of Definition 2.2, but the meaning should always be
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clear from the context.) For convenience in stating these conditions and for later
use, for l = 0, 1, . . . ,m(Y) we define
(2.2) Dl(Y) = Tl(Y) ∩
l−1⋃
j=0
Tj(Y) and T
0
l (Y) = Tl(Y) \Dl(Y).
The conditions are then as follows:
(1) Y =
⋃m(Y)
l=0 Tl(Y).
(2) r0(Y) ≤ r1(Y) ≤ · · · ≤ rm(Y)(Y).
(3) For l = 0, 1, . . . ,m(Y) we have hrl(Y)(Tl(Y)) ⊂ Y .
(4) With rY as in Definition 2.2, for l = 0, 1, . . . ,m(Y) and y ∈ T
0
l (Y) we have
rY (y) = rl(Y).
(5) With rY as in Definition 2.2, for l = 0, 1, . . . ,m(Y), either Tl(Y) = ∅ and
rl(Y) ∈ {rY (y) : y ∈ Y }, or there exists y ∈ Tl(Y) such that rY (y) = rl(Y).
We say that Y is irredundant if also:
(6) For l = 0, 1, . . . ,m(Y), the set T 0l (Y) is nonempty and is dense in Tl(Y).
The associated tower labelling set is
(2.3) J(Y) =
{
(l, j) ∈ Z≥0 × Z≥0 : 0 ≤ l ≤ m(Y) and 0 ≤ j ≤ rl(Y) − 1
}
.
When Y is understood, we may suppress it in the notation.
Definition 2.8. Let X , h, Y , and Y be as in Definition 2.7. We define
(2.4) C∗(Z, X, h)Y = C
∗(Z, X, h)Y and C(Y) =
m(Y)⊕
l=0
C
(
Tl(Y), Mrl(Y)
)
.
For l = 0, 1, . . . ,m(Y) we define
(2.5) Cl(Y) =
l⊕
j=0
C
(
Tj(Y), Mrj(Y)
)
.
and, using the notation from Proposition 1.5, we define
γY,l : C
∗(Z, X, h)Y → Cl(Y)
by
γY,l(a) =
(
γr0(Y), T0(Y)(a), γr1(Y), T1(Y)(a), . . . , γrl(Y), Tl(Y)(a)
)
for a ∈ C∗(Z, X, h)Y . We further define γY = γY,m(Y) : C
∗(Z, X, h)Y → C(Y)
and for l = 0, 1, . . . ,m(Y) we let piY,l : C(Y) →
⊕l
j=0 C
(
Tj(Y), Mrj(Y)
)
be the
projection to the first l + 1 coordinates, so that γY,l = piY,l ◦ γY .
The sets T0(Y), T1(Y), . . . , Tm(Y)(Y) are the bases of the Rokhlin towers asso-
ciated with Y. For fixed l, the sets Tl(Y), h(Tl(Y)), . . . , h
rl(Y)−1(Tl(Y)) form the
Rokhlin tower with base Tl(Y). We need to use closed sets, so that objects like
C(Y) as defined above make sense, but if Y is not both closed and open it is then
not possible to choose the sets in the towers to be disjoint. The set Dl(Y) is the
“boundary” of Tl(Y) in
⋃l
j=0 Tj(Y), that is, the part of Tl(Y) which is used when
gluing it onto
⋃l−1
j=0 Tj(Y). The set T
0
l (Y) is the “interior” of Tl(Y).
The hypotheses on Y in Definition 2.7 are not sufficient to ensure that Rokhlin
systems exist. They do exist in the cases relevant here. The standard example
is given in Lemma 2.9. The one we actually use is given in Lemma 2.10. The
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difference is in the definition of Tl(Y); the sets T
0
l (Y) are the same. The proofs are
easy, and are omitted.
Lemma 2.9. Adopt the notation of Definition 2.2. Assume that h is minimal and
int(Y ) 6= ∅. Then the following definitions give a Rokhlin system Y for (X,h, Y )
as in Definition 2.7:
(1) m(Y) = card({rY (y) : y ∈ Y })− 1.
(2) The range of rY is
{
r0(Y), r1(Y), . . . , rm(Y)(Y)
}
, labelled in increasing
order: r0(Y) < r1(Y) < · · · < rm(Y).
(3) Tl(Y) is the closure of the set {y ∈ Y : rY (y) = rl(Y)} for l = 0, 1, . . . ,m(Y).
Moreover, this Rokhlin system is irredundant, and we have:
(4)
⋃
n∈Z h
n(Y ) = X .
(5) T 0l (Y) = {y ∈ Y : rY (y) = rl(Y)} for l = 0, 1, . . . ,m(Y).
Lemma 2.10. Adopt the notation of Definition 2.2. Assume that h is minimal and
int(Y ) 6= ∅. Then the following definitions give a Rokhlin system Y for (X,h, Y )
as in Definition 2.7:
(1) m(Y) = card({rY (y) : y ∈ Y })− 1.
(2) The range of rY is
{
r0(Y), r1(Y), . . . , rm(Y)(Y)
}
, labelled in increasing
order: r0(Y) < r1(Y) < · · · < rm(Y).
(3) Tl(Y) =
{
y ∈ Y : hrl(Y)(y) ∈ Y
}
for l = 0, 1, . . . ,m(Y).
Moreover, we have:
(4)
⋃
n∈Z h
n(Y ) = X .
(5) T 0l (Y) = {y ∈ Y : rY (y) = rl(Y)} for l = 0, 1, . . . ,m(Y).
Lemma 2.11. Let X , h, Y , and Y be as in Definition 2.7, and follow the notation
there. (See Remark 2.1.) Then:
(1) Y =
∐m(Y)
l=0 T
0
l (Y).
(2) For l = 0, 1, . . . ,m(Y) and y ∈ Tl(Y), we have rY (y) ≤ rl(Y).
(3) WithN = rm(Y)(Y), the set
⋃
n∈Z h
n(Y ) is compact and equal to
⋃N−1
n=0 h
n(Y ).
(4)
⋃
n∈Z h
n(Y ) =
∐m(Y)
l=0
∐rl(Y)−1
j=0 h
j(T 0l (Y)) =
∐
(l,j)∈J(Y) h
j(T 0l (Y)).
(5) Y =
∐m(Y)
l=0 h
rl(Y)(T 0l (Y)).
(6) For n ∈ Z≥0 we have
n−1⋃
j=0
hj(Y ) =
m(Y)∐
l=0
min(n, rl(Y))−1∐
j=0
hj(T 0l (Y)).
(7) For n ∈ Z>0 we have
n⋃
j=1
h−j(Y ) =
m(Y)∐
l=0
min(n, rl(Y))∐
j=1
hrl(Y)−j(T 0l (Y)).
Proof. Part (1) is immediate from
⋃m(Y)
l=0 Tl(Y) = Y and (2.2) in Definition 2.7.
Part (2) is immediate from Definition 2.7(3).
Define
Z =
⋃
(l,j)∈J(Y)
hj(T 0l (Y)).
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We claim that
(2.6)
∞⋃
n=0
hn(Y ) = Z.
That Z ⊂
⋃∞
n=0 h
n(Y ) is clear. For the reverse inclusion, let n ∈ Z≥0 and let
x ∈ hn(Y ). Set y = h−n(x) ∈ Y . Let n0 ∈ {0, 1, . . . , n} be the largest integer in
this set such that hn0(y) ∈ Y . By part (1), there is l ∈ {0, 1, . . . ,m(Y)} such that
hn0(y) ∈ T 0l (Y). By the definition of rY we have
n− n0 < rY (h
n0(y)) = rl(Y).
Therefore
x = hn−n0(hn0(y)) ∈ hn−n0(T 0l (Y)) ⊂ Z.
This completes the proof of (2.6).
With N = rm(Y)(Y), we now have
(2.7)
Z =
⋃
(l,j)∈J(Y)
hj(T 0l (Y)) ⊂
⋃
(l,j)∈J(Y)
hj(Tl(Y)) ⊂
N−1⋃
n=0
hn(Y ) ⊂
∞⋃
n=0
hn(Y ) = Z.
So
⋃∞
n=0 h
n(Y ) =
⋃N−1
n=0 h
n(Y ). Applying h, we get
⋃∞
n=1 h
n(Y ) =
⋃N
n=1 h
n(Y ).
Therefore
⋃∞
n=1 h
n(Y ) is closed, and it follows from (2.1) in Definition 2.7 that
Y ⊂
⋃∞
n=1 h
n(Y ). From (2.6), we now get
(2.8) Y ⊂ h(Z).
We next claim that the sets hj(T 0l (Y)), for (l, j) ∈ J(Y), are disjoint. So let
(l1, j1), (l2, j2) ∈ J(Y) and assume that
hj1
(
T 0l1(Y)
)
∩ hj2
(
T 0l2(Y)
)
6= ∅.
Without loss of generality j1 ≤ j2. Then
T 0l1(Y) ∩ h
j2−j1
(
T 0l2(Y)
)
6= ∅ and 0 ≤ j2 − j1 ≤ rl2(Y)− 1.
If j2 − j1 6= 0 then h
j2−j1(T 0l2(Y)) ∩ Y = ∅ by Definition 2.7(4) while T
0
l1
(Y) ⊂ Y .
This contradiction shows that j1 = j2. Now T
0
l1
(Y) ∩ T 0l2(Y) 6= ∅ so l1 = l2 by
part (1). The claim is proved.
At this point, we know that the unions in the second and third expressions in
part (4) are disjoint and are equal.
We can now write
h(Z) =
m(Y)∐
l=0
rl(Y)∐
j=1
hj(T 0l (Y)),
and moreover
Y ∩
m(Y)∐
l=0
rl(Y)−1∐
j=1
hj(T 0l (Y)) = ∅.
Since Y ⊂ h(Z), we get
Y ⊂
m(Y)∐
l=0
hrl(Y)(T 0l (Y)).
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Since also hrl(Y)(T 0l (Y)) ⊂ Y for l = 0, 1, . . . ,m(Y) (by Definition 2.7(3)), we
deduce that
Y =
m(Y)∐
l=0
hrl(Y)(T 0l (Y)).
This is part (5).
We next claim that
⋃∞
n=1 h
−n(Y ) ⊂ Z. So suppose n ∈ Z>0 and x ∈ h
−n(Y ).
Thus hn(x) ∈ Y . If x ∈ Y , we are done since Y ⊂ Z. Otherwise, let n0 be
the least integer in {1, 2, . . . , n} such that hn0(x) ∈ Y . By part (5), there is l ∈
{0, 1, . . . ,m(Y)} such that hn0(x) ∈ hrl(Y)(T 0l (Y)). Then h
n0−rl(Y)(x) ∈ T 0l (Y) ⊂
Y , so n0 − rl(Y) < 0. Since n0 6= 0, we get 0 ≤ rl(Y)− n0 ≤ rl(Y)− 1. Then
x ∈ hrl(Y)−n0(T 0l (Y)) ⊂ Z.
The claim is proved.
Combining this claim with (2.6) finishes the proof of part (3), and combining it
with (2.7) finishes the proof of part (4).
It remains to prove parts (6) and (7). We prove both parts by induction on n.
For the first part, the case n = 0 is part (1). Assuming the statement is true for n,
we clearly have
n−1⋃
j=0
hj(Y ) ⊂
m(Y)∐
l=0
min(n+1, rl(Y))−1∐
j=0
hj(T 0l (Y)) ⊂
n⋃
j=0
hj(Y ).
Moreover,
(2.9)
n⋃
j=0
hj(Y ) \
m(Y)∐
l=0
min(n+1, rl(Y))−1∐
j=0
hj(T 0l (Y))
is contained in the union of those sets hn(T 0l (Y)) for which rl(Y) = n. Since
hrl(Y)(T 0l (Y)) ⊂ Y , it follows that the set (2.9) is empty. This is (6).
The proof of (7) is essentially the same, except that we start from part (5) instead
of from part (1). 
Lemma 2.12. Let the notation be as in Definition 2.7 and Definition 2.8 (see
Remark 2.1), and in addition assume that
⋃
n∈Z h
n(Y ) = X . Then:
(1) X \ Y =
∐m(Y)
l=0
∐rl(Y)−1
j=1 h
j(T 0l (Y)).
(2) The map γY of Definition 2.8 is injective.
Proof. Part (1) is immediate from Lemma 2.9(4) and Lemma 2.9(1).
We prove part (2). Let a ∈ C∗(Z, X, h)Y be nonzero. Let
∑∞
m=−∞ amu
m be the
corresponding formal series. Then there is n ∈ Z>0 such that an 6= 0.
First assume n ≥ 0. By Proposition 1.3, there is x ∈ X \
⋃n−1
j=0 h
j(Y ) such that
an(x) 6= 0. Combining Lemma 2.9(4) and Lemma 2.9(6), we find l, j ∈ Z≥0 such
that
0 ≤ l ≤ m(Y), min(n, rl(Y)) ≤ j ≤ rl(Y) − 1, and x ∈ h
j(Tl(Y)).
We must clearly have n ≤ j ≤ rl(Y)− 1. Applying (1.4) in Proposition 1.5, we get
γrl(Y), Tl(Y)(a)(h
−j(x))j,j−n = an(x) 6= 0.
Referring to Definition 2.7, we get γY(a) 6= 0.
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Now suppose n < 0. Set b = a∗, and let
∑∞
m=−∞ bmu
m be the corresponding
formal series. Then b−n 6= 0, so the case already done implies that γY(b) 6= 0. Thus
γY(a) = γY(b)
∗ 6= 0. 
Proof. The proof of (??) for y ∈ T 0l (Y) is immediate from Definition 2.7(4). Unique-
ness of rl(Y) then follows from the assumption that T
0
l (Y) 6= ∅. 
Definition 2.13. Let the notation be as in Definition 2.7 and Definition 2.8 (see
Remark 2.1), but abbreviate m(Y) = m, rl(Y) = rl, and Tl(Y) = Tl. For l =
0, 1, . . . ,m, we define the set Sl(Y) of l-admissible sequences to be the set of all finite
sequences µ = (µ(1), µ(2), . . . , µ(t)) in {0, 1, . . . , l − 1} such that
∑t
s=1 rµ(s) = rl.
For such a sequence µ, we define the length of µ to be t, and we set
Tl,µ(Y) =
{
x ∈ Tl : x ∈ Tµ(1), h
rµ(1)(x) ∈ Tµ(2),
hrµ(1)+rµ(2)(x) ∈ Tµ(3), . . . , h
rµ(1)+rµ(2)+···+rµ(t−1) ∈ Tµ(t)
}
,
(a closed set—this is stated in Lemma 2.15(1)), and further define
βY,l,µ :
l−1⊕
i=0
C(Ti, Mri)→ C(Tl,µ(Y), Mrl)
by
βY,l,µ(b0, b1, . . . , bl−1)(x)
= diag
(
bµ(1)(x), (bµ(2) ◦ h
rµ(1))(x),
(bµ(3) ◦ h
rµ(1)+rµ(2))(x), . . . , (bµ(t) ◦ h
rµ(1)+rµ(2)+···+rµ(t−1))(x)
)
for
b0 ∈ C(T0, Mr0), b1 ∈ C(T1, Mr1), . . . , bl−1 ∈ C(Tl−1, Mrl−1), and x ∈ Tl,µ(Y).
Inductively define subalgebrasRl(Y) ⊂
⊕l
i=0 C(Ti, Mri) byR0(Y) = C(T0, Mr0)
and
Rl(Y) =
{
(b0, b1, . . . , bl) ∈ Rl−1(Y)⊕ C(Tl, Mrl) :
(2.10)
bl(x) = βY,l,µ(b0, b1, . . . , bl−1)(x) for all µ ∈ Sl(Y) and all x ∈ Tl,µ(Y)
}
for l = 1, . . . ,m.
The main goal of the rest of this section is to prove Theorem 2.22, which states
that Rm(Y)(Y) is equal to the range of γY , and that the description in (2.10) is a
recursive subhomogeneous decomposition.
Convention 2.14. When Y is unambiguous, we suppress it in the notation. Thus,
in Definition 2.7, Definition 2.8, and Definition 2.13, we abbreviate
m(Y) = m, rl(Y) = rl, Tl(Y) = Tl, T
0
l (Y) = T
0
l , Dl(Y) = Dl,
γY,l = γl, Sl(Y) = Sl, Tl,µ(Y) = Tl,µ, βY,l,µ = βl,µ, and Rl(Y) = Rl.
We also define, still suppressing Y,
Xl =
l⋃
i=0
ri−1⋃
j=0
hj(Ti)
for l = 0, 1, . . . ,m.
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Lemma 2.15. Let the notation be as in Convention 2.14. Let l ∈ {0, 1, . . . ,m}.
Then:
(1) Tl,µ is closed for all µ ∈ Sl.
(2) For all µ ∈ Sl, βl,µ is a unital homomorphism.
(3) For every x ∈ Dl there are t ∈ Z>0 and µ ∈ Sl of length t such that
rµ(1) + rµ(2) + · · ·+ rµ(t) = rl and for s = 1, 2, . . . , t we have
hrµ(1)+rµ(2)+···+rµ(s)(x) ∈ T 0µ(s).
(4) Dl =
⋃
µ∈Sl
Tl,µ.
(5) We have
Xl =
l∐
i=0
ri−1∐
j=0
hj(T 0i ).
(6) Let j1, j2 ∈ {0, 1, . . . , rl − 1} be distinct. Then h
j1(Tl) ∩ h
j2(Tl) ⊂ Xl−1.
(7) Let j1, j2 ∈ {0, 1, . . . , rl − 1} be distinct. Then h
j1(Tl) ∩ h
j2(T 0l ) = ∅.
(8) Let j ∈ {0, 1, . . . , rl − 1}, and suppose x ∈ Tl satisfies h
j(x) ∈ Xl−1. Then
x ∈ Dl.
(9) Dl = Tl ∩Xl−1.
Proof. Part (1) is immediate.
We prove (2). Since Tl,µ is closed by part (1), the only thing to check is that
βl,µ is unital. This follows from the relation
∑t
s=1 rµ(s) = rl.
We prove (3). We inductively construct a sequence µ in {0, 1, . . . , l − 1} of
length t, such that hrµ(1)+rµ(2)+···+rµ(s)(x) ∈ Y for s = 1, 2, . . . , t, as follows. By
definition, x ∈
⋃l−1
i=0 Ti, so by Lemma 2.11(1) there is i ∈ {0, 1, . . . , l− 1} such that
x ∈ T 0i . Define µ(1) = i. Then h
rµ(1)(x) ∈ Y by definition.
Given µ(1), µ(2), . . . , µ(s), set p = rµ(1) + rµ(2) + · · · + rµ(s). If p = rl, stop,
and set t = s and µ = (µ(1), µ(2), . . . , µ(t)). Since hrl(x) ∈ Y , we must otherwise
have p < rl and h
p(x) ∈ Y . By Lemma 2.11(1), there is i ∈ {0, 1, . . . ,m} such that
hp(x) ∈ T 0i . We have
ri = rY (h
p(x)) ≤ rl − p < rl,
so i < l by Definition 2.7(2). Define µ(s+1) = i. Then hrµ(1)+rµ(2)+···+rµ(s+1)(x) ∈ Y
by definition. This completes the induction step. Part (3) follows.
We prove (4). For µ ∈ Sl, we have Tl,µ ⊂ Dl by definition. The reverse inclusion
follows from (3).
We prove (5). The sets on the right in the desired conclusion are disjoint by
Lemma 2.11(4), so we need to show that Xl =
⋃l
i=0
⋃ri−1
j=0 h
j(T 0i ). It suffices to
show that
(2.11)
l⋃
i=0
ri−1⋃
j=0
hj(Di) ⊂
l⋃
i=0
ri−1⋃
j=0
hj(T 0i ).
For k = 0, 1, . . . , l define
Zk =
k⋃
i=0
ri−1⋃
j=0
hj(T 0i ).
We claim that for j = 0, 1, . . . , rk − 1, we have h
j(Dk) ⊂ Zk.
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Let x ∈ Dk and let j ∈ {0, 1, . . . , rk − 1}. Choose µ ∈ Sk as in (3). Let t be the
length of µ. Then choose s ∈ {0, 1, . . . , t−1} such that, with p = rµ(1)+rµ(2)+ · · ·+
rµ(s), we have p ≤ j < p+ rµ(s+1). Now h
p(x) ∈ T 0µ(s+1) and j− p ≤ rµ(s+1)− 1, so
hj(x) = hj−p(hp(x)) ∈ hj−p
(
T 0µ(s+1)
)
⊂ Zk.
The claim is proved.
Now
l⋃
i=0
ri−1⋃
j=0
hj(Di) ⊂
l⋃
i=0
Zi = Zl,
which is (2.11). This completes the proof of (5).
We prove (6). Without loss of generality j1 < j2. Let x ∈ h
j1(Tl) ∩ h
j2(Tl). Set
y = h−j2(x) ∈ Tl. Then h
j2−j1(y) = h−j1(x) ∈ Tl. Thus rY (y) ≤ j2 − j1 < rl.
Therefore y ∈ Dl. Part (4) provides µ ∈ Sl such that y ∈ Tl,µ. Let t be the length
of µ. Choose s ∈ {0, 1, . . . , t− 1} such that, with
p = rµ(1) + rµ(2) + · · ·+ rµ(s),
we have p ≤ j2 < p+ rµ(s+1). Then
x = hj2(y) ∈ hj2−p(Tµ(s+1)) ⊂ Xl−1.
This completes the proof of (6).
Part (7) follows from part (6), since applying part (5) for l and also for l − 1 in
place of l shows that hj2(T 0l ) ∩Xl−1 = ∅.
For (8), if x ∈ T 0l then disjointness in (5) implies that h
j(x) 6∈ Xl−1 for j =
0, 1, . . . , rl − 1.
We prove (9). It is clear that Dl ⊂ Tl ∩ Xl−1. For the reverse, take j = 0 in
part (8). 
Lemma 2.16. Let the notation be as in Convention 2.14, Definition 2.8, and
Proposition 1.5. Assume that
l ∈ {0, 1, . . . ,m}, µ ∈ Sl, x ∈ Tl,µ, and a ∈ C
∗(Z, X, h)Y .
Then γrl,Tl(a)(x) = βl,µ(γl−1(a))(x).
Proof. We follow Convention 1.4. Let j, k ∈ {0, 1, . . . , rl − 1}. We show that
γrl,Tl(a)(x)j,k = βl,µ(γl−1(a))(x)j,k. Since we are dealing with *-homomorphisms,
we need only consider the case j ≥ k.
Let
∑∞
n=∞ anu
n be the formal series for a. The statement (1.4) in Proposition 1.5
gives γrl,Tl(a)(x)j,k = aj−k(h
j(x)).
Let t be the length of µ. By definition, there exists s ∈ {0, 1, . . . , t − 1} such
that, setting
p = rµ(1) + rµ(2) + · · ·+ rµ(s),
we have
p ≤ j < p+ rµ(s+1).
There are two cases. First suppose that k < p. The matrix βl,µ(γl−1(a))(x)
is block diagonal with blocks of sizes rµ(1), rµ(2), . . . , rµ(t−1), and the (j, k) posi-
tion is in none of these blocks, so βl,µ(γl−1(a))(x)j,k = 0. Also, aj−k(h
j(x)) =
aj−k(h
j−p(hp(x))). Since hp(x) ∈ Y and j − p < j − k, it follows from Proposi-
tion 1.3 that aj−k(h
j−p(hp(x))) = 0. Thus γrl,Tl(a)(x)j,k = βl,µ(γl−1(a))(x)j,k .
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Otherwise, we have p ≤ k ≤ j. For y ∈ Tµ(s+1), we then have
γrµ(s+1),Tµ(s+1)(y)j−p, k−p = aj−k(h
j−p(y))
by the statement (1.4) in Proposition 1.5. Using this equation with y = hp(x) at
the second step, and the definitions of βl,µ and γl−1 at the first step, we get
βl,µ(γl−1(a))(x)j,k = γrµ(s+1),Tµ(s+1)(h
p(x))j−p, k−p
= aj−k(h
j−p(hp(x))) = γrl,Tl(a)(x)j,k,
as desired. This completes the proof. 
Corollary 2.17. Let the notation be as in Convention 2.14. Let l ∈ {0, 1, . . . ,m}
and let
b = (b0, b1, . . . , bl) ∈
l⊕
j=0
C
(
Tj ,Mrj
)
be in the range of γl. Then for all µ ∈ Sl we have
bl|Tl,µ = βl,µ(b0, b1, . . . , bl−1).
Proof. This follows from Lemma 2.16 by induction on l. 
Corollary 2.18. Let the notation be as in Convention 2.14. For l = 0, 1, . . . ,m,
the range of γl is contained in Rl.
Proof. This is immediate from Corollary 2.17 and (2.10) in Definition 2.13. 
Lemma 2.19. Let the notation be as in Convention 2.14. Let l ∈ {0, 1, . . . ,m},
and let b ∈ Rl. Then there exists a ∈ C
∗(Z, X, h)Y such that γl(a) = b.
Proof. The proof is by induction on l. We follow Convention 1.4.
Suppose first that l = 0. We have R0 = C(T0,Mr0) and γ0 = γr0,T0 . Let b ∈ R0,
and write b =
∑r0−1
j,k=0 ej,k ⊗ bj,k with bj,k ∈ C(T0) for j, k = 0, 1, . . . , r0 − 1. We
prove that for n = 0, 1, . . . , r0 − 1 the element c =
∑r0−1
j=n ej,j−n ⊗ bj,j−n is in the
range of γr0,T0 . Since γr0,T0 is a *-homomorphism, knowing this for all b ∈ R0 and
all n ∈ {0, 1, . . . , r0 − 1} will imply the result.
Since rY (y) ≥ r0 for all y ∈ Y , the sets
Y, h(Y ), . . . , hn−1(Y ), hn(T0), h
n+1(T0), . . . , h
r0−1(T0)
are disjoint closed subsets of X . Therefore the Tietze Extension Theorem provides
f ∈ C(X) such that f |hj(Y ) = 0 for j = 0, 1, . . . , n−1 and f |hj(T0) = bj,j−n◦h
−j for
j = n, n+ 1, . . . , r0 − 1. It follows from Proposition 1.3 that fu
n ∈ C∗(Z, X, h)Y
and from the formula (1.4) in Proposition 1.5 that γr0,T0(fu
n) = c.
Now assume the result is known for l−1; we prove it for l. Let b = (b0, b1, . . . , bl) ∈
Rl. We first consider the case b0 = b1 = · · · = bl−1 = 0. Write
bl =
rl−1∑
j,k=0
ej,k ⊗ (bl)j,k
with (bl)j,k ∈ C(Tl) for j, k = 0, 1, . . . , rl − 1. We prove that for n = 0, 1, . . . , rl − 1
and taking
c =
rl−1∑
j=n
ej,j−n ⊗ (bl)j,j−n,
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the element (0, 0, . . . , 0, c) is in the range of γl. Since γl is a *-homomorphism,
knowing this for all b such that (0, 0, . . . , 0, b) ∈ Rl and all n ∈ {0, 1, . . . , rl−1} will
prove the result in this case.
We first claim that there exists f ∈ C(X) such that:
(1) f |Xl−1 = 0.
(2) f |hj(Y ) = 0 for j = 0, 1, . . . , n− 1.
(3) f |hj(Tl) = (bl)j,j−n ◦ h
−j for j = n, n+ 1, . . . , rl − 1.
The subsets of X involved in (1), (2), and (3) are all closed, so it suffices to show
that the formulas agree on all the intersections of these sets, and then apply the
Tietze Extension Theorem. Thus, we prove:
(4) If j1, j2 ∈ {n, n+ 1, . . . , rl − 1} and x ∈ h
j1(Tl) ∩ h
j2(Tl), then
(bl)j1,j1−n(h
−j1(x)) = (bl)j2,j2−n(h
−j2(x)).
(5) If j1 ∈ {0, 1, . . . , n−1}, j2 ∈ {n, n+1, . . . , rl−1}, and x ∈ h
j1(Y )∩hj2(Tl),
then (bl)j2,j2−n(h
−j2(x)) = 0.
(6) If j ∈ {0, 1, . . . , rl − 1} and x ∈ h
j(Tl) ∩Xl−1, then (bl)j,j−n(h
−j(x)) = 0.
(We really only need (6) for j ∈ {n, n+ 1, . . . , rl − 1}, but it is convenient to take
it as stated. For all other possible intersections of two of the sets in (1), (2), and
(3), the two formulas automatically agree because both give zero.)
We first prove (6). Set y = h−j(x). Then y ∈ Tl and h
j(y) ∈ Xl−1, so y ∈ Dl by
Lemma 2.15(8). Lemma 2.15(4) provides µ ∈ Sl such that y ∈ Tl,µ. By hypothesis
(see Definition 2.13), we have bl(y) = βl,µ(b0, b1, . . . , bl−1)(y), which is zero since
b0 = b1 = · · · = bl−1 = 0. So (bl)j,j−n(h
−j(x)) = (bl)j,j−n(y) = 0, as desired.
For (4), we can obviously assume j1 6= j2. Then x ∈ Xl−1 by Lemma 2.15(6).
Two applications of (6) now show that
(bl)j1,j1−n(h
−j1(x)) = 0 = (bl)j2,j2−n(h
−j2(x)).
For (5), we can assume that j1 is the least number in {0, 1, . . . , n− 1} such that
x ∈ hj1(Y ). Set y = h−j1(x). Then y ∈ Y but hj(y) 6∈ Y for j = 1, 2, . . . , j1. By
Lemma 2.11(1), there is i ∈ {0, 1, . . . ,m} such that y ∈ T 0i . Then j1 ≤ ri − 1.
Suppose first i > l. We have
hj1(y) = x ∈ hj2(Tl) ⊂ Xl ⊂ Xi−1.
Since y ∈ Ti and j1 ≤ n ≤ rl − 1 ≤ ri − 1, Lemma 2.15(8) implies y ∈ Di. Since
Di ∩ T
0
i = ∅, this is a contradiction. Next, suppose i = l. Then Lemma 2.15(7)
implies j1 = j2, contradicting j1 ≤ n − 1 < n ≤ j2. Thus we must have i < l.
Since j1 ≤ ri − 1, we have x = h
j1(y) ∈ Xl−1. Thus x ∈ h
j2(Tl) ∩ Xl−1, so
(bl)j2,j2−n(h
−j2(x)) = 0 by (6). The claim is proved.
Let f be as in the claim. It follows from Proposition 1.3 and part (2) of the
claim that fun ∈ C∗(Z, X, h)Y . Combining the formula (1.4) in Proposition 1.5
with part (1) of the claim gives γri,Ti(fu
n) = 0 for i = 0, 1, . . . , l−1, and combining
it with part (3) of the claim gives γrl,Tl(fu
n) = c. The completes the proof of the
special case b0 = b1 = · · · = bl−1 = 0.
We now drop the assumption that b0 = b1 = · · · = bl−1 = 0. It is clear that
(b0, b1, . . . , bl−1) ∈ Rl−1. By the induction hypothesis, there is a0 ∈ C
∗(Z, X, h)Y
such that γl−1(a0) = (b0, b1, . . . , bl−1). Then γl(a0) ∈ Rl by Corollary 2.18. There-
fore (
0, 0, . . . , 0, bl − γrl,Tl(a0)
)
= b− γl(a0) ∈ Rl.
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By the case already done, there is a1 ∈ C
∗(Z, X, h)Y such that γl(a1) = b− γl(a0).
Then a = a0 + a1 ∈ C
∗(Z, X, h)Y and satisfies γl(a) = b. 
The following lemma is now easy. Waiting until now to prove it avoids very
complicated notation.
Lemma 2.20. Let the notation be as in Convention 2.14. Let l ∈ {1, 2, . . . ,m},
let b ∈ Rl−1, let µ, ν ∈ Sl, and let x ∈ Tl,µ ∩ Tl,ν. Then βl,µ(b)(x) = βl,ν(b)(x).
Proof. Use Lemma 2.19 to choose a ∈ C∗(Z, X, h)Y such that γl−1(a) = b. Apply
Lemma 2.16 twice to get
βl,µ(b)(x) = βl,µ(γl−1(a))(x) = γrl,Tl(a)(x) = βl,ν(γl−1(a))(x) = βl,ν(b)(x).
This completes the proof. 
Lemma 2.21. Let the notation be as in Convention 2.14. Let l ∈ {1, 2, . . . ,m}.
Then there is a unique unital homomorphism βY,l : Rl−1 → C(Dl,Mrl) (abbrevi-
ated to βl when Y is understood) such that for all µ ∈ Sl, all x ∈ Tl,µ, and all
b ∈ Rl−1 we have βY,l(b)(x) = βl,µ(b)(x).
Proof. That such a function exists and is unique follows from Lemma 2.15(1),
Lemma 2.15(4), and Lemma 2.20. Lemma 2.15(2) implies that βl is a homomor-
phism and is unital. 
The following theorem is the analog of a result in [6] without the assumption
in [6] that X has enough compact open subsets.
Theorem 2.22. Let the notation be as in Convention 2.14. Then Rm has a re-
cursive subhomogeneous decomposition as in Definition 2.5, with, following Nota-
tion 2.6, base spaces T0, T1, . . . , Tm and matrix sizes r0, r1, . . . , rm, and given by
Rm =
[
· · ·
[[
C(T0,Mr0)⊕C(D1,Mr1 ) C(T1,Mr1)
]
⊕C(D2,Mr2 ) C(T2,Mr2)
]
⊕C(D3,Mr3) · · ·
]
⊕C(Dm,Mrm ) C(Tm,Mrm),
in which, for l = 0, 1, . . . ,m, the l-th stage algebra is Rl, the map C(Tl,Mrl) →
C(Dl,Mrl) is the restriction map ρl, and the map Rl−1 → C(Dl,Mrl) is the map
βl of Lemma 2.21. Moreover, γm : C
∗(Z, X, h)Y → Rm is surjective, and is an
isomorphism if
⋃
n∈Z h
n(Y ) = X .
Proof. For the first statement, we only need to check that, for l = 1, 2, . . . ,m, the
map
(b0, b1, . . . , bl) 7→
(
(b0, b1, . . . , bl−1), bl
)
induces an isomorphism
ϕl : Rl → Rl−1 ⊕C(Dl,Mrl ), βl, ρl C(Tl,Mrl).
We show that ϕl is well defined, that is, that if b = (b0, b1, . . . , bl) ∈ Rl, then
ϕl(b) really is in the pullback. Lemma 2.19 provides a ∈ C
∗(Z, X, h)Y such that
γl(a) = b. Corollary 2.17 and Lemma 2.21 imply that ρl(bl) = βl(b0, b1, . . . , bl−1),
as desired.
It is obvious that ϕl is injective.
For surjectivity, let
(
(b0, b1, . . . , bl−1), bl
)
be in the pullback. Then (b0, b1, . . . , bl) ∈
Rl by the definition of βl in Lemma 2.21 and the definition of Rl in Definition 2.13.
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In the last statement, the range of γm is contained in Rm by Corollary 2.18,
and contains Rm by Lemma 2.19. The map γm is the same as the map γY (see
Definition 2.8), so the injectivity statement follows from Lemma 2.12(2). 
3. Orbit breaking subalgebras for subshifts
Let K be a compact metric space, and let h : X → X be a minimal subshift
of KZ. Suppose Y ⊂ X has nonempty interior, and that Y is the intersection
of X with a product subset of KZ depending only on coordinates in the interval
n1, n1+1, . . . , n2 in Z. We construct a recursive subhomogeneous algebra Q whose
base spaces are closed subspaces of finite products of copies of K, with the number
of factors of K equal to the matrix size plus the length n2 − n1 + 1 of the interval,
and a homomorphism ϕ : Q→ C∗(Z, X, h)Y such that all elements of C
∗(Z, X, h)Y
whose coefficients only depend on the coordinates n1, n1 + 1, . . . , n2 are in the
range of ϕ.
We begin by defining what it means for a map of recursive subhomogeneous
algebras to be given by maps on the components of decompositions. The setup is
very restrictive, but suffices for our purposes.
Definition 3.1. As in Definition 2.5 and Notation 2.6, let
R =
[
· · ·
[[
C(T0,Mr0)⊕C(D1,Mr1 ) C(T1,Mr1)
]
⊕C(D2,Mr2 ) C(T2,Mr2)
]
⊕C(D3,Mr3 ) · · ·
]
⊕C(Dm,Mrm ) C(Tm,Mrm)
and
Q =
[
· · ·
[[
C(Z0,Ms0)⊕C(E1,Ms1) C(Z1,Ms1)
]
⊕C(E2,Ms2) C(Z2,Ms2)
]
⊕C(E3,Ms3 ) · · ·
]
⊕C(Em,Msm ) C(Zm,Msm)
be two recursive subhomogeneous algebras with given recursive subhomogeneous
decompositions of the same length m, with compact Hausdorff spaces Tl and Zl,
matrix sizes rl and sl, and l-th stage algebras Rl and Ql for l = 0, 1, . . . ,m (so that
R0 = C(T0,Mr0), R1 = C(T0,Mr0)⊕C(D1,Mr1) C(T1,Mr1), . . . , Rm = R,
and similarly for Q0, Q1, . . . , Qm, Q), and with closed subsets Dl ⊂ Tl and El ⊂ Zl,
restriction maps
ρl : C(Tl,Mrl)→ C(Dl,Mrl) and ηl : C(Zl,Msl)→ C(El,Msl),
and unital homomorphisms
βl : Rl−1 → C(Dl,Mrl) and αl : Ql−1 → C(El,Mrl).
A unital homomorphism ϕ : Q → R is compatible with these decompositions if for
l = 0, 1, . . . ,m (for ϕl) and l = 1, 2, . . . ,m (for δl) there are unital homomorphisms
ϕl : C(Zl,Msl)→ C(Tl,Mrl) and δl : C(El,Msl)→ C(Dl,Mrl)
with the following properties. Taking
ϕ(l) =
l⊕
i=0
ϕi :
l⊕
i=0
C(Zi,Msi) −→
l⊕
i=0
C(Ti,Mri),
RADIUS OF COMPARISON AND MEAN DIMENSION 21
we require that ϕ(l)(Ql) ⊂ Rl, that the diagrams
C(Zl,Msl)
ϕl
−−−−→ C(Tl,Mrl)yηl yρl
C(El,Msl)
δl−−−−→ C(Dl,Mrl)
and
Ql−1
ϕ(l−1)|Ql−1
−−−−−−−−→ Rl−1yαl yβl
C(El,Msl)
δl−−−−→ C(Dl,Mrl)
commute, and that ϕ(m)|Q = ϕ.
Lemma 3.2. Except for ϕ, let the notation be as in Definition 3.1, and assume that
for l = 1, 2, . . . ,m we have ϕ(l)(Ql) ⊂ Rl and that the diagrams in Definition 3.1
commute. Then there is a unital homomorphism ϕ : Q → R which is compatible
with the decompositions and such that, with the vertical maps being the obvious
inclusions, the diagram
Q
ϕ
−−−−→ Ry y⊕m
l=0 C(Zl,Msl)
ϕ(m)
−−−−→
⊕m
l=0 C(Tl,Mrl)
commutes.
Proof. It is immediate to show by induction on l that ϕ(l) defines a unital homo-
morphism Ql → Rl. 
Lemma 3.3. In the situation of Lemma 3.2, if ϕl is injective for l = 0, 1, . . . ,m
then ϕ is injective.
Proof. The map ϕ(m) :
⊕m
l=0 C(Zl,Msl)→
⊕m
l=0 C(Tl,Mrl) is injective. 
We now define an approximating system at the level of spaces for a recursive
subhomogeneous decomposition of the type used earlier. Presumably one can make
such a definition in greater generality. In particular, presumably the matrix sizes in
the approximating recursive subhomogeneous decomposition need not be the same
as those in the original. However, this setup suffices for our purposes.
Keep in mind that the set Tl,µ is contained in both Tµ(1) and Tl. In the definition,
we are in several places treating it as being in Tµ(1). (For example, Tl,µ,1 = Tl,µ
and hl,µ,1 = idTl,µ .)
Definition 3.4. Let the notation be as in Convention 2.14. (See the summary in
Remark 2.1.) For l = 1, 2, . . . ,m, µ ∈ Sl with length t, and s = 1, 2, . . . , t, further
define Tl,µ,s ⊂ Tµ(s) by
Tl,µ,s = h
−(rµ(1)+rµ(2)+···+rµ(s−1))(Tl,µ)
and
hl,µ,s = h
rµ(1)+rµ(2)+···+rµ(s−1) : Tl,µ → Tl,µ,s.
An approximating system for Y consists of compact metric spaces Z0, Z1, . . . , Zm,
surjective maps ql : Tl → Zl for l = 0, 1, . . . ,m, closed subsets Zl,µ ⊂ Zl such that
q−1l (Zl,µ) = Tl,µ for l = 1, 2, . . . ,m and µ ∈ Sl, and closed subsets Zl,µ,s ⊂ Zµ(s)
22 N. CHRISTOPHER PHILLIPS
and continuous maps gl,µ,s : Zl,µ → Zl,µ,s such that the diagram
(3.1)
Tl,µ
hl,µ,s
−−−−→ Tl,µ,syql yqµ(s)
Zl,µ
gl,µ,s
−−−−→ Zl,µ,s
commutes, for l = 1, 2, . . . ,m, µ ∈ Sl with length t, and s = 1, 2, . . . , t.
We do not require q−1µ(s)(Zl,µ,s) = Tl,µ,s.
Lemma 3.5. Let the notation be as in Definition 3.4, and let R0, R1, . . . , Rm be
as in Definition 2.13 (suppressing Y as in Convention 2.14). Set R = Rm. Then
there are a recursive subhomogeneous algebra
Q =
[
· · ·
[[
C(Z0,Mr0)⊕C(E1,Mr1 ) C(Z1,Mr1)
]
⊕C(E2,Mr2) C(Z2,Mr2)
]
⊕C(E3,Mr3 ) · · ·
]
⊕C(Em,Mrm ) C(Zm,Mrm),
and a compatible homomorphism ϕ : Q → R as in Definition 3.1 (using the re-
cursive subhomogeneous decomposition of R in Theorem 2.22) in which, for l =
0, 1, 2, . . . ,m or l = 1, 2, . . . ,m as appropriate and using the notation of Defini-
tion 3.1, El =
⋃
µ∈Sl
Zl,µ,
ϕl : C(Zl,Mrl)→ C(Tl,Mrl) and δl : C(El,Mrl)→ C(Dl,Mrl)
are f 7→ f ◦ ql, and αl : Ql−1 → C(El,Mrl) is determined by
αl(c0, c1, . . . , cl−1)(z)
= diag
(
(cµ(1) ◦ gl,µ,1)(z), (cµ(2) ◦ gl,µ,2)(z), . . . , (cµ(t) ◦ gl,µ,t)(z)
)
for
(c0, c1, . . . , cl−1) ∈ Ql−1 ⊂
l−1⊕
i=0
C(Zi,Mri),
µ ∈ Sl with length t, and z ∈ Zl,µ. Moreover, ϕ is injective. Also, if
a = (a0, a1, . . . , am) ∈ R ⊂
m⊕
l=0
C(Tl,Mrl),
and if al is in the range of ϕl for l = 0, 1 . . . ,m, then a is in the range of ϕ.
Proof. For convenience, take D0 = ∅ and E0 = ∅. Define C*-algebras Ql for
l = 0, 1, . . . ,m inductively as follows. Set Q0 = C(Z0,Mr0). Given Ql−1, take
Ql ⊂
⊕l
i=0 C(Zi,Mri) to be the set of all
(c0, c1, . . . , cl) ∈ Ql−1 ⊕ C(Zl,Mrl) ⊂
l⊕
i=0
C(Zi,Mri)
such that for all t ∈ Z>0, all µ ∈ Sl with length t, and all z ∈ Zl,µ we have
(3.2) cl(z) = diag
(
(cµ(1) ◦ gl,µ,1)(z), (cµ(2) ◦ gl,µ,2)(z), . . . , (cµ(t) ◦ gl,µ,t)(z)
)
.
For l = 1, 2, . . . ,m (and, for ϕl, also for l = 0), define
El ⊂ Zl, ϕl : C(Zl,Mrl)→ C(Tl,Mrl), and δl : C(El,Mrl)→ C(Dl,Mrl)
RADIUS OF COMPARISON AND MEAN DIMENSION 23
as in the statement of the lemma. Let
ϕ(l) =
l⊕
i=0
ϕi :
l⊕
i=0
C(Zi,Mri)→
l⊕
i=0
C(Ti,Mri).
Let ηl : C(Zl,Mrl) → C(El,Mrl) be the restriction map. Also for µ ∈ Sl with
length t, define τl,µ :
⊕l−1
i=0 C(Zi,Mri)→ C(Zl,µ,Mrl) by
τl,µ(c0, c1, . . . , cl−1)(z)
= diag
(
(cµ(1) ◦ gl,µ,1)(z), (cµ(2) ◦ gl,µ,2)(z), . . . , (cµ(t) ◦ gl,µ,t)(z)
)
for
(c0, c1, . . . , cl−1) ∈
l−1⊕
i=0
C(Zi,Mri) and z ∈ Zl,µ.
Let l ∈ {0, 1, . . . ,m}. Since El =
⋃
µ∈Sl
Zl,µ (by definition), Dl =
⋃
µ∈Sl
Tl,µ (by
Lemma 2.15(4)), and q−1l (Zl,µ) = Tl,µ for µ ∈ Sl (by hypothesis; see Definition 3.4),
we get
(3.3) Dl = q
−1
l (El).
We claim that the following hold for l = 0, 1, . . . ,m.
(1) There is a unique homomorphism αl : Ql−1 → C(El,Mrl) such that for
c ∈ Ql−1, µ ∈ Sl, and z ∈ Zl,µ, we have αl(c)(z) = τl,µ(c)(z). (This says
that the formula for αl in the statement of the lemma makes sense.)
(2) Ql = Ql−1 ⊕C(El,Mrl ), αl, ηl C(Zl,Mrl).
(3) The diagrams
C(Zl,Mrl)
ϕl
−−−−→ C(Tl,Mrl)yηl yρl
C(El,Mrl)
δl−−−−→ C(Dl,Mrl)
and
Ql−1
ϕ(l−1)|Ql−1
−−−−−−−−→ Rl−1yαl yβl
C(El,Mrl)
δl−−−−→ C(Dl,Mrl)
commute.
(4) ϕ(l)(Ql) ⊂ Rl.
This claim will imply the conclusion of the lemma, by taking ϕ = ϕ(m)|Q and
putting l = m in (4).
We prove the claim by induction on l. For l = 0, (1) is vacuous, (2) is the
definition of Q0, (3) is vacuous, and (4) is immediate from ϕ
(0) = ϕ0.
We now assume that the claim is known for l − 1 and prove it for l.
We first claim that for any µ ∈ Sl, any x ∈ Tl,µ, and any c ∈ Ql−1, we have
(3.4) τl,µ(c)(ql(x)) = βl,µ(ϕ
(l−1)(c))(x).
To prove this claim, let t be the length of µ. Using the formula for βl,µ(b)(x) in
Definition 2.13 and the formula for τl,µ(c) above, and recalling that
hl,µ,s = h
rµ(1)+rµ(2)+···+rµ(s−1) ,
we see that we must prove that
(cµ(s) ◦ qµ(s) ◦ hl,µ,s)(x) = (cµ(s) ◦ gl,µ,s ◦ ql)(x)
for s = 1, 2, . . . , t. This equation is commutativity of the diagram (3.1) in Defini-
tion 3.4. The claim is thus proved.
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We prove (1). We have to show that if µ, ν ∈ Sl, c ∈ Ql−1, and z ∈ Zl,µ ∩ Zl,ν ,
then τl,µ(c)(z) = τl,ν(c)(z).
Since ql is surjective, there is x ∈ Tl such that ql(x) = z. Since q
−1
l (Zl,µ) = Tl,µ
and q−1l (Zl,ν) = Tl,ν, we have x ∈ Tl,µ ∩ Tl,ν .
Write c = (c0, c1, . . . , cl−1) with ci ∈ C(Zi,Mri) for i = 0, 1, . . . , l − 1, and set
bi = ϕi(ci). Thus ϕ
(l−1)(c) = (b0, b1, . . . , bl−1). Call this element b. By (4) for
l−1, we have b ∈ Rl−1. Therefore Lemma 2.20 implies that βl,µ(b)(x) = βl,ν(b)(x).
Applying (3.4) twice, once with µ as given and once with ν in place of µ, we get
τl,µ(c)(z) = βl,µ(b)(x) and τl,µ(c)(z) = βl,µ(b)(x).
So τl,µ(c)(z) = τl,µ(c)(z), as desired. This completes the proof of (1).
The relation (2) follows from the definition of Ql and the fact that the formula
in (1) defines a homomorphism αl : Ql−1 → C(El,Mrl), since the formula (3.2) now
just says αl(c0, c1, . . . , cl−1)(z) = cl(z).
We next prove (3). For the second diagram, let x ∈ Dl. Set z = ql(x). Then
z ∈ El by (3.3). Moreover, there is µ ∈ Sl such that x ∈ Tl,µ and z ∈ Zl,µ.
Now let c ∈ Ql−1. Using the definition of βl (in Lemma 2.21) at the first step,
using (3.4) at the second step, using the definition of αl in (1) at the third step,
and using the definition of δl at the fourth step, we get(
βl ◦ ϕ
(l−1)
)
(c)(x) =
(
βl,µ ◦ ϕ
(l−1)
)
(c)(x)
= τl,µ(c)(z) = αl(c)(z) = (δl ◦ αl)(c)(x).
This proves commutativity of the second diagram. Commutativity of the first
diagram is immediate from the definitions of the maps.
Part (4) follows immediately from (3), (2), and the definition of Rl.
It remain to prove the last part. For l = 0, 1, . . . ,m, the map ϕl is injective
because ql is surjective. So ϕ is injective by Lemma 3.3.
Now let
a = (a0, a1, . . . , am) ∈ R ⊂
m⊕
l=0
C(Tl,Mrl),
and assume that for l = 0, 1, . . . ,m there is cl ∈ C(Z,Mrl) such that ϕl(cl) = al.
It suffices to prove that (c0, c1, . . . , cm) ∈ Q. We prove by induction on l that
(c0, c1, . . . , cl) ∈ Ql. For l = 0 this is trivial. So suppose it is known for l − 1; we
prove it for l. Let z ∈ El; we must show that
αl(c0, c1, . . . , cl−1)(z) = ηl(cl)(z).
Since ql is surjective, there is x ∈ Tl such that ql(x) = z. Then x ∈ Dl by (3.3).
Since a ∈ R, we therefore have βl(a0, a1, . . . , al)(x) = ρl(al)(x). Using this at
the third step, commutativity of the right square in (2) at the second step, and
commutativity of the left square in (2) at the fourth step, we get
αl(c0, c1, . . . , cl−1)(z) = (δl ◦ αl)(c0, c1, . . . , cl−1)(x) = βl(a0, a1, . . . , al)(x)
= ρl(al)(x) = (δl ◦ ηl)(cl)(x) = ηl(cl)(z),
as desired. This completes the induction, and the proof. 
Lemma 3.6. Let X0 be a compact Hausdorff space, let X ⊂ X0 be closed, let
Y ⊂ X be closed, and let z ∈ intX(Y ) (the interior of Y with respect to X). Then
there exists a closed subset Y0 ⊂ X0 such that z ∈ int(Y0)∩X and Y0∩X ⊂ intX(Y ).
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Proof. Choose an open set U ⊂ X0 such that U ∩X0 = intX(Y ). Choose an open
set V ⊂ X0 such that z ∈ V ⊂ V ⊂ U . Set Y0 = V . Then z ∈ V ∩X ⊂ int(Y0)∩X
and
Y0 ∩X = V ∩X ⊂ U ∩X = intX(Y ).
This completes the proof. 
We now introduce convenient notation related to shifts and subshifts.
Definition 3.7. Let K be a set. The shift hK : K
Z → KZ is the bijection given
by hK(x)k = xk+1 for x = (xk)k∈Z ∈ K
Z and k ∈ Z.
Remark 3.8. If K is a topological space, then hK is a homeomorphism. It is the
backwards shift, satisfying
hK(. . . , x−2, x−1, x0, x1, x2, . . .) = (. . . , x−1, x0, x1, x2, x3, . . .).
This choice is consistent with [10]. (See page 237 there.) With this choice, if
h : X → X is a bijection, and f : X → K is any function, then the map If : X → K
Z
given by
x 7→
(
. . . , f(h−2(x)), f(h−1(x)), f(x), f(h(x)), f(h2(x)), . . .
)
is equivariant from (X,h) to (KZ, hK). If h and f are continuous, so is If .
Convention 3.9. Let K be a fixed compact metric space. We set X0 = K
Z. We
let h0 = hK : X0 → X0 be the backwards shift, as in Definition 3.7. We let X ⊂ X0
be an infinite closed subset such that h0(X) = X and which is minimal for h0, and
we let h : X → X be the restriction of h0 to X . We define α0 : C(X0)→ C(X0) by
α0(f) = f ◦h
−1
0 for f ∈ C(X0), and we define α : C(X)→ C(X) by α(f) = f ◦h
−1
for f ∈ C(X).
For any subset I ⊂ Z, we let pI : X0 → K
I be the obvious projection map, which
for x = (xk)k∈Z ∈ X0 forgets the coordinates xk for k 6∈ I. For any subsets I, J ⊂ Z
and any function ω : I → J , we define ω∗ : KJ → KI by ω∗(x)k = xω(k) for k ∈ I
and x = (xk)k∈J ∈ K
J . Thus, if we define σ : Z → Z by σ(k) = k + 1 for k ∈ Z,
then h0 = σ
∗, and if for I ⊂ Z we let ιI : I → Z be the inclusion, then pI = ι
∗
I .
For I ⊂ Z and f ∈ C(X), we say that f is constant in coordinates not in I if
whenever x, y ∈ X satisfy xk = yk for all k ∈ I, then f(x) = f(y). Equivalently,
there is a continuous function g : pI(X)→ C such that f = g◦pI. If a ∈ C
∗(Z, X, h),
we say that a is constant in coordinates not in I if in the formal series
∑∞
n=−∞ anu
n
for a, the function an ∈ C(X) is constant in coordinates not in I for all n ∈ Z.
Proposition 3.10. Let the notation be as in Convention 3.9. Let n1, n2 ∈ Z with
n1 ≤ n2. For k ∈ [n1, n2]∩Z let Ck ⊂ K be a closed subset such that int(Ck) 6= ∅,
and define
C =
n2∏
k=n1
Ck ⊂ K
[n1,n2]∩Z.
Let Y ⊂ X be the closed subset Y = p−1I (C) ∩X , and assume that intX(Y ) 6= ∅.
Let Y be the Rokhlin system associated to Y as in Lemma 2.10. Then there are a
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recursive subhomogeneous algebra
Q =
[
· · ·
[[
C(Z0,Mr0)⊕C(E1,Mr1 ) C(Z1,Mr1)
]
⊕C(E2,Mr2) C(Z2,Mr2)
]
⊕C(E3,Mr3 ) · · ·
]
⊕C(Em,Mrm ) C(Zm,Mrm)
in which, for l = 0, 1, . . . ,m, the space Zl is a closed subset of K
[n1, n2+rl]∩Z,
and an injective unital homomorphism ϕ : Q → C∗(Z, X, h)Y such that whenever
a ∈ C∗(Z, X, h)Y is constant in coordinates not in [n1, n2] ∩ Z, then there is b ∈ Q
such that ϕ(b) = a.
Proof. To simplify the notation, we use the usual interval notation for subsets
of Z instead of subsets of R. Thus, [a, b] stands for [a, b] ∩ Z, [a, b) stands for
[a, b) ∩ Z, etc. We simplify the notation for Y and objects associated with it as in
Convention 2.14. (See the summary in Remark 2.1.) Finally, for l = 0, 1, . . . ,m,
for µ ∈ Sl with length t, and for s = 0, 1, 2, . . . , t, we define
(3.5) pl,µ,s = rµ(1) + rµ(2) + · · ·+ rµ(s),
so that
(3.6) Tl,µ = Tl ∩
t⋂
s=1
h−pl,µ,s−1(Tµ(s)).
We will now construct an approximating system for Y as in Definition 3.4.
For l = 0, 1, . . . ,m define Zl = p[n1, n2+rl](Tl) ⊂ K
[n1, n2+rl], and set
ql = p[n1, n2+rl]|Tl : Tl → Zl.
For µ ∈ Sl, set Zl,µ = ql(Tl,µ) ⊂ Zl.
By definition (see Lemma 2.10),
(3.7) Tl = Y ∩ h
−rl(Y ),
so
Tl =
{
x ∈ X : xk ∈ Ck for k = n1, n1 + 1, . . . , n2
and xk ∈ Ck−rl for k = n1 + rl, n1 + rl + 1, . . . , n2 + rl
}
.
Therefore Zl ⊂ K
[n1, n2+rl] is given by
Zl =
{
x ∈ p[n1, n2+rl](X) : xk ∈ Ck for k = n1, n1 + 1, . . . , n2(3.8)
and xk ∈ Ck−rl for k = n1 + rl, n1 + rl + 1, . . . , n2 + rl
}
.
It is easily seen from these formulas that q−1l (Zl) = Tl.
Let µ ∈ Sl and let t be the length of µ. Combining (3.7), (3.6), (3.5), and
rµ(1) + rµ(2) + · · ·+ rµ(t) = rl, we get
Tl,µ = Y ∩ h
−rl(Y ) ∩
t⋂
s=1
h−pl,µ,s−1
(
Y ∩ h−rµ(s)(Y )
)
= h−pl,µ,0(Y ) ∩ h−pl,µ,1(Y ) ∩ · · · ∩ h−pl,µ,t(Y ).
Substituting the definition of Y in this formula, we get
Tl,µ =
{
x ∈ X : xk ∈ Ck−pl,µ,s for s = 0, 1, . . . , t
and k = n1 + pl,µ,s, n1 + pl,µ,s + 1, . . . , n2 + pl,µ,s
}
.
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Since for s = 0, 1, . . . , t we have
0 = pl,µ,0 ≤ pl,µ,s ≤ pl,µ,t = rl,
all coordinates used in this formula are in [n1, n2 + rl]. Therefore
Zl,µ =
{
x ∈ p[n1, n2+rl](X) : xk ∈ Ck−pl,µ,s for s = 0, 1, . . . , t(3.9)
and k = n1 + pl,µ,s, n1 + pl,µ,s + 1, . . . , n2 + pl,µ,s
}
.
It is now easily seen that q−1l (Zl,µ) = Tl,µ.
For s = 1, 2, . . . , t, define
σl,µ,s : [n1, n2 + rµ(s)]→ [n1, n2 + rl]
by σl,µ,s(k) = k + pl,µ,s−1 for k ∈ [n1, n2 + rµ(s)]. Then define g
(0)
l,µ,s : Zl,µ →
K [n1, n2+rµ(s)] by g
(0)
l,µ,s = (σl,µ,s)
∗|Zl,µ . Set Zl,µ,s = g
(0)
l,µ,s(Zl,µ) ⊂ Zµ(s), and let
gl,µ,s : Zl,µ → Zl,µ,s be the corestriction of g
(0)
l,µ,s.
We claim that Zl,µ,s ⊂ Zµ(s). Let x ∈ Zl,µ; we show (σl,µ,s)
∗(x) ∈ Zµ(s), by
using (3.9). First, let k ∈ [n1, n2]. Then
(σl,µ,s)
∗(x)k = xk+pl,µ,s−1 ,
which is in Ck by using s−1 in place of s in (3.9). Next, let k ∈ [n1+rµ(s), n2+rµ(s)].
Set j = k− rµ(s), so that j ∈ [n1, n2] and k+pl,µ,s−1 = j+pl,µ,s. Then, using (3.9)
at the second last step,
(σl,µ,s)
∗(x)k = xk+pl,µ,s−1 = xj+pl,µ,s ∈ Cj = Ck−rµ(s) .
The claim is proved.
It is clear from the definitions that the diagram
KZ
hpl,µ,s−1
−−−−−−→ KZyp[n1, n2+rl] yp[n1, n2+rµ(s)]
K [n1, n2+rl]
(σl,µ,s)
∗
−−−−−→ K [n1, n2+rµ(s)]
commutes. It follows that the diagram (3.1) in Definition 3.4 commutes. We have
now verified that we have an approximating system for Y as in Definition 3.4.
Let R be the algebra Rm of Theorem 2.22, and let γ : C
∗(Z, X, h)Y → R be the
isomorphism γm from Theorem 2.22. Let
Q =
[
· · ·
[[
C(Z0,Mr0)⊕C(E1,Mr1 ) C(Z1,Mr1)
]
⊕C(E2,Mr2) C(Z2,Mr2)
]
⊕C(E3,Mr3 ) · · ·
]
⊕C(Em,Mrm ) C(Zm,Mrm)
and ϕ : Q → R be obtained by applying Lemma 3.5 to the approximating system
we have just constructed.
Let f ∈ C(X), let n ∈ Z, and suppose that f is constant on coordinates not
in [n1, n2] and that fu
n ∈ C∗(Z, X, h)Y . We claim that there is b ∈ Q such that
ϕ(b) = γ(fun). First assume that n ≥ 0. Then f vanishes on
⋃n−1
j=0 h
j(Y ) by
Proposition 1.3. Let l ∈ {0, 1, . . . ,m}. As in Proposition 1.5, γ(fun)l has possibly
nonzero matrix entries f ◦ hj |Tl only for j ∈ {n, n + 1, . . . , rl − 1} (no nonzero
matrix entries if this set is empty). Since f is constant on coordinates not in
[n1, n2], it follows that f ◦ h
j is constant on coordinates not in [n1 + j, n2 + j].
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This set is always contained in [n1, n2 + rl], so there is cl ∈ C(Zl,Mrl) such that
γ(fun)l = cl ◦ p[n1, n2+rl]. Since this is true for all l ∈ {0, 1, . . . ,m}, Lemma 3.5
now implies that γ(fun) is in the range of ϕ.
Now assume n < 0. Let l ∈ {0, 1, . . . ,m}. As in Proposition 1.5, γ(fun)l has
possibly nonzero matrix entries f ◦hj|Tl only for j ∈ {0, 1, . . . , rl+n−1} (no nonzero
matrix entries if this set is empty). As before, f ◦ hj is constant on coordinates
not in [n1 + j, n2 + j]. Since rl + n− 1 < rl (recalling that n < 0), this set is also
contained in [n1, n2+ rl] for all allowed values of j, and we continue as before. The
claim is proved.
According to Proposition 7.5 of [17], if a ∈ C∗(Z, X, h)Y is arbitrary, then there
are N ∈ Z>0 and f−N , f−N+1, . . . , fN ∈ C(X) such that a =
∑N
n=−N fnu
n and
fnu
n ∈ C∗(Z, X, h)Y for all n. If a is constant on coordinates not in [n1, n2], then,
by definition, fn is constant on coordinates not in [n1, n2]. By the claim, fnu
n is in
the range of ϕ. Since this is true for all n, it follows that a is in the range of ϕ. 
4. Approximation for subshifts
In this section, we take the space K of Section 3 to be finite dimensional. We can
then bound the radius of comparison of the recursive subhomogeneous algebra Q
in Proposition 3.10. Combining this result with an equivariant embedding theorem
of a minimal homeomorphism in a suitable shift (from [10]), we prove our main
theorem.
Lemma 4.1. Let the notation be as in Convention 3.9. Letm ∈ Z>0, let f1, f2, . . . , fm ∈
C(X), let B1, B2, . . . , Bm ⊂ X be closed subsets, and let ε > 0. Suppose that
fj|Bj = 0 for j = 1, 2, . . . ,m. Then there exist a finite subset I ⊂ Z and
g1, g2, . . . , gm ∈ C(K
I) such that ‖(gj ◦ pI)|X − fj‖ < ε and (gj ◦ pI)|Bj = 0
for j = 1, 2, . . . ,m.
Proof. By the Tietze Extension Theorem, we may assume fj is defined on all of
X0 for j = 1, 2, . . . ,m. For n ∈ Z>0 set In = {−n, −n + 1, . . . , n}. Then K
Z =
lim
←−n
KIn , so there exist n ∈ Z>0 and g
(0)
1 , g
(0)
2 , . . . , g
(0)
m ∈ C(KIn) such that∥∥g(0)j ◦ pIn − fj∥∥ < ε5
for j = 1, 2, . . . ,m.
For j = 1, 2, . . . ,m define Cj = pIn(Bj), which is a closed subset of K
In . Then∥∥g(0)j |Cj∥∥ < ε5 . Choose bj ∈ C(KIn) such that 0 ≤ bj ≤ 1, bj vanishes on Cj , and
bj(x) = 1 for every x in the closed set{
x ∈ KIn :
∣∣g(0)j (x)∣∣ ≥ 2ε5
}
.
Define gj = bjg
(0)
j . Then gj|Cj = 0, so (gj ◦ pI)|Bj = 0. For x ∈ K
In , if
∣∣g(0)j (x)∣∣ ≥
2ε
5 then gj(x) = g
(0)
j (x). If
∣∣g(0)j (x)∣∣ < 2ε5 then also |gj(x)| < 2ε5 , so ∣∣g(0)j (x) −
gj(x)
∣∣ < 4ε5 . Therefore ∥∥g(0)j − gj∥∥ ≤ 4ε5 , so that
‖gj ◦ pI − fj‖ ≤
∥∥gj − g(0)j ∥∥+ ∥∥g(0)j ◦ pIn − fj∥∥ < ε5 + 4ε5 = ε.
This completes the proof. 
RADIUS OF COMPARISON AND MEAN DIMENSION 29
Lemma 4.2. Let the notation be as in Convention 3.9, and let z ∈ X . Then for
every finite set F ⊂ C∗(Z, X, h){z} and every ε > 0 there are a finite set I ⊂ Z and
closed sets Ek ⊂ K for k ∈ I such that, with E =
∏
k∈I Ek and Y = p
−1
I (E) ∩X ,
we have pI(z) ∈ int(E) and for every a ∈ F there exists b ∈ C
∗(Z, X, h)Y which is
constant in coordinates not in I and satisfies ‖b− a‖ < ε.
Proof. Choose a compact neighborhood S of z inX and a finite set F0 ⊂ C
∗(Z, X, h)S
such that for every a ∈ F there is c ∈ F0 with ‖c − a‖ <
ε
2 . Write F0 =
{c1, c2, . . . , cm}. Choose a finite set I0 ⊂ Z and a compact neighborhood Y0 of
pI0(z) in pI0(X) such that p
−1
I0
(Y0) ∩ X ⊂ S. Choose compact sets Ek ⊂ K for
k ∈ I0 such that zk ∈ int(Ek) and such that the set Y1 =
∏
k∈I0
Ek satisfies Y1 ⊂ Y0.
Define Y = p−1I0 (Y1) ∩ X , which is contained in S. Then F0 ⊂ C
∗(Z, X, h)Y . We
have intX(Y ) 6= ∅ since pI0(y) ∈ int(Y1). By Lemma 2.4, there is N ∈ Z>0 such
that
⋃N
n=0 h
n(Y ) = X . For n ∈ Z, set
Bn =

⋃n−1
j=0 h
j(Y ) n > 0
∅ n = 0⋃−n
j=1 h
−j(Y ) n < 0.
By Proposition 7.5 of [17], there exist fj,n ∈ C0(X \ Bn) for j = 1, 2, . . . ,m and
n = −N, −N + 1, . . . , N such that cj =
∑N
n=−N fj,nu
n for j = 1, 2, . . . ,m. Use
Lemma 4.1 to find a finite set I ⊂ Z and functions gj,n ∈ C(K
I) such that
‖(gj,n ◦ pI)|X − fj,n‖ <
ε
2(2N + 1)
and (gj,n◦pI)|Bn = 0 for j = 1, 2, . . . ,m and n = −N, −N+1, . . . , N . Without loss
of generality I0 ⊂ I. Take Ek = K for k ∈ I \ I0, and define E =
∏
k∈I Ek ⊂ K
I .
(Up to a coordinate shuffle, E = Y1 ×K
I\I0 .)
Let a ∈ F . Choose j ∈ {1, 2, . . . ,m} such that ‖a− cj‖ <
ε
2 . Set
b =
N∑
n=−N
(gj,n ◦ pI)|Xu
n.
Then
‖a− b‖ ≤ ‖a− cj‖+
N∑
n=−N
‖(gj,n ◦ pI)|X − fj,n‖ <
ε
2
+
N∑
n=−N
ε
2(2N + 1)
= ε.
Clearly b is constant in coordinates not in I. Also, since (gj,n ◦ pI)|Bn = 0 for
n = −N, −N + 1, . . . , N , Proposition 7.5 of [17] shows that b ∈ C∗(Z, X, h)Y . 
Lemma 4.3. Let the notation be as in Convention 3.9, and let z ∈ X . As-
sume that the coordinates zk are all distinct for k ∈ Z. Then for every finite set
F ⊂ C∗(Z, X, h){z} and every ε > 0 there are a recursive subhomogeneous alge-
bra Q such that rc(Q) ≤ dim(K) and an injective unital homomorphism ϕ : Q →
C∗(Z, X, h){z} such that for every a ∈ F there exists b ∈ Q with ‖ϕ(b)− a‖ < ε.
Proof. Choose a finite set I ⊂ Z and a closed subset E =
∏
k∈I Ek ⊂ K
I following
Lemma 4.2. We may replace I by any larger finite set, replacing E by its product
with the sets Ek = K for the additional indices k. This modification does not
change the set p−1I (E) ∩ X in Lemma 4.2; the other part of the conclusion of
Lemma 4.2 (about being constant in coordinates not in I) is weaker when the set I
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is larger. So the conclusion of Lemma 4.2 still holds after such a replacement. We
can therefore take I to be of the form
I = {n1, n1 + 1, . . . , n2}
with n1 ≤ n2.
Choose a metric ρ on K, and for y ∈ K and δ > 0 let Bδ(y) be the open ball of
radius δ and center y. Choose δ > 0 such that for
j, k ∈ {n1, n1 + 1, . . . , n2} and j 6= k,
we have ρ(zj , zk) > 3δ. Define
C = E ∩
n2∏
k=n1
Bδ(zk) =
n2∏
k=n1
(
Bδ(zk) ∩Ek
)
.
The second expression shows that C is a product set. Set Y0 = p
−1
I (E) ∩ X and
Y = p−1I (C) ∩X . We have z ∈ intX(p
−1
I (E) ∩X) by assumption, and
p−1I
(
n2∏
k=n1
Bδ(zk)
)
is an open subset of X0 which contains z, so z ∈ intX(Y ).
The sets I and Y satisfy the hypotheses of Proposition 3.10. Therefore we get
a system Y of Rokhlin towers as there, together with a recursive subhomogeneous
algebra Q and an injective unital homomorphism ϕ : Q→ C∗(Z, X, h)Y . The range
of ϕ is contained in C∗(Z, X, h){z} because z ∈ Y . Now let a ∈ F . The choice of
E using Lemma 4.2 ensures that there is c ∈ C∗(Z, X, h)Y0 such that c is constant
in coordinates not in I and ‖c− a‖ < ε. Since Y ⊂ Y0, we have c ∈ C
∗(Z, X, h)Y .
It follows from Proposition 3.10 that there exists b ∈ Q such that ϕ(b) = c. Thus
‖ϕ(b)− a‖ < ε.
It remains to estimate rc(Q).
We claim that hk(Y ) ∩ Y = ∅ for k = 1, 2, . . . , n2 − n1. If the claim is false,
there are
k ∈ {1, 2, . . . , n2 − n1} and x ∈ Y
such that hk(x) ∈ Y . We have n1 + k ∈ I, so ρ(xn1+k, zn1+k) ≤ δ. Also from
hk(x) ∈ Y we get
ρ(xn1+k, zn1) = ρ(h
k(x)n1 , zn1) ≤ δ.
Therefore
3δ < ρ(zn1+k, zn1) ≤ ρ(zn1+k, xn1+k) + ρ(xn1+k, zn1) ≤ 2δ.
This contradiction proves the claim.
The claim implies that rl ≥ n2 − n1 + 1 for l = 0, 1, . . . ,m. Since Q has base
spaces Zl and matrix sizes rl for l = 0, 1, . . . ,m, it follows from Theorem 5.1 of [22]
that
(4.1) rc(Q) ≤ max
0≤l≤m
dim(Zl)− 1
2rl
.
We recall (Proposition 3.1.5 of [14]) that ifM is a topological space andM0 ⊂M is
closed, then dim(M0) ≤ dim(M). Also, by Proposition 3.2.6 of [14] (“bicompact”
there means compact Hausdorff; see Definition 1.5.4 of [14]), if M1 and M2 are
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compact then dim(M1 ×M2) ≤ dim(M1) + dim(M2). For l = 0, 1, . . . ,m, using
these facts and Zl ⊂ K
[n1, n2+rl]∩Z (from Proposition 3.10) at the first step, we get
dim(Zl) ≤ (n2 − n1 + 1 + rl) dim(K) ≤ 2rl dim(K).
Substituting this inequality in (4.1) gives rc(Q) ≤ dim(K), as desired. 
We strengthen Lemma 6.1 of [13]. We first state for convenience a combination
of results from [1].
Proposition 4.4 ([1]). Let A be a unital C*-algebra all of whose quotients are
stably finite. Then rc(A) is the infimum of all numbers r ≥ 0 such that whenever
m,n ∈ Z≥0 with n > 0 and η, µ ∈ Cu(A) satisfy
m
n
> r and (n+ 1)η +m〈1A〉A ≤ nµ,
then η ≤ µ.
Proof. In [1], combine Proposition 3.2.1 (with e = 1A), Definition 3.2.2 and the
discussion afterwards, and Proposition 3.2.3. 
Lemma 4.5. Let A be a unital C*-algebra all of whose quotients are stably finite,
and let r ∈ [0,∞). Suppose that for every finite set F ⊂ A and every ε > 0 there
is a unital C*-algebra C all of whose quotients are stably finite and an injective
unital homomorphism ϕ : C → A such that rc(C) < r+ ε and for all a ∈ F we have
dist(a, ϕ(C)) < ε. Then rc(A) ≤ r.
Proof. We begin with several preliminaries. First, it is easy to see that the hy-
potheses imply that for every finite set F0 ⊂ K⊗A, every finite set F1 ⊂ (K⊗A)+,
and every ε > 0 there is a unital C*-algebra C all of whose quotients are stably
finite and an injective unital homomorphism ϕ : C → A such that rc(C) < r + ε,
for all a ∈ F0 we have dist
(
a, (idK ⊗ ϕ)(C)
)
< ε, and for all a ∈ F1 we have
dist
(
a, (idK ⊗ϕ)(C+)
)
< ε. Second, we will take the algebra C to be a subalgebra
of A. Third, with the help of a fixed isomorphism K ⊗ K ∼= K and the obvious
injective homomorphisms (with n summands in the first algebra)
(4.2) K ⊕K ⊕ · · · ⊕K −→Mn ⊗K −→ K ⊗K,
we can assume that direct sums of elements in K ⊗ A are defined in a standard
way, so that, for example,
‖a1 ⊕ a2 − b1 ⊕ b2‖ = max(‖a1 − b1‖, ‖a2 − b2‖),
and similarly for more summands. Finally, since we use Cuntz comparison in several
algebras at the same time, we always label the notation with the relevant algebra.
By Proposition 4.4, it suffices to let m,n ∈ Z≥0 satisfy n > 0 and
m
n > r, let
a, b ∈ (K ⊗ A)+ satisfy (n + 1)〈a〉A + m〈1A〉 ≤ n〈b〉A in Cu(A), and show that
a -A b. By Proposition 2.6 of [7], it suffices to show that (a − ε)+ -A b for all
ε > 0.
So letm,n, a, b be as above, and let ε > 0. Without loss of generality ‖a‖ ≤ 1 and
‖b‖ ≤ 1. Also, we may assume ε < 1. Let x ∈ (K ⊗A)+ be the direct sum of n+1
copies of a, let y ∈ (K⊗A)+ be the direct sum of n copies of b, and let q ∈ (K⊗A)+
be the direct sum of m copies of 1A. The relation (n + 1)〈a〉A +m〈1〉A ≤ n〈b〉A
means that x⊕ q -A y. By Proposition 2.6 of [7], there exists δ > 0 such that(
(x⊕ q)− 13ε
)
+
-A (y − δ)+.
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Since ε < 3, this is equivalent to(
x− 13ε
)
+
⊕ q -A (y − δ)+.
Therefore there is v ∈ K ⊗A such that
(4.3)
∥∥(x− 13ε)+ ⊕ q − v∗(y − δ)+v∥∥ < ε12 .
A polynomial approximation argument provides ρ > 0 with
ρ ≤ min
(
1, δ,
ε
24(‖v‖+ 1)
)
,
and so small that whenever D is a C*-algebra and z ∈ D+ satisifies ‖z‖ ≤ 1, then
for all c ∈ D+ such that ‖c− z‖ < ρ, we have∥∥(c− δ)+ − (z − δ)+∥∥ < ε
24(‖v‖+ 1)2
and
∥∥(c− 13ε)+ − (z − 13ε)+∥∥ < ε12 .
By hypothesis, there are a unital subalgebra C ⊂ A all of whose quotients are
stably finite and such that rc(C) < mn , and a0, b0 ∈ (K ⊗ C)+ and v0 ∈ K ⊗ C,
such that
(4.4) ‖a0 − a‖ < ρ, ‖b0 − b‖ < ρ, and ‖v0 − v‖ < ρ.
Since C is unital, we have q ∈ K ⊗ C. Let x0 ∈ (K ⊗ C)+ be the direct sum of
n+1 copies of a0, and let y0 ∈ (K ⊗C)+ be the direct sum of n copies of b0. Since
for each n we are using a single map as in (4.2) throughout, we have ‖x0 − x‖ < ρ
and ‖y0 − y‖ < ρ. Also ‖v0‖ ≤ ‖v‖ + 1. Then, using (4.3), (4.4), and the choice
of ρ at the third step,∥∥(x0 − 13ε)+ ⊕ q − v∗0(y0 − δ)+v0∥∥
≤
∥∥(x− 13ε)+ ⊕ q − v∗(y − δ)+v∥∥+ ∥∥(x0 − 13ε)+ − (x− 13ε)+∥∥
+ 2‖v0‖
2
∥∥(y0 − δ)+ − (y − δ)+∥∥+ (‖v0‖+ ‖v‖)‖(y − δ)+‖‖v0 − v‖
≤
∥∥(x− 13ε)+ ⊕ q − v∗(y − δ)+v∥∥+ ∥∥(a0 − 13ε)+ − (a− 13ε)+∥∥
+ 2(‖v‖+ 1)2
∥∥(b0 − δ)+ − (b− δ)+∥∥+ (2‖v‖+ 1)‖(b− δ)+‖‖v0 − v‖
<
ε
12
+
ε
12
+ 2(‖v‖+ 1)2
(
ε
24(‖v‖+ 1)2
)
+ 2(‖v‖+ 1)‖ρ ≤
ε
3
.
It follows from Proposition 2.2 of [19] that[(
x0 −
1
3ε
)
+
⊕ q − 13ε
]
+
-C (y0 − δ)+.
Since ε < 3, this implies (
x0 −
2
3ε
)
+
⊕ q -C (y0 − δ)+.
In Cu(C) we therefore have
(n+ 1)
〈(
a0 −
2
3ε
)
+
〉
C
+m〈1〉C ≤ n〈(b0 − δ)+〉C .
Since rc(C) < mn , Proposition 4.4 implies that(
a0 −
2
3ε
)
+
-C (b0 − δ)+.
Using ‖a0− a‖ <
ε
3 and Corollary 1.6 of [17] at the first step, and ‖b0− b‖ < δ and
Proposition 2.2 of [19] at the third step, we get
(a− ε)+ -A
(
a0 −
2
3ε
)
+
-C (b0 − δ)+ -A b,
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as was to be proved. 
Theorem 4.6. Let K be a compact metric space, and let X ⊂ KZ be an infinite
closed set which is minimal for the backwards shift on KZ. Let h : X → X be the
restriction to X of the backwards shift on KZ. Suppose that there is z ∈ X such
that the coordinates zk are all distinct for k ∈ Z. Then rc(C
∗(Z, X, h)) ≤ dim(K).
Proof. We follow the notation of Convention 3.9. Set A = C∗(Z, X, h){z}. We verify
that A satisfies the hypotheses of Lemma 4.5 with r = dim(K). So let F ⊂ A be
finite and let ε > 0. Apply Lemma 4.3 to get a recursive subhomogeneous algebra Q
such that rc(Q) ≤ dim(K) and an injective unital homomorphism ϕ : Q→ A such
that dist(a, ϕ(Q)) < ε for all a ∈ F . All quotients of recursive subhomogeneous
algebras are stably finite, so the hypotheses of Lemma 4.5 hold.
Lemma 4.5 now implies that rc(A) ≤ dim(K). Since A is a large subalgebra
of C∗(Z, X, h) (by Corollary 7.11 of [17]), and C∗(Z, X, h) is infinite dimensional
and stably finite, it follows from Theorem 6.14 of [17]) that rc(C∗(Z, X, h)) = rc(A).
The conclusion follows. 
Theorem 4.7. Let X be an infinite compact metric space, and let h : X → X
be a minimal homeomorphism. Let d ∈ Z>0 satisfy d > 36 · mdim(h). Then
rc(C∗(Z, X, h)) ≤ d.
Proof. Set K = [0, 1]d. Let C(X,K) be the set of all continuous functions from X
to K, which is a closed subset of the C*-algebra C(X)⊗Cd. For any f ∈ C(X,K),
we let If : X → K
Z be as in Remark 3.8. Theorem 5.1 of [10] provides a dense
Gδ-set S0 ⊂ C(X,K) such that for every f ∈ S0, the map If is injective.
Fix z ∈ X . Since h is minimal and X is infinite, the points hk(z), for k ∈ Z, are
all distinct. It is now easy to see that for m,n ∈ Z with m 6= n, the set
Sm,n =
{
f ∈ C(X,K) : f(hm(z)) 6= f(hn(z))
}
is a dense open subset of C(X,K). By the Baire Category Theorem, the set
S = S0 ∩
⋂
n∈Z
⋂
m∈Z\{n}
Sm,n
is nonempty (in fact, dense). Choose any f ∈ S. Then If is an equivariant home-
omorphism from X to a shift invariant subset of KZ such that the coordinates
If (z)k are all distinct for k ∈ Z. We may therefore assume that X ⊂ K
Z and
that the coordinates zk are all distinct for k ∈ Z. Now Theorem 4.6 implies that
rc(C∗(Z, X, h)) ≤ dim(K) = d. 
Corollary 4.8. Let X be a compact metric space, and let h : X → X be a minimal
homeomorphism. Then rc(C∗(Z, X, h)) ≤ 1 + 36 ·mdim(h).
Proof. Let d be the least integer such that d > 36·mdim(h). Then rc(C∗(Z, X, h)) ≤
d by Theorem 4.7, and d ≤ 1 + 36 ·mdim(h). 
5. Open problems
The obvious open problem is to strengthen the inequality rc(C∗(Z, X, h)) ≤
1 + 36 ·mdim(h) to rc(C∗(Z, X, h)) ≤ 12mdim(h). By Theorem 9.3 of [5], if (X,h)
has a finite dimensional aperiodic factor, then the constant 36 in Theorem 5.1 of [10]
can be improved to 16. In particular, if (X,h) is minimal, then rc(C∗(Z, X, h)) ≤
1 + 16 · mdim(h). On the other hand, by Theorem 1.3 of [11], for every d ∈ Z>0
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there exists a compact metric space X and a minimal homeomorphism h : X → X
such that mdim(h) = d/2 but (X,h) cannot be embedded into the the shift on
([0, 1]d)Z. Thus, presumably the best possible result gotten by combining the results
in this paper with an embedding theorem for minimal homeomorphisms would be
rc(C∗(Z, X, h)) ≤ 1+2 ·mdim(h). A proof that rc(C∗(Z, X, h)) ≤ 12mdim(h) seems
to require that one work much more carefully with direct systems of recursive
subhomogeneous algebras. Nevertheless, there are potentially interesting smaller
improvements, some of which lead to questions which are interesting in their own
right.
Let h : X → X be a minimal homeomorphism. It is known, and easy to prove
(see Proposition 2.7 of [12]) that mdim(hn) = n · mdim(h). If the conjecture
rc(C∗(Z, X, h)) = 12mdim(h) is correct, then the following conjecture must hold.
Conjecture 5.1. LetX be a compact metric space, let n ∈ Z>0, and let h : X → X
be a homeomorphism such that hn is minimal. Then
rc(C∗(Z, X, hn)) = n · rc(C∗(Z, X, h)).
Proving this conjecture directly would enable one to improve the inequality
rc(C∗(Z, X, h)) ≤ 1 + 36 ·mdim(h) to
(5.1) rc(C∗(Z, X, h)) ≤ 36 ·mdim(h),
and thus deduce the main result of [3], as follows. Suppose first that there are
infinitely many n ∈ Z>0 such that h
n is minimal. For such n, Corollary 4.8 gives
rc(C∗(Z, X, hn)) ≤ 1+36 ·mdim(hn). Applying Conjecture 5.1 and Proposition 2.7
of [12], and dividing by n, would give
rc(C∗(Z, X, h)) ≤
1
n
+ 36 ·mdim(h).
So (5.1) would follow. Otherwise, there must exist infinitely many prime numbers
p such that hp is not minimal. For such p, let Z ⊂ X be a nonempty minimal set
for hp. For any two of the sets Z, h(Z), . . . , hp−1(Z), the intersection is invariant
under hp, so these two sets must be equal or disjoint. Since p is prime, if any two are
equal then they all are, so the sets on this list are all distinct. These sets coverX , so
X has at least p connected components. Since p can be arbitrarily large, we see that
X has infinitely many connected components. Now rc(C∗(Z, X, h)) ≤ 12 ·mdim(h)
by [6].
To approach Conjecture 5.1, let u ∈ C∗(Z, X, h) be the standard unitary, as
in Notation 1.2. Let β : Z/nZ → Aut
(
C∗(Z, X, h)
)
be the action obtained by
restricting the dual action on C∗(Z, X, h) to Z/nZ ⊂ S1. Thus, β is generated
by the automorphism β1 ∈ Aut
(
C∗(Z, X, h)
)
such that β1(f) = f for all f ∈
C(X) and β1(u) = e
2pii/nu. The fixed point algebra C∗(Z, X, h)β is C∗(Z, X, hn).
So Conjecture 5.1 could be proved by finding suitable conditions on an action
β : Z/nZ→ Aut(B) under which under which
(5.2) rc(Bβ) = n · rc(B).
To get a heuristic idea of what such conditions should be, consider the following
three elementary examples:
(1) The trivial action of Z/nZ on C.
(2) The action of Z/nZ on Cn ∼= C(Z/nZ) coming from the action of Z/nZ on
itself by translation.
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(3) With ω = e2pii/n, the action of Z/nZ on Mn generated by conjugation by
diag(1, ω, . . . , ωn−1).
The relation (5.2) holds with B and β as in (3) but not as in (1) or (2).
It seems perhaps more useful to consider crossed products, recalling that the
original algebra is the fixed point algebra of the dual action on the crossed product.
We thus want conditions on an action α : Z/nZ → Aut(A) which imply that (5.2)
holds with β = α̂, that is,
rc
(
C∗(Z/nZ, A, α)
)
=
1
n
rc(A).
This happens if α is the action in (2) above, which suggests the following question.
Question 5.2. Let A be a simple unital C*-algebra. Suppose that G is a finite
group and that α : G → Aut(A) is an action satisfying a sufficiently strong out-
erness condition, such as a higher dimensional Rokhlin property or a version of
the tracial Rokhlin property which doesn’t use projections. Does it follow that
rc(C∗(G,A, α)) = card(G)−1rc(A)?
The easiest case in Question 5.2 is surely when α has the Rokhlin property.
Unfortunately, this case is likely to be not very interesting. In many cases (for ex-
ample, see Theorem 3.5 of [8]), if α has the Rokhlin property then A is stable under
tensoring with a UHF algebra. If A is simple and stably finite, then automatically
rc(A) = 0.
In a different direction, we point out that the embedding result we use, The-
orem 5.1 of [10], does not require minimality; it only requires that the system
(X,h) have a factor system which is a minimal homeomorphism of an infinite com-
pact metric space. This suggests that one might try to generalize the inequality
rc(C∗(Z, X, h)) ≤ 1 + 36 · mdim(h) (Corollary 4.8) or the conjectured inequality
rc(C∗(Z, X, h)) ≤ 12mdim(h) to homeomorphisms of compact metric spaces which
have such factors. Explicitly, consider the following question.
Question 5.3. Let X be a compact metric space, and let h : X → X be a home-
omorphism. Suppose there are an infinite compact metric space Y , a minimal
homeomorphism k : Y → Y , and a continuous surjection g : X → Y such that
g◦h = k◦g. Suppose that C∗(Z, X, h) is finite. Does it follow that rc(C∗(Z, X, h)) ≤
1 + 36 ·mdim(h)? Does it follow that rc(C∗(Z, X, h)) ≤ 12mdim(h)?
It seems likely that some condition like finiteness will be needed. The radius
of comparison is not expected to behave well without finiteness, but the other
conditions in Question 5.3 do not imply that C∗(Z, X, h) is finite. For example,
let Y be the Cantor set, let k : Y → Y be any minimal homeomorphism, take
X =
(
Z∪{±∞}
)
×Y , take g : X → Y to be the projection to the second coordinate,
and take h : X → X to be h(n, y) = (n + 1, g(y)) for y ∈ Y and n ∈ Z ∪ {±∞},
with the convention −∞+1 = −∞ and∞+1 =∞. Then C∗(Z, X, h) is not finite.
One major difficulty in answering Question 5.3 is the generalization of the theory
of large subalgebras to the nonsimple case. Nothing is known about this.
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