Let XI,n~...~Xn,n be the order statistics of Tl independent ralldom variables with a common distribution function F and let k n be positive integers such that k n -00 and kn/n -0: as n -00, where 0 ::; 0: < 1. We find necessary and sufficient. conditions for the existence of normalizing and centering constants An > 0 and C n such that the sequence
1. Introduction and Statements of Results. Let X,)( I, X 2 ... be a sequence of independent non-degenerate random variables with a common distribution function F(x) = P{X~x},x E R, and for each integer n 2: 1 let XI,n~... ::; )(n,n denote the order statistics based on the sample Xl,"" X n' Throughout the paper k n will be a sequence of integers such that (1.1) 1~k n ::; 'tl, k n -00, and kn/n -t 0 as n -00; or k n = [noj with 0 < 0: < 1, where H denotes integer part. (We shall refer to the first case as the case 0: =-0.) The study of the asymptotic distribution of the (properly normalized and centered) sums of extreme values (1. 2) k.. n was initiated in [6] for the case when 0: = 0 in (1.1) and under the restrictive assumption that F belongs to the domain of attraction of a non-normal stable law. Later t.he problem was solved in [7] assuming that F has a regularly varying upper tail, and by Lo [131 for all F which are in the domain of attraction of a Gumbel distribution in the sense of extreme value theory. When put together, these results say that whenever F is in the domain of attraction of anyone of the three possible limiting extreme value distributions for the maximum X n,n and 0: = 0 in (1.1), then the sums in (1.2), with suitable c.entering and normalization, have a limiting distribution which is either non-normal stable or normal.
(See Corollary 2 below.) The first aim of the present paper is to give an exhaustive study of the problem of the asymptotic distribution of the sums in (1.2) for an arbitrary F.
All three papers [6), [7) , and [13] [6] only in the domain of attraction case. A different refinement of the quantile-transform method in [4] has established the complete asymptotic distributional theory for the sums Tn(mn,k n }. The second aim of this paper is to completely round off our study of sums of order statistics by means oCthe quantile-transform method, so that papers 141, 151, and the present one together constitute a complete and unified general theory of the asymptotic distribution of sums of order statistics of independent, identically distributed random variables. We emphasize very strongly that the quantile-transform method itself is by no means new. It has been in wide use in nonparametric statistics for many decades and scattered applications of it can be found in probability as well. A good source for its earlier use is the book [19) . It is the approximation result for the uniform empirical and quantile processes in weighted supremum metrics in [2) in combination with Poisson approximation techniques for extremes that has made this old method especially feasible for the treatment of problems of the asymptotic distribution of various ordered portions of the sums of independent, identically distributed random variables. The method was augmented in 14] by a general pattern of necessity proofs which has already been applied in 15 
where u /\1' = min(u,1'), and for a given sequence k n satisfying (J.I) set"n = u(I/71,k'l/tt} Choose and fix any sequence of positive constants fJ n such that uti n < nand IlfJ'L -~0
as n --t 00. Then we have P{fJ n ::; UJ,n :::;: Un,n ::; 1 -fJ n } --t I, as n~00. The following two sequences of functions will govern the asymptotic behavior:
The crucial (necessary and sufficient) conditions these functions will have to satisfy are the following: It will be shown in Lemma 2.5 in the next section that if conditions (II) and (JII) both hold, then 'P(Y)~a for all y E (0,00). Therefore the finite limit <p(oo) := Iimy.-ou <p(y) :::: a exists and, as Lemma 2.5 will also show, for the non-decreasing, left-continuous, nonpositive function <p(.) -<p(oo) defined on (0,00) we have lOU(<p(y) -<p(00))2dy < 00 for all e > o.
Consider now a standard (intensity one) right-continuous Poisson process N(t),O -S t < 00, and two independent. standard normal random variables Z] and Z:/. such that (Z],Z2) is also independent of N(.). Given a function t/J as in condition (I) , a function I.p as in condition (II) satisfying (1.4), and constants 0 :S: b < 00 and 0~r~(1 -a) 1/2, where a is the limit in (1.1), consider the random variable 
where Sk+1 is the (k + l)st jump-point of the Poisson process 1\'(')' both Theorem 1 and 
J~JI
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It is also straightforward to formulate {n}. This is the content of our second corollary below.
As was pointed out in 18], results from de Haan 1101 imply that (1.11) holds if and only if
for some -00 < e < 00 for all distinct°< x, y, v, w < 00, where for e =°the limit is understood as (log x - and by Gnedenko's classic theorem these are the only possible limiting types. Whenever (1.12) holds, we write F E~(c).
For e > 1/2 set 
and note that when (1.12) holds then for the two cases we have chosen to work with the special sequence k n = lanl here. A similar remark applies to our version of Stigler's theorem, formulated as Theorem 5 in [4] .
Consider now linear combinations of k n extreme values of the form The proofs consist of a straightforward technical extension of those in t.he present paper combined with details from [15] . To keep, however, the main ideas easily accessible to a wider audience we decided to only consider sums of extremes in the present paper. We take this opportunity to correct some minor oversights and misprints in paper [4] . First, Lemma 2.6 is not correct as stated. The specification that /(0) = 0 must be changed to /(0) :s°and /(0+)~0. For this reason, whenever in the statements of results or in the proofs a function is specified to be zero at zero, this must be changed to the requirement that it be non-positive on (-00,0] and non-negative on (0,00). In particular, in Theorem 1 the requirement that wdo) = \11 2 (0) = 0 should be weakened to read w t (0) :s 0, Wi (0+)~0, i = 1,2, with analogous changes needed for Theorem 2.
Also, all integrals of the form Jo-Z(z + x)dg(x) should be read as 
where l,is the indicator function, using (1.3), and integrating by parts
Here the sum of the first two terms can be written as
where, for the time being, ffl n and In are any real numbers such t.hat 1~m n <; In~k n .
Hence where
This distributional equality is of course true without regard to the underlying probability space where the order statistics U),n, .. " Un,n are defined. In the proof of Theorem 1 we shall be working on a specially constructed space (n, A, P) described in [2,3,5\. It carries two independent sequences {yJj),n~I},j = 1,2, of independent, exponentially distributed random variables with mean one and a sequence {Bn(t),O~t~l;n~I} of Brownian bridges with the following property: for the G n in (2.1) and the uniform quantile
where
for any fixed 0:::; v < 1/4. Note that it is justified to call the above Uk,n "order statistics" since it is well known that (.~dn)/S,. 
:( N(t) -t)dcp(t).
Since we have (1.4) by Lemma 2.5, We distinguish three cases. lim ItPn;.! (x)1 = 00 for some -00 < x < 00 R2 -""00 lim l'Pn~(y)1 = 00 for some 0 -.; y < 00.
n~-""00 
n-+oo
At the beginning of the present section we saw that for Tn in (2.12),
M-oo n-oo
The case i = 1 is trivial because R~I) = 0 if U I n > n -I, and hence , for all M > o. The case i = 2 follows exactly as in the proof of Lemma 2.8 in [4] , using (2.15) and noting only that in the present generality of having a~0 in (1.1) one has to replace c in the limit in relation (2. Iimsup ItP~~(x)l < 00 for all -00 < x < 00,
Iimsuplep~~(y)1 < 00 for all 0 < y < 00. This of course implies that the same is true along the original {n d.
n2----' OO
Now suppose that (1.10) holds. Let again {n2} C {nd be arbitrary. By Theorem 2 there exists a further subsequence {n3} C {n2} such that (I), (II) and (Ill) hold along {n3} with An:: == A~~and appropriate functions lP and tP satisfying conditions (1.4) and (1. 7), respectively, and a constant 0~a < 00, and the distribution of Z is necessarily that ofV(lP,t/J,b,T,o) +C with some constant 0~b~a, 0~T:S (1--0)1/2 and -00 < C < 00.
Thus by Lemma 2.7, 'P == 0, tP == 0 and b> O. Hence a> 0, yielding that (I) and (Il) hold along {n3} with Ana == n~/2ana' 'P == 0 and t/J == O. Since {n2} was arbitrary, the same must be true along the original sequence {n d. 
for some function L slowly varying at zero and some finite constant A.
The following lemma is a slight extension of Lemma 2 in 161. 
, if c = 1/2 and Q = 0; and 
Proof. The case c > 1/2 can be inferred from Lemma 1 in 16J and Lemma 2.8. The cases c = 1/2 and 0 < c < ] /2 are proven in Lemma 6 in [7] , and the same proof given there for 0 < c < 1/2 also works for c < o. Proof. Assertion (2.27) follows directly from Lemmas 4 and 6, while (2.28) from Lemmas 2 and 6 of Lo [13] . 
·Note that by (1.3) The proof of the first statement of Proposition 2 is the same as above upon noti/lg that
and, with the supremum taken again over all Borel sets B Oil the line, sup IP{nU 1 • n E B} -P{Y E Bli -,0 as n -. 00.
B
The latter follows from Theorem 2.6 of Reiss 117].
The equivalence of (3.3) and (3.4) is an easy exercise well known in extreme value theor~0 We note that since tP and 'P can only be constants if they are zero, the limits in (3.1) and (3. We emphasize that the numbers d nj > 0 determining the jump sizes of the quantile function Q are arbitrary in the above example. Therefore, they can be chosen so that. t.he underlying distribution has moments of arbitrarily high order.
The second example relates the convergence in distribution of extreme sums along subsequences to that of the whole sum. Note that necessarily Var(X) = 00, so that we must have as n--.. oo.
i=l u Thus by (3.6), for each 0 < {3 < 1,~o W as J~00.
Hence by a simple diagonal selection procedure we can find a sequence {k nj } such that k nJ -00 and k nJ Inj -+ 0 and -oW as J -00.
• Our last example connects conditions (J), (II) , and (III) with the not.ion of stochastic compactness for sums and maxima and provides a relatively general situation when the 
