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A unified proof is given of the Fritz John necessary condition for constrained 
optimization in finite-dimensional spaces, both real and complex, involving 
polyhedral cones. The theorems proved include equality, as well as inequality, 
constraints, and thus generalize to complex spaces a result of Mangasarian and 
Fromovitz. 
1. INTRODUCTION 
Consider the real finite-dimensional minimization problem: Minimize f(x) 
subject to -g(x) E S and h(x) = 0; wheref, g, h are differentiable functions, 
and S is a polyhedral cone. A Lagrangean necessary condition for this problem 
to have a local minimum was given by Mangasarian and Fromovitz [8], 
generalizing the condition of Fritz John [6], which requires no constraint 
qualifications. This result has been generalized [5] to complex functions on 
complex spaces, omitting however the equality constraint h(x) = 0. In the 
present paper, a unified proof is given for both the real and complex cases, 
including equality constraints. 
Proofs of related theorems often partition the components gi of the vector g 
into those for which gi(a) = 0 and those for which gj(u) # 0 at the minimum 
x = a. This is inappropriate here, since the statement that g(u) is on the 
boundary of the cone S is no longer expressed by the vanishing of particular 
components of g(u). The proof of a necessary linearization lemma is much 
simplified here by not partitioning. 
Related results for real infinite-dimensional spaces are given in [4], where 
the proofs are much more complicated. 
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2. PRELIMINARIES 
In this paper, vector spaces V, W, 2 are finite-dimensional, real or complex; 
vectors are column vectors; superscripts T, -, H denote transpose, conjugate, 
conjugate transpose; 
R, = PO, ~0); R+k = (x E R”: (Vj)zj E R,); 
the inner product u*v = uTv in Rk, Re ZPV in C”, and the norm 1) II 1) = (u*~)~Is; 
these are transferred to the vector space V by an isomorphism of V onto R” 
or Ck, for some K. It is noted that the isomorphism of C” onto Rzn, given by 
xj + iyj I-+ xj , yj (j = 1,2 ,..., n), and the isomorphism of 
onto R2*, given by (x + iy, x - iy) I-+ (21/2x, 2112y), both preserve this inner 
product. If the vector u is a function of a real variable t, then u = o(t) 
means that t-l(l u (( -+ 0 as ( t j -+ 0. 
A polyhedral cone S in the vector space V is the image of R+“, for some m, 
by a linear mapping of finite rank; int S is the interior of S. Then S + S C S; 
if s E int S then s + v E S for all v with (/ v [I sufficiently small; hence 
s E int S = ts + o(t) E S for all real t with 1 t [ sufficiently small. The dual 
cone of S is 
S* = {y E V: y*s E R, for each s E S>. 
Motzkin’s alternative theorem [9, 7J may be expressed in the following 
form. Let X, Y, Z, be vector spaces, real or complex, let A: X --+ Y and 
B: X + 2 be linear mappings, and let T C Y and S C 2 be polyhedral cones, 
with int S # D. 
The theorem states that exactly one of the following systems has a solution: 
(I) -AA E T, -Bh E int S; 
(II) w*(Ap) + u*(Bp) = 0 for all p E X, where w E T*, 0 # u E S*. 
If X = RT, Y = Rm, Z = Rk, this result is a restatement of the Motzkin 
theorem of [9 and 71. If X, Y, 2 are real vector spaces, the theorem is proved 
by mapping X, Y, 2 isomorphically onto suitable spaces R’, Rm, Rk, applying 
Motzkin’s theorem, and then mapping back, noting that the isomorphisms 
preserve the inner product. If X, Y, 2 are complex vector spaces, the same 
proof applies, with r, m, k replaced by 2r, 2m, 2k, and the inner product 
previously defined. The same proof also applies when X = M (as previously 
defined); although M is not a linear subspace (over the complex field) of P, 
the isomorphisms map A and B onto linear mappings (over the real field), to 
which Motzkin’s theorem can be applied. 
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If X = Cr, Y = Cm, Z = C”, then the above alternative theorem yields 
the same result with w*z reinterpreted as wHz; this is the complex Motzkin 
alternative theorem given by [l]. But this interpretation is not applicable when, 
instead, X = M. 
A mapping g: V + W is differentiable at a E V if 
g(u + 4 = m + gw + 41 u II)> 
where the Frechet-derivative g’(u): V + W is a continuous linear mapping. 
If x = a + u E V = R” and W = R”, then g’(u) is the matrix with com- 
ponents 8gi/ax, 12.a . If instead, a + u = (a, 2) E V = M, then calculation, 
based on [3, p. 619, Eq. (A)], h s ows that g’(u)u = gz(z - a) + g,(% - a), 
where g, and g, are matrices of partial derivatives agil&, , respectively, 
ag,/azj , taken at (2, X) = (so, 2s) = a. 
For arbitrary u E C”, t E R, and derivatives evaluated at a = a, 
fJZ + 524 = conj[gzu + g$ii] (where conj means conjugate) 
= conj li~i t-l[g(u + tu, a + tG) - g(a, a)] 
= $+y t-y‘@ + tu, a + tiz) - &a, CT)] 
-- = gp + gg4. 
Since u is arbitrary, it follows that 
gz: = ge and $3 = F4 
whenever g is differentiable. (These identities were given in [3, p. 619, 
Eq. B]) for analytic functions.)] 
The implicit function theorem will be used in the following form [2]. Let 
h: V ---f Z be a differentiable mapping, such that h(u) = 0, and h’(u) has full 
rank, i.e., there is a proper subspace V, of V such that the restriction of h’(u) 
to V, is a bijection of V, onto Z. Then, to each nonzero vector b such that 
h’(a)b = 0, and to each sufficiently small real X > 0, there exists a solution 
x = hb + u of h(x) = 0, where u = o(X). 
The proofs of the Fritz John theorems which follow are based on the above 
corollary of Motzkin’s theorem, and on the following linearization lemma. 
LEMMA. Let +: V + R, g: V -+ W, h: V + Z be dzjj?erentiubZe mappings 
(the vector spaces V, W, Z may be real or complex); let S C W be a closed convex 
cone with nonempty interior; ,for a E V, let 
A = [h’(u) 01, 
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If 5 = a is a local minimum for the problem: 
(PI Minimize 4(c) subject o -g(c) E S and h(t) = 0; 
and h’(a): V -+ Z has full rank, then the system; 
(Q) -Ah E {0}, -Bh E int K; 
has no solution h E V x R. 
Proof. Suppose that (Q) has a solution A; set XT = [a’, pT], with 01 E V, 
@ E R. By the implicit function theorem, the equation h(c) = 0 has a solution 
5 = a + tol + q(t), valid for all sufficiently small t E R, , where q(t) = o(t). 
Then, for all sufficiently small positive t, 
+(a + ta + dt)) - d(a) = Wab + +‘(a) r](t) + 4) 
= t$‘(a)a + o(t) -c 0, 
since by supposition -$‘(a)a! > 0; but 
-da + ta + 7(t)> = -g(a) - tg’(+ - g’(a) rl@) 4) 
= (1 - VN-g(a)> + t(-g’(+ - &>P) + o(t) 
E s, 
since -g(a) E S and, by supposition, -g’(a)a - g(ar)p E int S. So 5 = a is 
not a minimum for (P). 
3. FRITZ JOHN THEOREMS 
THEOREM 1. Let +: R* -+ R, g: R” -+ R”, h: R” + R’ be dz~~entiable 
mappings; let S C R” be a polyhedral cone with nonempty interior. A necessary 
condition for the minimization problem: 
Minimize 4(x) subject o -g(x) E S and h(x) = 0; PU 
to have a local minimum at x = a is that there exist T E R+ , v ES*, and 
w E Rr, with T, w, and a not all zero, such that: 
q%‘(a) + vTg’(a) + wTh’(a) = 0 
vTg(a) = 0. 
(Jl) 
Proof. If h’(a) has not full rank, there is a nonzero vector w E R’ with 
wrh’(a) = 0, and so (Jr) has a solution w # 0, T = 0, v = 0. Assume then 
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that h’(a) has full rank. Since x = a is a minimum of (P), the Lemma shows 
that (Q) has no solution. From this, Motzkin’s theorem shows that the system 
w*A + u*B = 0 has a solution w E (0)” = R’, 
And this is exactly (Jl). 
THEOREM 2. Let f: M -+ C, g: M-+-C”, h: M +C’ be di&rentiable 
mappings; let S C Cm be a polyhedral cone with nonempty interior; let $ = Ref; 
let 5 = (z, 2), for .z E 0. Then a necessary condition for the minimization 
problem: 
Minimize #(<) subject o -g(l) E S and h(c) = 0, P2) 
to have a Local minimum at 5 = a = (q, , ~~0) E M is that there exist r E R, , 
v E S*, w E CT, not all zero, such that: 
-$z + (vHgz + v’g;) + (wxhz + wrh;) = 0; Re(vHg) = 0; (J2) 
where the functions $, g, h and their partial Frkhet derivatives g, , etc., are all 
evaluated at [ = a. 
Proof. An argument similar to the proof of Theorem 1 shows that there 
exist T E R, v E S*, w E C?, not all zero, such that 
(i) KX = (1/2)7+(a)h + v*g’(a)h + w*h’(a)h = 0 for all h E M, and 
(ii) v*g(a) = 0. 
Expansion of (i) shows that, for each h = (u, J) E M, 
W(lP)~(~,u + $&4 + vH(g,u + gp) + wH(h,u + he@)} = 0. 
Hence 
Since u E Cn is arbitarry, the coefficients of u and of G must each vanish. This 
proves the first equation of (J2), and (ii) gives the second. 
Remarks. The identities gZ = 6 and & = gZ show that an equation 
equivalent to the first equation of (J2) is 
Liz + (v”gz + 65) + (wHh, + w%E,) = 0. 
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Also 4, may be expressed in terms off by the identities 
352 =fz +j* =f* +fi. 
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