This paper is a first approach to the study of beta coefficients using fuzzy regression. We intend to improve the calculation of the sector and subsector betas of the Spanish Stock Market using fuzzy regression in an attempt to incorporate all future inaccuracies and the subjectivity associated with decision making. Our objective is to use all the information provided by the market to determine the systematic risk.
Introduction
As is well known, the Capital Asset Pricing Model (CAPM) is a model for establishing optimal portfolios. It sets the expected return on any asset as a positive linear function of its systematic risk measured by means of the beta coefficient (β). This concept emphasizes the importance of systematic risk as a measure of non-diversifiable risk, the only risk that is remunerated in financial markets.
Since betas are non-observable, approximations that are typically based on historical data must be used. The basic underlying notion of this model is that every asset is affected by the market's general movements, assuming that the market factor is a systematic force. Other effects are assumed to be specific or unique to an individual asset and they diversify in a portfolio. One measure of the response of assets to changes in the markets could be obtained by relating the asset performance, R j , to the performance of the market index, R M , according to the following expression:
Rjt=aj+βj RMt+εjt j=1, 2, …, N;t=1, …, T In practice, beta is the ordinary least squares estimator (OLS) of the return on asset j on the portfolio return over a period of time. This estimation, besides using historical returns, requires other practical assumptions. Each assumption can significantly affect results.
The aim of this study is to determine what impact the size of the portfolio and periodicity of the data have on the stability of betas. To do so we shall use fuzzy regression, taking into account all the stock quotes information during the trading days. Results are consistent with the literature but, nevertheless, there is an excess of information. Data was taken from Madrid´s stock exchange in the period 2005-2009, sector and subsector portfolios were studied and Tanaka & Ishibuchi's model was used (see [37] ). This paper begins by discussing related work. In Section 3 we present a brief description of the Tanaka e Ishibuchi fuzzy regression model that we will use later. In Section 4, we will use fuzzy regression to estimate the sector and subsector beta from the Spanish Stock Market in Madrid and analyze obtained data. Finally, we will present the findings.
Related Work
An essential requirement for using beta to obtain the future risk of a financial asset is that it has predictive power. Since future values are calculated from past data, they must be stable over time so that the estimation is correct and precise. Therefore, the more stable a value is over time, the more useful it will be. Although beta is an indicator of risk, its value is not unique and its result will depend on the hypothesis and data that are used. Many authors have studied beta´s historical evolution, and analyzed its capacity to make predictions from empirical and theoretical points of view.
The first decision that must be considered when calculating betas is the length of the sample period. A longer period provides more data, but the company itself could have changed its risk characteristics.
A conceptual problem arises when we try to determine the return on an asset. Financial theory does not specify if returns should be considered on a daily, weekly or even monthly basis. Several studies have shown that beta coefficients can vary substantially depending on the possession period by which their performances have been determined. The magnitude of such changes provides a measure of beta stability. Moreover, the calculation of betas will depend on which price is considered: closing price, average daily price, etc.
Various studies [1] , [2] , [3] , [4] , [5] , [6] analyze the relation between the length of the estimation period and beta stationarity. They find that the prediction ability of betas (and consequently their stationarity) increases with the length of the period. However, this increase decreases in more diversified portfolios.
Beta assets vary from one period to another because, in the first place, the risk measured by the beta coefficient of a value can vary over time. In the second place, each period's beta is calculated with a random error which increases as the coefficient goodness and the prediction power decrease. If we consider a portfolio, random errors committed in the calculation of individual betas will tend to cancel each other out, so a portfolio beta is more stable than a single beta value.
Two studies, [1] and [2] , analyze the seasonality of betas of individual securities and portfolios. They observe that, whereas betas of portfolios with a high number of securities provide a considerable amount of information about future betas, the betas of individual securities provide much less. This result suggests that a portfolio's beta is more stable than a single security's beta. The same direct relationship between the portfolio size and the beta stationarity has been observed in various studies [3] , [4] , [7] , [8] . Another study [9] states that sector betas vary very little and, therefore, recommends using the calculated beta of one sector. Traditional studies on the stability of portfolio betas differ from each other mainly in two areas: the portfolio construction method and the stability test.
Some of the traditional studies mentioned above have used the same portfolio construction method. This involves classifying portfolio securities according to their historical beta. In this way, they produce portfolios of N assets each. The assets with the highest beta are assigned to the first, the assets with the next highest beta to the second and so on until the smallest N is included in the last beta. This procedure is questioned by [10] , which attributes the results of [1] and [2] to the portfolio selection method. If it had been random, there would have been no significant increase in the stationarity of the portfolio beta, even when it increased in size. They conclude, in short, that the results of traditional tests are a direct result of the portfolio construction method, and not of the increase in securities. However, [11] shows that both methods are valid and, therefore, that they lead to consistent results.
The most plausible explanation for the results obtained by [10] is the combination in this study of the random method of portfolio construction and the particular stability test used. This test was also used in pioneering stability work and involves calculating the portfolio betas for every two consecutive assessment periods and obtaining the correlation coefficients between them. If these coefficients in the different periods have high values (close to 1), the betas would be significantly stable. Otherwise, they would not be.
As well as indicating to what extent beta values change over time, this procedure makes it possible to detect the extent to which betas remain in the same group in successive time periods (see [4] ). Like portfolios constructed on the basis of securities ranked by their beta, it will be difficult to produce changes in the beta value that are big enough to make them change their risk class. In fact, many studies have shown that high or low portfolio betas are more stable than intermediate portfolio betas. Instead, with randomly grouped securities, portfolios change their risk class more often.
In short, it is reasonable to expect correlation coefficients to be higher with prior holdings of securities ranked by their beta than with randomly selected securities portfolios. This explains the results obtained by [10] and the observation made by [11] that beta stabilities improved, regardless of the portfolio construction method employed, when the stability test used was the calculation of absolute deviations in betas rather than correlation coefficients. Using the mean absolute deviation as a measure of beta stationarity, these studies observed that it decreased as the number of securities in the portfolio increased.
In the light of the above, and in order to measure the instability of betas not the risk classes, [7] considers that it is much more appropriate to construct portfolios with randomly selected titles and some measure of deviation or change in those values over time, rather than correlation coefficients.
[7] (p. 46) stresses that "in the real world, investors are more worried that their portfolios do not change their risk class than they are of the changes in the order of their portfolios in relation to other portfolios. Seasonality, in this way, should be an absolute measure and not a relative one". For this reason, the author proposes the simultaneous satisfaction of two conditions so that it can be said that beta is stationary. First, historical or ex-post betas should be an adequate approximation of future or ex-ante betas. This condition must be fulfilled if betas are to be used for predictive purposes. Second, the value of the future beta must not exceed certain limits that are acceptable to investors, so that the portfolio can remain within the same risk class on the considered horizon. This condition will be satisfied if the standard deviation (or variance) of the exante beta is small, as this will mean that expected beta values have low dispersion around an expected mean value.
In short, stationarity improves when the number of portfolio securities increases if the average ex-post beta provides a better approximation of the average ex-ante beta as the size of the portfolio increases and if the standard deviation of the ex-ante beta decreases when the number of securities in the portfolio increases.
Another line of analysis is the hypothesis that betas vary over time. In [12] a conditional CAPM is specified, on the basis that the beta and expected returns vary over time. The results are better than those of the static model. Similarly, [13] uses 6 different techniques to make a study of 18 sectors in Europe, and shows that variable betas estimate the profitability of the sector, explained in terms of market movements, more efficiently than OLS. Similar results can be found in [14] and [15] .
The previous empirical and theoretical literature on factors that can influence beta stability usually focused on a risk environment. This perspective highlights the instability of betas. In an attempt to incorporate all the underlying future uncertainty and the subjectivity related to the decision making process, we propose a further step that uses elements of the Theory of Fuzzy Sets. In particular, we propose to estimate the market model using fuzzy regression methods.
The objective of fuzzy regression is to determine a functional relationship between a dependent variable and a set of independent variables. As we will show, fuzzy regression is in many ways more versatile than conventional linear regression because functional relationships can be obtained when the independent variables, dependent variables, or both, are not crisp values but intervals or fuzzy numbers.
In contrast to ordinary regression, which is based on probability theory, fuzzy regression can be based on possibility theory and fuzzy set theory. In ordinary regression analysis, the unfitted errors between a regression model and observed data are generally assumed to be observation error, which is a random variable with a normal distribution, constant variance, and a zero mean. In fuzzy regression analysis, the same unfitted errors are viewed as the fuzziness of the model structure, as was initially developed in [ This modelling technique has some advantages over the traditional regression technique. It enables all the available information on prices to be incorporated. It is not limited to a single or an average price. In financial markets the same asset is traded at different prices during market hours. When econometric techniques are used, a single number must quantify observations (closing prices, average prices, etc.). In this process, a great deal of information is lost. The selection of one value or another is arbitrary. Fuzzy regression methods, on the other hand, make it possible to adjust the functional relation using all the information available about the observed values. In addition, the results of estimations are fuzzy numbers, not random variables, so they are simpler to treat and less demanding in terms of assumptions. For a more rigorous analysis of this issue see [35] and [36].
Fuzzy Regression using the Tanaka and Ishibuchi Model
The goal of fuzzy regression is to determine a functional relation between a dependent variable and several explanatory variables, where the estimated parameters are confidence intervals (CI). For a more rigorous analysis of this issue, see [35] , [36] , [38] and [39] .
A CI A is represented by its upper and lower bounds as A=[a 1 , a 2 ]; or by its centre and its radius A=a C , a R  where:
-Y j is the j-th observation of the dependent variable, j=1,2,…,n, expressed by a confidence interval -X j is the vector of the j-th observation of the independent variables, with j=1,2,…,n. Then, X j is an m-dimensional variable X j = (X 0j , X 1j , X 2j , …, X ij , …, X mj ) where X 0j =1 j, and X ij is the value of the j-th observation for the i-th variable. We assume that observations are crisp. The relation between the dependent and independent variables is linear:
The final goal is to determine centres and radiuses of A i that are compatible with the available observations.
In order to estimate the value of the j-th independent variable, , we do the sum:
The goodness of fit is inversely related to the uncertainty (width) of the estimations of the observations . The width of is the radius of the confidence interval , which is obtained in the following way:
Then, the total uncertainty of all the sample estimations, z, is the sum of the radiuses of the estimations:
The parameters A i must achieve not only the least possible uncertainty of , but also that , be as close as possible to the observation of the explained variable . In this context, we define two approximations of congruent with .
[37] postulates that the observation must be included within its estimation:
. In other words:
and In order to determine the parameters, A i , the following linear program must be solved:
The first restriction ensures that the lower bounds of the estimations are lower than the lower bounds of the observations. The second restriction guarantees that the upper bounds of the estimations are higher than the upper bounds of the observations. The third restriction imposes a positive radius for the CI.
Estimation of Sector and Subsector Betas
In order to perform our study, we took daily values from the General Index of the Madrid Stock Exchange (IGBM) and from the sector and subsector indices.
The specification and rationale for the temporal dimension of the rate of return is sometimes forgotten. Some studies use daily performance rates, while others use weekly, monthly or annual rates. There are, however, theoretical grounds for believing that the historical rate must be calculated from weekly quotes. First, [40] concludes that the beta coefficient estimated from weekly data is a response to the concept of instantaneous systematic risk of the market model.
Secondly, the use of daily quotes presents the problem of asynchronous or infrequent trading ([41], [42], among others), whereby the stock dynamics is not identical for all securities. This lack of synchronization in stock movements makes it advisable to space out the frequency of observations.
Thirdly, [43] argues that the week can be considered as the possession horizon for the investor for reasons of imperfection in information processing. The detection of the "weekend effect" or the "day-of-the-week effect" has led to proposals that investors should have a weekly possession horizon and objective considerations whose frequency is weekly (ordinary press releases, financial newsletters and securities, etc.).
Market return is proxied by the closing prices of the General Index of the Madrid Stock Exchange (IGBM). According to [31] , in order to calculate betas using fuzzy regression models, 12 ,    , we express weekly returns by means of a confidence interval, [R 1 , R 2 ], whose bounds are given by:  the lowest return, R 1 , that the investor can achieve. This happens if the investor buys the asset at its highest price on day t-1 (P max, t-1 ) and sells the asset on day t at the lowest price (P min, t ):
 the highest return, R 2 . The investor obtains this return if he buys the asset at the lowest price and sells it at the highest price:
This way of calculating returns enables all the information contained in the different prices of each trading day to be included. With these data, we proceed with the estimation of the market model by using the Tanaka and Ishibuchi fuzzy regression model for the period between 01-01-2005 and 06-31-2009.
In order to verify if the number of securities and the length of the holding period influence the stability of the beta coefficient, as reported in studies with traditional techniques, we make estimations using fuzzy regression. Results are shown in Appendix A and B. Each table shows the result for a sector covered by IGBM and includes the result of the subsectors into which they are divided. So for each sector and subsector the table gives the minimum and maximum value (β 1, β 2 ) of the resulting interval. To analyze the importance of the length of time, the results are computed using quarterly ( Table 3 to 7) and biannual data ( Table 8 to 14).
According to [31] in order to verify if the number of securities and the length of the holding period influence the stability of the beta coefficient as reported in studies with traditional techniques, we use the standard deviation of the estimation of calculated betas as a comparison measure. We calculate the deviation of the lower betas, , upper betas, , the sum of both , and the joint deviation of the  1 and  2 , . The results for quarterly (biannual) betas are presented in Table 1 (Table 2) . In this way, we verify that all quarterly sector betas are much more stable than those from their corresponding subsector. Similar conclusions are drawn from biannual betas.
To study the extent to which the length of the estimation period affects beta stability, portfolio betas are estimated for different intervals but the same holding period (weekly). An analysis of the beta's standard deviations for different estimation periods shows that the longer the period is the greater the stability. We verify that, in the Spanish market, the biannual beta is more stable than the quarterly beta using both ways of measuring deviation. Some sectors are more stable than others, independently of the estimation period. Consumer Goods and Consumer Services are the most stable sectors, whereas Technology and Communications is a highly unstable sector.
Our results, obtained using a fuzzy methodology, are consistent with results of studies based on traditional econometric techniques.
Conclusions
In recent decades many academic studies have questioned beta stability. While earlier studies were based on simple methodologies, the development of models, algorithms and computational systems has led to more sophisticated testing techniques. Nevertheless, all these contributions take place within a risk environment. We consider that decision making processes, especially those using betas as a risk measure, take place in an uncertain environment. Therefore, in this paper we made a preliminary approach to studying this coefficient stability by using fuzzy regression models.
This modelling approach has some advantages over the traditional regression technique. In the first place, the estimations that we obtain after adjusting the fuzzy coefficients are not random variables, which are often difficult to treat numerically, but fuzzy numbers, which are easier to treat.
The fuzzy regression method presents different results from ordinary regression. The differences between fuzzy regression and ordinary regression are due to the different meanings of the deviations between the observed values and estimated values. In ordinary regression, deviations are viewed as random errors due to observation inconsistency. In fuzzy regression, the deviations are viewed as fuzzy errors due to system fuzziness. In ordinary regression analysis, probability theory is used to model random errors, and the result is presented as an ordinary regression equation. On the other hand, fuzzy set theory can be used to model fuzzy errors, and the result can be presented using a fuzzy regression equation.
If the phenomenon under study is economic or social, observations are a consequence of the interaction between the beliefs and expectations of the agents who take part in the phenomenon. We have already stated that, in our opinion, such a phenomenon should not be modelled using probability theory. For example, the security prices that are negotiated in financial markets are the consequence of the participants' expectations about the economic future, the trust that the security issuers generate in operators, etc.
In this case the linearity between the explained variable and the explanatory variables, which is assumed using both conventional and fuzzy regression, is oversimplified. However, we believe it is more realistic to model the bias that can arise between the realizations of the dependent variable and their theoretical values on the assumption that the relationship between the dependent variable and the explanatory variables is fuzzy, and not on the assumption that this bias is of a random nature. With respect to the prices of financial assets, we will be assuming, at least, that there is a strong subjective component in their determination.
Moreover, in many circumstances the observations of the dependent variable, the independent variable or both do not come from a particular number, but from a confidence interval. For example, the price that is negotiated in financial markets during a trading day for a particular security is hardly unique, but it is usually negotiated within a range limited by a maximum price and a minimum price. When the minimum square techniques-or the most sophisticated likelihood-are used, the observations of the explained (and explanatory) variable must be quantified using a unique number (for example, the average price negotiated or the last price in the model which will be implemented). This procedure clearly involves considerable information loss. When fuzzy regression models are implemented, the value of the observed variables does not need to be reduced to and represented by a single real number so we can work with all the information available.
The fuzzy regression method uses linear programming to estimate the fuzzy coefficients in the resulting models. As pointed out in [44] , as the number of data sets increases, so it may be more difficult to use linear programming to estimate fuzzy beta. Each data set results in two constraints on the fuzzy regression formulation. As the number of data sets increases, the number of constraints increases proportionally. This increase might result in computational difficulties when using linear programme software or computers.
Taking into account that econometric fuzzy models mean that all the stock quotes information can be incorporated, and that there is no need to make assumptions on the basis of the random term which is difficult to apply, this method makes it possible to improve the prediction of future stock quotes.
The empirical evidence obtained from fuzzy regressions is consistent with that reported in traditional econometric studies on beta stability. The relevance of this verification is that the more stable β is, the more confident the predictions are. We observe that sector betas are more stable than subsector betas. Additionally, betas are more stable if the estimation periods are longer. Moreover, some sectors are more stable than others, independently of the estimation period. Consumer goods and Consumer Services are the most stable sectors, whereas Technology and Communications is highly unstable.
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