Underwater machine vision has attracted significant attention, but its low quality has prevented it from a wide range of applications. Although many different algorithms have been developed to solve this problem, real-time adaptive methods are frequently deficient. In this paper, based on filtering and the use of generative adversarial networks (GANs), two approaches are proposed for the aforementioned issue, i.e., a filteringbased restoration scheme (FRS) and a GAN-based restoration scheme (GAN-RS). Distinct from previous methods, FRS restores underwater images in the Fourier domain, which is composed of a parameter search, filtering, and enhancement. Aiming to further improve the image quality, GAN-RS can adaptively restore underwater machine vision in real time without the need for pretreatment. In particular, information in the Lab color space and the dark channel is developed as loss functions, namely, underwater index loss and dark channel prior loss, respectively. More specifically, learning from the underwater index, the discriminator is equipped with a carefully crafted underwater branch to predict the underwater probability of an image. A multi-stage loss strategy is then developed to guarantee the effective training of GANs. Through extensive comparisons on the image quality and applications, the superiority of the proposed approaches is confirmed. Consequently, the GAN-RS is considerably faster and achieves a state-of-the-art performance in terms of the color correction, contrast stretch, dehazing, and feature restoration of various underwater scenes. The source code will be made available.
I. INTRODUCTION
Ocean science has been vigorously studied in recent years. With the rapid development in computer vision, a multitude of underwater vision tasks have emerged. For instance, to overcome the problem of low-contrast underwater visualization, Chuang et al. utilized a segmentation algorithm for multiple fish-tracking [1] . In addition, Lee et al. proposed a color restoration algorithm to achieve high-performance underwater object detection [2] . Apparently, all underwater visual tasks can benefit from high-quality underwater images or videos. However, underwater scenes are far worse in quality and more changeable compared to terrestrial environments. Thus, the advancement of underwater machine vision has become a popular research area.
Color distortion, contrast reduction, and haziness are typical issues of image degeneration. In recent decades, many restoration approaches have been proposed. The Gray World (GW) algorithm corrects the color under the assumption that the average RGB components in a white-balanced image tend to have the same gray value [3] . As a classical alternative to stretching the contrast, a histogram equalization has been maturely developed, namely, contrast limited adaptive histogram equalization (CLAHE) [5] . In terms of dehazing, He et al. created the dark channel prior (DCP) algorithm for haze removal [7] . Although the aforementioned methods solve the problem of degeneration from their own particular perspective, underwater vision degeneration contains all three aspects. Thus, some studies on underwater image restoration have been conducted based on information estimation. For example, Chiang et al. analyzed the wavelength of underwater light, compensating it to achieve a superior color fidelity [4] . However, underwater scenes are changeable, and the existing literature has had difficulty handing a variety of types of underwater vision degeneration using a constant model or parameter setting. Moreover, few studies have emphasized the time efficiency, which is a pivotal factor for autonomous maritime and underwater operations. Thus, it is essential to develop an adaptive real-time method for underwater vision restoration.
Recently, Generative Adversarial Networks (GANs) [16] have been successfully employed in image-to-image translation tasks, e.g., style transfers and super-resolution [21] . The GANs are a mini-max two-player game between the generator G and discriminator D. Using an adversarial training process, the discriminator D learns to distinguish a real image from a synthesized image, and the generator learns to fool the discriminator. When D has difficulty distinguishing a real image from a synthesized sample, the image generated by G is deemed closely similar to the real version. It is clear that image restoration can be treated as an image-to-image translation, and thus we are certain that GANs are able to restore the underwater scenes if trained with the original underwater images and the corresponding in-air versions. More specifically, an original underwater image serves as the input, and G then provides its production. If D has difficulty distinguishing the synthesized data and the in-air version, the generator successfully restores the underwater image. Furthermore, taking advantage of the powerful fitting capacity in the neural networks, the GAN-based method can operate adaptively. Unfortunately, in-air versions of underwater environments are almost impossible to obtain. As a compromise, synthetic in-air data based on a traditional restoration method can be utilized. As a result, GANs perform similarly but no better than the employed restoration method. Therefore, to break through this limitation, improvements need to be applied to the existing GAN framework.
In this paper, to adaptively advance underwater machine vision in real time, we propose a filtering-based restoration scheme (FRS) and a GANs-based restoration scheme (GAN-RS). Providing supervision during GAN-RS training, the FRS is developed using an artificial fish school algorithm, a Wiener Filter, and CLAHE. Instead of traditional information of the underwater image formation, the high-level parameters in the Fourier domain are designed to avoid frame-by-frame information estimation or search in similar environments. The results of FRS are then employed to train a supervised GAN, and GAN-RS is built to improve the quality of the underwater machine vision further, example results of which are illustrated in Fig. 1 . Creatively, the DCP loss and underwater index loss are designed for training, and the combination of the loss functions obeys a multi-stage loss strategy. Correspondingly, an underwater branch is added to the discriminator, which predicts the probability that an image is aquatic. Extensive comparison experiments verify the restoration quality, time efficiency, and adaptability of the proposed algorithms. To the best of the authors' knowledge, few restoration methods in the existing literature have a real-time capability and adaptability. The contributions made in this paper are summarized as follows:
• As a traditional method, FRS requires fewer messages from an image. Hence, FRS is well suited for use in real-time applications. • The underwater index loss and underwater branch guarantee that GAN-RS will obtain a better comprehension of the underwater attributes, and make further improvements regarding the restoration quality. Moreover, the GAN-RS no longer needs an information estimation or parameter search. • GAN-RS is extremely fast, and achieves a state-of-theart restoration performance. Further, it can be leveraged as a general framework to enhance or combine any other restoration methods for clear vision, time efficiency, and adaptability. The remainder of this paper is organized as follows. Underwater image restoration and image-to-image translation are reviewed in Section II. FRS and its components are detailed in Section III. Section IV analyzes GAN-RS, followed by its architecture and training details. Experimental results and analyses are provided in Section V. Finally, some concluding remarks are offered in Section VI.
II. RELATED WORK A. Formation of Underwater Vision
A general analysis of underwater vision was presented in [9] . Schechner and Karpel modeled the transmission of an underwater optical signal, which was composed of a direct transmission and forward scattering. A portion of the optical energy will be absorbed during the direct transmission, causing color distortion and low contrast. The signal of the direct transmission D was expressed as exponential decay:
where η is the attenuation coefficient, z is the object-to-camera distance, and j is the signal from the object. In addition, forward scattering causes an image to become hazy. Therefore, the signal after forward scattering F can be formulated through convolution:
where g z is a point spread function [10] . In addition, Schechner and Karpel introduced backscattered light b, which is from an ambient illumination source and scattered into the line of sight. Thus, the degenerated signal l is the comprehensive result of these three phenomena:
(3)
B. Traditional Underwater Image Restoration Methods

1) Estimation-Based Restoration Method:
A group of existing methods for restoring underwater images are based on an image formation model (IFM). Peng and Cosman created a comprehensive summary regarding image information estimation based on DCP or maximum intensity prior (MIP), and a restoration method based on image blurriness and light absorption (RBLA) was proposed [12] . Consistent with [9] , the IFM can be simplified as follows:
where l λ is a degenerated signal, j λ is the original object radiance, B λ is the background light (BL), and t λ represents a transmission map (TM), which denotes the percentage of object radiance received by the camera. Clearly, B λ and t λ are difficult to measure, and thus need to be estimated. Classically, DCP is a frequently used tool for estimation of BL and TM, which is defined as follows:
where p represents the pixel coordinates, and Ω is an image patch around a pixel P . According to [7] , the BL is determined as the top 0.1% brightest pixels in l rgb dark , and t λ can also be estimated under the assumption of j rgb dark = 0. Based on the aforementioned theory, Li et al. hierarchically estimated the BL using quad-tree subdivision, avoidance of the suspended particles, and bright disturbance removal [8] . Finally, pixels with the maximum blue-red difference in the original image are selected as the global BL. Meanwhile, a TM estimation method is characterized as achieving minimum information loss, which is defined in a local block for the red channel. Then, smoothed using the relative total variation [14] , the TM can be treated as a linear combination of the red channel blocks.
As an effective tool for nonlinear fitting, neural networks have recently been utilized for IFM estimation. Shin et al. proposed a CNN architecture to estimate the BL and TM synchronously, consisting of multi-scale fusion, multi-scale feature extraction, and nonlinear regression [15] .
Therefore, the original object radiance j λ can be recovered using (4) after the BL and TM are obtained. More variants of this estimation-based method are discussed in [12] .
2) Fusion-Based Restoration Method: Model-free methods that depend on information fusion make up another group of restoration approaches. Ignoring IFM, the approach proposed by Ancuti et al. derives the inputs and weights from a degraded image [6] . There are two input maps, i.e., a white balanced version and a noise-reduced version. The former can be obtained using a simple illumination estimation, whereas the latter is processed using a temporal bilateral filter [13] , which performs well with edges and temporal coherence preservation.
Additionally, fusion weight maps have been designed, including a Laplacian contrast weight (WL), local contrast weight (WLC), saliency weight (WS), and exposedness weight (WE). According to the authors' description, WL deals with global contrast, WLC comprises the relation between each pixel and its neighborhood average, WS emphasizes the discriminating objects that lose their prominence in an underwater scene, and WE preserves the constant appearance of a local contrast.
Despite a lack of IFM in a fusion-based framework, a large body of messages from a specific image is still required. Unlike traditional methods, this paper restores underwater machine vision from another perspective. Our algorithms ignore any low-level information, i.e., BL and TM, in a degenerated image, the frame-by-frame estimation of which is time-consuming. For example, the average processing time of the dehazing and contrast enhancement algorithms in [8] are 0.764 s and 0.968 s. Instead, two high-level parameters are searched in FRS, which can be shared with similar scenes.
Further, a parameter search is also omitted in GAN-RS, and thus the proposed methods perform better in terms of realtime capability and adaptability in changeable underwater environments.
C. GANs-Based Image-to-Image Translation
With the development of deep learning, particularly GANs, approaches to image-to-image translation have been rapidly developed in recent years. In general, learning-based methods can be divided into two categories, i.e., supervised and unsupervised image-to-image translation.
1) Supervised Approaches: If the ground truth exists, the network can be trained in a supervised way [20] - [24] . Zhu et al. used GANs to learn the manifold of natural images, where the generator presents the scenes or objects from the profiles [20] . For a style transfer and super-resolution, Johnson et al. proposed a perceptual loss function with the VGG-16 network [21] , [29] . Further, combining an adversarial loss with the mean squared error (MSE) and VGGNet, Ledig et al. reconstructed a perceptual loss to guide G more effectively. As a result, a four-fold increase in resolution was achieved [22] . Meanwhile, residual blocks were employed to design the generative network [30] . Isola et al. proposed a general framework to image-to-image translation problems based on conditional GANs (cGANs), namely pix2pix [17] , [23] . To share lowlevel information with deconvolution layers, U-Net with skip connections was used as the generator [28] . On the other hand, following [19] , the idea of PatchGAN was utilized to build a fully convolutional discriminator. Wang et al. also attempted to build a generic framework to learn the relationship from paired images. Their method, perceptual adversarial networks (PAN), was also equipped with a perceptual adversarial loss based on the hidden layers of the discriminative network and the skipconnection generator [24] . The latter two frameworks succeed in various tasks, including Labels to Street scene,Labels to Facade, Aerial photo to Map, Day to Night, Edges to Photo, Raining to De-raining, and Corrupted to Inpainted.
2) Unsupervised Approaches: In certain cases, the ground truth is hard to obtain. Some unsupervised methods have been developed to overcome this difficulty [25] - [27] . Owing to a lack of labeled data, Dong et al. designed an unsupervised framework with three stages: learning the shared features, learning the image encoder, and translation. This method succeeds in gender transformation and face swapping [25] . Extending from pix2pix, Zhu et al. proposed a general unsupervised framework, namely, CycleGAN [26] , whose main idea was the minimization of reconstruction error between two sets of training data. Correspondingly, two groups of GANs are employed to realize a bidirectional translation. That is, G 1 maps the data distribution of set-I into that of set-II, whereas G 2 applies vice mapping, and two discriminators guide the respective generators with cycle consistency loss. Although CycleGAN works well for the same tasks of pix2pix in an unsupervised way, its performance is not comparable to that of pix2pix.
There are also some semi-supervised approaches to an image-to-image translation, such as [31] . However, supervised methods are more suitable for underwater restoration, which demands a precise translation. Distinct from aforementioned literature, the supervision in GAN-RS is two-fold. That is, despite the paired training data, the target image serves as guidance rather than the output from a desirable generator. Meanwhile, the discriminator should learn to distinguish not only real and generated data, but also whether a scene is underwater or not, whereas the generative model should find a compromise.
D. Underwater Application of GANs
The most relevant works described in this paper are [32] and [33] . Because it is difficult to obtain an in-air ground truth for an underwater scene, Li et al., on the contrary, collect an image set with depth information in air, and use WaterGAN to convert it into a water-like version to obtain a large body of training data [32] . In the next step, these data in turn are used to train a network equipped with the depth estimation network and color correction network to achieve a white balance for an underwater image. Inspired by cycle consistency [26] , Li et al. proposed a weakly supervised color transfer method with GANs for color correction, and a loss function for structural similarity was developed to preserve the original content and structure [33] .
Differing from a previous application, our dataset for training is captured on the seabed rather than the synthetic data from an in-air scene. The proposed filtering-based method helps them roughly escape from underwater conditions. Meanwhile, our supervised framework is able to maintain both the image content and the structure.
III. FILTERING-BASED RESTORATION SCHEME
Our previous work proposed a real-time and unsupervised advancement scheme for restoring underwater vision [34] . In this section, we first introduce a filtering-based restoration scheme extended from [34] , which serves as the ground truth during the training of GAN-RS.
We incorporate a pre-search, filtering, and postenhancement in the FRS. As an initial process, the pre-search aims to find the optimal parameters for filtering. In the next step, a Wiener filter is employed to solve the underwater degeneration in the Fourier domain, and the color distortion and haziness are settled. Given that enhancement methods have been developed, the CLAHE is directly utilized as the operation of post-enhancement to compensate for the contrast compression caused through filtering.
A. Filtering Method 1) Core Theory and Operation: In general, the degeneration of underwater vision is caused through absorption, forward scattering, and backward scattering. The wavelength λ, water depth D, and object-to-camera distance z are of importance in the IFM. With the IFM as the starting point, we treat this problem in a concise view, i.e., the color distortion is produced through absorption, and the haziness is produced from forward and backward scattering, whereas backward scattering also produces noise. Thus, the degeneration model is formulated as follows:
where h f s (z) and h bs (D, z) indicate a hazing convolution template related to forward and backward scatting, respectively, e −η(λ,D)z is the absorption term, and n(D, z ) denotes the noise introduced through backward scattering. In particular, owing to the consistent effect of h f s (z) and h bs (D, z), it is not essential to distinguish them, and thus they can be unified using h(D, z):
The dehazing is thereby converted into a deconvolution task. In the next step, the convolution operation inspires us to apply a Fourier transform. Thus, the above analysis can be transferred to the Fourier domain:
where the symbol . * denotes element-wise multiplication for a matrix. The turbulence model proposed by Hufnagel and Stanley [35] is used to formulate H:
where u, v are frequency variables, and k is associated with the intensity of a turbulent medium. Note that k wraps D, z, i.e., k = k(D, z). Thus, serving as a high-level parameter, k has an essential role in the dehazing. For the deconvolution, the Wiener filter is employed, which is a classical structure for signal processing:
where R = R(D, z) is the reciprocal of the signal-to-noise ratio, which is responsible for noise suppression. The output of the Wiener filter ideally escapes from the forward and backward scattering.
2) Filtering-Based Color Correction: In this sub-section, a fast and model-free color correction is introduced, namely, filtering-based color correction (FCC). In the meantime, the necessity of post-enhancement will be illustrated.
There is another significant effect on contrast caused by filtering, which can be used to correct the color distortion, and FCC provides a normalized version of the output signals from the Wiener filter. As shown in Fig. 2 , the filtering simultaneously compresses the distribution of the pixel value in the RGB channel, which leads to narrower-shaped histogram curves with an increasing filtering intensity (FI). Note that the ratio of the mean pixel value in the RGB channel is constant during the filtering. Furthermore, if the filtered signal is normalized, the distribution will become balanced, and the higher FI leads to a stronger balance trend. From another perspective, the Wiener filter removes low-frequency information, which significantly exists in a lighter channel.
However, with the balance of color, the contrast is compressed. As illustrated in Fig. 2 post-enhancement is deemed necessary to follow the filtering operation. In this way, the proposed FRS generates a colorbalanced and contrast-stretched underwater vision with appropriate filtering parameters, or k, R.
B. Pre-Search
In this section, we provide an improved artificial fish school algorithm (AFSA) [36] for the optimal parameters, called the protected and greedy AFSA (PGAFSA), and a novel optimization target is also designed based on the aforementioned issues.
1) Protected and Greedy Artificial Fish School Algorithm: In general, X denotes individual artificial fish (AF), and the set {X i } is a school of fish. In this paper, X = [k, R] represents the filtering parameters. The fitness function Y = F (X i ) indicates the food concentration at the position X i .
Traditionally, the AFSA consists of three typical actions, namely, following, swarming, and preying, all of which are limitations of the food-search behavior of fish. Before taking action, the AF will evaluate and choose the best behavior. If it fails to find a suitable behavior, the AF will wander instead. Thus, there are two fatal problems in the classical method, i.e., a) the optimal solution is probably lost because a worse solution can result from a random prey action or wandering behavior, and b) the evaluation stage costs time.
For higher efficiency, we provide strategies to solve the issues of optimum loss and time consumption.
• For common artificial fish (not an optimal individual), we build a greedy-following strategy, i.e., following a better fish directly. If it fails, it will attempt to swarm. This strategy makes the search faster and reduces the time cost of the behavior evaluation. • For optimal artificial fish, a greedy-preying strategy is employed, i.e., the optimal individual obtains a better solution directly through preying. As a result, the convergence speed is enhanced and the optimum solution would not be lost when preying. Mathematically, the optimum solution is monotonically unabated. • It has been stated that wandering can possibly lead to an optimum loss for the best individual. Therefore, the optimal fish is prohibited from wandering. Instead, we propose a staying behavior, i.e., holding its solution.
2) Gradient-Based Histogram-Distribution Characteristics: AFSA requires an appropriate fitness function as the concentration of food. Thus, a comprehensive indicator ξ is proposed, namely, gradient-based histogram-distribution characteristics (GHC). According to the filtering-related attributes and the phenomenon described in Fig. 2 , ξ is composed of the haze indicator ψ, contrast indicator σ, and balance indicator µ, which can be formalized as follows:
where ω µ , ω ψ , andω σ are corresponding weighted coefficients. The haze indicator ψ is calculated with the average gradient in a gray-scale map, and it describes the degree of haziness with the gradient: where p is the pixel coordinate. The Gradient(p, t) computes the gradient at a pixel p with t × 45 • as the direction. Clearly, ψ increases if the image becomes clear. The balance indicator µ denotes the degree of color correction, and equates the sum of the absolute difference of the average RGB-pixel values:
where µ λ denotes the average value, and µ decreases with better color correction. The contrast indicator σ is expressed based on the standard deviations of the histogram distribution in the RGB channels, which depicts the image contrast:
where hc λ denotes the histogram distribution, and Std represents a standard deviation.
IV. FURTHER ADVANCEMENT AND GENERALIZATION WITH GANS
In this section, we first introduce the architecture of the proposed GAN-RS for underwater image restoration. We then describe in detail how to construct the objective.
A. Architecture
As illustrated in Fig. 3 , the proposed architecture includes the generative and discriminative models, and the discriminator contains the adversarial and underwater branches.
The architecture of the generator described in this paper follows [22] , which is composed of residual blocks [30] . By means of a 9-residual-block stack, the downsample-upsample model learns the essence of the input scene, and a clear version will then emerge at the original resolution after the deconvolution operations are completed.
We designed the discriminator to have a multi-branch framework, and the real-or-fake discrimination of the original is realized through the adversarial branch. For underwater application, the underwater branch is carefully designed to learn the underwater attributes. That is, in addition to conducting a traditional discrimination, D also predicts the underwater probability. More specifically, designed using a stack of Conv-BatchNorm-ReLU (CBR) units [23] , the underwater branch discerns whether an image belongs to an underwater scene. Inspired by the PatchGANs [23] , we design both discriminators based on the idea of a "patch." Because the discrimination of underwater attributes requires more contextual information, more CBR units are employed in the underwater branch for a larger receptive field. Equipped with 6 CBR units, the size of the underwater index map is 6 × 6, and the size of the receptive field is 286 × 286. Correspondingly, the adversarial branch is constructed using 2 fewer CBR units, and thus the sizes become 30 × 30 and 70 × 70, respectively.
B. Objective and Training Strategy
The operation of the adversarial and underwater branches in the discriminator are denoted by D a and D u , respectively. 1) Adversarial Loss: As the input condition, the original underwater image fed into G is denoted as x, and G generates y with noise z, i.e., G(x, z) → y. The original conditional adversarial loss is sigmoid cross entropy:
The generator G attempts to minimize the objective, whereas D attempts to maximize it. Hence, we have G * = arg min G max D L cGAN (G, D). However, Mao et al. stated that (15) may lead to a vanishing gradients problem during the training process, and they advocated using least squares generative adversarial networks (LSGANs) [37] , whose loss function is the following least squares form:
. (16) In this paper, LSGANs is employed for high training efficiency, and a = 1, b = 0 are the labels of the real or synthesized data, respectively.
2) DCP Loss: To promote the generator to not only fool the discriminator but also encourage an output close to the ground truth at the pixel level, a L1 loss between y and G(x, z) is employed in pix2pix [23] . Because our task is not a traditional image-to-image translation, we design a DCP loss for the same purpose based on the knowledge that there is a distinctively distinguishable appearance among hazy or clear images in a dark channel [7] . In particular, we simplify the patch Ω as a pixel p:
3) Underwater Index Loss: To improve the visual quality further based on the ground truth produced by the FRS, a novel loss function is proposed to train the underwater branch, namely the underwater index loss. According to the observation of massive amounts of data, we deemed that there is a distinctive characteristic of underwater images in the Lab color space. As shown in Fig. 4(a) , the Lab color space has a strong capability to indicate a color distribution, i.e., red and green can be clearly differentiated on the a-axis, whereas blue and yellow can be discerned on the b-axis. Moreover, as shown by the orange patch in Fig. 4(a) , the a − b scatters of an underwater scene consistently gather far from the origin, whereas those of an in-air image usually distribute sparsely with the origin as the center. Thus, three distances, i.e., d a , d b , and d o in Fig. 4(a) , can be used to formulate the possibility of an image having been taken underwater. Accordingly, the underwater index is defined as follows:
where a l denotes the average value of the L-channel, and the square root for d o is employed for the purpose of amplifying a small distance. Next, the underwater index loss is designed, which is learned using L2 sense function by an underwater branch: (G(x, z) ) − U (G(x, z))) 2 ] (G(x, z) 
. (19) For the idea of a "patch," we develop the patch underwater index loss regarding receptive field. The size and bounding box position of the RF are calculated following [38] . 
4) Full Objective:
The full objective is
where ω GAN , ω U , andω DCP are the weighted coefficients, and the optimal models are formulated as D * = arg D min L D , G * = arg G min L G .
V. EXPERIMENTS AND ANALYSES
We first reveal the implementation of GAN-RS and the training process. The time efficiency is then tested. For a comprehensive performance comparison, FRS and GAN-RS are compared with existing methods in terms of their restoration quality and application. Finally, we also discuss the proposed algorithms.
A. Implementation and Training Details 1) Basic Settings: By collecting practical underwater images from seafood breeding bases in Zhangzidao and Qingdao, China, a dataset was established using 2201 frames as the training set, whereas the test set combined our data with public underwater images. Our training setting follows that provided by DCGAN [18] . The leaning rate begins with 0.0002, and a linear decay is employed after 50 epochs. The Adam solver with parameters of β = [0.50, 0.99]and = 10 −8 is employed as the optimizer [39] . In particular, the input and output resolutions are both 512 × 512, and the batch size is fixed to 2.
For the weighted coefficients, if either L GAN or L U dominates, the other one loses its effect. For example, if ω U is too large, the GAN cannot ensure the realistic details of the generated image. Experimentally, ω GAN = 1, ω U = 10, andω DCP = 30 in this paper.
2) Running Environment: Our method is implemented under the PyTorch framework. Our training and experiments are carried out on a workstation with one Intel 2.20 GHz Xeon(R) E5-2630 CPU, two NVIDIA TITAN-Xp GPUs, and 64 GB of RAM.
3) Multi-Stage Training Process: The initial underwater branch is not able to discern anything. We therefore let L G = ω GAN L lscGAN G + ω DCP L DCP at the beginning of training. Then, ω U L U G will be allied to L G after 30 epochs, when the underwater branch has been well trained.
The loss curves are illustrated in Fig. 5 . A stair in L U G is evident, i.e., the underwater branch goes into effect after 30 epochs. Moreover, in terms of adversarial loss, it can be seen that G, D achieves dynamic equilibrium early in the training, whereas L GAN deviates from the balance point when L U G is applied. That is, the generated image is deemed as having a higher probability of being synthesized by D, whereas the discrimination of D is more certain. Gradually, a new dynamic equilibrium will be obtained at another pair of balance points, e.g., L GAN D is stable at > 0.2, whereas < 0.2 is stable during the early and final training, respectively. Note that the dynamic equilibrium may be broken if ω U or ω GAN is improperly calibrated.
B. Undersea Maneuver and Time Efficiency Test
Using a remotely operated vehicle (ROV), we conducted practical experiments on the seabed. Equipped with a camera as visual guidance, the ROV is 0.68 m in length, 0.57 m in width, 0.39 m in height, and 50 kg in weight. The test venue is located in Zhangzidao, Dalian, China, where the water depth is approximately 10 m. Interested readers may refer to the attached experimental video (also available at https: //www.youtube.com/watch?v=JKCedUhAM6M). It should be noted that all video data are from the first Underwater Robot Picking Contest (Dalian, China, Sep. [19] [20] [21] [22] [23] 2017 , available at http://www.cnurpc.org).
The time efficiency and optimal-parameter analysis of the FRS pre-search phase are detailed in [34] . In this paper, the time-related data are obtained using a 512 × 512 pixel resolution video with 1699 frames. The average processing speed for FRS is 118.56 fps after a pre-search, whereas GAN-RS reaches 133.77 fps, both of which are far superior to the results of existing restoration methods. Thus, when employed in some comprehensive application tasks, e.g., underwater object detection, FRS and GAN-RS have a negligible effective on the real-time capability. Fig. 6 . Comparison between our methods with others in terms of restoration quality. (a)-(c) are from [6] , (d) is from [47] , (e)-(f) are from [4] , (g) is from [11] , and the others are from our own dataset. The compared methods include GW, PB, CLAHE, DM, CM, RBLA, CycleGAN,pix2pix, FRS, and GAN-RS.
C. Quantitative Comparison 1) Visualization of Underwater Index: As illustrated in Fig. 4(b) , the underwater index is presented graphically. The image illustrates a typical underwater scene, which is quite hazy and color-distorted, making it difficult for objects to emerge. The upper-right corner shows the color distribution in the a − b plane. As can be seen, the color distortion is reflected in the distance between the distribution center and the origin, i.e., d o is large for terrible color distortion. In contrast, the haziness is related to the concentration of the distribution. Briefly, d a d b approaches 0 owing to the haziness or lower contrast. Thus, U → 0 is the ideal condition. Although not involved in the optimization, the FRS performs sufficiently well to enhance the underwater index. As shown in the lower- left corner of Fig. 4(b) , the distribution in the a − b plane is improved to a large extent. Further, GAN-RS uses an underwater branch to decrease the underwater index loss. As illustrated in the lower-right corner of Fig. 4(b) , a more considerable U can be achieved with less bias and greater dispersion in the a − b plane. Therefore, the proposed underwater index has the capability of describing the probability that an image is aquatic, and is effective when employed as an evaluator for underwater vision restoration.
2) Quality Comparison: In this section, the proposed methods are compared with the GW [3] , CLAHE [5] , probabilitybased method (PB) [42] , CycleGAN [26] , pix2pix [23] , RBLA [12] , and the dehazing (DM) or contrast enhancement method (CM) in [8] . The comparison, shown in Fig. 6 , verifies the qualitative superiority of the proposed FRS and GAN-RS. Compared with several prior and contemporary methods, our approaches achieve a clearer vision, more balanced color and stretched contrast, and greater details. Although some of the approaches restore the underwater environment, GW only achieves a white balance, CLAHE has an insignificant effect on the color correction, and the brightness advancement introduced by PB comes with an aggravation of the color distortion. Meanwhile, our methods result in little damage to the original image information. On the contrary, CycleGAN cannot maintain the semantic content owing to a lack of supervision, whereas in certain cases, CM cannot preserve the objective color of an image. For example, some CM processed images look excessively reddish, as shown in (i)-(k). The RBLA performs well, but there is a drawback in that the parameter adjustment is complex and empirical. For instance, RBLA restores an underwater image at a resolution of 404×303, in the original paper [12] . In this paper, however, images with a resolution of 512 × 512 are applied instead. As a result, its performance is restricted when the original parameters are maintained. A numerical comparison is shown in Table I . There is no in-air ground truth for comparison, and therefore some no-reference quality assessment tools are employed, including the underwater index, Laplace gradient, entropy, underwater color image quality evaluation (UCIQE) metric [45] , and underwater image quality measure (UICM, UISM, UIConM, UIQM) [46] . The underwater index proposed in this paper can be treated as the probability that a scene belongs to underwater location. The Laplace gradient reflects the degree of haze in an image, whereas the entropy denotes the richness of the image information. The UIQM, composed of UICM, UISM, and UIConM, represents the comprehensive quality of a restored underwater image, and its sub-indexes are the pros and cons of the color, sharpness, and contrast, respectively. Similarly, UCIQE quantifies the image quality through the chrominance, average saturation, and luminance Table I owing to the above drawback. As shown in Table I , the data include three typical underwater environments and the average among the test set. Some methods work well from a particular perspective, e.g., GW is effective against color distortion. In contrast, RBLA achieves the best production for UCIQE, followed by FRS and GAN-RS with a small gap of 0.01. In terms of underwater index, it is interesting to note that pix2pix achieves a performance similar to but not better than its ground truth (FRS), whereas GAN-RS achieves a significant improvement in d o , d a d b , and U thanks to the underwater branch. As for UIQM, FRS generates UICM-optimal outputs, and GAN-RS is better with regard to UISM, UIConM, and UIQM. Therefore, based on the above comparison, it can be concluded that the comprehensive performance of the proposed GAN-RS is better in terms of the restoration quality. Namely, it is capable of not only color correction, but also stretching the contrast. In the meantime, the sharpness of the underwater images can benefit from GAN-RS.
D. Application Tests
In this section, some feature-related algorithms, including SIFT [40] , Harris [44] , Canny [43] , and SSD [41] , are employed to test the application of FRS and GAN-RS from the perspectives of the fundamental features and object detection. Consistent with the previous comparison, the test set contains public data, terribly hazy environments, and greenish or bluish scenes, samples of which are shown in Fig. 7(a)-(d) , respectively. A SIFT match is first utilized to test the proposed methods. As shown in Fig. 7(a) , a few key points can be obtained using SIFT in the original frame, and a match seldom occurs. On the contrary, assisted by the proposed algorithms, salient features are extracted, and a multitude of matches appear. Note that SIFT draws more key points with GAN-RS than with FRS, revealing that GAN-RS is more efficient.
For object detection, SSD is employed to locate targets within a frame. Our SSD model is trained using the aforementioned datasets, and the training data contains the original frames and the various-parameter-FRS processed version. As shown in Fig. 7 (b)-(d), SSD is leveraged for the trepang, shell, urchin, and starfish targets. However, when it works on the original scene, SSD struggles with the recall rate and precision. By contrast, the performance of SSD dramatically improves if facilitated using FRS or GAN-RS.
The numerical comparison is shown in Table II , by which the scene-irrelevant superiorities of FRS and GAN-RS are revealed. By comparison, SIFT and Harris perform better when combined with GAN-RS, whereas the output of FRS covers more edges. Moreover, the recall rate and precision of SSD are promoted more rapidly with the assistance of the proposed approaches. It is therefore verified that the proposed FRS and GAN-RS contribute to the extraction of fundamental and highlevel features of underwater images.
E. Discussion
The CNN framework is able to learn from big data, mapping a sample to the target. In general, CNNs have difficulty reaching a level of superiority over the supervisor. We developed the any underwater environment can be dealt with at a high frame rate without any empirical parameter adjustment. The limitations of GAN-RS are twofold. On the one hand, training data are demanded for a variety of underwater environments. GAN-RS has difficulty operating with certain samples whose data distribution is far from the training set, and there is no chance to make up for this through a parameter adjustment. For example, if a reddish underwater image is fed into the GAN-RS, there is a low probability of obtaining a clear version, because the collected training set does not cover certain analogical environments. In contrast, the training parameters need to be carefully set or adjusted. The generative model will bring about extra periodic noise, or bad blocks in the output images, if trained using an improper setting.
VI. CONCLUSION AND FUTURE WORK
This paper has aimed at adaptively restoring underwater images in real time. The creative FRS and GAN-RS methods were proposed. Differing from IFM-based methods, FRS restores underwater images in the Fourier domain, and the dehazing and color correction are based on filtering. To seek optimal parameters, PGAFSA is developed using GHC as its target. By means of neural networks, GANs were leveraged in this study to achieve greater progress. For further advancement, the discriminator is equipped with a crafted underwater branch, and the underwater index is designed according to the underwater attributes. Combined with adversarial loss, DCP loss, and underwater index loss, the generative model obtains the correct guidance to produce a clear image. Moreover, a multi-stage loss strategy is employed to harness the training process. As a breakthrough, the proposed GAN-RS restores underwater scenes at a high frame rate without the requirements of an information estimation or parameter search. In addition, both qualitative and quantitative comparisons on image quality and applications were conducted. Finally, GAN-RS achieves a superior comprehensive performance in terms of color correction, stretching of the contrast, dehazing, and detail or feature restoration compared to traditional methods.
In the future, we plan to investigate underwater object detection and motion estimation based on the proposed GAN-RS. More practical experiments will be carried out for realworld underwater applications.
5) Discriminative Model:
Conv(64, 128, 4, 2, 1) → LeakyReLU(0.2) → UB → AB
B. Computation of Receptive Field
The receptive field (RF) size of the (C − 1) layer can be calculated from the upper layer with size C−1 rf = (size C rf −1) * s + k. For the bounding box position, the RF coordinates can be calculated. That is, (x C−1 min , x C−1 max , y C−1 min , y C−1 max ) in layer C − 1 can be given as follows:
Discrimination Details
Although several improvements for a discriminator were developed in this study, the generator received more attention in the experiments. To unveil more details about the discriminator, the patch underwater index (P U ) given by D will first be presented numerically. In addition, typical processing results are presented at a larger scale. In the meantime, the corresponding adversarial maps (Ad-map) and underwater index maps (U-map) will be visualized. Note that the sizes of the underwater and adversarial maps are 6 × 6 and 14 × 14, respectively. For visual convenience, they are all presented using the same size as the image, which show the effectiveness of the improvements for the discriminator made in this study. 2) Visualization of Underwater Map and Adversarial Map: Although an adversarial branch is able to roughly distinguish real and generated images, the content and structure in an image are preserved. Meanwhile, the underwater branch has capacity of reducing P U . Furthermore, G reaches a compromise between the two branches, and generates better images.
