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Abstrat
The generalized Weyl transform of index α is used to implement the time-slie denition of the
phase spae path integral yielding the Feynman kernel in the ase of nonommutative quantum
mehanis. As expeted, this representation for the Feynman kernel is not unique but labeled by
the real parameter α. We sueed in proving that the α-dependent ontributions disappear at
the limit where the time slie goes to zero. This proof of onsisteny turns out to be intriate
beause the Hamiltonian involves produts of nonommuting operators originating from the non-
ommutativity. The antisymmetry of the matrix parameterizing the non-ommutativity plays a
key role in the anelation mehanism of the α-dependent terms.
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I. INTRODUCTION
In this work we shall be onerned with quantum systems whose dynamis is desribed by
a self-adjoint Hamiltonian H(Q,P ) made up of the Cartesian oordinates Qj , j = 1, . . . , N
and their anonially onjugate momenta P j, j = 1, . . . , N . However, unlike the usual ase,
oordinates and momenta are supposed to obey the non-anonial equal-time ommutation
rules
[
Ql, Qj
]
= −2i~θlj , (1.1a)[
Ql, P j
]
= i ~ δlj , (1.1b)[
P l, P j
]
= 0 . (1.1)
The distintive feature is, of ourse, that the oordinate operators do not ommute among
themselves. The lak of non-ommutativity of the oordinates is parameterized by the real
antisymmetri N ×N onstant matrix ‖θ‖. In Refs.[1, 2, 3, 4, 5℄ one nds spei examples
of nonommutative systems whose quantization has been arried out. The onditions for
the existene of the Born series and unitarity were investigated in Ref.[6℄ while a general
overview of the onnetion linking nonommutative theories with onstrained systems was
presented in [7℄.
A realization of the algebra in Eq.(1.1) an be obtained by writing
Ql ≡ X l + θlj Kj , (1.2a)
P l ≡ K l , (1.2b)
where the X 's and K's obey the anonial ommutation relations
[
X l, Xj
]
= 0 , (1.3a)[
X l, Kj
]
= i ~ δlj , (1.3b)[
K l, Kj
]
= 0 , (1.3)
while repeated indies sum from 1 to N . For a Hamiltonian
2
H(P,Q) =
P lP l
2M
+ V (Q) (1.4)
and, therefore,
H(K l , X l + θlj Kj) =
K lK l
2M
+ V (X l + θlkKk) ≡: Hθ(K
l , X l) , (1.5)
it has been shown elsewhere[2, 3, 4℄ that the time evolution of the system, in the Shrödinger
piture, is desribed by the wave equation
−
~
2
2M
∇2xΨ(x, t) + V (x) ⋆Ψ(x, t) = i~
∂Ψ(x, t)
∂t
, (1.6)
where ∇2x designates the Nth-dimensional Laplaian, M is a onstant with dimensions of
mass while ⋆ denotes the Grönewold-Moyal produt[8, 9, 10℄, namely,
V (x) ⋆Ψ(x, t) ≡ V (x)
[
exp
(
−i~
←−−
∂
∂xl
θlj
−−→
∂
∂xj
)]
Ψ(x, t)
= V
(
xj − i~ θjl
∂
∂xl
)
Ψ(x, t) . (1.7)
The last setion in Ref.[7℄ was onerned with the omputation, in the ase of the har-
moni osillator, of the Feynman kernel K(xf , tf ; xin, tin) by expliitly evaluating the or-
responding phase spae path integral. However, no eort was made there to determine
whether this result is unique when the phase spae integral is dened through the time
sliing proedure [11, 12, 13, 14℄. This is our main onern in this work.
In Setion II we rst pinpoint the main steps one goes through for implementing the time-
slie denition of the phase spae path integral yielding K(xf , tf ; xin, tin). In this regard,
the generalized Weyl transform will be seen to play a entral role. As it has long been
reognized [15, 16, 17, 18℄, K(xf , tf ; xin, tin) turns out not to possess a unique representation
in terms of anonial path integrals. This lak of uniqueness beomes partiularly ritial
for Hamiltonians involving produts of non-ommuting operators, whih is an unavoidable
feature of the Hamiltonian desribing the quantum dynamis of a nonommutative system
(see Eq.(1.5)). In Setion III we demonstrate that, nevertheless, the antisymmetry of ‖θ‖
sues for reestablishing uniqueness. Setion IV ontains the onlusions.
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II. THE TIME-SLICING PROCEDURE AND THE GENERALIZED WEYL
TRANSFORM
We shall be looking for the path integral representation of the matrix element
Kθ(xf , tf ; xin, tin) = 〈~xf | e
−
i
~
(tf−tin)H(P,Q)| ~xin〉 = 〈~xf | e
−
i
~
(tf−tin)Hθ(K,X) |~xin〉 , (2.1)
where Eqs.(1.4) and (1.5) have been taken into aount.
The denition of the phase spae path integral through the time sliing proedure de-
mands that one starts by writing
Kθ(xf , tf ; xin, tin) = limm→∞
ǫ→0
∫
dx1 · · · dxm
m∏
a=0
Kθ(xa+1, ta+1; xa, ta) , (2.2)
where dx stands for dNx. The time interval (tf − tin) has been divided out into m + 1
subintervals of equal size. The limitm→∞ (ǫ→ 0) must be understood asmax(ta+1−ta)→
0 while
∑m
a=0(ta+1 − ta) = tf − tin ≡: T . Usually, Kθ(xa+1, ta+1; xa, ta) is referred to as the
short-time propagator. Then, if in Cohen's general ordering sheme [15, 19℄ one replaes
~~θ = ~x, ~~τ = ~k and then sets
f(~x,~k) = e
i
~
α~x·~k , (2.3)
where α is a real dimensionless parameter suh that
−
1
2
≤ α ≤ +
1
2
, (2.4)
one arrives at [19℄
Kθ(xa+1, ta+1; xa, ta) = (2π~)
−N
∫
dk exp
{
iǫ
~
[
kja
xja+1 − x
j
a
ǫ
− hθ−α (ka, xa,a+1(α))
]}
.(2.5)
Here,
xja,a+1(α) ≡
(
1
2
+ α
)
xja+1 +
(
1
2
− α
)
xja , (2.6)
dk stands for dNk, whereas
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hθ−α (k, x) ≡ (2π~)
Ntr
[
Hθ(K,X)∆−α
(
~K − ~k, ~X − ~x
)]
= (2π~)N
∫
dy 〈~y|Hθ(K,X)∆−α
(
~K − ~k, ~X − ~x
)
| ~y 〉
=
∫
dy e
i
~
~k·~y
〈
~x−
(
1
2
+ α
)
~y
∣∣∣∣ Hθ(K,X)
∣∣∣∣ ~x+
(
1
2
− α
)
~y
〉
, (2.7)
is the generalized Weyl transform of index α (GWTα) of the operator Hθ(K,X). It is a
generalization of the Weyl orrespondene rules [20, 21℄. Furthermore,
∆α
(
~K − ~k, ~X − ~x
)
≡ (2π~)−2N
∫
dNγ dNτ e
i
~
[αγjτ j+τ j(Kj−kj)+γj(Xj−xj)]
= (2π~)−N
∫
dτe−
i
~
τ iki
∣∣∣∣ ~x−
(
1
2
+ α
)
~τ
〉〈
~x+
(
1
2
− α
)
~τ
∣∣∣∣ . (2.8)
It is ommon use to symbolize the operation in Eq. (2.7) as
Hθ(K , X)
−α
−→ hθ−α (k, x) . (2.9)
By putting everything together one arrives at
Kθ(xf , tf ; xin, tin) = limm→∞
ǫ→0
(2π~)−N(m+1)
×
∫ ( m∏
a=1
dxa
)(
m∏
a=0
dka
)
exp
{
iǫ
~
m∑
a=0
[
kia
xia+1 − x
i
a
ǫ
− hθ−α (ka, xa,a+1(α))
]}
,(2.10)
whih denes the path integral through the time-sliing method. One is to notie that
when inserting within the path integral the GWTα one must, orrespondingly, evaluate
the position dependent terms at the point xia,a+1(α). Hene, the dynamis of a quantum
mehanial system speied by a ertain Hamiltonian operator does not have a unique
translation into the path integral language. This is the onverse of the operator ordering
ambiguity arising when performing the quantization in aording with the lassial-quantum
orrespondene rules.
Of ourse, onsisteny requires that all the α-dependene in the right hand side of
Eq.(2.10) should disappear after performing the limit ǫ → 0. Up to our knowledge, no one
has yet sueeded in arrying out suh proof in full generality. In partiular, and sine the
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Hamiltonian Hθ involves produts of nonommuting operators, the uniqueness of the path
integral representation of Kθ(xf , tf ; xin, tin) remains an open question for nonommutative
systems. We shall address to this question in the next setion.
III. FUNCTIONAL FORMULATION OF THE NONCOMMUTATIVE QUANTUM
DYNAMICS
We start by looking for hθ−α (k, x). The absene of ordering problems in the rst monomial
of the middle term in Eq.(1.5) implies that
KjKj
−α
−→
(
kjkj
)
−α
= kjkj , (3.1)
as it an be heked by using Eq.(2.7).
As for
Vθ(K,X) ≡ V (X
j + θjlK l) (3.2)
the situation is far from being simple sine it neessarily involves produts of nonommuting
operators. By starting from Eq.(2.7) and after taking into aount that
〈~y|V
(
Xj + θjlK l
) ∣∣∣~k ′ 〉 = V (~y) ⋆ 〈 ~y |~k ′ 〉
= V (~y)e
−i~
←−−
∂
∂yj
θjl
−−→
∂
∂yl 〈 ~y |~k ′ 〉 , (3.3a)
〈 ~y |~k 〉 ≡
1
(2π~)
N
2
e
i
~
yjkj , (3.3b)∫
dx φ(~x) ⋆ ψ(~x) =
∫
dx φ(~x)ψ(~x) , (3.3)
〈
~k ′
∣∣∣∆−α ( ~K − ~k, ~X − ~x) | ~y 〉 = (2π~)−32 N(
−α− 1
2
)N
× e
i
~
~y·
(
−1
(α+12)
~k−
"
1− 1
(α+12)
#
~k ′
)
e
−i
~(α+12)
~x·(~k ′−~k)
,(3.3d)
e
i
~
k′jyj
(2π~)
N
2
⋆
〈
~k′
∣∣∣∆−α ( ~K − ~k, ~X − ~x) | ~y 〉 = (2π~)−2N(
−α− 1
2
)N e
−i
~(α+12)
(~x−~y)·(~k′−~k)
× e
−i
~(α+12)
k′jθjlkl
, (3.3e)
one obtains
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Vθ(K,X)
−α
−→ vθ−α(k, x) = (2π~)
N
∫
dy 〈~y|V
(
Xj + θjlK l
)
∆−α
(
~K − ~k, ~X − ~x
)
| ~y 〉
= (2π~)N
∫
dy
∫
dk′ V (~y)
[
e
i
~
kiyi
(2π~)
N
2
⋆
〈
~k′
∣∣∣∆−α ( ~K − ~k, ~X − ~x) | ~y 〉
]
=
(2π~)−N(
−α− 1
2
)N
∫
dy V (~y) e
i
~(α+12)
~k· (~x−~y)
∫
dk′ e
−i
~(α+12)
k′j (xj−yj+θjlkl)
= V (xj + θjlkl) e
−i
~(α+12)
kjθjlkl
= V (xj + θjlkl) . (3.4)
This result is of paramount importane beause it states that the would be α-dependene
of vθ−α(k, x) is washed out by the antisymmetry of the matrix ‖θ‖. We emphasize that this
would not be the ase for an arbitrary V (K,X), involving produts of the nonommuting
operators K and X . Presently, where K and X enter into V through the ombination
Xj + θjlK l, with θjl = −θlj , suh dependene does not our, this being true irrespetive of
the funtional form of V (x).
By returning with Eqs.(3.4) and (3.1) into (2.10) one nds
Kθ(xf , tf ; xin, tin) = limm→∞
ǫ→0
(2π~)−N(m+1)
×
∫ ( m∏
a=1
dxa
)(
m∏
a=0
dka
)
e
iǫ
~
Pm
a=0
"
k
j
a
x
j
a+1
−x
j
a
ǫ
−
~k2a
2M
−V (xja,a+1(α)+θjlkla)
#
, (3.5)
whih still ontains α-dependent terms.
We are interested in proving the α independene of Kθ(xf , tf ; xin, tin) without imposing
restritions on the funtion V (u), other than its analytiity at ~u = 0. To this end, we start
by introduing external soures for the oordinates and momenta, J and Z, respetively.
This enables us to rewrite Eq.(3.5) as
Kθ(xf , tf ; xin, tin) = limm→∞
ǫ→0
e−
iǫ
~
Pm
a=0 V (
~La)W (J, Z, ǫ,m)
∣∣∣
J=Z=0
, (3.6)
where
Lja ≡
~
iǫ
(
δ
δJ ja
+ θjl
δ
δZ la
)
(3.7)
and
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W (J, Z, ǫ,m) ≡ (2π~)−N(m+1)
×
∫ ( m∏
a=1
dxa
)(
m∏
a=0
dka
)
e
iǫ
~
Pm
a=0
"
k
j
a
x
j
a+1
−x
j
a
ǫ
−
~k2a
2M
+Jjax
j
a,a+1(α)+Z
j
ak
j
a
#
. (3.8)
The momentum integrals in Eq.(3.5) are straightforward and after arrying them out one
gets
W (J, Z, ǫ,m) = (2π~)−N(m+1)
(
2Mπ~
iǫ
)N
2
(m+1)
×
∫ ( m∏
a=1
dxa
)
e
iMǫ
2~ [A+
1
ǫ
Pm
a=1 µ
i
ax
i
a+
1
ǫ2
Pm
a,b=1 x
i
aDabx
i
b] , (3.9)
where
A ≡
2
M
(
1
2
+ α
)
xifJ
i
m +
2
M
(
1
2
− α
)
xiinJ
i
0 +
m∑
a=0
~Z2a
+
2
ǫ
xifZ
i
m −
2
ǫ
xiinZ
i
0 +
~x2f + ~x
2
in
ǫ2
, (3.10a)
µia ≡ −
2
ǫ
xiinδa,1 −
2
ǫ
xifδa,m + 2
(
Z ia−1 − Z
i
a
)
+
2ǫ
M
[
1
2
(
J ia−1 + J
i
a
)
+ α
(
J ia−1 − J
i
a
)]
, a = 1, · · · , m , (3.10b)
Dab ≡ 2δab − (δa+1, b + δa, b+1) , a, b = 1 · · · , m . (3.10)
The determinant and the inverse of the symmetri matrix ‖D‖ an be omputed at one
and yield, respetively,
det(Dab) = m+ 1 , (3.11a)
D−1ab =
a(m− b+ 1)
m+ 1
, a ≤ b . (3.11b)
In turns, this enables us to perform the x-integrations in Eq.(3.9) with the result
W (J, Z, ǫ,m) =
(
M
2πi~T
)N
2
eΦ(J,K,ǫ,m) (3.12)
where
8
Φ(J, Z, ǫ,m) ≡
iǫ
~
(
MA
2
−
M
8
m∑
a,b=1
µiaD
−1
ab µ
i
b
)
. (3.13)
We now return with Eq.(3.13) into Eq.(3.6). After doing so, we shall be faing the
problem of omputing
[
e−
iǫ
~
Pm
a=0 V (
~La)
]
eΦ(J,Z,ǫ,m) =
[
∞∑
r=0
1
r!
(
−
iǫ
~
m∑
a=0
V (~La)
)r ]
eΦ(J,Z,ǫ,m) . (3.14)
The analytiity of V (u) at ~u = 0 allows to write
V
(
~La
)
=
∞∑
s=0
1
s!
∂sV (u)
∂ui1 · · ·∂uis
∣∣∣∣
u=0
Li1a · · ·L
is
a . (3.15)
Hene,
Li1a1L
i2
a2
· · ·Livav e
Φ
(3.16)
is, up to oeient funtions not depending on the external soures, the form of a generi
term entering the right hand side of Eq.(3.14). Now, sine Φ is at the most bilinear in the
external soures all monomials ontaining three or more fators L applied to Φ vanish and,
therefore, do not ontribute to Eq.(3.16). To phrase it dierently, only LiaΦ(J, Z, ǫ,m)|J=Z=0
and LiaL
j
bΦ(J, Z, ǫ,m)|J=Z=0 an survive in Eq.(3.16). What remains to be done is to show
that the just mentioned monomials are independent of α.
To the above end, we start by realling Eqs.(3.10), (3.11) and (3.13) and nd
9
~iǫ
δΦ
δJ ia
= δa,m
[
xif +
ǫ
T
(
1
2
− α
)(
xif − x
i
in
)]
+ δa,0
[
xiin +
ǫ
T
(
1
2
+ α
)(
xif − x
i
in
)]
+ (1− δa,0 − δa,m)
{
xiin
(
1
2
+
m− 2a
m+ 1
)
+ xif
a
m+ 1
+
ǫ
T
[
xif + α
(
xif − x
i
in
)]}
−ǫ
m∑
b,c=1
[
Z ib−1 − Z
i
b +
ǫ
M
(
1
2
+ α
)
J ib−1 +
ǫ
M
(
1
2
− α
)
J ib
]
D−1bc
×
[(
1
2
+ α
)
δc,a+1 +
(
1
2
− α
)
δc,a
]
, (3.17a)
~
iǫ
δΦ
δZ ia
= MZ ia +
M
T
(
xif − x
i
in
)
−M
m∑
b,c=1
[
Z ib−1 − Z
i
b +
ǫ
M
(
1
2
+ α
)
J ib−1 +
ǫ
M
(
1
2
− α
)
J ib
]
D−1b,c
× (δc,a+1 − δc,a) . (3.17b)
Therefore, in aording with Eq.(3.7),
LiaΦ(J, Z, ǫ,m)|J=Z=0 = δa,mx
i
f + δa,0x
i
in +
M
T
θij
(
xjf − x
j
in
)
+ (1− δa,0 − δa,m)
[
xiin
(
1
2
+
m− 2a
m+ 1
)
+ xif
a
m+ 1
]
+O(ǫ) , (3.18)
where O(ǫ) embodies all terms vanishing when ǫ→ 0. Thus, no α-dependent terms survive
in this limit.
Next on the line is LiaL
j
bΦ(J, Z, ǫ,m). We rst notie that
LiaL
j
bΦ(J, Z, ǫ,m) =
(
~
iǫ
)2(
δ2
δJ iaδJ
j
b
+ θikθjl
δ2
δZkaδZ
l
b
+ θjl
δ
δJ ia
δ
δZ lb
+ θil
δ
δJ jb
δ
δZ la
)
Φ (3.19)
and onentrate, afterwards, in omputing eah term in the right hand side of this last
equation. We omit the details and quote
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(
~
iǫ
)2
δ2Φ
δJ iaδJ
j
b
= δij
i~ǫ
M
m∑
c,d=1
D−1cd
[
1
4
(δc,a+1δd,b+1 + δa,cδd,b+1 + δa+1,cδd,b + δa,cδb,d)
+α (δa+1,cδb+1,d − δa,cδb,d) + α
2 (δa+1,cδb+1,d − δa,cδb+1,d − δa+1,cδb,d + δacδbd)
]
= δij
i~ǫ
M


m
m+1
(
1
2
+ α
)2
, a = b = 0
m
m+1
(
1
2
− α
)2
, a = b = m
ǫ
T
{
1
4
[4a(m− a) +m] + α(m− 2a) +mα2
}
, 0 < a = b < m
ǫ
T
{
1
4
[(4a+ 2)(m− b) + a+ 1] + α(m− b− a)
}
, 0 < a < b < m
ǫ
T
{
1
4
[(4b+ 2)(m− a) + b+ 1] + α(m− b− a)
}
, 0 < b < a < m
= δij
i~
4MT


O(ǫ) , a = b = 0 , a = b = m
ǫ2[4a(m− a) +m] +O(ǫ) , 0 < a = b < m
ǫ2[(4a+ 2)(m− b)] +O(ǫ) , 0 < a < b < m
ǫ2[(4b+ 2)(m− a)] +O(ǫ) , 0 < b < a < m
, (3.20)
(
~
iǫ
)2
θikθjl
δ2Φ
δZkaδZ
l
b
= θikθjk
M~
iǫ
m∑
c,d=1
D−1cd (δacδbd − δa+1,cδb+1,d + δa,cδd,b+1 + δa+1,cδb,d − δacδbd)
= θikθjk
M~
iT
, ∀ a, b = 0 · · ·m, (3.21)
(
~
iǫ
)2(
θjl
δ
δJ ia
δ
δZ lb
)
Φ
= +
θij~
i
m∑
c,d=1
[(
1
2
+ α
)
δa+1,c +
(
1
2
− α
)
δa,c
]
D−1cd (δd,b+1 − δd,b) , (3.22)
and
(
~
iǫ
)2(
θil
δ
δJ jb
δ
δZ la
)
Φ
= −
θij~
i
m∑
c,d=1
[(
1
2
+ α
)
δb+1,c +
(
1
2
− α
)
δb,c
]
D−1cd (δd,a+1 − δd,a) . (3.23)
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Observe that a term like ǫ2[4a(m−a)+m], showing up in the right hand side of Eq.(3.20),
is not eliminated by taking ǫ → 0. To exemplify why this happens we set, for instane,
a = m/2 and nd
lim
ǫ→0
m→∞
ǫ2
[
2m
(
m−
m
2
)
+m
]
= T 2 6= 0 . (3.24)
Similarly, the seond, third and fourth terms in the right hand side of Eq.(3.20) ontain
piees that survive in the limit ǫ → 0. However, all these ontributions do not depend
on α. The same applies to the right hand side of Eq. (3.21), where the presene of the
non-ommutativity should be notied. As for the right hand sides of Eqs. (3.22) and (3.23)
they add up to
(
~
iǫ
)2(
θjl
δ
δJ ia
δ
δZ lb
+ θil
δ
δJ jb
δ
δZ la
)
Φ = i~
m∑
c,d=1
D−1c,d (δa+1,cδb,d − δa,cδd,b+1)
=


0 , a = b
i~θij m+1+a−b
m+1
, 0 ≤ a < b ≤ m
−i~θij m+1+a−b
m+1
, 0 ≤ b < a ≤ m
,(3.25)
whih are independent of α. This ompletes the purported proof onerning the α-
independene of Kθ(xf , tf ; xin, tin).
It is worth mentioning that, individually, Eqs. (3.22) and (3.23) ontribute, among other
things, α-dependent terms. However, after these ontributions are added up the just men-
tioned terms anel out among themselves. The antisymmetry of ‖θ‖ is at the root of the
anelation mehanism.
IV. CONCLUSIONS
The generalized Weyl transform of index α was suessfully employed for implementing
the time slie denition of the phase spae path integral. As expeted, this integral repre-
sentation of the quantum dynamis turns out not to be unique but parameterized by the
index α. Of ourse, onsisteny demands all physial quantities being unique and, therefore,
independent of α.
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We turned then into studying the Feynman kernel for the ase of nonommutative quan-
tum mehanis. The above mentioned lak of uniqueness appears to be partiularly severe
due to the fat that the Hamiltonian under analysis ontains produts of nonommuting
operators. Unexpetedly, the antisymmetry of the matrix ‖θ‖, parameterizing the non-
ommutativity, saves the day. In fat, on the one hand, it kills the would be alpha depen-
dene of the generalized Weyl transform while, on the other hand, it also takes are of the
α dependene arising from the point on the slie where the oordinates are to be evaluated.
The above holds true for all potentials V (u) being analyti at ~u = 0.
This work was partially supported by Conselho Naional de Desenvolvimento Cientío
e Tenológio (CNPq).
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