Rough sheets by Chouk, K. & Gubinelli, M.
ar
X
iv
:1
40
6.
77
48
v1
  [
ma
th.
PR
]  
30
 Ju
n 2
01
4
Rough Sheets
K. Chouka, M. Gubinellia,b
(a) CEREMADE & CNRS UMR 7534
Universite´ Paris–Dauphine, France
(b) Institut Universitaire de France
{chouk,gubinelli}@ceremade.dauphine.fr
November 9, 2018
Abstract
Rough sheets are two-parameter analogs of rough paths. In this work the theory of integration
over functions of two parameters is extended to cover the case of irregular functions by developing
an appropriate notion of rough sheet. The main application is to give a path by path construction
of the stochastic integral in the plane and obtain a stratonovich change of variables formula.
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1 Introduction
For processes indexed by one dimensional parameter Lyons’ theory of rough paths [11,12] provide an
effective approach to the understanding of relatively complex maps like the stochastic integral or the
Itoˆ map which sends the data of an SDE to its solution. These insights were instrumental in proving
new results or simplifying the proofs of some important results in stochastic analysis. Just to mention
some application: path-wise solutions of SDEs, the support theorem for diffusions, differentiation of
the Itoˆ map, the existence of path-wise versions for stochastic currents and the solution of an ODE over
Brownian paths driven by a non-adapted vector-field. The theory, being independent from notions
like martingales, adaptness, etc. . . is straightforwardly extended to other, more complex, noises like
fractional Brownian motions.
In [8] Gubinelli introduces the notion of controlled path in order to abstract the basic structures
allowing the integration of rough signals and pointed out the existence of a map (the sewing map)
which turns out to be at the “core” of the integration process.
In the present paper we study a multi parameter extension to the controlled path theory of [8] and
inspired by the structures which one encounters when trying to solve hyperbolic equations driven by
irregular signals.
More precisely the example what we have in mind is the stochastic wave equation driven by a
fractional Brownian sheet. This equation has been already studied in [19] when the Hurst parameters
of the fractional Brownian sheet are strictly bigger than 12 by using the two dimensional Young
integration theory. In the cited paper the authors obtain a global existence result in this case in
(1 + 1)-dimension.
Our work is a (partially successful) attempt to extend this previous work for the case where
the Hurst parameters are less than 12 and for that we will give a definition of a rough sheet, which
is the basic objects underlying multi-parameter integration suitable to build a theory of path-wise
integration over the fractional Brownian sheet. Unfortunately the construction of the rough integral in
the multiparametrs setting give rise to a very complex algebraic structure which is not well understood
at the moment. Due to this difficulties we are not able to construct a full–fledged theory capable of
handling solutions to the stochastic wave equation for that reason we will prefer to restrict ourself to
the construction of the integral for a restricted family of integrands and to leave the study of the wave
equation to further investigations.
More precisely the main result of this paper can be resumed in the following theorem
Theorem 1.1. Let γ1, γ2 > 1/3, then there exist a complete metric space R
γ1,γ2 and two continuous
application Ia : C
8
b (R)×R
γ1,γ2 → CC γ1,γ22,2 (see the equation (29) for the exact definition of CC
γ1,γ2
2,2 ),
a = 1, 2 such that :
I1(ϕ,X)s1s2;t1t2 =
∫ s2
s1
∫ t2
t1
ϕ(xst)∂s∂txstdsdt
and
I2(ϕ,X)s1s2;t1t2 =
∫ s2
s1
∫ t2
t1
ϕ(xst)∂sxst∂txstdsdt
2
for all (s1, s2, t1, t2) ∈ [0, 1]
4 and for every smooth sheet x with X is the rough sheet associated.
Moreover if x is a fractional Brownian sheet with Hust parameter γ1, γ2 > 1/3 then it can be enhanced
in a rough sheet X and then we obtain in this case the following Stratonovich formula :
δϕ(x) = I1(ϕ
′,X) + I2(ϕ
′′,X).
We remark that this result is used in [3] to deal with the multi-parametric Skorohod integral
defined in [20,21] and that an explicit formula which give a link between the two notion of integration
is obtained.
During the elaboration of this paper two other approaches have been developed to deal with
singular parabolic SPDE using rough path ideas. The first one is due to P. Imkeller, N. Perkowsky
and M. Gubinelli [9] in which the authors use Bony’s paraproducts [1] to set up a controlled structure
which allow to handle product of distributions in enough generality to be useful to solve PDEs driven
by singular signals. A second and more powerful approach has been introduced by M.Hairer in [18]
where the author builds a complete non-linear theory for distributions which can be analyzed in terms
of a basic set of simple objects called a model.
These two extension of rough path theory are very efficient to deal with parabolic SPDE driven
by a very irregular multi parameter noise but at the moment while seems possible to adapt these two
approaches to handle hyperbolic problems it seems not very clear what would be the final form of a
successful theory. In this respect our study and the objects we introduce seems to be needed, maybe
in a slightly different form, in order to build a complete theory of hyperbolic rough equations similar
to the non-linear stochastic heat equation. Our efforts then can be seen as a first step in this direction.
Plan. This note is structured as follows. In Sec. 2 we recall the basic setup of [8] which allows
to embed the theory of rough paths in a theory of integration of “generalized differentials”, called
k-increments. In Sec. 3 we introduce and study a complex of 2d increments (or biincrements) suitable
to analyze 2d integrals and show the existence of a 2d Λ-map and of an abstract integration theory
(in the sense of convergence of Riemann sums of particular biincrements).
In Sec. 4 we use the theory outlined in Sec. 3 to generalize Young theory of integration to two
dimensions. Like in the one-dimensional setting this should be seen as a first (mostly pedagogical)
step towards a full theory of rough sheets.
In Sec. 5 we proceed to the dissection of a 2d integral with the purpose of exposing the constituent
elements of the would-be rough sheet. All the computations will be done in the smooth setting,
emphasizing the algebraic aspects and the respective roˆles of the various objects.
In Sec. 5.1 the definition of the rough sheet will be given, and on 5.1.2 a space of sheets controlled
by a rough sheet, will be introduced and we will show how to obtain an integration theory for them.
In Sec 5.2 we show that for a smooth function ϕ that ϕ(x) is controlled by x if x is a rough sheet
and then obtain some continuity result for the integral constructed in this case using the procedure
developed in 5.1.
In Sec 6 we show that the fractional Brownian motion can be enhanced in a rough sheet and then
we obtain a Stratonovich change of variable formula in this case.
2 Algebraic integration in one dimension
The integration theory introduced in [8] is based on an algebraic structure, which turns out to be useful
for computational purposes, but has also its own interest. Since this setting is quite non-standard,
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compared with the one developed in [10], and since it lay at the base of our approach to 2d integrals
we will recall briefly here its main features.
2.1 Increments
Let T > 0 be an arbitrary positive real number. For any vector space V we introduce a cochain
complex (C∗(V ), δ) as follows. a k-increment with values in V is a function g : [0, T ]
k → V , such that
gt1···tk = 0 whenever ti = ti+1 for some i = 1, . . . , k. Denote with Ck(V ) the corresponding set. On
k-increments, define a the following coboundary operator δ:
δ : Ck(V )→ Ck+1(V ) (δg)t1 ···tk+1 =
k+1∑
i=1
(−1)i+1gt1···tˆi···tk+1 (1)
where tˆi means that this particular argument is omitted. It is easy to verify that δδ = 0. We will
denote Z Ck(V ) = Ck(V ) ∩ Kerδ and BCk(V ) := Ck(V ) ∩ Imδ, respectively the spaces of k-cocycles
and of k-coboundaries following standard conventions of homological algebra. We will write Ck when
the underlying vector space is R.
Some simple examples of actions of δ are obtained by letting g ∈ C1(V ) and h ∈ C2(V ). Then, for
any t, u, s ∈ [0, T ], we have
(δg)ts = gt − gs, and (δh)tus = hts − htu − hus. (2)
The complex (C∗(V ), δ) is acyclic, i.e. Z Ck+1(V ) = BCk(V ) for any k ≥ 0 or otherwise stated,
the sequence
0→ R→ C1(V )
δ
−→ C2(V )
δ
−→ C3(V )
δ
−→ C4(V )→ · · · (3)
is exact.
This exactness implies that all the elements h ∈ C2(V ) such that δh = 0 can be written as h = δf
for some (non unique) f ∈ C1(V ). Thus we get a heuristic interpretation of δ|C1(V ): it measures how
much a given 1-increment is far from being an exact increment of a function (i.e. a finite difference).
For our discussion only k-increments with k ≤ 3 will be relevant. When V is a Banach space with
norm | · | we measure the size of these increments by Ho¨lder norms defined in the following way: for
f ∈ C2(V ) let
‖f‖µ ≡ sup
s,t∈[0,T ]
|fst|
|t− s|µ
, and C µ2 (V ) = {f ∈ C2(V ); ‖f‖µ <∞} .
In the same way for h ∈ C3(V ) set
‖h‖γ,ρ = sup
s,u,t∈[0,T ]
|hsut|
|u− s|γ |t− u|ρ
(4)
‖h‖µ ≡ inf
{∑
i
‖hi‖ρi,µ−ρi ; h =
∑
i
hi, 0 < ρi < µ
}
,
where the last infimum is taken over all sequences {hi ∈ C3(V )} such that h =
∑
i hi and for all
choices of the numbers ρi ∈ (0, z). Then ‖ · ‖µ is easily seen to be a norm on C3(V ), and we set
C µ3 (V ) := {h ∈ C3(V ); ‖h‖µ <∞} .
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Let C 1+3 (V ) = ∪µ>1C
µ
3 (V ). Analogous meaning should be given to Z C
µ
2 (V ), . . . .
From now on V will be a generic Banach space.
The following proposition is a basic result which is at the core of our approach to path-wise
integration:
Proposition 2.1 (The Λ-map). There exists a unique linear map Λ : Z C 1+3 (V )→ C
1+
2 (V ) such that
δΛ = 1Z C3(V ). Furthermore, for any µ > 1 this map is continuous from Z C
µ
2 (V ) to C
µ
1 (V ) and we
have
‖Λh‖µ ≤
1
2µ − 2
‖h‖µ, h ∈ Z C
1+
2 (V ) (5)
Proof. See [8].
Let Rµ(V ) = {g ∈ C2(V ) : δg ∈ C
µ
3 (V )}. When µ > 1 this is the subspace of 1-increments whose
coboundary is small enough to be in the domain of Λ. R1+(V ) is defined as the union of all Rµ(V )
for µ > 1.
An immediate implication of Prop. 2.1 is the following algorithm for a canonical decomposition of
the elements of R1+(V ):
Corollary 2.2. Take an element g ∈ Rµ(V ) for µ > 1. Then g can be decomposed in a unique way
as g = δf +Λδg, where f ∈ C1(V ). If moreover g ∈ C
1+
2 (V ) then f = 0 and g = Λδg: the coboundary
δ is invertible (as a linear map) in C 1+1 (V ).
Proof. By assumption there are no ambiguity to define Λδg and by definition we have that δ(g−Λδg) =
0 and then there exist f ∈ C1(V ) such that δf = g − Λδg. In the case when g ∈ C
1+
2 we see that f is
a γ-Ho¨lder function for some γ > 1 and then ft = f0 which gives our result.
At this point the relation of the structure we introduced with the problem of integration of irregular
functions can be still quite obscure to the non-initiated reader. However something interesting is
already going on and the previous corollary has a very nice consequence which is the subject of the
next corollary.
Corollary 2.3 (Integration of small increments). For any 1-increment g ∈ C2(V ), such that δg ∈ C
1+
1
set δf = (1− Λδ)g, then
(δf)ts = lim
|Πts|→0
n∑
i=0
gti ti+1
where the limit is over all partitions Πts = {t0 = t, . . . , tn = s} of [t, s] as the size of the partition goes
to zero. The 1-increment δf is the indefinite integral of the 1-increment g.
Even if the result is already in [8] we would like to repeat the proof since it is quite illuminating
and it will be source of inspiration when proving a similar statement in the 2d setting.
Proof. Just consider the equation g = δf + Λδg and write
SΠ =
n∑
i=0
gti ti+1 =
n∑
i=0
(δf)ti ti+1 +
n∑
i=0
(Λδg)ti ti+1 = (δf)ts +
n∑
i=0
(Λδg)ti ti+1
and observe that, due to the fact that Λδg ∈ C 1+1 (V ) the last sum converges to zero.
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2.1.1 Computations in C∗
If V is an associative algebra the complex (C∗, δ) is an (associative, non-commutative) graded algebra
once endowed with the following product: for g ∈ Cn(V ) and h ∈ Cm(V ) let gh ∈ Cn+m−1(V ) the
element defined by
(gh)t1 ,...,tm+n+1 = gt1,...,tnhtn,...,tm+n−1 , t1, . . . , tm+n ∈ [0, T ]. (6)
The coboundary δ act as a graded derivation with respect to the algebra structure. In particular
we have the following useful properties.
Proposition 2.4. The following differentiation rules hold:
1. Let g, h be two elements of C1(V ). Then
δ(gh) = δg h+ g δh. (7)
2. Let g ∈ C1(V ) and h ∈ C2(V ). Then
δ(gh) = −δg h+ g δh, δ(hg) = δh g + h δg.
Proof. We will just prove (7), the other relations being equally trivial: if g, h ∈ C1(V ), then
[δ(gh)]ts = gtht − gshs = gt (ht − hs) + (gt − gs)hs = gt (δh)ts + (δh)ts gs,
which proves our claim.
The iterated integrals of smooth functions on [0, T ] are of course particular cases of elements of C
which will be of interest for us. Let us recall some basic rules for these objects: consider f, g ∈ C∞1 ,
where C∞1 is the set of smooth functions from [0, T ] to R. Then the integral
∫
fdg, that we will denote
by J (fdg), can be considered as an element of C∞2 . That is, for s, t ∈ [0, T ], we set
Jts(fdg) =
(∫
fdg
)
ts
=
∫ t
s
fudgu.
The multiple integrals can also be defined in the following way: given a smooth element h ∈ C∞2 and
s, t ∈ [0, T ], we set
Jts(hdg) ≡
(∫
hdg
)
ts
=
∫ t
s
husdgu.
In particular, the double integral Jts(f
1df2df3) is defined, for f1, f2, f3 ∈ C∞0 , as
Jts(f
1df2df3) =
(∫
f1df2df3
)
ts
=
∫ t
s
Jus
(
f1 df2
)
df3u.
Now, suppose that the nth order iterated integral of f1df2 · · · dfn, still denoted by the expression
J (f1df2 · · · dfn), has been defined for f1, f2, · · · , fn ∈ C∞1 . Then, if f
n+1 ∈ C∞1 , we set
Jts(f
1df2 · · · dfndfn+1) =
∫ t
s
Jus
(
f1df2 · · · dfn
)
dfn+1u , (8)
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which defines the iterated integrals of smooth functions recursively. Observe that a nth order integral
J (df1df2 · · · dfn) could be defined along the same lines.
The following relations between multiple integrals and the operator δ will also be useful in the
remainder of the paper:
Proposition 2.5. Let f, g be two elements of C∞1 . Then, recalling the convention (6); it holds that
δf = J (df), δ (J (fdg)) = 0, δ (J (dgdf)) = (δg)(δf) = J (dg)J (df),
and, in general,
δ
(
J (dfn · · · df1)
)
=
n−1∑
i=1
J
(
dfn · · · df i+1
)
J
(
df i · · · df1
)
. (9)
Proof. Here again, the proof is elementary, and we will just show the third of these relations: we have,
for s, t ∈ [0, T ],
Jts(dgdf) =
∫ t
s
dgu(fu − fs) =
∫ t
s
dgufu −Kts,
with Kts = (gt − gs)fs. The first term of the right hand side is easily seen to be in ker δΣ∗2 . Thus
δ (J (dgdf))tus = (δK)tus = [gt − gu][fu − fs],
which gives the announced result.
2.1.2 Dissection of an integral
To grasp the algorithm underling the rough-path approach to integrals over irregular functions we will
exercise ourselves on the deconstruction of a “classic” integral.
With the notations of Sec. 2.1.1 in mind, we will split the integral
∫
ϕ(x)dx = J (ϕ(x)dx) for
a smooth function x ∈ C1 into “more elementary” components. This decomposition suggest the
right structure for the 1d rough paths. A similar exercise for 2d integrals will be very important in
understanding the correct structure of the rough sheets.
The first idea one can have in mind in order to analyze J (ϕ(x)dx) is to perform an expansion
around the increment dx. By Taylor expansion we have
J (ϕ(x)dx) = ϕ(x)J (dx) + J (dϕ(x)dx) . (10)
The first term in the r.h.s will be considered “elementary” and not elaborated further. Note that it is
defined independently of the regularity of x since ϕ(x)J (dx) = ϕ(x)δx.
Moreover, as a 1-increment it is easy to see that the second term in the r.h.s. of eq. (10) is smaller
than the first but more problematic and we proceed to its dissection by the application of δ: invoking
Proposition 2.5, we get that
δ (J (dϕ(x)dx)) = δ(ϕ(x))δx, (11)
Now the r.h.s. is well defined independently of the regularity of x since
[δ(ϕ(x))δx]tus = (ϕ(xt)− ϕ(xu))(xu − xs).
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Since x is smooth and assuming that ϕ is differentiable, then J (dϕ(x)dx) ∈ C 1+1 (since actually
it belongs to C 21 by easy bounds on the iterated integral). Then as a consequence of Corollary 2.2 we
have that
J (dϕ(x)dx) = Λδ [J (dϕ(x)dx)] = −Λ[δ(ϕ(x))δx]. (12)
and, as a result, the following expression for the original integral holds
J (ϕ(x)dx) = ϕ(x)δx − Λ ( δ(ϕ(x))δx) = (1− Λδ)[ϕ(x)δx]. (13)
Eq. (13) shows that the ordinary integral on the l.h.s. is equivalent to an expression in the r.h.s
which does not depend any more on any differentiability assumptions on x, indeed the r.h.s makes
sense, for example, when ϕ ∈ Lip and x ∈ C γ0 for any γ > 1/2: the only thing we have to check is
that δ(ϕ(x))δx ∈ C 1+2 but under these assumptions we have
|(ϕ(xt)− ϕ(xu))(xu − xs)| ≤ Lϕ‖x‖
2
γ‖ϕ(x)‖γ |t− u|
γ |u− s|γ
where ‖ · ‖γ is the ordinary γ-Ho¨lder norm on functions and Lϕ is the Lipshitz norm of ϕ. In this
case we can define the integral in the l.h.s. as being equivalent to the well-defined r.h.s. and this
new integral is essentially the integral introduced by Young in [22]. What is really relevant to our
discussion is to note that the integral can, in this case, be completely recovered from the 1-increment
ϕ(x)δx.
However, the procedure can be continued further on by the next step in the Taylor expansion of
the integral (10), which reads, for s, t ∈ [0, T ],∫ t
s
[duϕ(xu)] =
∫ t
s
ϕ′(xu)dxu = ϕ
′(xs)[xt − xs] +
∫ t
s
(∫ u
s
ϕ′(xv)dxv
)
dxu,
or according to the notations of Section 2.1.1,
δϕ(x) = J (dϕ(x)) = J
(
ϕ′(x)dx
)
= ϕ′(x)J (dx) + J
(
dϕ′(x)dx
)
. (14)
Injecting this equality in equation (10), thanks to (8), we obtain
J (ϕ(x)dx) = ϕ(x)J (dx) + ϕ′(x)J (dxdx) + J
(
dϕ′(x)dxdx
)
. (15)
In the two first terms in the r.h.s of eq. (15) the function ϕ(x) has “pop out” form the integral, so we
consider them elementary (in a sense we will discuss below). Again, the last term in the r.h.s. can be
seen to belong to C 1+1 (since actually, in this smooth setting, it belongs to C
3
1 ). Then in analogy with
eq. (12) we can represent it in terms of its image under δ as
J
(
dϕ′(x)dxdx
)
= −ΛδJ
(
dϕ′(x)dxdx
)
= −Λ[J (dϕ′(x))J (dxdx) + J (dϕ′(x)dx)J (dx)] (16)
where we acted with δ upon the triple iterated integral according to Prop. 2.5. Concerning the
argument of Λ in this last equation, we note the following two facts: J (dϕ′(x)) = δϕ′(x) while the
double iterated integral J (dϕ′(x)dx) appears in the Taylor expansion for δϕ(x):
δϕ(x) = J (dϕ(x)) = J (ϕ′(x)dx) = ϕ′(x)J (dx) +J (dϕ′(x)dx)
so
J (dϕ′(x)dx) = δϕ(x) − ϕ′(x)δx. (17)
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Then we can rewrite eq. (16) as
J
(
dϕ′(x)dxdx
)
= −Λ[δϕ′(x)J (dxdx) + (δϕ(x) − ϕ′(x)δx)J (dx)] (18)
and finally we have obtained another expression for the integral J (ϕ(x)dx):
J (ϕ(x)dx) = ϕ(x)δx + ϕ′(x)J (dxdx)
− Λ[δϕ′(x)J (dxdx) + (δϕ(x) − ϕ′(x)δx)J (dx)]
= (1− Λδ)[ϕ(x)δx + ϕ′(x)J (dxdx)]
(19)
where to go from the first equation to the second we used the algebraic relation
δJ (dxdx) = J (dx)J (dx). (20)
Up to this point all we got are another equivalent expression for the classic integral in the r.h.s. of
eq. (18).
It is a very remarkable basic result of rough path theory that the r.h.s. of eq. (18) makes sense for
paths x which are very irregular like the sample paths of Brownian motion (which a.s. are not Ho¨lder
continuous for any index greater than 1/2), once we have at our disposal also a 1-increment J (dxdx)
which is sufficiently small and satisfy eq. (20). Heuristically, in this situation the formula says that
the 1-increment ϕ(x)δx can be “corrected” or “renormalized” by adding the correction ϕ′(x)J (dxdx)
so that it becomes integrable (in the sense of Corollary 2.3).
In the cases where this correction belongs to C 1+1 we have (1−Λδ)[ϕ
′(x)J (dxdx)] = 0 so eq. (18)
becomes again eq. (12) and we reobtain the Young integral.
It is worth noticing at that point that the integral, as defined by eq. (18), has now to be understood
as an integral over the (step-2) rough path (x,J (dx dx)) [8] and it coincide with the notion of integral
over a rough path given by Lyons in [12].
This algorithm has an obvious extension to higher orders if we assume that a reasonable definition
of the iterated integrals J (dxdx · · · dx) can be given. To proceed further however we need the notion
of geometric rough path (for more details on this notion see [12]) which must be exploited crucially
to show that some terms are small and belongs to the domain of Λ.
Note that we have worked in the scalar setting (i.e. all the object we considered are real-valued).
Willing to add some notational burden it is easy to see that this section has an equivalent formulation
in the vector case (when x takes values on Rn and ϕ is a (smooth) differential from on Rn). Indeed
all the theory is interesting and useful especially in the vector case. This explain the fact that we do
not considered techniques like the Doss-Sussmann approach to define one dimensional integrals since
they are essentially limited to the scalar setting (where every reasonable differential form ϕ is exact)
and do not have a vectorial counterpart.
3 The increment complex in two dimensions
In this paper we are interested in particular two-dimensional integrals which can take two basic forms
which in general are not equivalent. If f, g : R2 → R are regular enough we can define the two
dimensional integral of f wrt. g as∫∫ (s2,t2)
(s1,t1)
fdg :=
∫ s2
s1
ds
∫ t2
t1
dtf(s, t)∂1∂2g(s, t) (21)
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where ∂1 and ∂2 are the partial derivatives wrt. the first and the second coordinate, respectively.
Another possible and nonequivalent basic integral in two-dimension is given, for a triple of functions
f, g, h, by ∫∫ (s2,t2)
(s1,t1)
fd1gd2h :=
∫∫ (s2,t2)
(s1,t1)
f(s, t)∂1g(s, t)∂2h(s, t) dsdt
Then ∫∫ (s2,t2)
(s1,t1)
dg =: (δg)(s1, t1, s2, t2) (22)
defines the coboundary map δ for functions of two parameters:
(δg)(s1, t1, s2, t2) = g(s2, t2)− g(s1, t2)− g(s2, t1) + g(s1, t1)
= [g(s2, t2)− g(s1, t2)]− [g(s2, t1)− g(s1, t1)]
(23)
which is just the composition of two finite-difference operator in the two directions. These integrals are
to be considered as continuous functions of two points (s1, t1) and (s2, t2) on the plane which vanishes
whenever s1 = s2 or t1 = t2. This preliminary observation leads to the following general construction
for a 2d cochain complex suitable for the analysis of these two-parameter integrals.
Fix a positive real T and let CCk,l(V ) the space of continuous functions from [0, T ]
k × [0, T ]l → V ,
V some vector space such that
g(s1,...,sk)(t1,...,tl) = 0
whenever si = si+1 or ti = ti+1. We will write CCk,l = CCk,l(R).
For CCk(V ) = CCk,k(V ) we will use the natural identification with the space of continuous functions
from ([0, T ]2)k → V . These will play the rle of 2d k-increments: they are functions of k points in the
square [0, T ]2 such that they become zero whenever two contiguous arguments have one coordinate in
common.
Note that CCk,l = Ck ⊗ Cl and in general
CCk,l(V ) = Ck ⊗ Cl ⊗ V (24)
We will call the elements of CCk,l(V ) (k, l)-biincrements and the elements of CCk(V ) k-biincrements.
Moreover we introduce one-dimensional coboundaries δ1, δ2 which acts as described in Sec. 2 on the
biincrements view as functions of the first set, or of the second set of arguments, i.e. they acts on the
first or second C∗ factor according to factorization of eq. (24). To be concrete
δ1 : CCk,l(V )→ CCk+1,l(V )
δ2 : CCk,l(V )→ CCk,l+1(V )
and for example, if g ∈ CCk,l(V ) then
(δ1g)(s1,··· ,sk+1),(t1,··· ,tl) =
k+1∑
i=1
(−1)i+1g(s1,··· ,sˆi,··· ,sk+1),(t1,··· ,tl)
where, as usual, the notation sˆi means that the corresponding argument is omitted. It is easy to see
that δ1 and δ2 commute and that
δ = δ1δ2 : CCk(V )→ CCk+1(V )
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is a coboundary, i.e. satisfy the equation δδ = 0. Moreover, if g ∈ CCk,l(V ) we have
(δg)(s1 ,··· ,sk+1),(t1,··· ,tl+1) =
k+1∑
i=1
l+1∑
j=1
(−1)i+jg(s1,··· ,sˆi,··· ,sk+1),(t1,··· ,tˆj ,··· ,tj+1)
Then (CC∗(V ), δ) is a cochain complex. It will be important to note that its cohomology is not
trivial and that it will play a rle in our subsequent results.
3.1 Cohomology of (CC∗, δ)
The complex (CC∗(V ), δ) is the diagonal of the following commutative diagram
CC1,1(V )
δ1−−−−→ CC2,1(V )
δ1−−−−→ CC3,1(V )
δ1−−−−→ · · ·
δ2
y δ2y δ2y
CC1,2(V )
δ1−−−−→ CC2,2(V )
δ1−−−−→ CC3,2(V )
δ1−−−−→ · · ·
δ2
y δ2y δ2y
CC1,3(V )
δ1−−−−→ CC2,3(V )
δ1−−−−→ CC3,3(V )
δ1−−−−→ · · ·
δ2
y δ2y δ2y
(25)
We are mainly interested in the first cohomology group
H1(CC , δ) =
Z CC1(V )
BCC1(V )
where as before we denote Z CCk(V ) = Kerδ|CCk(V ) and BCCk(V ) = Imδ|CCk−1(V ), the spaces of
k-bicocycles and k − 1-bicoboundaries, respectively.
To compute the cohomology consider applications σ1 : CCk,l(V ) → CCk−1,l(V ) (for k ≥ 1) and
σ2 : CCk,l(V )→ CCk,l−1(V ) (for l ≥ 1) which fix the first argument on each direction to the (arbitrary)
value 0. For example:
(σ1g)(s1,...,sk−1)(t1,...,tl) = g(0,s1,...,sk−1)(t1,...,tl)
and a similar equation for σ2. Then we have the homotopy formulas
σiδi − δiσi = 1, for i=1,2
which are at the origin of the exactness of the one-dimensional complexes forming the rows and the
columns of the diagram (25). Let k ≥ 1. Take a ∈ Z CCk(V ) and let
b = a− σ1δ1a− σ2δ2a
and, using the homotopy formulas, verify that
δ1b = δ1a− δ1a− δ1σ2δ2a = −σ2δa = 0
since δ1 commutes with σ2. Similarly δ2b = 0. Then b ∈ Kerδ1∩Kerδ2 which means that we can write
b = δ1s1b = δ1σ1δ2σ2b
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but since operators with different indexes commutes we can always rewrite this as
b = δ1δ2σ1σ2b = δσ1σ2b
so that b ∈ BCCk(V ). Next, note that σ1δ1a ∈ Kerδ2, since δ2σ1δ1a = σ1δa = 0 so σ1δ1a = δ2σ2σ1δ1a.
Then for any a ∈ Z CCk(V ) we have the decomposition
a = δq + δ1σδ2a+ δ2σδ1a (26)
for some q ∈ CCk−1(V ) where we let σ = σ1σ2 = σ2σ1.
3.2 Computations in CC∗,∗
For a ∈ CCn,m, b ∈ CCk,l we can define the (noncommutative, associative) product ab ∈ CCn+k−1,m+l−1
as
ab(s1,...,sn+k−1)(t1,...,tm+l−1) = a(s1,...,sn)(t1,...,tm)b(sn,...,sn+k−1)(tm,...,tl+m−1).
For example for a ∈ CC2,1, b ∈ CC1,2 we have (ab)(s1,s2)(t1,t2) = a(s1,s2)t1bs2(t1,t2). This definition is
suited to work well with the action of δ1, δ2, for example we have that, if a, b ∈ CC1,∗:
δ1(aδ1b) = δ1aδ1b, δ1(δ1ba) = −δ1bδ1a
If a, b ∈ CC1:
δ2(aδ1b) = δ2aδ1b+ aδb,
δ(δ1aδ2b) = δ1((δ2δ1a)δ2b) + δ1a(δ2δ2b)) = δ1(δaδ2b) = −δaδb
and
δ(δ2bδ1a) = −δbδa, δ(aδb) = δ(δab) = δaδb
as can be easily checked by a direct computation. In the two parameters setting we will improve
our algebraic structure by adding a new type of product for f ∈ CCm,n and g ∈ CCm,l we define
f ◦1 g ∈ CCm,n+l by
f ◦1 g(s1s2...sm)(t1t2...tn+l−1) = f(s1s2...sm)(t1t2...tn)g(s1s2...sn)(tn,tn+1...tn+l−1)
and an analogue definition in the second direction .
For a two-dimensional quantity like the basic integral in eq.(21) we can write down the following
relation ∫∫ (s2,t2)
(s1,t1)
[∫∫ (s,t)
(s1,t1)
df(u, v)
]
dg(s, t)
=
∫∫ (s2,t2)
(s1,t1)
[f(s, t)− f(s1, t)− f(s, t1) + f(s1, t1)]dg(s, t)
=
∫∫ (s2,t2)
(s1,t1)
f(s, t)dg(s, t) + f(s1, t1)(δg)(s1, t1, s2, t2)
−
∫ t2
t1
f(s1, t)d2[g(s2, t)− g(s1, t)]
−
∫ s2
s1
f(s, t1)d1[g(s, t2)− g(s, t1)]
(27)
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which will play the same rle as eq. (10) in the one-dimensional setting.
As an example of the formalism set up up to now we can consider the decomposition of eq. (27)
for the (two-dimensional) iterated integral
∫∫
dfdg of two smooth elements f, g ∈ CC1. In compact
notation it reads: ∫∫
fdg = −fδg +
∫
fd1δ2g +
∫
fd2δ1g +
∫∫
dfdg
where we understand the integrals as functions of both the extremes of integration. Note that
δ
∫∫
dfdg = δ(fδg) = δfδg
so ∫∫
fdg −
∫
fd1δ2g −
∫
fd2δ1g ∈ ker δ. (28)
Actually the three factors in eq. (28) corresponds exactly to the decomposition (26) since∫∫
fdg = δ
∫∫
∗,∗
fdg,
∫
fd1δ2g = δ1
∫
∗
fd1δ2g,
∫
fd2δ1g = δ2
∫
∗
fd2δ1g
where the star in the integral sign denote that the lower integration point has been fixed arbitrarily
(e.g. to 0 ∈ [0, T ]).
Another relevant remark is to note that the antisymmetric element ωa = δ1fδ2g − δ2fδ1g satisfy
δωa = 0. Indeed
δ1ω
a = −δ1fδg − δfδ1g, δω
a = −δfδg + δfδg = 0
according to the rules established above. For the symmetric counterpart ωs = δ1fδ2g + δ2fδ1g we
have
δ1ω
s = −δ1fδg + δfδ1g, δω
s = −δfδg − δfδg = −2δfδg
3.3 Splitting and other operations
Each of the vector spaces CCk,m(V ) is naturally isomorphic to either Ck(Cm(V )) or to Cm(Ck(V )):
consider each k,m-biincrement either as a k-increment in the first direction with values inm-increments
in the other direction or vice-versa. The multiplication in CC∗,∗ is compatible with these isomorphism.
In what follows it will be useful to introduce a one-dimensional splitting map S which sends
products ab ∈ C2(V ) for a ∈ C1(V ) and b ∈ C1(V ) to the elementary tensor S(ab) = a⊗ b ∈ C1(V )
V
⊗
C1(V ) where the tensor product is over the algebra V . The map is the extended by linearity to the
subspace M2 of C2 generated by the linear combinations of products of two elements of C1. Elements
of C1(V )
V
⊗ C1(V ) are just functions (t, u, v, s) 7→ ctuvs of four arguments which are 1-increments in
the couple (t, u) and in the couple (v, s) but which may be non-zero for u = v. The multiplication
map µ : C1(V )
V
⊗ C1(V ) → C2(V ) just sends each c to the 2-increment (t, u, s) 7→ atuus and is the
inverse of S: µ ◦ S(a) = a for any a ∈ M2.
We will denote S1 : CC2,k(V )→ C1(Ck(V ))
Ck(V )
⊗1 C1(Ck(V )) and S2 : CCk,2(V )→ C1(Ck(V ))
Ck(V )
⊗2
C1(Ck(V )) the splitting maps according to the first or the second direction. These are understood
according to the above isomorphism Ck,m(V ) ≃ Ck(Cm(V )) ≃ Cm(Ck(V )) and the index 1, 2 on the
tensor product remember in which of the two directions the splitting has taken place.
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3.4 Abstract integration in CC∗
From now on we assume that V is a Banach space with norm | · |. When they appears tensor product
will be understood according to the projective topology.
Let us introduce the following norms, for any g ∈ CC2(V )
‖g‖z1,z2 := sup
s,t∈[0,T ]2
|g(s1,t1)(s2,t2)|
|s1 − t1|z1 |s2 − t2|z2
(29)
and for h ∈ CC3(V )
‖h‖γ1,γ2,ρ1,ρ2 := sup
s,u,t∈[0,T ]2
|h(s1,u1,t1)(s2,u2,t2)|∏
i=1,2 |si − ui|
γi |ui − ti|ρi
and
‖h‖z1,z2 := inf
{∑
i
‖hi‖γ1,i,γ2,i,z1−γ1,i,z2−γ2,i
∣∣∣∣∣ h =∑
i
hi, γj,i ∈ (0, zi), j = 1, 2
}
and the corresponding subspaces CC z1,z22 (V ), CC
γ1,γ2,ρ1,ρ2
3 (V ) and CC
z1,z2
3 (V ). Moreover we say that
f ∈ CC ρ1,ρ21 if
Nρ1,ρ2(f) = ||δf ||ρ1,ρ2 + ||δ1f ||ρ1,0 + ||δ2f ||0,ρ2 + ||f ||∞ < +∞ (30)
with
||δ1f ||ρ1,0 = sup
(s1,s2,t1)∈[0,T ]3
|δ1fs1s2t1 |
|s2 − s1|ρ1
and similar definition in the second direction. The main feature of the space CC z1,z22 is that CC
z1,z2
2 ∩
ker δ1 = {0} if z1 > 1 and CC
z1,z2
2 ∩ ker δ2 = {0} if z2 > 1. This implies that the equation δa = 0 has
only a trivial solution a = 0 if we require a ∈ CC z1,z21 with z1, z2 > 1.
Let CC 1+i (V ) = ∪z1>1,z2>1CC
z1,z2
i (V ), i = 1, 2.
Note that we have the isomorphism CC z1,z2a,b (V ) ≃ C
z1
a (C
z2
b (V )) ≃ C
z2
b (C
z1
a (V )) for a, b = 0, 1, 2
and z1, z2 ≥ 0.
Before stating the main result of this section we introduce two versions of the one-dimensional Λ
map of Prop. 2.1, acting on the two different coordinates.
Lemma 3.1. Λ1 : B2CC
w1,z2
3,a (V )→ CC
w1,z2
2,a (V ) for a = 1, 2, 3 with w1 > 1 such that δ1Λ1 = 1 and
‖Λ1h‖z1,w2 ≤ Cz1‖h‖z1,w2 (31)
and an analogous bound for Λ2.
Proof. If we fix s2, u2, t2 ∈ [0, T ] we can consider h
s2u2t2 ∈ C2(V ) such that
(s1, u1, t1) 7→ h
s2,u2,t2
s1,u1,t1
= h
(s2,u2,t2)
(s1,u1,t1)
and note that hs2u2t2 ∈ BC z12 (V ) since δh
s1u1t1 = 0 so that it is in the range of the one-dimensional
Λ of Prop. 2.1 and
|(Λhs2,u2,t2)s1t1 | ≤ Cz1‖h
s2,u2,t2‖z1 |s1 − t1|
z1 . (32)
Then define Λ1 as
(Λ1h)(t1,s1),(t2,u2,s2) := (Λh
s2,u2,t2)s1t1
and note that the bound (32) implies eq. (31). Proceeding similarly one can prove a similar statement
about Λ2.
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Then it holds the analogous of the one-dimensional result:
Proposition 3.2. There exists a unique map Λ : BCC 1+2 (V )→ CC
1+
1 (V ) such that δΛ = 1. Moreover
if z1, z2 > 1, h ∈ BCC
z1,z2
2 (V ) then
‖Λh‖z1,z2 ≤
1
2z1 − 2
1
2z2 − 2
‖h‖z1,z2 .
Proof. Since h ∈ Imgδ we have δ1h = δ2h = 0. Then let Λh = Λ1Λ2h which is meaningful since the
δ1Λ2h = Λ2δ1h = 0 (by linearity) and the requirement on the regularity is satisfied. Then
δΛh = δ2δ1Λ1Λ2h = δ2Λ2h = h
and
‖Λh‖z1,z2 = ‖Λ1Λ2h‖z1,z2 ≤ Cz1‖Λ2h‖z1,z2 ≤ Cz1Cz2‖h‖z1,z2 .
Uniqueness depends on the fact that z1, z2 > 1. Using the uniqueness it is easy to deduce that
Λ = Λ2Λ1, i.e. the one-dimensional maps commute (when they can be both applied).
We can already state an interesting result about integration of “small” biincrements.
Corollary 3.3 (2d integration). Let a ∈ CC2,2(V ) such that δ1a ∈ CC
z1,∗
3,2 , δ2a ∈ CC
∗,z2
2,3 , δa ∈ CC
z1,z2
2,2
with z1, z1 > 1. There exists f ∈ CC1,1(V ) such that
δf = (1− Λ1δ1)(1− Λ2δ2)a
and
lim
|Π|→0
∑
i,j
a(t1i+1,t1i )(t2j+1,t2j )
= (δf)(t1 ,s1),(t2,s2)
where the limit is taken over partitions Π = {(t1i , t
2
j )i,j} of the square [t
1, t2]× [s1, s2] into boxes whose
maximum size |Π| goes to zero.
Proof. The required conditions on a ensure that the 1-biincrement
h = (1− Λ1δ1)(1 − Λ2δ2)a = a− Λ1δ1a− Λ2δ2a+ Λδa
is well defined. By direct computation we have that
δ1h = δ1(1− Λ1δ1)(1− Λ2δ2)a = (δ1 − δ1)(1 − Λ2δ2)a = 0
and δ2h = 0. So h must be in the image of δ, i.e. there exists f such that h = δf . This proves the
first claim.
To prove the convergence of the sums consider the above decomposition
a = δf +Λ2δ2a+ Λ1δ1a− Λδa
written as a = δf + r1 + r2 + r where
r1 = (1− Λ1δ1)Λ2δ2a, r2 = (1− Λ2δ2)Λ1δ1a r = Λδa.
Note that r1 ∈ CC
∗,z2
2,2 , δ1r1 = 0 and r2 ∈ CC
z1,∗
2,2 and δ2r2 = 0.
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Then let
SΠ =
∑
i,j
a(t1i+1,t1i )(t2j+1,t2j )
=
∑
i,j
(δf)(t1i+1,t1i )(t2j+1,t2j )
+
∑
i,j
(r1)(t1i+1,t1i )(t2j+1,t2j )
+
∑
i,j
(r2)(t1i+1,t1i )(t2j+1,t2j ) +
∑
i,j
(r)(t1i+1,t1i )(t2j+1,t2j )
and note that, using the fact that δf is an exact biincrement∑
i,j
(δf)(t1i+1,t1i )(t2j+1,t2j )
= (δf)(t1 ,s1)(t2,s2)
and ∑
i,j
(r1)(t1i+1,t1i )(t2j+1,t2j )
=
∑
j
(r1)(t1,s1)(t2j+1,t2j )
since δ1r1 = 0 (i.e. r1 is an exact increment in the direction 1). In the same way∑
i,j
(r2)(t1i+1,t1i )(t2j+1,t2j )
=
∑
i
(r2)(t1i+1,t1i )(t2,s2)
Then ∣∣∣∣∣∣
∑
j
(r1)(t1,s1)(t2j+1,t2j )
∣∣∣∣∣∣ ≤ ‖r1‖
∑
j
|t2j+1 − t
2
j |
z2 → 0
and ∣∣∣∣∣∑
i
(r2)(t1i+1,t1i )(t2,s2)
∣∣∣∣∣ ≤ ‖r2‖∑
i
|t1i+1 − t
1
i |
z1 → 0
and finally ∣∣∣∣∣∣
∑
i,j
(r)(t1i+1,t1i )(t2j+1,t2j )
∣∣∣∣∣∣ ≤ ‖r‖
∑
i,j
|t1i+1 − t
1
i |
z1 |t2j+1 − t
2
j |
z2 → 0
as |Π| → 0 which proves our claim.
4 Two-dimensional Young theory
Proposition 4.1. Let f ∈ CC γ1,γ21,1 , g ∈ CC
ρ1,ρ2
1,1 with γ1 + ρ1 = z1 > 1, γ2 + ρ2 = z2 > 1. Then
δfδg ∈ CC z1,z22 ∩ Img δ and the integral
∫∫
fdg can be defined as∫∫
fdg = (1− Λ1δ1)(1− Λ2δ2)(fδg)
= −fδg + Λ(δfδg) +
∫
fd1δ2g +
∫
fd2δ1g
(33)
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where
∫
fd1δ2g,
∫
fd2δ1g are standard Young integrals. Moreover we can define also the integral∫∫
d1fd2g as ∫∫
d1fd2g = (1− Λ1δ1)(1− Λ2δ2)(δ1fδ2g). (34)
and for ρ1, ρ2 > 1/2 we can define∫∫
fd1gd2g = (1− Λ1δ1)(1 − Λ2δ2)(fδ1gδ2g) (35)
Corollary 4.2. Under the hypothesis of the previous proposition, the two-dimensional sums of the
increments fδg converge:
lim
|Πz,w|→0
∑
i,j
(fδg)xixi+1;yjyj+1 =
(∫∫
fdg
)
z,w
. (36)
where the partition Πz,w is taken on the square (z, w), zi ∈ R
2.
Proposition 4.3. Under the assumption of the Proposition (4.1) we have that:∫∫
fd1gd2g = (1− Λ1δ1)(1− Λ2δ2)(fδ2gδ1g)
= (1− Λ1δ1)(1− Λ2δ2)(fδ1g • δ2g)
(37)
where (δ1g • δ2g)s1s2t1t2 = δ1gs1s2t1δ2gs1t1t2
Proof. Let a = fδ2g • δ1g. By a simple computation we have that δ1a ∈ CC
γ1+ρ1,∗
3,2 , δ2a ∈ CC
∗,γ2,ρ2
2,3
and δa ∈ CC γ1+ρ1,γ2+ρ23,3 then the Corollary (3.3) gives
(1− Λ1δ1)(1− Λ2δ2)(fδ2g • δ1g)s1s2t1t2 = lim
|Π|→0
∑
Π
fsitjδ2gsitjtj+1δ1gsisi+1tj
= lim
|Π|→0
∑
Π
fsitjδ1gsisi+1tjδ2gsi+1tjtj+1 − fsitjδ1gsisi+1tj δgsisi+1tjtj+1
(38)
where Π := {(si, tj)}i,j is a partition of [s1, s2]×[t1, t2] and we denote also by Π1 = (si)i and Π2 = (tj)j
a respectively partition of [s1, s2] and [t1, t2]. Once again by the Corollary (3.3) we have that
lim
|Π|→0
∑
Π
fsitjδ1gsisi+1tj δ2gsi+1tjtj+1 = (
∫∫
fd1gd2g)s1s2t1t2
and then the one dimensional Young theory of integration gives
lim
|Π2|→0
∑
Π2
fsitjδ1gsisi+1tjδgsisi+1tjtj+1 =
∫ t2
t1
fsitδ1gsisi+1tdtδ1gsisi+1t
where
∣∣∣∫ t2t1 fsitδ1gsisi+1tdtδ1gsisi+1t∣∣∣ . (si+1− si)2ρ1(t2 − t1)ρ2 . Finally using the fact that ρ1, ρ2 > 1/2
gives:
lim
|Π1|→0
lim
|Π2|→0
∑
|Π|
fsitjδ1gsisi+1tjδgsisi+1tjtj+1 = 0
Putting all these last equation together give us the second line of our proposition, the first part is
given by the same argument.
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Proposition 4.4. Let x ∈ CC α,β1,1 and ϕ ∈ C
4(R) then for α, β > 1/2 the following change of variable
formula :
δϕ(x) =
∫∫
ϕ′(x)dx+
∫∫
ϕ′′(x)d1xd2x
hold.
Proof. Let Π1 = (si)i a partition of [s1, s2] and Π2 = (tj)j of [t1, t2] then
δϕ(x)s1s2t1t2 =
∑
Π1Π2
δϕ(x)sisi+1tjtj+1
=
∑
Π1Π2
(
δ2
∫
1
ϕ′(x)d1x
)
sisi+1tjtj+1
=
∑
Π1Π2
∫ si+1
si
δ2ϕ
′(x)stjtj+1dsxstj+1 +
∫ si+1
si
ϕ′(xstj )dsδ2xstjtj+1
=
∑
Π1Π2
aij + bij
where we have used the one dimensional change of variable formula for the Young integral. Now let
us treat the first term of our sum
aij =
∫ si+1
si
δ2ϕ
′(x)stjtj+1dsxstj+1
= δ2ϕ
′(x)sitjtj+1δ1xsisi+1tj+1 + Λ1(δϕ
′(x)δ1x)sisi+1tjtj+1
=
(∫ tj+1
tj
ϕ′′(xsit)dtxsit
)
δ1xsisi+1tj+1
+ Λ2δ2(1− Λ1δ1)(δ2ϕ
′(x)δ1x)sisi+1tjtj+1 − Λδ(δ2ϕ
′(x)δ1x)sisi+1tjtj+1
Is not difficult to see that
lim
|Π|→0
∑
Π1Π2
Λ2δ2(1− Λ1δ1)(δ2ϕ
′(x)δ1x)sisi+1tjtj+1 = 0 (39)
and
lim
|Π|→0
∑
Π1Π2
Λδ(δ2ϕ
′(x)δ1x)sisi+1tjtj+1 = 0 (40)
then is remind to treat the term
(∫ tj+1
tj
ϕ′′(xsit)dtxsit
)
δ1xsisi+1tj+1 and for that we have the following
expansion :(∫ tj+1
tj
ϕ′′(xsit)dtxsit
)
δ1xsisi+1tj+1 = ϕ
′′(xsitj )δ2xsitjtj+1δ1xsisi+1tj + r
♭
sitjtj+1δ1xsisi+1tj (41)
where r♭ = δ2ϕ
′(x)− ϕ′′(x)δ2x ∈ CC
∗,2β
1,2 such that δ1r
♭ ∈ CC α,2β2,2 which gives :
lim
|Π1|→0
∑
Π1
r♭sitjtj+1δ1xsisi+1tj =
∫ s2
s1
r♭stjtj+1dsxstj+1
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where the limit satisfy the upper bound |
∫ s2
s1
r♭stjtj+1dsxstj+1 | .α,β (s2 − s1)
α(t2 − t1)
2β these allow us
to conclude that :
lim
|Π2|→0
lim
|Π1|→0
∑
Π1Π2
r♭sitjtj+1δ1xsisi+1tj = 0. (42)
Then putting together equation (39) , (40) , (41) and (42) we obtain that :(∫∫
ϕ′′(x)d1xd2x
)
s1s2t1t2
= lim
|Π2|→0
lim
|Π1|→0
∑
Π1Π2
aij
the second sum
∑
Π1Π2
bij is more simple to compute indeed :∑
Π1Π2
bij =
∑
Π1Π2
∫ si+1
si
ϕ′(xstj )dsδ2xstjtj+1
=
∑
Π1Π2
ϕ′(xsitj )δxsisi+1tjtj+1 + Λ2δ2(1− Λ1δ1)(ϕ
′(x)δx) − Λδ(ϕ′(x)δx)
and then
lim
|Π|→0
∑
Π1Π2
bij = lim
|Π|→0
∑
Π1Π2
ϕ′(xsitj )δxsisi+1tjtj+1
=
(∫∫
ϕ′(x)dx
)
s1s2t1t2
and this gives the needed result.
We have also this immediate generalization for the Young integral.
Proposition 4.5. Let y ∈ CC γ1,γ21,1 ,x ∈ CC
ρ1,ρ2
1,1 and z ∈ CC
β1,β2
1,1 such that γi+ ρi > 1,βi+ γi > 1 and
βi + ρi > 1 for i = 1, 2 then we can define∫∫
yd1xd2z = (1− Λ1δ1)(1− Λ2δ2)(yδ1xδ2z)∫∫
yd2zd1x = (1− Λ1δ1)(1− Λ2δ2)(yδ2zδ1x)
and ∫∫
yd1x • d2z = (1− Λ1δ1)(1− Λ2δ2)(yδ1x • δ2z)
and we have the following identity∫∫
yd1xd2z =
∫∫
yd2zd1x =
∫∫
yd1x • d2z
Moreover we have the following Riemann sums representation for our integrals∫ s2
s1
∫ t2
t1
ystdsxstdtzst = lim
|π|→0
∑
i,j
ysitjδ1xsisi+1tjδ2zsi+1tjtj+1
= lim
|π|→0
∑
i,j
ysitjδ1xsisi+1tjδ2zsitjtj+1
= lim
|π|→0
∑
i,j
ysitjδ2zsitjtj+1δ1xsisi+1tj+1
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Proof. Let a1 = yδ1xδ2z, a
2 = yδ2zδ1x and a
3 = yδ1x • δ2z then by a simple computation we have
that
δ1a
1 = −δ1yδ1xδ2z − yδ1xδz ∈ CC
min(γ1+ρ1,ρ1+β1),β2
3,2
δ2a
1 = −δ2yδ1xδ2z − yδxδ2z ∈ CC
ρ1,min(γ2+β2,ρ2+β2)
2,3
and
δa1 = δyδ1xδ2z + δ1yδxδ2z + δ2yδ1xδz + yδxδz ∈ CC
min(γ1+ρ1,ρ1+β1),min(γ2+β2,ρ2+β2)
3,3
then a1 satisfies the assumption of the Corollary (3.3) which also true for a2 and a3 by a similar
computation. Then the integral
∫∫
yd1xd2z,
∫∫
yd2zd1x and
∫∫
yd1x • d2z are well defined and we
have that
(
∫∫
yd2zd1x)s1s2t1t2 = lim
|π|→0
∑
i,j
ysitjδ1xsisi+1tjδ2zsi+1tjtj+1
(
∫∫
yd2zd1x)s1s2t1t2 = lim
|π|→0
∑
i,j
ysitjδ2zsitjtj+1δ1xsisi+1tj+1
and
(
∫∫
yd1x • d2z)s1s2t1t2 = lim
|π|→0
∑
i,j
ysitjδ1xsisi+1tjδ2zsitjtj+1
To prove that this last integral coincide it suffices to show that the difference between the Riemann
sum vanish when the mesh of the partition go to zero. In fact we have that
lim
|π2|→0
∑
i,j
(a1 − a3)sisi+1tjtj+1 = lim
|π2|→0
∑
i,j
ysitjδ1xsisi+1tjδzsisi+1tjtj+1
=
∑
i
∫ t2
t1
ysitδ1xsisi+1tdtδ1zsisi+1t
(43)
Using the fact that |
∫ t2
t1
ysitδ1xsisi+1tdtzsisi+1t| . (si+1 − si)
ρ1+β1 we obtain that :
lim
|π1|→0
lim
|π2|→0
∑
i,j
(a1 − a3)sisi+1tjtj+1 = 0
which gives the following equality
∫∫
yd1xd2z =
∫∫
yd1x • d2z. The other identity is obtained by
exactly the same computations.
5 Analysis of a two-parameter integral
Following the informal approach of sec. 2.1.2 we would like to get inspired for a general construction
from the analysis of a concrete two-dimensional integral. Then consider
∫∫
ϕ(x)dx for a smooth
surface x : R2 → R and a smooth function ϕ : R→ R. The decomposition of eq.(27) gives∫∫
ϕ(x)dx = −ϕ(x)
∫
dx+
∫
1
ϕ(x)
∫
2
dx+
∫
2
ϕ(x)
∫
1
dx+
∫∫
dϕ(x)dx
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where, for example, we used the notation
∫
1 ϕ(x)
∫
2 dx to mean(∫
1
ϕ(x)
∫
2
dx
)
(s1,s2;t1,t2)
:=
∫ t1
s1
ϕ(xu1,s2)
∫ t2
s2
∂1∂2x(u1, u2)du1du2
and the others analogous expressions.
This decomposition is at the origin of Prop.4.1 when the demanded regularity is satisfied since the
iterated integral is given by the formula∫∫
dϕ(x)dx = −Λ [δϕ(x)δx] .
To proceed further we note that∫∫
dϕ(x) =
∫∫
ϕ′(x)dx+
∫∫
ϕ′′(x)(d1xd2x) (44)
(recall that d = d1d2 is not a derivation). Take the first term in the r.h.s. and use again eq.(27) to
write ∫∫
ϕ′(x)dx = −ϕ′(x)
∫
dx+
∫
1
ϕ′(x)
∫
2
dx+
∫
2
ϕ′(x)
∫
1
dx+
∫∫
dϕ′(x)dx (45)
and a similar equation for the term
∫∫
ϕ′′(x)d1xd2x. Then∫∫
dϕ(x)dx =
∫∫
ϕ′(x)dxdx+
∫∫
ϕ′′(x)(d1xd2x)dx. (46)
For simplicity we treat explicitly the first term in the r.h.s, the analysis of the second being similar.
Using eq.(45) and the definition of iterated integral, we have∫∫
ϕ′(x)dxdx = −ϕ′(x)
∫
dxdx+
∫
1
ϕ′(x)
∫
2
dxdx+
∫
2
ϕ′(x)
∫
1
dxdx+
∫∫
dϕ′(x)dxdx (47)
This expression seems complicated, however it shows that, in order to control the l.h.s. we need two
ingredients:
1) Being able to define essentially one-dimensional integrals like∫
1
ϕ(x)
∫
2
dx,
∫
1
ϕ′(x)
∫
2
dxdx,
∫
1
ϕ′′(x)
∫
2
d1xd2dx, . . . (48)
2) Control the remainders given by the three-fold iterated integrals
R :=
∫∫
dϕ′(x)dxdx R˜ :=
∫∫
dϕ′′(x)d1xd2xdx.
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5.0.1 The boundary integrals
We call integrals like those appearing in eq.(48) boundary integrals to emphasize their one-dimensional
nature (which, we hope, will be clear from what follows). Their appearance is characteristic of the
multidimensional setting and it is linked to the cohomological structure of the complex (CC∗, δ) studied
in Sec. 3. Take the first of them and expand it according to the (one-dimensional) eq.(10):∫
1
ϕ′(x)
∫
2
dxdx = ϕ′(x)
∫∫
dxdx+
∫
1
d1ϕ
′(x)
∫
2
dxdx (49)
Next, apply δ1 to the second term in the r.h.s.:
− δ1
∫
1
d1ϕ
′(x)
∫
2
dxdx =
∫
1
d1ϕ
′(x)
∫
1
∫
2
dxdx+
∫
1
d1ϕ
′(x)
∫
2
dx
∫
1
dx (50)
The first term in the r.h.s. is simple since it is equivalent to δ1ϕ
′(x)
∫∫
dxdx, and can be controlled
with some regularity of ϕ′ and the a-priori knowledge of
∫∫
dxdx. The second needs to be further
expanded as∫
1
d1ϕ
′(x)
∫
2
dx
∫
1
dx =
∫
1
ϕ′′(x)d1x
∫
2
dx
∫
1
dx
= ϕ′′(x)
∫
1
d1x
∫
2
dx
∫
1
dx+
∫
1
d1ϕ
′′(x)d1x
∫
2
dx
∫
1
dx
(51)
Again, the first term in the r.h.s do not pose any further problem so we continue to study only the
last one. Set
A1 :=
∫
1
d1ϕ
′′(x)d1x
∫
2
dx
∫
1
dx
We apply to A1 the splitting operator S1 obtaining
S1A1 =
∫
1
d1ϕ
′′(x)d1x
∫
2
dx⊗1
∫
1
dx (52)
Let us clarify the meaning of this last term: in the first direction is the tensor product of two 1-
increments, while in the second direction is a 1-increment. Taking four points (u1, u2, u3, u4) in
direction 1 and two (v1, v2) in direction 2, its value is given by the expression∫ u4
u3
∫ v2
v1
(∫ u2
u1
∫ v
v1
(∫ u
u1
∫ a
u1
dbϕ”(xbv1)daxav1
)
duvxuv
)
dstxst
As the reader can easily check, by setting u2 = u3 we reobtain A1.
Denote with δ1⊗1 1 the action of the δ1 operator on the first factor of an element of C1⊗C1, where
again the 1 as index of the tensor operation denote that it acts on tensor products according to the
first direction. Apply δ1 ⊗1 1 to the r.h.s of eq. (52) last term in the r.h.s to obtain
−(δ1 ⊗1 1)
∫
1
d1ϕ
′′(x)d1x
∫
2
dx⊗1
∫
1
dx = −
[
δ1
∫
1
d1ϕ
′′(x)d1x
∫
2
dx
]
⊗1
∫
1
dx
=
∫
1
d1ϕ
′′(x)
∫
1
d1x
∫
2
dx⊗1
∫
1
dx+
∫
1
d1ϕ
′′(x)d1x
∫
1
∫
2
dx⊗1
∫
1
dx
22
Hence let
A A 1 :=
∫
1
d1ϕ
′′(x)
∫
1
d1x
∫
2
dx⊗1
∫
1
dx = δ1ϕ
′′(x)
∫
1
d1x
∫
2
dx⊗1
∫
1
dx
and (cfr. eq. (17))
A B1 :=
∫
1
d1ϕ
′′(x)d1x
∫
1
∫
2
dx⊗1
∫
1
dx =
(
δ1ϕ
′′(x)− ϕ′′(x)δ1x
) ∫
1
∫
2
dx⊗1
∫
1
dx
which depend only on the function ϕ′′(x) and on the “splitted” iterated integrals∫
1
d1x
∫
2
dx⊗1
∫
1
dx,
∫
1
∫
2
dx⊗1
∫
1
dx
Since we are working under smoothness conditions is possible to recover A1 by applying Λ1 ⊗1 1:
A1 = −(Λ1 ⊗1 1)(A A 1 + A B1). Moreover
C1 :=
∫
1
d1ϕ
′′(x)d1x = ϕ
′′(x)
∫
1
d1x
∫
2
dx
∫
1
dx+ µ1A1
where recall that µ1 is the multiplication in the first direction which is the inverse operation of the
splitting S1. Then we can recover also the term
∫
1 d1ϕ
′(x)
∫
2 dx
∫
1 dx by eq.(49) and an application of
Λ1. Finally we have obtained the following expression for the boundary term:∫
1
ϕ′(x)
∫
2
dxdx = ϕ′(x)
∫∫
dxdx− Λ1
[
δ1ϕ
′(x)
∫
1
∫
2
dxdx+ C1
]
where the r.h.s. depends only on a finite number of iterated integrals of x.
5.0.2 The remainders R,R˜
The three-fold iterated integral
∫∫
dϕ′(x)dxdx will be analyzed in terms of its image under δ:
δ
∫∫
dϕ′(x)dxdx =
∫∫
dϕ′(x)
∫∫
dxdx+
∫∫
dϕ′(x)dx
∫∫
dx
+
∫∫
dϕ′(x)
∫
1
dx
∫
2
dx+
∫∫
dϕ′(x)
∫
2
dx
∫
1
dx
(53)
The first term is readily controlled in the same spirit as above. Consider the fourth (the third is
similar) which we will write as∫∫
dϕ′(x)
∫
2
dx
∫
1
dx =
∫
1
d1[δ2ϕ
′(x)]
∫
2
dx
∫
1
dx
=
∫
1
δ2[ϕ
′′(x)d1x]
∫
2
dx
∫
1
dx
=
∫
1
δ2[ϕ
′′(x)]d1x
∫
2
dx
∫
1
dx+
∫
1
ϕ′′(x)d1δ2x
∫
2
dx
∫
1
dx
= D1 + E1
(54)
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Expanding the integral of δ2[ϕ
′′(x)]d1x we get
D1 =
∫
1
δ2[ϕ
′′(x)]d1x
∫
2
dx
∫
1
dx
= δ2[ϕ
′′(x)]
∫
1
d1x
∫
2
dx
∫
1
dx+
∫
1
d1δ2[ϕ
′′(x)]d1x
∫
2
dx
∫
1
dx
(55)
Again we apply (δ1 ⊗1 1)S1 to the second term:
−(δ1 ⊗1 1)S1
∫
1
d1δ2[ϕ
′′(x)]d1x
∫
2
dx
∫
1
dx
=
∫
1
d1δ2[ϕ
′′(x)]
∫
1
d1x
∫
2
dx⊗1
∫
1
dx+
∫
1
d1δ2[ϕ
′′(x)]d1x
∫
1
∫
2
dx⊗1
∫
1
dx
=: DA 1 + DB1
(56)
From which we get:
D1 = δ2[ϕ
′′(x)]
∫
1
d1x
∫
2
dx
∫
1
dx− µ1[Λ1 ⊗1 1](DA 1 + DB1) (57)
And in the same way:
E1 = ϕ
′′(x)
∫
1
d1δ2x
∫
2
dx
∫
1
dx− µ1[Λ1 ⊗1 1](E A 1 + E B1) (58)
with
E A 1 := δ1[ϕ
′′(x)]
∫
1
d1δ2x
∫
2
dx⊗1
∫
1
dx
and
E B1 :=
∫
1
d1ϕ
′′(x)d1δ2x
∫
1
∫
2
dx⊗1
∫
1
dx.
Note that
F1 := DB1 + E B1
= δ2
[∫
1
d1ϕ
′′(x)d1x
] ∫
1
∫
2
dx⊗1
∫
1
dx
= δ2
[
δ1ϕ
′(x)− ϕ′′(x)δ1x
] ∫
1
∫
2
dx⊗1
∫
1
dx.
(59)
Together eq.(54), (59) (60) (59) imply the representation:∫∫
dϕ′(x)
∫
2
dx
∫
1
dx = δ2[ϕ
′′(x)]
∫
1
d1x
∫
2
dx
∫
1
dx+ ϕ′′(x)
∫
1
d1δ2x
∫
2
dx
∫
1
dx
− µ1[Λ1 ⊗1 1](DA 1 + E A 1 + F1).
(60)
The only term, appearing in R which is left is the second term in eq.(53):
∫∫
dϕ′(x)dx
∫∫
dx. This
term can be handled together a similar term appearing in the expansion of R˜ which reads:∫∫
dϕ′′(x)d1xd2x
∫∫
dx
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(all the other terms in R˜ are handled as above). Indeed we have that the sum of
∫∫
dϕ′(x)dx and∫∫
dϕ′′(x)d1xd2x which are nontrivial two-dimensional iterated integrals, appear in the expansion for
δϕ(x):
δϕ(x) = −ϕ′(x)
∫∫
dx+
∫
1
ϕ′(x)
∫
2
dx+
∫
2
ϕ′(x)
∫
1
dx
− ϕ′′(x)
∫∫
d1xd2x+
∫
1
ϕ′′(x)
∫
2
d1xd2x+
∫
2
ϕ′′(x)
∫
1
d1xd2x
+
∫∫
dϕ′(x)dx+
∫∫
dϕ′′(x)d1xd2x
(61)
In this expression all the terms, except the last two can be expressed, following the approach we used
for the boundary integrals above, as functional of a small number of integrals of x.
5.1 Rough sheet
We have shown in this section how the 2-dimensional integral
∫∫
ϕ(x)dx admits to be expressed as a
well behaved functional F of a family X of iterated integrals of x and of ϕ(x). This functional can
then be extended to more irregular functions x, not necessarily smooth, in two ways:
a) Algebraic approach. We are given a family X of biincrements which satisfy algebraic conditions
analogous to that which allowed us to perform the computations in this section. In this case,
the integral can be defined by the same functional F . The algebraic relations are then needed
to show that such a definition is consistent with our notion of integral (e.g. that this integral is
in the kernel of both δ1 and δ2).
b) Geometric approach. We are able to show that, there exists a sequence of families Xn obtained
by iterated integrals over smooth 2-dimensional functions xn, which converges, under suitable
topologies on the biincrements, to a limiting family X. Then by the continuity of the map F we
are able to identify the limit of
∫∫
ϕ(xn)dxn and to consider it as an extension of the integral
over smooth 2-parameter functions. This is analogous to the geometric theory of rough paths.
Already in the one-dimensional theory the two approaches can give different notions of integrals.
5.1.1 Algebraic assumption and Boundary integrals
Hypothesis 5.1. If a = 1, 2 then aˆ = 2, 1. Assume that α, β > 1/3 . Now as in the one parameter
case we assume the existence of some algebraic object
Ax, Aω ∈ CC α,β2,2 ; B
xx
1 , B
xω
1 ∈ CC
2α,β
2,2 ; B
xx
2 , B
xω
2 ∈ CC
α,2β
2,2
Cxx, Cωx, Cxω, Cωω ∈ CC 2α,2β1,1 ; D
xx
1 ,D
ωx
1 ,D
ωω
1 ∈ (C
α
2 ⊗1 C
α
2 )(C
2β
1 ), D
xx
2 ,D
ωx
2 ,D
ωω
2 ∈ (C
β
2 ⊗2 C
β
2 )(C
2α
1 )
Exxx1 , E
xωx
1 , E
xxω
1 , E
xωω
1 ∈ (C
2α
2 ⊗1 C
α
1 )(C
2β
1 ); F
xxx
1 , F
xωx
1 , F
xωω
1 , F
xxω
1 ∈ (C
2α
2 ⊗1 C
α
2 )(C
3β
1 )
Exxx2 , E
xωx
2 , E
xxω
2 , E
xωω
2 ∈ (C
2β
2 ⊗2 C
β
1 )(C
2α
1 ); F
xxx
2 , F
xωx
2 , F
xωω
2 , F
xxω
2 ∈ (C
2β
2 ⊗2 C
β
2 )(C
3α
1 )
satisfying the following equations
1. Ax = δx ,
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2. δaB
xx
a = (δax)A
x, δaˆB
xx
a = −µaˆD
xx
aˆ
3. δaC
xx = µaD
xx
a
4. (1⊗a δa)D
xx
a = 0, δaˆD
xx
a = A
x ⊗a A
x,
5. (1⊗a δa)E
xxx
a = 0, (δa ⊗a 1)E
xxx = δax⊗D
xx
a , δaˆE
xxx
a = F
xxx
a +B
xx
a ⊗a A
x,
6. δaA
ω = 0
7. δaB
xω
a = (δax)A
ω, δaˆB
xω
a = µaˆD
xω
a
8. δaC
ωx = µaD
ωx
a
9. (1⊗a δa)D
ωx
a = 0, δaˆD
ωx
a = A
ω ⊗a A
x
10. (1⊗a δa)E
xωx
a = 0, (δa ⊗ 1)E
xωx = δax⊗a D
ωx
a , δaˆE
xωx
a = F
xωx
a +B
xω
a ⊗a A
ω
11. δaC
xω = µaD
xω
a
12. (1⊗a δa)D
xω
a = 0, δaˆD
xω
a = A
x ⊗a A
ω,
13. (1⊗a δa)E
xxω
a = 0, (δa ⊗a 1)E
xxω = δax⊗D
xω
a , δaˆE
xxω
a = F
xxω
a +B
xx
a ⊗a A
ω,
14. δaC
ωω = µaD
ωω
a
15. (1⊗a δa)D
ωω
a = 0, δaˆD
ωω
a = A
ω ⊗a A
ω,
16. (1⊗a δa)E
xωω
a = 0, (δa ⊗a 1)E
xωω = δax⊗D
ωω
a , δaˆE
xωω
a = F
xωω
a +B
xω
a ⊗a A
ω,
Remark 5.2. When x is a smooth sheet we can choose this algebraic object as the following iterated
integral :
1. (Ax)s1s2t1t2 = (
∫∫
dx)s1s2t1t2 = δxs1s2t1t2
2. (Aω)s1s2t1t2 = (
∫∫
dω)s1s2t1t2 =
∫ s2
s1
∫ t2
t1
dsxstdtxst
3. (Bxx1 )s1s2t1t2 = (
∫
1 d1x
∫
2 dx)s1s2t1t2 =
∫ s2
s1
∫ t2
t1
δ1xs1st1dstxst
4. (Bxω1 )s1s2t1t2 = (
∫
1 d1x
∫
2 dω)s1s2t1t2 =
∫ s2
s1
∫ t2
t1
δ1xs1st1dsxstdtxst
5. (Cxx)s1s2t1t2 = (
∫∫
dxdx)s1s2t1t2 =
∫∫ (s2,t2)
(s1,t1)
(∫∫ (s,t)
(s1,t1)
drr′xrr′
)
dstxst
6. (Cωx)s1s2t1t2 = (
∫∫
dωdx)s1s2t1t2 =
∫∫ (s2,t2)
(s1,t1)
(∫∫ (s,t)
(s1,t1)
drxrr′dr′xrr′
)
dstxst
7. (Dxx1 )s1s2s3s4t1t2 = (
∫
2
∫
1 dx⊗1
∫
1 dx)s1s2s3s4t1t2 =
∫∫ (s4,t2)
(s3,t1)
(∫∫ (s2,t)
(s1,t1)
drr′xrr′
)
dstxst
8. (Exxx1 )s1s2s3s4t1t2 = (
∫
1 d1x
∫
2 dx⊗1
∫
1 dx)s1s2s3s4t1t2 =
∫∫ (s4,t2)
(s3,t1)
(∫∫ (s2,t)
(s1,t1)
δ1xs1rt1drr′xrr′
)
dstxst
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9.
(F xxx1 )s1s2s3s4t1t2t3 = (
∫∫
dx
∫
2
dx⊗1
∫
1
dx)s1s2s3s4t1t2t3
= −
∫∫ (s4,t3)
(s3,t2)
(
∫∫ (s2,t)
(s1,t2)
(
∫∫ (r,t2)
(s1,t1)
dabxab)drr′xrr′)dstxst
In this section we assume the previous hypothesis to be true and we will give a ”reasonable”
construction of the following boundary integrals :∫
a
y
∫
aˆ
dx,
∫
a
y
∫
aˆ
dxdx,
∫
a
y
∫
aˆ
dω,
∫
a
y
∫
aˆ
dωdx,
which allow us to construct the space of two parameters controlled sheet and integrate them. We begin
by recalling the notion of a one dimensional controlled path which the space of the sheet y satisfying
the following assumption :
δay = y
xaδax+ y
♯a, yxa ∈ CC α,β1,1 , (y
♯1, y♯2) ∈ CC 2α,β2,1 × CC
α,2β
1,2
where x ∈ C α,β1,1 , a ∈ {1, 2} and we denoted by Q
α,β
x this space. Now we will set out a permutation
lemma that is useful to conduct the computation in the following.
Lemma 5.3. We have for h ∈ (C2 ⊗a C2)(C2) the following identity:
δaµah = µa(δa ⊗a 1)h− µa(1⊗a δa)h. (62)
And then we have the following construction for the Boundary integral :
Proposition 5.4. Assume that the hypothesis 5.1 to be true, and let y ∈ Qα,βx . Then we define the
boundary integral by :
1.
∫
a y
∫
aˆ dx := yA
x + yxaBxxa + Λa[y
♯aAx + δay
xaBxxa ],
2.
∫
a y
∫
aˆ dxdx := yC
xx + Λa[δayC
xx + yxµaE
xxx
a + µa(Λa ⊗a 1)(y
♯aDxxa + δay
xaExxxa )],
3.
∫
a y
∫
aˆ dω := yA
ω + yxaBxωa + Λa[y
♯aAω + yxBxωa ]
4.
∫
a y
∫
aˆ dωdx := yC
ωx + Λa[δayC
ωx + yxµaE
xωx
a + µa(Λa ⊗a 1)(y
♯aDωxa + δay
xaExωxa )]
5.
∫
a y
∫
aˆ dxdω := yC
xω + Λa[δayC
xω + yxµaE
xxω
a + µa(Λa ⊗a 1)(y
♯aDxωa + δay
xaExxωa )]
6.
∫
a y
∫
aˆ dωdω := yC
ωω + Λa[δayC
ωω + yxµaE
xωω
a + µa(Λa ⊗a 1)(y
♯aDωωa + δay
xaExωωa )]
Moreover all these formulas have meaning and when x is differentiable we can choose the rough sheet so
that they coincide well with their definition in the Riemann-Stieltjes case, which justifies the notation.
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Proof. We will only prove the first two formula, for the others we have identical proofs. Let now x a
smooth sheet and y ∈ Qα,βx , then we have easily the following expansion(∫
1
y
∫
2
dx
)
s1s2t1t2
:=
∫∫ (s2,t2)
(s1,t1)
yst1dstxst =
∫ s2
s1
yst1d1δ2xst1t2
= ys1t1(A
x)s1s2t1t2 + y
x
s1t1(B
xx
1 )s1s2t1t2 +
∫ s2
s1
y♯1s1st1dsδ2xst1t2
where Ax = δx and (Bxx1 )s1s2t1t2 =
∫ s2
s1
∫ t2
t1
δ1xs1st1dstxst. Now is easy to check that rs1s2t1t2 :=∫ s2
s1
y♯1s1st1dsδ2xst1t2 ∈ C
3α,β
2,2 and δ1r = y
♯1δx+ δ1y
x1Bxx1 ∈ CC
3α,β
3,2 . So finally we obtain :
r = Λ1[y
♯1δx+ δ1y
x1Bxx1 ]
and thus ∫
1
y
∫
2
dx := yAx + yx1Bxx1 + Λ1[y
♯1Ax + δ1y
x1Bxx1 ]
Now we remark that this formula is still valid when x satisfy only the assumption (5.1). Now we will
focus on the second equation which requires a different argument. A quick computation gives :(∫
1
y
∫
2
dxdx
)
s1s2t1t2
:=
∫∫ (s2,t2)
(s1,t1)
∫∫ (s,t)
(s1,t1)
yrt1drr′xrr′dstxst
= ys1t1(C
xx)s1s2t1t2 +
∫∫ (s2,t2)
(s1,t1)
∫∫ (s,t)
(s1,t1)
δ1ys1rt1drr′xrr′dstxst
The first term of this last equation is well understood, we will focus on the second term denoted by
H in the sequel. We observed that H ∈ CC 3α,2β2,2 , then:
δ1Hs1s2s3t1t2 = δ1ys1s2t1C
xx
s2t1s3t2 + y
x
s1t1
∫∫ (s3,t2)
(s2,t1)
∫∫ (s2,t)
(s1,t1)
δ1xs1rt1drr′xrr′dstxst
+
∫∫ (s3,t)
(s2,t1)
∫∫ (s2,t)
(s1,t1)
y♯1s1rt1drr′xrr′dstxst.
Now, if we put
As1s2s3t1t2 :=
∫∫ (s3,t)
(s2,t1)
∫∫ (s2,t)
(s1,t1)
y♯1s1rt1drr′xrr′dstxst
we obtain
(δ1 ⊗1 1)S1(A1)s1s2vs3s4t1t2 =
∫∫ (s4,t2)
(s3,t1)
∫∫ (v,t)
(s2,t1)
y♯s1rt1 − y
♯1
s2rt1
drr′xrr′dstxst
= y♯1s1s2t1
∫∫ (s4,t2)
(s3,t1)
∫∫ (v,t)
(s2,t1)
drr′xrr′dstxst
+
∫∫ (s4,t2)
(s3,t1)
∫∫ (v,t)
(s2,t1)
δ1y
♯1
s1s2rt1
drr′xrr′dstxst
= y♯1s1s2t1
∫∫ (s4,t2)
(s3,t1)
∫∫ (v,t)
(s2,t1)
drr′xrr′dstxst
+ δ1y
x
s1s2t1
∫∫ (s4,t2)
(s3,t1)
∫∫ (v,t)
(s2,t1)
δ1xs2rt1drr′xrr′dstxst
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Then if we recall that the two last iterated integrals are denoted respectively by Dxx1 and E
xxx
1 we
obtain:
S1A1 = (Λ1 ⊗1 1)[y
♯1Dxx1 + δ1y
x1Exxx1 ]
then
H = Λ1[δ1yC
xx + yx1µ1E
xxx
1 + µ1(Λ1 ⊗1 1)(y
♯1Dxx1 + δ1y
x
1E
xxx
1 )]
This last equation gives us the second formula when x is a smooth sheet, in the general case when x
satisfies only the Hypothesis 5.1. It’s easy to see that all terms or we apply Λ1 enjoy the regularity and
thanks to the Lemma 5.3 it also satisfy the required algebraic conditions (i.e. : δ1[yC
xx+yx1µ1E
xxx
1 +
µ1(Λ1 ⊗1 1)(y
♯1Dxx1 + δ1y
x
1E
xxx
1 )] = 0) and this concludes the proof.
5.1.2 Controlled Sheet
Definition 5.5. Let x ∈ CC1,1 such that δx ∈ CC
α,β
2,2 , and assume the algebraic hypothesis 5.1 to be
true then we define the space of the two parameter controlled sheet K α,βx by y ∈ K
α,β
x if :
1. δy = −yxAx − yωAω +
∑
a=1,2(
∫
a y
x
∫
aˆ dx+
∫
a y
ω
∫
aˆ dω) + y
♯
2. y, yx, yω ∈ Qα,βx
Theorem 5.6. For α, β > 1/3, x ∈ CC1,1 such that δx ∈ CC
α,β
2,2 and assume that the hypothesis (5.1)
is true then for y ∈ K α,βx we define the increment
∫∫
ydx ∈ CC α,β2,2 and
∫∫
ydω ∈ CC α,β2,2 by:∫∫
ydx := −yAx + yxCxx + yωCωx +
∑
a=1,2
(∫
a
y
∫
aˆ
dx+
∫
a
yx
∫
aˆ
dxdx+
∫
a
yω
∫
aˆ
dωdx
)
+ r♭
where
r♭,ω = Λ
δyAx − δ
−yxCxx − yωCωx + ∑
a=1,2
(
∫
a
yx
∫
aˆ
dxdx+
∫
a
yω
∫
aˆ
dωdx

and∫∫
ydω := −yAω + yxCxω + yωCωω +
∑
a=1,2
(∫
a
y
∫
aˆ
dω +
∫
a
yx
∫
aˆ
dxdω +
∫
a
yω
∫
aˆ
dωdω
)
+ r♭,ω
with
r♭ = Λ
δyAω − δ
−yxCxω − yωCωω + ∑
a=1,2
(
∫
a
yx
∫
aˆ
dxdω +
∫
a
yω
∫
aˆ
dωdω

Theses two formula are well defined moreover if x is a smooth sheet then this two definition coincide
with that given by the Riemann-Stieltjes theory of integration.
Proof. Let x a differentiable sheet then∫∫
ydx = −yδx+
∑
a=1,2
∫
a
y
∫
aˆ
dx+
∫∫
dydx.
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Now using the fact that y ∈ K α,βx we have∫∫
dydx = −yxCxx − yωCωx
∑
a=1,2
(∫
a
yx
∫
aˆ
dxdx+
∫
a
yω
∫
aˆ
dωdx
)
+
∫∫
y♯dx.
Finally if we remark that
∫∫
y♯dx ∈ CC 3α,3β2,2 we obtain
∫∫
y♯dx := Λ
δ ∫∫ dydx− δ
−yxCxx − yωCωx ∑
a=1,2
(
∫
a
yx
∫
aˆ
dxdx+
∫
a
yω
∫
aˆ
dωdx)

This give us the formula when x is smooth. Now we have to check that last formula have meaning
in general case in other word we must show that we can apply Λ for r := δ
∫∫
dydx − δ(−yxCxx −
yωCωx
∑
a=1,2(
∫
a y
x
∫
aˆ dxdx+
∫
a y
ω
∫
aˆ dωdx)) , for this we will make some preliminary computation.
δ
∫∫
dydx = δyδx
δ (yxCxx) = δ2(−δ1y
xCxx + yxδ1C
xx) = δyxCxx + yxδxδx − δ1y
xδ2C
xx − δ2y
xδ1C
xx
δ
∫
a
day
x
∫
aˆ
dxdx = δaˆ
(
δay
xCxx + yxxaµaE
xxx
a + (Λa ⊗a 1)
[
δay
xxaExxxa + y
x♯aDxxa
])
= −δyxCxx + δay
xδaˆC
xx − δaˆy
xxaµaE
xxx
a + y
xxa(Bxxa δx+ µaF
xxx
a )
+ µa(Λa ⊗a 1)[y
x♯aδx⊗a δx+ δay
xxaBxxa ⊗a δx− δaˆy
x♯aDxxa + δay
xxaF xxxa
− δyxxaExxxa ]
= −δyxCxx + δay
xδaˆC
xx − δaˆy
xxaµaE
xxx
a + y
xxaµaF
xxx
a + (
∫
a
day
x
∫
aˆ
dx)δx
+ (Λa ⊗a 1)
[
−δaˆy
x♯aDxxa + δay
xxaF xxxa − δy
xxaExxxa
]
It is easy to see that we have a similar equation if we replace dx by dω := d1xd2x. Finally we obtain
r =y♯δx+ δyxCxx + δyωCωx +
∑
a=1,2
(δaˆy
xxaµaE
xxx
a − y
xxaµaF
xxx
a + δaˆy
ωxaµaE
xωx
a − y
ωxaµaF
xωx
a
+ (Λa ⊗a 1)[δaˆy
x♯aDxxa − δay
xxaF xxxa + δy
xxaExxxa + δaˆy
ω♯aDωxa − δay
ωxaF xωxa + δy
ωxaExωxa ])
and this allow us to say that r ∈ CC 3α,3β3,3 which finishes the proof.
Remark 5.7. We observe that this definition of the two parameter integral is not consistent with
the definition of the controlled sheet, indeed if y ∈ K α,βx then the element z ∈ CC1,1 defined by
z0t = zs0 = 0 and δz =
∫∫
ydx is not in general a controlled sheet.
5.2 Stability under mapping by regular functions
In this section we show that ϕ(x) ∈ K α,βx under more algebraic and geometric assumptions. To prove
this result we will proceed by linear approximation the problem is that the terms which contain d1xd2x
does not approximate well to bypass this difficulty we will start by giving an alternative expression
for the space K α,βx
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Hypothesis 5.8. Let α, β > 1/3 and a = 1, 2. Assume that there exist
Gxxa ∈ C
α,β
2,2 , H
xx
a ∈ C
aˆα,aβ
2,2 , I
xx
a ∈ C
aˆα,aβ
2,2 , J
xx
a ∈ C
2α,2β
2,2 ,
with the convention if a = 1 then aˆ = 2 and conversely. And we assume that this object satisfy the
following relation:
1. δaG
xx
a = δaI
xx
aˆ = 0
2. δaH
xx
a = G
xx
a δax
3. δaJ
xx
a = I
xx
aˆ δax
4. Ixxa = B
xx
a + C
xx
5. Aω = 1/2δx2 −
∫∫
xdx = Gxxa − I
xx
a
6. Bxωa = H
xx
a − J
xx
a
Remark 5.9. In regular case this last iterated integral are given by :
1. (Gxx1 )s1s2t1t2 =
∫ s2
s1
δ2xst1t2dsxst2
2. (Hxx1 )s1s2t1t2 =
∫ s2
s1
δ1xs1st1δ2xst1t2dsxst2
3. (Ixx2 )s1s2t1t2 =
∫∫ (s2,t2)
(s1,t1)
δ2xst1tdstxst
4. (Jxx1 )s1s2t1t2 =
∫ s2
s1
δ1xs1st1
∫ t2
t1
δ2xst1tdstxst
Now under these assumption we give an alternative expression for the space K α,βx .
Proposition 5.10. Assume the Hypothesis 5.8 and 5.1 are true then for y ∈ Qα,βx we have :
1.
∫
a yδaˆxdax := yG
xx
a + y
xaHxxa + Λa[y
♯aGxxa + δay
xaHxxa ]
2.
∫
a y
∫
aˆ δaˆxdx := yI
xx
aˆ + y
xaJxxa + Λa[y
♯aIxxaˆ + δay
xaJxxa ]
3.
∫
a y
∫
aˆ dω =
∫
a yδaˆxdax−
∫
a y
∫
aˆ δaˆxdx
where 1 an 2 are well defined, moreover we can choose Ga, Ha and Ja such that the rough-integrals 1
and 2 coincide with their definition in the Riemann-Stieltjes case.
Proof. We well only proof the first assertion (the proof of second assertion is similar). We assume
that x is smooth then we have :(∫
1
yδ2xdax
)
s1s2t1t2
:=
∫ s2
s1
yst1δ2xst1t2dsxst = ys1t1(G
xx
1 )s1s2t1t2 + y
x1(Hxx1 )s1s2t1t2 + rs1s2t1t2
where
rs1s2t1t2 :=
∫ s2
s1
y♯1st1t2δ2xst1t2dsxst2
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Now is clear that r ∈ C 3α,β2,2 and :
δ1r = y
♯1Gxx1 + δ1y
x1Hxx1 ∈ C
3α,β
3,2
and we get
r = Λ1[y
♯1Gxx1 + δ1y
x1Hxx1 ].
The proof of the last assertion is immediate consequence of the assumption 5 and 6 of the hypothe-
sis 5.8.
This proposition allow us to say that y ∈ K α,βx if and only if :
1. y ∈ Qα,βx
2. δy = −yxδx− yω
(
1/2δx2 − xδx
)
+
∑
a=1,2
(∫
a y
x
∫
aˆ dx+
∫
a y
ωδaˆxdax
)
+ y♯
where yx, yω ∈ Qα,βx , y♯ ∈ C
α,β
2,2 Now let us describe our strategy to prove that ϕ(x) ∈ K
α,β
x . Let
introduce the approximation:
x1st = x0t + s(x1t − x0t) , x
2
st = xs0 + t(xs1 − xs0)
x12st = x00 + s(x10 − x00) + t(x01 − x00) + stδx
where the  is the unit square. Now is clear if ϕ ∈ C4(R,R) then we have
δϕ(x12) =− ϕ′(x12)δx − ϕ′′(x12)(1/2δ(x12)2 − x12δx12)
+
∑
a=1,2
(∫
a
ϕ′(x12)
∫
aˆ
dx12 +
∫
a
ϕ′′(x12)δaˆx
12dax
12
)
+R12
(63)
where
R12 =
∫∫
ϕ′′(x12)dx12dx12 +
∫∫
ϕ′′′(x12)d1x
12d2x
12dx12 +
∫∫
ϕ′′′(x12)dx12d1x
12d2x
12
+
∫∫
ϕ(iv)(x12)d1x
12d2x
12d1x
12d2x
12 − ϕ′′(x12)
∫∫
dx12dx12 −
∑
a∈{1,2}
∫
a
daϕ
′′(x12)
∫
aˆ
δaˆx
12dx12
(64)
Now our goal is to give similar formula for xa and to compare them with the same expansion for x.
To do that we need to give a meaning for the boundary integral appearing in the expansion of xa and
for that we construct Bx
aˆxaˆ
a , G
xaˆxaˆ
a and H
xaˆxaˆ
a . But by formal computation we see that
(Bx
1x1
2 )s1s2t1t2 = (s2 − s1)
(∫ t2
t1
δ2x0t1tdtδ1x01t + s1
∫ t2
t1
δx01t1tdtδ1x01t
)
Then we define Bx
1x1
2 by the following formula :
(Bx
1x1
2 )s1s2t1t2 := (s2 − s1) (B
xx
2 + s1(K
xx
2 )01t1t2)
where
(Kxx2 )s1s2t1t2 :=
∫ t2
t1
δxs1s2t1tdtδ1xs1s2t
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δ2(K
xx
2 )s1s2t1t2t3 = δxs1s2t1t2δxs1s2t1t3
Similar computation allow us to define (Gx
1,x1
2 ) and H
x1x1
2 in the following way :
(Gx
1x1
2 )s1s2t1t2 = (s2 − s1)((G
xx
2 )01t1t2 + (s2 − 1)(L
xx
2 )01t1t2)
(Hx
1x1
2 )s1s2t1t2 = (s2 − s1)(H
xx
2 )01t1t2 + (s2 − 1)(M
xx
2 )01t1t2 + s1((N
xx
2 )01t1t2 + (s2 − 1)(O
xx
2 )01t1t2))
where
(Lxx2 )s1s2t1t2 :=
∫ t2
t1
δ1xs1s2tdtδ1xs1s2t, (M
xx
2 )s1s2t1t2 :=
∫ t2
t1
δxs1s2t1tδ1xs1s2tdtxs2t
and
(Oxxx2 )s1s2t1t2 :=
∫ t2
t1
δxs1s2t1tδ1xs1s2tdtδ1xs1s2t
and this of course pushes us to give a more algebraic assumption on the sheet x:
Hypothesis 5.11. Let α, β > 1/3, a = 1, 2 and and assume the existence of :
Kxxa ,M
xx
a ∈ CC
2α,2β
2,2 , L
xx
a ∈ CC
aα,aˆβ
2,2 , O
xxx
2 ∈ CC
3α,2β
2,2 , O
xxx
1 ∈ CC
2α,3β
2,2
which satisfies the algebraic relation
1. δ2(K
xx
2 )s1s2t1t2t3 = δxs1s2t1t2δxs1s2t1t3
2. δ2L
xx
2 = 0
3. δ2(M
xx
2 )s1s2t1t2t3 = δ2xs1t1t2(L
xx
2 )s1s2t2t3
4. δ2(N
xx
2 )s1s2t1t2t3 = δxs1s2t1t2(G
xx
2 )s1s2t1t2
5. δ2(O
xxx
2 )s1s2t1t2 = δxs1s2t1t2(L
xx
2 )s1s2t2t3
and same relation for Kxx1 , M
xx
1 , N
xx
1 and N
xx
1 .
Remark 5.12. Under this new hypothesis we have some fact :
1. δ2B
x1x1
2 = δx
1δ2x
2
2. δ2G
x1x1
2 = 0
3. δ2H
x1x1
2 = G
x1x1
2 δ2x
2
This new hypothesis allows us to define
R1 = δϕ(x1)−
(
−ϕ′(x1)δx1 − ϕ′′(x1)(1/2δ(x1)2 − x1δx1) +
∑
a=1,2
(∫
a
ϕ′(x1)
∫
aˆ
dx1 +
∫
a
ϕ′′(x1)δaˆx
1dax
1
))
(65)
and an analogue formula for R2. Then we have the following relation between the remainder terms
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Proposition 5.13. Let R1, R2 and R12 given respectively by the equations (65)and (63) and assume
that hypothesis 5.11 , 5.8 and 5.1 are true then we have R = R
1
 +R
2
 −R
12
 where
R = ϕ(x)−
−ϕ′(x)δx − ϕ′′(x)(1/2δx2 − xδx) + ∑
a∈{1,2}
∫
a
ϕ′(x)
∫
aˆ
dx+
∫
a
ϕ′′(x)δaˆxdax

Proof. The fact that x1and x2 are respectively smooth in the first and second direction gives(∫
1
ϕ′(x1)
∫
2
dx1
)

=
(∫
1
ϕ′(x12)
∫
2
dx12
)

, xlab = x
12
ab
(∫
2
ϕ′(x2)
∫
1
dx
)

=
(∫
2
ϕ′(x12)
∫
1
dx12
)

For (a, b) ∈ {0, 1}2 and l = 1, 2. And of course similar equation for the boundary integrals given by∫
1 ϕ
′′(x1)δ2x
1d2x
1. On the other side we have by the definition of the functional Λ1 that :(∫
2
ϕ′(x)
∫
1
dx
)

= (1− Λ1δ1)(ϕ
′(x)δx + ϕ′′(x)Bxx
2
) = (1− Λ
1dδ1d)(ϕ′(x0.)δx01.. + ϕ
′′(x0.)(B
xx
2
)01..)01
= (1− Λ1dδ1d)(ϕ′(x1
0.)δx01.. + ϕ
′′(x1
0.)(B
x1x˜1
2
)01..)01
=
(∫
2
ϕ′(x1)
∫
1
dx1
)

and by similar argument we have also that(∫
2
ϕ′′(x)δ1xd2x
)

=
(∫
2
ϕ′′(x1)δ1x
1d2x˜
1
)

Then putting these equation together we obtain the needed identity.
Now to show that R ∈ C 2α,2β2,2 we have to gives a estimates for the remainder terms R
1 and R2.
At this point we give three technical lemma which help us to do this.
Lemma 5.14. Let x ∈ CC2,2 and ϕ ∈ C
3(R), and we define ν1(x) by :
ν1(x) =− ϕ
′(x00)δx0101 − ϕ
′′(x00)
(
1/2δx20101 − x00δx0101
)
+
(∫ 1
0
ϕ′(x00 + sδ1x010)ds
)
δx0101 +
(∫ 1
0
ϕ′′(x00 + sδ1x010)ds
)
δ2x001δ1x011
+
(∫ 1
0
ϕ′′(x00 + sδ1x010)sds
)
δx0101δ1x011
−
(
ϕ′(x10)− ϕ
′(x00)− ϕ
′′(x00)δ1x010
)
δ2x101
then the following inequality hold
|ν1(x)| . sup
s∈[0,1]
|ϕ′′(xs0)|(δx0101)
2 + sup
s∈[0,1]
|ϕ′′′(xs0)||δ1x010δ2x001δx0101|
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Proof. We begin by remark that
(
∫ 1
0
ϕ′′(x00 + sδ1x010)sds)δx0101δ1x011 =(∫ 1
0
ϕ′′(x00 + sδ1x010)sds
)
(δx0101)
2 +
(∫ 1
0
ϕ′′(x00 + sδ1x010sds
)
δ1x010)δx0101
=
(∫ 1
0
ϕ′′(x00 + sδ1x010)sds
)
(δx0101)
2 + ϕ′(x10)δx0101 −
(∫ 1
0
ϕ′(x00 + sδ1x010)ds
)
δx0101
and
δx20101 = 2x00δx0101 + 2δ1x010δ2x101 + 2δ2x001δx0101 + (δx0101)
2
injecting these two equality in the definition of ν1(x) gives :
ν1(x) = −(ϕ
′(x10)− ϕ
′(x00))δ2x001 + (
∫ 1
0
ϕ′′(x00 + sδ1x010)ds)δ1x011δ2x001 − ϕ
′′(x00)δ2x001δy0101
+ (
∫ 1
0
ϕ′′(x00 + sδ1x010)sds)(δx0101)
2 − 1/2ϕ′′(x00)(δy0101)
2
= (
∫ 1
0
∫ 1
0
ϕ′′′(x00 + ss
′δ1x010)sds
′ds)δ1x010δ2x001δx0101
+ (
∫ 1
0
ϕ′′(x00 + sδ1x010)sds)(δx0101)
2 − 1/2ϕ′′(x00)(δx0101)
2
Then the desired inequality is a simple consequence of this equality.
Lemma 5.15. Let y ∈ CC1,1 and α, β > 1/3 such that δ2y ∈ CC
α,β
1,2 , δy ∈ CC
α,β
2,2 moreover we
assume that y is smooth in the first direction and that there exists
∫
2
∫
2 d2yd2y ∈ CC
α.2β
1,2 ,
∫
2
∫
dyd2y ∈
CC α,2β2,2 ,H
yy
2 =
∫
2 δ2yδ1yd2y ∈ CC
1,2β
2,2 ,G
yy
2 =
∫
2 δ1yd2y ∈ CC
1,β
2,2 and B
yy
2 =
∫
2 d2y
∫
1 dy ∈ CC
1,2β
2,2
satisfying the algebraic relation :
1. δ2G
yy
2 = 0
2. δHyy2 = G
yy
2 δ2y
3. δ1
∫
2
∫
2 d2yd2y = B
yy
2 +
∫
2
∫
dyd2y
4. δ2B
yy
2 = δ2yδy
5. δ2
∫
2 d2yd2y = δ2yδ2y
6. δ2
∫ ∫
2 dyd2y = δyδ2y
7. δ1y
∫
2
∫
2 d2yd2y = δ1y ◦1
∫
2
∫
dyd2y −
∫
2 δ2y ◦2 δyd2y +H
yy
2
8. δ1yδ2y = G
yy
2 −
∫
2
∫
dyd2y.
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Then for ϕ ∈ C5(R) the following equality holds :
δϕ′(y) =
∫
2
ϕ′(y)
∫
1
dy +
∫
2
ϕ′′(y)δ1yd2y + ϕ
′(y)♯1δ2y + r1(y)
where
r1(y) =ϕ
′′(y)♯1
∫
2
∫
2
d2yd2y + ϕ
′′′(y)(δ1y ◦1
∫
2
∫
dyd2y)
+ Λ2[(δ2ϕ
′(y)♯1 − ϕ′′(y)♯1δ2y − ϕ
′′′(y)δ1y ◦1 δy)δ2y + δ2ϕ
′′(y)♯1
∫
2
∫
2
d2yd2y
+ ϕ′′′(y)(δy ◦1
∫
2
∫
dyd2y) + δ2ϕ
′′′(y)(δ1y ◦1
∫
2
∫
dyd2y]
Proof. By the one dimensional change of variable formula we have
δ2ϕ(y) =
∫
2
ϕ′(y)d2y = (1− Λ2δ2)(ϕ(y)δ2y + ϕ
′′(y)
∫
2
∫
2
d2yd2y) (66)
Then if we apply δ1 to this equation we get
δϕ(y) = (1− Λ2δ2)(ϕ
′(y)δy + ϕ′′(y)Byy2 + δ1ϕ
′(y)δ2y + δ1ϕ
′′(y)
∫
2
∫
2
d2yd2y + ϕ
′′(y)
∫
2
∫
dyd2y)
=
∫
2
ϕ′(y)
∫
1
dy + (1− Λ2δ2)(δ1ϕ
′(y)δ2y + δ1ϕ
′′(y)
∫
2
∫
2
d2yd2y + ϕ
′′(y)
∫
2
∫
dyd2y)
(67)
Expanding the two terms δ1ϕ
′(y)δ2y, δ1ϕ
′′(y)
∫
2
∫
2 d2yd2y and using the algebraic assumption gives
δ1ϕ
′′(y)δ2y + ϕ
′′(y)
∫ ∫
2
dyd2y + δ1ϕ
′′(y)
∫
2
dyd2y = ϕ
′′(y)Gyy2 + ϕ
′′′(y)Hyy2 − ϕ
′′′(y)
∫
2
δ2y ◦2 δyd2y
+ (ϕ′(y)♯1δ2y + ϕ
′′(y)♯1
∫
2
∫
2
d2yd2y+
ϕ′′′(y)(δ1y ◦1
∫
2
∫
dyd2y)
(68)
Now if we combine the fact that (1 − Λ2δ2)
∫
2 δ2y ◦2 δyd2y = 0 (ie:
∫
2 δ2y ◦2 δyd2y ∈ CC
1,3β
2,2 ,
δ2
∫
2 δ2y ◦2 δyd2y ∈ CC
1,3β
2,3 ) with equation (67) and (68) we obtain that
δϕ(y) =
∫
2
ϕ′(y)
∫
1
dy +
∫
2
ϕ′′(y)δ1yd2y + (1 − Λ2δ2)(ϕ
′(y)♯1δ2y
+ ϕ′′(y)♯1
∫
2
∫
2
d2yd2y + ϕ
′′′(y)(δ1y ◦1
∫
2
∫
dyd2y).
To obtain the needed result it suffice to expand the last term of this equality.
36
Lemma 5.16. Let y ∈ CC1,1 satisfying the assumption of lemma 5.15 and ϕ ∈ C
5(R) then we have
the formula :
(δ2ϕ
′(y)♯1 − ϕ′′(y)♯1δ2y − ϕ
′′′(y)δ1y ◦1 δy)s1s2t1t2 =
∫
[0,1]2
kϕ
′′′(ys1t1 + kδ1ys1s2t1)dkdk
′(δys1s2t1t2)
2
+
∫
[0,1]2
kϕ
(iv)(ys1t1 + kk
′
δ1ys1s2t1)(δ2ys1s2t1 + kk
′
δys1s2t1t2)dkdk
′(2δ1ys1s2t1δys1s2t1t2 + (δys1s2t1t2)
2)
+
∫
[0,1]3
k˜ϕ
(v)(ys1t1 + kδ1ys1s2t1 + k
′′
δ2ys1t1t2 + kk
′′
δys1s2t1t2)(δ2ys1s2t1 + kk
′
δys1s2t1t2)
2dkdk′dk′′(δ1ys1s2t2)
2
(69)
where k = kk′ and k˜ = k(1− k′′) in particular this give us that r1(y) ∈ CC
2α,β
2,2 .
Proof. By the usual Taylor formula we have that
δ2ϕ
′(y)♯1s1s2t1t1 =
∫
[0,1]2
k(ϕ′′′(ys1t2 + kδ1ys1s2t2)− ϕ
′′′(ys1t1 + kδ1ys1s2t1))dkdk
′(δ1ys1s2t2)
2
+ 2
∫
[0,1]2
kϕ′′′(ys1t1 + kδ1ys1s2t1)dkdk
′δ1ys1s2t1δys1s2t1t2
+
∫
[0,1]2
kϕ′′′(ys1t1 + kδ1ys1s2t1)dkdk
′(δys1s2t1t2)
2
(70)
Let denoted by as1s2t1t2 the first term in the r.h.s of this equation. Then if we remark that (δ1ys1s2t2)
2 =
(δ1ys1s2t1)
2 + 2δ1ys1s2t1δys1s2t1t1 + (δys1s2t1t1)
2 and use Taylor formula once again we obtain
as1t1s2t2 =
∫
[0,1]2
kϕ(iv)(ys1t1 + kk
′δ1ys1s2t1)dkdk
′δ2ys1t1t2(δ1ys1s2t1)
2
+
∫
[0,1]2
k2k′ϕ(iv)(ys1t1 + kk
′δ1ys1s2t1)dkdk
′(δ1ys1s2t1)
2δys1s2t1t2
+
∫
[0,1]3
k˜ϕ(v)(ys1t1 + kδ1ys1s2t1 + k
′′δ2ys1t1t2 + kk
′′δys1s2t1t2)(δ2ys1s2t1 + kk
′δys1s2t1t2)
2dkdk′dk′′
× (δ1ys1s2t2)
2
+
∫
[0,1]2
kϕ(iv)(ys1t1 + kk
′δ1ys1s2t1)(δ2ys1s2t1 + kk
′δys1s2t1t2)dkdk
′(2δ1ys1s2t1δys1s2t1t2 + (δys1s2t1t2)
2)
(71)
The two last terms in the r.h.s of this equation lie in the space CC 2α,2β2,2 then we will focus on the two
first denoted respectively by a1s1s2t1t2 and a
2
s1s2t1t2 . By integration by part formula we get∫ 1
0
k2k′ϕ(iv)(ys1t1+kk
′δ1ys1s2t1)dkδ1ys1s2t1 = ϕ
′′′(ys1t1+k
′δ1ys1s2t1)−2
∫ 1
0
kϕ′′′(ys1t1+kk
′δ1ys1s2t1)dk.
Multiplying this equation by δ1ys1s2t1δys1s2t1t2 and integrating over k
′ give us
a2s1s2t1t2 =
∫ 1
0
ϕ′′′(ys1t1 + k
′δ1ys1s2t1)dk
′δ1ys1s2t1δys1s2t1t2
− 2
∫
[0,1]2
kϕ′′′(ys1t1 + kδ1ys1s2t1)dkdk
′δ1ys1s2t1δys1s2t1t2
(72)
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on the other hand
a1s1s2t1t2 =
∫
[0,1]2
ϕ(iv)(ys1t1 + kk
′δ1ys1s2t1)dkdk
′(δ1ys1s2t1)
2δ2ys2t1t2
−
∫
[0,1]
ϕ′′′(ys1t1 + kδ1ys1s2t1)dkδ1ys1s2t1δys1s2t1t2
= (ϕ′′(y)♯1δ2y)s1s2t1t2 −
∫
[0,1]
(ϕ′′′(ys1t1 + kδ1ys1s2t1)− ϕ
′′′(ys1t1))dkδ1ys1s2t1δys1s2t1t2 .
(73)
If we combine equations (70) (71) (72) and (73) we obtain the needed result.
Now what we have in mind is to take y = x1 in this last two lemma but for this we need to
construct
∫
2
∫
2 d2x
1d2x
1 and
∫
2
∫
dx1dx1 then as usual we must add some algebraic conditions
Hypothesis 5.17. Let α, β > 1/3, x ∈ CC1,1, a = 1, 2 and we assume the existence of P
xx
a =∫
a
∫
a daxdax ∈ CC
∗,2β
1,2 and Q
xx
a =
∫
a
∫
dxdax ∈ CC
α,2β
2,2 satisfying the algebraic relation
1. δaP
xx
a = δaxδax
2. δaˆP
xx
a = B
xx
a +Q
xx
a
3. δ2Q
xx
a = δxδax
4. δaˆxP
xx
a = δaˆxQ
xx
a +H
xx
a −
∫
a δax ◦a δxdax
5. δaˆxδax = G
xx
a −Q
xx
a
where
∫
a δax◦a δxdax = Λa((δax◦a δx)δax+δaxQ
xx
a +δxP
xx
a −δx◦aˆQ
xx
a ) and B
xx
a , H
xx
a are the iterated
integrals given respectively in the hypothesis 5.1 and 5.11.
With this hypothesis we define(∫
2
∫
2
d2x
1d2x
1
)
s1s2t1t2
= (P xx2 )0t1t2 + s((B
xx
2 )01t1t2 + (Q
xx
2 )01t1t2 + (s− 1)(K
xx
2 )01t1t2)
and (∫
2
∫
dx1d2x
1
)
s1s2t1t2
= (s2 − s1)((P
xx
2 )01t1t2 + (s2 − 1)(K
xx
2 )01t1t2)
Now all the ingredients are ready to prove our main result
Theorem 5.18. Let x ∈ CC α,β1,1 and ϕ ∈ C
5(R) such that hypothesis 5.1, 5.8, 5.11 and 5.17 are
satisfied then ϕ(x) ∈ K α,βx .
Proof. Let R1 the remainder terms given by 65 then if we put y = x1 in the lemma 5.15 we obtain
R1 =
∫
2
ϕ′(x1)
∫
1
dx1 +
∫
2
ϕ′′(x1)δ1x
1d2x
1 + ϕ′(x1)♯1δ2x
1 + r1(x
1)
Now if we observe that:
(ϕ′(x1)δ2x
1) =
(∫
1
ϕ′(x1)
∫
2
dx1 +
∫
1
ϕ′′(x1)δ2x
1dx1
)

− ν1(x)
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where ν1(x) is given in the lemma 5.14 we get that R
1
 = r1(x
1) − ν1(x) and R
2
 = (r2(x
2) −
ν2(x)) then by the proposition we obtain that R = r1(x
1) − ν1(x) + r2(x
2) − ν2(x) − R
12
 of
course this relation give us the needed regularity of R on the unite square but if we take Xst =
xs1+s(s2−s1);t1+t(t2−t1) for (s, t) ∈ [0, 1]
2 then is easy to see that X satisfy all the algebraic assumption
and that Rxs1s2t1t2 = R
X
 which give us the result for any rectangle.
Now to simplify the notation we introduce the following definition.
Definition 5.19. Let x ∈ CC1,1 a sheet satisfying the Hypothesis 5.1 ,5.8 ,5.11 and 5.17 then we
denote by X the collection of all iterated integrals giving in these Hypothesis and we call it Rough-Sheet
associated to x and then we define Hα,β the space which contain the rough sheet as the product of the
Ho¨lder space giving in these Hypothesis equipped with the product topology.
Now we have the following lemma:
Lemma 5.20. Let ρ1, ρ2 ∈ (0, 1), x
1, x2 two increments lying in CC ρ1,ρ21,1 , and ϕ ∈ C
3(R). Then we
have:
||δ1ϕ(x
1)||ρ1,0 .
(
sup
s,t∈[0,1]2
|ϕ(x1st)|
)
||δx1||ρ1,0 (74)
and
Nρ1,ρ2(ϕ(x
1)− ϕ(x2)) . cx1,x2 Nρ1,ρ2(x
1 − x2)
[
1 + Nρ1,ρ2(x
1) + Nρ1,ρ2(x
2)
]2
(75)
where we recall that Nρ1,ρ2(.) has been defined at equation (30). In the relation above we have also set
cx1,x2 =
3∑
i=1
sup
(s,t)∈[0,1]2
|ϕ(i)(x1st)|+ sup
(s,t)∈[0,1]2
|ϕ(i)(x2st)|
Using the concrete expression of the remainder term obtained previously, the continuity of the
sewing map and this lemma we get easily the following continuity theorem.
Theorem 5.21. Let x ∈ CC α,β1,1 and x ∈ CC
α,β
1,1 satisfying the hypothesis (5.1) ,(5.8) ,(5.11) and (5.17)
and ϕ ∈ C8(R) then there exist a polynomial function K ∈ C([0,+∞[, [0,+∞[) such that
||ϕ(x)♯ − ϕ(x)♯||2α,2β .α,β CK(||X||Hα,β + ||X||Hα,β )||X− X||Hα,β
and then∣∣∣∣∣∣∣∣∫∫ ϕ(x)dx− ∫∫ ϕ(x)dx∣∣∣∣∣∣∣∣
α,β
+
∣∣∣∣∣∣∣∣∫∫ ϕ(x)dω(x)− ∫∫ ϕ(x)dω(x)∣∣∣∣∣∣∣∣
α,β
.α,β CK(||X||Hα,β + ||X||Hα,β )
× ||X− X||Hα,β
where dω(x) := d1xd2x, ω(x) := d1xd2x and C =
∑
k∈{1,,8} ||ϕ
(k)||∞,M and M = ||x||∞ + ||x||∞
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6 Enhancement of the fractional Brownian Sheet and Stratonovich
formula
Let (Ω,F ,P) a probability space, in this section we construct the rough-sheet associated to the
fractional Brownian sheet x. Before staring with probabilistic computation let us recall the definition
of such process.
Definition 6.1. The process (xst)(s,t)∈[0,1]2 defined on the probability space (Ω,F ,P) is called fractional
Brownian sheet with hurst parameter α, β ∈ [0, 1] if x is a Gaussian process with covariance function
Rs1s2t1t2 = 1/4(|s1|
α + |s2|
α + |s2 − s1|
α)(|t1|
β + |t2|
β + |t2 − t1|
β). (76)
With this definition we recall the following harmonisable representation for the fractional Brownian
sheet
xst
law
=
∫
R2
eisξ − 1
|ξ|α+1/2
eitη − 1
|η|β+1/2
Wˆ (dξ,dη) (77)
where Wˆ is the Fourier transform of the white noise W (see [23]). Let us now state some extension
of Garsia-Rodemich-Rumsey Lemma (see [4]) which will be useful to estimate the Ho¨lder norm of
random fields.
Lemma 6.2. For p > 1 and α, β ∈ (13 ,
1
2 ] there exist two non negative constants C1 = C1(α, β, p) and
C2 = C2(α, p) such as for every y ∈ CC2 and R ∈ C2 we have :
||δy||α,β ≤ C1U
2
α+ 2
p
,β+ 2
p
,p
(δy)
and
||R||α ≤ C2(U
1
α+ 2
p
,p
(R) + ||δ1dR||α)
where
Unα1,α2,,αn,p(V ) :=
(∫
[0,1]2n
|Vs11s12...sn1 sn2 |
p
Πi=ni=1 |s
i
2 − s
i
1|
αi
ds11ds
1
2...ds
n
1ds
n
2
) 1
p
for V ∈ C⊗n2
Proof. Let (s1, s2, t1t2) ∈ [0, 1]
4 then by the Garsia-Rodemich-Rumsey Lemma we have that :
|δy(s1,s2),(t1,t2)|
p = |δ1y(s1,s2)t2 − δ1y(s1,s2)t1 |
p .α,β,p |t2 − t2|
βp
∫∫
[0,1]2
|δ1y(s1,s2)v2 − y(s1,s2)v1 |
p
|v2 − v1|βp+2
dv1dv2
Now we remark that :
|δy(s1,s2),(t1,t2)| = |δ1y(s1,s2)t2 − δ1y(s1,s2)t1 | = |δ2ys2(t1,t2) − δ2ys1(t1,t2)|
Then if we apply the Garsia-Rodemich-Rumsey again we obtain:
|δy(s1,s2),(t1,t2)|
p .α,β,p |s1 − s2|
αp|t2 − t2|
βp
∫∫∫∫
[0,1]4
|δy(u1,u2)(v1,v2)|
p
|u1 − u2|αp+2|v2 − v2|βp+2
du1du2dv1dv2
For the proof of second inequality we refer the reader to [8].
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Now our strategy is to regularize x in the following way: ∀N ∈ N we put
xNst := Kα,β
∫∫
{|ξ|,|η|≤N}
eisξ − 1
|ξ|α+1/2
eitη − 1
|η|β+1/2
Wˆ (dξ,dη) (78)
so we are able to define
∂1∂2x
N
st := Kα,β
∫∫
{|ξ|,|η|≤N}
iξeisξ
|ξ|α+1/2
iηeisη
|η|β+1/2
Wˆ (dξ,dη)
And this allows us to construct rough sheet associated to xN denoted in the following by XN Now we
will set out the main theorem of this section which will allow us to say that the fractional Brownian
sheet can be enhanced in a rough sheet.
Theorem 6.3. Let xN the process given by the equation (78) and XN the associated rough sheet
then there exists a random variable X ∈ Hh,h′ such that X
N converges to X in Lp(Ω,Hh,h′) for all
(h, h′, p) ∈ (13 , α) × (
1
3 , β) × [1,+∞).
To prove the theorem 6.3 we will need the following lemma
Lemma 6.4. Let α > 1/3 and the function defined on R2 by :
Q(ξ, η) :=
∫ 1
0
dseisξ
∫ s
0
dveivη
then Q satisfies
1. Q(ξ,−ξ) = (1−cos(ξ))+i(ξ−sin(ξ))|ξ|2 .
2. Q(ξ1, ξ2) .
1
|xi|
.
3. Q(ξ1, ξ2) .
1
|x1||x2|
+ 1|x1+x2||xi| .
4. Q(ξ1, ξ2) . 1.
5.
∫∫
R2
|Q(ξ,η)|2
|ξ|2α−1|η|2α−1
dξdη < +∞
where i ∈ {1, 2}.
Proof. The properties 1,2,3,4 are easy to establish by a direct computation only the prove of the last
assertion claim a bit more work. Indeed we begin by decomposing the plane in three region D,U and
V given by :
1. D =
{
(ξ, η) ∈ R2; |ξ + η| ≤ min(|ξ|,|η|)2
}
2. U =
{
(ξ, η) ∈ R2; |ξ + η| ≥ max(|ξ|,|η|)2
}
3. V = (D ∪ V )c
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Now when (ξ, η) ∈ D we have that 2/3|ξ| ≤ |η| ≤ 3/2|ξ| which leads us by the third property given in
Lemma to obtain the following bound :
|Q(ξ, η)| .
1
|ξ||ξ + η|
and then ∫∫
D∩{|ξ+η|≥1}
|Q(ξ, η)|2
|ξ|2α−1|η|2α−1
dξdη .
∫∫
|{ξ+η|≥1;|ξ|≥2|ξ+η|}
1
|ξ|4α|ξ + η|2
dξdη
.
∫ +∞
1
dv
1
v2
∫ +∞
2v
du
1
u4α
< +∞
Now if |ξ + η| ≤ 1 we can estimate the integrand in the following way :
|Q(ξ, η)|2
|ξ|2α−1|η|2α−1
.
1
|ξ|4α−2γ
where γ ∈ [0, 1] and then we get :∫∫
D∩{|ξ+η|≤1}
|Q(ξ, η)|2
|ξ|2α−1|η|2α−1
dξdη .
∫ 1
0
dv
∫ +∞
2v
du
1
u4α−2γ
< +∞
as soon as γ ∈ (2α − 1, 2α − 1/2) which shows that the integral is finite on D. Now on U and V we
have that |ξ|, |η| . |ξ + η| and hence we can estimate Q by:
|Q(ξ, η)| .
1
|ξ||η|
then we obtain∫∫
(U∪V )∩{|ξ|>1,|η|>1}
|Q(ξ, η)|2
|ξ|2α−1|η|2α−1
dξdη .
∫∫
[1,+∞)2
|ξη|−4α−1dξdη < +∞
In the region of U and V where |ξ|, |η| ≤ 1 we bound the integrand in the following manner.
|Q(ξ, η)|2
|ξ|2α−1|η|2α−1
. |ξη|1−2α
then ∫∫
(U∪V )∩{|ξ|≤1,|η|≤1}
|Q(ξ, η)|2
|ξ|2α−1|η|2α−1
dξdη . (
∫
{|ξ|≤1}
|ξ|1−2αdξ)2
The same bound for the region (U ∪ V ) ∩ {|y| ≤ 1, |x| ≥ 1} combined with the fact that Q(ξ, η) .
min(|ξ|−1, |η|−1) gives
|Q(ξ, η)|2
|ξ|2α−1|η|2α−1
. |ξ|−1−2α|η|−2α+1
This shows that our kernel is integrable on (U ∪ V ) ∩ {|ξ| ≤ 1, |η| ≥ 1} and by symmetry we obtain
the integrability in the remaining area which completes the proof.
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6.1 Proof of theorem (6.3)
Proof. We will decompose the proof of the theorem in two step. In a first step we give the bound
for the rough sheet XN in L2(Ω) for fixed parameters and in the second step we will use a variant
of Garsia-Rodemich-Rumsey inequality to prove that the sequence (XN )N is a Cauchy sequence in
L
p(Ω,Hh,h′).
Step 1: Estimation. Let ANMx := ANx−AMx = δ(xN −xM ) for M ≤ N and similar notation for
all other terms of the rough sheet. Now is not difficult to see that
E[|ANMx(s1,s2)(t1,t2)|
2] =
∫
{||(ξ,η)||∞∈[M,N ]}
|eis2ξ − eis1ξ|2
|ξ|1+2α
|eit2η − eit1η|2
|η|1+2β
dξdη
. (s2 − s1)
2α(t2 − t1)
2β(IMA )(s1,s2)(t1,t2)
where
(IMA )(s1,s2)(t1,t2) =
∫
{||((t2−t1)x,(s2−s1)y)||∞≥M(s2−s1)(t2−t1)}
|x|−1−2α|eix − 1|2|y|−1−2β |eiy − 1|2dxdy
And let us remark that for (α, β) ∈ (1/3, 1/2] we have :∫
R2
|ξ|−1−2α|eiξ − 1|2|η|−1−2β |eiη − 1|dξdη < +∞
these imply
sup
M∈N,(s1,s2,t1,t2)∈[0,1]4
|(IMA )(s1,s2)(t1,t2)| < +∞
and
lim
M→∞
(IMA )(s1,s2)(t1,t2) = 0
for s1 6= s2 and t1 6= t2. Now in what follows we prove similar bound for the other component of the
rough sheet. By Wick theorem
E[|CNxx(s1,s2)(t1,t2)|
2] = |
∫
R2
(KNM(s1,s2)(t1,t2))(ξ,−ξ)dξ|
2 +
∫
R4
|(KNM(s1,s2)(t1,t2))(ξ, η)|
2dξdη
+ |
∫
R4
(KNM(s1,s2)(t1,t2))(ξ, η)(K
NM
(s1 ,s2)(t1,t2)
)(η, ξ)dξdη|
(79)
where
(KNM(s1,s2)(t1,t2))(ξ, η) :=
iξiη
|ξ|α+1/2|η|α+1/2
Qs1s2(ξ, η)
iξ′iη′
|ξ′|β+1/2|η′|β+1/2
Qt1t2(ξ
′, η′)χ{||(ξ,ξ′,η,η′)||∞∈[M,N ]}
for ξ := (ξ, ξ′) ∈ R2 et η = (η, η′) ∈ R2 and Qs1s2(ξ, η) := e
is1(ξ+η)(s2 − s1)
2Q((s2 − s1)ξ, (s2 − s1)η)
with Q is the function defined in the Lemma (6.4), which gives us by change of variable formula that∫
R4
|(KNM(s1,s2)(t1,t2))(ξ, η)|
2dξdη . (s2 − s1)
4α(t2 − t1)
4β(I1,MC )(s1,s2)(t1,t2)
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where
(I1,MC )(s1,s2)(t1,t2) :=
∫
R4
χ{||(s2−s1)ξ,(s2−s1)η,(t2−t1)ξ′,(t2−t1)η′)||∞≥M}
|Q(ξ, η)|2
|ξη|2α−1
|Q(ξ′, η′)|2
|ξ′η′|2β−1
dξdη
Now the Lemma 6.4 gives : ∫
R4
|Q(ξ, η)|2
|ξη|2α−1
|Q(ξ′, η′)|2
|ξ′η′|2β−1
dξdη < +∞
and then
sup
M∈N,(s1,s2,t1,t2)∈[0,1]4
(I1,MC )(s1,s2)(t1,t2) < +∞
and
lim
M→∞
(I1,MC )(s1,s2)(t1,t2) = 0
for s2 6= s1 and t2 6= t1 and by Cauchy-Schwartz inequality we have :
|
∫
R4
(KNM(s1,s2)(t1,t2))(ξ, η)(K
NM
(s1 ,s2)(t1,t2)
)(η, ξ)dξdη| ≤
∫
R4
|(KNM(s1,s2)(t1,t2))(ξ, η)|
2dξdη
Then is remind to bound the first term appearing in the sum of the equation (79), indeed
|
∫
R2
(KNM(s1,s2)(t1,t2))(ξ,−ξ)dξ|
2 . (s2 − s1)
2α(t2 − t1)
2β(I2,MC )(s1,s2)(t1,t2)
where
(I2,MC )(s1,s2)(t1,t2) =
∫
R2
χ{||(s2−s1)ξ,(t2−t1)ξ′||∞≥M}|ξ|
−1−2α|ξ′|1−2β(1− cos(ξ))(1 − cos(ξ′))dξdξ′
then is no difficult to see that I2,MC satisfies the same property that I
1,M
C .Now if we put I
M
C :=
I2,MC + I
1,M
C is easy to see that :
E[|CNMxx(s1,s2)(t1,t2)|
2] . (s2 − s1)
2α(t2 − t1)
2β(IMC )(s1,s2)(t1,t2)
when (IMC ) satisfy :
sup
M∈N,(s1,s2,t1,t2)∈[0,1]4
(IMC )(s1,s2)(t1,t2) < +∞
lim
M→∞
(IMC )(s1,s2)(t1,t2) = 0
for s2 6= s1 and t2 6= t1. All the other term of X
N can be estimate by the same argument and satisfy
the same type of bound to see these let us treat a more complex term of the rough sheet.
E[|(ENMxxx1 )(s1,s2,s3,s3)(t1,t2)|
2] =
15∑
l=1
Il
where (Il)l is the different Wick contraction given by:
1. I1 =
∫
R6
|(GNM(s1,s2,s3,s4)(t1,t2))(a, b, c)|
2dadbdc
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2. I2 =
∫
R2
|
∫
R2
(GNM(s1,s2,s3,s4)(t1,t2))(a, b,−a)da|
2db
3. I3 =
∫
R2
|
∫
R2
(GNM(s1,s2,s3,s4)(t1,t2))(a,−a, b)da|
2db
4. I4 =
∫
R2
|
∫
R2
(GNM(s1,s2,s3,s4)(t1,t2))(a, b,−b)db|
2da
5. I5 =
∫
R6
(GNM(s1,s2,s3,s4)(t1,t2))(a, b,−a)(G
NM
(s1 ,s2,s3,s4)(t1,t2)
)(b, c,−c)dadbdc
6. I6 =
∫
R6
(GNM(s1,s2,s3,s4)(t1,t2))(a, b,−a)(G
NM
(s1 ,s2,s3,s4)(t1,t2)
)(c,−c, b)dadbdc
7. I7 =
∫
R6
(GNM(s1,s2,s3,s4)(t1,t2))(a,−a, b)(G
NM
(s1 ,s2,s3,s4)(t1,t2)
)(a, c,−c)dadbdc
8. I8 = I5, I9 = I6, I10 = I7
9. Ik =
∫
R6
(GNM(s1,s2,s3,s4)(t1,t2))(a, b, c)(G
NM
(s1 ,s2,s3,s4)(t1,t2)
)(σk(a), σk(b), σk)dadbdc
where σk , k ∈ {11, 12, 13, 14, 15} is a permutation of three elements different of identity and for
a = (a, a′), b = (b, b′), c = (c, c′) ∈ R2 the kernel is given by :
(GNM(s1,s2,s3,s4)(t1,t2))(a, b, c) :=
(
iaib
|a|α+1/2|b||α+1/2
Qs1s2(a, b)
)(
ia′ic′
|b′|β+1/2|z′|β+1/2
Qt1t2(b
′, c′)
)
×
(
eis4c − eis3c
|c|α+1/2
)(
eit1a
′
− 1
|a′|β+1/2
)
χ{||(a,a′,b,b′,c,c′)||∞∈[M,N ]}
The study of theses integral is confined to study the first four term in fact if k ∈ {11, 12, 13, 14, 15}
then by Cauchy-Schwartz we have |Ik| ≤ I1 , |I5|
2 ≤ I2I4 , |I6|
2 ≤ I2I3 and |I7|
2 ≤ I3I4. By
variable change formula we have that
|I1| . (s2 − s1)
4α(s4 − s3)
2α(t2 − t1)
4βt2β1 (I
M
E1)(s1,s2,s3,s4)(t1,t2)
where
(IME1)(s1,s2,s3,s4)(t1,t2) :=
∫
R6
χDMs1s2s3s4t1t2
|Q(a, b)|2
|ab|2α−1
|Q(b′, c′)|2
|a′b′|2β−1
|eic − 1|2
|c|2α+1
|eic − 1|2
|c|2β+1
dada′dbdb′dcdc′
where X is the Indicator function and DMs1s2s3s4t1t2 is decreasing to the empty set when M tend to
infinity for s1 6= s2,t1 6= t2 and s3 6= s4 these statement with the fact that :∫
R6
|Q(a, b)|2
|ab|2α−1
|Q(b′, c′)|2
|a′b′|2β−1
|eic − 1|2
|c|2α−1
|eiz − 1|2
|z|2β−1
dada′dbdb′dcdc′ < +∞
give us that
sup
M∈N,(s1,s2,s3,s4,t1,t2)∈[0,1]6
(IME1)(s1,s2,s3,s4)(t1,t2) < +∞
and
lim
M→+∞
(IME1)(s1,s2,s3,s4)(t1,t2) = 0
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Now by Cauchy-Schwartz we have :
I2 .
(∫
R4
|(KNM(s1,s2)(t1,t2)
)
(a, b)|2dadb)
∫
R
|a|−1−2α|e−is4a − e−is3a|2da(∫
R
|a′|−1−2β |eit1a
′
− 1|2da′
)
all these integrals have already studied and then we obtain the good estimate for I2. The estimation
of I3 and I4 is obtained by the same technique.
Step 2: Convergence of XN . We prove some Garsia-Rodemich-Rumsey inequalities for our objects
and then we obtain the convergence of the sheet XN . To give an idea we will first show the convergence
of our first term in fact by the Lemma 6.2 and the Gaussian hypercontractivity we have that :
E[||ANMx||ph,h′] .h,h′,p,α,β
∫∫
[0,1]4
E[|ANMxs1s2t1t2 |
p]
|s2 − s1|hp+2|t2 − t1|h
′p+2
ds1ds2dt1dt2
.
∫∫
[0,1]4
|s2 − s1|
(α−h)p−2|t2 − t1|
(β−h′)p−2((IMA )(s1,s2)(t1,t2))
p
2ds1ds2dt1dt2
where h < α and h′ < β. Then if p is large enough these last integral go to zero when M go to
infinity by dominate convergence and this give us the convergence of ANMx. Now we will use the
same argument for the other terms and for this we must establish the following estimate :
Lemma 6.5. let z and y two smooth sheets, (h, h′) ∈ (0,∞)2 and p > 1 then the following inequalities
:
||Bzz1 −B
yy
1 ||
p
2h,h′ .h,h′,p (U
2
2h,h′,p(B
zz
1 −B
yy
1 ))
p + (U32h,h′,h′(D
zz
2 −D
yy
2 ))
p + ||δ1zδz − δ1yδy||
p
2h,h′
+ ||δz − δy||p
h+ 2
p
,h′+ 2
p
(||δz||h+ 2
p
,h′+ 2
p
+ ||δy||h+ 2
p
,h′+ 2
p
)p
||Czz − Cyy||p2h,2h′ .h,h′,p (U
2
2h,2h′,p(C
zz − Cyy))p + (U3
2h+ 2
p
,h′,h′,p
(Dzz2 −D
yy
2 ))
p
+ (U3
h,h,2h′+ 2
p
,p
(Dzz1 −D
yy
1 ))
p + (||δz − δy||h+ 2
p
,h′+ 2
p
(||δz||h+ 2
p
,h′+ 2
p
+ ||δy||h+ 2
p
,h′+ 2
p
))p
||Dzz1 −D
yy
1 ||
p
2h,2h′ .h,h′,p (U
3
h,h,2h′(D
zz
1 −D
yy
1 )
p + (||δz − δy||h+ 1
p
,h′(||δz||h+ 1
p
,h′ + ||δy||h+ 1
p
,h′))
p
hold.
Proof. Let us prove the three first inequalities because all the others are obtained by the same tech-
niques. Lemma 6.2 applied in the first direction and using the fact that δ1B
zz
1 = δ1zδz we obtain
that
|(Bzz1 −B
yy
1 )s1s2t1t2 |
p .h,h′,p|s2 − s1|
2hp(
∫
[0,1]2
|(Bzz1 −B
yy
1 )u1u2t1t2 |
p
|u2 − u1|2hp+2
du1du2
+ ||(δ1zδz − δ1yδy).t1t2 ||
p
2h)
(80)
Now we have to deal with the other direction. The second term appearing in the right side of this
inequality can be estimated by |t2 − t1|
h′p||δ1xδx − δ1yδy||
p
2h,h′ for the first term we need to apply
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Lemma 6.2 once again∫
[0,1]2
|(Bzz1 −B
yy
1 )u1u2t1t2 |
p
|u2 − u1|2hp+2
du1du2 .h,h′,p |t2 − t1|
h′p((U22h,h′,p(B
zz
1 −B
yy
1 ))
p
+
∫
[0,1]2
||δ2(B
zz
1 −B
yy
1 )u1u2.||
p
h′
|u2 − u1|hp+2
du1du2)
(81)
then it suffices to note that
||δ2(B
zz
1 −B
yy
1 )u1u2.||
p
h′ = ||(µ2D
zz
2 − µ2D
yy
2 )u1u2.||
p
h′
≤ ||(Dzz2 −D
yy
2 )u1u2.||
p
C h
′
2 ⊗C
h′
2
.h,h′,p
∫
[0,1]4
|(Dzz2 −D
yy
2 )u1u2v1v2v3v4 |
p
|v4 − v3|h
′p+2|v2 − v1|h
′p+2
dv1dv2dv3dv4
.h,h′,p |u2 − u1|
hp+2((U3
h+ 2
p
,h′,h′,p
(Dzz2 −D
yy
2 ))
p
+
∫
[0,1]4
||(δz ⊗2 δz − δy ⊗2 δy).v1v2v3v4 ||
p
h+2/p
|v4 − v3|h
′p+2|v2 − v1|h
′p+2
dv1dv2dv3dv4).
(82)
Now the last term in the right side of this inequality can be bounded by ||δz−δy||p
h+ 2
p
,h′+ 2
p
(||δz||h+ 2
p
,h′+ 2
p
+
||δy||h+ 2
p
,h′+ 2
p
)p then putting all these bound together gives
||Bzz1 −B
yy
1 ||
p
2h,h′ .h,h′,p (U
2
2h,h′,p(B
zz
1 −B
yy
1 ))
p + (U32h,h′,h′(D
zz
2 −D
yy
2 ))
p + ||δ1zδz − δ1yδy||
p
2h,h′
+ ||δz − δy||p
h+ 2
p
,h′+ 2
p
(||δz||h+ 2
p
,h′+ 2
p
+ ||δy||h+ 2
p
,h′+ 2
p
)p
then we have prove the first inequality. Now by the Lemma 6.2 once again we have that
|Czzs1s2t1t2 − C
yy
s1s2t1t2 | .h,h′,p |s2 − s1|
2hp((U12h,p(C
zz
.t1t2 − C
yy
.t1t2)
p + ||δ1(C
zz − Cyy).t1t2 ||
p
2h)
with δ1Czz = µ1D
zz
1 then by same argument has before we have
||δ1(C
zz − Cyy).t1t2 ||
p
2h .h,h′,p |t2 − t1|
2h′p(((U3h,h,2h′,p(D
zz
1 −D
yy
1 ))
p
+ ||δz − δy||p
h+ 2
p
,h′+ 2
p
(||δz||h+ 2
p
,h′+ 2
p
+ ||δy||h+ 2
p
,h′+ 2
p
)p)
(83)
and
(U12h,p(C
zz
.t1t2 − C
yy
.t1t2))
p .h,h′,p |t2 − t1|
2h′p((U22h,2h′,p(C
zz − Cyy))p
+
∫
[0,1]2
||δ2(C
zz − Cyy)u1u2.||
p
2h′
|u2 − u1|hp+2
du1du2)
.h,h′,p |t2 − t1|
2h′p((U22h,2h′,p(C
zz − Cyy))p + (U3
2h+ 2
p
,h′,h′,p
(Dzz2 −D
zz
2 ))
p
+ ||δz − δy||p
h+ 2
p
,h′+ 2
p
(||δz||h+ 2
p
,h′+ 2
p
+ ||δz||h+ 2
p
,h′+ 2
p
)p)
(84)
Putting these two bound together we obtain the second inequality. This concludes the proof of the
Lemma
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To obtain convergence of all the term of the rough sheet it suffices to take x = XN and y = XM
in the lemma (6.5). Let us give an example :
E[||CNMxx||p2h,2h′ ] .h,h′,p
∫
[0,1]4
|u2 − u1|
2(α−h)p−2|v2 − v1|
2(β−h′)p−2((IMC )(u1,u2)(v1,v2))
p
2 du1du2dv1dv2
+
∫
[0,1]6
|u2 − u1|
2(α−h)p−4|v2 − v1|
(β−h′)p−2|v4 − v3|
(β−h′)p−2((IMD2)(u1,u2)(v1,v2,v3,v4))
p
2 du1du2dv1dv2dv3dv4
+
∫
[0,1]6
|v2 − v1|
2(β−h′)p−4|u2 − u1|
(α−h′)p−2|u4 − u3|
(α−h′)p−2((IMD1)(u1,u2,u3,u4)(v1,v2))
p
2dv1dv2du1du2du3du4
+ E[||ANMx||2ph+2/p,h′+2/p]
1/2
E[(||δxN ||h+2/p,h′+2/p + ||δx
M ||h+2/p,h′+2/p)
2p]1/2
where we used that our term is in the second chaos of Wˆ and the Gaussian hypercontractivity (see for
example [17]). Then if p is large enough the three first terms of right side go to zero when M → ∞
by dominate convergence and the last term was already studied this allow us to conclude that CNxx
is a Cauchy sequence in Lp(Ω, CC 2h,2h
′
2,2 ). The other terms can be treated similarly.
This construction and theorem (5.6) allows us to define the two integrals∫∫
f ′(x)dx,
∫∫
f ′′(x)d1xd2x
for a function f ∈ C10(R). Our goal is then to use the continuity result (5.21) to obtain the
Stratonovich change of variable formula, for that we need an another assumption on the function
f which allow us to control the constant C appearing in (5.21).
Definition 6.6. Let k ∈ N, we will say that a function f ∈ Ck(R) satisfies the growth condition (GC)
if there exist positive constants c and λ such that
λ <
1
4 maxs,t∈[0,1]
(
R1sR
2
t
) , and max
l=0,...,k
|f (l)(ξ)| ≤ c eλ |ξ|
2
for all ξ ∈ R. (85)
And a preliminary result ensures that xN satisfy some uniform exponential integrability.
Proposition 6.7. There exist λ > 0 such that
sup
N∈N
E
[
e
λ sup(s,t)∈[0,1]2 |x
N
s;t|
2
]
< +∞. (86)
Proof. See [3].
Now is not difficult to obtain the following result
Theorem 6.8. Let f ∈ C10(R) function satisfying the (GC) with a small parameter λ > 0 then
δf(x) =
∫∫
f ′ (x) dx+
∫∫
f ′′ (x) d1xd2x (87)
moreover the following convergence holds∫∫
f ′(xN )dxn →N→+∞
∫∫
f ′ (x) dx,
∫∫
f ′′(xN )d1x
Nd2x
N →N→+∞
∫∫
f ′′(x)d1xd2x (88)
in Lp(Ω,C α−ε,β−ε2,2 ) for ε > 0 and 0 < λ < λ(p).
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Proof. Due to Theorem (5.21) we have that∣∣∣∣∣∣∣∣∫∫ f ′(xN )dxN − ∫∫ f ′(x)dx∣∣∣∣∣∣∣∣
α−ε,β−ε
. CNK(||XN ||+ ||X||)||XN − X||Hα−ε,β−ε
Then using the Ho¨lder inequality we can see that the needed convergence is only due to the fact that
E[||XN − X||aα−ε,β−ε]→
N→+∞ 0, sup
N
E[K(||XN ||+ ||X||)b] < +∞, sup
N
E[(CN )c] <∞
for some a, b, c > 0, Now the two first affirmation are given by the theorem (6.3) and for the third it
suffices to recall that
C =
10∑
i=1
sup
|ξ|≤||x||∞+||xN ||∞
|f (i)(ξ)| . eλ||x||
2
∞eλ||x
N ||2
where we have used that f satisfy the (GC) and then using Ho¨lder inequality, Fernique’s Theorem
and (86) we can see that supN E[(C
N )c] < +∞ which gives the convergence (88). Now to obtain the
formula (87) it suffices to use the fact that
Nα−ε,β−ε(f(x
N )− f(x))→N→+∞ 0
in Lp(Ω) for p > 1 due to the Lemma (5.20) and the fact that supN E[(C
N )p] < +∞, and this end the
proof.
6.2 The Brownian case
In [2] the authors give a definition a la Itoˆ for the multidimensional integral in the case of the Brownian
sheet, the aim of this section is to compare their notion of integration with the integral that we defined.
More precisely we will show that the two concepts coincide when the rough sheet is understood a la
Itoˆ. In all this subsection x is a Brownian sheet and XItoˆ the rough sheet be associated where all the
iterated integrals are understood in the sense given in [2].
Of course using the same argument as in the lemma 6.5 we can see that our objects satisfy the
regularity expected. For example
E[||BItoˆxx||p2h,h′ ] .h,h′,p
∫
[0,1]4
E[|(BItoˆxx1 )u1u2v1v2 |
p]
|u2 − u1|2hp+2|v2 − v1|h
′p+2
du1ddu2dv1dv2
+
∫
[0,1]6
E[|(DItoˆxx2 )u1u2v1v2v3v4 |
p]
|u2 − u1|2hp+2|v4 − v3|h
′p+2|v2 − v1|h
′p+2
du1du2du3du4dv1dv2
+ E[||δ1xδx||
p
2h,h′ ] + E[||δx||
2p
h+2/p,h′+2/p]
(89)
but by a simple computation we have that
E[|(BItoˆxx1 )u1u2v1v2 |
p] = c1pu
p/2
1 (u2 − u1)
p(v2 − v1)
p/2
and
E[|(DItoˆxx2 )u1u2v1v2v3v4 |
p] = c2p(u2 − u1)
p(v2 − v1)
p/2(v4 − v3)
p/2
then if h, h′ < 1/2 and p large enough then the r.h.s of the equation is finite and this gives that
BItoˆXX1 ∈ CC
2h,h′
2,2 . To compare the two definition of integration we will show first that the two
definition of boundary integral coincide.
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Proposition 6.9. Let ϕ ∈ C2(R) satisfying the (GC) then the integral
IItoˆ,b1s1s2t1t2 =
∫ s2
s1
ϕ(xst1)
∫ t2
t1
dˆstxst
with dˆ is the Itoˆ differential admit a continuos version which coincide with
IRough,b1s1s2t1t2 =
∫ s2
s1
ϕ(xst1)
∫ t2
t1
dstxst
where Irough,X,b1 are given by the Proposition 5.4.
Proof. Let pi = (si)i a dissection of the interval [s1, s2]. Now by definition we have that
IItoˆx,b1s1s2t1t2 = P− lim|π|→0
∑
i
ϕ(xsit1)δxsisi+1t1t2
and
IRough,x,b1s1s2t1t2 = a.s− lim|π|→0
∑
i
ϕ(xsit1)δxsisi+1t1t2 + ϕ
′(xsit1)(B
Itoˆ,xx
1 )sisi+1t1t2
but
E[|
∑
i
ϕ′(xsit1)(B
Itoˆxx
1 )sisi+1t1t2 |
2] =
∑
i
E[ϕ′(xsit1)
2]E[|(BItoˆ,xx1 )sisi+1t1t2 |
2]
= 1/2t1(t2 − t1)
∑
i
E[ϕ′(xsit1)
2](si+1 − si)
2
≤ t1(t2 − t1)(s2 − s1)|pi| sup
s∈[0,1]2
E[ϕ′(xst1)
2].
Then it suffices to remark that the term appearing in the r.h.s vanish when |pi| go to zero and this
finishes the proof.
Proposition 6.10. Let ϕ ∈ C3(R) satisfying the (GC) and Π = {(si, tj)}ij a dissection of the rectangle
[s1, s2]× [t1, t2] then we have :
L2(Ω)− lim
|Π|→0
∑
i,j
ϕ(xsitj )C
Itoˆ,xx
sisi+1tjtj+1
= 0
L2(Ω)− lim
|Π|→0
∑
i,j
ϕ(xsitj )C
Itoˆ,ωx
sisi+1tjtj+1
= 0
and
L2(Ω)− lim
|Π|→0
∑
i,j
JRough,xx,basisi+1tjtj+1 = 0
L2(Ω)− lim
|Π|→0
∑
i,j
JRough,ωx,basisi+1tjtj+1 = 0
where JRough,xx,ba =
∫
a ϕ
′(x)dax
∫
aˆ dxdx and J
Rough,ωx,ba =
∫
a ϕ
′(x)dax
∫
aˆ dωdx are given by the
Proposition 5.4
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Proof. We will prove only the first and third statement, for the two other we have exactly the same
proof. Now definition we have that CIto,XXs1s2t1t2 =
∫∫ (s2,t2)
(s1,t1)
∫∫ (s,t)
(s1,t1)
dˆuvxuvdˆstxst and then by independence
of the increment of the Brownian sheet we have that
E[|
∑
i,j
ϕ(xsitj )C
Itoˆ,xx
sisi+1tjtj+1
|2] =
∑
i,j
1/4E[ϕ(xsitj )
2](si+1 − si)
2(tj+1 − tj)
2
. |Π| sup
(s,t)∈[0,1]2
E[ϕ(xst)
2]
This give us the first convergence. Now we will focus on the third convergence which require more
work. In fact by definition
JRough,xx,b1sisi+1tjtj+1 = Λ1[δ1ϕ(x)C
Itoˆ,xx + ϕ′(X)µ1E
Itoˆ,xxx
1
+ µ1(Λ1 ⊗1 1)(ϕ(x)
♯1DItoˆ,xx1 + δ1ϕ
′(x)EItoˆ,xx1 )]sisi+1tjtj+1
= Λ1d[δ1ϕ(x).tjC
Itoˆ,xx
.tjtj+1
+ ϕ′(x).tj (µ1E
Itoˆ,xxx
1 ).tjtj+1
+ µ1(Λ1 ⊗1 1)(ϕ(X)
♯1
.tj
(DItoˆ,xx1 ).tjtj+1 + δ1ϕ
′(X).tj (E
Itoˆ,xx
1 ).tjtj+1)]sisi+1
and then we have the bound
|JRough,xx,b1sisi+1tjtj+1 | .h (si+1 − si)
3h(||δ1ϕ(X).tj ||h||C
Itoˆ,xx
.tjtj+1
||2h + ( sup
(s,t)∈[0,1]2
|ϕ′(xst)|)||(E
Itoˆ,xxx
1 ).tjtj+1 ||C 2h2 ⊗Ch2
+ ||ϕ(x)♯1.tj ||2h||(D
Itoˆ,xx
1 ).tjtj+1 ||C h⊗Ch + ||δ1ϕ
′(x).tj ||h||(E
Itoˆ,xxx
1 ).tjtj+1 ||C 2h⊗Ch)
(90)
By independence of increments in the second direction, this gives:
E[|
∑
i,j
JRough,xx,basisi+1tjtj+1 |
2] .h |
∑
i
(si+1 − si)
3h|2(a1 + a2 + a3 + a4) (91)
where
1. a1 =
∑
j E[||δ1ϕ(x).tj ||
2
h]E[||C
Itoˆ,xx
.tj tj+1
||22h]
2. a2 = E[sup(s,t)∈[0,1]2 |ϕ
′(xst)|
2]
∑
j E[||(E
Itoˆ,xxx
1 ).tjtj+1 ||
2
C 2h2 ⊗C
h
2
]
3. a3 =
∑
j E[||ϕ(x)
♯1
.tj
||22h]E[||(D
Itoˆ,xx
1 ).tjtj+1 ||
2
C h⊗Ch
]
4. a4 =
∑
j E[||δ1ϕ
′(x).tj ||
2
h]E[||(E
Itoˆ,xxx
1 ).tjtj+1 ||
2
C 2h⊗C h
]
To obtain our convergence it suffices to show that all these terms are bounded. A simple computation
gives :
E[||δ1ϕ(x).tj ||
2] . E[ sup
(s,t)∈[0,1]2
|ϕ′(xst)|
4]1/2 E[||δ1x||
4
h]
1/2
where the r.h.s is finite. Now the Lemma 6.2 gives
||CIto,xx.tjtj+1 ||
p
2h .h,p
∫
[0,1]2
|CItoˆ,xxu1u2tjtj+1 |
p
|u2 − u1|2hp+2
du1du2 +
∫
[0,1]4
|(DItoˆ,xx1 )u1u2u3u4tjtj+1 |
p
|u4 − u3|hp+2|u2 − u1|hp+2
du1du2du3du4
51
then taking the expectation in this last equality and using Jensen inequality we obtain that
E[||CIto,XX.tjtj+1 ||
2
2h] .h cp(tj+1 − tj)
2 <∞
where cp < +∞ for p large enough and then
a1 .h,p E[ sup
(s,t)∈[0,1]2
|ϕ′(xst)|
4]1/2 E[||δ1x||
4
h]
1/2
∑
j
(tj+1 − tj)
2
the terms a2, a3 and a4 can be treated similarly and then we obtain the wanted convergence of the
boundary integral .
Corollary 6.11. Let ϕ ∈ C5(R) satisfying the (GC) then the integral
J Itoˆs1s2t1t2 =
∫ s2
s1
∫ t2
t1
ϕ(xst)dˆstxst
where dˆ is a Ito differential admit a continuous version with coincide with
J Roughs1s2t1t2 =
∫ s2
s1
∫ t2
t1
ϕ(xst)dstxst
where this last integral are given by Theorem 5.6
Proof. let Π = {(si, tj)}ij a dissection of the rectangle [s1, s2]× [t1, t2] then by definition we have that
J Roughs1s2t1t2 =
∑
ij
(−ϕ(xsitj )δxsisi+1tjtj+1 + ϕ
′(xsitj )C
Itoˆ,xx
sisi+1tjtj+1
+ ϕ′(xsitj )C
Itoˆ,ωx
sisi+1tjtj+1
+
∑
a=1,2
(IRough,x,basisi+1tjtj+1 + J
Rough,xx,ba
sisi+1tjtj+1
+ JRough,ωx,basisi+1tjtj+1 ) + r
♭
sisi+1tjtj+1)
(92)
where r♭ ∈ CC 1+,1+2,2 this fact combined with the proposition (6.10) and (6.9) give us
J Roughs1s2t1t2 = P− lim|Π|→0
∑
ij
−ϕ(xsitj )δxsisi+1tjtj+1 + I
Itoˆ,x,b1
sisi+1tjtj+1
+ IItoˆ,x,b2sisi+1tjtj+1
Now this last converge to the Ito integral in fact
E[|J Itoˆs1s2t1t2 −
∑
ij
IItoˆ,x,b1sisi+1tjtj+1 |
2] . E[ sup
(s,t)∈[0,1]2
|ϕ(xst)|
4]1/2 E[ sup
|t−t′|+|s−s′|≤|Π|
|xst − xs′t′ |
4]1/2
which the r.h.s vanish when the mesh of the partition go to zero then we have the result.
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