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ABSTRACT
Research with computational models and simulations has become integral to many science
and engineering fields; computation now rivals experimentation as a mode of scientific re-
search. Despite the rapid growth of literature on computational modeling, little has been
done to examine the standards of practice for the responsible conduct of research (RCR)
with computational models and simulations. Most previous works on RCR have focused on
good practices in laboratory experiments, while most of the literature on the ethics of mod-
eling has concentrated on operations research or decision-support models. This work aims
to identify the responsibilities of researchers who develop and/or use computational models
and simulations and provide instructional materials to teach the responsibilities specific to
research with computational models and simulations.
Nineteen experts were interviewed to collect examples of ethical issues from their expe-
riences in conducting research with computational models. Informed by their stories and
recommendations for guidelines for computational research, responsibilities were identified
for both the developers and users of computational models in research. The RCR issues are
organized across the life-span of a model, including the formulation of mathematical models,
the implementation of algorithms, the disclosure of assumptions and methods, the proper
use of models, verification and validation, the presentation of results, and the maintenance
of models.
To illustrate the responsibilities of computational model developers and users, ten case
stories were constructed. Additionally, the Discrete Element Method (DEM) was explored
with the goal of uncovering possible ethical issues that can occur during the development and
use of DEM models. Five benchmark problems and a checklist of recommended assessments
were developed to aid DEM model users in checking for undesired behaviors.
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CHAPTER 1
INTRODUCTION
Over the past thirty years, computational models and simulations have become increasingly
prevalent in many science and engineering disciplines, in both practice and research. How-
ever, there is a lack of instructional materials that cover the responsible conduct of research
(RCR) with computational models and simulations, as most instructional materials focus on
responsible conduct in experimental research. This work aims to:
• identify the ethical issues specific to research with computational models and simula-
tions
• develop related guidelines for responsible conduct of research with computational mod-
els and simulations
• formulate related case stories with associated commentaries for the instruction of grad-
uate students
Responsibility is used throughout this thesis in the professional sense of the term. Like other
professions, such as medicine, law, and engineering, computational modelers have a special-
ized knowledge with which they can affect the welfare of others. Computational modelers
also appear to have a responsibility to produce quality products in order to promote trust and
uphold the integrity of the computational modeling community. Therefore, computational
modelers should be aware of the ethical issues that can arise while conducting research with
computational models and simulations and their responsibilities to the public, the scientific
community, and scientific progress.
Experts in various computational modeling fields were interviewed to aid in the identi-
fication of ethical issues and to gather material for case studies. The interview process is
described in Chapter 3. Ethical issues that can arise in research with computational models,
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such as the extent to which codes and data should be disclosed and how much verifica-
tion and validation is sufficient, are discussed in depth in Chapter 4. Chapter 5 contains
case studies and associated commentaries intended for the instruction of graduate students.
Chapter 6 explores a specific field of computational modeling, the Discrete Element Method
(DEM), from the perspective of responsible conduct of research. The chapter points out po-
tential pitfalls in DEM research and recommends solutions to the pitfalls. Finally, Chapter
7 summarizes the findings and describes possible future work.
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CHAPTER 2
LITERATURE REVIEW
Most previous work on the ethics of modeling has focused on small models used in opera-
tions research or computer-based decision-support systems (e.g., Friedman and Nissenbaum,
1996; Johnson and Mulvey, 1995; Kleijnen, 2010; Le Menestrel and Van Wasssenhove, 2004;
Wallace, 1994). Additionally, Anderson et al. (1993) and Ge´nova et al. (2007) discuss ethics
with respect to computing professionals and software engineers, respectively, while the Na-
tional Academies (2009a) draw attention to how the rapid expansion of digital technologies
has enabled researchers to create, process, and disseminate immense quantities of data and
examine how to ensure data integrity and accessibility. By contrast, this thesis proposes
guidelines for the RCR with computational models and simulations that produce quantita-
tive information about the behavior of complex systems.
In the year 2000, the journal Transactions of The Society for Modeling and Simulation
International published a special issue that covered “Ethical Issues in Modeling and Simu-
lation.” In this issue, O¨ren (2000) emphasizes the importance of ethics in simulation studies
and suggests a hierarchy of stakeholders, to whom a computer modeler has a professional
responsibility: the public, clients, employers, colleagues, the profession, and oneself; Sheng
(2000) describes the various purposes of computer models and proposes a guide for personal
ethical conduct in modeling and simulation; and Kettenis (2000) examines the impacts of
modeling and simulation on society, specifically examples where simulation experiments may
harm people.
Fleischmann and Wallace (2005, 2009) stress the importance of transparency1 in the de-
sign and use of computational models. Additionally, Fleischmann and Wallace (2009) and
1Fleischmann and Wallace (2009) describe transparency as “the capacity of a model to be clearly under-
stood by all stakeholders, especially users of the model. Transparent models require that modelers are aware
of the assumptions built into their models, and that they clearly communicate these assumptions to users.”
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Fleischmann et al. (2010) describe the results of semi-structured interviews and surveys
about instituting a code of ethics for computational modeling. Similarly, semi-structured
interviews of computational modeling experts were conducted for the work reported in this
thesis2, although these interviews were aimed to empirically identify the various ethical issues
that can arise during computational modeling research with a goal of developing standards
of conduct. Furthermore, stories from the interviews were used to construct instructional
case studies and commentaries.
Because the process of conducting research raises numerous ethical issues, graduate pro-
grams in science and engineering have begun to incorporate RCR instruction. Most RCR
resources (e.g., Macrina, 1995; the National Academies, 2009b; Online Ethics Center of the
National Academy of Engineering, 2010; Shamoo and Resnick, 2003; Steneck, 2004) have
been developed for general experimental research, such as laboratory research. Many of these
resources provide instructional case stories to illustrate the ethical issues that researchers
may encounter, and to allow readers to practice exercising ethical judgment through the case
stories. Although existing resources provide guidance on issues of authorship and profes-
sional integrity, they do not address broad concerns of good practice and ethics in research
with computational models and simulations.
2Note that the study conducted by Fleischmann and Wallace (2009) appeared after the start of this
project.
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CHAPTER 3
METHODS
As part of this research effort, the author interviewed nineteen experts in computational
modeling and simulation in order to empirically identify the various ethical issues that can
arise during research with computational models and simulations. In order to identify ethical
issues that apply across many research areas, experts from a variety of research areas and
backgrounds, such as dynamics, structural mechanics, atmospheric sciences, and biomechan-
ics, were selected. The interviewed experts came from academia, industry, and government
research labs. The identities of the interview participants are confidential as per the pro-
cedure approved by the local Institutional Review Board for research with human subjects
(University of Illinois IRB #09011). Before each interview, informed consent was obtained
from the expert.
The semi-structured interviews took place from 2009-2010. An interview protocol served as
a guide to the interviews and was sent to the experts in advance to give them the opportunity
to recall situations and formulate standards before the interviews. During the interviews,
follow-up questions were asked for clarification and elaboration. The interview protocol
was revised twice during the interviewing process. After the first three interviews, it was
determined that the protocol was eliciting responses more related to the mathematical model
development rather than computational modeling, so the protocol was modified to better
capture the ethical issues specific to the computational implementation of models. Then, in
the final version, experts were asked to categorize the ethical issues that can arise during
the computational implementation of a model. The original version (dated April 9, 2009)
and the revised versions (dated June 10 and September 10, 2009) can be seen below. The
interviews were recorded digitally and then transcribed.
We had originally hoped to be able to arrive at a succinct set of standards of conduct
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based on the interview responses. Instead, the insights gained served to formulate broad
guidelines for responsible conduct of research with computational models and simulations.
Additionally, the stories described in the interviews were used to construct instructional case
studies and commentaries that illustrate the ethical issues that can arise in research with
computational models and simulations. In addition to the interviews, material for the ethical
issues and case studies described in Chapters 4-6 was also drawn from relevant literature.
6
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CHAPTER 4
ETHICAL ISSUES IN COMPUTATIONAL
MODELING AND SIMULATION
4.1 Introduction
Computational model developers attempt to represent complex systems in a simplified and
manageable form, and as such, their models do not capture all the details of the systems.
Embedded in modeling is a process of abstraction that leaves out elements of the real situa-
tion. Even if model developers strive to create objective1 models, the modeling development
process will not be completely objective because model developers must make subjective
decisions as to what factors to include in their models and what factors to exclude. Le
Menestrel and Van Wassenhove (2004) explain that there will always be ethical issues that
remain beyond operations research (OR) models in the dissemination and use of the models
and in the evaluation of their results. Similarly, the developers and users of computational
models must consider the ethical implications of their choices because their decisions can
affect those who use computational models and their results.
In this document, ethics will refer to the principles of responsible conduct that promote
mutual trust and warrant against misrepresentation. The progress of science and technology
relies on a foundation of trust because research is archival and cumulative. Researchers must
trust the work of others in order to build upon reported results because without that trust,
researchers will be reluctant to spend the necessary resources. Misrepresentation, which
includes the fabrication and falsification of research data, can result in unwarranted trust
and lead to erroneous conclusions.
For research in computational modeling, the matter of trust extends beyond the computed
results to the models themselves. When a person decides to use a model developed by
1Objective means not influenced by personal feelings, interpretations, or biases.
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someone else, the user has to trust in the integrity and reliability of the model and its
developer. According to Macrina (1995), “people of integrity are morally upright, honest,
fair, and sincere.” Thus, model developers should be ethical, honest, and unbiased, and
their models should reflect genuine attempts to describe the world accurately. Additionally,
Whitbeck (2005) argues that professionals in science and technology must exhibit both
technical competence and moral concern in order to earn the trust of others. It appears that
Whitbeck’s argument could be applied equally to those engaged in computational modeling.
The integrity of a computational model is determined by the faithfulness of the model’s
implementation to its description and specifications, the accuracy of the model’s results with
respect to the studied phenomenon, and the reliability of the model. Model reliability relates
to the model’s ability to perform under specified conditions. For example, a model should
consistently produce quality results within its stated range of validity. Ultimately, respon-
sible conduct of research with computational models and simulations involves maintaining
the trust, integrity, and reliability of the computational models.
Since computational modelers have a specialized knowledge with which they can affect
the welfare of others, it can be argued that computational modelers have a professional
responsibility to uphold. As such, it would seem that the field of computational modeling
should develop mutually accepted codes of practice to prevent the exploitation of others
and preserve the integrity of the profession, much like other professions, such as medicine,
law, and engineering, have developed their own standards. Johnson and Mulvey (1995)
call for the designers of decision-support systems to formulate mutually accepted standards
of conduct for their field, but their call for action should be considered across all fields of
research in computational modeling.
This chapter walks through the stages of computational modeling, including development,
use, validation, dissemination, and maintenance, while illustrating several types of ethical
problems that computational modelers may encounter. This chapter then recommends gen-
eral principles for responsible conduct of research that could be applied to these ethical
problems. The ethical problems are drawn from the interviews described in Chapter 3 as
well as relevant literature. For these ethical problems, the moral or “correct” choices are not
always clear, so many exceptions to the general principles have been addressed as well. As
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Anderson et al. (1993) point out, in some situations, computing professionals may have to
choose among conflicting principles.
4.2 During Development
As mentioned in the previous section, the development of computational models involves
some judgment. Based on intuition and experience, developers choose the factors and algo-
rithms to be included and the methods and techniques to be implemented in their models,
and these decisions may affect not only the results produced by the models, but the ability
of others to understand the models as well. Ultimately, developers should aim to create
models that will generate results that faithfully represent the studied phenomena in a form
easily understood by others.
4.2.1 Conceptualization
Wallace (1994) explains that once a model developer identifies a problem to model, the
developer must formulate the elements and relationships that will comprise the model. The
developer will judge some factors to be significant and will likely include such factors in the
model, while other elements may be deemed negligible and may consequently be ignored.
For instance, consider a model for a bouncing ball. Will the model be one-, two-, or three-
dimensional? What will be the input parameters and what will be the outputs? Will the
model assume that collisions occur instantaneously, or will it approximate deformation in
the ball during a collision that occurs over a finite period of time? Will the model assume
that air resistance is negligible? Will the model include friction? These questions represent
just a few of the factors and assumptions that the developer would need to consider from
the outset of development.
The intended application of a model should affect the developer’s decisions during the
conceptualization of the model (and throughout the entire development stage). Fontaine and
Jacomino (1997) stress that it is preferable to have simple models that capture the important
parameters while ignoring insignificant variables by stating that “the goal of model selection
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should be to include all of the critical processes but avoid unneeded complexity.” However,
for applications that require a high level of accuracy, added complexity may be necessary to
produce satisfactory results. On the other hand, added complexity can make models more
difficult to understand and analyze. Thus, developers should consider the trade-offs between
different approaches to the problem at hand. According to the Association for Computing
Machinery (ACM) Code of Ethics (Anderson et al., 1993), computing professionals should
carefully consider the potential impacts of their decisions on all those affected by the model.
4.2.2 Formulation of the Mathematical Model
Once the developer has settled upon the conceptual ideas of the model, the developer gives
the ideas a concrete form by constructing a mathematical model. Eykhoff (1974) defines a
mathematical model as “a representation of the essential aspects of an existing system (or a
system to be constructed) which presents knowledge of that system in a usable form.” The
mathematical model will comprise variables and governing equations that incorporate the
factors that the developer deemed to be significant. Each factor may have its own governing
equation. For example, in the bouncing ball problem, several forces can act upon the ball,
such as gravity, impact forces, friction, and air resistance, and the magnitude of each force
is governed by a different equation. If the vertical position of the ball is represented by z
such that the ball hits the ground at z = 0, then the model may require the ball to have a
z-position greater than or equal to zero. Governing equations can take many forms, such as
inequalities, systems of equations, integrals, and ordinary and partial differential equations.
Mathematical models arrange the governing equations in a manner that allows the models
to take inputs and produce outputs.
The mathematical model can be expressed in the form of an algorithm. An algorithm is
a systematic procedure that produces the answer to a question or the solution of a problem
in a finite number of steps. Algorithms can be represented as flowcharts that provide in-
structions for when and how to implement the governing equations of models. For example,
Figure 4.12 is a flowchart that explains an algorithm for solving the quadratic equation.
2Tables and figures are located at the end of each chapter.
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The model may have a different procedure for different inputs or conditions that may arise
during a simulation. The algorithm should have clear criteria that state how the model
will handle various situations by directing the model to the appropriate governing equations
and techniques. For instance, in a model of round pipe flow, the model may first calculate
the Reynolds number to characterize the flow as laminar, transitional, or turbulent. The
developer may set the criteria so that the flow is assumed to be laminar for a Reynolds
number less than 2100, turbulent for a Reynolds number greater than 4000, and transitional
for a Reynolds number between these two limits (Munson et al., 2006). Then the model will
apply the appropriate equations based on the characteristic of the flow. Thus, the algorithm
for a complex mathematical model may consist of several subordinate algorithms that will
be called upon as specified by the criteria. Developers must consider how the selection of
such criteria could affect the results of their models.
4.2.3 Numerical Methods
Some models may be expressed by continuous mathematical expressions. For instance, New-
ton’s second law, F = ma = d
dt
(mv), is a differential equation in which the total force applied
on a body is equal to the time derivative of the body’s linear momentum. However, comput-
ers operate in discrete mathematics. Discrete mathematics deal with finite sets of numbers
and the numbers themselves are represented with a finite number of digits. The process of
approximating continuous mathematics with discrete mathematics is called discretization.
Examples of discretization include truncating the number pi to 3.14159, approximating the
continuum of space with discrete grid points, and discretizing time into finite steps. Clearly,
discretization can introduce errors into the model because of the finite precision of computers.
To control such numerical errors, many methods and techniques have been developed to
approximate mathematical equations. Moin (2001) discusses the pros and cons of various
numerical methods used in solving differential equations. In addition to accuracy, developers
must take into account the stability, computational cost, parallel processing capability, stor-
age cost, and ease of implementation of the various numerical methods being considered, and
the importance of these attributes in relation to the applications. Each of these attributes
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shall now be considered.
The accuracy of a computational algorithm refers to how closely its output approximates
the sought mathematical object. The accuracy of an algorithm does not take into account
how closely the output represents the actual behavior of the physical phenomenon. Thus,
developers must be careful when they make claims about the accuracy of their models. A
developer may use a numerical method with a high order of accuracy, but other sources of
error, such as uncertainty in input data, may cause poor agreement between the model’s
results and physical reality.
Numerical stability refers to the method’s ability to give reasonable results while bound-
ing error growth and propagation. In an unstable numerical method, errors may accumulate
uncontrollably as the computation progresses and the solution may “blow up” (grow un-
bounded). Computational cost refers to the processing resources required by the method,
while parallel processing capability refers to the method’s ability to carry out multiple op-
erations simultaneously. Finally, storage cost refers to the amount of memory required to
perform the method, and ease of implementation refers to the difficulty of coding the method.
There are generally tradeoffs between different numerical methods. For example, the
implicit Euler scheme has a higher computational cost per time step than the explicit Euler
scheme, but the implicit method offers the advantage of unconditional stability, whereas the
explicit method is only conditionally stable. In an unconditionally stable numerical method,
the errors in a solution will not grow unbounded for any choice of parameter values, such
as step size. For a conditionally stable method, the numerical solution will remain bounded
only for certain choices of parameters. Thus, anyone using a conditionally stable method
should be aware of the range of validity for the input parameters.
Heath (2002) explains that not all inaccurate solutions are due to ill-conceived algorithms.
Sometimes errors can be inherent in the specific problems being solved because the solution
to the problems may be highly sensitive to perturbations in the data. Heath describes the
qualitative notion of sensitivity:
A problem is said to be insensitive, or well-conditioned, if a given relative
change in the input data causes a reasonably commensurate relative change in
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the solution. A problem is said to be sensitive, or ill-conditioned, if the relative
change in the solution can be much larger than that in the input data.
To quantify the sensitivity of a problem to a particular input, the condition number is defined
as the following ratio
Condition number =
|(f (xˆ)− f (x)) /f (x)|
|(xˆ− x) /x| =
|(yˆ − y) /y|
|(xˆ− x) /x| =
|∆y/y|
|∆x/x| (4.1)
where f(x) and y represent the solution with input x, and f(xˆ) and yˆ represent the solution
with the perturbed input xˆ. If the condition number is much larger than 1, then the problem
is said to be ill-conditioned, or sensitive.
Computational model developers should understand that some mathematical algorithms
may not be suitable computationally. For example, the algorithm shown in Figure 4.1 is
not be suitable for computation. The box on the bottom right of the graphic describes the
quadratic formula, a grade school formula for finding the real roots of a quadratic equation.
x1 =
−b+√∆
2a
x2 =
−b−√∆
2a
(4.2)
Vandenberghe (2009) explains that Equation (4.2) becomes unstable when b2  |4ac|. If
b2  |4ac| and b < 0, then cancellation occurs in x2 because −b '
√
b2 − 4ac. If b2  |4ac|
and b > 0, then cancellation occurs in x1 because b '
√
b2 − 4ac. To avoid the effects of
cancellation, computational model developers should instead use the following formula.
If b < 0, x1 =
−b+√∆
2a
, x2 =
c
ax1
If b ≥ 0, x2 = −b−
√
∆
2a
, x1 =
c
ax2
(4.3)
Sedgewick and Wayne (2010) explore several cases of b2  |4ac| using double precision
arithmetic, and their results are summarized in Table 4.1. The table shows that cancellation
in Equation (4.2) significantly affects the calculation of the smaller of the two roots.
Computational model developers must also be concerned with small values of a. Since
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a appears in the denominator for the solutions to both roots, small values of a may cause
the problem to become ill-conditioned because small changes to a could result in larges
changes in the root values. Developers should alert users when the problem is ill-conditioned.
Additionally, the algorithm shown in Figure 4.1 is missing a step for the linear equation case
in which a = 0. The algorithm currently cannot handle the b = 0 case for the linear equation
because it would incorrectly calculate x =∞. Instead, when a = b = 0, the algorithm should
check whether c = 0. If c = 0, then x has infinitely many solutions; if c 6= 0, then the problem
has no solution.
Developers have a professional responsibility to understand and control sources of numer-
ical errors, such as truncation and cancellation, and they should not choose a computational
method that is known to be deficient. With the difficulties involved with computing simple
mathematical formulas like the quadratic formula, one can imagine the problems that may
occur when developers attempt to implement more complicated mathematics and the choices
that developers must make.
Many advanced computer models use more complex techniques than simple uniform dis-
cretizations. In simulations with time steps, if the time step is too large, then the model
may become unstable or may miss events, but if the time step is too small, then the com-
putational cost may become prohibitively large. Thus, the developer may wish to employ
an adaptive method that varies the time step appropriately as the model simulates forward
in time. For example, in the bouncing ball example, the model may vary the time step size
based on the ball’s distance from the ground. The model may use larger time steps while
the ball is far away from the ground to speed up the simulation, and it may use smaller time
steps as the ball approaches an “event” (hitting the ground) in order to detect the event with
better accuracy. Alternatively, the model could allow the ball to overshoot the floor (z < 0
in the problem described in Subsection 4.2.2), but would then back up to the previous time
step and use a smaller time step. It would continue the process of overshooting, backing up,
and using a smaller time step until the ball was close enough to the ground within a certain
tolerance (say ±.001 m). Flaherty (1989) assembles several adaptive methods for partial dif-
ferential equations and states that “the main purpose of any adaptive approach is to achieve,
in a most effective way, an approximate solution which is in the range of admissible accuracy
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(tolerance [of the error]).”
In addition to adaptive methods that adjust to the conditions of the model, developers
may employ other techniques to arrive at more efficient and accurate solutions. Moin (2001)
explains that “in computationally intensive applications, it is considered wasteful to use a
fine grid capable of resolving rapid variations of [a function] everywhere in the domain.” If
the regions of rapid variation are known a priori, the developer can utilize a non-uniform
grid which has grid points clustered in those regions. Moin (2001) also presents the multi-
grid acceleration technique, an iterative method that reduces the overall computational cost
required of the model to converge to a solution in some steady state problems. The method
utilizes several grid sizes throughout the simulation because different components of a solu-
tion may converge to the exact solution at different rates.
As mentioned earlier, an algorithm may also specify when operations must be run se-
quentially because of data dependencies and when operations can be run simultaneously
(parallel) to speed up the total calculation time. The following simple algorithm illustrates
the issue of data dependency:
1. x = a+ b
2. y = c+ d
3. z = x+ y
The third operation cannot be calculated until the first two operations are completed be-
cause the third operation depends on the results of the first two operations. The first two
operations, on the other hand, do not depend on any other operations, so they can be cal-
culated simultaneously. While the data dependency is readily apparent in this example, in
complex models with hundreds of steps, data dependency may be more difficult to detect.
Additionally, developers must take care to match the mathematics with the algorithm
as closely as possible. Take the following hypothetical problem that involves an iterative
scheme that updates variables periodically throughout the simulation:
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Given a(0) and b(0), use the following set of equations to calculate a(5) and b(5):
(1) a(t+ 1) = 2× a(t) + b(t)
(2) b(t+ 1) = 2× b(t) + a(t)
In an effort to save storage space, the developer may construct an algorithm that does not
keep track of old values of a and b as the model simulates forward in time because the
problem requires only the values at t = 5. If the developer is inexperienced or careless, the
following algorithm could be constructed:
1. a = a(0)
2. b = b(0)
3. a = 2× a+ b
4. b = 2× b+ a
5. repeat steps 3 & 4 four more times
6. a(5) = a
7. b(5) = b
However, the above algorithm does not match the given governing equations because it does
not account for the fact that a has been updated to the next time step before operation
4, so instead of calculating b(t + 1) = 2 × b(t) + a(t), the algorithm calculates b(t + 1) =
2× b(t) + a(t+ 1). The following algorithm saves storage space and correctly represents the
governing equations:
1. a = a(0)
2. b = b(0)
3. c = a
4. a = 2× a+ b
5. b = 2× b+ c
6. repeat steps 3–5 four more times
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7. a(5) = a
8. b(5) = b
This algorithm saves the value of a(t) as c before calculating a(t+1) so that the calculation of
b(t+1) uses the correct value of a(t). If the initial values of a(0) = 1 and b(0) = 2 were given,
the first “bad” algorithm would return the values of a(5) = 1024 and b(5) = 2048, while the
second “good” algorithm would return the correct results of a(5) = 364 and b(5) = 365. The
example may be simple, but it demonstrates the point that developers must take care to
faithfully represent the mathematical models in their algorithms (and later in their codes).
Clearly, computer model developers have many methods and techniques at their disposal
as they construct the algorithms of their models. According to the ACM Code of Ethics (An-
derson et al., 1993), computing professionals have a responsibility to acquire and maintain
professional competence. As part of their competence, computer model developers should
be familiar with the numerical methods relevant to their fields, and they should assess the
appropriateness of the various methods for different applications based on suitable criteria,
such as accuracy, stability, computational cost, parallel processing capability, storage cost,
and ease of implementation. They should also bear in mind that even “simple” uniform
discretizations require mature judgment, for example, when choosing the size of the mesh
or time step.
4.2.4 Implementation
The next stage of computational model development is the implementation of the model’s
algorithms. Implementation refers to the realization of an algorithm as a computer program,
as developers transform the algorithms of the model into source code. The source code is
composed of text instructions, written in a programming language, such as C, Fortran,
or Matlab, that perform specific tasks using the computer. A computer program is the
executable form of the code, and an entire computer model can be captured in a computer
program. Note that the algorithms are independent of a particular programming language.
The computer program for a model may be incorporated into a software package. The soft-
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ware is a collection of computer programs that provide supplementary features to standardize
and simplify the use of the computer programs for users, such as a graphical interface, pre-
and post-processing services, and visualization packages. A graphical user interface allows
users to interact with the software using icons, menus, and point-and-click options instead
of the text command style of command-line interfaces. Pre- and post-processing services
facilitate data analysis, and visualization packages can represent data graphically. The soft-
ware can read and store data and may also provide an interface that allows users to convert
data from one format to another so that data can be imported from or exported to other
software.
In research with computer models, it is common for a team of developers to work on a single
computer model. Programming tasks are broken down into smaller units called modules,
and in the end, the modules are assembled to create the final deliverable. Lieberherr et al.
(2003) explain that modular programming allows large projects to be constructed in a timely
fashion. The developers may “divide and conquer” writing the code for various algorithms
that comprise the computer model program, and the program may contain thousands or even
millions of lines of code. Sometimes, large computer programs are developed over several
years, as new developers join the team and other developers leave throughout the process
of development. In academia, new graduate students continue the work of past graduate
students. During long development periods that involve a multitude of programmers who
revise each other’s code, it can be difficult to identify who is responsible for what.
A large program with millions of lines of code may be more accurate than a small program
with only hundreds of lines of code because of the large program’s ability to capture addi-
tional complexity of the studied phenomena, but the added complexity can make it difficult
or even impossible for one person to understand everything involved with larger programs.
While the developers may not be able to understand every detail, they should still try to gain
a working knowledge of the major components of the model so that they can try to ensure
that their contributions to the model do not violate the theories and assumptions already
specified in the model. Additionally, for large models it is good practice to utilize an archive
that tracks each contribution to the model, as the archive can aid in the detection of flaws
as they are introduced into the model. One interviewed expert said that his team would test
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their models nightly with benchmark problems3 so that they could quickly discover major
flaws in the team’s programs.
4.2.5 Verification
Computer model developers have a responsibility to verify and validate their models before
dissemination. Kleijnen (1995) “assumes that verification aims at a ‘perfect’ computer
program, in the sense that the computer code has no programming errors left,” and the
same assumption will be made here. Validation will be “concerned with determining whether
the conceptual model (as opposed to the computer program) is an accurate representation
of the system under study” (Law and Kelton, 1991), although it should be noted that as
simplifications of reality, the conceptual models cannot be assumed to perfectly represent real
systems. This section will focus upon verification, as the task is primarily the responsibility of
model developers because the developers should ensure that the computer programs respect
the mathematics that they claim govern their models. The responsibility of validation, on
the other hand, falls upon both developers and users because, as Sargent (2007) points out,
“it is often too costly and time consuming to determine that a model is absolutely valid over
the complete domain of its intended applicability.” Therefore, developers cannot be expected
to ensure that their models are valid everywhere in their applicable domains. Developers
should validate their models with tests until they are sufficiently confident that the models
produce results within an acceptable range of accuracy before dissemination. However, since
the developers’ tests do not guarantee that their models will be valid for all simulation
conditions, users must also attempt to validate models in their specific applications of the
models. Issues of validation will be considered in Section 4.5, which discusses the analysis
of results.
As Corotis et al. (2005) point out, “newly engineered software is notoriously unreliable.” It
is rare for a computer program of considerable length to work perfectly on the first run. The
code could contain flaws due to faulty implementation, such as typos, or faulty logic, such
as a deficient concept in the algorithms. Thus, the developers will generally need to debug
3Benchmark problems will be discussed in Section 4.5.2
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the code to fix any problems. Debugging is a methodical process of reducing the number of
flaws, or “bugs,” in a computer program, and there are many ways that developers can go
about verifying their models.
Kleijnen (1995) recommends constructing and verifying simulation programs algorithm by
algorithm as a good programming practice. For example, a developer may test a pseudoran-
dom number generation algorithm before incorporating the algorithm into a program. The
goal of the pseudorandom number generation algorithm is to give the appearance of ran-
domness, for example, by uniformly distributing values between zero and one and lacking
any apparent pattern. Developers need to ensure that pseudorandom number generation
algorithms are sufficiently random for their applications because algorithms are systematic
procedures, so the output of pseudorandom number generation algorithms are not indepen-
dent and, therefore, not truly random.
Sargent (2007) suggests comparing the simulation results with known analytical solutions
from the underlying mathematical models. Developers may be able to generate analytical
solutions only to simplified problems or extreme conditions in the model, but often, a failure
to reproduce the analytical results can represent fundamental flaws in the program. A
complex computer model cannot be expected to function correctly if it cannot handle simple
problems. For example, Sargent (2007) explains that in a manufacturing model, if the
inventory levels are zero, production output should become zero.
As described before, algorithms can take on the shape of a flowchart, and different in-
structions or “paths” of the flowchart may be executed based on the model conditions. One
interviewed expert said it is good practice to ensure that every path is tested at least once
before the model is disseminated. The expert said that there is software available that can
trace which parts of a code have been tested and indicate which parts still need to be inves-
tigated. The interviewed expert pointed out an important distinction, though: executing a
code is not the same as verifying a code. A code that has been successfully executed can
still contain defects.
Developers have a responsibility to eliminate any known bugs from their programs, or
at the very least, try to ensure that their users are made aware of the existence of known
bugs. Anderson et al. (1993) describe a scenario in which a software company knows that its
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new tax program contains a number of bugs, but the company sells the defective program
anyway with a disclaimer of responsibility for errors resulting from the use of the program.
Consequently, a number of users incorrectly file their tax returns and are penalized by the
IRS. Anderson et al. explain that the company violated the ACM code of ethics on several
counts. The company did not strive to achieve the highest quality product as they knowingly
released a bug-filled program, and they failed to inform users of the bugs which put the users
at risk. Furthermore, the company’s actions may not have been lawful because disclaimers
can only be made “in good conscience.”
Clearly, faulty computer models can have real consequences as they can influence the
decisions of others. Developers must try to prevent their models from causing harm to
others, so they have a responsibility to ensure that their computer programs correctly execute
the conceptual models so as not to mislead users. Developers also have a responsibility to
construct high quality programs because faulty programs can give the computer modeling
community a bad reputation. Not only can an unreliable model harm others, but it can
make it difficult for users to place their trust in other models.
Additionally, some computer models are used in real-time, and the models are expected
to execute operations under specific conditions. An example would be a simple pacemaker
that has been programmed to stimulate the heart with a short low voltage pulse when it fails
to sense a heartbeat within a normal beat-to-beat time period. Since some real-time models
can harm people immediately if they fail to perform, there is a low tolerance for errors in
these models.
As Sargent (2007) explains, there is no general procedure for model verification and valida-
tion because every simulation project presents a new and unique challenge. Once a developer
is satisfied that a model has been properly verified and validated such that its known pro-
gramming flaws have been fixed and the model produces sufficiently accurate results, the
developer can disseminate the model to the public. However, dissemination is not the final
stage of model development. New bugs can be discovered after dissemination, and the de-
veloper may learn new concepts or techniques that could improve the model. Consequently,
the developer has a responsibility to maintain the model in order for the model to remain
useful to others. Model maintenance is discussed in Section 4.8.
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4.2.6 Conclusion
Computational model development involves the conceptualization of the model, and then
realization of the concepts in the form of mathematical models, algorithms, and finally, code.
Model developers must make difficult technical decisions during the model development
stage. As they make these decisions, developers must consider the potential positive and
negative consequences of their choices because their decisions can significantly affect the
final results produced by their models. Developers should also bear in mind that users
may blindly trust (deservedly or not) that the developers have competently constructed and
sufficiently tested their models. Thus, developers should strive to create the highest quality
models possible through verification and validation.
In research, model development is generally an iterative process, as developers attempt to
refine and improve their models as more approaches and/or data become available. Sargent
(2007) provides two graphics (Figures 4.2 and 4.3) that depict the interactions between the
various stages of the model development and their relationships to verification and valida-
tion. These figures illustrate the iterative nature of computational modeling as developers
continuously strive to improve the fidelity of their models to the physical systems.
Computer programs are notoriously brittle in the sense that small mistakes can result large
errors in the results. As new elements are added to models, developers should try to ensure
that no new defects are introduced. If storage space allows, model developers should keep an
archive of model versions to aid in the discovery of newly introduced defects. Additionally,
it would be useful to create a set of benchmark verification and validation tests to check new
versions. Once a developer is confident that a computational model is adequately accurate
for its intended purpose, the developer can disseminate the model.
4.3 Developer Disclosure
One of the main principles in scientific research is reproducibility. Given the same tools
and procedures, other independent researchers should be able to reproduce scientific results.
When computational models are disseminated, developers have a responsibility to disclose
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enough information so that their models and results are reproducible. In other words, based
on the information provided by the developer, other researchers should be able to develop
another computer model that produces results similar to those generated by the original
model. However, there is no consensus as to what level of disclosure constitutes “enough”
or what similarity in results is “enough.” Some contend that model developers should be
required to make their code and data available to the public. Others are satisfied if developers
summarize the underlying theories and methods of their models. Model developers must
choose the appropriate level of disclosure for their models based on a number of factors,
including the application of the models, the standard practices of their field, the sources of
their funding, and their own personal values.
4.3.1 Arguments for Code Dissemination
Fleischmann and Wallace (2005) argue that steps must be taken to empower model users so
that they can make fully informed decisions based on a clear understanding of the models
they use. One step that model developers can make towards transparency is to make their
code available to the public. Such candor engenders the trust of others because the developers
demonstrate that they have nothing to hide and give others the option to scrutinize any
aspect of the model. Conversely, when developers do not disseminate their codes, others
may be more skeptical of the models. One of the interviewed experts said that on several
occasions he had requested computer codes during the peer review process of papers that
included results from computational models. The expert wanted to run the computational
models themselves to test the integrity of the codes and verify the results. However, in his
repeated attempts, the publishers could not obtain the codes for him because the developers
had claimed the codes were their own intellectual property (IP). Because the expert could
not examine the computational models in his evaluation, the expert had trouble trusting the
results. Can a reviewer allow a paper to be published in good conscience when the reviewer
does not fully trust the paper’s results?
Full access to research codes also promotes progress in science because it enables others
to build upon the work of the developers. Other researchers and developers can analyze
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the codes in order to better understand the computational models’ underlying theories and
assumptions, as well as the implementation techniques used. Researchers publish papers as
a means of disseminating the results of their work to the rest of the scientific community.
One of the results of computational modeling research can be the model itself, so some argue
that developers should distribute their codes via the web or a digital repository.
Computer codes seem to fall into the realm of the intangible in that, like knowledge and
ideas, codes can be replicated with no loss to the owner in terms of possession or usefulness,
although there is a loss in potential commercial benefits. Kapor (2003) distinguishes between
tangible and intangible property. The use of tangible property is exclusive, and the value
of the item diminishes with use. For example, a light bulb can be used only in one place
at a time, and the use of the bulb likely increases its chances of burning out. On the other
hand, the use of information, such as a recipe for baking a chocolate cake, does not impede
others’ use of the information or reduce the usefulness of the information. Since sharing the
code does not inhibit the developer’s ability to use the code, one could argue that model
developers should make the codes of their models available to the public. Then, much like
intangible mathematical equations, computer codes can be regarded as intellectual tools that
society can use to solve problems.
In general, innovation does not occur without outside influences from others. While some
ideas are truly novel, most innovators build upon and improve the ideas of others. As Isaac
Newton famously wrote in a letter to Robert Hooke in 1676, “If I have seen farther, it
is by standing on the shoulders of giants.” Scientific research is a cumulative effort, and
full disclosure by computational model developers facilitates the progress of others. When
developers make their codes publicly available, others can build upon and improve the codes
to make their computational models better than the originals. The new models may be faster,
more accurate, more reliable, or more versatile. Restricting access impedes the contributions
of others.
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4.3.2 Arguments against Code Dissemination
As mentioned before, codes are similar to kitchen recipes because they can be used by simul-
taneously by multiple people, and their use does not diminish their usefulness. Nevertheless,
some companies guard the recipes of their products in order to maintain a competitive advan-
tage. For example, soft drink companies keep their recipes secret because if the recipes were
released, others would manufacture the same products and the original companies would
lose market share and profits. Similarly, when developers make the codes of their models
available to the public, the models lose value in the marketplace because users can simply
copy the code instead of paying for a license to use the code.
Developers have a responsibility to the sponsors of their research because without funding,
the developers likely would not have been able to create their computational models. Thus,
if a developer’s sponsor does not want to release a model’s code because of a commercial
interest, the developer should act in accordance with the sponsor’s wishes and withhold the
model’s underlying code. In such cases, a research contract should explicitly state the terms
of ownership at the onset of the research. A sponsor with commercial interests will likely
want to guard the code as a trade secret in order to maintain a competitive advantage,
and the researcher may be unable to publish the results of the research study. Note that
research occurs not only in universities and government laboratories, but in industry as well,
so for the purposes of this work, a model developer in industry is “sponsored” through a
salary provided by the developer’s employer and other resources. Also, in some situations,
model developers can apply for intellectual property rights for themselves or jointly with
their sponsors. The protection of intellectual property offers economic incentives for private
sponsors to fund innovation and for individuals to develop innovative computational models.
In government-funded research, one might expect that developers would always be required
to make their codes available to the public. However, it may not be in the public’s best
interests to have full access to all government-funded research codes. When developers
release the code of their computational models, they lose control over who uses the model
and how they use it. For computational models critical to national security, the developers
should obviously withhold the code from public access.
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Some models may not be designed for use by others, particularly models in the early
stages of development. Such models may be functional for the developer and other qualified
experts in the field, but deficient user-interfaces may induce mistakes or misinterpretations
from inexperienced users. Developers may absolve themselves of responsibility for the results
that their models produce and how others use those results, but the absence of responsibility
does not prevent potential damage to the developer’s reputation if a user’s improper use of
the model yields inaccurate results or causes harm. Developers can have more control over
the use of their models if they make the code available upon request.
4.3.3 Underlying Theories and Assumptions
Whether developers choose to disseminate or withhold the code of their computational mod-
els, most users will not have the time or the expertise to read and understand every line
of code, and they should not be expected to do so. If a model’s users need to read every
line of the model’s code in order to understand the model, then the model may not be
worth the users’ time, and the users might be better served by developing their own models.
Consequently, developers who simply disclose the codes of the models with little further
documentation have not fulfilled their responsibilities to provide enough information so that
their models are reproducible.
Using a copy of the model’s code, anyone should be able to reproduce the model’s results.
However, such reproduction does not require the understanding necessary to reproduce the
model itself because someone with no understanding of a model’s underlying theories and
assumptions can copy the model’s code, enter the same inputs, and produce the same results
as those published by the developer. Additionally, this type of reproduction will not reveal
any potential flaws in the code because any flaws will exist in the copied codes as well.
Alternatively, if others try to reproduce computational models by constructing their own
codes, and the separate codes confirm the results, then the results will be considered to be
more reliable, much like experimental results confirmed by separate experimental setups. For
developers to make their models reproducible, they need to describe the underlying theories
and assumptions of their models.
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If a developer provides only the code to a model, users may treat the model like a black
box because the inner workings of the model have not been provided in a digestible form.
When users treat a model like a black box, they may be less inclined to trust in the model’s
results. If users cannot trust the model’s results, then the model loses its value. According to
Fleischmann and Wallace (2005), transparency may conflict with user-friendliness. Providing
users with too much information can confuse them. On the other hand, providing users with
too little information does not enable them to trust and responsibly use the models. Thus,
developers should identify the critical theories, assumptions, methods of implementation,
parameters, and any other elements of their models that users must understand to use the
model effectively. Developers should then draw attention to these ideas and clearly explain
their importance with respect to the models.
Furthermore, model developers should provide references to the works they used to con-
struct the underlying theories and assumptions of their models. Authors of journal papers
must cite sources in order to enable readers to find further background material, to set the
new work in the context of previous work, and to give proper credit to previous researchers.
Similarly, model developers should reference the materials they used for the conceptual de-
velopment of their models. The ACM Code of Ethics (Anderson et al., 1993) states:
Computing professionals are obligated to protect the integrity of intellectual
property. Specifically, one must not take credit for other’s ideas or work, even in
cases where the work has not been explicitly protected, for example by copyright
or patent.
Citations of previous works could include references to codes that were developed by others
and then incorporated into larger, more complex models. The references will recognize the
efforts of others and further instill trust in the models, and users will have the opportunity
to follow up on the sources to learn more about the underlying mathematics employed in
the models.
As mentioned before, one of the experts whom we interviewed expressed a desire to obtain
copies of model codes that produced results found in papers that the expert was asked to peer
review. Was access to the computer code necessary to create a sense of trust in these cases?
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After all, a peer reviewer does not have time to sift through the thousands of lines of code
that make up most models; at best, the reviewer can only hope to run some simulations that
test the model’s integrity and reliability. However, testing the model may be beyond what
is required of the peer reviewer. According to Parberry (1994), reviewers should spend some
time in error-detection and correction, but they are not expected to do the authors’ work.
Peer reviewers must trust that the developers have sufficiently tested the integrity of their
models. Instead of focusing on the code, reviewers should check whether the developers have
provided adequate documentation of the underlying theories and assumptions. In addition
to not releasing their codes, the interviewed expert said that papers’ authors “failed to
explain the tuning of the algorithm[s], how they got the parameters in [the algorithms].”
Consequently, the expert did not feel he could properly evaluate the results, and he lacked
faith in the papers’ conclusions. If the authors of these papers would have better explained
the underlying theories and assumptions in their models, the expert would have been more
inclined to trust the results, and he may not have felt obliged to request the codes.
Finally, some people may assume that when developers reveal the underlying theories
and assumptions of a computational model, the model loses all commercial value. Even
though others may have enough information to produce a similar model, they may not have
the time, expertise, or resources necessary to implement the methods in order to develop
their own model, as well as to test and validate it. Consequently, they will still purchase a
license for the commercial model. Furthermore, models with publicly available code have an
opportunity to make a profit as well. In this case, companies have to change their business
model. Instead of selling licenses to use the program, a company can provide high-quality
technical support for the model, and users can pay for the technical support services.
When a program code is put into the public domain, uncopyrighted, it allows others to
access and potentially improve the program, but others also may try to convert the program
into proprietary software. Researchers can guard against such ownership by others through
a method called “copyleft.” Copyleft (a play on the word copyright) describes the practice of
using copyright law to offer everyone the legal rights to use, study, modify, and redistribute
programs while also requiring that the same rights be preserved in modified versions of the
works. Many programming efforts, such as the GNU Project, have utilized the copyleft
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practice.
4.3.4 Limitations and Drawbacks
Model developers can list the theories and assumptions of their models without mentioning
the advantages and disadvantages of those methodologies. As discussed in Section 4.2, devel-
opers have to make mature judgments about which techniques and assumptions to include
in and exclude from their models, and these decisions affect the results that the models
produce. One technique may have certain advantages over another, but the technique may
also have drawbacks. In general, model developers will be quick to describe the advantages
of a technique they used in their program, but they might hesitate to describe the drawbacks
and limitations of their approaches as compared with other methods. However, a lack of
candor can deteriorate trust in the developers, as users may not be pleased to discover such
drawbacks and limitations without forewarning.
Developers should draw attention to the pros and cons of their methods and assumptions
and compare these qualities to attributes of the options they chose not to include. Developers
should explain the rationales for key choices during development of their models in order to
help users understand the reasons for the limitations and drawbacks. By highlighting the
advantages and disadvantages of their models, developers can demonstrate their expertise
and promote trust in their models.
4.3.5 Data Management
Several different kinds of data are input into and generated from computational models.
Developers may use observational data to calibrate their models or to validate the results of
models. Computational models allow researchers to potentially use and generate immense
amounts of data. Raw, unprocessed data sets can contain millions of data points or more,
so researchers cannot reasonably be expected to analyze data sets of that magnitude by
hand. Thus, researchers use computers to analyze and process the data to get it into a more
manageable form that allows the researchers to draw conclusions. Generally, researchers
32
include only processed data in reports.
As with codes, developers should make available any data, input or output, used to create
published results. Open access to raw data can promote trust in the models and speed the
advance of knowledge. Others will be more likely to trust a model if they can reproduce the
results published by the developer. Additionally, research data can be reanalyzed or com-
bined with new data to generate new findings in the same or even entirely different research
fields. While developers may publish only condensed, processed data that demonstrates
their methods or support their conclusions, developers should make raw data available as
well because other researchers may be able to draw conclusions from the raw data that the
original researchers did not even imagine. Thus, model developers can further facilitate
scientific progress by making their data publicly accessible. However, as mentioned earlier,
data sets can be quite large, and developers may not have the storage capacity to archive all
data sets in repositories. When memory space limits developers, they must make judicious
decisions as to what data should be kept.
The codes of computational models can evolve over time as developers make improvements
and resolve errors. Thus, developers should archive codes used to produce published results
so that the results can be reproduced, even if the computational model has undergone changes
since the publication. An archived code could be considered as a form of data because the
repository records the specific code used to produce the published results. The practice of
archiving code and data in repositories is the computer modeling equivalent of using pen
with indelible ink to record experimental data in lab notebooks. The archives provide a
permanent record of the developers’ scientific method and allow others to more easily verify
results, which ultimately adds to the credibility of the computer modeling community.
Differences in data formatting and semantics can produce errors and misunderstandings.
Before the establishment of IEEE Standard 754 in 1985, which specified four standard,
relatively robust formats for representing floating-point values, different microprocessors
could perform the same mathematical calculation and potentially produce different answers
(sometimes significantly different). Similarly, transferring data from one program to another
could lead to data corruption. According to the main developer of IEEE Standard 754, W.
Kahan, the Ariane 5 explosion in 1996 could have been avoided if the rocket’s programming
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language had not disregarded the default exception-handling specifications in IEEE 754
(Intel, 2010). Unfortunately, large acceleration measurements caused an overflow of data into
an area of memory being used to guide the rocket’s motors, which caused an unwarranted
corrective action. The rocket’s motors swiveled to the limits of their mountings and disaster
ensued. According to Kahan, “had overflow merely obeyed the IEEE 754 default policy, the
recalibration software would have raised a flag, delivered an invalid result to be ignored by
the motor guidance programs, and the Ariane 5 would have pursued its intended trajectory.”
In addition to the corruption of numerical values that can occur when data is transferred
from one program to another, Patil et al. (2005) point out that problems can arise in the
exchange of meaning associated with the data. In today’s world, it is not uncommon for a
wide variety of tools to be used in the product development process. However, each program
generally has its own predefined semantics that differ from other programs. For example, in
a solid modeling program, the term extrusion may refer to an extruded object created by the
geometric extrusion of a planar sketch, while in the domain of a 2.5-D machining, extrusion
refers to any 2.5-D machined object. Currently, the STEP (STandard for the Exchange of
Product model data) provides a way to transfer product shape information, such as geome-
try and topology, but it lacks the ability to translate associated meanings in the conversion.
Thus, Patil et al. propose the Product Semantic Representation Language (PSRL), which
facilitates the meaningful representation and exchange of product data semantics across dif-
ferent programs by capturing and translating the key concepts and relationships associated
with the semantics of the programs. Ultimately, clearly stated standards for and modeler
attention to formatting and semantics can decrease the number of discrepancies in compu-
tational modeling by improving interfacing between systems and reducing computational
errors.
While sharing data has many benefits, some situations may cause developers to limit the
accessibility of their data (the National Academies, 2009a). Immediate dissemination of
newly generated data is not expected from researchers because they need time analyze the
data and draw conclusions, as well as verify the methods and results, before they publish.
Even with published results, researchers may choose to withhold the data for a period of
exclusive use in order to give themselves an opportunity to derive additional results without
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competition from others.
In some cases, data may be confidential. As with computational model code, companies
may have commercial interests in data used to develop a model or generated by a model. In
other cases, developers could be using data that was given in confidence, such as the results
of a survey. If the survey promised privacy to the participants, then developers must be
mindful to not publish any personally identifying information. Additionally, there could be
national security concerns with publicizing certain data. When model developers work with
sensitive data, they must make mature decisions as to what data should be archived.
The National Academies (2009a) recount a story of poor data sharing practices in the
field of economics several years ago. Two economists wrote to the authors of every paper in
the March 2004 issue of the American Economic Review, a leading journal in the field, and
requested the data to replicate the research. Despite the journal’s statement saying ”Authors
are required to maintain their data and supply it to other researchers upon request,” 14 of
the 15 sets of authors said they did not have the data or would not share it. The two
economists summarized their findings in an article which the American Economic Review
then published. As a result of this and other cases, the American Economic Review adopted
a new policy that requires authors to provide both the data and the programs sufficient to
replicate the articles’ findings upon acceptance of their papers. The data and programs are
then posed on the journal’s website. If the use of the data is restricted, the authors must
provide instructions on how to obtain permission to use the data. If some of the data is
proprietary, the editors try to work out ways for other researchers to use the data.
It is important to note that with dues from 20,000 members, the American Economic Re-
view has the resources to institute such a policy. Journals with fewer resources may encounter
difficulty in adopting and enforcing similar policies. Nevertheless, journals and institutions
should promote the sharing of code and data among computational model researchers.
4.3.6 Commenting Code and Annotating Data
In addition to posting code and data, developers should comment their computer code
and annotate their data for the comprehension of others (the National Academies, 2009a).
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Computer code and raw data can be difficult to read and understand, sometimes even for
the developer of the code, particularly if the developer has not worked with that code or
data recently. Comments add to the readability of the code and facilitate future changes to
the code, and annotations can explain such things as data formats and how the developer
obtained various sets of data. Users can place more trust in models that they can understand,
and user comprehension benefits from commented codes and annotated data.
At the same time, the process of commenting and annotating can be labor-intensive.
To what extent should developers be required to provide explanations within their codes
and data? After all, the needs for annotation can vary depending on who wants to use
the codes or data. The National Academies (2009a) note that “researchers in the same
field can be expected to need less metadata4 than a researcher in a quite different field
or a nonresearcher” and state that “researchers do not have a responsibility to make data
understandable to a nonexpert.” However, developers should provide guidelines that explain
the degree of expertise required to use the data collection. Thus, developers that make their
codes and data publicly available should also consider the degree of accessibility in terms of
comprehensibility for those that will use the codes and data.
To illustrate the importance of commenting and annotating, consider a situation in which
the developers of a widely used commercial model become aware of two errors in their code.
The developers fix the two errors and distribute a new version of the model to users. The
developers tell the users that the new version resolves two errors that were detected in the
previous version. However, the developers do not disclose the nature of the errors, and the
code is uncommented and contains thousands of lines. Furthermore, other improvements
and changes may have been made to the code in addition to the resolutions of the errors.
Consequently, users cannot be certain if the code’s errors affected their previous work with
the model, and many users may have published papers that include results from the older,
faulty version of the model. Do the model users have a responsibility to redo all of the work
that they have published using the old code? Do the commercial model developers have a
responsibility to disclose the two errors so that users can make a more informed decision
4Metadata is data that provide information about other data. Thus, metadata enables readers to gain a
better understanding of the data that is described by the metadata.
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about the degree of trust they can place in their old results? This scenario is discussed in
further detail in the case story in Section 5.8.
4.3.7 Synthesis
The default choice for developers should be to make the code and data available to others.
Additionally, developers should provide appropriate explanations, comments, and references
to enable others to understand their models, and they should call attention to the potential
limitations and drawbacks of their models to enable others to responsibly use their models.
Developers should keep information private only when there are compelling reasons. When
developers have legitimate reasons for withholding information, developers should clearly
explain their reasons for restricting access.
To decide the extent to which they will disclose information about their models, developers
of computational models must consider potential applications of the model, possible commer-
cialization, security risks, data confidentiality, storage constraints, and standard practices of
the field. Different fields of research can have different common practices, and as such, each
field should make the standards of good practice in their discipline clear. Clear standards
are especially important in cross-disciplinary studies, which may include fields that have dif-
ferent standards for code and data management. Collaborators should discuss the standards
of their fields with each other and come to a consensus as to which approach they intend to
take going into the project. Ultimately, model developers strive to create models that will
produce valuable results, and others must be able to trust the results. To build this trust,
developers must provide enough information so that peers with the proper background can
understand and responsibly use their models.
As a computational model developer creates a model, the developer should keep in mind
the ultimate goal of the model. Is the model intended to further scientific knowledge or to
generate a commercial product or service? The answer to this question may determine the
level of disclosure of the model’s inner workings. If the developer wishes to further scientific
progress, then the developer should disclose the model’s code and data so that others can
build upon the developer’s work. When a developer deals with intellectual property (IP),
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the developer should keep in mind that IP laws are intended to “promote the progress of
science and useful arts,” as stated in the U.S. Constitution, and the computational model
should ultimately benefit society as a whole. As such, the developer should still strive for as
much disclosure as possible while still maintaining an appropriate level of confidentiality.
4.4 Who is Responsible for Improper Use of Models?
People use computational models to solve problems. Scientists use computational models
to help explain natural phenomena. Engineers use computational models to make design
choices. Government officials and consultants use computational models to recommend
policies. Computational model users generally seek the best solutions to their problems,
and as such, they generally intend to use models properly in an effort to order to generate
the most reliable results. However, users will occasionally apply computational models
improperly. In this document, improper use will refer to the operation of a computational
model in a manner that either the developer or the user did not intend. Sometimes users
will intentionally use models in ways that the developer did not intend, but in these cases, it
is clear that the users should be held responsible for any harmful consequences. More often
though, when users improperly use computational models, they will not be aware of it, and
when that happens, who is responsible for the harms that result from the improper use?
Shruti and Loui (2008) explore a scenario in which the user unknowingly uses a model
improperly:
If the underlying computational model is valid for only a certain range of input
data, and the system is used with inputs outside this range, then who is responsible
for inaccurate outcomes? Is it the user, who was careless in supplying the inputs?
Or the model designer, who did not provide enough information about the validity
range? Or the programmer, who did not include checks for valid inputs in the
software? 5
As this example illustrates, the allocation of responsibility can be uncertain for instances of
5This thesis uses the term developers to refer to both model designers and programmers.
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unintentional improper use of computational models, and much like the appropriate level of
developer disclosure (see Section 4.3), the allocation of responsibility can shift depending on
the circumstances.
This section will explore the roles of model developers and users in ensuring proper use
of computational models. To facilitate the examination, lessons will be drawn by analogy
from the fields of manufacturing and medicine. For example, the norms and expectations of
automobile manufacturers and drivers will be investigated to see what might be appropriate
in the case of computational model developers and users. Computational models are similar
to manufactured products and medications because they all provide benefits to society, but
they all can also pose dangers when used improperly, recklessly, or in a negligent manner.
4.4.1 Developer Responsibilities
Johnson and Mulvey (1995) ask whether model developers should be held accountable for
the effects that their systems have on the real world. As mentioned earlier, model users will
generally attempt to use models properly in order gain the most benefit from their model
use. Unfortunately, users may use models improperly, and since that is not their intent, the
users are usually unaware of their improper use. Thus, the users may mistakenly trust in
erroneous results, and this misplaced trust can have harmful consequences.
Improper use may be the result of a lack of training or simple human lapses. For improper
use caused by a lack of training, the users do not have the ability to identify their improper
actions as improper. The users do not realize that what they have done is improper. For
example, if a user does not know that a model is valid only for a certain range of inputs, and
the user provides an input outside the valid range, then unless the output of the model is
obviously wrong, the user will not be able to recognize this error without further understand-
ing of the model or training. When users make simple lapses, on the other hand, they have
the ability to identify their lapses as improper actions, but they are not aware of the errors
that they have made. For example, a user may make an inadvertent typo in the inputs, or a
user may carelessly forget a procedural step in the initialization process. For such situations,
programs can provide in-program warnings to the users, or in some cases, programs can have
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automatic features to prevent such errors from occurring in the first place.
Trombetta and Wilson (1975) explored the concept of foreseeability with regard to the
unintended use of products by consumers. Manufacturers are liable if they do not provide
adequate warning for unintended uses that lead to harmful consequences when such uses
could have been reasonably foreseen. For example, a manufacturer may be held liable if a
small child consumes toxic compounds in the manufacturer’s product, and the manufacturer
did not take reasonable measures to warn of the harmful consequences, such as a strong
warning label on the product. Should computational model developers be similarly held
liable for the harmful consequences of foreseeable improper uses of their models if they do
not provide adequate warnings?
If a computational model has a limited range of validity, it may be reasonable to expect
the developer to foresee that users may attempt to apply the model outside the range of
validity. Thus, the developer likely has a responsibility to inform users through training
and through in-program warnings that the inputs fall outside the range of validity. The
developer may also consider modifying the model so that it prevents users from using the
model outside of its range of validity.
Reason (2000) explains that in the system approach to human errors, it is assumed that
humans are fallible, so human errors are to be expected. The system approach focuses on
building defenses to avert errors or mitigate their effects. When applied to the realm of
computational models, the system approach suggests that computational model developers
should assume that users will improperly use their models, and developers should attempt
to identify potential improper uses and then try to prevent the improper uses or mitigate
their effects.
Training
Computational models are similar to tools and machinery in that both provide benefits
to society, but both can also pose dangers if used improperly. For example, automobiles
allow humans to travel to their destinations faster than by foot, but the improper use of
automobiles can result in injuries and fatalities. Likewise, computational models perform
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calculations for users at a much faster rate than the users could by hand, but improper use
of computational models can lead to poor policy decisions and bad designs that can also
cause harm. Consequently, the users of both automobiles and computational models should
be properly trained before they begin to use these instruments.
To start, developers should actively shape the expectations of the users of their computa-
tional models. Johnson and Mulvey (1995) explain that “trust arises when individuals have
expectations and those expectations are met; trust is undermined when individuals have ex-
pectations and their expectations are unfulfilled.” Thus, in the training material, developers
should call attention to their models’ intended uses and limitations, and developers should
clearly state what users can realistically expect to gain from the models. Developers should
avoid ambiguity in training materials. For example, one interviewed expert said that devel-
opers should not use “etc.” when they describe the range of applicability of models because
the word is unclear. A developer could claim that a molecular design model is “valid for a
wide range of chemical classes, such as alcohols, nitrates, alkenes, ethers, etc.,” but it would
be unclear for what chemical classes the model is not valid.
As mentioned in Section 4.3, developers should provide to users as much documentation as
possible of the underlying theories and assumptions of their models, such as the mathematical
models, numerical methods, and implementations techniques. This documentation can give
users a deeper understanding of how the models apply inputs, and such documentation also
aids advanced users who may want to further develop the models.
Developers must go beyond simple documentation of how their models are constructed
because the documentation may be too technical for some users. For example, a developer
may use an explicit numerical integration method to solve a differential equation in a com-
putational model. If the developer simply discloses the specific method, some users may not
know that the explicit methods could become unstable when time steps are too large. Thus,
the developer should explain the potential for instability in the training material and might
consider including a formula that users could use to determine the critical time step size at
which the users’ simulations would become unstable.
To draw a comparison with medication, pharmaceutical companies are required to list
the potential side effects of the medications that they produce, but a simple list of the side
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effects may not be sufficient in some cases. For instance, the chances of certain serious
side effects may increase substantially for someone who has consumed alcohol. In such
cases, the pharmaceutical companies generally include instructions along the lines of “Do
not drink alcohol while taking (insert drug name). Alcohol can increase the risk of stomach
bleeding.” Similarly, some models may perform worse under certain conditions, and in these
cases, developers should highlight the relevant conditions and, if necessary, compare and
contrast such conditions with “normal” conditions. Additionally, pharmaceutical companies
often describe the symptoms of side effects so that medication users can more easily identify
when they may be experiencing such side effects. In the same way, model users will benefit
from a list of the modes in which models can fail, but the users will benefit more if the
model developers describe “symptoms” that indicate the various modes of failure because
the descriptions will enable users to better identify such failures.
Training materials also generally include procedures that specify the sequence of actions
that users should take in order to run the model. Van der Meij and Gellevij (2004) explain
that “a procedure may tell users about a desired state or goal, outline the conditions for
action, present intermediate states, and help the user prevent and overcome problems.” As
developers create procedures for their models, they should try to anticipate common miscon-
ceptions that users may have about various aspects of the models so that they can highlight
these potential misunderstandings as they arise in the procedures. When possible, devel-
opers can create example problems that walk through the procedures, as the walkthroughs
can illustrate how to follow the procedures. Additionally, users can attempt to reproduce
the results of the example, and successful reproductions can give users greater confidence in
their ability to use the models and generate trust.
Finally, Thomson and Schmoldt (2001) explain that training must be geared towards the
intended audience. Developers should consider the technical accessibility of the documenta-
tion for the intended users, and then they should supplement unclear sections with further
training materials. For example, developers should attempt to use terms and language fa-
miliar to the users (Nielsen, 1994).
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In-program Warnings
Trombetta and Wilson (1975) state that “the duty to warn arises from a foreseeable danger
involved in the probable use of the product. Unless warned, the user will not ordinarily be
aware of the danger.” Warnings can be located in the training materials for computational
models or in the models themselves, and developers should consider the effectiveness of the
various warning mediums. Trombetta and Wilson recount the case of Incollingo v. Ewing
in which a medication carried warning labels that communicated a risk of blood disorders,
but salesmen for the medication minimized the medication’s danger at the point of contact
with doctors. Consequently, the manufacturer of the medication was found to be negligent
because “a busy doctor inundated with advertising and promotional literature would be
likely to ignore warnings and labels and, instead, rely to a great extent on the [salesmen].”
The case suggested that the salesmen could be more effective as a warning medium to doctors
on dangerous medications.
Based on the author’s personal experience, a new user of a model may frequently refer
to training material initially, but may consult this material only on an as-need basis as the
user becomes more comfortable with the model. A user may therefore not recall a relevant
warning from the training material when it is needed. In-program warnings may be more
effective than warnings in training materials because in-programs warnings are generally
closer in proximity (in time and space) to the locations of the in-program decisions that the
users have to make.
In-program warnings may be passive or reactive. Passive warnings are simply present in
the models and do not respond to the users’ actions. For example, if an input has a range of
validity, the developer may place a warning next to the input box that reminds the user of
the valid range. Warnings in the training manual may also be considered passive. Reactive
warnings are triggered by the actions of users. Generally, developers use reactive warnings
to warn users when models are being used improperly. For instance, if a user were to enter
an input value outside of a model’s range of validity, the program may present a pop-up
warning that alerts the user to the problem. One could also imagine a reactive warning that
may pop-up every time the user clicks on the aforementioned input box, but such a warning
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may annoy the user, and the user may begin to ignore the warning as the novelty of the
warning wears off.
In order to include a reactive warning that alerts users of an improper use, developers
must first install an automatic detection feature. Unfortunately, not all improper uses can
be detected through a model’s program. If a user has a typo in an input value, but the input
is still within the range of validity, the program will not be able to detect such an error. In
such cases, developers must consider alternative options for warnings.
Van der Meij and Gellevij (2004) use the “see-think-use” approach as a guideline for
warnings in which “model users must first perceive—see—the message, then they must
understand it—think—, and finally they must act accordingly—use.” Warnings should be
made conspicuous so that they attract the attention of users. To capture users’ attention,
warnings can use “contrast, highlighting, size, signal words (e.g. caution or danger), pictures,
and location, among others.” Van der Meij and Gellevij also suggest that a combination of
text and images is preferable because each can compensate for potential vagueness in the
other. Additionally, redundancy can increase the saliency of warnings.
For example, in addition to warnings that appear in the instructions for a medication, the
medication’s container will often be labeled with stickers that reiterate important warnings,
and the location on the container places the warning closer to the user as the user makes a
decision (whether or not to take the medication and how much). An automobile with airbags
may have a warning in its user manual that cautions against placing children or infants in the
front passenger seat because the airbags can harm small passengers. Often, such automobiles
will contain the same warning with a picture and text inside the vehicle as well, sometimes
located on the sun visor. The same principle of redundancy can be applied to computational
models, as the same warnings can appear in training material and in-programs.
Sound can also an effective means of attracting the attention of users. For example, the
author’s automobile makes a chiming noise when the keys are in the ignition and the driver
door is opened. The sound alerts drivers so that they do not forget their keys inside the car
and lock them inside. Modern automobiles are full of in-operation warnings, such as low
fuel and check engine lights on the dashboard and brake lights to assist other drivers. Com-
putational model developers should strive to achieve a similar level of in-program warnings
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as much as possible. As Kleijnen (2010) explains, “while ‘driving’ the model, ‘red warning
lights’ should switch on when users enter inputs into the model that violate its validity
range.”
Ultimately, warnings should persuade users to act safely. Once a warning has captured
the attention of a user, the warning should tell the user what to do or what to avoid. A
pop-up message that simply says “Error!” is better than no message at all, but it is not as
useful as a message that says “Error! Input value x is outside the valid range.” As one
interviewed expert explained, the first step is to make the user aware of a problem; the next
step is to help the user find the cause of the problem. Developers can include explanations of
the potential cause(s) of the problem and why it is a problem so that users can understand
what they have done improperly and can better use the program in the future. If users do
not understand the warning, they will be more likely to ignore it. Finally, developers can
propose solutions to the problems. For example, warning message that says “Error! Input
value x is outside the valid range. Please enter a value between the lower limit xlower and
upper limit xupper.” would likely provide the most benefit to a user because the warning
explains the cause of the error message and proposes a solution.
Preventions of Improper Use
In some cases, computational modelers may be able to prevent improper uses of their models.
When the program detects an improper use, the program may prevent the simulation from
running, or the program may modify the conditions provided by the user. Developers can
take prevention one step further and limit the options available to users, or developers can
prevent novices from using models in the first place.
Some automobiles have devices installed that connect a breathalyzer to the ignition. Before
the driver can start the automobile, the driver must first blow into the breathalyzer. If
the breathalyzer detects that the driver’s blood alcohol level is above a specified level, the
automobile will not start. Such a device prevents the improper use of the automobile by
drunk drivers. Many medication containers have child-proof caps that make it difficult
for children to open the containers. Child-proof caps thus prevent children from opening
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the medication containers. Computational model developers can similarly set conditions in
which their models will prevent the programs from running. For example, if a model has
a range of validity for an input, the developer can prevent the program from running a
simulation when the user-provided input falls outside of the valid range. Such prevention
techniques do not prevent all related improper uses (a drunk driver may have someone else
blow into the breathalyzer, a child may figure out the “child-proof” cap, a user may enter
an unintended value that is within the range of validity), but these prevention techniques
can stop a significant number of improper uses.
Preventions can occur before simulations begin or during simulations. Reliable failures
occur when programs detect improper conditions and stop during simulations in progress.
One interviewed expert noted that reliable failures are not acceptable for real-time model
that controls an important task, but when users have time to analyze results, reliable failures
are preferable to simulations that complete and produce incorrect results because reliable
failures alert the users to problems.
As an alternative to preventing a program from running, developers can program their
models to perform more robustly by modifying the conditions provided by users. In automo-
biles, antilock brakes systems (ABS) prevent wheels from locking up when the driver brakes
hard. When the ABS detects that a wheel is decelerating faster than it should based on the
overall deceleration of the automobile, the ABS reduces the pressure on the wheel from the
brake to prevent the wheel from locking. Thus, the ABS modifies the improper application
of excessive force on the brake pedal by the driver so that the automobile brakes properly.
Similarly, computational model programs can modify the conditions specified by users so
that the models run properly. For example, a program may ask the user to enter a vector x
as an input. The program may require x to be a column vector to run properly, but a user
may improperly enter a row vector. Instead of failing, the program could flip the row vector
entered by the user so that it becomes a column vector and then run the simulation.
Computer programs may also automatically change a condition so that it becomes valid.
For instance, if a user’s input is outside the valid range, the program may change the input
value to the closest valid value. In another case, a user may over-constrain the problem or
provide too many inputs, and the program may disregard a constraint or input (or multiple
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constraints or inputs, if necessary) so that the program applies only the proper number of
conditions. As a simple example, in a 3D Computer-Aided Design (CAD) program, a user
may over-constrain a drawing of a circle by specifying both a radius value and a diameter
value. The program may then disregard one of the constraints, say the radius value, when
it produces a 3D spherical object. As another example, if a program requires 3 values in a
column vector, and the user provides 4 values in a column vector, the program may run and
use only the first three values of the column vector provided by the user and discard the
fourth value.
If a computational model program automatically modifies the conditions specified by the
user, the program should alert the user to the modification. Otherwise, the user may not
realize that the modification took place and may associate the output of the program with
the conditions that were originally specified by the user rather than the conditions actually
applied by the program to obtain the output. Similarly, for over-constrained problems, a
user may not realize the problem has been over-constrained, and could incorrectly associate
unused inputs with the output. Thus, a developer must take great care to make users
aware of automatic modifications in a computational model program with the hope that
such candor will foster trust between the developer and users.
In most cases though, it would be preferable for a model to force users to decide how
initialization conditions should be altered in order to make the conditions proper rather than
automatically modifying the improper conditions for the users. When users are required to
make the decisions, they are required to decipher and resolve the problems. This problem-
solving can increase the users’ understandings of the models. For example, the author is
aware of a 3D CAD program that presents users with a pop-up window that requests users
to delete a constraint for over-constrained drawing. The program does not allow users to
continue with their drawing until the drawing is no longer over-constrained. This technique
prevents users from improperly over-constraining a drawing, and it gives users control over
which constraint should be deleted.
Computer model developers can also limit the number of options available to users to
prevent improper uses. Instead of giving the user the ability to specify a radius value or a
diameter value (or both improperly), the program could give the user the diameter as the
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only option. Instead of allowing the user to input the column vector, which could be any
size, the program could have a text box for each of the three values required. Developers
can increase the flexibility of their models by allowing users to customize various features,
but more flexible models may be open to more improper uses. Thus, developers may offer
only predefined options that limit choices of users (Jain, 2008). Developers must weigh the
potential benefits of the increased flexibility against the potential harms of the improper
uses that may occur.
Finally, computational model developers can restrict the use of their models if they per-
ceive the risks of harms from improper uses to be too great. A developer may try to screen
users by making a model available upon request, and then the developer could investigate
the expertise of potential users before distributing the model to users. Developers could
require users to receive some degree of basic training, or developers may require users to
demonstrate a level of basic understanding. Developers could also prevent improper uses by
others by acting as consultants. Others can bring simulation problems to the developers,
and the developers run the simulations themselves.
Summary of Developer Responsibilities
Clearly, model developers can take several different approaches in an effort to ensure that
users properly use their computational models. Developers can train users how to properly
use their models, and harms from improper uses can be averted through warnings and
prevention techniques. Developers should determine which approaches are applicable to
different situations and which approaches are the most likely to be effective in preventing
harms from improper uses. Additionally, developers may want to consider using redundancy
for particularly critical aspects of their models, such as providing both training and warnings
for a significant improper use.
GBdirect (2010) points out that most software licenses explicitly disclaim legal responsi-
bility. However, Thomson and Schmoldt (2001) suggest that while developers may appear
to have no incentives to take measures to prevent the improper use of their models because
of the lack of legal sanctions against developers, the motivation for developers lies in the
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increased success of their models. When developers take measures to ensure proper uses
through training, in-program warnings, and automatic prevention techniques, users will be
more likely to use the computational models properly and receive the most benefit from
the models. When users have confidence that they will be able to use the models correctly,
the users may trust in computational models. For commercial models, user trust can trans-
late into buyer preference, and for noncommercial models, into broader audience use and
satisfaction.
Ultimately, though, developers should take measures to ensure proper uses of their model
because they have a moral responsibility to protect others from harm. Like automobile en-
gineers and doctors, computational developers have a specialized knowledge, and users rely
upon the expertise of computational model developers. Reason (2000) explains that most
harms from systems involve a combination of two sets of factors: active failures and latent
conditions. Active failures in a computational modeling environment include the improper
uses of the model. Latent conditions arise from the decisions of the developers as they create
the computational modeling environment, which includes procedures, graphical interfaces,
warnings, and preventions. Latent conditions in the computational modeling environment
can produce errors. Unclear procedures, ineffective training, inadequate warnings, and insuf-
ficient preventions may lead to harms. Since developers have the capacity and opportunity
to control these aspects of their models, they have a responsibility to minimize the harms
that may result from these aspects. Thus, while developers cannot completely control how
their computational models are used, they can control the latent conditions that may lead
to harmful events, so developers have a moral responsibility to enable users to properly use
their models.
4.4.2 User Responsibility
Developers cannot be given full responsibility for the improper uses of their computational
models. Developers can fully disclose everything about their models, including all codes,
theories, and assumptions, and they can provide extensive training materials and incorporate
warnings and prevention techniques into their programs. However, the developers’ efforts
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are wasted if the users do not heed warnings and do not take the time to understand the
training material and disclosed information.
Additionally, developers cannot foresee every potential improper use of their models. Even
if developers could foresee every potential improper use, they would not be able to prevent
every improper use. A developer may anticipate that a user could specify a dimension value
in centimeters when the program requests the dimension in millimeters, but there is little
that the developer could do to prevent such an error other than clearly labeling the units
of the dimension as millimeters. Thus, users have a responsibility to ensure that they use
computational models properly.
As mentioned before, users will generally intend to use models properly in order to obtain
the most value from the models. However, the intention of a user does not determine
whether or not a user has acted ethically. Whitbeck (1995) explains that “the presence or
absence of an intended deception is not a reliable indicator of the seriousness of some moral
lapse.” When the actions of a computational model user can affect others, the user has a
moral responsibility to exhibit “attention, concern, fairness, and competence, [in addition
to] honesty” (Whitbeck, 1995). Acts of negligence and recklessness in computational model
users can undermine trust and potentially harm others.
Carelessness
Whitbeck states that it is negligent “to be careless about matters for which one bears a moral
responsibility.” Whitbeck then describes a situation in which a surgeon sews up a patient
with instruments inside. Such an act is considered negligent even though the surgeon does
not intend to harm. Similarly, it would be negligent for a computational model user to
carelessly enter the wrong inputs for a simulation that will affect others.
Whitbeck considers recklessness to be more serious than negligence and defines such reck-
less behavior as “behavior likely to result in serious injury or damage even if it was not
intended to cause that harm.” An automobile driver who greatly exceeds the speed limit
may be charged with reckless endangerment because the driver’s behavior significantly in-
creases the chances of serious injury or damage. If a computational model user does not
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understand how a computational model produces results but uses the model for a purpose
that affects others, the act could be considered reckless because the user’s lack of under-
standing could result in harm to others. When a user lacks the proper understanding of a
computational model, the user may use the model for applications in which the model is not
appropriate. For example, a user may try to use a linear elastic model to describe material
deformation in a known nonlinear plastic regime.
Additionally, users have a responsibility to heed warnings. Trombetta and Wilson (1975)
describe the case of Ford Motor Co. v. Wagoner in which Ford Motor Co. warned the
consumer about a defect, but “the consumer continued to use the car without bringing it
in for repair in spite of known danger.” The decision ruled against consumer in this case.
Likewise, computational model users should not ignore warnings from the programs that they
use. If a program warns a user that the specified inputs are outside the range of validity
for the program, the user has a responsibility to investigate the warning and attempt to
“repair” the inputs.
While those who commit careless acts of negligence or recklessness generally do not intend
to cause harm, it does not preclude them from blame for their wrongdoings. Such acts
have real consequences. Carelessness by computational model users (and developers, for
that matter) can undermine trust in the computational modeling community as a whole.
Therefore, users must exhibit attention to detail in their use of computational models.
Overreliance upon the Model
Users should not completely rely upon the automatic warnings and prevention techniques
of the computational model programs to catch every improper use. As mentioned earlier,
programs cannot detect every improper use. If a user inputs a distance in miles when the
program requests the distance in kilometers, the difference between the desired number and
the entered number may not be significant enough for the program to detect the incorrect
input, but the difference may be significant enough to make a noticeable difference in the
output of the program.
Users should bear in mind the old saying in computer science, “Garbage In, Garbage Out”
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(GIGO). The bombing of the Chinese embassy in Belgrade during the Kosovo war is a dra-
matic example of this characteristic of models (Kleijnen, 2001). The United States attacked
the wrong target because the geographic coordinates provided by the CIA and programmed
into the GPS-guided precision bombs were based on an outdated map. Computational model
users may have a tendency to assume that if a simulation runs without an indication of error
then the results are correct, but as the American Statistical Association (1999) states, “the
fact that a procedure is automated does not ensure its correctness.”
Additionally, users must be aware that published results are not always applicable as
inputs for their computational models. Alvarez (1996) describes a case in which a user took
a benzene decay coefficient value from literature, but the value was based on measurements
in the ideal conditions of a laboratory. Since the user was modeling a natural system, the
user should have used a benzene decay coefficient value based on measurements in natural
fields. The difference in magnitude of the values for the decay coefficient may have led the
user to significantly underestimate the age of a benzene spill, and consequently, the user may
have incorrectly excluded a company from blame for the spill. Thus, users cannot assume
that a value found in literature is applicable to their computational model.
According to Saunders-Newton and Scott (2001), users may treat computational models
as human advisers, and consequently, users may try to abdicate personal responsibility for
harms caused by poor choices based on the models. However, as Saunders-Newton and
Scott point out, computers are powerful in their abilities to calculate, but computers are
limited tools because they are “incapable of the moral intuition, imagination, emotional
thinking, and disciplined will that characterize human thinking.” Thus, users must con-
sider these limitations as they use computational models. Users must understand that they
cannot completely relinquish their decision-making power to computational models because
the models will not always detect problems. As one interviewed expert said in reference
to her organization’s view on computational models, “We pretty much operate under the
assumption that as the user[s], it is our responsibility to make sure our input is good, to
make sure the output makes sense.”
Finally, users should not allow the presence of automatic safeguards, such as warnings and
prevention techniques, to make them more complacent or careless. According to Sagberg
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et al. (1997), drivers may adapt to safety features such as antilock braking systems and
begin to drive in a more aggressive and risky manner in a behavioral response termed risk
compensation. Risk compensation refers to behavioral responses that counteract the intended
effects of a safety measure. Similarly, when computational model programs have warning
and prevention systems installed, users may rely upon the programs to catch their mistakes
and become more careless with their inputs. Users need to understand the fallibility of such
systems and remain vigilant in their goal of proper use.
Seek Understanding
As discussed in Section 4.2, computational model developers have a responsibility to com-
petently choose and implement appropriate mathematical models and numerical methods
for the problems modeled in their programs. Similarly, computational model users have a
responsibility to competently use the models, and competent use requires the users to pos-
sess an understanding of the models. To help ensure their competence, users should read
and understand training materials, pay attention to warnings, and be aware of prevention
techniques for the models they use.
When a user does not understand an aspect of a model, such as a parameter or a warn-
ing, the user should seek to acquire an understanding of that aspect. If a driver sees an
unfamiliar warning on the dashboard of an automobile, the driver has a responsibility to in-
vestigate the meaning of the warning. If a user believes that the developer has not disclosed
sufficient information for the user to adequately understand and properly use a model, the
user can consult other information sources that may improve the user’s understanding, such
as relevant journal articles. The user could also try to contact the developer for further
explanations. Ultimately, if the user does not feel comfortable with the model’s underlying
theories and assumptions, the user always has the option of choosing not to use the model.
The American Society of Mechanical Engineers (ASME) Code of Ethics (1998) states
that “engineers shall perform services only in areas of their competence.” Similarly, com-
putational model users should evaluate whether they are qualified to use a model for their
intended purposes, and the users should use the models only when they can use them com-
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petently. When a prospective user does not believe he or she is qualified to use a model, it
does not mean that the prospective user can never use the model. Rather, the prospective
user can seek the proper training so that he or she will be able to use the model competently.
What is “Sufficient” Understanding?
How do computational model users know when they have obtained a “sufficient” level un-
derstanding? Such a distinction is difficult to ascertain. A set of knowledge may be sufficient
for a user to properly use a computational model for one application, but the same body of
knowledge may not be sufficient for another application. Users should continuously strive
to learn new concepts and reinforce prior knowledge.
Some may argue that users should not use a computational model unless they have a
complete understanding of every facet of the model. While users should strive to gain
complete understanding of the models they use, in some cases, a complete understanding is
not possible or necessary in order to properly use the models. Some computational modeling
programs have really large codes with over one hundred thousand lines, and hundreds of
people have made contributions to the code over many years. It would be very difficult
for one person to read every line of code and understand all of the subtleties in a model
of that magnitude, and as one of the interviewed expert explained, “it would be not a
good use of time to just take a code and spend 12 months just reading the code and all
the documentation and understanding it before you actually run it.” Instead, the expert
recommended that users question their outputs and talk with their colleagues to see if the
outputs are reasonable.
It is common for new graduate students to pick up computational models developed by
others, and the new students cannot be expected to completely understand the models
immediately. During the early stages of use, the new students should try to “test drive” the
models as much as possible. One interviewed expert told a story about one of his students
who was continuing a modeling project that had been developed by another student. The
new student was trying to relax some conditions in the model to expand the model’s range
of validity. After some investigation, the new student discovered that the previous student
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had done something convenient for the input range that the previous student was examining.
The new student realized that the convenient technique implemented by the previous student
did not make sense for the larger range. As a consequence, the new student had to modify
the model before it could be used for the expanded range.
It may not be necessary for users to completely understand the computational models that
they use. Patients do not need to understand how medications interact with their bodies
at the micro-level; they need to follow directions for treatment and know the symptoms
of side effects. Drivers do not need to understand all of the mechanical functions of their
automobiles; they need to know how to properly operate the automobiles and follow the rules
of the road. Similarly, computational model users do not need to understand everything
involved with the models they use, but they should have a sufficient understanding so that
they can use the models properly.
Improper Use 6= Unethical
The act of improperly using a computational model program is not necessarily unethical
in itself. Improper use has ethical implications when it poses potential harm to others.
A user may be an expert in the phenomenon represented by a computational model. This
expert-user may have a deep understanding of the theories, assumptions, and implementation
techniques of the program, and with this knowledge of the program, the expert-user may use
the program improperly in the sense of using it in a manner unintended by the developer
of the program. Such an improper use could even be considered novel or innovative. The
expert-user would likely have an idea of what results to expect and would have the necessary
competence to detect problems with the improper use. As long as the expert-user discloses
the “improper” manner in which the program was used when the expert-user disseminates
results, the expert-user has not been unethical. As an example of use that the developer did
not intend, one interviewed expert had developed and implemented an algorithm as code
and made the code available for others to use. Later, to the surprise of the interviewed
expert, someone had used the code as an aid in brain surgery. The interviewed expert had
not intended for the code to be used as an aid for brain surgery, but the expert did not
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believe that this “improper use” was unethical and likely believed it to be an innovative use
of the code.
A novice user can also purposefully use a model improperly when such use will not affect
others. The novice user may use a program improperly as an exploratory exercise to see
how the program handles such use. Such improper use can improve the novice user’s under-
standing of how the program operates. If the novice user does not try to make use of results
produced by the improper use, then the novice user has not been unethical. This exploratory
practice is comparable to a driver attempting to learn how to drive a manual transmission
automobile in an empty parking lot. The driver can gain a better understanding and sense
of how to operate the manual transmission automobile, but mistakes made by the driver will
not harm others. In the same way, novice users can “test drive” computational models to
build confidence in their abilities to use the models without chance of harming others.
Summary of User Responsibilities
Moin (2001) warns his students at Stanford to not believe, at first glance, the numerical
output spewed out from a computer. Instead of leaving all of the “thinking” to the computer
program and the person who wrote it, he believes that the users of numerical methods should
know the factors that affect different qualities of their results, such as accuracy, stability,
and convergence. Users should not blindly accept numerical outputs; they should be able to
ask tough questions before accepting computational results.
Inexperience can lead to improper uses, so users should ensure they have the proper train-
ing and understanding before they use computational models for applications that have the
potential to harm others. According to a study by Finn and Bragg (1986), misperceptions
of risks in drivers could be related to inexperience, as the younger drivers in the study were
more likely to perceive lower risk than their older counterparts. Along the same lines, inex-
perienced computational model users are probably more likely to misjudge risks of improper
uses and less likely to recognize when they are improperly using models. Driver mispercep-
tions may be analogous to computational model misunderstandings because both lead to
poor choices.
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One interviewed expert said that users should not use computational models if they do
not have control of the modeling environment. The expert said such undisciplined use is the
equivalent of driving without a license. If someone takes a perfectly fine car and drives it
into a tree, the crash is not manufacturer’s fault. Similarly, computational model developers
cannot be blamed for careless use of their models.
It is very easy for users to rush through simulation setups and obtain results. However,
it is also very easy for users to make mistakes, and the chances of making a mistake are
magnified when the setup is handled sloppily. Users must be careful and thorough when
they initiate and perform simulations and interpret results.
4.4.3 Synthesis of Developer and User Responsibilities with regard to
Improper Use
Developers and users have a shared responsibility to prevent and mitigate the effects of
the improper use of computational models. Developers can guard against improper uses
through training, warnings, and prevention techniques. As one interviewed expert put it,
“[users] don’t know what they don’t know.” Therefore, developers need to give users the
tools to enable proper use and establish barriers to prevent improper uses.
At the same time, developers cannot stop improper uses alone. For one, developers cannot
possibly foresee every potential improper use of their models, and there may be improper
uses that the developer can foresee, such as user typos, but cannot prevent. Additionally,
developers can disclose everything about their models and include numerous warnings and
prevention techniques, but if users disregard warnings or do not take the time to understand
the provided information, then the developers’ efforts will be wasted. Therefore, users must
also take responsibility in order to ensure that they are using the model properly.
4.5 Validation of Computational Model Results
Computational model developers have a responsibility to validate their models before they
disseminate their models. Developers should conduct tests and evaluations until they are
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sufficiently confident that their models can be considered valid for the intended applications
of the models (Sargent, 2007). Computational model users have a responsibility to validate
their results before they disseminate or use the results. Validation builds credibility for
the results produced by the models. The following validation techniques can be used by
both developers and users, so the two groups will be combined into a group referred to as
computational modelers. Note that developers are often users of the models they develop.
Sheng et al. (1993) note that the term validation is widely used in association with mod-
eling activities, but a wide range of definitions for the term give rise to very different in-
terpretations as to the activities involved in the validation process. The common theme
of the various definitions for model validation is that the models must somehow represent
reality. However, there are generally no standards as to how computational modelers should
go about validating their models and to what degree their models must represent reality.
The acceptable degree of realism is generally problem specific and up to the judgment of
those reviewing the results. A solution that seems reasonable to one person may not be
acceptable to someone else. Despite the judgmental nature of establishing validity, Sheng et
al. demonstrate that a computational modeler can still take a systematic approach towards
model validation by comprehensively analyzing each component of the simulation study.
Organized and methodical approaches to validation can increase confidence and trust in
computational models and their results for both modelers and non-modelers. This section
describes some of the issues computational modelers should consider as they validate their
models.
4.5.1 Validity of Inputs and Assumptions
As mentioned earlier, there is an old saying in computer science that states “Garbage In,
Garbage Out” (GIGO). In other words, if a computer program is given “garbage,” such
as poor input data or poor assumptions, the program will produce a poor output. Thus,
computational modelers should try to ensure the validity of their inputs and assumptions.
Heath (2002) notes three sources of errors that occur before a computation begins: model-
ing, empirical measurements, and previous computations. The simplifications and omissions
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of physical features in the construction of models can lead to errors. Empirical measure-
ments have finite precision and may be further limited by small sample sizes, random noise,
or systematic biases. Finally, the input data for a computation may have been produced by
previous computational steps whose results are only approximate. Computational modelers
should consider these potential sources of error as they analyze the results of their models.
Models inherently involve some simplifications, but modelers should be wary of oversimpli-
fied models. One interviewed expert recalled a relevant experience from industry. A company
was trying to choose between two tunneling methods: cut-and-cover or the New Australian
Tunneling Method (NATM). The NATM was cheaper but riskier as the excavation would
be supported as it was opened. The computational model was finding that the Australian
tunneling method would be sufficient for the given excavation. However, the experienced
engineers in the company were uneasy with the results, so they called in an external expert
to investigate the model. As it turned outs, the model had assumed that the supports were
installed instantaneously, without allowing the ground to relax first. With this assumption,
the supports experienced less deformation, and consequently, the model calculated a lower
stress than what would occur in reality. The interviewed expert said that if the NATM had
been used, the method likely would have failed, costing the company $10 million and putting
lives at risk. This story illustrates how one assumption in a model can potentially lead to a
disaster.
Poor input values can also lead to harmful consequences. An overestimation of the local
soil shear strength was one of the contributing factors to the Nicoll Highway collapse in
Singapore. Andrew Whittle explained that the marine clay was “weaker than the weakest
clay in Boston,” and the overestimation of soil shear strength in computations led to the
structure being insufficiently designed to resist lateral earth pressures (Levey, 2008). The
catastrophe killed four persons and resulted in significant damage to equipment and the
nearby highway. Thus, modelers should try to validate inputs for the specific systems being
modeled.
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4.5.2 Benchmark Results
In computational modeling, benchmarking refers to the act of checking that a model’s results
compare favorably with respect to some set of standards. The standards for benchmarking
represent expectations that may be founded in the fundamental tenets of the field, data
from physical experiments, historical measurements, analytical solutions, or even the results
produced by another trusted computational model. Computational modelers may expect a
model to closely match a set of expected results, or they may want to ensure that the model
does not behave in an unexpected or undesired manner. For example, one may expect forces
to be balanced in a computational model that calculates the stresses in the beams of a
bridge. However, users should not blindly assume that the model has balanced the forces.
Thus, a benchmark for such a computational modeling program could be to ensure that the
forces are in balance, or conversely, that the forces are not unbalanced.
Academic and professional societies can construct benchmarks for computational problems
in their fields. For example, one of the interviewed experts works with computer models that
simulate sound propagation in the ocean. The expert said that an acoustics society held
a symposium in order to come up with benchmark test cases that would show common
problems that can occur in underwater sound propagation models. The expert stated that
“now it’s [to] the point where nobody will trust a model unless it has gone through these
[tests].” Explicit formalizations of benchmarks can effectively express the expectations for
computational research in a scientific field.
4.5.3 Compare with Physical Data
Experimental validation is one of the best ways for modelers to build trust in the results of
computational models. If computational models are supposed to mimic physical systems,
then it makes sense to compare the models’ outputs to results produced by those of real
systems. Thus, computational modelers should use physical data to validate their models
whenever possible. Physical data may be derived from historical records, such as weather
data, or it may be produced with experiments.
If computational outputs do not agree with physical data, then the likely explanation is
60
that the computational model needs more work before it can be considered valid. However,
computational modelers should bear in mind that physical data may be flawed as well. For
example, experiments can be poorly designed, and measurement devices can be faulty or
imprecise.
4.5.4 Examine Results Analytically
Often, computational modelers can validate their models through analytical methods. They
can compare their computational outputs to the results of analytical, or mathematical, mod-
els. For example, for a computational model with a mesh of points in space, a modeler may
want to confirm that the results converge to an expected solution as the mesh is refined.
Usually, analytical validations can be performed only for simple or limiting cases of compu-
tational models, as more complex cases generally require intensive computations.
Computational modelers should also examine the underlying mathematical models to
guard against making false claims because the modelers may discover behaviors in their
outputs that are actually artifacts of the models and not of the physical phenomena. For
example, if the underlying mathematical model for a computational model uses a linear
relationship for two parameters, then the computational results will show the relationship
to be linear. As one interviewed expert put it, “you cannot get more physics out of that
code than what was put in that code to begin with,” and using finer meshes or smaller step
sizes will never bring out the nonlinear effects you are looking for if the model developers
neglected to include such effects in the model. Therefore, in this case, linear computational
results could not be used to either confirm linearity or refute nonlinearity in the physical
system.
4.5.5 Calibration
Computational modelers usually need to calibrate their models in order to obtain more
acceptable results. Calibration is the act of adjusting a model’s parameters, assumptions,
and/or structure in an effort to obtain better results. This subsection describes two poten-
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tial pitfalls associated with calibration that may give modelers and others a false sense of
confidence in the results of computational models.
Overfitting
Computational modelers should watch out for “overfit” models, especially with predictive
models. Overfitting usually occurs when the model has too many degrees of freedom, and
the model describes random noise in the data used to calibrate the model instead of the
underlying relationship. Figure 4.4 shows two models for representing a data set of eleven
points: a linear fit and polynomial of degree 10. The polynomial of degree 10 may perfectly
match the data set, but the linear fit would likely perform better in predicting future data
because it follows the general trend of the data. Because overfit models have high accuracy
with respect to the calibrating data sets, overfit models can lead to unwarranted confidence
in the models’ predictive capabilities. However, overfit models generally have poor predictive
performance because they exaggerate the significance of random fluctuations in data. For
example, extrapolating the overfit model in Figure 4.4b would produce poor predictions; the
model predicts unreasonably steep increases in y for x > 12 and similarly steep decreases in
y for x < 2. The simple linear fit, on the other hand, is more robust because it is capable of
producing reliable predictions under a wide range of conditions. In general, simple models
are preferable to overly complex models, particularly when additional complexity does not
result in further insight into the problems.
Circular Reasoning
Modelers should also be wary of circular reasoning when they use experimental data to fine-
tune their models. If a model developer uses a data set to calibrate a model, then the modeler
should not then validate the model with the same data set because the modeler would be
using circular reasoning to show the validity of the model. For example, if a weather model
developer uses data from the last one hundred years to calibrate a model, then the developer
should not then claim that the model will make accurate predictions because the model
produces results that closely match data from the last one hundred years. Yet, one of the
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interviewed experts asserted that he had seen circular reasoning such as this on multiple
occasions with respect to computational models in his field. As an alternative, the expert
suggested a better approach to such a problem: instead of using all one hundred years of
data to calibrate the model, a developer could use the first fifty years of data to calibrate
and the last fifty years of data to validate against. If the model shows good agreement with
the data from last fifty, then the developer can claim to have validated the model.
4.5.6 Arbitrary Constraints
Sometimes, computational modelers may introduce arbitrary constraints in order to obtain
results that agree with their expectations. The constraints are arbitrary in the sense that
they are not based in scientific principles; the constraints are introduced as a convenient
means to achieve specific ends. For example, one interviewed expert recalled an instance
in which a climate model was losing energy due to numerical errors, so the developer of
the model artificially introduced energy into the ocean so that the model would appear to
conserve energy. The expert said that short term simulations of only a few years were not
affected significantly, but for longer simulations of ten to twenty years, the effect of the
added energy became noticeable as the oceans began to warm. Subsection 6.6.3 contains a
discussion of arbitrary constraints that modelers may introduce to DEM models.
Ultimately, modelers should try to justify the constraints and assumptions in their models
instead of arbitrarily introducing them to satisfy an expectation. If a modeler does intro-
duce arbitrary constraints to a model, the modeler has a responsibility to be candid about
the constraint when disseminating the model and its results to others. Modelers can also
highlight arbitrary constraints as problems that require further investigation in the future.
4.5.7 Statistical Analyses
If a model contains stochastic (random) processes, then the modeler should run several
simulations under the same conditions and perform a statistical analysis of the results to
ensure that the same inputs yield similar results. Modelers should not draw conclusions
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from a single run of the model because a single run may be an outlier, and the results
from that single run may not be representative of typical simulations with the given set of
initial conditions. In some cases, modelers may want to produce a large sample of random
samples in order to perform a probability analysis. Modelers can then assign probability
values or confidence intervals for each type of outcome that occurs under the specified initial
conditions.
4.5.8 Sensitivity Analyses
In addition to performing several simulations under the same initial conditions, modelers
can perform sensitivity analyses by varying the values of input parameters. By varying the
values of input parameters, modelers can determine the effect of the inputs upon the models’
outputs, or how “sensitive” the outputs are to changes in the inputs. Sensitivity analyses
can serve two main purposes; sensitivity analyses can validate input-output relationships as
well as confirm model robustness for the initial conditions.
Sargent (2007) explains that the input-output relationships that occur in the real system
should also occur in the model. The “technique can be used both qualitatively—directions
only of outputs— and quantitatively—both directions and (precise) magnitudes of outputs.”
For example, consider a gas contained in a fixed volume. If the temperature of the gas is
increased, then the pressure should also increase (qualitative validation). For quantitative
validation, a modeler may ensure that 50◦C results in an increase in pressure of a specific
amount, based on actual experimental values.
Modelers may also perform sensitivity analyses to investigate the robustness of model for
given initial conditions. If a small perturbation in the initial conditions leads to a drastic
change in the results, then the results are said to be highly sensitive. If a small perturbation
does not cause the results to change significantly, then the results are not very sensitive to
the initial conditions. When a model’s output is not very sensitive to the exact values of the
inputs, the model is considered to be robust, and the model’s results are more likely to be
trustworthy.
A sensitivity analysis may help modelers detect bifurcations, in which the solutions rapidly
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changes from one state to another state while varying an input parameter. For example, a
computational modeling program may determine that a column should be able to handle
a load of 500 lb, but under a load of 510 lb, the column would be expected to buckle.
Depending on the application, it may be important for modelers to be aware of when their
results are on the borderline of transitioning between states. In the column example, a civil
engineer would likely not want to place a 500 lb load on a column that will buckle under
510 lb because it would leave little margin for error.
Computational models often contain many input parameters. To what extent do modelers
need to analyze the sensitivity of their models? For example, if a model contains one hundred
inputs, does the modeler need to vary every input? How much should each input be varied?
What about different combinations of inputs? Computational modelers must make mature
judgments in determining the scope of sensitivity investigations. Sensitivity investigations
should generally be systematic in nature; a design of experiments (DOE) approach is a
commonly used technique. Ultimately, sensitivity analyses can also be used to create tools
that help communicate the uncertainty in results, such as probability assignments or error
bars.
4.5.9 Numerical Errors
Computational modelers should be aware of the numerical errors that can occur within the
models, such as round-off errors, truncation errors, and discretization errors. Computers
represent numbers with a finite number of digits which can cause mathematically equivalent
expressions to produce different results when implemented computationally. For example,
Colonna (1996) explains that the associative property of multiplication is unfortunately lost
for most values of A, B, and C:
(A×B)× C 6= A× (B × C) (4.4)
In some models, errors can propagate and accumulate during a simulation. For example,
consider the following problem from Colonna (1996) and adapted by Sedgewick and Wayne
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(2010):
xn = (R + 1)xn−1 −R (xn−1)2 (4.5)
Sedgewick and Wayne (2010) wrote a Java program that calculates Equation (4.5) for 100
iterations using four different, but mathematically equivalent, expressions (shown in the
first row of the table in Figure 4.5). When the program started with x0 = 0.5 and R = 3,
the four expressions of the equation lead to significantly different results, none of which
was remotely correct, as shown in Figure 4.5. Sedgewick and Wayne explain that system
is ill-conditioned, so there is no way to restructure the computation to iterate the system
correctly using floating point arithmetic. Additionally, for values of R > 2.57, the system
exhibits chaotic behavior.
Modelers should attempt to minimize the effects of numerical errors. For instance, model-
ers should use well-conditioned mathematical expressions with stable numerical approxima-
tions. Computational model developers should use well-posed expressions, and users should
ensure that the models they use compute results with well-posed expressions.
4.5.10 Sanity Checks and Face Validity
As the lowest level of validation, computational modelers should at least ensure that their
results are reasonable. Modelers should check their models for obviously nonphysical behav-
iors, such as a ball that travels through a solid wall instead of bouncing off of the wall or a
system that creates energy and violates the law of conservation of energy. As one of the in-
terviewed experts explained, modelers should also perform sanity checks on the magnitudes
of their results because models can sometimes produce outlandish results. For example, a
model may claim that a toothpick can hold up 500 pounds or that an object will move at a
velocity greater than the speed of light. It is up to the modeler to detect such unreasonable
results.
Sometimes, models may produce normalized results that do not contain units. In such
cases, modelers need to look at the underlying equations used in the models so that they
can convert the results back to quantities with units. Non-dimensional results can be a
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problem particularly for modelers that do comparisons between different inputs or designs.
If a modeler is only looking for the configuration that produces the best result, the modeler
may forget to make sure that the non-dimensional results make sense when the results are
translated into real world measurements.
Additionally, when a modeler is focused on one particular output of a model, the modeler
should take care to not ignore the other outputs of the model. For example, if a DEM
simulation has unstable particles like in the example described in Subsection 6.4.3, and the
user focuses solely upon the gravitational potential energy in the system, then the user
would likely miss the nonphysical jittering behavior. Therefore, when a model produces
more output information than the modeler requires to solve the particular problem that the
modeler is examining, the modeler should at least look over the other outputs to make sure
that the other outputs make sense too.
Finally, a computational modeler can ask other experts with knowledge of the modeled
system if a model’s results are reasonable. For example, one of the interviewed experts is
preparing to begin research in a new and unfamiliar area and plans to rely on colleagues to
ensure that the results produced by the expert’s model are consistent with the colleagues’
expectations. If the results seem reasonable to other knowledgeable experts of the system,
then the model is said to have face validity. The tunneling example from earlier illustrates
the use of face validity as the experienced engineers in the company were uneasy with the
results produced by the model, and their uneasiness prompted a more thorough investigation
of the model’s structure.
4.5.11 Summary
In the computational paradigm, it is all too easy to compute! Computational modelers should
not blindly accept results produced by computational models and simulations; rather, they
should approach results with a questioning attitude. Validation is closely related to verifi-
cation (Subsection 4.2.5). Validation involves substantiating the fidelity of the model to the
physical phenomenon. Verification ensures that the model has been implemented correctly,
and as such, usually aids the validation process because correct implementations will gen-
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erally lead to more faithful computational models. Computational model developers have
a responsibility to validate their models and determine their models’ range of applicability,
while model users have a responsibility to validate results for their particular applications.
Once a computational modeler has validated a specific computational output, the modeler
may want to conduct statistical and sensitivity analyses to further substantiate the result.
The modeler should ensure that the result is not an outlier. Additionally, it is important for
modelers to understand the degree of influence of various assumptions and inputs upon the
results of their models. Does the entire calculation depend upon a particular assumption?
Does a small change in a parameter value cause a large change in the model’s output?
Modelers should have a general sense of the sensitivity of their results.
Computational modelers can show that their results are consistent and robust through
statistical and sensitivity analyses, but they need to keep in mind that consistent and robust
results are not necessarily accurate results. Likewise, a computational model that passes
every available benchmarks test in a field is not guaranteed to always produce results that
are faithful to reality (although one can have greater confidence that it will). Computational
models reproduce a reality, but it is not necessarily our reality. Thus, the results of simulated
experiments may not reflect the physical world.
The world of a computational model is based on the model’s inputs and assumptions. As
such, Valero-Cuevas et al. (2007) note that modelers should evaluate both the structures and
the parameters of their models. Modelers often become fixated upon investigating alternative
parameter values during model calibration; Valero-Cuevas et al. suggest that modelers also
explore alternative model structures. The physical phenomena may not be encapsulated
in the underlying mechanism, so changing the causal relationships may prove to be more
fruitful than varying parameter values.
Ultimately, computational modelers are limited in their ability to validate their models
and results. They may be limited by time, computational capacity, experimental supplies—
any number of resources. However, in accordance with Popper philosophy (Karl Popper,
2009), even with unlimited resources, computational modelers can never absolutely prove
the validity of their models for every situation. Nevertheless, computational modelers have
a responsibility to validate their models and results because others may use computational
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model results to make decisions, and unsubstantiated models and results will have a greater
probability of causing harmful consequences. For example, Ge´nova et al. (2007) draw a
comparison with the field of civil engineering:
The civil engineer can, and must, adopt reasonable measures to avoid a bridge
break down, but she cannot mathematically assure it. However, if she adopts those
reasonable measures, well known in the profession, then she will not be responsible
for the collapse, if it ever happens.
Similarly, computational modelers should take reasonable measures to ensure the validity of
their models and results.
Computational modelers should strive to create models and results that will be useful to
others. Modelers should make every reasonable effort to verify and validate their results.
They can compare their results with physical data, analytical solutions, or even results
from other computational models that have been validated. Additionally, it is important for
modelers to consider potential numerical errors, perform sanity checks, and test face validity.
Through validation, model developers can build credibility for their models, and model users
can build credibility in the results they disseminate.
4.6 Dissemination of Computational Model Results
Computational modelers must effectively communicate their results so that others under-
stand the results and are not misled. Just as developers should strive to provide enough
information to make their models reproducible, model users should aim for reproducibility
when they disseminate their results. For example, users can describe the assumptions, algo-
rithms, and input values that they used to produce their results. Additionally, model users
should describe their verifications and validation techniques in order to add credibility to
the results. Ultimately, model users should be candid when they present their results and
aim to avoid misleading others.
69
4.6.1 Confidence in the Results
One interviewed expert speculated that computational model developers have fostered a
culture of reluctance to disclose the limitations and drawbacks of their work. If a developer
continually highlights the limitations and drawbacks of their model, then others may ques-
tion the abilities of the developer. Thus, developers may try to project confidence in their
models by focusing on the positives and potential advantages of the models. However, com-
puter modelers should not completely disregard the limitations and drawbacks because their
omissions can mislead others and cause an unwarranted level of confidence in the results. If
a user develops a false sense of confidence in a model, and then the model fails to live up to
the user’s expectations and results in harms to others, then the user may find it difficult to
trust in that model in the future. In fact, the fallout could be greater than the loss of trust
in a single computer model, as the user may begin to distrust computational modeling in
general.
One interviewed expert suggested that modelers should generally try to present their re-
sults in a probabilistic form. Rather than simply stating that there is uncertainty, which
can be interpreted as the modeler incompetence, modelers can report that different condi-
tions can give slightly different results, or they can present the various outputs that may be
produced by different inputs. Furthermore, modelers can present statistical and sensitivity
analyses and create confidence intervals or error bars for their results.
Modelers should note, however, that quantifying uncertainties may not be appropriate for
all results. For example, if a journal paper describes a computational model solution that
should be considered qualitative, then error bars may not be suitable and could even mislead
others as to the intent of the paper. Similarly, modelers should not emphasize the accuracy
of one aspect of a model, if another aspect will lead to significant uncertainty in the results
because such improper emphasis can distract others from the actual degree of uncertainty
in the results. For example, a model should not tout the accuracy of an integrator if the
inputs for the model have significant uncertainty that negates the integrator’s accuracy.
Finally, modelers should take care to be sufficiently confident in their results before dis-
semination. For instance, a colleague relayed a story about a modeler that would often report
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results too quickly. The modeler did not conduct adequate verification and validation tests
because the modeler was so eager to publish. However, after reporting results, the modeler
would often discover flaws in the model and would need to correct the mistakes. While the
modeler generally produced quality results in the end, the premature dissemination compro-
mised the trustworthiness of the modeler. Others could not fully trust the modeler’s results
because of a concern that the modeler would discover another flaw. The modeler and those
who received the results likely would have been bettered served if the modeler had instead
taken some extra time to verify and validate the results before the initial report.
4.6.2 Quantitative or Qualitative
Modelers should clearly state whether results are meant to be used quantitatively or qual-
itatively. Quantitative results are expected to be more precise with numbers that should
closely match reality, whereas qualitative results describe a quality or characteristic, and
the numbers for qualitative results are not expected to be as accurate. Caswell (1976) calls
for a clear distinction to be made between “(a) models that are constructed primarily to
provide accurate prediction of the behavior of the system, and (b) models that, as scientific
theories, are attempts to gain insight into how the system operates” (emphasis added). One
interviewed expert described how she uses a model qualitatively to recommend designs. She
did not fully trust the numerical outputs of the model, but she did have confidence in the
characteristics of the results as to which designs would perform better.
Additionally, computational modelers should be mindful of significant digits in their so-
lutions, just as they would be in other scientific endeavors. Computational modelers should
know the difference between precision and accuracy. The precision of a value describes the
number of digits used to express the value, while accuracy refers to the closeness of the value
to the quantity’s actual value. For example, if the mathematical constant pi is estimated
by 3.133333333, then the estimate has ten decimal digits of precision but only two decimal
digits of accuracy (Sedgewick and Wayne, 2010). Computational models usually disregard
the notion of significant digits and produce results with several insignificant digits, so it is
the responsibility of the modelers to determine the number of significant digits. However,
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according to one interviewed expert, modelers often include an indefensible number of digits
in their reported results because they simply copy and paste the computational model’s
outputs. Consequently, the expert believed that computational modelers need to exhibit
greater attention to the number of significant digits in the computational results that they
report as well as those that they review because reporting non-significant digits may cause
others to falsely believe that the results are more accurate than is warranted.
4.6.3 Biases
Friedman and Nissenbaum (1996) define bias as a systematic and unfair discrimination
against certain individuals or groups of individuals in favor of others, and they describe
three categories of bias that occur in computer systems: preexisting, technical, and emer-
gent. Emergent biases will not be discussed in this paper. Preexisting biases arise from social
institutions, practices, and attitudes. For example, a computer program, designed to opti-
mally assign medical students to hospital programs based on ranked lists from the students
and hospitals, systematically and unfairly favored hospital over student preferences. Fried-
man and Nissenbaum explain that this program embodied a preexisting bias because the
practice of favoring hospital preferences in the admission process predated the computerized
matching program.
Computational modelers must guard their models against preexisting biases. Modelers
can have their own preconceived ideas about the results that their models should produce,
but they should be careful to not allow these ideas to bias their decisions during the devel-
opment and use of computational models. Additionally, computational modelers should not
artificially adjust their models merely to obtain results that will satisfy employers, clients,
or popular public opinions. Computational modelers should strive to be objective in their
models rather than seek agreeable results.
Technical biases arise from the resolution of issues in the technical design, such as deci-
sions about hardware, software, and algorithms. As an example, Friedman and Nissenbaum
identified a technical bias in a multilevel scheduling algorithm (MLSA). This algorithm is
used in a timeshared computer system with multiple users who issue commands that initiate
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computational tasks, which require different amounts of time to complete. A first-come-first-
served policy may seem fair, but if a long task is selected first and runs for hours, it may
block many short tasks that arrive during that time. In the multilevel scheduling algorithm,
a newly arrived task is executed for a limited amount of time. If it cannot be completed
with that time, it is sent to a queue of longer tasks, and the system goes to the next task.
In this algorithm, short tasks are handled quickly, but long tasks could wait indefinitely if
short tasks arrive continually. The system appears to be biased against users who have long
tasks. The bias is considered to be technical because the algorithm arose in an attempt to
satisfy a difficult technical requirement to allocate a scarce resource.
In many cases, biases stem from conflicts between two (or more) competing entities with
good purposes. For example, in the case of the MLSA, both short tasks and long tasks
have value. Kettenis (2000) describes a computational model that predicts when and if a
flood barrier should be closed in the Netherlands. There are clearly moral issues involved
with the creation of the model: if the barrier is closed too late, then people, building, and
farmland in the area will be harmed, but if the barrier is closed too early, then certain
species of animals and plants will be harmed. Modelers should attempt to identify and draw
attention to conflicting interests and how these interests are handled within their models.
Such transparency will facilitate open discussions of the results because it will enable all
stakeholders to analyze the merits and shortcomings of the models.
Friedman and Nissenbaum (1996) suggest that modelers should develop methods of avoid-
ing biases in systems in the first place. However, in situations with competing “goods,”
individuals can have varying opinions of what is “fair,” and every available choice may be
accused of bias to some extent. Computational modelers have to consider the relevant social
aspects related to their models, and they should make an effort to recognize the biases that
may be present in their models. Then, they should attempt to minimize the disadvantages
produced by biases.
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4.6.4 Visualizations
Tufte (2009) explains that “of all [the] methods for analyzing and communicating statistical
information, well-designed data graphics are usually the simplest and at the same time
the most powerful.” Still, like any means of communication, visualizations can be used to
deceive. Furthermore, like both spoken and written language, visualizations generated with
good intentions are also vulnerable to misinterpretation. Thus, the creators of visualizations
must guard against misleading others with their visualizations.
Computational models enable users to produce results in the form of images and anima-
tions more easily than in the past. These visualizations can be powerful tools in communicat-
ing information, but modelers must take care to avoid misrepresentation. As visualizations
are prepared for dissemination, modelers must evaluate the utility of various visualization
techniques within the contexts of the intended audience and attempt to minimize misinter-
pretations. Tufte (2009) provides six principles for graphical integrity, which can be applied
to visualizations created by computational models:
• The representation of numbers, as physically measured on the surface of the graphic
itself, should be directly proportional to the numerical quantities represented.
• Clear, detailed, and thorough labeling should be used to defeat graphical distortion and
ambiguity. Write out explanations of the data on the graphic itself. Label important events
in the data.
• Show data variation, not design variation.
• In time-series displays of money, deflated and standardized units of monetary -measurement
are nearly always better than nominal units.
• The number of information-carrying (variable) dimensions depicted should not exceed
the number of dimensions in the data.
• Graphics must not quote data out of context.
Additionally, Tufte (2009) lists five principles of graphical excellence that are also applicable
to computational modeling:
• Graphical excellence is the well-designed presentation of interesting data—a matter of
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substance, of statistics, and of design.
• Graphical excellence consists of complex ideas communicated with clarity, precision, and
efficiency.
• Graphical excellence is that which gives to the viewer the greatest number of ideas in
the shortest time with the least ink [or pixels] in the small space.
• Graphical excellence is nearly always multivariate.
• Graphical excellence requires telling the truth about the data.
Tufte notes that while these principles can be used to guide graphical design choices, the
principles should not be applied rigidly, as there are always exceptions to the rules. In
addition to the principles, computational modelers can gain further insight into graphical
representations through Tufte’s many examples of graphical excellence, as well as lapses and
lost opportunities. Tufte also discusses theories that can lead to changes and improvements
in the communication of quantitative information.
Uncertainties in data can add additional complexity to the matter of constructing visual-
izations. For example, how does one represent uncertainty in an animation of the develop-
ment of a thunderstorm? Animations can typically show only one simulation run at a time.
Computer visualizations can look convincing: trial lawyers use visualizations that recreate
automobile accidents to persuade juries to accept their interpretations of the events. Because
visualizations may give an impression of precision when the underlying computational model
contains significant uncertainties, modelers must take special care to create visualizations
responsibly.
Pang et al. (1997) review several uncertainty visualization methods that can be applied
to computational model and simulation results. Johnson and Sanderson (2003) note the
difficulty in expressing errors and uncertainties in 3D visualizations and call for further
development of visual representations of error and uncertainty.
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4.6.5 Misinterpretations
Differences in the uses of language can lead to potential misinterpretations during the dis-
semination of computational results. For example, one interviewed expert pointed out that
certain key words, such as model, simulation, and program, are used differently in different
disciplines and therefore can be a source of miscommunication. Similarly, when a model
predicts “a 50% chance of rain for tomorrow,” it may be interpreted in different ways: one
person may believe the model has predicted the percentage of a given area that will receive
precipitation, while someone else may believe the model has forecasted the likelihood that
any point within a given area will receive precipitation6. Therefore, computational modelers
should consider potential sources of miscommunication as they disseminate their results and
attempt to minimize misinterpretations.
4.6.6 Summary
Just like other scientific results, computational model results should be reproducible. Com-
putational modelers should be candid when they present their results and aim to avoid
misleading others. Modelers should have sufficient confidence in their results before dissem-
ination, and they should try to quantify their confidence when appropriate. Additionally,
modelers should try to identify and minimize the effects of biases that may be present in
their models, and they should explain whether their results are meant to be quantitative or
qualitative. Finally, modelers should recognize the power of visualizations and take extra
care to avoid misrepresentation.
4.7 Use of Computational Model Results
It is important for anyone who makes decisions based on the results of computational models,
such as policy makers, collaborators, and the general public, to have a basic understanding
of the models. Granted, the degree of understanding required of these decision-makers can
6In fact, Bialik (2008) notes that three weather providers, AccuWeather.com, the Weather Channel, and
the National Weather Service, each handle the probability of precipitation (POP) differently
76
vary depending on the seriousness of the applications; more serious problems require greater
understanding by the decision-makers. At the minimum, decision-makers should have an
appreciation for the key assumptions and underlying theories of the computational models
that produce the results that they use in the decision-making process. Decision-makers
should not completely rely upon the expertise of the computational modelers. In the same
way that a model user should not treat a model like a black box, decision-makers who use
computational results should not blindly trust results produced by others.
Additionally, decision-makers should make sure that they use results produced by models
that are appropriate for the decision-makers’ applications. Those who use results produced
by others have a responsibility to use the results properly, just as those who use models
developed by others have a responsibility to use the models properly. Furthermore, decision-
makers should be candid and guard against misleading statements regarding computational
results.
Decision-makers need to understand the uncertainties involved with computational mod-
eling and how these uncertainties relate to their decisions. One interviewed expert was part
of a team of computational modelers that reported the chances of ice forming on bridges to
local officials. The local officials would then decide if they should spend resources to sand
the bridges. Sometimes, the officials would solicit a bridge sanding decision from the com-
putational modelers. For example, the modelers may say, “there is a 30% chance of frost,”
and the officials would reply, “Does that mean we should send somebody out to sand that
bridge ahead of time or not?” The expert noted that bridge sanding decision was not the
modelers’ decision to make, as it was a managerial decision, not a meteorological decision.
Only the local officials can determine their risk threshold (e.g., do they want to sand the
bridges when there is a 30% chance or greater? 50% or greater?). The modeling team can
provide only their best estimations; the local officials must decide the amount of risk they
want to accept.
Computational models can recommend courses of action, but decision-makers should not
abdicate their responsibilities. Flawed models can lead to flawed decisions, so decision-
makers should approach computational model results with a questioning attitude. As ex-
plained by Leet and Wallace (1994), “we need to foster a healthy skepticism toward models
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that will allows us to use them and profit from what they can do for us, but not to trust
them to make the decisions for us.”
4.8 Maintenance
In many research projects, the primary responsibility of the researchers ends with the pub-
lication of the results. Occasionally, if the researchers discover substantial mistakes in the
published paper that would mislead others, they are responsible for issuing errata or finding
corrections. But in most cases, the published paper is the final word.
In contrast, developers of computational tools continue to bear some responsibility for
the results produced by their tools for the lifetime of the tool and are expected to maintain
their computational models in order to keep them relevant. Such maintenance may include
the correction of defects, the improvement of existing features, and the incorporation of new
features. Developers may also choose to accept feedback from users. Krishnamurthi (1998)
notes that models require continual maintenance, as original assumptions or data become
obsolete.
One of the interviewed experts described a “repeated release” approach with the sponsor
of the expert’s research group. The group would give their model to the sponsor, and the
sponsor would test the model. If the model’s results differed from the sponsor’s expected
results, or the sponsor investigated a configuration that the research group had not, then
the research group would reexamine the model and attempt to correct or improve it. Ad-
ditionally, whenever the research group found an honest mistake in their code, they would
notify the sponsor and work to correct it. Such open dialogue between developers and users
can improve models and increase trust between the parties involved.
4.9 Computational Modelers: Scientists or Engineers?
Shruti and Loui (2008) raise the question of whether computer modelers should be considered
scientists or engineers in terms of their professional responsibilities. Whitbeck (2005) says
that professionals in science and technology must exhibit technical competence and moral
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concern in order to behave responsibly and earn the trust of others. According to Whitbeck,
scientists have a responsibility to ensure the integrity of the scientific research record by
accurately reporting the methods and results of their research and by fairly acknowledging
any contributions of other. Engineers, on the other hand, are generally expected to provide
technologies that perform their functions while ensuring the safety, health, and welfare of
the public. For engineers, technically incompetent performance is recognized as a moral
failing. “In contrast, [scientists] generally do not regard undertaking research beyond one’s
competence as a moral failing, although certain incompetencies, such as those that result in
harm to experimental subjects or to public health, might be.”
The responsibilities of computational model developers seem to be more in line with those
of scientists and researchers. Developers have a responsibility to report their methods ac-
curately so that they do not mislead others, and they produce work that others may use to
make decisions. One could think of computer models as new techniques or approaches to
solving problems in research fields, much like new theories and mathematical formulations
developed by scientists. The dissemination of a computational model is comparable to the
publication of a mathematical theorem. Developers propose their computational models as
a means of gaining insight into phenomena; tools to be used by others.
Computational model users, on the other hand, may be more akin to engineers in their
responsibilities. Computational model users are generally aiming to solve specific problems,
and computational modeling and simulation is a tool that the users employ in their search for
solutions to their problems. For example, a user may use a computational model to predict
the strength of a proposed bridge design, just as an engineer may use a hand calculation.
Whether a computational model or a hand calculation is used as the basis for a design, the
designer must be confident that the design will perform its function without jeopardizing
the safety, health, and welfare of the public. Computational model users must be technically
competent so that they can decide to what extent they should trust the results of the
computer models they use.
Of course, there are exceptions to this generalization. If a model developer is acting as a
consultant and creates a model for a specific application, then the developer’s responsibilities
are likely more similar to those of an engineer. While the developer may not make the
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final decision in the matter, the client may lack the proper technical expertise and trust
the developer’s model to produce good reliable results. Conversely, if a model user creates a
simulation experiment in order to gain insights to aid in the formulation of a scientific theory,
such as global warming, then the model user may be more comparable to a scientist. But
overall, the responsibilities of a model developers seem to better parallel those of scientists,
while the responsibilities of model users seem to bear more resemblance to those of engineers.
4.10 Conclusion
Johnson and Mulvey (1995) call for the designers of computer decision support systems to
come together to create mutually accepted standards of conduct. Similarly, computational
modelers would benefit from clearly articulated norms of behavior because the articulation
of standards can shape the expectations of others, promote public trust, and create a form
of accountability for computational modelers. This chapter discusses numerous guidelines
for the responsible conduct of research with computational models and simulations. These
RCR guidelines are organized across the life-span of a model and summarized in Tables 4.2
and 4.3.
In addition to Tables 4.2 and 4.3, computational modelers should consider the following
list of desirable characteristics for mathematical software, proposed by Heath (2002) in no
particular order of importance:
• Reliability: always works correctly for easy problems
• Robustness: usually works for hard problems, but fails gracefully and informatively
when it does fail
• Accuracy: produces results as accurate as warranted by the problem and input data,
preferably with an estimate of the accuracy achieved
• Efficiency: requires execution time and storage that are close to the minimum possible
for the problem being solved
• Portability: adapts with little or no change to new computing environments
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• Maintainability: is easy to understand and modify
• Usability: has a convenient and well-documented user interface
• Applicability: solves a broad range of problems
Heath notes that these characteristics are often in conflict, so it is rare for software to satisfy
all of them. “Nevertheless, the list gives mathematical software users some idea [of] what
qualities to look for and developers some worthy goals to strive for.” Because computational
models implement mathematical algorithms within their programs, Heath’s list applies well
to the practice of computational modeling and simulation.
With each ethical issue that can arise in computational modeling, the proper choice or
action is not always easily discernible. For example, one might ask these questions: Have I
have disclosed enough information to make my results reproducible? How much verification
and validation is sufficient? Do I have an adequate understanding in order to use this model
properly? Much like the uncertainty that stems from technical decisions in development and
use of computational models, computational modelers encounter uncertainty in these ethical
issues outside of the modeling process. However, if computational modelers exhibit candor
and competence while exercising mature judgment, they can promote trust in their models
and within the computational modeling community.
4.11 Tables and Figures
Table 4.1: A summary of results produced by Sedgewick and Wayne (2010). Note that the
accuracy of Equation (4.2) deteriorates as b increases.
a b c
smaller root computed
by Equation (4.2)
smaller root computed
by Equation (4.3)
1 -3,000,000 2 6.665941327810287E-7 6.666666666668148E-7
1 -30,000,000 2 6.705522537231445E-8 6.666666666666681E-8
1 -300,000,000 2 0.0 6.666666666666667E-9
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Table 4.2: Summary of responsibilities for developers and users in computational modeling
Stages in
Modeling
Responsibilities of
Developers
Responsibilities of
Users
Assumptions
• Responsible for competence
- Be aware of current research in
the field
- Ensure assumptions are consis-
tent throughout the model
• Ensure assumptions are appro-
priate for application
• Know limitations and draw-
backs of assumptions
Algorithms
• Use appropriate numerical
methods
• Acknowledge the work of others
appropriately
• Ensure model uses appropriate
numerical methods
Verification &
Validation
(V&V)
• Verify that code has been im-
plemented correctly
• Check that models produce
reasonably accurate and reliable
results within its claimed range
of validity
• Check that results are accurate
and reliable
• Perform appropriate statistical
and sensitivity analyses
Continued on Next Page. . .
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Table 4.3: Summary of responsibilities for developers and users in computational modeling
(continued from previous table)
Stages in
Modeling
Responsibilities of
Developers
Responsibilities of
Users
Use
• Enable others to properly use
models through:
- Training
- Warnings
- Prevention techniques
• Comment codes sufficiently so
that others can better under-
stand the models during use
• Enable models to interface with
other programs
• Strive to properly use models
by:
- Seeking understanding
- Being careful
- Not relying upon model warn-
ings and preventions too much
• Annotate data sufficiently
Disclosure
• Disclose codes and data unless
restricted for intellectual prop-
erty reasons
• Dislcose assumptions and algo-
rithms
• Do not mislead others about
model capabilities
• Disclose V&V methods and re-
sults
• Dislcose assumptions and al-
gorithms used to produce results
• Do not mislead others about
model results; take particular
care with visualizations
• Disclose V&V methods and re-
sults
Maintenance
• Store released model versions
for later reference
• Prompt responses to user feed-
back
• Maintain training materials,
warnings, and prevention tech-
niques
• Store input and reported data
for later reference
• Prompt responses to report
feedback
• Provide feedback to developers
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Figure 4.1: Flowchart that explains an algorithm for solving the quadratic equationa
aAdapted from: Just a blog. (2008, May 2). wordpress.com. Retrieved, June 19, 2010, from
http://savuth.files.wordpress.com/2008/05/flowchart.jpg
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Figure 4.2: Simplified Version of the Modeling Process (Image reprinted from Sargent
(2007) with permission from IEEE. Copyright c©2009 IEEE.)
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Figure 4.3: Real World and Simulation World Relationships with Verification and
Validation (Image reprinted from Sargent (2007) with permission from IEEE. Copyright
c©2009 IEEE.)
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Figure 4.4: a) Fitting this data set with a simple linear trend is more appropriate than b)
fitting the data with a polynomial of degree 10
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Figure 4.5: Even though all four computations are mathematically equivalent to Equation
(4.5), each leads to significantly different results when R = 3. After 100 iterations, none of
the four computations is remotely correct. (Problem adapted from Colonna (1996) by
Sedgewick and Wayne (2010). Image reprinted from Sedgewick and Wayne (2010) with
permission from Kevin Wayne. Copyright c©2000–2010 by Robert Sedgewick and Kevin
Wayne.)
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CHAPTER 5
CASE STUDIES
The case study is a valuable teaching tool that links basic information to specific exam-
ples and encourages active learning. Pimple (2007) explains that humans have historically
conveyed wisdom through stories. Stories provide us with a means of organizing, under-
standing, and explaining experience. Pimple explains that “although a good case discussion
is not the same as dealing with a real ethical problem, it can be an approximation of such
an experience,” and “discussing a case can bring a student to genuine ethical development.”
Similarly, computer modelers use simulations to approximate real problems in the hopes of
developing a greater understanding of a phenomenon.
Case stories have been utilized in several settings to teach general responsible conduct of
research (Macrina, 1995; The National Academies, 2009a, 2009b; Online Ethics Center of
the National Academy of Engineering, 2010; Brummel et al., 2010). Anderson et al. (1993)
present the Association for Computing Machinery (ACM) Code of Ethics accompanied with
case stories that illustrate how to apply the principles. Because computational modeling is a
subset of general computing, the work by Anderson et al. can be included in a discussion of
responsible conduct of research with computational models and simulations, just as the case
stories in the previously mentioned works may also be applicable to computational modeling
research.
This chapter presents ten case studies that illustrate the various ethical issues that can
arise during research with computational models (Sections 5.1-10). The cases were for-
mulated with the instruction of graduate students in mind, but the stories will hopefully
generate stimulating discussions in any setting. Most of the cases are fictional stories based
on interviews with experts, literature, and the author’s personal experiences, while one case
recounts actual events (Section 5.4). Section 5.11 contains five common tradeoffs that com-
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putational modelers may encounter, and Section 5.12 suggests more ideas that could be
covered in future case studies.
For guidelines for leading a case study discussion, refer to Pimple (2007).
5.1 A Sonar Story
Part 1
Jim is a graduate student at State University. Under the guidance of his advisor, Professor
Johnson, Jim is developing a computer program that simulates the behavior of sonar signals
in the ocean. Jim’s project is funded by SimToolTech, a company that sells a variety
of computational models and simulation programs. SimToolTech’s engineers have told Jim
that he should aim to produce a sonar program that can detect objects up to five miles away.
Jim has had difficulty overcoming the significant amount of background noise that occurs
in a typical ocean environment. He feels that his advisor and SimToolTech are becoming
impatient with his slow progress.
After months of effort, Jim creates an algorithm that can detect objects that are five
miles away in calm waters with small, infrequent waves. Such conditions are relatively rare
in real oceans, but they do occur from time to time. Jim implements his algorithm in the
computer program. He feels that he has fulfilled his objective of developing a program
that can detect objects up to five miles away. Jim submits a paper to his advisor that
highlights the program’s capability of detecting objects up to five miles away. He assumes
that Professor Johnson will catch any inadequacies in the program and will tell him whether
the program requires additional work.
Part 2
Professor Johnson has taught at State University for the twenty years, and he is a leading
researcher in the field of sonar technology. However, Professor Johnson’s research group
hasn’t produced a major finding in a few years, and rumors are beginning to circulate that
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he has lost his touch. Professor Johnson wants to present Jim’s project at SonCon, the
annual sonar research conference. The submission deadline for SonCon is approaching soon.
Consequently, Professor Johnson is delighted when he learns that Jim has produced a
breakthrough with his research. Under normal circumstances, Professor Johnson would
rigorously test his students’ programs before he submits their papers for publication, but he
has insufficient time before the conference’s submission deadline. Jim has previously done
good work, so Professor Johnson performs a few basic tests to validate the results and then
sends the paper on to the SonCon program committee.
Part 3
Professor Jenkins is a young faculty member at State Institute of Technology. She has quickly
become known in the sonar research community, and the SonCon program committee has
asked her to review the paper by Jim and Professor Johnson. When she reads the paper,
she becomes skeptical about its claimed five-mile detection range. In her experience, sonar
models can obtain such results only under ideal conditions, but the paper does not provide
all of the parameters that were used to generate the results.
Professor Jenkins contacts Professor Johnson in an attempt to obtain a copy of the com-
puter code so that she can verify the claims in the paper, but Professor Johnson refuses
on the grounds that the code is proprietary. Thus, while Professor Jenkins is unsure of the
claims in the paper, she is unable to prove that they are inaccurate. If she were to reject
the paper, Professor Johnson would know that she was responsible, and her reputation in
the community would be damaged if she was wrong. Since Professor Johnson is a promi-
nent member of the sonar community, she thinks the results are likely to be correct, so she
approves the paper.
Part 4
Jack is a technical sales representative at SimToolTech, and he has closely monitored the
progress of Jim’s project. Jack has been trying to sell his company’s products to a well-
known deep-sea exploration team. This team plans to investigate the wreckage of a plane
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that crashed in the ocean last year. If the team used SimToolTech’s products, SimToolTech’s
reputation would receive a huge boost, and the inclusion of Jim’s program could help solidify
the deal.
Since the project is being presented at SonCon, Jack assumes the program is ready. He
tells the exploration team that his company’s research group has recently developed a sonar
program that can detect any object within five miles of the boat. Impressed by SimToolTech’s
new sonar program, as well as their many other programs, the exploration team purchases
a software package from SimToolTech.
Part 5
Jane is responsible for operating the sonar program on the boat for the exploration team.
The team will rely on the sonar program to navigate the depths of the ocean. Jane wants
to be comfortable with the sonar program while the team is out at sea, so she spends
several hours running simulations and becoming familiar with the program. Jane trusts the
program’s results because it produces convincing visualizations.
On the day of the dive, the water is remarkably calm, and the team believes that the nice
weather is a good omen. Using the sonar, Jane can clearly see the plane wreckage a few
miles below the boat, and she gives the go-ahead for the manned underwater vehicle to dive.
Several hours later, as the vehicle approaches the sunken wreckage, a storm suddenly rolls in.
The waves become larger and more frequent. Because noise in the sonar signals interferes
with the operation of the sonar program, Jane can no longer locate the wreckage or the
underwater vehicle because they are too far away for the ocean conditions. Suddenly, the
tether between the boat and the vehicle breaks, and communication with the undersea group
is lost. The underwater vehicle is supplied with enough oxygen for the group to survive 36
hours on its own, but the waves never subside enough for the boat’s sonar program to locate
the vehicle for a rescue.
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5.2 Looking for the Bright Side
Story
The Board of Trustees at Ray’s university has asked him to develop a computational model
to investigate the financial viability of installing solar panels on campus. One board member
has told Ray that the solar panels would likely need a payback period of less than fifteen
years in order for the board to approve the investment. Ray gets to work and creates a
computational model that calculates the expected electricity output for the panels each year
based on solar radiation measurements from around the city during the past ten years. The
model then translates the electricity produced by the panels into the amount of money the
university would save, based on current energy prices. His model predicts that it would take
the university twenty-five years to recoup the initial investment in the panels.
Ray is very disappointed by this result because he cares deeply about the environment
and would like to see the university reduce its carbon footprint, so he decides to reconsider
the assumptions and inputs of his model before presenting his results. He realizes that he
may have underestimated future energy prices. He had assumed the energy prices would
remain at their current levels, but many experts predict increases in energy prices over the
next few decades. Accordingly, Ray adjusts the energy price parameter in his model so that
it steadily increases. Additionally, while he was gathering the input data for his model,
Ray had noticed that the past two years had higher average light intensity measurements
than the previous eight years. He decides to tweak his model so it only considers solar
radiation measurements from the past two years because the data is more recent. Finally,
Ray thinks about including a decreased efficiency factor that would represent degradation in
the panels and the accumulation of dirt and debris that could potentially shade the panels.
The inclusion of the decreased efficiency factor would negatively affect the payback period
predicted by his model, so he chooses not to incorporate the factor.
After Ray’s two modifications, the model now predicts a payback period of only fourteen
years. Happy with the results, Ray reports the modified model’s prediction to the Board of
Trustees. He had prepared a presentation that explained the assumptions he made in order
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to obtain the result, but the board members tell him that they do not need to know the
details. The board approves funding for the solar panel installation project, with several
members citing the model’s prediction as a reason to do so. Because of the uncertainty
involved in his model, Ray knows that the payback period may turn out to be longer than
fifteen years, but he believes protecting the environment is worth the potential extra costs.
• Do any of Ray’s actions raise ethical concerns? What are the ethical issues?
• What alternative actions should Ray have considered? For what reasons?
Commentary
It is common practice for a computational model developer to continually modify a model
in an effort to improve its accuracy. In this case, however, Ray appears to be biased because
of his strong feelings towards environmental protection, and he may have allowed his own
personal bias affect his decisions about which factors to include in his model. Ray knew the
threshold payback period of the board, and he seems to have modified his model with the
intention of obtaining a result that would favor the installation of the solar panels.
Ray’s incorporation of energy price increases seems reasonable, but he had questionable
justification for using only the past two years’ light intensity data. Weather-related mea-
surements can vary dramatically from year-to-year, so generally, the calibration of the model
should improve with more data. Unless Ray had a reason to believe that the trend of higher
solar radiation would continue, he should probably use all of the data available to him.
Instead, Ray appeared to select data from only the past two years as a means of reducing
the payback period. Similarly, Ray did not appear to have a good reason to exclude the
decreased efficiency factor from his model, other than the fact that it would increase the
payback period.
Perhaps more serious than Ray’s questionable judgments is his failure to communicate the
assumptions that he made in his model and the effect of those assumptions on the model’s
results. The board members likely did not realize the magnitude of uncertainty involved
in the model’s results, and this unawareness probably contributed to their decision to skip
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Ray’s detailed presentation of how he obtained his results. The board members also may
have trusted Ray to point out the uncertainty in his initial report of the result that did not
go into the great detail. Even if Ray believes the prediction that he reported is the most
likely to come true, it is misleading for him to report only the single result, as it gives the
impression of greater certainty in the prediction. Thus, Ray’s willingness to present the
details of his model does not preclude him from his responsibility to inform the board of the
uncertainties involved.
Ray could have explored several different scenarios and assumptions, and he could have
presented the various estimates based on the different conditions. If appropriate, he could
have also indicated his estimated probability of each scenario, with proper justification.
The board members then would have seen that the payback period has a range of possible
lengths, and they would have made more informed decisions. Ray also could have warned the
board members of the potential degradation of the power output from debris, and they may
have included the cost of potential debris cleaning in their decisions. In the end, the board
members may not have approved the solar panel funding if they knew that Ray’s original
model predicted a twenty-five year payback, or they may have determined that a potential
twenty-five-year payback would be an acceptable amount of time, given the environmental
benefits. Either way, the board members would have been equipped with adequate knowledge
to make an informed decision.
Ray can have his own opinion that the solar panel project is worth funding with a payback
period greater than fifteen years, but it is not his decision to make. It is wrong for Ray to
mislead the board. The board members have a right to be sufficiently informed so that
they can make a well-informed decision because the board will be held accountable for any
problems related to the solar panel installation project. For example, the board members
may include the expected savings from the solar panels in their budget, and if the solar panels
fail to generate the expected savings, the university may run into financial problems because
the board members did not allocate adequate funds for energy bills. The board members
have a duty to taxpayers and donors to handle the university’s funding responsibly.
If the solar panels do not perform as the board was led to believe they would, the board
may blame Ray for his misleading report. Even if Ray’s escapes the blame, the public may
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be made aware of the panels’ failure to perform as expected, and the bad publicity could
hurt the reputation of the solar panel industry. Such a consequence would have the opposite
effect of Ray’s intention to protect the environment.
5.3 Low Impact?
Case Story
Sue develops and analyzes finite element models (FEM) for a consulting firm. An automobile
manufacturer has asked her firm to analyze three different bumper shapes for a new, smaller
and more fuel-efficient car that the manufacturer will begin producing next year. The bumper
will be located in the front of the car and it will be considered part of the car’s crumple zone.
The crumple zone absorbs and dissipates the force of a collision, displacing and diverting
it away from the passenger compartment and reducing the impact force on the passengers.
The automobile manufacturer wants to know if the different shapes significantly affect the
impact force on passengers.
Sue has been put in charge of the numerical investigation of the impact force. As Sue
examines the three bumper shapes, she realizes that the third shape, Shape C, requires
specialized mold equipment that is patented and manufactured only by the company Sue’s
brother owns. Thus, if the automobile manufacturer were to choose Shape C, it would
have to purchase the necessary equipment from her brother’s company. The sale would be
very lucrative for her brother. Sue wonders if the situation would be considered a conflict of
interest and considers telling her boss about it. However, she does not see how her knowledge
of the relation between Shape C and her brother could affect the results she obtains from
her model. The model is objective, after all, and she would not be changing the inputs to
the model. She decides that telling her boss is unnecessary.
Sue investigates the three shapes by simulating the car as it crashes into a brick wall at
several different angles in her FEM program. From the simulations, she finds the average
impact force on a passenger wearing a seatbelt to be 2590, 2580, and 2560 lbs for Shapes A, B,
and C respectively. Sue’s program reports that the averages are not statistically significantly
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Figure 5.1: Sue’s bar graph
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different from each other. Sue enters the averages into a spreadsheet and creates a bar graph.
The spreadsheet automatically generates a range of 2550 to 2600 lbs on the impact force
axis (See Figure 5.1). Consequently, at first glance, Shape C appears to reduce the impact
force significantly more than the other two shapes. However, Sue reasons that the bar graph
is not misleading because the numbers appear on the vertical axis. It would be difficult
to discern the differences between the three averages if the axis started at zero instead. In
her final report to the automobile manufacturer, Sue includes the graph and concludes that
Shape C had the lowest average impact force on passengers.
• Does Sue have a responsibility to tell her boss about her connection to Shape C? Why
or why not?
• Does the automobile manufacturer have a right to be informed? Why or why not?
• Has Sue been responsible in her presentation of the results to the client? Why or why
not?
Commentary
Even though Sue does not believe that the results she generates will be affected by the
knowledge that the selection of Shape C by the automobile manufacturer would benefit her
brother, she has an obligation to inform her boss. Her boss may decide to put someone
else on the project or have someone check over the results before the report is sent to the
automobile manufacturer. If Sue does stay on the project, then the situation should also
be disclosed to the automobile manufacturer. She could also provide the simulation files
to the automobile manufacturer so that they can check them over. However, because the
automobile manufacturer had to hire a consulting firm to help investigate the bumper shapes,
then the automobile manufacturer likely does not have an expert well-versed in the FEM
program. The automobile manufacturer also may not have access to the FEM program.
In any case, Sue should provide sufficient documentation of her methods, assumptions, and
inputs in her report.
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The automobile manufacturer wants to know if the different shapes significantly affect
the impact force on passengers. The impact force averages for the different shapes were not
significantly different, statistically speaking, although the statistical test performed by the
program is not specified. Additionally, the magnitudes of the averages are likely close enough
that the harm inflicted upon a passenger from the impact force will not be appreciably dif-
ferent from one shape to another. Thus, while Sue’s conclusion that Shape C had the lowest
average impact force is technically correct, it is misleading because the differences in impact
forces were not significant. Additionally, the scale on the impact force axis of the graph is
misleading because it gives the impression that impact force with Shape C is significantly
less than the other two shapes. A bar graph with an impact force axis that started at zero
would have better demonstrated the small differences between the averages. Since the auto-
mobile manufacturer was interested in significant differences between the shapes, confidence
intervals may have been appropriate for the graph. Alternatively, the results may have been
better displayed in a table. Sue’s misleading presentation also diminishes the credibility of
her results, as well as her ability to remain objective, particularly given the stakes for her
brother.
5.4 The Cone of Uncertainty
This historical case is based on a report by Broad et al. (2007).
Since 2002, the National Hurricane Center (NHC) has presented the “cone of uncertainty”
to aid individuals in their decision-making process when a potential hurricane is nearby. As
shown in Figure 5.2, the cone of uncertainty features several elements, including a white
“cone” that indicates the average forecast error out to three days and a thin black line
that predicts the path of the hurricane’s center. To predict the storm’s path, forecasters
take data about wind, precipitation, temperature, and pressure from a variety of sources
on the ground and in the air, and then they feed all those readings into an assortment
of sophisticated computer models, including statistical, trajectory, and dynamical models.
Forecasters then predict the path of the hurricane based on the computer model outputs,
current weather conditions, and their own personal experiences. Thus, hurricane forecasting
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still retains some element of subjectivity.
Figure 5.2: “The cone of uncertainty” A: Solid white area of cone indicates average
forecast error out to 3 days, B: present location of storm’s center, C: forecasted location
and intensity (i.e., H = Hurricane, S = tropical storm, D = depression) at a given time, D:
nonwhite area of cone indicates average forecast error for days 4 and 5, E: coastlines under
a watch/warning indicated by color-coded highlighting, and F: predicted path of the
hurricane indicated by thin black line.a
aUnderlying image available online at http://www.nhc.noaa.gov/archive/2004/IVAN graphics.shtml;
modifications to the image to aid in the description of the image made by Broad et al. (2007). Reproduced
with permission from the American Meteorological Society. Copyright c©2007 American Meteorological
Society.
Scott Kiser and John Franklin cite a self-imposed reluctance by the NHC to make drastic
changes from one advisory to the next for fear of sending mixed and contradictory signals
to decision-making authorities (Broad et al., 2007). Both false alarms and missed warnings
can have extensive socioeconomic implications. False alarms can result in unnecessary evac-
uations and stress, as well as decreased trust in future warnings. On the other hand, missed
warnings risk lives and property, so forecasters generally prefer to err on the side of safety.
Broad et al. (2007) emphasize that the cone of uncertainty forecasts only the path of the
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center of the hurricane and not the storm’s size, intensity, or potential swath of destruction.
In Figure 5.2, the white cone illustrates only where the eye of the hurricane may travel
over the next three days, based on the average error of hurricane forecasts over the previous
decade. Historically, a given storm has a 60 to 70 percent chance of staying within the cone
during that time period (Boyle, 2005).
In 2004, the cone of uncertainty graphic produced controversy after Hurricane Charley.
Some critics claimed that the cone of uncertainty graphic confused the public because the
users of the graphic focused too much upon the thin black line that represented the hurri-
cane’s predicted path, or “track line,” according to Kiser (Broad et al., 2007). Hurricane
Charley illustrates how the cone of uncertainty graphic may lead some to misinterpret fore-
casts. According to Broad et al. (2007):
By 11 pm Wednesday, 11 August, most of Florida’s west coast was under a
hurricane watch. By 5 pm the next day, hurricane warnings extended from the
lower Florida Keys to north of Tampa Bay. Critically, however, the track line
within the cone of uncertainty graphics issued by the National Hurricane Center
between 5 am on Thursday, 12 August and 11 am on Friday, 13 August projected
that the center of Hurricane Charley would pass directly over Tampa Bay. The
track line within the cone of uncertainty graphic issued at 2 pm on Friday, 13
August, however, suddenly projected that the hurricane would pass instead over
Charlotte County approximately 100 miles south of Tampa [See Figure 5.3]. Hur-
ricane Charley ultimately struck Punta Gorda, about 70 miles south of Tampa, at
about 3:45 pm as a category 4 storm, with winds of 145 mph. Charlotte County,
which contains one of the largest percentages of people older than 65 in the na-
tion (Breed, 2004), was devastated. Charley became one of the costliest storms in
U.S. history, causing an estimated $15 billion in damage (adjusted for inflation)
(Blake et al., 2005).
According to an analysis of reports and surveys by Broad et al. (2007), misinterpretations
of the cone of uncertainty, such as the tendency to overfocus on the track line, may have
influenced the hurricane-related behaviors of some individuals.
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Thus, it is clear that forecasters must deal with a complex sociotechnical system, as they
have to consider human behavior factors, in addition to scientific weather predictions, as
they decide how to inform the public. Social norms, traffic, and local languages are just a
few of the issues that forecasters need to keep in mind. Additionally, uncertainty can be
a difficult concept to communicate, particularly because many people are not very familiar
with uncertainty and risk assessment. Slovic et al. (1986) claim that increased uncertainty
generally leads to greater perceived risk.
However, Broad et al. (2007) explain that while the cone of uncertainty explicitly provides
information about uncertainty, the graphic seems to paradoxically lead many to perceive
lower risk, as experienced with Hurricane Charley. The thin black line, and the outlines
of the cone itself, apparently led many to overestimate the certainty of the hurricane’s
predicted path. Consequently, those that did not live within the vicinity of the predicted
path, or alternatively, lived just outside the boundaries of the cone, incorrectly concluded
that they were not at risk. “Ironically, a graphic intended to convey uncertainty may have
had the opposite effect, at least with some members of the public.”
Thus, it appears that the cone of uncertainty graphic should be accompanied with clear
explanations that emphasize the uncertainties. For example, it should be made clear that
the cone of uncertainty has a predictive success rate of only about 2/3, and it should be
emphasized that the cone of uncertainty forecasts only the predicted path of the center of the
hurricane and not the hurricane’s size, intensity, or potential swath of destruction. To further
emphasize these points, additional graphics, such as wind speed probability1 (Figures 5.4,
5.5, and 5.6), strike probability (Figure 5.7), and storm surge (Figure 5.8), could be included
with a presentation of the cone of uncertainty. Finally, Kiser recommends listening to local
advisories because local statements can provide more detailed information about hurricane
watches (where hurricane conditions are possible, usually within 36 hours) and warnings
(where hurricane conditions are expected, usually within 24 hours) (Boyle, 2005).
1Note that wind speed probability graphics were introduced the year after Hurricane Charley, likely as
an attempt to further illustrate the uncertainties involved in forecasting hurricanes (Boyle, 2005).
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Figure 5.3: Three consecutive forecasts for Hurricane Charley. Many people were misled by
the forecasted track line. Notice the sudden shift of the line toward the south.a
aImages available at http://www.nhc.noaa.gov/archive/2004/CHARLEY graphics.shtml; caption and ar-
rangement of images by Broad et al. (2007). Reproduced with permission from the American Meteorological
Society. Copyright c©2007 American Meteorological Society.
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Figure 5.4: Experimental wind speed probability graphics for Hurricane Ivan (2004).
Graphic shows the probabilities that wind speeds of at least 39 mph (tropical storm force)
would occur at any point on the map during the cumulative time periods at 12-hour
intervals through five days.a
aImage is available at http://www.nhc.noaa.gov/feedback-pws-graphics2.shtml?
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Figure 5.5: Experimental wind speed probability graphics for Hurricane Ivan (2004).
Graphic shows the probabilities that wind speeds of at least 58 mph would occur at any
point on the map during the cumulative time periods at 12-hour intervals through five
days.a
aImage is available at http://www.nhc.noaa.gov/feedback-pws-graphics2.shtml?
105
Figure 5.6: Experimental wind speed probability graphics for Hurricane Ivan (2004).
Graphic shows the probabilities that wind speeds of at least 74 mph (hurricane force)
would occur at any point on the map during the cumulative time periods at 12-hour
intervals through five days.a
aImage is available at http://www.nhc.noaa.gov/feedback-pws-graphics2.shtml?
Note that forecasters must make mature judgments as they construct each of these graph-
ics. The forecasters must choose the color scales, the cutoff probabilities for the transitions
between colors, and the time period to forecast. Additionally, the magnitude of the item
to be displayed must be chosen, such as the average error for the cone of uncertainty, the
minimum wind speed, the distance from the center of the hurricane, or the minimum feet
for a storm surge. Forecasters could also utilize smooth gradient scales instead of sudden
color breaks. For each of these decisions, the “right” answer is not clear. Broad et al. (2007)
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Figure 5.7: Strike probability graphic for Hurricane Ivan (2004). Indicates the likelihood of
a “close approach” by the center of the Ivan (within 75 miles during the next 72 hours).a
aImage is available at http://www.nhc.noaa.gov/archive/2004/IVAN graphics.shtml
recommend that for the well being of the public, forecasters need to integrate social science
methods into the design, development, and evaluation of hurricane risk communications.
Computational models enable users to produce results in the form of images and anima-
tions more easily than in the past. Such visualizations can be powerful tools in communi-
cating information, but users must take care to avoid misrepresentation. As visualizations
are prepared for dissemination, forecasters must evaluate the utility of various visualization
techniques within the contexts of the intended audience and attempt to minimize misinter-
pretations.
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Figure 5.8: Storm surge probability graphic for Hurricane Ingrid (2007). Indicates the
likelihood of a storm surge exceeding 5 feet for coastal areas.a
aImage is available at http://www.nhc.noaa.gov/gifs/psurge example1.png
5.5 A Super Problem
This year, Lee requested and received an allotment of 9,000,000 computational hours on
his institution’s supercomputer. The 9,000,000-hour allotment equates to the approximate
power of 1,000 personal computers working together to solve a computer problem nonstop
for one calendar year or the power of using one computer nonstop for 1,000 years. Lee plans
to use the hours throughout the year to run simulations using data that will be sent to him
periodically from his research sponsor’s brand new, state of the art experimental facility.
Unfortunately, the experimental facility experiences several technical difficulties during
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the first half of the year, and Lee does not begin to regularly receive data for analysis until
about late July. After a few months of analysis, Lee realizes that he is on pace to use only
half of his allotment for the year. Lee has heard that supercomputer users that do not use
the majority of their allotment in a year generally have trouble receiving their requested
hours the next year. Lee knows it will be even more important that he receive his requested
number of hours next year because he will need to complete the simulations he was planning
to do this year in addition to the simulations he already has planned for next year.
Lee brainstorms ideas for how he should handle this situation. He comes up with four
solutions:
Option 1 : Lee could begin to use a technique in his simulations that would increase the
computational time and produce more accurate results. However, the increase in accuracy
would be relatively small, and he had previously deemed it to be unnecessary for that reason.
Option 2 : There is another project for which Lee had requested hours for this year, but the
project was denied. He has since refined the proposal, and he is planning to request hours
again next year. He could get a significant head start on this project by starting it this year
using the hours he was allotted for other project.
Option 3 : One of Lee’s colleagues has a project that was approved and allotted 12,000,000
hours. Unfortunately, Lee’s colleague has recently discovered some flaws in a significant
portion of the completed simulations. Lee’s colleague would like to redo these simulations,
but his colleague does not have sufficient hours to do so this year. Lee could help his colleague
by allowing her to use some of the hours that he will not be using this year.
Option 4 : Lee could tell his institution about his situation and run the risk of not receiving
his requested allotment for next year. Lee also does not like the idea of freely giving up such
a valuable limited resource.
• What are the advantages and disadvantages to each option?
• Which option (or combination of options) should Lee choose?
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5.6 No Comments at this Time
Jaime is a PhD student preparing to defend his dissertation in two weeks. A significant
portion of Jaime’s research effort went into the development of a new computational model
that simulates quantum chromodynamic (QCD) interactions. Jaime programmed the model
off and on over the past few years, and he has co-authored several papers with his adviser
using results from the model during that time.
In an e-mail message, Jaime’s advisor mentions that she may try to expand the capabilities
of the model by assigning the programming to another student. Initially, Jaime is proud to
see that his advisor finds his model to be useful enough to continue working with it, but then
he realizes that he has not kept up with the documentation and comments for the program,
as his advisor had suggested when he first started working on the model. The documentation
and comments had been slowing him down, so he had stopped after the few months because
he was the only one developing the program for the model. The lack of documentation and
comments had backfired and slowed his progress a few times when he had to edit sections of
code that he had not seen in a while, but overall, he felt that omitting the documentation
had saved him time throughout the programming process. However, he had not considered
the possibility that someone else might take over programming the model once he left.
Now, Jaime is not sure what to do. He is very busy preparing to defend his dissertation,
and he has plans to go overseas for his post-doc shortly after. He does not know when he
would find the time to add the appropriate documentation and comments to help the next
student who works on the model.
5.7 Spreading an Inferior Product?
Ron designs agricultural equipment for a large manufacturing company. Ron is using a
discrete element method (DEM) model to investigate various designs for a new fertilizer
spreader. Ron has been asked to find the design that will maximize the width of the spread-
ing, while maintaining a relatively uniform spread and a sufficient quantity of fertilizer per
square foot.
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The model offers two methods for simulations: an event-driven method and a time-driven
method. The event-driven method will detect every contact between fertilizer particles as
they flow through the spreader and onto the ground, but simulations will take considerably
longer to complete. The time-driven method may miss up to 5% of the fertilizer contacts,
but the simulations will run faster. For this project, Ron estimates that the event-driven
simulations would take twelve weeks to complete, whereas time-driven simulations should
take only one week to complete the time-driven simulations.
If Ron chooses the time-driven method, he would be able to make his recommendation
much faster, and his company would have a better chance of introducing the new fertilizer
spreader before the end of winter. His company would then capture a bigger share of the
fertilizer spreader market. On the other hand, Ron is unsure how the missed contacts in the
time-driven method would affect the fertilizer distribution in the simulations. The results
may lead him to recommend a suboptimal design. The project could experience a setback
if the prototype does not meet the minimum distribution requirements in testing, and the
manufacture of the new spreader would be delayed as the company would have to redesign
the spreader. Such a setback would likely not reflect well upon Ron. Alternatively, the
recommended spreader design may satisfy the minimum distribution requirements, but the
recommended design may not be the design that actually maximizes the width of the spread-
ing. Consequently, the fertilizer spreading times would be less than ideal for customers, and
the spreader may not sell as well.
• Which method should Ron choose?
• Is there anyone Ron can discuss his concerns with?
5.8 A Few Minor Bugs
Case Story
A company discovers a few coding errors in its popular commercial computational modeling
program, so it quickly creates a patch to fix the errors. The company distributes the patch
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to the program’s users with a claim that the patch corrects a “few minor bugs,” but it does
not reveal the exact nature of the coding errors. The program has been used extensively for
research in the field. Many users have published papers, made policy decisions, and created
designs based on results produced by the old version of the program. Now, the users do
not know if they need to redo their old calculations because they do not know whether the
coding errors affected their results.
• Do the users have a responsibility to check their old results by recalculating them?
• Does the company have a responsibility to describe the nature of the coding errors to
the users?
Commentary
Ideally, the users would confirm that every result from the old version of the program matches
the result produced by the new version under the same settings. However, this expectation
is not realistic. Users must consider the costs and benefits of checking their old results and
weigh the responsibility of checking against their other responsibilities. The costs involve
the time and effort they would have to expend to perform the checks, as well as the potential
negative impacts of not checking. The benefits lie in the greater confidence the users would
have in the old results if the new version verifies them and the possible detection of incorrect
results. Users who detect incorrect results could try to prevent or at least mitigate any
negative consequences that may be caused by the incorrect results from the old version of
the program. Thus, the users must set their priorities to determine if and to what extent
they should check their old results.
Most would likely use the new version of the program to redo some key calculations as
test cases and compare the new results with the old results. For the users whose key results
match, there would be a greater probability that the rest of the results would match as
well, or the remaining results may be less significant so that checking them is unnecessary.
Either way, these users can likely move on with their other responsibilities without further
checks. If the results do not match, however, the users would then have to evaluate the
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potential impacts of the incorrect results based on how the results have been used and/or
disseminated. If the incorrect results have the potential to cause harm to others, they would
then have a responsibility to try to prevent the occurrence of such harm.
Although the company can be commended for “quickly” fixing the coding errors upon their
discovery, the decision to not disclose the nature of the coding errors is ethically questionable.
The company may not have a legal responsibility to disclose the details of the coding errors,
but it may bear a moral responsibility to disclose more information to the program users.
Further details could greatly assist the program users with identifying potentially incorrect
results from the old version of the program so that the negative consequences of the incorrect
results can be mitigated or prevented altogether. In an ideal world, the company would fully
disclose all information with regard to the coding errors that they discovered and fixed, and
the code would be open-source so that the company could point to the changes made in
the code. Because the program is a commercial product, however, it is very unlikely that
the source code is publicly available, and the aspects of the program affected by the coding
errors are confidential. Nevertheless, the company should at least indicate which features
of the program were affected by the coding errors and to what extent. Could the coding
errors have potentially affected the program’s results? Or did the coding errors merely affect
something more superficial, such as the color scheme of the main menu?
Essentially, the more details the company can provide, the more the program’s users will
benefit. If the coding errors could have caused users to generate and utilize incorrect results
that could harm others, then without a doubt, the company has a responsibility to describe
the coding errors so that the users can act quickly in their attempts to prevent the damage.
In this case, the company also would have acted unethically by trying to pass off the coding
errors as “minor bugs” because such language misleads users by suggesting that the coding
errors would cause minimal harm.
No matter what features were affected by the coding errors, the lack of disclosure may cause
users to waste time and resources unnecessarily as they may check old results that did not
depend on the features affected by the coding errors. The concealment of the nature of the
coding errors may cause the users to lose faith in the program and its developers. The users
would likely not trust the results from the old version of the program without performing
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checks, and in turn, may find it difficult to trust the results from the new version, as they
may be concerned that the company would be similarly secretive about future coding errors.
The program becomes less useful if its users cannot trust the results it produces.
5.9 Too Cold for Comfort
Story - Part 1
Sally designs new fiber-reinforced composite materials. Each composite produced by her
company is composed of a matrix material that surrounds a fiber material, and the composite
generally yields a better combination of material properties than the individual materials.
A year ago, Sally’s company sent her to a two-day training seminar to learn how to use
a computer model that predicts the material properties of composites. Immediately after
the seminar, Sally successfully used the program to design a new composite for a big client,
and the model’s predicted material properties had nearly matched the properties measured
during experimental validation of the composite.
Recently, Sally’s company received a lucrative contract with a new client, Arctic Aircrafts,
to design and manufacture a new composite that will perform well under cold weather
conditions for the new fleet of turboprop planes that will be built later in the year. Given
her previous success with the computational model, Sally’s manager asks her to use the
model to design a composite that will satisfy the client’s specifications. While Sally had felt
confident with the model a year ago after the training, she had used the model minimally
since then, so she is feeling apprehensive about accepting the project. She is also unsure of
how to set up the model to run simulations for cold temperatures and how accurate those
simulations would be. She mentions her concerns to her manager, but he tells her that he is
confident that she would figure things out.
• What should Sally do?
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Commentary
Sally has acted responsibly by letting her manager know about her concerns. She must
also consider her responsibility to her employer, and her manager may want to use this
situation as an opportunity to push Sally to become more proficient with the program.
While she may not currently feel competent with the computer model, she may be able to
regain the confidence and understanding she felt a year ago after the training by reviewing
any available training material. As for her apprehensions about the model’s capacity to
handle low temperature simulations, she can investigate the model’s features to improve her
understanding of the model. She could also actively seek relevant research papers to gain a
better understanding of the problem.
Story - Part 2
Sally decides to use the model, and she begins to run simulations in search of a suitable
composite. A few weeks pass, but Sally still has not found a solution. Her manager begins
to get impatient, so he schedules a brainstorming session for her with a senior engineering
colleague. Together, they think of numerous new possible composite material combinations
and configurations for her to test. After a couple more days, she finally finds a composite
that, according to the model’s calculations, will meet the specifications provided by the
client. However, Sally does not completely trust the results because she could not find any
convincing evidence to support the validity of the cold temperature techniques employed by
the model during her research into the subject.
Nevertheless, she reports her finding to her manager because she knew he was getting
annoyed by her slow progress. The news excites her manager, and he tells her that they
will start production right away. Because of her reservations about the reliability of the
model’s result, she asks him whether the company will test the composite in cold conditions
before shipping it to Arctic Aircrafts. He replies, “No, we will only be doing the standard
tests. The company does not have the resources to perform cold temperature tests, but you
shouldn’t worry because the model has never steered me wrong in the past. Besides, the
tests are a waste of money because they always end up confirming the model’s results.”
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• What should Sally do now?
Commentary
Sally could tell her manager about the lack of convincing evidence to support the cold
temperature techniques employed by the model, which may persuade him to do the cold
temperature testing. If he remains unconvinced, she could seek advice from a colleague,
such as the senior engineer that she brainstormed with. She could also check her company’s
agreement with Arctic Aircrafts because the company may have a contractual obligation to
test the composite in cold temperatures.
Sally may want to inform Arctic Aircrafts that the composite has not been tested in cold
temperature conditions. The client may be able to test the composite themselves. Sally has
a responsibility to minimize threats to the health and safety of the public, and it may not
be safe for the airline to use the untested composite in the turboprop planes. Sally also has
a responsibility to her manager though, so she should discuss the situation with him before
she acts.
5.10 A Question of Speed
5.10.1 Case Story
Norman is writing a review paper on Finite Element Methods (FEM) methods. Norman
tests the calculation speed of several academic FEM programs that are available on the
Internet. He builds a bridge in each program, applies a load to the center of each bridge,
and then runs each program to find the stresses. Using a timing mechanism on his machine,
Norman measures how much time it takes each program to do the calculations. The Alpha
program takes 3.2 minutes, the Beta program takes 4.4 minutes, and the Gamma program
takes 47.8 minutes. In his paper, Norman claims that the Alpha and Beta programs are
faster than the Gamma program for FEM models.
Gary, the developer of the Gamma program, is outraged when he sees Norman’s arti-
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cle. Gary knows that his Gamma program is much slower when structure nodes are built
vertically, but he had posted special instructions on his website to instruct users to build
nodes horizontally for more efficient calculations. Obviously, Norman must have set up the
bridge in the inefficient, vertical manner. Gary recreates Norman’s simulation, building the
bridge horizontally, and when he runs the Gamma program on his computer, he obtains the
calculation in 1.2 minutes. Gary submits a paper with his results to the same journal in an
attempt to discredit Norman’s claim.
5.10.2 Commentary
The speed story contains a fair amount of undefined context, and as such, there is a lot left
open for interpretation. The following questions and commentaries can be used to guide
discussions. General categories have been provided, although some of the points could fit
under multiple headings.
Significance of the Claim and the Intended Audience
• Is the difference in calculation time significant? What if it were on the magnitude of
seconds instead of minutes? Or hours?
It may take 20 hours to construct the modeling environment and enter the input values to
set up a simulation in each program, so another 48 minutes may be trivial, especially since
the simulation will not require man hours. On the other hand, it may only take half an hour
to set up a simulation, so the simulation time may be significant. The type of bridge can
also affect the set-up and simulation times because some bridges will be more intricate than
others. Moreover, the programs could be used for an entirely different FEM application,
and some programs may be “better” to use for different applications. “Better” could mean
easier to use, more accurate, able to simulate faster, etc. There are many benchmarks by
which a program can be measured.
Some users may not care about simulation time, as long as it is within reason. A user may
set up a simulation during the day and run the simulation overnight, so it may not matter
if the simulation takes 10 minutes or 10 hours. Or a user may not need results immediately
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for one reason or another. Nevertheless, for a user that does not care about simulation time,
the claim will not affect the user’s decision on which program to use.
• Would it make a difference if the Gamma program is more accurate than the other pro-
grams?
Maybe the other two programs use simpler integration methods, and as a result, the
programs obtain answers faster but larger errors are present. The Gamma program, on the
other hand, may use a more sophisticated method, and while it takes longer to produce
solutions, the solutions are more accurate. Then, a user may choose the program based
on the application and the accuracy required. Maybe the user needs only an approximate
answer, so the user may rather use one of the first two programs. However, if the user needs
a more precise answer, then the user may prefer the Gamma program. If this is the case,
hopefully Norman would mention how the Gamma program is more accurate because it
eliminates second-order errors. Since Norman is commenting on the speed of the program,
he should comment on other aspects as well in order to be complete and fair.
• Would it make a difference if the journal Norman published in is intended for beginners?
Experts?
If the journal is for beginners, the readers are likely to be more na¨ıve, and consequently,
they may view Norman’s claim as more of a recommendation because they might not know
what other aspects to measure the programs by. Experts will have a greater understanding
of the significance of the simulation time, or the lack thereof. Additionally, experts will likely
understand that Norman’s claim is more speculative since it is based on a single run of each
program.
• Would it make a difference if the Gamma program is easier to use? Easier for who?
Beginners? Experts?
The usability of the programs can be difficult to quantify, and learning curves can vary. A
rating system will be subjective, as different people have different levels of experience with
the three programs or similar programs. Also, one program may be easier to use initially,
but another program may be easier to use after the user has experience. For example, for a
person who is just beginning to learn how to write in cursive, printing will be easier, but for
a person with experience, writing in cursive will typically be easier and faster. Thus, one
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must ask the question of who the program is easier for.
• To whom does Norman have a responsibility, and what are those responsibilities?
If Norman is candid about how he only performed one test case to come to his conclusion
that the Alpha and Beta programs are faster, then a reader may be able to realize that
Norman did not investigate the simulation speeds thoroughly.
Speculation can have major implications. A claim or accusation against someone or some-
thing can negatively affect the public’s view of that person or thing, even if the claim is
unfounded. For example, before the 2008 elections, rumors surfaced that President Obama
was not born in the United States. While there was no legitimate proof to support such a
claim, the accusation likely damaged Obama’s standing in the eyes of some Americans. In
this case, Norman’s claim could be undermining Gary’s reputation and the possible positive
uses that could be made of the Gamma program.
• Would it make a difference if Norman does not state the significance of simulation time
and why he explored it in the three programs?
Norman would not being doing anything wrong by not addressing the issue of significance,
but he may not get published, as a reviewer may want Norman to explain why simulation
time is important before he can publish. Then again, if this is a review paper on FEM, the
discussion of simulation times may be a small side note in the Norman’s paper, and readers
may simply gloss over it. Readers always have the option of investigating the programs for
themselves, although they may not have the time and resources. Also, some readers may
find that they already knew most of the information that Norman reviews, and so a small
section of the paper that contains something new and interesting, such as the simulation
speed comparison of the three programs, may stand out. Consequently, these readers could
decide to never use the Gamma program based on Norman’s claim.
Review Paper
• Would it make a difference if Norman’s review paper is 100 pages, and the section con-
taining the simulation speed comparison is only half a page?
If this is the case, then Norman likely did not put much emphasis upon the simulation
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speed comparison results. If the results were included as an afterthought, one may question
whether Norman was being irresponsible for included the comparison in the first place.
Comparisons of methodologies are common in review papers, but a comparison of specific
programs, and particularly programs developed by others, is rare. It also depends upon
how extensively he explored the programs. If he spent very little time with each program
and just threw together that section of the paper, then he did not test the programs fairly
and adequately. If Norman has been thorough with the rest of the paper, it might be
difficult for a peer reviewer to pick out such a small section out of such a large paper and
recognize that Norman had failed to investigate the programs adequately, particularly if the
reviewers have not used any of the programs themselves. The same could be said for the
readers of the published article. In fact, it could be even more likely that the average reader
would not notice Norman’s lack of expertise pertaining to the specific programs. If Norman
clearly states that he performed only one test run, then he has not necessarily done anything
unethical, but he may not have been responsible in reporting his results.
• Would it make a difference if Norman’s review paper is a comparison of the methodologies
used in the three programs?
It is possible that there are fundamental differences between the three programs. Norman
may have wanted to use the three programs in order to compare their fundamental assump-
tions and mathematical models and to demonstrate pros and cons of the methodologies. It is
possible that Norman reviewed other aspects of the programs, such as ease of use, accuracy,
range of applicability, and so on; the story does not say one way or the other. Therefore, it
is possible that Norman wrote positive things about the Gamma program as well, but Gary
focused on the simulation time because he felt that Norman had erred in his report.
• Could Norman say that each program is representative of the methodology?
This could also depend on the level of disclosure that the program developers have pro-
vided. A program developer can state that a certain methodology was used, but it can be
difficult to determine exactly how the methodology was implemented. Certain aspects of
the programs could be black boxes to users.
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Special Instructions
• Would it make a difference if the Gamma program automatically reordered the nodes so
that they would be built horizontally?
Automatic reordering of the nodes would prevent inefficient builds, and the Gamma pro-
gram would always run as efficiently as possible, assuming the reordering process would not
take too long. Then, the special instructions would not be necessary. However, there is the
possibility for user confusion. Users may not realize that the Gamma program automatically
rearranges the nodes. They may not understand the results, read the results incorrectly, or
understand the results but believe that the program solved it using the way that they input
the nodes. For instance, the program could reorder the nodes, solve the problem, and then
arrange the nodes back to the original configuration before outputting the results. What if,
for some reason, a user needs the program to solve the problem in the way specified, but the
user is unaware of the automatic reordering feature?
• Would it make a difference if the Gamma program displayed a big warning to users if they
started to build nodes in the inefficient vertical manner?
If the Gamma program itself made it clear to users that building nodes horizontally
will result in the most efficient simulation, then Gary would not have to worry about user
awareness of this limitation. Then again, it is still possible that the user could ignore the
warning, but in that case, the burden of responsibility would be placed more heavily upon
the user because the user did not take the time to understand the warning. In most cases
though, users would be made aware of the special instructions. This feature also could make
Gary’s program more useful, by still giving users the option of building the nodes vertically,
or in any other way they see fit, but they would understand that they were not doing it in
a manner that would be most efficient for the program.
• Would it make a difference if Gary’s special instructions were somewhat buried within a
Help or FAQ section on his website?
Gary should try to make his special instructions are as explicit as possible in order to
prevent improper use of the program. If the special instructions are not easily accessible,
then it becomes more likely that a user will be unaware of the instructions. On the other
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hand, Norman holds some responsibility to become familiar with the program, especially if
he is going to be making a publication using results that he produced using the program.
• Would it make a difference if Gary’s initial publication about his Gamma program did not
include the special instructions?
It could make a difference if Gary did not initially include the special instructions because
Norman may have downloaded a version of the Gamma program that did not contain the
special instructions. Depending on when Gary posted the special instructions, Norman may
not have had an opportunity to utilize the instructions.
• What if, for one reason or another, Norman does not see the instructions until after he
has completed his simulations? What if he sees the special instructions for the first time a
day before he plans to submit? A day after he has submitted?
Norman’s responsibilities are not clearly defined for these scenarios. Does Norman need
to redo all of his simulations in this case? Could he simply write a note in his paper and
explain that his simulations were not performed in the most efficient way as recommended
by the developer?
• Does Norman have a responsibility to check Gary’s website for updates?
Norman should make it clear when he downloaded the Gamma program and which version
of the program he used for his simulations. Nevertheless, Norman should try to use the most
recent version available in an effort to be fair to Gary and the Gamma program because an
older version of the program may be significantly less efficient than a newer version. For
example, a newer version could be twenty times faster than a previous version.
• Would it make a difference if Norman knew about Gary’s instructions and deliberately
ignored them?
It would certainly be irresponsible for Norman to deliberately disregard Gary’s special
instructions. There could be several motives for Norman to do such a thing. It could be
that he has a bias towards one of the other programs, and as a result, he did not want to
use the most efficient method for the Gamma program. Norman could have a bias against
Gary or the Gamma program itself for some reason. It also could be that building nodes in
the efficient, horizontal manner takes more man hours than the inefficient, vertical manner,
and Norman did not want to take the time to build the simulation properly. If this was the
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case, Norman could state in his paper that he chose to not use the most efficient method in
the Gamma program, although then his comparison would be unfair.
•Would it make a difference if Norman had in fact read and followed Gary’s special instruc-
tions to build structure nodes horizontally? Would it make Norman’s claim that the Gamma
program is slower more believable?
It is possible that the Gamma program is simply slower than the other programs. Maybe
Gary has a faster processor that allows him to run his simulations faster, and as a result,
he incorrectly assumed that Norman did not follow the special instructions. It is possible
that Norman even explains in his paper that he built the structure nodes horizontally, and
Gary glossed over the explanation and made his assumption. If Norman did follow the
instructions, it would be good practice for him to note it in the paper, as that would be part
of his procedures and would allow others to reproduce his results.
• Would it make a difference if mathematical results were in question instead of a computer
model?
The expectations for the developer of mathematical proofs and equations seem to differ
from the expectations for the developer of a computer model. Someone who develops math-
ematical results will publish a paper, and assuming that person was ethical in the first place,
the scientific community does not expect anything more from that person concerning the
mathematical theorems and proofs published, unless the theorem or proof is incorrect. In
that case, the author should publish an erratum or correction. Otherwise, mathematical
results are generally separate from and live on beyond their developers. Conversely, com-
puter models seem to remain more closely tied to their developers after dissemination, and
as such, the reputations of computer models may have a greater effect on the reputations of
their developers.
Once published, mathematical results belong to the public. Computer models, on the
other hand, belong to the developer. For example, people can have intellectual property
rights to computer models, but a person cannot claim ownership of mathematical results
because the field of mathematics has developed a culture of a shared commons. Someone
can claim to be the first person to discover a mathematical result or phenomenon, but the
discoverer does not control who uses the mathematical results after they have discovered
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them because mathematical formulas and laws of nature cannot be patented. Computer
model developers, on the other hand, control who uses their models by choosing to sell the
program or make it available to the public by making it downloadable online or through
some other distribution method. However, even if the program is available to the public, it
does not end the developer’s responsibilities in regard to the program. If there is a bug in
the program, the developer is expected to fix the problem. Otherwise, the program will not
be as useful to others.
Reproducibility
• Would it make a difference if Norman and Gary have different processing power on their
computers? Different compilers?
Both Norman and Gary should realize that these factors can affect the simulation speed
of a program. Hopefully, Norman would have included in his paper the processing speed,
the compiler, and other factors that could affect the simulation speed to give his readers
a reference point. These details are also important because computers are becoming faster
over time, so a person reading Norman’s paper five years from now could have a computer
with 50 times the amount of processing power.
• Did Norman provide enough details about how he implemented each program?
Gary assumed that Norman constructed his nodes vertically in the Gamma program. It is
possible that Gary did not read Norman’s article thoroughly and missed Norman’s discussion
of how nodes were constructed, or Norman failed to provide that detail. However, the FEM
community may consider node construction to be general knowledge and may not expect
Norman to go into such detail.
• What level of disclosure is expected of Norman?
The type of journal that Norman published in and the intended audience affects the level
of disclosure that can be expected from Norman. Additionally, there is no one size fits all
“correct” level of disclosure, as it can vary from application to application.
•Would it make a difference if Norman provided electronic data files of all of the simulations
online for anyone to see?
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Gary would be able to determine if his assumption that Norman used the inefficient
vertical method of constructing nodes is correct, as could anyone else. One can also ask
what is required of Norman to make his computational results reproducible. Does it mean
that someone should be able to obtain the same results with the same exact program or
code? Does it mean that others should be able to write their own code without looking at
Norman’s code and be able to obtain the same exact results? Or would it be sufficient for
the results to be in the same ballpark as Norman’s? Would it be sufficient for someone else
to look at Norman’s code as a reference as they try to reproduce the results? Does Norman
need to provide every single equation and assumption he has made? Is it sufficient for him
to simply state the type of integration method he used, for example, Crank-Nicolson?
Best Practice
• Would it make a difference if Norman performed test cases on different types of bridges
and came to the same conclusion on the simulation speeds of the programs?
Norman would be able to make his claim for a larger range of bridge problems, and he
would have more credibility. Either way, he should probably stick to bridge problems in
his claim. If he does speculate that the Gamma program is slower for all applications, he
should make it clear that he has based his speculation only on bridge problems and an
investigation of the simulation speeds for other applications is something that could be done
in the future.
• When Norman noticed the significantly longer simulation time of the Gamma program,
should Norman have investigated why this was the case?
It is not known if Norman tried to investigate why the Gamma program was significantly
slower. Norman has a responsibility to understand how the programs operate though, so he
likely has a responsibility to know why the Gamma program had a longer simulation time.
Program Availability
• Would it make a difference if Norman had to purchase the three programs online?
If Norman had to purchase the Gamma program, it implies that Gary may have a financial
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stake in the reputation of the Gamma program, in addition to his personal reputation and
pride. It also means that users would have another factor (cost) to consider when deciding
which program to purchase, in addition to considerations, such as simulation speed, ease of
use, and applications. As such, one could argue that Norman’s claim has less importance
because there are other factors, on which users will base their purchasing decision. On the
other hand, simulation speed could be the deciding factor for some users, so Norman’s claim
could have a significant impact.
• Would it make a difference if Norman had a financial stake of one of the programs?
If Norman has commercial interests in one of the programs that he has reported on, he
needs to disclose this information to the readers.
Professional Dispute
This story presents a case of a professional dispute between colleagues or peers in the aca-
demic community. Below are some questions related to how the two professors have handled
the situation and what they could have done (or could do) to resolve their issues.
• How will the reputations of Norman and Gary be affected by this incident?
Norman may get a reputation for carelessness if he failed to follow Gary’s instructions,
and the instructions are adequately visible. The Gamma program could have fewer users as
a result of Norman’s claim. The decrease in users may be only temporary, however, as the
number of Gamma users could recover after Gary’s rebuttal. On the other hand, Norman’s
paper could create a long-term fallout for the Gamma program. People could begin using the
other two programs and resist changing to the Gamma program because they have become
comfortable with the interfaces of the other two programs.
• When Norman noticed the significantly longer simulation time of the Gamma program,
should Norman have contacted Gary to see if he was doing something incorrectly?
Gary likely would have welcomed questions about his program, especially given since
Norman would be giving publicity to the Gamma program, assuming Norman would have
positive aspects to write about. If contacted, Gary may have aided Norman in setting up
the simulation in the most efficient manner.
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• Should Gary have contacted Norman before he published his rebuttal?
If Norman did build his nodes in the inefficient vertical manner, Norman may offer to
submit a correction himself.
5.11 Tradeoffs
5.11.1 Accuracy vs. Speed
Alex is trying to decide which algorithm he should implement in his computer model. Al-
gorithm A is slow but accurate, while Algorithm B is faster but not as accurate.
• Under what circumstances would one algorithm be better than the other?
Commentary
The choice between accuracy and speed is a classic example of a tradeoff that computational
model developers encounter. Alex should first try to quantify the magnitude of the differences
between the two algorithms. Is Algorithm B twice as fast as Algorithm A, or one hundred
times faster? If Algorithm B produces errors of 10% or less, does Algorithm A produce errors
less than 8% or less than 0.1%? Alex should then think of these differences in terms of the
intended applications of his computer model. Here are just a few examples of questions that
Alex may want to consider:
• Will his model call upon the algorithm once in a simulation or multiple times?
If the model calls upon the algorithm multiple times, errors may accumulate during a
simulation. On the other hand, the speed of the algorithms can also become significant. For
example, say Algorithm A takes 1 second to execute and Algorithm B takes 2 seconds. If
the model will call upon the chosen algorithm 600 times in a simulation, then a simulation
with Algorithm A will take 10 minutes compared with the 20 minutes for a simulation with
Algorithm B. The impact of this 10-minute difference may be answered by the next two
questions.
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• How often does Alex expect model users run simulations?
Users may run a simulation only once a day, so it may be more important to have accurate
results (Algorithm A). Or users may want to execute simulations one after another as a batch,
so Algorithm B may be the better choice because the 10-minute differences between the two
algorithms for each simulation could really begin to add up.
• Are solutions time-sensitive?
The urgency in which results are required may also affect Alex’s decision.
• What other errors or uncertainties are present in the model?
Alex should compare the expected errors produced by the algorithms with other errors in
the model that may be due to the model’s assumptions, input data, or other factors. It may
be that errors caused by the chosen algorithm will be relatively small when compared with
the other errors, in which case, the faster Algorithm B may be the better choice.
• Will users generally be seeking qualitative or quantitative results?
In some applications, users may seek qualitative results in which they care only about a
certain quality or characteristic of the result. For example, a user may want to determine if
there is a positive or negative correlation between two variables or no correlation at all. For
quantitative results, users will seek precise numerical values, so the quantities in the results
will be important. For example, a user may want to develop a linear equation that describes
the relationship between two variables.
Once Alex has analyzed the pros and cons of the algorithms in terms of their usefulness
for the intended applications of his model, he can make a well-informed decision. A possible
alternative for Alex may be to include both algorithms in his model and allow users to choose
between the two as they feel appropriate. However, Alex would then have to consider the
tradeoff between an easy-to-use model and a flexible model.
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5.11.2 Easy-to-use vs. Flexible
Terry is trying to decide how much control she should give to users over a certain feature
in her computer model. She could make the model easier to user by implementing the most
generic case that would produce suitable results for most applications of the model. By
making the decision for the model’s users, less expertise would be required of the users,
as well as less time and effort in setting up simulations. Alternatively, she could create a
more flexible model that can handle more conditions by requiring more input from users.
Given appropriate input conditions, the model could produce more accurate results than the
generic case. However, it would take longer to set up simulations, and users would need the
expertise required to choose appropriate inputs because a poor choice of inputs could lead
to worse results.
• Under what circumstances would one choice be better than the other?
Commentary
The intended audience of Terry’s model will likely affect her decision. What level of expertise
does she expect a typical user of her model to possess? Does she want to reach a broader
audience with her model? The importance of accuracy for the results should also be consid-
ered. If she believes the users will need greater accuracy, then the users may need the more
flexible model that gives them more control. On the other hand, if she believes users will
appreciate an easy-to-use model, then she may want to use the generic case and eliminate
the extra effort and expertise associated with the more flexible model. Additionally, Terry
may want to consider the idea that users tend to have lower confidence in models in which
they have a more limited role in the setup phase because they may have less understanding
of the model’s inner workings and may view the model as a black box (Jain, 2008).
Terry could seek a compromise between both options, for example, by creating the more
flexible model and setting the default input values so that they represent the generic case.
With this configuration, users would have the choice of quickly using the default values, or
to take the time to enter their own inputs. Terry could also try to enable the users to choose
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appropriate inputs by providing them with training material and incorporating warnings and
prevention techniques into the program. However, Terry would have to consider the tradeoff
between added benefit to the users and the extra effort required of her part to include both
options, educate users, and incorporate warnings and other prevention techniques.
5.11.3 Human time vs. Computational time
Casey just heard about a technique that is supposed to cut simulation time in half for
computer models in his field. He is debating whether or not he should look into the technique
so that he can potentially include it in his model. It could take several days for him to read
the related material and implement the technique correctly. Casey currently has many other
obligations, and his other duties may suffer if he attempts to include the technique. On the
other hand, Casey’s current computer model requires a vast amount of computations, and
Casey uses a substantial portion of the limited community computing resources available to
students at his university. If he could successfully implement the technique, he could obtain
results faster and free up community computing resources for others to use.
• Should Casey try to implement the technique in his computer model?
• What else could Casey do, and why?
Commentary
Once a model is functional, there is always a tradeoff between the time taken to improve the
model and the benefits received from the improvements. The Ohio Supercomputer Center
(2001) states that the “efficient use of certain resources, such as computers, may lead to
inefficient use of other resources, such as people.” Casey’s time and the community com-
puting resources are both limited, and as such, it is important that both be used efficiently.
Casey has an obligation to the other community members that use the computing resources,
but he appears to have several other obligations as well. Therefore, Casey may want to do
a preliminary review of the technique which may give him a better idea of the amount of
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time he would need to commit to the implementation of the technique. Then, he can make
a more informed decision.
5.11.4 Precision vs. Precision
Pat is using a computational model to explore large 3D fluid dynamics problems. The
problems are going to produce immense amounts of data. Pat has limited storage space, so
she plans to restrict each problem to one gigabyte of data or less. Pat expects the problems
to have more rapid variations in the z-direction as compared with the other directions, so she
plans to use a smaller mesh size in the z-direction to increase the precision in that direction.
However, if she decreases the mesh size in the z-direction, she will need to increase the mesh
sizes in the other two directions to fit the storage space constraint. Increases to the mesh
sizes in the other directions will decrease the precision in those directions. As an alternative
to increasing the mesh sizes of the other two directions, Pat could increase the time step size
of her simulations, but an increase in time step size may reduce the overall accuracy of her
simulations.
• How can Pat choose a configuration of mesh sizes and time step size?
Commentary
Pat’s predicament is a common challenge that computational modelers face. If possible,
Pat could try several combinations of mesh sizes and time steps for a particular problem,
and then compare the results with experimental values. The combination that produces the
output that most closely fits the experimental results may be the best combination for Pat
to use on other problems which may not have experimental results for validation.
5.12 More Potential Case Study Ideas
The case studies in this chapter do not cover every subject related to responsible conduct of
research with computational models and simulations. Additional effort could be put forth
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into developing more case studies. This section summarizes a few ideas that could be further
fleshed out in the future.
For example, there could be a story about poor communication of uncertainty, either
by a model developer or a model user, which leads to an erosion of the trust in the mod-
eler. Another story could focus on the responsibilities of researchers to check the work of
those they collaborate with. To what extent does one need to verify and validate another’s
computational model?
A story could be written about virtual reality simulations used for educational purposes,
such as flight simulators. Meller et al. (1997) discuss the development of an ultrasound
simulator which was designed to approximate experiences with a broad range of patients
and illnesses and to enhance the clinical knowledge of medical students and practitioners.
Meller et al. present some challenging questions, such as:
• Should the simulator use “real” cases or “simulated” ones?
• Can the cases be “typical,” or should rare pathological cases be employed?
Additionally, more historical case stories could be written about unwise assumptions and
numerical errors. For example, in the early 1970s, engineers used a computational model
to design the arena roof of the Hartford Civic Center. This model did not anticipate the
torsional buckling failure that ultimately led in 1978 to the catastrophic collapse of the
roof (Martin, 1999; Shepherd and Frost, 1995). Chapter 4 of this work also contains some
historical cases, such as the Nicoll Highway collapse described by Levey (2008) and the
benzene contamination case described by Alvarez (1996).
Finally, Sedgewick and Wayne (2010) discuss five real-world numerical catastrophes that
could be further explored:
• Ariane 5 rocket — The Ariane 5 rocket exploded 40 seconds after being launched by
European Space Agency after a decade and $7 billion of research and development. A sensor
reported acceleration that so was large that it caused an overflow in the part of the program
responsible for recalibrating inertial guidance. A system diagnostic dumped the debugging
data into an area of memory being used to guide the rocket’s motors. Control was switched to
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a backup computer that unfortunately had the same data. Consequently, the rocket’s motors
made a drastic attempt to correct a nonexistent problem, which separated the motors from
their mountings and lead to the destruction of the rocket. See Gleick (1996) and Intel (2010)
for further information.
• Patriot missile accident — On February 25, 1991, an American Patriot missile failed to
track and destroy an Iraqi Scud missile and instead hit an Army barracks, killing 28 soldiers.
The system’s internal clock measured time in tenths of a second and multiplied by 1/10 to
produce the time in seconds. However, the calculation was performed using 24 bit floating
point, which cannot exactly represent 1/10. With the missile travelling at about 1,676 m/s,
the accumulated error of 0.34 seconds resulted in a significant difference in the missile final
destination. See Arnold (2000) and Weisstein (2010) for further information.
• Intel bug — In July 1994, an error was discovered in Intel’s Pentium microprocessor
chip. The chip utilized a stored table of values to speed up long division, but a few of the
lookup entries were incorrectly set to zero. In December 1994, Intel’s recall cost $300 million.
See Janeba (1995) for further information.
• Sinking of Sleipner oil rig — A $700 million offshore gas platform failed during instal-
lation in the North Sea on August 23, 1991. Upon investigation, it was determined that
the “global finite element analysis performed as part of the design seriously underestimated
the magnitude of the shear at the ends of the wall, while the sectional design procedures
used seriously overestimated the beneficial effects of axial compression on the shear strength
of the wall” Collins et al. (2000). See Collins et al. (2000) and Arnold (2009) for further
information.
• Vancouver stock exchange — In 1983, it was discovered that the Vancouver stock ex-
change index was undervalued by over 50% after 22 months of accumulated roundoff error.
The index department recomputed the index value by adding the net change of a stock after
each trade. However, the computation was done using four decimal places and truncating
(not rounding) the result to three. With as many as 3,000 index changes a day, the in-
dex lost almost a point a day, or 20 points a month. See Quinn (1983), Lilley (1983), and
McCullough and Vinod (1999) for further information.2
2Excerpts from these three sources can be found at http://www5.in.tum.de/˜huckle/Vancouv.pdf
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CHAPTER 6
RESPONSIBLE RESEARCH WITH DISCRETE
ELEMENT METHOD (DEM) MODELS
6.1 Introduction
Many industries, such as mining, agriculture, and pharmaceutical manufacturing, encounter
applications that involve the handling of granular material. Granular material refers to a
system of a large number of particles, and these particles can vary in size, shape, and ma-
terial. Examples of granular material include soil, rocks, grains, powders, and tablets. By
simulating the dynamics of granular material, companies identify cost-effective designs, re-
duce the cost of prototyping and testing, and drive innovation in product and process design.
The Discrete Element Method (DEM) is a popular approach to simulating the dynamics of
granular material. DEM models define the motion of individual particles through classical
Newtonian mechanics and contact mechanics of deformation.
With the guidelines for responsible conduct in computational modeling expressed in Chap-
ter 4 in mind, the DEM was explored with the goal of uncovering possible ethical issues that
can occur during the development and use of a DEM model. The commercial program
EDEM, which implements the DEM, was used during the investigations. The investigations
showed that DEM simulations can produce nonphysical and undesirable behaviors, in which
mass or energy is not conserved. To help DEM modelers understand and check for these
behaviors, five benchmark problems were created. Additionally, a checklist of recommended
assessments was developed for EDEM users.
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6.2 Methods
Through the exercise of trying to reproduce the results of a published paper, Zhou et al.
(2002), evidence of several nonphysical phenomena that can occur within EDEM simulations
was observed. Nonphysical phenomena refer to behaviors that violate fundamental laws
such as conservation of energy and balls travelling through walls. This chapter documents
examples of the nonphysical phenomena and develops methods for how to check for the
discovered nonphysical behaviors. Furthermore, this chapter identifies potentially unclear
features of the program that could cause users to improperly use the model and create false
trust in the simulation results. The chapter then recommends how users can avoid such
mistakes. Data files and some videos of the EDEM simulations described in this chapter are
available upon request1.
The author would like to clarify that the examples of nonphysical behaviors or potentially
unclear features is not meant to be a recommendation for users to avoid EDEM. Rather,
the author wishes to raise awareness of these issues so that others can use EDEM and
other DEM programs more effectively and with greater trust. EDEM is a powerful tool
that can produce very realistic simulations of granular material dynamics. However, like
all computational models, EDEM is restricted by the finite precision of computers, and
if handled improperly, EDEM can produce results that do not reflect reality. The extent
to which the nonphysical behaviors described in this chapter can occur was not explored
nor intended to be determined. Many of the nonphysical behaviors and other undesired
phenomenon were the result of improper use by the author, but these instances are reported
with the hope of preventing others from making similar mistakes.
Throughout the chapter, references will be made to the base simulation. The base simula-
tion is based on the investigation performed by Zhou et al. (2002) that examined the effect
of several input parameters on the angle of repose2 in a DEM model. The base simulation
and variations of it will be used to demonstrate benchmarks and other responsible conduct
1References to simulations executed with EDEM represent research conducted over a 12 month period,
during which several updates to the EDEM user guide (2010) and at least one update to the software were
made. Thus, the cases are meant to be illustrative and may or may not be reproducible.
2The internal angle between the surface of a pile of particles and the horizontal surface.
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practices in DEM modeling. The base simulation uses the Hertz-Mindlin (no slip) contact
model for particle-particle and particle-wall interactions. The base simulation generated and
randomly placed 2000 spherical particles with 10 mm diameters inside a 400 mm long, 40
mm wide, and 400 mm tall container (Figure 6.3a). More conditions of the base simulation
are displayed in Table 6.1. The particles were then allowed to fall (Figure 6.3b), due to grav-
ity, to the bottom of the container and settle (Figure 6.3c). After one second, the simulation
was paused, and two side outlets (each 50 mm long and 40 mm wide) at the bottom of the
container were removed. The simulation resumed for another 20 seconds, and some particles
dropped through the outlets (Figure 6.3d) and were removed from the simulation as they
left the domain. Some particles remained on the middle plate after the discharging process
and formed a relatively stable pile (Figure 6.3e), as the number of particles on the middle
plate became almost constant, with negligible changes3. The angle of repose could then be
determined and compared with the results found in Zhou et al. (2002). Any variations to
the base simulation will be described within the text.
In addition to the base simulation, several simulations in this chapter use the input pa-
rameters described in Table 6.2. The particles in these simulations have a radius of 0.01
m. These simulations are not expected to dissipate energy because the collisions are elastic
(e = 1), and there is no friction (µs = µr = 0). The material properties are given generic
values. For example, the density value of 5000 kg/m3 is between the density of aluminum
(∼2700 kg/m3) and steel (∼7850 kg/m3). Two different shear modulus values are used in
these simulations. The “soft” material (Gsoft = 5× 107 Pa) has a shear modulus on the order
of magnitude of rubber, while the “stiff” material (Gstiff = 5× 1010 Pa) has a shear modulus
on the order of magnitude of most metals.
6.3 Background Theory
For the purposes of this chapter, all granular material will be referred to as particles. Particles
can represent soil, grain, pills, sand, marbles — any granular material that may be modeled
3Some particles would still occasionally shift in the “stable” pile, and as a result of these shifts, some
particles would continue trickle through the outlets.
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using the Discrete Element Method (DEM). Non-granular objects that may interact with
particles will be called geometries. Examples of geometries include walls, blades, rotating
drums, and chutes. Domain will refer to the defined volume in which a simulation occurs.
Particles or geometries that move outside the domain are removed from the simulation
environment, unless the user has established a periodic boundary. A particle that exits
the domain through an established periodic boundary will re-enter the simulation on the
opposite side of the domain with the same orientation, velocity, and angular velocity. Figure
6.1 shows a domain with a periodic boundary on the left and right. The particle on the top
left has exited the domain on the right and has re-entered the simulation on the left. Note
that this particle still interacts with the large particle on the right even though its center is
currently located on the left side of the simulation.
DEM models can be divided into two major groups: time-driven methods and event-driven
methods. In time-driven DEM models, like the one proposed by Cundall and Strack (1979),
each particle has a distinct state at a given point in time. The state of a particle is expressed
by vectors that describe the particle’s position, orientation, velocity, and angular velocity at
the given time. Time-driven DEM simulations step forward in time by a fixed time step ∆t,
and the position and orientation of each particle is updated based on an integration scheme,
as described in Section 6.3.4. During the time step, particles are allowed to overlap with
other particles and geometries. The overlaps approximate deformation in the particles, and
the magnitude of an overlap should be small relative to the size of the particles. After the
positions and orientations have been updated at the end of a time step, the model checks for
particle-particle and particle-geometry contacts4, as described in Section 6.3.2. When the
model detects a contact, a contact model of springs and dampers is used to approximate the
forces and torques based on the magnitude of the overlap, as well as the material properties
and relative velocities of the contacting entities, as described in Section 6.3.3. The calculated
forces and torques are then used to determine the new velocity values for each particle before
the next time step using an integration scheme, as described in Section 6.3.4. The time-
4In this chapter, a contact will signify the existence of an overlap, and a collision will refer to an entire
impact from initial contact to the termination of contact. Note that a collision should occur over several
time steps.
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driven method is iterative, and the above process is repeated over numerous time steps.
The event-driven method is based on instantaneous collisions, and particle states are up-
dated only at the times of events, such as collisions. Dzˇiugys and Peters (2001), report
several successful applications of the event-driven method, but they claim that for simula-
tions with a time of particle collisions greater than the time of particles with free paths, the
time-driven method is better suited. Accordingly, the rest of the chapter will focus on the
time-driven method.
6.3.1 Particle Shapes and Sizes
Particles in DEM models can take many different shapes and sizes. DEM modelers may
choose to work in 2D with discs, ellipses, polygons, or any combination of those shapes
(Schinner, 1999). In 3D, modelers may use particles that are spherical (Zhou et al., 2002),
ellipsoidal (Lin and Ng, 1997), or polyhedral (Nezami et al., 2004). Particles can be uniform
(Zhou et al., 2001), or they can vary in size and material within the same simulation (Li et al.,
2005). Generally particles are restricted to convex shapes to enable easier contact detection,
but as Nezami et al. (2006) indicate, concave particles can be modeled as a combination of
convex particles attached to each other. This list of particle shape representations is not
meant to be exhaustive, but it should illustrate the number of possibilities.
Each choice of particle representation has potential advantages and drawbacks. Complex
particle geometries such as polyhedral particles may increase the total simulation time be-
cause of the difficulty associated with contact detection, but they may offer greater accuracy
than their spherical counterparts. For example, Nezami et al. (2004) claim that “in most
soil-mechanics related applications, the assumption of spherical particles fails to capture
essential aspects of mechanical behavior of the particulate material.” Ultimately, as Curry
et al. (2009) point out, “perfectly matching the sizes and shapes of all the particles is not
possible,” so some amount of approximation will always be present. In the end, the user
must consider the specific application being studied and choose a particle representation that
the user feels will provide an acceptable approximation of the actual behavior. To test the
suitability of a selected particle representation, the user should try to validate DEM results
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with experimental observations, when possible, as described in Section 6.5.1.
6.3.2 Contact Detection
Grids
Contact detection can be one of the most computationally expensive components of a DEM
simulation, and several schemes have been developed to increase the speed of detection,
such as the fast common plane method (Nezami et al., 2004). Schinner (1999) describes the
bounding box technique, in which an arbitrarily shaped particle is contained by a simpler
shape, such as a rectangle for a 2-D particle. According to the EDEM user guide (2010),
EDEM employs an adaptive method involving a grid and bounding boxes. The model divides
the domain into a grid, as shown in Figure 6.1. EDEM then calculates the bounding box of
each object5, and each object is assigned to every grid cell that overlaps with the object’s
bounding box. If two or more objects are assigned to a grid cell, the cell is marked as active,
and EDEM checks the objects in the cell for potential overlaps. Thus, the use of bounding
boxes cuts down on the overall computational time because only objects that are close to
each other are checked for overlap.
Material Properties
The case of spherical particles will be used in this discussion for the sake of simplicity. A
particle i has a radius of Ri, a density of ρi, a shear modulus of Gi, and a Poisson’s ratio of
νi. The Young’s modulus Ei of the particle is given by
Ei = 2Gi (1 + νi) (6.1)
The volume Vi of particle i is given by
Vi =
4
3
piR3i (6.2)
5a particle or geometry
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The mass mi of particle i is given by
mi = Viρi (6.3)
The moment of inertia Ii of the particles is given by
Ii =
2miR
2
i
5
(6.4)
It will be assumed that the density of each particle is uniform so that each particle has
a center of gravity that corresponds with its geometrical center. Also, during a collision,
several properties of the colliding particles will be combined to create “effective” properties,
as defined in Di Renzo and Di Maio (2005), that will be used in the contact models in Section
6.3.3. For example, Rij is the effective radius of particles i and j at the contact point, and
it is defined as
1
Rij
=
1
Ri
+
1
Rj
(6.5)
the effective mass mij is defined as
1
mij
=
1
mi
+
1
mj
(6.6)
the effective Young’s modulus Eij is defined as
1
Eij
=
1− ν2i
Ei
+
1− ν2j
Ej
(6.7)
and the effective shear modulus Gij is defined as
1
Gij
=
2− νi
Gi
+
2− νj
Gj
(6.8)
Overlap
As discussed earlier, particles are allowed to overlap as an approximation of the deformation
that occurs in actual collisions. The overlap variable definitions in this section are mostly
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based on the report by Dzˇiugys and Peters (2001), and vectors are represented with bold-face
in this chapter. The origin of a stationary coordinate system is located at the point O. The
particle i has a center of gravity at Oi, a position of xi, a translational velocity of vi, and a
rotational velocity of ωi. When two particles, i and j, are located in the same grid cell, the
the model will check for overlap between the particles. The vector xij represents the relative
position of the two particles, from the center of particle i to the center of particle j
xij = xj − xi (6.9)
The magnitude of the normal overlap between the two particles, δn,ij, is given by the following
solution set
δn,ij =
 Ri +Rj − |xij| , |xij| < Ri +Rj0, |xij| ≥ Ri +Rj (6.10)
where |xij| indicates the magnitude of xij. Note that in the second case, δn,ij is set equal
to zero, which indicates that there is no overlap between the two particles. When there is
overlap between the two particles, the normal direction of the contact will be defined by the
unit vector nij.
nij =
xij
|xij| (6.11)
Note that the vector xji and the unit vector nji have the same magnitudes of their respective
counterparts but point in the opposite direction.
xji = −xij (6.12)
nji = −nij (6.13)
The contact point, Cij, will be defined as the center of the overlap region, with a position of
xCij. Note that Cij lies on the line segment that connects the centers of the two particles.
The vector from the center of the particle i to the contact point, Cij, is given by
hCij =
(
Ri − 1
2
δn,ij
)
nij (6.14)
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Thus, the position of the contact point, xCij, can be defined as
xCij = xi + hCij (6.15)
Dzˇiugys and Peters (2001) note that there is no common agreement on how to set the contact
point. For example, an alternate method defines the contact point as the middle of the line
between the intersection points, and this definition would result in a different contact point
for contact between spheres of different radii. Additionally, contact points may be defined
differently for non-spherical particles. The chosen contact point definition can depend on
the particle shapes and the methods of detecting contact.
The velocity of the contact point on particle i is given by
vCij = vi + ωi × hCij (6.16)
The relative velocity of the contact point on the two particles is given by
vij = vCij − vCji (6.17)
Note that
vji = −vij (6.18)
The normal component of the relative velocity is defined as
vn,ij = (vij · nij) nij (6.19)
The relative velocity can be expressed as the sum of its normal and tangential components,
so the tangential component of the relative velocity can be calculated by
vt,ij = vij − vn,ij (6.20)
142
The vector of the tangential overlap can then be calculated using
δt,ij =
∫ t
t0
vt,ij (t) dt (6.21)
where t0 represents the time of initial contact between the particles and t represents the
current time. The unit vector of the tangential contact direction, tij, should be directed along
vt,ij. If vt,ij is zero, then tij has the same direction as the tangential overlap. Otherwise, if
vt,ij and δt,ij are both zero, then tij will be zero.
tij =

vt,ij
|vt,ij | , vt,ij 6= 0
δt,ij
|δt,ij | , vt,ij = 0, δt,ij 6= 0
0, otherwise
(6.22)
Figure 6.2 visually displays two overlapping particles and many of the variables defined
above.
The above equations described particle-particle overlap. However, most of the equations
can also be applied to particle-geometry overlap with some adjustments. For example, for
a particle i and a flat-wall geometry j located in the same grid cell, xij would be the vector
from the center of particle i to the surface of geometry j with the shortest magnitude, and
the overlap δn,ij would now be calculated as
δn,ij =
 Ri − |xij| , |xij| < Ri0, |xij| ≥ Ri (6.23)
For the effective radius of the contact, the flat-wall geometry j would be assumed to have an
infinite radius, so the effective radius Rij would simply be equal to Ri. Additionally, it will be
assumed the motion (or lack of motion) of a geometry will not be affected by interactions with
particles. For instance, when a particle collides with a stationary geometry, the geometry
will remain stationary.
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6.3.3 Particle Motion
The motion of each particle in the granular media is calculated using dynamics equations
derived from Newton’s second law. The translational motion of the particle i is governed by
the following two equations
Fi = miai = mi
d2xi
dt2
(6.24)
vi =
dxi
dt
(6.25)
where xi, vi, and ai are the vectors for the position, velocity, and acceleration of particle i.
Fi is the sum of all the forces acting upon particle i, and it is assumed that the forces act
on the center of mass of the particle.
Fi = Fi,contacts + Fi,gravity + Fi,other (6.26)
Fi,contacts is the summation of direct contact forces between particle i and other objects.
Fi,contacts =
N∑
j=1
Fij (6.27)
where N is the number of objects in contact with particle i and Fij represents the contact
force between particle i and object j. The gravitational force acting on particle i is given by
Fi,gravity = mig (6.28)
where g is the gravity acceleration vector. Other forces may act upon particle i, such as
forces from the surrounding fluid, electrostatic forces, or other external forces. These forces
could also be included in the sum of the forces Fi, but they will not be discussed in this
report.
For rotational motion, the particle i is governed by the following two equations
Ti = Iiαi = Ii
d2θi
dt2
(6.29)
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ωi =
dθi
dt
(6.30)
where θi, ωi, and αi are the vectors for the orientation, angular velocity, and angular
acceleration of particle i. Ti is the sum of all the torques acting upon particle i.
Ti = Ti,contacts =
N∑
j=1
Tij =
N∑
j=1
hij × Fij (6.31)
Ti,contacts is the summation of the torques caused by the contact forces between particle i
and other objects. Recall that hij is the vector from the center of particle i to the contact
point with object j.
A contact model is used to approximate the force Fij between a particle i and an object
j in contact. Many contact models approximate the forces using a system of springs and
dampers. There is no general consensus on what is the “best” contact model, and contact
models can vary in accuracy and computational expensiveness based on the application.
The EDEM user guide (2010) describes several contact models, and two of the models,
Hertz-Mindlin (no slip) and linear spring, will be described in this section. The EDEM user
guide (2010) refers users to Tsuji et al. (1992) and Di Renzo and Di Maio (2004) for more
information about these two contact models. It should be noted that while the same notation
from Subsection 6.3.2 will be used to describe the contact models in this Subsection, there
is not sufficient information in the EDEM user guide (2010) to state conclusively whether
the same definitions are used in the EDEM program. For example, the definition for δt in
Equation (6.21) may not be the definition for δt used in EDEM.
Hertz-Mindlin (no slip) contact model
The Hertz-Mindlin (no slip) contact model is the default choice in EDEM. It is a non-
linear model based on the theory of Hertz, according to which the normal repulsion force
of deformed particles depends on the compression length, δn, to the 3/2 power, and the
work of Mindlin and Deresiewicz (1953), which explored elastic frictional contact between
two identical spheres in the tangential direction, subjected to varying normal and tangential
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forces. The model approximates the contact mechanics with a spring in parallel with a
dashpot for both the normal and the tangential directions. The normal repulsive force
between particle i and object j, Fn,ij, is given by
Fn,ij = −
(
kn,ijδ
3
2
n,ijnij + cn,ijvn,ij
)
(6.32)
where kn,ij represents the spring stiffness between particle i and object j,
kn,ij =
4
3
Eij
√
Rij (6.33)
and cn,ij represents the damping coefficient.
cn,ij = 2
(
5
3
mijEij
) 1
2
(Rijδn,ij)
1
4
ln eij√
ln2 eij + pi2
(6.34)
The damping allows the model to approximate the energy dissipation that occurs in actual
collisions. The coefficient of restitution, eij, is the ratio of the speed of separation,
∣∣vsepij ∣∣, to
the speed of approach,
∣∣vappij ∣∣, in a normal collision between particle i and object j, and eij
has a range of [0,1].
eij =
∣∣vsepi,n − vsepj,n ∣∣∣∣vappi,n − vappj,n ∣∣ (6.35)
The tangential force between particle i and object j is also modeled as a spring-damper
system
Ft,ij,spring-damper = − (kt,ij |δt,ij| tij + ct,ijvt,ij) (6.36)
where kt,ij represents the spring stiffness
kt,ij = 8Gij
√
Rijδn,ij (6.37)
and ct,ij represents the damping coefficient.
ct,ij = 4
(
5
3
Gijmij
) 1
2
(Rijδn,ij)
1
4
ln eij√
ln2 eij + pi2
(6.38)
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However, the spring-damper system is limited by the assumption that no sliding or “slip” will
occur between materials in the Hertz-Mindlin (no slip) contact model. With this assumption,
the maximum tangential force that can be applied is given by
Ft,ij,static = −µs |Fn,ij| tij (6.39)
where the static coefficient of friction, µs, is a scalar value used to determine the amount of
force required before an inert object of a given material i, at rest on another known material
j, is put into motion. To satisfy the no slip condition, it is assumed that µd = µs, where µd
is the dynamic coefficient of friction, and the tangential force actually applied in a collision
is given by
Ft,ij = −min(|Ft,ij,spring-damper| , |Ft,ij,static|)tij (6.40)
Linear Spring contact model
The linear spring contact force model in EDEM is based on the work by Cundall and Strack
(1979) and utilizes Hooke’s law of linear force-displacement. The normal force, Fn,ij, between
a particle i and object j in contact is modeled as a linear spring with stiffness kn,ij in parallel
with a dashpot with coefficient cn,ij as such
Fn,ij = − (kn,ijδn,ijnij + cn,ijvn,ij) (6.41)
The stiffness can be calculated as
kn,ij =
16
15
R
1
2
ijEij
15mijv2char
16R
1
2
ijEij
 15 (6.42)
where vchar is a user input called the characteristic velocity. Users are supposed to estimate
the value for the maximum speed in the system and assign it to vchar. The damping can be
calculated as
cn,ij =
√√√√ 4mijkn,ij
1 +
(
pi
ln eij
)2 (6.43)
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Note that when the collisions are completely elastic (eij = 1), there is no damping (cn,ij = 0).
The tangential force, Ft,ij, can be approximated using the same parallel spring-dashpot
system described for the Hertz-Mindlin model.
Rolling friction
In addition to the forces from the contact models described above, when a particle is rolling
on another object, a torque from rolling friction can be applied to the particle. Rolling
occurs when there is no slip at the contact point between two objects, and the contact point
changes as the objects rotate with respect to each other. Rolling friction provides modelers
with a means of approximating the dissipation of energy that occurs in real systems with
rolling. As with the contact models in this subsection, several models approximate the
phenomenon of rolling friction, and there is no generally accepted model. For example,
Zhou et al. (1999) explore two equations, (6.44) and (6.45), that describe rolling friction in
the context of quasi-static6 DEM simulations
Tij = −µr |Fn,ij| ωˆi (6.44)
Tij = −µ′rvω,ij |Fn,ij| ωˆi (6.45)
where µr is the rolling coefficient for Equation (6.44) and has units of length (m), µ
′
r is the
rolling coefficient for Equation (6.45) and has units of s/rad, vω,ij is given by
vω,ij = |ωj ×Rj − ωi ×Ri| (6.46)
and ωˆi is the unit vector of particle i’s rotation direction
ωˆi =
ωi
|ωi| (6.47)
The numerical results from Zhou et al. (1999) appear to favor the angular velocity inde-
pendent expression in Equation (6.44) because particles formed a stable pile in a reasonable
6forces or displacements vary slowly with time
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amount of time as compared with the longer stabilization time that resulted from the use of
the angular velocity dependent expression in Equation (6.45). In later publications, Zhou et
al. no longer suggest the use of angular velocity dependent rolling friction models (Zhou et
al., 2001 and 2002). However, Khan and Bushell (2005) show that Equation (6.45) is incom-
plete because the definition of vω,ij (Equation (6.46)) has the potential for cancellation and,
consequently, does not predict rolling friction in all cases when rolling friction is expected to
be present. Thus, Khan and Bushell claim that it is premature to dismiss angular velocity
dependent rolling friction models and that such models should be further explored. One
such model that could be investigated was presented by Brilliantov and Po¨schel (1998)
Tij = −µ′r |Fn,ij|Riωi (6.48)
The EDEM user guide (2010) describes a rolling friction model with a dimensionless
coefficient of rolling friction µr
Tij = −µr |Fn,ij|Riωˆi (6.49)
The coefficient of rolling friction (µr,Zhou) from Equation (6.44) can be related to the coeffi-
cient (µr,EDEM) from Equation (6.49) through the following equation
µr,Zhou = Riµr,EDEM (6.50)
Thus, the coefficient from Equation (6.49) is particle radius independent, while the coefficient
from Equation (6.44) appears to depend on the particle radius.
6.3.4 Time Integration
Various time integration schemes can be used to solve Equations (6.24), (6.25), (6.29), and
(6.30). Dzˇiugys and Peters (2001) list five criteria for a “good” integration scheme for DEM
programs.
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1) It should be stable
2) It should satisfy the required accuracy
3) It should satisfy principles of energy and momentum conservation
4) It should not require excessive memory
5) Time-consuming calculation of the interparticle forces should be carried out to the mini-
mum possible extent - ideally once per time step
Moin (2001) describes several general integration schemes and discusses accuracy and stabil-
ity in depth. Dzˇiugys and Peters (2001) review several schemes that have been implemented
in DEM simulations. To illustrate how the integration schemes are used, a few of the schemes
will be discussed below.
The simplest one-step scheme of integration is the first-order7 Euler’s scheme:
x (t+ ∆t) = x (t) + v (t) ∆t
v (t+ ∆t) = v (t) + a (t) ∆t
(6.51)
The first-order Euler’s scheme is easy to implement and does not require additional memory,
but it lacks accuracy.
A second-order scheme based on Taylor expansion gives improved accuracy:
x (t+ ∆t) = x (t) + v (t) ∆t+ 1
2
a (t) ∆t2
v (t+ ∆t) = v (t) + a (t) ∆t
(6.52)
The second-order Adams-Bashforth scheme also provides greater accuracy than the first-
order Euler’s scheme:
x (t+ ∆t) = x (t) + 1
2
[3v (t)− v (t−∆t)] ∆t
v (t+ ∆t) = v (t) + 1
2
[3a (t)− a (t−∆t)] ∆t
(6.53)
However, this scheme infringes on the fourth criterion above because it requires more memory
to store the velocity and acceleration values from the previous time step.
7The order refers to the accuracy. See Moin (2001) for more information.
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A widely used scheme in DEM models, initially proposed by Cundall and Strack (1979),
is the second-order central difference scheme:
v (t+ ∆t/2) = v (t−∆t/2) + a (t) ∆t
x (t+ ∆t) = x (t) + v (t+ ∆t/2) ∆t
(6.54)
In the central difference scheme, the velocities and positions are calculated for time steps
which are ∆t/2 apart.
The above schemes are explicit, so if the time step were to be too large, a system using one
of these schemes could become unstable, which would be a violation of the first criterion.
An implicit scheme would avoid the stability issues of explicit schemes, but an implicit
scheme would also require more than one calculation of the interparticle forces per time
step, which violates the fifth criterion. Similarly, the fourth-order Runge-Kutta can achieve
greater accuracy, but it also violates the fifth criterion because it requires four evaluations
of inter-particle force per time step.
Once the integration scheme has been chosen, users must be judicious in their choice of
time step. A time step that is too long can produce erroneous results because excessive
overlapping may occur that causes unreasonably large forces or the simulation completely
missing contacts altogether. On the other hand, a time step that is too short will unneces-
sarily waste computational resources8. Additionally, if an explicit scheme is utilized, users
must choose a time step that is sufficiently small to ensure the time integration is stable.
Consequently, many researchers have attempted to define guidelines for selecting a time step
given various time integration schemes (O’Sullivan and Bray, 2004; Kruggel-Emden et al.,
2008).
The EDEM user guide (2010) provides the Rayleigh time step as one way of approximating
an appropriate time step:
trayleigh =
piR
(0.1631ν + 0.8766)
√
ρ
G
(6.55)
The Rayleigh time step represents the time it takes for a shear wave to propagate through
8See Subsection 6.4.2 for further discussion of computing time.
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a solid particle. Thus, an appropriate time step for the simulation should be some fraction
of the Rayleigh time step. The EDEM user guide (2010) suggests choosing a time step
between 5% and 40% of the Rayleigh time step to ensure a stable simulation for quasi-static9
simulations. Since different particle materials can exist within the same simulation, the
combination of properties that give the minimum value for the right-hand side of Equation
(6.55) is considered the Rayleigh time step, and a fraction of that value is recommended for
the fixed time step in the simulation. Li et al. (2005) contains a more in-depth discussion of
Rayleigh waves.
In addition to the critical time step for stability reasons, DEM model users must consider
the total time of contact. The simulation time step must be considerably less than the
contact duration in order to produce an accurate integration of the particle states. For the
Hertz-Mindlin contact model, the EDEM user guide (2010) provides the following calculation
from Hertz theory of elastic collision to compute the total time of contact:
tcontact = 2.87
(
m2ij
RijE2ij |vij|2
) 1
5
(6.56)
The EDEM user guide then states that “at least six contact points should occur (though
ten is more desirable) - three during approach and three during separation” in order to “get
a good numerical integral.”
For the linear spring contact model, the total contact time is calculated as:
tcontact =
pi√
kn,ij
mij
(
β2
1+β2
) (6.57)
where β is a constant:
β =
pi
ln eij
(6.58)
The EDEM user guide (2010) recommends that users choose a time step value about 5–10%
of the contact time for accurate results when using the linear spring contact model.
9Quasi-static means the forces and displacements vary slowly with time and give the appearance of being
static.
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Note that the coefficient of restitution can vary from 0 to 1, but both of the extreme cases
will cause problems for Equation (6.57). When e = 1, there will be a zero in the denominator
for the calculation of β, and when e = 0, the natural log is undefined. Thus, a developer
using this contact equation would have to create special instructions to handle these cases or
use a variation of the equation that will better handle these extreme cases. For the special
instructions, the developer could use limits to determine how to calculate the contact time
in these two extreme cases. A constant, γ, could be defined such that:
γ =
β2
1 + β2
(6.59)
Using the following two limits, one can assume that γ = 1 when e = 1:
lim
e→1
β =
pi
ln e
=∞ (6.60)
lim
β→∞
γ = 1 (6.61)
Note that through a similar process, one could find that γ = 0 when e = 0, and γ = 0 suggests
an infinite contact time. Since e = 0 represents a perfectly inelastic collision in which the
particles would remain stuck together, an “infinite” contact time would be expected if the
particles remained undisturbed after the collision. For all other values of the coefficient of
restitution inside the valid range (0,1), γ will also be in the range (0,1), with γ increasing
as e increases. Thus, the minimum contact time for a linear spring contact model will occur
when e = 1.
6.4 Benchmarks
As discussed in Section 4.5.2, benchmarking is a good practice that gives developers and
users a chance to check computational models with reality. Ideally, they will be able to
compare their models’ results with the results of physical experiments. However, when
experimental comparisons are not feasible, they should at least try to minimize the likelihood
that nonphysical or unexpected behaviors occur when applying the models. Benchmarks of
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this kind may specify that particular behaviors should or should not occur in the models.
For DEM models, users should perform physical experiments to determine suitable accu-
racy ranges for the results of their models, when possible. Additionally, they should specify
what behaviors they expect to occur and what behaviors they do not expect, and should
then make sure that the model performs as expected. For example, if a user “turns off”
damping in the model by setting the coefficient of restitution to one and any dissipative
parameters, such as friction coefficients, to zero, the user should expect the model to more
or less conserve energy. The energy may not remain exactly constant because of rounding
errors and other approximations in the integration, but one would hope that the total energy
in the model would remain relatively constant under appropriate conditions. This section
covers benchmarks that DEM model users can use to check the validity of their simulations,
along with examples that demonstrate how to make use of the benchmarks.
6.4.1 Benchmark 1: Particle Generation
In early runs of the base simulation in EDEM, a height of 200 mm was used for the container
instead of 400 mm because the experimental results in Zhou et al. (2002) used a container
with a height of 200 mm, above the platform. A first-order estimate of the expected height of
the packed particles was used to check if the correct number of particles had been generated.
Specifically, assuming that the 10 mm diameter spherical particles were instead cube-shaped
with sides of 10 mm and perfectly packed into the 400×40×200mm container, the cubes
would fill the container to a height of 120 mm with some spillover to 130 mm. Since the
spherical particles have less volume than the hypothetical cube-shaped particles, it would
not be completely unreasonable to think that the spherical particles may have a final packed
height less than 120–130 mm. Thus, when the initial simulations had an eyeballed packed
height of about 100 mm in the container, the number of particles actually generated was not
checked, and several more simulations were run. When it was later noticed that Zhou et al.
(2002) had filled the container to a height of 150 mm in their experiments, the number of
generated particles was investigated, and it was discovered that not all of the desired 2000
particles were being generated in the simulations. As it turned out, the imperfect packing of
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the spherical particles caused the height to be greater than the approximated 120–130 mm
after settling. Consequently, many simulations that were previously believed to have been
completed had to be redone.
The wasted time and additional work from the above situation could have been avoided
if the following benchmark had been followed: users should make sure that the DEM model
actually generates the desired number of particles. One may wonder why such a benchmark
is necessary. If the particle-generating volume is large enough to contain the desired number
of particles, why would a DEM model not generate the desired number? When particles are
randomly placed, there is a possibility that some particles could overlap with other particles.
As mentioned in Section 6.3, overlap between particles creates a repelling force between the
particles due to the contact models. The contact models are meant to handle only relatively
small overlaps, and the overlaps resulting from the random placement would generally create
unreasonably large repelling forces that would send the particles flying away from each other
at great speeds. Thus, DEM models generally restrict particle placements so that they do
not overlap with other particles when they are first generated. Given this restriction, it
becomes a matter of probability as to whether or not an attempted particle placement will
overlap with an existing particle.
Some users may want DEM models to continue attempting to place particles until all of
the specified particles have been placed. However, it may not be possible if the particle-
generating volume is too small, and consequently, such a model would run on an infinite
loop, unable to place the specified number. Thus, some DEM models may include a feature
that allows users to specify the maximum number of times the model should attempt to
place a particle before it gives up on that particle and moves on to the next particle it needs
to generate. This feature prevents the particle generation stage from taking too long and
from entering an endless loop. Nevertheless, inexperienced users may not comprehend what
is meant by the “maximum attempts to place particle,” as one of EDEM’s inputs states, so
they may ignore the input, leave the default value, and assume that the number of particles
they specified will be generated. Even experienced users may fail to realize that the model
did not generate the desired number of particles if the difference between actual and desired
numbers is relatively small. Thus, all users should make a point of ensuring that the number
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of particles actually generated satisfies their requirements.
EDEM makes it simple for users to perform this benchmark test. In the Simulator win-
dow, EDEM offers a data browser called “Solve Report” that supplies users with several
important pieces of information, such as the total number of particles created, attempted
particle regenerations, failed particles, removed particles, and particles currently in the sim-
ulation, among other useful quantitative data. However, it is recommended in the EDEM
documentation and electronic help information that users close the browser during simu-
lations as a way to speed up the simulations. Consequently, when users close the browser
before or during simulations, they may forget to reopen the browser to check the reported
results after the simulation has concluded. Instead, users may skip the “Solve Report” and
move directly on to the Analyst window, and as a result, may never ensure that the number
of particles actually generated by the model matches the number they specified.
A set of simulations were performed to demonstrate how the number of actually gener-
ated particles is affected by the relative particle-generating container size and the specified
maximum number of attempts to place particles. Table 6.3 provides the particle parameters
for the simulations. Note that material properties should not affect the particle generation
stage, so they have not been included. As shown in Table 6.4, the investigation examined
three container sizes and three values for the maximum attempts to place particles. As one
would expect, the number of generated particles increased as the container size increased and
as the maximum attempts to place increased. Once again, using the previously described
and poorly conceived perfectly packed, cube-shaped particle estimation technique, all 1000
of the desired number of particles should, in theory, be able to fit within the 10×10×10 cm
container. However, in practice, EDEM generated only about half of the desired number of
particles for the 1000 cm3 container, depending on the maximum attempts value.
None of the nine simulations generated the desired number of particles, but predictably, the
simulation with the largest container and the most maximum particle placement attempts
came the closest with a total of 998 particles generated. Figure 6.4 shows the simulation
with the 10×10×20 cm container and 1000 maximum attempts to place particles, after the
998 particles that were generated had the opportunity to fall and settle into the container.
The red highlighted area represents the size of the 10×10×10 cm generating container in the
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first set of simulations. Once the 998 particles stabilized into a random settled configuration,
the particles nearly fit within the volume of the first container.
Note that the reported results in Table 6.4 show only a single run of each configuration.
The investigation for this benchmark is qualitative, so the specific numbers are not impor-
tant, only the relative magnitudes of the numbers. If a user wants more quantitative results,
such as the average number of particles generated for each configuration, the user would need
to do several runs of each configuration and perform an appropriate statistical analysis.
Ultimately, users have a responsibility to ensure that the DEM models they use actually
generate the number of particles they desire. They should not blindly assume that the
models will automatically generate the number of particles they expect. It should also be
noted that users do not need to wait for the conclusion of the simulation to perform this
benchmark check because the number of generated particles can be checked as soon as the
initialization stage is over. For simulations that continually generate particles, users can
periodically check to ensure that particles are being generated at a sufficient rate.
6.4.2 Benchmark 2: Time Step
As mentioned in Subsection 6.3.4, it important to select an appropriate time step for DEM
simulations. Dzˇiugys and Peters (2001) list two main criterion for choosing an appropriate
time step: (1) the time step must be sufficiently small to ensure a stable numerical scheme
of time integration, and (2) the time step must be considerably smaller than the contact
time, tcontact. The EDEM user guide (2010) presents equations (Equations (6.55), (6.56),
and (6.57)) that enable users to check both criterion; however, the program itself displays
only the Rayleigh time step in the EDEM Simulation window in which users select the time
step. Consequently, users may consider only stability as they choose the time step size.
For this benchmark, a micro-scale investigation involving only two particles is suggested
because such a simulation will have a significantly reduced computational cost as compared
with a large-scale simulation with thousands or even millions of particles. Users should
input the parameters that they intend to use in their large-scale simulations, and then they
should place two particles a short distance apart from each other. In the example of this
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benchmark, input parameters from Table 6.2 were used, and two identical “soft” particles
were placed at the xyz-coordinates of (0.3, 0, 0) and (−0.3, 0, 0). Users should estimate the
maximum speed that a particle will reach in the large-scale simulations. Then, the users
should give each particle a velocity with a magnitude of the estimated maximum speed and
a direction such that the particles will move directly towards each other, as shown in Figure
6.5. In the example, both particles have been assigned a speed of 20 m/s.
This scenario of two particles colliding at maximum speed minimizes possible contact time.
For the Hertz-Mindlin contact model, the contact time of two colliding particles, calculated in
Equation (6.56), is inversely related to the magnitude of the relative velocity of the particles.
Thus, the contact time decreases as the magnitude of the relative velocity of the particles
increases. The contact time will be minimized when the magnitude of the relative velocity
is maximized, and the magnitude of the relative velocity is maximized when two particles
approach each other directly with the maximum speed of particles in the system.
For the linear spring contact model, the contact time calculated by Equation (6.57) does
not depend on the relative velocity, but it does depend on the characteristic velocity, vchar,
from the stiffness term, kn,ij (Equation (6.42)). Recall that the characteristic velocity is
simply a user input that estimates the maximum speed in the system. As the characteristic
velocity increases, the contact time decreases for a collision governed by the linear spring
contact model. Once the characteristic velocity is set, changes in the relative velocity of
colliding particles do not change the contact time. Changes in the coefficient of restitution
do affect the contact time for the linear spring contact model though, and the contact time is
minimized when e = 1, as shown in Subsection 6.3.4. Ultimately, the contact time for either
contact model in this benchmark depends on the user’s estimate of the maximum speed of
particles in the system.
In the example problem, the linear spring contact model was used. Also, gravity was set to
zero so that the only energy in the system would be kinetic or spring potential. As mentioned
earlier, EDEM users may be inclined to consider only the Rayleigh time step criterion of
5–40% of the minimum value of the right-hand side of Equation (6.55) because while the
program displays the calculated Rayleigh time step, it does not display a contact time
calculation for users. Thus, if only the Rayleigh time step criterion were to be considered,
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a time step of 1 × 10−4 sec would be appropriate because it is 29.5% of the Rayleigh time
step for the given input parameters. With a coefficient of restitution of one, e = 1, energy is
expected to be conserved in the collision. However, as Figure 6.6 shows, when the simulation
was run with a time step of 1 × 10−4, the two particles were in contact only for five time
steps10, and the collision created energy. According to Table 6.5, the system contained 8.1%
more energy after the collision, and such an increase in energy deviates significantly from
the physical system. Table 6.5 also shows that the time step choice of 1×10−4 sec was 17.7%
of the estimated contact time, so the time step did not satisfy the guidelines provided by
the EDEM user guide (2010) that suggests an upper limit of 10% of the contact time for
the time step. Thus, it appears that users cannot rely solely upon the Rayleigh time step
criterion and expect sufficient accuracy for all simulations.
In the example problem, the time step was then reduced by a factor of ten to 1 × 10−5
sec. Figure 6.7 shows a much smoother integration, and Table 6.5 states that the system
experienced an increase of energy of only 0.077%. While there should be no increase in
energy (or decrease for that matter) with e = 1, the magnitude of the increase in energy was
relatively small for the 1×10−5 sec time step. Given the errors involved with approximations
in the model, such as the approximation of the sizes and shapes of the actual particles in
the bulk system, the error introduced by the integration seems reasonable with a time step
of 1× 10−5 sec for this example.
Note that a time step of 1×10−5 sec is only 2.95% of the Rayleigh time step and 1.77% of
the estimated contact time (Table 6.5). As mentioned in Subsection 6.3.4, the EDEM user
guide (2010) suggests lower ranges of 5% for both the Rayleigh time step and the contact
time. The author speculates that these lower ranges are recommended not for accuracy
purposes but as a way to reduce the computational cost of the simulations because DEM
simulations can be very computationally expensive. To give an idea of the difference that
a time step can make on the computational cost, consider the base simulation described in
Section 6.2. When a time step of 1 × 10−4 sec was used, it would take approximately 6
minutes to simulate the 20 second settling period after the side outlets were opened. With
a time step of 1 × 10−6 sec, the same 20 second settling period would take about 20 hours
10Each dot represents a discrete point in time during which the states of the particles were updated.
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to simulate. The significant increase in computational cost did not appear to provide a
discernible benefit though, as both time steps produced similar profiles, as shown in Figure
6.8.
To investigate smaller time steps more precisely, the two colliding particles were also
simulated using time steps of 1×10−6 sec and 1×10−7 sec. The results are shown in Figures
6.9 and 6.10 and Table 6.5. The smaller time steps further reduced the time integration error,
as the time step of 1 × 10−6 sec increased the energy in the system by only 0.0007%, and
the step of 1× 10−7 sec had no error based on the number of digits stored by EDEM for the
particle states. As Table 6.5 shows, these time steps were significantly below the 5% lower
limits for the Rayleigh time step and contact time, but the results became more accurate as
the results converged to the actual solution of the integration problem. The results of this
investigation agree with the speculation that the EDEM user guide recommends 5% lower
limits to prevent users from experiencing unnecessarily long simulation times because the
computational time is inversely proportional to the time step size.
Ultimately, decreasing the time step size should generally increase the integration accuracy.
However, decreasing the time step also significantly increases the computational cost of the
simulation. Some users may need to take into account how long simulations may affect others.
Users may utilize the communal computing resources of supercomputers, or research groups
may have limited numbers of licenses for commercial programs. In these cases, the users
should be careful to not monopolize such limited resources by trying to identify the largest
time step that will still provide sufficient accuracy for their applications. In the end, users
must consider their circumstances and make a choice between accuracy and computational
cost as they choose the time steps for DEM simulations.
The upper limits of 40% for the Rayleigh time step and 10% for the contact time recom-
mended by the EDEM user guide can be viewed as rules of thumb for DEM simulations.
However, as one interviewed DEM expert user declared, users need to know when a rule of
thumb does not work. Nonetheless, the expert pointed out that the rules provide users with
a place to start in terms of choosing a time step. The expert also indicated a preference
for starting with a time step that is 30% of the Rayleigh time step rather than 0.1%, likely
because of the significant increase in computational cost associated with such a low time
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step for simulation of large particulate systems.
Benchmark 2 provides users with a method of investigating the appropriateness of a time
step for a given set of simulation conditions on a small-scale that has significantly less
computational cost than a large-scale simulation. A coefficient of restitution of one (e = 1)
is not necessary for the benchmark, but for simulations with e = 1, users should be able to
more easily identify poor time step choices since energy should be conserved. Users can also
substitute a geometry for one of the particles in the collision to investigate particle-geometry
interactions. Users should keep in mind that the Rayleigh time step calculation does not
account for the material properties of geometries. Additionally, it is uncertain if errors in
the integration of particle collisions will accumulate or generally cancel out in large-scale
simulations.
6.4.3 Benchmark 3: Particle Stabilization
When a user generates particles inside of a stationary container in simulation with damping
and friction, the user should expect the particles to stabilize11 within a reasonable and finite
amount of time. For example, Figures 6.12 and 6.13 show the average rotational kinetic
energy and the average translational kinetic energy of the base simulation when the side
outlets are not removed. These two figures show that the particles stabilize in a reasonable
amount of time, less than one second.
Sometimes, though, particles will not stabilize within a reasonable amount of time. When
the base simulation’s rolling friction coefficients are adjusted so that µr,pp = 50 and µr,pw =
100, the particles still move after ten seconds of simulation. Figure 6.14 shows that the
particles have varying rotational velocities over the ten seconds of the simulation, and the
magnitudes of the rotational velocities are unreasonably large (the average is approximately
430 rad/s after ten seconds).
The particles fall to the bottom of the container after being generated, as expected, but the
particles do not stabilize and become static as real particles do. Instead, the particles appear
to make small, quick, irregular, and seemingly random movements during the simulation.
11The particles reach a state of no motion.
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The three screenshots shown in Figure 6.15 illustrate the instability of the particles; in
particular, the particle in Figure 6.15c that “jumps” seemingly out of nowhere definitively
shows that the particles are not static 3.74 seconds into the simulation. One interviewed
DEM expert described this behavior as jittering, and this term will be used for the rest of
the chapter to describe such behavior.
This jittering behavior is clearly nonphysical for inanimate objects. Therefore, DEM users
should try to ensure that such behavior does not occur in their simulations. For simulations
in which particles should become static, users may be able to visually detect the jittering
behavior. However, a more reliable method of checking for stability would be to confirm that
the rotational and translational kinetic energies of the simulation have converged to zero, as
in Figures 6.12 and 6.13.
For completely dynamic simulations in which particles are expected to be in motion
throughout the simulations, users will likely be unable to detect the jittering behavior
through visualizations or graphs. Therefore, when users plan to do completely dynamic
simulations, they should first test out the input conditions in a simulation in which the
particles should become static so that they can detect the nonphysical phenomenon. For ex-
ample, if a user plans to do a rotating drum simulation, the user could first run a simulation
in which the particles settle inside of a non-rotating drum.12
6.4.4 Benchmark 4: Nonphysical Energy Creation
In DEM simulations, a particle may have gravitational potential energy (PEi,gravity), as well
as translational and rotational kinetic energy (KEi,trans and KEi,rot). For spherical particles,
these energies can be calculated as follows
PEi,gravity = migzi (6.62)
KEi,trans =
1
2
mi |vi|2 (6.63)
12Video of the jittering behavior is available upon request. The entire file of the particle stabilization
simulation was very large, so only the first 0.1 seconds of the simulation was saved and will be available
upon request. However, the full 10 seconds of the video can be reproduced by running the simulation for 10
seconds.
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KEi,rot =
1
2
Ii |ωi|2 (6.64)
where zi represents the height of the particle above the “ground” of the simulation. Addi-
tionally, particles may store elastic potential energy as they deform in collisions. In DEM
models, collisions are modeled with springs, and the energy stored during a collision can be
calculated as spring potential energy PEij,spring. In the case of linear springs
PEij,spring =
1
2
kn,ijδ
2
n,ij +
1
2
kt,ij |δt,ij|2 (6.65)
The total energy TE of a system of particles consists of the sum of the energy of each particle
and the stored energy from collisions.
TE =
N∑
i=1
(
PEi,gravity +KEi,trans +KEi,rot +
N∑
j=i+1
PEij,spring
)
(6.66)
By the law of conservation of energy, energy cannot be created within a system of particles,
but energy can be introduced to the system of particles through external forces, such as a
moving geometry that transfers energy to the particles. Energy in the system of particles can
be “lost” when particles collide as energy is converted to heat and sound. This dissipation
of energy is modeled through damping in the springs and friction. The total energy of a
system of particles should either remain constant or dissipate over time if no external forces
are introducing energy into the system. For instance, Figure 6.17 shows the average total
energy13 of a particle in the well-behaved system of the base simulation when the side outlets
are not removed. The total energy in the system gradually dissipated and eventually became
constant as the particles settled to the bottom of the container.
If the total energy of a system of particles increases without external forces acting upon
the particles, then the model is creating energy in a nonphysical manner. The jittering
behavior described in the previous benchmark represents an example of nonphysical energy
creation. Figure 6.18 shows that the average total energy of a particle in the system started
below 0.004 J but soon shot up to over 0.04 J and eventually fluctuated around 0.004 J. The
13The total energy calculated by EDEM does not include spring potential energy.
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only differences between this jittering simulation and the base simulation are the increases to
the rolling friction coefficients and the randomly generated initial positions of the particles.
Thus, for the jittering simulation, the rolling friction forces appear to have created energy
instead of dissipating energy as friction forces are meant to do.
For another example of nonphysical energy creation, all of the base simulation conditions
were used except the time step was changed to 5×10−4 sec (85% of the Rayleigh time step).
With the inappropriate time step, the model allowed the overlaps to become too large. As a
result, artificially large spring potential energies were created during collisions, and particles
were repelled from each at great speeds as unrealistically large forces acted upon them. The
high-speed particles then had a greater chance of overlapping too much with other nearby
particles, and it became a kind of domino effect in which the nonphysical energy creation
spread throughout the system of particles. The domino effect gives the visual impression of
an “explosion,” and Figure 6.19 shows the early stages of the explosion that occurred in the
lower left hand corner of the simulation.
Figure 6.20 shows the total energy of the system of particles was relatively constant
for almost 0.1 sec, and then the total energy increased dramatically when the “explosion”
occurred. Many particles acquired speeds so large that the particles would travel through the
container geometry during a time step and subsequently exit the domain of the simulation14.
EDEM does not keep track of particles that leave the domain of the simulation, so the removal
of these particles from the system explains the reduction in the total energy of the system
of particles shown in the graph. After one second of simulation, only 35 of the initial 2000
particles remained in the domain, and many of these particles were still in motion.
To check for nonphysical energy creation in a DEM simulation, users should try to ensure
that the total energy of the system of particles is either constant or dissipating as the
simulation moves forward in time. If a simulation involves particles being continuously
generated and/or particles exiting the domain, it may be more difficult to monitor the total
energy in the system, so users are advised to run a modified version of the simulation in
which particles are not continuously generated and the domain is closed to enable users to
14Not all of particles that left the domain traveled through the container geometry. The top of the
container was left open, so particles could also exit through the top of the container.
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be able to more easily check for nonphysical energy creation. Additionally, as mentioned
before, moving geometries can introduce energy into the system of particles, so users should
also keep geometries stationary as they check for nonphysical energy creation.
Finally, EDEM users should keep in mind that EDEM does not include the spring potential
energy in its total energy calculations. For example, Figure 6.10 is supposed to display the
total energy of a particle in a head-on collision, but it actually displays only the kinetic energy
of the particle because EDEM does not include spring potential energy15. The exclusion of
spring potential energy may make it difficult for users to determine if nonphysical energy
is being created in the system of particles because as the stored spring potential energy
is transformed back into kinetic energy, it can give the appearance of nonphysical energy
creation.16
6.4.5 Benchmark 5: Conservation of Particles
As mentioned in Subsection 6.4.4, particles may travel through physical geometries. Such
behavior is nonphysical because the geometries should be impassable. Figure 6.21 shows
an additional example of particles passing through geometries, as the particles are falling
through the floor of the container. In this simulation, the base simulation configuration
was used, but the simulation used incorrect values for the mass, volume, and moments of
inertia of the particles. After an EDEM user inputs the density and radius of a particle
set, the user must click the “Calculate Properties” button shown in Figure 6.22, and then
EDEM calculates the appropriate values for the five properties shown in the screenshot:
mass, volume, and moments of inertia. If the user changes either the value of the density or
the radius of the particle set, the user must click the “Calculate Properties” button again
before running a simulation in order to update the particle properties.
For the simulation shown in Figure 6.21, the “Calculate Properties” button was clicked
when the radius was set to 0.05 m. Then, the radius was changed to 0.005 m, as specified
for the base simulation (Table 6.1). However, the “Calculate Properties” button was not
15There is no gravitational potential energy in the head-on collision simulations because there was no
“ground” in these simulations.
16Video of the “explosion” of particles is available upon request.
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clicked again to update the other particle properties, and EDEM used the incorrect values
for the mass, volume, and moments of inertia of the particles. Consequently, the particles
were significantly more massive than intended (1000 times more), and the springs meant
to repel the particles when they came into contact with the floor could not provide enough
force to counteract the momentum of many of the falling particles, especially when particles
experienced forces from above as particles fell onto particles at the bottom of the container.
After one second of simulation, only 89 particles remained in the container.
As described before, particles disappear from a simulation once they leave the domain of
the simulation. Users may intend for particles to leave the simulation when the system is
open and the particles have a clear path to leave the domain. In closed systems, however,
particles are completely enclosed by geometries, and particles are not expected to disappear.
Users should check their simulations to ensure that particles are not disappearing in unin-
tended manners. As mentioned in Benchmark 1, EDEM users can find the total number of
particles currently in a simulation and the number of particles that have been removed from
a simulation by looking at EDEM’s Solve Report. Thus, it should be easy for users to check
for particle conservation in closed systems. For open systems, it may be more difficult for
users to detect unintended disappearances, such as particles traveling through geometries.
For these simulations, users could add geometry boundaries to make the systems closed and
then test the closed systems with the same parameter configurations and similar particle
velocities to check for particle conservation.17
6.4.6 Summary
This section described five benchmarks that DEM model users can use to test their model
configurations for nonphysical behaviors. Users should make certain that their models gen-
erate the desired quantities of particles. Users should also ensure that they have chosen
appropriate time steps, and they should check for nonphysical behaviors. Nonphysical be-
haviors that may occur in DEM models include, but are not limited to, failure of the particles
to stabilize, energy creation, and unintended particle disappearances. Simulation configura-
17Video of the particles falling through the floor is available upon request.
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tions that pass these benchmarks are not guaranteed to be accurate with respect to reality,
but for those simulation configurations that do pass these benchmarks, users can be more
confident that the models are running properly and that the nonphysical phenomena de-
scribed above are not occurring in their simulations.
6.5 Discussion of Other Responsible Conduct Practices with DEM
Models
This section highlights additional issues that DEM modelers should be aware of in order to
responsibly use DEM programs.
6.5.1 Verification & Validation
DEM modelers face a difficult challenge in validating their models because of the vast number
of variables involved in DEM simulations. The positions, orientations, and velocities of
the particles alone lead to countless possibilities for the initial conditions of simulations.
Additionally, Curry et al. (2009) explain that the determination of appropriate material and
interaction parameter values can be difficult:
In many cases, the direct measurement of particle properties from a bulk pro-
cess is not possible. Likewise, measuring individual particle properties and apply-
ing them to a simulation of a bulk material process may not yield accurate results
either.
Further approximation errors are introduced by the inability to perfectly match the sizes
and shapes of all particles in the simulation to particles in the real system. Despite the
abundance of uncertainties at the small-scale particle level, DEM models can still adequately
capture the overall bulk behavior of granular matter and produce convincing visualizations.
Nevertheless, DEM modelers should not rely solely upon visualizations for validation; they
have a responsibility to verify and validate their models as much as possible.
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Analytical Verification
For DEM models, analytical solutions are generally not feasible for bulk behavior because of
the immense number of variables and equations involved. However, modelers should be able
to derive analytical solutions for simple particle-particle and particle-geometry collisions, as
long as the contact models and integration techniques are known. Thus, DEM modelers can
verify that their computer models produce results that are similar to the analytical solutions
of the simple collisions.
DEM modelers should keep in mind that small errors in the small-scale have the potential
to accumulate throughout the simulation. It is not obviously apparent whether small-scale
errors will cancel each other out or add up to cause larger errors in the bulk behavior.
Thus, a 1% error in each collision could have a significant effect on the bulk behavior of the
particles.
Experimental Validation
As with any computer model, it is good practice to contrast computational predictions with
experimental observations when possible. Experimental data can be used to determine input
parameters (Li et al., 2005) or to validate simulation results (Govender et al., 2004; Drake
and Walton, 1995; Stewart et al., 2001). DEM modelers may be able to create benchmarks
based on experimental results. For example, a modeler may develop a standard experiment to
measure particle flow. The modeler could then obtain benchmark experimental results with
which to compare simulation results against. The modeler may require that simulations of
each new particle type match certain characteristics of experimental flows before the modeler
uses the particle type in other applications.
During model calibration, modelers should be aware that more than one set of parameters
can produce the same result. For example, in the simulations of granular flow by Stewart
et al. (2001), more than one set of parameters generated results that predicted the major
features of the produced in flow experiments. Zhou et al. (2002) produced an angle of
repose of about 25 degrees using each of the following three combinations: µs,pp = 0.6 and
µr,pp = 0.005 mm, µs,pp = 0.5 and µr,pp = 0.01 mm, and µs,pp = 0.4 and µr,pp = 0.025 mm.
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One interviewed expert said that users should not trust a model until it produces results
that agree with reality. However, users should keep in mind that good agreement for one
application does not necessarily translate into accurate results for future applications. Even
if the same material and interaction property values are used to simulate the same real life
granular material, the model is not guaranteed to produce results that are faithful to the
granular material’s behavior in the new application. For example, if a DEM model shows
good agreement with physical results in an angle of repose simulation, the same inputs may
not produce acceptable results in a flow simulation of the same granular material.
Statistical Analysis
DEM modelers should be aware of the inherent variability in the results of experiments and
simulations due to the changes in the initial positions and orientations of the particles from
run to run. In DEM simulations, the initial conditions of particles are usually randomly
generated within a given set of parameters. As with any stochastic system, a single run
can produce an outlier result that is not representative of most simulations under the given
set of parameter conditions. While a single particle’s behavior can vary drastically from
one run to the next, the overall bulk behavior of the granular material should be repeatable.
Thus, DEM modelers should consider performing statistical analyses in order to obtain more
quantitative conclusions than can be obtained from single runs. Modelers should keep in
mind that once initialization is complete, a simulation becomes deterministic because the
simulation will always produce the same output for the given time step and set of starting
conditions.
Sensitivity Analysis
Additionally, with the uncertainty involved with determining input parameter values, DEM
modelers should also consider sensitivity analyses as a means of gaining confidence in their
results. For example, a modeler may want to test a range of rolling coefficient values instead
of a single value. However, one interviewed expert recommended that DEM modelers should
be cautious about tweaking one parameter at a time because there is interplay between
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parameters in DEM models. Accordingly, DEM modelers may want to run simulations for
a range of values for several parameters. Zhou et al. (2002) provide an excellent example of
an extensive sensitivity analysis using DEM simulations.
Comparative Tool
One of the interviewed experts felt more comfortable using DEM models as a tool for com-
paring designs rather than a tool that produced absolute results. For example, say a user
with the expert’s state of mind was investigating the mass flow rate of two conveyor designs,
Design A and Design B, and in the user’s DEM simulations, Design A has an average flow
rate of 60 kg/s and Design B has an average flow rate of 40 kg/s. The user would have some
confidence that Design A would have a better average flow rate in physical experiments as
well, but the user would not trust that the flow rates of the experiments would be close to 60
kg/s and 40 kg/s for Designs A and B, respectively. Thus, the user would not be surprised if
the actual flow rates turned out to be around 50 kg/s and 30 kg/s, respectively. Basically, the
expert trusted DEM models to produce qualitative results rather than quantitative results.
Using this approach, the expert had successfully identified optimal design solutions to
several problems with DEM models, although the expert would generally explore several
design parameters using a design of experiments (DOE) approach. The expert recounted
one instance in particular in which about 25 designs were simulated. The best three designs
from the simulations were then physically tested, and the best design from the simulations
matched the best design from the physical experiments, although the absolute numbers may
not have been in agreement. Through this project, the expert had gained greater confidence
in the DEM software as a tool for design comparisons.
Finally, the expert noted that for some applications, the real conditions are variable. For
example, soil and grain are subject to weather conditions and may behave differently when
wet or dry. If the equipment is expected to operate under all possible conditions, then the
exact solutions of the simulations may not be as important as the relative performance of
the different designs.
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6.5.2 Visualizations
As mentioned earlier, DEM models can produce beautiful visualizations. The visualizations
can look very realistic, especially when no obviously nonphysical behavior occurs. How-
ever, DEM modelers should not trust results based on visualizations alone; they have a
responsibility to validate their results before dissemination.
Additionally, with the randomized initialization process, simulations that use the same
set of input parameters can potentially experience large variations in the final results. DEM
modelers can generally only show one simulation run at a time. How does one visually
represent an “average” run? Care should be taken to choose a visualization that is repre-
sentative of a typical simulation result because the selection of an outlier simulation result
may mislead others to believe that the result is the norm, rather than the exception. Mod-
elers can also show visuals from multiple runs, as seen in Figure 6.8, and when appropriate,
modelers can point out anomalies. Furthermore, DEM modelers may want to consider if
others may benefit from seeing multiple view angles or perspectives of an animation or a
snapshot of a simulation in time because some visualizations can be misleading from certain
views. Ultimately, DEM modelers should aim to disseminate visualizations that are true
representations of their results.
6.5.3 Periodic Boundaries
Because DEM simulations are very computationally expensive, users often try to find clever
techniques to reduce the size of the simulation spaces and the number of particles involved
in their simulations. For example, one of the interviewed experts described an attempt to
model the flow rate out of a new tank design. The tank was to be very large, so instead
of modeling the entire tank, the expert had modeled a “slice” of the tank, placed periodic
boundaries on each side of the slice, and assumed that the particles would act as if they
were inside an infinitely wide tank. The slice had a width approximately three or four times
the particle diameters, and compared with the length of the tank, the expert had created
a quasi-2D model of the tank. The model’s results appeared reasonable to the expert, but
physical experiments with the new design revealed a 3D swirling effect that had not been
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captured in the quasi-2D DEM model. Consequently, the expert had to look at other ways
of modeling the tank without creating a model with unreasonable computational time.
This example illustrates the importance of validating assumptions, especially when it is
not clear whether an assumption is acceptable. At the same time, this example shows
that it is reasonable for modelers to test out different theories and assumptions because
modeling can be a trial and error process. As the expert stated in the interview, “If you look
at the tradeoff between computation time and this assumption [with periodic boundaries],
especially in a first run model when you’re just starting to explore the problem, it’s a good
assumption to make so you can run the model faster and you can see what happens.” The
expert knew that the model would likely need to undergo revisions, so the expert decided to
try a technique that would significantly reduce computational time in the first trials of the
model.
Another interviewed expert described a mass transport problem in which particles were
building up on one side and showering onto the other side as the particles passed through
the periodic boundary. The expert said that the shower of particles disturbed the flow of the
particles. Consequently, the expert felt that periodic boundaries were better suited for more
quasi-static simulations and did not place as much trust in periodic boundaries for dynamic
simulations.
6.5.4 Scaling
One interviewed expert brought up the practice of scaling in DEM models. As another
technique to reduce the number of particles in a simulation, users may scale up the size of
the particles. For example, a user may use 1 cm particles to approximate 1 mm particles.
Scaling can reduce the fidelity of the simulation to the physical phenomenon. On the other
hand, simulations that use the actual size of particles, such as powders, sand, and soil, may
take an unreasonably long time to simulate with current computer processors. What is an
acceptable scaling factor for a DEM simulation? Two times the actual particle size? Five
times? Ten times? One hundred times? Also, should the geometry sizes be proportionately
scaled up as well? Users may be able to do some amount of scaling and continue to generate
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reasonable results, but the critical cutoff for the scaling factor is not clear and likely varies
from problem to problem. Ideally, users will be able to experimentally validate their scaled
models.
6.5.5 Relative Stiffness
In basic physics courses, students learn that in a normal collision between two objects, i
and j, the outgoing velocities of the objects, vsepi and v
sep
j , can be calculated using Equation
(6.35) and the law of the conservation of momentum with only five knowns: the coefficient
of restitution, e, the mass of each object, mi and mj, and initial velocity of each object, v
app
i
and vsepj . Thus, DEM users may be surprised to learn that they may obtain different sets of
outgoing velocity values for two particles in a normal collision with the same values for the
above five variables.
As explained earlier, the normal forces of a collision are controlled by the normal overlap
δn,ij, normal relative velocity vn,ij, stiffness k, and damping c. In turn, the stiffness and
damping values are calculated using simulation and material properties such as the effective
Young’s modulus Eij. Consequently, when two objects normally collide in DEM simulations,
the stiffness and damping values affect various characteristics of the collision, such as the
time duration of the collision and the outgoing velocities of the objects.
To demonstrate the effect of changing the stiffness values in normal collisions, a set of
simulations were conducted. The set of simulations had no gravity, used the linear spring
contact model, and used the parameters described in Table 6.2. Damping was set to zero by
setting e = 1. The “floor” had a thickness H of 0.1 m, and the top of the floor was set at
the z-position, z = 0 m. One particle (Ball 1) started at z = 0.51 m with a speed of 2 m/s
in the negative z-direction, while a second particle (Ball 2) “rested” with zero velocity on
the floor directly under Ball 1 at z = 0.01 m. When the simulations were run, Ball 1 would
collide with Ball 2, and the two balls and the floor would all be in simultaneous contact.
Figure 6.23 portrays the initial set up of the simulations and the multibody collision.
Shear modulus values of the particles and the floor were varied in four combinations of
“soft” and “stiff” (as defined in Table 6.2): soft balls and stiff floor, soft balls and soft
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floor, stiff balls and stiff floor, and stiff balls and soft floor. Based on the results of the
investigation described in Subsection 6.4.2, time steps of 1× 10−5 sec and 1× 10−6 sec were
used for soft particle simulations and the stiff particle simulations, respectively. Table 6.6
summarizes the results of the Relative Stiffness set of simulations, while Figures 6.24, 6.25,
and 6.26 display the total energy of the two balls, the velocity of Ball 1, and the velocity of
Ball 2, respectively.
As expected for simulations with no friction and e = 1, energy was approximately con-
served in each of the four simulations; a negligible amount of energy was created (less than
0.02%) in each simulation. However, the energy was transferred between the balls and the
floor at different rates in each simulation, and in the case of the stiff balls and soft floor, the
final distribution of energy was not the same as in the other three simulations. In the stiff
balls and soft floor simulation, Ball 1 ended with a speed of approximately 2 m/s and Ball
2 had a speed of 0.005 m/s, both in the +z-direction, while in the other three simulations,
the final speeds were approximately 1.85 m/s and 0.76 m/s for Ball 1 and Ball 2 in the
+z-direction. Note that the time of duration of the collisions varied from less than 0.0002
sec in one of the simulations to more than 0.002 sec in the other three simulations. It is not
clear whether such a variation in collision times would have a significant effect on the bulk
behavior of a large number of particles in larger scale DEM simulations. Thus, DEM users
should be aware that other material properties, like the shear modulus and Poisson’s ratio,
can affect the behavior of particles in collisions.
DEM users may wonder why it is necessary to go through the effort of calculating and
using the stiffness and damping values when the outgoing velocities could be calculated
using only the five variables mentioned at the beginning of this subsection. Why not use an
event-driven model with instantaneous collisions governed by the basic physics approach?
While it is possible to accurately calculate outgoing velocities for a collision between two
particles, Stronge (2000) explains that for multibody collisions (collisions involving three
or more bodies), impulse-momentum relations are not sufficient. Stronge describes two
approaches to solving impulse-momentum relations for multibody collisions, with impulse
reactions occurring either simultaneously or sequentially, but he explains that “neither the
simultaneous nor the sequential approach gives results in agreement with a simple experiment
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on a multibody system.” Stronge later refers to a Newton’s cradle experiment as a simple
experiment that disproves the two approaches. Consequently, the event-driven model with
the basic physics approach would not be able to adequately handle multibody collisions.
6.5.6 “Sucking” Effect as Particles Separate
Particles may experience a “sucking” effect as they separate from each other during a collision
in a DEM simulation. This sucking effect occurs shortly before the particles separate when
the magnitude of the damping term becomes greater than the magnitude of the spring term
in the normal force calculation. For example, in the linear spring model, the sucking effect
will occur if
|kn,ijδn,ijnij| < |cn,ijvn,ij| (6.67)
The normal spring force always acts in the direction that will push the particles away from
each other, while the normal damping force opposes the direction of the relative velocity.
During the compression stage of the collision in which the particles are still moving towards
each other, the damping force pushes the particles away from each other just as the spring
force does. During the restitution phase though, the damping force actually pulls the parti-
cles towards each other. For most of the restitution phase, the spring force is greater than
the damping force, so the net normal force pushes the particles away from each other. How-
ever, as the particles near separation, the normal overlap approaches zero, while the relative
velocity increases, and consequently, the damping force can become larger than the spring
force and cause the sucking effect.
This sucking effect refers to a slowing of the rate of separation of the particles slightly
before they ultimately separate. To demonstrate, a simulation was run with the setup
described in the previous section with two soft balls and a stiff floor. However, instead of
using e = 1, the simulation used a coefficient of restitution of e = 0.5 so that collisions
would have damping. As with the soft ball simulations in the previous section, a time step
of 1×10−5 sec was used. Figures 6.27, 6.28, 6.29, and 6.30 show the results of the simulations
with and without damping. For the simulation with e = 0.5, Ball 1 reaches a local maximum
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speed of 1.26 m/s before it is “sucked” back towards Ball 2. Ball 1 separates from Ball 2 at a
final speed of 1.22 m/s. Ball 2 has a force from the floor and a force from Ball 1 acting upon
it during part of the simulation. Ball 2 reaches a maximum speed of 0.51 m/s before the
downward force from Ball 1 exceeds the upward force from the floor. Then, Ball 2 reaches
a local minimum speed of 0.44 m/s before the sucking effect takes place and pulls Ball 2
toward Ball 1. Ball 2 separates with a speed of 0.47 m/s.
The sucking effect is a nonphysical behavior. In reality, Ball 1 would not experience a
downward force from Ball 2, and Ball 2 would not experience an upward force from the
collision with Ball 118. Despite representing a nonphysical behavior, the sucking effect is
likely a behavior that DEM users will find to be acceptable. Springs and dampers are not
actually present between the particles; the springs and dampers are used to approximate
the behavior of the particles during collisions. The sucking effect is inherent to this modeled
system of springs and dampers.
The sucking effect could potentially be turned off if the model detects when the normal
force reaches zero and shuts off the damping force so that the particles do not experience
the “sucking” effect. However, this solution would be difficult to implement with multibody
collisions. For example, another particle could hit Ball 1 from above during its collision
with Ball 2, and the model may detect an acceleration of zero for Ball 1 caused by the two
collisions rather than the sucking effect.
Alternatively, a DEM model could constrain the damping force so that the magnitude of
the damping force cannot be greater than that of the spring force. In this case, the forces
would cancel each other out before the particles separate, but the velocities of the particles
would continue to separate the particles until they are no longer in contact. However,
this solution would limit the damping force during the compression phase as well. If the
constraint is restricted to the restitution phase, there could still be problems in that the
collision may not dissipate the desired amount of energy in the system.
The existence of the sucking effect does not mean that users should not use damping in
their models. While damping causes a nonphysical behavior at the micro-level of individual
18The “sucking” behavior could represent adhesion, but for the purposes of this particular model, adhesion
is not meant to be included.
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collisions, damping ultimately makes DEM models more realistic by providing a means of
dissipating energy in the systems. Thus, not all nonphysical behaviors need to be eliminated
from DEM models or computational models in general.
6.5.7 Proper Setup for Measurements
DEM model users should also ensure that measurements in the models actually represent
the intended quantities. For example, for a user trying to measure the angle of repose in
the base simulation, the user should ensure that the simulation contains enough particles
before the side outlets are removed. To test whether 2000 particles is sufficient, the user
could run tests with more particles, such as 3000 and 5000 particle tests. Ideally, all three
tests would produce the similar angles of repose and confirm that 2000 is a sufficient number
of particles. On the other hand, the user may run a simulation with only 1000 particles,
and this simulation may produce smaller angles because the pile did not start with sufficient
height compared with the width of the container in order to produce the true angle of repose
for the particles.
Additionally, one of the interviewed experts described a story in which the user was not
measuring the correct quantity. The user was attempting to measure the mass flow rate of
particles, so the user had created a bin in which to record particle measurements. However,
the bin was missing a significant number of the particles because it was not wide enough.
For example, if the bin was 20 mm wide and a particle was moving at 30 mm per time step,
the particle could be on one side of the bin at one time step and on the other side of the
bin at the next time step. Consequently, the bin would never record measurements for that
particle. The expert recommended that the user increase the width of the bin so that the
bin would capture measurements for every particle in the simulation. Thus, it is important
for users to ensure that they have proper setups for their simulation “experiments.”
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6.5.8 Parameters, Units, and Equations
When computational model users input parameter values published in the literature or ob-
tained from experimental measurements, they should ensure that the value corresponds to
the correct parameter, units, and equation. In DEM simulations, there are several oppor-
tunities for modelers to make mistakes with respect to these three issues. For example,
modelers should know the difference between Young’s modulus and shear modulus and se-
lect appropriate parameter values for each. Users may need to perform unit conversions
before they input values. For example, Young’s modulus can be expressed in many different
forms, such as Pa, GPa, and psi. Finally, users should be aware of parameters that may be
defined with different equations. For example, Subsection 6.3.3 describes several equations
that can be used to define the coefficient of rolling friction. When a computational program
uses an equation that is different from the equation used to obtain a value from literature or
experimental measurements, users should try to find a way to relate the two equations. For
instance, Equation (6.50) relates the coefficient of rolling friction from Zhou et al. (2002) to
the EDEM coefficient.
6.6 Responsible Use of EDEM
This section focuses upon potentially unclear features and pitfalls that users may encounter
when using EDEM, in addition to the issues that have already been discussed. These is-
sues are based on common misconceptions and unexpected behaviors identified through the
author’s use of EDEM, as well as interviews with expert users of DEM software. DEM pro-
grams, such as EDEM, offer great potential benefits to users. However, these benefits will
not be fully realized if the software is not used properly. Awareness of the issues discussed
in this section should enable users of EDEM, as well as other DEM programs, to use DEM
software more responsibly so that the full potential of these powerful tools can be realized.
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6.6.1 Hollow Geometries
Users should be aware that all geometries are represented as hollow shapes in EDEM. Only
the surfaces of geometries are captured in the software. A user could create a solid part
in a 3D CAD modeling program, but if the user imports the part into EDEM, the part
will be imported as a hollow geometry. Consequently, it is possible for particles to “get
stuck” inside of a geometry that is supposed to be solid. For example, if the time step is too
large, particles may travel through the surface of a geometry and stay trapped inside of the
geometry for the remainder of the simulation.
6.6.2 Relative Thickness
The size of the domain affects the computational cost of a DEM simulation because larger
domains have more grids cells that must be checked for overlaps. Consequently, DEM model
users may try to reduce unnecessary space in the domain. One approach users may take is
to reduce the thickness of geometries on the edge of the domain. For example, if an actual
system has a wall with a thickness of one foot, the user may assign a wall thickness of one
inch in the model to reduce the size of the domain.
However, EDEM users must be careful not to overdo the reduction of geometry thicknesses
because results may be affected if a geometry thickness is reduced too much. To demonstrate
the effect that geometry thickness can have on a simulation, the floor thickness H was varied
in simulations with 2 balls shown in Figure 6.23. The two balls were given the “soft” material
properties shown in Table 6.2, while the floor was assigned the “stiff” material properties.
The results are shown in Table 6.7 and Figures 6.31, 6.32, and 6.33. The “infinitesimal”
thickness refers to a floor constructed in EDEM using only one side of a geometry19, so the
floor was represented by a 2D surface, or plane, and therefore had no thickness.
All five simulations adequately conserved energy as the energy created was less than
0.014% in each simulation. The simulations with the infinitesimal and two larger floor
thicknesses generated identical results, with final speeds of 1.85049 m/s and 0.75891 m/s for
Balls 1 and 2, respectively. The two smaller, finite thicknesses, however, produced results
19For box geometries, EDEM allows users to disable sides of the geometry.
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slightly different from each other and significantly different from the other three simulations.
The simulation with H = 1× 10−6 m had final speeds of 1.99408 m/s and 0.15548 m/s for
Balls 1 and 2, respectively, while the simulation with H = 1 × 10−9 m had final speeds of
1.99386 m/s and 0.15820 m/s. A likely explanation for these results is that for the simulations
with H = 1 × 10−6 m and H = 1 × 10−9 m, Ball 2 overlapped with the top surface of the
floor as well as the bottom surface of the floor. The additional contact with the bottom
surface then caused additional forces to be applied to the Ball 2 during the collisions. Thus,
users should be careful when they reduce the thickness of modeled geometries. If users do
need to reduce geometries significantly, they may want to use the infinitesimal approach, as
it produces the same results as much thicker geometries.
6.6.3 Particle Limits
According to the EDEM user guide (2010):
Under certain simulation conditions the velocity of a particle can become too
large and cause surrounding particles to behave erratically: For example, when
the simulation time step is too large. There are two ways to help combat this.
Particle velocities can be capped at a specific limit or particles exceeding that limit
can be removed from the simulation. Particle velocity and angular velocity can
be treated separately.
Users also have the option of not placing a limit on particle velocities. The particle velocity
limits feature may be useful in some situations, but users should be careful when they set
limits on the particle velocities because the users are not addressing the cause of the erratic
behavior, such as a large time step. Instead, the users are arbitrarily constraining the
translational and angular velocities of the particles, and while the visualizations may appear
realistic without the elimination of the erratic behavior, the arbitrary constraints may cause
the simulation results to be less reliable. Obviously, the removal of particles that exceed
the limit is a nonphysical behavior in itself, and a velocity cap may still allow particles to
reach greater speeds than they would reach under appropriate conditions. To obtain more
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reliable results, users should try to address the cause of the erratic behavior. For example,
if the time step is too large, then user can reduce the time step size to an appropriate level.
Particle limits should be used only as a last resort, and users should scrutinize results more
closely when they do use the particle limits.
6.6.4 Particle Templates
In EDEM, a particle is defined using one or more spherical surfaces. The spheres can overlap
to create multi-sphere surfaces, as shown in Figure 6.35a. EDEM allows users to import mesh
files created in other software packages to use as particle templates. These “templates can
be used in two ways: as a guide (outline) to help define the shape of [the] particle in the
Creator, or as a display option in the Analyst” (EDEM user guide, 2010). For example, a
user could create a particle template in a 3D CAD program, like the pill-shaped template
shown in Figure 6.35c, and then import the template and use it as a guide in the creation of
the multi-sphere surface, as shown in Figure 6.35b. Simulations would use particles with the
surface outline of Figure 6.35a, but the user would have the option of displaying the particle
templates instead of the simulated particle shapes during the analysis and presentation of
the results.
Users may use the particle template display option for the presentation of results because
the visualizations may represent the real system more realistically, and as a result of the more
realistic visualizations, others may have greater confidence in the results. However, users
should be careful not to mislead others when presenting results with the particle template
display. Users should be candid about the underlying shapes of the particles used in the
simulations so that others can decide for themselves if they believe the multi-sphere shape
assumption is suitable for the application.
6.6.5 Automatically Updating Color Scales
EDEM includes a feature called “Attribute Coloring,” which allows users to color elements
according to a particular attribute, such as velocity or compressive force. In the example
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shown in Figure 6.36, fast particles are colored red, while slower particles are colored blue.
Users have the option of selecting the auto-update boxes for the minimum and maximum
values on the color scale. When these two boxes are selected, the range of the color scale
updates based on the minimum and maximum values of the attribute in the current time
step. Users should be careful when they select the auto-update boxes because visualizations
generated with a changing color scale can be potentially misleading for the users themselves
as well as for others. Additionally, the inclusion of the color legend would likely aid users
and others in their understanding of the visual. Figure 6.36 does not include a color scale.
As a result, while one can establish that the middle ball’s velocity is between 0.06 m/s and
0.66 m/s, it is difficult to make a more precise determination of the magnitude of the middle
ball’s velocity.
6.6.6 Characteristic Velocity Input
When a user selects the linear spring model for a set of interactions, the user must define
the characteristic velocity. However, the location of the characteristic velocity input is not
as conspicuous as other inputs in EDEM. Users must click an unlabeled button in order
to open a window that will allow them to set the value for the characteristic velocity (See
Figure 6.34).
6.6.7 Calculate Properties Button
As mentioned in Benchmark 5, users must be sure to click the Calculate Properties button,
shown in Figure 6.22, before running a simulation. If a user changes the density or radius
value of a particle set after clicking the Calculate Properties button, the user must click
the Calculate Properties button again before running the simulation in order to update the
particle properties to the correct values.
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6.6.8 Be Careful Before Saving
Users should take care to ensure EDEM saves the desired simulation settings. If a user
changes an input value but does not click on another input box before saving, EDEM gen-
erally stores the old value of the changed input. For example, in the menu shown in Figure
6.34, if a user changes the value of gravity in the z-direction from 0 to −9.8 m/s2, the user
should click on the another input box, such as the y-direction gravity input box, before
saving so that the software saves the change to the z-direction gravity. Otherwise, EDEM
will save the value as 0 m/s2.
Additionally, when users make changes to simulations that have already run for some time,
users must make sure that they are making changes at the appropriate time. Otherwise,
the users may lose their changes. For instance, a user may set a simulation to run for 2 s.
During the simulation, the user realizes that a geometry is missing, so the user stops the
simulation after 0.5 s. The user generates the new geometry, resets the simulation time to
0 s, and starts the simulation over again. The user will likely have lost the newly created
geometry because EDEM assumed that the user wanted to insert the geometry at the 0.5 s
mark. Instead, the user should first reset the time to 0 s and then create the geometry.
6.6.9 Summary of Responsible Uses of EDEM
One of the interviewed experts reported that he uses a checklist to ensure that he executed
each necessary step in the setup of a DEM simulation. Table 6.8 contains a checklist that
summarizes the findings of this chapter. Some of the items pertain to all DEM models,
while other items are specific to EDEM. Adhering to the items in the checklist may increase
a user’s confidence in their results. However, users should recognize that the checklist is not
comprehensive by any means, and additional checks may be necessary in order to warrant
trust in a DEM model’s results.
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6.7 Conclusion
Dynamic granular systems are very complex due to the sheer number of interactions that
occur between particles during relatively short periods of time. DEM models are powerful
tools that simulate these granular systems. These models can produce immense amounts
of quantitative information as well as beautiful visualizations, but DEM modelers should
approach DEM results with care.
The investigations in this chapter showed that EDEM simulations can produce nonphysi-
cal and undesirable behaviors, in which mass or energy is not conserved. To help users check
for these behaviors, five benchmark problems were created. Additionally, several more issues
that can arise during the use of DEM models were identified and described, and a checklist
of recommended assessments was developed. DEM models have the potential to produce
very useful results, but DEM modelers must responsibly generate and analyze their results.
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6.8 List of Symbols
a acceleration vector
c damping
d particle diameter
E Young’s modulus
e kinematic coefficient of restitution
F force vector
G shear modulus
g gravity vector
h vector from particle center to contact point
I moment of inertia
k spring stiffness
m mass
n unit vector in normal direction
R particle radius
T torque vector
t unit vector in tangential direction
t time
V particle volume
v velocity vector
v magnitude of v
x particle position
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Greek Letters
α angular acceleration vector
β constant
γ constant
δ particle overlap
∆t time step
θ orientation vector
µr coefficient of rolling friction
µs coefficient of static friction
ν Poisson’s ratio
ρ density
ω rotational velocity vector
Common Subscripts
i refers to particle i
j refers to particle or geometry j
n normal direction
pp particle-particle interaction
pw particle-wall interaction
t tangential direction
186
6.9 Tables and Figures
Table 6.1: Parameters for the base simulation
R (m) ∆t (s)a µs,pp µs,pw µr,pp µr,pw ρ (kg/m
3) ν G (Pa) e
0.005 1× 10−4 0.4 0.6 0.01 0.02 2500 0.3 2.16× 106 0.4
aThe time step was 17% of the calculated Rayleigh time step.
Table 6.2: Parameters for the simulations with “soft” and/or “stiff” materials
R (m) e µs µr ρ (kg/m
3) m (kg) ν Gstiff (Pa) Gsoft (Pa)
0.01 1 0 0 5000 0.02094 0.3 5× 1010 5× 107
Table 6.3: Particle parameters for Benchmark 1 simulations
d (cm) V (cm3)
Desired Number
of Particles
1 0.524 1000
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Table 6.4: Number of particles created under various conditions
Container Dimensions
length (cm)×width (cm)×height (cm) 10× 10× 10 10× 10× 15 10× 10× 20
Container Volume (cm3) 1000 1500 2000
Number of Particles Created
Max attempts to place particle: 10 435 623 748
Max attempts to place particle: 100 541 776 930
Max attempts to place particle: 1000 597 859 998
Table 6.5: Time step benchmark simulations with the kinetic energy of each particle before
and after the collision
particle
material
time step
(sec)
% of trayleigh % of tcontact
KE/ball
before (J)
KE/ball
after (J)
% increase
in KE
soft 1× 10−4 29.5% 17.7% 4.18800 4.52910 8.1%
soft 1× 10−5 2.95% 1.77% 4.18800 4.19122 0.077%
soft 1× 10−6 0.295% 0.177% 4.18800 4.18803 0.0007%
soft 1× 10−7 0.0295% 0.0177% 4.18800 4.18800 0%
stiff 1× 10−6 9.32% 2.80% 4.18800 4.196 0.17%
Table 6.6: Results of the Relative Stiffness set of simulations
Configuration
soft balls
stiff floor
soft balls
soft floor
stiff balls
stiff floor
stiff balls
soft floor
Time Step (sec) 1× 10−5 1× 10−5 1× 10−6 1× 10−6
Ball 1 Initial Speed (m/s) -2 -2 -2 -2
Ball 1 Final Speed (m/s) 1.85049 1.85065 1.85086 2.00012
Ball 2 Initial Speed (m/s) 0 0 0 0
Ball 2 Final Speed (m/s) 0.75891 0.75846 0.75828 0.00495
Initial Energy (J) 0.0418879 0.0418879 0.0418879 0.0418879
Final Energy (J) 0.0418906 0.0418896 0.0418952 0.0418934
% Energy Created 0.00642 0.00411 0.01733 0.01303
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Table 6.7: Results of the Relative Thickness set of simulations
Floor Thickness H (m) 1× 10−1 1× 10−3 1× 10−6 1× 10−9 infinitesimal
Ball 1 Initial Speed (m/s) -2 -2 -2 -2 -2
Ball 1 Final Speed (m/s) 1.85049 1.85049 1.99408 1.99386 1.85049
Ball 2 Initial Speed (m/s) 0 0 0 0 0
Ball 2 Final Speed (m/s) 0.75891 0.75891 0.15548 0.15820 0.75891
Initial Energy (J) 0.0418879 0.0418879 0.0418879 0.0418879 0.0418879
Final Energy (J) 0.0418906 0.0418906 0.0418936 0.0418932 0.0418906
% Energy Created 0.00642 0.00642 0.01372 0.01262 0.00642
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Table 6.8: Checklist of recommended assessments for EDEM users
Recommended Checks Related Section(s)
• Check if the program generated the desired number of particles 6.4.1
• Ensure that an appropriate time step has been chosen; consider
both the Rayleigh time step and the estimated minimum contact
time
6.4.2
• Ensure that particles stabilize in a reasonable amount of time
when applicable
6.4.3
• Check for nonphysical energy creation 6.4.4
• Ensure particles are not leaving the domain in a nonphysical
manner
6.4.5
• Verify and validate results against analytical solutions and/or
experimental data
6.5.1
• Perform statistical and sensitivity analyses to increase confidence
in results
6.5.1
• Choose visualizations that represent typical results 6.5.2
• Scrutinize simulations with periodic boundaries particularly
closely
6.5.3
• Be careful when scaling or approximating particles and geometries
with different sizes
6.5.4 & 6.5.5
• Ensure that simulation “experiments” have the proper setup and
that the correct quantity is being measured
6.5.7
• Ensure that each input value corresponds with the correct pa-
rameter, unit, and/or equation
6.5.8
• Check for particles entering areas in which particles should not
be; for example, inside solid geometries
6.6.1 & 6.4.5
• Be careful with geometry thickness reductions 6.6.2
• Try to eliminate erratic behaviors with input changes before re-
sorting to arbitrary restrictions like particle limits
6.6.3
• Be candid about the underlying particle shapes when presenting
results with particle templates
6.6.4
• Be careful when using and presenting visualizations with auto-
matically updating color scales
6.6.5
• When using a linear spring contact model, be sure to enter an
appropriate value for the characteristic velocity
6.6.6
• Be sure to click the Calculate Properties button before running
a simulation
6.6.7
• Ensure that the desired simulation configuration has been saved 6.6.8 & 6.4.5
• Remember that spring potential energy is not included in EDEM’s
total energy calculation
6.4.4
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Figure 6.1: Domain of a simulation with a periodic boundary and grid lines
191
Figure 6.2: Two overlapping particles
192
Figure 6.3: Stages of the base simulation. Graphics generated with EDEM (EDEM user
guide, 2010).
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Figure 6.4: EDEM simulation of 998 settled particles generated in the 2000 cubic cm
container (EDEM user guide, 2010).
Figure 6.5: Two particles heading for collision. Graphic generated with EDEM (EDEM
user guide, 2010).
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Figure 6.6: Kinetic energy vs. time graph for a soft particle in the head-on collision
described in the time step benchmark with a time step of 1× 10−4 sec. Graphic generated
with EDEM (EDEM user guide, 2010).
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Figure 6.7: Kinetic energy vs. time graph for a soft particle in the head-on collision
described in the time step benchmark with a time step of 1× 10−5 sec. Graphic generated
with EDEM (EDEM user guide, 2010).
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Figure 6.8: Base simulation runs after the 20 second settling period using a time step of
1× 10−4 sec (a, b, c) and a time step of 1× 10−6 sec (d, e, f). Graphics generated with
EDEM (EDEM user guide, 2010).
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Figure 6.9: Kinetic energy vs. time graph for a soft particle in the head-on collision
described in the time step benchmark with a time step of 1× 10−6 sec. Graphic generated
with EDEM (EDEM user guide, 2010).
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Figure 6.10: Kinetic energy vs. time graph for a soft particle in the head-on collision
described in the time step benchmark with a time step of 1× 10−7 sec. Graphic generated
with EDEM (EDEM user guide, 2010).
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Figure 6.11: Kinetic energy vs. time graph for a stiff particle in the head-on collision
described in the time step benchmark with a time step of 1× 10−6 sec. Graphic generated
with EDEM (EDEM user guide, 2010).
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Figure 6.12: Average rotational kinetic energy of the particles in the base simulation when
the side outlets are not removed. Graphic generated with EDEM (EDEM user guide, 2010).
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Figure 6.13: Average translational kinetic energy of the particles in the base simulation
when the side outlets are not removed. Graphic generated with EDEM (EDEM user guide,
2010).
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Figure 6.14: Average rotational velocity of the unstable particles in the simulation
described in Benchmark 3. Graphic generated with EDEM (EDEM user guide, 2010).
203
Figure 6.15: Screenshots of the unstable particles in the simulation described in
Benchmark 3. Note that the arrow in c) points to a particle that “jumps” seemingly out of
nowhere. Graphics generated with EDEM (EDEM user guide, 2010).
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Figure 6.16: Average rotational kinetic energy of the unstable particles in the simulation
described in Benchmark 3. Graphic generated with EDEM (EDEM user guide, 2010).
205
Figure 6.17: Average total energy (minus spring potential energy) of the particles in the
base simulation when the side outlets are not removed. Graphic generated with EDEM
(EDEM user guide, 2010).
206
Figure 6.18: Average total energy (minus spring potential energy) of the unstable particles
in the simulation described in Benchmark 3. Graphic generated with EDEM (EDEM user
guide, 2010).
207
Figure 6.19: Screenshot of the “explosion” described in Benchmark 4 that caused a domino
effect of nonphysical energy creation. Graphic generated with EDEM (EDEM user guide,
2010).
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Figure 6.20: The graph of the total energy of the particle system (minus spring potential
energy) shows a nonphysical energy creation of energy in the system. Graphic generated
with EDEM (EDEM user guide, 2010).
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Figure 6.21: Screenshot of particles traveling through the floor. Graphic generated with
EDEM (EDEM user guide, 2010).
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Figure 6.22: Screenshot of the EDEM menu that contains the Calculate Properties button
(EDEM user guide, 2010).
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Figure 6.23: Ball 1 “falling” onto stationary Ball 2 resting on ground (the simulations had
no gravity). Graphics generated with EDEM (EDEM user guide, 2010).
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Figure 6.24: The combined total energy of the two balls in the Relative Stiffness set of
simulations
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Figure 6.25: The velocity of Ball 1 in the Relative Stiffness set of simulations
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Figure 6.26: The velocity of Ball 2 in the Relative Stiffness set of simulations
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Figure 6.27: The velocity of Ball 1 in the “Sucking Effect” set of simulations
216
Figure 6.28: A zoomed-in view of the boxed portion of Figure 6.29. Ball 1 is “sucked in”
towards Ball 2 by the damping force before the balls separate. Note that the velocity of
Ball 1 decreases slightly before separating from Ball 2 at a final speed of 1.22 m/s.
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Figure 6.29: The velocity of Ball 2 in the “Sucking Effect” set of simulations
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Figure 6.30: A zoomed-in view of the boxed portion of Figure 6.29. Ball 2 is “sucked in”
towards Ball 1 by the damping force before the balls separate. Note that the velocity of
Ball 2 increases slightly before separating from Ball 1 at a final speed of 0.47 m/s.
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Figure 6.31: The combined total energy of the two balls in the Relative Thickness set of
simulations
220
Figure 6.32: The velocity of Ball 1 in the Relative Thickness set of simulations
221
Figure 6.33: The velocity of Ball 2 in the Relative Thickness set of simulations
222
Figure 6.34: Screenshot of the EDEM menu that contains the button that allows users to
change the characteristic velocity for linear spring interaction models. An arrow points to
the button. (EDEM user guide, 2010).
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Figure 6.35: a)Example of a multi-sphere particle used in simulations, b) the multi-sphere
particle created using a particle template, c) and the smooth particle template
224
Figure 6.36: Example of the Attribute Coloring feature. Graphics generated with EDEM
(EDEM user guide, 2010).
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
Because the consequences of computational modeling are not usually immediate, computa-
tional modelers may not always give proper consideration to the ethical implications of their
actions. But as the historical cases described in Chapter 5 and the rest of the text demon-
strate, poor computational modeling practices can lead to real harms to human health and
safety. Computational modelers should recognize that the development and use of compu-
tational models and simulations can impact others, both positively and negatively. Compu-
tational modelers should be aware of the potential consequences of their modeling activities
so that they can make ethical choices.
Through interviews with computational modeling experts and a review of relevant liter-
ature, general guidelines were constructed for the responsible conduct of research (RCR)
with computational models and simulations. Additionally, ten case studies were developed
for the instruction of graduate students in the ethical issues that can arise in computational
modeling. The Discrete Element Method (DEM) was explored with a focus on responsible
conduct of research with DEM models. These materials should build awareness of pro-
fessional responsibilities of computational modelers, as well as provide guidance as to how
modelers can approach various ethical issues that they may encounter.
Both computational model developers and computational model users have responsibilities
that they must fulfill in order to maintain public trust in the enterprise of computational
modeling and research. For example, model developers have an obligation to disclose enough
information about their models to enable others to responsibly use the models and to verify
correct implementation of algorithms and assumptions, and model users are responsible for
ensuring the appropriateness of models for their applications and for validating their results.
Future work with this project, which is supported by the National Science Foundation
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under Grant No. 0832843, involves testing case studies in classroom settings and assessing
the effectiveness of the case studies. Feedback on the cases and the RCR guidelines will be
sought from experts in computational modeling. Case studies and commentaries will then
be distributed on the Web through the Online Ethics Center at the National Academy of
Engineering. Additionally, RCR material will be presented at conferences and published in
research journals.
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