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Resumo
O padrão IEEE 802.16 para acesso sem fio em banda larga, tambémconhecido como WiMAX
(Worldwide Interoperability for Microwave Access Forum), é uma solução de baixo custo para
o acesso à Internet em áreas metropolitanas e rurais. Outro atrativo desta tecnologia está no
fato de incluir uma arquitetura para provisão de Qualidade de Serviço (QoS) para aplicações
de tempo real e aplicações que demandam altas taxas de transmissão. Esta arquitetura de QoS
inclui um mecanismo de sinalização entre a estação base e as estações cliente, cinco níveis de
serviço, para priorização e diferenciação do tráfego, um mecanismo de escalonamento e um
mecanismo de controle de admissão de novas conexões. Entretanto, as políticas que devem
ser utilizadas na implementação dos mecanismos de escalonamento e controle de admissão não
foram definidas pelo padrão.
O mecanismo de escalonamento tem como objetivo garantir a banda passante requisitada
pelas estações cliente bem como promover o uso eficiente do enlace sem fio, equanto o me-
canismo de controle de admissão restringe o número de conexões simultaneamente presentes
na rede, de forma a evitar a saturação do enlace sem fio e, conseqüe t mente, a violação dos
requisitos de QoS.
Esta tese propõe políticas para os mecanismos de escalonamento e de controle de admissão
para a provisão de QoS em redes baseadas no padrão IEEE 802.16.
A política de escalonamento proposta nesta tese é compatível com as especificações do
padrão IEEE 802.16 e é capaz de atender os cinco tipos de serviço bem como o conjunto de pa-
râmetros de QoS a eles associado. Requisitos de latência máxima e taxa mínima são garantidos
para cada conexão aceita na rede, sem que os limites impostoselos requisitos de taxa máxima
e tamanho máximo da rajada sejam violados.
Cinco soluções são propostas para o mecanismo de controle deadmissão. Estas soluções
visam atingir três objetivos principais: restringir o número de conexões simultaneamente pre-
sentes na rede para que o escalonador tenha recursos suficientes para atender os requisitos de
QoS de cada conexão, atender as expectativas do provedor de serviço através da maximização
do lucro e maximizar a satisfação dos usuários através da disponibilização de recursos extras.
As soluções propostas foram avaliadas através de experimentos de simulação, utilizando um
módulo para simulação de redes IEEE 802.16 desenvolvido para conduzir esta pesquisa.
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Abstract
The IEEE 802.16 standard for broadband wireless access, also known as WiMAX (Worldwide
Interoperability for Microwave Access Forum), is a low costsolution for Internet access in me-
tropolitan and rural areas. Another advantage of this technology is the fact that it includes an
architecture for the provision of Quality of Service (QoS) for real time and bandwidth deman-
ding applications. This QoS architecture includes a signalng mechanism between base station
and subcriber stations, five types of service, for traffic priorization and differentiation, a sche-
duling mechanism and a connection admission control mechanism. However, policies for the
implementation of these mechanisms are not defined by the standard.
The scheduling mechanism aims at guaranteeing the bandwidth required by the subscriber
stations as well as enabling the efficient wireless link usage, while the connection admission
control restricts the number of users simultaneously present in the network so as to avoid the
wireless link saturation and, consequently, violation of QS contracts.
This theses proposes policies for scheduling and connection admission control mechanisms
for the provision of QoS in IEEE 802.16 networks.
The proposed scheduling policy is standard compliant and supports the five types of ser-
vice as well as the QoS parameters associated with them. Maximum latency and minimum
rate requirements are guaranteed without violating maximum rate and maximum traffic burst
requirements.
Five solutions are proposed for the connection admission control mechanism. These solu-
tions aim to support three main goals: to restrict the numberof simultaneous connections in
the system so that the resources available to the scheduler are sufficient to guarantee the QoS
requirements of each connection, to support the service provider expectations by maximizing
the revenue, and to maximize the users satisfaction by providing extra resources.
The proposed solutions were evaluated through simulation experiments using a module for
the simulation of IEEE 802.16 networks developed to conductthis research.
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O rápido crescimento na demanda por acesso residencial e comercial de alta velocidade à In-
ternet tem impulsionado o desenvolvimento de tecnologias de acesso em banda larga. Prover
acesso em banda larga utilizando infra-estrutura com fibra ótic ou cabo pode ser muito caro
ou até mesmo inviável em lugares de difícil acesso. Uma soluçã de menor custo consiste
no uso da tecnologia de acesso sem fio de banda larga, do inglêsBroadband Wireless Access
(BWA), dado que esta é capaz de prover altas taxas de transferê cia de dados para amplas áreas
geográficas, alto nível de escalabilidade e baixo custo de instalação e manutenção.
O padrão IEEE 802.16 [1] vem sendo desenvolvido pelo IEEE (Institute of Electrical and
Electronics Engineers) com a finalidade de padronizar a tecnologia BWA. O padrão define a
interface aérea e o protocolo de acesso ao meio para redes metropolitanas sem fio (Wireless
Metropolitan Area Network- WMAN), fornecendo altas taxas de transmissão para o acesso
comercial e residencial à Internet. Redes baseadas nesse padrão são, frequentemente, chamadas
de redes WiMAX (Worldwide Interoperability for Microwave Access Forum), em uma refe-
rência ao WiMAXForum, um grupo composto por centenas de membros que inclui a maioria
dos operadores e fabricantes de componentes e equipamentospara istemas de comunicação
[57]. O objetivo desse fórum é certificar e promover a compatibilidade e interoperabilidade dos
produtos para redes BWA. Produtos implementados de acordo cm o padrão IEEE 802.16 que
passam pelos testes de compatibilidade e interoperabilidade conduzidos pelo fórum recebem o
selo de certificação WiMAX.
Para dar suporte à grande diversidade de aplicações disponíveis a Internet, tais como servi-
ços de voz, vídeo, multimídia e transferência de arquivos, opadrão IEEE 802.16 e sua extensão,
IEEE 802.16e [2], definem mecanismos de sinalização entre a estação base e as estações cliente
e cinco níveis de serviço. Em ambos os sentidos do tráfego,uplink (das estações cliente para a
estação base) edownlink(da estação base para as estações cliente), os pacotes são asociados
a um fluxo de serviço específico pela camada de controle de acesso ao meio. Um conjunto
de parâmetros de Qualidade de Serviço (QoS), dentre eles latênci máxima e taxa mínima, é
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associado a cada fluxo. Dessa forma, aplicações com necessidade istintas podem receber
tratamento diferenciado para que alcancem o desempenho esperado.
Embora esses serviços forneçam a base para a provisão de QoS,uma solução completa
exige mecanismos de controle de tráfego, tais como escalonamento e controle de admissão. Os
mecanimos de controle de tráfego promovem a utilização eficiente dos recursos da rede bem
como a provisão de Qualidade de Serviço. Mecanismos conservadores podem aumentar o nível
de QoS oferecido aos usuários, mas, em contrapartida, podemresultar em baixa utilização da
rede. Um controle de tráfego agressivo, por outro lado, podeaumentar a utilização da rede ao
custo da deterioração da Qualidade de Serviço. Esse compromisso entre utilização e Qualidade
de Serviço é de fundamental importância nas redes WiMAX, queagr gam diferentes tipos de
tráfego em um sistema com recursos limitados.
A arquitetura de QoS definida pelo padrão IEEE 802.16 inclui mecanismos de escalona-
mento e controle de admissão, entretanto, as políticas que devem ser usadas na implementação
desses mecanismos não são especificadas. O fato das políticas de escalonamento e controle de
admissão serem deixadas em aberto permite que os fabricantes diferenciem seus produtos.
O mecanismo de escalonamento tem como objetivo garantir a banda passante requisitada
pelas estações cliente bem como promover o uso eficiente do enlace sem fio. Em uma rede
WiMAX com topologia ponto-multiponto, o escalonamento do tráfegodownlink requer um
único escalonador na estação base, enquanto o escalonamento do tráfegouplinkprecisa de dois
componentes, um na estação base e um na estação cliente. O escalonadordownlinkgerencia a
transmissão dos pacotes destinados às estações cliente. O escalonadoruplink na estação base
aloca largura de banda para as estações cliente, enquanto o escal nadoruplink nas estações
cliente determina quais pacotes serão enviados nas oportunidades de transmissão recebidas.
O mecanismo de controle de admissão restringe o número de usuários simultaneamente
presentes na rede, de forma a evitar a saturação do enlace semfio , conseqüentemente, a
violação dos requisitos de QoS.
Esta tese introduz uma política para o escalonadoruplink da estação base e um conjunto de
políticas para o controle de admissão das conexõesuplink em redes baseadas no padrão IEEE
802.16.
Dentre os três escalonadores incluídos na aquitetura de QoSdo padrão IEEE 802.16, o es-
calonadoruplink da estação base é o mais complexo. O escalonadordownlinke o escalonador
uplink das estações cliente têm acesso direto às filas que armazenamos pacotes a serem envi-
ados, logo, têm à disposição informações atualizadas sobreas n cessidades de cada fluxo de
tráfego. O escalonadoruplink da estação base, por outro lado, depende de mensagens de re-
quisição de banda enviadas pelas estações cliente para conhecer o estado das filas dos fluxos
uplink e, baseado nessa informação, fazer a alocação dos recursos.As mensagens de requisi-
ção de banda, no entanto, podem não refletir o estado atual dasfilas no instante em que forem
atendidas, em especial quando os fluxos que as geraram servemaplicações com tráfego de taxa
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variável.
Diversas propostas, disponíveis na literatura, introduzem mecanismos de escalonamento ba-
seados em políticas originalmente propostas para redes cabad s [17, 27, 20, 34, 37]. A grande
maioria destes mecanismos utiliza uma hierarquia de políticas, tais comoEarliest Deadline
First (EDF),Deficit Round Robin(DRR),Weighted Fair Queueing(WFQ) eWorst-case Weigh-
ted Fair Queueing(W 2FQ), o que resulta em mecanismos de implementação complexa. Por
outro lado, existem propostas de soluções mais simples, masque não atendem a todas as espe-
cificações do padrão IEEE 802.16 [10, 45]. Existem, ainda, trabalhos [22, 39] que propõem um
mecanismo de escalonamento apenas para o tráfego de tempo real.
A política de escalonamento proposta nesta tese é compatível com as especificações do
padrão IEEE 802.16 e é capaz de atender os cinco tipos de serviço bem como o conjunto de
parâmetros de QoS a eles associado. O escalonador utiliza três filas de prioridade para arma-
zenar as mensagens de requisição de banda enviadas pelas estações cliente e um esquema de
migração das mensagens entre essas filas para garantir a provisão dos requisitos de QoS de cada
fluxo de serviço.
As políticas de controle de admissão propostas visam atingir três objetivos principais: 1)
restringir o número de conexões simultaneamente presentesna rede para que o escalonador
tenha recursos suficientes para atender os requisitos de QoSde cada fluxo de serviço, 2) aten-
der as expectativas do provedor de serviço através da maximização do lucro e 3) maximizar a
satisfação dos usuários através da disponibilização de recursos extras, além do combinado no
contrato de admissão.
A primeira política de controle de admissão proposta é a maissimples, pois atende apenas
o primeiro dentre os três objetivos mencionados. A estratégia de decisão sobre a admissão de
novas conexões consiste em garantir que o somatório dos requi itos de taxa mínima de todas
as conexões aceitas na rede seja menor do que a capacidade do enlace s m fio. Essa estratégia
garante que, mesmo em situações de alta carga na rede, o escalnador terá a sua disposição
recursos suficientes para satisfazer os requisitos mínimosde QoS de cada conexão aceita.
A segunda e a terceira políticas de controle de admissão atendem ao primeiro e ao segundo
objetivos. A segunda política resolve o problema de admissão de novas conexões e maximiza-
ção do lucro de forma ótima, utilizando programação linear inteira. A terceira política fornece
uma solução de implementação mais simples, pois utiliza umatécnica gulosa para a resolver o
mesmo problema.
A quarta e a quinta políticas de controle de admissão atendemos três objetivos. A quarta
política decide sobre a admissão de novas conexões ao mesmo tmp em que tenta maximizar
o lucro e a satisfação dos usuários de, maneira ótima, utilizando programação inteira mista,
enquanto a quinta política fornece uma solução menos complexa através do uso de um algoritmo
heurístico.
A grande maioria das soluções de controle de admissão disponíveis a literatura utilizam
1.1. Contribuições da Tese 4
o requisito de taxa mínima das conexões na tomada de decisões, entretanto, de acordo com
as especificações do padrão IEEE 802.16, os recursos que devem s r reservados para garantir
a QoS solicitada pela nova conexão ultrapassam o valor de taxa mínima requisitado. Isso se
deve a sobrecargas características do tipo de serviço ao qual a conexão está associada, como
por exemplo, a carga gerada pelo envio de mensagens de requisição de banda. As políticas de
controle de admissão propostas, nesta tese, consideram a taxa mínima requisitada pela nova
conexão bem como a sobrecarga gerada pelo tipo de serviço solicitado. Essa estratégia garante
uma estimativa mais precisa da quantidade de recursos que devem s r reservados a cada nova
admissão. Além disso, as políticas propostas fornecem estratégias de maximização do lucro e
da satisfação dos usuários, que são elementos igualmente importantes para o sucesso das redes
WiMAX.
A política de escalonamento e as políticas de controle de admissão propostas foram ava-
liadas através de experimentos de simulação utilizando modelos e tráfego que representam o
tráfego esperado para cada um dos cinco tipos de serviço definidos no padrão IEEE 802.16. Para
que este estudo fosse possível, foi necessário projetar e impl mentar um módulo para simulação
de redes baseadas no padrão IEEE 802.16.
1.1 Contribuições da Tese
Esta tese contribui com os seguintes aspectos inovadores:
• Apresentação do estado da arte das pesquisas relacionadas ao desenvolvimento de políti-
cas de controle de admissão e de escalonamento do tráfegouplink em redes baseadas no
padrão IEEE 802.16;
• Proposta de uma política de escalonamento do tráfegouplinkpara a estação base de redes
baseadas no padrão IEEE 802.16. Além de compatível com o padrão, a política proposta
é capaz de prover garantias de Qualidade de Serviço para aplic ções com necessidades
distintas;
• Proposta de um conjunto de políticas de controle de admissãopara redes baseadas no pa-
drão IEEE 802.16. As políticas propostas permitem a provisãde garantias de Qualidade
de Serviço além de oferecerem meios para a maximização do lucro obtido pelo provedor
de serviços e da satisfação dos usuários;
• Projeto e implementação de um módulo para simulação de redesbas adas no padrão IEEE
802.16. O módulo desenvolvido está disponível para a comunidade científica em [58].
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1.2 Organização da Tese
Esta tese está organizada da seguinte forma: o Capítulo 2 descrev as principais característi-
cas e o funcionamento de uma rede baseada no padrão IEEE 802.16. Maior destaque é dado
para a camada de acesso ao meio onde está localizada a arquitetu a de Qualidade de Serviço
especificada pelo padrão.
O Capítulo 3 apresenta a modelagem e as características de implementação do módulo de-
senvolvido para simulação de redes WiMAX bem como os testes conduzidos para verificar sua
conformidade com as especificações do padrão IEEE 802.16. Esse módulo foi utilizado para
derivar os resultados apresentados nesta tese e está disponível ara os pesquisadores que dese-
jarem utilizá-lo.
O Capítulo 4 discute o funcionamento e os desafios do escalonamento em redes baseadas
no padrão IEEE 802.16, com ênfase no problema do escalonamento do tráfegouplink realizado
pela estação base. São apresentadas algumas das soluções mais significativas propostas para
esse problema bem como as vantagens e desvantagens dessas propostas. Em seguida, o capítulo
introduz uma nova política para o escalonadoruplinkda estação base. Essa política é compatível
com as especificações do padrão IEEE 802.16 e capaz de atenderos requisitos de QoS de cada
fluxo de serviço presente na rede.
O Capítulo 5 apresenta o problema do controle de admissão em redes baseadas no padrão
IEEE 802.16 e discute as principais soluções propostas na liter tura. Um conjunto de novas
políticas de controle de admissão para provisão de Qualidade e Serviço, maximização do lucro
e maximização da satisfação dos usuários é introduzido neste mesmo capítulo.
A primeira seção do Capítulo 6 descreve os experimentos de simulação realizados para
avaliar a política de escalonamento e as políticas de controle de admissão propostas. Essa
descrição apresenta os modelos de tráfego utilizados, os parâmetros de configuração da rede
e os valores atribuídos para os elementos do conjunto de parâmetros de QoS de cada um dos
cinco tipos de serviço definidos no padrão. Nas seções seguint s, os resultados obtidos são
apresentados e discutidos.
No Capítulo 7, são apresentadas as considerações finais e os trabalhos futuros.
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Capítulo de Livro
• J. F. Borin e N. L. S. da Fonseca, Admission Control and Scheduling for QoS provisioning
in WiMAX Networks. QoS Architecture for Wireless Networks: Performance Metrics and
Management, editado por Sasan Adibi, Raj Jain, Mostafa Tofigh e Shyam Parekh, Editora
IGI Global, 2009.
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cations Letters, vol. 12, no. 4, pg. 274-276, 2008.
• J. F. Borin e N. L. S. da Fonseca, Simulator for WiMAX networks. Simulation Modeling
Practice and Theory, vol. 16, no. 7, pg. 817-833, 2008.
Eventos Internacionais
• J. F. Borin e N. L. S. da Fonseca, Uplink Scheduler and Admission Control for the IEEE
802.16 standard.Proceedings of the IEEE Global Communications Conference (GLO-
BECOM), pg. 1-5, 2009.
• J. F. Borin e N. L. S. da Fonseca, A Standard-Compliant Scheduler for WiMAX Networks.
Proceedings of the 4th IEEE Broadband Wireless Access Worksh p, pg. 1-5, 2008.
• J. Freitag e N. L. S. da Fonseca, Uplink Scheduling with Quality of Service in IEEE
802.16 Networks.Proceedings of the IEEE Global Communications Conference (GLO-
BECOM), pg. 2503-2508, 2007.
• J. Freitag e N. L. S. da Fonseca, WiMAX Module for the ns-2 Simulator. Proceedings of
the 18th Annual IEEE International Symposium on Personal, Indoor and Mobile Radio
Communications (PIMRC), pg. 1-6, 2007.
Eventos Nacionais
• J. F. Borin e N. L. S. da Fonseca, Controle de admissão em redesIEEE 802.16.Aceito
para publicação nos Anais do28o Simpósio Brasileiro de Redes de Computadores e Sis-
temas Distribuídos (SBRC), 2010.
• J. F. Borin e N. L. S. da Fonseca, Algoritmos para controle de admissão e escalonamento
do tráfego uplink em redes IEEE 802.16.Anais do VIII Workshop em Desempenho de
Sistemas Computacionais e de Comunicação (WPERFORMANCE), pg. 1-14, 2009.
• J. F. Borin e N. L. S. da Fonseca, Um Módulo para Simulação de Redes WiMAX no
Simulador NS-2.Anais do VII Workshop em Desempenho de Sistemas Computacionais e
de Comunicação (WPERFORMANCE), pg. 1-14, 2007.
• J. Freitag e N. L. S. da Fonseca, Escalonamento com Qualidadede Serviço em redes
IEEE 802.16.Anais do25o Simpósio Brasileiro de Redes de Computadores e Sistemas
Distribuídos (SBRC), pg. 1-14, 2007.
Capítulo 2
Padrão IEEE 802.16
O IEEE (Institute of Electrical and Electronics Engineers) tem desenvolvido uma hierarquia
de padrões complementares para o acesso sem fio. Esta hierarquia, ilustrada na Figura 2.1,
inclui os padrões IEEE 802.15 para redes pessoais (Wireless Personal Area Network- WPAN),
IEEE 802.11 para redes locais (Wireless Local Area Network- WLAN), IEEE 802.16 para
redes metropolitanas (Wireless Metropolitan Area Network- WMAN) e IEEE 802.20 para redes
geograficamente distribuídas (Wireless Wide Area Network- WWAN).
O padrão IEEE 802.16, foco da pesquisa desta tese, vem sendo projetado para prover acesso
sem fio em banda larga com desempenho comparável às formas de acesso tradicionais via cabo,
DSL (Digital Subscriber Line) ou T1. Dentre as vantagens dos sistemas baseados no padrão
802.16 estão a rápida disponibilização dos serviços, mesmoem áreas de difícil acesso, e o
baixo custo. Fornecer acesso em banda larga utilizando caboou DSL pode ser demorado e caro
devido a infraestrutura necessária; por esse motivo, diversas áreas no mundo inteiro não têm
acesso à esse tipo de conexão [25]. O padrão IEEE 802.16 permitirá acelerar a introdução da
tecnologia de banda larga sem fio no mercado, bem como aumentar o desempenho e a confia-
bilidade dos serviços oferecidos pelos provedores de acesso. Outra vantagem deste padrão é a
especificação de mecanismos para provisão de Qualidade de Serviço. Conforme será apresen-
tado na Seção 2.4.1, o padrão fornece meios para diferenciação e priorização de tráfego bem
como para a garantia de requisitos de Qualidade de Serviço, ta s como latência máxima e taxa
mínima.
O restante deste capítulo apresenta as principais característi as e o funcionamento do padrão
IEEE 802.16.
2.1 Arquitetura
A arquitetura de uma rede que utiliza o padrão IEEE 802.16 [1], apresentada na Figura 2.2, é







Figura 2.1: Tecnologias de Comunicação Sem Fio
Station- SS). A estação base realiza a comunicação entre a rede sem fioa rede núcleo e
suporta interfaces IP, ATM, Ethernet e E1/T1. A estação cliente fornece ao usuário acesso
à rede núcleo através do estabelecimento de conexões com a estação base em uma topologia
Ponto-Multiponto (PMP). O padrão ainda permite a implementação de uma topologiaMesh
(opcional). A principal diferença entre as topologias PMP eMeshestá no fato de que em uma
rede PMP o tráfego flui apenas entre a estação base e as estações cliente, enquanto no modo
Mesho tráfego pode ser roteado através das SSs e pode ocorrer diretamente entre duas estações
cliente. O estudo apresentado nesta tese tem como foco redescom topologia PMP.
2.2 Escopo
A Figura 2.3 ilustra o escopo do padrão IEEE 802.16. A definição da camada física inclui
múltiplas especificações, cada qual apropriada a uma faixa de freqüência e aplicação. Estas
especificações serão apresentadas na Seção 2.3.
A camada de acesso ao meio (Medium Access Control- MAC) compreende três subcama-
das:










Figura 2.2: Arquitetura de uma rede IEEE 802.16
• Service-Specific Convergence Sublayer(CS): faz a interface entre a camada de transporte
e a camada MAC. O padrão especifica dois tipos de subcamada CS.A ATM CS é definida
para serviços ATM e aPacketCS é definida para mapear serviços, tais como IPv4, IPv6,
Ethernet e redes locais virtuais (VLAN). A principal funçãoda subcamada CS é classificar
unidades de dados de serviço (SDUs) e associá-las ao identificador do fluxo de serviço
(Service Flow Identifier- SFID) e ao identificador da conexão (Connection Identifier-
CID) apropriados.
• MAC Common Part Sublayer(MAC CPS): provê as funcionalidades para o sistema de
acesso ao meio, alocação de largura de banda, provisão de QoS, stabelecimento e manu-
tenção das conexões.
• Security Sublayer: responsável pelas funções de autenticação para o acesso à rede e t oca
de chaves de segurança e criptografia para privacidade dos da.
2.3 Camada Física
A primeira versão do padrão IEEE 802.16 [3], estabelecida em2001, incluía apenas a faixa de
freqüências de 10 GHz a 66 GHz e operava em linha de visada (Line Of Sight- LOS ) [14], o
que significa que o receptor precisa estar visível para o emissor. Entretanto, a necessidade de



















Figura 2.3: Escopo do padrão IEEE 802.16
operar em LOS limita a adoção da tecnologia, principalmentem áreas urbanas. Com o objetivo
de superar esta limitação, o IEEE publicou em 2003 uma nova especificação para operar sem
linha de visada. Esta versão do padrão, chamada 802.16a [5],utiliza faixas de freqüências entre
2 e 11 GHz, incluindo bandas licenciadas e não licenciadas. Em 2004, foi publicada a versão
802.16-2004, que incorpora a versão 802.16a e especifica as regras para interoperabilidade nas
freqüências até 66 GHz [7]. Esta versão especifica cinco tipos de camada física que podem ser
utilizadas em conjunto com a MAC [1]:
• WirelessMAN-SC: versão de portadora única projetada para operação com linha de vi-
sada na faixa de freqüências de 10 a 66 GHz. Esta versão garante um alto grau de flexibi-
lidade no planejamento das células, capacidade, serviços ecusto.
• WirelessMAN-SCa: versão de portadora única para freqüências até 11 GHz. Inclui um
conjunto de funcionalidades para suportar operação sem linha de visada, tais como: es-
trutura de quadros robusta a multipercurso, estimativa e equalização de canal, modulação
adaptativa, múltiplos esquemas de codificação, antenas adaptativ s, diversidade de trans-
missão, controle de potência eAutomatic Repeat Request(ARQ).
• WirelessMAN-OFDM: versão que utiliza modulação multiportadoras (Orthogonal Fre-
quency Division Multiplexing - OFDM) para freqüências abaixo de 11 GHz e operação
sem linha de visada. Além das funcionalidades definidas na versão WirelessMAN-SCa,
suporta topologiaMeshe subcanalização no enlaceuplink (das SSs para a BS).
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• WirelessMAN-OFDMA: suporta operação sem linha de visada emfr qüências abaixo de
11 GHz. Utiliza o esquema de múltiplo acesso denominadoOrthogonal Frequency Di-
vision Multiple Access(OFDMA), que é uma extensão da técnica de modulação OFDM
para permitir o compartilhamento do canal por múltiplos usuários. Além das funciona-
lidades fornecidas pela versão WirelessMAN-SCa, permite subcanalização dos enlaces
uplink edownlink(da BS para as SSs).
• WirelessHUMAN: inclui funcionalidades para operação em bandas não licenciadas nas
faixas de freqüência de 5 e 6 GHz. Utiliza um esquema flexível de canalização que inclui
canais de 10 e 20 MHz de largura, com espaçamento de 5 MHz. Estaespecificação se
aplica às versões SCa, OFDM e OFDMA.
A camada física opera em um formato deframes. A duração de umframepode variar de 0,5
ms a 20 ms, dependendo da tecnologia em uso na camada física. Ofr messão subdivididos em
intervalos de tempo chamadosslotsfísicos (Physical Slots- PSs). O número deslotsfísicos (n)
em umframeé uma função da taxa de símbolos (número de símbolos transmitidos por segundo)
e da duração doframe, isto é,n = (TaxaDeSimbolos ×DuracaoDoFrame)/4.
Em cadaframehá umsubframe downlinke umsubframe uplink. O subframe downlinké
utilizado pela BS para a transmissão de dados e de informações de controle para as SSs. O
subframe uplinké compartilhado entre todas as SSs. A BS é responsável por atribuir largura
de banda para cada SS através da técnica DAMA-TDMA (Demand Assigned Multiple Access -
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Figura 2.4: Estrutura do frame FDD [1]
O padrão IEEE 802.16 permite dois modos de acesso ao meio físic : duplexação por divisão
de freqüência (Frequency Division Duplexing- FDD) e duplexação por divisão de tempo (Time
Division Duplexing- TDD). No modo FDD, os canaisdownlinke uplink operam, simultanea-
mente, em freqüências diferentes. Portanto, a duração de umsubframe(uplink ou downlink) é
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Frame j+1Frame j-1 Frame j Frame j+2Frame j-2
Subframe Downlink Subframe Uplink
AdaptativoPS 0 PS n-1
... ...
Figura 2.5: Estrutura do frame TDD [1]
igual a duração doframe. A estrutura de umframeFDD é apresentada na Figura 2.4. No modo
TDD, ossubframes uplinkedownlinkpodem compartilhar a mesma freqüência, porém, não po-
dem realizar transmissões simultaneas. CadaframeTDD tem umsubframe downlinkseguido
por umsubframe uplink, como mostrado na Figura 2.5. O número deslotsfísicos alocados para












Figura 2.6: Formato do subframe downlink [1]
O subframe downlink, mostrado na Figura 2.6, inicia com um preâmbulo utilizado pela
camada física para sincronização. Esse campo é seguido pelaseção de controle doframeque
contém um mapadownlink(Downlink Map- DL-MAP), para osubframe downlinkem questão,
e um mapauplink(Uplink Map- UL-MAP) para osubframe uplinkem um determinado instante
do futuro. O DL-MAP informa a duração doframe, o número doframe, o identificador do canal
downlink e o instante no qual as transições da camada física (modificações na modulação e
Forward Error Correction- FEC) ocorrem dentro dosubframe downlink. O UL-MAP especifica
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o identificador do canaluplink, o instante inicial dosubframe uplinke as oportunidades de
transmissão (grants) alocadas para as SSs. A largura de banda é alocada para as SSsem mini-
slots, sendo que cada mini-slot é igual a2m slots físicos (0 ≤ m ≤ 7). A seção de controle
também pode conter um descritor do canaldownlink(Downlink Channel Descriptor- DCD) e
um descritor do canaluplink (Uplink Channel Descriptor- UCD). Os descritores DCD e UCD
definem as características do canais físicosdownlinkeuplink, respectivamente.
A seção de controle é seguida por uma porção TDM (Time Division Multiplexing) que car-
rega dados organizados em rajadas com diferentes perfis. Os dado são transmitidos para cada
SS utilizando o perfil previamente negociado. Cada estação recebe e decodifica as informações
de controle e busca cabeçalhos MAC que indicam dados endereça os a ela no restante dosub-
frame downlink. Em sistemas FDD, a porção TDM pode ser seguida por um segmento TDMA
(Time Division Multiple Access) para dar suporte a SSs que operam no modohalf-duplex. O
segmento TDMA contém um preâmbulo extra no início de cada rajada que permite às estações
recuperar a sincronização. Osubframe downlinkTDD possui a mesma estrutura dosubframe
























Figura 2.7: Formato do subframe uplink [1]
A Figura 2.7 mostra a estrutura dosubframe uplinkutilizado pelas SSs para realizar trans-
mições para a BS. São especificados três tipos de rajadas que podem ser transmitidas pelas
SSs:
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• rajadas que são transmitidas emslotsde contenção reservados para o processo deranging
inicial;
• rajadas que são transmitidas emslotsde contenção ounicastreservados para mensagens
de requisição de largura de banda;
• rajadas que são transmitidas emslots unicastalocados para SSs individuais para trans-
missão de dados no sentidouplink.
Qualquer um desses tipos de rajada pode estar presente em umsubframe uplink. As rajadas
podem ocorrer em qualquer ordem e em qualquer quantidade, limitada pelo número deslots
alocados para transmissãouplink pela BS. As SSs transmitem nosslotsalocados utilizando o
perfil de rajada indicado na mensagem UL-MAP. Entre as rajadas, existe um intervalo chamado
SSTransition Gap(SSTG) seguido por um preâmbulo para que a BS possa sincroniza -se com
a nova SS.
2.4 Camada de Acesso ao Meio
Como mostrado na Seção 2.2, a camada de acesso ao meio (MAC) subdivide-se em 3 subca-
madas. Dado que questões de segurança e interface com a camada de transporte estão fora do
escopo deste trabalho, esta seção tem seu foco voltado para asubcamada MAC CPS.
A subcamada MAC CPS especifica o mecanismo para o acesso ao meio compartilhado.
No sentidodownlink, apenas a BS transmite para as SSs; assim sendo, não há necessidade de
coordenação com outras estações. A BS possui uma antena capaz de tr nsmitir para múltiplos
setores simultaneamente. Todas as SSs que operam em uma determinada freqüência e setor
recebem a mesma transmissão. A BS pode transmitir mensagenstravés deunicastpara uma
única SS,multicastpara um grupo de SSs oubroadcastpara todas as SSs. As SSs compartilham
o canal no sentidouplink utilizando o protocolo DAMA-TDMA (Demand Assigned Multiple
Access - Time Division Multiple Access).
A camada MAC é orientada a conexão. Cada conexão tem um identificador (Connection
Identifier - CID) de 16 bits e cada SS possui um endereço MAC único que a identifica e é utili-
zado para registrá-la e autenticá-la na rede. Durante o process de entrada na rede, dois pares de
conexões de gerenciamento devem ser estabelecidos entre a SS BS e um terceiro par de co-
nexões de gerenciamento pode ser opcionalmente gerado. Cada par compreende uma conexão
uplinke uma conexãodownlink. Os três pares de conexões refletem o fato de que há três níveis
de QoS para o tráfego de gerenciamento entre uma SS e a BS. A conexão básica é utilizada pela
camada MAC da BS e das SSs para a troca de mensagens de gerenciamento curtas e urgentes.
A conexão primária é utilizada pela camada MAC da BS e das SSs para a troca de mensagens
mais longas e mais tolerantes ao retardo, enquanto que a conexão s cundária é utilizada pela
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BS e pelas SSs para a transferência de mensagens tolerantes ao retardo e padronizadas, tais
como mensagens DHCP (Dynamic Host Configuration Protocol), TFTP (Trivial File Transfer
Protocol) e SNMP (Simple Network Management Protocol) entre outras.
As SSs, também, estabelecem conexões de transporte unidirecionais para os fluxos de ser-
viço contratado. Um fluxo de serviço define os parâmetros de QoS da conexão, os quais são
utilizados por um mecanismo de controle de admissão para decidir se a conexão poderá ser
estabelecida. Conexões são, também, reservadas para o acess inicial baseado em contenção,
transmissõesbroadcastno sentidodownlinkepolling broadcastemulticastdas SSs.
A unidade de dados trocada entre as camadas MAC da BS e das SSs éa PDU (Protocol Data
Unit). A subcamada CS recebe SDUs (Service Data Units) através da interface CS SAP (CS
Service Access Point) e as associa ao fluxo de serviço e ao identificador da conexão apropriados.
A subcamada MAC CPS recebe esses dados da subcamada CS e os encapsula em uma PDU que
será enviada para o destinatário. A PDU consiste em um cabeçalho de tamanho fixo, um campo
de tamanho variável para os dados (payload) e um campo CRC (Cycle Redundancy Check)
opcional. O cabeçalho pode ser de dois tipos: genérico e de requisição de largura de banda.
A PDU com cabeçalho genérico contém uma mensagem de gerenciamento da MAC ou dados,
enquanto a PDU com cabeçalho de requisição de largura de banda é utilizada pela SS para
requisitar banda para uma conexão e não carrega dados.
2.4.1 Mecanismos para a provisão de Qualidade de Serviço
A camada MAC provê também mecanismos para fornecer QoS aos tráfegosuplinke downlink.
O principal mecanismo para a provisão de QoS consiste em associ r os pacotes que passam
pela camada MAC a um fluxo de serviço. O fluxo de serviço é um serviço da camada MAC que
fornece transporte unidirecional aos pacotes. Durante a fase de estabelecimento da conexão,
estes fluxos de serviço são criados e ativados pela BS e pela SS. Cada fluxo de serviço ativo
possui um indentificador da conexão único. Várias seções dascamadas superiores podem operar
sobre o mesmo identificador da conexão na camada MAC caso seusrequi itos de QoS sejam os
mesmos. Cada fluxo de serviço deve definir seu conjunto de parâmetros de QoS:
• minimum reserved traffic rate: specifica a taxa mínima reservada para o fluxo de serviço.
Se a quantidade de banda requisitada for menor do que a taxa mínima reservada, a BS
deve alocar a banda excedente para outra finalidade.
• maximum sustained traffic rate: define a taxa de pico do serviço. A taxa é informada
em bits por segundo e não inclui os cabeçalhos da MAC e CRCs. A SS deve controlar o
serviço no sentidouplink para que a taxa seja, na média, igual ao valor definido por esse
parâmetro. Na BS, no sentidownlink, assume-se que o tráfego é controlado na entrada
da rede não sendo necessário fazer um controle adicional. Esse parâmetro define apenas
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um limite e não uma garantia de que a taxa estará disponível. Oalgoritmo para o controle
desse parâmetro não é definido pelo padrão.
• maximum traffic burst: define o tamanho máximo da rajada que deve ser disponibilizado
para o serviço.
• maximum latency: especifica a latência máxima entre a recepção do pacote na interface
de rede da BS ou da SS e a transmissão do pacote para a interfacede rádio freqüência.
• tolerated jitter: define a variação máxima permitida para a latência da conexã.
• service flow scheduling type: o valor deste parâmetro determina o tipo de serviço ao qual
o fluxo deve ser associado. Se o parâmetro é omitido, usa-se o serviço de melhor esforço.
• request/transmission policy: este parâmetro permite configurar alguns atributos para o
fluxo, tais como opções sobre a formatação da PDU e, para fluxosuplink, restrições nos
métodos de requisição de banda que podem ser utilizados.
• unsolicited grant interval: intervalo entregrantssucessivos alocados para um fluxo de
serviço UGS ou ertPS.
• unsolicited polling interval: intervalo máximo entregrantssucessivos alocados para um
fluxo rtPS enviar requisição de banda.
• traffic priority: o valor desse parâmetro especifica a prioridade atribuída ao tráfego. Da-
dos dois fluxos de serviço idênticos em todos os parâmetros deQoS exceto na prioridade,
o fluxo de serviço com maior prioridade deve ter latência menor prioridade maior no
processo de armazenamento nobuffer. Por outro lado, para fluxos de serviço não idênti-
cos, a prioridade não deve preceder outros parâmetros de QoSconflitantes.
O padrão e sua extensão IEEE 802.16e (2005) [2] especificam cinco tipos de fluxo de ser-
viço. Cada fluxo é mapeado para um desses serviços e um escalonador na BS aloca largura de
banda para as SSs, seguindo o conjunto de regras definido por eles.
O serviço UGS (Unsolicited Grant Service) suporta fluxos de tempo real que geram pacotes
de dados com tamanho fixo periodicamente, tal como voz sobre IP. Conexões UGS recebem
grantsperiódicos de tamanho fixo sem a necessidade de requisitar largu a de banda.
O segundo tipo de serviço é o rtPS (Real-Time Polling Service), projetado para aplicações
com requisito de tempo real que geram pacotes com tamanho variável periodicamente, como
por exemplo aplicações de vídeo MPEG. Fluxos rtPS requisitam b nda periodicamente através
de polling unicaste a QoS é garantida satisfazendo-se os requisitos de latêncimáxima e de
taxa mínima.
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O serviço ertPS (Extended Real-Time Polling Service) é projetado para tráfego de tempo real
com taxa variável, como por exemplo aplicações de voz sobre IP com supressão de silêncio.
Este serviço usa um mecanismo degrant similar àquele utilizado pelas conexões UGS. No
entanto, osgrantsalocados periodicamente podem ser usados para enviar requisições de banda
para informar a BS sobre a necessidade de um novo tamanho degrant. A BS não muda o
tamanho dosgrantsaté que receba uma requisição de largura de banda da SS.
O serviço nrtPS (Non-real-time Polling Service) suporta tráfego insensível ao retardo que
requergrants de tamanho variável regularmente, tal como tráfego FTP. A QoS é garantida
satisfazendo-se o requisito de taxa mínima. O serviço oferecepolling unicast, porém, com me-
nor freqüência do que o serviço rtPS, e permite que a SS utilize osslotsde contenção reservados
para requisição de banda.
O serviço BE (Best Effort) suporta tráfego de melhor esforço sem quaisquer garantiasde
QoS. A SS pode utilizar tantoslots unicastquantoslotsde contenção para requisitar largura de
banda.
A Tabela 2.1 mostra quais parâmetros de QoS cada tipo de serviço deve informar durante o
estabelecimento da conexão.
Tabela 2.1: Parâmetros de QoS fornecidos por cada tipo de serviço
UGS ertPS rtPS nrtPS BE
minimum reserved traffic rate
√ √ √
maximum sustained traffic rate
√ √ √ √
maximum traffic burst





service flow scheduling type
√ √ √ √ √
request/transmission policy






√ √ √ √
2.4.2 Mecanismos para Requisição e Alocação de Banda
A alocação de recursos para as SSs é realizada sob demanda. Quando uma SS precisa requi-
sitar banda para uma conexão, ela envia uma mensagem para a BScontendo o pedido. Uma
requisição de banda pode ser enviada como um pacote, cujo cabeçalho indica a presença de um
pedido de banda, ou pode ser enviada juntamente com um pacotede dados (Piggyback). Todas
as requisições devem indicar o número de bytes necessários pa a transmitir os dados (payload)
e o cabeçalho MAC.
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A requisição de largura de banda pode ser incremental ou agregada. Quando a BS recebe
uma requisição incremental, ela deve adicionar a quantidade e banda requisitada à sua percep-
ção atual sobre a banda que deve ser alocada para a conexão. Quando a requisição é agregada,
a BS deve substituir a percepção de banda que deve ser alocadapar a conexão pela quantidade
de banda requisitada. O campotypeno cabeçalho de uma mensagem de requisição indica se
a requisição é incremental ou agregada. Dado que requisições Piggybacknão possuem este
campo, o pedido deve ser sempre incremental.
Para a SS, as requisições de banda sempre são referentes à umadeterminada conexão, en-
quanto osgrantssão alocados para a SS e não para uma conexão em particular. Dessa forma, a
SS pode utilizar ogrant recebido para uma conexão diferente daquela para a qual a requisição
foi feita.
A BS destina parte da banda para as SSs enviarem suas requisições. A alocação degrants
para o envio de requisições pode ser para uma SS particular oupara um grupo de SSs. Esta
alocação é informada para as SSs através da mensagem UL-MAP erecebe o nome depolling.
O padrão define dois mecanismos depolling:
• Unicast: a SS recebe umgrant cujo tamanho é suficiente para o envio de uma requisição
de banda.
• Baseado em contenção: utilizado quando não há banda disponível para fazer opolling
unicastde todas as SSs. Neste caso, a BS aloca umgrant para um grupo de SSs, as
quais devem competir pela oportunidade de enviar a mensagemde requisição. Para re-
duzir a probabilidade de colisão, apenas as SSs que necessitam de banda participam da
contenção. A resolução da contenção se dá com um algoritmo debackoffexponencial. O
tamanho da janela mínima e da janela máxima de contenção é controlado pela BS.
A alocação dos recursos nas redes IEEE 802.16 é realizada portrês escalonadores. A estação
base possui um escalonador para o tráfegodownlink(da estação base para as estações cliente) e
um escalonador para o tráfegouplink (das estações cliente para a estação base). O escalonador
downlinkdecide quais conexões terão direito de transmitir em cadasubframe downlink. O esca-
lonadoruplinkatribuigrantspara as estações cliente enviarem requisições de banda e dados nos
subframes uplink. Cada estação cliente possui um escalonador local que decide quais pacotes
serão enviados nas oportunidades de transmissão recebidasnossubframes uplink.
2.5 Considerações Finais do Capítulo 2
Este capítulo apresentou as principais características e ofunci namento do padrão IEEE 802.16.
Mostrou-se que redes baseadas neste padrão podem possuir topologia Ponto-Multiponto ou
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topologiaMeshe que o escopo do padrão envolve a camada física e a camada de acesso o
meio (MAC).
Os cinco tipos de camada física especificados pelo padrão foram descritos bem como os
dois modos de acesso possíveis: FDD e TDD. Mostrou-se ainda que camada física opera em
framese que cadaframeé subdividido em umsubframe downlinke umsubframe uplink.
Maior destaque, entretanto, foi dado à descrição da camada de acesso ao meio, onde concentra-
se a pesquisa desta tese. As principais funcionalidades da cam da MAC envolvem o estabeleci-
mento e a manutenção das conexões, a alocação de banda e a provisão de Qualidade de Serviço
para as conexões aceitas na rede. Os mecanismos responsáveis por ssas funcionalidades fo-
ram descritos sendo que dois deles serão detalhados nos capítulos seguintes: o mecanismo de
escalonamento e o mecanismo de controle de admissão. Emboraesses mecanismos sejam de
fundamental importância para o correto funcionamento das redes IEEE 802.16 e exerçam im-
portante papel no desempenho da rede, as políticas que devems r usadas em sua implementação
não são definidas pelo padrão.
Capítulo 3
Módulo para simulação de redes WiMAX
no simulador ns-2
A simulação é uma ferramenta essencial na pesquisa de redes dcomputadores, pois permite o
desenvolvimento e a análise de novos protocolos e mecanismos e topologias complexas, sem
a necessidade de implementá-las fisicamente. Dentre as ferrmentas disponíveis para simulação
de redes de computadores, oNetwork Simulator(ns-2) é a ferramenta de maior popularidade
entre os pesquisadores [51]. Esta popularidade deve-se ao fato do ns-2 ser de domínio público
e permitir a simulação de grande parte dos protocolos utilizados na Internet em redes cabeadas
e sem fio.
Dois módulos foram propostos na literatura para simulação de re es IEEE 802.16 usando o
ns-2. Um deles, implementado peloNational Institute of Standards and Technology(NIST) [48],
provê, entre outras funcionalidades, camada física OFDM com modulação configurável, du-
plexação por divisão de tempo (Time Division Duplexing- TDD), topologia ponto-multiponto
(Point-to-Multipoint- PMP) e fragmentação de pacotes. No entanto, este módulo nãoimple-
menta os mecanismos para suporte de QoS na camada MAC, ou seja, os diferentes tipos de
serviço e mecanismos de escalonamento com QoS. O segundo módulo, proposto em [26], tam-
bém implementa o modo de duplexação TDD e a topologia PMP, masutiliza a implementação
do canal sem fio já fornecida pelo ns-2. Embora este módulo imple ente os cinco tipos de
serviço definidos pelo padrão IEEE 802.16, o mecanismo para requisição de largura de banda
não contempla a especificação do padrão. Adicionalmente, o módulo não permite que o usuário
configure os requisitos de QoS, tais como latência máxima e banda mínima, dos serviços de
alta prioridade. A ferramenta de simulação OPNET [38], de domínio privado, inclui um mó-
dulo para simulação de redes WiMAX. No entanto, o acesso a esse módulo ainda é restrito aos
membros do grupo responsável por seu desenvolvimento.
Este capítulo apresenta a especificação e a implementação deum módulo para simulação de
redes IEEE 802.16 no simulador ns-2. O desenvolvimento do módulo tem seu foco na camada
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de acesso ao meio e utiliza a camada física sem fio já disponível no ns-2. A implementação
contempla os mecanismos de reserva e alocação de banda e de provisão de QoS especificados
no padrão permitindo diversos estudos sobre a camada de acesso ao meio, como por exemplo, a
investigação de mecanismos para provisão de QoS. O módulo implementado foi uma ferramenta
essencial para os estudos apresentados nesta tese e tem sidode extrema valia para pesquisadores
da área visto que quase 2.000 pessoas de diversas partes do mun efetuaram a cópia do código
disponibilizado em [58]. Embora o código seja extenso, totalizando 17 classes e mais de 17.000
linhas de código, a modularização obtida com a implementação orientada a objetos facilita a
inclusão de novas funcionalidades.
O restante do capítulo está organizado da seguinte forma. A Seção 3.1 apresenta a modela-
gem e a implementação do módulo para simulação de redes WiMAX. A Seção 3.2 apresenta os
experimentos de simulação realizados para verificar a conformidade do módulo implementado
com as especificações do padrão IEEE 802.16. Finalmente, a Seção 3.3 traz as considerações
finais.
3.1 Modelagem e Implementação
O módulo para simulação de redes WiMAX foi desenvolvido na versão 2.28 do simulador
ns-2 e segue as especificações do padrão IEEE 802.16 para a topologia PMP e o modo de
acesso TDD [1]. A implementação foi realizada na linguagem C++ utilizando o paradigma da
programação orientada a objetos.
O módulo WiMAX baseou-se em um módulo [46] desenvolvido parao ns-2 para simulação
do padrão DOCSIS [13], utilizado para transmissão de vídeo em redes cabeadas. A reutiliza-
ção desse código foi possível pois a especificação da camada MAC do padrão IEEE 802.16 é
baseada no padrão DOCSIS [14]. Assim como no padrão IEEE 802.16, no padrão DOCSIS
existe uma entidade central que controla o acesso ao meio fazndo a alocação de banda para as
estações cliente. A alocação da banda baseia-se nas requisições enviadas pelas estações cliente
e nos requisitos de QoS das conexões.
Embora a camada MAC de ambos os padrões seja semelhante, foram necessárias várias
modificações no código do módulo DOCSIS para adequá-lo ao padrão IEEE 802.16. Dentre
essas modificações, destacam-se: a implementação do serviço n tPS para o tráfegouplink, a
implementação dos cinco tipos de serviço para o tráfegodownlink, a alteração da interface
entre a camada MAC e a camada física para que o módulo WiMAX utilizasse o meio sem fio
disponível no ns-2, a implementação da divisão do tempo emfra ese dosframesemsubframe
downlinkesubframe uplinke a inclusão dos parâmetros de QoS latência máxima, para o serviço
rtPS, taxa mínima e taxa máxima, para os serviços rtPS e nrtPS.
A Figura 3.1 apresenta a estrutura do módulo implementado. Tanto na BS quanto nas SSs
o tráfego proveniente da camada superior é classificado parao fluxo de serviço apropriado (as-








































Figura 3.1: Estrutura do módulo para simulação do padrão IEEE 802.16
sociado a uma conexão), a partir do tipo do tráfego e do par origem e destino. Os fluxos de
serviço são configurados pelo usuário, que entre outras informações, determina os requisitos
de QoS. Cada nó da rede deve ter uma conexãodefaultpara transmitir mensagens de gerenci-
amento e o tráfego que não puder ser mapeado para nenhuma das outras c nexões. No início
da simulação, todas as SSs registram-se com a BS para o estabel cimento das conexões com
seus respectivos parâmetros de QoS. A BS atribui um identificador único para cada conexão e
armazena as informações em uma tabela, dentre elas: o tipo doserviço e seus parâmetros de
QoS, se a conexão utiliza as funcionalidades de fragmentação, concatenação epiggybacking, e
o identificador único.
A BS possui um controlador de admissão, um escalonadordownlink e um escalonador
uplink. O controlador de admissão decide quais conexõesuplink poderão ser estabelecidas.
O escalonadordownlinkdetermina quais pacotes enviados pela camada superior serãtrans-
mitidos em cadasubframe downlink. Para tomar essa decisão, o escalonador baseia-se nos
requisitos de QoS e na situação da fila de cada conexão. O escalonadoruplinkdecide quais SSs
terão direito de transmitir em cadasubframe uplinke quantos lotscada uma dessas SSs poderá
utilizar. A decisão desse escalonador leva em consideraçãoos requisitos de QoS das conexões
uplink, bem como as requisições de banda recebidas.
Nas SSs existe um escalonador que decide quais pacotes provenientes da camada superior
serão enviados nosslotsrecebidos. Para tomar essa decisão, o escalonador baseia-se nas infor-
mações trazidas pelo UL-MAP, nos requisitos de QoS e na situação das filas das conexões.
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No padrão IEEE 802.16, no início de cadasubframe downlink, a BS envia um mapadown-
link (DL-MAP) e um mapauplink (UL-MAP), para informar quais SSs receberão pacotes no
subframe downlink, quais poderão transmitir nosubframe uplinke o número deslotsreserva-
dos para cada transmissão. No módulo implementado, o DL-MAPnão é enviado, dado que
as informações que ele conteria não são necessárias em um siste a de simulação1. No início
do subframe downlink, porém, são reservados algunsslotspara simular a sobrecarga do envio
dessa mensagem. O UL-MAP é enviado e contém a descrição dosslotsalocados nosubframe
uplink subseqüente.
No padrão IEEE 802.16, osframestêm uma duração pré-definida, enquanto ossubframes
uplink e downlink podem ter tamanho variáveis dependendo da necessidade de cada um. O
módulo de simulação permite que o usuário defina a duração dosframes. Dado esse valor, o
módulo atribui durações iguais para cada um dossubframes. O ajuste dinâmico da duração dos
subframesserá implementado em um trabalho futuro.
Em um sistema real, a BS e as SSs trocam em torno de 50 tipos de mensagens de gerencia-
mento, como por exemplo mensagens deranging, mensagens com informações sobre o canal,
mensagens para garantir a segurança na rede, entre outras. Amaioria dessas mensagens, em
especial aquelas que envolvem informações sobre o canal, autenticação e segurança na rede,
não é implementada por estarem fora do foco deste trabalho. Entretanto, mensagens de geren-
ciamento são geradas periodicamente para representar a sobrecarga necessária.
3.1.1 Requisição e alocação de largura de banda
Quando um pacote chega na camada MAC, a partir das camadas superiores, ele é classificado
para um fluxo de serviço (associado a uma conexão) baseado no endereço IP de origem e destino
e no tipo do pacote (HTTP, FTP, CBR, etc.). Na sequência, o cabeçalho MAC de 6 bytes é
incluído no pacote2. Cada fluxo de serviço possui uma fila onde os pacotes são inserido caso
não haja umgrant disponível. Os pacotes que chegam pelo canal são classificados omo uma
mensagem de gerenciamento ou de dados através das informações disponíveis no cabeçalho e
manipulados adequadamente.
Cada fluxo de serviço possui quatro componentes principais:
• Classificador: o classificador usa os endereços de origem e destino o tipo do pacote para
classificar um pacote para um fluxo de serviço.
1Uma das funções da mensagem DL-MAP é informar para a SS em que período ela deve “escutar” o canal para
detectar os pacotes enviados pela BS. No ns-2 as estações semfio escutam o canal o tempo inteiro, portanto, o não
envio desta mensagem não prejudica o recebimento dos pacotes do ráfegodownlink.
2O tamanho do cabeçalho está de acordo com o tamanho definido pelo padrão IEEE 802.16 para o cabeçalho
MAC genérico.
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• Fila: todos os pacotes classificados para um fluxo de serviço são in eridos na fila caso
não possam ser imediatamente enviados.
• Tabela de Alocação: mantém as informações sobre osgrantsalocados para o fluxo de
serviço. Esta tabela é atualizada sempre que um UL-MAP é recebido.
• Máquina de estados finita (FSM -Finite State Machine): determina as ações de um fluxo
de serviço de acordo com os eventos que ocorrem na rede. Sempre que um evento ocorre,
dependendo do estado em que a máquina se encontra, a função apropriada é chamada
para tratar o evento de entrada e a variável de estado é atualiz da.
A definição das máquinas de estado para os serviços UGS, rtPS eBE no sentidouplink fo-
ram baseadas nas máquinas de estado propostas em [46]. A máquina de estados para o serviço
nrtPS utiliza o mesmo modelo da máquina de estados do serviçoBE, dado que ambos os servi-
ços utilizampolling unicaste de contenção. A diferença está no fato de que a BS alocagrants
unicast, freqüentemente, para o serviço nrtPS, enquanto o serviço BE recebegrants unicast
apenas quando há sobra de recursos. A máquina de estados parao serviço ertPS foi definida
de forma a permitir o envio tanto de dados como de requisiçõesde banda nosgrantsalocados
periodicamente pela BS.
Assim como o serviço UGS no sentidouplink, os fluxos de serviço no sentidownlinknão
precisam enviar requisições, sua tarefa consiste em enviaros dados nosgrantsalocados pela
BS. Desta forma, todos os serviços no sentidodownlinkusam a mesma máquina de estados
modelada para o serviço UGS no sentidouplink.
Note que a QoS fornecida para os diferentes tipos de serviço não depende do modelo da
máquina de estados, mas dos mecanismos de controle de admissão e de escalonamento imple-
mentados na BS e nas SSs. As máquinas de estado determinam o envio de um pacote de dados
ou de requisição de banda de acordo com as informações armazenad s na Tabela de Alocação.
Os mecanismos de escalonamento implementados no escalonador das SSs e no escalona-
dor downlinkda BS seguem a políticaStrict Priority, ou seja, a fila de um serviço de maior
prioridade é sempre servida antes da fila de um serviço de menor prioridade. Políticas de esca-
lonamento mais eficientes para esses dois escalonadores serão parte de um estudo futuro.
O escalonadoruplink da BS utiliza a política apresentada no Capítulo 4.
As subseções seguintes apresentam as máquinas de estados para serviços UGS, rtPS,
ertPS, nrtPS e BE no sentidouplink.
3.1.2 Serviço UGS
Para a máquina de estados do serviço UGS foram definidos os seguintes estados:
• Idle: não há nenhum pacote para transmitir;
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• Decision: estado temporário no qual se verifica a existência degrantsna Tabela de Alo-
cação;
• Wait-For-Map: um mapa com novas alocações é aguardado;
• To-Send: há uma transmissão de pacote pendente.
Foram definidos, adicionalmente, os seguintes eventos:
• Packet: um pacote chegou na fila para ser enviado;
• Map: um mapa foi recebido;
• SendTimer: o timer (referenciado comosend_timerna descrição da máquina de estados)
para envio de um pacote expirou;




















Figura 3.2: Máquina de estados para o serviço UGS [46].
A Figura 3.2 apresenta a máquina de estados finita para o serviço UGS. Quando o estado
é Idle e um pacote chega (evento 1a), o cabeçalho MAC é adicionado aopacote, o pacote é
armazenado em uma variável chamadacurrent_pkte a FSM entra no estadoDecision. Quando
um mapa chega (evento 1b), a Tabela de Alocação do fluxo é atualiz d e o estado continua o
mesmo.
No estadoDecision, se não hágrant para o fluxo de serviço na Tabela de Alocação, a FSM
entra no estadoWait-For-Map; caso contrário, um eventoSendPacketocorre e há uma transição
para o estadoTo-Send.
Quando um mapa chega com umgrant para o fluxo no estadoWait-For-Map, a FSM entra
no estadoTo-Sende um eventoSendPacketocorre. Caso o mapa não contenha umgrant para o
fluxo, não há mudança de estado. Quando um pacote chega, o cabeçalho MAC é adicionado e
o pacote é inserido na fila.
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Quando o eventoSendPacketocorre no estadoTo-Send, o send_timeré configurado para
expirar no instante de início dogrant. Quando otimerexpira, o eventoSendTimeré disparado e
o pacote emcurrent_packeté transmitido. Se a fila está vazia, a FSM entra no estadoIdle, caso
contrário, um pacote é retirado da fila, armazenado na variável current_packete a FSM entra
no estadoDecisioncom o eventoPacket.
Quando um pacote chega e a FSM está no estadoTo-Send, o cabeçalho MAC é adicionado e
o pacote é inserido na fila. Quando um mapa chega, a Tabela de Alocação do fluxo é atualizada.
3.1.3 Serviço rtPS
Todos os estados e eventos definidos para a máquina de estadosdo serviço UGS têm o mesmo
significado para a máquina de estados do serviço rtPS. Além disso, foram definidos o estado
To-Send-Request, que indica que há umgrant unicastpara envio de requisição de banda na
Tabela de Alocação, e os seguintes eventos:
• ReqTimer: o timer (referenciado comoreq_timerna descrição da máquina de estados)
para o envio da requisição expirou.



































Figura 3.3: Máquina de estados para o serviço rtPS. [46]
A Figura 3.3 apresenta a máquina de estados finita para o serviço rtPS. Quando a FSM está
no estadoDecisione há umgrant unicastpara o fluxo na Tabela de Alocação, a FSM muda
para o estadoTo-Send-Requeste um eventoSendReqocorre.
Quando a FSM entra no estadoT -Send-Requeste um eventoSendReqocorre, oreq_timer
é configurado para expirar no instante de início dogrant unicast. Quando otimer expira, um
eventoReqTimeré disparado, uma requisição de banda é enviada e a FSM entra noestad Wait-
For-Map. Se, entretanto, um mapa chega trazendo umgrant para envio de dados para o fluxo
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antes dotimerexpirar, otimerpára, a FSM faz uma transição para o estadoTo-Sende um evento
SendPacketocorre. Se um pacote chega antes dotimer expirar, o cabeçalho MAC é adicionado
e o pacote é inserido na fila.
Caso a FSM esteja no estadoWait-For-Mape a SS recebe um mapa com umgrantpara envio
de dados para o fluxo, então a FSM entra no estadoTo-Sende um eventoSendPacketocorre. No
entanto, caso ogrant seja para envio de requisição de banda, a FSM entra no estadoDecision
e um eventoPacketocorre. Quando um pacote chega e a FSM está no estadoW it-For-Map, o
cabeçalho MAC é inserido e o pacote é incluído na fila.
A máquina de estados proposta por Shrivastav [46] não permite fragmentação e concate-
nação de pacotes no serviço rtPS. No módulo WiMAX essa deficiência foi corrigida. Desse
modo, no estadoTo-Sendvários pacotes podem ser concatenados e transmitidos em um único



































Figura 3.4: Máquina de estados para o serviço ertPS
A Figura 3.4 apresenta a máquina de estados finita definida para o serviço ertPS. Esta FSM
tem os mesmos estados e eventos usados pela FSM do serviço rtPS, porém, as transições e as
ações tomadas em alguns estados são diferentes.
Caso a FSM esteja no estadoDecisione a Tabela de Alocação do fluxo tem umgrant com
tamanho menor do que o tamanho do pacote emcurrent_pkt, a FSM entra no estadoTo-Send-
Requeste um eventoSendReqocorre. No entanto, caso ograntseja maior ou igual ao tamanho
do pacote, há uma transição para o estadoTo-Sende o eventoSendPacketé disparado. A mesma
ação é tomada quando um mapa chega e o estado éWait-For-Map.
No estadoTo-Send-Request, o grant é utilizado para requisitar um novo tamanho degrant
através do envio de uma requisição de banda para a BS. Depois denviar a requisição de banda,
a FSM entra no estadoWait-For-Map.
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No estadoTo-Send, antes de enviar um pacote, a FSM compara o tamanho do pacote (in-
cluindo os cabeçalhos) com o tamanho dogrant. Caso os tamanhos sejam iguais, o pacote é
enviado. No entanto, caso o tamanho dogrant seja maior do que o tamanho do pacote, uma
requisição de bandapiggybacké enviada com o pacote de dados para informar a BS sobre o
novo tamanho de pacote.
3.1.5 Serviço nrtPS e BE
Além dos estados e eventos usados para os serviços UGS, rtPS eertPS, foi definido o estado
Contention, que implementa o algoritmo debackoff, o estadoReq-Sent, que indica que uma
requisição de banda foi enviada, e os seguintes eventos:
• Unicast-Req: umgrant unicastpara o envio de banda foi alocado para o fluxo de serviço;
• Contention-Req: umgrant de contenção foi disponibilizado para o fluxo de serviço;
• Contention-On: a fase de contenção deve iniciar;
• Contention-Slots: a fase de contenção já foi iniciada;
• Contention-Bkoff: a fase debackoff é necessária pois a requisição enviada nogrant de

















































Figura 3.5: Máquina de estados para o serviço BE [46]
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Quando a FSM entra no estadoDecisioncom um eventoPacket, a SS verifica se a Tabela
de Alocação do fluxo tem algumgrant disponível. Caso haja umgrant para envio de dados,
a FSM entra no estadoTo-Sende um eventoSendPacketocorre. Caso haja umgrant unicast
para envio de requisição de banda, há uma transição para o estd To-Send-Requeste um evento
Unicast-Reqé disparado. Em ambas as situações, o processo de contenção éfinalizado, caso
esteja em andamento. Se há umgrant de contenção para envio de requisição de banda e o
processo de contenção não está em andamento, a FSM entra no est doContentione um evento
Contention-Onocorre. Se o processo de contenção já tiver iniciado, a FSM entra no estado
Contentioncom o eventoContention-Bkoff.
Quando um mapa chega e a FSM está no estadoWait-For-Map, as ações tomadas são as
mesmas descritas para o estadoDecision, exceto quando o mapa traz umgrant de contenção
para o fluxo e o processo de contenção já tiver iniciado. Nestecaso, a FSM entra no estado
Contentione o eventoContention-Slotsocorre.
No estadoTo-Send, vários pacotes podem ser concatenados e transmitidos em umúnico
grant ou um pacote pode ser fragmentado tal que possa ser enviado emum grant de tamanho
menor. Caso umgrant de dados não seja suficiente para enviar todos os pacotes armazenados
na fila e não haja maisgrantsde dados pendentes na Tabela de Alocação, o fluxo de serviço
envia uma requisição de bandapiggybacke a FSM entra no estadoReq-Sent. Caso haja pacotes
na fila e a requisiçãopiggybacknão foi enviada, ocorre uma transição para o estadoDecisione
um eventoPacketocorre. Se a fila está vazia, há uma transição para o estadoIdle.
No estadoTo-Send-Request, o req_timerestá ativado. Quando otimer expira, uma requisi-
ção de bandaunicastou de contenção será enviada e a FSM entra no estadoReq-Sent. Quando
um mapa chega com umgrant de dados para o fluxo de serviço no estadoReq-Sent, o processo
de contenção é finalizado, a FSM entra no estadoTo-Sende um eventoSendPacketocorre. Se
o mapa não tem umgrant de dados para o fluxo de serviço e otimer T163 expirou, a janela de
contenção dobra de tamanho e a FSM entra no estadoDecisioncom o eventoPacket.
A transição para o estadoContentione a ocorrência do eventoContention-Onacontece
quando o serviço inicia o processo de contenção. Neste caso,um número aleatórior é seleci-
onado dentro da janela de contenção. Se o número deslotsalocados para contenção é maior
do quer, o req_timeré configurado para expirar noslot de contençãor + 1 e a FSM entra no
estadoTo-Send-Request. Caso contrário, uma variável chamadaskippedreceber - número de
slots de contençãoe a FSM entra no estadoWait-For-Map.
A entrada no estadoContentione a ocorrência do eventoContention-Slotsindica que o
processo de contenção já foi iniciado e que umgrant de contenção foi alocado para o fluxo de
serviço. Caso o número deslotsalocados para contenção seja maior do que o valor da variável
3T16 é umtimer definido no padrão IEEE 802.16 [1]. Quando uma SS envia uma requisição através de um
grantde contenção e nenhumgrantde dados é recebido dentro do intervalo T16, a SS considera qutransmissão
foi perdida.
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skipped, o req_timeré configurado para expirar noslotde contençãoskipped+1 e a FSM entra
no estadoTo-Send-Request. Caso contrário,skippedé atualizada paraskipped - número de slots
de contençãoe a FSM faz uma transição para o estadoWait-For-Map.
Caso o eventoContention-Bkoffocorra no estadoContentione o número máximo de reen-
vios da requisição de banda foi atingido, o pacote armazenado emcurrent_packeté descartado
e o processo de contenção pára. Se a fila estiver vazia, a FSM entra no estadoIdle; caso con-
trário, um pacote é retirado da fila e armazenado emcurrent_packet, a FSM faz uma transição
para o estadoDecisione um eventoPacketocorre. Caso o número máximo de reenvios para
requisição de banda não for atingido, a FSM executa as mesmasaçõe definidas para o evento
Contention-On.
3.2 Teste de Conformidade
Os experimentos apresentados nesta seção têm como objetivoverificar se o modelo implemen-
tado está de acordo com as especificações do padrão IEEE 802.16 para topologias PMP que
utilizam o modo de acesso TDD. Em particular, verifica-se se omódulo WiMAX implementa
a divisão do tempo emframese dosframesem subframe downlinke subframe uplinke se a
alocação degrantspara a transmissão de requisição de banda e de dados para os cinco tipos de
serviço segue as regras do padrão. Os cinco tipos de serviço foram verificados tanto no sentido
uplink como no sentidodownlink.
O cenário de simulação consiste em uma BS com as SSs uniformement distribuídas ao
redor dela. A duração do frame é de 1 ms e a capacidade do canal éde 40 Mbps, assumindo
uma divisão TDD 1:1 paradownlinke uplink. O módulo usa o canal sem fio fornecido pelo si-
mulador ns-2 que implementa a técnica de espalhamento espectral por seqüência direta (DSSS -
Direct-Sequence Spread-Spectrum). Os cenários não foram escolhidos com intenção de simular
redes operacionais. O objetivo é analisar o funcionamento dos mecanismos de acesso ao meio
e de requisição e alocação deslotsem diferentes situações de carga na rede, ou seja, tanto em
situações de pouca carga oferecida como em situações de sobrecarga na rede. Para tal, foram
utilizadas fontes CBR para simular o tráfego dos quatro tipos de serviço. Modelos de tráfego
determinísticos são importantes na etapa de verificação da implementação pois facilitam a aná-
lise dos resultados [47]. Modelos de tráfego mais realistasdevem ser considerados na análise
dos mecanismos de provisão de QoS, tais como os mecanismos deescalonamento e de controle
de admissão propostos nesta tese, e são utilizados no Capítulo 6.
3.2.1 Frames
Para verificar a implementação da divisão do tempo em frames,simulou-se um cenário com três
estações cliente conectadas a uma estação base. A Figura 3.6apresenta o envio das mensagens
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UL-MAP para as estações cliente. Nota-se que a cada 1 ms um novo UL-MAP é enviado.



























Figura 3.6: Divisão do tempo em frames
Para verificar a divisão dos frames emsubframe downlinke subframe uplinksimulou-se
um cenário com uma estação base e duas estações cliente. Doisflux s CBR com taxa de 5
Mbps geram o tráfego na rede, um no sentidodownlinke outro no sentidouplink. Ambos os
fluxos pertencem ao serviço BE. O tamanho doframefoi configurado em 1 ms, portanto, cada
subframe tem duração de 0,5 ms.




Figura 3.7: Divisão dos frames em subframedownlinkeuplink
A Figura 3.7 mostra o tráfego enviado em um intervalo da simulação. O tráfego inclui os
pacotes de dados, as mensagens UL-MAP e as mensagens de requisição de banda. Nota-se que
a divisão dosframesse dá de maneira correta, dado que a primeira transmissão é sempre no
sentidodownlink, enquanto que a transmissãouplink inicia na segunda metade doframe.
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Estes resultados evidenciam que o controle de acesso ao meioi plementado no módulo
WiMAX está de acordo com as especificações do padrão IEEE 802.16 para o modo de acesso
TDD. Nota-se que a BS é capaz de coordenar as transmissões nossentidosdownlinke uplink,
para que elas aconteçam de maneira sucessiva respeitando oslimites de duração dossubframes
e doframe.
3.2.2 Serviço UGS
Assim como no padrão IEEE 802.16, ao configurar uma conexão dotipo UGS no módulo
WiMAX deve-se informar o intervalo entregrantsdesejado. Para verificar se as conexões UGS
no sentidouplink recebemgrantsperiódicos para o envio de dados, fez-se um experimento de
simulação com um cenário consistindo em uma estação base e duas estações cliente. Uma das
estações cliente possui um fluxo UGS que inicia a transmissãodos pacotes no instante 0,5 s.
O tráfego é gerado por uma fonte CBR com taxa de 500 Kbps e o intervalo entre osgrants
fornecidos pela estação base é de 15 ms. A segunda estação cliente possui um fluxo BE que
inicia a transmissão no instante 1 s. O tráfego é gerado por uma fonte CBR com taxa de 2 Mbps.
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Figura 3.8: Verificação do serviço UGS no sentidouplink
A Figura 3.8(a) mostra o envio de pacotes de dados em um intervalo do tempo de simulação.
Nota-se que mesmo com a entrada de um tráfego de melhor esforço na rede, a estação com
serviço UGS obteve osgrantsno intervalo esperado.
A alocação degrantspara o serviço UGS também foi avaliada em um cenário onde o canal é
saturado por 10 fluxos BE, cada um gerando um tráfego CBR com taxa de 2 Mbps. Para facilitar
a visualização, a Figura 3.8(b) apresenta apenas os pacotesenviados pela conexão UGS em um
intervalo de tempo de simulação. Pode-se notar, novamente,que a entrada de fluxos de melhor
esforço não prejudica a alocação de recursos para o serviço UGS.
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Para verificar o serviço UGS no sentidownlinksimulou-se uma rede com uma estação
base e duas estações sem fio. A estação base possui dois fluxosdownlink, um para cada uma das
estações sem fio. Um dos fluxos é do tipo UGS e inicia a transmissão dos pacotes no instante
0,5 s. O tráfego é gerado por uma fonte CBR com taxa de 500Kbps eo int rvalo entre osgrants
fornecidos pela estação base é de 15 ms. O segundo fluxo é do tipo BE e inicia a transmissão
dos pacotes no instante 1 s. Os pacotes são gerados por uma fonte CBR com taxa de 2 Mbps.




Figura 3.9: Verificação do serviço UGS no sentidodownlink
A Figura 3.9 mostra o envio de pacotes de dados em um intervalodo tempo de simulação.
Nota-se que mesmo com a entrada de um fluxo de melhor esforço naede, o fluxo UGS obteve
osgrantsno intervalo esperado.
3.2.3 Serviço rtPS
O cenário de simulação utilizado para verificar a alocação derecursos para o serviço rtPS no
sentidouplink consiste em uma estação base e uma estação cliente. A estaçãocliente possui
um fluxouplink do tipo rtPS com pacotes gerados por uma fonte CBR com taxa de 1Mbps. A
estação base fornecegrantsperiódicos para o envio de requisição de banda a cada 15 ms. O
valor deste intervalo deve ser definido pelo usuário noscript de configuração da rede.
A Figura 3.10 ilustra o envio de pacotes de requisição de largur de banda e de pacotes
de dados em um intervalo da simulação. Nota-se que osgrantspara envio de requisição são
recebidos no intervalo esperado e, após cada requisição, a estação recebegrantspara o envio
dos dados.
Dado que para conexõesdownlinkque pertencem ao serviço rtPS não é necessário fornecer
grants periódicos para o envio de requisição de banda, o teste para este tipo de serviço no
sentidodownlinkverifica se um fluxo rtPS recebegrantspara o envio de dados e se consegue
ter prioridade sobre um fluxo BE.
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Figura 3.11: Verificação do serviço rtPS no sentidodownlink.
O cenário de simulação consiste em uma estação base e duas estações cliente. A estação
base possui dois fluxosdownlink, um para cada estação cliente. Um dos fluxos é do tipo rtPS
com pacotes gerados por uma fonte CBR com taxa de 5 Mbps. O segundo fl xo é da classe
BE com pacotes gerados por uma fonte CBR. Para verificar a influência do tráfego de melhor
esforço sobre o tráfego de tempo real, a taxa da fonte BE variade 0 a 25 Mbps.
A Figura 3.11 ilustra a vazão de ambos os fluxos. Nota-se que o amento na carga oferecida
pelo fluxo de melhor esforço não interfere no serviço oferecido ao fluxo rtPS, que obteve vazão
igual a taxa de dados gerada pela fonte em todas as situações.
3.2.4 Serviço ertPS
O cenário de simulação para testar o serviço ertPS consiste em uma estação base e uma estação
cliente. A estação cliente tem uma conexão ertPS no sentidouplink que gera os pacotes em
intervalos constantes de 20 ms. Para avaliar o mecanismo de alocação de banda variou-se o
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tamanho dos pacotes. No início os pacotes têm tamanho de 200 bytes. No instante 5 s, o
tamanho dos pacotes muda para 500 bytes e no instante 5,2 s eleé reduzido para o valor inicial.


























Figura 3.12: Verificação do serviço ertPS no sentidouplink.
A Figura 3.12 apresenta o tamanho dosgrantsalocados para a conexão ertPS durante um
período da simulação. No início da simulação, quando o tamanho do pacote é 200 bytes, a BS
aloca umgrantde 270 bytes para a transmissão dos dados e dos cabeçalhos. Quando o tamanho
do pacote aumenta para 500 bytes, a conexão ertPS envia uma requisição de banda no instante
5.16 e a BS aloca umgrant de 570 bytes. No intervalo [5,18; 5,24], a conexão envia pacotes
com tamanho de 500 bytes. No instante 5,26, a conexão envia ump cote de 200 bytes com uma
requisição de bandapiggybackpara solicitar a redução do tamanho dogrant. Embora osgrants
tenham sido alocados periodicamente em intervalos de 20 ms,há um retardo na transmissão do
primeiro pacote de 500 bytes. Isso acontece porque a aplicação CBR na SS e o escalonador na























Figura 3.13: Verificação do serviço ertPS no sentidodownlink.
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O mesmo cenário foi utilizado para verificar o serviço ertPS no sentidodownlink. A Fi-
gura 3.13 apresenta o mesmo comportamento verificado na Figura 3.12, exceto pelo fato de que
as requisições de banda não são necessárias neste caso. Esseresultados mostram que o serviço
ertPS foi implementado de acordo com as especificações do padrão IEEE 802.16.
3.2.5 Serviço nrtPS
O experimento realizado para verificar a alocação de recursos para o serviço nrtPS no sentido
uplink utiliza um cenário que consiste em uma estação base e 11 estações cliente. Uma das es-
tações cliente possui um fluxo de serviço do tipo nrtPS com pacotes gerados por uma aplicação
CBR com taxa de 1 Mbps. O fluxo recebegrants unicastpara envio de requisição a cada 15
ms. Este intervalo deve ser definido pelo usuário noscript de configuração da rede. As outras
10 estações cliente têm um fluxo de serviço do tipo BE com pacotes gerados por uma aplicação
CBR com taxa de 2 Mbps.
4.0200 4.0400 4.0600 4.0800 4.1000 4.1200 4.1400 4.1600
tempo (s)
Requisicao de banda unicast
Requisicao de banda baseada em contencao
Pacote de dados
Figura 3.14: Verificação do serviço nrtPS no sentidouplink.
A Figura 3.14 mostra os pacotes de requisição e de dados enviados pelo fluxo nrtPS em
um intervalo da simulação. Nota-se que mesmo com uma alta carg n rede, o fluxo nrtPS
consegue enviar requisições através degrants unicaste de contenção, bem como pacotes de
dados. Algunsgrants unicastnão foram utilizados dado que no instante em que foram alocados
a fila do fluxo de serviço estava vazia.
Para verificar o serviço nrtPS no sentidodownlinkutilizou-se um cenário com 1 estação base
e 2 estações cliente. Uma das estações cliente possui uma conexão rtPS no sentidodonwlink
com tráfego CBR sendo gerado a uma taxa de 5 Mbps. A outra estação cliente possui uma
conexão BE no sentidodownlinkcom tráfego CBR cuja taxa varia de 0 a 25 Mbps.
A Figura 3.15 ilustra a vazão de ambos os tipos de serviço. Pode-se observar que a alocação
de recursos para o serviço nrtPS no sentidodownlinksatisfaz as necessidades do fluxo mesmo
quando a rede é sobrecarregada por um fluxo de melhor esforço.
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Figura 3.15: Verificação do serviço nrtPS no sentidodownlink.
3.2.6 Serviço BE
O experimento realizado para verificar o serviço BE no sentido uplink verifica se um fluxo BE
consegue enviar pacotes de requisição de banda e pacotes de dados na presença de fluxos de
maior prioridade. O cenário consiste em cinco estações cliente conectadas a uma estação base.
Duas estações cliente possuem serviço UGS, duas possuem serviço rtPS e uma possui serviço
BE. O tráfego é gerado por aplicações CBR com taxa de 2 Mbps para os serviços UGS e rtPS e
taxa de 1 Mbps para o serviço BE.
A Figura 3.16 apresenta os pacotes de requisição de largura de b nda e os pacotes de dados
enviados pela estação com serviço BE em um intervalo da simulação. Nota-se que mesmo na
presença de tráfego de maior prioridade o serviço BE recebegrantspara o envio de requisição
de banda e para o envio de dados.




Figura 3.16: Verificação do serviço BE
A partir dos testes realizados com os outros tipos de serviçono sentidodownlinké possível
notar que o serviço de melhor esforço no sentidodownlinkobtém oportunidades de transmissão
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mesmo na presença de tráfego de maior prioridade.
3.3 Considerações Finais do Capítulo 3
Este capítulo apresenta a implementação e o teste de conformidade de um módulo para simula-
ção de redes WiMAX. O módulo é implementado na ferramenta ns-2 e atende as especificações
do padrão IEEE 802.16 para redes com topologia PMP e modo de acesso ao meio TDD. O mó-
dulo WiMAX inclui as funcionalidades de requisição e alocação de banda e provisão de QoS.
Adicionalmente, permite que os usuários configurem requisitos de QoS para aplicações com
diferentes demandas.
Experimentos foram projetados para avaliar a implementação das principais funcionalidades
da camada de acesso ao meio do padrão IEEE 802.16. Os resultado indicam que a BS é capaz
de gerenciar o acesso ao meio nos sentidosdownlinke uplink, bem como fazer a alocação de
grantspara envio de requisição de banda e de dados conforme as regraestabelecidas para cada
um dos cinco tipos de serviço. Além disso, é possível concluir q e as estações cliente são
capazes de enviar requisição de banda e pacotes de dados de acordo com a alocação degrants
informada pela estação base através da mensagem UL-MAP.
O módulo implementado pode ser empregado em diversos estudos sobre redes IEEE 802.16,
em especial estudos sobre alocação de banda e provisão de QoS, inclusive facilitando a inclusão
de novas funcionalidades e mecanismos, dada a estrutura modularizada do código.
Trabalhos futuros irão focar a implementação da camada física OFDM especificada no pa-
drão IEEE 802.16, de escalonadores mais eficientes para as estações cliente e para o tráfego
downlinkna estação base.
Capítulo 4
Escalonamento em redes IEEE 802.16
O escalonamento em redes IEEE 802.16 compreende o escalonamento do tráfegodownlink,
realizado pela BS, e escalonamento do tráfegouplink, realizado por dois escalonadores, um na
BS e outro nas SSs. Para executar a alocação dos recursos, os escal nadores usam informações
sobre os requisitos de Qualidade de Serviço e a situação das filas das conexões.
O escalonadordownlinke o escalonadoruplink das SSs têm acesso direto às filas das co-
nexões. O escalonadoruplink localizado na BS, por outro lado, depende das mensagens de
requisição de banda enviadas pelas SSs para manter-se informad sobre o estado das filas de
cada conexão. Essas requisições, além de aumentarem a cargana rede, podem sofrer atrasos,
gerados pelo mecanismo de contenção, por exemplo, resultando n entrega de informações de-
satualizadas. Adicionalmente, diferente dos outros dois escalonadores, o escalonadoruplink
da BS deve alocar recursos não só para transmissão de dados, mas ta bém para o envio das
requisições de banda. Em ambos os casos, a alocação dos recursos deve ser feita de tal forma
que os requisitos de QoS de todas as conexões sejam garantidos.
Assim sendo, pode-se afirmar que um dos maiores desafios no projeto da camada MAC
dos equipamentos para redes WiMAX está na implementação do escalonadoruplink da BS.
Políticas de escalonamento não são especificadas pelo padrão IEEE 802.16, o que fornece uma
oportunidade para os fabricantes pesquisarem algoritmos inovadores que diferenciem seus pro-
dutos.
Independente da política de escalonamento adotada para o tráfegouplink, os seguintes as-
pectos definidos no padrão devem ser levados em consideraçãon implementação do escalona-
dor:
• a distribuição dos recursos deve ser feita com base nas requisições de banda enviadas
pelas SSs e nos parâmetros de QoS de cada conexão, sendo que conexões distintas que




• a alocação de banda deve permitir não só a transmissão de dados, mas também a trans-
missão de requisições de banda de acordo com o mecanismo de requisição definido para
cada tipo de serviço;
• todos os parâmetros de QoS definidos pelo padrão devem ser garantidos.
Além dos pontos citados, espera-se que o escalonador use de forma eficiente a largura de
banda disponível de forma que um maior número de usuários possa ser admitido, consequente-
mente, resultando em altos níveis de utilização da rede.
Embora o escalonador seja implementado na camada MAC, a tecnologia utilizada na ca-
mada física pode influenciar o seu projeto. Quando se utilizaa tecnologia de portadora única
(Single Carrier- SC), há apenas uma portadora e toda a frequencia é dada para uma SS. Na tec-
nologia OFDM múltiplas subportadoras formam umslot físico, mas pelo fato de serem trans-
parentes para a camada MAC, as subportadoras podem ser vistas como um canal lógico, sob
o ponto de vista do escalonador. Entretanto, cada subcanal pode usar diferentes modulações
de forma que SSs distintas podem apresentar diferentes taxas de transmissão. Ao contrário das
tecnologias SC e OFDM, nas quais apenas o domínio do tempo é considerado, a tecnologia
OFDMA requer alocação dos recursos em duas dimensões: frequência e tempo. Em outras
palavras, o escalonador deve decidir não só sobre a alocaçãodeslots, mas também de subpor-
tadoras para cada usuário. Dado que mais de um usuário pode usar o canal em um mesmo
instante de tempo, é fundamental que o escalonamento em siste as OFDMA considere as ca-
racterísticas da camada física. A Figura 4.1 ilustra as diferenças entre os três tipos de camada
física.
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Figura 4.1: Comparação entre as camadas física SC, OFDM e OFDMA (as letras A, B, C, D e
E representam diferentes usuários)
A Seção 4.1 apresenta algumas das principais soluções propostas na literatura para o escalo-
namentouplink na BS. Essas propostas são divididas em dois grupos. O primeiro grupo inclui
os escalonadores que não utilizam informações da camada física, tendo como principal objetivo
4.1. Estado da arte da pesquisa em escalonamento em redes IEEE 802.16 41
garantir a Qualidade de Serviço requisitada por cada fluxo deserviço. O segundo grupo com-
preende os escalonadores que consideram a tecnologia usadana camada física para auxiliar na
tomada de decisões.
A Seção 4.2 introduz um novo escalonadoruplink para a BS. Este escalonador não utiliza
informações da camada física na alocação dos recursos, entretanto, diferente da maioria das
propostas disponíveis na literatura, ele é totalmente compatível com o padrão IEEE 802.16,
dado que atende os cinco tipos de fluxo de serviço bem como seusrespectivos parâmetros de
QoS.
4.1 Estado da arte da pesquisa em escalonamento em redes
IEEE 802.16
4.1.1 Propostas que não consideram a camada física
A tendência nas primeiras soluções propostas na literatura[20, 34, 37] consistia em adaptar para
redes IEEE 802.16 políticas de escalonamento clássicas propostas para redes cabeadas. Esses
trabalhos, bem como [17] e [27], que seguem a mesma tendência, utilizam uma combinação
de políticas tais comoStrict Priority, Weighted Fair Queueing(WFQ) [8] eEarliest Deadline
First (EDF), resultando em esquemas de escalonamento complexos.Pr postas mais recentes
disponíveis na literatura [10, 45], por outro lado, têm investido em idéias de implementação
mais simples. Dado que o escalonadoruplink da BS é executado a cadafr mee, em determi-
nadas configurações, pode-se ter até 400framespor segundo, soluções simples tornam-se mais
atrativas.
Hawa e Petr [37] propõem um mecanismo para escalonamento do tráfegouplink em redes
DOCSIS [13] e em redes IEEE 802.16. O escalonador implementauma combinação de esca-
lonamento baseado em prioridades e da disciplina WFQ para atribuir grantsàs SSs. O serviço
UGS tem a prioridade mais alta para alocação de banda, o restante dos fluxos são servidos utili-
zando WFQ com prioridade, ou seja, se doisgrantstêm tempo final igual, o de maior prioridade
é servido primeiro. Entretanto, este mecanismo alocagrantspara as conexões e não para SSs,
o que era permitido em versões anteriores do padrão. Não são apresentados em [37] resultados
que comprovem a eficiência e o desempenho do mecanismo proposto.
Wongthavarawat e Ganz [34] propõem um mecanismo de escalonamento que utiliza uma
combinação das disciplinasStrict Priority, EDF e WFQ. A alocação de largura de banda acon-
tece em dois passos. No primeiro passo, o escalonador distribu a banda entre os diferentes
tipos de serviço utilizando a disciplinaStrict Priority. No segundo passo, a banda recebida por
cada serviço é distribuída entre as conexões. Nesta fase, o serviço UGS usa uma política de
banda fixa, o serviço rtPS utiliza a disciplina EDF, o serviçonrtPS utiliza a disciplina WFQ e
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o serviço BE distribui a banda igualmente entre todas as conexões. O mecanismo proposto é
avaliado através de experimentos de simulação, porém apenas tráfego rtPS e BE são utilizados.
Chen, Jiao e Wang [27] utilizam a mesma estrutura proposta por Wongthavarawat e Ganz,
porém, no primeiro passo, a alocação de banda é feita com a política Deficit Fair Priority
Queue(DFPQ). Os resultados de simulação mostram que o algoritmo DFPQ é mais justo do
que o algoritmoStrict Priority e evita a inanição do tráfego de melhor esforço. Entretanto,os
autores não mostram resultados sobre o retardo. Dado que para serviços UGS e rtPS o retardo é
um parâmetro de QoS de suma importância, sua análise torna-se i di pensável para verificação
do nível de QoS oferecido pelo mecanismo.
Tarchi, Fantacci e Bardazzi [17] também propõem uma combinação de disciplinas de esca-
lonamento. No primeiro passo, a largura de banda é distribuída entre os serviços UGS, rtPS,
nrtPS e BE utilizando a técnicastrict semi-preemptive priority. No passo seguinte, a banda é
distribuída entre as conexões utilizando o algoritmoPacket Based Round Robin(PBRR) para o
serviço UGS, a disciplina EDF para o serviço rtPS e a disciplina WFQ para os serviços nrtPS e
BE.
Sayenko, Alanen e Hämäläinen [10] apresentam uma solução basead na disciplinaRound
Robin (RR) que compreende três estágios. No primeiro estágio, a BScalcula o número mí-
nimo de slots que deve ser fornecido para cada conexão de modoque s requisitos de QoS
sejam garantidos. Esse cálculo utiliza equações diferenciadas para cada tipo de serviço que
levam em consideração as requisições de banda enviadas pelas SSs bem como os parâmetros
de QoS fornecidos pelas conexões. No segundo estágio, caso haj slotsnão alocados, equações
que emulam a disciplinaRound Robindistribuem osslotsentre as conexões rtPS, nrtPS e BE.
Entretanto, diferente do algoritmo RR padrão, a solução proposta utiliza apenas um passo, ao
invés de múltiplos passos, e evita que o requisito de taxa máxima seja excedido. Finalmente,
no terceiro estágio, a BS faz a ordenação dossl tsdentro da mensagem UL-MAP para que os
requisitos de tempo sejam garantidos.
Masri, Abdellatif e Juanole [45] propõem uma solução para o gerenciamento dos recursos
no sentidouplinkque compreende um mecanismo de escalonamento para a BS, um mecanismo
de escalonamento para as SSs, um mecanismo de controle de admissão e um mecanismo para
requisição de largura de banda diferente daquele proposto npadrão IEEE 802.16. Nesta pro-
posta, as mensagens de requisição de banda enviadas por uma SS indicam a quantidade de
banda requisitada por todas as conexõesuplink estabelecidas por ela e não por uma conexão
individual, como especifica o padrão. As mensagens de requisição possuem dois campos: o
primeiro, chamado CB (Contracted Bytes) contém o número debytesrequisitado pela SS que
estão dentro do contrato estabelecido pelo controle de admissão; o segundo campo, chamado
AB (Additional Bytes), contém osbytesrequisitados pela SS que excedem os valor estabelecido
no contrato. O escalonadoruplink da BS aloca primeiro o número deslotsnecessários para
transmitir osbytesindicados no campo CB de cada requisição de banda recebida. No passo
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seguinte, se oslotsrestantes forem suficientes para satisfazer todas as requisições adicionais,
os recursos são distribuídos de acordo com os pedidos incluídos no campo AB das mensagens
de requisição de banda. Caso contrário, ossl tsrestantes são distribuídos proporcionalmente ao
número debytessolicitados no campo AB de cada requisição de banda. Garantis de latência
máxima e taxa mínima são implementadas pelo escalonador dasSSs.
Além dos trabalhos discutidos nesta seção, existem propostas que lidam ou apenas com
tráfego de tempo real [9, 16, 22, 39] ou com tráfego de melhor esforço [19, 50]. A Tabela
4.1 resume as vantagens e desvantagens das propostas discutidas nesta seção bem como do
escalonador proposto nesta tese.




Garante latência para o serviço
UGS e taxa mínima para os demais
serviços.
Algoritmo complexo baseado em
uma hierarquia de escalonadores;
não inclui o serviço ertPS.
Wongthavarawat
e Ganz, 2003 [34]
Garantia de latência para os servi-
ços UGS e rtPS.
Algoritmo complexo baseado em
uma hierarquia de escalonadores;




Garantias de latência, taxa mínima
e taxa máxima.
Algoritmo complexo baseado em
uma hierarquia de escalonadores;




Garantias de latência para os servi-
ços rtPS e UGS.
Algoritmo complexo baseado em
uma hierarquia de escalonadores;
não inclui o serviço ertPS; não for-




Algoritmo simples baseado na polí-
tica RR; inclui os 5 tipos de serviço;
garante taxa mínima e taxa máxima;





Algoritmo simples que trabalha em
conjunto com o escalonador das
SSs e com o controle de admissão.
Exige modificações nas especifica-
ções do padrão IEEE 802.16; não
considera o serviço ertPS.
Borin e Fonseca Algoritmo simples; inclui os 5 tipos
de serviço; garante latência máxima
e taxa mínima; faz controle de taxa
máxima e tamanho máximo da ra-
jada.
Conexões BE são servidas por uma
fila FIFO, o que pode gerar distri-
buição desigual dos recursos para as
conexões que usam esse serviço.
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4.1.2 Propostas que consideram a camada física
Singh e Sharma [52] introduzem um conjunto de algoritmos para a BS alocar subcanais eslots
para diferentes SSs em uma rede que utiliza a tecnologia OFDMA e o modo de acesso ao meio
TDD. Uma heurística é proposta para alocar diferentes subcanais para as SSs a cadaslot com o
objetivo de maximizar a vazão na rede. Entretanto, os autores mostram que esta heurística não
é justa dado que, para maximizar o desempenho do sistema, elaf vorece as SSs com melhores
condições de canal. A heurística é, então, modificada, para se obter uma solução mais justa
e quatro novas heurísticas são apresentadas. Diferentes combinações destas heurísticas são
propostas para o escalonadoruplink da BS baseadas na carga e nas características do canal da
rede. O escalonador proposto tenta satisfazer, primeiro, as necessidades das conexões UGS. No
próximo passo, o escalonador serve as conexões rtPS seguidas pelas conexões nrtPS. Conexões
nrtPS sem requisitos de taxa mínima e conexões BE compartilham os recursos restantes. Os
autores não apresentam resultados de desempenho para as soluçõe propostas.
O escalonamentouplink em sistemas OFDM é analizado por Huanget alli [32]. O esca-
lonador proposto aloca largura de banda e potência com o objetiv de maximizar uma função
utilidade que modela a Qualidade de Serviço que deve ser garantida os usuários. Uma solução
ótima bem como uma família de algoritmos sub-ótimos de baixacomplexidade são introduzi-
dos. O algoritmo ótimo determina a alocação ótima da portadoa ordenando os usuários em cada
tom. Dada uma alocação ótima da portadora, a alocação de potência ótima é dada utilizando
uma técnica conhecida comowaterfilling. Em cada algoritmo sub-ótimo, as mesmas duas fases
são utilizadas, mas com algumas modificações para reduzir a complexidade da computação na
alocação ótima da portadora. Mais especificamente, os algoritmos começam com uma fase de
alocação da portadora que atribui cada subportadora a no máximo um usuário. Ao invés de usar
métricas dadas por valores ótimos, métricas baseadas em umaalocação constante de potência
para todas as portadoras atribuídas a um usuário são consideradas. Na fase seguinte, a alocação
de potências utiliza o esquemaw terfilling assim como no algoritmo ótimo. Segundo os auto-
res, a solução ótima tem uma complexitade computacional proibitiva e foi desenvolvida apenas
para ser usada como base para derivar as soluções sub-ótimas. Resultados de simulação em ter-
mos de taxa e justiça entre os diversos usuários são apresentados para os algoritmos sub-ótimos.
Entretanto, os autores não avaliam a capacidade das soluções propostas para prover Qualidade
de Serviço.
Bai, Shami e Ye [53] propõem um conjunto de mecanismos para provisão de QoS em redes
IEEE 802.16 que utilizam a tecnologia de portadora única na camada física. A solução inclui
um mecanismo de escalonamento para a BS que utiliza a abordagemcross-layer. Além das re-
quisições de banda, o escalonador considera o tipo de modulação utilizado pelas SSs na camada
física e, desse modo, faz a alocação de símbolos modulados aoinvés deslots. Em modulações
diferentes, o número de símbolos necessários para o envio deuma mesma quantidade de bits
varia. A escolha das requisições a serem atendidas se dá seguindo um valor de prioridade de-
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finido pelas SSs. Embora essa técnica resulte em um escalonador menos complexo na BS, ela
limita a interoperabilidade entre equipamentos de diferent s fabricantes, dado que todas as SSs
devem ser capazes de calcular os valores de prioridade. Ao final do processo de alocação, um
módulo para criação da mensagem UL-MAP converte os símbolosalocados para número de
slots. Resultados obtidos a partir de experimentos de simulação com os serviços rtPS, nrtPS e
BE mostram que a solução proposta é capaz de garantir os requiitos de QoS das conexões.
Chenet alli [15] utilizam controladoresfuzzypara prover justiça e QoS em redes WiMAX
com camada física OFDMA. O escalonador proposto, chamado FQFC (fairness and QoS gua-
ranteed scheduling approach with fuzzy controls), atribui para cada conexão uma prioridade e
uma oportunidade de transmissão (TXOP) a partir de valores inf ridos por um estimadorfuzzy.
Primeiro, o escalonador inicializa as duas variáveis com base n s características das conexões
e os ajusta para que se adaptem à dinâmica do sistema. O valor de prioriade é usado para deter-
minar a ordem com que as conexões realizarão as transmissõese este valor é ajustado de acordo
com a qualidade do canal, requisitos de QoS e o tipo do serviço. O valor da variável TXOP
é configurado, considerando a taxa de transmissão e a diferença no tamanho da fila entre duas
transmissões consecutivas na camada MAC, o que fornece o número máximo de pacotes que
uma conexão consegue transmitir em umframe. Para conexões de tempo real, o valor de prio-
ridade é adicionalmente ajustado de acordo com a taxa de perda d pacotes, de forma que todas
as conexões associadas ao mesmo tipo de serviço tenham mesmataxa de perda de pacotes. A
justiça entre conexões nrtPS se dá garantindo que todas as conexões associadas à esse serviço
tenham a mesma média para a razão entre vazão e taxa mínima. O escalonador, também, provê
justiça entre os diferentes tipos de serviço garantindo quea vazão média das conexões não ex-
ceda o requisito de taxa máxima. Resultados obtidos, via simulação, com diferentes cenários,
incluindo situações diversas de canal, mostram que a solução é capaz de fornecer QoS bem
como justiça entre as conexões.
Gidlund e Wang [44] introduzem um algoritmocross-layerpara o escalonamentouplink na
BS que suporta os serviços UGS, rtPS, nrtPS e BE. O algoritmo calcula a quantidade ótima de
slotsque deve ser alocada em cadaframe, de forma a minimizar a probabilidade de bloqueio dos
diferentes tipos de serviço. Ele integra, adicionalmente,um esquema de equidade proporcional
(proportional fairness) às informações de qualidade do canal das SSs, para fazer a alocação
dosslotsentre as conexões associadas ao mesmo tipo de serviço. Para cad conexão UGS, o
escalonador calcula um valor de prioridade a partir do requisito de latência máxima e um fator
que indica o grau de justiça (proportional fairness) entre os usuários. O grau de justiça de
uma conexão é igual a razão entre a largura de banda da conexãoo frameatual, que indica
a qualidade do canal entre a BS e a SS, e a vazão média alcançadapel conexão dentro de
uma janela de tempo. Para o cálculo do valor de prioridade para as conexões rtPS, além dos
parâmetros utilizados no cálculo da prioridade das conexões UGS, o escalonador considera o
tamanho da fila da conexão. Para conexões nrtPS, o valor de prioridade é calculado com base
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no grau de justiça e no tamanho da fila da conexão. Para conexões BE apenas a qualidade do
canal é considerada no cálculo da prioridade. Os autores mencionam que o requisito de taxa
mínima é garantido para conexões UGS, rtPS e nrtPS, porém nãoexplicam como essa garantia
é alcançada. Além disso, os autores não informam como se dá a alocação de recursos para o
envio de mensagens de requisição de banda.
Embora tanto o WiMAX Forum quanto os fabricantes de equipamentos WiMAX tenham
dado maior atenção para as tecnologias OFDM e OFDMA, poucos são os trabalhos disponíveis,
na literatura, que fornecem soluções para o escalonamentouplink com Qualidade de Serviço
nessas redes. A grande maioria das soluções propostas foca no escalonamentodownlink [21,
23, 28, 33, 36, 55, 56], que, conforme discutido anteriormente, apresenta menor complexidade.
A Tabela 4.2 apresenta um resumo das vantagens e desvantagens das propostas discutidas
nesta seção.




Tenta satisfazer os requisitos de
QoS ao mesmo tempo em que ex-
plora a diversidade nos canais dos
usuários.
Melhores canais são alocados para
conexões UGS; autores não apre-




Considera limitações de potência
por usuário.
Autores não incluem resultados que
evidenciem a capacidade do escalo-
nador em prover QoS; provisão de
QoS não inclui o conjunto de parâ-
metros definido no padrão.
Bai, Shami e Ye,
2008 [53]
Utiliza uma abordagemcross-layer
que considera as diferentes modu-
lações utilizadas pelas conexões;
fornece uma solução de escalona-
mentouplink integrada para a BS e
as SSs.
Garantias de latência, taxa mínima




Considera requisitos de latência,
taxa mínima e taxa máxima e provê
justiça entre as conexões.
O requisito de taxa mínima do ser-





que considera a qualidade do ca-
nal das SSs; fornece justiça entre
SSs com qualidade de canal dife-
rente; minimiza a probabilidade de
bloqueio dos diferentes tipos de ser-
viço.
Não considera o serviço ertPS; não
informa como se dá a alocação de
recursos para o envio de requisição
de banda.
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4.2 EscalonadorUplink para Provisão de QoS em redes IEEE
802.16
Seguindo a tendência das soluções mais recentes disponíveis, na literatura, para o escalona-
mentouplinkem redes IEEE 802.16, o escalonador proposto, nesta tese, utiliza um algoritmo de
implementação simples, ao invés de utilizar uma hierarquiade políticas desenvolvidas para re-
des cabeadas. Entretanto, diferente das propostas de Sayenko et alli [10] e de Masriet alli [45],
discutidas na Seção 4.1.1, o escalonador proposto é compatível com as especificações do pa-
drão IEEE 802.16. A solução apresentada por Sayenkot alli não provê garantias de latência
máxima, enquanto a solução introduzida por Masriet alli não inclui o serviço ertPS e exige
modificações no mecanismo de requisição de banda definido no padrão.
Dentre os mecanismos que consideram informações da camada física durante o escalona-
mento, observa-se também que as soluções propostas negligeciam partes da especificação da
camada MAC. Embora o escalonador proposto, nesta tese, não utilize dados da camada física
na alocação dos recursos, ele pode ser facilmente estendidopara considerar usuários com dife-
rentes taxas de transmissão devido ao uso de modulações distintas, como acontece em um canal
OFDM, por exemplo. A adaptação do escalonador para o uso em redes com canal OFDMA
seria mais complexa dado que além deslotsdeve-se alocar subportadoras. Entretanto, a polí-
tica proposta pode servir como base para o desenvolvimento dum escalonador OFDMA que
forneça QoS e seja totalmente aderente ao padrão.
A solução proposta utiliza três filas com prioridades diferentes, como mostra a Figura 4.2.
A fila de baixa prioridade armazena as requisições de banda envi das por conexões BE. A fila
intermediária armazena as requisições de banda enviadas por conexões rtPS e nrtPS. Essas re-
quisições podem migrar para a fila de alta prioridade para quese s requisitos de QoS sejam
garantidos. Além das requisições provenientes da fila intermediária, a fila de alta prioridade
armazena osgrantsperiódicos para envio de dados e osgrantsperiódicos para envio de requi-
sição de banda que devem ser escalonados noframeseguinte. A BS executa o escalonador a
cadaframee a agenda de escalonamento é enviada para as SSs na mensagem UL-MAP.
Grants periódicos são gerados e inseridos na fila de alta prioridadeem intervalos pré-
definidos. Os intervalos entregrants UGS egrants ertPS são especificados pelas conexões
através do parâmetrounsolicited grant interval. O intervalo entregrantsperiódicos para envio
de requisição de banda é definido pela BS para conexões nrtPS epelo parâmetrounsolicited
polling intervalpara conexões rtPS. Dessa forma,grantsperiódicos para conexões UGS, ertPS,
rtPS e nrtPS são garantidos conforme especificado no padrão.Para garantir o requisito de la-
tência máxima, a BS atribuideadlinespara cada requisição rtPS que entra na fila intermediária.
Cada vez que o escalonador é executado, as requisições cujosdeadlinesexpiram doisframes
adiante e cujas conexões ainda não receberam a taxa mínima emuma janela de duraçãoT mi-
gram da fila intermediária para a fila de alta prioridade. Dessa maneira, o escalonador garante
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Figura 4.2: Arquitetura do escalonador proposto
a latência máxima para o tráfego que não excede a taxa mínima,conforme especificado pelo
padrão. Para determinar odeadlinede uma requisição, é necessário saber o instante de chegada
dos pacotes na fila da SS. Dado que a BS não tem acesso a essa inform çã , considera-se que
o pacote que gerou a requisição chegou na fila da SS imediatamente após o envio da última
requisição de banda. Assim sendo, odeadlinede uma requisição é igual ao instante de chegada
da última requisição enviada pela conexão correspondente mais o requisito de latência máxima
da conexão.
O escalonador garante o requisito de taxa mínima das conexões rtPS e nrtPS em janelas
de duraçãoT . Sempre que o escalonador é executado, calcula-se um valor de prioridade para
cada requisição de banda na fila intermediária, considerando-se as seguintes informações da
conexão: i) requisito de taxa mínima, ii) quantidade de bytes requisitados pela conexão e ainda
não atendidos e iii) taxa recebida na janelaT tual. Requisições enviadas por conexões que
já atingiram a taxa mínima na janela atual recebem valores baixos de prioridade. Para o res-
tante das requisições, quanto menor a taxa atingida pela conexã , maior é a prioridade de suas
requisições.
Todos osslotsalocados para uma SS em umframedevem ser combinados em um único
grant na mensagem UL-MAP. Assim sendo, o escalonador deve garantir que o somatório da
banda alocada para uma única conexão seja menor ou igual ao tam nho máximo da rajada (ma-
ximum traffic burst). O escalonador, adicionalmente, não deve alocar banda para uma conexão
caso resulte em violação do requisito de taxa máxima (aximum sustained traffic rate). O po-
liciamento de ambos os parâmetros no escalonador proposto éfeit por um regulador do tipo
duplo balde furado (dual leaky bucket), apresentado na Figura 4.3. O primeiro balde (bucket1)
tem capacidade infinita e taxa de geração de fichas igual ao parâmetromaximum sustained traf-
fic rate. O segundo balde (bucket2) tem capacidade igual ao parâmetromaximum traffic burst
e, a cadaframe, é preenchido com fichas provenientes do primeiro balde. Dessa forma, antes
de alocar umgrant, o escalonador verifica se há fichas suficientes nobucket2.
O Algoritmo Schedulingapresenta o mecanismo de escalonamento proposto. Depois de







Figura 4.3: Reguladordual leaky bucket
ALGORITMO Scheduling
1. insere na fila de alta prioridade requisições para osgrantsperiódicos que devem




5. escalona as requisições da fila de alta prioridade começandopela cabeça da fila
inserir osgrantsperiódicos na fila de alta prioridade, o algoritmo verifica quis requisições rtPS
e nrtPS devem migrar da fila intermediária para a fila de alta prioridade (linhas 2 e 3). Na linha
4, o escalonador distribui osslotsnão utilizados pelas conexões de mais alta prioridade entreas
conexões BE através da migração de requisições da fila de baixa prioridade para a fila de alta
prioridade. No último passo, o escalonador serve todas as requisições armazenadas na fila de
alta prioridade.
No procedimentoCheckDeadline, se há banda disponível, o escalonador usa o procedimento
MigrateBWRequestpara migrar da fila intermediária para a fila de alta prioridade s requisições
rtPS que satisfazem as seguintes condições: odeadlineda requisição expira noframeque segue
o próximo framee a taxa alcançada pela conexão na janela atual (TR[CID], ondeCID é o
identificador da conexão) é menor do que a taxa mínima requisitada (minTR[CID]).
O procedimentoMigrateBWRequestverifica se a quantidade debytessolicitada pela re-
quisiçãoi sendo migrada (BR[i]) está disponível nosubframe uplink. Caso a quantidade de
banda disponível seja menor do que o requisitado, apenas parte da requisição será atendida
nesta rodada de escalonamento. O atendimento de parte da requisição também será adiado caso
a quantidade debytesrequisitados seja maior do que o tamanho dobucket2. Uma vez que a
quantidade de banda a ser alocada (grantSize) é definida, segrantSize é menor do queBR[i],
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PROCEDIMENTO CheckDeadline
1. para cada requisiçãoi na fila intermediáriafaça
2. seavailableBw == 0então
3. break
4. seservice[CID] == rtPSentão
5. frame← ⌊(deadline[i] - currentTime)÷ frameDuration⌋
6. seframe == 3eTR[CID] < minTR[CID] então
7. MigrateBWRequest(i)
PROCEDIMENTO MigrateBWRequest(i)






7. se0 < grantSize< BR[i] então
8. crie uma nova requisiçãoj para a conexão CID
9. BR[j] ← BR[i] − grantSize
10. insira a requisiçãoj no final da fila intermediária
11. BR[i] ← grantSize
12. mova a requisiçãoi para a fila de alta prioridade
13. TR[CID] ← TR[CID] + grantSize
14. bucket2[CID]← bucket2[CID]− grantSize
15. backlogged[CID]← backlogged[CID]− grantSize
16. availableBw← availableBw− grantSize
uma nova requisiçãoj é criada comBR[j] igual aBR[i]−grantSize e inserida no final da fila
intermediária. A quantidade de banda solicitada pela requisiçãoi é atualizada paragrantSize
e i migra para a fila de alta prioridade. Finalmente, o procedimento atualiza: i) a taxa de
tráfego recebida pela conexão na janelaT (TR[CID]), ii) a quantidade debytesrequisitados
pela conexão e ainda não atendidos (backlogged[CID]), iii) o tamanho dobucket2 da conexão
(bucket2[CID]) e iv) o número debytesdisponíveis nosubframe uplink(availableBW ).
O procedimentoCheckMinimumRatecalcula um valor de prioridade para cada requisição
na fila intermediária (linhas 6-9). Em seguida, ele ordena a fil intermediária de acordo com os
valores de prioridade atribuídos para as requisições (linha 13). No último passo, o escalonador
tenta migrar as requisições para a fila de alta prioridade utilizando o procedimentoMigrateB-
WRequestseguindo a ordem de prioridade estabelecida.
O procedimentoDistributeFreeResourcesdistribui osslotsnão utilizados pelos serviços de
mais alta prioridade para as conexões BE migrando as requisições da fila de baixa prioridade
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PROCEDIMENTO CheckMinimumRate




5. para cada requisiçãoi na fila intermediáriafaça





10. TR_tmp[CID]← TR_tmp[CID] + BR[i]
11. bucket2_tmp[CID]← bucket2_tmp[CID] - BR[i]
12. backlogged_tmp[CID]← backlogged_tmp[CID]− BR[i]
13. ordene a fila intermediária
14. para cada requisiçãoi na fila intermediáriafaça




1. para cada requisiçãoi na fila de baixa prioridadefaça
2. seavailableBw == 0então
3. break
4. MigrateBWRequest(i)
para a fila de alta prioridade.
4.3 Considerações Finais do Capítulo 4
Este capítulo discutiu o escalonamento em redes baseadas nop drão IEEE 802.16. Embora o
padrão inclua esse mecanismo na sua arquitetura de QoS, as políticas que devem ser usadas em
sua implementação não são definidas.
O escalonamento do tráfegodownlink é realizado por um escalonador implementado na
BS, enquanto a alocação do tráfegouplink exige um escalonador na BS e outro nas SSs. O
escalonadoruplink da BS apresenta um desafio maior do que os outros dois escalonadores pelo
fato da BS não ter acesso direto às filas que armazenam o tráfego. Assim sendo, a análise
e levantamento bibliográfico apresentados, neste capítulo, concentraram-se neste aspecto do
problema.
O escalonamentouplink na BS deve se basear nas requisições de largura de banda enviadas
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pelas SSs e nos requisitos de QoS de cada conexão. Cada conexão está associada a um dos cinco
tipos de serviço disponíveis no padrão, sendo que cada serviço é caracterizado por um conjunto
de parâmetros de QoS. Muitos dos mecanismos de escalonamento propostos na literatura não
consideram todos os possíveis parâmetros de QoS. Na realidade, existem poucas propostas que
se preocupam com a complexidade do mecanismo, ainda que esseseja um aspecto essencial,
dada a frequência com que o escalonador deve ser executado.
Este capítulo introduziu um novo escalonadoruplinkpara a BS. A proposta apresentada se-
gue as especificações do padrão IEEE 802.16 e fornece uma solução de implementação simples
baseada em três filas de prioridade. Garantias de latência máx ma e taxa mínima são fornecidas
respeitando os parâmetros de QoS de cada conexão sem que os limites impostos pelos requisitos
de taxa máxima e de tamanho máximo da rajada sejam violados. Uma análise da eficácia e do
desempenho deste escalonador será apresentada no Capítulo6.
Capítulo 5
Controle de Admissão em redes IEEE
802.16
Enquanto o escalonamento garante que a quantidade de recursos requisitada seja alocada para
as conexões, de modo que os requisitos de QoS sejam atendidos, o mecanismo de controle
de admissão limita o número de conexões para que a rede não seja sobrecarregada por um
número excessivo de usuários. Sempre que um usuário deseja estabel cer uma nova conexão,
uma requisição é enviada para a BS para que o mecanismo de controle de admissão decida se
a nova conexão pode ou não ser aceita. Para tomar essa decisão, o controle de admissão deve
verificar se existem recursos suficientes para satisfazer osrequisitos de QoS da nova conexão
sem comprometer o atendimento dos requisitos mínimos de QoSdas conexões em andamento.
A escolha da política de controle de admissão a ser adotada emuma rede IEEE 802.16 está
fortemente associada ao mecanismo de escalonamento utilizado. Por exemplo, ao se adotar
um mecanismo de controle de admissão que estima os recursos disp níveis a partir da dife-
rença entre a capacidade total do enlace e a soma dos requisitos de axa mínima das conexões
já admitidas, é preciso garantir-se de que o escalonador nãoalocará mais do que a taxa mí-
nima para uma conexão, quando outras conexões ainda não tiveram s us requisitos mínimos
atendidos. Além disso, a integração dos mecanismos de escalonamento e controle de admissão
pode resultar em soluções mais simples, pois quando um dos mecanimos é capaz de garantir o
atendimento à um requisito de QoS a mesma garantia não precisa ser implementada pelo outro
mecanismo.
O padrão IEEE 802.16 não define políticas de controle de admissão, o que tem incentivado
pesquisadores do meio acadêmico e da indústria a investigarem soluções para esse problema. A
Seção 5.1 discorre sobre algumas das principais propostas existentes na literatura, enquanto as
Seções 5.2, 5.3, 5.4, 5.5 e 5.6 introduzem novas soluções para o problema.
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5.1 Estado da arte da pesquisa em controle de admissão em
redes IEEE 802.16
Chen, Jiao e Wang [27] propõem um algoritmo de controle de admissão que utiliza o requisito
de taxa mínima para verificar se uma nova conexão pode ser aceita sem comprometer o atendi-
mento aos requisitos mínimos de QoS do tráfego presente na rede. O algoritmo faz o somatório
da taxa mínima requisitada por todas as conexões já admitidas e subtrai este valor da capacidade
total da rede, obtendo, dessa forma, a capacidade disponível (Ca). Quando uma nova conexão
chega ou uma conexão já ativa solicita alterações nos requisitos de QoS, o algoritmo verifica se
a condiçãoCa ≥ 0 é satisfeita. Em caso afirmativo, a solicitação é aceita. Entretanto, é im-
portante lembrar que conexões rtPS e nrtPS necessitam de bana não só para a transmissão de
dados, mas também para o envio de requisições de banda, logo,considerar apenas o requisito de
taxa mínima para calcular a capacidade disponível pode resultar em uma estimativa incorreta.
Em [35], os autores propõem um algoritmo de controle de admissão que utiliza os requisitos
de taxa mínima e taxa máxima no processo de decisão. ConexõesUGS ão aceitas sempre que
o requisito de taxa máxima for menor ou igual a capacidade disponível. Conexões rtPS, ertPS e
nrtPS são aceitas quando o requisito de taxa mínima pode ser atendido e conexões BE sempre
são aceitas. Quando uma conexão é admitida, a BS reserva uma quantidade de banda para a
conexão. Para uma conexão UGS a banda reservada é igual ao requisito de taxa máxima e para
conexões rtPS, ertPS ou nrtPS a banda reservada é igual ao mínimo e tre a banda disponível
e o requisito de taxa máxima sustentada. O mecanismo de controle de admissão também faz
uma reserva de banda para conexões provenientes de outras célul (handoff) com o objetivo
de reduzir a taxa de bloqueio de conexões em andamento. Além disso, o mecanismo utiliza um
esquema de empréstimo de banda, no qual conexões de baixa prioridade emprestam banda para
a admissão de conexões de alta prioridade. Os autores assumem que a capacidade do canal éC
bits por segundo, a quantidade de banda disponível ébl bits por segundo, e uma porcentagemn
da capacidade do canal é reservada como canal de guarda para conexões emhandoff. Quando
uma nova conexão chega com requisito de bandabr, se(bl−br) > C.n%, a conexão é admitida.
Para conexões emhandoff, se(bl − br) > 0, admite-se a conexão. Os autores não determinam
como as variáveisC, bl en devem ser estimadas.
Wang, He e Agrawal [24] propõem um mecanismo de controle de admissão que dá maior
prioridade para conexões UGS e utiliza um esquema de empréstimo e degradação de taxa com
o objetivo de maximizar a utilização do canal. Neste mecanismo, conexões UGS sempre são
aceitas quando há capacidade disponível, ou seja, quando a capacidade utilizada somada à taxa
requisitada pela conexão é menor ou igual à capacidade disponível (B). Uma conexão rtPS é
aceita quando a capacidade utilizada somada à taxa requisitada pela conexão é menor ou igual
a B − U , ondeU é a capacidade reservada exclusivamente para conexões UGS.Se a condição
não for satisfeita, o algoritmo degrada a taxa das conexões nrtPS até o valor mínimo requisitado
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e verifica a condição de admissão novamente. Quando uma conexão rtPS requisita admissão,
o algoritmo verifica se a capacidade utilizada somada à taxa requisitada pela conexão menos
um coeficiente de degradação é menor ou igual aB − U . Se a condição não for satisfeita,
o algoritmo tenta degradar a taxa das outras conexões nrtPS até o v lor mínimo requisitado.
Conexões BE são sempre aceitas. A reserva de uma parte da capacidade para serviços UGS é
uma desvantagem neste algoritmo. Os autores justificam a adoção essa estratégia baseados na
idéia de que, do ponto de vista do usuário, bloquear um novo flux UGS, que normalmente serve
tráfego de voz, traz mais problemas do que bloquear um fluxo não-UGS. Entretanto, reservar
parte da capacidade para um único tipo de serviço pode causarsubutilização da rede, quando a
taxa requisitada pelos fluxos UGS é menor do que a capacidade reservada para este serviço.
Niyato e Hossain [18] propõem um mecanismo de alocação de banda e controle de admissão
baseado em análise de filas e teoria dos jogos. A modelagem dasfilas é usada para calcular a
vazão dos serviços nrtPS e BE e a latência dos serviços de tempo r al, para serem usados pelo
modelo de teoria dos jogos na admissão de novas conexões. A formulação do jogo baseia-se
em dois fatos: i) a BS pode admitir uma nova conexão somente seo desempenho das conexões
já admitidas não for degradado para níveis abaixo do desejado ii) a nova conexão aceita os
serviços oferecidos pela BS apenas se os requisitos de latência e taxa puderem ser garantidos.
Quando uma nova conexão solicita admissão, ela informa qualo tipo de serviço que deseja,
os parâmetros do tráfego e os requisitos de QoS. A BS estabelece um conjunto de estratégias
e calcula opayoffesperado para cada estratégia. Em seguida, o jogo é resolvido para obter
o equilíbio de Nash, que é usado para decidir se a nova conexãos rá ou não aceita. Caso a
conexão seja aceita, a quantidade de banda a ser reservada par a nova conexão é determinada.
No mecanismo de controle de admissão proposto por Chandra e Sahoo [49], as requisições
para o estabelecimento de novas conexões são classificadas em filas, de acordo com o tipo de
serviço requisitado. O mecanismo atende primeiro a fila UGS,seguida, respectivamente, pela
fila rtPS e pela fila nrtPS. Conexões BE não passam pelo controle de admissão dado que não ne-
cessitam de nenhum tipo de garantia de QoS. A cada intervalo de escalonamento, o mecanismo
de controle de admissão percorre as filas de requisições paranovas conexões e decide quais
conexões serão aceitas. Se a requisição é do tipo UGS, a seguinte condição deve ser satisfeita:
o número deslotsrequisitados, de acordo com os requisitos de taxa máxima e intervalo entre
grants, deve ser menor ou igual ao número total deslotsque podem ser acomodados de acordo
com o jitter máximo tolerado pela conexão. Se esta condição é satisfeita, o mecanismo ainda
verifica se o número deslotsrequisitados pode ser atendido dentro de um intervalo chamado
HyperInterval. Para conexões UGS, o valor deHyperInterval é igual ao mínimo múltiplo
comum do parâmetrounsolicited grant intervalde todas as conexões, enquanto que para cone-
xões rtPS e nrtPS, o valor é igual ao mínimo múltiplo comum do parâmetrounsolicited polling
intervalde todas as conexões. Nessa etapa do algoritmo, o mecanismo de controle de admissão
utiliza a rotinasearch(no_of_slots, initial_slot, final_slot), que busca o número deslotsrequi-
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sitados (no_of_slots) dentro do intervalo[initial_slot, final_slot]. Se a requisição para uma
nova conexão é do tipo rtPS, o número deslotsrequisitados dentro de um intervalo depolling,
de acordo com o requisito de taxa mínima, deve ser menor ou igual ao número deslotsque
podem ser acomodados pela capacidade disponível dentro dese m mo intervalo. Em seguida,
o mecanismo verifica a disponibilidade deslots, tanto para envio de requisição de banda como
para envio de dados, em cada intervalo depolling dentro doHyperInterval. A admissão de
conexões nrtPS é semelhante a admissão de conexões rtPS. Embora essa solução seja interes-
sante, dado que considera a maioria dos parâmetros de QoS definidos no padrão bem como a
taxa necessária para o envio de requisições banda, os autores não detalham o funcionamento da
rotinasearch, que tem papel essencial no mecanismo.
O mecanismo de controle de admissão proposto por Chang, Chene Chou [11] utiliza dois
níveis de prioridade: um para as SSs e outro para os serviços UGS, rtPS, nrtPS e BE. Os níveis
de prioridade são usados para estabelecer o valor do parâmetro RWr,k que define a recompensa
da rede ao admitir uma conexão do serviçok para um nó com prioridader. O objetivo do
mecanismo de controle de admissão é aumentar a recompensa darede, porém, os autores não
informam como configurar o valor do parâmetroRWr,k. O mecanismo de controle de admissão
utiliza, também, uma função de custo chamada COL (Competitive On-Line). Quando a BS
recebe uma requisição para o estabelecimento de uma conexão, o mecanismo calcula um valor
de custo baseado no tipo do serviço, na taxa mínima requisitada, n capacidade do enlace e em
uma constante pré-definida. A conexão será aceita se a recompnsa obtida for maior do que o
custo.
Guoet alli [54] observam dois problemas principais no projeto de mecanismos de controle
de admissão e de reserva de recursos. Um deles é reservar recursos para o tráfego de tempo
real de forma que se faça um uso eficiente da largura de banda. Osegundo problema consiste
em reservar recursos para conexões provenientes de outras células (handoff), de forma a redu-
zir a probabilidade de bloqueio destas conexões. Para tratar esses dois problemas, os autores
propõem o mecanismoDynamic Bandwidth Reservation Admission Control(DBRAC). Para
atender o serviço rtPS, o mecanismo reserva uma quantidade de ban a igual a soma deMinTR
com um valor dentro da faixa[0, MaxTR −MinTR], ondeMaxTR e MinTR são, respec-
tivamente, os requisitos de taxa máxima e taxa mínima. A somados recursos extra (além de
MinTR) reservados para as conexões rtPS é denominadaRrt_vbr. Para conexões emhan-
doff o mecanismo reserva uma quantidade de bandaRhf calculada por uma cadeia de Markov
unidimensional, na qual a variável de estado representa o número de conexões emhandoff. O
mecanismo utiliza ainda uma terceira variável,R, que representa o valor máximo entreRrt_vbr
e Rhf . O mecanismo DBRAC faz a decisão de admissão da seguinte forma: se a banda dis-
ponível (capacidade da célula menos a soma dos requisitos detaxa mínima das conexões já
admitidas) é maior do que a taxa mínima requisitada pela conexã somada aR, então, a cone-
xão é aceita, caso contrário, ela é rejeitada. Conexões emhandoffsão rejeitadas apenas quando
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a taxa mínima requisitada não pode ser atendida.
Rong et alli [12] propõem uma solução ótima bem como uma solução aproximada p ra
maximizar o lucro, a utilidade e a justiça na rede. A maximização da utilidade consiste em
maximizar a quantidade de banda disponibilizada para cada usuário, enquanto a maximização
da justiça consiste em manter taxas de bloqueio uniformes para os diferentes tipos de serviço.
Os autores dividem o controle de admissão emN ódulos de forma que ok-ésimomódulo faz
a admissão das conexões dok-ésimousuário. A solução de controle de admissão apresentada
aplica-se a cada módulo individualmente. O algoritmo proposto é executado em duas fases.
A primeira fase consiste em dividir a banda disponível para ok-ésimousuário emM partes
utilizando-se a técnica de partição completa (CP -Complete Partition), ondeM é o número de
classes de serviço que compartilham a banda. Essa divisão é feita de forma que a restrição de
justiça seja respeitada. Na segunda fase, a banda restante édis ribuída de forma a maximizar
a utilidade e o lucro. Para atender a restrição de utilidade,p nas as classes de serviço que
oferecem utilidade maior do queU th (utility threshold) são escolhidas como candidatas para
receber recursos. Dentre as classes candidatas, o algoritmo seleciona aquelas que oferecem
maior lucro.
Em [45], os autores usam critérios diferentes para a admissão de conexões sensíveis à latên-
cia (UGS e rtPS) e conexões nrtPS. Para conexões UGS e rtPS, o algoritmo baseia-se na taxa
requisitada pela conexão para calcular quantossl tsdevem ser alocados em cadafr me. Se a
quantidade deslotscalculada estiver disponível, a conexão é aceita. Para cadaconexão aceita,
serão reservadosslotsem cadasubframe uplinkdurante todo o período em que a conexão es-
tiver ativa para que se garanta a latência máxima. Para conexões nrtPS, o algoritmo verifica
se a taxa requisitada pela nova conexão agregada à taxa já reservada para conexões nrtPS pode
ser servida em um espaço de tempo maior do que umfra e, dado que essas conexões não têm
requisito de latência máxima. Conexões BE não passam pelo controle de admissão, entretanto,
o mecanismo de controle de admissão reserva parte da banda para este tipo de serviço.
Dois dos esquemas discutidos nesta seção apresentam características únicas. O esquema
proposto por Chandra e Sahoo [49] leva em consideração não sóa taxa mínima requisitada
pela nova conexão, mas também a taxa utilizada pelo mecanismo de requisição de banda as-
sociado ao tipo de serviço solicitado. Para conexões UGS, o esquema proposto garante que o
número deslotsrequisitados está disponível dentro dojitter tolerado para cada intervalo entre
grants. Estas características mostram a preocupação dos autores em as gurar que o mecanismo
proposto atenda às especificações do padrão IEEE 802.16. No esquema proposto por Ronget
alli [12], um dos objetivos é maximizar o lucro na rede. Dado que o WiMAX é uma rede
multi-serviço, espera-se que usuários de serviços distinto paguem preços diferentes. Do ponto
de vista do provedor de serviços, é importante maximizar o lucro ao mesmo tempo em que se
garante Qualidade de Serviço para o usuário. Um mecanismo que integre controle de admissão
e contabilidade de lucro, portanto, é bastante promissor. Acombinação das principais caracte-
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rísticas dos dois esquemas mencionados em uma política de controle de admissão resulta em
um mecanismo que atende três importantes expectativas tanto por parte dos usuários quanto por
parte dos provedores de serviço: Qualidade de Serviço, lucro e ompatibilidade com o padrão
IEEE 802.16.
Embora as conexões de tempo real tenham requisito de latêncimáxima, a maioria das
propostas discutidas usam apenas o requisito de taxa mínimano processo de decisão. Essa
abordagem não é inválida se considerarmos que, de acordo compadrão IEEE 802.16, a latên-
cia máxima precisa ser garantida apenas para o tráfego que não ultrapassa o requisito de taxa
mínima da conexão. Com um controle de admissão que garante capacid de suficiente para sa-
tisfazer a taxa mínima de cada conexão, o escalonador pode seencarregar de garantir a latência
máxima conforme especificado no padrão. Algoritmos de controle de admissão que incluem
garantias de latência para todo o tráfego de tempo real tendem a ser mais complexos, como a
proposta apresentada em [18]. A Tabela 5.1 apresenta um resuo das vantagens e desvantagens
das soluções apresentadas nesta seção bem como das soluçõespropostas nesta tese.
5.2 Controle de Admissão baseado na Taxa Mínima
A política de admissão proposta nesta seção baseia-se na garantia do requisito de taxa mínima
para decidir quais conexões devem ser aceitas. Uma vez que esse requisito possa ser garantido
para a nova conexão bem como para as conexões previamente admi id s, a conexão é aceita.
Uma nova conexão é aceita sempre que a seguinte condição é satisfeita:
(Creserved + TRij ≤ C) (5.1)
TRij representa a taxa que deve ser garantida para a nova conexãoj ass ciada ao tipo de
serviçoi; Creserved representa a capacidade reservada para as conexões já admitid s na rede






1; e C é a capacidade disponível para o escalonador, ou seja, a
quantidade de banda que o escalonador pode alocar para transmissão de dados e requisição de
banda através degrants unicast.
Embora esta seja uma condição de admissão bastante simples,ela atende às especificações
do padrão IEEE 802.16 com a vantagem de ser facilmente implementada na estação base. A
condição proposta garante recursos suficientes para o escalonador atender o requisito de taxa
mínima das conexões UGS2, rtPS, ertPS e nrtPS bem como a latência máxima das conexões de
tempo real cujo tráfego não ultrapassa essa taxa.
1
i varia de 1 à 4, pois apenas os serviços UGS (1), rtPS (2), ertPS(3) e nrtPS (4) passam pelo controle de
admissão.
2No caso do serviço UGS, o padrão estabelece que se deve garantir o equisito de taxa máxima e que o requisito
de taxa mínima, quando definido,deve ser igual ao valor da taxa máxima. Dessa forma, sempre que nos referirmos
à taxa mínima do serviço UGS, estamos supondo que ela é igual àtaxa máxima.
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A principal diferença entre o esquema proposto e outros esquemas de controle de admissão
propostos para o padrão IEEE 802.16 está no cálculo do parâmetro TRij utilizado na equação
5.1. Ao enviar um pedido de admissão, a conexão fornece, entre ou os parâmetros, o requi-
sito de taxa mínima (minTRij), entretanto, se considerarmos a sobrecarga gerada pelo tio de
serviço solicitado (por exemplo, com o envio de requisiçõesde banda), essa taxa não será sufi-
ciente para atender as necessidades da conexão. Assim sendo, ao invés de considerar apenas a
taxa mínima, o parâmetroTRij inclui também uma estimativa da sobrecarga gerada pelo tipo
de serviço associado à conexão.
Conexões UGS e ertPS recebemgrantsem intervalos definidos pelo parâmetrounsolicited
grant interval(ugi). O tamanho dogrant para conexões UGS é fixo e definido de acordo com
o requisito de taxa máxima da conexão (que é igual ao requisito de taxa mínima para esse
serviço). Para conexões ertPS, embora o tamanho dosgrantsvarie de acordo com a quantidade
de banda requisitada, o tamanho mínimo a ser garantido deve basear-se no requisito de taxa
mínima. Desse modo, para ambos os tipos de serviço, a BS deve garantir a alocação degrants
periódicos com tamanho igual ao valor fornecido pela seguinte equação:
grantSizeij = minTRij ∗ ugiij (5.2)
A equação 5.2 fornece o tamanho dosgrantsem bytes, entretanto, na mensagem UL-MAP
osgrantssão descritos em número deslots, obtido a partir do cálculo do menor inteiro maior
ou igual agrantSizeij/slotSize. Esta normalização pode resultar em desperdício de banda
quandograntSizeij não é um múltiplo do número de bytes que pode ser transmitido em um
slot (slotSize). A taxa real utilizada por uma conexão UGS (ertPS) pode, consequentemente,
ser maior do que a taxa máxima (taxa mínima) requisitada. Parcontabilizar esta sobrecarga, o









⌉ fornece o tamanho de umgrantem número deslots. Osgrants
devem ser fornecidos em intervalos de duraçãougiij com jitter máximo tjij (definido pelo
parâmetrotolerated jitter). Multiplicando-se o número deslotsem umgrant pelo tamanho de
um slot em número de bytes e dividindo este valor pela somaugiij + tjij , obtém-se a taxa
mínima que deve ser garantida para conexões UGS e ertPS.
Além da taxa mínima, conexões rtPS e nrtPS precisam degrantsperiódicos para o envio de
requisição de banda. Assim sendo, a taxa que deve ser garantid para estas conexões é igual a
soma do requisito de taxa mínima (minTRij) com a taxa usada pelo mecanismo de requisição
de banda, conforme apresentado na equação 5.4.
5.3. Controle de Admissão Ótimo para Maximização do Lucro 60




ondeupSlots representa o número deslotsusados para o envio de uma mensagem de requi-
sição de banda eupiij é o valor fornecido pelo parâmetrounsolicited polling interval. Conexões
nrtPS não definem o parâmetroupiij, entretanto, o padrão IEEE 802.16 estabelece que este in-
tervalo deve ser da ordem de 1 segundo e pode ser definido pela BS.
Conexões BE são sempre aceitas dado que este serviço não tem requisitos de QoS.
5.3 Controle de Admissão Ótimo para Maximização do Lu-
cro
A segunda política de controle de admissão proposta nesta tese estende a política apresentada
na Seção 5.2 com o objetivo de maximizar o lucro obtido pelo provedor.
Da mesma forma que a política anterior, antes de admitir uma nov conexão, o controle de
admissão verifica se é possível satisfazer o requisito de banda mínima desta nova conexão sem
prejudicar as conexões já admitidas na rede. A sobrecarga geada por cada tipo de serviço é
igualmente considerada.
Para maximizar o lucro, o controlador de admissão deve coletar r quisições durante interva-
los de tempo, para, então, decidir quais conexões devem ser aceitas. Uma política de admissão
ótima deve encontrar uma combinação de conexões que, a longopraz , forneça o maior lucro
possível respeitando a capacidade da rede. Esse problema pode ser mapeado para o problema
clássico da mochila, no qual a capacidade da rede é a mochila ea quantidade de banda requisi-
tada por cada conexão representa o tamanho de cada objeto. A mdelagem deste problema de















TRij ≤ Cavailable (2)
onde:
• ni: número total de conexões associadas ao serviçoi (c nexões admitidas + conexões
solicitantes);
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• mi: número de conexões admitidas e ainda ativas na rede associadas ao serviçoi;
• minTRij : requisito de taxa mínima da conexãoj associada ao serviçoi;
• TRij : taxa que deve ser reservada para a conexãoj associada ao serviçoi e que é calcu-
lada através da Equação 5.3 para os serviços UGS e ertPS e através da Equação 5.4 para
os serviços rtPS e nrtPS;
• ri: lucro associado ao serviçoi;
• xij : variável que receberá valor 1 caso a conexãoj associada ao serviçoi deva ser admi-






j=1 TRij , ondeC é a capacidade de que o escalonador dispõe para
alocação degrantspara transmissão de dados e requisição de banda.
Na formulação do problema,i varia entre 1 e 4, pois apenas conexões UGS, rtPS, ertPS e
nrtPS estão sujeitos ao controle de admissão. A função de lucro ri∗minTRij indica que quanto
maior o valor da taxa mínima requisitada pela conexão, maioré o preço que o usuário deverá
pagar e, consequentemente, maior o lucro obtido com sua admissão. Esta função garante maior
justiça no preço pago por usuários de um mesmo tipo de serviço, dado que o valor cobrado é
proporcional a taxa mínima requisitada. A restrição 2 garante que a soma das taxas que devem
ser alocadas (TRij) para todas as conexões aceitas é menor do que a capacidade disponível.
5.4 Controle de Admissão Guloso para Maximização do Lu-
cro
A terceira política de controle de admissão utiliza uma técnica gulosa para a maximização do
lucro. Assim como no controle de admissão ótimo apresentadon Seção 5.3, neste mecanismo
o controlador de admissão realiza a admissão de novas conexões m intervalos de tempo pré-
definidos. As conexões são admitidas seguindo a ordem decresc nt dos valores de lucro asso-
ciados as conexões e respeitando a capacidade da rede em atender o requisito de taxa mínima
de cada conexão.
O Algoritmo GreedyMaxRevenueCACapresenta os passos realizados a cada intervalo de
admissão para decidir quais conexões serão aceitas. Durante um intervalo de admissão, as
requisições para o estabelecimento de novas conexões são armazenadas em umbuffer. No
primeiro passo, o algoritmo calcula um valor de lucro para cada nova conexão utilizando a
função de lucrori ∗ minTRij . Em seguida, as requisições para o estabelecimento de novas
conexões são ordenadas seguindo a ordem decrescente dos valore de lucro calculados. Nos
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passos seguintes, o algoritmo utiliza a equação 5.1 para decidir quais conexões serão aceitas,
começando pelo primeiro elemento dobufferordenado.
ALGORITMO GREEDYMAX REVENUECAC
1. para cada conexãoj armazenada nobuffer faça
2. revenueij ← ri ∗minTRij
3. ordene obufferseguindo a ordem decrescente dos valores derev nueij
4. para cada conexãoj armazenada nobuffer faça
5. setipo de serviço dej for UGS ou ertPSentão
6. calculeTRij usando a equação 5.3
7. senão
8. calculeTRij usando a equação 5.4
9. se(Creserved + TRij ≤ C) então
10. aceite a conexãoj
11. Creserved ← Creserved + TRij
12. senão
13. rejeite a conexãoj
5.5 Controle de Admissão Ótimo para Maximização do Lu-
cro e da Utilidade
O quarto mecanismo de controle de admissão proposto nesta tese tem como objetivos maxi-
mizar o lucro e a utilidade da rede. Sob o ponto de vista do usuário, a melhor política de
admissão é aquela que lhe permite atingir as maiores taxas detransmissão. Dessa forma, nesta
política, além do valor de lucrori, cada serviçoi está associado a um valorui que reflete um
ganho de utilidade ou, em outras palavras, a satisfação do cliente. O valorui é multiplicado
porextraTRij que indica o quanto de taxa extra ao requisito de taxa mínima,será alocado para
a conexãoj. extraTRij deve ser menor ou igual a diferença entre os requisitos de taxa má-
xima e taxa mínima da conexão para que o requisito de taxa máxima não seja violado. Assim
sendo, quanto maior o somatório dos valores deui ∗extraTRij de todas as conexões admitidas,
maior será o ganho de utilidade e, consequentemente, maior será a satisfação dos usuários. A














xij ∈ {0, 1} ∀i ∈ {1, 2, 3, 4} ∀j ∈ {mi + 1, ..., ni} (1)
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0 ≤ extraTRij ≤ maxTRij −minTRij ∀i ∈ {1, 2, 3, 4} e ∀j ∈ {1, ..., mi} (2)





j=1(TRij + extraTRij) ≤ C (4)
onde
• ni: número total de conexões associadas ao serviçoi (c nexões admitidas + conexões
solicitantes);
• mi: número de conexões admitidas e ainda ativas associadas ao serviçoi;
• minTRij : requisito de taxa mínima da conexãoj associada ao serviçoi;
• maxTRij : requisito de taxa máxima da conexãoj associada ao serviçoi;
• TRij : taxa mínima que deve ser reservada para a conexãoj associada ao serviçoi e que é
calculada através da Equação 5.3 para os serviços UGS e ertPSe a ravés da Equação 5.4
para os serviços rtPS e nrtPS;
• extraTRij : variável que indicará a taxa extra, além da mínima, que seráalocada para a
conexãoj associada ao serviçoi;
• ri: lucro associado ao serviçoi;
• ui: ganho em utilidade associado ao serviçoi;
• xij : variável que receberá valor 1 caso a conexãoj associada ao serviçoi deva ser admi-
tida e valor 0 caso contrário;
• C: capacidade de que o escalonador dispõe para alocação degrantspara transmissão de
dados e requisição de banda.
Na formulação apresentada, a restrição 2 garante que o valorde taxa extra (extraTRij) que
será alocada para as conexões previamente aceitas na rede não viola o requisito de taxa má-
xima. Esse valor será atualizado a cada rodada de admissão, de forma a se adaptar às mudanças
causadas pela entrada e saída de conexões da rede. A restrição 3 garante não só que o valor de
taxa extra alocado para as novas conexões aceitas não viola orequisito de taxa máxima, mas
também que o valor dextraTRij seja igual a zero para conexões rejeitadas. É importante
observar que o algoritmo nunca alocará taxa extra para conexões UGS dado que esse tipo de
serviço tem mesmo valor para os requisito de taxa mínima e taxa má ima. A restrição 4 garante
que o somatório das taxas que devem ser reservadas para cada conexão (TRij) e das taxas extras
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alocadas (extraTRij) é menor ou igual a capacidade de que o escalonador dispõe para alocação
degrants.
5.6 Controle de Admissão Heurístico para Maximização do
Lucro e da Utilidade
O mecanismo de controle de admissão proposto nesta seção utiliza uma heurística para maximi-
zar o lucro e a utilidade da rede. Assim como na solução proposta na Seção 5.5, este mecanismo
decide quais conexões poderão entrar na rede bem como a quantidade de taxa extra que será
alocada para cada conexão.
Intuitivamente, para que se admita, de maneira gulosa, o conjunt de novas conexões que
maximize o lucro e a utilidade, deve-se escolher aquelas queforn cem maior valor para a
somari ∗ minTRij + ui ∗ extraTRij , entretanto, essa abordagem pode não retornar o me-
lhor conjunto, quando a quantidade de recursos requisitadapelas novas conexões for maior
do que a capacidade disponível. Note que as conexões que fornecem maior valor para a soma
ri∗minTRij+ui∗extraTRij são, normalmente, aquelas que têm maiores requisitos de taxa mí-
nima (minTRij) e que podem receber maior taxa extra (extraTRij <= maxTRij−minTRij).
Ao se admitir uma conexãoj com essas características, por um lado, tem-se na rede uma cone-
xão que fornece alto valor de lucro e utilidade, mas, por outro lado, conexões que exigem menos
recursos terão que ser rejeitadas. Embora individualmenteessas conexões rejeitadas forneçam
menores valores de lucro e utilidade, se agregadas, elas podem trazer maior ganho para a rede.
Desse modo, esta política utiliza os conceitos de custo e benefício para tomar as decisões de
admissão. O benefício trazido por uma nova conexão é igual a som do lucro com a utilidade
(ri ∗minTRij +ui ∗extraTRij) alcançada na sua admissão. O custo imposto pela admissão de
uma conexão é igual a taxa que deverá ser alocada, ou seja,TRij +extraTRij . Serão admitidas
as conexões que oferecerem maior ganho para a rede, sendo queo ganho é igual a razão entre o
benefício e o custo.
Para conexões já admitidas, utiliza-se o mesmo raciocínio para decidir o quanto de taxa
extra deve-se alocar para maximizar a utilidade. Neste caso, o benefício de se alocar taxa extra
para uma conexão é igual aui ∗ extraTRij , enquanto o custo é igual aextraTRij . Se o ganho
obtido ao se alocar taxa extra para uma conexão já ativa na rede for maior do que o ganho
alcançado com a admissão de uma nova conexão, a nova conexão será rejeitada e a conexão
ativa receberá taxa extra.
O AlgoritmoGreedyMaxRevenueUtilityCACapresenta os passos realizados a cada intervalo
de admissão. O algoritmo calcula, inicialmente, o ganho fornecido por cada nova conexão com
valor deTRij menor do que a capacidade disponível e por cada conexão ativanão ssociada
ao serviço UGS. Conexões novas que requerem taxa maior do quea capacidade disponível são
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rejeitadas, enquanto conexões ativas associadas ao serviço UGS são desconsideradas dado que
possuem requisito de taxa máxima igual ao requisito de taxa mínima e, portanto, não recebem
taxa extra. O cálculo do ganho baseia-se no benefício e no cust oferecido por cada conexão,
conforme explicado anteriormente. Para a taxa extra (extraTRij), utiliza-se o valor máximo
que poderia ser alocado para a conexão. Para uma nova conexãoesse valor é igual ao mínimo
entre a capacidade disponível após sua admissão (Cavailable − TRij) e a diferença entre os
requisitos de taxa máxima e taxa mínima (maxTRij −minTRij). Para uma conexão já ativa
na rede, o valor máximo paraextraTRij é igual ao mínimo entre a capacidade disponível e a
diferença entre os requisitos de taxa máxima e taxa mínima.
Calculados os valores de ganho (rewardij) para cada conexão, o algoritmo escolhe as cone-
xões que oferecem maior ganho para admitir, no caso de novas cnexões, ou para alocar banda
extra, caso seja uma conexão ativa na rede. Sempre que uma conexão é escolhida, a capacidade
disponível é atualizada subtraindo-seTRij + extraTRij ou extraTRij para conexões novas e
ativas, respectivamente. Quando a conexão que oferece maior ganho não puder ser admitida,
calcula-se novo valor de ganho para as conexões com base no valor de Cavailable atualizado.
O processo termina quando a capacidade disponível for iguala zero ou quando o controle de
admissão tiver finalizado suas decisões.
5.7 Considerações Finais do Capítulo 5
Este capítulo discutiu o mecanismo de controle de admissão em redes baseadas no padrão IEEE
802.16. Assim como acontece com o mecanismo de escalonamento, o padrão não define uma
política para a implementação do controle de admissão.
Algumas das principais soluções disponíveis na literaturapa este problema foram apre-
sentadas e cinco novas políticas foram propostas. A primeira d las, tem como único objetivo
garantir que a capacidade disponível seja suficiente para satisfazer o requisito de taxa mínima
de cada conexão admitida. Para isso, além do requisito de taxa mínima, o mecanismo considera
a sobrecarga gerada pelo tipo de serviço associado a conexão. Para os serviços UGS e ertPS,
essa sobrecarga envolve o desperdício de banda que pode ocorr r ao se mapear o tamanho dos
grantsem bytes para número deslots. No caso dos serviços rtPS e nrtPS, essa sobrecarga reflete
a taxa que é utilizada na alocação degrantspara o envio de mensagens de requisição de banda.
A segunda política de controle de admissão estende a primeira proposta com o objetivo de
maximizar o lucro na rede. Com uma formulação baseada no problema da mochila, essa política
escolhe o conjunto de conexões capaz de oferecer maior lucrogarantindo que a capacidade da
rede seja suficiente para atender o requisito de taxa mínima de c da conexão. A terceira proposta
tem o mesmo objetivo da segunda política de controle de admissão, entretanto, utiliza a técnica
gulosa para a solução do problema.
A quarta e a quinta propostas têm como objetivo satisfazer tanto as expectativas do provedor
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de serviços como as expectativas dos usuários da rede. Para tanto, essas políticas buscam ma-
ximizar o lucro e a utilidade ao mesmo tempo em que garantem a provisão do requisito de taxa
mínima das conexões. A diferença entre as duas propostas está na maneira como o problema
é solucionado. A quarta política é formulada como um problema de otimização inteira mista,
enquanto a quinta política utiliza uma heurística baseada ntécnica gulosa.
Uma análise do desempenho de cada uma das políticas de controle de admissão propostas,
neste capítulo, será apresentada no Capítulo 6.
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Algoritmo simples. Não inclui o serviço ertPS; não con-
sidera a taxa usada pelo mecanismo
de requisição de banda.
Wang et alli,
2007 [35]
Inclui os 5 tipos de serviço; consi-
dera conexões emhandoff.
Não informa como estimar variá-




Tenta maximizar a utilização do ca-
nal com um esquema de emprés-
timo e degradação de taxa.
Reserva parte da banda para o ser-




Considera os requisitos de latência
e de taxa mínima.
Algoritmo complexo; não consi-
dera o serviço ertPS.
Chandra e Sahoo,
2007 [49]
Considera os requisitos de latência
e de taxa mínima bem como a taxa
necessária para o mecanismo de re-
quisição de banda.
Não inclui o serviço ertPS; não de-
talha o algoritmo utilizado pela ro-




Usa a idéia de custo e recompensa,
o que facilita a inclusão de variáveis
de preço na admissão das conexões
para se maximizar o lucro do prove-
dor.
Assume que as estações têm dife-
rentes prioridades, o que não está
de acordo com o padrão; não define
como configurar o valor da recom-




Inclui os 5 tipos de serviço; consi-
dera conexões emhandoff; faz re-
serva dinâmica de recursos para as
conexões emhandoffdiminuindo o
desperdício de banda.
Depois de atender o requisito de
taxa mínima das conexões e reser-
var parte da capacidade para cone-
xões emhandoff, a capacidade dis-
ponível é repartida apenas entre as
conexões rtPS, sendo que conexões
ertPS e nrtPS também poderiam ser
beneficiadas com taxa extra.
Rong et alli,
2008 [12]
Inclui os 5 tipos de serviço; busca
maximizar lucro, utilidade e justiça.
Considera requisito de taxa igual
para todas as conexões de um
mesmo tipo de serviço, diferente do




Algoritmo simples. Aloca slots para conexões UGS e
rtPS em cadaframe para garan-
tir latência, podendo gerar retardos
desnecessários para conexões nrtPS
quando o requisito de latência das
conexões de tempo real é maior do
que a duração de umframe.
Borin e Fonseca Além da taxa mínima, considera a
sobrecarga associada ao tipo de ser-
viço solicitado pela conexão; per-
mite maximizar lucro e utilidade;
inclui os 5 tipos de serviço.
Serviços que fornecem maiores ga-
nhos de lucro e utilidade são bene-
ficiados com menores taxas de blo-
queio.
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ALGORITMO GREEDYMAX REVENUEUTILITY CAC
1. insira no vetor eward_array as conexões novas e as conexões ativas
2. para cada conexãoj armazenada no vetorreward_array faça
3. sej é uma nova conexãoentão
4. seTRij > Cavailable então
5. rejeite a conexãoj e a exclua do vetorreward_array
6. senão
7. extraTRij ← min(Cavailable − TRij, maxTRij −minTRij)
8. benefit← ri ∗minTRij + ui ∗ extraTRij
9. cost← TRij + extraTRij
10. rewardij ← benefit ÷ cost
11. senão
12. sej é uma conexão UGSentão
13. extraTRij ← 0
14. excluaj do vetorreward_array
15. senão
16. extraTRij ← min(Cavailable, maxTRij −minTRij)
17. benefit← ui ∗ extraTRij
18. cost← extraTRij
19. rewardij ← benefit ÷ cost
20. enquantoCavailable > 0 e reward_array != ∅ faça
21. busque no vetorreward_array a conexãoj com maior valor pararewardij
22. sej é uma nova conexãoentão
23. seTRij + extraTRij <= Cavailable então
24. aceite a conexãoj com banda extra igual aextraTRij
25. Cavailable ← Cavailable − (TRij + extraTRij)
26. excluaj do vetorreward_array
27. senão
28. volte para o passo 2
29. senão
30. seextraTRij <= Cavailable então
31. configure a taxa extra dej paraextraTRij
32. Cavailable ← Cavailable − extraTRij
33. excluaj do vetorreward_array
34. senão
35. volte para o passo 2
Capítulo 6
Avaliação das Políticas de Escalonamento e
Controle de Admissão
Este capítulo apresenta a avaliação da política de escalonamento proposto no Capítulo 4 e das
políticas de controle de admissão propostas no Capítulo 5. Aavaliação foi realizada através de
experimentos de simulação, utilizando o módulo para simulação de redes WiMAX apresentado
no Capítulo 3.
A Seção 6.1 descreve o cenário utilizado nas simulações, a Seção 6.2 apresenta uma análise
dos resultados obtidos e a Seção 6.3 traz as considerações finais deste capítulo.
6.1 Descrição do Cenário de Simulação
O cenário de simulação consiste em um conjunto de SSs uniformemente distribuídas ao redor de
uma BS. A duração doframeé de 5 ms e a capacidade do canal é de 40 Mbps, sendo utilizado
o modo de duplexação TDD com razão 1:1 paradownlink e uplink. Cadaslot é capaz de
transportar 100 bytes. Os experimentos utilizam tráfego devoz, voz com supressão de silêncio,
vídeo, FTP e WEB que são servidos, respectivamente, pelos serviços UGS, ertPS, rtPS, nrtPS e
BE [1] [2].
O tráfego de voz é gerado por uma fonteon/off [40]. A duração dos períodoson e off
segue uma distribuição exponencial com médias 1,2 e 1,8 segundos, respectivamente. Durante
o períodoon são gerados pacotes de 66bytesa cada 20 ms. O tráfego de voz com supressão
de silêncio utiliza a codificação EVRC (Enhanced Variable Rate Codec) [6]. Os pacotes são
gerados a cada 20 ms utilizando taxa 1 (171 bits/pacote), taxa 1/2 (80 bits/pacote), taxa 1/4 (40
bits/pacote) ou taxa 1/8 (16 bits/pacote). O tráfego de vídeo é obtido a partir de traces de vídeo
reais, cujas características são apresentadas na Tabela 6.1 [42]. O tráfego WEB é gerado a partir
de uma distribuição híbrida Lognormal/Pareto. O corpo da distribuição, correspondendo à uma
área de 0,93, é modelado por uma distribuição Lognormal com média de 27,6 KBytes, enquanto
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a cauda é modelada por uma distribuição Pareto com média de 146,3 KBytes [41]. O tráfego
FTP é gerado utilizando uma distribuição exponencial com média de 512 KBytes.
Tabela 6.1: Características dos traces de vídeo usados nas simulações
vídeo taxa de pico (Mbps) CoV do tamanho dos frames Hurst
Aladdin 2.242800 1.217128 0.876541
Friends vol4 DVD 1.175520 1.820629 0.818063
Gupta Lecture 2.218080 1.398482 0.777175
Baseball 1.859760 1.284597 0.684708
MTV 2.976240 1.448513 0.842930
Star Wars V 1.720800 1.492767 0.767742
Lady Tramp DVD 0.910080 1.763723 0.813108
Ice Age DVD 1.058400 1.532578 0.834963
Dreamcatcher DVD 0.932400 1.400108 0.700975
O intervalo entregrantspara os serviços UGS e ertPS é de 20 ms. O intervalo entregrants
unicastpara o envio de mensagens de requisição de banda é de 20 ms parao serviço rtPS e
de 1 s para o serviço nrtPS. O requisito de latência máxima do serviço rtPS é de 100 ms e
o requisito de taxa mínima e de taxa máxima varia para cada conexã , de acordo com a taxa
média do vídeo transmitido. O serviço nrtPS tem requisito detaxa mínima de 200 Kbps e de
taxa máxima de 300 Kbps. O serviço BE não tem nenhum requisitode QoS.
O tempo de vida das conexões UGS, ertPS, rtPS e nrtPS é determinado por uma distribuição
exponencial com média de 600 s para o tráfego de vídeo e 300 s para os demais tipos de tráfego.
Da mesma forma, a taxa de chegada das conexões segue uma distribuição exponencial com
médias que variam entre 2 s e 60 s para cada tipo de serviço. Desse modo, na situação de menor
carga, chega em média 1 conexão de cada tipo de serviço por minuto, e quanto na situação de
maior carga chegam em média 30 conexões de cada tipo de serviço por minuto.
O número de conexões BE é fixo em todas as situações simuladas eigual a 20, dado que
esse serviço não passa pelo processo de controle de admissão.
Para as políticas de controle de admissão que maximizam o lucro, a taxa de lucro associada
a cada tipo de serviço é de 4 para o serviço UGS, 3 para o serviçortPS, 2 para o serviço ertPS
e 1 para o serviço nrtPS. Para as políticas de controle de admissão que maximizam a utilidade,
os mesmos valores são usados para a taxa de utilidade fornecida por cada tipo de serviço, com
exceção do serviço UGS que tem valor de utilidade 0, pois não recebe taxa extra.
Para cada valor de taxa de chegada de conexões testado, foramexecutadas 10 replicações
com sementes diferentes, para gerar o intervalo de confiançade 95%. Cada simulação teve du-
ração de 3.600s. Os resultados apresentados na Seção 6.2 mostram a média obtida e o intervalo
de confiança de 95%.
6.2. Avaliação dos Resultados 71
6.2 Avaliação dos Resultados
A política de escalonamento e as políticas de controle de admissão propostas, nesta tese, atuam
de maneira complementar para a provisão de QoS em redes baseadas no padrão IEEE 802.16,
logo, serão avaliadas, conjuntamente, nesta seção.
A política de controle de admissão que se baseia no requisitode taxa mínima das conexões,
introduzida na Seção 5.2, será referenciada nesta seção como CA Simples. A política de con-
trole de admissão, proposta na Seção 5.3, que tem o objetivo dmaximizar o lucro da rede de
maneira ótima será referenciada pelo termo CA Ótimo Max. Lucro, enquanto a política que tem
o mesmo objetivo, mas usa a técnica gulosa, introduzida na Seção 5.4, será chamada CA Guloso
Max. Lucro. A política ótima (Seção 5.5) e a política gulosa (Seção 5.6) para maximização do
lucro e da utilidade serão referenciadas, respectivamente, pelos termos CA Ótimo Max. Lucro
e Utilidade e CA Guloso Max. Lucro e Utilidade.
O primeiro conjunto de resultados tem o objetivo de avaliar atax de bloqueio e o lucro
obtido com cada uma das políticas de controle de admissão introduzidas no Capítulo 5 bem
como a utilidade fornecida pelas políticas CA Ótimo Max. Lucro e Utilidade e CA Guloso


























Figura 6.1: Probabilidade de Bloqueio para a política CA Simples
As Figuras 6.1 a 6.5 apresentam a taxa de bloqueio dos serviços UGS, ertPS, rtPS e nrtPS
para cada uma das políticas de controle de admissão propostas. O bloqueio implica no descarte
do pedido de estabelecimento da conexão.
Com a política de controle de admissão CA Simples, os serviços UGS e ertPS têm valores de
probabilidade de bloqueio idênticos em todos os cenários simulados, como mostra a Figura 6.1.
Os valores de probabilidade de bloqueio para esses dois tipos de serviço são mais baixos do
que para os serviços rtPS e nrtPS, pois essa política tende a privilegiar conexões com menores
valores para o requisito de taxa mínima, dado que esse é o únicparâmetro considerado na




















































Figura 6.3: Probabilidade de Bloqueio para a política CA Guloso Max. Lucro
admissão. O serviço rtPS apresenta os maiores valores de probabilidade de bloqueio por ser o
serviço com requisito mais alto de taxa mínima.
As políticas CA Ótimo Max. Lucro e CA Guloso Max. Lucro fornecem menor probabili-
dade de bloqueio para o serviço UGS, cujas conexões retornamaltos valores de lucro exigindo
baixas taxas de transmissão. No entanto, como mostram as Figuras 6.2 e 6.3, a política CA
Ótimo Max. Lucro aceita mais conexões UGS do que a política CAGuloso Max. Lucro. No
cenário de mais alta carga na rede, a política CA Ótimo Max. Lucro chega a aceitar até três ve-
zes mais conexões UGS. Da mesma forma, na política ótima são aceitas até 10% mais conexões
ertPS do que na política gulosa. No entanto, o fato da política CA Guloso Max. Lucro admitir
um menor número de conexões UGS e ertPS, faz com que ele seja capaz de admitir um maior
número de conexões rtPS e nrtPS. Essas diferenças influenciam os resultados de lucro obtidos
com ambas as políticas, como será explicado mais adiante.
As Figuras 6.4 e 6.5 mostram que as políticas CA Ótimo Max. Lucro e Utilidade e CA




















































Figura 6.5: Probabilidade de Bloqueio para a política CA Guloso Max. Lucro e Utilidade
Guloso Max. Lucro e Utilidade têm resultados de probabilidade de bloqueio muito semelhantes
em todos os cenários simulados. Em ambos os casos, todas as conexões UGS são admitidas
para qualquer que seja a carga na rede e os serviços ertPS e nrtPS têm valores de probabilidade
bloqueio muito próximos e maiores do que os valores de probabilid de de bloqueio do serviço
rtPS. Em comparação com as outras três políticas de controlede admissão, as políticas CA
Ótimo Max. Lucro e Utilidade e CA Guloso Max. Lucro e Utilidade bloqueiam um número
maior de conexões ertPS e nrtPS e um número semelhante de conexões rtPS e, dessa maneira,
conseguem admitir mais conexões UGS, resultando em maioresvalores de lucro do que as
políticas que maximizam apenas o lucro, como será mostrado aseguir.
A Figura 6.6 apresenta o valor do lucro acumulado em cada uma das situações de carga
testadas para as cinco políticas de controle de admissão. Embora a política CA Simples não
tente maximizar o lucro, mediu-se os valores de lucro fornecidos por ela utilizando-se a mesma
função de lucro (ri ∗ minTRij) considerada pelas outras quatro políticas para cada conexã
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Figura 6.7: Utilidade fornecida pelas políticas CA Ótimo Max. Lucro e Utilidade e CA Guloso
Max. Lucro e Utilidade
admitida.
A política CA Simples fornece os menores valores de lucro e, pelo fato de considerar apenas
a taxa mínima das conexões na admissão, esses valores tendema se estabilizar conforme a rede
fica sobrecarregada. A queda nos valores de lucro, observadano cenário onde a taxa de chegada
de conexões é de 10 conexões/minuto para cada tipo de serviço, deve-se ao alto número de
conexões rtPS bloqueadas neste cenário. As conexões rtPS são capazes de fornecer altas taxas
de lucro por requisitarem altas taxas mínimas de transmissão e a política CA Simples é a que
apresenta os maiores valores de probabilidade de bloqueio para este tipo de serviço.
As políticas CA Ótimo Max. Lucro e CA Guloso Max. Lucro fornecem valores próximos de
lucro. Nos cenários onde a taxa de chegada para cada tipo de serviço é de 10, 15 e 20 conexões
por minuto, a política CA Guloso Max. Lucro fornece lucro médio ligeiramente maior do que a
política ótima. Isso acontece porque as políticas dão soluções locais, cada uma delas baseada na
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entrada da rodada atual de admissão, dessa forma, decisões difer ntes tomadas pelas políticas
gulosa e ótima em um instantet, podem fazer com que no instantet+x a política gulosa consiga
um melhor resultado do que a política ótima. Para os cenáriosnos quais a taxa de chegada para
cada tipo de serviço é maior do que 20 conexões por minuto, os val res de lucro estabilizam
para a política gulosa e continuam aumentando para a política ótima.
Da mesma forma, a política CA Guloso Max. Lucro e Utilidade provê valores de lucro
próximos àqueles fornecidos pela política CA Ótimo Max. Lucro e Utilidade. No entanto, em
todos os cenários, a política ótima fornece lucro um pouco mai r do que a política que utiliza a
técnica gulosa.
As políticas que maximizam lucro e utilidade apresentam melhor desempenho em termos
de lucro do que as políticas que maximizam apenas lucro. Os resultados de probabilidade
de bloqueio mostram que as quatro políticas tomam decisões de admissão diferentes em um
mesmo cenário. Embora, intuitivamente, espera-se que as políticas que maximizam apenas
lucro forneçam os maiores valores de lucro , a Figura 6.6 mostra que, a longo prazo, as decisões
tomadas pelas políticas que maximizam lucro e utilidade provêm os melhores resultados.
A Figura 6.7 mostra o ganho de utilidade obtido com as políticas CA Ótimo Max. Lucro e
Utilidade e CA Guloso Max. Lucro e Utilidade. Os valores apresentados na figura representam
a média do ganho de utilidade acumulado em cada execução de simulação, sendo que o ganho
fornecido por cada conexão para a qual o controle de admissãore erva taxa extra é dado pela
funçãoui∗extraTRij . Em todos os cenários simulados, a política gulosa forneceumaior ganho
de utilidade do que a política ótima. Em contrapartida, conforme mostrado na Figura 6.6, a po-
lítica ótima permite que o provedor obtenha maiores valoresde lucro. Para ambas as políticas, o
ganho de utilidade reduz com o aumento da taxa de chegada de conexões. Isso acontece porque,
quando a rede está sobrecarregada, o ganho obtido com a admissão de novas conexões UGS é
maior do que o ganho obtido com a alocação de banda extra para um conexão admitida. Uma
nova conexão UGS fornece um ganho de 4 unidades para cada 1 Kbps, enquanto a alocação
de taxa extra para uma conexão rtPS, que é o serviço que oferece o maior ganho de utilidade,
fornece um ganho de 3 unidades para cada 1 Kbps. Esse fato se reflete nos resultados de proba-
bilidade de bloqueio do serviço UGS quando se utilizam as políticas CA Ótimo Max. Lucro e
Utilidade e CA Guloso Max. Lucro e Utilidade. Caso o provedore serviço tenha interesse em
obter maior ganho de utilidade, ainda que sacrificando o lucro, ele pode aumentar as taxas de
ganho de utilidade fornecidas por cada tipo de serviço.
O segundo conjunto de resultados compara os parâmetros de QoS medidos nas simulações
com os requisitos correspondentes definidos na Seção 6.1 para cada tipo de serviço. O objetivo
é verificar a capacidade das políticas de controle de admissão e do escalonador de prover QoS
para as conexões. Espera-se, mais especificamente, que: 1) conexões UGS e ertPS recebam
grantsperiódicos conforme o intervalo definido pelo parâmetrounsolicited grant interval, 2)
o tráfego que não excede a taxa mínima de uma conexão rtPS tenha latência menor do que a
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latência máxima requisitada pela conexão, e 3) a vazão médiade uma conexão rtPS ou nrtPS





































Figura 6.9: Latência das conexões UGS, ertPS e rtPS com a política CA Ótimo Max. Lucro
As Figuras 6.8 a 6.12 mostram os resultados de latência para os serviços UGS, ertPS e rtPS
obtidos com cada uma das cinco políticas de controle de admissão utilizadas em conjunto com
o escalonador proposto. Os valores de latência dos serviçosUGS e ertPS permanecem, pratica-
mente, constantes em todos os cenários simulados e apresentam intervalo de confiança bastante
reduzido, o que mostra que a variação na latência dos pacotestransmitidos por conexões asso-
ciadas a esses dois tipos de serviço foi pequena e, portanto,o escalonador foi capaz de alocar
oportunidades de transmissão periodicamente como especificado no padrão. Os valores de la-
tência das conexões rtPS são menores do que 100 ms em todos os cenários, o que significa que




































Figura 6.11: Latência das conexões UGS, ertPS e rtPS com a política CA Ótimo Max. Lucro e
Utilidade
o escalonador, independente da política de controle de admissão adotada, foi capaz de garantir
o requisito de latência máxima desse serviço.
Observou-se duas tendências nos resultados de vazão das conexões rtPS. Desse modo, a
vazão média do serviço rtPS será analisada para conexões quetransmitem o vídeo Ice Age e o
vídeo Alladin, que são representativos para os dois conjuntos de resultados.
A Figura 6.13 mostra os valores médios de carga oferecida e devazão das conexões que
transmitem o vídeo Ice Age, as quais têm requisito de taxa mínima igual a 200 Kbps e requisito
de taxa máxima igual a 300 Kbps. Em todas as situações de cargae independente da política de
admissão, as conexões rtPS que transmitem o vídeo Ice Age obtiv ram vazão média dentro do
intervalo estabelecido pelos requisitos de taxa mínima e taxa máxima.
A Figura 6.14 mostra os valores médios de carga oferecida e devazão das conexões que
transmitem o vídeo Aladdin, as quais têm requisito de taxa mínima igual a 900 Kbps e requisito
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vazão CA Guloso Max. Lucro
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vazão CA Guloso Max. Lucro e Utilidade
Figura 6.13: Vazão das conexões rtPS que transmitiram o vídeIce Age
de taxa máxima igual a 1.1 Mbps. Para os cenários com taxa de chegada de até 10 conexões de
cada tipo de serviço, para qualquer que seja a política de controle de admissão utilizada, a vazão
das conexões não é menor do que o requisito de taxa mínima e nemmaior do que o requisito
de taxa máxima. Para os cenários nos quais a carga na rede é maior, a vazão das conexões foi
um pouco inferior ao requisito de taxa mínima quando se utilizou as políticas CA Ótimo Max.
Lucro, CA Guloso Max. Lucro e CA Ótimo Max. Lucro e Utilidade.Embora a capacidade da
rede seja suficiente para o escalonador garantir a taxa mínima de todas as conexões aceitas, o
vídeo Aladdin, como outros que mostram resultados de vazão semelhantes, geram rajadas mais
frequentes e mais longas do que vídeos com características semelhantes ao vídeo Ice Age. Com
isso, se a latência máxima de uma rajada que está armazenada na fila da estação cliente é violada
em uma janela de tempo na qual a conexão já recebeu a taxa mínima, há um grande descarte de
pacotes na fila da estação cliente, reduzindo a vazão dessas conexões. Esse fator, associado à
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Figura 6.14: Vazão das conexões rtPS que transmitiram o vídeAladdin
um grande número de conexões rtPS aceitas, dificulta a provisão de taxa mínima para conexões
com tráfego semelhante ao produzido pelo vídeo Aladdin. A política CA Simples é a política
que admite o menor número de conexões rtPS, logo, o escalonador tem maior facilidade em
atender as conexões associadas a esse serviço. A política CAGuloso Max. Lucro e Utilidade,
conforme mostrado na Figura 6.7, provê maior utilidade do que a política CA Ótimo Max.
Lucro e Utilidade, pois aloca mais banda extra para as conexões rtPS, resultando em um menor
número de pacotes descartados nas estações cliente.
Mecanismos de moldagem de tráfego para suavização de rajadas, com consequente redu-
ção da taxa de perda de pacotes e melhor utilização da banda, têm sido amplamente estudados.
Em [43], os autores investigam mecanismos de moldagem de tráfego para transmissão de ví-
deos MPEG. Conforme o padrão IEEE 802.16, as estações cliente também devem contribuir
na provisão de Qualidade de Serviço, inclusive através do policiamento do tráfego para que,
na média, não ultrapasse a taxa máxima acordada durante o processo de controle de admissão.
Assim sendo, mecanismos de moldagem de tráfego poderiam serutilizados nas estações cliente
para suavizar o tráfego com alta variabilidade em rajadas e,dessa forma, reduzir a taxa de perda
de pacotes.
A vazão média das conexões nrtPS mantém-se dentro do intervalo definido pelos requisitos
de taxa mínima e taxa máxima, delimitado pela região cinza naFigura 6.15, em todas as situa-
ções de carga simuladas para as cinco políticas de controle de admissão. Embora as fontes FTP
sejam configuradas para gerar uma carga com média de 300 Kbps,igual ao requisito de taxa má-
xima do serviço, o mecanismo de controle de congestionamento do protocolo TCP reduz a taxa
do tráfego gerado em resposta ao policiamento da taxa máximafe to pelo escalonador. Desse
modo, o escalonador consegue servir todo o tráfego gerado pelas fontes em todas as situações
de carga simuladas.
A Figura 6.16 mostra a carga oferecida e a vazão das conexões BE para cada um dos me-
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Figura 6.16: Vazão das conexões BE
canismos de controle de admissão propostos. Quando a rede não está sobrecarregada, o escalo-
nador aloca para as conexões BE ossl tsnão utilizados pelas conexões de mais alta prioridade.
A partir do momento em que a rede está sobrecarregada, osslotsque eram alocados para as
conexões BE são utilizados para satisfazer as necessidadess conexões associadas aos ou-
tros quatro tipos de serviço. Embora os mecanismos propostos possam resultar em baixa ou
nenhuma vazão para o serviço BE em situações nas quais a rede está sobrecarregada com cone-
xões de mais alta prioridade, as especificações do padrão IEEE 802.16 não são violadas, dado
que ele não especifica quaisquer garantias para o tráfego BE.Caso o provedor tenha interesse
em garantir uma taxa mínima de transmissão para as conexões BE m qualquer que seja a con-
dição de carga na rede, os mecanismos de controle de admissãopropostos podem ser alterados
para que parte da capacidade da rede seja reservada para esseserviço.
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6.3 Considerações Finais do Capítulo 6
Este capítulo apresentou uma avaliação do mecanismo de escalonamento proposto no Capítulo
4 e das políticas de controle de admissão propostas no Capítulo 5.
Dentre as políticas de controle de admissão propostas, as políticas CA Ótimo Max. Lucro e
Utilidade e CA Guloso Max. Lucro e Utilidade fornecem os melhores resultados de lucro com
a vantagem de também maximizarem a utilidade da rede. Para asoutr políticas de controle de
admissão, quando há sobra de recursos, o escalonador faz o compartilhamento desses recursos
sem levar em conta ganhos de utilidade.
Os resultados de vazão e latência apresentados mostram que oescal nador em conjunto com
qualquer uma das cinco políticas de controle de admissão fornece uma solução compatível com
o padrão IEEE 802.16 capaz de prover Qualidade de Serviço para os diferentes tipos de serviço.
Entretanto, quando existem fluxos de tráfego com alta variabilid de em rajada, como o trá-
fego gerado por vídeos MPEG, comumente servido pelo serviçotPS, torna-se imprescindível
a cooperação do policiamento de tráfego nas estações cliente.
Os resultados mostram, ainda, que o escalonador faz uso eficiente dos recursos disponíveis,
alocando para o tráfego de melhor esforço ossl tsnão utilizados pelos serviços de mais alta
prioridade.
Capítulo 7
Conclusões e Trabalhos Futuros
7.1 Conclusões
Por ser um padrão recente e deixar, propositalmente, váriospontos em aberto para que os fabri-
cantes possam diferenciar seus produtos, o padrão IEEE 802.16 tem despertado grande interesse
na comunidade científica. Em particular, diversas pesquisas têm sido desenvolvidas envolvendo
os mecanismos para provisão de Qualidade de Serviço (QoS) dacamada de acesso ao meio.
O Capítulo 2 apresentou uma descrição do padrão IEEE 802.16,que define a camada física
e a camada de acesso ao meio (MAC) das redes metropolitanas para acesso sem fio em banda
larga. A camada MAC define uma arquitetura de QoS que inlcui cinco tipos de serviço, para
a diferenciação e priorização do tráfego, um mecanismo de escalonamento e um mecanismo
de controle de admissão de novas conexões. No entanto, o padrão não define políticas para os
mecanismos de escalonamento e controle de admissão, os quais ão de fundamental importância
para que os requisitos de QoS de cada um dos tipos de serviço sejam garantidos bem como para
promover a utilização eficiente dos recursos da rede.
Desse modo, esta tese concentrou-se na investigação e proposta de mecanismos de escalo-
namento e controle de admissão para provisão de Qualidade deS rviço em redes baseadas no
padrão IEEE 802.16.
O Capítulo 4 discutiu os desafios relacionados ao escalonamento nas redes IEEE 802.16. O
escalonamento nessas redes é realizado por três escalonadores: i) o escalonadordownlinkda
estação base, responsável pela transmissão do tráfego proveniente da rede núcleo e destinado
às estações cliente, ii) o escalonadoruplink da estação base, que faz o compartilhamento dos
recursos do canaluplink entre todas as estações cliente e iii) o escalonadoruplink das estações
cliente, responsável pela transmissão do tráfegouplink nas oportunidades de transmissão alo-
cadas pela estação base. Conforme discutido no Capítulo 4, oescalonadoruplink da estação
base é o que apresenta os maiores desafios, pois não tem acessodir to às filas que armazenam
os dados a serem transmitidos e, ainda assim, deve ser capaz de s tisfazer os requisitos de QoS
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das conexões estabelecidas pelas estações cliente ao mesmotempo em que utiliza de maneira
eficiente os recursos do canaluplink.
Os desafios encontrados no projeto do escalonadoruplinkda estação base motivaram a pro-
posta de uma solução para este problema, a qual foi introduzida no Capítulo 4. O escalonador
proposto utiliza três filas de prioridade para armazenar as requisições de banda enviadas pelas
estações cliente. Estas requisições podem migrar das filas de mais baixa prioridade para a fila
de alta prioridade, quando precisarem ser atendidas para que os requisitos de QoS das conexões
que as geraram sejam garantidos. O escalonador fornece garantias de latência máxima e taxa
mínima, sem violar os limites impostos pelos requisitos de taxa máxima e tamanho máximo da
rajada.
O Capítulo 5 concentrou-se no controle de admissão de conexõesuplink em redes IEEE
802.16. Depois de apresentar um levantamento sobre as principais soluções propostas, na lite-
ratura, o capítulo introduziu cinco novas políticas de controle de admissão. As políticas propos-
tas visam atingir três objetivos: 1) restringir o número de conexões simultaneamente presentes
na rede, para que o escalonador proposto tenha recursos suficientes para atender os requisitos
de QoS de cada conexãouplink, 2) atender as expectativas do provedor de serviço através da
maximização do lucro e 3) maximizar a satisfação dos usuários através da disponibilização de
recursos extras, além do combinado no contrato de admissão.
A primeira política proposta serviu como base para o desenvolvimento das outras quatro
propostas. Esta política é a mais simples dentre as cinco e atende apenas o primeiro objetivo.
Uma nova conexão é aceita sempre que há recursos suficientes para atender seu requisito de
taxa mínima somado à sobrecarga gerada pelo tipo de serviço solicitado. A segunda e a terceira
políticas propostas estendem a primeira atendendo, também, o segundo objetivo. A diferença
entre as duas soluções está na forma como o problema é resolvido. A segunda política utiliza
programação linear inteira para fornecer uma solução ótimapara a maximização do lucro na ad-
missão das novas conexões, enquanto a terceira política fornece uma solução menos complexa,
pois utiliza uma técnica gulosa para escolher as conexões que fornecem maior lucro. A quarta
e a quinta políticas atendem os três objetivos. A quarta política resolve o problema da maximi-
zação do lucro e da utilidade de forma ótima, utilizando programação linear inteira mista. Uma
alternativa menos complexa é apresentada pela quinta política, que utiliza uma técnica gulosa
para resolver o mesmo problema de maximização.
Dado que a provisão de Qualidade de Serviço em redes baseadasno p drão IEEE 802.16
depende da ação conjunta dos mecanismos de escalonamento e co role de admissão, a avalia-
ção do desempenho das soluções propostas, apresentada no Capítulo 6, foi realizada testando-se
cada uma das cinco políticas de controle de admissão com o escal nador proposto em cenários
idênticos de simulação. Todas as combinações testadas se mostraram compatíveis com as es-
pecificações do padrão IEEE 802.16 e capazes de atender os requisitos de QoS das conexões
uplink. A compatibilidade com o padrão é essencial para que uma solução possa ser adotada e
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implementada em uma estação base, a qual deverá passar pelo poc sso de certificação do Fó-
rum WiMAX, antes de entrar no mercado. A provisão de QoS é uma das principais expectativas
dos usuários, logo, fundamental para o sucesso dessa tecnologia de acesso a Internet.
A partir dos testes realizados com traces de vídeo real, servidos pelo serviço rtPS (real time
Polling Service), constatou-se que, embora a estação base seja o elemento principal na provi-
são de QoS, mecanismos que auxiliem nessa tarefa, também, devem s r incluídos nas estações
cliente. As aplicações de vídeo, cada vez mais comuns na Internet, impõem grandes desafios
para os mecanismos de provisão de QoS, pois geram tráfego comalta variabilidade em rajada,
sensível ao atraso e que exige altas taxas de transmissão. O conjunto de parâmetros de QoS for-
necido por uma conexão rtPS, que inclui os requisitos de taxamínima, taxa máxima e latência
máxima, não fornecem dados suficientes para que a estação base faç uma estimativa precisa
de como será o comportamento do tráfego. Assim sendo, mecanismos de policiamento e mol-
dagem de tráfego devem ser incluídos nas estações cliente para que conexões que transmitam
tráfego com as características mencionadas acima não sejamp nalizadas com altas taxas de
perda de pacotes.
Para realizar o estudo proposto nesta tese, foi necessário projetar e desenvolver um módulo
para simulação de redes IEEE 802.16. O projeto, características da implementação bem como
o teste de conformidade do módulo foram apresentados no Capítulo 3. Essa parte do trabalho
serviu como ferramenta para a pesquisa realizada nesta tese, ma , ainda assim, fornece uma
contribuição importante para a comunidade científica vistoa quantidade de pesquisadores de
diversas partes do mundo que efetuaram a cópia do código dispnibilizado em [58].
7.2 Trabalhos Futuros
Esta seção apresenta questões que não foram tratadas nesta tes , mas que são relevantes e podem
trazer resultados importantes, bem como alguns direcioname tos para a realização de trabalhos
futuros.
7.2.1 Extensão dos mecanismos propostos para considerar a camada fí-
sica
Conforme discutido no Capítulo 4, a tecnologia utilizada nacamada física pode influenciar o
projeto do escalonadoruplink da estação base. O escalonador proposto nesta tese fornece uma
solução compatível com o padrão IEEE 802.16 capaz de fornecer QoS e que pode ser estendida
para se adaptar às características da camada física utilizada. Dentre as tecnologias de camada
física especificadas no padrão, espera-se que as tecnologias OFDM e OFDMA sejam as mais
utilizadas. Para redes com camada física OFDM, o escalonador poderia ser estendido para
considerar as diferentes modulações utilizadas pelas estaçõ cliente. Diferentes modulações
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resultam em diferentes taxas de transmissão. Assim sendo, além dos parâmetros de QoS das
conexões, o escalonador poderia utilizar os valores de taxade tr nsmissão de cada conexão para
decidir a maneira mais eficiente de compartilhar os recursosem cadaframe. Para redes com
camada física OFDMA, a extensão do escalonador proposto também é possível, porém mais
complexa, pois, além deslots, o escalonador deve alocar subportadoras para cada usuário.
Da mesma forma, as políticas de controle de admissão podem ser estendidas para considerar
a camada física. Isso pode ser feito, por exemplo, dando maior prioridade de admissão para
conexões provenientes de estações cliente que apresentam maior taxa de transmissão.
7.2.2 Extensão dos mecanismos propostos para considerar mobilidade
Uma das grandes expectativas em relação às redes baseadas nopadrão IEEE 802.16 é que elas
permitam o acesso em banda larga a qualquer hora e em qualquerlugar. Essa questão envolve a
capacidade de se prover mobilidade para os usuários.
Em redes baseadas na extensão IEEE 802.16e [2], que provê mobilidade, o mecanismo de
controle de admissão deve atender as solicitações de novas cnexões, bem como de conexões
em andamento provenientes de outras células. Conexões provenientes de outras células, nor-
malmente, têm maior prioridade na admissão do que novas conexões, pois o bloqueio de uma
conexão em andamento costuma trazer mais insatisfação paraum usuário do que o bloqueio
de uma nova conexão. Assim sendo, as políticas de controle deadmissão propostas podem ser
estendidas para se adaptar a cenários com mobilidade. Conexões provenientes de outras células
e conexões novas podem, por exemplo, fornecer diferentes ganhos em relação a satisfação dos
usuários e de acordo com o tipo de serviço solicitado.
Em 2007, o IEEE publicou o padrão IEEE 802.16j [4], que incluium novo elemento na
rede IEEE 802.16: a estaçãorelay. Essa estação estende o alcance de uma estação base, pro-
vendo maior mobilidade para os usuários. Usuários fora do alcance da estação base, podem se
conectar a ela através da estaçãorelay. Do ponto de vista da estação base, a estaçãorelay é
considerada uma estação cliente. No entanto, a estaçãorelaydeve possuir um escalonador mais
inteligente do que aquele implementado na estações cliente, dado que deve compartilhar os re-
cursos requisitados à estação base entre vários usuários. Des e modo, um estudo interessante
seria investigar a viabilidade de se usar o escalonador propost em estaçõesrelay.
7.2.3 Testes com diferentes valores de lucro e de utilidade
Nos testes feitos com as políticas de controle de admissão prop stas, considerou-se os mesmos
valores para o ganhos de lucro e de utilidade para um mesmo tipo de serviço; com exceção do
serviço UGS, que fornecia ganho de lucro igual a 4 e ganho de utilidade igual a 0, dado que esse
tipo de serviço serve tráfego de taxa constante e, portanto,não recebe taxa extra. Os valores
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utilizados são interessantes, pois refletem as diferentes prioridades dos serviços e dão mesmo
peso para lucro e utilidade. No entanto, testes adicionais poderiam ser realizados com valores
de lucro e de utilidade variados para analisar o impacto desses valores nas probabilidades de
bloqueio e nos ganhos de lucro e utilidade. Baseado nestes te, seria possível, ainda, delinear
regras de como configurar os valores dos ganhos de lucro e de utili ade para atender diferentes
objetivos e necessidades dos provedores.
7.2.4 Mecanismos de QoS para as estações cliente
Esta tese concentrou-se nos mecanismos para provisão de QoSque devem ser implementados
na estação base, no entanto, de acordo com as especificações do padrão IEEE 802.16 e com os
resultados apresentados no Capítulo 6, as estações clientetambém devem cooperar nesta tarefa.
Segundo o padrão, as estações cliente devem possuir um escalonador para o tráfegouplinkpara
decidir quais pacotes devem ser transmitidos nas oportunidades de transmissão alocadas pelo
escalonadoruplink da estação base. Além disso, elas devem realizar o policiamento do tráfego
para que, na média, ele não ultrapasse o requisito de taxa máxima acordado no estabelecimento
das conexões. Os resultados apresentados nesta tese mostram a necessidade de haver esse po-
liciamento nas estações cliente bem como mecanismos de moldagem de tráfego para tráfegos
com alta variabilidade em rajada.
Assim sendo, seria interessante investigar mecanismos para provisão de QoS para as esta-
ções cliente. Embora importante, essa questão tem recebidopouc destaque na literatura. Para
validar tais mecanismos, experimentos de simulação poderiam ser realizados em conjunto com
os mecanismos propostos nesta tese para a estação base.
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