We consider the problem of supporting rank and select operations on a bit vector of length m with n 1-bits. The problem is considered in the succinct index model, where the bit vector is stored in "read-only" memory and an additional data structure, called the index is created during pre-processing to help answer the above queries. We give asymptotically optimal density-sensitive trade-offs, involving both m and n, that relate the size of the index to the number of accesses to the bit vector (and processing time) needed to answer the above queries. The results are particularly interesting for the case where n = o(m).
Introduction
We consider the problem of representing a bit vector S [1. .m] of length m, and supporting the following operations, for x ∈ {0, 1}:
-rank x (S, i) returns the number of occurrences of x in the prefix S [1. .i], -select x (S, i) returns the position of the ith occurrence of x in S.
Such a data structure is called a fully indexable dictionary (FID) [25] . We consider this problem in the context of systematic encodings, also known as the succinct index model. In this model, the bit vector S is not directly accessible to the data structure as "bits in memory": instead, when answering a query, the data structure can inspect parts of S through an access operation, which may be relatively expensive. In order to reduce the number of access operations, we augment S with an index, or a data structure that contains pre-computed information specific to S. To answer a query, the data structure performs a combination of access operations and "local" computations using the index as well as results of the access operations. We consider three measures of the performance of the data structure:
(i) the size of the index, also termed the redundancy, (ii) the number of access operations, (iii) the amount of "local" computation.
(We do not include preprocessing time, or access operations performed during preprocessing.) We provide new and tight density-sensitive lower and upper bounds for this problem, where the above parameters depend both upon the length m and the weight n of the bit vector, where the weight is the number of 1s in S. One can, without loss of generality, assume that n ≤ m/2; our primary interest is bit vectors of relatively small weight, i.e., the case n = o(m).
We also mention the non-systematic model, as our succinct indices will in fact consist of a number of non-systematic FIDs. In this model, the string S is explicitly given as input. The algorithm is responsible for storing S in an information-theoretic minimum amount of space, according to one of a number of possible measures of the "information content" of S. In this setting, the redundancy is the space usage of the data structure above and beyond the information-theoretic minimum amount needed to store S.
Motivation
Representing a bit vector to support rank x and select x is one of the most fundamental operations in the field of space-efficient data structures [24] . For example, solutions for this problem (such as FIDs) are used in text indexing [6, 13, 14] and representing semi-structured data [5, 9] . Considering systematic data structures for this problem was initiated by the desire to prove lower bounds on index size [8] . However, the algorithmic advantages of systematic data structures were recognized in the works of [7, 12, 26] , and the succinct index model was fully formalized (from an upper bound perspective) in [1] . By decoupling the representation of S from the set of operations that are being supported, it is noted in [1] that a succinct index offers many advantages including optimal compressibility of the data being indexed and easy integration of different indices over the same data. Furthermore, a succinct index can also be used in cases when the data being indexed is never explicitly stored, but computed on demand (for example, see [16] ). Finally, technological trends, in the form of increased use of remote data storage and service based computing [20] , have also made the case for studying systematic data structures stronger.
Finally, the case that we emphasize here, namely bit vectors of length m with weight o(m), are frequently encountered as the characteristic vectors of sparse sets that occur in practical applications, see e.g. [15, 19] . In addition, many space-efficient data structures often need to represent sequences that have few 1s by construction [9, 13] .
Results-Old and New
There have been a number of results on FIDs, and we do not describe all of them here. We note, however, that the redundancy of FIDs has been a focus of research in the non-systematic setting as well, and successive papers [2, 11, 21, 25] have reduced the redundancy of Jacobson's original representation [17] . Very recently, matching non-systematic lower bounds have been shown [23] .
Before we describe the systematic/succinct index results for FIDs, we first state the model more precisely. Recall that we want to support operations on a given bit vector S of length m, accessible through an access operation. We pre-process S and create an index I of size r bits. Subsequently: -For the lower bounds, we assume that access(i), for 1 ≤ i ≤ m, returns the i-th bit of S. When answering the query, the query algorithm can read I at no cost, and is only charged for access operations. This model is also referred to as the bit-probe model. -For the upper bounds, we assume that access(i), for 1 ≤ i ≤ m/μ , returns the sequence of μ bits of S beginning at position (i − 1)μ + 1, where μ = lg m . The "local" computation of the data structure on the index I is analyzed on the RAM model with word size O(lg m) bits. The performance of the data structure is measured both in terms of the number of access calls it makes as well as the number of operations performed during its "local" computation.
The aim is to study the trade-off between r, the size of the index, and the cost of the operations as measured above. In the non-systematic model, upper bounds are also in the word RAM model and only the redundancy and the speed of operations is measured. We begin by noting that rank 0 (i) + rank 1 (i) = i, so a data structure needs to support only one of these operations, and refer to both as rank if this is otherwise immaterial. On the other hand, when we refer to select, it is simply as informal shorthand for referring to "select 0 and/or select 1 ".
We now summarize existing and new results. A number of recent results give lower bounds on the redundancy of systematic encodings [8, 10, 18] . It has been shown [10, 18] that Ω(m lg lg m/ lg m) redundancy is needed to support FID operations in O(1) time, matched by upper bounds in [10, 25] . Hence, the redundancy of systematic FIDs appears to be a solved question. Θ(m lg(n/m )), if n = ω(m ), and
where m = m/ log m.
The lower and upper bounds, however, are not sensitive to the weight n of the bit vector. For example, when n = 1, it is easy to see that redundancy of O(lg m) bits suffices to support all operations in O(1) time. As already noted, one often has to support FID operations on bit vectors that are constructed to have few 1s. Thus, it is interesting to study the redundancy required to support FID operations as a function of both m and n. Previous density-sensitive lower bounds were provided by Golynski [10, Theorem 4.1], who showed that if the data structure makes O(lg m) bit-probes to support the FID operations, then it requires a redundancy of Ω(n lg lg m/ lg m) bits; as we see below, this lower bound is not optimal. Miltersen's [18] work implicitly contains an optimal lower bound for the case n = Θ(m/ lg m).
The lower bound is a complete trade-off that specifies the minimum redundancy required by any data structure that makes at most t bit-probes for any values of m, n and t. For simplicity, we focus on the case t = O(lg m), and the new results are shown in Table 1 . As can be seen, the previous lower bound of [10] For the model that we use to prove the upper bounds, we assume that a single access operation reads lg m consecutive bits of S. Thus the lower and upper bounds are indeed comparable (indeed, the lower bound allows the algorithm to probe O(lg m) arbitrary bits per query, not just consecutive ones, and hence is more powerful than the upper bound model). We show matching upper bounds, giving succinct indices that support all FID operations, perform O(1) access operations and support queries in O(1) time if, additionally, m/n = (lg m) O(1) . This restriction in the upper bound that the "local" computation takes constant time only when m/n = (lg m) O(1) is due to the lower bound on predecessor queries in the RAM model [22] (the lower bound model assumes that all "local" computation is free). We now note the range of parameters for which the new upper bound is asymptotically superior to existing results (we focus on indices that support O(1)-time queries). An index that is not density-sensitive, of size O(m log m/ log log m), is given in [10, 25] . An alternative is to store a copy of the bit vector in compressed form, giving a (trivial) index: this takes B(m, n) + o(n) = O(n log(m/n)) bits [11] (here B(m, n) = lg m n ). It is not hard to see that the new index is always superior to the non density-sensitive index of [10, 25] . When m/n = O(log m) and when m/n = (log m) 1+o (1) , the new index is smaller in size than the trivial index that stores the bit vector in a compressed format. For example, if n = m/(log m) then the new index takes O(n) bits, while the trivial index takes O(n log log m) bits. If m/n = (log m) 1+Ω (1) , however, the new index is asymptotically equivalent to the trivial index.
We now give an algorithmic situation where our new density-sensitive index could be used. Consider, as in [1] , the case of a binary relation R ⊆ {1, . . . , n} × {1, . . . , σ }, for integers n, σ > 0, and suppose that R (viewed as a binary matrix) is "remotely" stored as a bit vector B obtained by writing the bits of this matrix in the row-major order. That is, the bit B[i · σ + j ] is 1 if the ordered pair i, j ∈ R, and 0 otherwise. Let w denote the weight of B. Assuming the existence of an object_select operation on R, which is just select 1 on the rows of the matrix representing R, Barbay et al. [1] give succinct indices of size o(w log σ ) bits that support a number of operations on R. Consider the case σ = log n log log n and w = n log log n. It is easy to see that one can reduce object_select on R to select 1 on B in O(1) time by storing O(w) bits in the index. However, existing succinct indices supporting select 1 on B use Ω(w log log n) = Ω(w log σ ), more than the space used by the succinct index of Barbay et al. The new result, however, allows object_select to be supported using
Outline The rest of the paper is organized as follows. Section 2 contains the upper bound and begins with a (non-systematic) data structure that represents a bit vector of length m with weight n in B(m, n)
bits and supports only select 0 and O(1) ). In fact, FIDs are known that can achieve a space bound of B(m, n)(1 + o(1)) bits [11, 21] , but they are significantly more complex; the experimental work of [19] suggests that our approach is practical. We then use this data structure in our systematic index. The lower bounds are described in Sect. 3 and are based upon the general choices tree framework of [10] .
Upper Bounds

Non-systematic FIDs for Moderately-Dense Bit Sequences
We begin by giving a number of results on non-systematic FIDs; these FIDs will be heavily used in our succinct index. In this section we begin by stating a classical result on FIDs, due to Clark and Munro [2] :
Lemma 1 There is a FID that stores a bit vector S of length m using m + o(m) bits and supports all operations in O(1) time.
Next, we show the following lemma, which is essentially the Elias-Fano representation of a sequence [4] , straightforwardly augmented with the rank operation in O(1) time (a related data structure was shown to have good practical performance in [19] To support rank(i), the i-th position belongs to the j -th block, where j = i/b . We first find the number of 1's upto the beginning of the j -th block (by finding the number of 1's upto the j -th 0 in B as select 0 (B, j ) − j + 1. We then search for the key i mod b in the j -th bucket of L using the search tree structure stored (if any). Note that since the elements of L are O(lg lg m) bits long, all keys stored at an internal node of the tree can be stored in a single word, and a predecessor search at an internal node can be done in O(1) time using table lookup. If no search tree is stored, then there are no more than k elements in the bucket, and one can perform table lookup using the entire bucket.
The following lemma is key in what follows. Although it is not substantially new (the key ideas are adapted from [3, 11] ) the form of the lemma is particularly convenient for what follows. c for some constant c, we can store a bit vector S with n 0 ≤ N 0 0s and
Lemma 3 Given integers
Proof Assume that S begins with a 1 and ends with a 0 (otherwise adjust Proposition 1 below appropriately). We describe S by two bit-vectors R 0 and R 1 , defined as follows. If there are r runs of 0s of length l 1 , l 2 , . . . , l r in S, then R 0 is simply 0 l 1 −1 10 l 2 −1 1 . . . 0 l r −1 1. R 1 is defined analogously, using the runs of 1s (note that there are r runs of 1s as well).
Proposition 1 [3] Let S be as above. Then:
-R 0 and R 1 are of length n 0 and n 1 and both have weight at most r,
Thus, we only need to support select 1 and rank 1 on R 0 and R 1 . If N 0 ≤ N 1 , then store R 0 according to Lemma 1, which takes n 0 + o(n 0 ) = O(N 0 ) bits, and store R 1 using Lemma 2. We pad out R 1 to have exactly N 1 1s and N 0 0s by appending N 1 − n 1 1s and N 0 − r 0s (note that r ≤ N 0 ), and represent R 1 using Lemma 2 (the padding is done to satisfy the preconditions of the lemma). The space bound is
switch the representations of R 0 and R 1 ; the space bound is still the same.
A Succinct Index for FID Operations on Sparse Bit Vectors
Recall that a systematic encoding of a bit vector S accesses S through access operations, building an index to minimize the calls to access and to support the operations rapidly. We begin by stating the target we are aiming for-the function R( ) defined in the next proposition is in fact the same function as that of Theorem 2, with the difference that the lower bound is in the bit-probe model, and the upper bound assumes that each access operation returns O(lg m) consecutive bits of S. We then use the data structures developed in the previous section to create succinct indices for rank and select 1 , and then for select 0 . 
Proof Follows from the standard approximation to the binomial coefficients, namely lg O(1) .
Proof Partition S into contiguous blocks of size μ = t lg m each, and let n i ≥ 0 denote the number of 1s in the i-th block. We represent the sequence OD = 1 n 1 01 n 2 0 . . . , which has n 1s and m/μ 0s using Lemma 3; the index size is 
uses O(t) time, O(t) access calls, and O(R(m, n, t)) bits of space, for any t = (lg m) O(1) .
Proof We divide S into blocks of size μ = t lg m as before. Let To answer general select 0 queries, we proceed as follows. With each position x iμ we associate the gap [x iμ , x (i+1)μ ). We say that position x iμ is the starting point of a long gap if x (i+1)μ − x iμ + 1 ≥ 2μ and define a set LG to be those positions which are the starting point of a long gap (see [2] for a related idea). A key property is that there are at most n/μ long gaps and that iμ∈LG x (i+1)μ − x iμ + 1 = O(n). This is because any long gap contains at least μ 1s, and so there are at most n/μ long gaps; but each long gap always contains μ 0s, and there are at most n 1s that lie within long gaps.
The bit vector LG (overloading notation), whose i-th bit is 1 iff x iμ is the starting point of a long gap, has z ≤ (m − n)/μ 0s and at most n/μ 1s. We represent LG using Lemma 2 (if LG has fewer than n/μ 1s we append 1s to the end, so that LG is not too sparse to apply the lemma). The space used by LG is B( m/μ , n/μ ) + O(m/μ) bits, which is negligible. Observe that select 0 (i) can be computed in O(1) time if x μ· i/μ is not the starting point of a long gap (which can be tested using LG), as we can read all the bits in the gap starting at x μ· i/μ using O(t) access operations, and operate on them in O(t) table-lookups.
We now consider select 0 when the answer is in a long gap. Since there are at most n/μ long gaps of total length O(n) for some constant c > 0, the maximum possible number of blocks b that the long gaps can straddle is at most O(n/μ) blocks in S. Furthermore, the maximum possible number t of 0s in long gaps is O(n). If the ith block (partially or fully) contained in a long gap has z i zeros in it then the bit vector ZD = 0 z 1 10 z 2 1 . . . 0 z t 1 is represented using Lemma 3. Observe that ZD has t 0s and b 1s, so its space usage is O (B(t + b, b) 
) = O((n/μ) lg μ). This is always O(R(m, n, t)), since if n = ω(m/μ) then R(m, n, t) = O((m/μ) lg μ), and if n = O(m/μ) then R(m, n, t) = O(n lg μ).
The steps to answer select 0 when the answer is in a long gap are as follows:
(a) Let r = μ i/μ , and obtain x r = select 0 (S, r). can be obtained by taking the difference in position between 0s corresponding to these in ZD (which is select 0 (ZD, i mod μ + qμ) − select 0 (ZD, qμ)) and subtracting from it the number of 0s in ZD between these two positions (i mod μ − 1). Since we know the block in which x r lies, we have identified the block in which select 0 (S, i) lies; it now merely remains to find the number of 0s before this block, which is just a rank operation and can be answered by using the OD bit vector of Lemma 4, and then reading the block itself in O(t) access operations and O(t) time.
Lemmas 4 and 5 show the following main theorem:
Theorem 1 Given a bit vector S of length m with weight n, where min{n, m − n} ≥ m/(lg m) c , for some constant c > 0, there is a succinct index that supports all FID operations on S that uses O(t) time, O(t) access calls, and O(R(m, n, t)) bits of space, for any t = (lg m) O(1) , where R(m, n, t) is as defined in Proposition 2.
We remark that the condition that min{n, m − n} ≥ m/(lg m) c is essential to get O(1) time operations, as the predecessor lower bounds of [22] (1) using O(n) words of memory, which is impossible [22] .
Density-Sensitive Lower Bounds
In this section, we first develop new bounding techniques for binomial coefficients and use them to prove the following theorem. Golynski [10] showed that r = Ω((n/t) lg t) for both rank 1 and select 1 . This bound is tight only in the case of constant density bit vectors, i.e. when n = Θ(m). For sparse bit vectors, e.g. when n < m/t, the bound of [10] is smaller than optimal by almost a factor of t.
In this section, we refine the techniques used in [10] and show tight bounds on the index size for rank and select operations in systematic encodings. We prove bounds for the rank problem, and defer the details of select to the full version. Consider γ queries Q * = {"rank 1 (m/γ )", "rank 1 (2m/γ )", . . .}, where γ is a parameter which will be chosen later such that γ divides m. Let I (B) denote the index of size r that is used by the rank 1 algorithm on B. Construct the decision tree T for the following procedure: first probe all the r bits stored in I , and then simulate the computation of Q * queries one by one. The nodes on the first r levels of this tree are labeled by "I [p] = ?" for 1 ≤ p ≤ r, and the rest of the nodes are labeled "B[p] = ?" for 1 ≤ p ≤ m. The edges are labeled by 0 or 1. Let x be a leaf of T . For simplicity of presentation, we perform arbitrary extra probes, so that all the leaves of T are at the same depth r + tγ . Call B compatible with x if I (B) corresponds to the first r edges on the path from the root to x, and the probes performed on B by our computation correspond to the rest of the edges on the path. The set of such vectors is denoted by C(x). We note that the bit vectors B 1 , B 2 ∈ C(x) share some common features, e.g. I (B 1 ) = I (B 2 ), the locations and the contents of the probed bits by our computation are identical, and the answers to the queries in Q * on B 1 and B 2 are also identical.
The idea of the lower bound proof is as follows. Consider the set H of m n bit vectors of length m with n 1-bits. These bit vectors are distributed among the leaves in some fashion. Imagine, that we have a bound |C(x)| ≤ C * (x), and let C * be the sum of C * (x) across all the leaves. Being an upper bound on the number of leaves, C * is at least |H|. The bounds derived in [10] are such that C * = 2 r D * , where D * does not depend on r (intuitively, C * is proportional to the number of leaves in T ). Hence r should be at least lg(|H|/D * ).
The bound C * (x) can be derived as follows. Let us split all the locations in the bit vector into γ blocks, the first block spanning positions 1, 2, . . . , m/γ , the second block spanning positions m/γ + 1, m/γ + 2, . . . , 2m/γ and so on. Let u i (x) be the number of unprobed locations in the i-th block in the bit vectors that are compatible with x, y i (x) be the number of 1-probes performed on the block (on the root to leaf path), and v i (x) = rank 1 ((i + 1)m/γ ) − rank 1 (im/γ ) − y i (x) be the number of unprobed 1-bits in the block (their locations can be different for different B ∈ C(x), however the number is fixed for a given leaf, since both y i and the result of rank 1 queries are known). From now on, we omit parameter x and use just u i , v i , y i to denote these quantities, e.g. define y := i y i . We have,
where U := u i = m − tγ (since exactly tγ positions are probed for each leaf) and V := v i = n − y (since y is the total number of probed 1-bits). Let L y be the group of leaves for which there are exactly y 1-probes. Note that |L y | = 2 r tγ y . For each y, let x y be the leaf in L y that maximizes the product (1). Hence, partitioning all 2 r+tγ leaves w.r.t. y, we have,
where X is the maximum of tγ y
over all possible choices of y, u i 's and v i 's, such that tγ
The bounding methods of [10] are too crude for our purposes, so we first need to develop better bounding techniques.
Lemma 7
For values u and v, such that 0 < v ≤ u/2, we have
Proof We start by estimating the value of u!/(u − v)!. To do so, we first show that the sequence a n = n!/(n/e) n is increasing and b n = n!/(n/e) n+1 is decreasing for integers n, n > 0. Consider
In a similar fashion, consider
We divide both of these inequalities by v!, and use Lemma 6. We obtain 1 e 
Similarly, we obtain
Finally, we apply the left part of the inequality of Lemma 7,
To bound the product
, we maximize it over all possible v i 's with u i 's fixed, subject to the constraint that the sum of v i 's is V . We say that a tuple (v 1 , v 2 , . . . , v γ ) is a local maximum if we can not increase the value of f by changing some v i to v i + 1 and some other v j to v j − 1. The following lemma characterizes the local maxima.
Lemma 9 At a local maximum,
Proof At a local maximum, we have the following inequality
Dividing both parts by
.
From this, we get u i v j + u i − v i + v j + 1 ≥ v i u j and the lemma follows.
Corollary 1 At a local maximum, for all
Proof Fix i = j , and apply Lemma 9 for the pair (i, j ) and for the pair (j, i). It follows that v j u j + 1
Since u i and u j are at least u * , we have
Since v i /u i and v j /u j are at most 1,
Finally, we observe that
and the corollary follows.
Proof We first maximize X with respect to v i 's for fixed u i 's. At a local maximum, Corollary 1 gives us the bound Proof Let us define k := m/γ to be the length of a block. We combine consecutive blocks into larger superblocks, such that the number of unprobed bits in the i-th superblock, u * i , is between k and 2k (except, possibly, for the last superblock). This can be done in a greedy fashion, considering blocks from left to right: we keep adding blocks to a superblock until the number of unprobed bits in it reaches k, at which point we finalize it and start a new one. We will never overshoot the value 2k, since all u i 's are at most k. It was shown in [10] that the number of superblocks γ s = Θ(γ ), and 
Hence,
If cm < tn < m for some positive constant c, then pick γ = n/3. We have, n min{tγ, k}/m ≥ min{cn/3, 3} ≥ 3, and obtain
Finally, if nt = o(m), then we pick γ = √ nm/t . We bound the product i
Density-Sensitive Select Index
(Theorem 2 for the select 1 operation.)
Proof As with the proof for the case of rank 1 operation, we consider three cases:
We simulate the set of queries
where k = n/γ . Accordingly, we split bit vectors B into γ blocks of equal cardinalities n 1 = n 2 = · · · = n γ = k. The i-th block starts at position select 1 ((i − 1)k) + 1 and ends at position select 1 (ik), so that the cardinality of each block (the number of 1-bits in it) is exactly k (recall that we defined select 1 (0) = 0 for convenience).
We set H = {B ∈ {0, 1} m | number of 1-bits in B is n}. We choose parameter γ depending on the relationship between nt and m. In the case where nt = ω(m), we will choose γ = m/(3t). For the case mt = Θ(n), we need an additional requirement that γ ≤ n/3, so that we will choose γ = min{m/(3t), n/3}, we will clarify this requirement later in the proof. Finally, for the case nt = o(m), we will choose γ = n. Note that in all cases, the number of unprobed bits U is m − tγ ≥ 2m/3, so that the average number of unprobed bits per block is at least (2/3)n/γ (we expect most of the blocks to have at least constant fraction of unprobed bits). We define superblocks as follows. The i-th superblock (except, perhaps, for the last one) will contain consecutive blocks z i−1 + 1, . . . , z i , such that the number of unprobed 1-bits in the i-th superblock 
We can derive a bound on P , P ≤ n2 r X, where X is the biggest product of binomial coefficients in this sum. To derive a bound on X, we can, for example, use Lemma 8.
A difference with the proof of the rank 1 case is that we do not need to "redistribute" the weight of V between v i 's uniformly as it was done in Lemma 9 and Corollary 1, since we have bounds k ≤ v * i < 2k already. To derive a lower bound for r, we observe that x |C(x)| = |H| = Since there is a bound on v * i 's, namely, v * i ≥ k, it seems that we can apply Lemma 8 directly and obtain a bound on X. The caveat is that, if V is too small, then the number of superblocks γ s is small as well, and the bound will turn out to be weak. This problem did not arise in the proof of the rank 1 case, since the bound on γ s was based on the fact that u i ≥ 2n/3, and we were grouping blocks into superblocks based on values of u i . However, in this proof, we form superblocks based on v i 's, so that we need to bound their sum, V = i v i , from below.
For this purpose, we use an idea that is similar to the idea in the proof of Lemma 10. Let us vary u i 's and v i 's in order to maximize tγ y i u i v i .
As a very rough estimation, we can state the following: since tγ ≤ m/3, we expect that y is at most n/3, and so that V = n − y ≥ 2n/3, which is sufficient for our purposes. More formally, Lemma 9 gives us the following conditions at a local maximum:
Thus, for any i ∈ [γ ], we have 
