Abstract. In this paper, we obtain a canonical factorization of basis elements in free Rota-Baxter algebras built on bracketed words. This canonical factorization is applied to give a coalgebra structure on the free Rota-Baxter algebras. Together with the Rota-Baxter algebra multiplication, this coproduct gives a bialgebra structure on the free Rota-Baxter algebra of rooted forests. When the weight of the Rota-Baxter algebra is zero, we further obtain a Hopf algebra structure.
We next recall the recursive construction of a canonical k-basis of the free Rota-Baxter algebra as certain words, called Rota-Baxter words, on the set X. These words are obtained from free operated monoid on X, whose construction we now recall.
For any set Y, let M(Y) denote the free monoid generated by Y and let ⌊Y⌋ denote the set {⌊y⌋ | y ∈ Y}. Thus ⌊Y⌋ is a set indexed by Y but disjoint with Y. We recursively define a direct system {M n ,ĩ n,n+1 : M n → M n+1 } of free monoids with injective transition maps. We first let M 0 := M(X) and then define M 1 := M(X ∪ ⌊M(X)⌋) with i 0,1 being the natural injections
We identify M 0 with their images in M 1 . In particular, 1 ∈ M 0 is sent to 1 ∈ M 1 .
Inductively assume that M n has been defined for n ≥ 1, we define
Further assume that the embedding i n−1,n : M n−1 → M n has been obtained. Then we have the injection
Thus by the freeness of M n = M(X ∪ ⌊M n−1 ⌋), we have
We finally define the monoid M(X) := lim Recursively define X 0 := M(X) and X n := Λ(X 0 , X n−1 ), n ≥ 1. Thus X 0 ⊆ · · · ⊆ X n ⊆ · · · .
The elements in X ∞ := lim −→ X n = ∪ n≥0 X n are called Rota-Baxter bracketed words(RBWs). For a RBW w ∈ X ∞ , we call dep(w) := min{n | w ∈ X n } the depth of w. Lemma 2.2. [16] Every RBW x 1 has a unique decomposition x = x 1 · · · x b , where x i , 1 ≤ i ≤ b, is alternatively in the free semigroup S (X) or in ⌊X ∞ ⌋ := {⌊w⌋ | w ∈ X ∞ }.
Let X NC (X) := kX ∞ be the k-module spanned by X ∞ . To make it into a Rota-Baxter algebra, we will equip it with a product ⋄ and a Rata-Baxter operator P X [10, 16] .
Let w, w ′ be two base elements in X ∞ . Define P(w) = ⌊w⌋. Next we define w ⋄ w ′ inductively on the sum n := dep(w) + dep(w ′ ) ≥ 0. If n = 0, then w, w ′ ∈ X 0 = M(X) and define w ⋄ w ′ := xx ′ , the concatenation in M(X). Suppose that w ⋄ w ′ have been defined by for all RBWs w, w ′ ∈ X ∞ with n ≤ k for a k ≥ 0 and consider RBWs w, w ′ ∈ X ∞ with n = k + 1. First assume that b(w) = b(w ′ ) = 1. Then w and w ′ are in S (X) ⊂ X 0 or ⌊X ∞ ⌋ and can not be both in S (X) since n = k + 1 ≥ 1. We accordingly define (4) w
Here the product in the first case is by concatenation and in the second case is by the induction hypothesis on n. Now assume that b(w)
be the standard decompositions of w and w ′ . Define Throughout the rest of the paper, we write
We next show that each Rota-Baxter bracketed word has a unique factorization with respect to the product ⋄, of a particular form specified in the following definition. We note the difference between the breadth and width of a Rota-Baxter word. For example, when w = x 1 x 2 with x 1 , x 2 ∈ X, then b(w) = 1 and wid(w) = 2. We also note that w 1 , · · · , w m is alternating means that, for each 1 ≤ i ≤ m − 1, w i and w i+1 cannot be both in ⌊X ∞ ⌋. However, as showing in the last example, it is okay for w i and w i+1 to be both in X.
Proof. We first prove the existence of the alternating factorization. Let w = u 1 · · · u b be the standard decomposition of w. So the factors u 1 , · · · , u n are alternatively in S (X) or ⌊X ∞ ⌋. By expanding the factors that are in S (X), we obtain w = w 1 
There is an n ≥ 0 such that w ∈ X n ⊆ M n and w 1 · · · w w = w
3. The bialgebra structure on free Rota-Baxter algebras
In this section, we apply the alternating factorization in Proposition 2.5 to obtain a coproduct on X NC (X) and show that, together with the product ⋄, it equips X NC (X) with a bialgebra structure. The main Theorem 3.2 is stated in Section 3.1. The proof is divided into two steps which are carried out in the remaining two subsections.
3.1. The coproduct and the statement of the main theorem. In this subsection, we define a coproduct on X NC (X) and prove some of its properties. We first recall some concepts on bialgebras [16, 22] . Definition 3.1. A k-bialgebra is a quintuple (H, µ, u, ∆, ε), where (H, µ, u) is a k-algebra and (H, ∆, ε) is a k-coalgebra such that ∆ : H → H ⊗ H and ε : H → k are algebra homomorphisms. Here the product on H ⊗ H is given by the tensor product of the one on H.
We will construct ∆ :
by defining ∆(w) for w ∈ X ∞ through an induction on the depth dep(w). When dep(w) = 0, we have w ∈ X 0 = M(X). We then define (7) ∆(w) := 1 ⊗ 1 when w = 1 and
Applying this definition, when w = x 1 · · · x m ∈ S (X) with m ≥ 2 and
Suppose that ∆(w) have been defined for w ∈ X ∞ with dep(w) ≤ n and consider w ∈ X ∞ with dep(w) = n + 1. Then Proposition 2.5 gives w = w 1 · · · w m for a unique alternating sequence w 1 , · · · , w m , m ≥ 1. First assume that m = 1. Then w is in ⌊X ∞ ⌋ since dep(w) = n + 1 ≥ 1. Write w := ⌊w⌋ with w ∈ X ∞ . We then define
Here ∆(w) is defined by the induction hypothesis. For general m ≥ 1, we define
where ∆(w 1 ), · · · , ∆(w m ) are defined in Eq. (8) or Eq. (9) . By the uniqueness of the alternating factorization of w, ∆(w) is well-defined. This completes the inductive construction of ∆.
Let w be an RBW in X ∞ . Define ε :
and extending by k-linearity. The following is our main result of this section.
Proof. By Theorem 2.3, the triple (X NC (X), ⋄, u) is a unitary k-algebra. Instead of verifying that the triple (X NC (X), ∆, ε) is a coalgebra directly, we first verify the compatibility conditions of the coproduct ∆ and counit ε with the product ⋄ and the unit u, that is, both ∆ and ε are algebra homomorphisms.
The compatibility conditions with u are easily verified by Eq. (7). The proofs that ∆ and ε are compatible with the multiplication ⋄ are given in Proposition 3.5 and Lemma 3.6 in Section 3.2, after providing some preliminary results in the rest of this subsection.
With the help of the compatibility conditions, the coalgebra condition is verified in Section 3.3 (Proposition 3.7). This completes the proof of the theorem.
We introduce an auxiliary notation before stating the next result. For a positive integer n,
Proof. We prove Eq. (12) by induction on m ≥ 1. When m = 1, Eq. (12) is valid by Eq. (8) .
Assume that Eq. (12) holds for m ≥ 1 and consider the case of m + 1.
as required.
3.2. The compatibility conditions. We now verify that both ∆ and ε are compatible with the multiplication ⋄ , with the compatibilities with the unit u being clear. We start with a simple case.
Proof. If u = 1 or v = 1, without loss of generality, let u = 1. Then by Eq. (7) ∆(u) = 1 ⊗ 1 and so
Suppose that u 1 and v 1. Then p, q ≥ 1. We denote z i = x i for 1 ≤ i ≤ p and z p+ j = y j for 1 ≤ j ≤ q. Then
By Eq. (12), we have
Similarly,
as required. Now we can verify the compatibility of ∆ with ⋄.
Proof. Since ∆ is linear and ⋄ is bilinear, it is sufficient to verify that Eq. (13) holds for basis elements u, v ∈ X ∞ . For this we proceed by induction on the sum of the depths n :
Then Eq. (13) holds by Lemma 3.4. Assume that Eq. (13) holds for n ≤ k with k ≥ 0 and consider u, v ∈ X ∞ with n = k + 1. We next reduce to prove Eq. (13) (13) holds whenever u ∈ X or v ∈ X. So we are left to consider the case when u := ⌊u⌋ and v := ⌊v⌋, where u, v ∈ X ∞ and n = k + 1 ≥ 1. Using the Sweedler notation, we write
Then we obtain
(by the induction hypothesis on n)
This completes the initial step of the induction on b(u) + b(v).
Assume that Eq. (13) holds for u, v ∈ X ∞ with n = k + 1 and 2 ≤ m ≤ ℓ for a ℓ ≥ 2 and consider the case when u, v ∈ X ∞ with n = k + 1 and m = ℓ + 1. Then m ≥ 3, so either u or v has breadth greater than or equal to 2. There are three cases to consider:
Suppose u p ∈ ⌊X ∞ ⌋ and v 1 ∈ ⌊X ∞ ⌋. Let u p = ⌊u p ⌋ and v 1 = ⌊v 1 ⌋ for some u p , v 1 ∈ X ∞ . Write
Note that u 1 · · · u p−1 ⌊w i ⌋v 2 , · · · , v q is alternating. So we have
The Cases (ii) and (iii) are easier than Case (i) and can be similarly checked. This completes the induction on b(u)+b(v) = m and hence the induction on dep(u)+dep(v) = n, which in turns completes the proof of Proposition 3.5.
The following result shows that ε defined by Eq. (11) is an algebra morphism.
Proof. By the linearity of ε, we just need to verify Eq. (14) for u, v ∈ X ∞ . If u = 1 or v = 1, without loss of generality, letting u = 1, then
If u 1 and v 1, then u ⋄ v 1. So by Eq. (11), both sides of Eq. (14) are zero, as needed.
3.3. The coalgebra structure. We now establish the coalgebra structure on X NC (X) and hence finish the proof of Theorem 3.2. Proof. We only need to verify the coassociativity and the counicity for w ∈ X ∞ . We first apply the induction on the depth n := dep(w) of the w ∈ X ∞ to verify the coassociativity of ∆, namely, the equality
When n = 0, we have w = x 1 · · · x m with x i ∈ X, 1 ≤ i ≤ m, m ≥ 0. By Eq. (12), we obtain
So we obtain
Similarly, we obtain
This completes the initial step. Assume that ∆ is coassociative for w ∈ X ∞ with dep(w) = n and consider w ∈ X ∞ with dep(w) = n + 1. Let w = w 1 ⋄ · · · ⋄ w m be the alternating factorization of w with width m ≥ 1. We next apply induction on m. When m = 1, since n + 1 ≥ 1, we can write w = P(w) ∈ X n+1 with dep(w) = n. So we have
(by the induction hypothesis on n) 
By the induction hypothesis on the width, we obtain
In other words,
w 1(1) ⊗ ∆(w 1 (2) ) and 2) ) (by the linearity)
By the same argument, we obtain
Thus Eq. (15) holds by Eq. (16). This completes the inductive proof of Eq. (15).
We next apply the induction on the depth n := dep(w) of w ∈ X ∞ to check the counicity conditions: (17) (ε ⊗ id)∆(w) = β ℓ (w) and (id ⊗ ε)∆(w) = β r (w),
When n = 0, we have w = x 1 · · · x m with m ≥ 0. Then
Thus we obtain
Assume that Eq. (17) holds for w ∈ X ∞ with dep(w) = n and consider the case of w ∈ X ∞ with dep(w) = n + 1. We next reduce the width of w. When w = 1, we can write w = P(w) ∈ X n+1 with dep(w) = n. Then
Assume that Eq. (17) holds for w ∈ X ∞ with dep(w) = n + 1, wid(w) ≤ m for m ≥ 1 and consider w ∈ X ∞ with dep(w) = n+1, wid(w) = m+1. As in the proof of the coassiciativity, let w = w 1 ⋄ w ′ be from the alternating factorization of w with wid(w 1 ) = 1, wid(w ′ ) = w and
By the induction on m, we obtain
Thus we have
Similarly, we obtain that (id ⊗ ε)∆(w) = β r (w) holds for w ∈ X ∞ , completing the proof.
The Hopf algebra structure
In this section, we discuss the Hopf algebra structure on the free Rota-Baxter algebra X NC (X), hereby given by angularly decorated forests. Since the conclusions depend on the weight of the Rota-Baxter algebra, we reactive the subscript λ in X NC λ (X) for distinction. We show that the free Rota-Baxter algebra X NC 0 (X) is a connected bialgebra with grading given by a suitable degree, and hence is a Hopf algebra. However, when the weight λ is non-zero, this grading does not give a connected bialgebra. So we cannot yet conclude that X NC λ (X) is a Hopf algebra. See the remarks at the end of the section.
Recall that a k-bialgebra (H, µ, u, ∆, ε) is called a graded bialgebra if there are k-modules
where p, q ≥ 0. H is called connected if in addition H (0) = k. Let (C, ∆, ε) and (A, µ, u) be any k-coalgebra and k-algebra respectively and Hom(C, A) the set of k-linear maps from C to A. The triple (Hom(C, A) , * , uε) is called the convolution algebra, where the convolution product * is defined by f * g := µ( f ⊗ g)∆ for f, g in Hom(C, A) for which uε is the unit. Let (H, µ, u, ∆, ε) be a k-bialgebra. A k-linear endomorphism of H is called an antipode for H if it is the inverse of id H under the product * , that is, S * id H = id H * S = uε. A Hopf algebra is a bialgebra H with an antipode S .
As is well-known (see [16] ), for example), a connected bialgebra (H, µ, u, ∆, ε) is a Hopf algebra.
Let w ∈ X ∞ . Define
where deg P (w) (resp. deg X (w)) denotes the number of occurrences of P (resp. x ∈ X) in w. We call deg(w) the total degree of w. Then from its definition, we obtain
We now give a grading of
Here the inclusion follows from deg(P(w)) = deg(w) + 1 for w ∈ X ∞ . So by the induction hypothesis on p + q, we have
RB . By Eq. (22), we further have
RB , and hence (by Eq. (4)) If m = 1, then we can write w = P(w) for some w ∈ X ∞ since deg(w) = n + 1 ≥ 1. By the induction hypothesis on n, we have =(P(1) ⋄ x ⋄ P(1)) ⊗ 1 + (P(1) ⋄ P(1)) ⊗ x + (x ⋄ P(1)) ⊗ P(1) + P(1) ⊗ (P(1) ⋄ x) + (P(1) ⋄ x) ⊗ P(1) + P(1) ⊗ (x ⋄ P(1)) + x ⊗ (P(1) ⋄ P(1)) + 1 ⊗ (P(1) ⋄ x ⋄ P(1)) =(P(1)xP(1)) ⊗ 1 + 2P 2 (1) ⊗ x + λP(1) ⊗ x + (xP(1)) ⊗ P(1) + P(1) ⊗ (P(1)x) + (P(1)x) ⊗ P(1) + P(1) ⊗ xP(1) + 2x ⊗ P 2 (1) + λx ⊗ P(1) + 1 ⊗ (P(1)xP (1)).
For the third and the second to the last terms, we have deg(P(1)) + deg(x) = 1 + 1 = 2 3 = deg(wxw), which shows that the bialgebra X NC λ (X) is not cograded, that is, condition (c) for a graded bialgebra also fails.
