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Learning of Objects Models for RoboEarth
database
Resumen
Philips Innovation Services y el grupo de robo´tica de la Universidad de Zaragoza esta´n cooperando en el
proyecto europeo de RoboEarth, cuyo objetivo es crear una base de datos en Internet donde diferentes
tipos de robots puedan compartir modelos y estrategias de manipulacio´n de objetos. El objetivo de este
trabajo es el de construir una herramienta capaz de reconstruir modelos en 3D de diferentes tipos de
objetos para almacenarlos en la base de datos de RoboEarth.
Los modelos son obtenidos escaneando los objetos con ca´maras RGB-D como la kinect que proveen
ima´genes y nubes de puntos en 3D. La librer´ıa VSLAM (Visual Simultaneous Localization and Mapping)
desarrollada por UNIZAR se usa para calcular la trayectoria de la ca´mara y para obtener un conjunto de
keyframes. Las nubes de puntos pertenecientes a los keyframes son las que una vez registradas forman el
modelo en 3D del objeto.
Las nubes de puntos que son utilizadas para reconstruir los modelos no solo contienen los puntos
correspondientes al objeto sino que tambie´n contienen puntos del entorno donde fueron tomadas. Por
tanto, el primer paso para reconstruir el objeto es el de eliminar de las nubes los puntos que pertenecen
al entorno y no al objeto. Una vez que los puntos del entorno han sido eliminado de las nubes, se realiza
el proceso de registrado. Para reconstruir los modelos en 3D de objetos se han estudiado dos me´todos
diferentes. El primero de los me´todos es un me´todo basado en puntos de intere´s como SURF o ORB. El
segundo de los me´todos se basa en el conocido Iterative Closest Point (ICP).
The research leading to these results has received funding from the European Union Seventh Framework
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El incremento de la capacidad computacional y de la posibilidad de encontrar sensores de bajo coste
han impulsado el desarrollo de nuevas aplicaciones de visio´n por computador. Un campo en particular que
se beneficia de esta tendencia es la robo´tica. Un ejemplo pra´ctico de una de estas aplicaciones podr´ıa ser
una aspiradora auto´noma que reconoce objetos para averiguar el lugar donde se encuentra y as´ı ajustar
el modo en el que tiene que limpiar.
Un problema importante pero a la vez dif´ıcil de solucionar en robo´tica es el de obtener informacio´n
de entornos en aplicaciones no industriales donde el sistema opera en entornos desconocidos. Una aproxi-
macio´n para que robots puedan interactuar con el entorno es que estos pudieran compartir conocimiento
mediante una base de datos que les permitiera obtener informacio´n como mapas de navegacio´n, estrate-
gias de manipulacio´n de objetos o modelos de objetos.
RoboEarth [17] es una red y base de datos donde los robots pueden compartir informacio´n y aprender
unos de otros. (Figura 1.1). El propo´sito principal de RoboEarth es el de proporcionar a los robots el
conocimiento necesario para interactuar con entornos desconocidos.
Figura 1.1: Estructura de RoboEarth.
El objetivo que se quiere conseguir con el trabajo desarrollado en esta memoria es el da la creacio´n
de modelos en 3D de objetos. Estos modelos sera´n utilizados para almacenarlos en la base de datos de
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RoboEarth. Una vez que estos objetos hayan sido an˜adidos a la base de datos de RoboEarth, diferentes
tipos de robots podra´n conectarse a la base de datos para recuperar estos modelos. De este modo, los
robots podra´n reconocer los objetos en un entorno cualquiera y as´ı ser capaces de manipularlos.
1.2. Conceptos ba´sicos para registrar y segmentar nubes de pun-
tos
El propo´sito de esta seccio´n es introducir algunos conceptos importantes que sera´n necesarios en los
siguientes cap´ıtulos de esta memoria. Al lector al que le sean familiares estos conceptos, esta seccio´n le
puede servir para refrescar conceptos o puede continuar directamente con la siguiente seccio´n del cap´ıtulo.
Los conceptos que sera´n desarrollados son: nube de puntos, matriz de transformacio´n, registrado de nube
de puntos y segmentacio´n de nubes de puntos.
1.2.1. Nube de puntos
Una nube de puntos es el punto de partida para la mayor´ıa de algoritmos descritos en esta memoria.
Una nube de puntos P es simplemente un conjunto de puntos en 3D que esta´n definidos por tres coor-
denadas (X, Y, Z). Por lo tanto, una nube de puntos puede ser vista como un conjunto de puntos que
esta´n definidos en el espacio eucl´ıdeo.
P = {(x, y, z)0, ..., (x, y, z)i, ..., (x, y, z)n} (1.1)
Las nubes de puntos pueden ser obtenidos de esca´neres o ca´maras que detectan la profundidad como
la kinect. Depende del esca´ner si hay informacio´n extra en la nube de puntos a parte de la informacio´n
espacial. Por ejemplo, cuando se usan esca´neres RGB-D para crear la nube de puntos, la informacio´n
RGB de los puntos tambie´n esta´ presente en la nube de puntos.
Prgb = {(x, y, z, rgb)0, ..., (x, y, z, rgb)i, ..., (x, y, z, rgb)n} (1.2)
1.2.2. Matriz de transformacio´n
La matriz de transformacio´n T es una matriz que mapea un punto p en otro punto p′ de acuerdo con










donde p = [x, y, z]T y p′ = [x′, y′, z′]T .
Una matriz de transformacio´n describe una rotacio´n y una traslacio´n de un punto en el espacio al
mismo tiempo. As´ı, la matriz de transformacio´n T definida en la ecuacio´n 1.3 puede ser desglosada en







donde la matriz 3x3 izquierda superior (R) se corresponde con la matriz de rotacio´n y el vector 3x1
superior derecho (t) se corresponde con el vector de traslacio´n.
1.2.3. Registrado de nubes de puntos
Cuando una ca´mara toma ima´genes mientras se mueve a trave´s de un entorno, las ima´genes son to-
madas desde diferentes puntos de vista. En muchos casos, puede ser interesante representar las nubes de
puntos en un sistema de referencia comu´n para compensar el movimiento de la ca´mara.
El proceso de encontrar y aplicar la transformacio´n que convierte diferentes nubes de puntos en un
mismo sistema de referencia (sistema que define inequ´ıvocamente todos los puntos que pertenecen al
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sistema) se llama registrado de nubes de puntos.
Dadas dos nubes de puntos M (conjunto modelo) y D (conjunto a registrar) obtenidas en un mismo
entorno pero desde diferente puntos de vista, se buscan puntos correspondientes entre ambas nubes de
puntos. As´ı, el registrado de las nubes de puntos (Figura 1.2) se reduce a encontrar la transformacio´n T






||T · di −mi||2
}
(1.5)
donde di y mi representan los puntos de la correspondencia i-e´sima entre las nubes de puntos D y M .
Figura 1.2: Ejemplo de un conjunto modelo, de un conjunto a registrar y de las correspondencias entre los
conjuntos.
Una vez encontrada la transformacio´n T , el nuevo modelo quedara´ formado por la unio´n del modelo
anterior y la nube de puntos:
M = M ∪ T · Pi (1.6)
En el caso de utilizar como referencia del modelo la de la u´ltima nube de puntos, el modelo quedara´:
M = Pi ∪ T−1 ·M (1.7)
1.2.4. Segmentacio´n de nubes de puntos
El objetivo de esta memoria es generar modelos 3D de objetos. Sin embargo, los objetos esta´n presente
en un entorno que no forma parte del objeto. Para separar el objeto del entorno, se realiza un proceso
llamado segmentacio´n.
Segmentacio´n es el proceso de separar una nube de puntos en distintos grupos. En esta memoria, se
define segmentacio´n como el proceso de eliminar todo punto que pertenece al entorno y no al objeto de
una nube de puntos.
1.3. Objetivo del proyecto
El objetivo de este proyecto es el de reconstruir modelos en 3D de objetos (Figura 1.3) que sera´n
almacenado en la base de datos de RoboEarth. El modelo es creado registrando N nubes de puntos
obtenidas desde diferentes puntos de vista. Estas nubes de puntos se encuentran en un entorno que se
segmenta para que las N nubes de puntos solo contengan los puntos pertenecientes al objeto.
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Figura 1.3: Example of a reconstructed box.
1.4. Resumen
En esta seccio´n se da una visio´n general de como es el proceso de reconstruccio´n 3D de un objecto
mediante dos de los me´todos estudiados en esta memoria. Un me´todo es el Iterative Closest Point (ICP)
y el otro es un me´todo disen˜ado especialmente para este proyecto basado en puntos de intere´s.
Las entradas para ambos me´todos son N nubes de puntos (P0, ..., Pi, ..., PN−1) las cuales tienen una
estimacio´n de la posicio´n y orientacio´n de la ca´mara con respecto a la cual fueron obtenidas. Esta es-
timacio´n es calculada usando el algoritmo VSLAM [9] (Visual Simultaneous Tracking and Mapping)
desarrollado por un grupo de la universidad de Zaragoza. Antes de empezar el proceso de reconstruccio´n
del modelo, las N nubes de puntos son preprocesadas de tal forma que todo punto del entorno que no
forme parte del objeto es eliminado.
El resultado final obtenido de ambos me´todos son las N nubes de puntos en un mismo sistema de
coordenadas. El conjunto de las N nubes de puntos transformadas a este sistema de coordenadas forma
el modelo 3D del objeto. El sistema de coordenadas con respecto al cual el modelo esta´ definido es el
sistema de coordenadas de la ca´mara que tomo la ultima nube de puntos que es registrada.
1.4.1. Me´todo basado en puntos de intere´s
En esta seccio´n vamos a explicar el proceso que sigue una nube de puntos Pi para ser registrada con
un modelo M previamente calculado que contiene fusionadas las nubes P0, ..., Pi−1 (M = {P0, ..., Pi−1}).
Cada nube de puntos P0, ..., Pi−1 tiene asociados los puntos de intere´s y descriptores calculados de cada
una de sus ima´genes.
La primera iteracio´n del algoritmo, el modelo M con el que registrar´ıamos la primera nube de puntos
P0 no contiene ningu´n punto, por lo que en esta primera iteracio´n la u´nica accio´n que se realiza es
convertir la nube P0 en el modelo M (M = P0). El proceso (Figura 1.4) para el resto de nube de puntos
es el siguiente:
1. Se obtienen puntos de intere´s (ORB o SURF) de la imagen i-e´sima. Solo los keypoints que tengan
informacio´n 3D son tenidos en cuenta. Adema´s, los puntos que no pertenecen al objetos tampoco
son tenidos en cuenta ya que son eliminados en la etapa de pre procesamiento.
2. Usando las caracter´ısticas obtenidas, se calcula el vecino ma´s cercano de la imagen i en la i − 1 y
de la imagen i− 1 en la imagen i. Si para ambas bu´squedas los keypoints coinciden, estos keypoints
forman una posible coincidencia (Seccio´n 3.1.1). Este proceso se repite para las r nubes de puntos
registradas anteriores al registro de la nube Pi por lo que de este paso obtenemos r conjuntos de
posibles coincidencias.
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3. RANSAC se aplica a cada uno de los r conjuntos de posibles coincidencias. Para ello, se obtienen
aleatoriamente conjuntos de 3 coincidencias y se calcula la transformacio´n que los mapea. La trans-
formacio´n calculada se aplica a todo el conjunto de posibles coincidencias y se comprueba cuales
han sido mapeadas con un cierto umbral de aceptacio´n (Seccio´n 3.1.2). Este proceso se realiza un
nu´mero determinado de veces suficientemente grande y para cada uno de los r posibles conjuntos
de coincidencias se conserva el conjunto que ma´s coincidencias contenga.
4. En este punto tenemos r conjuntos de coincidencias que son fusionados en un mismo conjunto
que contenga todos los emparejamientos. Usando este conjunto de correspondencias, se calcula la
transformacio´n T que minimiza la distancia entre todas las coincidencias v´ıa mı´nimos cuadrados
(Seccio´n 3.1.3).
5. Una vez se calcula la transformacio´n T , el modelo M que se utiliza en la siguiente iteracio´n del
me´todo es actualizado de la siguiente forma M = T−1 ·M ∪ Pi.
Figura 1.4: Figura que muestra gra´ficamente el proceso de obtencio´n del modelo en 3D v´ıa puntos de intere´s.
1.4.2. Me´todo basado en Iterative Closest Point
En esta seccio´n vamos a explicar el proceso que sigue una nube de puntos Pi = {p0, ..., pn} para ser
registrada con un modelo M que contiene fusionadas las nubes P0, ..., Pi−1. En este caso vamos a realizar
el proceso de registrado utilizando el ICP para obtener la transformacio´n que mapea Pi en M . Como en
el me´todo anterior, en la primera iteracio´n del me´todo, el modelo M con el que registrar´ıamos la primera
nube de puntos P0 no contiene ningu´n punto, por lo que en esta primera iteracio´n la u´nica accio´n que se
realiza es la de convertir la nube P0 en el modelo M (M = P0).
El ICP utiliza una estimacio´n inicial T para el ca´lculo de las correspondencias. Esta estimacio´n inicial
la obtenemos de la posicio´n y orientacio´n de la ca´mara calculada por el VSLAM. El proceso (Figura 1.5)
de registrado de una nube de puntos Pi es el siguiente:
1. Para cada punto de Pi buscamos su vecino ma´s cercano en M usando las estimacio´n inicial T .







||T · pj −mj ||2} (1.8)
donde mj es el vecino ma´s cercano del punto pj en el modelo M . Si la diferencia entre las trans-
formaciones de dos iteraciones consecutivas es menor que un umbral o se ha llegado a un nu´mero
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ma´ximo de iteraciones se considera que el algoritmo ha convergido a la transformacio´n T deseada.
Sino se vuelve al paso uno hasta que el algoritmo converge.
3. Una vez que se ha calculado la transformacio´n T , utilizamos la transformacio´n T−1 para transformar
el sistema de referencia del modelo en el sistema de referencia de la nube de puntos Pi.
Figura 1.5: Figura que muestra gra´ficamente el proceso de obtencio´n del modelo en 3D v´ıa ICP.
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Cap´ıtulo 2
Segmentacio´n de nubes de puntos
En este proyecto, asumimos que el objeto a reconstruir se encuentra dentro de un entorno. Como
no todos los puntos del entorno pertenecen al objeto, necesitamos eliminar estos puntos para quedarnos
u´nicamente con el objeto. Este proceso de eliminacio´n de puntos se llama segmentacio´n. El proceso de
segmentacio´n se realiza en dos pasos. El primero y ma´s importante se realiza antes de registrar las nubes
de puntos y el segundo despue´s de registrarlas.
2.1. Segmentacio´n antes del registrado
El proceso de segmentacio´n que se realiza antes del registrado consta de dos pasos:
1. eliminar los puntos de la nube que pertenecen al fondo (Figura 2.4). Este primer paso para desha-
cernos del fondo se explica en la seccio´n 2.1.1.
2. eliminar los puntos de la nube que pertenecen a la superficie donde descansa el objeto que estamos
reconstruyendo (Figura 2.5). Este segundo paso se explica en la seccio´n 2.1.2.
Para dar un ejemplo pra´ctico de como se segmenta un objeto en esta primera fase, vamos a tomar
como ejemplo la nube de puntos de la Figura 2.1. A partir de esta, iremos viendo como se realiza la
eliminacio´n del fondo y del plano.
Figura 2.1: Estado inicial de una nube de puntos a segmentar.
2.1.1. Eliminacio´n del fondo
La herramienta disen˜ada para reconstruir los modelos asume que todas las nubes de puntos y sus
posiciones esta´n almacenadas en disco. La herramienta tambie´n asume que el usuario se mueve alrededor
del objeto. Segu´n la definicio´n del sistema de coordenadas de la kinect, el plano X-Z es paralelo al plano
donde descansa el objeto. Por lo tanto, podemos detectar el valor mı´nimo y ma´ximo de las posiciones de la
ca´mara en X y Z (Figura 2.2). Los puntos cuyo valor en X no este entre el valor mı´nimo y ma´ximo calculado
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Figura 2.2: Esta figura muestra un posible escenario donde las cruces negras representan el valor mı´nimo y
ma´ximo en X y Z de las posiciones de la ca´mara que capturo´ las nubes de puntos a registrar.
entorno al eje X son eliminados de la nube de puntos. Lo mismo ocurre para el eje Z respectivamente. La
eliminacio´n de estos puntos implica que la eliminacio´n del fondo de la nube de puntos como puede verse
en la Figura 2.3.
Figura 2.3: Esta figura muestra el resultado despue´s de aplicar el me´todo explicado en esta seccio´n.
Aplicando el me´todo descrito en esta seccio´n a la Figura 2.1 podemos observar en la Figura 2.4 como
efectivamente se ha eliminado el fondo de la nube de puntos.
Figura 2.4: a) Fondo detectado y ten˜ido de rojo. b) Resultado de eliminar el fondo de la nube de puntos.
2.1.2. Eliminacio´n del plano
Los objetos que queremos reconstruir normalmente descansan sobre una superficie plana que puede
ser tanto el suelo como una mesa. Podemos hacer uso de esta suposicio´n para detectar la superficie y
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as´ı eliminar los puntos que pertenecen a esta superficie de la nube de puntos.
Para detectar el plano en la nube de puntos se usa RANSAC. El proceso de deteccio´n del plano se
describe en los siguientes puntos:
1. seleccionar tres puntos aleatorios y estimar los para´metros del plano que contiene esos tres puntos.
2. comprobar todos los puntos que pertenecen al plano. Se considera que un punto pertenece al plano
si la distancia del punto al plano es menor que un umbral u definido por el usuario.
3. los dos primero pasos se repiten N veces. Una vez que se haya iterado las N veces, se eliminan los
puntos del plano que ma´s puntos tuviera a lo largo de las N iteraciones.
Figura 2.5: a) Plano donde reside el objeto detectado y ten˜ido de rojo. b) Resultado de eliminar el plano donde
reside el objeto de la nube de puntos.
2.2. Segmentacio´n despue´s del registrado
El objetivo de este segundo paso de la segmentacio´n es eliminar algunas imperfecciones que pueden
aparecer en el modelo reconstruido. Este proceso se muestra en la Figura 2.6. Estas imperfecciones son
debidas a dos hechos que no podemos evitar. El primero hecho es que la kinect no es perfecta en la
estimacio´n de la profundidad por lo que en las nubes de puntos devueltas por la kinect aparecen espurios.
El segundo hecho es que la deteccio´n del plano donde el objeto descansa tampoco es perfecta como puede
verse en la Figura 2.5.
Como se puede ver en la imagen a) de la Figura 2.6, los espurios que queremos eliminar esta´n muy
esparcidos. As´ı, aprovecha´ndonos de esta descentralizacio´n de los espurios, eliminaremos los puntos que
en un radio r tengan menos de N vecinos. Por tanto, fijamos un nu´mero de vecinos N y un radio r
suficientemente grande para que estos espurios sean eliminados pero los puntos del objeto no (Figura
2.6).




Registrado de nubes de puntos
El propo´sito de esta seccio´n es el de definir me´todos que reconstruyan modelos de objetos en 3D
registrando nubes de puntos desde diferentes puntos de vista. Para registrar dos nubes de puntos, se tiene
que encontrar una matriz de transformacio´n T que mapee los puntos de las nubes de puntos con respecto
al mismo sistema de referencia. Se han investigado dos me´todos que calculan esta transformacio´n T . El
primer me´todo usa keypoints y sus descriptores para obtener correspondencias entre las nubes de puntos
y as´ı calcular la transformacio´n T . El me´todo desde un punto de vista global se explica en la seccio´n 3.1.
El segundo me´todo se basa en el conocido algoritmo ICP (Iterative Closest Point) y se describe en la
seccio´n 3.2.
3.1. Me´todo basado en puntos de intere´s
En la Figura 1.4, se presenta una visio´n general del proceso que registra varias nubes de puntos usando
keypoints. Adema´s, en la seccio´n 1.2.1 de esta memoria se describe una version esquematizada del me´todo
que sera´ explicada al detalle en esta seccio´n.
3.1.1. Emparejamiento inicial entre dos nubes de puntos
Las nubes de puntos obtenidas por la kinect no contienen informacio´n espacial para todos los puntos
pero si contienen la informacio´n RGB. Por lo tanto, la imagen que usaremos para obtener los puntos de
intere´s y los descriptores la podemos recuperar directamente de las nubes de puntos a registrar.
Una vez hemos obtenido la imagen y la hemos transformado a escala de grises, se obtienen los puntos
de intere´s de esta ultima. El tipo de puntos de intere´s que hemos elegido para la reconstruccio´n de los
modelos 3D de objetos son SURF [1] y ORB [13]. Los puntos de intere´s se obtienen de la imagen 2D.
Pero dada una coordenada en la imagen 2D, podemos obtener la posicio´n en 3D. Por esta razo´n, a partir
de ahora usaremos las coordenadas 3D para la construccio´n del conjunto de emparejamientos iniciales.
Una vez que se calculan los puntos de intere´s en 3D y los descriptores correspondientes, el empareja-
miento inicial entre los puntos de intere´s de dos nubes de puntos diferentes puede comenzar. El proceso
para obtener el emparejamiento inicial se realiza entre dos nubes de puntos diferentes (nube1 y nube2),
y sus respectivos puntos de intere´s y descriptores. La bu´squeda de los emparejamientos consta de los
siguientes pasos:
1. se busca el vecino ma´s pro´ximo de todos los puntos de intere´s de la nube1 en la nube2 usando sus
respectivos descriptores. Esta bu´squeda se realiza atendiendo a la norma L2 en el caso de puntos
de intere´s SURF y atendiendo a la distancia de Hamming en el caso de puntos de intere´s ORB.
2. se realiza el mismo proceso que en el caso anterior pero en sentido contrario. Es decir, se busca el
vecino ma´s pro´ximo de todos los puntos de intere´s de la nube2 en la nube1.
3. si el vecino mas pro´ximo de un punto de intere´s p12 de la nube1 en la nube2 y el vecino ma´s
pro´ximo de un punto de intere´s p21 de la nube2 en la nube1 coinciden, estamos hablando de que
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hemos encontrado una posible coincidencia entre los puntos de intere´s p12 y p21. El conjunto de
emparejamientos iniciales esta´ formado por todos los puntos de intere´s que satisfacen la misma
condicio´n que los puntos de intere´s p12 y p21.
Figura 3.1: Ejemplo de emparejamientos iniciales usando SURF.
3.1.2. RANSAC
En la seccio´n anterior se explica como obtener un conjunto de emparejamiento inicial. Sin embargo
en la pra´ctica, es muy probable que aparezcan espurios que pueden hacer que la estimacio´n de la matriz
de transformacio´n T no sea la estimacio´n o´ptima. Para evitar la aparicio´n de estos espurios y obtener
una estimacio´n correcta, primero se aplica RANSAC al conjunto inicial de emparejamientos.
RANSAC [6] es el algoritmo ma´s conocido para estimar los para´metros de modelos matema´ticos de un
conjunto de datos que contiene espurios. RANSAC fue definido por Martin A. Fischler y Robert C. Bolles
en 1981. La razo´n por la que RANSAC es tan usado es porque RANSAC puede estimar los para´metros
de un modelo aunque tenga un nu´mero significante de espurios. Como se muestra en la Figura 3.2, la
presencia de espurios puede provocar estimaciones erro´neas. Sin embargo, usando RANSAC, los espurios
de un modelo pueden ser detectados y eliminados para obtener as´ı un modelo mucho ma´s preciso.
Figura 3.2: La linea roja representa el modelo que minimiza el error total. La linea azul describe el modelo
obtenido usando RANSAC.
La idea ba´sica para calcular el conjunto de correspondencias sin espurios entre dos nubes de puntos
aplicando RANSAC es la siguiente:
1. elegir tres emparejamientos aleatorios del conjunto de emparejamientos inicial
2. obtener la transformacio´n T que mapea los tres emparejamientos elegidos aleatoriamente.
3. aplicar la transformacio´n T a todos los emparejamientos y ver cuantos de ellos casar´ıan con un
cierto umbral de aceptacio´n.
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4. los pasos anteriores se repiten N veces. RANSAC devuelve el conjunto que mas emparejamientos
mapeados contiene de las N iteraciones.
El algoritmo explicado con mas detalle se presenta en el Algoritmo 1.
Algorithm 1 RANSAC
Require: Conjunto de coincidencias iniciales (emparejamientos)
Nu´mero de iteraciones que RANSAC se ejecutara´ (N)
Umbral para descartar espurios (dmin)
Nu´mero de correspondencias mı´nimas para obtener T (numEmparejamientosNecesarios)
Ensure: Conjunto de coincidencias sin espurios (mejorConjunto)
mejorConjunto← ∅
for i← 0 to N do
muestras← seleccionar numEmparejamientosNecesarios aleatoriamente de emparejamientos
T ← calcular transformacio´n T (usando el conjunto muestras)
conjuntoTransformado← aplicar T a todo punto origen del conjunto emparejamientos
for all coincidencia in conjuntoTransformado do
Calcular la distancia eucl´ıdea (d) entre coorespondencias









No todos los puntos devueltos por la kinect tienen informacio´n espacial. Por lo tanto, existen puntos
de intere´s que podr´ıan tener una correspondencia en 2D pero no en 3D. Por consiguiente, hay menos
emparejamientos en 3D de los que habr´ıa en 2D. Para solucionar esta falta de puntos de intere´s, si
queremos registrar una nube de puntos Pi con el modeloM = {P0, ..., Pi−1} , el proceso de emparejamiento
inicial se realiza entre la la nube de puntos Pi y las r (con r definido por el usuario) nubes de puntos
registradas en pasos anteriores del algoritmo Pi−1, ..., Pi−r. De este modo conseguimos un mayor nu´mero
de emparejamientos iniciales que permite obtener mejores resultados. Una vez que esta´ definido como
obtener un conjunto de correspondencias sin espurios entre dos nubes de puntos diferentes, a continuacio´n
se describe el algoritmo completo para obtener la transformacio´n T que mapea una nube de puntos Pi
con un modelo M = {P0, ..., Pi−1}
Algorithm 2 Algoritmo para obtener la transformacio´n T
Require: Nubes de puntos a registrar (Pi)
Modelo (M = {P0, ..., Pi−1})
Numero de nubes con respecto a las que buscar emparejamientos (r)
Ensure: transformacion (T ) que mapea Pi en M
allInliers← ∅
for all nube in Pi−r..Pi−1 do
correspondencias← encontrarCorrespondencias(Pi,nube)
inliers← RANSAC(correspondencias)





3.1.3. Mı´nimos cuadrados iterativos
Como fue descrito en el Capitulo 1, el objetivo del registrado de nubes de puntos es el de encontrar
la transformacio´n T que mapea una nube de puntos D (conjunto a registrar) en el modelo M
t00 t01 t02 t03
t10 t11 t12 t13
t20 t21 t22 t23






















El objetivo de esta seccio´n es la de obtener todos los para´metros tij de la matriz T de la ecuacio´n 3.1.
Por lo tanto, el problema de encontrar la transformacio´n T se reduce a resolver el sistema de ecuaciones
3.1 donde [xi, yi, zi, 1]





T representan los puntos de cada una de las coincidencias calculadas
de acuerdo con la seccio´n anterior.
La matriz T contiene 12 para´metros desconocidos pero el sistema es un sistema con 6 grados de
libertad (GDL). Estos 6 GDL son los a´ngulos de Euler (α, β and γ) y el vector de traslacio´n(x, y, z). Los
a´ngulos de Euler describen la orientacio´n de la ca´mara que tomo la nube de puntos a registrar y el vector
de traslacio´n describe la posicio´n de esta misma. Esta transformacio´n T no es un operador lineal debido
a que la mayor´ıa de los elementos de la matriz esta´n compuestos por senos y cosenos. Las funciones seno
y coseno son funciones que no presentan cambios bruscos en sus valores, por eso el sistema de ecuaciones
3.1 puede ser reordenado en te´rminos de los para´metros α, β, γ, x, y y z. Esto puede se puede realizar
linealizando previamente la transformacio´n T . Una vez que la matriz T es linealizada y el sistema de
ecuaciones reordenado de tal forma que α, β, γ, x, y y z se conviertan en las nuevas inco´gnitas, el sistema
es resuelto usando un me´todo que iterativamente calcula la transformacio´n usando mı´nimos cuadrados.
Linealizacio´n
Cada elemento tij de la matriz de transformacio´n T se define como una funcio´n no lineal (Ecuacio´n
3.2) con 6 GDL (Θ = {α, β, γ, x, y, z}). Para obtener la expresio´n en te´rminos de Θ cada uno de los
elementos tij de la matriz T es linealizado [11]. Para realizar esta linealizacio´n se usan series de Taylor
de primer orden. La serie de Taylor de primer orden alrededor del punto Θ0 = {α0, β0, γ0, x0, y0, z0} de
cada uno de los elementos tij se define en la ecuacio´n 3.2




















dα = α− α0 dβ = β − β0 dγ = γ − γ0
dx = x− x0 dy = y − y0 dz = z − z0 (3.3)
Una vez definida la linealizacio´n, sustituimos la ecuacio´n 3.2 en cada uno de los elementos de la matriz
3.1 y reagrupamos te´rminos de tal forma que el vector de inco´gnitas pasen a ser las variables dα, dβ, dγ,
dx, dy y dz. Este nuevo sistema de ecuaciones esta definido a continuacio´n






























































































i − t00 − t01 − f02
y′i − t10 − t11 − f12
z′i − t20 − t21 − f22

(3.4)
El nuevo sistema de ecuaciones 3.4 define las ecuaciones para un emparejamiento i-e´simo ya que el
sistema de ecuaciones completo tiene 3 ecuaciones por cada una de las correspondencias del conjunto de
emparejamientos sin espurios (una ecuacio´n por cada una de las componentes de los puntos en 3D).
Una vez que se ha calculado la version linealizada del sistema de ecuaciones 3.1, podemos usar me´todos
de a´lgebra lineal para iterativamente obtener los valores de la variable Θ.
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Mı´nimos cuadrados
Como fue descrito en la seccio´n anterior, cada una de las coincidencias calculadas an˜ade tres ecuaciones
al sistema de ecuaciones 3.4. Por tanto, el sistema esta formado por un nu´mero de ecuaciones mucho
mayor que el nu´mero de inco´gnitas. Por esa razo´n, el sistema de ecuaciones es resuelto usando mı´nimos
cuadrados para encontrar el para´metro dΘ que minimizan las distancia entre las correspondencias de
dos nubes de puntos diferentes. La distancia que hemos elegido para minimizar el problema ha sido la
distancia eucl´ıdea:






T y [xi, yi, zi]
T representan las coordenadas de un emparejamiento i-e´simo entre el
modelo M y la nube de puntos a registrar D respectivamente.
Ahora podemos reescribir el sistema de ecuaciones 3.4 como un problema de mı´nimos cuadrados en
funcio´n de dΘ. As´ı, la funcio´n que queremos minimizar es
f(x) = ||b−A · dΘ||2 (3.6)
De acuerdo con el sistema de ecuaciones 3.4, la solucion dΘ que minimiza la funcion se define como
un pequen˜o paso en la bu´squeda del mı´nimo global. Por lo tanto, el me´todo se ejecuta iterativamente
hasta que se encuentra el mı´nimo global de la funcio´n.
Hay que enfatizar que para aplicar el me´todo de mı´nimos cuadrados se ha realizado una lineali-
zacio´n de la matriz T . Como resultado, la solucio´n del me´todo depende fuertemente del punto inicial
Θ0 = {α0, β0, γ0, tx0 , ty0 , tz0} usado para la linealizacio´n que deber´ıa ser un valor cercano al valor optimo
deseado, ya que de otro modo podr´ıamos obtener un mı´nimo local en vez del mı´nimo global.
Resumiendo, dada una estimacio´n inicial (Θ0) cercana al valor o´ptimo (Θ) que queremos obtener, el
me´todo de mı´nimos cuadrados iterativo se describe en los siguientes puntos:
1. la matriz A y el vector b se construyen de acuerdo con el valor del para´metro Θk y los puntos de
los emparejamientos de los que part´ıamos, de acuerdo al sistema de ecuaciones 3.4
2. se resuelve el sistema de ecuaciones construido usando mı´nimos cuadrados
3. la solucio´n obtenida dΘ (pequen˜o paso para converger al mı´nimo global) se an˜ade al valor del
para´metro estimado Θk
Θk+1 = Θk + dΘ (3.7)
4. si la diferencia entre dos soluciones consecutivas es menor que un umbral definido por el usuario,
el algoritmo ha convergido a la solucio´n (Θ = Θk+1). Sino, volvemos al paso uno usando como
estimacio´n el nuevo para´metro calculado Θk+1.
3.2. Iterative Closest Point (ICP)
Como alternativa al me´todo basado en puntos de intere´s descrito en la seccio´n anterior, ahora se va
a presentar el Iterative Closest Point. El ICP, como en el me´todo anterior, calcula la matriz de transfor-
macio´n T que mapea una nube de puntos P en otra nube de puntos que llamaremos modelo M . En la
Figura 1.5 se puede ver gra´ficamente el proceso que sigue el me´todo basado en ICP. Adema´s en la seccio´n
1.4.2 se presenta una versio´n esquematizada de dicho me´todo.
El Iterative Closest Point es un algoritmo que fue propuesto por Besl and McKay en los an˜os 90. Desde
que fue propuesto, muchas variedades del ICP han aparecido pero en este proyecto nos centraremos solo
en la versio´n cla´sica descrita en [2].
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Dadas dos nubes de puntos M y P = {p0, ..., pn}, el ICP calcula iterativamente la matriz de transfor-






||T · pi −mi||2
}
(3.8)
donde mi es el vecino ma´s cercano del punto pi en el modelo M .
La idea principal del ICP cla´sico (Algoritmo 3) se puede resumir en dos pasos:
1. construir el conjunto de correspondencias basa´ndonos en la distancia ma´s cercana de los puntos de
Pi en M usando una estimacio´n inicial T0.
2. calcular la matriz de transformacio´n T que minimiza la distancia entre las correspondencias (Ecua-
cio´n 3.8)
Como cualquier me´todo de descenso de gradiente, el ICP converge con una mayor seguridad a una
buena solucio´n cuanto mejor sea la estimacio´n de la transformacio´n inicial T0. De otro modo, es probable
que el ICP converga a mı´nimo local que de como resultado un mal registrado de nubes de puntos.
Algorithm 3 Algoritmo ICP
Require: Modelo M
Nube de puntos a registrar P = {p0, ..., pq}
Transformacio´n inicial T0
Ensure: Matriz de transformacio´n T que alinea P con M
T ← T0
while not converga do
for i← 1 to N do
mi ← vecinoMasCercano(T · pi,M)












El ICP asume que las nubes de puntos a registrar no tienen porque estar completamente solapadas.
Por lo tanto, algunos puntos entre las nubes de puntos no tendra´n correspondencia. Por esta razo´n,
un umbral (distmax) se an˜ade al ICP. De este modo, solo los puntos cuya distancia eucl´ıdea con su
emparejamiento sea menor que el umbral distmax son considerados como correspondencias. La eleccio´n
del umbral distmax representa una solucio´n de compromiso entre convergencia y precisio´n:
un valor pequen˜o puede resultar en mala convergencia porque el algoritmo no encuentra suficientes
correspondencias para calcular la matriz de transformacio´n T (Figura 3.3).
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Figura 3.3: Esta figura muestra que si el objeto esta mas lejos que distmax, el ICP no puede encontrar
correspondencias. Por lo tanto, no puede calcular la matriz de transformacion T .
valores grandes pueden dar como resultado correspondencias erro´neas entre puntos que no este´n
solapados. De este modo, la transformacio´n calculada no es la o´ptima (Figura 3.4).
Figura 3.4: Las lineas verdes representan correspondencias correctas. Las lineas rojas describen correspondencias
erro´neas. Esta figura muestra que si distmax tiene un valor grande el algoritmo encuentra correspondencias entre
zonas no solapadas.
La mejor eleccio´n de distmax para el proceso de registrado de nube de puntos es el menor valor que
da como resultado un buen registrado. La eleccio´n depende de cuanto de buena es la estimacio´n de la
posicio´n de la ca´mara. Cuanto mejor sea la estimacio´n, ma´s puede ser el umbral distmax.
A la hora de registrar nubes de puntos usando el ICP hay que tener en mente algunos pequen˜os
trucos que mejoran mucho el resultado final. Cuando se calcula la posicio´n de la ca´mara, se comete un
pequen˜o error. El error entre dos posiciones consecutivas de la ca´mara es pequen˜o pero estos errores se
van acumulando poco a poco. Como resultado, el error acumulado entre la primera nube de puntos a
registrar y la ultima puede ser considerable. Para evitar este feno´meno (Figura 3.5), en vez de transformar
la nube de puntos P en el modelo M , lo que hacemos es transformar el modelo M en la nube de puntos
P (M = T−1 ·M + P ). As´ı, podemos asignar a distmax un valor mas pequen˜o.
Ademas, para obtener mejores resultados, el ICP se aplica a nubes de puntos a las que se les ha
extra´ıdo el entorno en el que se encontraban. Como se ha explicado antes el ICP intenta minimizar la
distancia eucl´ıdea de las correspondencias de las nubes de puntos a registrar. En comparacio´n con el
objeto, el entorno tiene una cantidad mucho ma´s grande de puntos que el objeto. Por lo tanto, podr´ıa
ocurrir que el entrono se ha alineado perfectamente pero el objeto no.
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En el cap´ıtulo 3, se explican dos me´todos diferentes para el registrado de nubes de puntos: me´todo
basado en puntos de intere´s y me´todo basado en Iterative Closest Point. El objetivo de esta seccio´n es
el de hacer una comparacio´n de ambos me´todos desde una perspectiva practica teniendo en cuenta los
siguientes puntos:
1. Precisio´n. Este es el punto ma´s importante a la hora de comparar ambos me´todos. Para hacer
esta comparacio´n de precisio´n, el modelo del objeto reconstruido por todos los me´todos sera testado
visualmente para ver las diferencias entre ellos.
2. Velocidad. Aunque la velocidad en el proceso no es un punto clave, la eficiencia computacional
es una caracter´ıstica que los me´todos deber´ıan cumplir y que puede ayudar a decidir cual de los
me´todos es ma´s adecuado para un determinado objeto.
La comparacio´n de los modelos 3D reconstruidos se realizara´ para dos objetos diferentes que nos
permitira´n enumerar los puntos fuertes y de´biles de ambos me´todos. Cada uno de los dos me´todos
comparados, tendra´ a su vez dos casos de estudio. En el estudio del me´todo basado en puntos de intere´s
un caso se estudia para puntos de intere´s SURF y otro para puntos de intere´s ORB. En el me´todo basado
en el ICP, el estudio se realiza para nubes cuya resolucio´n se ha disminuido y para nubes cuya resolucio´n
no se ha modificado.
4.1. Test 1
Para el primer test, hemos escogido una caja. El modelo en 3D final de la caja para los cuatro casos
de estudio, se ha reconstruido utilizando 55 nubes de puntos tomadas desde diferentes puntos de vista.
El objeto a reconstruir se encontraba sobre una mesa con ningu´n objeto ma´s en ella.
Los resultados obtenidos para los cuatros casos de estudio se muestran en la Figura 4.1. En esta
figura podemos observar que los casos a), c) y d) convergen a una solucio´n similar y de precisio´n bastante
aceptable. En el u´nico caso en el que el resultado no es tan bueno es en el caso b) esto es debido a que
para su reconstruccio´n fueron utilizadas nubes de puntos con una resolucio´n ma´s baja. El objetivo de usar
nubes de puntos con una resolucio´n ma´s baja era el de obtener un modelo en 3D en un menor tiempo y
comprobar si obten´ıamos los mismos resultados que usando nubes de puntos sin disminuir su resolucio´n.
En este punto, centra´ndonos en la precisio´n solo un modelo ha sido descartado. Por lo tanto, para
decidir cual es el mejor me´todo para este objeto tendremos que analizar la velocidad de reconstruccio´n
del modelo. En la Figura 4.2 se muestra los diferentes tiempos de reconstruccio´n del modelo. En esta
figura podemos ver claramente que el me´todo basado en ICP es mucho ma´s lento que el me´todo basado
en puntos de intere´s. Por lo tanto, podemos afirmar que para objetos con texturas la mejor opcio´n es
el me´todo basado en puntos de intere´s porque es tan preciso como el me´todo basado en ICP pero sin
embargo es varias veces ma´s ra´pido.
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Figura 4.1: a) Resultado usando ICP con nubes de puntos sin disminuir su resolucio´n. b) Resultado usando ICP
con nubes de puntos con disminucio´n de resolucio´n. c) Resultado usando el me´todo basado en puntos de intere´s
SURF d) Resultado usando el me´todo basado en puntos de intere´s ORB. e) Objeto real.
Figura 4.2: Esta figura muestra gra´ficamente la diferencia de tiempo requerido para para reconstruir un modelo
para cada uno de los me´todos y casos de estudio.
4.2. Test 2
Para el segundo test, un libro fue elegido. El modelo en 3D final del libro se ha reconstruido utilizando
55 nubes de puntos tomadas desde diferentes puntos de vista. El objeto a reconstruir se encontraba sobre
una mesa con ningu´n objeto ma´s en ella.
En este caso, el libro no ten´ıa suficientes puntos de intere´s como para ejecutar el me´todo basado en
puntos de intere´s. Por esa razo´n solo el me´todo basado en ICP fue estudiado. Los resultados obtenidos
para el me´todo basado en el ICP se muestran en la Figura 4.3. Como ocurrio´ en el test 1, el ICP aplicado
a nubes de puntos sin disminucio´n de resolucio´n obtiene resultados mucho ma´s precisos. Pero, como se
ve en la Figura 4.4, el ICP aplicado a nubes de puntos con una resolucio´n disminuida es varias veces ma´s
ra´pido. Por lo tanto, la decisio´n de que ICP deber´ıa ser utilizado depende de que es ma´s importante:
precisio´n o rapidez. En nuestro caso como lo que buscamos es precisio´n en el modelo, seleccionar´ıamos el
ICP que utiliza nubes de puntos sin disminucio´n de resolucio´n.
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Figura 4.3: a) Resultado usando ICP con nubes de puntos sin disminuir su resolucio´n. b) Resultado usando ICP
con nubes de puntos con disminucio´n de resolucio´n. c) Objeto real.
Figura 4.4: Esta figura muestra gra´ficamente la diferencia de tiempo requerido para para reconstruir un modelo





El objetivo de esta memoria era el de estudiar la mejor manera de crear modelos en 3D de objetos.
Para eso, en esta memoria se ha descrito paso a paso el proceso que una nube de puntos P sigue para ser
registrada con un modelo M . Adema´s, se ha dado una alternativa al conocido algoritmo Iterative Closest
Point para el registrado de nubes de puntos. El me´todo alternativo es un me´todo basado en puntos de
intere´s. En este u´ltimo cap´ıtulo, se van a desarrollar las conclusiones obtenidas tras el estudio e investi-
gacio´n de ambos me´todos. Adema´s de estas conclusiones, tambie´n se dara´n algunas recomendaciones que
podr´ıan mejorar el proceso de registrado de nubes de puntos para ambos me´todos.
5.1. Conclusiones
El incremento de la capacidad computacional y de la posibilidad de encontrar sensores de bajo coste
han impulsado el desarrollo de nuevas aplicaciones como la de crear modelos en 3D. Sin embargo, estos
sensores no son perfectos. Para el desarrollo de este proyecto el sensor elegido fue la kinect, que lamenta-
blemente no es una excepcio´n. La kinect tiene problemas con el mapeo de la informacio´n de profundidad
y la informacio´n RGB, es decir, hay un pequen˜o desfase entre ellas que hace que la informacio´n RGB sea
erro´nea en algunas zonas de las nubes puntos como los bordes. Esto hace que, los modelos reconstrui-
dos no sean tan precisos como nos gustar´ıa. Adema´s, la kinect tambie´n tiene problemas detectando la
profundidad en zonas donde hay una variacio´n grande de profundidad. Esto provoca igualmente puntos
erro´neos que afectan al resultado final del modelo.
Otro problema a destacar debido al uso de la kinect es que esta no se puede usar para obtener modelos
de objetos translucidos o reflectantes. Esto es debido a que la kinect no puede estimar la profundidad en
estos tipos de objetos, limitando el rango de objetos que podemos reconstruir a los no reflectantes y/o
no translucidos.
Partiendo de la idea de que la kinect no es perfecta y de que no podemos obtener modelos en 3D
perfectos, vamos a dar una visio´n de los dos me´todos estudiados en esta memoria. La conclusio´n principal
viendo los resultados obtenidos es que los me´todos estudiados no son sustitutivos uno del otro, es decir no
hay uno que funcione mejor para todos los objetos. En la seccio´n de resultados hemos visto que cuando
el objeto a reconstruir tiene textura, el me´todo basado en puntos de intere´s obtiene mejores resultados,
ya que, el resultado final es igual o ma´s preciso que en el caso del ICP y adema´s el proceso es varias veces
ma´s ra´pido. Sin embargo, para objetos que no tienen textura, el me´todo basado en puntos de intere´s
no se puede aplicar por lo que el me´todo basado en el ICP es la u´nica solucio´n aunque el proceso de
reconstruccio´n sea varias veces ma´s lento.
Como hemos explicado los me´todos estudiados en esta memoria no son sustitutivos unos de otros, ya
que el me´todo basado en puntos de intere´s no puede ser aplicado a todos los objetos. Sin embargo, este
me´todo puede ser usado incluso cuando la estimacio´n inicial de la ca´mara que toma las nubes de puntos
no es precisa (5cm-15cm), mientras que el ICP solo converge cuando la estimacio´n de la posicio´n de la
ca´mara es muy precisa. Adema´s, aunque no se ha estudiado el caso, usando el me´todo basado en puntos
de intere´s, podr´ıamos reconstruir los modelos sin estimacio´n de posicio´n de la ca´mara si el desplazamiento
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de la ca´mara fuera lento y la tasa de nubes de puntos por segundo fuera suficientemente alta. Realizar esto
con el ICP podr´ıa ser tambie´n posible pero ser´ıa totalmente inviable en te´rminos de tiempo de ejecucio´n.
5.2. Recomendaciones
Aunque los resultado obtenidos de este proyecto parecen prometedores, en esta seccio´n vamos a
plantear algunas acciones que en una futura investigacio´n podr´ıan ayudar a mejorar la precisio´n y/o el
rendimiento de ambos me´todos. Los puntos que se podr´ıan mejorar son los siguiente:
Versiones ma´s eficientes del ICP. En el a´mbito de este proyecto solo nos hemos centrado
en el estudio del Iterative Closest Point cla´sico que como se ha visto aunque consigue resultados
aceptables, es tremendamente ineficiente en te´rminos de tiempo de ejecucio´n. Por eso se podr´ıan
utilizar alguna de las variantes existentes del ICP. Algunas de estas variantes son: ICP point-to-
plane o el Generalizaed-ICP [15]. A priori, el Generalized-ICP parece una variante prometedora que
podr´ıa mejorar el tiempo de ejecucio´n y la precisio´n del modelo final.
Loop closure. Los resultados que hemos obtenido con el me´todo basado en puntos de intere´s son
satisfactorios, pero estos tambie´n pueden ser mejorados. En el proceso de registrado de dos nubes
de puntos se comete un pequen˜o error. Nuestro propo´sito es registrar iterativamente un nu´mero de
nubes de puntos con un taman˜o considerable. Este hecho provoca que el pequen˜o error cometido
a la hora de registrar dos nubes de puntos se vaya acumulando a lo largo del proceso iterativo
de reconstruccio´n del modelo. Para mejorar el resultado final se podr´ıa aplicar la te´cnica del loop
closure. La idea ba´sica de esta te´cnica es detectar cuando hemos rodeado por completo el objeto
a reconstruir. Al detectar que hemos rodeado el objeto, se podr´ıan actualizar las transformaciones
calculadas para corregir el error acumulado en el proceso iterativo de registrado de las nubes de
puntos.
Intentar minimizar las imprecisiones en los bordes. Uno de las razones por la que la precisio´n
del modelo reconstruido no es tan buena como nos gustar´ıa se debe a la imprecisio´n de la kinect en
los bordes. Estas imprecisiones hacen que en los bordes de los objetos aparezcan zonas adyacentes a
los bordes que deber´ıan estar a una profundidad diferente. Esto hace que nuestros modelos tengan
valores RGB erro´neos en estas a´reas. Intentar reducir el efecto de este problema resultar´ıa en
modelos mucho ma´s precisos. Una idea a estudiar podr´ıa ser la de jugar con los contornos de la
imagen RGB y con la imagen de profundidad para detectar las zonas problema´ticas y eliminarlas.
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