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O¨ZET
I˙letim Hattı Modeli, diger bir adıyla I˙letim Hattı Matrisi Modeli elek-
tromanyetik alan problemlerini elektrik devresi es¸degerleri kullanarak c¸o¨zmeye
dayanan sayısal bir metottur. Maxwell denklemleri ile su¨rekli ag˘ yapısında bu-
lunan ikili iletim hatlarının akım ve gerilim denklemleri arasındaki benzerlikten
yararlanılarak gelis¸tirilmis¸ bir yo¨ntemdir. Bu c¸alısmada, elektromanyetik dalga
ve yayılma problemleri homojen ve homojen olmayan iki boyutlu ortamlar ic¸in
TLM yo¨ntemi ile c¸o¨zu¨lmu¨s¸, sonuc¸lar analitik c¸o¨zu¨mlerle kars¸ılas¸tırılmıs¸tır. Al-
goritma paralel ortamda c¸alıs¸acak s¸ekilde du¨zenlenerek iki farklı yapıya uygu-
lanmıs¸tır. Bunlardan biri dikdo¨rtgensel dalga kılavuzu ve bir dig˘eri ise basit bir
baskılı devre s¸eklidir. Dalga kılavuzu ic¸in elde edilen sonuc¸lar analitik sonuc¸larla
kars¸ılas¸tırılmıstır.
I˙kinci Bo¨lu¨m IHM’nin temel teorisinin anlatimi ile bas¸lamaktadir. Sonsuz
uzunlukta bir iletim hattının ic¸erisindeki akım dag˘ılımının hesaplanması ic¸in bir
boyutlu IHM yo¨ntemi kullanılmıs¸tır. Bununla birlikte aynı problemin analitik
yo¨ntemlerle c¸o¨zu¨mu¨ hesaplanarak IHM c¸o¨zu¨mu¨ dog˘rulanmıs¸tır. I˙kinci bo¨lu¨mu¨n
ikinci kısmı ise iki boyutlu IHM algoritmasını ic¸ermektedir. Elektromanyetik
teorinin iki klasik problemi ele alınmıs¸tır. Birincisi homojen ortamlarda dalga
yayılımıdır. Analiz ic¸in dikdo¨rtgensel homojen dalga kılavuzu sec¸ilmis¸tir. I˙kinci
bo¨lu¨mu¨n son kısmı inhomojen ve kayıplı dalga kılavuzu ic¸erisinde dalga yayılımının
benzetimidir. I˙ki dalga kılavuzu c¸o¨zu¨mu¨ de analtilik metodlarla yapılan c¸o¨zu¨m
ile kars¸ılas¸tırılmıs¸, bo¨ylece iki boyutlu IHM c¸o¨zu¨mu¨nu¨n dog˘rulaması yapılmıs¸tır.
U¨cu¨nc¸u¨ bo¨lu¨m IHM yo¨nteminin paralel olarak ugulanmasını ic¸ermektedir.
Paralel IHM yo¨nteminin metodolojisi ac¸ıklanmıs¸, yu¨k paylas¸ımı gibi paralel pro-
gramlama ile ilgili tartıs¸malar yapılmıs¸tır. Yazılım teknikleri ac¸ıklanmıs¸tır.
Do¨rdu¨ncu¨ ve bes¸inci bo¨lu¨m paralel IHM yo¨nteminin iki adet uygulamasını
ic¸ermektedir. I˙kinci bo¨lu¨mde c¸o¨zu¨lmu¨s¸ olan probleme benzer bir problem burada
paralel IHM yo¨ntemi ile c¸o¨zu¨lmu¨s¸tu¨r. C¸o¨zu¨mu¨n performans ve dog˘ruluk analizi
gerc¸ekles¸tirilmis¸tir. Bes¸inci ve son bo¨lu¨m ise basit bir PCB yapısının analizini
ic¸ermektedir.
SUMMARY
Transmission Line Modeling (TLM), otherwise known as the Transmission
Line Matrix Method, is a numerical technique for solving field problems using the
circuit equivalents. It is based on the equivalence between Maxwell’s Equations
and the equations for voltages and currents on a mesh of continuous two-wire
transmission lines. In this study, 2D electromagnetic wave and diffusion problems
in homogeneous media and inhomogeneous media are solved by TLM and analyt-
ically and results are compared. A parallel implementation of TLM algorithm is
applied to two different structures. One of them is a rectangular waveguide and
the other is the a basic PCB stack up. The results of the waveguide is compared
with analytical results.
Second chapter starts with basic theory of TLM. One dimensional TLM
algorithm is used to calculate the current distribution (diffusion) inside a infinite
long transmission line. Also an analytical solution to the problem is calculated
and the verification of the TLM solution is done. Second part of the second
chapter consists the two dimensional TLM algorithm. Two classical problems
of electromagnetic theory are solved. First problem is the wave propagation
in homogenious media. A rectangular homogenious waveguide is choosen for
the analysis. The last part of the second chapter is the simulation of the wave
propagation in a inhomogenious lossy waveguide. Both waveguide problems are
solved also with analytical methods. The results of the 2D TLM verificated.
Third chapter consists the parallel implementation of the TLM algorithm.
The methodology of parallel TLM algorithm is explained. Parallel programming
issues like load balancing is discussed. Software techniques are explained.
Fourth and fifth chapter consists of two different applications of parallel
TLM algorithm. A similar problem to the one in second chapter is solved with
2D parallel TLM in fourth chapter. Performance and accuracy of the analysis is
calculated. Fifth and the last chapter consists the analysis of a basic PCB stack
up.
1INTRODUCTION
1.1 Electromagnetic Compatibility
The subject of electromagnetic compatibility (EMC) is concerned with the
ability of systems to function correctly in their electromagnetic (EM) environ-
ment without generating interference which might cause other systems to fail. In
order to achieve such an objective, EMC pursues different issues: emission issues,
in particular, are related to the reduction of unintentional generation of electro-
magnetical energy and/or to the countermeasures which should be taken in order
to avoid the propagation of such an energy towards the external environment,
susceptibility or immunity issues, instead, refer to the correct operation of elec-
trical equipment in the presence of electromagnetic disturbances. It is concerned
with a wide variety of systems ranging from the human body to large electrical
power systems, such as the national grid, which are subject to interference from
sources as diverse as radio and television transmissions, lightning and electro-
static discharge. Subject areas within EMC include biological effects, emission
tests, susceptibility tests, coupling to and from external fields and equipment
design.
In the early days of electronic equipments, EMC was an activity largely
associated with military projects [1]-[4]. Generally radio interference was the
main research area [3]. As the commercial electronic market grow, study of EMC
in small systems and between systems became important so that the subject
encompassed all types of electrical and electronic equipment during the design,
development, production, installation and operational phases.
The increasing presence of electronic equipment in many aspects of life in
the modern world has made EMC a necessity. For example, modern computers
have clock frequencies which can exceed 3 GHz. The most common enclosures
are sheet metal which only allow small apertures, in order to retain the required
shielding level, but this can result in thermal and acoustic problems (eg. comput-
ers). In addition, there is the very dense packaging of a computer system which
can cause electrically active components to be in close proximity to apertures in
the shield. As another example, consider the increasing use of electronics in cars.
Traditionally, most control and all safety critical functions were implemented
through mechanical linkages and any electrical systems only had an auxiliary
role. Electronics is now being applied to safety critical systems such as anti-lock
braking, steering, suspension and engine management systems and it is obviously
imperative that such systems are unaffected by external influences and indeed
are also unaffected by internal influences, such as mobile telephones.
A significant proportion of EMC conformance testing is carried out in ane-
choic chambers. Anechoic chambers do not have the disadvantage of behaving
like an resonant cavity at high frequencies(screened rooms have such an dis-
advantage) but, the measurement process can itself introduce changes in the
environment which may be critical to the interpretation of results [6].
1.2 Numerical Modelling
Numerical modelling is concerned with the representation of physical sys-
tems by specific quantities which are obtained by numerical methods. For elec-
tromagnetic systems, it is generally required to obtain the electric and magnetic
field within a volume of space, subject to appropriate boundary conditions. The
increase of computer power over the last 20 years has made the tools for numer-
ical modelling widely accessible but although computation is well understood,
modelling is still a problem. This is because the view has prevailed that phe-
nomena are governed by equations; once the relevant equations are known, it is
a simple matter of computation to find the solution. It is now becoming more
accepted that the equations are themselves models of the real system and they
may not be the most appropriate way of expressing a problem which then has
to be solved numerically because the analytical solution is intractable. The use
of computer graphics allows electromagnetic field behaviour to be observed di-
rectly and the speed of computation makes it possible to use numerical methods
as experimental tools both for visualising fields, in a way which cannot be done
from measurements, and to undertake sensitivity studies which would otherwise
be unacceptably expensive. There are many different methods which can be used
to solve electromagnetic problems. A convenient although not exhaustive classifi-
cation is to divide them into integral and differential methods. Integral equation
methods, for example the method of moments (MoM), start with the selection
of an appropriate Greens function which is manipulated analytically so that it
incorporates the boundary conditions and then a solution is sought. Differen-
tial equation methods, for example finite difference techniques, exploit Maxwell’s
equations in differential form and require a minimum of analytical manipulation.
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Here is an comparison of differential and integral techniques;
Table 1.1: Comparison of Differential and Integral Techniques
Integral Differential
Inhomogenous Mate-
rials
difficult easy
Non-Linearities difficult easy
Open Boundaries easy difficult
Number of Nodes just only for required
surface
Whole computation
region has to be filled
Mathematical Com-
plexity
complex(e.g. invert
large matrices
simple
An alternative way of classification is to divide the numerical methods into
two separate categories: frequency domain and time domain. Frequency domain
calculations gives the behaviour of the system at a certain frequency. Time
domain methods generally gives the response of the system at all frequencies.
Here is the comparison of time domain and frequency domain methods.
Table 1.2: Comparison of Time and Frequency Domain Techniques
Time Domain Frequency Domain
Output at Single Fre-
quency
inefficient efficient
Output at Many Fre-
quencies
efficient inefficient
Frequency Dependent
Parameters
inefficient efficient
non-linearities efficient inefficient
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2TRANSMISSION LINE MATRIX MODELLING METHOD
In 1690, exactly three hundred years ago, the Dutch physicist Christiaan
Huygens published his famous ”Traite de la Lumikre” [7] in which he presented
his theories on the emission, transmission, reflection, refraction, and birefringence
of light. Huygens believed that all natural phenomena could be explained by me-
chanical concepts; he thought that light was a mechanical vibration transmitted
by the ether, an all-pervasive medium consisting of densely packed spherical par-
ticles which were extremely light but, at the same time, much harder than any
known elastic material. In his view, light was emitted by a local percussion of
the ether due to intense heat, which was then transmitted by elastic shock from
one particle to the next in all directions.
Huygens model of light propagation was based upon a fairly accurate knowl-
edge of the finite velocity of light, computed by the Danish astronomer Olaus
Romer from observations of the moons of Jupiter in 1676. He therefore con-
sidered the process of light propagation as a time sequence of impulsive shocks.
A major development of the 20th Century that gave muscle to this model of
Huygens was the invention of the digital computer. However, in order to solve
a realistic wave problem with this model, it becomes necessary to perform so
many scatterings in space and time that only a powerful digital machine is ca-
pable of simulating such a step-by-step process. It was really a matter of time
before Huygens ingenious idea could be reformulated as a numerical algorithm
for electromagnetic wave modeling.
Indeed, Johns and Beurle [8] described in 1971 a novel numerical technique
for solving two-dimensional scattering problems (the Transmission Line Matrix
or TLM method). Based on earlier network simulation techniques [9] - [11],
it employs a Cartesian mesh of shunt-connected two-wire transmission lines as a
discretized propagation medium. The nodes of this mesh act as scattering centers
for short voltage impulses. Event though Johns did not originally derive this
model explicitly from that of Huygens, he nevertheless demonstrated their linkage
in a subsequent paper [8]. Johns and Akhtarzad [14] , [15] extended the method
to inhomogeneous media and included the effect of losses. The success of 2D-
TLM provided the impetus for developing structures to model three-dimensional
problems. The easiest conceptual step was to combine several shunt- and series-
nodes to describe all six field components in space. This resulted in what is known
as the ”expanded TLM node” [16]. The disadvantages of this node, namely its
complex topology, led to the development of the ”asymmetrical condensed node”
and finally the ”symmetrical condensed node [18]. This is now exclusively used for
modelling in 3D. Several further developments, namely a variable mesh and multi-
grid structures were also introduced. In parallel, the technique was developed to
tackle problems other than electromagnetic, namely: circuit simulation, thermal,
chemical, mechanical and sound propagation problems. In the electromagnetics
area, significant progress has been made in the treatment of wire coupling [19]
[20] and boundaries [21],and the technique is used extensively in EMC and RCS
studies.
After these theoretical developments, TLM was mature enough to use in
EMC applications. There have been numerous work on TLM applications on
EMC studies [22] [23] [24]. With new improvements on the technique, the algo-
rithm become more efficient for EMC applications. These improvements include
definition of much more complex boundary conditions, lumped element model
representation of thin wires etc. [25] [26] [27].
There are three regions in the frequency spectrum for which numerical
techniques for field problems in general have been developed. λ and l are the
characteristics of this classification. these ranges are defined as:
λ >> l (2.1)
λ ≈ l (2.2)
λ >> l (2.3)
Circuit theory is applied in the first range; microwave theory is applicable in
the second range; third range is frequency independent and known as geometric
optics. Fundamental laws of Circuit theory can be drawn from Maxwell’s equa-
tions if λ >> l approximation is applied. However, circuit theory is developed
independently from Maxwell’s equations. The derivation of circuit theory was
experimental. It should, however, be noted that circuit theory renders an exact
representation of the EM phenomena when complemented with distributed pa-
rameter elements and that there is an exact correspondence between transmission
line circuit theory and Maxwell’s equations. According to Silvester and Ferrari,
circuits are mathematical abstractions of physically real fields; nevertheless, elec-
trical engineers at times feel they understand circuit theory more clearly than
fields.[28].
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F¸igure 2.1: (a) One-dimensional conducting system, (b) discretized equivalent.
Equivalence between Maxwell’s equations and the equations for voltages
and currents on a mesh of continuous two-wire transmission lines is the basic
principle of TLM(see Figure 2.1). What makes TLM handy for applications in
a wide range like EMC analysis of printed circuits, EMC analysis of enclosed
structures etc. is the simplicity of formulation and programming, as compared
with the lumped network model. It is a proven fact that the transmission-line
model is more general and performs better at high frequencies where the transmis-
sion and reflection properties of geometrical discontinuities cannot be regarded
as lumped[29].
TLM, Finite Difference Time Domain(FDTD), Finite Element Method(FEM)
are used widely for simulations of waveguide structures[30][31][32]. Comparison
of the TLM and FDTD predictions indicates that in order to achieve the same
accuracy, the FDTD mesh must be finer than the TLM mesh (per spatial dimen-
sion of the problem). Including the computational costs of the algorithms, the
FDTD algorithm requires much more memory, and more computational effort
in order to achieve the same accuracy as the corresponding TLM simulation[33].
FEM calculation is computationally effective if we are interested in results for a
reduced number of frequencies[34]. But its computational cost is much more if
we are interested in wide range of frequencies. In waveguide structures we are
generally interested in frequency response in a wide range.
Like other numerical techniques, the TLM method is a discretization pro-
cess. Unlike other methods such as finite difference and finite element methods,
which are mathematical discretization approaches, the TLM is a physical dis-
cretization approach. In the TLM, the discretization of a field involves replacing
a continuous system by a network or array of lumped elements. The Figure 2.2
represents the two-dimensional conductive sheet, its partially discretized equiva-
lent and its fully discretized equivalent.
The TLM method involves dividing the solution region into a rectangular
mesh of transmission lines. Junctions are formed where the lines cross forming
impedance discontinuities. A comparison between the transmission-line equations
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F¸igure 2.2: (a) Two-dimensional conductive sheet, (b) partially discretized equiv-
alent, (c) fully discretized equivalent.
and Maxwell’s equations allows equivalences to be drawn between voltages and
currents on the lines and electromagnetic fields in the solution region. Thus, the
TLM method involves two basic steps :
• Replacing the field problem by the equivalent network and deriving anal-
ogy between the field and network quantities
• Solving the equivalent network by time domain numerical methods
2.1 Transmission Line Equations
Consider an elemental portion of length ∆l of a two-conductor transmission
line. The aim is to find the equivalent circuit for an elemental portion of length
∆l of a two-conductor transmission line and derive the line equations. Figure
2.3 shows an equivalent circuit of a transmission line, where the line parameters,
R,L,G, and C are resistance, inductance, conductance and capacitance is given in
per unit quantities of the line respectively. The model is a general representation
of any two-conductor line. The model is called the T-type equivalent circuit;
there is an alternative representation called pi type equivalent for two-conductor
lines but calculations end up with the same set of equations. In the model of
Figure 2.3, we assume without loss of generality that wave propagates in the +z
direction, from the generator to the load.
By applying Kirchhoff’s voltage law to the left loop of the circuit in Figure
2.3, we obtain
V (z, t) = R
∆l
2
I(z, t) + L
∆l
2
∂I
∂t
(z, t) + V (z +∆l/2, t) (2.4)
or
−V (z +∆l/2, t)− V (z, t)
∆l/2
= RI(z, t) + L
∂I
∂t
(z, t) (2.5)
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F¸igure 2.3: T-type equivalent circuit model of a differential length of a two con-
ductor transmission line.
Taking the limit of Eq.2.5 as ∆l→ 0 leads to
−∂V (z, t)
∂z
= RI(z, t) + L
∂I
∂t
(z, t) (2.6)
Similarly, applying Kirchhoff’s current law to the central node of the circuit in
Figure 2.3 gives
I(z, t) = I(z +∆l, t) + ∆I (2.7)
= I(z +∆l, t) +G∆lV (z +∆l/2, t) + C∆l
∂V
∂t
(z +∆l/2, t) (2.8)
or
−I(z +∆l, t)− I(z, t)
∆l
= GV (z +∆l/2, t) + C
∂V
∂t
(z +∆l/2, t) (2.9)
As ∆l→ 0 Eq.2.9 becomes
−∂I
∂z
(z, t) = GV (z, t) + C
∂V
∂t
(z, t) (2.10)
Differentiating Eq.2.6 with respect to z and equation Eq.2.10 with respect to t ,
the two equations become
−∂
2V
∂z2
= R
∂I
∂z
+ L
∂2I
∂z∂t
(2.11)
and
− ∂
2I
∂t∂z
= G
∂V
∂t
+ C
∂2V
∂t2
(2.12)
Substituting equations Eq.2.10 and Eq.2.12 into Eq.2.11 gives
∂2V
∂z2
= LC
∂2V
∂t2
+ (RC +GL)
∂V
∂t
+RGV (2.13)
The current equation is obtained in a similar form:
∂2I
∂z2
= LC
∂2I
∂t2
+ (RC +GL)
∂I
∂t
+RGI (2.14)
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equations Eq.2.13 and Eq.2.14 has only difference in V and I terms. If we want
to generalize this form, following formula can be written
∂2Φ
∂z2
= LC
∂2Φ
∂t2
+ (RC +GL)
∂Φ
∂t
+RGΦ (2.15)
where Φ(z, t) is displaced either V (z, t), or I(z, t). Certain transmission-line
parameters can be ignored for some special cases. These special cases are
• L = C = 0 ends up with
∂2φ
∂z2
= k1φ (2.16)
where k1 = RG Eq.2.16 is the one-dimensional elliptic partial differen-
tial equation called Poissons equation. Quasi-static electromagnetic field
problems are an example for this kind of equations.
• R = C = 0 or G = L = 0 yields
∂2φ
∂z2
= k2
∂φ
∂t
(2.17)
where k2 = GL or RC. Eq.2.17 is the one-dimensional parabolic partial
differential equation called the diffusion equation. Heat diffusion and
current diffusion problems are solved using parabolic partial differential
equations.
• R = G = 0 (lossless line) yields
∂2Φ
∂z2
= k3
∂2Φ
∂t2
(2.18)
where k3 = LC. This is the one-dimensional hyperbolic partial differen-
tial equation called the Helmholtz equation, or simply the wave equation.
Under certain conditions, the one-dimensional transmission line can be used to
model problems involving an elliptic, parabolic, or hyperbolic partial differential
equation (PDE). The transmission line of Figure 2.3 reduces to those in Figure
2.4 for these three special cases.
For the lossless line in Figure 2.4(c), the characteristic resistance
Ro =
√
L
C
(2.19)
the wave velocity
u =
1√
LC
(2.20)
and the reflection coefficient at the load
Γ =
RL −Ro
RL +Ro
(2.21)
where RL is the load resistance.
9
F¸igure 2.4: Transmission-line equivalent models for: (a) elliptic PDE, Poissons
equation, (b) parabolic PDE, diffusion equation, (c) hyperbolic PDE, wave equa-
tion.
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2.2 Solution of a 1D Diffusion Equation
TLM method is applied to the diffusion problem arising from current den-
sity distribution within a wire. If the wire has a circular cross chapter with radius
a and is infinitely long, then the problem becomes one-dimensional. Sinusoidal
source or harmonic fields are assumed(with time factor ejωt ).
Consider the skin effect on a solid cylindrical conductor. The current den-
sity distribution within a good conducting wire (σ/ω² >> 1) obeys the diffusion
equation
∆2 ~J = µσ
d ~J
dt
(2.22)
The diffusion equation can be directly derived from Maxwell’s equation. This
equation will be solved for a long conducting wire of radius a.
∆× ~H = ~J + ~Jd (2.23)
where ~J = σ ~E is the conduction current density and ~Jd =
d ~D
dt
is the displace-
ment current density. Since ~Jd is negligibly small compared with J, the equation
becomes
∆× ~H ' ~J (2.24)
also,
∆× ~E = −µd
~H
dt
(2.25)
∆×∆× ~E = ∆∆. ~E −∆2 ~E = −µ d
dt
∆× ~H (2.26)
Since ∆. ~E = 0, its obtained that:
∆2 ~E = µ
d ~J
dt
(2.27)
Replacing ~E with ~J/σ,
∆2 ~J = µσ
d ~J
dt
(2.28)
which is the diffusion equation. Assuming harmonic field with time factor ejωt
∆2 ~J = jωµσ ~J (2.29)
For infinitely long wire, Eq.2.31 reduces to a one-dimensional problem in cylin-
drical coordinates[35]:
1
ρ
d
dρ
(
ρ
dJz
dρ
)
= jωµσJz (2.30)
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or
ρ2J ′′z + ρJ
′
z − jωµσρ2Jz = 0 (2.31)
Equation above is the modified Bessel equation of the first kind with zero
order. The solution to this[35] is
Jz(ρ) = c1I0(λρ) + c2K0(λρ) (2.32)
where c1 and c2 are constants and
λ =
√
jωµσ = j1/2
√
2
δ
(2.33)
and δ =
√
2
σµω
is the skin depth. Constant c2 must vanish if Jz is to be finite at
ρ = 0. At ρ = 0;
Jz(a) = c1I0(λa)→ c1 = Jz/I0(λa) (2.34)
Thus
Jz(ρ) = Jz(a)
I0(λρ)
I0(λa)
(2.35)
if we let λρ = j1/2
√
2
8
ρ = j1/2x, it is convenient to replace
I0(λρ) = I0(j
1/2x) = J0(xe
j3pi/4) (2.36)
= ber0(x) + jbei0(x) (2.37)
where ber0 and bei0 are ber and bei functions of zero order. Ber and bei functions
are also known as Kelvin functions[35]. For zero order, they are given by
ber0(x) =
∞∑
m=0
cos(mpi/2)(x/2)2m
(m!)2
(2.38)
bei0(x) =
∞∑
m=0
sin(mpi/2)(x/2)2m
(m!)2
(2.39)
(2.40)
Using ber and bei functions Eq. may be written as
Jz(ρ) = Jz(a)
ber0(x) + jbei0(x)
ber0(y) + jbei0(y)
(2.41)
where x =
√
2ρ/δ, y =
√
2a/δ
For the TLM solution, consider the equivalent network of the cylindrical
problem in Figure 2.5, where ∆l is the distance between nodes or the mesh size.
This geometry can be modelled as 1D if the cylinder is assumed infinitely long
12
r
=
a
F¸igure 2.5: An illustration of the Conductor
and symmetrical. This model is given in Figure 2.6. Applying Kirchhoff’s laws
to the network in Figure 2.6 gives
dIρ
dρ
= −jωCVφ (2.42)
dVφ
dρ
= −RIρ (2.43)
where resistance and capacitance: R, C are per unit quantities.
Within the conductor, Maxwell’s curl equations (σ À ω²) are
∆× ~E = −jωµ ~H (2.44)
∆× ~H = σ ~E (2.45)
where E and H are assumed to be in phasor forms. In cylindrical coordinates
−dEz
dρ
= −jωµHφ (2.46)
1
ρ
d
dρ
(ρHφ) = σEz (2.47)
These equations can be written as
dEz
dρ
= jω(µ/ρ)(ρHφ) (2.48)
d
dρ
(ρHφ) = (σρ)Ez (2.49)
F¸igure 2.6: RC equivalent network
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F¸igure 2.7: The overall equivalent network.
Comparing Eq.2.42, 2.43 with Eq.2.48, 2.49 leads to the following analogy
between the network and field quantities:
Iρ ≡ −Ez (2.50)
Vφ ≡ ρHφ (2.51)
C ≡ µ/ρ (2.52)
R ≡ σρ (2.53)
Therefore, solving the impedance network is equivalent to solving Maxwell’s equa-
tions.
Overall impedance network in Figure 2.7 can be solved by an iterative
method. Since the network in Figure 2.7 is in the form of a ladder, the ladder
method is applied. By applying Kirchhoff’s current law, the Nth nodal voltage
(N > 2) is related to (N - 1)th and (N - 2)th voltages according to
V (N) =
r(N − 1)
r(N − 2)[V (N − 1)− V (N − 2)] (2.54)
+jB(N − 1)r(N − 1)V (N − 1) + V (N − 1)
where the resistance r and susceptance B are given by
r(N) = R∆l = σ(N − 0.5)(∆l)2, (2.55)
B(N) = ωC∆l =
ωµ∆l
(N − 1)∆l =
ωµ
N − 1 (2.56)
Note that V (1) = 0 because the magnetic field at the center of the conductor
(ρ = 0) is zero. Also V (2) = I(1).R(1), where I(1) can be arbitrarily chosen, say
I(1) = 1. Once V (1) and V (2) are known, all nodes in Figure 2.7 once from left
to right is scanned to determine all nodal voltages (≡ ρHφ) and currents(≡ Ez =
Jz/σ)
To see the accuracy of the method, an algorithm is developed to determine
the relative current density (Jz(ρ)/Jz(a)) in a round copper wire operated at 1
GHz. It calculates the voltage at each node using Eq.2.54. The current on each
r(N) is found from Figure 2.6 as
I(N − 1) = V (N)− V (N − 1)
r(N − 1) (2.57)
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the percentage error is maximum (about 0.4%) at the center of the wire and
diminishes to zero as we approach the surface of the wire. Figure 2.8 portrays
the plot of the current density distribution inside the wire with respect to radial
position for two different frequencies calculated with both TLM and analytical
calculation methods. Figure 2.9 shows the current distribution with different
frequencies. The source code for the computer algorithm that is written for this
calculation is given at Appendix A.
2.3 Solution of 2D Wave Equation
In order to show how Maxwell’s equations may be represented by the trans-
mission line equations, the differential length of the lossless transmission line be-
tween two nodes of the mesh is represented by lumped inductors and capacitors
as shown in Figure 2.10 for two-dimensional wave propagation problems. At
the nodes, pairs of transmission lines form impedance discontinuity. The com-
plete network of transmission-line-matrix is made up of a large number of such
building blocks as depicted in Figure 2.11. Single lines are used to represent
a transmission-line pair. Also, a uniform internodal distance of ∆l is assumed
throughout the matrix (i.e., ∆l = ∆x = ∆z). We shall first derive equivalences
between network and field quantities.
2.3.1 Theory of 2D TLM Calculations
We refer to Figure 2.10 and apply Kirchhoff’s current law at node O to
obtain
Ix(x−∆l/2)− Ix(x+∆l/2) + Iz(z −∆l/2)− Iz(z +∆l/2) = 2C∆l ∂Vy
∂t
(2.58)
Dividing through by ∆l gives
Ix(x−∆l/2)− Ix(x+∆l/2)
∆l
+
Iz(z −∆l/2)− Iz(z +∆l/2)
∆l
= 2C
∂Vy
∂t
(2.59)
Taking the limit as ∆l→ 0 results in
−∂Iz
∂z
− ∂Iz
∂x
= 2C
∂Vy
dt
(2.60)
Applying Kirchhoff’s voltage law around the loop in the x - y plane gives
Vy(x−∆l/2)− L∆l/2∂Ix(x−∆l/2)
∂t
(2.61)
−L∆l/2∂Ix(x+∆l/2)
∂t
− Vy(x+∆l/2) = 0
Upon rearranging and dividing by ∆l, we have
15
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F¸igure 2.10: Equivalent network of a two-dimensional TLM shunt node.
Vy(x−∆l/2)− Vy(x+∆l/2)
∆l
=
L
2
∂Ix(x−∆l/2)
∂t
+
L
2
∂Ix(x+∆l/2)
∂t
(2.62)
Again, taking the limit as ∆l→ 0 gives
∂Vy
∂x
= −L∂Ix
∂t
(2.63)
Taking similar steps on the loop in the y - z plane yields
∂Vy
∂z
= −L∂Iz
∂t
(2.64)
These equations will now be combined to form a wave equation. If we differentiate
Eq.2.60 with respect to t, Eq.2.63 with respect to x and Eq.2.64 with respect to
z, we have three equations. These are
− ∂
2Iz
∂z∂t
− ∂
2Ix
∂x∂t
= 2C
∂2Vy
∂t2
(2.65)
∂2Vy
∂x2
= −L ∂
2Ix
∂t∂x
(2.66)
∂2Vy
∂z2
= −L ∂
2Iz
∂t∂z
(2.67)
Substituting Eqs.2.66 and 2.67 into Eq.2.68 leads to
∂2Vy
∂x2
+
∂2Vy
∂z2
= 2LC
∂2Vy
∂t2
(2.68)
Equation 2.68 is the Helmholtz wave equation in two-dimensional space.
In order to show the field theory equivalence, consider Maxwell equations
∆× ~E = −µ∂
~H
∂t
(2.69)
∆× ~H = ²∂
~E
∂t
(2.70)
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F¸igure 2.11: 2D transmission-line matrix and boundaries.
Expansion of Equations 2.69 and 2.70 in the rectangular coordinate system yields
∂Ez
∂y
− ∂Ey
∂z
= −µ∂Hx
∂t
(2.71)
∂Ex
∂z
− ∂Ez
∂x
= −µ∂Hy
∂t
(2.72)
∂Ey
∂x
− ∂Ex
∂y
= −µ∂Hz
∂t
(2.73)
∂Hz
∂y
− ∂Hy
∂z
= ²
∂Ex
∂t
(2.74)
∂Hx
∂z
− ∂Hz
∂x
= ²
∂Ey
∂t
(2.75)
∂Hy
∂x
− ∂Hx
∂y
= ²
∂Ez
∂t
(2.76)
Consider the situation for which Ex = Ez = Hy = 0,
∂
∂y
= 0. It is noticed at once
that this mode is a transverse electric(TE) mode with respect to the z-axis but a
transverse magnetic(TM) mode with respect to the y-axis. Thus by the principle
of duality, the network in Figure 2.10 can be used for Ey, Hx, Hz fields as well as
for Ex, Ez, Hy fields. A network capable of reproducing TE waves is also capable
of TM waves. For TE waves, Eq.above reduces to
∂Hx
∂z
− ∂Hz
∂x
= ²
∂Ey
∂t
, (2.77)
∂Ey
∂x
= −µ∂Hz
∂t
, (2.78)
∂Ey
∂z
= µ
∂Hx
∂t
(2.79)
Taking similar steps on equation 2.77 to 2.79, as were taken for circuit equations
at Eq.2.60,2.63 and 2.64 results in another Helmholtz equation
∂2Ey
∂x2
+
∂2Ey
∂z2
= µ²
∂2Ey
∂t2
(2.80)
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Comparing equations (2.77-2.80) to (2.65 - 2.68) we get the equivalence between
the parameters
Ey ≡ Vy (2.81)
Hx ≡ −Iz (2.82)
Hz ≡ Ix (2.83)
µ ≡ L (2.84)
² ≡ 2C (2.85)
Thus in the equivalent circuit:
• the voltage at shunt node is Ey,
• the current in the z direction is −Hx,
• the current in the x direction is Hz,
• the inductance per unit length represents the permeability of the medium,
• twice the capacitance per unit length represents the permittivity of the
medium.
2.3.2 Dispersion Relation of Propagation Velocity
For the basic transmission line in the TLM which has µr = ²r = 1, the
inductance and capacitance per unit length are related by
1√
(LC)
=
1√
(µ0²0)
= c (2.86)
where c = 3 × 108m/s is the speed of light in vacuum. Notice from equivalence
equations(Eq.2.81- Eq.2.85), if the voltage and current waves on each transmis-
sion line component propagate at speed of light c, the complete network of inter-
secting transmission lines represent a medium of relative permittivity twice that
of free space. This implies that as long as the equivalent circuit in Figure 2.10 is
valid, the propagation velocity in the TLM mesh is 1/
√
2 of the velocity of the
light. The manner in which wave propagates on the mesh is now derived.
If the ratio of the length of the lossless transmission-line element to the
free-space wavelength of the wave is θ/2pi = ∆l/λ(θ is called the electrical length
of the line), the voltage and current at node i are related to those at node i+1
bye the transfer-matrix equation given as[
Vi
Ii
]
=
[
(cosθ/2) (jsinθ/2)
(jsinθ/2) (cosθ/2)
][
1 0
(2jtanθ/2) 1
][
(cosθ/2) (jsinθ/2)
(jsinθ/2) (cosθ/2)
][
Vi+1
Ii+1
]
(2.87)
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If the waves on the periodic structure have a propagation constant γn = αn+jβn,
then [
Vi
Ii
]
=
[
eγn∆l 0
0 eγn∆l
][
Vi+1
Ii+1
]
(2.88)
Solution of Eq.2.88 and Eq.2.89 gives:
cosh(γn∆l) = cos(θ)− tan(θ/2)sin(θ) (2.89)
This equation describes the range of frequencies over which propagation can take
place (passbands), i.e.,
|cos(θ)− tan(θ/2)sin(θ)| < 1 (2.90)
and the range of frequencies over which propagation cannot occur (stop-bands),
i.e.,
|cos(θ)− tan(θ/2)sin(θ)| > 1 (2.91)
For the lowest frequency propagation region,
γn = jβn (2.92)
and
θ =
2pi∆l
λ
=
ω
c
∆l (2.93)
If these last two equations are placed into Eq.2.90, we obtain
cos(βn∆l) = cos
(
ω∆l
c
)
− tan
(
ω∆l
2c
)
sin
(
ω∆l
c
)
(2.94)
Applying trigonometric identities
sin(2A) = 2sin(A)cos(A) (2.95)
and
cos(2A) = 1− 2sin2(A) (2.96)
to Eq.2.95 results in
sin
(
βn∆l
2
)
=
√
2sin
(
ω∆l
2c
)
(2.97)
which is a transcendental equation. If we let r be the ratio of the velocity un of
the waves on the network to the free-space wave velocity c, then
r = un/c =
ω
βnc
=
2pi
λβn
(2.98)
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or
βn =
2pi
λr
(2.99)
Substituting Eq.2.98 into Eqs.2.99 and 2.100, the transcendental equation be-
comes
sin
(
pi
r
∆l
λ
)
=
√
2sin
(
pi∆l
λ
)
(2.100)
By selecting different values of ∆l/λ, the corresponding values of r = un/c can
be obtained numerically as in Figure 2.12 for two-dimensional problems. From
Figure 2.12, we conclude that the TLM can only represent Maxwell’s equations
over the range of frequencies from zero to the first network cutoff frequency,
which occurs at ω∆l/c = pi/2 or ∆l/λ = 1/4. Over this range, the velocity of
the waves behaves according to the characteristic of Figure 2.12 For frequencies
much smaller than the network cutoff frequency, the propagation velocity approx-
imates to 1/
√
2 of the free-space velocity. Thus for low frequencies (∆l/λ < 0.1),
the network propagation velocity in three dimensional space may be considered
constant and equal to c/2. [36]
2.3.3 Scattering Matrix
If kV
i
n and kV
r
n are the voltage impulses incident upon and reflected from
terminal n of a node at time t = k∆l/c, we derive the relationship between the
two quantities as follows. Let us assume that a voltage impulse function of unit
magnitude is launched into terminal 1 of a node, as shown in Figure 2.13(a),
and that the characteristic resistance of the line is normalized. A unit-magnitude
delta function of voltage and current will then travel towards the junction with
unit energy (Si = 1). Since line 1 has three other lines joined to it, its effective
terminal resistance is 1/3. With the knowledge of its reflection coefficient, both
the reflected and transmitted voltage impulses can be calculated. The reflection
coefficient is
Γ =
RL −R0
RL +R0
=
1/3− 1
1/3 + 1
= −1
2
(2.101)
so that the reflected and transmitted energies are
Sr = SiΓ
2 =
1
4
St = Si
(
1− Γ2) = 3
4
(2.102)
where subscripts i, r, and t indicate incident, reflected, and transmitted quanti-
ties, respectively. Thus a voltage impulse of −1/2 is reflected back in terminal
22
F¸igure 2.12: Dispersion of the velocity of waves in a two-dimensional TLM net-
work.
F¸igure 2.13: The impulse response of a node in a matrix.
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1, while a voltage impulse of 1/2 = [3/4÷ 3]1/2 will be launched into each of the
other three terminals as shown in Figure 2.13(b)
The more general case of four impulses being incident on four branches of a
node can be obtained by applying the superposition principle to the previous case
of a single pulse. Hence, if at time t = k∆l/c, voltage impulses kV
i
1 , kV
i
2 , kV
i
3 ,
kV
i
4 are incident on lines 1 to 4, respectively, at any node as in Figure 2.12(c), the
combined voltage reflected along line 1 at time t = (k + 1)∆l/c will be [13][12]
k+1V
r
1 =
1
2
(
kV
i
2 +k V
i
3 +k V
i
4 −k V i1
)
(2.103)
In general, the total voltage impulse reflected along line n at time t = (k+1)∆l/c
will be
k+1V
r
n =
1
2
[
4∑
m=1
kV
i
m
]
−k V in, n = 1, 2, 3, 4 (2.104)
This idea is conveniently described by a scattering matrix equation relating the
reflected voltages at time (k + 1)∆l/c to the incident voltages at the previous
time step k∆l/c:
V1
V2
V3
V4

r
k+1
=
1
2

−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1

k

V1
V2
V3
V4

i
(2.105)
Also an impulse emerging from a node at position (z, x) in the mesh (reflected
impulse) becomes automatically an incident impulse at the neighboring node.
Hence
k+1V
i
1 (z, x+∆l) =k+1 V
r
3 (z, x) (2.106)
k+1V
i
2 (z +∆l, x) =k+1 V
r
4 (z, x) (2.107)
k+1V
i
3 (z, x−∆l) =k+1 V r1 (z, x) (2.108)
k+1V
i
4 (z −∆l, x) =k+1 V r2 (z, x) (2.109)
Thus by applying Eqs. (2.105-2.109), the magnitudes, positions, and directions
of all impulses at time (k + 1)∆l/c can be obtained at each node in the network
provided that their corresponding values at time k∆l/c are known. The impulse
response may, therefore, be found by initially fixing the magnitude, position, and
direction of travel of impulse voltages at time t = 0, and then calculating the
state of the network at successive time intervals. The scattering process forms
the basic algorithm of the TLM method The propagating of pulses in the TLM
model is illustrated in Figure 2.14, where the first two iterations following an
initial excitation pulse in a two-dimensional shunt connected TLM are shown.
Free-space propagation is assumed for the sake of simplicity.
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F¸igure 2.14: Scattering in a two-dimensional TLM network excited by a Dirac
impulse.
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2.3.4 Representation of Boundaries
Boundaries are usually placed half way between two nodes in order to ensure
synchronism. In practice, this is achieved by making the mesh size ∆l an integer
fraction of the structures dimensions.
Any resistive load at boundary C (see Fig. 2.10) may be simulated by
introducing a reflection coefficient Γ
k+1V
i
4 (p, q) =k V
r
2 (p+ 1, q) = Γ[kV
r
4 (p, q)] (2.110)
where
Γ =
Rs − 1
Rs + 1
(2.111)
and Rs is the surface resistance of the boundary normalized by the line charac-
teristic impedance. If, for example, a perfectly conducting wall (Rs = 0) is to be
simulated along boundary C, equation gives Γ = −1 , which represents a short
circuit, and
k+1V
i
4 (p, q) = −kV r4 (p, q) (2.112)
is used in the simulation.
2.3.5 Output of the Calculations and Its Frequency Response
We continue with the TE mode as given in Eq.2.77 - Eq.2.79 and calculate
Ey,Hx , and Hz. Ey at any point corresponds to the node voltage at the point,
Hz corresponds to the net current entering the node in the x direction, while Hx
is the net current in the negative z direction. For any point (z = m,x = n) on
the grid of Fig. 2.10, we have for each kth transient time
kEy(m,n) =
1
2
[
kV
i
1 (m,n) +k V
i
2 (m,n) +k V
i
3 (m,n) +k V
i
4 (m,n)
]
(2.113)
−kHx(m,n) = kV i2 (m,n)−k V i4 (m,n) (2.114)
kHz(m,n) = kV
i
3 (m,n)−k V i1 (m,n) (2.115)
Thus, a series of discrete delta-function of magnitudes Ey,Hx , and Hz corre-
sponding to time intervals of ∆l/c are obtained by the iteration of Eqs 2.105-
2.109. (Notice that reflections at the boundaries A and B in Fig. 10 will cancel
out, thus Hz = 0.) Any point in the mesh can serve as an output or observation
point. Equations 2.113 to 2.115 provide the output-impulse functions for the
point representing the response of the system to an impulsive excitation. These
output functions may be used to obtain the output waveform. For example, the
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output waveform corresponding to a pulse input may be obtained by convolving
the output-impulse function with the shape of the input pulse.
Sometimes we are interested in the response to a sinusoidal excitation. This
is obtained by taking the Fourier transform of the impulse response.
2.3.6 Output Response and Accuracy of Results
The output can be taken from any point in the mesh. The rough output
consists of a train of impulses of varying magnitude in the time domain sepa-
rated by a time interval ∆l/c. Generally the frequency response is needed. The
frequency response is obtained by taking the Fourier transform of the output re-
sponse. The output response has to be truncated, and this results in a spreading
of the solution delta function sin(x)/x type of curves.
The accuracy of the result can be calculated by letting the output response
be truncated after N iterations. We assume Vout(t) to be the output impulse
function taken within 0 < t < N∆/c. We may regard Vout(t) as an impulse
function V∞(t), taken within 0 < t < ∞, multiplied by a unit pulse function
Vp(t) of width N∆/c, i.e.
Vout = V∞(t)× Vp(t) (2.116)
where
Vp =
{
1, 0 ≤ t ≤ N∆l/c
0, elsewhere
(2.117)
Sout(f), S∞(f), and Sp(f) is assumed to be the Fourier transform of Vout(t), V∞(t),
and Vp(t), respectively. The Fourier transform of Eq.2.119 is the convolution of
S∞(f) and Sp(f).
Sout(f) =
∫ ∞
−∞
Sinfty(α)Sp(f − a)dα (2.118)
(2.119)
where
Sp(f) =
N∆l
c
sinpiN∆lf
c
piN∆lf
c
e
−piN∆lf
c (2.120)
which is of the form sin(x)/x. Equations 2.121- 2.123 show that Sp(f) is placed in
each of the positions of the exact response S∞(f). Since the greater the number
of iterations N the sharper the maximum peak of the curve, the accuracy of the
result depends on N . Solution of a problem by TLM involves the following steps:
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(1) Space discretization-This involves the division of the problem space into
a number of blocks of a shape and dimensions to fit geometrical and
frequency requirements.
(2) TLM node substitution-Each block in the space discretization is replaced
by a network of transmission lines suitably interconnected to form a node.
Transmission lines from adjacent nodes are suitably connected to form a
mesh describing the entire problem space. External boundaries and con-
ducting bodies are described in this mesh by defining suitable reflection
coefficients at line terminations or by using special nodes.
(3) Excitation-This involves the imposition of initial conditions and source
terms. Normally, the impulse response is obtained. Incident electric and
magnetic fields are translated into voltage and current pulses on trans-
mission lines corresponding to points of excitation. Scattering-pulses
propagate along transmission lines towards each node and are scattered
according to transmission line theory.
(4) Connection-at each new time step, a multiple of the propagation time At,
scattered pulses from each node become incident on adjacent nodes, in a
manner entirely determined by the connection between adjacent nodes.
(5) Time stepping-the scattering and connection processes may be repeated
for as long as desired to simulate propagation for any length of time.
(6) Output-at any stage during this process, voltages and currents on trans-
mission lines are available. These represent the electric and magnetic
fields corresponding to the particular problem configuration and excita-
tion. The quantities available at each time step are the solution- there
is no need for an iterative solution procedure. Information is directly
available in the time domain. Frequency-domain information may be
obtained, if desired, by using Fourier transform techniques.
The second c program is for the numerical calculations of two dimensional TEM
wave problems. It should be mentioned that the computer program in this exam-
ple and the following ones are modified versions of those in Agba[37]. Calculation
region is a 25 by 11 rectangular matrix. TEM field continuation boundaries were
fixed along x = 2 and x = 10, producing boundaries. The system is excited
through all th points along the line z = 4. Calculations in the z direction were
terminated at z = 24, so that no reflections were received from points at z = 25
in the matrix, and the boundary situated at z = 24.5, was therefore matched to
free space. The output-impulse response for Ey and Hx was taken at the point z
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= 14, x = 6, which is 10.5 mesh points away from the boundary C, for 100, 150,
and 200 iterations.
The velocity of waves on the matrix is less than that in free space by a factor
un/c, so the effective impedance presented by the network matrix is less by the
same factor. The normalized impedance of TEM wave for various frequencies
with TLM is shown in Figure 2.15. A comparison is made with exact results.
2.4 Inhomogeneous and Lossy Media in TLM
In this part, media is considered inhomogeneous or lossy or both. Equiva-
lent network of Figure 2.10 is modified and the corresponding transmission line
matrix of Figure 2.11. Also, corresponding equivalence between the network is
drawn and Maxwell’s equations and the scattering matrix is derived. Finally
lossy boundaries are represented.
shunt node O in the x− z plane in Figure 2.16 and taking limits as ∆l→ 0
results in
∂Iz
∂z
− ∂Ix
∂x
=
GoVy
Zo∆l
+ 2C(1 + Yo/4)
∂Vy
∂t
(2.121)
Expanding Maxwell’s equations ∇ × E = −µ∂H
∂t
and ∇ × H = σE + ²∂E
∂t
for
∂/∂y = 0 leads to
∂Hx
∂z
− ∂Hz
∂x
= σEy + ²o²r
∂Ey
∂t
(2.122)
This may be considered as denoting TEM modes with field components Hz,Hx
, and Ey . Following equivalence between the TLM equations and Maxwell’s
equations can be drawn from Eqs.2.121 and 2.122:
Ey ≡ Vy
Hx ≡ −Iz
Hz ≡ Ix
²0 ≡ 2C
²r ≡ 4 + Y0
4
σ ≡ G0
Zoδl
(2.123)
here, Zo =
√
L/C. From Eq.2.123, the normalized characteristic admittance Go
of the loss stub is related to the conductivity of the medium by
Go = σ∆lZo (2.124)
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F¸igure 2.15: Comparison of Normalized Impedance of a TEM Wave with Free-
Space Discontinuity with TLM and Analytical Computations.
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F¸igure 2.16: General two-dimensional shunt node.
Thus losses on the matrix can be varied by altering the value of Go. Also from
Eq.2.123, the variable characteristic admittance Yo of the permittivity stub is
related to the relative permittivity of the medium as
Yo = 4(²r − 1) (2.125)
2.4.1 Scattering Matrix
The impulse response of the network comprising of the interconnection of
many generalized nodes is derived. If kVn(z, x) is unit voltage impulse reflected
from the node at (z, x) into the nth coordinate direction (n = 1, 2, ..., 5) at time
k∆l/c, then at node (z, x),
V1(z, x)
V2(z, x)
V3(z, x)
V4(z, x)
V5(z, x)

r
k+1
= [s]k

V3(z, x−∆l)
V4(z −∆l, x)
V1(z, x+∆l)
V2(z +∆l, x)
V5(z, x+∆l)

i
(2.126)
where [S] is the scattering matrix given by
[S] =
2
Y

1 1 1 1 Yo
1 1 1 1 Yo
1 1 1 1 Yo
1 1 1 1 Yo
1 1 1 1 Yo
−
Y
2
[I] (2.127)
[I] is a unit matrix and Y = 4+ Yo+Go. The coordinate directions 1, 2, 3, and 4
correspond to −x,−z,+x, and+ z, respectively, and 5 refers to the permittivity
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F¸igure 2.17: A two-dimensional node with: (a) Permittivity stub, (b) permittivity
and loss stub.
stub. Notice that the voltage V6 (see Figure 17) scattered into the loss stub is
dropped across Go and not returned to the matrix. We apply Eq.129. The output
impulse function at a particular node in the mesh can be obtained by recording
the amplitude and the time of the stream of pulses as they pass through the node.
By taking the Fourier transform of the output impulse function using Eq.2.117,
2.118, the required information can be extracted.
The dispersion relation can be derived in the same manner as in the last
chapter. If γn = αn + jβn is the network propagation constant and γ = α + jβ
is the propagation constant of the medium, the two propagation constants are
related as
β
βn
=
θ/2
sin−1[
√
2(1 + Yo/4)sin(θ/2)
(2.128)
α
αn
=
√
1− 2(1 + Yo/4)sin2θ/2√
2(1 + Yo/4)cos(θ/2)
(2.129)
where θ = 2pi∆l/λ and
α =
Go
8∆l(1 + Yo/4)
(2.130)
In arriving at Eq.2.131 - 2.132, we have assumed that αn∆l << 1. For low
frequencies, the attenuation constant αn and phase constant Bn of the network
are fairly constant so that Eq.131 reduces to
γn =
√
2(1 + Yo/4)γ (2.131)
From this, the network velocity un(= ω/n = βc/βn) of waves on the matrix is
readily obtained as
u2n =
c2
2(1 + Yo/4)
(2.132)
where c is the free-space velocity of waves.
32
2.4.2 Representation of Lossy Boundaries
The above analysis has incorporated conductivity σ of the medium in the
TLM formulation. To account for a lossy boundary [15][14], we define the reflec-
tion coefficient
Γ =
Zs − Zo
Zs + Zo
(2.133)
where Zo =
√
µo/²o is the characteristic impedance of the main lines and Zs is
the surface impedance of the lossy boundary given by
Zs =
√
µω
2σc
(1 + j) (2.134)
where µ and σc are the permeability and conductivity of the boundary. Reflection
coefficient Γ is in generally complex form. However, complex Γ implies that the
shape of the pulse functions is altered on reflection at the conducting boundary,
and this cannot be accounted for in the TLM method [37]. Therefore, assuming
that Zs is small compared with Zo and that the imaginary part of Γ is negligible,
Γ ' −1 +
√
2²0ω
σc
(2.135)
where µ = µ0 is assumed. We notice that Γ is slightly less than -1. Also, we
notice that Γ depends on the frequency ω and hence calculations involving lossy
boundaries are only accurate for the specific frequency; calculations must be
repeated for a different value of ∆l/λ. The following example is similar to the
one in Akhtarzad and Johns[38].
Consider the lossy homogeneous filled waveguide shown in Figure 2.18.
The guide is 6 cm wide and 13 cm long. It is filled with a dielectric of relative
permittivity ²r = 4.9 and conductivity σ = 0.05 mhos/m and terminated in an
open circuit discontinuity. The program is suitable for a two-dimensional TEm0
mode.
The waveguide geometry shown in Figure 2.18 is simulated on a matrix of
12 26 nodes. The matrix is excited at all points along line z = 1 with impulses
corresponding to Ey. The impulse function of the output at point (z, x) = (6, 6)
is taken after 700 iterations. Figure 2.19 presents TLM results.
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F¸igure 2.18: A lossy homogeneously filled waveguide.
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F¸igure 2.19: Z and Arg(Z) versus Changing ∆l/λ Value
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3PARALLEL IMPLEMENTATION OF TLM
Topics of interest to modellers in EMC community include novel antennas,
coupling into complex cavities, reverberant chambers, etc. To model these ac-
curately makes significant demands on simulation time and computer memory,
particularly if high accuracy is required. Many of these problems are prohibitive
for modern workstations, unless the modeller is prepared to wait a long time for
the results.
The main problem with this simulation method is that the time to run ac-
curate simulations of large problems is very long. ”Days” seems to be considered
normal in the TLM community, though this is no criticism of the technique itself
– many other techniques can take as long. Clearly a reduction in simulation time
would allow users to make more progress and would open up other techniques
where repeated trials are necessary for design optimisation. The use of genetic
algorithms or simulated annealing, for example, could lead to new designs of an-
tenna. but such techniques would take prohibitively long at present, if performed
on a single machine.
There have been numerous work on parallel implementation of TLM. How-
ever machines used in these articles[39][40][41] have their own network architec-
tures and they do have different problems than we see on distributed systems.
Recent studies show that the vector processing slightly improves the accuracy
and speed up of the computation[42]. But the hardware used to analyze struc-
tures in this thesis does not have a vector processing unit. The hardware used
in this computation was a HP cluster with 564 processors. Each node has a HP
DL360 Intel Xeon 3.4 GHz Processor with 2x2GB RAM. The communication
infra-structure is myranet.
The parallelism in this architecture requires the distribution of the work
load between nodes and communication of nodes at each time step.Intel MPI
library is used for the communication between the nodes. The important issue in
parallel&distributed computation is the load balancing between nodes. The load
must be distributed in such a way that most of the CPU time must be spent on
calculation, not on message transfer or on waiting on other processors to finish
their own jobs. If the nodes of parallel environment has different properties (CPU
speed, RAM etc.), the load must be distributed in such a way that each node
must finish its own portion of calculation in equal time. The message size and
the number of nodes that has to be transferred is also important too. There is an
optimum point of parallel computation. After a certain point, the messaging load
becomes so heavy that parallel processing does not speed up the computation,
just only loads up your network traffic. Even if the same number of nodes are
used, depending on the nature of algorithm, the communication scheme may
effect computation speed[43].
3.1 Parallel Algorithm Methodology
Basic serial TLM algorithm has two basic rules of TLM:
• outgoing flows at time t are a linear combination of incoming flows at
that time
• an incoming flow at time t corresponds to the outgoing flow calculated
on a neighbouring grid point at time t−∆t
This ends up with following psuedo-code:
foreach iteration step do
foreach point in the grid do
compute outgoing flows based on incoming flows ;
update incoming flows based on neighbours outgoing flows ;
endfor
endfor
This works fine with one process working on an single processor environ-
ment. But in parallel processing the neighbouring node may be at the neighbour-
ing processor. The incoming flow must be gathered and the outgoing flow must
be sent to the neighbouring processors. An illustration of this process is shown
in Figure 3.1
Every node in array has eight elements, four for incident flows and four
for reflected flows. At each iteration, previous iterations reflected flows must be
places in neighbouring CPU’s incident flows. This event is shown in Figure 3.2
This process can be blockwise or nodewise. In this thesis, blockwise in-
teraction between processors is preferred. All the flows thats to be transferred
is packed using MPI interface and scattered and gathered to the neighbouring
CPU. If the nodewise communication was chosen, there would be much more
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CPU1 CPU2
F¸igure 3.1: Physical Description of Scattering in Parallel Environment
small packages in the network. The preparation of these packages take time ei-
ther. Even the size of the messages are same in both communication schemes,
sending and receiving them all together speeds up the communication.
The psuedo code for the parallel algorithm is as below:
foreach iteration step do
foreach local partition do
foreach node do
compute outgoing flows based on incoming flows ;
update incoming flows based on neighbours outgoing flows ;
endfor
foreach node do
compute outgoing flows based on incoming flows ;
update incoming flows based on neighbours outgoing flows ;
endfor
send neighbour’s message blocks to neighbouring partitions ;
receive neighbour’s message blocks from neighbouring partitions ;
endfor
endfor
3.2 Load Balancing
One of the key issues in algorithm design and problem partitioning for
distributed computing is that of load balancing and task scheduling. The goal
is for each processor to perform an equitable share of the total work load. This
helps minimise the total execution time. If one processor finishes its job and waits
for others to get to the next iteration, this shows an unbalanced workload. There
may be two reasons for this. The nature of the algorithm may force some CPU’s
to do more calculations. Secondly, as we work on a distributed system, one ore
more CPU’s may be slower than the rest. Both problems are hard to analyze.
Scalability of the parallel algorithm reduces significantly in this situation. This
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F¸igure 3.2: Numerical Implementation of Scattering in Parallel Environment
may be a clue, but an exact diagnosis of the problem can be made by using a
parallel performance analyzer.
Parallel performance of the TLM algorithm used in this thesis is made by
”-lmpe” library provided by MPICH parallel programming library itself. The vi-
sualization is made by jumpshot visualization tool. Figure 3.3 shows the message
traffic when 8 CPU’s are used. Load balancing seems to be ideal.
Some of the parallel algorithms may require dynamic load balancing, but
static load balancing is proper for TLM solvers. In TLM solvers, the computation
load of the CPU’s are only dependent on the number of the nodes assigned to
CPU’s. In each iteration, same number of calculations are made for each node.
The parallel environment used in this thesis has equivalent CPU’s. So, if each
CPU is responsible for same number of nodes, its obvious that each CPU will
finish its portion of job approximately at equal time.
3.3 Software Techniques
3.3.1 Eclipse CDT
The software has been developed using Eclipse Integrated Development En-
vironment(IDE) C++ Development Tool(CDT)(Figure 3.4) on a PC, in which
an GNU version of MPICH has been installed. After the development and ver-
ification of the results. The project has been moved to the HP Cluster. After
making the necessary changes on makefile, the program was ready to compile on
HP Cluster with 64 bit intel compiler support.
3.3.2 GNU C++ Compiler - Intel C++ Compiler
C++ is chosen for development. There are only two classes in the system,
one for master and the other for workers. There may be more classes, like nodes,
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F¸igure 3.3: Parallel Performance and Load Balancing Observation
F¸igure 3.4: Eclipse CDT
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sources etc. but, C++ was preferred because of its complex number calculation
library rather than implementing an object oriented approach. GNU C++ com-
piler (mingw) is used at the development process. Intel C++ compiler is used
while running on HP Cluster.
3.3.3 Problem Description - XML Parser
At the first steps of development describing the problem region(computation
region, boundaries, sources etc.) was the painful part. The program was using
static memory allocation and the boundaries of loops were statically defined. Ap-
plication area of the program was very limited. The program has to be modified
for every different problem setup.
An XML parser library is used to cope with this problem. TinyXML
(http://www.grinninglizard.com/tinyxml/) , an open source and really tiny C++
XML parser library is chosen. The computation region, material properties,
boundaries source and number of CPU’s are entered using the XML file. Then
program shares the load to CPU’s, inform the CPU’s about boundaries, dynam-
ically allocates memory. Here you can see an example of the XML files used in
the system:
<?xml version="1.0" ?>
<WaveGuide>
<!-- Settings for MyApp -->
<Messages>
<Description>Waveguide Problem</Description>
<CreatedBy>Caner Altinbasak</CreatedBy>
</Messages>
<Windows>
<Window name="Computation Boundaries" x="26" y="13" Epsilon="4.9" Mu="1" Sigma="0.05" RoS="-1.0" RoC="1.0" Frequency="10000000"/>
</Windows>
<Computation>
<Domain Iteration="750" NoOfCpu="8" cpuSatir="2" cpuSutun="4"/>
</Computation>
<Configuration>
<Node Sutun="1" Satir="1" up="0" right="3" down="2" left="0"/>
<Node Sutun="1" Satir="2" up="1" right="4" down="0" left="0"/>
<Node Sutun="2" Satir="1" up="0" right="5" down="4" left="1"/>
<Node Sutun="2" Satir="2" up="3" right="6" down="0" left="2"/>
<Node Sutun="3" Satir="1" up="0" right="7" down="6" left="3"/>
<Node Sutun="3" Satir="2" up="5" right="8" down="0" left="4"/>
41
<Node Sutun="4" Satir="1" up="0" right="0" down="8" left="5"/>
<Node Sutun="4" Satir="2" up="7" right="0" down="0" left="6"/>
</Configuration>
<InitialConditions>
<Line x="0"/>
</InitialConditions>
</WaveGuide>
3.3.4 MPICH2 Parallel I/O
The field data must be recorded at each iteration to make a simulation of the
travelling wave. Passing the field data to master processor for recording occupies
the network traffic and causes the computation time to extend significantly. Each
processor may write the data to disc within different files. This reduces the
network traffic but, this time post processing of the field values is needed. There
is an alternative way of doing this in MPICH2. MPICH2 has a parallel disc
processing interface that allows the processors to write or read different portions
of the same file. The program developed for this thesis is using MPICH2 parallel
disc processing functions to give an output to the user.
3.3.5 Visualization Techniques
The visualization tool used in this thesis is OpenDX. OpenDX is an open
source distribution of IBM’s popular visualization tool DX. It is available under
linux, windows and mac/Os environments. Windows distribution of DX requires
X-Window emulator. Hummingbird Exceed is used for X-Window emulation.
OpenDX requires scripts for visualization. DX provides a toolbox and connection
method to make this process easier. The script used for visualization is shown
in Figure 3.5. Conversion between file types, animating sequentially recorded
field values are made using ImageMagick. ImageMagick is a software suite to
create, edit, and compose bitmap images. It can read, convert and write images
in a variety of formats (about 100) including DPX, GIF, JPEG, JPEG-2000,
PDF, PhotoCD, PNG, Postscript, SVG, and TIFF. It can translate, flip, mirror,
rotate, scale, shear and transform images, adjust image colors, apply various
special effects, or draw text, lines, polygons, ellipses and Bezier curves. It is a
command line driven, open source tool that is available under Windows, Linux
and Mac OS environments.
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F¸igure 3.5: OpenDX Visualization Software
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4WAVEGUIDE ANALYSIS USING 2D PARALLEL TLM
ALGORITHM
4.1 Problem Description
Problem setup consists a rectangular waveguide as seen in Figure 4.1.
Waveguide is 26cm long and 12cm wide. It is excited through x=1 line with
a gaussian pulse. The dielectric material has a relative permittivity ²r = 4.9
and conductivity σ = 0.05mhos/m Full wave characteristics of the waveguide is
gathered through this computation.
Different schemes of load balancing is used in our cases. Different load
distributions for the same problem setup is shown in Figure 4.1, Figure 4.2 and
Figure 4.3. These configurations uses only 4 CPU’s. Study is carried up to 8
CPU’s.
4.2 Results and Conclusion
The field distribution in each ∆t× no of iteration is gathered through TLM
process. This field distributions are recorded into the disc and used for animating
the field. An animation of the field distribution can be found on Thesis CD. A
snapshot of the field distribution is shown in Figure 4.4 To inspect the frequency
behaviour of the system, a fourier transform of the field is needed. The node in
(12,12) coordinates is selected as a observation point. discrete fourier transform
of the field is calculated. Discrete fourier transform values of the field values are
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F¸igure 4.1: Configuration 1 - Vertical Load Distribution for 4 CPU’s
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F¸igure 4.2: Configuration 2 - Horizontal Load Distribution for 4 CPU’s
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F¸igure 4.3: Configuration 2 - Horizontal and Vertical Load Distribution for 4
CPU’s
F¸igure 4.4: The Field Distribution in Lossy and Inhomogeneous Waveguide at
t=4.35e-15 s.
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F¸igure 4.5: Z vs Frequency at (12,12)
compared with the analytically calculated values to validate the results. Figure
4.5 shows the Z vs. Frequency.
Solving in parallel environment reduces the computational time dramati-
cally.As mentioned in load balancing section of parallel implementation chapter,
different load balancing configurations give different parallel performance. Dis-
tribution of load in both vertical and horizontal directions slightly reduces the
speed up. Distributing the load by only horizontal and only vertical lines have
the number of neighbour advantage. In horizontal and vertical distribution each
processor have two or three neighbours. The other two configurations have one
or two depending on the position. At vertical configuration the message to be
transferred at each iteration is larger than the horizontal one, thats because it is
slightly slower than the horazontal configuration. As the number of processors
increase, this slight difference between the configurations may become more clear.
Table-4.1 shows the result of different load distribution configurations over
8 processors. The speed up represents the actual performance improvement,
calculated by dividing the time to run the model on a single processor by the run
time for a particular distribution.
Speed up graphic is shown in Figure 4.6.
As you see on the Figure 4.5, there is a certain frequency where the results
of TLM calculation becomes unreliable. The mesh size must be one tenth of
the wavelength of the highest frequency wave that is to be analyzed. Table-4.2
represents the accuracy of the results with respect to the mesh size.
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Table 4.1: Speed Up Table
Number of CPU Configuration Speed Up
1 1x1 1.0
2 2x1 1.8
1x2 1.8
4 2x2 3.5
4x1 3.4
1x4 3.4
8 4x2 4.7
8x1 5.2
1x8 5.4
1 2 3 4 5 6 7 8
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
Numberof CPU
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p
e
e
d
U
p
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Vertical
F¸igure 4.6: Speed Up Graph
Table 4.2: Numerical Error Depending on Mesh Size
Mesh Size |Z| Relative Error
0.064 0.48357 0.040718821
0.032 0.47458 0.021370924
0.008 0.47508 0.022447003
0.005 0.47324 0.018487033
0.004 0.46474 0.000193694
Analytical 0.46465
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5PCB ANALYSIS USING 2D PARALLEL TLM ALGORITHM
All EMI problems begin and end on the Printed Circuit Board. In recent
years, PCBs have become increasingly complex. The use of high density VLSI on
the one hand, combined with the increased processing speed and data rates, have
led to the increased density of the circuits. The use of high speed/high edge rate
digital circuits, along with the need for low power consumption, have contributed
to higher electromagnetic emissions from circuits, on the one hand, and increased
sensitivity of the circuits on the other, leading to Electromagnetic Interference
(EMI) problems.
A special problem is that of Signal Integrity (SI). For the adequate con-
trol of EMI, strict international standards and regulations have been developed
worldwide. These standards require the suppression of electromagnetic emissions
from circuits and systems, and their increased immunity to externally induced in-
terference. The proper design of PCBs is a cost effective approach for the control
of EMI in high-speed circuits.
Generally engineers follow common EMC design rules for PCB design.
EMC measurements are carried out at prototyping phase, then if necessary
changes are carried out to the next prototype. EMC measurements are capa-
ble of measuring the radiated and conducted emissions. Whereas there might be
EMI problems even inside the enclosure itself. Interaction of the components can
not be measured using current measurement methods. One component may ra-
diate electromagnetic fields and these electromagnetic fields may induce current
on heatsinks etc. or distort the wave shapes used in a digital device. Numerical
methods are the only solution to point out this problem.
TLM, Finite Difference Time Domain(FDTD), Finite Element Method(FEM)
are used widely for simulations of EMI at PCB level. Comparison of the TLM
and FDTD predictions indicates that in order to achieve the same accuracy, the
FDTD mesh must be finer than the TLM mesh (per spatial dimension of the
problem). Including the computational costs of the algorithms, the FDTD al-
gorithm requires much more memory, and more computational effort in order to
6.2cm
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1.4cm x 0.2 cm
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Absorbing Boundaries
Victim(20mm,40mm)
F¸igure 5.1: PCB Problem Setup
achieve the same accuracy as the corresponding TLM simulation[33]. FEM cal-
culation is computationally effective if we are interested in results for a reduced
number of frequencies[34]. But its computational cost is much more if we are
interested in wide range of frequencies. Any digital signal source in the device,
radiate electromagnetic fields in a combination of various frequencies. Any of
these frequencies may be the source of the problem. So a wide range of frequency
must be scanned for analysis.
5.1 Problem Description
The PCB structure we have chosen for analysis has two rectangular regions
which act as radiating sources. The dielectric material is FR4(² = 4.2, µ = 1, σ =
0.005). The boundaries which are parallel to x axis are selected as PEC. The
boundaries parallel to y axis are selected as absorbing boundaries. A Gaussian
pulse is injected from the source regions to the system. Figure 5.1 shows the
problem setup.
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F¸igure 5.2: A Snapshot of The Field Distribution
5.2 Results and Conclusion
The iteration of the field is carried out for 628 iterations. The field distribu-
tion of the PCB is recorded at each time step. A snapshot of the field distribution
is shown in Figure 5.2.
Fourier transform of the field values are calculated for every point at the
field. Possible EMI problems in whole frequency region can be observed at every
point using this kind of analysis.Figure 5.3 shows the field distribution for 800
MHz.
This process may be time consuming for large computation regions and
much more iteration numbers. A obsevation point is selected at coordinates
(30, 40). Fourier transform is applied to the field values at this particular point.
This observation point represents the EMI sensitive point in the PCB. This could
be any circuit component which is less immunable to electromagnetic fields. The
result is shown at Figure 5.4.
This figure shows that, if the observation point is EMI sensitive, it is safer
to operate in 250 MHz 750 MHz region. EMI problems may encounter if any
other frequency is chosen other than this range between 0 to 1 GHz.
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F¸igure 5.3: Frequency Behaviour at 800 MHz
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F¸igure 5.4: Fourier Transform of The Field Values at (30, 40)
51
6CONCLUSION
Main purpose of this thesis was development of a TLM solver for EMC
analysis, which will run in a parallel environment. To follow a bottom to top
approach, first a basic 1D diffusion problem is solved with both TLM and using
series methods. The results are compared with analytical method. The result of
the observation show that accuracy is better at the outer boundaries, where we
start the iteration. Its getting worse while we are getting closer to the centre.
This error type is called dispersion error and also investigated in 2D part.
Next step includes the TLM calculations in 2D. The algorithm which was
developed as a part of this thesis is capable of simulation the wave behaviour in
both lossy and inhomogeneous structures. To verify the accuracy of results, a
simple waveguide problem is chosen. Firstly the media is considered lossless and
homogeneous. It is solved with both TLM and analytical methods. Next step
was solving the same problem with lossy and inhomogeneous media. Similarly
analytical results to the problem is gathered using series methods. The results of
two methods are compared.
The comparisons between analytical and TLM calculations show that, af-
ter some region TLM results are close to analytical results but they are unreli-
able.This region starts with ∆ = λ/10. If we assume the ∆ as constant, we cannot
simulate the wave behaviour of the structure correctly after the frequency which
is one tenth the wavelength. To stay in safe region as the λ, the wavelength, gets
smaller for higher frequencies, ∆ must get smaller too.
After these steps the validity of the algorithm is proven and next step is
to speed up the algorithm. Nature of the TLM algorithm shows that it is very
prone to be re-written in a parallel manner. Parallel implementation of TLM is
chosen to speed up the algorithm. The code has been developed using Eclipse
CDT in C++. It is capable of running under HP Cluster machine. The outputs
of the code is in time domain and they are post processed in MATLAB to get
useful information like frequency response etc.
Two different problems are selected to see the accuracy and speed of the
parallel algorithm. One of them is the similar version of the problem solved in
verification of the serial algorithm. The mesh distance(∆) is smaller this time to
have a finer mesh. The comparisons with analytical results show that accuracy
of the algorithm is better with a finer mesh. The speed up of the algorithm is
tested by executing it with 2, 4 and 8 CPU’s. The experiments show that the
scalability of the algorithm is good until eight processors is reached.
Another issue in parallel implementation of the code is the load balancing.
Different load balancing schemes end up with difference performances. Assuming
the hardware configurations are unique, the load is distributed equally on each
processor in statical manner. But even if the loads are equal, differences on per-
formance is observed depending on the geometries of the distributed segments.
It has been observed that selecting the source at intersection of the processors
speeds up computation. Because in this configuration, each processor starts the
computation at the same moment. If one of the processor’s region has no inter-
section with the source region, it has to wait until the waves reach it.
Second problem solved in parallel manner is the PCB structure. Its very
easy to define different problems using XML file, which has to be the input for the
program. The source regions and boundaries are easy to define and simulate with
TLM but the problem is to verify the accuracy of solutions in complex problem
regions.
The TLM method has proved to be very useful and its physical interpre-
tation means that new features can easily be added. More complex and realistic
systems can be analyzed using parallel TLM techniques. Parallel implementation
of 3D TLM algorithm, which will allow us to analyze nearly all of the real world
structures without making any assumptions can be the next step of this work.
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