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We first consider orthonormal bases of RN consisting of dis-
cretized rescaled Walsh functions, where N is a power of two.
Given a vector, the best basis with respect to an additive cost
function is found with an algorithm of order O(N log N). The al-
gorithm operates in the time–frequency plane by constructing a
tiling of minimal cost among all possible tilings with dyadic rect-
angles of area one. Then we discuss generalizations replacing the
Walsh group, which controls the structure of the time–frequency
plane, by other finite abelian groups. The main example here in-
volves the Fast Fourier Transform. c© 1996 Academic Press, Inc.
1. INTRODUCTION
The goal of time–frequency analysis is to decompose
a signal into elementary waveforms, each having a well
defined position, duration, and frequency. For applications
like data compression or noise reduction, the decomposition
should be realized by a fast, stable, and adaptive algorithm.
The recent best basis algorithm of Coifman and Wicker-
hauser [2] achieves this goal by starting from a large li-
brary of orthonormal bases, containing one basis for each
dyadic segmentation of a fixed interval. This interval is the
time axis when the library consists of local trigonometric
bases and it can be thought of as the frequency axis when
the library consists of wavelet packet bases. Given a sig-
nal, the best basis is the one which minimizes an additive
information cost function defined on the set of expansion
coefficients. It can be found by a binary tree search, re-
quiring only O(N) operations for a signal of length N. The
whole algorithm for expanding a signal in the best basis
is of order O(N log N) for the wavelet packet library and
O(N(log N)2) for the local trigonometric library.
Each basis element from these two libraries of bases
can be identified with a rectangle of area one in the time–
frequency plane, such that orthonormal bases correspond
to disjoint coverings, or tilings of this plane. This method
is applied in the software tool [9] to visualize the time–
frequency decomposition of a signal.
From that point of view, the local trigonometric bases
correspond to tilings that can be obtained by first choosing a
dyadic partition of the time axis, thereby dividing the time–
frequency plane into vertical sectors, and then tiling each
sector with rectangles of maximal time width and area one.
For wavelet packet bases, the role of the time and frequency
axes are interchanged.
In the double tree algorithm proposed by Herley et al. [4],
a time segmentation is followed by local frequency segmen-
tations. The elementary waveforms are wavelet packets on
each time interval, constructed as the interval wavelets of
Cohen et al. [1]. The number of bases in the double tree
library is substantially larger than for global wavelet pack-
ets, but there are still many dyadic tilings which do not
correspond to orthonormal bases.
On the other hand, for the special wavelet packets defined
from the Haar filter, any tiling corresponds to an orthonor-
mal basis. These wavelet packets are just rescaled versions
of Walsh functions. The first purpose of this paper is to
present a fast algorithm for selecting the best basis among
all these bases, given a signal and an additive cost func-
tion. Instead of relying on dyadic interval segmentations,
the algorithm will operate directly in the time–frequency
plane.
Of course, since the frequency resolution of Walsh func-
tions is very poor the algorithm should be viewed only as a
first step towards a new class of time–frequency decomposi-
tions, based on a more symmetric treatment of the time and
frequency parameters. A better frequency resolution would
require some nontrivial smoothing procedure.
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Another question that remains open is that of overlap-
ping tiles in the phase plane. These tilings correspond to
nonorthogonal bases. It would be desirable, to have a good
algorithm to represent signals as sums of wave packets
which have overlapping support in the phase plane. For ex-
ample in the setting of rescaled Walsh functions, the second
author has recently shown [7] that one needs in general of
the order K2 log(1/ε) orthogonal wave packets in order to
appproximate a signal, which is a sum of only K overlap-
ping wave packets, up to a relative error of ε.
The fast algorithm for selecting the best basis as de-
scribed in the first part of this paper applies to more general
bases than just the one consisting of Walsh functions. Those
bases are described by successively applying unitary trans-
formations on pairs of basis vectors. However in the case of
Walsh functions there is a global understanding of the basis
vectors which comes from the fact that the Walsh functions
are characters of a group.
In the second part of this paper we specialize to this point
of view and introduce libraries of bases attached to other
groups, for which there is an analogue algorithm to pick
the minimal cost basis. The basis elements in these libraries
correspond to subsets of the phase plane that are no longer
rectangles, but spread out over the plane. Therefore they
are not localized in time and frequency in the usual sense,
so we call them algebraically localized.
However, for the case of a finite cyclic group, the basis
elements have a very natural meaning, they are implicitly
used in the Fast Fourier Transform. That means in the inter-
mediate steps of the Fast Fourier Transform one calculates
the expansions of the signal into all bases of the library. Es-
pecially the pure frequency basis is contained in the library.
Generally the basis elements are localized both in time and
frequency at sampling points with certain sampling rates.
Rather than trying to formulate the algorithm of this pa-
per in most generality, we decided to present it for the cases
we find most important and interesting. That is for Walsh
functions, here the algorithm was discovered by the second
author, and for bases attached to finite groups, this appli-
cation was pointed out by the first author. The library of
orthonormal bases of rescaled Walsh functions is defined in
Section 2 and the selection algorithm is described in Section
3. To illustrate the algorithm, a small numerical example is
worked out in Section 4. The algebraic point of view is de-
veloped in Section 5, and illustrated by an example related
to the Fast Fourier Transform in Section 6.
During the process of submitting this paper, the authors
have learned that the fast algorithm has been independently
discovered by Herley et al. [5].
2. WALSH TILINGS
Let W0(t) = 1 for 0 à t < 1 and zero elsewhere, and
define W1, W2, . . . recursively by
W2n(t) = Wn(2t) + (−1)nWn(2t − 1),
W2n+1(t) = Wn(2t) − (−1)nWn(2t − 1). (2.1)
Then fWng1n=0 is the Walsh system in sequency order, as
constructed in [8]. It is an orthonormal basis for L2(0, 1) and
each basis function is piecewise equal to either 1 or −1 on
[0, 1[. The number of sign changes for Wn on this interval is
equal to n as it can easily be seen by induction from (2.1).
Therefore, we will think of n as a frequency parameter,
although the actual frequency localization is very poor. The
natural (Paley) ordering is obtained by omitting the factors
(−1)n in (2.1).
We will build bases consisting of rescaled versions of the
Walsh functions. Considering S = [0, 1[[0, 1[ as a time–
frequency plane, we will define a dyadic rectangle to be
a rectangle with dyadic sides, that is, a subset of S of the
form
I  ω = [2−jk, 2−j(k + 1)[[2j0n, 2j0 (n + 1)[,
where j, j0, n, k are nonnegative integers and k < 2j. Let P
be the collection of dyadic rectangles of area one, (j = j0).
These special rectangles will be called tiles. To each tile
p 2 P we assign the corresponding rescaled Walsh function
wp(t) = 2j/2Wn(2jt − k). (2.2)
Thus wp is supported on I where it has n sign changes.
It is therefore natural to think of p as a Heisenberg box
with time interval I and frequency interval ω. We will see
that disjoint tiles lead to orthogonal functions ωp. For the
moment, just observe that this is true for tiles with disjoint
time intervals.
A dyadic rectangle of area two in S can either be split
in a left and a right tile fl, rg or in a lower and upper tile
fd, ug. All orthogonality properties of rescaled Walsh func-
tions can then be derived from the following simple obser-
vation.
Lemma 1. Assume T = I  ω be a dyadic rectangle
of area two. Dene the four tiles fl, r, d, ug  P by T =
l
⋃
r = d
⋃
u, ω(l) = ω(r), and I(d) = I(u). Then fwl, wrg
and fwd, wug are orthonormal bases of the same subspace
of L2(0, 1).
Proof. We can assume that
I  ω = [2−jk, 2−j(k + 1)[[2j+1n, 2j+1(n + 1)[
so that I(l) = [2−j−1(2k), 2−j−1(2k + 1)[, I(r) = [2−j−1(2k
+ 1), 2−j−1(2k + 2)[, ω(d) = [2j(2n), 2j(2n + 1)[, and ω(u)
= [2j(2n + 1), 2j(2n + 2)[. From (2.1) it follows that
2j/2W2n(2jt − k) = 2j/2Wn(2j+1t − 2k)
+ (−1)n2j/2Wn(2j+1t − 2k − 1),
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2j/2W2n+1(2jt − k) = 2j/2Wn(2j+1t − 2k)
− (−1)n2j/2Wn(2j+1t − 2k − 1).
Therefore, by (2.2),
(
wd
wu
)
=
1p
2
(
1 (−1)n
1 −(−1)n
) (
wl
wr
)
(2.3)
showing that fwd, wug is obtained from fwl, wrg by an or-
thogonal transformation.
Remark 2.2. The matrix in (2.3) could actually be re-
placed by any unitary matrix, even depending on the dyadic
rectangle T. The algorithm of Section 3 would still work.
In fact, Lemma 2.1 can be seen as a definition of the kind
of libraries of orthonormal bases for which Algorithm 3.3
can be used directly. Obvious variations are possible like
changing from dyadic to triadic rectangles, (letting the ma-
trix in (2.3) be of size 3  3), or starting from another basis
for RN than the standard basis which we use in Section
3. Bases that have multiplicative structures like the Walsh
functions are discussed in Section 5.
The next result is obtained by induction from Lemma
2.1. It states that dyadic rectangles can be identified with
subspaces of L2(0, 1).
Corollary 2.3. Let T = I  ω be a dyadic rectangle
of area jTj = jIjjωj á 1, and assume that B and B0 are
two collections of tiles, both dening disjoint coverings of
T. Then fwpjp 2 Bg and fwpjp 2 B0g are orthonormal
bases of the same subspace of L2(0, 1).
Proof. Put V = spanfwpjp 2 Bg and L0 = maxfI(p)j
p 2 Bg. Then the set of tiles in B with jI(p)j = L0 consists
of pairs of the form fd, ug as in Lemma 2.1. An application
of this lemma to all those pairs changes B to a collection
B1 with maximal time interval length L1 = L0/2 and such
that the rescaled Walsh functions corresponding to B1 also
define an orthonormal basis of V.
We can repeat this process until all tiles have time inter-
vals of length 1/jωj. This condition is only satisfied by one
tiling L  P of T. Therefore the same modification of B0
must also lead to L. Hence fwpjp 2 Bg, fwpjp 2 B0g, and
fwpjp 2 Lg are orthonormal bases of the same subspace
of L2(0, 1).
Corollary 2.4. The functions wp and wq are orthogo-
nal if and only if the tiles p and q are disjoint.
Proof. Assume p and q are disjoint tiles. If they have
disjoint time intervals I(p)
⋂
I(q) = ; then wp and wq are
trivially orthogonal. If I(p) and I(q) are not disjoint one of
the intervals must be contained in the other, because they
are dyadic. Let us assume that I(p)  I(q), and let ω be a
dyadic frequency interval such that ω(p), ω(q)  ω. Then it
is not hard to construct a tiling of T = I(q)  ω containing
the tiles p and q. Therefore, by Corollary 2.3, wp and wq
are different members of an orthonormal set.
Conversely, suppose q intersects p. We can assume that
I(p)  I(q) and hence w(q)  ω(p). The rectangle I(q) 
ω(p) can now be covered by disjoint tiles congruent with
p or by disjoint tiles congruent with q. By Corollary 2.3
the two corresponding sets of rescaled Walsh functions are
orthonormal bases for the same subspace V of L2(0, 1), and
we see that V contains both wp and wq. Expanding wq in
the basis defined from tiles congruent with p it follows that
wq ? wp implies wq = 0 on I(p), contradicting the fact that
the support of wq is all of I(q).
The above results about finite systems of rescaled Walsh
functions are sufficient for understanding the best basis al-
gorithm of Section 3, and the next theorem concerning in-
finite systems is only included for aesthetic reasons. Note
that Theorem 2.5 contains the Haar and Walsh bases as
special cases.
Theorem 2.5. A collection fwpjp 2 Bg is an orthonor-
mal basis of L2(0, 1) if and only if B  P is a disjoint
covering of S except for a set of measure zero.
Proof. 1. Let us first note that the complement of the
union of a pairwise disjoint set of tiles B  P is a disjoint
union of tiles and a set of the form E[0, 1[. To see this, let
S0 =
⋃ B and pick a point in the complement (t, ξ) 2 SnS0.
Now either (ftg  [0, 1[) ⋂ S0 = ; or there is a largest
dyadic frequency interval ω(ξ)  [0, 1[ containing ξ and
such that (ftg  ω(ξ)) ⋂ S0 = ;. In the last case, consider
the tile q = I(t)ω(ξ) where I(t) is the dyadic time interval
of length jω(ξ)j−1 containing t. Let ω0(ξ) be the neighbor
of ω(ξ) in the sense that the union of these two intervals
is dyadic. By construction, we know that the line segment
ftg  ω0(ξ) must be intersected by some tile p 2 B, and we
see that this tile must have I(p)  I(t). Now it is clear that
any tile intersecting q must intersect either p or ftg  ω(ξ).
In particular, such a tile cannot belong to B.
If B is maximal, in the sense that all tiles intersect a tile
in B, we have therefore SnS0 = E  [0, 1[. Otherwise the
claimed decomposition is obtained by first completing B to
be maximal, using Zorn’s lemma.
2. Let B  P be a disjoint covering of S n A, where
jAj = 0. Since tiles have area one B must be countable and
we know that A = E [0, 1[ from point 1 above. It is clear
from Corollary 2.4 that fwpjp 2 Bg is an orthonormal set.
We need to show that this set is complete in L2(0, 1).
For each J = 0, 1, . . . let ωJ be the frequency interval
f0, . . . , 2J − 1g and define the subcollection
BJ = fp 2 Bjω(p)  ωJg.
The corresponding finite dimensional subspace of L2(0, 1)
is VJ = spanfwpjp 2 BJg. We now proceed as in the proof
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of Corollary 2.3 to obtain a collection of tiles B0J all having
time intervals of length 2−J and such that the fwpjp 2 B0Jg
also span VJ. Moreover, if EJ is the complement of the
union of intervals fI(p)jp 2 B0Jg, then we conclude that
VJ is simply the space of functions piecewise constant on
dyadic intervals of length 2−J and vanishing on EJ.
By construction, SJ =
⋃ BJ is an increasing sequence of
subsets of S such that
⋃
J SJ = Sn (E [0, 1[). This implies
that EJ is a decreasing sequence of subsets of [0, 1[ with⋂
J EJ = E. In particular, limJ jEJj = jEj = 0. Let ϕ be
a function piecewise constant on dyadic subintervals of [0,
1[ of length 2−m. Then the projection ϕJ of ϕ on VJ is just
the restriction of ϕ to [0, 1[nEJ, provided J á m. Hence
ϕJ ! ϕ for J ! 1 in L2(0, 1). The density of functions
like ϕ therefore implies that fwpjp 2 Bg is complete in
L2(0, 1).
3. Conversely, assume fwpjp 2 Bg is an orthonormal
basis of L2(0, 1). By Corollary 2.4, B must be a pairwise
disjoint set of tiles. By 1 above, the complement of S0 =⋃ B in S is the disjoint union of tiles and a set of the form
E [0, 1[. If there is a tile q 2 SnS0, then wq is orthogonal
to all wp, p 2 B, contradicting the completeness of the
basis. Therefore S n S0 = E  [0, 1[. Because of the simple
support properties of Walsh tiles, the characteristic function
of E is orthogonal to all wp, p 2 B. By completeness, this
function must be zero almost everywhere, hence jEj = 0.
3. BEST BASIS ALGORITHM
Let N = 2j for some nonnegative integer j. We can iden-
tify RN with the closed subspace Vj of L2(0, 1) spanned by
fwpjp 2 Bjg, where Bj consists of the tiles [k/N, (k +
1)/N[[0, N[, k = 0, 1, . . . , N − 1. In other words, Vj is the
space of functions piecewise constant on dyadic intervals
of length 2−j, and we identify RN with the subset Sj =
[0, 1[[0, N[ of the time–frequency plane S = [0, 1[[0, 1[.
It is clear from the results of Section 2 that any disjoint cov-
ering B  P of Sj corresponds to an orthonormal basis of
Vj, and therefore of RN.
The above identification is equivalent to associating the
function
f(t) =
N−1∑
k=0
xk
p
NW0(Nt − k) (3.1)
to the given vector x 2 RN. For each tiling B of Sj, Corol-
lary 2.3 implies that we also have
f =
∑
p2B
hf, wpiwp.
This gives a large number of bases to choose from, and we
will use an additive cost function as in [2] to compare these
bases.
Definition 3.1. A map H from the set of nite pairwise
disjoint collections of tiles, B  P and vectors v = (vp)p2B
to R is called an additive cost function if for all such pairs
(v, B)
H(v, B) =
∑
p2B
H(vp, fpg).
(In fact, this is a slight generalization of the measure
from [2].) Typically H(v, fpg) = h(v) and standard choices
are h(v) = −v2 log v2 or h(v) = jvjp with p < 2. The idea
is that an additive cost function should be small when the
energy of the vector (vp) is concentrated in few elements.
The cost of expanding f 2 Vj in the basis induced by B
is then
H((hf, wpi)p2B, B) =
∑
p2B
H(hf, wpi, p). (3.2)
We are looking for a tiling B of Sj that minimizes (3.2). The
corresponding basis of RN is then a “best” basis relative to
the vector x and the additive cost function H.
Once the vector x is fixed, all tiles p 2 P with p 
Sj have a fixed cost c(p) = H(hf, wpi, p). There are (j +
1)N such tiles, and the problem above is equivalent to the
problem of tiling Sj in the cheapest possible way. The fast
algorithm for finding such a minimizing tiling relies on the
next lemma which reduces the problem to four problems of
half size.
Lemma 3.2. Let T  S by a dyadic rectangle of area
greater or equal to two, with left half L, right half R, lower
half D, and upper half U. Assume each tile p  T has the
cost c(p). Dene
mT = min
∑
p2B
c(p)jB  P is a disjoint covering of T
 ,
and similarly mL, mR, mD, mU. Then
mT = minfmL + mR, mD + mUg.
Proof. Let B be any tiling of T = I  ω. If a tile p 2 B
intersects both L and R, then I(p) = I and if it intersects
both D and U then ω(p) = ω. Hence B cannot have both
types of intersecting tiles since these would intersect each
other. Either each p 2 B is contained in one of the halves
L or R or each p 2 B is contained in one of the halves D
or U.
The union of a tiling of L and a tiling of R is a tiling
of T, so mT à mL + mR holds. With the same argument
we get that mT à mD + mU. On the other hand, if B is a
minimizing tiling of T, we have just seen above that B is
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the disjoint union of two tilings, either of L and R or of D
and U. Therefore either mT á mL+mR or mT á mD+mU.
Repeated use of Lemma 3.2 starting with T = Sj gives
a recursive procedure for finding a minimizing tiling of Sj
in j steps. The actual algorithm will work in the opposite
direction.
Algorithm 3.3.
(1) Compute the cost c(p) of all tiles contained in Sj, and
put A(p) = fpg.
(2) For l = 1, 2, . . . , j;
Consider the dyadic rectangles P  Sj of area 2l−1
as tiles with costs c(P). For each dyadic rectangle
P0  Sj of area 2l, nd a minimizing tiling of P0 with
the rectangles of area 2l−1. There are two possibilities.
Then mark each rectangle P0 with the resulting cost
c(P0), and put A(P0) = A(P1)
⋃
A(P2) where P1 and P2
are the chosen rectangles of area 2l−1. By Lemma 3.2,
A(P0) is now a minimizing tiling of P0.
(3) Finally A(Sj) is a minimizing tiling of Sj with the
minimal cost c(Sj).
There are (j − l + 1)2j−1 dyadic subrectangles of Sj with
area 2l, so the lth step of the iteration involves (j−l+1)2j−l
times two additions and one comparison. This gives a total
of
3
j∑
l=1
(j − l + 1)2j−1 = 3
j∑
ν=1
ν2ν−1 = 3(1 + (j − 1)2j)
operations. That is, the search for the best basis takes less
than 3N log2 N operations.
Finding the coefficients hf, wpi for all (j + 1)2j tiles
p  Sj can be done by using Lemma 2.1 in j steps of
N multiplications and additions. Going backwards from the
chosen tiles, the same number of operations will reconstruct
the vector x 2 RN. Thus the whole process of represent-
ing x with the best among all rescaled Walsh bases takes
O(N log N) operations.
The number aj of such bases for RN can be found re-
cursively from the argument in the proof of Lemma 3.2.
Indeed, aj is equal to the number of tilings of a dyadic
rectangle T of area 2j with dyadic tiles of area one. Each
such tiling can be split in two subtilings horizontally or ver-
tically. There are a2j−1 of each of those split tilings, giving
2a2j−1 possibilities for the tilings of T, except for the fact
that we counted the doubly split tilings twice. There are
a4j−2 such tilings, hence
a0 = 1, a1 = 2,
aj = 2a
2
j−1 − a4j−2, j á 2.
The corresponding recursion for the number bn of wavelet
packet bases is [2]
b0 = 1,
bj = b
2
j−1 + 1, j á 1.
In the double tree algorithm of [4] the bases are obtained by
a dyadic time segmentation followed by dyadic frequency
segmentation. The number dj of such bases is given by
d0 = 1,
dj = d
2
j−1 + bj − bj−1, j á 1.
For j = 0, 1, 2 we have dj = aj but there are 12 Walsh
tiling bases of R8 that can not be obtained by the double
tree algorithm. All three numbers of bases grow exponen-
tially with N, and asymptotic estimates can be found by
comparison with the recursion zj+1 = µz
2
j , which has the
solution zj = µ−1[(µzm)2
−m
]2
j
for j á m. For instance, we
can define µj = aj+1/a
2
j , and observe that µ0 = 2 and
µj+1 = 2 − µ−1j , so that µj & µ = (1 +
p
5)/2 for j ! 1.
Therefore µ−1[(µam)2
−m
]2
j
à aj à µ−1m [(µmam)2
−m
]2
j
for
j á m. Using similar techniques for bj and dj we find
that for j á 4,
0.618(1.84)2
j
à aj à 0.618(1.85)2
j
(1.50)2
j
à bj à (1.51)2
j
(1.71)2
j
à dj à (1.72)2
j
 .
For example, there are approximately 10181 wavelet packet
bases, 10240 double tree bases, and 10272 Walsh tiling bases
for R1024.
4. AN EXAMPLE
The algorithm of Section 3 is easiest to understand graph-
ically. Therefore we will consider a small numerical exam-
ple in some detail.
Consider the vector x = (3, 1, 2, 2, 3, 1, 1, 3) 2 R8. For
j = 3, the time–frequency plane is S3 = [0, 1[[0, 8[, and
for figures we will scale the frequency axis to get a square.
The collection of all 32 tiles p  S3 and the correspond-
ing coefficients hf, wpi are placed on four copies of S3 in
the top row of squares of Fig. 1.
The first of these four squares contains just the elements
of the vector x, and describes the initial expansion (3.1).
In the next square, the eight new expansion coefficients are
obtained from Lemma 2.1, more specifically (2.3). Up to a
factor
p
2 the numbers are just sums and differences of the
elements of x. The remaining two squares in the first row
are filled with coefficients hf, wpi obtained by successive
use of (2.3). In fact, this is just the usual iterated filter bank
operations giving the wavelet packet expansion (in sequency
order) of x.
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FIG. 1. Graphical representation of Algorithm 3.3 for a signal of
length 8. The cost function is equal to the sum of absolute values of
the expansion coefficients. The top row of squares contains all tiles and
coefficients. The bottom square represents the best basis expansion.
To make calculations simple, we use the cost function
based on h(v) = jvj. This means that the cost of a tile p is
simply the absolute value of the corresponding coefficient
c(p) = jhf, wpij. This makes step (1) of Algorithm 3.3 par-
ticularly easy.
The next step, l = 1, is to consider the twelve dyadic
subrectangles of S3 of area 2. These are delimited by solid
lines in the second row of squares of Fig. 1. Each of these
rectangles can be covered in two ways by tiles from the first
row of squares. We mark each rectangle with the cost of
the cheapest tiling and indicate the addresses of the chosen
tiles by a dashed line. For example, the very first rectangle
can be covered by time neighbors with cost 3 + 1 = 4 or
frequency neighbors with cost
p
2 + 2
p
2 = 3
p
2. The first
choice is cheapest. If the costs of two coverings are the
same, we choose time neighbors.
We continue the process with the four dyadic subrectan-
gles of S3 of area four on the third row of squares, l = 2.
The dashed lines delimit the minimizing tilings. For exam-
ple, the first rectangle can be covered with dyadic rectangles
of area two from the row above in two ways. Time neigh-
bors with cost 4 + 2
p
2 or frequency neighbors with cost
4 +
p
2. The first choice is cheapest, so the corresponding
tiling and cost is carried over to the first rectangle of the
row l = 2.
Finally, since 4 +
p
2 + 6 > 4
p
2 + 2 +
p
2 the tiling of
the right square of the row l = 2 is a minimizing tiling of
S3, so we transfer this tiling to the bottom square, l = 3, of
Fig. 1. The tiles are marked with the corresponding expan-
sion coefficients taken from the top row of squares. There
are only three nonzero coefficients so the algorithm has in-
deed concentrated the energy of the signal x. Observe that
the resulting tiling can neither be obtained by the wavelet
packet algorithm nor by the double tree algorithm, where a
time segmentation is followed by a frequency segmentation.
In the present situation, both of these algorithms lead to a
best basis with the higher cost 1 + 6
p
2 and four nonzero
coefficients in the resulting representation of x.
5. ALGEBRAIC TIME–FREQUENCY LOCALIZATION
In order to motivate the definition below, we now view
the interval [0, 1] as an image of the group G of all se-
quences of zeroes and ones with binary addition as group
multiplication. Each sequence is mapped to its binary num-
ber. Then the intervals [0, 2−k] are images of subgroups of
G, and an arbitrary dyadic interval is an image of a coset
of such a subgroup.
The dual group of G becomes the set of Walsh functions
on [0, 1] with pointwise multiplication as group operation. If
we consider as above the sequency order of the Walsh func-
tions, then W0, . . . , W2k−1 form a subgroup, and the Walsh
functions of each dyadic interval of integers form a coset
of such a subgroup. The same would be true if we chose
the natural Paley order.
Hence a dyadic rectangle is a cartesian product of a coset
in G with a coset in Gˆ. We take this property as our new
definition of phase space cells, and call this point of view
algebraic time–frequency localization. For simplicity we re-
strict ourselves to finite groups.
Let G be a finite abelian group and Gˆ = Hom[G, T] be
its dual group consisting of the characters of G. Both are
naturally subsets of the group algebra C(G), and with the
usual invariant scalar product on the group algebra both are
orthogonal bases. We call them time and frequency basis.
The linear span of a subset S of the group algebra will be
denoted by span(S).
Definition 5.1. Consider subgroups H  G and X 
Gˆ, elements t 2 G and ξ 2 Gˆ, and the corresponding cosets
Ht and Xξ. Then the cartesian product
Ht  Xξ
is called a phase space cell. Its corresponding vectorspace
is
VHtXξ = span(Ht)
⋂
span(Xξ).
The following theorem relates the area of a phase space cell
to the dimension of the corresponding vectorspace. There-
fore it resembles the Heisenberg uncertainty principle.
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The Annihilator Ann(H) of a subgroup H  G is the set
of all characters of G that are identically 1 on H. As usual
jGj denotes the order of G.
Theorem 5.2. Consider the data of Denition 5.1. If
Ann(H) = X, then the phase space cell is one dimensional
and spanned by the unit vector
1√jHj ∑t02Ht ξ(t0)t0 = ξ(t)√jGjj Ann(H)j
∑
ξ02Ann(H)ξ
ξ0(t)ξ0.
If Ann(H)  X, then
dim(VHtXξ) = jHtjjXξj/jGj,
and nally if Ann(H) / X, then VHtXξ = f0g.
We call the number jHtjjXξj/jGj the normalized area of
the phase space cell Ht  Xξ. Observe that the conditions
in Theorem 5.2 are actually symmetric in X and H, if we
use Pontryagin duality to identify Ann(X) with a subgroup
of G.
Proof of Theorem 5.2. For the first part of the theorem,
observe that both vectors for which equality is claimed are
unit vectors, and that once the equality is shown, it follows
immediately that the vector is contained in the phase space
cell. We calculate the scalar product of both sides using the
formula jHjj Ann(H)j = jGj, which follows from well-
known facts about finite abelian groups (see [3, 6]).〈
1√jHj ∑t02Ht ξ(t0)t0, ξ(t)√jGjj Ann(H)
∑
ξ02Ann(H)ξ
ξ0(t)ξ0
〉
=
1√jGjjHjj Ann(H)j ∑t02Ht,ξ02Ann(H)ξ ξ(t0)ξ(t)ξ0(t)ξ0(t0)
=
1
jGj
∑
t"2H,ξ"2Ann(H)
ξ"(t") = 1.
The scalar product of the two unit vectors is one, hence
equality holds.
That this vector spans the phase space cell will follow
from the second statement of Theorem 5.2, which we prove
by a counting argument. First observe that the correspond-
ing vectorspaces of two disjoint phase space cells are or-
thogonal because of the two cells have disjoint support ei-
ther in time or in frequency, and both the time basis and the
frequency basis are orthogonal. Assume Ann(H)  X. The
coset Xξ is the disjoint union of as many as jX/ Ann(H)j =
jXjjHj/jGj cosets of Ann(H), each giving rise to an at least
one dimensional subspace of the corresponding vectorspace
of HtXξ, which therefore itself has at least the dimension
claimed in the theorem. There are jGj/jHj cosets of H and
jGj/jXj cosets of X in G, hence there are jGj2/(jHjjXj)
combinations of such cosets, giving the same number of
mutually orthogonal vectorspaces. As the dimension of the
group algebra is jGj, it follows that the lower bound on the
dimension of each of these vectorspaces, that was found
above, is the exact dimension.
Finally assume that Ann(H) / X, and pick a character
in Ann(H) n X. Considering its natural action on the group
algebra, it acts as a scalar on span(Ht), but the only vector
in span(Xξ) on which it acts as a scalar is the zero vector.
Hence the intersection of both spaces is the zero vector
only.
From now on we will only consider phase space cells
which satisfy the condition of Theorem 5.2 so as to repre-
sent a nontrivial vectorspace. We have the following ana-
logue of Corollary 2.3.
Corollary 5.3. Let a phase space cell p be the disjoint
union of phase space cells pj, j 2 J, each having normal-
ized area one. Then picking a unit vector out of each of the
one dimensional vector spaces Vpj gives an orthonormal
basis of Vp.
Proof. Comparison of the areas shows by Theorem 5.2,
that we have the right number of unit vectors. That they are
orthogonal has been shown in the proof of Theorem 5.2.
From Corollary 5.3 we get a whole library of orthonor-
mal bases of the group algebra to choose from, namely one
for each partition of G  Gˆ into phase space cells of nor-
malized area one. To get a fast algorithm as before we have
to restrict ourselves to a sublibrary. For that we fix a chain
of subgroups
G0 = (0)  G1      Gk      Gn = G
of G. An admissible tile with respect to this chain is a phase
space cell Gkt  Ann(Gk)ξ with Gk contained in the chain.
Observe that such a tile has normalized area one. A tiling of
a phase space cell is a partition of the latter into admissible
tiles. We then have the analogue of Lemma 3.2:
Lemma 5.4. With the notation above, consider a phase
space cell CD of normalized area greater than one, where
C is a coset of Gk and D is a coset of Ann(Gl). Then a tiling
of this phase space cell is either the disjoint union of tilings
of the jGkj/jGk−1j phase space cells Cj  D, where the Cj
denote the dierent cosets of Gk−1 in C, or it is the disjoint
union of tilings of the jAnn(Gl)j/jAnn(Gl+1)j phase space
cells C  Dj, where the Dj denote the dierent cosets of
Ann(Gl+1) inside D.
Proof. If the tiling fails to split into tilings in the first
way, then necessarily for one tile C0  D0 of this tiling the
first coset C0 is not contained in any of the cosets of Gk+1
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inside C, which implies that C0 = C. Assuming that the
tiling does not split in the second way neither, we similarly
find a tile C"  D in the tiling of C  D. But then those two
tiles have nonempty intersection, a contradiction.
This lemma gives a recursive control over the bases of a
phase space cell, which gives a fast algorithm to pick the
optimal basis with respect to an additive cost function as
before in the Walsh case.
6. AN EXAMPLE RELATED TO THE FFT
For numerical treatment of the Fourier transform, for ex-
ample on the circle, one discretizes the latter to a finite
cyclic group. This, besides the Walsh group, provides the
main example for the results of Section 5. Indeed, when do-
ing the Fast Fourier Transform, one implicitly makes use
of phase space cells.
As an example we discuss the cyclic group G of order
eight. It is represented by the residues f0, 1, 2, 3, 4, 5, 6, 7g
modulo 8. By G0, G1, and G2 we denote the subgroups f0g,
f0, 4g, and f0, 2, 4, 6g, and we also write G = G3. These are
all subgroups of G, and as for any cyclic group they form
a chain, so that the fast algorithm works for the collection
of all phase space cells.
The characters of the group G are of the form
ξn(t) = eipint/4,
FIG. 2. Phase space cells for the cyclic group of order 8.
with n an integer. In fact such a character depends only on
the residue of n modulo eight, hence we can identify the
dual group also with f0, 1, 2, 3, 4, 5, 6, 7g. It is clear that the
Annihilator of Gk is G3−k.
In Fig. 2 each square represents the phase plane with co-
ordinates as shown for the square in the bottom row. Inside
each square (k, l) the black area shows the phase space cell
Gk  Gl. The dark gray and the light gray areas, which are
obtained from the black areas just by translations, show
phase space cells of cosets of the same subgroups.
One can see from Fig. 2 how a black phase space cell
Gk Gl splits into cells of smaller dimension: it is the union
of the light gray cell and the black cell in the square (k−1, l),
and at the same time it is the union of the dark gray cell
and the black cell in (k, l − 1).
That each cell of normalized area greater than one is
a union of exactly two smaller cells is certainly a special
property of our situation, which can be achieved only for
groups having a power of two as order. It implies that all
calculations for the fast algorithm have the same complexity
as in the Walsh case.
For each pair (k, l) the phase plane can be partitioned
into phase space cells that are products of a coset of Gk
with a coset of Gl. This means that for each square in the
top row of Fig. 2 we obtain an orthonormal basis of the
group algebra by picking a unit vector out of each of the
one dimensional cells. These special bases are called homo-
geneous. Assume that we are given a signal in time basis,
that is the basis corresponding to the square (0, 3). To calcu-
late the coefficients of the basis corresponding to the square
(1, 2), we use that each phase space cell in this square is
contained in a phase space cell of the square (1, 3), which
itself is spanned by two phase space cells of the square
(0, 3). Hence each coefficient of square (1, 2) is the linear
combination of two coefficients of the square (0, 3). The ex-
plicit form of the linear combination can be deduced from
the formula in Theorem 5.2.
Continuing this way, we can successively calculate all
coefficients in the upper row. In order to get the signal in
frequency basis, we have to calculate 24 linear combina-
tions. This algorithm for calculating the Fourier Transform
is called the Fast Fourier Transform. Observe that in gen-
eral for a group of order 2n we need to calculate n2n linear
combinations.
The algorithm for selecting the best basis now goes along
the same lines as in the example in Section 4: Given an ad-
ditive cost function, we first select the optimal basis out of
the two choices for each of the two dimensional phase space
cells in the second row. Then we successively continue with
the other rows, until we obtain the optimal basis for the last
square, which represents the whole group algebra. For each
phase space cell we have to compare only two bases.
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