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FUNCTIONS OF CONSTANT GEODESIC X-RAY TRANSFORM
JOONAS ILMAVIRTA AND GABRIEL P. PATERNAIN
Abstract. We show that the existence of a function in L1 with constant
geodesic X-ray transform imposes geometrical restrictions on the manifold.
The boundary of the manifold has to be umbilical and in the case of a strictly
convex Euclidean domain, it must be a ball. Functions with constant geodesic
X-ray transform always exist on manifolds with rotational symmetry.
1. Introduction
We study functions whose integral is 1 over every maximal geodesic on a simple
Riemannian manifold. A compact manifold is called simple if it is simply connected,
there are no conjugate points, and the boundary is strictly convex. It turns out
that the existence of such a function severely restricts the geometry of the manifold.
The boundary has to be umbilical and a Euclidean domain with such a function
is necessarily a ball. Such functions do exist on Euclidean balls and spherically
symmetric manifolds satisfying the Herglotz condition. It may well be that this
short list of examples is exhaustive.
Existing range characterizations (such as [11]) concern functions that are smooth
up to the boundary. In our setting the integral over every geodesic is a non-zero
constant and geodesics get shorter near the boundary, and therefore the function in
question must blow up at the boundary. Indeed, it follows from [10, Theorem 2.2]
and injectivity of the geodesic X-ray transform I on simple manifolds (see e.g. the
review [7]) that if M is simple and f ∈ L1(M) is such that I∗If ∈ C∞(M), then
(1) f(x) = d(x, ∂M)−1/2w(x)
in a neighborhood of the boundary, where w ∈ C∞(M). Therefore such a function f
is in L1 but not in Lp for any p ≥ 2. Throughout the paper C∞(M) refers to the
space of functions that are smooth up to the boundary of the manifold M . When
f ∈ L1(M), the notation If ≡ 1 means that the integral is one over almost all
geodesics, and similarly for I∗I. (The adjoint I∗ is defined using a natural L2 inner
product at the boundary.)
We have three main results. We state them below and prove them in the sub-
sequent sections. The first one is a boundary determination result for functions of
constant X-ray transform. The boundary determination concerns both the values
of the function near the boundary (in a rescaled sense due to the blowup) and the
shape of the boundary itself.
We recall that a boundary point is called umbilical if the second fundamental
form is conformal to the first fundamental form. That is, the second fundamen-
tal form only depends on the magnitude, not direction, of a tangent vector of
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the boundary. When we say that the boundary is umbilical, we mean that every
boundary point is an umbilical one but the conformal factor need not be constant.
Theorem 1 (Proven in section 2). Let M be a simple Riemannian manifold of
dimension n ≥ 2. Suppose f ∈ L1(M) integrates to 1 over almost all maximal
geodesics. Then the boundary is umbilical.
Moreover, f is of the form f(x) = d(x, ∂M)−1/2w(x) near the boundary with
w ∈ C∞(M) satisfying
(2) w(x) =
√
II(x)
2pi2
for all x ∈ ∂M , where the second fundamental form is regarded as a scalar function.
If the function f is assumed to be of the form (1) for a continuous w, then the
conclusion holds locally at any strictly convex boundary point, using only short
geodesic near that point. In the proof of theorem 1 integrals over long geodesics
are only used to show that f has to have the specific form near the boundary.
If dim(M) = 2, then the boundary is always umbilical. Therefore theorem 1
does not constrain the geometry of a simple surface, but it still gives a boundary
determination result for the function f .
Our second result is a characterization of all Euclidean domains having a function
of constant X-ray transform.
Theorem 2 (Proven in section 3). If Ω ⊂ Rn, n ≥ 2, is a smooth, bounded, and
strictly convex domain, then the following are equivalent:
(1) There exists a function f ∈ L1(Ω) so that integral of f over almost every
line meeting Ω is 1.
(2) The domain Ω is a ball.
Moreover, the function f is unique when it exists.
In fact, uniqueness holds on any simple manifold, as follows from the mapping
properties of the normal operator. If If is constant, so is I∗If , and by bijectivity
of I∗I exactly one function maps into a given constant function.
A stronger version of theorem 2 is given in theorem 11. The conclusion is the
same but If(γ) = 1 is only required for short γ.
The existence of such functions in the ball (see equation (32)) leads to a non-
uniqueness phenomenon in all Euclidean domains. By extending the function from
a ball by zero we obtain a function whose X-ray transform obtains two values, and
linear combinations of such functions produce functions whose X-ray transform is
piecewise constant. In quantum mechanical contexts, where the X-ray transform I
appears in expressions of the form exp(−iIf) (see e.g. [6]), functions whose X-ray
transform takes values in 2piZ are transparent.
We expect that theorem 2 holds for the Radon transform as well, with a similar
proof using integral moments. With a slicing argument as the one used for theo-
rem 11, one should be able to generalize the result further to any d-plane Radon
transform. It was indeed recently verified [4] that if the Radon transform depends
only on the distance of the hyperplane to the nearest parallel hyperplane tangent
to the boundary, then the domain has to be a ball. No integrable function has
constant Radon transform in Rn for n ≥ 3.
Theorem 2 is somewhat similar to the Pompeiu problem. This is a conjecture
stating that if a non-zero continuous function integrates to zero over every congruent
copy of a simply connected Lipschitz domain, then the domain must be a ball. For
a more detailed description of the problem and a verification of the conjecture in
three dimensions, see [13].
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The third and last result gives examples of non-Euclidean manifolds where func-
tions of constant X-ray transform exist. The example assumes symmetry, but the
Herglotz condition is weaker than simplicity (see e.g. [9]).
Proposition 3 (Proven in section 4). If the smooth function c : [0, 1] → (0,∞)
satisfies the Herglotz condition
(3)
d
dr
(
r
c(r)
)
> 0,
then the radial function
(4) f(r) =
c(r)− rc′(r)
pic(r)
√
c(1)−2 − (r/c(r))2
integrates to 1 over every maximal geodesic in the ball B¯(0, 1) ⊂ Rn, n ≥ 2, with
the conformally Euclidean metric c−2(r)gEucl.
We point out that all rotationally symmetric Riemannian metrics on a Euclidean
ball are of this form [2, Proposition C.1].
Due to the Euclidean result of theorem 2, it seems natural to speculate that the
radial nature of the examples given in proposition 3 is not accidental, hence we
pose the following:
Question 4. Let M be a simple Riemannian manifold with dim(M) ≥ 2. If there
exists a function f ∈ L1(M) that integrates to 1 over every geodesic, is it true
that M is spherically symmetric?
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2. Boundary determination
2.1. Boundary normal coordinates. We use boundary normal coordinates x =
(x0, xˇ), where x0 is the distance from x to ∂M and xˇ is the closest boundary point
to x. Latin indices i, j, k, . . . go from 1 to n − 1 and they correspond to a local
system of coordinates on ∂M . These coordinates are defined in a neighborhood of
the boundary, and we shall be working in such a neighborhood.
The second fundamental form as a function of two vectors a, b ∈ TxM can be
written in these coordinates as
(5) II(a, b) = −1
2
∂
∂x0
gij(x)a
ibj .
This formula extends the second fundamental form from the boundary to a neigh-
borhood: the vectors need not be tangential to the boundary and the base point
need not be on the boundary. The same extension has been used in [8, 5].
The zeroth component of the geodesic equation is
(6) γ¨0(t) + II(γ˙, γ˙) = 0.
We will be following the notation and ideas of [5] quite closely in this section, but
we will not use the results obtained in that paper.
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2.2. Asymptotic integrals. The goal of this subsection is to estimate integrals
of functions of the form (1) using boundary normal coordinates.
Consider a point x ∈ ∂M where the second fundamental form is positive definite.
We will work in a small neighborhood of x, and we may shrink the neighborhood
implicitly when needed. All error estimates are uniform near x.
We study short geodesics defined as follows. Take any v ∈ Sx(∂M) (a unit
tangent vector) and a small h > 0. Parallel translate v by distance h along the
geodesic normal to the boundary. (In Euclidean geometry this amounts to shifting
the vector v from x to x+ hν, where ν is the inward pointing unit normal vector.)
Then γv,h : Iv,h → M is the maximal geodesic in the obtained direction. We fix
parametrization so that γ0v,h(0) = h and Iv,h = [−τv,h− , τv,h+ ]. To avoid clutter, we
will mostly denote simply γv,h = γ.
Lemma 5. The geodesic defined above satisfies
(7)
∫
Iv,h
γ0(t)−1/2dt =
√
2pi2
II(v, v)
+O(
√
h)
as h→ 0 for any fixed v.
Proof. We streamline the notation by leaving out the parameters v and h, so that
γv,h = γ and τ
v,h
± = τ±. We denote a = II(γ˙(0), γ˙(0)).
It follows from the geodesic equation and Lipschitz continuity of II and Taylor
approximations that
(8) γ˙0(t) = −at+O(t2)
and
(9) γ0(t) = h− 1
2
at2 +O(t3).
By strict convexity a > 0 and so h− γ0(t) is comparable with t2. From
(10) γ0 = h− 1
2
at2 +O((h− γ0)3/2)
we find
(11) t = ±
√
2
a
(h− γ0) +O((h− γ0)3/2) = ±
√
2
a
(h− γ0) +O(h− γ0).
Using this in equation (8) gives
(12) γ˙0 = ∓
√
2a(h− γ0) +O(h− γ0)
and so using the Taylor approximation (x+ y)−1 = x−1 − x−2y +O(x−3y2) leads
to
(13) γ˙0(t)−1 = ∓[2a(h− γ0)]−1/2 +O(1).
The different signs correspond to the different halves of the geodesic going down
from the tip from the point of view of boundary normal coordinates.
We are now ready to start computing the integral. We split it in two halves:
(14)
∫
Iv,h
γ0(t)−1/2dt =
∑
±
∫ τ±
0
γ0(±t)−1/2dt.
On each half we change the integration variable from t ∈ [0, τ±] to z = γ0(t) ∈ [0, h].
The Jacobian is γ˙0(t)−1 which we computed above. We get∫ τ±
0
γ0(±t)−1/2dt =
∫ h
0
z−1/2([2a(h− z)]−1/2 +O(1))dz
=
pi√
2a
+O(
√
h),
(15)
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where we used the substitution z = h sin2 θ. This leads to
(16)
∫
Iv,h
γ0(t)−1/2dt =
2pi√
2a
+O(
√
h).
The proof of the lemma is concluded by noticing that a = II(v, v) +O(h). 
Applying equation (11) when γ0 = 0 (where the geodesic meets the boundary)
shows that τ± is comparable with
√
h when h is sufficiently small. Therefore |Iv,h| =
O(√h). As |γ˙(t)| ≡ 1, we have that ˙ˇγ(t) is uniformly bounded and thus d(γˇ(t), xˇ) =
O(|Iv,h|) = O(
√
h).
Lemma 6. For the geodesic defined above and w ∈ C∞(M) we have
(17)
∫
Iv,h
γ0(t)−1/2w(γ(t))dt =
√
2pi2
II(v, v)
w(x) +O(
√
h)
as h→ 0 for any fixed v.
Proof. We first write the function w as
(18) w(y) = w(x) +O(y0) +O(d(yˇ, xˇ)).
The integral of the leading term w(x) produces the desired integral by lemma 5, so
it remains to estimate the integrals of the error terms.
For the O(y0) term the integral is
(19)
∫
Iv,h
O(γ0(t)+1/2)dt = |Iv,h| O(h1/2) = O(h).
On the other hand, d(γˇ(t), xˇ) = O(√h). Therefore
(20)
∫
Iv,h
γ0(t)−1/2O(d(γˇ(t), xˇ))dt = O(
√
h)
∫
Iv,h
γ0(t)−1/2dt.
By lemma 5 the integral
∫
Iv,h
γ0(t)−1/2dt is O(1), so the integral of the O(d(yˇ, xˇ))
error term is O(√h). 
2.3. Proof of the boundary determination result. We are now ready to prove
theorem 1.
Proof of theorem 1. It follows from [10, Theorem 2.2] and injectivity of the geo-
desic X-ray transform on simple manifolds that the normal operator is a bijection
I∗I : δ−1/2C∞(M) → C∞(M), where δ ∈ C∞ is positive in the interior and coin-
cides with the distance function to the boundary in a neighborhood of the boundary.
However, our f is only assumed to be in L1(M).
Suppose f ∈ L1(M) is such that If ≡ 1. Then I∗If ≡ c for some constant c
depending on dimension and normalization of measures, and as a constant function
it is smooth. By [10, Theorem 4.8] our function f is of the form (1) near the
boundary for some w ∈ C∞(M).
By lemma 6 the integral of f over the short geodesic γv,h is
(21)
√
2pi2
II(v, v)
w(x) +O(
√
h).
This equals one for all h, so letting h→ 0 gives
(22)
√
2pi2
II(v, v)
w(x) = 1,
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and so
(23) w(x) =
√
II(v, v)
2pi2
.
This has to hold for all v ∈ Sx(∂M). Therefore the second fundamental form is
independent of direction, meaning that ∂M is umbilical at x. The second fun-
damental form can thus be regarded as a scalar, and with that interpretation we
obtain the claimed formula. 
3. Euclidean characterization
3.1. Projection slice theorem and integral moments. We can parametrize
lines in the plane by (r, θ) ∈ R × R as Lr,θ = {x ∈ R2; 〈x, vθ〉 = r}, where vθ =
(cos θ, sin θ). The projection slice theorem states that if f ∈ L1c(R2) and h ∈
L∞loc(R), then
(24)
∫
R2
f(x)h(vθ · x)dx =
∫
R
If(r, θ)h(r)dr.
This is a version of Fubini’s theorem written in terms of the planar Radon transform;
see [12, Theorem 2.2].
We consider our X-ray transform problem in a smooth, strictly convex, and
bounded planar domain Ω ⊂ R2. We consider a : R/2piZ→ R so that
(25) a(θ) = inf
x∈Ω
〈x, vθ〉
and b : R/2piZ→ R similarly with infimum replaced by supremum. The domain Ω
lies between the lines La(θ),θ and Lb(θ),θ and is tangent to them for any θ. Since Ω
is bounded and smooth, these functions are well-defined and smooth.
Lemma 7. Let Ω ⊂ R2 be a smooth, strictly convex, and bounded domain. Suppose
f ∈ L1(Ω) satisfies If ≡ 1. Then
(26)
∫
Ω
f(x)h(vθ · x)dx =
∫ b(θ)
a(θ)
h(r)dr
for all h ∈ L∞loc(R).
Proof. The assumption If ≡ 1 can be rephrased as
(27) If(r, θ) =
{
1, a(θ) < r < b(θ)
0, otherwise.
The claim follows from equation (24) when f is extended by zero to the whole
plane. 
Lemma 8. Let Ω ⊂ R2 be a smooth, strictly convex, and bounded domain. Suppose
f ∈ L1(Ω) satisfies If ≡ 1. Then Ω is a disc.
Proof. Applying lemma 7 with the constant test function h(t) = 1 yields
(28)
∫
R2
f(x)dx = b(θ)− a(θ).
Since this holds for all θ, we conclude that there is a constant w > 0 so that
b(θ) = a(θ) + w for all θ. That is, the domain has constant width w. The disc is,
however, not the only planar domain of constant width.
Applying lemma 7 with the test function h(t) = t leads to
(29) vθ ·
∫
R2
f(x)xdx =
1
2
w2 + wa(θ).
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Since ∂2θvθ = −vθ, differentiating (29) twice with respect to θ gives the ODE
(30) wa′′(θ) + wa(θ) = −1
2
w2.
The general solution of this this ODE is
(31) a(θ) = −1
2
w + 〈z, vθ〉 ,
where z ∈ R2. Shifting the domain by −z leads to a(θ) = − 12w and consequently
b(θ) = 12w. Therefore Ω is a disc of radius
1
2w. 
The very last conclusion of the proof is intuitively obvious, but we sketch a proof
for the sake of completeness. Suppose a and b are the constant functions ∓ 12w. It
follows from the definition of a and b that Ω is contained in the disc. If Ω was
strictly smaller, there would be a small dent and b would be smaller than 12w in
that direction. Therefore Ω is a disc.
3.2. Proof of the characterization of Euclidean domains. We are now ready
to prove theorem 2.
Proof of theorem 2. Suppose there is f ∈ L1(Ω) so that If ≡ 1. If n = 2, lemma 8
implies that Ω is a disc. In any dimension, theorem 1 implies that ∂Ω is umbilical.
If n ≥ 3, this implies that Ω is a ball, as the only umbilical hypersurfaces in Rn,
n ≥ 3, are spheres and hyperplanes; see e.g. [3, Exercise 8.6c].
It remains to show that if Ω is a ball, then a function f ∈ L1(Ω) with If ≡ 1
indeed exists. Uniqueness of such f follows from injectivity of the X-ray transform.
The property is invariant under scaling and translation, and in the unit ball the
function is given by
(32) f(x) =
1
pi
√
1− |x|2
,
as one can easily verify by direct calculation. 
3.3. An alternative proof with partial data. The X-ray transform is critically
determined in two dimensions, so it is natural to use full data. However, in higher
dimensions the transform is overdetermined. Indeed, the proof of theorem 2 given
above relies almost entirely on short line segments and a boundary determination
result. We used long lines to argue that f is of the form (1) by way of the mapping
properties if I∗I. The use of these lines can be circumnavigated, which leads to a
stronger version of the theorem. The proof is based on two geometrical lemmas.
Heuristically, the proof can be understood as follows: If f integrates to 1 over all
geodesics, this also holds in all two-dimensional planes intersected with the original
domain. By lemma 8 (the planar case of theorem 2) these intersections have to
be discs. When the plane is almost tangent to the boundary, the intersection is
approximately an ellipse whose shape is determined by the second fundamental
form. Because the intersections are discs, the ellipse has to be a ball, and so the
boundary is umbilical.
Lemma 9. Let Ω ⊂ Rn be a strictly convex smooth domain and x ∈ ∂Ω. Let ν the
inward unit normal and v any unit tangent vector to ∂Ω at x. For h > 0 we denote
by `hv the length of the line segment Ω ∩ (hν + vR).
We have
(33) lim
h→0
(`hv )
2
h
=
8
II(v, v)
.
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Proof. It follows from [5, Lemma 12] that
(34)
∣∣∣∣∣ `hv√8h/II(v, v) − 1
∣∣∣∣∣ = O(√h).
The reference time t0 of the cited lemma can be taken to be at the tip of the short
geodesic rather than the base.
Therefore, as h→ 0, we have
(35)
`hv√
h
×
√
II(v, v)
8
→ 1.
This proves the claimed limit. 
Lemma 10. Let Ω ⊂ Rn, n ≥ 3, be a strictly convex smooth domain and x ∈ ∂Ω.
Let ν the inward unit normal to ∂M at x. If for some h0 > 0 the intersection
(P +hν)∩Ω is a disc for almost all h ∈ (0, h0) and almost all two-planes P tangent
to ∂Ω at x, then ∂Ω is umbilical at x.
Proof. Take any such two-plane P that (P + hν) ∩ Ω is a disc for almost all h ∈
(0, h0). Take any two unit vectors v1, v2 in P . The line segments (viR + hν) ∩ Ω
have therefore equal length. Letting h → 0 also shows that lengths scaled by √h
must be equal. By lemma 9 this means that II(v1, v1) = II(v2, v2).
This holds for almost all two-planes P by assumption, so II(v, v) = II(u, u) for
almost all pairs of unit vectors u, v ∈ Tx(∂Ω). By continuity it holds for all pairs
and so ∂Ω is umbilical at x. 
A localized version of theorem 2 can be formulated as follows.
Theorem 11. Let Ω ⊂ Rn, n ≥ 3, be a bounded, smooth, and strictly convex
domain. Fix any ε > 0. If f ∈ L1(Ω) integrates to zero over almost all geodesics
of length less than ε, then Ω is a ball.
Proof. Let us use the notation of the preceding lemmas.
By assumption, for almost every direction on the unit sphere the function in-
tegrates to one over almost every short geodesic normal to the chosen direction.
By strict convexity the map from a boundary point to the corresponding normal
direction is a diffeomorphism ∂Ω→ Sn−1. If a hyperplane is close enough to being
tangent to ∂Ω, all maximal geodesics contained in it have length less than ε. By
compactness the required closeness can be chosen to be uniform. Therefore there
is some h0 > 0 so that for almost every x ∈ ∂Ω the following holds for almost every
h ∈ (0, h0): The function f is L1 in the intersection (P + hν) ∩ Ω and its integral
over almost every line is 1.
By lemma 8 this implies that every such (P + hν) ∩ Ω is a disc. We are thus in
the setting of lemma 10, and we conclude that ∂Ω is umbilical almost everywhere.
By continuity it is umbilical everywhere. Therefore Ω is a ball. 
4. Radial manifolds
Proof of proposition 3. By symmetry, it suffices to consider the two-dimensional
case. Namely, any geodesic is contained in a two-dimensional plane through the
origin. Given any initial conditions γ(0) and γ˙(0), the plane is the one spanned
by these two. (The geodesic is radial if the two are linearly dependent.) To see
this, observe that reflection across this plane is an isometry and maps geodesics
to geodesics but the initial conditions are invariant under it, whence the whole
geodesic must be invariant under this reflection.
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The closed Euclidean unit disc D ⊂ R2 is equipped with the metric c−2(r)gEucl,
where gEucl is the Euclidean metric. We denote ρ(r) = r/c(r), so that the Herglotz
condition becomes ρ′(r) > 0. We seek a radial function f(r) so that If ≡ 1.
As shown in [1, Section 5.2] (and in a different notation earlier in [14]) that the
integral of f over a geodesic whose radius (smallest value of Euclidean distance to
the origin) is at s ∈ (0, 1) is
(36) Af(s) = 2
∫ 1
s
f(r)
[
1−
(
ρ(s)
ρ(r)
)2]−1/2
dr
c(r)
.
The Abel transform A related to ρ has an explicit inversion formula [1], valid for
any f ∈ L1(0, 1):
(37) f(r) = −c(r)
pi
d
dx
∫ 1
x
ρ′(x)
ρ(x)
[(
ρ(z)
ρ(x)
)2
− 1
]−1/2
Af(z)dz
∣∣∣∣∣∣
x=r
.
The desired property is that Af ≡ 1, and it is easy to verify that the function
arising from this formula is indeed L1.
Using Af ≡ 1 and changing the variable of integration from r to r˜ = ρ(r) shows
that the integral of (37) is
(38)
∫ 1
x
ρ′(z)
ρ(z)
[(
ρ(z)
ρ(x)
)2
− 1
]−1/2
dz =
pi
2
− arcsin(ρ(x)/ρ(1)).
Differentiating with respect to x gives then
(39) f(r) =
c(r)
pi
ρ′(r)
1√
ρ(1)2 − ρ(r)2 .
Using the definition of ρ and simplifying gives the claimed formula. 
When c ≡ 1, one can easily verify that the obtained radial function is exactly
that of (32).
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