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Abstract. We denote by Pq the vector space of functions from a finite field Fq to itself, which can
be represented as the space Pq := Fq[x]/(x
q − x) of polynomial functions. We denote by On ⊂ Pq
the set of polynomials that are either the zero polynomial, or have at most n distinct roots in Fq.
Given two subspaces Y,Z of Pq, we denote by 〈Y,Z〉 their span. We prove that the following are
equivalent.
• For a fixed pair of integers (q, k) satisfying q is a prime power, 2 ≤ k ≤ q and either:
– q is odd
– q is even and k 6∈ {3, q − 1}.
Then there do not exist distinct subspaces Y and Z of Pq such that:
– dim(〈Y,Z〉) = k
– dim(Y ) = dim(Z) = k − 1.
– 〈Y,Z〉 ⊂ Ok−1
– Y,Z ⊂ Ok−2
– Y ∩ Z ⊂ Ok−3.
• The MDS conjecture is true for the given (q, k).
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1. Introduction
Throughout this paper, q will be a prime power, Fq will be the finite field of order q, k will be an
integer with 2 ≤ k ≤ q, all matrices will be over Fq, and “linear combination” will mean “nontrivial
Fq-linear combination”.
Definition 1.1. Let 2 ≤ k ≤ q
A maximum distance separable (MDS) code M is a k × n matrix over Fq such that every set of
k columns of M is linearly independent.
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Conjecture 1.2 (MDS Conjecture). The maximum width n of such a code is q + 1, unless q is
even and k ∈ {3, q − 1}, in which case the maximum width is q + 2.
2. Some Previous Results
Where p is the characteristic of Fq, the MDS conjecture is known to hold when:
• k <
√
q
4
, q odd. [Segre] (1967)
• k ≤ √q, q even. [Segre] (1967)
• k < √pq. [Voloch] (1991)
• q = p2h+1. [Voloch] (1991)
• k <
√
q
4
. [Hirschfeld-Korchmaros] (1966)
• q > p2h, p > 5. [Hirschfeld-Korchmaros] (1966)
This list is taken from [Ball] (2012). One recent result is particularly strong.
Theorem 2.1 (Ball (2012)). The MDS Conjecture is true whenever k ≤ 2p− 2.
3. Main Theorem
We require some definitions.
Definition 3.1. We denote by Pq the ring Fq[x]/(xq − x) of polynomial functions over Fq.
Observe that Pq is a vector space over Fq. Recall that every function from Fq to itself is realized
by some polynomial function in Pq.
Definition 3.2. For every non-negative integer n, we define the subset On ⊂ Pq as the set of
polynomials in Pq that are either the zero polynomial, or have at most n distinct roots in Fq.
Note that if n ≥ q, then On = Pq. In this paper we prove the following.
Theorem 3.3. The following are equivalent:
(1) Let k, q be integers, with q a prime power and 2 ≤ k ≤ q. Suppose that either:
– q is odd
– q is even and k 6∈ {3, q − 1}.
Then there do not exist distinct subspaces Y and Z of Pq such that:
– dim(〈Y,Z〉) = k.
– dim(Y ) = dim(Z) = k − 1.
– 〈Y,Z〉 ⊂ Ok−1
– Y,Z ⊂ Ok−2
– Y ∩ Z ⊂ Ok−3.
(2) The MDS conjecture is true for the given (q, k).
4. Proof of Theorem 3.3
We proceed by proving the following.
Theorem 4.1. The following are equivalent:
(1) Let k, q be integers, with q a prime power and 2 ≤ k ≤ q. Suppose that either:
– q odd
– q even and k 6∈ {3, q − 1}.
The MDS Conjecture is true for given (q, k).
That is, for the given (q, k), q + 1 is the maximum width n of a k × n matrix such that
every set of k columns of M is linearly independent.
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(2) For k, q as in (1), let M ′ be a k × (q + 2) matrix. Then some (nontrivial Fq-)linear combi-
nation of the rows of M ′ has at least k zero entries.
(3) For k, q as in (1), let M ′ be a k × (q + 2) matrix such that the first two columns of M ′ are
[1, 0, . . . , 0]t and [0, 1, 0, . . . , 0]t, respectively. Then some linear combination of the rows of
M ′ has at least k zero entries.
(4) For k, q as in (1), there do not exist distinct subspaces Y and Z of Pq such that
– dim(〈Y,Z〉) = k.
– dim(Y ) = dim(Z) = k − 1.
– 〈Y,Z〉 ⊂ Ok−1
– Y ∪ Z ⊂ Ok−2
– Y ∩ Z ⊂ Ok−3.
Proof. We proceed by showing that each statement is equivalent to the next.
(1) ⇔ (2). The statement (1) is that q + 1 is the maximum width n of a k × n matrix M , such
that every set of k columns of M is linearly independent. This is equivalent to the statement (A),
defined to be, that there is no k × (q + 2) matrix M ′ such that every set of k columns of M ′ is
linearly independent. Let M ′ be a k× (q+2) matrix. Then (A) is equivalent to the statement (B),
defined to be that some k columns of M ′ form a k × k submatrix that is singular.
Let A be a k × k submatrix of M ′. Then let ~ri denote the ith row of M ′ and let ~ri,A denote the
ith row of A. Then each ~rℓ,A consists of the entries of ~rℓ within the submatrix A.
The condition (B) is that M ′ has some k × k submatrix A that is singular. Equivalently, (C),
defined to be that for some k × k submatrix A of M ′, and some set ai of coefficients in Fq, not all
zero, that
∑
i ai~ri,A =
~0. But to say that
∑
i ai~ri,A =
~0 is to say that the j-th entry (
∑
i ai~ri)j of the
row vector
∑
i ai~ri is zero whenever the j-th column of M is part of the submatrix A. Therefore,
(C) is equivalent to the statement (D), defined to be that there exists a set A of k columns of M ′,
and a linear combination ~r =
∑
i ai~ri of the rows of M
′, such that the entry of ~r at each column
in A is zero. That is, (2) that for some linear combination ~r =∑i ai~ri of the rows of M ′, ~r has at
least k zero entries.
(2) ⇔ (3). First, we separate the right k × q submatrix T of M ′ from the two leftmost columns,
which we call ~v and ~w. We can reduce to the case where ~v and ~w are linearly independent, because
if they are linearly dependent, then any k × k submatrix of M ′ containing ~v and ~w is singular.
Such a submatrix will exist because k ≤ q < q + 2. Furthermore, we can reduce to the case where
the rows of T are linearly independent. If the rows of T are linearly dependent, then there exists
a linear combination of the rows with q zeroes.
M ′ =
[
~v ~w | T ]
k×(q+2)
The property that some k × k submatrix is singular is unaffected by left-multiplication by an
invertible k × k matrix. This is because left-multiplication by an invertible k × k matrix takes
invertible k × k submatrices to invertible k × k submatrices, and singular k × k submatrices to
singular k × k submatrices. We can therefore left-multiply by some invertible matrix that takes ~v
to [1, 0, . . . , 0]t and ~w to [0, 1, 0, . . . , 0]t. Such a matrix exists due to the assumption that ~v and ~w are
assumed to be linearly independent. We perform such a left-multiplication on M ′, and henceforth
assume that M ′ is of the above form, with ~v = [1, 0, . . . , 0]t and ~w = [0, 1, 0, . . . , 0]t.
(3)⇔ (4). Suppose M ′ is a matrix of the form:
M ′ =
[
~v ~w | T ]
k×(q+2)
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with ~v = [1, 0, . . . , 0]t and ~w = [0, 1, 0, . . . , 0]t. Let ~ri denote the i
th row of M ′ and ~ti denote the
ith row of the submatrix T . Observe that this implies that each ~ri is of the form [δ1,i, δ2,i|~ti], where
δi,j is the Kronecker delta function.
The condition (3) is now that without any further conditions on M ′, there must be a linear
combination ~r =
∑
i ai~ri of the rows ~ri of M
′ that has k zero entries.
Let ~r =
∑
i ai~ri, and let ~t =
∑
i ai~ti, which is ~r with the first two entries dropped. Then because
~v = [1, 0, . . . , 0]t and ~w = [0, 1, 0, . . . , 0]t, we have (~r)1 = a1, and (~r)2 = a2, where (~r)j denotes the
jth entry of ~r. What is relevant is that (~r)1 = 0 if and only if a1 = 0, and (~r)2 = 0 if and only if
a2 = 0.
Therefore, ~r has at most k − 1 zero entries if and only if:
• ~t has at most k − 1 zero entries.
• ~t has at most k − 2 zero entries if either a1 = 0 or a2 = 0.
• ~t has at most k − 3 zero entries if a1 = a2 = 0.
The condition (3) then becomes (E), defined to be that for some linear combination ~r0 =
∑
i ai~ri,
and ~t0 =
∑
i ai~ti, either
• ~t0 has at least k zero entries, or
• ~t0 has at least k − 1 zero entries if either a1 = 0 or a2 = 0, or
• ~t0 has at least k − 2 zero entries if a1 = a2 = 0.
We proceed by identifying the ~ti with elements of Pq in the following way. We identify columns
j of T with elements αj of Fq, such that αi 6= αj if i 6= j. Then we identify each row ~ti with the
unique function fi in Pq defined by fi(αj) = (~ti)j for all 1 ≤ j ≤ q.
Then the linear combinations of the ~ti are precisely the elements of the k-plane in Pq spanned
by the fi. Furthermore, an entry (~ti)j is zero if and only if fi(αj) is zero. We then translate the
above condition.
Let ~r =
∑
i ai~ri and f =
∑
i aifi. Then ~r has at most k − 1 zero entries if and only if:
• f has at most k − 1 zeroes.
• f has at most k − 2 zeroes if either a1 = 0 or a2 = 0.
• f has at most k − 3 zeroes if a1 = a2 = 0.
The condition (E) then becomes (F), defined to be that for some linear combination ~r0 =
∑
i ai~ri,
and f0 =
∑
i aifi, either
• f0 has at least k zeroes.
• f0 has at least k − 1 zeroes if either a1 = 0 or a2 = 0.
• f0 has at least k − 2 zeroes if a1 = a2 = 0.
Let YT and ZT be the planes YT = 〈{fi|i 6= 1}〉 and ZT = 〈{fi|i 6= 2}〉. YT and ZT are (k − 1)-
planes because the rows of T are linearly independent, and each of YT and ZT is generated by k−1
rows. Similarly, 〈YT , ZT 〉 is a k-plane.
Then (F) is equivalent to (G), defined to be that either
• 〈YT , ZT 〉 6⊂ Ok−1, or
• YT 6⊂ Ok−2, or
• ZT 6⊂ Ok−2, or
• YT ∩ ZT 6⊂ Ok−3.
It remains to show that any subspaces Y0 and Z0 satisfying the conditions
• dim(〈Y0, Z0〉) = k and
• dim(Y0) = dim(Z0) = k − 1
can be constructed in this way, as Y0 = YT , and Z0 = ZT , for some k × q matrix T .
Fix such subspaces Y0 and Z0. Recall that
dim(Y0) + dim(Z0) = dim(Y0 ∩ Z0) + dim(〈Y0, Z0〉),
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that
dim(Y0) = dim(Z0) = k − 1,
and that
dim(〈Y0, Z0〉) = k.
Thus,
2k − 2 = dim(Y0 ∩ Z0) + k,
so that
dim(Y0 ∩ Z0) = k − 2.
Thus we can find a set N of k − 2 linearly independent vectors that span Y0 ∩ Z0. Then we can
find a vector ~y ∈ Y0 and ~z ∈ Z0, such that 〈~y,N〉 = Y0, and 〈~z,N〉 = Z0. Then, viewing N as a
q × k − 2 matrix N , we set
T =
[
~z ~y | N ]t
so that Y0 = YT and Z0 = ZT .
Then since any subspaces Y and Z of Pq satisfying dim(〈Y0, Z0〉) = k and dim(Y0) = dim(Z0) =
k − 1 can be expressed as YT and ZT for some T , (G) is equivalent to the statement (H), defined
to be that for any such subspaces Y and Z, we must have either
• 〈Y,Z〉 6⊂ Ok−1, or
• Y 6⊂ Ok−2, or
• Z 6⊂ Ok−2, or
• Y ∩ Z 6⊂ Ok−3.
That is, (4) that we cannot have subspaces Y and Z of Pq satisfying:
• dim(〈Y,Z〉) = k
• dim(Y ) = dim(Z) = k − 1.
• 〈Y,Z〉 ⊂ Ok−1
• Y,Z ⊂ Ok−2
• Y ∩ Z ⊂ Ok−3.

Note 4.2. The treatment of Pq as a space of polynomials is not strictly necessary. It is sufficient
to treat it simply as the vector space of functions from Fq to itself.
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