Pade approximants, which does not suffer from these difficulties. Murphy, Koehler, and Fogler [1997] document that even approximating a rather simple nonlinear function in one dimension through neural nets requires a considerable amount of fine-tuning. In particular, they are faced with a time-consuming and complex algorithm where a number of rather delicate parameters have to be iteratively adjusted in order to yield an acceptable neural net. A considerable caveat is also that the available data has to be split further into a training set (40 values in their example) and a holdout set (160 values). Different neural nets are constructed using the training set and then tested against the holdout set. This methodology is inherently flawed since it amounts to an insample test. A true out-of-sample procedure would require 1 to use only the training set, decide on the best model, and then check that model once against the holdout set. Given the rather poor fit of their neural nets on the boundaries, even for their best model, the true out of sample performance is questionable at best.
But at times going back to the basics can yield superior results. Murphy, Koehler, and Fogler [1997] rightly notice that a polynomial fit does poorly. However, even a standard reference work such as "Numerical Recipes", Press et al. [1992, pp. 104-107, 194-201] on the boundary to the training set.
Using a similar training set and the same function as Murphy, Koehler, and Fogler [1997] , I obtain an almost perfect fit throughout the holdout set by using m=n=10, as is shown in figure 1 . Only a small discrepancy is noticeable at the right boundary. In particular, this approach uses only the training set repeatedly as m and n vary and then performs only one final check against the holdout set. 
