Abstract. Several optimization schemes have been known for convex optimization problems over the past several decades. However, numerical algorithms for solving nonconvex optimization problems are still underdeveloped. The first progress to go beyond convexity was made by considering the class of functions are representable as differences of convex functions. One of the most successful algorithms for minimizing this class of functions called the DCA was introduced by Pham Dinh and Le Thi. This algorithm now plays a crucial role in many real-life applications. In this paper, we develop a simple approach to analyze the convergence of the DCA.
Introduction
Convex optimization has been an important tools for many applications, especially to computational statistics, machine learning and sparse optimization. However, several recent applications require optimization tools to solve nonconvex optimization problems. One of the most successful approaches to go beyond convexity was developed in the 1980's focusing on the class of functions that are representable as differences of convex functions. This class of functions processes beautiful generalized differentiation properties and is favorable for applying numerical optimization schemes.
A pioneer in this research is Pham Dinh Tao who started the study of DC programming in 1985. He introduced a simple algorithm called the DCA based on generalized differentiation of the functions involved as well as their Fenchel conjugate. Over the past two three decades, Pham Dinh Tao, Le Thi Hoai An and many other have contributed to providing mathematical foundation for the algorithm and making it accessible for applications. The DCA nowadays becomes a classical tool in the field of optimization due to several key features including simplicity, inexpensiveness, flexibility and efficiency. Although the algorithm has been known for a long time, its convergence analysis for general classes of difference of convex functions is still an open research question. Some initial results were established recently in [8] considering DC programming with subanalytic data. The convergence analysis is based on the so-called Lojiasiewicz inequality used by Attouch and Bolte to prove a result on the convergence of the proximal method for solving nonsmooth optimization problems [1] .
In this paper, we step further in understanding the DCA by providing new convergence results for this algorithm. Although the Lojiasiewicz inequality is still a main tool in our convergence analysis, we employ a completely different approach and provide a simple method to understand this algorithm.
Preliminaries
In this section, we give a brief introduction to the DCA and provide necessary tools of generalized differentiation to analyze this algorithm. Throughout the paper, we consider the usual Euclidean space R n equipped with inner product , ·, · and the induced Euclidean norm · .
For a convex function ϕ :
The collection of all subgradients of ϕ atx is called the subdifferential of the function at this point and is denoted by ∂ϕ(x). Given a convex subset Ω of R n andx ∈ Ω, the normal cone to Ω atx is the set
The normal cone of a convex set at a point can be represented as the subifferential at the point under consideration of the indicator function defined as
i.e., N (x; Ω) = ∂δ(x; Ω).
The Fenchel conjugate of a convex function ϕ :
By [?, Proposition 3, p. 174], if ϕ is proper, i.e., dom ϕ = ∅, and ϕ is lower semicontinuous, then ϕ * : R n → (−∞, +∞] is also a proper, lower semicontinuous convex function. The Fenchel conjugate of a convex function ϕ : R n → (−∞, +∞] is defined by
It is well-known that if ϕ is proper, i.e., dom ϕ = ∅, and ϕ is lower semicontinuous, then ϕ * : R n → (−∞, +∞] is also a proper, lower semicontinuous convex function. The following proposition provides important properties of the Fenchel conjugate used in what follows.
Proposition 2.1 (see e.g., [9] ) Let ϕ : R n → (−∞, +∞] be a convex function.
(i) Given any x ∈ dom ϕ, one has that y ∈ ∂ϕ(x) if and only if
(ii) If ϕ is proper and lower semicontinuous, then for any x ∈ dom ϕ one has that y ∈ ∂ϕ(x) if and only if x ∈ ∂ϕ * (y).
(iii) If ϕ is proper and lower semicontinuous, then (ϕ * ) * = ϕ.
Let g : R n → (−∞, +∞] and h : R n → R be convex functions. Throughout the forthcoming we assume that g is proper and lower semicontinuous. Consider the following DC programming problem
Proposition 2.2 (First-order necessary optimality condition; see e.g., [9] ) Ifx ∈ dom f is a local minimizer of (2.1), then
Any point satisfying condition (2.2) is called a stationary point of (2.1). One says that x a critical point of (2.1) if ∂g(x) ∩ ∂h(x) = ∅. It is obvious that every stationary pointx is a critical point. But the converse is not true in general.
The Toland dual of (2.1) is the problem
Using the convention (+∞) − (+∞) = +∞, we have the following relationship between (2.1) and (2.3). Proposition 2.3 (Toland's duality theorem; see e.g., [9] ) Under the assumptions made on g and h, one has
i.e., the optimal values of (2.1) and (2.3) coincide.
The main idea of DCA is to construct two vector sequences {x k } and {y k } such that the real sequences g(x k ) − h(x k ) and h * (y k ) − g * (y k ) are both monotone decreasing, and every cluster pointx of {x k } is a critical point of problem (2.1). Similarly, every cluster pointȳ of {y k } is a critical point of (2.3), i.e., ∂g * (ȳ) ∩ ∂h * (ȳ) = ∅.
The DCA is summarized as follows:
Step 1. Choose x 0 ∈ dom g.
Step 2. For k ≥ 0, use x k to find y k ∈ ∂h(x k ). Then, use y k to find x k+1 ∈ ∂g * (y k ).
Step 3. Increase k by 1 and go back to Step 2.
In [9] , it has been shown that the inclusion y k ∈ ∂h(x k ) is equivalent to the requirement that y k is a solution of the convex optimization problem
Similarly, the inclusion x k+1 ∈ ∂g * (y k ) is equivalent to the requirement that x k+1 is a solution of the convex optimization problem
In the case where an exact solution cannot be found, we solve (2.5) approximately. To solve (2.4) and (2.5), one has to compute the conjugate function h * and employ an appropriate solution method in convex programming. The readers are referred to [9, 10] for more details.
Convergence Analysis for the DCA
A DC programming is a nonconvex problem in general. In our main theorem below, we employ some tools of generalized differentiation of nonconvex function; see, e.g., [3, 5] . Given an lower semicontinuous function f :
Based on the Fréchet subdifferential, the limiting/Mordukhovich subdifferential of f atx is defined by
where the notation x f − →x means that x →x and f (x) → f (x). The limiting normal cone to a closed set Ω in R n atx ∈ Ω is defined by
The Clarke-Rockafellar subdifferential (see [11] ) of f atx has the following representation:
In the case where f is locally Lipschitz aroundx, the set
Following [1, 7] , a lower semicontinuous function f : R n → (−∞, ∞] satisfies the Kurdyka -Lojasiewicz (KL) inequality at x * ∈ dom ∂ L f if there exist ν > 0, a neighborhood V, and a continuous concave function ϕ : [0, ν] → R + with (i) ϕ(0) = 0.
(ii) ϕ is of class C 1 on (0, ν) .
Here ∂ L f (x) is the limiting subdifferential of f at x. We say that f satisfies the strong Kurdyka -Lojasiewicz inequality at x * if the same assertion holds for the Clark subdifferential ∂ C f (x). Bolte et al. [2, Theorem 11] show that definable functions satisfy the strong Kurdyka -Lojasiewicz inequality, which covers a large variety of practical cases.
Recall that a function f :
The function f is called strongly convex if ρ(f ) > 0. From the definition, if f itself is convex but not strongly convex, then ρ(f ) = 0. Let C * denote the set of cluster points of the sequence {x k } generated by (DCA).
Theorem 3.1 Let f = g − h is a continuous DC function with ρ(g) + ρ(h) > 0 and
Suppose that ∇g is L -Lipschitz continuous and f is locally Lipschitz continuous and has the strong Kurdyka -Lojasiewicz property at any point x ∈ domf . If C * = ∅, then the whole (DCA) sequence {x k } converges to a critical point of f .
Proof. By the convergence theorem of (DCA), we have
Since inf x∈R n f (x) > −∞, this implies that the sequence of real numbers {f (x k )} is non-increasing. Thus, lim k→∞ f (x k ) = ℓ * exists and lim
Assume that {x k } has a subsequence {x k i } that converges to x * . Then by the continuity of f , we have f (x k i ) converges to f (x * ). Because of the uniqueness of the limit, we conclude that f (x * ) = ℓ * for any cluster point of
for any p ≥ 0 since the sequence f (x k ) is non-increasing. Therefore, x k = x k+p for all p ≥ 0. Thus, the DCA algorithm terminates after a finite number of steps. Without loss of generality, from now on, we assume that f (x k ) > ℓ * for al k.
Recall that (DCA) starts from a point x 0 ∈ dom g and generates two sequences {x k } and {y k } with y k ∈ ∂h(x k ) and x k+1 ∈ ∂g * (y k ). Observe that x ∈ ∂g * (y) if and only if y ∈ ∂g(x) = ∇g(x). Using the Lipschitz continuity of ∇g, for each k, we have
and
According to the assumption that f has the strong Kurdyka -Lojasiewicz property at x * , there exist ν > 0, a neighborhood V of x * , and a continuous concave function ϕ : [0, ν) → [0, +∞) so that for all x ∈ V satisfying ℓ * < f (x) < ℓ * + ν, we have
Let r > 0 small enough such that B(x * ; r) ⊂ V. Using the fact that lim
f (x k ) = ℓ * , and that f (x k ) > ℓ * for all k, we can find a natural number N large enough
We will show that for all k, x k ∈ B(x * ; r). To this end, we first show that whenever x k ∈ B(x * ; r) and ℓ * < f (x k ) < ℓ * + ν for some k, we have
Indeed, by the concavity of ϕ,
from which (3.2) follows immediately. We next show that x k ∈ B(x * ; r) for all k ≥ N by induction. The claim is true for k = N by construction above. Now suppose the assertion holds for k = N, . . . , N + k − 1 for some k ≥ 1, i.e., x N , . . . , x N +k−1 ∈ B(x * ; r). Since f (x k ) is non-increasing sequence, our choice of N implies that ℓ * < f (x k ) < ℓ * + ν for all k ≥ N . In particular, (3.2) can be applied for all k = N, . . . , N + k − 1. Thus, for k = N + k, we have from this observation that
Thus, x k ∈ B(x * ; r) for all k ≥ N . Since x k ∈ B(x * , r) and ℓ * < f (x k ) < ℓ * + ν for all k ≥ N , we can sum (3.2) from k = N to M and take the limit as M → ∞, showing that
Thus, {x k } is a Cauchy sequence and hence it is a convergent sequence.
Theorem 3.2 Let f = g − h is a continuous DC function with ρ(g) + ρ(h) > 0 and inf x∈R n f (x) > −∞. Suppose that ∇h is L -Lipschitz continuous and f has the Kurdyka -Lojasiewicz property at any point x ∈ domf . If C * = ∅, then the whole (DCA) sequence {x k } converges to a critical point of f .
Proof. The proof is very similar to the one of Theorem 3.1, except a few adjustments. From the assumption that ∇h is L -Lipschitz, for each k, we have
Using the fact that lim k→∞ x k+1 − x k = 0, we can also require that the natural number N satisfies (3.3) which is stricter than (3.1), as follows
For all k large enough such that x k ∈ B(x * ; r) and
It follows that
The last inequality holds since
for any positive real numbers a and b. From this, the induction to prove that x k ∈ B(x * ; r) for all k ≥ N can be carried out similarly. Indeed, suppose the assertion holds for k = N, . . . , N + k − 1 for some k ≥ 1, i.e., x N , . . . , x N +k−1 ∈ B(x * ; r). Observe that
Using the estimation (3.4) for k = N, . . . , N + k, we have
. .
Making use of the non-negativity of ϕ, we get
Thus, x k ∈ B(x * ; r) for all k ≥ N . It follows from (3.5) by letting k → ∞ that the sequence {x k } is summable and hence it is a convergent sequence. This completes the proof. Recall that a subset Ω of R n is called semialgebraic if it can be represented as a finite union of sets of the form {x ∈ R n | p i (x) = 0, q i (x) < 0 for all i = 1, . . . , m}, where p i and q i for i = 1, . . . , m are polynomial functions. A function f is said to be semialgebraic if its graph is a semialgebraic subset of R n+1 . It is known that semialgebraic functions satisfy the Kurdyka -Lojasiewicz inequality; see [1, 2] .
