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The Discontinuous Galerkin (DG) electronic structure method employs an adaptive local basis (ALB) set to
solve the Kohn-Sham equations of density functional theory (DFT) in a discontinuous Galerkin framework.
The adaptive local basis is generated on-the-fly to capture the local material physics, and can systematically
attain chemical accuracy with only a few tens of degrees of freedom per atom. A central issue for large-scale
calculations, however, is the computation of the electron density (and subsequently, ground state properties)
from the discretized Hamiltonian in an efficient and scalable manner. We show in this work how Chebyshev
polynomial filtered subspace iteration (CheFSI) can be used to address this issue and push the envelope
in large-scale materials simulations in a discontinuous Galerkin framework. We describe how the subspace
filtering steps can be performed in an efficient and scalable manner using a two-dimensional parallelization
scheme, thanks to the orthogonality of the DG basis set and block-sparse structure of the DG Hamiltonian
matrix. The on-the-fly nature of the ALBs requires additional care in carrying out the subspace iterations. We
demonstrate the parallel scalability of the DG-CheFSI approach in calculations of large-scale two-dimensional
graphene sheets and bulk three-dimensional lithium-ion electrolyte systems. Employing 55, 296 computational
cores, the time per self-consistent field iteration for a sample of the bulk 3D electrolyte containing 8, 586 atoms
is 90 seconds, and the time for a graphene sheet containing 11, 520 atoms is 75 seconds.
I. INTRODUCTION
Kohn-Sham Density functional theory (KS-DFT)1,2 is
the most widely used methodology for electronic struc-
ture calculations of condensed matter and nano-material
systems. KS-DFT requires the solution of a nonlin-
ear eigenvalue problem, and this is usually achieved by
means of self-consistent field (SCF) iterations in conjunc-
tion with convergence acceleration schemes3,4. The most
computationally intensive part of conventional KS-DFT
calculations is the solution of the linear eigenvalue prob-
lem associated with diagonalization of the Kohn-Sham
Hamiltonian on every SCF step. The results of this eigen-
value problem are used to update the electron density ρ,
from which the various terms of the Kohn-Sham Hamil-
tonian are computed. As the SCF iterations progress,
the solution to the linear eigenvalue problem on succes-
sive SCF steps forms increasingly better approximations
to the actual Kohn-Sham eigenstates.
The computational complexity (or algorithmic com-
plexity) of the solution of the linear eigenvalue problem,
with respect to the number of electronic states in the
system, is dependent on the algorithm used for solution
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of the eigenvalue problem – in particular, it depends on
whether direct or iterative methods of solution are used.
The prefactor in such algorithmic complexity estimates
strongly influences the simulation wall times in practical
computations. The ability to tackle large-scale complex
materials science problems, therefore, is closely related
to how small the prefactor can be made in real compu-
tations, regardless of which diagonalization algorithm is
used.
The prefactor is not only influenced by the choice of
algorithm, but also by the discretization scheme. Specif-
ically, it depends on the number of basis functions per
atom required to obtain accurate and reliable results.
The widely used planewave method3,5,6 allows high fi-
delity calculations to be carried out since systematic con-
vergence with respect to the number of basis functions
per atom can be obtained. However, this method re-
quires a large number of basis functions per atom – of-
ten thousands or more planewaves per atom need to be
employed. Similar observations hold true for methods
based on finite elements7–10, finite differences11–14, and
other planewave-like spectral basis functions15,16. On
the other hand, methods based on atom centered ba-
sis functions17–20 typically require fewer basis functions
per atom (often, as few as 10 – 80). However, it can be
nontrivial to improve the quality of solutions obtained
via such methods, as a result of which the success of a
practical calculation can depend on the experience of the
practitioner.
In a series of recent contributions21–24, a new method-
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2ology for discretizing the Kohn-Sham equations using so
called adaptive local basis functions (ALBs) has been pre-
sented. This approach involves partitioning the global
simulation domain into a set of subdomains (called ele-
ments) and solving the Kohn-Sham equations locally in
and around each element. The results of these local calcu-
lations are used to generate the ALBs (in each element)
and the Kohn-Sham equations in the global simulation
domain are then discretized using them. Since the ALBs
form a discontinuous basis set globally (the discontinuity
occurs at the element boundaries), the interior penalty
Discontinuous Galerkin (DG) approach25 is used for con-
structing the Hamiltonian matrix. The DG formulation
ensures that the global continuity of the relevant Kohn-
Sham eigenstates and related quantities such as electron
density is approximately obtained.
The solution obtained by the above procedure con-
verges systematically to the infinite basis set limit as
the number of ALBs is increased. The error in this
scheme can be gauged by means of a posteriori error
estimators26–28. Owing to the fact that the ALBs incor-
porate local materials physics into the basis, an efficient
discretization of the Kohn-Sham equations can be ob-
tained in which chemical accuracy in total energies and
forces can be attained with a few tens of basis functions
per atom21,22. The DG approach for solving the Kohn-
Sham equations with ALBs has been incorporated into a
massively parallel software package called DGDFT23,24.
Although the DG framework for the Kohn-Sham equa-
tions (as implemented in the DGDFT code) has been
successfully used to study materials problems involv-
ing many thousands of atoms24, a persistent issue has
been to obtain the electron density from the discretized
Kohn-Sham Hamiltonian in an efficient manner for sys-
tems containing a thousand atoms or more. Due to
the relatively small size of the discretized Hamiltonian
matrices involved, direct diagonalization methods (via
ScaLAPACK29,30, for example) are feasible for systems
of smaller size. However, the computational cost of the
these methods scales in a cubic manner, i.e., as O(N3b ),
with Nb denoting the total number of basis functions
used in the simulation. Thus, the computational cost
increases steeply with respect to the size of the system.
The cubic scaling problem is compounded by the fact
that direct diagonalization solvers (for dense matrices)
typically do not scale well beyond a few thousand pro-
cessors on distributed memory machines. In recent work
with the DGDFT code in massively parallel computing
environments23,24, we have found that for systems con-
taining more than a few thousand atoms, the step of
obtaining the electron density from the Hamiltonian can
consume 95% or more of the total computational time.
Direct diagonalization methods do not take advantage
of the fact that the DG Hamiltonian matrix, denoted
henceforth by HDG, is a block-sparse matrix. The spar-
sity of HDG allows several alternatives for mitigating the
issues associated with direct diagonalization methods.
One alternative is to employ “linear scaling” methods
(see, e.g., review articles31,32), based on direct calculation
of truncated density matrices. While linear scaling meth-
ods have been very successful for tackling large insulating
systems with sizable band gaps33–35, they are less well
suited for metallic systems or semiconducting systems
with small band gaps. The sparse nature of the HDG
matrix also allows for the Pole Expansion and Selected
Inversion (PEXSI) technique36,37 to be employed for di-
rectly computing the electron density and other ground
state properties. The computational cost of the PEXSI
technique is at most O(N3b /Ns) ∼ O(N2s ), with Ns de-
noting the number of Kohn-Sham states, even for metal-
lic systems. The PEXSI technique has excellent parallel
scalability23,24,38 and has been shown to work well in con-
junction with DGDFT while studying two-dimensional
materials. However, it becomes more expensive (both
in terms of memory and run time) for three-dimensional
bulk materials, and has limited ability to make use of
good starting guesses (from previous geometry optimiza-
tion or molecular dynamics steps) to accelerate compu-
tations.
With the above considerations in mind, an alternate
strategy for reducing the simulation wall time in prac-
tical computations is to revert to the usage of an algo-
rithm that scales in a cubic manner with respect to the
system size, but to reduce the pre-constant of the algo-
rithm. This includes the use of iterative diagonalization
methods such as the Davidson method39,40, conjugate
gradient-type methods5,41,42, and residual minimization
methods6. However, the effectiveness of these schemes
relies on the availability of a good preconditioner, which
is currently not available for HDG.
In this work, we utilize the technique of Chebyshev
polynomial filtered subspace iteration (CheFSI) to ad-
dress the diagonalization problem in the DG framework
and implement it within the DGDFT code. While the
CheFSI technique has been utilized with great success
by various practitioners working with finite differences,
finite elements, and spectral basis sets15,43–49, its appli-
cation to basis sets resulting in reduced-size Hamiltonian
matrices (such as atomic orbital type or adaptive basis
sets), with on-the-fly adaptation in particular, has not
been considered before to our knowledge.
The DG framework has a number of features that make
the use of CheFSI attractive. First, since the ALBs are
orthonormal, one does not need to consider the overlap
matrix (for usual pseudopotential calculations), thus en-
suring that the CheFSI method in its original form can
be readily employed. Secondly, compared to Hamiltonian
and overlap matrices resulting from other high-quality
orbital-based basis sets, such as augmented Gaussians50
or partition-of-unity finite-elements51, the HDG matrix
has relatively small spectral radius – of the order of a few
thousand (atomic units) for the systems considered here.
As a result of this, Chebyshev polynomial filters of rela-
tively low order suffice. In contrast to direct diagonaliza-
tion methods which scale as O(N3b ), the computational
complexity of CheFSI43 is reduced to O(NbN2s + N3s ).
3Since Nb/Ns is typically ∼ 2−20 for ALBs, this reduction
of prefactor can be sizable for systems with thousands of
atoms, leading to substantially shorter simulation times.
Finally, due to the sparse nature of the HDG matrix and
its nearest neighbor block structure, the computation of
the product of this matrix with a block of dense vectors
can be carried out with relatively low communication vol-
ume between processors. This observation leads to an
efficient and scalable Hamiltonian matrix times vector
product implementation that is crucial for the success of
the CheFSI method within the DG framework.
Overall, we seek an approach for conventional KS-
DFT calculations of large systems with substantially re-
duced prefactor, while retaining the accuracy, system-
atic improvability, and general applicability of estab-
lished planewave and other spectral approaches. This
is made possible by the use of ALBs which ensure that
the number of degrees of freedom per atom is kept low,
combined with the use of the CheFSI method which is
known to have a low prefactor compared to conventional
algorithms – as long as an efficient implementation of the
Hamiltonian matrix times vector product can be set up.
As we show subsequently, through this combination of
strategies, we are able to tackle systems containing thou-
sands of atoms routinely, with wall times on the order of
a few tens of seconds per SCF step on large-scale parallel
computing clusters.
The rest of the paper is structured as follows. In Sec-
tion II, we outline the background on the DG formulation
of KS-DFT and the CheFSI method, before delving into
the implementation of the CheFSI method within the
DG framework. In Section III, we present results and
comparisons with competing methods. We conclude and
comment on future research directions in Section IV.
II. METHODOLOGY
A. Discontinuous Galerkin formulation of KS-DFT
In this section, we discuss aspects of the DG framework
for the Kohn-Sham equations – as implemented within
the DGDFT code – relevant to the implementation of
the CheFSI method. More details on the theoretical un-
derpinnings and practical implementation strategies of
the DG framework can be found in21–23.
In the present work, we consider Γ-point calculations of
periodic systems, as typical in ab initio molecular dynam-
ics, and large-scale calculations generally. The Kohn-
Sham orbitals can be taken to be real valued in this case.
In the DG framework, the global simulation domain Ω is
partitioned into a number of subdomains (or elements)
such that the union of these subdomains tile the whole
domain and adjacent subdomains are non-overlapping
(except possibly at corners, edges, or at a surface). Due
to the periodic boundary conditions on Ω, each surface
of each element is shared between two neighboring el-
ements. We denote the collection of the sub-domains
as T = {E1, . . . , EM} and the collection of all the sur-
faces as S. Each element EK is embedded into a slightly
larger extended element QK that includes a buffer region
surrounding EK . Figure 1a shows a model 2D system
partitioned using 16 equal elements {E1, . . . , E16}.
Due to the decomposition of Ω into elements, global
L2 inner products between various quantities (denoted
here as 〈·, ·〉T ), can be taken as the sum of local L2 in-
ner products over individual elements. We introduce the
notation 〈·, ·〉S to define the sum of local L2 surface in-
ner products on all surfaces of all elements. We will also
employ the notation
{{ · }} to denote the average of a
quantity across a surface while
[[ · ]] denotes the jump
across a surface for discontinuous quantities.
In DGDFT, each SCF iteration includes a preliminary
step of generating the ALBs on the fly. This is accom-
plished by iteratively solving a local Kohn-Sham problem
on each of the extended elements – the effective poten-
tial used for this calculation is simply the restriction of
the effective potential on the global simulation domain
to the extended element. The resulting (approximate)
Kohn-Sham states over QK are then restricted to EK
and orthonormalized to produce the ALBs over EK .
At the end of the ALB generation process, each el-
ement EK has a collection of JK ALBs, denoted by
{ϕK,j}JKj=1. Each ALB is compactly supported on one
element. The complete collection of ALBs
A = {ϕK,j}K=M,j=JKK=1,j=1 , (1)
forms an L2 orthonormal set over Ω, i.e.,
〈ϕK,j , ϕK′,j′〉T = δK,K′δj,j′ , (2)
for K,K ′ = 1, . . . ,M ; j = 1, . . . , JK and j′ = 1, . . . , JK′ .
The global Kohn-Sham states over Ω can be expanded
using the ALBs as:
ψi(x) =
M∑
K=1
JK∑
j=1
ci;K,jϕK,j(x) . (3)
Due to the fact that the ALBs are discontinuous over the
global domain, whereas the Kohn-Sham states (and re-
lated physical quantities such as the electron density) are
continuous, the DG framework penalizes discontinuities
in these quantities across element surfaces. Accordingly,
the electronic free energy of a system with Ns occupied
4electronic states is written as:
EDGfree({ψi, fi}) =
1
2
Ns∑
i=1
2fi 〈∇ψi,∇ψi〉T + 〈Veff , ρ〉T
+
Ns∑
i=1
2fi
NA∑
I=1
LI∑
`=1
γI,`|〈bI,`(· −RI), ψi〉T |2
− Tel Sel({fi})
−
Ns∑
i=1
2fi
〈{{∇ψi}}, [[ψi]]〉S
+ α
Ns∑
i=1
2fi
〈[[
ψi
]]
,
[[
ψi
]]〉
S , (4)
where, 0 ≤ fi ≤ 1 are the electronic occupation num-
bers (specified via Fermi-Dirac smearing), Veff denotes
the effective potential (consisting of local pseudopoten-
tial, Hartree, and exchange correlation contributions),
the scalars γI,` and projector functions bI,` correspond to
the nonlocal pseudopotential expressed in the Kleinman-
Bylander form52, and Tel and Sel correspond to the elec-
tronic temperature and electronic entropy, respectively.
The quantity α is an adjustable penalty parameter that
ensures that Eq. (4) has a well defined ground state free
energy.
Using the ALBs to discretize the above expression for
the free energy and subsequently minimizing the dis-
cretized energy with respect to the expansion coefficients
ci;K,j (as well as the occupation numbers fi), while main-
taining the orthonormality constraint on the orbitals,
leads us to the discretized version of the Euler–Lagrange
equations. This takes the form of the following eigenvalue
problem: ∑
K′,j′
HDGK,j;K′,j′ci;K′,j′ = λici;K,j , (5)
with the discretized Hamiltonian operator expressible as:
HDGK,j;K′,j′
=
(1
2
〈∇ϕK,j ,∇ϕK,j′〉T + 〈ϕK,j , VeffϕK,j′〉T
)
δK,K′
+
(∑
I,`
γI,` 〈ϕK,j , bI,`〉T 〈bI,`, ϕK′,j′〉T
)
+
(
−1
2
〈[[
ϕK,j
]]
,
{{∇ϕK′,j′}}〉S
− 1
2
〈{{∇ϕK,j}}, [[ϕK′,j′]]〉S
+ α
〈[[
ϕK,j
]]
,
[[
ϕK′,j′
]]〉
S
)
. (6)
The matrix HDG can be naturally partitioned into blocks
based on the element indices. We will denote the (K,K ′)-
th matrix sub-block (of size JK × JK′) as:
HDGK;K′ = H
DG
K,j=1,...,JK ;K′,j′=1,...,JK′ . (7)
(a) Schematic 4× 4
partition of a model 2D
computational domain into
16 elements.
(b) The DG Hamiltonian matrix HDG with its block
sparsity pattern resulting from such a partition.
White represents zero blocks.
FIG. 1. Partitioning of a domain into DG elements and the
resulting discretized Hamiltonian HDG.
Since the ALBs are compactly supported on their respec-
tive elements, the block HDGK;K′ is non zero only when K
and K ′ refer to neighboring elements. This situation is
illustrated in Figure 1.
Further details on interpretation and computation of
the various terms described above as well as the signifi-
cance of the parameter α in practical calculations can be
found in21,23. Note that the appearance of average and
jump operators in Eq. (4) and Eq. (6) are a distinguish-
ing feature of the interior penalty DG formulation of the
Kohn-Sham equations.
During the SCF iterations, the matrix HDG is con-
structed using the most recent effective total potential
Veff. Following this, the electron density needs to be com-
puted from HDG. So far, this step has been achieved in
the DGDFT code in two distinct ways. In the first ap-
proach, the use of a parallel eigensolver (the ScaLAPACK
routine PDSYEVD) allows one to directly compute the
eigenvalues and eigenvectors of HDG. From these, the
orbital occupations {fi}Nsi=1 can be computed via Fermi-
5Dirac smearing while the density matrix (also called the
Fermi matrix at finite electronic temperature) and the
electron density can be computed from the eigenvectors
as:
PK,j;K′,j′ =
Ns∑
i=1
fici;K,jci;K′,j′ , (8)
ρ(x) = 2
M∑
K=1
JK∑
j=1
JK∑
j′=1
ϕK,j(x)ϕK,j′(x)PK,j;K,j′ .
(9)
Eq. (9) shows that only the diagonal blocks of the den-
sity matrix need to be computed to evaluate the electron
density. Note that the calculation of these blocks can be
done individually on each element.
The second approach involves the use of the PEXSI
technique to directly compute the density matrix ele-
ments, without going through the intermediate eigenval-
ues and eigenvectors. The electron density can be evalu-
ated subsequently from Eq. (9) using the diagonal blocks
of the density matrix, while the computation of forces
requires computation of the non-diagonal blocks corre-
sponding to the sparsity pattern of HDG22,38.
Considering the limitations of the each of the above ap-
proaches (as described earlier), we now explore the option
of using Chebyshev polynomial filtered subspace iteration
to compute the eigenvalues and eigenvectors of HDG.
B. Chebyshev polynomial filtered subspace iteration
within DGDFT
Subspace iteration is a generalization of the classical
power method for computing the dominant eigenpair of
a matrix53,54. The standard subspace iteration can be
used to obtain an approximation to the invariant sub-
space associated with the largest few eigenvalues. In
Kohn-Sham DFT, the invariant subspace of interest is
the one associate with the occupied states (and possi-
bly a few unoccupied states above the Fermi level)55,56
which do not correspond to the dominant eigenvalues of
the Kohn-Sham Hamiltonian.
A Chebyshev polynomial pm(λ) can be constructed to
map eigenvalues at the low end of the spectrum (corre-
sponding to the occupied states) of HDG to the dominant
eigenvalues of pm(H
DG). The exponential growth prop-
erty of the Chebyshev polynomials outside the region
[−1, 1] can be used to ensure that the wanted part of the
spectrum (i.e., the occupied states in ground state elec-
tronic structure calculations) can be magnified while the
unwanted part (corresponding to the unoccupied states)
is damped in comparison57–59. Applying subspace iter-
ation to pm(H
DG) yields the desired invariant subspace.
Within each iteration, the multiplication of pm(H
DG)
with a block of vectors can be carried out by using the
three-term recurrence satisfied by Chebyshev polynomi-
als. The application of the Chebyshev polynomial fil-
tered subspace iteration (CheFSI) technique for comput-
ing the occupied eigenspace of the Kohn-Sham opera-
tor was introduced in43,44. Within the SCF iteration
framework, this methodology can be thought of as a
form of nonlinear subspace iteration in the sense that
the approach de-emphasizes the accurate solution of the
intermediate linearized Kohn-Sham eigenvalue problems
on every SCF step. With the progress of the SCF it-
erations, the approximate Hamiltonian approaches the
self-consistent one and the span of the (approximately)
computed eigenvectors approaches the converged occu-
pied subspace simultaneously. This particular feature of
CheFSI has some bearing on the way it is implemented
within the DG framework, as explained later.
The main desirable features of CheFSI which make it
suitable for application to large-scale electronic structure
problems are the following : 1) It is a block method in
which HDG can be multiplied with a block of vectors si-
multaneously. This additional level of concurrency allows
the algorithm to achieve better parallel scalability com-
pared to standard Krylov subspace methods such as the
Lanczos algorithm. 2) Compared to other Krylov sub-
space methods, it performs fewer Rayleigh-Ritz calcula-
tions in which a projected subspace eigenvalue problem
is solved. The Rayleigh-Ritz procedure is often the com-
putational bottleneck when the number of eigenvalues to
be computed is relatively large.
The key steps in a CheFSI cycle (see Algorithm 1 for
details) are an application of the Chebyshev polynomial
filter on a block of vectors, subsequent orthonormaliza-
tion of the filtered block, a Rayleigh-Ritz step, and fi-
nally a so called subspace rotation step43,45. Together,
the last three steps will be referred to as solving the sub-
space problem. Note that the Rayleigh-Ritz and subspace
rotation steps are useful for explicitly obtaining the (ap-
proximate) occupied eigenpairs of the Hamiltonian from
the filtered subspace. We will now elaborate on various
important aspects of our implementation of these steps
within DGDFT.
Algorithm 1 CheFSI cycle
Input: Matrix HDG, starting vector block X, filter order m
1. Compute lower bound blow using previous Ritz values
and the upper bound bup using a few steps of the Lanc-
zos algorithm.
2. Perform Chebyshev polynomial filtering, i.e., compute
Y˜ = pm(H
DG)X with [blow, bup] mapped to [−1, 1].
3. Orthonormalize columns of Y˜ : Set S = Y˜ T Y˜ , compute
UTU = S, and solve Yˆ U = Y˜ .
4. Rayleigh-Ritz step: Compute the projected subspace
matrix Hˆ = Yˆ THDGYˆ and solve the eigenproblem
HˆQ = QD.
5. Perform a subspace rotation step Xnew = Yˆ Q.
Output: Vector block Xnew (approximate eigenvectors) and
Ritz values D (approximate eigenvalues).
61. The multiplication of HDG with a block of vectors
One of the key computational steps of the CheFSI
method is to perform Y = pm(H
DG)X. This step re-
quires an efficient and scalable implementation of multi-
plying HDG with a block of vectors. Additionally, com-
putation of the action of the Hamiltonian matrix on vec-
tors is required for estimating the spectral bounds of the
Hamiltonian via the Lanczos algorithm as well as during
the Rayleigh-Ritz step (see Algorithm 1).
Given a block of vectors X consisting of columns
{xi}Nsi=1, the multiplication of HDG with a subset of these
columns xi1,...,i2 , with 1 ≤ i1 ≤ i2 ≤ Ns, can be written
as:
yi1,...,i2;K,j =
∑
K′,j′
HDGK,j;K′,j′xi1,...,i2;K′,j′ , (10)
where, K,K ′ = 1, . . . ,M and j = 1, . . . , JK , j′ =
1, . . . , Jk′ . Using the fact that H
DG
K;K′ is non-zero only
for K ′ ∈ N (K), i.e., the neighboring elements of the K-
th element, we may rewrite this as:
yi1,...,i2;K,j =
∑
K′∈N (K)
HDGK;K′xi1,...,i2;K′,j′ . (11)
Thus, the portion of the resulting set of vectors yi1,...,i2
that is associated with the element K can be written as:
yi1,...,i2;K =
∑
K′∈N (K)
HDGK;K′xi1,...,i2;K′ . (12)
Since the individual blocks HDGK;K′ and xi1,...,i2;K′ are
dense, Eq. (12) can be computed as the sum of a se-
ries of matrix-matrix products (i.e., GEMM operations
in Level-3 BLAS). Further, since the above operation can
be carried out independently over the various columns of
X, it is natural to take advantage of the manifestly par-
allel nature of the problem by distributing the columns
among separate processing elements in an appropriate
manner.
The data distribution of the various quantities involved
in Eq. (12) is important in deciding how the operation
can be carried out in practice. As explained in23, the
DGDFT code uses a two level parallelization strategy im-
plemented via Message Passing Interface (MPI) to han-
dle inter-process communication. At the coarse grained
level, work is distributed among processors by elements,
leading to inter-element parallelization. Further, within
each element, the work associated with construction of
the local portions of the DG Hamiltonian, evaluation of
the electron density, and the ALB generation process is
parallelized leading to intra-element parallelization. The
processors are partitioned into a two-dimensional logical
process grid with a column major order (Fig 2). We will
refer to this layout of the MPI processes as the global
process grid. For the sake of discussion, we assume here
that the total number of MPI processes (in the global
process grid) is Ptot = M × Pe, so that there are Pe
1
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Pe
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Pe+2
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2Pe
2Pe+1
2Pe+2
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FIG. 2. Two-level parallelization scheme within DGDFT :
The number of DG elements is M and each element has Pe
processors dedicated to it, making the total number of pro-
cessors Ptot = M × Pe.
processes assigned to each of the M elements. Specif-
ically, the processes with MPI ranks (K − 1)Pe + 1 to
KPe (K = 1, . . . ,M) are in the K-th global column pro-
cessor group, and they work on the element EK at the
level of intra-element parallelization. Analogously, the
i-th global row processor group consists of the processes
with MPI ranks i, Pe+i, . . . , (M−1)Pe+i (i = 1, . . . , Pe).
Any process in the global process grid can be referred to
by its row and column indices (I,K) in the process grid,
with I = 0, . . . , Pe − 1 and K = 0, . . . ,M − 1.
The two level parallelization scheme within DGDFT
allows (12) to be evaluated efficiently and in a scalable
manner. A given block of vectors X is distributed at the
inter-element parallelization level in a manner consistent
with the element-wise partition suggested by Eq. (12),
and it is further distributed by its columns (i.e., Kohn-
Sham states) at the intra-element parallelization level. In
other words, for a block of vectors of size Nb ×Ns (with
Nb =
∑M
k=1 JK , i.e., the total number of basis functions
in use and Ns denoting the total number of Kohn-Sham
states), the MPI process with row and column indices
(I,K) holds a block of size JK ×bNsPe c and evaluates this
portion of the result (i.e, left hand side of Eq. (12)). In
DGDFT, the matrix HDG is stored element-wise, i.e., all
Pe processes in a given process grid column assigned to a
particular element K store all non-zero blocks of the form
HDGK;K′ . Hence, for a given process, evaluation of (12)
only incurs nearest neighbor communication within each
process grid row so that blocks of the form xi1,...,i2;K′
(with i1, i2 corresponding to the start and end indices of
the block of states that the process is working on, and
K ′ corresponding to its nearest neighbor elements) may
be obtained.
The strategy of employing a process grid avoids costly
global communication and restricts all communication to
individual row and column process grids. Additionally,
7the block nearest-neighbor type sparsity structure of the
Hamiltonian matrix results in further reduction in com-
munication volume. As demonstrated later, these factors
result in a particularly well scaling matrix-vector product
routine for DGDFT. In contrast, expressing HDG and the
block of vectors to be multiplied as dense matrices and
the subsequent direct use of parallel dense linear algebra
routines (PBLAS60, for example) for carrying out the
matrix-vector product operation would have incurred a
higher computational cost and also significantly degraded
the scalability of the computation.
2. Parallel solution of the subspace problem
The various steps involved in solving the subspace
problem all require dense linear algebra operations. For
example, given the Chebyshev polynomial filtered block
of vectors Y˜ = pm(H
DG)X, we need to orthonormal-
ize this block of vectors so as to obtain an orthonor-
mal basis for the (approximate) occupied subspace. We
carry out this operation by computing the overlap matrix
S = Y˜ T Y˜ , computing the Cholesky factorization of S as
S = UTU and then using the Cholesky factor to solve
the equation Yˆ U = Y˜ . The resulting block of vectors Yˆ
is then orthonormal. The cost of these operations grows
cubically with respect to the number of atoms involved in
the simulation. Once the number of occupied states ex-
ceeds a few hundred, it becomes necessary to parallelize
these operations so as to reduce the computational wall
times. We use the parallel dense linear algebra routines
in the PBLAS60 and ScaLAPACK29,30 software libraries
to do this.
PBLAS and ScaLAPACK routines employ a two-
dimensional block-cyclic data distribution over a process
grid for their operations. We will refer to this process grid
as the linear algebra process grid. Since the performance
of some of the required routines (particularly, those in-
volved with eigenvalue computation and Cholesky factor-
ization) tend to stagnate (or sometimes, even deteriorate)
quite easily if too many processes are in use, we typically
use only the first row of processes of the global process
grid to set up the linear algebra process grid for problems
of moderate size. Thus, the number of processes in the
linear algebra process grid typically equals the number of
DG elements in use. As the system size grows bigger, we
include additional rows of processors in the global pro-
cessor grid in the linear algebra process grid to reduce
the cost of dense linear algebra operations.
Before the sequence of dense linear algebra operations
can be initiated, the vector block that contains the prod-
uct of pm(H
DG) andX must be redistributed over the lin-
ear algebra process grid from its distribution over the DG
elements. We have implemented routines for seamlessly
inter-converting between a block of vectors distributed
over the DG elements to one distributed over the lin-
ear algebra process grid, at relatively low communication
cost23. In our experience, this step takes no more than
0.1% of the total time spent in the CheFSI routine, even
for the largest systems considered here.
The original Chebyshev filtering method presented
in43,44 employs a QR factorization or the DGKS
algorithm61 for orthonormalization. Here, we have used
the faster (but sometimes less stable) Cholesky factoriza-
tion method instead. We have found this speeds up the
orthonormalization by a factor of 2–3 in most cases with
no problematic side effects.
With the orthonormalized and filtered block of vectors
Yˆ , the next step is to compute the projection of HDG
onto the occupied subspace: Hˆ = Yˆ T (HDGYˆ ). This
step requires the vector block Yˆ distributed over the lin-
ear algebra process grid to be redistributed over the DG
elements, so that the action of HDG on it can be com-
puted. Once again, this data redistribution step takes no
more than 0.1% of the total time spent in the CheFSI
routine, even for the largest problems considered here.
After diagonalizing the projected matrix Hˆ, the re-
sulting block of eigenvectors Q can be used to compute
the final results of one CheFSI cycle as Xnew = Yˆ Q.
Eq. (8) can now be used to compute the diagonal blocks
of the density matrix locally on each element, by using
the eigenvector coefficients in Xnew. The correponding
Ritz values Λi can be used for adjusting the polynomial
filter bounds as well as computing the Fermi energy and
occupation numbers.
3. Alignment of eigenvectors with current basis
What distinguishes DGDFT from traditional Kohn-
Sham DFT solvers is the change of the basis set in each
SCF cycle. This change has implications for the way
we prepare the starting vectors for CheFSI on every SCF
step. Conventionally, the input to CheFSI at the ith SCF
cycle is chosen to be the approximate invariant subspace
computed at the (i− 1)th SCF step43,45. However, since
the basis set changes from one SCF cycle to the next
in DGDFT, the eigenvector coefficients computed in a
given SCF cycle relative to the basis of that cycle are
not applicable to subsequent SCF cycles with different
bases. In practice, the change of basis from one SCF
cycle to the next becomes smaller as self-consistency is
approached, however, as we show below, the change is
sufficiently large to require explicit accommodation to
minimize CheFSI iterations.
Figure 3 shows that even for a simple system contain-
ing a few hydrogen atoms, a naive implementation of
CheFSI, which simply uses the eigenvector coefficients
computed in the previous SCF cycle as the starting guess
for the current SCF cycle, fails to converge in even 45 iter-
ations (green curve), whereas a direct diagonalization of
HDG via ScaLAPACK results in SCF convergence (blue
curve) in less than 20 SCF iterations. To address this
problem, we may perform several cycles of CheFSI in ev-
ery SCF step to compensate for the poor initial approx-
imation provided by the coefficients of the previous SCF
8step. This strategy produces results closer to those pro-
duced by exact diagonalization in each SCF cycle (black
curve.) But repeating the CheFSI cycle multiple times
on every SCF step increases the overall computational
cost of the method.
Since the basis in a given SCF iteration is distinct from
that of the previous, with distinct span, the eigenvec-
tors of the previous SCF iteration cannot be expressed
in terms of the basis of the current SCF iteration with-
out approximation. For optimality, we choose the best
approximation in the `2 norm, which by virtue of the or-
thonormality of the DG basis, is readily obtained by `2
projection. Specifically, if X(i) denotes an Nb×Ns block
of vector coefficients (where, Nb denotes the total num-
ber basis functions in use and Ns denotes the number
of Kohn-Sham states) computed by CheFSI on a given
SCF step, and V i denotes an Nr × Nb block of basis
vectors corresponding to the ALBs sampled on an Nr-
dimensional real-space grid (consisting of Gauss-Lobatto
integration points for example21), then the starting point
for the CheFSI method on SCF step i+ 1 is given by:
X(i+1) = (V i+1)T V iX(i) . (13)
Since the ALBs and the eigenvector coefficients X(i) and
X(i+1) are all distributed DG-element wise (i.e., X(i) for
example, is represented as M blocks X
(i)
K ;K = 1, . . . ,M ,
stacked column-wise), this becomes:
X(i+1) =
M∑
K=1
(
(V i+1)T V i
)
K
(X(i))K . (14)
Further noting that ALBs from different elements are
orthogonal to each other due to disjoint supports, we
may rewrite the above as:
X
(i+1)
K = (V
i+1
K )
T V iK (X
(i)
K ) , (15)
with V iK and V
i+1
K denoting the matrix representation of
ALBs originating from the element K on SCF steps i and
i + 1, respectively. Eq. (15) can be evaluated locally on
each element by means of two matrix-matrix multiplica-
tions. As shown by the red curve in Figure 3, this extra
step of re-aligning results in SCF convergence with a rate
comparable to that of exact diagonalization.
In all the calculations presented here, this extra step of
aligning the wavefunction coefficients was always carried
out from SCF step 2 onwards. The overhead due to this
step is minimal (typically less than 0.1% of the total time
spent on a CheFSI cycle) and does not grow with system
size since larger systems employ more elements and the
re-alignment calculation is carried out locally on each
element.
A flowchart summarizing the various steps involved in
the DG-CheFSI method is presented in Figure 4.
FIG. 3. SCF convergence of normalized electron density resid-
ual for different variants of CheFSI within DGDFT (naive im-
plementation, multiple cycles, and eigenvector re-alignment to
adjust for evolving basis set) for a simple system containing a
few hydrogen atoms. Reference ScaLAPACK results are also
presented.
4. Complexity analysis
For the purpose of this discussion, we let Nb denote the
total number basis functions in use (i.e., Nb =
∑M
K=1 JK)
and we let Ns denotes the number of Kohn-Sham states.
Further, we let Ng represent the total number of real-
space grid points in use, with Ng/M grid points used for
storing each ALB locally within its associated element,
with M elements. The quantities NbM and
Ng
M then corre-
spond to the number of ALBs per element and number of
real-space grid points per element, respectively, and are
constants for a particular simulation and accuracy level.
As explained above, the CheFSI approach mainly in-
volves the application of the Chebyshev polynomial fil-
ter on a block of vectors and subsequent solution of the
subspace problem. Within the DG framework, there is
an additional step of aligning the DG coefficients of the
Kohn-Sham states from one SCF step to the next. Re-
gardless of the basis set in use (e.g., finite elements,
planewaves, or ALBs), the subspace problem solution
scales as O(NbN2s +N3s ) due to the requirement of dense
matrix multiplications43.
Let us now focus on the polynomial filtering step. This
involves computing the product of the Hamiltonian ma-
trix with the block of Kohn-Sham states. After the gen-
eration process of the ALBs (a step which incurs a mem-
ory cost of O(NgNb/M) on every element), the memory
cost associated with storage of the coefficients of Kohn-
Sham states in terms of the ALBs isO
(
NbNs +Nb
Ng
M
)
.
This contrasts with the storage cost of O(NgNs) that
would be required by finite differences, finite elements,
or planewave methods using the same number of real-
space grid points. In this sense, the use of ALBs can be
seen as a systematically improvable compressed format
for storing the Kohn-Sham states. In practice, the num-
ber of ALBs per element Nb/M is at most a few hundreds
and this number is usually far exceeded by the number
9Initialize ρ, Veff, etc.
Set random initial guess
for eigenvector block X
Compute ALBs locally
on each DG element
Construct HDG
First SCF iteration ? n cycle = 3 or 4
n cycle = 1
Align X with cur-
rent basis (Eq. 13)
Perform n cycle CheFSI cycles
using HDG on X (Algorithm 1).
(i.e., Filtering, Orthonormal-
ization, Rayleigh-Ritz step and
Subspace rotation on each cycle)
Compute ρ (Eqs. 8 – 9),
update potentials
Is SCF converged ?
Compute forces,
output results, etc.
yes
no
yes
no
FIG. 4. Flowchart depicting the various steps of CheFSI
within DGDFT. Typically, 3 or 4 CheFSI cycles are applied
on the first SCF step when starting from a random guess for
the eigenvector block X.
of Kohn-Sham states Ns, in large calculations. Further
Nb/Ns is typically 2 ∼ 20. Hence, once the ALBs have
been generated, there is overall less memory cost involved
in storing the Kohn-Sham states using the ALBs.
As explained earlier (section II B 1, Eq. 11), multiply-
ing the block sparse matrix HDG with the block of Kohn-
Sham states involves a few dense matrix multiplications
of small blocks (of size
Nb
M
×Nb
M
) coming from HDG, with
blocks (of size
Nb
M
×Ns) coming from the coefficients of
the Kohn-Sham states, for each DG element. If there are
cN such multiplications to be carried out for each element
(this being related to the number of nearest neighbors of
elements), the total cost for the application of one step
of the polynomial filter is proportional to
cN
(
Nb
M
)2
NsM = O(NsM) , (16)
since NbM is a constant. Splitting this calculation into the
respective M elements therefore incurs a computational
cost of O(Ns) on every element. Note that, in contrast,
this computation using finite differences or finite elements
would have a complexity of O(NsNg) in total and is likely
to incur a greater computational cost.
Finally, the step of aligning the Kohn-Sham states with
the current basis set on every SCF step (Eq. 14) incurs
a cost that is proportional to(
Nb
M
)2
Ng
M
+
(
Nb
M
)2
Ns = O(Ns) , (17)
on every element.
In contrast to the computational complexity of the var-
ious steps involved in the CheFSI approach, direct diag-
onalization of HDG involves a computational complexity
of O(N3b ) while the PEXSI approach involves a cost of
O
((
Nb
M
)3
MαD
)
(with αD = 1.0, 1.5, 2.0 for one-, two-,
and three-dimensional systems, respectively). Direct di-
agonalization is more computationally intensive while the
PEXSI approach results in a larger prefactor, because of
which both methods result in longer wall times to so-
lution compared to CheFSI for the full range of system
sizes considered here.
III. RESULTS
In this section, we investigate the parallel scalabil-
ity of the CheFSI method and compare its performance
with the existing ScaLAPACK and PEXSI methods in
DGDFT. Two prototypical systems have been used for
our calculations. The first, referred to as Li3D, consists
of a three-dimensional bulk lithium-ion electrolyte sys-
tem originating from the design of energy storage devices.
Atoms of hydrogen, lithium, carbon, phosphorus, oxygen,
and fluorine, numbering 318 in total, are present in this
system. The second, referred to as Graphene2D, con-
sists of a two-dimensional sheet of graphene containing
180 carbon atoms. These systems were chosen for their
technological relevance as well as the fact that KS-DFT
calculations on large samples of these systems can be
challenging. Figure 5 shows the Li3D and Graphene2D
systems along with the first ALB from one of the DG
elements of these systems.
In order to be able to work with larger system sizes, we
have employed multiple unit cells of these systems repli-
cated along the coordinate axes. Thus, Li3D1×2×2 for ex-
ample, refers to a system in which the 318-atom unit cell
has been replicated along Y and Z directions to produce
a 1272-atom bulk system; and similarly, Graphene2D4×4
refers to a graphene sheet containing 2880 atoms.
In what follows, we shall consider the time to solution.
For the CheFSI and ScaLAPACK diagonalization meth-
ods, this will refer to the wall clock time that these meth-
ods require to compute the eigenvalues and eigenvectors
of HDG as well as the diagonal blocks of the density ma-
trix (via Eq. (8)), during a general SCF cycle. For the
PEXSI method, it will refer to the wall clock time that
is required to compute directly the density matrix cor-
responding to the sparsity pattern of HDG. In order to
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(a) Bulk Li3D system containing 318
atoms.
(b) Graphene2D system containing
180 atoms.
FIG. 5. Prototype 2D and 3D systems used for the compu-
tations in this work. Larger sized systems were obtained by
periodic replication of these unit cells. Iso-surface of the first
ALB from one of the DG elements of these systems is also
shown.
have a fair comparison between the methods, it is im-
portant to ensure that the three methods show the same
convergence rate over multiple SCF cycles. This then al-
lows the comparison between the methods to be carried
out with reference to the time to solution for one SCF cy-
cle. Accordingly, we have adjusted the Chebyshev poly-
nomial filter order as well as the various parameters used
in PEXSI (such as the number of poles and the number
of chemical potential iterations), so that these methods
converge at least as fast as the reference ScaLAPACK
calculations. Figure 6 shows the convergence of all the
three methods for the prototype systems in use here.
For most of the calculations described here, the poly-
nomial filter order used was between 80 and 100. How-
ever, these employed relatively hard pseudopotentials62;
lower filter orders may be expected to suffice for softer
pseudopotentials. Additionally, in practical molecular
dynamics and geometry optimization calculations, fewer
SCF cycles are likely to be required for the CheFSI
method on every electronic relaxation step, since the
method will be able to make use of wavefunction extrap-
olation (with re-alignment to account for the evolving
basis set). Thus, the performance of CheFSI in the con-
FIG. 6. SCF convergence of normalized electron density resid-
ual for two prototypical systems using ScaLAPACK diagonal-
ization, PEXSI, and CheFSI methods.
text of MD simulations may be expected to improve still
further relative to the results of static calculations, as
presented here.
We have used the local density approximation for the
exchange-correlation functional with the parametrization
described in63. Hartwigsen-Goedecker-Teter-Hutter
pseudopotentials62,63 are employed to remove inert core
electrons from the computations. We have typically em-
ployed 100 − 120 additional states in most calculations
to accommodate partial occupation. SCF convergence
was accelerated by means of Pulay’s scheme64 or its pe-
riodic variant65, and an electronic temperature of 300 K
was used in Fermi-Dirac occupation. To attain chem-
ical accuracy (i.e., error in the total energy less than
10−3 Ha/atom relative to the fully converged result; ad-
ditionally we also ensured that the error in the atomic
forces are less than 10−3 Ha/Bohr relative to the fully
converged result), the 318-atom bulk Li3D system was
partitioned into 4 × 4 × 4 elements, with 200 ALBs per
element, giving ∼40 ALBs per atom. Likewise, the 180-
atom Graphene2D system was partitioned into 1× 6× 6
elements, with 120 ALBs per element, giving 24 ALBs
per atom.
All calculations described here were performed on the
Edison platform at the National Energy Research Sci-
entific Computing (NERSC) center. Edison has 5462
Cray XC30 nodes. Each node has 64 GB of memory
and 24 cores partitioned among two Intel Ivy Bridge
processors, running at 2.4GHz. Edison employs a Cray
Aries high-speed interconnect with Dragonfly topology
for inter-node communication.
A. Scaling performance
We first investigate the strong scaling performance of
CheFSI within the DG framework and compare it against
that of PEXSI and ScaLAPACK. For this, we consider
the systems Li3D2×2×2 (2544 atoms, 4536 Kohn-Sham
states) and Graphene2D6×6 (6480 atoms, 13080 Kohn-
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(a) Li3D2×2×2 system (2544 atoms).
(b) Graphene2D6×6 system (6480 atoms).
FIG. 7. Strong scaling efficiency of CheFSI in DGDFT,
compared against PEXSI and direct ScaLAPACK diagonal-
ization. Scaling performance of the filtering routine is also
shown.
Sham states).
Figure 7 shows the wall time to solution (per SCF it-
eration) vs. number of computational cores employed.
From the figures, it is evident that the overall strong
scaling performance of CheFSI lies in between that of
PEXSI and direct ScaLAPACK diagonalization. For the
Li3D2×2×2 system, the performance using 12, 288 cores
is at about 56 % efficiency (measured against the result
from 1500 cores); while for the Graphene2D6×6 system,
using 10, 368 processors, it is at about 46 % efficiency
(measured against the result from 1200 cores). It is in-
teresting to note, however, that the strong scaling per-
formance of the filtering routine by itself is nearly ideal,
remaining close to 80 % efficiency for the Li3D2×2×2 case
and at about 90 % efficiency for the Graphene2D6×6 case.
In particular, the performance of the filtering routine is
better in the 2D system due to fewer neighboring ele-
ments and correspondingly less communication required.
The overall scaling performance of CheFSI, therefore, is
limited by the performance of the subspace problem solu-
tion, whenever the total time for this step forms a signif-
icant fraction of the total CheFSI time. For the systems
here, the subspace problem solution time was about 33 %
of the total CheFSI time for the Li3D2×2×2 system using
12, 288 cores, and 57 % of the total CheFSI time for the
FIG. 8. Weak scaling performance of CheFSI in DGDFT.
Performance of the filtering routine is also shown.
Graphene2D6×6 system using 10, 368 cores. The larger
fraction of time spent on the subspace problem helps ex-
plain why the overall scaling performance of CheFSI is
somewhat lower for the 2D case here. These observations
suggest possible avenues for further improvement of the
overall scaling performance of CheFSI.
Next, we investigate the weak scaling performance
of CheFSI within DGDFT, i.e., the performance with
increasing system size. We investigate the following
systems in 3D: Li3D1×1×1,Li3D1×1×2, and Li3D1×2×2.
The system sizes have been doubled successively and
as a result, the number of Kohn-Sham states involved
(approximately) is doubled as well. In 2D, we inves-
tigated the systems: Graphene2D1×1,Graphene2D2×2,
and Graphene2D4×4. For these cases, the system sizes
have been quadrupled successively and as a result, the
number of Kohn-Sham states involved (approximately)
is quadrupled as well. As a measure of weak scaling per-
formance, the wall clock time to solution (per SCF itera-
tion) is shown in Figure 8. For each system, the number
of computational cores was quadrupled successively as
sizes were doubled (Li3D) and quadrupled (Graphene2D)
successively.
On increasing the system size n fold, the number of
DG elements used for the calculation has to increase by
the same factor to keep each local calculation manageable
and to maintain the same level of accuracy of solution.
Since the number of Kohn-Sham states involved also in-
creases n fold, there is an overall n2 factor increase in
the time required for applying the Chebyshev polyno-
mial filter to all the states involved (Eq. 16). Hence, if
the number of computational cores used for doing the
larger calculation is increased by a factor of s, the ex-
pected wall time for applying the Chebyshev polynomial
filter will change by a factor of n2/s. This observation
should also hold for the total CheFSI time, as long as the
time for solution of the subspace problem forms a small
fraction of the total CheFSI time. Thus, for the Li3D
systems, the wall-times for each system should ideally re-
main constant (n = 2, s = 4) while for the Graphene2D
systems, an increase by a factor of 4 should be observed
(n = 4, s = 4). Figure 8 shows that this expectation
holds reasonably well for the overall CheFSI time, and
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particularly well for the Chebyshev polynomial filter ap-
plication time. For the Li3D systems, the weak scaling
efficiency of CheFSI is about 70 % using 3072 cores while
it is about 65 % using 4608 cores for the Graphene2D
systems. The performance of the polynomial filter appli-
cation routine for both these systems is close to 90 %.
These results demonstrate again the critical importance
of an efficient, well scaling subspace solution as system
size increases beyond a few thousand atoms.
B. Benchmark calculations
As the final test of computational efficiency, we study
the performance of CheFSI on large benchmark systems
and compare the wall time to solution between CheFSI,
direct ScaLAPACK diagonalization, and PEXSI. We
choose the Li3D3×3×3 and Graphene2D8×8 systems for
this study. 13, 824 computational cores were used for
both systems. The results are shown in Table I.
System ScaLAPACK PEXSI CheFSI
Li3D3×3×3
8, 586 atoms 3323 3784 170
∼ 15, 000 states
Graphene2D8×8
11, 520 atoms 2473 426 105
∼ 23, 200 states
TABLE I. Solution wall times per SCF step (rounded to near-
est second) for direct ScaLAPACK diagonalization, PEXSI,
and CheFSI on 13, 824 computational cores for two large sys-
tems.
The results show that CheFSI is by far the fastest
of all the three approaches (up to more than an order
of magnitude faster), particularly for the bulk system.
Even for the two-dimensional material system, a geom-
etry in which PEXSI is known to perform particularly
well, CheFSI is able to outperform with the same num-
ber of cores. Due to the good scalability properties of
PEXSI, the wall time for the Graphene2D8×8 system
can be brought down to be comparable to CheFSI (us-
ing 55, 296 cores for instance), but overall CheFSI re-
mains more economical in terms of computational re-
sources used (total CPU-hours, for example). We have
also observed that the timing results remain favorable
for CheFSI for smaller systems, such as those used in the
scaling performance studies.
In order to obtain an estimate of the SCF wall times
achievable with the DGDFT-CheFSI framework on large-
scale computational platforms, we studied the Li3D3×3×3
and Graphene2D8×8 systems using 55,296 computational
cores. The results are shown in Table II.
It is apparent from the results in Table II that for these
systems, the largest fraction of the total SCF time is
spent on the solution of the subspace problem. Thus the
System ALB Hamiltonian CheFSI Total SCF
Generation update (filtering) time
Li3D3×3×3 11 3 76 (36) 90
Graphene2D8×8 5 4 66 (16) 75
TABLE II. Wall times for various stages of the SCF cy-
cle (rounded to nearest second) with the DGDFT–CheFSI
approach for two large systems using 55, 296 computational
cores. The numbers in parentheses indicate the wall time
spent on the filtering step.
cubic computational complexity associated with the so-
lution of the subspace problem starts to dominate as the
system size grows larger, beyond a few thousand atoms
in the present case.
IV. CONCLUSION
We have used Chebyshev polynomial filtered subspace
iteration (CheFSI) within the Discontinuous Galerkin
method to enable large-scale first principles simulations
of a wide variety of materials systems using Density Func-
tional Theory. Due to a number of attractive features
of the DG Hamiltonian matrix, the implementation of
CheFSI within the Discontinuous Galerkin framework al-
lows the computation of the Kohn-Sham eigenstates of
the Hamiltonian to be carried out in a highly efficient and
scalable manner. By virtue of the limited spectral width
of the DG Hamiltonian matrix, relatively low polynomial
orders suffice, reducing the number of matrix-vector mul-
tiplies required; while the block-sparse structure of the
DG Hamiltonian facilitates efficient, parallel implemen-
tation of each multiply. In addition, the strict locality
and orthonormality of the adaptive local basis facilitates
realignment of eigenvector coefficients from one SCF step
to the next, as the basis is optimized on-the-fly at each
step. Taken together, these advantages yield an accurate,
systematically improvable electronic structure method,
applicable to metals and insulators alike, capable of sim-
ulating thousands of atoms in tens of seconds per SCF
iteration on large-scale parallel computers.
In the near future, we aim to carry out large-scale
quantum molecular dynamics simulations of various ma-
terials systems using the DGDFT-CheFSI technique. Of
particular interest to us are accurate simulations of the
solid-electrolyte interphase (SEI) layer in lithium-ion bat-
teries, and we anticipate that the new methodology will
enable accurate simulations of unprecedented size.
While the current methodology can simulate a few
thousand atoms in a few tens of seconds per SCF it-
eration with planewave accuracy, to reach further still,
to 10,000 atoms or more with comparable efficiency, will
require a substantially more efficient and scalable solu-
tion of the subspace problem. We aim to address this
issue in future work. One possible avenue for making this
step more scalable is to replace the use of Cholesky fac-
torization and eigensolution (for the Rayleigh-Ritz step)
with operations which involve only parallel dense matrix
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multiplications in the occupied subspace. Parallel dense
matrix multiplication tends to scale more favorably and
therefore stands to relieve the scalability bottleneck in
the current approach. Yet another, more radical pos-
sibility would be to dispense with the CheFSI method-
ology completely, thus avoiding the Rayleigh-Ritz step.
Computational techniques such as FEAST66 or spectrum
slicing67 might be used to compute the spectrum of HDG
instead. However, compared to more conventional meth-
ods like CheFSI, these techniques are likely more suitable
for the next generation of computing platforms49. An in-
teresting avenue for future work, therefore, would be to
investigate whether such techniques can be made to yield
significant performance benefits on current parallel com-
puting platforms for physical systems of the types and
sizes considered here.
Finally, comparison of the performance of DGDFT-
CheFSI with other massively parallel electronic structure
codes, such as Qbox68,69 for example, is another interest-
ing avenue for research, which the authors are pursuing
presently.
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