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APPROXIMATION BY HO¨LDER FUNCTIONS IN BESOV AND
TRIEBEL–LIZORKIN SPACES
TONI HEIKKINEN AND HELI TUOMINEN
Abstract. In this paper, we show that Besov and Triebel–Lizorkin functions
can be approximated by a Ho¨lder continuous function both in the Lusin sense
and in norm. The results are proven in metric measure spaces for Haj lasz–Besov
and Haj lasz–Triebel–Lizorkin functions defined by a pointwise inequality. We also
prove new inequalities for medians, including a Poincare´ type inequality, which we
use in the proof of the main result.
1. Introduction
By the classical Lusin theorem, each measurable function is continuous in a com-
plement of a set of arbitrary small measure. For more regular functions, stronger
versions of approximation results hold - the complement of the set where the func-
tion is not regular is smaller and is measured by a suitable capacity or a Hausdorff
type content and the approximation can also be done in norm. This type of approx-
imation by Ho¨lder continuous functions for Sobolev functions was proven in [28] by
Maly´, who showed that each function u ∈ W 1,p(Rn) coincides with a Ho¨lder contin-
uous function, that is close to u in Sobolev norm, outside a set of small capacity.
The result was strengthened by Bojarski, Haj lasz and Strzelecki in [4], where they
also discuss about the history of the problem. For approximation results for Sobolev
spaces, see also [26], [29], [39], [40] and the references therein.
In the metric setting, approximation in Sobolev spaces M1,p(X), p > 1, by Ho¨lder
continuous functions both in the Lusin sense, with the exceptional set measured
using a Hausdorff content, and in norm, was studied by Haj lasz and Kinnunen in
[12]. The proof uses pointwise estimates, fractional sharp maximal functions and
Whitney type smoothing. For the case p = 1, see [20] and for fractional spaces, [23].
In this paper, we study a similar approximation problem by Ho¨lder continu-
ous functions in Besov and Triebel–Lizorkin spaces in a metric measure space X
equipped with a doubling measure. We also assume that all spheres in X are
nonempty. In the Euclidean case, Lusin type approximation in Besov and Triebel–
Lizorkin spaces, and actually in more general spaces given by abstract definitions,
has been done by Hedberg and Netrusov in [14], see also [37] (without a proof).
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We prove the results for Haj lasz–Besov spaces N sp,q(X) and Haj lasz–Triebel–
Lizorkin spacesMsp,q(X) which were recently introduced by Koskela, Yang and Zhou
in [22] and studied for example in [9], [17] and [15]. This metric space approach is
based on Haj lasz type pointwise inequalities and it gives a simple way to define these
spaces on a measurable subset of Rn and on metric measure spaces. The definitions
of spaces N sp,q(X) and M
s
p,q(X) as well as other definitions are given in Section 2.
In the Euclidean case, N sp,q(R
n) = Bsp,q(R
n) and Msp,q(R
n) = F sp,q(R
n) for all
0 < p < ∞, 0 < q ≤ ∞, 0 < s < 1, where Bsp,q(R
n) and F sp,q(R
n) are Besov spaces
and Triebel–Lizorkin spaces defined via an Lp-modulus of smoothness, see [9]. Recall
also that the Fourier analytic approach gives the same spaces when p > n/(n+ s) in
the Besov case and when p, q > n/(n + s) in the Triebel–Lizorkin case. Hence, for
such parameters, our results hold also for the classical Besov and Triebel–Lizorkin
spaces.
Our first main result tells that Besov functions can be approximated by Ho¨lder
continuous functions such that the approximating function coincides with the orig-
inal function outside a set of small Hausdorff type content and the Besov norm of
the difference is small.
Theorem 1.1. Let 0 < s < 1. Let 0 < p, q <∞ and 0 < β < s or 0 < q ≤ p < ∞
and β = s. For each u ∈ N sp,q(X) and ε > 0, there is an open set Ω and a function
v ∈ N sp,q(X) such that
(1) u = v in X \ Ω,
(2) v is β-Ho¨lder continuous on every bounded set of X,
(3) ‖u− v‖Nsp,q(X) < ε,
(4) H
(s−β)p,q/p
R (Ω) < ε,
where R = 26.
Here H
(s−β)p,q/p
R is the Netrusov–Hausdorff content of codimension (s − β)p, see
Definition 2.5. Since the underlying measure is smaller than a constant times the
Netrusov–Hausdorff content by Lemma 3.1, the content estimate (4) is stronger than
a corresponding estimate for the measure.
In the case of Triebel–Lizorkin spaces, the exceptional set is measured by a Haus-
dorff content.
Theorem 1.2. Let 0 < p < ∞. Let 0 < s < 1 and 0 < q < ∞ or 0 < s ≤ 1 and
q = ∞. Let 0 < β ≤ s. If u ∈ Msp,q(X), then for any ε > 0, there is an open set Ω
and a function v ∈Msp,q(X) such that
(1) u = v in X \ Ω,
(2) v is β-Ho¨lder continuous on every bounded set of X,
(3) ‖u− v‖Msp,q(X) < ε,
(4) H
(s−β)p
R (Ω) < ε,
where R = 26.
In the case q = ∞, Haj lasz–Triebel–Lizorkin space Msp,q(X) coincides with the
Haj lasz space Ms,p(X). Recall from [11] that, for p > 1, M1,p(Rn) = W 1,p(Rn),
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whereas for n/(n + 1) < p ≤ 1, M1,p(Rn) coincides with the Hardy–Sobolev space
H1,p(Rn) by [21, Thm 1]. The following corollary of Theorem 1.2 extends the Sobolev
space approximation results of [12], [23], and [20] to the case 0 < p < 1.
Corollary 1.3. Let 0 < s ≤ 1, 0 < p < ∞, and let 0 < β ≤ s. If u ∈ Ms,p(X),
then for any ε > 0, there is an open set Ω and a function v ∈Ms,p(X) such that
(1) u = v in X \ Ω,
(2) v is β-Ho¨lder continuous on every bounded set of X,
(3) ‖u− v‖Ms,p(X) < ε,
(4) H
(s−β)p
R (Ω) < ε,
where R = 26.
In the proofs of approximation results, we use γ-medians mγu instead of integral
averages. This enables us to handle also small parameters 0 < p, q ≤ 1. Medians
behave much like integral averages, but have an advantage that the function needs
not be locally integrable. We prove several new estimates relating a function and
its (fractional) s-gradient in terms of medians. One of these estimates is a version
of a Poincare´ inequality, which says that if u is measurable and almost everywhere
finite and g is an s-gradient of u, then
(1.1) inf
c∈R
mγ|u−c|(B(x, r)) ≤ 2
s+1rsmγg (B(x, r))
for every ball B(x, r). We think that (1.1) as well as Theorem 3.6, which is a version
of (1.1) for fractional s-gradients, are of an independent interest and not just tools
in the proofs of our main results.
The use of medians instead of integral averages also simplifies the proofs of certain
estimates. For example, the pointwise estimate
(1.2) |u(x)− uB(x,r)| ≤ Cr
s (M gp(x))1/p ,
where Q/(Q + s) < p < 1, requires a chaining argument and a Sobolev–Poincare´
inequality, while the corresponding estimate for medians,
(1.3) |u(x)−mγu(B(x, r))| ≤ Cr
s (M gp(x))1/p ,
is almost trivial and holds for all p > 0. The advantage of medians over integral
averages becomes even more evident when one considers estimates like (1.2) and
(1.3) for fractional gradients, see Remark 3.10.
The paper is organized as follows. In Section 2, we introduce the notation and the
standard assumptions used in the paper and give the definitions of Haj lasz–Besov
and Haj lasz–Triebel–Lizorkin spaces, γ-medians and Netrusov–Hausdorff content.
In Section 3, we present lemmas for contents and medians needed in the proof of the
approximation result. Section 4 is devoted to the proofs of the approximation results,
Theorems 1.1 and 1.2. Finally, in the Appendix, we show that spaces N sp,q(X) and
Msp,q(X) are complete. This is not proved in the earlier papers where these spaces
are studied.
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2. Notation and preliminaries
In this paper, X = (X, d, µ) is a metric measure space equipped with a metric
d and a Borel regular, doubling outer measure µ, for which the measure of every
ball is positive and finite. The doubling property means that there exists a constant
cD > 0, called the doubling constant, such that
(2.1) µ(B(x, 2r)) ≤ cDµ(B(x, r))
for every ball B(x, r) = {y ∈ X : d(y, x) < r}, where x ∈ X and r > 0.
We assume that X has the nonempty spheres property, that is, for every x ∈ X
and r > 0, the set {y ∈ X : d(x, y) = r} is nonempty. This property is needed
to prove Poincare´ type inequality (3.6), and it also enables us to simplify certain
pointwise estimates, see Lemma 3.9 and Remark 3.10.
Note that the nonempty spheres property implies that all annuli have positive
measure: Let x ∈ X , r > 0, 0 < ε < r and let A = B(x, r) \ B(x, r − ε). By the
assumption, there is y such that d(x, y) = r − ε/2. Now By = B(y, ε/2) ⊂ A and
hence µ(A) ≥ µ(By) > 0.
By χE , we denote the characteristic function of a set E ⊂ X and by R, the
extended real numbers [−∞,∞]. L0(X) is the set all measurable, almost everywhere
finite functions u : X → R. In general, C is positive constant whose value is not
necessarily the same at each occurrence.
The integral average of a locally integrable function u over a set A of finite and
positive measure is denoted by
uA =
∫
A
u dµ =
1
µ(A)
∫
A
u dµ.
The Hardy-Littlewood maximal function of u is Mu : X → R,
M u(x) = sup
r>0
∫
B(x,r)
|u| dµ.
Our important tools are median values, which have been studied and used in
different problems of analysis for example in [7], [9], [15], [18], [19], [24], [25], [33],
[38] and [45]. In the theory of Besov and Triebel–Lizorkin spaces, they are extremely
useful when 0 < p ≤ 1 or 0 < q ≤ 1.
Definition 2.1. Let 0 < γ ≤ 1/2. The γ-median of a measurable function u over a
set A of finite and positive measure is
mγu(A) = inf
{
a ∈ R : µ({x ∈ A : u(x) > a}) < γµ(A)
}
,
and the γ-median maximal function of u is Mγu : X → R,
Mγu(x) = sup
r>0
mγ|u|(B(x, r)).
If u ∈ L0(A), then clearly mγu(A) is finite. Note that the parameter γ = 1/2 gives
the standard median value of u on A. It is denoted shortly by mu(A).
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2.1. Hajlasz–Besov and Hajlasz–Triebel–Lizorkin spaces. There are several
definitions for Besov and Triebel–Lizorkin spaces in metric measure spaces. We
use the definitions given by pointwise inequalities in [22]. The motivation for these
definitions comes from the Haj lasz–Sobolev spaces Ms,p(X), defined for s = 1 in
[11] and for fractional scales in [43]. We recall this definition below. For the other
definitions for Besov and Triebel–Lizorkin spaces in the metric setting, see [8], [9],
[13], [22], [30], [36], [44] and the references therein.
Definition 2.2. Let s > 0 and let 0 < p <∞. A nonnegative measurable function
g is an s-gradient of a measurable function u, if
(2.2) |u(x)− u(y)| ≤ d(x, y)s(g(x) + g(y))
for all x, y ∈ X \ E, where E is a set with µ(E) = 0. The Haj lasz space Ms,p(X)
consists of measurable functions u ∈ Lp(X) having an s-gradient in Lp(X) and it is
equipped with a norm (a quasinorm when 0 < p < 1)
‖u‖Ms,p(X) = ‖u‖Lp(X) + inf ‖g‖Lp(X),
where the infimum is taken over all s-gradients of u.
Definition 2.3. Let 0 < s < ∞. A sequence of nonnegative measurable functions
(gk)k∈Z is a fractional s-gradient of a measurable function u : X → R, if there exists
a set E ⊂ X with µ(E) = 0 such that
|u(x)− u(y)| ≤ d(x, y)s
(
gk(x) + gk(y)
)
for all k ∈ Z and all x, y ∈ X \ E satisfying 2−k−1 ≤ d(x, y) < 2−k. The collection
of fractional s-gradients of u is denoted by Ds(u).
For 0 < p, q ≤ ∞ and a sequence (fk)k∈Z of measurable functions, define∥∥(fk)k∈Z∥∥lq(Lp(X)) = ∥∥(‖fk‖Lp(X))k∈Z∥∥lq
and ∥∥(fk)k∈Z∥∥Lp(X; lq) = ∥∥‖(fk)k∈Z‖lq∥∥Lp(X),
where ∥∥(fk)k∈Z∥∥lq =
{(∑
k∈Z |fk|
q
)1/q
, when 0 < q <∞,
supk∈Z |fk|, when q =∞.
Definition 2.4. Let 0 < s <∞ and 0 < p, q ≤ ∞. The homogeneous Haj lasz–Besov
space N˙ sp,q(X) consists of measurable functions u : X → R, for which the (semi)norm
‖u‖N˙sp,q(X) = inf(gk)∈Ds(u)
‖(gk)‖lq(Lp(X))
is finite, and the (inhomogeneous) Haj lasz–Besov space N sp,q(X) is N˙
s
p,q(X)∩ L
p(X)
equipped with the norm
‖u‖Nsp,q(X) = ‖u‖Lp(X) + ‖u‖N˙sp,q(X).
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Similarly, the homogeneous Haj lasz–Triebel–Lizorkin space M˙sp,q(X) consists of mea-
surable functions u : X → R, for which
‖u‖M˙sp,q(X) = inf(gk)∈Ds(u)
‖(gk)‖Lp(X; lq)
is finite and the Haj lasz–Triebel–Lizorkin spaceMsp,q(X) is M˙
s
p,q(X)∩L
p(X) equipped
with the norm
‖u‖Msp,q(X) = ‖u‖Lp(X) + ‖u‖M˙sp,q(X).
When 0 < p < 1, the (semi)norms defined above are actually quasi-(semi)norms,
but for simplicity we call them, as well as other quasi-seminorms in this paper, just
norms.
Note that, by the Aoki–Rolewicz Theorem, [3], [34], for each quasinorm ‖·‖, there
is a comparable quasinorm ‖| · |‖ and 0 < r < 1 such that ‖|u+v|‖r ≤ ‖|u|‖r+‖|v|‖r
for each u and v in the quasinormed space. Hence, if 0 < p < 1 or 0 < q < 1, the
triangle inequality for the quasinorm does not hold but there are constants 0 < r < 1
and c > 0 such that
(2.3)
∥∥∥ ∞∑
i=1
ui
∥∥∥r
Nsp,q(X)
≤ c
∞∑
i=1
‖ui‖
r
Nsp,q(X)
whenever ui ∈ N
s
p,q(X). A corresponding result holds for Triebel–Lizorkin functions.
2.2. On different definitions of Besov and Triebel–Lizorkin spaces. The
space Msp,q(R
n) coincides with Triebel–Lizorkin space Fsp,q(R
n), defined via the Fou-
rier analytic approach, when s ∈ (0, 1), p ∈ (n/(n + s),∞) and q ∈ (n/(n+ s),∞],
andM1p,∞(R
n) =M1,p(Rn) = F1p,2(R
n), when p ∈ (n/(n+1),∞). Similarly, N sp,q(R
n)
coincides with Besov space Bsp,q(R
n) for s ∈ (0, 1), p ∈ (n/(n+s),∞) and q ∈ (0,∞],
see [22, Thm 1.2 and Remark 3.3]. For the definitions of Fsp,q(R
n) and Bsp,q(R
n), we
refer to [41], [42], [22, Section 3]. In the metric setting, Ms,p(X) coincides with the
Haj lasz–Triebel–Lizorkin space Msp,∞(X), see [22, Prop. 2.1] for a simple proof.
2.3. Netrusov–Hausdorff content. While studying the relation of Besov capac-
ities and Hausdorff contents (sometimes called a classification problem), and Luzin
type results for Besov functions, Netrusov used a modified version of the classical
Hausdorff content in [31], [32]. This content is used also for example in [1] and [14].
We use a slightly modified version where, instead of summing the powers of radii of
the balls of the covering, we sum the measures of the balls divided by a power of
the radii. This type of modification is natural in doubling metric spaces since the
dimension of the space is not necessarily constant, not even locally.
Definition 2.5. Let 0 ≤ d < ∞, 0 < θ < ∞ and 0 < R < ∞. The Netrusov–
Hausdorff content of codimension d of a set E ⊂ X is
Hd,θR = inf
[ ∑
i:2−i≤R
(∑
j∈Ii
µ(B(xj , rj))
rdj
)θ]1/θ
,
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where the infimum is taken over all coverings {B(xj , rj)} of E with 0 < rj ≤ R and
Ii = {j : 2
−i ≤ rj < 2
−i+1}.
When R = ∞, the infimum is taken over all coverings of E and the first sum is
over i ∈ Z.
Note that if measure µ is Q-regular, which means that the measure of each ball
B(x, r) is comparable with rQ, then Hd,θR is comparable with the (Q−d)-dimensional
Netrusov–Hausdorff content defined using the powers of radii.
A similar modification of the Hausdorff content, the Hausdorff content of codi-
mension d, 0 < d <∞,
HdR(E) = inf
{ ∞∑
i=1
µ(B(xi, ri))
rdi
}
,
where 0 < R < ∞, and the infimum is taken over all coverings {B(xi, ri)} of E
satisfying ri ≤ R for all i, has been used for example in the theory of BV-functions
in metric spaces starting from [2]. When R = ∞, the infimum is taken over all
coverings {B(xi, ri)} of E, and the corresponding Hausdoff measure of codimension
d is
Hd(E) = lim
R→0
HdR(E).
Note that Hd,1R (E) = H
d
R(E) and by (3.1), H
d,θ
R (E) ≤ H
d
R(E) if θ > 1 and H
d,θ
R (E) ≥
HdR(E) if θ < 1.
3. Lemmas
This section contains lemmas needed in the proof of the main result and new
Poinca´re type inequalities for γ-medians.
We start with an elementary inequality. If ai ≥ 0 for all i ∈ Z and 0 < r ≤ 1,
then
(3.1)
(∑
i∈Z
ai
)r
≤
∑
i∈Z
ari .
The following two lemmas say that sets with small Netrusov–Hausdorff content
have also small measure and that the content satisfies an Aoki–Rolewicz type esti-
mate for unions even though it is not necessarily subadditive.
Lemma 3.1. Let 0 < d, θ, R <∞. There is a constant C > 0 such that
µ(E) ≤ CHd,θR (E)
for each measurable E ⊂ X. The claim holds also if d = 0, 0 < θ ≤ 1 and
0 < R ≤ ∞.
Proof. We prove only the case 0 < d, θ, R < ∞, the proof for the other case is
similar. Let {Bj} be a covering of E by balls of radii 0 < rj ≤ R. Then
µ(E) ≤
∞∑
j=1
µ(Bj) ≤
∑
i:2−i≤R
2(−i+1)d
∑
j∈Ii
µ(Bj)
rdj
.
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Hence
µ(E) ≤ CRd
( ∑
i:2−i≤R
(∑
j∈Ii
µ(Bj)
rdj
)θ)1/θ
by (3.1) when 0 < θ ≤ 1, and by the Ho¨lder inequality for series when θ ≥ 1. The
claim follows by taking infimum over coverings of E. 
Lemma 3.2. Let 0 ≤ d < ∞, 0 < θ < ∞ and 0 < R ≤ ∞. Then, for all sets Ek,
k ∈ N and for r = min{1, θ},
(3.2) Hd,θR
( ⋃
k∈N
Ek
)r
≤
∑
k∈N
Hd,θR (Ek)
r.
Proof. Let E = ∪∞k=1Ek. Let ε > 0. For every k, let Bkj, j ∈ N, be balls with radii
0 < rkj ≤ R such that Ek ⊂ ∪
∞
j=1Bkj and( ∑
i:2−i≤R
(∑
j∈Iki
µ(Bkj)
rdkj
)θ)r/θ
< Hd,θR (Ek)
r + 2−kε,
where Iki = {j : 2
−i ≤ rkj < 2
−i+1}. Then {Bkj : j, k ∈ N} is a covering of E and so
Hd,θR (E)
r ≤
( ∑
i:2−i≤R
(∑
k∈N
∑
j∈Iki
µ(Bkj)
rdkj
)θ)r/θ
≤
∑
k∈N
( ∑
i:2−i≤R
(∑
j∈Iki
µ(Bkj)
rdkj
)θ)r/θ
≤
∑
k∈N
Hd,θR (Ek)
r + ε,
where the second estimate comes from the fact that
‖
∑
k∈N
(aki )i∈Z‖
r
lθ ≤
∑
k∈N
‖(aki )i∈Z‖
r
lθ
for all (aki )i∈Z ∈ l
θ, k ∈ N. The claim follows by letting ε→ 0. 
The following lemma is easy to prove using the Ho¨lder inequality for series when
b ≥ 1 and (3.1) when 0 < b < 1. We need it while estimating the norms of fractional
gradients.
Lemma 3.3 ([15], Lemma 3.1). Let 1 < a < ∞, 0 < b < ∞ and ck ≥ 0, k ∈ Z.
There is a constant C = C(a, b) such that∑
k∈Z
(∑
j∈Z
a−|j−k|cj
)b
≤ C
∑
j∈Z
cbj.
Lemma 3.4. Let 0 < p, q < ∞ and (gk) ∈ l
q(Lp(X)) or let 0 < p < ∞, 0 <
q ≤ ∞ and (hk) ∈ L
p(lq(X)). Then ‖(gk)‖lq(Lp(·)) and ‖(hk)‖Lp(lq(·)) are absolutely
continuous with respect to measure µ.
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Proof. Let ε > 0. Let K ∈ N be such that
(∑
|k|>K ‖gk‖
q
Lp(X)
)1/q
< ε. By the abso-
lute continuity of the Lp-norm, there exists δ > 0 such that
(∑
|k|≤K ‖gk‖
q
Lp(A)
)1/q
<
ε, whenever µ(A) < δ. Hence, for such sets A
‖(gk)‖lq(Lp(A)) =
( ∞∑
k=−∞
‖gk‖
q
Lp(A)
)1/q
< Cε,
from which the claim for ‖(gk)‖lq(Lp(·)) follows. For ‖(hk)‖Lp(lq(·)), the claim follows
by the absolute continuity of the Lp-norm. 
The next lemma contains basic properties of γ-medians. We leave the quite
straightforward proof for the reader, who can also look at [33].
Lemma 3.5. Let A ⊂ X be a set with µ(A) < ∞. Let u, v ∈ L0(A) and let
0 < γ ≤ 1/2. The γ-median has the following properties:
(1) If A ⊂ B and there is c > 0 such that µ(B) ≤ cµ(A), then mγu(A) ≤ m
γ/c
u (B).
(2) If u ≤ v almost everywhere in A, then mγu(A) ≤ m
γ
v(A).
(3) If 0 < γ1 ≤ γ2 ≤ 1/2, then m
γ2
u (A) ≤ m
γ1
u (A).
(4) mγu(A) + c = m
γ
u+c(A) for each c ∈ R.
(5) |mγu(A)| ≤ m
γ
|u|(A).
(6) mγu+v(A) ≤ m
γ/2
u (A) +m
γ/2
v (A).
(7) If p > 0 and u ∈ Lp(A), then
mγ|u|(A) ≤
(
γ−1
∫
A
|u|p dµ
)1/p
.
(8) limr→0m
γ
u(B(x, r)) = u(x) for almost every x ∈ X.
Property (8) above says that medians of small balls behave like integral averages of
locally integrable functions on Lebesgue points. Recently, in [16], it was shown that
for Haj lasz–Besov and Haj lasz–Triebel–Lizorkin functions, the limit in (8) exists
outside a set of capacity zero. Note also that if u ∈ Lp(A), p > 0, then by properties
(7) and (8),
(3.3) u(x) ≤Mγu(x) ≤
(
γ−1Mup(x)
)1/p
for almost all x ∈ X . It follows from (3.3) and from the Hardy–Littlewood maximal
theorem that, for every p > 0, there exists a constant C > 0 such that
(3.4) ‖Mγu‖Lp(X) ≤ C‖u‖Lp(X)
for every u ∈ Lp(X). More generally, (3.3) together with the Fefferman–Stein vector
valued maximal theorem, proved in [6], [10], [35], implies that, for every 0 < p <∞
and 0 < q ≤ ∞, there exists a constant C > 0 such that
(3.5) ‖(Mγuk)‖Lp(X;lq) ≤ C‖(uk)‖Lp(X;lq)
for every (uk) ∈ L
p(X ; lq).
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3.1. Poincare´ type inequalities for medians. The definition of the fractional s-
gradient implies the validity of Poincare´ type inequalities, which can be formulated
using integral averages or in terms of medians. The versions for medians are ex-
tremely useful for functions that are not necessarily locally integrable. For integral
versions, see [22, Lemma 2.1] and [9, Lemma 2.1].
Theorem 3.6. Let 0 < γ ≤ 1/2 and 0 < s <∞. Let u ∈ L0(X) and (gk) ∈ D
s(u).
There exists a constant C > 0, depending only on s and cD, such that inequality
(3.6) inf
c∈R
mγ|u−c|(B(x, 2
−i)) ≤ C2−is
i∑
k=i−3
mγ/Cgk (B(x, 2
−i+2))
holds for all x ∈ X, i ∈ Z.
Proof. Let x ∈ X and i ∈ Z. Let y ∈ B(x, 2−i) and let A = B(x, 2−i+2)\B(x, 2−i+1).
Let z ∈ A. Then 2−i ≤ d(z, y) < 2−i+3 and hence
|u(z)− u(y)| ≤ 2(−i+3)s(g(z) + g(y)),
where
g = max
i−3≤k≤i
gk.
By the nonempty spheres property, there is a point a such that d(a, x) = 3 · 2−i.
Then B(a, 2−i) ⊂ A and the doubling property implies that µ(A) ≥ Cµ(B(x, 2−i+2)).
Using Lemma 3.5, we have, for c = mγu(A),
|u(y)− c| ≤ mγ|u−u(y)|(A)
≤ C2−is
(
mγg (A) + g(y)
)
≤ C2−is
(
mγ/Cg (B(x, 2
−i+2)) + g(y)
)
,
and hence
mγ|u−c|(B(x, 2
−i)) ≤ C2−is
(
mγ/Cg (B(x, 2
−i+2)) +mγg(B(x, 2
−i))
)
≤ C2−ismγ/Cg (B(x, 2
−i+2))
≤ C2−is
i∑
k=i−3
mγ/Cgk (B(x, 2
−i+2)),
from which the claim follows. 
Remark 3.7. Inequalities (1.1) and (1.3) mentioned in the introduction follow by
similar, but even easier, arguments.
Remark 3.8. Recall that for a locally integrable function and a measurable set A
with 0 < µ(A) <∞, integral average
∫
A
|u−uA| dµ is comparable with infc∈R
∫
A
|u−
c| dµ. Using Lemma 3.5, it is easy to see that
inf
c∈R
mγ|u−c|(A) ≤ m
γ
|u−mγu(A)|
(A) ≤ 2 inf
c∈R
mγ|u−c|(A)
for each measurable function u and measurable set A with finite measure.
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Lemma 3.9. Let 0 < γ ≤ 1/2 and 0 < s < ∞. Let u ∈ L0(X) and (gk) ∈ D
s(u).
Then
(1)
|mγu(B1)−m
γ
u(B2)| ≤ 2 inf
c∈R
m
γ/c1
|u−c|(B2)
whenever B1 and B2 are balls such that B1 ⊂ B2 and µ(B2) ≤ c1µ(B1),
(2)
|u(x)−mγu(B(y, 2
−i))| ≤ C2−is
i−1∑
k=i−4
Mγ/C gk(x)
for all y ∈ X, i ∈ Z and for almost all x ∈ B(y, 2−i+1), and
(3)
|u(x)− u(y)| ≤ Cd(x, y)s
i∑
k=i−4
(
Mγ/C gk(x) +Mγ/C gk(y)
)
for almost all x, y ∈ X.
Proof. (1): Let B1 and B2 be as in the claim and let c ∈ R. Using Lemma 3.5, we
have
|mγu(B1)− c| ≤ m
γ
|u−c|(B1) ≤ m
γ/C1
|u−c|(B2) and |m
γ
u(B2)− c| ≤ m
γ
|u−c|(B2),
from which the claim follows using Lemma 3.5 and inequality
|mγu(B1)−m
γ
u(B2)| ≤ |m
γ
u(B1)− c|+ |m
γ
u(B2)− c|.
(2): Let x ∈ B(y, 2−i+1) and let A = B(y, 2−i+3) \B(y, 2−i+2). Now
|u(x)−mγu(B(y, 2
−i))| ≤ |u(x)−mγu(A)|+ |m
γ
u(A)−m
γ
u(B(y, 2
−i))|,
and, by a similar argument as in the proof of Theorem 3.6,
|u(x)−mγu(A)| ≤ C2
−is
(
mγ/Cg (B(y, 2
−i+3)) + g(x)
)
,
where g = maxi−4≤k≤i−2 gk. Hence, by the fact that B(y, 2
−i+3) ⊂ B(x, 2−i+4),
Lemma 3.5 and (3.3), we have
|u(x)−mγu(A)| ≤ C2
−is
i−2∑
k=i−4
Mγ/C gk(x).
The claim follows since, by Lemma 3.5, a similar argument as in the proof of Theorem
3.6, and (3.3),
|mγu(A)−m
γ
u(B(y, 2
−i))| ≤ m|u−mγu(A)|(B(y, 2
−i))
≤ C2−is
i−2∑
k=i−4
mγ/Cgk (B(y, 2
−i+3))
≤ C2−is
i−2∑
k=i−4
Mγ/Cgk(x).
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(3): Let x, y ∈ X and let i ∈ Z be such that 2−i−1 < d(x, y) ≤ 2−i. Then
|u(x)− u(y)| ≤ |u(x)−mγu(B(x, 2
−i))|+ |mγu(B(x, 2
−i))−mγu(B(y, 2
−i))|
+ |u(y)−mγu(B(y, 2
−i))|,
and the claim follows using (1) and (2), Theorem 3.6 and (3.3). 
Remark 3.10. Lemma 3.9 (2) and Lemma 3.5 imply that, for every t > 0, there
exists a constant C > 0 such that
(3.7) |u(x)−mγu(B(y, 2
−i))| ≤ C2−is
i−1∑
k=i−4
(
M gtk(x)
)1/t
for all y ∈ X , i ∈ Z and for almost all x ∈ B(y, 2−i+1). For integral averages, only
a weaker estimate
(3.8) |u(x)− uB(y,2−i)| ≤ C2
−is
∞∑
k=i−4
2(i−k)s
′
(
M gtk(x)
)1/t
,
where t > Q/(Q + s) and 0 < s′ < s, is known to hold. The estimate (3.8) can be
proven using a chaining argument and a Sobolev–Poincare´ type inequality from [9],
see [16, Lemma 4.2]. Somewhat surprisingly, with medians, a better estimate (3.7)
follows by a completely elementary argument.
The pointwise estimates of Lemma 3.12 in terms of the fractional sharp median
maximal function are needed in the proof of the Ho¨lder continuity of the approxi-
mating function in Theorem 1.1.
Definition 3.11. Let 0 < γ ≤ 1/2, β > 0, R > 0. Let u ∈ L0(X). The (restricted,
uncentered) fractional sharp γ-median maximal function of u is u˜γ,#β,R : X → [0,∞],
u˜γ,#β,R(x) = sup
0<r≤R, x∈B(y,r)
r−β inf
c∈R
mγ|u−c|(B(y, r)),
and the (restricted) fractional sharp γ-median maximal function is uγ,#β,R : X → [0,∞],
uγ,#β,R(x) = sup
0<r≤R
r−β inf
c∈R
mγ|u−c|(B(x, r)).
The unrestricted versions uγ,#β,∞, u˜
γ,#
β,∞ are denoted shortly by u
γ,#
β and u˜
γ,#
β .
It follows easily from the definitions and Lemma 3.5 that
(3.9) uγ,#β,R(x) ≤ u˜
γ,#
β,R(x) ≤ 2
βu
γ/cD,#
β,2R (x).
Lemma 3.12. Let 0 < γ ≤ 1/2 and β > 0. Let u ∈ L0(X).
(1) If B1 and B2 = B(x, r) are balls such that B1 ⊂ B2 and µ(B2) ≤ c1µ(B1),
then
|mγu(B1)−m
γ
u(B2)| ≤ Cr
βu
γ/c1,#
β,r (x).
(2) If y ∈ X and r > 0, then
|u(x)−mγu(B(y, r))| ≤ Cr
βu
γ/C,#
β,Cr (x)
for almost all x ∈ B(y, 2r).
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(3) Inequality
|u(x)− u(y)| ≤ Cd(x, y)β
(
u
γ/C,#
β,3d(x,y)(x) + u
γ/C,#
β,3d(x,y)(y)
)
holds for almost all x, y ∈ X.
Proof. Inequality (1) follows from Lemma 3.9 (1).
To prove (2), let x be such that Lemma 3.5 (8) holds and let c ∈ R. Then
|u(x)−mγu(B(y, r))| ≤ |u(x)−m
γ
u(B(x, r))|+ |m
γ
u(B(x, r))−m
γ
u(B(y, r))|,
where, by a telescoping argument and Lemma 3.9 (1),
(3.10)
|u(x)−mγu(B(x, r))| ≤
∞∑
j=0
|mγu(B(x, 2
−j−1r))−mγu(B(x, 2
−jr))|
≤ 2
∞∑
j=0
m
γ/cD
|u−c|(B(x, 2
−jr)
≤ Crβu
γ/C,#
β,r (x).
Since B(y, r) ⊂ B(x, 3r) with comparable measures, Lemma 3.9 (1) shows that
|mγu(B(x, r))−m
γ
u(B(y, r))| ≤ 4m
γ/c2D
|u−c|(B(x, 3r)) ≤ Cr
βu
γ/C,#
β,3r (x),
and the claim follows.
For (3), let x, y ∈ X be such that Lemma 3.5 (8) holds. Then
|u(x)− u(y)| ≤ |u(x)−mγu(B(x, d(x, y)))|+ |m
γ
u(B(x, d(x, y)))− u(y)|,
and the claim follows using (2). 
The following Leibniz rule for a function having a fractional s-gradient and a
bounded, compactly supported Lipschitz function has been proved in [15, Lemma
3.10]. To prove the norm estimates of lemma below, s-gradient (g′k)k∈Z,
g′k =
{
hk, if k < kL,
ρk, if k ≥ kL,
where kL is an integer such that 2
kL−1 < L ≤ 2kL, is used for uϕ.
Lemma 3.13. Let 0 < s < 1, 0 < p < ∞, 0 < q ≤ ∞, L > 0, and let S ⊂ X be a
measurable set. Let u : X → R be a measurable function with (gk) ∈ D
s(u) and let
ϕ be a bounded L-Lipschitz function supported in S. Then sequences (hk)k∈Z and
(ρk)k∈Z, where
ρk =
(
gk‖ϕ‖∞ + 2
k(s−1)L|u|
)
χsuppϕ and hk =
(
gk + 2
sk+2|u|
)
‖ϕ‖∞χsuppϕ
are fractional s-gradients of uϕ. Moreover, if u ∈ N sp,q(S), then uϕ ∈ N
s
p,q(X) and
‖uϕ‖Nsp,q(X) ≤ C‖u‖Nsp,q(S). A similar result holds for functions in M
s
p,q(S).
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4. Proof of Theorems 1.1 and 1.2 - Ho¨lder approximation
In the proof, we use the representative u˜,
(4.1) u˜(x) = lim sup
r→0
mu(B(x, r))
for u and denote it by u. By Lemma 3.5, the limit of (4.1) exists and equals u(x),
except on a set of zero measure. Since, by Lemma 3.12, inequality
(4.2) |u(x)− u(y)| ≤ Cd(x, y)β
(
u
γ/C,#
β,3d(x,y)(x) + u
γ/C,#
β,3d(x,y)(y)
)
holds for every x, y ∈ X and for all 0 < β ≤ 1, u is β-Ho¨lder continuous if
‖u
γ/C,#
β ‖∞ <∞.
We will first assume that u vanishes outside a ball. The general case follows
using a localisation argument. We will correct the function in “the bad set”, where
the fractional sharp median maximal function is large, using a discrete convolution.
This kind of smoothing technique is used to prove corresponding approximation
results for Sobolev functions on metric measure spaces in [12, Theorem 5.3] and
[20, Theorem 5]. Since we use medians instead of integral averages in the discrete
convolution, the proof works also for 0 < p, q ≤ 1.
For the bad set, we will use a Whitney type covering from [5, Theorem III.1.3],
[27, Lemma 2.9]. For each open set U ⊂ X , there are balls Bi = B(xi, ri), i ∈ N,
where ri = dist(xi, X \ U)/10, such that
(1) the balls 1/5Bi are disjoint,
(2) U = ∪i∈NBi,
(3) 5Bi ⊂ U for each i,
(4) if x ∈ 5Bi, then 5ri ≤ dist(x,X \ U) ≤ 15ri,
(5) for each i, there is x∗i ∈ X \ U such that d(xi, x
∗
i ) < 15ri, and
(6)
∑∞
i=1
χ5Bi ≤ CχU .
Corresponding to a Whitney covering, there is a sequence (ϕi)i∈N of K/ri-Lipschitz
functions, called a partition of unity, such that suppϕi ⊂ 2Bi, 0 ≤ ϕi ≤ 1, and∑∞
i=1 ϕi = χU , see for example [27, Lemma 2.16].
Proof of Theorem 1.1. Let u ∈ N sp,q(X) and let (gk)k∈Z be a fractional s-gradient of
u such that ‖(gk)‖lq(Lp(X)) ≤ 2‖u‖Nsp,q(X). Let 0 < β ≤ s.
Step 1: Assume that u is supported in B(x0, 1) for some x0 ∈ X .
Let 0 < γ ≤ 1/2 and λ > 0. We will modify u in set
Eλ =
{
x ∈ X : u˜
γ/cE ,#
β (x) > λ
}
,
where cE will be the largest constant in the fractional sharp median maximal func-
tions of u below in the proof of the Ho¨lder continuity of v. We need a Whitney
covering {Bi}i of Eλ and a corresponding partition of unity (ϕi)i. For each xi, let
x∗i be the “closest” point in X \ Eλ.
We begin with the properties of the set Eλ. It follows directly from the definition
that Eλ is open. By (3.9), Eλ ⊂
{
x ∈ X : u
γ/(cDcE),#
β (x) > 2
−βλ
}
, and (4.2) shows
that u is β-Ho¨lder continuous in X \ Eλ .
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Claim 1: There is λ0 > 0 such that Eλ ⊂ B(x0, 2) for each λ > λ0.
Proof. Since supp u ⊂ B(x0, 1), by (3.9), it suffices to show that there is λ0 > 0 such
that
(4.3) r−βmγ/(cEcD)u (B(x, r)) < λ0
for all x ∈ X and r > 1. If B = B(x, r), r > 1 and r−βm
γ/(cEcD)
u (B(x, r)) = a > 0,
then B∩B(x0, 1) 6= ∅ because supp u ⊂ B(x0, 1). Using Lemma 3.5 and the doubling
property of µ, we obtain
r−βmγ/(cEcD)u (B(x, r)) ≤
(
cEcD
γ
∫
B
|u|p dµ
)1/p
≤
(
cEcD
γ
µ(B(x0, 1))
−1
∫
B(x0,1)
|u|p dµ
)1/p
≤
(
cEcD
γ
)1/p
µ(B(x0, 1))
−1/p‖u‖Lp(X),
from which Claim 1 follows. 
Claim 2: There is a constant R > 0, independent of u and the parameters of the
theorem, such that H
(s−β)p,q/p
R (Eλ)→ 0 as λ→∞.
Proof. We will show that
(4.4) H(s−β)p,q/pR (Eλ) ≤ Cλ
−p‖u‖p
N˙sp,q(X)
,
where the constant C > 0 is independent of u and λ.
Let x ∈ Eλ and λ > λ0. Let r > 0 and let l ∈ Z be such that 2
−l−1 ≤ r < 2−l.
Using the doubling condition, Theorem 3.6, and Lemma 3.5, we obtain
inf
c∈R
m
γ/C
|u−c|(B(x, r)) ≤ C2
−ls
l∑
k=l−3
mγ/Cgk (B(x, 2
−l+2))
≤ C2−lβ
l∑
k=l−3
( C
γ
2−l(s−β)
∫
B(x,2−l+2)
gpk dµ
)1/p
,
which implies, by (4.3), that
u
γ/C,#
β (x) = u
γ/C,#
β,1 (x) ≤ C sup
i≥−1
2−i(s−β)
(∫
B(x,2−i+5)
gpi dµ
)1/p
.
Hence
Eλ ⊂
{
x ∈ X : C sup
i≥−1
2−i(s−β)
(∫
B(x,2−i+5)
gpi dµ
)1/p
> λ
}
=: Fλ.
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By the standard 5r-covering lemma, there are disjoint balls Bj , j ∈ N, of radii
rj ≤ R with R = 2
6 such that the balls 5Bj cover Fλ and
µ(Bj)rj
−(s−β)p < Cλ−p
∫
Bj
gpi+5 dµ
for j ∈ Ii. Using the disjointness of the balls Bj, we have∑
j∈Ii
µ(Bj)
r
(s−β)p
j
≤ Cλ−p‖gi+5‖
p
Lp(X)
for every i ∈ Z, which implies that
H
(s−β)p,q/p
R (Fλ) ≤ Cλ
−p
(∑
i∈Z
‖gi‖
q
Lp(X)
)p/q
.
Hence the claim follows. 
Note that, by Claim 2 and Lemma 3.1, µ(Eλ)→ 0 as λ→ 0.
Extension to Eλ: We define v, a candidate for the approximating function, as a
Whitney type extension of u to Eλ,
v(x) =
{
u(x), if x ∈ X \ Eλ,∑∞
i=1 ϕi(x)m
γ
u(2Bi), if x ∈ Eλ,
and select the open set Ω to be Eλ for sufficiently large λ > λ0. Hence property (1)
of Theorem 1.1 follows from the definition of v and property (4) from Claim 3. Since
supp u ⊂ B(x0, 1) and Eλ ⊂ B(x0, 2) for λ > λ0, the support of v is in B(x0, 2). By
the bounded overlap of the balls 2Bi, there is a bounded number of indices in
Ix = {i : x ∈ 2Bi}
for each x ∈ Eλ, and the bound is independent of x.
Next we prove an estimate for |v(x)− v(x¯)|, where x ∈ Eλ and x¯ ∈ X \Eλ is such
that d(x, x¯) ≤ 2 dist(x,X \ Eλ). Using the properties of the functions ϕi, we have
that
(4.5) |v(x)− v(x¯)| =
∣∣∣ ∞∑
i=1
ϕi(x)(u(x¯)−m
γ
u(2Bi))
∣∣∣ ≤∑
i∈Ix
|u(x¯)−mγu(2Bi)|,
where, by the fact that 2Bi ⊂ B(x¯, Cri) and B(x¯, Cri) ⊂ CBi for all i ∈ Ix, and by
Lemma 3.12,
(4.6)
|u(x¯)−mγu(2Bi)| ≤ |u(x¯)−m
γ
u(B(x¯, Cri))|+ |m
γ
u(B(x¯, Cri))−m
γ
u(2Bi)|
≤ crβi u
γ/C,#
β,Cri
(x¯).
Since ri ≈ dist(x,X \Eλ), estimates (4.5)-(4.6) show that
(4.7) |v(x)− v(x¯)| ≤ c dist(x,X \ Eλ)
βu
γ/C,#
β (x¯) ≤ cλd(x, x¯)
β.
Proof of (2) - the Ho¨lder continuity of v: We will show that
(4.8) |v(x)− v(y)| ≤ cλd(x, y)β for all x, y ∈ X.
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(i) If x, y ∈ X \ Eλ, then (4.8) follows from (4.2) and the definition of Eλ.
(ii) Let x, y ∈ Eλ and d(x, y) ≤M , where
M = min
{
dist(x,X \ Eλ), dist(y,X \ Eλ)
}
.
Let x¯ ∈ X\Eλ and sets Ix and Iy be as above. We may assume that dist(x,X\Eλ) ≤
dist(y,X \Eλ). Then
dist(y,X \ Eλ) ≤ d(x, y) + dist(x,X \ Eλ) ≤ 2 dist(x,X \ Eλ),
and hence ri is comparable to M for all i ∈ Ix ∪ Iy.
By the properties of the functions ϕi, we have
|v(x)− v(y)| =
∣∣∣ ∞∑
i=1
(
ϕi(x)− ϕi(y)
)(
u(x¯)−mγu(2Bi)
)∣∣∣
≤ cd(x, y)
∑
i∈Ix∪Iy
r−1i |u(x¯)−m
γ
u(2Bi)|.
Hence, using a similar argument as for (4.6), the fact that there are a bounded
number of indices in Ix ∪ Iy, and the assumption M ≥ d(x, y), we obtain
|v(x)− v(y)| ≤ cd(x, y)
∑
i∈Ix∪Iy
rβ−1i u
γ/C,#
β (x¯) ≤ cd(x, y)
βλ.
(iii) Let x, y ∈ Eλ and d(x, y) > M . Let x¯, y¯ ∈ X\Eλ be as above. Using inequalities
(4.7) and (4.2), we have
|v(x)− v(y)| = |v(x)− v(x¯)|+ |v(x¯)− v(y¯)|+ |v(y¯)− v(y)|
≤ cλ
(
d(x, x¯)β + d(x¯, y¯)β + d(y, y¯)β
)
≤ cλd(x, y)β.
(iv) Let x ∈ Eλ and y ∈ X \ Eλ. Then, by (4.7) and (4.2),
|v(x)− v(y)| = |v(x)− v(x¯)|+ |u(x¯)− u(y)| ≤ cλd(x, y)β.
The Ho¨lder continuity of v with estimate (4.8) follows from the four cases above.
Now we select cE in the definition of Eλ to be the maximum of the constants C in
λ/C’s in the fractional median maximal functions in the proof above and (4.2).
Proof of (3) - a fractional s-gradient for v:
Lemma 4.1. There is a constant C > 0 such that (Cg˜k)k∈Z, where
(4.9) g˜k = sup
j∈Z
2−|j−k|δMγ/C gj
and δ = min{s, 1− s}, is a fractional s-gradient of v.
Proof. Since every fractional s-gradient of u is a fractional s-gradient of |u|, we may
assume that u ≥ 0.
Let k ∈ Z and let x, y ∈ X such that 2−k−1 ≤ d(x, y) < 2−k. We will show that
(4.10) |v(x)− v(y)| ≤ Cd(x, y)s(g˜k(x) + g˜k(y)),
where constant C > 0 is independent of k. For each x ∈ Eλ, let set Ix be as earlier.
We consider the following four cases:
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Case 1: Since gk ≤ g˜k almost everywhere on X \ Eλ, we have, for almost every
x, y ∈ X \ Eλ,
|v(x)− v(y)| = |u(x)− u(y)| ≤ d(x, y)s(g˜k(x) + g˜k(y)).
Case 2: x ∈ X \ Eλ and y ∈ Eλ. Let R = d(y,X \ Eλ) and let l be such that
2−l−1 < R ≤ 2−l. Then we have
|v(x)− v(y)| = |u(x)− v(y)| =
∣∣∣ ∞∑
i=1
ϕi(y)(u(x)−m
γ
u(2Bi))
∣∣∣
≤ C|u(x)− u(y)|+
∑
i∈Iy
|u(y)−mγu(2Bi)|,
where the desired estimate for the first term follows as in Case 1. For the second
term, using the properties of the functions ϕi, the fact that 2Bi ⊂ B(y, R) with
comparable radius for all i ∈ Iy, the doubling property, Lemma 3.9, Theorem 3.6,
and the facts that there are bounded number of indices in Iy and k ≤ l, we obtain
(4.11)∑
i∈Iy
|u(y)−mγu(2Bi)| ≤
∑
i∈Iy
(
|u(y)−mγu(B(y, R))|+ |m
γ
u(B(y, R))−m
γ
u(2Bi)|
)
≤ C2−ls
l∑
j=l−4
Mγ/C gj(y)
≤ C2−ks sup
j≥k
2(k−j)sMγ/C gj(y)
≤ Cd(x, y)sg˜k(y).
Hence inequality (4.10) follows in this case.
Case 3: x, y ∈ Eλ, d(x, y) ≤M , where
M = min
{
dist(x,X \ Eλ), dist(y,X \ Eλ)
}
.
We may assume that dist(x,X \ Eλ) ≤ dist(y,X \ Eλ). Then dist(y,X \ Eλ) ≤
2 dist(x,X \ Eλ), ri is comparable to M and 2Bi ⊂ B(x, 4M) for all i ∈ Ix ∪ Iy.
Let l be such that 2−l−1 < 4M ≤ 2−l. Using the doubling condition, the properties
of the functions ϕi, the fact that there are bounded number of indices in Ix ∪ Iy and
APPROXIMATION BY HO¨LDER FUNCTIONS IN BESOV AND T–L SPACES 19
Lemma 3.9 and Theorem 3.6, we have
|v(x)− v(y)| ≤
∞∑
i=1
|ϕi(x)− ϕi(y))||m
γ
u(2Bi)−m
γ
u(B(x, 2
−l))|
≤ Cd(x, y)
∑
i∈Ix∪Iy
r−1i |m
γ
u(2Bi)−m
γ
u(B(x, 2
−l))|
≤ Cd(x, y)
∑
i∈Ix∪Iy
r−1i 2
−ls
l∑
j=l−3
mγ/Cgj (B(x, 2
−l+2))
≤ Cd(x, y)M−12−ls
l∑
j=l−3
Mγ/C gj(x),
where, since M ≈ 2−l and d(x, y) < 2−k,
d(x, y)M−12−ls ≤ Cd(x, y)sd(x, y)1−s2l(1−s) ≤ Cd(x, y)s 2(l−k)(1−s).
Hence
|v(x)− v(y)| ≤ Cd(x, y)s sup
j≤k
2(j−k)(1−s)Mγ/C gj(x)
≤ Cd(x, y)sg˜k(x),
which implies the claim in this case.
Case 4: x, y ∈ Eλ, d(x, y) > M . Now
|v(x)− v(y)| ≤
∑
i∈Ix
|u(x)−mγu(2Bi)|+
∑
i∈Iy
|u(y)−mγu(2Bi)|+ |u(x)− u(y)|,
and the claim follows using the properties of the functions ϕi, similar estimates for
|u(x)−mγu(2Bi)| and |u(y)−m
γ
u(2Bi)| as in (4.11), and the fact that ri is comparable
to dist(x,X \ Eλ) for all i ∈ Ix (and similarly for Iy). 
Proof of (3) - v ∈ N sp,q and approximation in norm:
Lemma 4.2. ‖(g˜k)‖lq(Lp(X)) ≤ C‖(gk)‖lq(Lp(X)).
Proof. By (3.4),
‖g˜k‖
p
Lp(X) ≤
∑
j∈Z
2−|j−k|δp‖Mγ/C gj‖
p
Lp(X) ≤ C
∑
j∈Z
2−|j−k|δp‖gj‖
p
Lp(X).
Hence, by Lemma 3.3, we obtain∑
k∈Z
‖g˜k‖
q
Lp(X) ≤ C
∑
k∈Z
(∑
j∈Z
2−|j−k|δp‖gj‖
p
Lp(X)
)q/p
≤ C
∑
j∈Z
‖gj‖
q
Lp(X),
which gives the claim. 
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By the properties of the Whitney covering and Lemma 3.5, we have
|v(x)| ≤
∞∑
i=1
ϕi(x)m
γ
u(2Bi) ≤ C
∑
i∈Ix
ϕi(x)Mγ/C(uχEλ)(x)
≤ CMγ/C(uχEλ)(x)
for each x ∈ Eλ, and, by the boundedness of Mγ/C on L
p, that
(4.12) ‖v‖
p
Lp(X) ≤ ‖u‖
p
Lp(X\Eλ)
+ C‖Mγ/C(uχEλ)‖
p
Lp(X) ≤ C‖u‖
p
Lp(X).
Since v = u in X \ Eλ, we have that
‖u− v‖Lp(X) = ‖u− v‖Lp(Eλ),
which tends to 0 as λ→∞ because µ(Eλ)→ 0 as λ→∞. Hence v → u in L
p(X).
Claim: Sequence (hλk)k∈Z, where
hλk = g˜kχEλ,
is a fractional s-gradient of u− v and ‖(hλk)‖lq(Lp(X)) → 0 as λ→∞.
Proof. We have to show that inequality
(4.13) |(u− v)(x)− (u− v)(y)| ≤ Cd(x, y)s(hλk(x) + h
λ
k(y))
holds outside a set of measure zero whenever 2−k−1 ≤ d(x, y) < 2−k.
If x, y ∈ X \ Eλ, then u − v = 0 and (4.13) holds. If x, y ∈ Eλ, then inequality
(4.13) holds because (gk) is a fractional s-gradient of u, (g˜k) is a fractional s-gradient
of v and gk ≤ g˜k almost everywhere.
If x ∈ Eλ and y ∈ X \ Eλ, then (u − v)(y) = 0 and h
λ
k(y) = 0 for all k. Let
R = d(x,X \Eλ) and let l be such that 2
−l−1 < R ≤ 2−l. Then l ≥ k. Using similar
arguments as earlier in the proof and the properties of the functions ϕi, the fact
that 2Bi ⊂ B(x,R) with comparable radius for all i ∈ Ix, the doubling property,
Lemma 3.9 and Theorem 3.6, we have
|(u− v)(x)| ≤
∑
i∈Ix
|u(x)−mγu(2Bi)|
≤
∑
i∈Ix
(
|u(x)−mγu(B(x,R))|+ |m
γ
u(B(x,R))−m
γ
u(2Bi)|
)
≤ C2−ls
l∑
j=l−4
Mγ/C gj(x)
≤ Cd(x, y)sg˜k(x).
Hence (hλk) ∈ D
s(u − v). Since µ(Eλ) → 0 as λ → ∞, Lemma 3.4 implies that
‖(hλk)‖lq(Lp(X)) → 0 as λ→ 0. 
We conclude that v → u in N sp,q(X).
Step 2: General case.
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Let ε > 0. By the 5r-covering theorem, there is a covering of X by balls B(aj, 1/2),
j ∈ N, such that balls B(aj , 1/10) are disjoint and the balls B(aj , 2) have bounded
overlap. Let Bj = B(aj , 1), j ∈ N, and let (ψj) be a partition of unity such that∑∞
j=1 ψj = 1, each ψj is L-Lipschitz, 0 ≤ ψj ≤ 1, and suppψj ⊂ Bj for all j ∈ N.
Let uj = uψj. Then
(4.14) u(x) =
∞∑
j=1
uj(x),
and the sum is finite for all x ∈ X . Lemma 3.13 shows that uj ∈ N
s
p,q(X) for each
j and (gj,k)k∈Z, where
gj,k =
{(
gk + 2
sk+2|u|
)
χBj if k < kL,(
gk + 2
k(s−1)L|u|
)
χBj , if k ≥ kL,
and kL is an integer such that 2
kL−1 < L ≤ 2kL, is a fractional s-gradient of uj.
Since supp uj ⊂ Bj, the first step of the proof shows there are functions vj ∈
N sp,q(X) and open sets Ωj ⊂ 2Bj such that
(i) vj = uj in X \ Ωj , supp vj ⊂ 2Bj,
(ii) vj ∈ N
s
p,q(X) is β-Ho¨lder continuous,
(iii) ‖uj − vj‖Nsp,q(X) < 2
−jε,
(iv) H
(s−β)p,q/p
R (Ωj) < 2
−j/rε, where r = min{1, q/p}.
(v) (g˜j,k)k∈Z is a fractional s-gradient of vj.
We define Ω = ∪∞j=1Ωj , and show that function v =
∑∞
j=1 vj has properties (1)-(4)
of Theorem 1.1. The first property follows from (i) and (4.14). The Netrusov-
Hausdorff content estimate follows from (iv) and Lemma 3.2. By (4.8), |vj(x) −
vj(y)| ≤ Cλjd(x, y)
β for all x, y ∈ X . Since, by the proof above, the constant λj
depends on ε and on j, the Ho¨lder continuity of the functions vj and the fact that
supp vj ⊂ 2Bj give Ho¨lder continuity of v only in bounded subsets of X . By (iii),
we have
(4.15)
∞∑
j=1
‖uj − vj‖Nsp,q(X) <
∞∑
j=1
2−jε = ε,
that is, the series
∑∞
j=1(uj − vj) convergences absolutely, and hence converges in
the quasi-Banach space N sp,q(X). Since u =
∑∞
j=1 uj is in N
s
p,q(X), also
∑∞
j=1 vj
converges in N sp,q(X). Moreover, by (4.15) and (2.3), we obtain
‖u− v‖rNsp,q(X) ≤ C
∞∑
j=1
‖uj − vj‖
r
Nsp,q(X)
< cεr.

Proof of Theorem 1.2. The proof for a Triebel–Lizorkin function u ∈ Msp,q(X) re-
quires only small modifications. To obtain the desired Hausdorff content estimate,
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a counterpart of Claim 2 of the Besov case, let (gk)k∈Z ∈ D
s(u) ∩ Lp(X ; lq). Then
g = supk∈Z gk belongs to L
p(X) and is an s-gradient of u. It follows that
Eλ ⊂
{
x ∈ X : C sup
i≥−6
2−i(s−β)
(∫
B(x,2−i)
gp dµ
)1/p
> λ
}
= Fλ.
Hence, using a standard argument, we obtain that H
(s−β)p
26 (Fλ) ≤ λ
−p‖g‖pLp(X).
Moreover, Lemma 4.2 is replaced by the estimate
(4.16) ‖(g˜k)‖Lp(X;lq) ≤ C‖(gk)‖Lp(X;lq).
Since ∑
k∈Z
g˜qk ≤
∑
k∈Z
∑
j∈Z
2−|j−k|δq(Mγ/C gj)
q ≤ C
∑
j∈Z
(Mγ/C gj)
q,
when q <∞, and supk∈Z g˜k ≤ C supk∈ZMγ/C gk, estimate (4.16) follows from (3.5).
Finally, when s = 1, we use Leibniz rule [12, Lemma 5.20] instead of Lemma
3.13. 
5. Appendix
The fact that Haj lasz–Besov and Haj lasz–Triebel–Lizorkin spaces are complete
(Banach spaces when p, q ≥ 1 and quasi-Banach spaces otherwise) has not been
proved in earlier papers.
Theorem 5.1. The spaces N sp,q(X) and M
s
p,q(X) are complete for all 0 < s < ∞,
0 < p, q ≤ ∞.
Proof. We prove the Besov case, the proof for Triebel–Lizorkin spaces is similar.
Let (ui)i be a Cauchy sequence in N
s
p,q(X). Since L
p(X) is complete, there exists a
function u ∈ Lp(X) such that ui → u in L
p(X) as i→ ∞. We will show that (ui)i
converges to u in N sp,q(X).
We may assume (by taking a subsequence) that
‖ui+1 − ui‖Nsp,q(X) ≤ 2
−i
for all i ∈ N and that ui(x)→ u(x) as i→∞ for almost all x ∈ X . Hence, for each
i ∈ N, there exists (gi,k)k ∈ l
q(Lp(X)) and a set Ei of zero measure such that
|(ui+1 − ui)(x)− (ui+1 − ui)(y)| ≤ d(x, y)
s(gi,k(x) + gi,k(y))
for all x, y ∈ X \Ei satisfying 2
−k−1 ≤ d(x, y) < 2−k, and that ‖(gi,k)‖lq(Lp(X)) ≤ 2
−i.
This implies that
|(ui+k − ui)(x)− (ui+k − ui)(y)| ≤ d(x, y)
s
( ∞∑
j=i
gj,k(x) +
∞∑
j=i
gj,k(y)
)
for all i, k ≥ 1 for almost all x, y ∈ X . This together with the pointwise convergence
shows that, letting k →∞, we have
|(u− ui)(x)− (u− ui)(y)| ≤ d(x, y)
s
( ∞∑
j=i
gj,k(x) +
∞∑
j=i
gj,k(y)
)
.
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Hence u− ui has a fractional s-gradient (
∑∞
j=i gj,k)k.
When p, q ≥ 1, we have ‖(
∑∞
j=i gj,k)k‖lq(Lp(X)) ≤ 2
−i+1. If 0 < min{p, q} < 1,
then, by (2.3), there is 0 < r < 1 such that
∥∥( ∞∑
j=i
gj,k)k
∥∥r
lq(Lp(X))
≤ C
∞∑
j=i
‖(gj,k)k‖
r
lq(Lp(X)) ≤ C2
−ri.
Hence, in both cases, u − ui ∈ N
s
p,q(X) and ui → u in N
s
p,q(X). Thus u ∈ N
s
p,q(X)
and the claim follows. 
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