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ABSTRACT
Macro-modeling is important to protect intellectual property (IP) for man-
ufacturers. With the current and growing complexity of modern electronics
circuitry, algorithms that enable accurate and fast simulation are desirable.
Vector fitting has been used in the industry for years for black-box macro-
modeling. Loewner matrix is newly introduced and appears to be a promising
algorithm by its capability of handling systems with many ports.
This work provides details about the Loewner matrix framework and its
current development. Specifically, preparations of interpolation data for cal-
culating Loewner matrices, and how to find the optimal order for the reduced-
order model are discussed. Many numerical examples with measurement data
will also be provided.
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Chapter 1
INTRODUCTION
Computers might be the greatest invention of all time. They are possible
thanks to the explosion of integrated circuit (IC) technology. Computer
processors are ICs at very high complexity. The electronics industry has
been dealing with IC design, the development of which can be described by
the well-known Moore’s law. For so long, the doubling in speed of the later
generation of chips compared to the previous ones make us take for granted
that power consumption and performance will continue to follow the same
trend.
For decades, Dennard scaling has been driving ICs generation develop-
ment. The theorem predicted that oxide thickness, transistor length, and
transistor width could all be scaled by a constant factor. Moore’s law being
feasible thanks to Dennard scaling, it is the reason the general-purpose mi-
croprocessor was able to overtake and dominate other types of computers[1].
In decades past, CPU scaling followed transistor density, CPU clock speed
and efficiency as IC technology advanced. However, the scaling that enables
the whole world full of smart, fancy electronic devices started to collapse in
2004 [2]. The challenge at 90nm was that the transistor gate became too
thin to stop the current leaking from the channel into the substrate. Many
semiconductor manufacturers have struggled to solve this problem. They
address the leakage problem with various innovations for the physical pro-
cess, but the scaling problem still exists. Although transistor density keeps
increasing, CPU performance metrics have entered some sort of saturation,
no longer keeping pace with the transistors. IC design has become a very
challenging task.
With the scaling problem, verification becomes critical for the design work-
flow. Computer-aided-design (CAD) tools need to have more power to assist
designers along with their insights and experiences. Simulation, hence, be-
comes important.
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This thesis aims not to be a cookbook about simulation techniques but
rather a compact starting point for those who are passionate to learn about
circuit simulation, specifically, linear system simulation.
The thesis is organized as follows:
Chapter 2 reviews system theory, specifically, linear time-invariant (LTI)
systems, but not in the regular form in which it is usually seen. For a long
time, due to simplicity and convenience, the majority of literature has avoided
discussing the descriptor system even though it represents a larger set of LTI
systems. Because the Loewner matrix framework is the main subject of this
thesis, we have no choice but to study about the descriptor system and its
dynamical properties.
As mentioned, macro-modeling for fast simulation is the driving force in
circuit simulator development. Why this is the case will be explained in
Chapter 3, where simulation methodologies will be discussed. The frame-
work for macro-modeling will also be drawn so that readers can see where
algorithms like Vector fitting and Loewner matrix fit in the big picture. Well-
known techniques, specifically Vector fitting, will be briefly reviewed in the
hope of convincing readers that the CAD tools community still thirsts for
more advanced techniques to alleviate the drawbacks of current techniques.
Chapter 4 will be devoted to Loewner matrix computation. Some remarks
and comments on practical implementations will be provided to help readers
who are not afraid to get their hands dirty. Readers will realize that it should
be straightforward to construct the Loewner matrices, but understanding the
dynamical system represented by them is a whole different story.
Lastly, some numerical examples are provided in Chapter 5 along with
comments and discussion.
2
Chapter 2
SYSTEM THEORY
Before we dive further into discussion about circuit simulations, let us
devote this chapter to review some important results from control system
theory as any circuit could be viewed as a dynamical system. The scope will
be limited to linear time-invariant (LTI) systems only. This chapter does
not mean to be rigorous in math; it is merely a recall for necessary properties
of a dynamical system. Rigorous discussion can be found in [3, 4, 5, 6] and
the references therein.
Given an LTI system, there exists a generalized state-space representation
associated with the system nature:{
Ex˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)
(2.1)
where E ∈ Rn×n might be singular, i.e. rank (E) = n0 ≤ n, A ∈ Rn×n,
B ∈ Rn×p, C ∈ Rq×n, D ∈ Rq×p are state space matrices. No generality is
lost to let D = 0. u(t) ∈ Rp×1 and y(t) ∈ Rq×1 are the input and output
vectors of a p-input, q-output system, and x(t) ∈ Rn×1 is called the internal
state of the system. If E is non-singular, Equation 2.1 can be converted
to the normal state-space and is well known by classical system theory [7].
However, in the interest of fully characterizing the modern linear systems,
Equation 2.1, also known as descriptor system (DS), singular system [3],
is preferable. Figure 2.1 shows a simple RLC circuit which can be studied
by various well-developed techniques; here, it will be analyzed from the DS
theory point of view.
Let VR, VL, VC be the voltages across R, L, C components and I be the
current in the circuit. They are chosen as the states of the system. The
3
Figure 2.1: Series RLC circuit
circuit is governed by the following equations:
LI˙ = VL
V˙C =
1
C0
I
RI = VR
VR + VL + VC = VS
(2.2)
In matrix form,
L 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0


I˙
V˙L
V˙C
V˙R
 =

0 1 0 0
1
C0
0 0 0
−R 0 0 1
0 1 1 1


I
VL
VC
VR
+

0
0
0
−1
VS (2.3)
In this simple example, E =

L 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0
 is singular. Equation 2.3
cannot be converted to the normal state-space. On the other hand, Equa-
tion 2.1, under Laplace transform, results in an input-output relationship
as
H(s) =
Y (s)
U(s)
= C (sE − A)−1B +D (2.4)
whereH(s) is called the transfer function matrix. In order forH(s) to exist, it
is necessary that (sE − A)−1 exists, or ∆(s) = det (sE − A) is not identically
zero, i.e. ∃λ ∈ C : det (λE − A) 6= 0. The matrix pair (E,A) is then called
regular. Note that a regular matrix pair obviously has to be square since it is
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required for the existence of the determinant ∆(s). If either the pair (E,A)
is rectangular or ∆(s) = 0∀s ∈ C, it is called singular ; the corresponding DS
has no unique solution [8] and is not of practical applications.
Figure 2.2: Kalman decomposition. Subscripts c and c¯, o and o¯ stand for
controllable and uncontrollable, observable and unobservable, respectively.
For a system such as Equation 2.1, there are several matrix quintuples,
namely (E,A,B,C,D), to realize the same H(s). They are interchangeable
by similar transformations hence are called equivalent. In general, a physi-
cally realizable problem would result in a non-minimal state-space. Based
on how directly inputs and outputs are “connected” to the states, Kalman
decomposition [7] of the system provides more insight into the nature of
internal states of the system. Figure 2.2 intuitively shows that using only
controllable-and-observable states is enough to construct an input-output
relationship of a given system. Such a realization is called minimal. Control-
lability and observability Gramians are important for minimal realization.
Detailed discussions about them can be found in [3].
It is well known in complex function theory that a complex-valued function
such as H(s) always has a Laurent series representation
H(s) =
+∞∑
−∞
Mi (s− s0)i (2.5)
where s0 is a complex number around which H(s) is expanded by the Lau-
rent series,Mi is given by Cauchy’s integral formula [9] and called moments
around s0. There are two special s0 worth attention. One is s0 = 0 of which
associated Mk 6= 0, k = 0, 1, 2... are termed time moments ; the other is
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s0 = ∞, of which associated Mk 6= 0, k = −1,−2, ... are termed frequency
moments, also known as Markov parameters of the system. Laurent series
convergence suggests that it is feasible to represent a transfer function of a
system as a rational function with a number of singularities, known as poles,
and corresponding residues or zeros. Poles of a system are eigenvalues of
the matrix pair (E,A). This can be seen from Equation 2.4 since inverting
sE−A results in a rational matrix function of s (i.e. each element of the ma-
trix is a rational function of s sharing the same denominator det (sE − A)),
whose roots of the denominator are any λ ∈ C such that det (λE − A) = 0.
Later, we will see that by generalizing the concepts of eigenvalues and eigen-
vectors to the DSs, the transfer function matrix is no longer proper rational.1
2.1 System decomposition
As mentioned above, several equivalent quintuples (E,A,B,C,D) realize
the same transfer function H(s). This is called restricted system equivalence
(r.s.e.). They are similar transformations; thus, H(s) is invariant under
r.s.e. This section will introduce to some canonical r.s.e.’s of the DS. They
are interesting due to their usefulness in various applications.
2.1.1 Weierstrass decomposition
Weierstrass decomposition is probably the most important r.s.e. of a DS.
It is the simplified form of a more general one, namely the Kronecker de-
composition [3]. Given a matrix pair (E,A), ∃nonsingular P,Q ∈ Cn×n such
1A rational function H (s) =
n (s)
d (s)
, where n (s) and d (s) are polynomials, is called
proper if deg (n (s)) ≤ deg (d (s)). H (s) then can be written as H (s) = r0+
N∑
i=1
ri
s− pi ,
where rk, k = 0, 1, .., N and pk, k = 1, 2, .., N are residues and poles of H (s) respectively.
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that
E˜ = QEP =
[
In1 0
0 N
]
A˜ = QAP =
[
A1 0
0 In2
]
B˜ = QB =
[
B1
B2
]
C˜ = CP =
[
C1 C2
]
x˜ = P−1x =
[
x1
x2
]
(2.6)
where Ik is the k× k identity matrix, A1 is an n1×n1 matrix, N is a n2×n2
nilpotent matrix 2, and n1+n2 = n. The index of N is also one of the indexes
characterizing the DAE in Equation 2.1. For the example in Figure 2.1,
letting L = R = C0 = 1 for simplicity, we have the Weierstrass canonical
form as

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0


I˙
V˙C
I˙ + V˙L + V˙R + V˙C
V˙R − I˙
 =

−1 −1 0 0
1 0 0 0
0 0 1 0
0 0 0 1


I
VC
I + VL + VR + VC
VR − I
+

1
0
−1
0
VS
(2.7)
2A nilpotent matrix N of index (degree) µ ∈ N is one such that
{
Nk = 0; k = µ
Nk 6= 0; k < µ . For
instance,
[
1 1
−1 −1
]
is nilpotent degree 2.
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The Weierstrass canonical form decouples the system into two subsystems
both have dynamics but their behaviors are so much different in nature and
will be discussed in depth later.
2.1.2 Dynamic decomposition
If the DS in Equation 2.1 is transformed using a rank-revealed transfor-
mation P , Q (such as row Echelon form), it would decompose the DS as
follows:
E˜ = QEP =
[
In0 0
0 0
]
A˜ = QAP =
[
A11 A12
A21 A22
]
B˜ = QB =
[
B1
B2
]
C˜ = CP =
[
C1 C2
]
x˜ = P−1x =
[
x1
x2
]
(2.8)
This decomposition is called dynamic because it separates the dynamical
part from the static part of the system. Clearly, the second subsystem
0x˙2 =
[
A21 A22
] [ x1
x2
]
+B2u (2.9)
has no derivatives and, thus, no dynamical information of the system. All
it has is the static interaction between the states in an algebraic equation
form. Following our example, the dynamical decomposition would transform
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it into
1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0


I˙
V˙C
V˙L
V˙R
 =

0 0 1 0
1 0 0 0
−1 0 0 1
0 1 1 1


I
VC
VL
VR
+

0
0
1
1
VS (2.10)
2.1.3 Inverse decomposition
This inverse form of the DS as stated in [4] will provide some insight into
controllability and observability of the system. Let γ ∈ C : det (γE − A) 6= 0;
then assign Q = (γE − A)−1 and P = In. Then
E˜ = QE
A˜ = QA
B˜ = QB
C˜ = C
x˜ = x
(2.11)
In addition,
A˜ = γE˜ − In (2.12)
holds true. In our example, noticing A−1 exists, we pick γ = 0; thus the
inverse form is
0 0 −1 0
−1 0 0 0
1 0 1 0
0 0 −1 0


I˙
V˙C
V˙L
V˙R
 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


I
VC
VL
VR
+

0
0
1
0
VS (2.13)
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2.2 State response
As mentioned, the Weierstrass canonical form decouples the system into
two dynamical subsystems. One is characterized by the pair (In1 , A1), be-
haves just like any ordinary dynamical system and is called the slow sub-
system. The other is characterized by the pair (N, In2), and is called the
fast subsystem. In the following discussion, all tilde variables (˜·) are replaced
with non-tilde ones for simplicity, but to avoid confusion for the reader, we
would like to emphasize that x, for instance, in this section is the state vector
under transformation in the previous section (i.e. x˜); x1 and x2 are substates
respectively. The reason why the latter is named the fast subsystem is due
to the fact that its solution requires the high order derivatives of the input
and, hence, it responds so quickly and insistently reflects the effects of u(t)
at time t [3]. To see this, let us start with the fast subsystem. Suppose
the input u(t) ∈ Cµ−1 ([0, t],RP ), i.e. µ − 1 times piece-wise continuously
differentiable. By continuously differentiating and then left multiplying N
to both sides of the fast subsystem equation, we have
Nx˙2 = x2 +B2u
N2x
(2)
2 = Nx˙2 +NB2u˙
N3x
(3)
2 = Nx
(2)
2 +N
2B2u
(2)
· · ·
Nµx
(µ)
2 = 0 = N
µ−1x(µ−1)2 +N
µ−1B2u(µ−1)
(2.14)
where x
(k)
2 stands for the k
th order derivatives of x2, and likewise for u
(k).
Thanks to the nilpotency of N , the left-hand side of the last equation in
Equation 2.14 is 0. Backward substitution leads to the solution for the fast
subsystem as
x2(t) = −
µ−1∑
i=0
N iB2u
(i)(t) (2.15)
The solution to the slow subsystem can be easily written as
x1(t) = e
A1tx1(0) +
∫ t
0
eA1(t−τ)B1u (τ) dτ (2.16)
It can be pointed out that Equation 2.16 exists for all initial conditions x1(0)
while Equation 2.15 is only valid for some initial conditions of x2(0) (which
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satisfies Equation 2.15 for t = 0). The subset of initial conditions x(0) =[
x1(0)
x2(0)
]
that validates the existence of unique solution to Equation 2.1 by
ensuring that of both Equation 2.16 and Equation 2.15 is called the consistent
initial conditions, namely
χ0 =
{
x ∈ Rn
∣∣∣∣∣[ 0 In2 ]P−1x = −
µ−1∑
i=0
N iB2u
(i)(0)
}
(2.17)
However, this would put a very strict constraint on the conditions under
which a dynamical system could start to evolve in time, which might seem
to be a bit contradictory to the variety in the initial states that a circuit
could be in. To adapt the freedom in choosing the initial state for a DS, [3]
suggests that the trajectory x(t) of a DS should not be limited to functions.
It should be generalized to distribution for which the Dirac “function” δ(t)
is the most famous example. For practical purposes, it is reasonable that
u(t) = 0 for t < 0, then the distributional solution to Equation 2.1 under any
initial condition x(0) is given by
x(t) = xnormal(t) + ximpulse(t)
= eA1tx1(0) +
∫ t
0
eA1(t−τ)B1u (τ) dτ−
µ−1∑
i=1
δ(i−1)(t)N ix2(0)−
µ−1∑
i=0
N iB2u
(i)(t)
=
([
In1
0n2
]
eA1t
[
In1 0n2
]
−
[
0n1
In2
]
µ−1∑
i=0
δ(i)(t)N i+1
[
0n1 In2
])
x(0)
+
[
In1
0n2
]∫ t
0
eA1(t−τ)B1u (τ) dτ −
[
0n1
In2
]
µ−1∑
i=0
N iB2u
(i)(t) (2.18)
The distributional solution of the DS consists of the impulse “function”
δ(t) which comes from the contribution of the fast subsystem. Hence, the
slow and fast subsystem are also called the normal and impulsive subsystem
or mode.
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2.3 System dynamics in relation with eigenstructure
Eigenstructure is well known to be an important tool for understanding
a dynamical system because it gives insights into how the system evolves in
time under some (internal as well as external) controls. Readers are advised
have a solid background about eigenvalues and eigenvectors before diving in
any further. Given a DS like that in Equation 2.1, dynamic decomposition,
Equation 2.8, tells us that the system should have n0 eigenmodes, i.e. n0, pos-
sibly repeated, eigenvalues. On the other hand, slow-fast subsystem decom-
position, Equation 2.6, implies that we must have n1, also possibly repeated,
eigenmodes coming from the slow subsystem (which is the normal system).
Obviously, n1 ≤ n0. We can conclude that, besides n1 regular eigenvalues,
the system must also have ninf other special eigenvalues. However, reflecting
such an idea onto the characteristic polynomial of the system does not seem
reasonable. That is because since N is nilpotent, det (sN − In2) = (−1)n2 ,
thus deg (det (sE − A)) = deg (det (sIn1 − A1)) + deg (det (sN − In2)) = n1.
The contradiction can be solved by introducing infinite eigenvalues. Conse-
quently, the normal eigenvalues we have been used to are now termed finite
eigenvalues.
In brief, the finite eigenvalues of the matrix pair (E,A) are n1 eigenvalues
of the pair (In1 , A1), or of the matrix A1. In contrast, infinite eigenvalues of
the matrix pair (E,A) are those of the pair (N, In2), which are defined as the
zero Eigenvalues of the pair (In2 , N), or of the matrix N with nf algebraic
multiplicity. Together, they complete the eigenspace of the dynamical system
represented by (E,A). Take the circuit in Figure 2.3 as an example. Let
L = 2, C = 3,R1 = 2R1 = 2, u(t) = I(t) be the input control.
Figure 2.3: Another circuit example
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The dynamic decomposition gives 3 0 00 2 0
0 0 0

 I˙V˙
V˙S
 =
 −2 −1 11 1 0
1 0 0

 IV
VS
+
 00
−1
u (2.19)
whereas the Weierstrass decomposition gives 1 0 00 0 3
0 0 0

 −2V˙SV˙ − V˙s
−√2I˙
 =
 −
1√
2
0 0
0
√
2 0
0 0
√
2

 2VSV − VS
−√2I
+
 −
√
2
2
√
2
−2
u
(2.20)
It can be seen from Equation 2.7 that N = 0 by nature in the circuit example
of Figure 2.1, and hence has no infinite eigenvalues. The number of dynamics
seen from Equation 2.10 is the same as the number of finite eigenmodes in
Equation 2.7. The circuit in Figure 2.3, in contrast, has N =
[
0 3
0 0
]
6= 0.
The number of dynamics observed in Equation 2.19 is n0 = 2 while the
number of finite eigenmodes seen from Equation 2.20 is n1 = 1. There exist
nf = n0 − n1 = 1 infinite eigenmodes. The last topological dimension of
the circuit in Figure 2.3 is the static relationship between internal states, as
can be seen directly from the dynamic decoupling Equation 2.19. Let us go
further and investigate the infinite eigenmodes of this circuit. By looking
at the eigenvalues of (In2 , N), we have det (sIn2 −N) = s2. This confirms
that we have 2 (repeated) infinite eigenvalues in the circuit of Figure 2.1.
However, there is only one corresponding eigenvector for these two infinite
eigenvalues (this infinite eigenvector lies in the null space of N , as a matter
of fact). Thus we only have one infinite in addition to one finite dynamic
mode in this circuit.
By this example, it is critical to realize that there is no guarantee that
real-life circuits are always impulsive-free (i.e. N = 0) even though impulsive
behavior caused by the infinite eigenmode is always unwanted.
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2.4 Computation for DS
So far the Weierstrass decomposition appears to be a great tool to study the
DS. It is, in a sense, similar to the eigendecomposition and able to provide
insight into how the dynamics of the system would evolve in time. It is
actually simplified from the Kronecker decomposition [3] when the matrix
pair appears to be regular. In general, it was proved that a (possibly singular)
matrix pair would always have a Kronecker decomposition. Hence, a lot
of effort was devoted to compute the Kronecker decomposition of a matrix
pair. This problem is categorized as a generalized non-Hermitian eigenvalue
problem [10]. Many algorithms [11, 12, 13] have been proposed to achieve
this, but it was eventually proved that computing Kronecker decomposition is
an unstable process. Schur decomposition, a staircase form, was used instead
at the price of a denser decomposition in exchange for stability [14, 15].
There is also another approach, proposed in [16], to compute Weierstrass
decomposition provided that the DS is regular. This, however, requires solv-
ing a generalized Sylvester equation before we can separate the slow and fast
subsystems. [16] also devotes a section to discuss of sampling a continuous
time DS to a discrete time DS, which is needed since computer programs only
work in a discrete manner. Also, [17, 18, 19, 20] present theoretical techniques
to sample a continuous time to a discrete time DS. However, again, they all
assume the pencil is regular and its Weierstrass decomposition is provided
beforehand.
In the DAE community, the general solution procedure is to use finite dif-
ference methods (FDM) to discretize Equation 2.1. However, the number
of infinite eigenvalues of the system does have an impact on the numeri-
cal techniques required to solve the DAE. Many index concepts (nilpotency,
tractability, strangeness, etc.) are developed to study a DAE; then, based
on the index, an appropriate numerical technique will be deployed. Besides
applying FDM directly, a geometry-based approach is also a trend of re-
search. These geometry-based algorithms use a projector chain to decouple
the system according to Equation 2.8. It all started with the Ma¨rz decoupling
procedure, and since then more and more projector-based decoupling meth-
ods with lower complexity and numerical cost have been proposed [21, 22].
Nevertheless, Weierstrass decomposition is, again, the driving force behind
these algorithms.
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Chapter 3
MACRO-MODELING
3.1 Introduction
Electronic industrial products are growing in functionality as well as com-
plexity. In accordance with Moore’s law, modern chips are dramatically
reduced in size and thus operate at exponentially increasing speed. CMOS
technology advances to lower dimensions, higher operating frequencies and
higher component density. Scaling is, unfortunately, not applicable in this
revolution. A design cannot be scaled and reused when moving from one
technology to another. It has to be redesigned appropriately corresponding
to the technology. Many electromagnetic phenomena have arisen, resulting
in failures of many attempts in design framework. Signal and power integrity
analysis has become essential for understanding the behavior of interconnects,
integrated circuits (ICs), systems and so on under new operating conditions.
Circuit simulation has been used for understanding behaviors of semicon-
ductor devices, electronic circuits and interconnect structures for a long time.
It has been helping designers to implement their ideas and optimize their de-
signs. For instance, low level, e.g. transistor level, simulations allow IC
designers to play with transistor parameters to optimize IC performance.
High level, e.g. system level, simulations, in addition, provide an overall per-
formance of the whole system composed of different blocks which are usually
manufactured by different parties to judge if they work properly together.
In the 1970s, SPICE1 was introduced as the very first simulator; as the
name indicates, it focuses on ICs. SPICE can very well handle IC devices
such as BJTs, FETs etc. SPICE has been used intensively in the CAD
tools community since then. Its source code is free yet reliable and pow-
erful to solve many problems. Engineers can modify SPICE to add their
1Available online at https://bwrcs.eecs.berkeley.edu/Classes/IcBook/SPICE/
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own algorithms suitable for their problems of interests, hence the variety of
different variants of SPICE and commercial software using SPICE’s source
code. SPICE converts every capacitor, inductor, transistor etc. into its corre-
sponding companion model which is composed solely of resistors and voltage
or current sources. Then modified nodal analysis (MNA) follows to auto-
matically formulate all the node voltages and branch currents as variables.
Solving the circuit is then translated into solving a linear system Ax = b or a
linear dynamical system Ex˙ = Ax+Bu for x given other parameters, which
will be discussed in detail later. Readers are referred to [23] for an excellent,
classic reference about how MNA works and the mechanism behind SPICE.
Figure 3.1a illustrates how simulation could be done in SPICE framework,
either from circuit models, measurement data or full-wave simulation of the
device of interest.
Specifically, in transient analysis, which is critical for digital applications or
signal integrity analysis, SPICE’s approach is straightforward; however, the
companion models can become complicated, resulting in a huge mathemati-
cal problem whose solution is prohibitive with limited computing resources.
This huge system of equations grows even more when high-frequency elec-
tromagnetics effects such as skin effect, proximity effect etc. are taken into
account.
One trend of verification techniques that has drawn a lot of attention from
academia as well as industry is to generate a black-box macro-model for a
system from tabulated data. This becomes crucial for a couple of reasons. In
some applications, only data from full-wave simulations or measurements are
available. No inner structure of the device would be revealed. The reason for
this is that masking intellectual property is of utmost importance for indus-
try. Besides, it is convenient to exchange data between designers, vendors
and customers since model generation algorithms are integrated inside circuit
solvers; data, which are just columns and rows of numeric values, are easily
exchanged. Moreover, traditional circuit synthesis techniques encounter a
number of obstacles constructing a physically realizable, manageably sized
equivalent circuit for the device of interest whose complexity is sometimes
unmanageable. This framework is shown in Figure 3.1b.
Macro-modeling techniques do not aim at recovering the underlying sys-
tem, but rather to fit the given data into a rational function from which poles
and zeros or residues, which fully describe a dynamical system corresponding
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(a) SPICE-like framework
(b) Macro-modeling framework
Figure 3.1: Simulation methodologies
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to the data, are recognized. Once poles and residues characterizing the sys-
tem are found, time-domain simulation can quickly be done using recursive
convolution algorithm [24].
The macro-modeling approach, hence, becomes preferable for fast simula-
tions. Marco-models can be generated from either the knowledge about the
underlying circuitry or the tabulated data of the actual devices. The for-
mer is called white-box macro-modeling — also known as compact model in
IC, VLSI community — while the latter is called black-box macro-modeling.
Both approaches can also be termed behavioral modeling.
3.2 Model order reduction (MOR)
The constant increasing complexity in structure and functionality of inte-
grated circuit systems requires more advanced techniques for simulation in
verification. Signal integrity analysis becomes more and more crucial to save
time and production cost for manufacture, especially in high-speed circuit
systems where crosstalk, skin effect, dispersion, jitter, etc., become serious
and lead to malfunction of the intended design. Specifically, for interconnect-
included systems, which is the case in every modern system-on-chip (SoC),
system-in-package (SiP), or even printed-circuit-board (PCB) design the dy-
namical order of the system is in principle infinity. Moreover, the number of
ports of the system of interest could be in the hundreds, making the problem
enormous.
Huge mathematical problems arise from the scaling effect, which requires
Maxwell’s equations to be solved to address high frequency phenomena. Ex-
tremely large mathematical problems must be reduced to a size suitable
for finite computational resources and practical purposes. Hence, model or-
der reduction (MOR) becomes important, not only to reduce the size of the
problem which allows fast computation, but to extract an optimum relatively
small order macro-model for time-domain simulation as well.
At the end of the day, the problem usually results in a linear system:
Ax = b (3.1)
where x is the vector of variables of interest.
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This usually is the consequence of a large number of ordinary differential
equations (ODE) coming from discretization of a set of partial differential
equations (PDE) as in finite difference method (FDM), finite element method
(FEM), method of moments (MOM), or from circuit stamping solving for
currents and voltages of a given circuit as in sparse tableau analysis (STA)
and modified nodal analysis (MNA). These processes could lead to a problem
of billions-by-billions or even more in size and their eigenspaces are altered
by frequencies. Even the current state-of-the-art linear solvers have difficulty
solving such problems. There are two classes of method for solving x. In
the direct method, a diagonalization process is performed on the system,
forward and backward substitutions are done to find “exact” (within machine
precision) x. Methods in this class include Gauss elimination, Gauss-Jordan,
LU factorization, etc. which require ∼ n3 numerical effort to solve an n× n
matrix system, and so are only appropriate for systems of size less than a few
hundreds. Otherwise, the solution x˜ should be achieved accepting a tolerance
ξ = |x− x˜| by an iterative process starting from a trial solution. Methods
from this class include Gauss-Seidel and Gauss-Jacobi.
Using either direct or iterative method, the numerical cost is always n de-
pendent. It is therefore reasonable to reduce the dimension of the system to
m  n for a large-scale matrix system as illustrated in Figure 3.2. MOR
methods of this kind are well known as MOR via projection. The key point
of MOR via projection is to make use of the insight from Kalman’s decompo-
sition of a dynamical system (shown in Figure 2.2): since a controllable and
observable subsystem is enough to characterize a system, not only to remove
the uncontrollable/unobservable parts but also to remove the weakly control-
lable/observable parts will ensure a reduced system with full characteristics
of the original system.
Therefore, MOR has been heavily studied in the CAD tools community.
And it is still an active field of research because during MOR process, there
are certain constraints related to physical realizability, namely real coeffi-
cients, causality, passivity, and stability that the reduced system has to sat-
isfy. Finding a mathematical transfer function that fits poles and residues of
a system or its frequency-domain data is relatively easy; it is merely an inter-
polation problem. But enforcing physical constraints on such an interpolant
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Figure 3.2: Problem space projection
in an effective computational manner is not as trivial as it might sound.
There are various types of MOR; however, the author thinks that in the
end, they could be always categorized into two large groups — MOR for
white-box modeling and MOR for black-box modeling — based on what is
available to the algorithm.
3.3 White-box macro-modeling MOR
Given a circuit whose SPICE-like companion model is available, MNA is
employed to mathematically describe the system. This process results in a
set of differential algebraic equations (DAEs) in the form f (x˙, x, u) = 0g (x, y, u) = 0 (3.2)
where x ∈ Rn×1 is the (internal) state vector, u ∈ Rp×1 and y ∈ Rq×1 are
input and output of the system, and x˙ denotes the time derivative of x. One
special subset of Equation 3.2 is the linear time-invariant (LTI) system in
which the mapping between internal states, input and output, is exactly or
reasonably believed to be linear. Then Equation 3.2 reduces to Equation 2.1;
the equation is rewritten here for convenience: Ex˙ = Ax+Buy = Cx+Du (3.3)
where E,A ∈ Rn×n, B ∈ Rn×p, C ∈ Rq×n and D ∈ Rq×p are called state-
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space matrices and are obtained from stamping [23] elements of SPICE-like
equivalent circuit of the system of interest.
Solving (Equation 3.3) numerically usually involves discretizing the equa-
tions using finite difference (time domain) (FDTD) method. Finite difference
methods are famous tools to handle differential algebraic equations such as
(Equation 3.3). If the dynamics of the system are absent from the consid-
ered problem, x˙ = 0 reduces Equation 3.3 even more. Only a linear system
is to be solved. This is how a SPICE-like simulator without macro-modeling
would operate. Of course there are still some challenges in solving DAEs
as discussed in the previous chapter. Nevertheless, numerical techniques for
DAEs are quite mature and being constantly developed.
However, by doing so, we had to find all the currents and voltages packed
in x, whereas our variables of interest are in y. This will be a waste of time
and resources if the given circuit is a fixed part (no internal parameters need
changing) of a bigger system and only some specific branch currents or node
voltages interacting with other parts of the system are desired. As indicated
by the framework in Figure 3.1b, such circuits can be represented as blocks;
only electrical interactions at the ports need to be known. Thus, again,
although internal circuitry is available, a macro-model is still preferable.
There are many techniques for white-box macro-modeling MOR. It all
started in the 1990s with the observation that high order moments of a system
become more and more insignificant. H(s) can be well approximated using
a finite number of moments. Asymptotic waveform evaluation (AWE) [25]
framework was then introduced; the technique is termed moment-matching
via Pade´ approximation. Specifically, let Hm,n(s) be a strictly proper rational
function, i.e. m = n− 1.
Hm,n(s) =
Pm(s)
Qn(s)
=
m∑
i=0
ais
i
1+
n∑
i=1
bisi
(3.4)
Matching Equation 3.4 with first 2n moments of Equation 2.5 when s0 = 0,
21
bi’s can be found by
M0 M1 · · · Mn−1
M1 M2 · · · Mn
...
...
. . .
...
Mn−1 Mn · · · M2n−2


bn
bn−1
...
b1
 = −

Mn
Mn+1
...
M2n−1
 (3.5)
ai’s are then found from the knowledge of bi’s.
The coefficient matrix of Equation 3.5 is called the Hankel matrix. It is
well known that a Hankel matrix is extremely ill-conditioned. The method,
hence, only works over a narrow frequency range around expansion point
s0. A large number of s0 is required for a good approximation over a broad
frequency band. Complex frequency hopping (CFH) reformulates AWE fol-
lowing this idea. However, this was just the start for MOR. In the VLSI
community for instance, MNA formulation always ends with a descriptor
system Equation 3.3, where E, usually denoted as C, is a reactance elements
matrix stamp, and A usually stands for −G , the conductance elements ma-
trix stamp. In the moment matching framework, for each expansion around
s0, the computational cost mostly comes from computing − (s0C −G)−1C
[26]. Hence, using CFH, one would have to compromise between numerical
efforts, hence, simulation time versus bandwidth.
Soon after, Pade-via-Lanczos (PVL) [27] was introduced to overcome the
ill-conditioning problem when applying the method for high order (more than
20) systems. It is natural to see that since AWE and its early variants match
the time moments, the methods work well only at low frequencies, or more
generally, narrow bandwidth around s0. Information at high frequencies in
frequency moments is not presented in the reduced model. Hence, efforts
were made to bring frequency moments into the picture. For example, [28]
did some experiments with different systems to emphasize the importance of
having both time and frequency moments, and their relative weights resulting
a good reduced model response. Methods seeking to balance between time
and frequency moments to be matched were developed more and more in the
hope of an optimum approximation at both low and high frequencies.
In the end, all of the methods mentioned above share the same under-
lying geometry interpretation: the projection of the original system onto
its expandable Krylov subspace whose sequence is generated by an iterative
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process. Hence, they all belong to MOR via Krylov subspace method class.
It was found out soon after that these Pade´ approximation methods could
produce non-passive models, which are generally bad for system level simula-
tion. Passivity is a well-known important problem in such cases. A very good
paper on this topic is [29], which presents an example where a non-passive
model connected a simple series RL load. The load voltage diverges causing
the whole system response to keep increasing as the simulation proceeds.
PRIMA [30] was then introduced as a solution. However, these Krylov
subspace methods could change the structure of the original mathematical
representation. Special structural properties in the system matrices such as
sparsity and reciprocity are destroyed; variables of the reduced model may
even have no physical interpretation. Unless one pursues a macro-model
for the system, this could be undesirable. In fact, there was a need in the
industry to preserve the underlying structure of the circuits [31]. SPRIM [32]
overcomes these disadvantages of PRIMA and generates a preserved structure
reduced model for the system. It appears that by preserving the structure,
for the same amount of computational work, SPRIM matches twice as many
moments as PRIMA would; hence, it is more accurate.
There are also other techniques originated from the control area, most of
which are based on Hankel singular values and principle component analy-
sis (PCA). However, these techniques require solving Lyapunov and Riccati
equations [33] or computing the eigenspace of a matrix, which would be in-
efficient for large systems.
During the development of MOR, the criterion for an optimum reduced or-
der of the system remained unanswered so that the iterative process keeps on
until the convergence test meets a certain user-defined threshold. That was
no longer the case when recently, an algorithm was developed for finding the
optimum order of the reduced system [34]. The mathematical idea behind
[34] is simple yet elegant and insightful. It might be a perfect final ingredient
for projection-based (white-box) algorithms like SPRIM or PRIMA. It uses
a projection and space unfolding process followed by a false nearest neigh-
bor test which is a well-known concept developed in the signal processing
community to determine if the problem space should be unfolded to a higher
dimension. The process stops when no false nearest neighbor is found if we
unfold the space to higher dimension, and thus, achieves the optimum order
for the reduced model.
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3.4 Black-box macro-modeling MOR
In the case of white-box macro-modeling, the state-space representation
of the system is available. The key idea of eliminating all but strongly con-
trollable and observable parts of the system is no longer straightforward in
the case of black-box macro-modeling since only the input-output description
from measurement or simulation is given.
The obvious direction to follow is to fit the data into a rational function
that best describes the available data. Hence, black-box macro-modeling
is indeed a problem of interpolation with physically realizable constraints.
Many efforts have been made using canonical rational representation (Equation 3.4),
which results in a least square problem of the form
[
Fm −FnΛH
] a
b
 = H (3.6)
where Fm,n are k-row Vandermonde-like matrices of orderm,n; ΛH = diag(H)
is a k × k diagonal matrix of frequency data; k is the number of frequency
points at which data were collected; and a and b are unknown coefficient
vectors of length m and n respectively. One could reformulate Equation 3.6
into real-value quantities to ensure a physically realizable approximant; for
instance, poles and residues of H(s) must come as either real single or com-
plex pair ones. Ill-conditioned Vandermonde matrices are the drawback of
this approach in implementation. Other efforts were made using different
interpolant bases to overcome this problem [35]. However, these techniques
were not good enough to satisfy industry expectations. Fortunately, vector
fitting (VF) [36] was introduced from the power system community as they
have similar problems in modeling power lines. The algorithm starts with
reformulating Equation 3.4 in single-input single-output (SISO) case as [37]
f(s) = d+ hs+
n∑
i=1
ri
s− pi (3.7)
Also, assume the existence of a pole generating function
σ(s) = 1+
n∑
i=1
r˜i
s− p˜i (3.8)
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and their product
(σf)(s) = d+ hs+
n∑
i=1
ri
s− p˜i (3.9)
The VF algorithm starts with a pole identification stage in which a least
square problem is constructed by multiplying Equation 3.8 by f(s) (data),
then equating it to Equation 3.9:
[
Xσf −fXσ
] r
r˜
 =

f(s1)
...
f(sk)
 (3.10)
where
Xσf =

1
s1−p˜1 · · · 1s1−p˜n 1 s1
...
. . .
...
...
...
1
sk−p˜1 · · · 1sk−p˜n 1 sk

Xσ =

1
s1−p˜1 · · · 1s1−p˜n
...
. . .
...
1
sk−p˜1 · · · 1sk−p˜n

r =

r1
...
rn
d
h

r˜ =

r˜1
...
r˜n

followed by an eigenproblem:
{pi} = eig (P − bDσc) (3.11)
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where P =

p˜1 0
. . .
0 p˜n
, b =

1
...
1
, c = rT 2 is solved. This eigen-
problem comes from finding the eigenvalues of the minimal state space rep-
resentation corresponding to σ(s). Equation 3.8 puts a unity asymptotic
constraint on σ(s)’s behavior, i.e. lim
s→∞
σ(s) = 1, Dσ is a unity matrix. This
would no longer be the case when later it was realized that by removing this
asymptotic behavior constraint, convergence of VF scheme can be improved.
The improved version was termed modified vector fitting (MVF) [38].
The VF scheme then continues with the residues identification stage which
is another least square problem set up by using data for the left-hand side
and poles found from Equation 3.11 for the right-hand side of Equation 3.7
1
s1 − p1 · · ·
1
s1 − pn 1 s1
...
. . .
...
...
...
1
sk − p1 · · ·
1
sk − pn 1 sk
 r = f (3.12)
It is worth noticing that the residues vector r solved from (Equation 3.10)
is wasted in pole identification stage, which is computationally wasteful. In-
deed later, [39] proposed an improved version to exploit a QR decomposition
to save numerical effort while solving VF, consequently avoiding computa-
tion of r in the first stage. The residues are actually found in the residue
identification stage. The process starts with a set of initial poles and VF
runs in an iterative fashion where final poles coming out of one iteration are
used to start the next one.
Figure 3.3 shows a flow chart for VF. The multiple-input multiple-output
(MIMO) case where the system has N total parameters can be easily ex-
tended [37, 40]. The pole identification stage is now to find the least-square
2(·)T is a mere transpose operation
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Figure 3.3: VF framework flow chart
solution of

Xσf 0 −f1Xσ
Xσf −f2Xσ
. . .
...
0 Xσf −fNXσ


r1
r2
...
rN
r˜

=

f1
f2
...
fN
 (3.13)
Again, finding ri, i = 1, 2.., N in the pole identification stage is a huge
computational waste; it can be seen more clearly in Equation 3.13. MIMO
VF is just a parallelization of multiple SISO VF; residue identification stage
is done in the same fashion as Equation 3.12 for each function fi, i = 1, 2.., N .
VF is being used by the industry for black-box macro-modeling due to its
ability to generate very accurate models, provided it is fed with a good set of
initial poles. However, more importantly, VF requires knowledge of the order
of the reduced system. There is not yet an efficient process to determine the
optimal order.
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Chapter 4
LOEWNER MATRIX FRAMEWORK FOR
MACRO-MODELING
4.1 Introduction
Vector fitting (VF) has been well developed for macro-modeling. However,
as mentioned in the previous chapter, VF lacks a way to find the optimal
order for the problem. A new method was introduced in [41] based on the
earlier work on the rational interpolation problem in [42]. This method uses
the Loewner and shifted Loewner matrices to build a state space for the
system in DS form. The method is hence called the Loewner matrix (LM)
method.
4.2 Tangential interpolation data
The idea of LM is based on the barycentric rational interpolation problem.
Before diving deeper into the algorithm, some terminology needs to be well
defined. A set of data consists of the independent variable and the dependent
variable where a rational function is desired to fit the data. This data will
be termed interpolation data. This interpolation data set is not exactly the
data set that is given from the measurement or simulation of the device of
interest (DOI), which we will term the measurement/simulation data. The
latter consists of {fi,Si} , i = 1, 2, ..., K whereas the former usually consists
of {fi,Si} , i = ±1,±2, ...,±K where f−k = −fk and S−k = S∗k1, S ∈ Cp×p
is the S-parameter matrix, p is the number of ports of the DOI. The interpo-
lation data is twice the measurement/simulation data because LM constructs
an interpolant that fits the data fed to it and it is desirable to ensure the
interpolation process fits a physical interpolation data. Thus, the interpola-
1(·)∗is the conjugate operator, it should not be misunderstood with (·)H as conjugate
transpose. Some other texts might use (¯·) for the former and (·)∗ for the latter.
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tion data is usually constructed using the measurement/simulation data set
and its conjugate. This is to ensure realness of the resulting interpolant.
Some other physically realizable properties could be considered to modify the
generation of interpolation data set appropriately. Various ways to generate
interpolation data will be discussed later.
It is proven that for a MIMO interpolation problem, it is optimally suffi-
cient to just use a part of the available data to perform interpolation. Hence,
right and left tangential interpolation data is introduced as
vi = liSi
wi = S−iri
i = 1, 2, ..., K (4.1)
where ri ∈ Cp×m is the right tangential sampling direction, li ∈ Cm×p is the
left tangential sampling direction, wi ∈ Cp×m and vi ∈ Cm×p are respectively
called the right and left tangential data, 1 ≤ m ≤ p. Notice that the terms
right and left come from the fact that ri right-multiplies and li left-multiplies
to the matrix data Si and S−i. Tangential sampling directions are taken from
a direction basis matrix which usually is the identity matrix Ip ∈ Rp×p.
For example, if a 4-port system was measured, we would have S-parameter
at f1 as
S1 =

s11 s12 s13 s14
s21 s22 s23 s24
s31 s32 s33 s34
s41 s42 s43 s44
 (4.2)
The direction basis matrix from which sampling directions are taken out is
then
I4 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (4.3)
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If m = 2 then
l1 =
[
1 0 0 0
0 1 0 0
]
r1 =

1 0
0 1
0 0
0 0

v1 =
[
s11 s12 s13 s14
s21 s22 s23 s24
]
w1 =

s11 s12
s21 s22
s31 s32
s41 s42

(4.4)
and
l2 =
[
0 0 1 0
0 0 0 1
]
r2 =

0 0
0 0
1 0
0 1

v1 =
[
s31 s32 s33 s34
s41 s42 s43 s44
]
w1 =

s13 s14
s23 s24
s33 s34
s43 s44

(4.5)
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If m = 3 then
l1 =
 1 0 0 00 1 0 0
0 0 1 0

r1 =

1 0 0
0 1 0
0 0 1
0 0 0

v1 =
 s11 s12 s13 s14s21 s22 s23 s24
s31 s32 s33 s34

w1 =

s11 s12 s13
s21 s22 s23
s31 s32 s33
s41 s42 s43

(4.6)
and
l2 =
 0 0 0 11 0 0 0
0 1 0 0

r2 =

0 1 0
0 0 1
0 0 0
1 0 0

v2 =
 s41 s42 s43 s44s11 s12 s13 s14
s21 s22 s23 s24

w2 =

s14 s11 s12
s24 s21 s22
s34 s31 s32
s44 s41 s42

(4.7)
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As can be seen from Equation 4.6 and Equation 4.7, if the basis runs out
of columns or rows, the next sampling direction is picked from whatever is
left in the basis and then turned over to the beginning of the basis matrix
until m columns or rows are picked. When m = 1, this scheme is called
vector-format tangential interpolation (VFTI) framework; when m > 1, it
is called matrix-format tangential interpolation (MFTI) [43]. If m = p, all
data is used, i.e. the interpolation process becomes the usual one in which
we take the whole Si to perform curve fitting. MFTI gives flexibility to trade
off between computational cost, hence speed, and accuracy.
4.3 LM formulation
The LM framework starts with 2 sets (left and right) of tangential interpo-
lation data generated from the measurement/simulation data. In this section,
let us take for granted that the data is divided into 2 sets: right (tangential)
data wi with its associated right (sampling) direction ri and left (tangential)
data vj with its associated left (sampling) direction lj, i, j = 1, 2, ..., K and
ready to be used in tangential interpolation process. Each of the data, wi,
vj, was either sampled from the measurement/simulation data itself, hence
corresponding to a positive value of frequency, or from the conjugate of the
measurement/simulation data, hence corresponding to a negative value of
frequency. Let us call λi for the independent variable (i.e. frequency) corre-
sponding to wi and µj for that corresponding to vj. The two sets of data are
summarized as in Table 4.1.
Table 4.1: Tangential data
w1 w2 · · · wK v1 v2 · · · vK[ ] [ ]
· · ·
[ ] [ ] [ ] · · · [ ]
r1 r2 · · · rK l1 l2 · · · lK[ ] [ ]
· · ·
[ ] [ ] [ ] · · · [ ]
λ1 λ2 · · · λK µ1 µ2 · · · µK
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The Loewner matrix and the shifted Loewner matrix are then computed
by
Lji =
vjri − ljwi
λj − µi
sLji =
λjvjri − µiljwi
λj − µi
(4.8)
The right and left tangential data are then collected and arranged into right
and left data matrices
W =
[
w1 · · · wK
]
V =

v1
...
vK

(4.9)
The sampling directions are also collected and arranged into right and left
sampling direction matrices
R =
[
r1 · · · rK
]
L =

l1
...
lK

(4.10)
All λ’s and µ’s are arranged into
Λ =

λ1
λ2
. . .
λK

M =

µ1
µ2
. . .
µK

(4.11)
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Then one could also obtain L and sL by solving the Sylvester equations
LΛ−ML = LW − V R
sLΛ−MsL = LWΛ−MVR (4.12)
One should consider implementing Equation 4.12 in computational tools
specifically designed to deal with matrix equations, such as Matlab and
Python, while Equation 4.8 is more appropriate to implement in C/C++
where the for loop can be done quickly.
4.4 DS realization in LM framework
After all the LMs are computed, given rank (L) = rank (sL) = n∗, where
n∗ is the order of the underlying strictly proper system which has a DS
realization Equation 2.1 as [41] −Lx˙ = −sLx+ V uy = Wx (4.13)
On the other hand, rank (L) 6= rank (sL) implies the underlying system from
which the data was obtained is proper and should have a D matrix in its
state-space representation. Then n∗ = rank (L), rank (D) = rank (sL) −
n∗[41].
However, as pointed out in [41], the pencil (L, sL) would most likely al-
ways be singular because too many measurements were used to construct it.
Theoretically, the best way to understand its behavior as well as to separate
the regular part from a singular pencil is to use its Kronecker decomposition
[14, 15, 13, 11, 12, 10] which, unfortunately, was proved to be ill-conditioned
and, hence, numerically unstable. [41] suggests using a singular value de-
composition (SVD) to extract the regular part.
Figure 4.1 shows a typical pattern for an SVD of the pencil (L, sL) in log
scale, where all singular values are normalized to the largest one. One would
perform
fL− sL = Y ΣX∗ (4.14)
where f ∈ {λi, µi}. Then suppose r is the dimension of the regular part
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of the pencil (L, sL); the regular realization of the system is extracted by
projecting Equation 4.13 onto the regular subspace of the pencil (L, sL) as −Y ∗r LXrx˙ = −Y ∗r sLXrx+ Y ∗r V uy = WXrx (4.15)
In principle, r can be extracted from the abnormal behavior of the SVD. For
instance, r is found when either there is a prominent drop or there is a slope
change observed in the SVD plot. Figure 4.1 shows typical SVD patterns
for finite order as well as infinite order systems. If the underlying system is
represented by a state space with D = 0, then r = n∗.
(a) Finite order system (b) Infinite order system
Figure 4.1: SVD pattern example
After the regular part of the pencil was found, if the underlying system has
a D 6= 0 matrix, more effort is required to extract it. Nevertheless, it is known
that the D matrix could be embedded into the quadruple
(
E˜, A˜, B˜, C˜
)
as
follows:
E˜ =
[
E
0
]
A˜ =
[
A
I
]
B˜ =
[
B
−I
]
C˜ =
[
C D
] (4.16)
Thus, the model in Equation 4.13 is always a point through which the mod-
eling process has to go.
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4.5 Tangential data generation
This section discusses the generation of tangential data. As mentioned
above, in order to ensure realness of the process modeling DOI, the conju-
gate of measurement/simulation data has to be taken into account for the
interpolation process. However, direct LM construction from such data set
will result in a complex-valued DS model, meaning all parameters in Equa-
tion 4.13 are complex-valued. Numerical noise will interfere during compu-
tation and the final model will be, as a result of that, not a real system.
Specifically, the complex eigenvalues of the system do not come in conjugate
pairs. Consider a very simple example below, in which a second-order system
is defined by a transfer function matrix [44]:
H(s) =
1
s2 + 5s+ 6
[
s −6
1 s+ 5
]
(4.17)
A set of K = 201 points synthetic data was obtained from 5 to 500 Hz.
The synthetic data itself was chosen to be the left data, and its conjugate
counterpart was then the right data as illustrated in Table 4.2. They were
arranged in descending order of frequency, then tangential data was gener-
ated using Equation 4.1 followed by LMs computation using Equation 4.8 or
Equation 4.12.
Table 4.2: Interpolation data arrangement ensuring realness of the
interpolant
S∗(fK) S∗(fK−1) · · · S∗(f1) S(f1) · · · S(fK−1) S(fK)
−fK −fK−1 · · · −f1 f1 · · · fK−1 fK
The SVD pattern shown in Figure 4.2 shows clearly the order of the system
is n∗ = 2 as expected. There is a “jump” which can be clearly observed.
The model of the system is then constructed according to Equation 4.15,
and its poles are plotted in Figure 4.3. The algorithm is very good at recov-
ering the exact poles of the given system, except for the fact that numerical
noise has disturbed the poles so that their imaginary parts are not exactly
zero.
In order to avoid such phenomena, it is important to arrange the interpo-
lation data in a manner that allows separation of real and imaginary parts of
the LM. [45] suggests to use a similar transformation. However, the data has
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Figure 4.2: SVD pattern (full - top, zoomed - bottom) of example in
Equation 4.17
to be arranged as in Table 4.3. That is, the first half (low) frequency data
along with its conjugate will be the left interpolation data while the second
half (high) frequency data along its conjugate will be the right interpolation
data. It is important that original data is interleaved with its conjugate one
for the transformation to work.
Table 4.3: Interpolation data arrangement ensuring physically realizable DS
S(fK) S
∗(fK) · · · S(fK
2
+1) S
∗(fK
2
+1)
fK −fK · · · fK
2
+1 −fK
2
+1
S(f1) S
∗(f1) · · · S(fK
2
) S∗(fK
2
)
f1 −f1 · · · fK
2
−fK
2
The real-valued LMs are then computed by a similar transformation
Lreal = GHLG
sLreal = GHsLG
Wreal = WG
Vreal = G
HV
(4.18)
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Figure 4.3: Poles of the model of example in Equation 4.17
where
G =

g
g
. . .
g
 ∈ C2K×2K
g =
1√
2
[
1 −j
1 j
]
∈ C2×2
In the MFTI scheme, g is extended to a higher dimension by a Kronecker
product with an identity matrix of size m, the compact sampling direction
size, which was defined from the beginning of this chapter.
G =

g
g
. . .
g
 ∈ C2mK×2mK
g =
1√
2
[
1 −j
1 j
]
⊗ Im×m ∈ C2m×2m
The synthetic data above is then fed into the LM algorithm again but this
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time, real-valued LMs are computed. SVD pattern and poles are plotted in
Figure 4.4. It clearly shows that real-valued LMs will ensure a real system
model. More examples will be presented in the next chapter.
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Figure 4.4: Results from real-valued LMs
4.6 D and Y ∞ matrix term
As mentioned above, the D matrix could be embedded inside the LMs
model, Equation 4.15, according to Equation 4.16. It is said to result in an
unstable model and to need extracting out. [46, 45] not only suggests a linear
regression process to separate it but adds an extra term, namely Y ∞, to the
DS model as well. The model is then reads Ex˙ = Ax+Buy = Cx+Du+ Y ∞u˙ (4.19)
This will be a good starting point to extend the original LM algorithm in-
troduced in [41].
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Chapter 5
NUMERICAL EXAMPLES
In this chapter, many examples will be provided to illustrate the efficiency
of the LM framework in constructing a good interpolant for frequency-domain
data.
5.1 Noise-free 2-port, 6-pole system
This example is taken from [47], in which readers might find many more
numerical examples. The system is given by
H(s) =

2
5 (s+ 1)
10
13 (s+ 1)2 + 1
1
(s+ 2)2 + 9
3
s+ 5
 (5.1)
Just as in the original example, 100 data points were collected from 10−1rad/s
to 101rad/s. The SVD pattern is plotted in Figure 5.1. It shows a clear jump
between the regular part and singular part of the pencil, which helps us to
recover the system poles correctly. The order is found to be 6. Poles of the
recovered system are shown in Figure 5.2. It appears that the LM algorithm
works very well for this example.
The same data was fed into VF with the same order 6. Figure 5.3 shows
2-norm error and fitting comparison. Clearly, LM is superior to VF; this is
not a surprising result as it was shown that LM is able to recover the exact
poles.
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Figure 5.1: SVD pattern of the example given by (Equation 5.1)
5.2 Lossless 6 cells LC
The circuit consists of 6 LC branches in series, L = 0.25µH, C = 0.10 nF,
the synthetic S-parameters were obtained from 300 kHz to 5 GHz. The SVD
shown in Figure 5.4 suggests to pick n∗ = 14. This order, however, is not
the same as the real order of the original system. It results in an unstable
reduced system even though the fit is very good.
Figure 5.5 shows the maximum fitting error, whether the model is passive
and is stable for the reduced system when we successively reduce the order
until theH2 error becomes larger than a threshold value. It clearly shows that
either n∗ = 12 (which is the actual order of the original circuit) or n∗ = 13
is the best choice for the reduced order model. Figure 5.6 shows poles of the
reduced system of order n∗ = 13. The passivity test is implemented using a
Hamiltonian pencil test summarized in [48].
5.3 Black-box measurement
In this section, many measured black-box data are fed to original LM algo-
rithm, passivity, stability test are also applied with a successively dimension
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Figure 5.2: Poles of the recovered system of the example given by
Equation 5.1
reduction process to get information similar to Figure 5.5.
5.3.1 Black-box 1:
This is two-port system measured from 1 to 5 GHz with 201 data points col-
lected. Figure 5.7 shows the SVD pattern and the result of passivity/stability
test. It shows that we always have unstable poles; hence, suggestions in
[45, 49] could be implemented to alleviate this problem in exchange for fit-
ting accuracy. Moreover, according to the naive passivity test in [48], it seems
that the model is passive for free.
Among well-fitted models, order 74 is the worst. VF is then called on the
same data, using order 74 to create a passive, stable model. The comparison
is shown in Figure 5.8.
5.3.2 Black-box 2:
The second black-box is a 4-port system that was measured with 2048
points linearly spaced between 1 MHz and 100 GHz. Figure 5.9 shows the
SVD pattern; the SVs at first scatter, then after 35 SVs, they appear closely
one after another. The last prominent jump that can be observed is at order
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35 even though the regular pencil extracted from the LMs is, of order 146.
Once again, successive dimension reduction of LM model staring from order
146 is performed. Figure 5.10 shows a very interesting result. We get a
passive network for free, though most of the reduced models with good fit
result in unstable system. Only at order 19, 20 is the reduced system not only
passive but also stable. Projecting out more dimensions leads to a poorer
fitting; up to order 16, the fitting is totally incorrect.
The same data is now fed to VF with order 20; interestingly enough, the
performance is quite the same as in Figure 5.11 although the sets of poles
generated by each algorithm end up different.
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Figure 5.3: Comparison between VF and LM model of the example given
by Equation 5.1
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Figure 5.4: SVD pattern of the example 2
Figure 5.5: Stability/passivity test of the reduced system in example 2
versus multiple projection of LM model
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Figure 5.6: Poles of the recovered system of the example 2
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(a) SVD pattern
(b) Stability/passivity test of the reduced system versus multiple projection of
LM model
Figure 5.7: Pencil reduction in black-box 1
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(a) Relative 2-norm error
(b) Fitting comparison
Figure 5.8: Fitting results from black-box 1
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(b) Zoomed-in high value SVs
Figure 5.9: SVD pattern of black-box 2
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Figure 5.10: Passivity/stability test result for black-box 2
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Figure 5.11: Fitting results from black-box 2
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Chapter 6
CONCLUSION
With the increasing speed of IC technology development, behavioral mod-
eling is the best way not only to protect IP but also to increase the simulation
time. This work has provided an overview about macro-modeling techniques
for circuit simulation, reviewed previous techniques and pointed out the re-
maining problems. Further, this thesis also provided detail about LM frame-
work, a new modeling technique based on tangential rational interpolation.
Some numerical examples have been provided to demonstrate the use of the
framework as well as its unanswered issues. In the future, additional work
could be put on deeper understanding of DS in the numerical manner so
that one can be able to understand the dynamical behavior of the DS system
obtained from the LM algorithm.
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