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ABSTRACT
The pressure to move upwards from the 12/14 GHz Ku-band used for satellite 
communications is likely to increase in the 1990's, as spectrum congestion increases. 
The next available exclusive satellite band after the Ku-band is the 20/30 GHz Ka-band. 
The Ka-band has a 3.5 GHz bandwidth allocation, which compares favourably with a 
1 GHz allocation at Ku-band. There are a number of drawbacks with operation at Ka- 
band, principally severe fading and a lack of cheap, reliable microwave components. 
There is also at present, limited experience in the design and operation of satellite 
systems at Ka-band in Europe.
The Co-operative Olympus Data Experiment (CODE) is a Ka-band point-to-multipoint 
Very Small Aperture Terminal (VSAT) network using the European Space Agency 
experimental Olympus satellite. The Satellite Research Group at the University of 
Surrey, as part of an international design team for the CODE system, have contributed 
to aspects of CODE system design and link simulation. This thesis is based on aspects 
of CODE systems design and link simulation that have been undertaken as part of the 
design process for CODE. The systems design study includes detailed link budgets for 
the inbound and outbound links. VSAT parameters such as antenna size, amplifier 
power rating and LNA noise figure are specified for various European locations. 
Interference and the effect of solar outages on link performance are also considered.
The inbound and outbound CODE links have been modelled using the TOPSIM ID and 
BOSS simulation packages. Phase noise has been included in the simulation models, 
and the simulation results have been supplemented by hardware measurements using a 
satellite simulator and the Olympus satellite. The link simulation studies and hardware 
measurements have allowed a number of critical system parameters to be identified 
enabling a number of recommendations to be made regarding key CODE system 
specifications.
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1Chapter 1 
Introduction
1.1 OBJECTIVES OF RESEARCH EFFORT
This thesis was motivated by a Ka-band point-to-multipoint Very Small Aperture 
Terminal (VSAT) network experiment suggested by the European Space Agency (ESA) 
for their Olympus satellite. The Co-operative Olympus Data Experiment (CODE) is an 
interactive VSAT data network that is expected to attract participants from European 
research and educational establishments.
The University of Surrey, as part of an international CODE design group organised by 
ESA, has contributed to aspects of CODE system design and link simulation. The 
results of these studies have formed the basis for the definition of some of the key 
CODE system parameters. The inclusion of phase noise in the link simulation models 
and the verification of simulation results by hardware measurement are a unique feature 
of the research effort.
21.2 OUTLINE OF THESIS
Chapter 1 gives a historical perspective of satellite communications. The use of the 
20/30 GHz Ka-band for satellite communications is addressed, as are some of the 
benefits and problems associated with its use. The CODE experiment is introduced as a 
means by which Europe may gain experience in Ka-band VSAT technology.
Chapter 2 is an overview of VSAT technology. The advantages of VSAT 
communications over terrestrial systems are outlined.The development of VSAT 
communications in the U.S.A. is traced, and contrasted with that in Europe. Some of 
the major CODE system parameters are outlined.
Detailed link budget analysis for the CODE system over the Olympus satellite is 
presented in Chapter 3. Minimum requirements of VSAT EIRP, and G/T ratio for 
various European locations are derived. This allows users located in Europe to specify 
their requirements for antenna size, SSPA power rating, and LNA noise figure. A 
sensitivity analysis of the Olympus satellite to input-power-for-saturation settings for 
various numbers of carriers is presented. The effects of interference and solar transit 
outage are also addressed.
An outline of phase noise and its effect on PSK modulated signals is presented in 
Chapter 4. A method of calculating phase noise density and recovered carrier jitter, 
given the phase noise plots of the satellite and earth stations is presented. The method is 
used to calculate a phase noise specification for the VSAT terminal. The system loss 
and slip occurrence are calculated for an analogue demodulator using an optimised PLL.
Chapter 5 is a general introduction to communications link simulation software. The 
TOPSIM III simulation software is described and is used to simulate the CODE 
inbound and outbound links. The Block Oriented System Simulator (BOSS) is 
introduced in Chapter 6. BOSS is used to extensively simulate both the CODE inbound 
and outbound links. The results of the simulation are compared with results from the 
TOPSIM HI simulations in Chapter 5.
Chapter 7 presents results of hardware tests conducted at BTI Goonhilly using Ku-band 
VSAT equipment and a hardware satellite simulator. The hardware tests are compared 
with BOSS simulations. Chapter 8 is the final chapter and summarises the work carried 
out in the thesis, drawing conclusions and making recommendations for future work.
31.3 SATELLITE COMMUNICATIONS AT KA-BAND
The 1971 World Administrative Radio Conference (WARC) allocated portions of the 
frequency spectrum for fixed satellite communications (using fixed earth stations). The 
frequencies allocated were 17.7 GHz to 21.2 GHz for the satellite-earth downlink and
27.5 GHz to 31.0 GHz for the earth station-satellite uplink. This band of frequencies is 
called the Ka-band.
Satellite communications had up until then taken place in the C-band (6 GHz uplink and 
4 GHz downlink) and the Ku-band (14 GHz uplink and 11/12 GHz downlink). There 
are a number of benefits to be derived from operation at Ka-band. The Ka-band uplink 
and downlink frequency allocations have a total of 3.5 GHz of bandwidth, which 
compares favourably with 1 GHz or less at the C-band and Ku-band.
The use of Ka-band frequencies allows the generation of very narrow spot beams 
which allow extensive frequency re-use. The downlink flux density permitted by the 
WARC at 20 GHz is about 11 dB greater than at 11 GHz and about 13 dB greater than 
at 4 GHz. This allows the use of fairly large rain margins on the satellite-to-earth link.
The major drawback of satellite communications at Ka-band is severe rain fading. For 
example, the fade depth for 99.9% annual availability at 30 GHz is typically 12 dB. 
Such a large value of fade margin cannot be economically included as a fixed margin in 
the system link budget. Fade countermeasures [1] are therefore likely to be necessary if 
typical annual availabilities of between 99.8% and 99.9% that are delivered at C-band 
and Ku-band are to be achieved [2].
The rate of growth of traffic in the Intelsat system is reported to be causing a 
progression towards bandwidth-limited rather than power-limited operation of the 
Intelsat satellites [3]. The Intelsat Director General has indicated a desire to move all or 
most of the high volume traffic from C-band to Ku-band, leaving the C-band for low 
volume connectivity traffic. A number of solutions have been suggested for the 
alleviation of the congestion that is likely to occur at Ku-band. These include the more 
efficient use of bandwidth through improved modulation and access schemes, 
frequency re-use, and the use of higher frequency bands.
The C-band is a shared band with terrestrial microwave networks and its use for 
satellite communications requires careful frequency co-ordination to minimise
4interference and careful siting of the earth station. The Ku-band is filling up with time, 
and there is likely to be pressure to move some service to the Ka-band in the near 
future.
The Japanese have been pioneers in Ka-band satellite communications [4]. They 
launched the first experimental satellite with a Ka-band payload, CS, in 1977. The first 
commercial Ka-band satellite (CS-2a) was launched by Japan in 1983.
A number of issues need to be addressed regarding the use of the Ka-band for 
commercial satellite communications. The radio-frequency technology at C-band and 
Ku-band is relatively mature and many devices and components are readily available 
"off the shelf. This is not the case at Ka-band and considerable efforts are required by 
industry before the cost of Ka-band equipment becomes reliable and competitive. Cost 
effective solutions have to be found for the problem of severe fading at Ka-band.
The CODE experiment provides an excellent opportunity for European industry and 
institutions of higher learning to gain experience in the design, development and 
implementation of VSAT technology at Ka-band. This experience could prove 
invaluable when European commercial satellites with Ka-band payloads are launched.
1.4 SATELLITE COMMS: A HISTORICAL PERSPECTIVE
The concept of global satellite communications was first proposed in 1945 by the author 
and scientist A.C. Clarke in an article for the magazine Wireless World [5]. The historic 
paper, entitled, "EXTRA-TERRESTRIAL RELAYS; Can Rocket Stations Give World- 
Wide Radio Coverage?", postulated that three satellites placed equidistantly around the 
earth at a distance of 42,000 km from the earth's centre, would provide a 
communications system with global coverage. The concept of global communications 
proposed by A.C. Clarke is depicted in figure 1.1.
5FIGURE 1,1
A.C. CLARKE'S CONCEPT OF A GEOSTATIONARY SATELLITE 
NETWORK WITH WORLD-WIDE COVERAGE
SATELLITE No. 1
LOOK ANGLE = 17.3 degrees
EARTH'S RADIUS = 6,370 km
EARTH
SATELLITE No. 3 SATELLITE No. 2
The concept of global satellite communications has also been attributed to to J.R. Pierce 
of Bell Laboratories U.S.A. He independently proposed a number of configurations 
employing active and passive satellites, in both low altitude and geostationary orbits, a 
few years after the A.C. Clarke paper [6],
Although there was to be an interval of 18 years before the first artificial satellite was 
successfully placed in a geostationary orbit, the growth of satellite communications 
since 1963 has been phenomenal.
6Evans [7] suggested that the development of satellite communications can be described 
by the five distinct eras shown in table 1.1.
TABLE 1.1
DEVELOPMENT OF SATELLITE COMMUNICATIONS
ERA DESCRIPTION PERIOD
1 Sub-synchronous era 1958 - 1963
2 Global-synchronous era 1964- 1972
3 Domestic and Regional era 1973 - 1981
4 Small station application era
(i) broadcasting
(ii) business
(iii) mobile
1982- 1990
5 Intelligent satellite era 1990 —»
1.4.1 SUB-SYNCHRONOUS ERA (1958 - 1963)
The sub-synchronous era is extensively documented by Edelson [6] and covers both 
passive and active satellites.
1.4.1.1 PASSIVE SATELLITE SYSTEMS
The first operational communications satellite was the moon. The U.S. Navy began 
experimenting with the use of the moon as a passive reflector of radio signals in 1954. 
During 1959 they were able to achieve low data rate communications between 
Washington D.C. and Hawaii using a single-hop transmission.
The first artificial passive satellite was Echo-I, a 30 metre diameter metal and plastic 
balloon launched in August 1960 into an inclined orbit of 1600 km. The satellite was 
the first to demonstrate live two-way voice communications. Within a few weeks of the 
launch of ECHO-1, the first trans-oceanic satellite signals were successfully transmitted 
between Bell Laboratories in the U.S.A. and Paris. The power and antenna 
requirements were severe. The transmitters at the Bell Laboratories in New Jersey and
7the Jet Propulsion Laboratories in California had a rating of 10 kW, and dish sizes were 
60-ft and 85-ft respectively!
Although passive satellites were not expected to develop into operational systems, the 
experimental program was invaluable in the information it generated in terms of 
measured propagation characteristics, the suitability of existing transmitting and 
receiving equipments, and the assessment of suitable coding techniques and modulation 
schemes.
Another significant passive satellite experimental program was the U.S. Air Force 
Project West Ford. The experiment involved the use of an orbital "belt" of small wire 
filaments at a height of 2300 miles, acting as passive radio reflectors. Digitised speech 
was successfully transmitted and the experiment once again served to provide useful 
information on suitable transmission techniques and terminal equipment design.
1.4.1.2 ACTIVE SATELLITE SYSTEMS
The first communication from an artificial earth satellite was achieved by the U.S.S.R. 
in October 1957 when the Sputnik-I satellite transmitted telemetry for 21 days. The 
U.S.A. were not far behind, launching the Explorer-I satellite in January 1958. 
Explorer-I transmitted telemetry for a period of five months.
The first active communications satellite was Score, launched in December 1958. 
Score acted as a "delayed repeater", with voice transmitted from one earth station stored 
on tape (up to 360,000 teletype words) on board the satellite and re-transmitted to 
another earth station at a later point in the orbit. The satellite was used to transmit 
President Eisenhower’s Christmas message. The satellite had an 8 Watt VHF 
transmitter and operated for less than two weeks, failing due to the loss of battery 
power.
The second active satellite, Courier, was launched in October 1960. This was the first 
satellite to be designed as an operational system. It was launched into a 1000 km orbit, 
had four receivers and transmitters and was capable of receiving data at a rate of several 
kilobits per second. The Score and Courier programs are important milestones in the 
development of satellite communications, as they served to demonstrate that all the 
essential sub-systems necessary for satellite communications, i.e. communications,
8power, telemetry and command could not only survive the trauma of launching, but 
could also operate in the hostile environment of space.
Telstar-I was the most important of the sub-synchronous experimental communications 
satellites. The satellite was developed by Bell Laboratories and was launched on the 
10th July 1962. It was launched into an elliptical inclined orbit with a perigee of 950 
km, an apogee of 5600 km and had a period of 158 minutes. The satellite received at 6 
GHz and transmitted at 4 GHz (frequencies that were later adopted by Intelsat for 
commercial global satellite communications).
Numerous experiments were conducted between Andover, U.S.A.; Goonhilly Downs, 
England; and Pleurmeur-Bodou, France. On the day of launch, live television was 
transmitted from the U.S.A. and received in England and France. Telstar demonstrated 
specific communications techniques and equipment that could be used for commercial 
satellite communications.
1.4.2 GLOBAL-SYNCHRONOUS ERA (1964 - 1972)
The first attempt to achieve synchronous geostationary orbit was made by NASA in 
February 1963 with the launch of Syncom-I. The first launch ended in failure, with the 
satellite lost at the point of orbit injection. Syncom-II and ID followed in July 1963 and 
August 1964 respectively, achieving synchronous orbit and demonstrating 
communications from such an orbit Satellite communications had come of age.
The Syncom series of satellites were by far the most important experimental satellites. 
The basic design was to become a model for four generations of Intelsat satellites and 
many domestic satellites. The tests and demonstrations conducted with the Syncom 
series of satellites proved to be an invaluable source of information for future 
commercial satellite design and operation. Important technical hurdles for future 
geostationary satellite systems, such as the effect of transmission delay on speech and 
echo suppression were assessed and solutions formulated.
The global-synchronous era saw the realisation of world-wide satellite communications. 
The birth of the International Telecommunications Satellite Organisation (Intelsat) was 
particularly important in this respect. Intelsat was formed in July 1964 in accordance 
with resolution 1721 of the United Nations General Assembly. Intelsat is based in
9Washington DC, currently (1990) has 114 member states and is responsible for 
providing communication links to its affiliates [8].
The primary objective of Intelsat is; "The provision, on a commercial basis, of space 
segment required for international public communication services of high quality and 
reliability to be made available on a non-discriminatoiy basis to all areas of the world at 
the lowest possible cost". The range of services provided in this respect covers most 
forms of modem telecommunications, such as, telephony, international TV and radio, 
telegraphy and data.
The Intelsat satellite network currently consists of 16 satellites, with over 800 earth 
stations, located in more that 160 countries. Over $4.09 billion has been invested in the 
Intelsat system and unlike many services, the real cost of circuits has decreased by a 
factor of 12, over the organisations 26 year history [8].
The annual rate of growth has recently slowed down from a peak of 20%, to a current 
rate of growth of about 10% [8]. International telephony traffic continues to be the 
mainstay of the organisation, accounting for 72% of revenue. The number of full-time 
voice circuits is expected to increase to 500,000 by the turn of the century [9]. A 
breakdown of the main Intelsat sources of revenue and predicted global traffic [7] are 
shown in table 1.2 and figure 1.2 respectively.
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TABLE 1.2 
INTELSAT SOURCES OF REVENUE (1984)
Full-time international voice service 72.5%
Domestic leases 9.1%
International data 6.8%
Occasional TV 4.6%
Inmarsat leases 2.5%
International TV leases 1.4%
Other 3.1%
Source: Intelsat, Annual Report, 1985, from [8]
FIGURE 1.2 
INTELSAT GLOBAL TRAFFIC PREDICTIONS
500.000
200.000
100.000
10.000
1.000
2000ISM ISM
Source: Intelsat, from [7]
1.4.2.1 INTELSAT GLOBAL SYSTEM
The first Intelsat satellite, Intelsat-I (also known as Early Bird) was launched in April 
1965 and was the first commercial satellite. Intelsat-I and Intelsat-II which followed in 
1967, were relatively small satellites providing a capacity of 240 telephone channels or 
one television channel. Communication was only possible between earth stations 
located within the Atlantic coverage region.
Global satellite communications as envisaged by A.C. Clarke were finally realised with 
the launch of the Intelsat-III series of satellites in 1968. The capacity of the satellite had 
increased to 1,500 telephone circuits and 4 TV channels. A total of three satellites were 
deployed over the Atlantic, Pacific and Indian ocean regions, making global coverage 
possible. Twenty years on, Clarke's prophecy had become reality.
The Intelsat-IV and IVA series of satellites launched in 1971 were milestones in the 
development of satellite communications. Spot-beam coverage antennas were employed 
for the first time. The concentration of satellite power in a smaller region allowed the 
figure-of-merit of receiving earth stations to be significantly reduced, resulting in saving 
in both equipment size and cost.
The Intelsat-V series followed in 1981 and introduced the concept of frequency re-use 
and the use of the 11/14 GHz Ku-band. The satellite capacity had increased to a total of
12,000 telephone channels and 2 TV channels.
A summary of some of the important technical parameters of the Intelsat series of 
satellites from sources [10] [11] is given in the tables 1.3 to 1.6. Pictorial views of the 
Intelsat-V coverage are also shown in figures 1.3 and 1.4 [12].
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TABLE 1.3
INTELSAT I AND IT SATELLITE SERIES
SYSTEM INTELSAT-I INTELSAT-B
Year of first launch 1965 1967
Mass in orbit (BOL) 38.6 kg 86.4 kg
End of life power 46 W 85 W
Total bandwidth 50 MHz 130 MHz
No. of satellites 2 5
Communications capacity 240 voice/1 TV 240 voice/1 TV
No. of transponders 2 2
Spacecraft cost $7 M $3.6 M
Total cost inc. launch $11.7 M $8.2 M
Cost per telephone circuit year $23,000 $11,000
Operational Life 3.5 years 3 -5  years
Contractor Hughes Hughes
Status retired retired
TABLE 1.4 
INTELSAT III AND IV SATELLITE SERIES
SYSTEM INTELSAT-m INTELSAT-IV
Year of first launch 1968 1971
Mass in orbit (BOL) 151.8 kg 731.8 kg
End of life power 125 W 569 W
Total bandwidth 360 MHz 450 MHz
No. of satellites 8 8
Communications capacity 1,500 voice /  4 TV 4,000 voice /  2 TV
No. of transponders 2 12
Spacecraft cost $6.25 M $14 M
Total cost inc. launch $12 M $32.5 M
Cost per telephone circuit year $1,600 $810
Operational Life 5 -7  years 7 -1 0  years
Contractor TRW Hughes
Status retired 2 for domestic services
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TABLE 1.5
INTELSAT IVA AND V SATELLITE SERIES
SYSTEM INTELSAT IV-A INTELSAT-V
Year of first launch 1975 1980
Mass in orbit (BOL) 862.6 kg 881kg
End of life power 708 W 1220 W
Total bandwidth 720 MHz 2,250 MHz
No. of satellites 6 9
Communications capacity 6,000 voice /  2 TV 12,000 voice /2T V
No. of transponders 20 21 C-band / 6 Ku-band
Spacecraft cost $21.5 M $30 M
Total cost inc. launch $47.5 M $80 M
Cost per telephone circuit year $494 $200
Operational Life 7 -1 0  years 7 -1 0  years
Contractor Hughes Ford Aerospace
Status 5 operational 7 launched
TABLE 1.6
INTELSAT V-A AND VI SATELLITE SERIES
SYSTEM INTELSAT V-A INTELSAT-VI
Year of first launch 1983 1988
Mass in orbit (BOL) 1,290 kg 1,012 kg
End of life power 1,290 2,100 W
Total bandwidth - 3,360 MHz
No. of satellites 6 5
Communications capacity 15,000 voice / 2 TV A r\ r \r \r \___: __ / o n n x rVUiUC / Z, I V
No. of transponders 32 C-band /  6 Ku-band 36 C-band /  10 Ku-band
Spacecraft cost $ 35 M $ -M
Total cost inc. launch $85 - 95 M $ - M
Cost per telephone circuit year $ - $ -
Operational Life 7 -1 0  years 7 -1 0  years
Contractor Ford Aerospace Hughes
Status 5 operational 7 launched
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FIGURE 1.3
TNTELSAT FAMILY OF SATELLITES
INTELSAT I 
(E a rly  B ird)
IN T E L S A T  IV
IN TELSA T II
IN TELSA T III
IN T E L SA T  IV-A
IN TELSA T V INTELSAT VI
FIGURE 1.4 
INTELSAT-V COVERAGE AREAS
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1.4.2.2 INTELSAT EARTH SEGMENT
The earth stations associated with the early Intelsat series of satellites (Intelsat I - IVA) 
were physically large. The typical antenna diameter for a Standard-A earth station is 30 
metres. The earth stations also required a significant capital investment, often several 
tens of millions of pounds. The purchase and operation of such earth stations remains 
the preserve of national telecommunications authorities, and even the largest corporation 
cannot justify the purchase and operation of an Intelsat Standard-A type earth station.
The first generation of Intelsat earth stations were used for high density, long-haul 
telecommunications traffic, often of a trans-continental nature and consisting of mainly 
telephony traffic. The earth stations operated in the 4/6 GHz C-band and required 
careful siting and operation in order to avoid interference with an already established 
terrestrial microwave network.
A typical Intelsat Standard-A earth station has an antenna diameter of 30 metres with a 
gain of 63 dB, a G/T ratio of 40.7 dB/K, and eight 10 kW travelling wave tube 
amplifiers. The total cost of such an earth station is in the region of 10 million US 
dollars. The earth station will typically serve as a gateway for the national network to 
the international community.
The dominant source of traffic for such earth stations has been, and is likely to continue 
to be international trunk telephony. Additional sources of traffic are from telegraphy, 
TV, data and facsimile. The global synchronous satellite era demonstrated that 
geostationary satellites can provide reliable and cost-effective global communications to 
an existing and expanding market.
1.4.2.3 INMARSAT GLOBAL SYSTEM
The International Maritime Satellite Organisation (Inmarsat) was formed in July 1979 
with the signing of the Inmarsat Convention [12]. Inmarsat has an international 
membership of mainly seafaring nations. The organisation provides telecommunications 
services via satellite, to ships and and off-shore platforms. The services provided range 
from low speed data to voice and emergency services.
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Maritime satellite communications were pioneered by Comsat General with three 
geostationary Marisat satellites providing global coverage. Inmarsat initially leased 
transponders on the Marisat satellites. Owing to a rapid growth in traffic, additional 
transponders are leased on the Marecs-A and Intelsat-V satellites. The Intelsat-V (F-5) 
satellite launched in 1982 included a specialised Maritine Communication Sub-system 
(MCS) specifically intended for maritine communications.
Three Inmarsat-II satellites are planned, and will be owned and operated by Inmarsat. 
They are expected to treble maritine mobile communications capacity in the Atlantic 
region, were traffic is dense.
1.4.2.4 INTERSPIJTNIK GLOBAL SYSTEM
Intersputnik is the international satellite system set up by COMICOM countries, with a 
view to providing a service similar to that of the Intelsat organisation [12]. The reasons 
for the formation of the organisation were largely political, since the USSR felt that the 
percentage of Intelsat shares held by Comsat, the U.S. signatory, would result in the 
Americans having an undue influence on the organisation.
The preliminary draft agreements were signed in May 1968 by nine countries and the 
Agreement formally came into effect on the 12th July 1972. The initial Intersputnik 
services were provided by the Molnya family of satellites. Unlike the Intelsat satellites 
which use geostationary orbits, Molnya satellites use an elliptical orbit (apogee 500 km, 
perigee 40,000 km), with a 64° inclination.
The Statsionar satellites have a geostationary orbit and came into use in 1975. They 
have a capacity of 200 to 500 telephony circuits and operate in the C-band. The earth 
stations have diameters of either 12 metres or 25 metres. The services provided include 
voice, data and TV.
1.4.3 DOMESTIC AND REGIONAL ERA (1973 - 19811
After the successful demonstration of global satellite communications, the next major 
development in satellite communications was the deployment of satellites capable of 
domestic and regional coverage. The first generation of geostationary satellites
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providing global coverage were inefficient, as a significant amount of power was 
expended in providing coverage over oceanic regions. A logical extension of global 
coverage is to "shape” the beam of the satellite antenna, so that the coverage zone is 
restricted to the land mass of a continent, country, or region. This results in the 
reception of a higher satellite power density at the earth station, allowing the reduction 
of earth station size and cost.
1.4.3.1 INTELSAT REGIONAL SYSTEM
Market surveys in as early as 1981 indicated that there was a growing need for global, 
flexible, digital communications services for the business community [13]. The service 
is aimed at catering for traffic profiles different from those of the traditional Standard-A 
type "international gateway” earth stations. In 1982 the Intelsat Board of Governors 
decided to offer a business service as part of its global system. The service is called the 
Intelsat Business Service (IBS) [13] [14].
The service is seen as providing the possibility for domestic and international integrated 
digital communications using small earth terminals located near customers’ premises, 
with a flexible range of capacities. Typical applications are perceived as bulk data 
transfer, high speed facsimile, digital voice, video-conferencing, electronic funds 
transfer and newspaper remote printing.
The system is designed to deliver bit error rates of better than 10"6 under faded 
conditions (1% of the year) and better than 10'** in clear weather conditions. Three 
ranges of data rates are provided. The low-medium data rates are 64 kbits/sec to 768 
kbits/sec, and the high capacity data rates are 1.544 Mbits/sec to 13.9 Mbits/sec. Full or 
fractional transponder allocation is possible.
The low to medium data rates are aimed at the majority of individual users and the high 
capacity data rates will find applications for large-capacity users or as urban gateways 
supporting an aggregate of small users. Full or fractional transponder allocation will 
support most international and or domestic requirements.
Intelsat modified three of their V-A series of satellites to provide Ku-band coverage for 
developed countries and enhanced connectivity for the global network. Basic 
connectivity is by way of East-to-East, West-to-East, West-to-West and East-to-West.
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Connections are either through two C-band beams (hemispheric or zonal) or two Ku- 
band spot-beams. Enhanced connectivity is achieved by way of a link between a Ku- 
band and C-band beam. Full connectivity is with a link among all available beams in the 
satellite, thereby providing a fully connected network within region.
Intelsat specified a number of new types of earth station, to cater for the IBS service. 
These are termed the user gateway, the urban gateway and the country gateway. The 
basic characteristics of the earth stations are outlined in the table 1.7 [13] [14].
TABLE 1.7 
INTELSAT IBS EARTH STATIONS
Type Designation Antenna Frequency User type
User gateway E-l 3.5 m C-band Large business
E-2 5.5 m C-band
F-l 5 m Ku-band
F-2 7m Ku-band
Urban gateway E-2 5.5 m Ku-band City location
E-3 8/9 m Ku-band
F-3 9m C-band
B 11m C-band
Country gateway A, B, C 
C
16 m - 30 m 
11 m - 18 m
C-band
Ku-band
National 
digital network
In addition to the IBS service, which is primarily aimed at industrialised urban centres 
in the western hemisphere, Intelsat also offer the Intelnet and Vista services, aimed at 
the microterminal market. The Intelnet service is for the distribution and collection of 
information between a central point and many remote points. Typical perceived 
applications include reservation systems, credit verification and remote printing. The 
Vista service is aimed at countries with communications requirements for rural or 
remote areas. Typically, a number of countries each with relatively small traffic 
requirements will share satellite capacity for their domestic and international 
communications.
1.4.3.2 EUROPEAN REGIONAL SYSTEM
Eutelsat was the world's first regional satellite system and provides international 
satellite telecommunications services for Europe [12]. The organisation was created in 
provisional form on the 30th June 1911 by 17 members of the European Conference of 
Postal and Telecommunications Administrations (CEPT). A total of twenty four 
countries signed the Convention in August 1985 and the organisation currently has 
twenty-six member states represented by their respective telecommunications 
authorities. The Eutelsat space segment consists of two satellites (ECS F-l and F-2). 
The first satellite was launched on the 16th of June 1983.
The Eutelsat satellites are mainly used for main-route telephony between member states 
and for the exchange of TV programmes within the European Broadcasting Union 
(EBU). The satellites also provide a Satellite Multi-service System (SMS) for data 
transmission and tele-conferencing.
The Eutelsat SMS service was introduced with a view to meeting the 
telecommunications demands of present day industrial and commercial concerns in 
Europe. The service is digital in nature, providing high quality unidirectional or 
bidirectional links that in many cases cannot be met at present by terrestrial services. 
Typical applications are data transfer, high speed facsimile, speech and video 
conferencing. The data rates offered range from 2.4 kbits/s to 2 Mbits/s, with 
applications as diverse as high speed data transfer, remote printing of newspapers, 
audio and full motion video-conferencing.
1.4.3.3 INDONESIAN REGIONAL SYSTEM
The Indonesian population is scattered over 13,677 islands separated by as much as
5,000 km. The use of conventional techniques such as microwave links or submarine 
cables to provide a modem telecommunications networks would be expensive and 
require a long period of development
The Palapa system [12] was inaugurated in August 1976 with the Palapa-A satellite. 
The system provides telephony, telex and television services, and has proved to be a 
great success, with some spare transponders being leased to other ASEAN member 
states.
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1.4.3.4 ARAB REGIONAL SYSTEM
The Arabsat organisation evolved from a 1953 Arab League Agreement to develop a 
regional satellite network for the provision of telecommunications services as required 
by member states [12]. The organisation was formally established in April 1976 and the 
system became operational in 1985, with the launch of two satellites. The organisation 
has twenty-two member states and provides regional services for telephony, telegraphy, 
community TV and telex.
The space segment consists of two spacecraft ARABS AT-F1 and ARABS AT-F2. Each 
satellite has 25 C-band transponders and one C/S-band transponder. The C-band 
transponders can carry one TV channel, 1,100 SCPC/FM telephony channels or 
approximately 500 FDM/DM/FDMA telephony channels. The C/S-band transponder 
carries one community TV channel. The use of a high power S-band transponder for 
TV reception allows the use of cheap S-band receive-only earth stations (4 -6  metres) 
in remote rural areas, which run off solar power and cost about $3,000. The C-band 
earth stations used for telephony services have 11 metre antennas.
1.4.3.5 CANADIAN DOMESTIC SYSTEM
The Canadians are pioneers in the field of domestic satellite communications. This is 
perhaps understandable when one considers the size of the country and the fact that 
although most of the population is concentrated in the large cities a substantial 
proportion of the population live in remote rural areas. Providing efficient 
communications services to outlying regions of the vast country can best be realised 
with a domestic satellite. Canada operate the ANIK series of satellites [12] and the 
initial Anik-A series was launched in 1973. The earth stations are operated by Telsat 
and range in size form 1.2 meters to 30 meters. The network caters for television, voice 
and data.
1.4.3.6 FRENCH DOMESTIC SYSTEM
The French government established the Telecom-1 domestic satellite network in 
February 1979 [12]. The role of the satellite is threefold; the provision of an intra­
company business service, telephony and television distribution between the mainland
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and overseas territories and governmental communications. The business service uses 
the Ku-band and the data rates offered range between 2.4 kbits/s to 2 Mbits/s. Video­
conferencing, high speed facsimile, telephony and data transmission services are typical 
applications.
1.4.3.7 JAPANESE DOMESTIC SYSTEM
The Japanese built a number of experimental satellite systems in the late 1970's. These 
were the Broadcast Satellite for Experimental purposes (BSE) in 1977 and the 
Experimental Communications Satellite (CS and ECS) series in 1979. The satellites 
pioneered the use of the Ka-band (20/30 GHz) for commercial applications.
The CS series of satellites [12] have a total of eight transponders, six at Ka-band and 
two at C-band. The system is primarily designed to cater for high speed digital 
communications (65 Mbit/s or 100 Mbit/s) between large earth stations connected to the 
public network. The system also allows communication between small portable earth 
stations.
1.4.3.X AMERICAN DOMESTIC SYSTEMS
The U.S.A. has the largest number of domestic satellite systems [12]. The Westar 
network has been operational since 1974 and is used for telephone, TV broadcast, high 
quality audio broadcast and data services. The satellites have either 12 or 24 C-band 36 
MHz transponders.
The RCA American Satcom-1 and Satcom-2 satellites have 24 transponders of 36 MHz 
bandwidth and operate in the C-band. Two additional satellites were launched in 
December 1981 and January 1982. The Satcom-5 satellite launched in October 1982 
was the first all solid state satellite and was followed by the Satcom-IR and 2R series. 
The latter series have 24 8-W solid state C-band transponders.
The Satellite Business System (SBS) satellite was placed in orbit in 1980 and was the 
first purpose-built domestic satellite dedicated to business users. The SBS-1 and 2 
satellites provide services such as video conferencing, telephony and data transmission. 
Operation is in the Ku-band using digital transmission, TDMA and DSL The satellites
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have 10 transponders each with a capacity of 48 Mbits/s equivalent to a capacity of 
14,000 telephone circuits or 8,000 54 kbits/s data transmissions. The SBS-4 satellite 
can provide spot beams for the east or west coasts for direct broadcast TV.
GTE operate two satellite systems; Spacenet and CSstar. The Spacenet system consists 
of three hybrid satellites operating in the C-band and the Ku-bands. The C-band 
satellites have twelve 36 MHz transponders and six 72 MHz transponders. The Ku- 
band satellites have six 72 MHz transponders. The satellites are intended for use by 
specialised common carriers, business users and governmental users requiring high 
quality long distance communications.
The Gstar system consists of two satellites operating in the Ku-band. Several antenna 
patterns can be generated by ground command. Two transponders have a CONUS 
(Continental US) coverage, and the other 14 transponders can be switched to regional 
beams (east/west) and to the continental beam. The Gstar system is designed for voice, 
data, video tele-conferencing and direct TV broadcasting.
1.4.4 SMALL STATION ERA (1982 - 19901
The small station application era can be viewed as a natural evolution from the domestic 
and regional satellite era that preceded it. By the early 1980's, increasing numbers of 
satellites with high EBRP transponders, particularly at Ka-band were becoming readily 
available. This was certainly the case in the U.S.A. and to some extent in Europe.
The availability of satellites with high transmitted EIRP and better figures of merit, 
allow a reduction in the G/T and EIRP requirements at the earth station for a given 
grade of service and availability. The reduction in the G/T and EIRP requirements 
translate into reductions in transmitter power rating, LNA noise figure and antenna size. 
This results in cost savings and significant reductions in the physical size of the earth 
station.
Another important catalyst in the development of the small station era was the 
availability of Ku-band transponders. The Ku-band is dedicated to satellite 
communications, using 14 GHz for the uplink to the satellite and 12 or 11 GHz for the 
downlink to the earth station. Ku-band earth stations can therefore be located close to 
the customers' premises, without the prospect of interference with terrestrial system.
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This is an important consideration, as most potential users of small stations are likely to 
be located in urban areas where microwave terrestrial systems are already well 
established. The small station market can be sub-divided into three areas; broadcasting, 
business, and mobile.
1.4.4.1 SATELLITE BROADCASTING
Direct satellite broadcasting for TV is now well established, with satellite TV receive- 
only terminals becoming increasingly common-place in many parts of the world. The 
systems usually operate in the Ku-band allowing the use of small dishes of a metre or 
less, together with relatively cheap receivers. The cost of a typical receiver is similar to 
that of a domestic video recorder and the uptake of the service is more likely to be 
dictated by programme content rather than equipment cost.
1.4.4.2 BUSINESS SATELLITE COMM.
Small stations for business applications perhaps represent the greatest area of potential 
growth and profit for the small station market. The advent of the domestic and regional 
satellites has made the possibility of locating small satellite earth stations directly at the 
customer premises possible. This is in part due to the reductions in equipment size, 
making roof mounting possible. The reduction in cost has also made it economically 
viable for companies to implement dedicated or shared corporate satellite networks.
Information transfer is now acknowledged as one of the most important functions of 
any modem company or business. The possibility of implementing high quality, high 
reliability networks using satellite communications is therefore attractive to many 
businesses. The added bonuses of ease of reconfiguration, privacy, large coverage area 
and potential cost saving, go to make satellite-based networks an attractive alternative to 
terrestrial networks.
The types of services offered vary greatly, ranging from high quality speech to high 
speed data transfer. The data rates offered also cover a wide range, from low data rate 
transmission at 1.2 kbits/sec for inquiry/response services, to full motion video­
conferencing at 4 Mbits/sec. Very Small Aperture Terminals (VSATs) are a subset of 
the small terminal family, and are discussed in Chapter 2.
1.4.4.3 MOBILE SATELLITE COMM.
Satellite services for mobile communication can be broadly divided between three 
categories of users; ships, aeroplane and surface vehicles. This application of satellite 
communications is becoming increasingly important, not least because of the huge 
potential market.
Satellite mobile communications were first demonstrated by the Syncom-II satellite in 
1963. The U.S. Department of Defence also demonstrated mobile military 
communications at UHF with the Tacsat satellite in 1969.
Comsat took a pioneering step by adding an L-band (1.5 GHz) capability on the Marisat 
satellite, offering a global maritime mobile satellite service from 1976. The Marisat 
satellite was later joined by the Marecs-A satellite and leased transponders on the 
Intelsat-V satellites.
The areas of mobile communication for surface vehicles and aeroplanes is still in its 
infancy, though a number of trials have been successfully concluded and the former 
area is expected to experience significant growth in the 1990's.
1.4.5 INTELLIGENT SATELLITE ERA (1990 ...)
To date, satellites can accurately be described as little more than a more glamorous form 
of the terrestrial microwave repeater that was already well established at the advent of 
the communications satellite. The satellite has therefore been referred to as the "sky 
hook" or "bent pipe", both terms highlighting the fact that the satellite does not in fact 
perform any feat greater than frequency translation, amplification and re-transmission. 
The "claim to fame" of the satellite is really its potential for ubiquitous coverage. This 
alone makes it unrivalled in terms of potential coverage area, in comparison to terrestrial 
microwave and cable systems. Although satellites have become increasingly more 
powerful and sophisticated over the past two decades, their principal function, namely 
frequency translation and amplification, remains unchanged.
The next revolution in the development of the commercial satellite communications is 
expected to be the use of on-board-processing techniques (OBP) [15] [16]. This will 
represent a fundamental change in the function of the communications satellite. The
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third generation satellite with OBP capabilities will demodulate incoming signals, 
process them at baseband, and then re-transmit the data, possibly using different 
modulation formats, data rates, coding, etc.
The regenerative satellite has the effect of separating the satellite uplink and downlink, 
so that the only bit stream errors propagate from the uplink to the downlink. Thus, 
instead of the uplink and downlink noise being additive, only the bit errors are added. 
Gains of up to 3 dB can be obtained with nonlinear channels in addition to increased 
interference protection margins. Apart from the enhanced flexibility in system 
configuration that will result from OBP capabilities, the technology is also expected to 
result in the design of cheaper, and smaller earth terminals.
The forerunner of third generation satellites is expected to be the Advanced 
Communications Technology Satellite (ACTS), a NASA venture that should be 
operational in the next few years. The satellite will operate in the 20/30 GHz Ka-band, 
and will have electronically hopped spot-beams with on-board message switching. A 
baseband processor will contain demodulators, buffering, forward error correction, 
memory, baseband switching and remodulation circuits.
1.5 CONCLUSION
This first chapter has served as an introduction to satellite communications. I have 
attempted to give a historical perspective of the phenomenal growth of satellite 
communications over the past forty five years. From the humble beginnings of A.C. 
Clarke's idea, global satellite communications has grown to become a multi-billion 
dollar industry whose effects are felt the world over.
Practically every country in the world has some dependence of one form or another of 
satellite communications for the provision of its international telecommunications 
services. The importance of satellite communications is expected to increase as society 
becomes even more reliant on efficient communications for both business and the 
dissemination of information.
The first generation of satellites required very large and expensive earth stations and 
their use was restricted to use as national gateways, servicing high density trunk 
telephony of a trans-continental nature.
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The second generation of satellites with increased EIRPs, better G/T ratios and using 
higher frequency bands, have ushered in the era of the small earth station. These small 
earth stations can be located in urban areas without interference with established 
terrestrial systems. Such satellites have enabled companies and individuals to acquire 
and operate earth stations, which until then had been the exclusive preserve of national 
telecommunications authorities.
A third generation of satellites is expected to become operational in the late 1990's. 
These advanced satellites will utilise onboard processing techniques which will result in 
increased capacity and improved performance. Small terminals are expected to benefit 
from the third generation of satellites, with cheaper, smaller and more flexible designs.
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Chapter 2 
VSAT Networks
2.1 INTRODUCTION
The first chapter of the thesis gave an outline of the historical development of satellite 
communications. In this chapter, we consider the evolution of what have come to be 
known as Veiy Small Aperture Terminals (VSATs). The VSAT may be considered as 
subset of what is generically known as the "small terminal" earth station.
2.1.1 DEFINITION OF VSAT
The precise definition of the term "small terminal" in relation to satellite earth stations is 
somewhat elusive and is often related to both the application area and the satellite era 
considered. What constituted a small terminal in the early 1970's may well have been an 
earth station with a 5 metre dish, 100 W amplifier and costing more than $100,000.
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Today, the same function could probably be performed by a terminal less than half the 
size and costing a tenth of the price. Indeed by the year 2000 "small terminal" may even 
come to mean terminals the size of a standard textbook! [1] - [3]. Table 2.1 charts some 
of the landmark developments in earth station technology for business applications [4].
Present day VS ATs are generally agreed to be earth stations with antenna diameters of 2 
metres or less and having solid sate power amplifiers of the order of a few watts. The 
terminals are usually portable and highly integrated, with the RF equipment often 
mounted directly on the antenna. The current cost of VS ATs is in the region of $5,000 
for receive-only terminal and $10,000 for terminals with a receive/transmit capability.
TABLE 2.1
KEY DEVELOPMENTS IN EARTH STATION TECHNOLOGY
YEAR CLASS ANTENNA CAPACITY BAND
1962 AT&T Telstar 30 m 10's of stations C
1965 INTELSAT 30 m 100's - 1000's of stations C
1973 Westar 15 m 1000's of stations c
1974 Cable TV 5 -10 m TVRO c
1974 Wall Street Journal 10 m Newspaper c
1974 SS Hope 2.4 m 1 voice circuit to ship c
1976 Rescue 1.2 m 1 voice circuit c
1978 Business (ASC) 4.5 m 56 kb/s SCPC Ku
1979 Business (SBS) 5.5 m 40 Mb/s TDMA Ku
1980 One-way data 0.6 m 300- 9600 b/sSSMA C
1984 Two-way data 1.2 m x 0.6 1.2 - 19.2 kb/s SSMA C
1985 Two-way data 1.2 m 56 kb/s Ku
2.1.2 VSAT NETWORKS
VSAT network topology is fundamentally different from that of traditional satellite 
point-to-point networks, such as those typified by the Intelsat Standard-A earth 
stations. The transmitted power from the VSAT terminal is usually very low and this 
necessitates a relatively large central station with a high value G/T ratio in order to 
compensate for the low received carrier-to-noise ratio. The central earth station also has
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a high transmitted power, in order to compensate for the low G/T ratio of the receiving 
VSAT. The large central earth station is often called the "hub station", as the 
configuration of the network is similar to that of a wheel, with the large central station 
acting as the hub and the remote VS ATs located at the end of the spokes. The networks 
usually assume a star configuration.
Some form of multiple access is required for the network VS ATs, which have to share 
the satellite resource, on what is called the "inbound link". Typical examples of multiple 
access schemes include Slotted Aloha, Single-Channel-Per-Carrier (SCPC), Time 
Division Multiple Access (TDMA) and Code Division Multiple Access (CDMA). The 
transmission from the hub station to the VSAT network is called the "outbound link". 
This usually takes the form of a continuous TDM stream, from which individual 
VSATs are able to access information addressed to them.
VSAT networks can be divided into two broad classes; receive-only (or one-way 
networks) and receive/transmit (or two-way networks) [5] - [8]. VSAT to VSAT 
communication may be achieved via a double hop configuration through the hub 
station. This may be tolerable for some applications, but may not be suitable for delay 
sensitive applications such as interactive data and speech. Figures 2.1 and 2.2 depict the 
configuration of these two classes of VSAT networks.
2.1.3 VSAT APPLICATIONS
The current range of applications of VSAT networks is perhaps the best testimony to 
their success and potential for future growth. The data rates that may be delivered range 
from a few bits per second for applications such as remote alarm indication, to megabits 
per second for full-motion video tele-conferencing. Tables 2.2 [7] give examples of 
typical VSAT network applications. Tables 2.3 and 2.4 [4] give system parameters of 
actual implemented VSAT networks in the U.S.A.
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FIGURE 2.1
VSAT POINT-TO-MULTIPOINT BROADCAST NETWORK
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FIGURE 2.2
VSAT POINT-TO-MULTIPOINT INTERACTIVE NETWORK
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HUB 
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TABLE 2.2 
TYPICAL VSAT APPLICATION AREAS
SERVICE APPLICATION
Broadcast and Distribution
Services
Data
Image
Audio
Video 
TVRO 
Business TV
Database, weather, stocks, bonds, 
commodities, price list, 
inventory and retail sales.
Fax
News, program music, floor music, 
advertisements and air traffic control.
Entertainment reception 
Education, training and information down­
loading
Collection and Monitoring 
Services
Data
Image
Video
Pipeline and weather
Charts and ice-imagery
Highly compressed surveillance images
Two-wav Interactive Services 
(Star)
Data Credit card authorisation, financial 
transactions, point sales, database services, 
CAD/CAM, reservation, library
Two-wav Interactive Services 
(Point-to-Poinf)
Data
Voice
Video
CPU-CPU, DTE-CPU, LAN interconnect, 
E-mail, etc.
Thin route voice and emergency voice 
Compressed video tele-conferencing
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TABLE 2.3
TYPICAL VSAT NETWORKS: VSAT TO HUB LTNK
SYSTEM BAND ANTENNA DATA ACCESS/MOD.
Tymstar Ku 1.2-1.8 m 96 kb/s TDMA
Tridom Ku 1.2 m 32 kb/s Reservation ALOHA 
and TDMA
Hughes Ku 1.2-1.8 m 128 kb/s TDMA/QPSK
Telecomm-General Ku 1.2 m 9.6 kb/s SCPC/QPSK
Federal Express (M/A-Com) Ku 1.2-1.8 m 56 kb/s ALOHA and 
SCPC/QPSK
Equatorial Two-way C 0.6 m x 2 1.2 kb/s SSMA/BPSK
Comsat/ASC Ku 1.2 m 
1.8 m
56 kb/s 
112 kb/s
S CPC/BPS K 
BPSK
Harris/AT&T Ku - 56 kb/s TDMA
QPSK or BPSK
NEC America Ku 1.2-1.8 m 56 kb/s TDMA
BPSK
TABLE 2.4
TYPICAL VSAT NETWORKS: HUB TO VSAT LINK
SYSTEM BAND DATA ACCESS/MOD.
Tymstar Ku 15 Mb/s TDM
Tridom Ku 512 kb/s TDM
Hughes Ku 512 kb/s TDM/BPSK
Telecomm-General Ku 56 kb/s SCPC/QPSK
Federal Express (M/A-Com) Ku 21.5 Mb/s TDM/BPSK
Equatorial One-way C 9.6 kb/s SSMA
Equatorial Two-way C 19.2 kb/s SSMA
Comsat/ASC Ku 512 kb/s BPSK
Harris/AT&T Ku 128 kb/s TDM 
QPSK or BPSK
NEC America Ku 56 kb/s TDM
BPSK
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2.2 VSAT NETWORK ATTRIBUTES
Changes in the U.S.A. regulatory environment in the mid 1980’s, coupled with the 
availability of Ku-band transponder capacity, served to transform the American 
telecommunications environment. The monopoly that had been enjoyed by AT&T was 
broken, and the ownership and operation of satellite capacity and earth stations was 
now open to other entrepreneurs. It became possible for corporations to "shop around" 
for the most cost effective communications solution from a number of competing 
vendors. In many cases corporations, both large and small found that their 
telecommunications requirements in terms of network configuration and data rates 
could often be met more economically by the use of VSAT, rather than terrestrial 
networks [9] - [15].
VSAT networks offer a number of unique qualities, or selling points, over traditional 
terrestrial networks and these help to make them an attractive alternative. Some of the 
salient properties of VSAT networks are now addressed.
2.2.1 NETWORK COVERAGE
The first generation of satellite based point-to-point communication networks did not 
take full advantage of a satellite's inherent ubiquitous coverage capability. The design 
of these networks was such that only a handful of large gateway stations, handling 
mostly high density telephony traffic and often separated by thousands of kilometres, 
would be located in the satellite coverage zone. The nature of VSAT networks offers 
the potential for a much more efficient utilisation of a satellite's antenna footprint, by 
locating hundreds or possibly thousands of terminals within the coverage zone. The 
management structure of many modem corporations is centralised with many widely 
dispersed outlets. The coverage zone offered by a satellite lends itself to the potential of 
implementing fully interconnected communication network with high quality links.
2.2.2 NETWORK FLEXIBILITY
Unlike a terrestrial network, a VSAT network is flexible and offers portability. 
Consider for instance an application in which a large oil exploration corporation 
requires to set up high quality, high speed, data links between its headquarters and
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remote exploration sites. A VSAT system could provide such a network and would 
allow the network to be flexibly configured and modified to suit prevailing 
circumstances. Contrast this with the prospect of implementing a similar network using 
terrestrial lines. These would probably not serve remote locations and their installation 
is likely to be both lengthy and expensive. Needless to say attempts to reconfigure the 
network would probably result in delays and added expense.
2.2.3 NETWORK TNDEPENDENCE
If a VSAT network is owned and operated by a single company, then they have ultimate 
control over the network and it is totally independent of other operators. Network 
reliability, security and maintenance are subsequently easier to ensure. This is in direct 
contrast to the pre-deregulation scenario, when companies usually had to deal with 
numerous vendors for network end-to-end connections.
2.2.4 CRAPE OF SERVICE
The grade of service that is delivered by VSAT networks is usually higher than that of 
terrestrial networks, whose performance is degraded by the necessity for multiple 
switching arrangements. VSAT networks are able to deliver bit error rates of 10'6 with 
availabilities of 99%. Lower error rates and/or higher availabilities can be achieved at 
additional cost.
2.2.5 SERVICE FLEXIBILITY
VSAT networks offer a wide range of services that are attractive to present day 
corporations. Typical examples are high speed video conferencing links operating at 
2.048 Mbits/sec and low speed inquiry/response systems operating at 1.2 kbits/sec. 
Thus for example, a large corporation with regional offices may use a VSAT system to 
hold routine management meetings or educational seminars using a video conferencing 
system.
A petrol service company with thousands of outlets could implement an 
inquiry/response system for the validation of customers credit cards. There are a
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multitude of other possible services and data rates falling in between the examples 
given. It is possible to select the inbound and outbound data rates to suit the particular 
application.
2.2.6 NETWORK COMPETITIVENESS
Ultimately, it is the competitiveness of a service that will dictates its success or failure in 
a market driven by motives of profit and efficiency. VSAT networks with numbers 
ranging from tens to hundreds have been shown to offer significant cost saving in 
comparison to equivalent terrestrial based networks.
The cost-saving motive, combined with the others that have been already mentioned, 
serve to make VSAT networks not only economically viable alternatives to terrestrial 
networks but in many cases the most logical alternatives for corporate communication 
networks in terms of flexibility, security and grade of service.
2.3 EVOLUTION OF VSAT NETWORKS IN THE U.S.A.
The United States of America has traditionally played a dominant and leading role in the 
development and application of of satellite communications. This has certainly been the 
case with VSAT systems [16] - [18]. The U.S.A. has provided a lead in both the 
development of VSAT technology and in the implementation of VSAT networks [19] -
[23].
The development of VSAT systems is best analysed by considering their growth in the 
U.S.A. [24] - [28]. The growth of VSAT systems in Europe generally lags that in the 
U.S.A by a number of years owing to a number factors which will be discussed later.
2.3.1 Ku-BAND TRANSPONDER AVAILABILITY
The growth of VSAT systems in the U.S.A took on a rapid turn in the early 1980's. 
The impetus was provided by a number of factors. The first was the emerging 
availability of Ku-band transponder capacity . The use of the C-band necessitated
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careful siting of the earth station in order to minimise interference with already well- 
established terrestrial microwave networks. A primary attraction of VSAT systems for 
the business user is the possibility of siting the earth station directly at the premises. 
This usually means an urban location where interference problems are most likely to 
arise.
The Ku-band has exclusive satellite frequency allocations, allowing the location of earth 
stations in urban areas at the customers premises, since the problem of interference with 
the terrestrial network is no longer a primary consideration. The generation of satellites 
with Ku-band transponders generally have higher levels of transmitted EIRP and better 
G/T ratios, in comparison to C-band transponders. In addition, the satellite's antenna 
beams are usually shaped for specific coverage zones. This results in a higher received 
power at the earth station in comparison to global beams.
These factors translate into reduced requirements for the earth station power amplifier, 
noise figure of the LNA and antenna size. Earth stations are subsequently not only 
cheaper but also have greatly reduced size. The possibility of roof mounting at the 
customer premises becomes feasible and planning permission is often not necessary for 
small antennas.
2.3,2 TELECOMMUNICATIONS DEREGULATION
The second turn of events that gave a push to VSAT developments in the United States 
was the deregulation of the public telecommunications industry in January 1984. This 
resulted in the removal of the AT&T monopoly and the creation of an "open skies" 
policy [29] - [31].
The divestiture of the telecommunications industry proved to be both a blessing and a 
curse to telecommunications service users. On the one hand, there was now a plethora 
of companies competing to provide a wide range of services, resulting in healthy 
competition. The prices of switched long distance lines which had long been kept 
artificially low, increased, whereas the cost of private local lines decreased 11] [13]. On 
the other hand the convenience derived from liaising with a single vendor for the 
provision, maintenance and operation of communications links ceased, in many cases. 
The prospect of having secure, reliable, high quality, dedicated communication 
networks that completely circumvented the multitude of carriers became an increasingly
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attractive proposition for many corporations. The change in the regulatoiy environment 
also meant that corporations such as GTE, Spacenet, Equatorial and Federal Express 
could consider the private ownership of both the earth and space segment of VSAT 
networks.
Another important development in respect of regulatory issues, was the landmark policy 
of the FCC to permit the issuing of "blanket" licences for VSAT networks with similar 
terminals, rather than requiring individual licence applications. This resulted in vastly 
reduced amounts of paperwork and less delay in licensing VSAT networks.
Whilst the factors outlined above were pivotal in accounting for the stimulation of 
VSAT systems in the United States of America, in the final analysis, the success or 
failure of VSAT systems could only be assured if they proved to be economically 
competitive with respect to terrestrial services.
It has been estimated that the "local loop" accounts for two thirds of the overall cost of a 
telecommunications link, with the remaining one third due to the remaining "long line". 
The possibility of effectively removing the local loop by delivering the service directly 
to the customers premises is therefore an attractive proposition. Cost saving of between 
25% and 50% have been claimed [12].
Another important economic consideration has been the possibility of separate VSAT 
networks sharing a common hub station [11] [13]. VSAT networks then become 
economically viable for networks whose numbers may be in tens, rather than hundreds. 
It has been estimated that corporations paying more that $500 per month for individual 
terrestrial leased lines could benefit by reduced communications costs if they 
implemented VSAT networks.
The cost of a hub station is many times that of individual VSAT terminals and 
constitutes the greatest component in the overall cost of a VSAT system. A typical hub 
station costs between $750,000 and $1.5 million and transponder leases are in the range 
of $135,000 to $150,000 per annum [12]. A 1986 Rothschild study on VSAT 
economics estimated monthly cost of VSAT networks with 300 sites of $467 and $307 
for networks having more than 1000 sites. This compares favourably with a cost of 
$1250 per month per site for leased line networks, irrespective of network numbers 
[12].
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2,3.3 VSAT SALES IN THE U.S.A.
The initial projected sales for VSAT systems in the United States have proved to be 
significantly exaggerated. The ratio of projected to actual sales was over-estimated by a 
factor of at least three to one [35]. In early 1986 a figure of more than 100,000 VSAT 
was often quoted as units due for delivery within the following 2 -3  years.
The Rothchild report on the development of the U.S.A. VSAT industry predicted 
industry sales of $50 - $60 million by 1986 and one billion U.S.A. dollars by 1990
[12]. An independent study by Frost and Sullivan predicted earth station sales worth 
$777 million and transponder leases worth $2.7 billion by the end of 1990 [10]. The 
Federal Express Zapmail facsimile transmission service was given as an example of 
the phenomenal growth in VSAT networks. Zapmail was destined to become the 
world’s largest private commercial satellite network by 1995, and was to have 25,000 
VSAT terminals, for an installed cost of 1.2 billion US dollars [12].
Federal Express calculated that they would achieve annual savings of $10 million by 
transferring their network from terrestrial lines to a VSAT network. The order was 
cancelled in February 1986 after the corporation incurred substantial losses and this 
cast a pall over the industry. Sales projections subsequently sobered up considerably.
The inflated projected sales figures can probably be attributed to excessive optimism on 
the part of salesmen and the long gestation period between conceiving and establishing 
a large microterminal network. Many large corporations are currently assessing VSAT 
systems on a trial basis and if these prove successful we could see networks with 
thousands of terminals implemented within the next couple of years.
A study by CAP Scientific Ltd. for the European Space Agency in February 1988 [35] 
found an American VSAT installed base of 32,000 for one-way systems and 3,300 for 
two-way systems. The corresponding figures for contracted sales were 8,000 for one­
way systems and 10,000 for two-way systems. Clearly, there is still some time to go 
before large two-way VSAT networks with thousands of terminals become 
commonplace. It is also interesting to note that two-way services are accounting for an 
increasingly higher percentage of total VSAT system sales as their cost decreases and 
the option of services such as video tele-conferencing attracts first time entrants. One­
way systems enjoy a larger installed base but sales appear to have peaked and two-way 
systems sales are expected to continue to increase and will eventually become dominant
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Suppliers forecast a 25% annual growth for two-way systems up to 1990, with a sales 
plateau occurring at a demand of 30,000 units/year in 1993. If a fixed price of $12,000 
per unit is assumed, then the industry can expect sales of around $360 million for 
VS AT terminals and this could increase to the order of $500 million when hub station 
sales, installation and maintenance costs are taken into account. This represents 
considerable revenue for the companies involved. The VS AT market in America can be 
expected to experience considerable growth in the next few years, though perhaps not at 
the optimistic rates initially forecasted.
2.3.4 VSAT APPLICATION AREAS IN THE U.S.A.
VSAT system users in the U.S.A. are predominantly large corporations with 
communication requirements that are almost exclusively intra-company. The user group 
may be further divided into two sub-groups; small network users (typically less than 50 
VSATs) and large network users (typically more than 200 VS ATs).
The small network users tend to have well established video broadcast or conferencing 
networks and have a distributed management system. The large network users are likely 
to have newer data networks and tend to have a highly centralised management structure 
with many hundreds of identical operating sites.
The Equatorial corporation has the dominant share of the C-band VSAT market in the 
U.S.A. The Equatorial systems exclude speech and operate at relatively low data rates 
(typically 1.2 kbits/sec for VSAT to hub and 19.2 kbits/sec for hub to VSAT). The use 
of the shared C-band necessitates the use of coding and spread spectrum techniques to 
counteract interference with terrestrial systems. The terminals sell at very competitive 
rates, typically $2500 for a receive-only terminal and $5500 for a receive/transmit
f a r m m o l  r 1 0 1  i W / i u u i i u l
The higher end of the VSAT market has more competitors, some of the prominent 
contenders being M/A-COM, Avantek, California Microwave, NEC, Mitsubishi, 
Vitalink, Satellite Technology Management, Telcom General, Harris Corporation, 
Scientific Atlanta and Comsat Technology [12]. Customers are usually driven to this 
end of the market by requirements for high data rates and/or the necessity to transmit 
speech [12].
The implementation of VSAT systems in the States has not been without its teething 
problems. In particular, aspects of protocol incompatibility and multiple access 
resolution have proved to be troublesome, with the ill-fated Federal Express Zapmail 
service being one of the more notable victims [35], The lesson to be learnt from the 
American experience would appear to be that emphasis should be placed on the design 
of integrated end-to-end systems, rather than the piece-meal systems that some vendors 
have attempted to deliver with disastrous consequences. Some manufacturers claim to 
have overcome these problems, but the players have become markedly cautious, with 
extensive trial periods involving a handful of terminals being the rule rather than the 
exception.
2.3.5 VSAT NETWORKS IN THE U.S.A.
VSAT network application in the U.S.A. provide a good insight into application areas 
where VSAT network attributes have been found to have the greatest attraction [7] [8].
The Farmers Insurance Group of companies is a pioneer in the field of VSAT 
applications. They currently have the largest interactive VSAT network in the U.S.A., 
with a total of over 2,400 operational terminals. The networks provides an on-line 
database access system for agents, allowing them to obtain prevailing rates, policy 
information and the status of insurance claims. The system has greatly reduced 
customers inquiry response times.
Problems were initially experienced with long response times and equipment failure. 
The problems were caused by a combination of software and hardware faults, in 
addition to congestion as the network expanded. These problems were resolved, and a 
single multiple access satellite channel caters for approximately 1,100 VSATs, with an 
average response time of 5 seconds.
The Wal-Mart Stores VSAT network became operational in 1985 and has a total of 
1,400 terminals at various locations. The network provides a two-way data and voice 
communications between the headquarters and Wal-Mart stores and distribution centres. 
New applications such as credit card verification for remote locations have also been 
implemented. Another novel use has been the transmission of training and promotional 
videos to remote locations.
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The Holiday Inn Corporation has over 2,000 hotels and motels in the U.S.A. Their 
VSAT network connects remote locations to the corporate headquarters. The 
corporation has reported improved reliability and response times on the reservation 
system are about 15 seconds.
The Chrysler Motor Corporation has more than 6,000 dealerships scattered all over the 
U.S.A. The Chrysler Penstar Network will become the largest two-way VSAT network 
implemented to date. The network will be used for new strategic applications, such as 
allowing access to mainframe computers located at corporate headquarters to help 
mechanics repair cars, the use of showroom computers to confirm car delivery dates 
and video broadcasting for training purposes.
K-Mart, the second largest retailer in the world are planning a VSAT based data and 
video network for their 2,000 stores. The system will allow the verification of credit 
cards and will enable the stores inventory to be regularly updated. This will not only 
result in reduced check-out times but will also increase efficiency as the stores will be 
able keep a better track on fast moving goods. The budget for the system is $50 million 
and the corporation expects to save between $75 million and $100 million over a ten 
year period.
2.4 EUROPEAN VSAT MARKET
The growth of the VSAT market in the U.S.A. is well documented. Now that the 
euphoria of the 1980's has subsided, it is possible to make rational assessments of the 
underlying trends in application areas and the rate of growth. The European scene is 
unfortunately not as simple to analyse, reliable statistics of planned, trial and 
implemented networks being difficult to obtain, making an assessment of VSAT 
network difficult.
What is certain however, is that the European VSAT market lags behind that of the 
U.S.A. by a few years, for a number of reasons [32] - [37]. First and foremost the 
regulatory environment is different from that prevailing in the U.S.A. Whereas in the 
U.S.A. it is possible for individual private carriers to operate and maintain both VSAT 
networks and satellites, resulting in a competitive open market, in Europe the national 
PTTs continue to hold sway.
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The European national PTTs are in general treating VSAT networks with caution, as 
they have a vested interest in ensuring that the emergence of VSAT technology does not 
undermine the terrestrial network (particularly the emerging ISDN). The current 
regulatory environment in Europe is more conducive to the implementation of receive- 
only terminals than it is for two-way systems. This obviously limits the attraction of 
VSAT networks for many corporations.
The regulatory issue in Europe could prove to be a hindrance to the development of 
VSAT communications and was recently addressed by a European Commission "Green 
Paper" on the development of a common market for telecommunications services and 
equipment [29]. The paper suggested that data receive-only terminals should be open to 
competitive supply, subject only to type approval, thereby opening up the market for 
one-way system and removing the monopoly of PTTs. The regulatory position 
regarding two-way VSAT systems however continues to require that only PTTs 
operate such services.
The geographical makeup and nature of enterprises in Europe is also significantly 
different from that in America. The U.S.A. is a single national entity spread over a large 
geographical area, but governed by common laws, regulations and national interests. 
The ubiquitous nature of satellite communications can therefore be exploited without the 
hindrance of conflicting governmental regulations. Corporations with widely dispersed 
subsidiaries can therefore take full advantage of the possibility of realising fully 
interconnected distance insensitive networks offering a wide range of services.
Europe on the other hand consists of autonomous nations with often conflicting national 
telecommunications aspirations and regulations. Present day satellites can provide 
Europe wide antenna footprints, but this is no guarantee that it is possible to 
implement a Europe-wide VSAT network easily. Conflicting national regulations may 
impose restriction on trans-border data flow. The nature of corporate structure in 
Europe is generally different from that in the U.S.A. Many companies tend to 
concentrate their regional offices and outlets in urban locations within a single country. 
These areas are often well catered for by the terrestrial network. The ability of a satellite 
to provide a large coverage zone may therefore not be as great an attraction in Europe as 
it is in America. Some studies suggest that VSAT networks do have applications areas 
that are attractive in the European context, and that they will be able to hold their own in 
competition with terrestrial services [38] - [39].
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A study that investigated the economics of VSAT networks in the UK concluded that 
VSAT communications become cheaper than terrestrial links for distances in excess of 
150 km [40]. The report concludes that VSAT networks need not necessarily traverse 
national borders in order to become economically viable, and networks can be located 
within the confines of a single country. The uptake of VSAT networks in Europe has 
certainly been slow. It remains to be seen whether VSAT networks will be able to 
compete successfully with the terrestrial services.
The slow growth of VSAT networks in Europe can be a contrasted with that of the 
cellular telephone network, which has been rapid. The success of the cellular system is 
in part due to the availability of standardised terminals and the existence of a unified 
network. The consumers therefore have a measure of confidence in the system and are 
willing to pay the extra premium for the service. The lack of standardisation, different 
makeup of corporate structures, and prohibitive regulatory environment may be 
contributing to inertia in the European VSAT market, leading to a slow uptake of VSAT 
services.
2.5 ADVANCED SATELLITES AND VSATs
VSAT systems and networks are expected to benefit significantly from third generation 
advanced satellites that are likely to become operational at the turn of the century. These 
satellites will exhibit "intelligence" in that they will not only act as amplifiers and 
frequency translators for the transmitting earth station network, they will in addition 
incorporate some form of "on-board" processing and have multiple beam antennas [41] 
- [43].
The second generation Ku-band satellites with Continental US (CONUS) coverage 
antennas, have a typical edge-of-coverage EIRP of the order of 40 - 43 dBW. If the 
single CONUS beam were replaced with multiple spot beams, an additional gain of 10 - 
20 dB could be obtained [42]. This would open up the possibility of VSAT to VSAT 
communications and the potential for further reduction in the size and cost of VSATs.
The multiple spot beams could also be hopping, allowing the dwell time of each beam 
to be adjusted so as to optimise prevailing traffic conditions across the VSAT network. 
Inter-beam connections will however require the use of a switching mechanism on 
board the satellite.
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As VSAT networks grow in numbers of terminals, the problems associated with 
multiple access also increase. SCPC is likely to become increasingly popular as a 
solution to the contention for the common satellite resource. Contention protocols such 
as Slotted Aloha are only suited to bursty data and TDMA is still prohibitively 
expensive for VSAT applications. CDMA offers great resilience for interference but is 
wasteful of satellite bandwidth.
Onboard processing will consist of demodulation to baseband, decoding, signal 
processing, remodulation and subsequently retransmission. The use of on board 
processing will effectively separate the satellite uplink and downlink, and the overall 
system error probability is the sum of the uplink and downlink error probabilities. 
Improvements in link margin of up to 3 dB can be obtained for balanced links.
The turn of the decade should therefore witness the realisation of mature VSAT 
networks catering for thousands of terminals and working in conjunction with OBP 
satellites. The sale and provision of networks and services for VSAT systems may even 
come to be more important than that of traditional point-to-point satellite networks.
2.6 CONCLUSION
Chapter 2 has dealt with some of the attributes of VSAT systems, and examined their 
growth and areas of application in the U.S.A. The growth of VSAT services in the 
U.S.A. has been contrasted with that in Europe, where a number of factors appear to be 
hindering the uptake of services. The prevailing regulatory environment in Europe is 
generally not conducive to VSAT communications, particularly the important two-way 
services.
It will be necessary to relax the regulatory environment in the near future, if VSAT 
networks are to compete effectively with terrestrial services. The structure of many 
corporations in Europe does not require them to have outlets and offices in other 
countries or rural areas, so a satellite based network may not be as appealing as it is in 
the U.S.A. The lack of standardisation could also result in in a lack of customer 
confidence. Whereas trends in the U.S.A. appear to be clear, the forecast for Europe is 
more difficult. However, the next few years should see whether VSATs are able to 
carve their own niche in the European telecommunications market.
VSAT networks address a particular requirement in telecommunications service 
provision and many business concerns are finding them an attractive alternative to 
terrestrial-based networks. The main strengths of VSAT networks in comparison to 
land-based terrestrial networks, lies in their ability to be flexibility configured, potential 
coverage area, flexible data rates, high grade of service, and last but not least in the 
potential for significant cost savings.
VSAT networks are expected to continue to capture a growing proportion of the 
business telecommunications market as long as they can offer advantages over 
terrestrial solutions. The launch of advanced satellites in the late 1990's is expected to 
benefit VSAT systems by offering improved performance and reduced cost.
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Chapter 3 
Elements of System Design for CODE
3.1 INTRODUCTION
Chapter 3 deals with elements of system design for the Co-operative Olympus Data 
Experiment (CODE). Detailed link budgets for both the inbound and the outbound links 
are presented, together with a tradeoff between VSAT parameters. In particular, 
minimum specifications of VSAT antenna, SSPA and LNA meeting a specified 
availability criterion are derived for various European locations. Link margin sensitivity 
to transponder input-power-for-saturation setting is investigated for both the inbound 
and the outbound links, as is the influence of VSAT antenna size on pointing loss and 
interference. The effect of solar transit outages on link availability is also addressed.
Part of the work in this chapter formed the basis of the final report of a European Space 
Agency contract awarded to the University of Surrey [1]. The contract involved a 
feasibility study of the implementation of a Ka-band VSAT network using the Olympus 
satellite.
5 4
3.2 THE CO-OPERATIVE OLYMPUS DATA EXPERIMENT
The concept of an interactive VSAT data network using the European Space Agency 
(ESA) Olympus satellite was first mooted in October 1986 at an Olympus Earth Station 
Users meeting. Up until then, individual Olympus experiments involved at most a 
handful of participants using relatively expensive equipment. An experiment with the 
potential of a large user population, using relatively inexpensive equipment was 
suggested as a means of attracting wider participation in the Olympus utilisation 
program.
A Europe-wide interactive VSAT data network was proposed as a candidate 
experiment. Sample link budgets presented at the meeting indicated that inbound and 
outbound links could be established via the Olympus 20/30 GHz payload using a VSAT 
with an 80 cm antenna, 500 mW solid state power amplifier and 3.4 dB noise figure 
low noise amplifier. The ESA TDS-6 earth station was assumed to act as the network 
hub station. The suggested earth station parameters are summarised in table 3.1.
TABLE 3.1 
CODE EARTH STATION PARAMETERS
Earth Station Antenna Noise Figure G/T ratio Power EIRP
TDS-6 2.5 metres 2.7 dB 25.5 dB/K 350 W 73 dBW
VSAT 0.8 metres 3.4 dB 15.0 dB/K 500 mW 40 dBW
Notes:
Clear weather (80% annual availability, 2 dB fade) is assumed on both the uplink and 
downlink. Satellite input-power-for-saturation = -114 dBW, single accessing VSAT.
3.2.1 OLYMPUS 20/30 GHz PAYLOAD
The ESA Olympus satellite (previously known as L-Sat) [2] [3] supports a total of four 
payloads, which are
1) 12/20/30 GHz Propagation Packages
2) 12/14 GHz Specialised Services Payload
3) Television Broadcast Payload (2 channels)
4) 20/30 GHz Communications Payload
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The satellite has a design lifetime of ten years and the mission lifetime for the first 
demonstration spacecraft is expected to be five years. The satellite is an experimental 3- 
axis stabilised design and is located at a geostationary orbit of 19° West. The satellite is 
expected to be maintained at this position within a ± 0.07° box as seen from the centre 
of the earth. The attitude of the satellite is controlled such that the boresights of the 
various antennas are held within ± 0.2°. Satellite payload configuration is performed by 
a central telecommand, telemetry and tracking facility using 2 GHz links.
The Olympus 20/30 GHz transponder payload consists of two independently steerable 
transmit and receive spot-beam antennas. The antennas are 0.825 metres offset 
parabolics with 0.6° nominal coverage spot beams. The antennas have fail-safe 
pointing directions that are assumed at launch and to which they may be returned in the 
event of pointing mechanism failure. The fail-safe antenna pointing directions are
Spot Beam 1 Latitude 44° North Longitude 11° East
Spot Beam 2 Latitude 52° North Longitude 2° East
It is possible to steer either antenna over the entire face of the visible earth. The pointing 
specifications are however only valid for Europe, as there may be some loss due to 
shadowing when pointing towards the southern hemisphere. Polarisation Y is used for 
downlink transmissions and polarisation X for uplink transmission. The in-flight 
configuration and 20/30 GHz transponder payload block diagram are shown in figures
3.1 and 3.2 respectively.
The transponder radio-frequency equipment has two receive chains and three transmit 
chains. A single receive chain is operational at any given time with the second acting as 
a spare. Similarly, two transmit chains are operational and a third acts as a spare. Each 
receive chain consists of a low-noise parametric amplifier and a down-convertor 
operating over the 700 MHz uplink frequency range. The receive chain is connected to 
both antennas via an input multiplexer which may be configured to select channel 1 
from spot antenna 1, channel 3 from spot antenna 2, or channel 2 from both spot 
antennas. The input multiplexer filters are 40 MHz wide for narrow-band operation and 
are by-passed for 700 MHz wide-band operation. The transponder centre frequencies 
and bandwidths are shown in table 3.2.
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TABLE 3.2
TRANSPONDER FREQUENCIES AND BANPWIPTHS
Centre Frequency Bandwidth
Uplink Downlink Narrow Wide
Channel 1 28072.255 MHz 18925.000 MHz 40 MHz -
Channel 2 28347.225 MHz 19200.000 MHz - 700 MHz
Channel 3 28622.255 MHz 19475.000 MHz 40 MHz -
The receive chain amplifies the combined signals from spot antennas 1 and 2, 
downconverting them to an intermediate-ffequency (IF) of 4 GHz (3604.545 MHz to 
4304.545 MHz). The receiver output is passed to a hybrid power splitter, followed by 
two channel filters. The signals from channels 1 and 2 are then separated and fed to the 
two transmit chains. Each transmit chain consists of an IF channel amplifier, followed 
by an upconvertor and TWTA. The channel IF amplifier may be configured in either the 
fixed-gain mode or the automatic-level-controlled mode (ALC) by ground 
telecommand. The channel amplifier gain in either case can be adjusted over a range of 
at least 12 dB, in steps of not more than 3 dB. With the ALC mode selected, the 
transponder maintains saturation for input signal variations of up to 10 dB. The TWTA 
maximum power output is 30 Watts.
Switches at the transmitter input and output allow the spot antennas to be configured in 
a variety of ways. The narrow-band configurations are designated modes Nl, N2 and 
N3. Mode N l has two narrow-band chains operating at different channel frequencies, 
one in each direction between the spot beams. Mode N2 has two narrow-band chains 
operating at different channel frequencies, each receiving and transmitting over separate 
spot beams. Mode N3 is configured as one narrow-band chain, receiving and 
transmitting one channel over one spot beam. The naiTow-band modes are summarised 
in table 3.3. The Olympus 20/30 GHz transponder parameters [3] are summarised in 
the table 3.4 and the gain contours for nominal antenna pointing are shown in figures
3.3 and 3.4.
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TABLE 3.3
20/30 GHz SPOT BEAM CONFIGURATIONS
Mode IS[1 IS12 N3
Receive Beam Spot 1 Spot 2 Spot 1 Spot 2 Spot 1 or 2
Frequency Channel 1 Channel 3 Channel 1 Channel 3 Channel 1 or 3
Transmit Beam Spot 2 Spot 1 Spot 1 Spot 2 As for Receive
TABLE 3.4 
20/30 GHz TRANSPONDER PARAMETERS
PARAMETER VALUE UNITS
Input-power-for-saturation, ALC Mode (NB) -92 to -114 dBW
Input-power-for-saturation, Fixed Gain Mode (NB) -92 to -104 dBW
Input-power-for-saturation, ALC Mode (WB) -80 to -102 dBW
Input-power-for-saturation, Fixed Gain Mode (WB) -80 to -92 dBW
IPS daily stability at beam centre 2.2 dB
IPS daily stability over coverage zone 4.0 dB
Antenna peak gain at beam centre f 42.6 dB
Antenna gain (0.6° coverage) f 40.1 dB
Noise Figure (NB) $ 7.6 dB
Noise Figure (WB) $ 8.2 dB
System noise temperature 32.4 dBK
G/T at beam centre * 10.2 dB/K
G/T over 0.6° coverage * 7.7 dB/K
Transponder kTB noise floor (Bandwidth = 40 MHz) -120.2 dBW
Minimum EIRP at beam centre 53.7 dB
Minimum EIRP (0.6° coverage) 52.1 dBW
EIRP lifetime stability at beam centre 1.8 dB
EIRP lifetime stability over coverage zone 3.3 dB
Satellite maximum perturbation ± 0.07 degrees
Notes:
t  Allows for a pointing error of 0.2°
$ Excludes earth
* Includes earth at 270 K
NB designates narrow-band mode, WB designates wide-band mode
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FIGURE 3.4
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3.2.2 MARCONI TDS-6 EARTH STATTON
The ESA TDS-6 transportable earth station [4] was designed and manufactured by 
Marconi (U.K.) for use with Olympus 20/30 GHz payload experiments. The earth 
station was principally designed for use in the point-to-point Direct Inter-establishment 
Communications Experiment (DICE) for video-conferencing. Link budget calculations 
indicate that the TDS-6 earth station is suitable for use as a hub station in the CODE 
experiment The main parameters of the TDS-6 earth station are outlined in table 3.5.
TABLE 3.5
MARCONI TPS-6 EARTH STATTON PARAMETERS
PARAMETER VALUE UNITS
Antenna diameter 2.5 metres
Antenna efficiency 70.0 %
Antenna gain, 20 GHz 52.6 dBi
Antenna gain, 30 GHz 55.8 dBi
Antenna pointing loss, 20 GHz 1.3 dB
Antenna pointing loss, 30 GHz 1.9 dB
HPA saturated output 300 (Mode A) watts
Maximum EIRP 78.6 dBW
Transmitted EIRP f 73.0 dBW
HPA input backoff 10.8 dB
HPA output backoff 5.6 dB
Receiver LNA noise figure 2.7 dB
G/T ratio $ 25.5 dB/K
System noise temperature $ 27.1 dBK
Notes:
f  EIRP at stated HPA input backoff
$ Clear weather, Elevation angle = 20°
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3.3 CODE VSAT SYSTEM
The CODE system is not fully defined at the time of writing. Aspects of design such as 
the precise form of multiple-access protocol and details of hardware configuration at the 
hub station have as yet not been finalised. The system is likely to evolve as additional 
applications are included at the hub station and the number of users increases. The start­
up configuration may therefore be different from later configurations.
Broad agreement does however exist as to the overall network configuration. A 
number of papers have been published relating to possible system configurations [5] [6] 
[7]. The European Space Agency produce regular issues of a CODE Users Blue Book, 
which gives an outline of the CODE system and user requirements [8]. An overview of 
the CODE system, which is due to become fully operational in early 1991 is outlined in 
this section.
CODE is a point-to-multipoint data network with a star configuration, in common with 
most interactive VSAT networks. At the centre of the network is the hub station which 
acts as a network controller and houses the system databases. The hub station is a 2.5 
metre earth station with a 300 watt high power amplifier, whereas the remote VSAT 
terminals have antenna diameters of 1.2 metres or less and solid state amplifiers with 
output powers of less than one watt. In addition to the RF/IF equipment and modem, 
the VSAT user station will also have an interface unit that can connect up to four 
Personal Computers.
The CODE experiment is initially expected to attract participants from technical centres, 
universities and educational establishments. Some of the applications currently 
proposed for the CODE experiment are shown in table 3.6.
The hub to VSAT link is termed the outbound link and the VSAT to hub link is termed 
the inbound link. VSAT to VSAT communications is possible by way of a double-hop 
via the hub station, though this may not be tolerable for delay sensitive applications 
such as interactive data or speech.
The initial CODE setup will operate with the hub to VSAT carrier using a dedicated 
transponder. It is envisaged that the hub may share a common transponder with the 
inbound VSAT to hub carriers at a later stage in the experiment. The number of hub 
stations may also be increased as the application databases increases. The outbound
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TABLE 3.6
PROPOSED APPLICATIONS FOR CODE VSAT NETWORK
APPLICATION CODE DEMONSTRATION
Database Access Databases located at the hub station may be accessed by 
CODE users. Authorised users may update databases. A 
proposed database is an Earth Station Component database.
Document Processing One of the computers located at the hub station will contain 
documents created using desktop publishing software. Users 
will be able to browse documents at the hub station and print 
hard copies locally.
Image Access Colour digitised images will be stored at the hub station and 
may be accessed for processing by users. A proposed 
application is the distribution of weather images to 
meteorologists.
Voice Messaging Short recorded messages may be transmitted from the hub.
File Transfer Transfer of computer files between users and between the hub 
and users.
Inter-networking Connection of LAN using the satellite.
link will operate at a data rate of 2.048 Mb/s using QPSK and half rate convolutional 
coding. The data will be continuous in a Time Division Multiplex (TDM) format. This 
will allow individual remote VSAT terminals to access data addressed to them from a 
specific TDM time slot. The hub station will also be able to broadcast data of interest to 
a group of network terminals, by using a specially assigned broadcast data slots in the 
TDM frame. The basic data rate for the inbound link will be 9.6 kbits/sec using BPSK 
and half rate convolutional coding. A higher data rate of 64 kbits/sec has also been 
proposed for users requiring additional capacity and able to meet the EIRP requirement. 
Multiple access contention will be resolved by the use of Frequency Division Multiple 
Access (FDMA) techniques. Three types of data services are supported in the CODE 
network. They are
1) Simplex Data: 2.048 Mbits/second data from the hub to the user. Includes broadcast 
data from the hub.
2) Point-to-point, Duplex, Quasi-continous Data: Point-to-point data transmitted 
between the hub and VSAT and between the VSAT and hub. A link is established using
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an Aloha access channel, and is released at the end of a session. A number of 
frequencies are set aside for this type of service and are allocated by the hub station on 
request.
3) Point-to-point, Duplex, Interactive Data: Point-to-point service set up between the 
hub station and a network VSAT using the Aloha access channel. Users share a 
common Aloha channel for the transmission of numbered data packets. Retransmission 
is effected if collisions occur on the channel and the data is not correctly received at the 
hub station.
The inbound link is initially expected to operate with ten allocatable channels. This 
number of frequencies is expected to be able to support a network of up to one hundred 
terminals. It is planned to expand the number of carriers by fifty, on a modular basis, as 
the number of users increases.
Owing to the narrow beamwidth of the spot antennas, simultaneous coverage of the 
entire CODE community is not possible and it will be necessary to point the inbound 
antenna at various coverage areas on a cyclic basis. This will be achieved by ground 
control. Beam relocation will take a few minutes and the inbound spot beam will be 
positioned over a given location for the duration of a CODE session.The outbound spot 
beam will be permanently pointed directly at the hub station. A typical beam pointing 
scenario is depicted in figure 3.5. The Olympus transponder configuration is shown in 
figure 3.6.
The hub station hardware consists of the RF equipment, a modulator and a bank of 
demodulators with their associated forward error decoders. One demodulator is 
provided for each incoming carrier from the VSAT network. The demodulator outputs 
are connected to the Hub Station Controller (HSC) which handles the protocol between 
the hub station and the remote user stations. The hub station is connected via an ethemet 
local area network (LAN) to the computers and peripheral equipment of the hub station. 
The software for CODE applications is resident on the LAN computers.
The user station hardware consists of RF equipment, a modem and a User Station 
Interface (USI). The USI provides a buffer and a suitable output to the local personal 
computers. The CODE hardware configuration for the hub station and the VSAT 
terminal is shown in figure 3.7.
FIGURE 3.5 
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FIGURE 3,7 
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3.4 COPE LINK BUDGET ANALYSIS
A detailed link budget analysis for the CODE system is presented in this section. The 
analysis trades-off VS AT earth station parameters, allowing minimum values of EIRP 
and G/T ratio to be specified for European locations. The equations used in the link 
budget calculations are derived from a number of sources [9] - [13].
The gain of a circular parabolic antenna is given by equation 3.1. This gain is equivalent 
to the peak antenna gain and is obtained in the absence of pointing errors.
where:
Gantpeak = antenna gain 
D = antenna diameter 
tj = antenna efficiency = 60% 
f = operating frequency
o
c = velocity of light = 3 x 10 metres/second
In the absence of automatic tracking, antennas may experience a loss in gain, termed 
antenna pointing loss, owing to antenna misalignment and satellite motion. The mean 
antenna pointing error is the root-sum-square of the pointing errors due to satellite 
motion, initial antenna setting-up error and dynamic error due to forces such as wind, 
vibrations, etc. The loss due to antenna pointing may be approximated by equation 3.2.
3.4.1 PEAK ANTENNA GAIN
Gantpeak “  1® 1°S10 'H (3.1)
3.4.2 ANTENNA POINTING LOSS
Lpointing — 12.0 (3.2)
68
where:
~ ^satellite + ^static + ^dynamic degrees (3.3)
70 ^  ^ehp = ~ d “  degrees (3.4)
cX = £ metres (3.5)
and:
Lpointing -antenna pointing loss
D = antenna diameter
0p = total antenna pointing error
s^atellite = pointing error due to satellite perturbation
^static = pointing error due to antenna alignment
^dynamic = pointing error due to dynamic forces
0hp = antenna half-power beamwidth
f = operating frequency
c = velocity of light = 3 x 108 metres/second
The station keeping of the Olympus satellite is such that the satellite is kept within a box 
± 0.07° as seen from the centre of the earth. The satellite is therefore maintained within 
a box with peak-to-peak dimensions of 0.14° x 0.14°, which corresponds to a diagonal 
of 0.198°.
It is assumed for the purpose of link budget calculations that the additional error due to 
static pointing error is 0.05° and the additional error due to dynamic forces is another 
0.05°. The total antenna pointing error is the root-sum-square of the various errors, so 
that 0p = 0.21°. This value of total antenna pointing error will be assumed unless 
stated otherwise.
3.4.3 EFFECTIVE ANTENNA GAIN
The effective antenna gain is the sum of the peak antenna gain and the antenna pointing 
loss. The effective antenna gain is evaluated at both the transmit and receive frequencies
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and is used in the calculation of transmitted effective isotropic radiated power (EIRP) 
and figure of merit (G/T) of the earth station. The effective antenna gain is given by 
equation 3.6.
^anteffective = ^antpeak + Lpointing dB (3.6)
3.4.4 SYSTEM NOISE TEMPERATURE
The figure of merit of an earth station is a measure of its quality. The figure of merit, 
also termed the G/T ratio, is evaluated from the gain of the receiving antenna and the 
system noise temperature of the earth station. The earth station system noise 
temperature is also a function of downlink attenuation. The antenna clear weather noise 
temperature is given by equation 3.7.
T a n to  = Y Ts + (14 o J )  Ts + TS Kelvin <3‘7>
where:
Tantciear = c e^ar weather antenna noise temperature 
Ts = clear weather sky noise temperature 
Tg = ground temperature
y  = antenna beam efficiency (% power in the main lobe)
The clear weather sky noise temperature values are tabulated for various frequencies 
and earth station elevation angles. If a worst case elevation angle of 20° is assumed, the 
value of clear weather sky temperature at 20 GHz is 50 K. The value of ground 
temperature is assumed to be 290 K = 17° C.
The factor y accounts for the fact that the antenna gain pattern is not only directed 
towards the sky, but a portion of it is also directed towards the ground, which is at 
ambient temperature. If the antenna beam efficiency is assumed to be 70%, then of the 
30% of antenna gain pattern not contained within the main lobe, 15% is assumed to be 
directed towards the ground and the remaining 15% is directed towards the sky.
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Precipitation on the satellite downlink results in a degradation of the receiving earth 
station noise temperature. The degradation in system noise temperature directly 
translates into a reduction of downlink carrier-to-noise ratio and consequently, a 
degradation of overall system link margin. The earth station G/T ratio should therefore 
be evaluated for the value of downlink attenuation corresponding to the required annual 
downlink availability. The antenna noise temperature in the presence of downlink 
fading is given by equation 3.8
Tantjain ~ Tantclear + (l.O - 0Crain) Train Kelvin (3.8)
where:
Tantrain = antenna system noise temperature in the presence of rain attenuation 
t t r a i n  -  inverse of rain attenuation 
Tjain = rain temperature
The downlink rain attenuation is converted from its value in dB, to a real number. The 
inverse of this value is ocrain- The rain temperature is assumed to be 275 K.
The earth station system noise temperature, referenced to the receiver input, in the 
presence of rain fading, is related to the antenna noise temperature, feeder loss, feeder 
temperature and LNA noise temperature. The system noise temperature in the presence 
of fading is given by equation 3.9.
^sysrain = ^feeder Tantrain + 0*^ “ ^feeder) Tfeeder + LNAtemp Kelvin (3.9)
LNAtemp = (NFina - 1.0) T0 Kelvin (3.10)
where:
TSysrain = system noise temperature in the presence of rain attenuation 
Tfeeder = feeder ambient temperature 
T0 = ambient temperature 
afeeder = inverse of feeder loss
LNAtemp = low noise amplifier equivalent noise temperature 
NFina = low noise amplifier noise figure
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The factor NFina is the LNA noise temperature converted from dBs to an absolute 
value. The feeder temperature and the ambient temperature are assumed to be 290 K. If 
the feeder loss is assumed to be negligible, as would be the case for a dish mounted 
feed, then the term (Xfeeder becomes unity, reducing equation 3.9 to equation 3.11
^sysrain = Entrain + LNAtemp Kelvin (3.11)
Equations 3.6 to 3.11 are used to evaluate the VS AT system noise temperature for 
various downlink fade conditions.
When considering the TDS-6 earth station, it is not necessary to derive the system noise 
temperature from first principles. The clear weather system figure of merit (G/T) and 
antenna gain for the TDS-6 earth station are specified as 25.5 dB/K and 52.6 dB 
respectively. The clear weather system noise temperature is therefore
Tsysdear =  f 52*6 “ 25*5 ) =  11 ' l  =  513 K
Equation 3.8 can therefore be directly applied with TsySclear = 513 K.
Tsysrain = ^ sysclear + ( l  *0 - 0Cr a i n )  T r a i n  Kelvin (3.12)
3.4.5 TRANSPONDER NOISE LEVEE
The Olympus 30 GHz receiver has a noise floor level of -120.2 dBW. The noise floor 
level is due to the receiver noise temperature of 32.4 dBK and is calculated over the 40 
MHz receiver bandwidth. The effect of the noise floor on output carrier level may be 
ignored when the level of the input carrier or carriers is appreciably larger than the noise 
floor level (at least 10 dB). If this is the case, the transponder input backoff is primarily 
set by the uplink signal power and the effect of the noise floor is negligible.
In the case of small carriers such as those for CODE, the cumulative power of the 
VS AT signals at the transponder input is significantly less than the noise floor level, so 
that the transponder input backoff is essentially determined by the input noise power. 
The net result of the presence of a noise floor level that is greater that the input signal 
power, is the suppression of the small signals at the transponder output. The signal
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suppression must be accounted for if the EIRP per signal is to be accurately calculated 
at the transponder output.
The procedure for calculating the effective small signal transmitted EIRP when the 
transponder noise floor is taken into account is outlined in the Olympus Users Guide 
[2] and may be summarised as follows
i) SIP (signal+noise) = IP (signal) + NFL
n) SIB (signai+noise) = IPS - SIP(signal+noise)
m) S O B ( s ig n a l )  =  S O B ( s ig n a l+ n o is e )  “  ( J P ( s i g n a l )  "  S I P ( s i g n a l + n o i s e ) )
where:
I P ( s i g n a l )  = transponder input power, signal only.
S I P ( s i g n a l + n o i s e ) = transponder input power, signal plus noise.
NFL = transponder noise floor, -120.2 dBW over 40 MHz.
S I B ( s ig n a l+ n o is e )  = transponder input backoff, signal plus noise.
IPS = transponder Input-Power-for-Saturation.
S O B ( s i g n a l )  = transponder output backoff, signal only.
S O B ( s ig n a l+ n o is e )  = transponder output backoff, signal plus noise.
The transponder input backoff is calculated by the addition of the signal power at the 
transponder input and the transponder noise floor power level. The transponder input 
backoff due to signals and noise floor is the difference between the transponder 
saturated input power level and the transponder input power due to signals and noise.
The transponder output backoff due to signals and noise floor is deduced by reference 
to the transponder AM/AM characteristics [2] given in table 3.7, using the previously 
calculated value of transponder input backoff. This value of transponder output backoff 
is however due to the signals and noise floor. The transponder output backoff for an 
individual signal is calculated by subtracting the difference between the transponder 
input power for one signal and the transponder input power due to signals and noise 
floor from the transponder output backoff due to the signals and noise floor.
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TABLE 3,7
OLYMPUS 20 GHz TWTA AM/AM CHARACTERISTICS
Input Backoff dB Output Backoff dB Modulation Loss dB
0.0 0.0 0.6
1.0 0.1 0.6
2.0 0.2 0.4
3.0 0.5 0.3
4.0 0.8 0.2
5.0 1.2 0.1
6.0 1.8 0.1
7.0 2.5 0.0
8.0 3.2 0.0
9.0 4.0 0.0
10.0 4.8 0.0
For input backoff > 14 dB, output backoff = (input backoff - 6 dB)
3.4.6 PROPAGATION STATISTICS
Link budgets usually include fade margins that account for signal attenuation due to 
precipitation, on both the uplink and downlink . The magnitude of link margin is a 
function of both the required availability and the frequency of operation.Typical fade 
margins for C-band and Ku-band operation in Europe are shown in the table 3.8 [2],
TABLE 3.8
C-BAND AND Ku-BAND FADE STATISTICS
Band Frequency Availability Fade Depth
C 4 GHz 99.9% 0.04 dB
C 6 GHz 99.9% 0.20 dB
Ku 12 GHz 99.9% 1.7 dB
Ku 14 GHz 99.9% 2.5 dB
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Operation at Ka-band requires even higher fade margins and a summary of values for 
average European locations with slant path angles of 20° to 60° is shown in table 3.9 
[2].
TABLE 3.9 
Ka-BAND FADE STATISTICS
Weather condition Availability 30 GHz 20 GHz
Clear weather 80.0 % 2dB 2 dB
Cloud or light rain 99.0 % 6 dB 4 dB
Heavy rain 99.9 % 11 dB 6 dB
Very heavy rain 99.99 % 30 dB 14 dB
The system designer must ensure that there is an adequate margin within the link budget 
to accommodate fading on both the uplink and the downlink, whether they occur 
independently or simultaneously.
3.4.7 BRADFORD EUROPEAN ATTENUATION MODEL
A number of rain attenuation models exist for estimating the attenuation due to 
precipitation for a given location, frequency of operation and required availability. The 
most widely used of these is probably the CCIR model. It was decided at the inception 
of CODE to use data from a European Attenuation Model developed by the University 
of Bradford under an ESA contract [14].
The model generates European attenuation contours for a specified annual availability, 
given satellite location and operating frequency. ESTEC 1 provided the University of 
Surrey with European attenuation contour maps for the Olympus satellite located at 19° 
West and operating at 20 GHz and 30 GHz, for annual availabilities of 95%, 99% and 
99.9% [15]. The fade contours are shown in figures 3.17 to 3.22 1 at the end of the 
chapter.
1 Private communications, P. Baptista, ESTEC
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The use of the maps may be illustrated by way of the 99% availability contour map for 
30 GHz, figure 3.21. The map has a total of five contours labelled 1 ,2 ,3 ,4  and 5. The 
contours represent attenuations of 4 dB, 5 dB, 6 dB,7 dB and 10 dB respectively. A 
system user located in the UK midlands will experience a fade of between 4 dB and 5 
dB for 1% of the year, as they would be located somewhere between contours 1 and 2. 
Link budget calculations would use the pessimistic value of 5 dB.
A satellite link consists of an uplink from the transmitting earth station to the satellite 
and a downlink from the satellite to the receiving earth station. Each link may be treated 
separately in terms of required availability. A high availability necessitates a large fade 
margin, which in turn translates into requirements for larger antennas, higher output 
amplifiers, and LNAs with lower noise figures. This increases earth station cost, and 
the system designer should select an availability criterion that just meets the 
requirements for the particular service.
The common system link for the inbound VS AT to hub links is the satellite to hub 
downlink and the common system link for the outbound hub to VS AT link is the hub to 
satellite uplink. These VSAT to hub downlink and the hub to VSAT uplink are designed 
for annual availabilities of 99.9% as they are common to all the network VSATs. The 
individual VSAT to hub uplinks and hub to VSAT downlinks are designed for an 
availability of 99%. Each link therefore has an overall annual availability of 99%.
3.4.8 IMPLEMENTATION MARGTN
Link budgets usually include an implementation margin. The implementation margin 
accounts for system dependent parameters such as filtering, non-linearities, modem 
performance, phase noise, etc. These parameters are not easily quantified in terms of 
degradation relative to ideal performance in the absence of hardware measurements or 
accurate simulations. The choice of the value of implementation margin is in many cases 
an "educated" guess, based on previous experience, or approximation.
The TDS-6 earth station is specified as having a 20/30 GHz translation loop 
performance of 2 dB, at an HPA output backoff of 1 dB [4]. Marconi have indicated 
that the loop performance would improve by at least 1 dB for HPA output backoffs > 4 
dB, as the HPA would be operated in the linear region^. It will not be necessary drive
2 Private communications Marconi
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the TDS-6 HPA close to the saturation in order to deliver the required hub EIRP for the 
outbound link. A typical CODE hub EIRP of 73.0 dBW requires an HPA output 
backoff of 5.6 dB, corresponding to an input backoff of 10.8 dB.
It is considered likely that the VSAT equipment would cause this loop performance to 
deteriorate. The loop performance for the TDS-6/VSAT loop is taken to be 2 dB by 
assuming an additional 1 dB degradation due to the VSAT. In addition, a further 1 dB 
degradation is included, to account for ISI, AM/PM, external interference, phase noise, 
etc. The result is an overall link budget implementation margin of 3 dB.
The theoretical value of Et/N0 for a BER of 10'8 is 6.3 dB (half rate convolutional 
coding with soft decision Viterbi decoding K = 7). If an implementation margin of 3 dB 
is added to the theoretical value of 6.3 dB, the required value of Eb/N0 is 9.3 dB for 
both links.
3.5 CODE LINK BUDGET CALCULATIONS
Detailed link budget calculations for the inbound and outbound CODE links are 
presented in this section. In particular, the critical VSAT parameters of minimum G/T 
ratio and EIRP, are evaluated for various European locations. It is initially assumed that 
the hub station is located in the U.K., i.e. region 2 of the Bradford European 
Attenuation Model.
The first link budget calculation shown in table 3.10 is for the inbound VSAT to hub 
link. It is assumed that the VSAT has a 100 mW (ldB compression point) solid state 
power amplifier (SSPA) and the link budget is calculated for antenna diameters in the 
range 0.8 metres to 1.2 metres. The uplink attenuation statistics are for a VSAT located 
in the UK. It is further assumed that a total of twenty VS ATs simultaneously access the 
transponder. The overall system link margin varies from 1.8 dB for a 0.8 meter antenna 
to 4.6 dB for a 1.2 meter antenna. The link budget serves to illustrate that a VSAT to 
hub link can be established via the Olympus 20/30 GHz transponder payload, using 
VS ATs with small antennas and low power SSPAs.
In the second link budget shown in table 3.11, the VSAT antenna diameter and SSPA 
rating are 0.9 metres and 100 mW, respectively and the link budgets are calculated for 
the five European regional attenuation contours corresponding to 99% annual uplink
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availability. The hub station is assumed to be located in the UK, so that the 0.1% 20 
GHz attenuation is 7.0 dB. The overall system link margin decreases from 3.7 dB for 
region 1, to -2.3 dB for region 5.
Examination of the 30 GHz 99.0% availability contour map indicates that only 
countries in the extreme northern parts of Europe lie in region 5. Such locations are not 
likely to be of interest in the context of CODE. It should therefore be possible to use a 
100 mW SSPA with a 0.9 meter antenna in all the European locations of interest for the 
CODE experiment. Note that in the case of locations covered by regions 1 and 2, the 
link margins of 3.7 dB and 2.7 dB indicate that it should be possible to halve the SSPA 
power rating to 50 mW and still retain an overall link availability of 99%.
The third link budget in table 3.12 is for the outbound hub to VSAT link. The VSAT 
antenna diameter is 0.9 metres and the value of LNA noise figure is increased from 4 
dB to 8 dB. The overall link margin decreases from 6.1 dB for a 4 dB LNA to 2.3 dB 
for an 8 dB LNA.
The fourth link budget in table 3.13 is calculated for the six European 20 GHz 
attenuation contours corresponding to an annual downlink availability of 99%. The 
VSAT antenna diameter is assumed to be 0.9 metres and the LNA noise figure is 4 dB. 
The link margins range from 7.1 dB for region 1 to 2.0 dB for region 6. Users are 
unlikely to be located in region 6 and we need only consider regions 1 to 5 in practice. 
It should therefore be possible to relax the LNA noise figure to at least 6 dB, whilst 
retaining an overall system availability of 99%, for all European regions of interest
The results of the link budget calculations for the various European regions suggest that 
rather than specifying a single antenna, SSPA and LNA that satisfies all European 
locations, it should be possible to tradeoff these parameters and arrive at minimum 
EIRP and minimum G/T specifications for each individual region. The results of such 
an exercise are presented in tables 3.14 to 3.16.
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TABLE 3.10
VSAT TO HUB LTNK BUDGET VARIOUS ANTENNAS
VSAT TERMINAL U nits
RF power (100 mW) -10.0 -10.0 -10.0 -10.0 -10.0 dBW
Antenna diameter 0 .8 0 .9 1.0 1.1 1.2 meters
Antenna gain (0.9 meters) 45.2 46.2 47.1 48.0 48.7 dB
Antenna pointing loss 0.6 0.8 0.9 1.1 1.4 dB
VSAT EIRP 34.6 35.5 36.2 36.8 37.4 dBW
Free space loss 213.0 213.0 213.0 213.0 213.0 dB
Uplink fade (1% year) 5.0 5.0 5.0 5.0 5.0 dB
SATELLITE
Antenna gain 40.1 40.1 40.1 40.1 40.1 dB
Rx noise temperature 32.4 32.4 32.4 32.4 32.4 dBK
Rx power (20 signals) -130.3 -129.4 -128.7 -128.1 -127.5 dBW
Rx power (20 signals + noise) -119.8 -119.7 -119.6 -119.5 -119.5 dBW
Input power for saturation -104.0 -104.0 -104.0 -104.0 -104.0 dBW
IBO (20 signals + noise) 15.8 15.7 15.6 15.5 15.5 dB
OBO (20 signals + noise) 9.8 9.7 9.6 9.5 9.5 dB
OBO (1 signal) 33.3 32.4 31.7 31.1 30.5 dB
Saturation EIRP 53.7 53.7 53.7 53.7 53.7 dBW
Signal EIRP 20.4 21.3 22.0 22.6 23.2 dBW
C/Tu -175.7 -174.8 -174.1 -173.5 -172.9 dBWK"1
Free space loss 209.4 209.4 209.4 209.4 209.4 dB
Downlink fade (0.1% year) 7.0 7.0 7.0 7.0 7.0 dB
HUB STATION
Antenna gain (2.5 metres) 52.6 52.6 52.6 52.6 52.6 dB
G/T ratio 23.9 23.9 23.9 23.9 23.9 dBK’1
Antenna pointing loss 1.3 1.3 1.3 1.3 1.3 dB
Received power -114.7 -143.8 -143.1 -142.5 -141.9 dBW
CTTd -173.3 -172.5 -171.7 -171.1 -170.6 dBWK"1
CAtotal -177.7 -176.8 -176.1 -175.5 -174.9 dBWK"1
C/Ntotal 50.9 51.8 52.5 53.1 53.7 dBHz
Data rate (9600 bits/second) 39.8 39.8 39.8 39.8 39.8 dBHz
Eb/N0 achieved 11.1 12.0 12.7 13.3 13.9 dB
Eb/N0 theory 6.3 6.3 6.3 6.3 6.3 dB
Implementation loss 3.0 3.0 3.0 3.0 3.0 dB
Eb/N0 required 9.3 9.3 9.3 9.3 9.3 dB
LINK MARGIN 1.8 2 .7 3 .4 4 .0 4 .6 dB
7 9
TABLE 3.11
VSAT TERMINAL Units
RF power (100 mW) -10.0 -10.0 -10.0 -10.0 -10.0 dBW
Antenna diameter 0.9 0.9 0.9 0.9 0.9 meters
Antenna gain (0.9 meters) 46.2 46.2 46.2 46.2 46.2 dB
Antenna pointing loss 0.8 0.8 0.8 0.8 0.8 dB
VSAT EIRP 35.5 35.5 35.5 35.5 35.5 dBW
Free space loss 213.0 213.0 213.0 213.0 213.0 dB
Regional Contour 1 2 3 4 5
Uplink fade (1% year) 4.0 5.0 6.0 7.0 10.0 dB
SATELLITE
Antenna gain 40.1 40.1 40.1 40.1 40.1 dB
Rx noise temperature 32.4 32.4 32.4 32.4 32.4 dBK
Rx power (20 signals) -128.4 -129.4 -130.4 -131.4 -134.4 dBW
Rx power (20 signals + noise) -119.6 -119.7 -119.8 -119.9 -120.0 dBW
Input power for saturation -104.0 -104.0 -104.0 -104.0 -104.0 dBW
IBO (20 signals + noise) 15.6 15.7 15.8 15.9 16.0 dB
OBO (20 signals + noise) 9.6 9.7 9.8 9.9 10.0 dB
OBO (1 signal) 31.4 32.4 33.4 34.4 37.4 dB
Saturation EIRP 53.7 53.7 53.7 53.7 53.7 dBW
Signal EIRP 22.3 21.3 20.3 19.3 16.3 dBW
C/Tu -173.8 -174.8 -175.8 -176.8 -179.8 dBWK'1
Free space loss 209.4 209.4 209.4 209.4 209.4 dB
Downlink fade (0.1% year) 7.0 7.0 7.0 7.0 7.0 dB
HUB STATION
Antenna gain (2.5 metres) 52.6 52.6 52.6 52.6 52.6 dB
G/T ratio 23.9 23.9 23.9 23.9 23.9 dBK"1
Antenna pointing loss 1.3 1.3 1.3 1.3 1.3 dB
Received power -142.8 -143.8 -144.8 -145.8 -148.8 dBW
c/rd -171.5 -172.5 -173.5 -174.5 -177.5 dBWK'1
C/Ttotal -175.8 -176.8 -177.8 -178.8 -181.8 dBWK"1
C/Ntotal 52.8 51.8 50.8 49.8 46.8 dBHz
Data rate (9600 bits/second) 39.8 39.8 39.8 39.8 39.8 dBHz
Eb/N0 achieved 13.0 12.0 11.0 10.0 7.0 dB
Eb/N0 theory 6.3 6.3 6.3 6.3 6.3 dB
Implementation loss 3.0 3.0 3.0 3.0 3.0 dB
Et/N0 required 9.3 9.3 9.3 9.3 9.3 dB
LINK MARGIN 3.7 2 .7 1.7 0 .7 -2 .3 dB
TABLE 3.12
HUB TO VSAT LTNK BIJDIGET VARIOUS LNA
HUB STATION
RF power (300 W) 24.8 24.8 24.8 24.8 24.8 dBW
Antenna gain (2.5 metres) 55.8 55.8 55.8 55.8 55.8 dB
Antenna pointing loss 1.9 1.9 1.9 1.9 1.9 dB
Hub EIRP 73.0 73.0 73.0 73.0 73.0 dBW
Free space loss 213.0 213.0 213.0 213.0 213.0 dB
Uplink fade (0.1% year) 12.0 12.0 12.0 12.0 12.0 dB
SATELLITE
Antenna gain 42.6 42.6 42.6 42.6 42.6 dB
Rx noise temperature 32.4 32.4 32.4 32.4 32.4 dBK
Rx power (signal) -109.4 -109.4 -109.4 -109.4 -109.4 dBW
Rx power (signal + noise) -109.0 -109.0 -109.0 -109.0 -109.0 dBW
Input power for saturation -101.0 -101.0 -101.0 -101.0 -101.0 dBW
IBO (signal + noise) 8.0 8.0 8.0 8.0 8.0 dB
OBO (signal + noise) 3.3 3.3 3.3 3.3 3.3 dB
OBO (signal) 3.6 3.6 3.6 3.6 3.6 dB
Saturation EIRP 52.1 52.1 52.1 52.1 52.1 dBW
Signal EIRP 48.5 48.5 48.5 48.5 48.5 dBW
C/Tu -141.8 -141.8 -141.8 -141.8 -141.8 dBWK’1
Free space loss 209.4 209.4 209.4 209.4 209.4 dB
Downlink fade (1% year) 3.0 3.0 3.0 3.0 3.0 dB
VSAT TERMINAL
Antenna gain (0.9 metres) 43.1 43.1 43.1 43.1 43.1 dB
LNA noise figure 4 .0 5 .0 6 .0 7 .0 8 .0 dB
System noise temperature 28.2 29.2 30.3 31.3 32.3 dBK
G/T ratio 14.9 13.8 12.8 11.8 10.8
Antenna pointing loss 0.4 0.4 0.4 0.4 0.4 dB
Received power -121.3 -121.3 -121.3 -121.3 -121.3 dBW
OTd -149.4 -150.5 -151.5 -152.5 -153.6 dBWK'1
C/Ttotal -150.1 -150.0 -152.0 -152.9 -153.8 dBWK"1
C/Ntotal 78.5 77.6 76.6 75.7 74.8 dBHz
Data rate (2 Mbits/second) 63.1 63.1 63.1 63.1 63.1 dBHz
Eb/N0 achieved 15.4 14.5 13.5 12.6 11.6 dB
Eb/N0 theory 6.3 6.3 6.3 6.3 6.3 dB
Implementation loss 3.0 3.0 3.0 3.0 3.0 dB
Eb/N0 required 9.3 9.3 9.3 9.3 9.3 dB
LINK MARGIN 6 .1 5 .2 4 .2 3 .3 2 .3 dB
TABLE 3.13
HUB TO VS 4iT  IJN K BUDGET VARIOLiS REGIONS
HUB STATION
RF power (300 W) 24.8 24.8 24.8 24.8 24.8 24.8 dBW
Antenna gain (2.5 metres) 55.8 55.8 55.8 55.8 55.8 55.8 dB
Antenna pointing loss 1.9 1.9 1.9 1.9 1.9 1.9 dB
Hub EIRP 73.0 73.0 73.0 73.0 73.0 73.0 dBW
Free space loss 213.0 213.0 213.0 213.0 213.0 213.0 dB
Uplink fade (0.1% year) 12.0 12.0 12.0 12.0 12.0 12.0 dB
SATELLITE
Antenna gain 42.6 42.6 42.6 42.6 42.6 42.6 dB
Rx noise temperature 32.4 32.4 32.4 32.4 32.4 32.4 dBK
Rx power (signal) -109.4 -109.4 -109.4 -109.4 -109.4 -109.4 dBW
Rx power (signal + noise) -109.0 -109.0 -109.0 -109.0 -109.0 -109.0 dBW
Input power for saturation -101.0 -101.0 -101.0 -101.0 -101.0 -101.0 dBW
IBO (signal + noise) 8.0 8.0 8.0 8.0 8.0 8.0 dB
OBO (signal + noise) 3.3 3.3 3.3 3.3 3.3 3.3 dB
OBO (signal) 3.6 3.6 3.6 3.6 3.6 3.6 dB
Saturation EIRP 52.1 52.1 52.1 52.1 52.1 52.1 dBW
Signal EIRP 48.5 48.5 48.5 48.5 48.5 48.5 dBW
C/Tu -141.8 -141.8 -141.8 -141.8 -141.8 -141.8 dBWK'1
Free space loss 209.4 209.4 209.4 209.4 209.4 209.4 dB
Regional Contour 1 2 3 4 5 6
Downlink fade (1% year) 2.0 3.0 4.0 5.0 6.0 7.0 dB
VSAT TERMINAL
Antenna gain (0.9 metres) 43.1 43.1 43.1 43.1 43.1 43.1 dB
System noise temperature 27.9 28.2 28.4 28.5 28.6 28.7 dBK
G/T ratio 15.1 14.9 14.7 14.5 14.4 14.4 dBK"1
Antenna pointing loss 0.4 0.4 0.4 0.4 0.4 0.4 dB
Received power -120.3 -121.3 -122.3 -123.3 -124.3 -125.3 dBW
cyid -148.2 -149.4 -150.6 -151.8 -152.9 -154.0 dBWK"1
C/Ttotal -149.1 -150.1 -151.2 -152.2 -153.2 -154.2 dBWK"1
C/Ntotal 79.5 78.5 77.4 76.4 75.4 74.4 dBHz
Data rate (2 Mbits/second) 63.1 63.1 63.1 63.1 63.1 63.1 dBHz
Eb/N0 achieved 16.4 15.4 14.3 13.3 12.3 11.3 dB
Eb/N0 theory 6.3 6.3 6.3 6.3 6.3 6.3 dB
Implementation loss 3.0 3.0 3.0 3.0 3.0 3.0 dB
Eb/N0 required 9.3 9.3 9.3 9.3 9.3 9.3 dB
LINK MARGIN 7 .1 6 .1 5 .0 4 .0 3 .0 2 .0 dB
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TABLE 3.14
VSAT ETRP FOR VARIOUS SSPA/ANTENNA
Antenna diameter
SSPA 0.8 m 0.9 m 1.0 m 1.1 m 1.2 m U nits
50 mW 31.6 32.5 33.2 33.8 34.4 dBW
100 mW 34.6 35.5 36.2 36.8 37.4 dBW
150 mW 36.4 37.2 38.0 38.6 39.1 dBW
200 mW 37.6 38.5 39.2 39.8 40.4 dBW
TABLE 3.15 
VSAT G/T FOR VARIOUS LNA/ANTENNA
Antenna diameter
LNA 0.8 m 0.9 m 1.0 m 1.1 m 1.2 m U nits
4.0 dB 12.9 13.8 14.7 15.4 16.0 dBK'1
5.0 dB 11.9 12.9 13.7 14.4 15.1 dBK'1
6.0 dB 11.0 11.9 12.7 13.5 14.1 dBK"1
TABLE 3.16 
MINIMUM ETRP AND G/T RATIO
Region 1 2 3 4 5 6 U nits
EIRP 31.8 32.8 33.8 34.8 37.8 - dBW
G/T 6.7 7.8 8.8 9.8 10.9 11.9 dBK
Tables 3.14 and 3.15 give the VSAT EIRP and G/T ratio for various combinations of 
antenna, SSPA and LNA noise figure. Table 3.16 is a summary of the minimum EIRP 
and G/T requirements for the various European regions. The user is at liberty to select 
an antenna and SSPA combination that satisfies the minimum requirement for the 
particular location, as given in table 3.16. Similarly, an antenna and LNA combination 
can be selected that satisfies the minimum G/T ratio for the particular location, as 
specified in table 3.16.
The value of the antenna diameter specified for the EIRP and G/T ratio requirements, 
should be checked for compatibility and if necessary the larger value used. The SSPA 
output or the LNA noise figure should then be adjusted so as to maintain the minimum 
EIRP or G/T ratio requirement.
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The use of a 0.9 meter dish with a 50 mW SSPA results in an EIRP of 32.5 dBW and 
if an LNA with a noise figure 6 dB is used with the same antenna, a G/T of 11.9 dB/K 
is achieved (tables 3.14 and 3.15). The minimum requirements of EIRP and G/T ratio 
for a user located in the UK (region 2, table 3.16) is 32.8 dBW and 7.8 dB/K, 
respectively. Thus, this selection of antenna, SSPA and LNA, will provide an overall 
outbound and inbound link availability of 99% for a VSAT located in the U.K. Finally, 
table 3.17 presents the results of the tradeoff on a country by country basis in terms of 
minimum required EIRP and G/T ratio.
TABLE 3.17 
MINIMUM EIRP AND G/T RATIO
Country EIRP G/T
Austria 34.8 dBW 8.8 dBK'1
Belgium 32.8 dBW 7.8 dBK'1
Denmark 33.8 dBW 8.8 dBK"1
England 32.8 dBW 7.8 dBK'1
Finland 37.8 dBW 8.8 dBK'1
France 32.8 dBW 7.8 dBK'1
Germany 32.8 dBW 7.8 dBK"1
Greece 32.8 dBW 8.8 dBK'1
Ireland 32.8 dBW 7.8 dBK"1
Italy 33.8 dBW 8.8 dBK'1
Netherlands 31.8 dBW 7.8 dBK'1
Norway 34.8 dBW 8.8 dBK'1
Portugal 32.8 dBW 7.8 dBK"1
Scotland 32.8 dBW 7.8 dBK"1
Spain 32.8 dBW 7.8 dBK'1
Sweden 37.8 dBW 8.8 dBK'1
Switzerland 32.8 dBW 7.8 dBK"1
3.5.1 TRANSPONDER IPS SENSITIVITY
The Olympus transponder is operated in a rather inefficient mode on the VSAT to hub 
link, due to the very low cumulative signal power at the transponder input. The 
transponder input backoff is essentially determined by the input noise power and even
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with twenty 100 mW carriers simultaneously accessing the transponder, the cumulative 
power at the transponder input due to the carriers is 9.4 dB lower than the transponder 
noise floor.
The Olympus transponder has a selection of Input-Power-for-Saturation (IPS) settings 
for the Automatic-Level-Control (ALC) and fixed-gain modes of operation. With ALC 
the range of IPS is -92 dBW to -114 dBW and in the fixed-gain mode the range of IPS 
settings is -92 dBW to -104 dBW.
In this section, the sensitivity of the link margin for the extremities of IPS settings is 
investigated, for both the outbound and the inbound links. The analysis allows the 
range of IPS settings that are possible for a particular link to be determined, in addition 
to providing an insight into transponder output EIRP performance in a multi-carrier 
environment.
It will be assumed in the case of VSAT to hub analysis, that the VSAT EIRP is 35.5 
dBW (corresponding to a 0.9 metre antenna and 100 mW SSPA) and that the VSATs 
are located in region 2. The hub station EIRP, in the case of hub to VSAT analysis, is 
assumed to be -73 dBW with the hub station located in region 2.
The inbound VSAT to hub link was initially investigated. As an extreme case, a single 
carrier is assumed to be accessing the transponder and IPS settings of -92 dBW, -104 
dBW and -114 dBW, are considered. An abbreviated link budget is shown in table 3.18 
and indicates overall link margins of -5.4 dB, 2.7 dB and 4.3 dB, for the three IPS 
settings. The threshold setting of satellite IPS is -99 dBW, which corresponds to a link 
margin of 0.1 dB. The link can be used for both ALC and non-ALC operation.
The outbound hub to VSAT link results for the single 2 Msymbols/sec TDM carrier are 
shown in table 3.19. The link margins corresponding to IPS settings of -92 dBW, -104 
dBW and -114 dBW are -1.1 dB, 7.7 dB and 8.2 dB. The threshold setting of the 
satellite IPS is -93 dBW, which corresponds to a link margin of -0.1 dB. The outbound 
link can therefore also be used with or without ALC operation.
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TABLE 3.18
VSAT TO HUB LINK SENSITIVITY
FOR VARIOUS SATELLITE IPS SETTINGS
Satellite IPS -92 -104 -114 dBW
IBO (signal + noise) -28.2 -16.2 -6.2 dB
OBO (signal + noise) -22.2 -10.2 -2.0 dB
OBO (signal) -44.4 -32.4 -24.3 dB
Signal EIRP 9.3 21.3 29.4 dB
Link margin -5 .4 2 .7 4 .3 dB
TABLE 3.19 
HUB TO VSAT LINK SENSTTTVTTY 
FOR VARTOTJS SATELLITE TPS SETTINGS
Satellite IPS -92 -104 -114 dBW
IBO (signal + noise) -17.0 -5.0 0.0 dB
OBO (signal + noise) -11.0 -1.3 -0.6 dB
OBO (signal) -11.4 -1.6 -0.9 dB
Signal EIRP 40.7 50.5 51.2 dB
Link margin -1 .1 7 .7 8 .2 dB
The analysis has so far assumed that the hub station is located in the U.K. This may not 
be the case in practice, so the effect of locating the hub station in other parts of Europe 
was investigated. If we consider the hub to VSAT link with the hub station located in 
region 4 (30 GHz 0.01% annual fade of 15 dB) and VSATs located in region 5 (20 
GHz 1% annual fade of 6 dB), a satellite IPS setting of -101 dBW gives a link margin 
of 0.6 dB.
If we then consider the VSAT to hub link with the VSATs located in region 4 (30 GHz 
1% annual fade of 7 dB) and the hub located in region 4 (20 GHz 0.01% annual fade of 
10 dB) and a satellite IPS setting of -104 dBW, the link margin is -0.8 dB. If the IPS 
setting is decreased to -106 dBW, the link margin is 0.1 dB. The location of the hub 
station is therefore not critical for both links and it should be possible to locate it 
anywhere within Europe.
The use of twenty accessing VSATs in the link budgets in tables 3.10 and 3.11 is based 
on the assumption that this is a representative number for the initial CODE network. 
The actual numbers of accessing VSATs will be determined by the prevailing network
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conditions and the precise multiple access protocol that is implemented. The ability of 
the transponder to support increased numbers of accessing VSATs at different IPS 
settings is therefore of interest.
In tables 3.20 to 3.22 the sensitivity of the link budget for the three IPS setting is 
examined for various numbers of accessing VSATs. An upper limit of 2000 VSATs is 
practical, as the channel rate is 19.2 ksymbols/second so that with channel spacings of 
at least 20 kHz would be required over the 40 MHz transponder bandwidth.
An arrangement of equally spaced, closely packed carriers is only practical if the TWTA 
is operated in the linear region, so that intermodulation noise does not dominate system 
performance. The effects of intermodulation are for the moment assumed to be 
negligible and we only consider the effect of power limited operation of the 
transponder. Intermodulation effects will be addressed in a later chapter dealing with 
link simulation.
It can be seen from table 3.20 that the transponder cannot be used at an IPS setting of 
-92 dBW. Even if the number of carriers is increased up to the limit of 2000, the link 
margin is -5.4 dB. If the transponder IPS is set at -104 dBW up to 2000 VSATs can be 
supported with an overall link margin of 1.7 dB. The link margin improves to 2.0 dB 
when the IPS setting is -114 dBW.
The power limited operation of the transponder is illustrated by a graceful degradation 
of the link margin with increasing numbers of accessing VSATs as shown in tables 
3.21 and 3.22. The inbound link budget is dominated by the uplink carrier-to-noise 
ratio which has an approximately 1:1 correspondence with total carrier-to-noise ratio. 
The degradation of the link margin is mitigated by this factor, so that the reduction in 
satellite downlink EIRP with increasing carders is does not cause as great an impact on 
the total canier-to-noise ratio as would be the case in a conventional satellite link which 
is downlink limited.
The inbound link is therefore bandwidth rather than power limited, at IPS settings of 
between -104 dBW and -114 dBW. In practice, a sensible frequency plan, TWTA 
operating point and channel spacing specification are likely to dictate that less than 2000 
channels are actually used. It is however likely that under 1000 dedicated channels 
would be adequate in a VSAT data network and this number can be supported by the 
transponder.
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TABLE 3.2ft
VSAT TO HUB LINK SENSITIVITY
FOR VARIOUS NUMBERS OF ACCESSING VSATs
Satellite IPS -92 dBW U nits
No. carriers 1 20 100 1000 2000 dBW
IBO (signal + noise) -28.2 -27.7 -24.8 -19.8 -17.1 dB
OBO (signal + noise) -22.2 -21.7 -18.8 -13.8 -11.1 dB
OBO (signal) -44.4 -44.4 -44.4 -44.4 -44.4 dB
Signal EIRP 9.3 9.3 9.3 9.3 9.3 dB
Link margin -5 .4 -5 .4 -5 .4 -5 .4 -5 .4 dB
TABLE 3.21 
VSAT TO HUB LTNK SENSTTTVTTY 
FOR NUMBERS OF ACCESSING VSATs
Satellite IPS -104 dBW U nits
No. carriers 1 20 100 1000 2000 dBW
IBO (signal + noise) -16.2 -15.7 -12.8 -7.8 -5.1 dB
OBO (signal + noise) -10.2 -9.7 -7.1 -3.1 -1.3 dB
OBO (signal) -32.4 -32.4 -32.7 -33.8 -34.7 dB
Signal EIRP 21.3 21.3 21.0 19.9 19.0 dB
Link margin 2 .7 2 .7 2 .7 2 .1 1 .7 dB
TABLE 3.22 
VSAT TO HUB LTNK SENSTTTVTTY 
FOR NUMBERS OE ACCESSING VSATs
Satellite IPS -114 dBW U nits
No. carriers 1 20 100 1000 2000 dBW
IBO (signal + noise) -6.2 -5.7 -4.2 0.0 0.0 dB
OBO (signal + noise) -2.0 -1.8 -1.0 -0.6 -0.6 dB
OBO (signal) -24.3 -24.5 -25.3 -31.3 -34.0 dB
Signal EIRP 29.4 29.2 28.4 22.4 19.7 dB
Link margin 4 .3 4 .3 4 .2 3 .0 2 .0 dB
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3.6 ANTENNA PERFORMANCE
The size of a VSAT antenna is an important design feature that may be used to tradeoff 
system performance, cost and terminal size. Antenna size has a bearing on the earth 
station's transmitted EIRP and G/T ratio. In this section, the effect of antenna size on 
system performance is investigated and contrasted with that at C-band and Ku-band.
3.6.1 ANTENNA POINTING LOSS
The peak antenna gain of a parabolic antenna was given by equation 3.1. The peak 
antenna gain is only valid at the beam pattern maximum, when the antenna is perfectly 
aligned with the satellite. Inexpensive VSAT designs normally avoid the use of antenna 
tracking mechanisms, in which case practical values of antenna gain must take pointing 
loss into account
Antenna pointing loss results from the combined effects of satellite perturbation, static 
pointing error and dynamic pointing error. Satellite perturbation is caused by satellite 
drift and is compensated for by station-keeping actions from ground control. Static 
pointing error is due to manual errors in the alignment of the antenna when it is initially 
pointed at the satellite and dynamic errors are due to external forces such as wind, 
vibration, etc.
Typical values of uplink attenuation at 6 GHz, 14 GHz and 30 GHz for 99.9% annual 
availability were shown in tables 3.8 and 3.9. The value of attenuation illustrate that 
considerably larger fade margins are required for Ka-band operation than for either Ku- 
band or C-band operation.
Increasing the frequency of operation results an increased requirement for rain 
attenuation margin for the same link availability. There is however an attendant increase 
in antenna gain with operation at the higher frequency. A potentially cheap and simple 
method of offsetting the increased fade margin requirement is to increase the antenna 
diameter, thereby increasing its gain and improving link margin. Antenna pointing loss 
is a function of antenna diameter and operating frequency, increasing with increasing 
antenna diameter and operating frequency. The gain derived from increasing the antenna 
diameter will eventually be nullified by the increased pointing loss.
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Figures 3.8 and 3.9 are plots of peak antenna gain and effective antenna gain (including 
pointing loss) for antennas in the range 0.5 metres to 6 metres, for 6 GHz, 14 GHz, 
and 30 GHz operation. Consider a 1 metre antenna and a required annual availability of 
99.9% at 6 GHz, 14 GHz and 30 GHz. The 6 GHz performance values are taken as the 
baseline and comparisons are made with operation at 14 GHz and 30 GHz. Increases in 
attenuation and effective antenna gain, pointing loss and the overall net-gain are 
tabulated in table 3.23. The net-gain in the last column is the difference between the 
increase in effective antenna gain and attenuation.
TABLE 3.23
Band Frequency Fade Depth A Fade Gain Pt. loss A Gain Net Gain
C 6 GHz 0.2 dB 0.0 dB 33.1 dB 0.04 dB 0.0 dB 0.0 dB
Ku 14 GHz 2.5 dB 2.3 dB 40.8 dB 0.23 dB 7.7 dB 5.4 dB
Ka 30 GHz 11.0 dB 10.8 dB 46.6 dB 1.07 dB 13.5 dB 2.7 dB
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FIGURE 3.9
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The increase in attenuation in moving up from 6 GHz to 14 GHz and 30 GHz is 2.3 dB 
and 10.8 dB operating. The corresponding increase in effective antenna gain is 7.7 dB 
and 13.5 dB; thus the net-gain is 5.4 dB and 2.7 dB for 14 GHz and 30 GHz 
respectively. The increase in antenna pointing loss is a marginal 0.19 dB for 14 GHz 
and a significant 1.03 dB for 30 GHz.
The increase in attenuation can therefore be effectively offset by the increased gain at the 
higher operating frequency at both 14 GHz and 30 GHz. The increase in effective 
antenna gain will however decrease as the antenna diameter is increased to the extent 
where pointing loss becomes dominant. From figure 3.9, antennas of up to 2 metres 
and 4.5 metres can be used at 30 GHz and 14 GHz, corresponding to a maximum 
antenna gain of 49 dBi.
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Antenna pointing loss vs antenna diameter is plotted in figure 3.10. If it were required 
to maintain pointing loss at under 1 dB, then the maximum antenna diameters for 30 
GHz, 14 GHz and 6 GHz are 1 meter, 2.1 metres and 4.8 metres respectively. The 
actual value of antenna pointing loss that is acceptable is determined by the particular 
system limitations and in some cases, only a few tenths of a dB may be tolerable. If 
this is the case, the output power of the SSPA could be increased and the LNA noise 
figure decreased, in order to maintain the necessary EIRP and G/T ratio. This would 
probably prove more expensive than increasing the antenna size.
An important consideration when dealing with small antennas is the antenna 3 dB 
beamwidth. Smaller antennas have broader beamwidths which have a greater potential 
for interference with terrestrial and satellite systems operating in the same frequency 
band. Satellite spacings are likely to be decreased from 3° to 2° in the near future, 
making the provision of adequate protection margins against interference an even more 
important design requisite.
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The antenna halfpower beamwidth for various antenna diameters is plotted in figure 
3.11. With satellite spacings likely to be reduced to 2°, it is desirable to maintain the 
antenna half-power beamwidth at less than 1°. If this is the case, then the antenna 
diameter should be greater than 0.7 metres, 1.5 metres and 3.5 metres for operation at 
30 GHz, 14 GHz and 6 GHz respectively.
The pioneering Equatorial C-band interactive VSAT systems first deployed in the 
U.S.A. in the early 1980's used 60 cm antennas, which have broad 3 dB antenna 
beamwidths of 8.75° at 4 GHz. With satellite orbital spacings of 3°, this would clearly 
have led to interference with other satellite systems and C-band terrestrial microwave 
systems. The system had to resort to spread spectrum techniques in order to circumvent 
interference.
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The pointing loss for the antennas has so far been calculated on the assumption that the 
total antenna pointing loss is 0.21°. This value could be improved upon if the antenna 
setting-up error, dynamic antenna error and satellite perturbation are decreased.
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FIGURE 3,12 
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In figure 3.12, the total antenna pointing accuracy is varied between 0.01° and 0.5°, for 
antennas of 0.9 metres, 1.5 metres and 3.5 metres operating at 30 GHz, 14 GHz and 6 
GHz respectively (corresponding to a 1° beamwidth). In order to maintain the loss due 
to pointing at less than 0.5 dB, the total pointing error would have to be decreased from 
0.21° to 0.20° for 14 and 6 GHz and 0.16° for 30 GHz operation.
The U.S.A. Federal Communications Commission (FCC) have adopted a number of 
regulations that facilitate the rapid licensing of Ku-band VS AT networks. The FCC 
regulations were reported as
(i) Minimum VS AT antenna size of 1.2 metres.
(ii) Maximum satellite EIRP density of 6 dBW/4 kHz (30 dBW/Hz).
(iii) Maximum power density into earth station feed of -14 dBW/4 kHz 
(-50 dBW/Hz).
(iv) Earth station sidelobe characteristics are also defined, but not reported.
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A 1.2 metre antenna has a 3 dB beamwidth of 1.3° at 14 GHz. The beamwidth of a 0.9 
metre antenna at 30 GHz is 1.2°, which would just meet the FCC limit. Typical values 
of satellite EIRP for the VS AT to hub downlink and hub to VS AT downlink are -22 
dBW/Hz and -19 dBW/Hz, respectively. These values of satellite EIRP are in excess of 
the FCC recommendation. A CODE terminal using a 100 mW SSPA has an power of 
-10.0 dBW, which corresponds to a power density of -54.3 dBW/Hz in an IF 
bandwidth of 44.3 dB-Hz. This is 4.3 dB below the FCC limit, so that the SSPA rating 
could be increased to 269 mW before the limit is exceeded.
3.6.2 CARRIER-TO-INTERFERENCE RATIO
Interference is potentially a serious problem at C-band, where the spectrum is shared 
with terrestrial microwave networks in many urban locations. The Ku and Ka-bands are 
exclusive to satellite communications services, so that interference with terrestrial 
microwave systems is not a primary design consideration. Interference can however 
arise from within the satellite network and from other satellite networks. Interference 
calculations are particularly important in VS AT networks o wing to the wide 
beamwidths of the small antennas.
In order to consider the interference that mat arise from within the satellite network, we 
consider typical values of satellite EIRP spectral density for services that may share the 
same satellite network. Thompson [16] calculated the spectral densities normalised to a 
Hz of bandwidth for representative Ku-band services. The spectral densities are shown 
in figure 3.13. The TV and analogue figures relate to services that generally operate 
with large earth stations, such as the Intelsat standard C. The digital carriers (IDR and 
IBS) are considered to use Intelsat standard E3 earth stations.
A criterion that can be adopted for the definition of a minimum level of carrier-to- 
interference ratio, is that the required system carrier-to-noise ratio should not be 
degraded by more than 0.4 dB, by interference, corresponding to a 10% increase in 
noise level [16]. If we consider the VS AT to hub link budget, for region 4 (table 3.10) 
the carrier-to-noise ratio is 7.5 dB for an IF bandwidth of 44.3 dB-Hz. The level of 
carrier-to-interference ratio that will degrade this value of carrier-to-noise ratio by 0.4 
dB is 17.7 dB.
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A minimum isolation requirement for interference within the satellite network is 
therefore 17.7 dB. The isolation is required for adjacent channel interference and co­
channel interference when dual polarisation is used. The carrier-to-interference ratio for 
other services that may be supported in the same satellite network can be deduced for 
figure 3.13.
If we refer to a typical CODE link budget for the hub to VS AT link (table 3.11) the 
satellite EIRP is 48.5 dBW. This corresponds to an EIRP density of -19.0 dBW/Hz. 
This value of EIRP density is 18 dB higher than the EIRP density of an IDR carrier (- 
37 dBW/Hz), the isolation requirement of 17.7 dB is therefore met and additional 
isolation is not required in this instance.
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The carrier with the highest EIRP density in figure 3.13 is the 36 MHz TV carrier (-20 
dBW/Hz). The EIRP density of the TV carrier is only 1 dB below the EIRP density of 
the CODE hub to VS AT carrier, therefore an isolation requirement of 16.7 dB is 
required for the TV interferer. Isolation requirement of up to 20 dB may be met by 
current antenna technology [16].
We now consider the isolation requirements for downlink interference from other 
satellite networks. In order to do this we need to calculate both the peak on-axis antenna 
gain and the antenna gain in the direction of the interfering satellite. The latter is 
approximated from the antenna radiation pattern specification in the absence of actual 
measured data. The CCIR have a number of recommendations for antenna radiation
For -  > 100 
X
for 1 °< 0 < 4 8 °  (3.13)
for 48° < 0 < 180° (3.14)
For -  < 100 
X
for ^ : < e < 4 8 °  (3.15)
for 48°<0<18O ° (3.16)
(iii) Prov. CCIR recommendation 580 ^or — > 150
X
G(6) = 29 - 25 log (0) dBi for 1° < 0 < 20° (3.17)
The criterion outlined in (ii) is usually applicable to small earth station or VS AT 
antennas. The maximum antenna diameters that satisfy the D/X < 100 criterion at 20 
GHz, 11 GHz and 4 GHz are 1.5 metres, 2.7 metres and 7.5 metres respectively. 
Antennas with diameters greater than these values would be expected to meet the more 
stringent radiation pattern given by (i).
The radiation pattern specified in (iii) is provisional and is applicable to antennas 
installed after 1987. This requirement should be met by 90% of the side-lobe peaks for 
any off-axis direction which is within 3° of the geostationary-satellite orbit. The
patterns [17] [18]. These are
(i) CCIR recommendation 465-1
G(0) = 32-25 log (0) dBi 
G(0) = -10 dBi
(ii) CCIR recommendation 465
G(0) = 52-10 log -  - 25 log (0) dBi
X
G(0) = -10 dBi
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minimum antenna diameter that meets the Dfk  > 150 criteria at 20 GHz, 11 GHz and 4 
GHz are 2.3 metres, 4.1 metres and 11.3 metres respectively.
The ability of the antenna to discriminate against interference may be evaluated to a first 
approximation by considering the difference between the on-axis boresight gain of the 
antenna and the gain of the antenna at an angle 0 degrees from the boresight, in the 
direction of the interfering satellite. A pictorial representation of a typical interference 
scenario is shown in figure 3.14.
Interference strong enough to have an appreciable effect will probably be caused by 
satellites close to the wanted network. It is assumed, to a first approximation, that the 
signals from the interfering and wanted satellites suffer the same atmospheric 
attenuation, and that the ratio of wanted signal level to interference level is constant with 
time. The downlink carrier-to-interference ratio is given by equation 3.18 [19].
(C/I)d = E + G -A L d-e- G (0) + Yd dB (3.18)
where:
(C/I)d = downlink wanted to interfering carrier ratio 
E = EIRP of the wanted carrier 
e = EIRP of the interfering carrier
A L d  =  ( L w a n t e d  - ^ i n t e r f e r i n g )  = path loss differential in the downlink to the wanted earth 
station from the two satellites 
G = antenna gain at the wanted earth station
G(0) = antenna gain component at the wanted earth station, at an angle 0 from the 
antenna boresight, in the direction of interfering satellite.
Yd = minimum polarisation discrimination between the interfering downlink carrier and 
the wanted earth station antenna
As a simplifying assumption, let the carrier level of the wanted signal and the interfering 
signal be equal, the differential path loss be negligible, and the antenna discrimination 0 
dB. Equation 3.18 reduces to 3.19.
(C/I)d=G - G (0) dB (3.19)
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Carrier-to-interference ratios for a single interfering satellite located 2° from the earth 
station antenna boresight, have been calculated using equation 3.18, for various antenna 
diameters. The antennas are assumed to satisfy CCIR recommendations 465-1 and 580 
for G(0). The C/I ratios are plotted in figures 3.15 and 3.16 respectively, for antennas 
in the range 90 cm to 6 metres.
In order to meet the previously specified carrier-to-interference ratio of 17.7 dB, 
antenna meeting criterion (ii) would have to be at least 1.1 meters, 1.9 metres and 6.0 
metres for operation at 20 GHz, 11 GHz and 4 GHz respectively. Corresponding 
minimum dimensions for antennas meeting criterion (iii) are 0.6 metres, 1.1 metres and 
2.9 metres respectively. Consider the worst case 36 MHz TV signal with an EIRP 
density of -20 dBW/Hz. This is 1 dB below the CODE hub to VSAT carrier, so that the 
effective carrier-to-noise ratio would be 19 dB. VSAT antennas meeting a G(0) = 19 - 
25 log (0) criterion, have been reported in the literature [20]. This antenna performance 
is 10 dB better than CCIR recommendation 580 and would afford even better levels of 
carrier-to-interference protection.
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3.6.3 VSAT ETRP DENSITY
In addition to the aspect of interference from adjacent satellites, limitations are generally 
imposed on the permissible value of EIRP that may be transmitted from the VSAT 
antenna. The CCIR have a recommendation for maximum EIRP density for earth 
stations operating at C-band [21]. Recommendation 524-1 specifies the transmitted 
EIRP density that should not be exceeded in any direction, within 3° of the 
geostationary-satellite orbit.
(iv) CCIR recommendation 524-1
Angle off-axis Maximum. EIRP per 4 kHz
2.5° < G < 48° 35 - 25 log (0) dB(W/4 kHz) (3.20)
48° < 0 < 180° -7 dB(W/4 kHz) (3.21)
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Assume that the transmitting antenna is 0.9 metres and meets CCIR recommendation 
465 for antenna receive gain pattern. Consider an interfering satellite located 2.5° from 
the antenna boresight. The peak antenna gain on boresight is 46.2 dBi and the antenna 
gain at 0 = 2.5° is 25 dB. If an SSPA with a power rating of 100 mW (-10 dBW) is 
used, the transmitted EIRP at 0 = 2.5° is 15 dBW. If the IF bandwidth is 44.3 dB-Hz, 
the corresponding EIRP density is -29.3 dBW/Hz.
From CCIR recommendation 524-1, the maximum EIRP at 0 = 2.5° is 25 dBW/4 kHz 
corresponding to an EIRP density of -11 dBW/Hz. The CODE EIRP density is 18.3 dB 
below the CCIR limit, and the SSPA power rating can be increased to 6.8 watts before 
the CCIR limit is exceeded. The range of EIRPs required for CODE operation in the 
various European regions would be well within CCIR recommendation 524-1.
3.7 SOLAR TRANSIT DEGRADATION
Satellite communications may intermittently suffer what are termed solar transit outages 
[22]. The outages are due to the sun's apparent passage behind the satellite, as seen 
from the earth station. Outages occur around the venal and autumnal equinoxes, lasting 
a few minutes for a few days, each year.
The degree of degradation experienced is related to the antenna size. Larger antennas 
suffer a higher level of degradation, but shorter outage durations, due to smaller 
antenna beamwidths. Recall that the noise temperature of an antenna is given by 
equation 3.7.
Tantclear = V + ( ^ 4 ^ )  Ts + T« Kelvin <3-7>
where:
Tantdear = c e^ar weather antenna noise temperature 
Ts = clear weather sky noise temperature 
Tg = ground temperature 
y = antenna beam efficiency
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Clear weather sky noise temperatures are tabulated for various frequencies and elevation 
angles. The value for 20 GHz operation at an elevation angle of 20° is 50 K. A solar 
transit event increases the antenna noise temperature on the satellite downlink, 
increasing the system noise temperature and reducing the system link margin. The effect 
of increased sky noise temperature may be incorporated into equation 3.7 by 
incorporating a factor ATS to account for the increase in sky noise temperature. Thus, 
equation 3.7 becomes
Tancsolar = Y(t s + ATs) + (Ts + ATS) + Tg Kelvin (3-22)
The sun's brightness temperature at the disc centre is frequency dependent and 
increases with decreasing frequency of operation. The average solar brightness 
temperature may be approximated by
Tsu„ = 120 0 0 0 r a75 (3.23)
where:
TSUn = average sun solar brightness 
f  = operating frequency
Using equation (3.23) above, the average solar temperature at 20 GHz is 12688 Kelvin 
and 18612 Kelvin at 12 GHz. The effective solar noise temperature is determined by the 
antenna beamwidth, the sun's apparent temperature and the polarisation filter at the 
earth station. The earth station's polarisation filter needs to be taken into account since 
the sun's electromagnetic radiation at centimetre wavelengths is randomly polarised. 
Earth stations usually use a single polarisation (linear or circular) and receive only half 
the incident radiation. This results in a 3 dB reduction in perceived solar disc 
temperature. The simplified expression for the peak rise in the sky temperature as 
perceived by the receiving antenna system may be written as
ATS = p * Tsun * T] * r 2 Kelvin (3.24)
where:
p = polarisation factor = 0.5
Tsun = sun's equivalent noise temperature
rj = antenna efficiency
r = ratio of the sun's optical diameter (0.48°) diameter to the antenna's beamwidth.
r = 1, if the antenna beamwidth is less than 0.48°
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The peak duration of the solar transit in minutes and the peak number of affected days 
per annum may be approximated by equations 3.25 and 3.26.
„  , , .. . „ beamwidth + 0.48°Peak duration in minutes = ---------    (3.25)
0.25 /minute
Peak effected days =. beamwidth + 0.48°
0.4 /day
CODE link budgets have been calculated for the clear weather and faded conditions with 
and without a solar transit event. The results are presented in tables 3.24 and 3.25. The 
VSAT to hub link suffers a degradation of 2.5 dB if a solar event occurs during clear 
weather. The degradation in the event of a solar transit occurrence when both the uplink 
and the downlink are faded is 2.2 dB. Positive link margins are delivered in both 
instances, indicating that solar transit should not affect VSAT to hub link availability. 
The hub station suffers a 3.2 dB degradation if the solar transit occurs during clear 
weather and a 5.4 dB degradation if it occurs at the same time as uplink and downlink 
fading. The hub cannot deliver a positive link margin in the presence of uplink and 
downlink fading, and a solar transit event would cause a link outage.
The negative link margin delivered in the case of the hub station is due to the 0.44° 
beamwidth of the 2.5 metre antenna, which is less than the 0.48° sun disc optical 
diameter. The factor V  in equation 3.20 is therefore increased to unity. From equations 
equations 3.25 and 3.26, the peak duration of the solar transit event is 6.72 minutes and 
3.68 minutes annually for the VSAT terminal and the hub station respectively. The peak 
number of affected days is 4.2 days and 2.3 days annually for the VSAT and hub 
respectively.
TABLE 3.24 
SOLAR TRANSIT VSAT PERFORMANCE
Fadeuo Fadedown Solar Transit (Ts + ATS) Tsystem G/T Margin
2 dB 2dB X 50 K 27.9 dBK 15.2 dB/K 10.9 dB
2 dB 2dB 673 K 30.5 dBK 12.6 dB/K 8.4 dB
12 dB 3 dB X 50 K 28.1 dBK 14.9 dB/K 6.1 dB
12 dB 3 dB 673 K 30.6 dBK 12.5 dB/K 3.9 dB
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TABLE 3.25 
SOLAR TRANSIT HUB PERFORMANCE
Fadeup ^ ac*edown Solar Transit (T s +  A T s) Tsvstem G/T Margin
2 dB 2dB X 50 K 27.1 dBK 25.5 dB/K 7.1 dB
2 dB 2dB ✓ 4940 K 37.3 dBK 15.3 dB/K 3.9 dB
5 dB 7 dB X 50 K 28.7 dBK 23.9 dB/K 2.7 dB
5 dB 7 dB ✓ 4940 K 37.5 dBK 15.1 dB/K -2.7 dB
Notes:
Station Frequency Antenna 3 dB BW Tsun ATS
VSAT 19.475 GHz 2.5 meters 1.20° 12944 K 623 K
HUB 18.925 GHz 0.9 meters 0.44° 13225 K 4893 K
3.8 CONCLUSION
This chapter has dealt with aspects of design for a Ka-band point-to-multipoint 
interactive VSAT data network using the Olympus satellite. Detailed link budget 
calculations indicate that EIRPs of between 32.8 dBW and 34.8 dBW and G/T ratios 
of between 7.8 and 8.8 dBK_l will be adequate for CODE participants in the European 
region. If an antenna diameter of 0.9 metres is used, then the required values of SSPA 
power range from 50 mW to 200 mW. An antenna diameter of 0.9 meters and an LNA 
with a noise figure of 6 dB will provide an adequate G/T ratio for all European 
locations.
The inbound and the outbound links were assessed for sensitivity to Olympus input- 
power-for-saturation (IPS) setting. The study indicates that IPS settings of between -99 
dBW and -114 dBW are unsuitable for the inbound link and IPS settings of between 
-93 dBW and -114 dBW are suitable for the outbound link. If the hub is to be located 
anywhere within the European region, then the IPS setting will need to be decreased to 
-106 dBW for the inbound link and -101 dBW for the outbound link. A large number 
of VSAT terminals can be supported by the Olympus transponder (up to 2000) with a 
satellite IPS setting of -114 dBW. This analysis ignores the effects of intermodulation 
which would degrade system performance when the TWTA is operated in the nonlinear 
region, with equally spaced channels. It does however serve to illustrate that the 
Olympus satellite is bandwidth rather than power limited for the inbound link.
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The use of small antennas for VSAT terminals may result in interference due to the large 
antenna mainlobe. Antenna performance at Ka-band was contrasted with that at C-band 
and Ku-band. Antenna diameters of up to 2 meters can be used at Ka-band before 
antenna pointing loss becomes excessive. Antennas meeting the CCIR 
recommendations 465 and 580 may have diameters down to 1.3 meters and 0.8 metres 
respectively and providing adequate margins against interference. There are as yet no 
clear recommendations for maximum EIRP or power levels from the CCIR. The FCC 
recommendation of a maximum power rating of -14 dBW/4 kHz would allow CODE 
terminals with 0.9 metre antennas and 270 mW SSPAs. The more generous CCIR 
recommendation 524-1 for C-band operation will allow the use of SSPA of up to 8 
watts with a 0.9 metre antenna.
Solar transit occurs when the sun passes in line with the earth station and the satellite. 
This can result in severe degradation or complete outages for the duration of the transit 
event Calculations for the CODE network indicate that the positive link margins will 
be maintained for both the faded and unfaded conditions for the VSAT to hub link. The 
hub to VSAT link will experience an outage when fading occurs at the same time as a 
sun transit event.
The link budget calculations in this chapter indicate that CODE is feasible as a Europe- 
wide VSAT experiment. Interference may not be so important an aspect of system 
design as it is for C-band operation. The issue must however be addressed as future 
satellite spacing will be as little as 2°, placing constraints of antenna sizes. More precise 
definitions of antenna performance for VSAT applications and maximum levels of 
VSAT EIRP are required in order to standardise performance evaluation.
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Chapter 4 
Phase Noise in PSK Systems
4.1 INTRODUCTION
Phase noise is increasingly recognised as a potentially limiting factor in the performance 
of many communication systems [1] [2], Minor system performance degradation due to 
the effects of phase noise (typically of the order of tenths of a dB) is usually accounted 
for in system link margins. Larger degradations may often be compensated for by 
increasing the receiver carrier-to-noise ratio, by using larger antennas and better 
amplifiers, for instance. This may however prove to be an expensive alternative to an 
improved phase noise performance.
Applications that are particularly sensitive to phase noise effects may have their 
performance compromised to such an extent that phase noise becomes the dominant 
source of degradation and increasing the receiver signal-to-noise ratio does not improve 
performance. System performance in the presence of phase noise must therefore be
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addressed early in the design cycle and steps taken to ensure that its contribution to 
system degradation is not excessive.
A general overview of phase noise is presented in this chapter. The mechanism of phase 
noise generation and its effect on BPSK and QPSK demodulation are demonstrated. A 
method of calculating phase noise jitter from plots of phase noise density is presented. 
This method is used to specify a phase noise specification for the VSAT terminal and 
optimum PLL noise bandwidths for the 19.2 ksymbols/second BPSK carrier and the 2 
Msymbols/second QPSK carrier.
The CODE inbound and outbound links use 19.2 ksymbols/second BPSK and 2 
Msymbols/second QPSK respectively. Coherent PSK systems require the extraction of 
an accurate carrier reference, for phase and timing estimation at the receiver. Phase 
noise contributes to phase and timing jitter on the extracted reference carrier. As the 
transmitted information in PSK modulation is contained in the phase of the signal, the 
failure of the reference carrier to accurately track phase and timing variations results in 
increased error probability corresponding to a degradation of system performance [6] - 
191.
The close-to-carrier phase noise performance of a system is usually the most important, 
especially in the case of narrow-band carriers (such as the 19.2 ksymbols/second 
BPSK) where most of the signal energy lies close to the carrier. If the demodulator PLL 
is not able to "track-out" the close-to carrier phase noise, the resulting jitter on the 
recovered carrier may render the system unworkable.
In wide-band systems, the far-from-carrier phase noise performance may be the system 
limiting factor. Despite the ability of the demodulator to eliminate close-to-carrier phase 
noise, the integrated phase noise density between the PLL natural frequency and the IF 
filter may reach a magnitude that results in severe degradation.
Examination of the phase noise specifications for the Olympus 20/30 GHz transponder 
and the TDS-6 earth station indicate that in both cases the close-to-carrier phase noise 
performance is not very good. It was therefore decided that attention should be directed 
towards quantifying and simulating the effect of phase noise on both CODE links.
In this section phase noise is reviewed and its effect on both BPSK and QPSK 
demodulation described. A method of calculating recovered carrier jitter from piece-
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wise linear approximations of phase noise plots is derived. The method is used to 
calculate the recovered reference carrier jitter and optimum PLL loop bandwidths for 
both CODE links. A phase noise specification for the CODE terminal is suggested, in 
the light of the Olympus and TDS-6 phase noise performances.
4.1.1 PHASE NOISE
Phase noise is commonly associated with microwave devices found in RF systems.
Devices that generate or contribute to phase noise include; oscillators, synthesizers, 
multipliers, dividers and amplifiers. Phase noise can become a limiting factor in system 
performance, and can for example, result in decreased sensitivity in radar systems, and 
increased error probability in digital communications systems.
Phase noise can effect many types of communication system and the frequency range 
over which phase noise is important varies with application. Figure 4.1 [1] shows 
typical frequency offsets over which phase noise is important for a number of 
illustrative applications.
FIGURE 4.1
TYPICAL IMPORTANT PHASE NOISE FREQUENCY OFFSETS
FM
MOBILE
co
§Q
W
CO DOPPLER RADARh-HO£m
CO COMM -►DATA
10 100 lk  10k 100k M 10M100M1
FREQUENCY OFFSET FROM CARRIER (Hz)
1 1 7
Phase noise is directly related to frequency stability. Frequency stability may be 
described in terms of either short-term or long-term variations. The dividing line is 
application dependent For example, in a communications system, frequency variations 
which are slower than the narrowest carrier or data clock tracking loop would be 
defined as long-term, with the dividing line being a fraction of a second. Long-term 
stability is commonly termed as frequency drift and usually has a linear or exponential 
form. Short-term stability on the other hand refers to frequency fluctuations that are 
observed as random and/or periodic fluctuations about a mean. Short-term frequency 
stability is described in terms of variations about a nominal frequency occurring over a 
period of time of a few seconds or less.
Short-term stability can be further divided into two classes of frequency variation; non- 
random (or deterministic) variation and random variation. Non-random variations are 
discrete signals which appear as distinct components in the frequency spectrum. These 
spurious signals are typically attributed to sources such as power line frequency, 
vibration frequencies, or mixer products. Phase noise arises from the second form of 
frequency variation, that due to short term instability. Sources of phase noise include 
thermal noise, shot noise and flicker noise in passive and active devices. Typical phase 
noise plots of representative sources [1] are shown in figure 4.2.
FIGURE 4.2
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An ideal signal generated by a perfect oscillator would have a signal described by 
V(t) = A0 sin 2 n f0 1 (4.1)
where:
Ao = nominal amplitude 
f0 = nominal frequency
Practical signals are however non-ideal, and contain unwanted frequency and amplitude 
fluctuations that may be represented as
V(t) = [A0 + e(t)] sin [2 n f0 1 + <J>(t)] (4.2)
where:
e(t) = amplitude fluctuation 
<j)(t) = phase fluctuation
The frequency domain representation of the realistic signal is therefore not a discreet 
spectral line, but is spread out over a range of frequencies above and below the nominal 
frequency, in the form of modulation sidebands due to random phase fluctuations. The 
frequency fluctuations are represented by the phase term <J)(t) in equation 4.2.
Phase noise is related to two aspects of noise in a practical system. These are "two- 
port" noise and "absolute" noise. Absolute noise is generated by an oscillator or system 
from which the signal originates. Two-port noise is the noise that is added to the signal 
as it passes through the device or system. Two-port noise is a limiting factor in a 
systems' noise performance and cannot be bettered, even with an ideal reference.
There is a fundamental relationship between thermal noise, noise figure and phase noise 
in any amplifying device. If thermal noise is defined as the mean available noise power 
per Hz of bandwidth from a resistor at a temperature of T, and noise figure as the ratio 
of the signal-to-noise ratio at the input of a two-port device to the output signal-to-noise 
ratio at the output of the device. Then, the noise power at the output of an amplifier is
Nout = FGkTB (4.3)
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Nout is the amplifier output noise power, F is the amplifier noise figure, G is the gain 
of the amplifier, k is Boltzmans' constant, T is the device temperature and B is the 
amplifier bandwidth in Hz. The phasor method may be used to demonstrate the effect of 
superimposed noise voltages on the carrier signal. A suitable phasor diagram is shown 
in figure 4.3.
The total A<J>nns is the sum of the squares of the individual phasor components, so that
FIGURE 4.3 
PHASOR RELATIONSHIP OF PHASE NOISE
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A<t>rms total — "V 2A<j>^ rms (4.8)
If we define the spectral density of phase noise fluctuations, or phase noise as S(j>(f), 
then the total phase fluctuation over the bandwidth B of interest is
Phase noise is thus directly proportional to the thermal noise at the amplifier input and 
the noise figure of the amplifier. The phase noise represented by equation 4.10 is called 
white phase noise and has a flat spectral density. Phase noise may be quantified in a 
number of ways, among the most frequently encountered being;
The definition in (iv) is the one usually encountered in communication systems, and is 
formally defined as
"The ratio of the power in one phase modulation sideband on a per-hertz basis to the 
total signal power".
Phase noise density is usually represented as a logarithmic plot of phase modulation 
sidebands in the frequency domain. The phase noise density is expressed in decibels 
relative to the carrier per hertz of bandwidth [dBc/Hz]. A typical phase noise plot is 
shown in figure 4.4 [1].
In addition to white phase noise with its flat spectral density, devices exhibit a noise 
flicker characteristic which intercepts the white phase noise floor at an empirically 
determined frequency fc. Flicker phase noise varies in intensity with frequency, and the 
slope of the flicker characteristics generally becomes less steep as one moves away 
from the carrier.
A4> rms (f) FkT /rad2 (4.10)
(i) Spectral Density of Phase Fluctuations
(ii) Spectral Density of Frequency Fluctuations
(iii) Spectral Density of Fractional Frequency Fluctuations
(iv) Single Sided Phase Noise Relative to Total Signal Power
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where:
L(f2) = phase noise density at frequency f2 
L(fj) = phase noise density at frequency fi
The effect of multiplication on phase noise performance is of interest, since most 
communication systems require one or more multiplication operations in order to 
generate the carrier that translates the modulated baseband signals to the required RF. 
Typically a 100 MHz crystal with good stability and phase noise performance will serve 
as a system reference. The crystal frequency will then be multiplied as required, to 
attain the RF. It may be shown that if
The translation of a 100 MHz source to 30 GHz would necessitate multiplication by a 
factor of 300 leading to a 50 dB increase in phase noise density. A source with a 
relatively low phase noise density is therefore required as a reference, if phase noise 
density is to remain well below the carrier level.
Phase noise is additive on a root-mean-square basis. Thus for example, the phase noise 
performance of a transmitting earth station, satellite and receiving earth station have to 
be taken into accounted in assessing the performance of a satellite link. If the phase
f2=N fi f2 > fi (4.11)
U f i  = L(fi) + 20 log io N dBc/Hz (4.12)
noise performance of one of the links in the transmitting chain is significantly worse 
than the others, it will dominate, so that improving the phase noise performance of the 
remaining links will be futile.
Digital PSK systems are particularly prone to degradation from phase noise. The degree 
of effect generally increases the higher the order of PSK [11] [12]. Thus BPSK is more 
robust to phase jitter than QPSK which in turn is more robust than 16 PSK, etc. The 
selection of phase reference source that provides adequate phase noise performance is 
therefore particularly important, especially with high orders of PSK and/or narrow­
band carriers where most of the signal power lies close to the carrier.
The effects of phase noise on the performance of BPSK and QPSK modulation may be 
illustrated in the case of BPSK and QPSK as follows. A BPSK signal may be 
represented by the following equations
4.1.2 PHASE NOISE IN PSK SYSTEMS
(4.13)
(4.14)
1/2
(4.15)
The binary digits 1 and 0 are represented by Si(t) and So (t), so that So (t) is the 
antipodal version of Si(t). Phase shift keying is represented by ± n in equation 4.15, 
the frequency by ws and the phase angle \|f is arbitrary. The energy per bit in the signal
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The energy in the signals is exactly Eb if the frequency ws is harmonically related to 
27t/Tb, so that the integral is zero and approximately Eb if Tb »  2/7tws so that the 
integral tends to zero.
The spectrum of a BPSK signal corresponds to that of a carrier at frequency ws 
amplitude modulated by a baseband binary digital waveform of period Tt> The spectrum 
is shifted to wsand is approximately 2/TbHz wide, centred around the frequency ws.
In order for demodulation to take place, the receiver must extract the frequency and the 
phase of the transmitted signal. Carrier phase referencing is therefore an essential pre­
requisite to demodulation in coherent PSK systems. Consider for example, a coherent 
BPSK decoder that uses an inaccurate phase \j/* for demodulation, equivalent to a 
mismatched correlator, so that
mi
<Jv
f  Tb
sin (wgt + y )  sin (w st + y ' )
\
1/2 dt
J
(4.17)
mi _  2Eb ( 2 ' 
= Tb (Tb
Tb
COS ( \ \ f  - \{ / ')
a
dt
d
(4.18)
If the referencing phase error \j/es  (\|/ - \j/') remains constant over the bit period, the bit 
error probability may be represented by
PE(Ve) = Q EhV72TbJ COS \|f Q (4.19)
The bit error probability is therefore increased from the theoretical value by the factor 
cos \j/e, the cosine of the local oscillator phase referencing error. Coherent PSK 
demodulation therefore requires accurate phase referencing in order to reduce \j/e to a
minimum.
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The integral in 4.17 has to be evaluated if Ye varies within the bit interval. The phase 
reference \\r' that is generated in practical systems is derived from tracking loops that 
have inherent noise, so that Ye evolves as a random process and therefore involves a 
stochastic integral. The error probability is therefore a conditional probability, 
conditioned on the random variable Ye- The average error probability is therefore 
obtained by averaging over the randomness in the phase error Ye» so that
(4-20)
(4-21)
PE= |  PE(Ve) p(\|/e) d\j/e
p(>|re) =  - ^ - e T6
a
The factor a e is the rms phase referencing error. As a e tends to zero, the phase error 
density approaches a delta function at Ye = 0, and the phase error density approaches 
the idealised antipodal error probability. As oe is increased, PE is increased at each 
value of Et/N0 due to the imperfect phase referencing used in decoding. The value of 
error probability tends to flatten out on a graphical representation, indicating an 
irreducible detection error that cannot be compensated for by increasing the bit energy 
E^. Thus, if Ye > n/2, the cosine term in 4.18 changes sign so that a bit error is likely
to be made.
Quadrature Phase Shift Keying (QPSK) may be represented by a signal of the form
Si(t) = A cos (ws - 0 i + y ), 0 < t < Tw (4.22)
A and Y are the carrier amplitude and phase respectively and 0i takes of one of four 
values of phase. Typically the four phases are 45°, 135°, -135°, and -45°. Two 
information bits are sent for every word time Tw with one of the phases 0i.The QPSK 
signal may be written in the form
Si(t)=^m cCO s(w st + Y ) + ^ m ssin(w<£ + y ) 0 < t< T w (4.23)
The factors and ms may take on the values ± 1 depending on the value of 0i. 
Coherent demodulation may be achieved by computing the phase of the received signal
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and comparing it to the phase of the reference carrier. A decision is then made as to 
which signal set was transmitted.
The correlator outputs may be represented thus 
T
yi= fx(t) Si d t (4.24)
= (X cos0i + Y sin8j) (4.25)
In order to demodulate coherent QPSK it is once again necessary to extract a phase 
reference at the receiver. If the value of signal generated by a perfect reference carrier is 
X and the value generated with an imperfect carrier with phase error \j/eis X(\|/e), then
Tw
X = cosws t dt (4.26)
Tw
Y = Jx(t) sinws t dt (4.27)
yi = C cos(0i - 0), C2 = X2 + Y2 and 0 = tan"1 ^ (4.28)
(4.29)
X(\J/e) = Jx(l) (cos\j/ecoscost - sin\j/e sincost )  dt (4.30)
X(\f/e) =  X  cosxj/ff- Y sin\j/e (4.31)
and similarly,
Y(\j/e) =  Y  cos\|%- X simjfe (4.32)
We note that in addition to the co-sinusoidal degradation characterised by phase 
referencing errors, there is an additional cross-coupling of \|/e into the orthogonal
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channel, proportional to sinij/e. The cross coupling can be either added to or subtracted 
from the term cos\|/e. The resulting error probability can be shown to be
QPSK suffers a higher error probability degradation than BPSK and as such, the 
design of the phase referencing system is even more critical.
Offset QPSK (OQPSK) exhibits a greater resilience to phase error than QPSK because 
when a transition occurs, the cross-coupling term involving sin\j/e changes polarity at 
midpoint. The cross-coupling term during the first half bit is cancelled by the one 
during the second half of the interval. As bit transitions occur with probability 1/2, the 
offset QPSK error probability with phase error \|fe is
4.2 A METHOD OF EVALUATING PHASE NOISE
Phase noise specifications are often presented as piece-wise linear approximations of 
actual measured phase noise performance. It is therefore useful to interpret such plots 
and obtain meaningful results in terms of overall phase noise density and phase jitter, 
over the bandwidth of interest.
In this section, a generalised method of deriving overall cumulative phase noise density 
and phase jitter from a series of piece-wise linear approximations of measured phase 
noise density data is presented. The method is later applied to the phase noise plots of 
Olympus, TDS-6 and the VSAT in order to obtain optimum PLL bandwidths for the 
receiver and the minimum value of reference carrier jitter. Consider a typical phase 
noise characteristic described by four regions in figure 4.5
cos\jre + sin\j/e
cos\jre - sin\j/e (4.33)
(4.34)
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The characteristic consists of linear segments which may be individually described by 
the equation of a straight line. Consider the first line extending from a phase noise 
density of <|>iat a frequency fi, to a phase noise density <j>2 at a frequency f2. The phase 
noise density at a particular frequency is specified as a value of phase noise below the 
carrier per unit of bandwidth, i.e. dBc/Hz. The general form of the equation of a 
straight line is
y = mx + c (4.35)
where y and x are points on the y and x axis respectively, m is the slope of the line and 
c is the y intercept of the line. If two points lie on the same line they may be similarly 
described by two equations
yi = m xi + c (4.36)
y2 = m X2 + c (4.37)
Substituting the subscripts <j) and f for y and x respectively equations 4.36 and
4.37 and may be written in the form
<J>1 = m fi + c (4.38)
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<}>2= m f 2 + c  (4-39)
fl and { 2  are the phase noise densities at fi and f2 respectively. We now require to 
ascertain the average phase noise density between the frequencies fi and f2- Equations
4.38 and 4.39 contain two unknowns, m and c , and may be solved thus
Subtracting equation 4.38 from 4.39 gives
(<1>2- <h) = m (f2-f0 (4.40)
Alternatively
(<j>2~ l) m
Rearranging equations and (4.38) and (4.39) gives
c = ((j)i - mfi) = (<{)2 -m f2) (4.42)
If we define the average phase noise density between fi and f2 as being gi, we may 
obtain an expression that allows us to solve for o\ as follows. We first of all take logs 
of the general form of equation 4.38 o r , 4.39 so that
10 log 10 cji = mlogiof + c (4.43)
l°g 10 Ol = f^jlogiof + ^  (4.44)
Taking Antilogs of equation (4.44) gives
T0 + 1°gl0f TO 
<?1 =  10 10 (4.45)
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now let
m  (<j>2- <t>l)
10_ 10(f2 - f i )  ( )
and
__c Oh- mfi) (<1>2- mf2 )
c _ 1 0 “  10 _  10 ^ A n
Taking the integral of equation 4.45 with m' and c' substituted gives
b „b
f C f m’
J a i  df = 10 J f  df (4.48)
a a
where a = fi and b = f2
The results of these integrals are 
b
Jcridf = 10C;prn^f2m'+1)-f 1(m'+1)V°rm*-l (4-49)
b
C'
J  <J\ df = 10 (loge f2 - loge fi) for m* = -1 (4.50)
The result of the integration performed in either equation 4.49 or 4.50 is an average 
value of phase noise density in dBc/Hz over the frequency range of fi to f2- This value 
may be converted to an overall cumulative phase noise level over the frequency range 
by subtracting the value of the logarithmic frequency range over which the integration 
was performed. Thus the cumulative phase noise level is
a t i = a i -10 logio (f2 - fl) dBc (4.51)
Successive integrations may be performed over the various curves shown in figure 4.5 
in order to cover the frequency range of interest. The lower and upper bounds over
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which the integration is performed (i.e. fi and f5 in this particular example) normally 
correspond to the PLL bandwidth as the lower bound (fi) and the noise bandwidth of 
the IF passband filter as the upper bound (£5).
Thus, if a total of four integrations are performed to cover the region from fi to T5 , the 
cumulative SSB phase level noise is calculated as in equation 4.52
CTEsb = 10 log10 ( l0 ai,/1° + 1 0 ^ 10 + 1 0 ^ °  + 10a(4/1° )  dBc (4.52)
We are however interested in the overall double sideband phase noise level as the IF 
filter is a bandpass. The DSB phase noise level is 3 dB greater than the SSB phase 
noise level, so that
<*ftib=(c%b+ 3 dB) dBc (4.53)
Having calculated the overall double sideband phase noise, it is useful to translate this 
figure into an equivalent phase jitter in radians. This is done by subtracting the overall 
DSB frequency from the double sideband phase noise. This results in a value of phase 
jitter m radians , which may then be converted to an equivalent phase jitter in degrees. 
Thus
<t> = Ctydsb - 10 logio (f5 - f l) radians2 (4.54)
The limits of integration (fi and f5 in this example) are determined by the PLL noise 
bandwidth and the cut-off of the IF filter. The PLL acts as a low-pass filter for the 
thermal noise and a high-pass filter to the phase noise. The PLL effectively tracks out 
phase noise at frequencies lower that the PLL natural frequency [3] [4]. Thus, phase 
noise components below the PLL natural frequency may be ignored for the purpose of 
evaluating the phase jitter. The lower limit of integration is therefore the PLL natural 
frequency and the upper limit of integration is the IF filter cut-off frequency.
The upper limit of integration is set as equal to the channel symbol rate (i.e. 19.2 kHz in 
the case of the BPSK signal). This would be equivalent to the use of 100% roll-off 
filters, and may be a pessimistic assumption, but it does represent an upper bound. A 
number of software routines have been written in the C-programming language which 
allow overall phase noise level and recovered carrier phase jitter to be calculated from
131
phase noise density plots, given the break points of the phase noise linear 
approximations, the integration limits and operating channel Es/N0.
In this section, the method of calculating phase jitter due to phase noise, given phase 
noise density plots outlined in section 4.4 is applied to the phase noise plots pertaining 
to CODE. The method is similar to that outlined by Robusto in [13].
The total mean squared phase jitter induced in the recovered carrier is the sum of the 
squared phase jitter due to thermal sources and phase noise sources, so that
where:
Rs = channel symbol rate 
Bi = PLL noise bandwidth 
v = loop loss factor
Es/N0 = channel symbol energy to noise density ratio
In order to calculate the total mean squared phase jitter of the recovered carrier, we need 
to calculate the mean squared phase jitter induced due to phase noise, using the method 
outlined in section 4.4, and add this to the mean squared phase jitter due to thermal 
noise from equation 4.56.
4,2,1 PHASE NOISE CALCULATIONS FOR CODE
a 2 = o2 + o? radians2 c n i
where:
c? = mean squared phase jitter of the recovered reference carrier 
mean squared phase jitter due to thermal noise 
a2 = mean squared jitter due to phase noise 
The thermal noise contribution in equation 4.29 may be shown to be
e n
(4.55)
radians2 (4.56)
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4.2.2 CARRIER RECOVERY TN PSK SYSTEMS
Phase locked loops (PLL) are commonly implemented in the carrier recovery circuits of 
most modem analogue PSK demodulators. The PLL is operated as a linear system, so 
that its error in tracking the input phase variation is relatively small. It may be shown 
that the PLL tracking error is given by [14]
where H(co) is the loop gain function of the PLL, Nm is the noise density and Km and 
A are loop gain and a gain constant respectively. The first term is the contribution to the 
phase error due to the carrier’s modulation and the second term is due to the mixer noise 
entering the loop. The modulated signal at the receiver has a low pass filtered spectrum, 
so that increasing the bandwidth of H(co) reduces the phase error due to modulation. 
Increasing the bandwidth of H(co) however results in an increase in the mean squared 
phase error due to noise.
The PLL optimisation process is therefore reduced to a tradeoff of modulation against 
noise error. The optimum PLL bandwidth is the one that minimises the phase error due 
to phase noise and thermal sources.
A second order, high gain PLL has the general loop gain function [14]
where £ is the loop damping factor and C0n is the loop natural frequency. Most loops are 
operated with critical damping, so that £ is 0.707, in which case equation (4.59) 
becomes
(4.57)
1 +  2£(jC 0/(0n) (4.58)
-(C0/C0n)2  +  2 ^ (j0 ) /0 )n) +  1
The loop band width is given by
(4.59)
Bl = 3.33fn (4.60)
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The value of fn is the lower limit of integration that is used in the phase noise 
calculations outlined in section 4.4.
Phase jitter in the recovered carrier causes phase differences between the incoming 
signal and the reconstructed reference carrier, causing a degradation in system 
performance. In addition to inducing phase jitter on the recovered carrier, phase jitter of 
the carrier within the PLL may cause it to loose lock, resulting in phase-slipping within 
the loop. The demodulator will output data with an error probability of half whilst out 
of lock.
A block diagram of a typical BPSK demodulation scheme is shown in figure 4.6. 
Carrier recovery in BPSK and QPSK systems is often achieved by the use of a 
nonlinear operation to remove the modulation from the received signal. A typical circuit 
for BPSK is the one shown above in figure 4.6. Let the incoming signal be represented 
by
x(t) = Am(t) cos (wst + \}/(t)) + n(t) (4.61)
FIGURE 4.6 
BPSK DEMODULATION
BPSK
SIGNAL
THERMAL + PHASE 
NOISE
BPF
STR
r r
■ 0 -
LPF
RECOVERED CARRIER 
PLUS PHASE NOISE
DIVIDE 
BY 2
0i2 = 4 C J 2
CARRIER RECOVERY 
CIRCUIT
( ) 0
2 BIT 
DETEC
VCO
LOOP
FILTER
The bandpass noise contained in the signal is represented by n(t), m(t) = ± 1 and \|/(t) is 
the random phase variation that must be tracked for coherent phase referencing. The 
output of the squarer circuit is then
1 3 4
y(t) = x2(t) (4.62)
= Ag sin2 ^wst + j  m(t) + \j/(t)
+2n(t) As sin ^wst + m(t) + \}/(t) j  + n2(t) (4.63)
A s  A s= ~2 ~ + ~2 ~ sin (2wst + 2\j/(t)) + n2(t)
+2n(t) As sin ^wst + m(t) + y (t)^  (4.64)
The output contains a constant term, a carrier component at 2ws without modulation and 
a phase variation multiplied by 2, and finally two interfering terms involving the noise. 
The PLL has a VCO operating at 2ws and is able to track the carrier component. The 
VCO output is at (2wst + V2(t))> where ¥2(0 is a close representation of 2\|/(t). If the
VCO output is followed by a divide by 2 circuit, the reference carrier is generated at 
frequency ws, so that
(  ¥2(0^reference earner = cos I wst + —j — 1 (4.65)
The phase reference ¥2(0 is approximately phase locked onto \|/(t) of equation 4.61.
The phase jitter that is induced in the loop after the squaring operation is related to the 
phase jitter prior to the squaring operation by
o^ = 4o^  radians2 (4.66)
The loop signal to noise ratio and the loop jitter are also related by
SNRi = 4  = —^  (4.67)
° r  4oc
Thus if the carrier jitter due to thermal and phase noise sources is known, we are able 
to calculate the corresponding loop jitter and loop signal to noise ratio. In fact from 
equation 5.63, it is clear that the phase jitter within the carrier recovery loop is double 
the value of phase jitter outside the recovery loop. Alternatively, the loop signal to 
noise ratio is 6 dB lower than the carrier signal to noise ratio outside the recovery loop.
V = f 1 + ^ J 1 (4.68)
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4.2.3 SENSITIVITY ANALYSIS FOR VSAT PHASE NOISE
The phase noise specifications for the Olympus satellite and the TDS-6 earth station are 
available from sources [15] and [16] respectively. The objective in this section is to 
derive a suitable phase noise specification for the VSAT terminal. A lax specification 
may result in degraded performance both at the VSAT and the hub station. A 
specification that is too stringent will necessitate the use of higher performance 
reference oscillators, which may lead to a significant increase in the cost of the VSAT. 
The phase noise performance of Olympus and the TDS-6 earth station cannot be 
improved upon, so that they will ultimately limit system performance in phase noise 
terms, once the VSAT phase noise specification is optimised. The phase noise 
specifications for Olympus and the TDS-6 earth station are shown in table 4.1.
TABLE 4.1
OLYMPUS AND TDS-6 PHASE NOISE SPECIFICATIONS
Phase Noise Density at frequency offset 
from carrier dBc/Hz
10 Hz 200 Hz 6 kHz 1 MHz
Olympus -30 -60 -82 -100
TDS-6 -42 - - -109
The Olympus phase noise specifications was chosen as a point of reference in the 
specification of the VSAT phase noise. An initial VSAT phase noise specification was 
stipulated as shown in table 4.2
TABLE 4.2 
VSAT REFERENCE PHASE NOISE
-30 dBc/Hz @ 10 Hz 
- 55 dBc/Hz @ 100 Hz 
-85 dBc/Hz @ 100 kHz 
-95 dBc/Hz @ 10 MHz
This specification is near the Olympus specification close-to-carrier, and is less 
stringent far from carrier. This specification will be referred to as the reference phase 
noise specification for the VSAT. All other specifications being relative to it. The other
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specifications that were considered are shown in table 4.3. For example, the 
specification + 20 dB has phase noise density levels 20 dB higher than those of the 
reference specification in table 4.2.
TABLE 4.3 
VSAT PHASE NOISE LEVELS
Specification Phase Noise Density at 
Frequency Offset dBc/Hz
10 Hz 100 Hz 100 kHz
+ 20 dB - 10.0 -35.0 -65.0
+ 15 dB - 15.0 -40.0 -70.0
+ lOdB - 20.0 -45.0 -75.0
+ 5 dB -25.0 -50.0 - 80.0
OdB -30.0 -55.0 -85.0
- 5 dB -35.0 - 60.0 -90.0
-10 dB -40.0 - 65.0 -95.0
- 15 dB -45.0 -70.0 - 100.0
- 20dB -50.0 -75.0 - 105.0
The analysis outlined in section 4.4 was then applied to the phase noise specifications 
for the VSAT, Olympus and TDS-6, in order to calculate the total jitter due to the three 
masks and the contribution of the VSAT to the total jitter. The value of PLL bandwith 
had yet to be optimised, so the "rule of thumb" that the PLL bandwidth is 
approximately 10% of the channel data rate was used. The limits of the phase noise 
integration are therefore 58 Hz (Fn) as the lower limit and 19.2 kHz as the upper limit. 
The value of Eb/N0 is 9.3 dB.
The results of the VSAT phase noise optimisation exercise are shown in table 4.4 and 
4.5. The reference level is decreased from a level of + 20 dB to - 20 dB in steps of 5 
dB. This is similar to sliding the VSAT phase noise specification up and down the 
vertical axis.
The integrated double sideband phase noise is calculated as in units of dBc. The 
jitter due to each source and the total jitter are calculated as 0jitter and 0 totai in units of 
degrees. The percentage contribution for each source to the total jitter is then calculated 
in the last column. As the VSAT phase noise specification is decreased from + 20 dB
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the reference level of 0 dB the percentage contribution of the VSAT to the total jitter 
decreases from 99% to 43%. A contribution of 43% is however considered to be too 
high, so the specification was further reduced to - 20 dB. At - 20 dB, the VSAT 
contribution is only 1%, which is considered too marginal a contribution.
A contribution of just under 10% would appear to be a sensible compromise, so the 
-10 dB specification which results in a 7% contribution was finally selected as the 
VSAT phase noise specification. Plots of the phase noise specifications for Olympus, 
TDS-6 and the VSAT are shown in figures 4.7 to 4.9.
TABLE 4.4
VSAT PHASE NOISE SPECIFIC A TTON OPTIMISATION
Reference Source ® jitter ® total %
+ 20 dB VSAT - 4.1 dBc 35.6° 35.8° 99%
+ 20 dB Olympus -27.0 dBc 2 .6° 35.8° 1%
+ 20 dB TDS-6 - 27.6 dBc 2.4° 35.8° 0%
+ 20 dB Thermal - 2 .1° 35.8° 0%
+15 dB VSAT -9.1 dBc 20 .0° 20.4° 96%
+15 dB Olympus - 27.0 dBc 2 .6° 20.4° 2%
+ 15 dB TDS-6 - 27.6 dBc 2.4° 20.4° 1%
+15 dB Thermal - 2 .1° 20.4° 1%
+10 dB VSAT -14.1 dBc 11.3°
Ooc4t-H 88%
+10 dB Olympus -27.0 dBc 2 .6° 12.0° 5%
+ 10 dB TDS-6 - 27.6 dBc 2.4° 12.0° 4%
+ 10 dB Thermal - 2 .1° 12.0° 3%
+ 5 dB VSAT - 19.1 dBc 6.3° 7 .5° 70%
+ 5 dB Olympus - 27.0 dBc 2 .6° 7 .5° 12%
+ 5 dB TDS-6 - 27.6 dBc 2.4° 7 .5° 10%
+ 5 dB Thermal - 2 .1° 7 .5° 8%
0 dB VSAT - 24.1 dBc 3.6° 5 .5° 43%
OdB Olympus - 27.0 dBc 2 .6° 5 .5° 23%
OdB TDS-6 - 27.6 dBc 2.4° 5 .5° 19%
OdB Thermal - 2 .1° 5 .5° 15%
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TABLE 4.5
VSAT PHASE NOTSE SPECIFICATTON OPTIMISATION
Reference Source °di) ®iitter ®tota! %
- 5 dB VSAT - 29.1 dBc 2 .0° 4.6° 19%
- 5 dB Olympus - 27.0 dBc 2 .6° 4.6° 32%
- 5 dB TDS-6 -27.6 dBc 2.4° 4.6° 28%
- 5 dB Thermal - 2 .1° 4.6° 21%
- lOdB VSAT - 34.1 dBc 1.1° 4.2° 7%
- lOdB Olympus - 27.0 dBc 2 .6° 4.2 37%
- 10 dB TDS-6 - 27.6 dBc 2.4° 4.2° 32%
- 10 dB Thermal - 2 .1° 4.2° 24%
- 15 dB VSAT - 39.1 dBc 0 .6° 4.1° 2%
- 15 dB Olympus - 27.0 dBc 2 .6° 4.1° 39%
- 15 dB TDS-6 - 27.6 dBc 2.4° 4.1° 33%
-15 dB Thermal - 2 .1° 4.1° 26%
-20 dB VSAT -44.1 dBc 0.4° 4.1° 1%
- 20 dB Olympus -27.0 dBc 2 .6° 4.1° 40%
- 20 dB TDS-6 -27.6 dBc 2.4° 4.1° 33%
-20 dB Thermal - 2 .1° 4.1° 26%
PH
AS
E 
NO
ISE
 
DE
NS
IT
Y 
dB
c/H
z 
PH
AS
E 
NO
ISE
 
DE
NS
IT
Y 
dB
c/H
z 
PH
AS
E 
NO
ISE
 
DE
NS
IT
Y 
dB
c/
H
z
1 3 9
-30
-40
-50
-60
-70
-80
-90
100
110
FIGURE 4.7 OLYMPUS PHASE NOTSE
-30
-40
-50
-60
-70
-80
-90
100
110
-30 dBc/Hz @ 10 Hz
-60 dBc/Hz @200 Hz
-82 dBc/Hz @ 6 kHz
- 100 dBc/Hz @ 1 MHz
10 100 l k  10k 100k 1M 10M
FREQUENCY OFFSET FROM CARRIER (Hz)
FIGURE 4.8 TDS-6 PHASE NOISE
-42 dBc/Hz @ 10 Hz
- 109 dBc/Hz @ 1 MHz
l
10 100 l k  10k 100k 1M 10M
FREQUENCY OFFSET FROM CARRIER (Hz)
FIGURE 4.9 VSAT PHASE NOISE
-30
-40
-50
-40 dBc/Hz @ 10 Hz
-65 dBc/Hz @ 100 Hz-60
-70
-80
-90
-100
-110
-95 dBc/Hz @ 100 kHz
- 109 dBc/Hz 
@ 10 MHz
10 100 l k  10k 100k 1M 10 M
FREQUENCY OFFSET FROM CARRIER (Hz)
1 4 0
The overall recovered phase jitter due to the phase noise of the VSAT, Olympus, TDS- 
6 , and thermal sources is calculated using equation (4.55) for various values of PLL 
noise bandwidth. The results are shown in table 4.6.
TABLE 4.6
19.2 ksvmbols/second BPSK CARRIER .TITTER
PLL Noise BW 100 Hz 200 Hz 300 Hz 400 Hz 500 Hz 600 Hz 700 Hz 800 Hz
VSAT jitter 1.3° 1.1° 1.1° 1.0° 1.0° 1.0° 1.0° 1.0°
Olympus jitter 3.7° 2.5° 2 .1° 1.9° 1.7° 1.6° 1.6° 1.5°
TDS-6 jitter 2.7° 2.4° 2 .2° 2 .1° 2 .0° 1.9° 1.8° 1.8°
Thermal jitter 1.5° 2 .1° 2 .6° 3.0° 3.4° 3.7°
Oo
4.2°
Ref. carrier jitter 5.0° 4.2° 4.1° 4.2° 4.4° 4.5° 4.7° 4.9°
Note:
Thermal jitter is evaluated at Es/N0 = 9.3 dB
As expected, the recovered carrier phase jitter for the VSAT, TDS-6 and Olympus 
decrease with increasing PLL bandwidth, as the effect of close to carrier phase noise 
performance which tends to dominate overall phase jitter, is reduced by the action of the 
PLL acting as a high pass filter to phase noise. The jitter due to thermal noise on the 
other hand increases with increasing PLL noise bandwidth, due to the PLL acting as a 
low pass filter to thermal noise.
The PLL noise bandwidth can therefore be optimised by finding the value at which the 
overall phase jitter due to phase noise and thermal sources is minimised. The optimum 
loop bandwidth for the 19.2 ksymbol/second BPSK is 300 Hz, corresponding to a 
reference carrier jitter of 4.1°.
The contributions of phase jitter for various PLL bandwidths due to the earth station, 
satellite and thermal sources are shown in figure 4.10. From the plot we see that 
Olympus has the worst close to carrier phase noise performance followed by TDS-6 
and the VSAT. The far from carrier phase noise performance is worst for the TDS-6 
followed by Olympus and the VSAT. Phase jitter due to thermal noise surpasses that 
from the Olympus and TDS-6 sources for PLL noise bandwidths greater than about 250 
Hz and rapidly increases, to become the dominant source.
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The thermal noise contribution to total phase jitter is dependent on the operating signal- 
to-noise ratio in the loop. This is directly related to the channel operating Es/N0. The 
total phase jitter for various values of operating Es/N0 is plotted in figure 4.11. The 
minimum total phase jitter varies from 6.2° at Es/N0 = 2 dB to 3.6° at Es/N0 = 12 dB, 
with corresponding optimum loop bandwidths of 100 Hz and 400 Hz respectively.
The phase noise specification shown in figure 4.9 for the VSAT was specified after 
considering the phase noise plots of the satellite and TDS-6 earth station. A phase noise 
performance that is vastly superior to that of the satellite or TDS-6 would result in 
increased cost of the VSAT and the overall performance would still be limited by the 
satellite and TDS-6 . It was therefore decided that the VSAT phase noise specification 
should be such that it makes a marginal contribution to the overall performance.
Let us now consider whether the phase noise specification that was outlined in section
4.4 is in fact adequate. If the total phase jitter in the absence of the VSAT is considered 
as the system baseline, this performance can be compared with the total phase jitter
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when the specified VSAT phase noise is included. A plot of this is shown in figure 
4.12. We see that the contribution due to the VSAT is indeed marginal, increasing the 
minimum phase jitter by fractions of a degree.
The VSAT phase noise sensitivity analysis was repeated with the optimised PLL 
bandwidth of 300 Hz. The effect of decreasing and increasing the phase noise level 
relative to the adopted VSAT phase noise specification was once again examined. The 
results of the exercise are shown in figure 4.13. The effect of increasing the phase noise 
density can be readily appreciated and we note that even a modest increase of 5 dB 
results in an appreciable increase in total phase jitter. Decreasing the phase noise 
specification by as much as 20 dB results in a marginal decrease in total phase jitter due 
to the dominance of the Olympus and TDS-6 phase noise. The proposed phase noise 
performance is therefore adequate in view of the fact that the phase noise performance 
of the satellite and TDS-6 cannot be improved and are limiting factors.
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4.2.4 OPSK MODULATION
The phase noise calculations so far have only considered a 19.2 ksymbols/sec channel 
rate BPSK modulated signal for the VSAT to hub station link. QPSK is a modulation 
format that offers increased bandwidth efficiency over BPSK whilst offering a 
comparable error performance, and may prove to be attractive in bandlimited situations.
The hub to VSAT link utilises a single 2 Msymbol/sec channel rate signal with QPSK 
modulation. In this section the phase noise calculations performed for the BPSK carrier 
are repeated for a 2 Msymbols/s QPSK hub carrier. The quadrupling loss in equation 
4.56 is now given by [14]
v = 6.93 5.21 1.17 ^
( E s / N o ) 1 ( E s / N o ) 2  ( E s / N 0 ) 3
-1 (4.69)
Equations 4.55 and 4.56 for the evaluation of total recovered carrier jitter still hold for 
the QPSK case. We also note that equations 4.62 and 4.63 for the loop jitter and loop 
signal to noise ratio become
<3^  = 16 radians2 (4.70)
The loop signal to noise ratio and the loop jitter are also related by
SNR1 = 4? = - ^  (4.71)
of 16of1 C
The recovered carrier phase jitter for various values of PLL bandwidth have been 
calculated for the QPSK signals, and the results are shown in tables 4.7.
TABLE 4.7 
2.0 Ms/s OPSK CARRIER .TITTER
PLL Noise BW 100 Hz 500 Hz 1 kHz 2 kHz 4kHz 6 kHz 8 kHz 10 kHz
VSAT jitter 1.8° 1.7° 1.1° 1.6° 1.6° 1.5° 1.5° 1.5°
Olympus jitter 4.0° 2.3° 2 .0° 1.8° 1.7° 1.6° 1.6° 1.5°
TDS-6 jitter 2.9° 2 .2° 1.9° 1.7° 1.5° 1.4° 1.3° 1.3°
Thermal jitter 0 .2° 0.4° 0 .6° 0 .8° 1.2° 1.4° 1.7° 1.9°
Ref. carrier jitter 5.2° 3.6° 3.2° 3.0° 3.0° O o o o 3.1°
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4.3 PERFORMANCE I,OSS DUE TO PHASE JITTER
Despite the importance of phase noise in assessing the performance of many 
communication systems, most of the popular texts on satellite communications give 
only a passing reference to it. The effects of phase noise when they are addressed, are 
not presented as part of the integrated communications link, considering the effects of 
the earth station and satellite local oscillators, rather, methods of determining phase jitter 
in receiver PLL when considering the effects of thermal noise, are usually presented
[14]. Franks [5] suggests that in practice, a combination of analysis, simulation and 
experimental verification is used to come up with a value of allocatable rms phase jitter 
that is permissible for a particular system.
Phase noise and its effects on system performance has received some attention in the 
literature [6] - [10], though a unified systems design approach for various PSK 
modulation formats is has not been presented. Rhodes [7] derives expressions for the 
detection loss incurred in a system with an imperfect carrier. Two system imperfections 
are accounted for, white Gaussian noise and imperfect carrier synchronisation, the 
modulation waveforms are assumed to be rectangular.
The paper by Pahbru [8] is a continuation of the work by Rhodes and derives upper 
bounds on system error probability performance for imperfect carrier recovery in 
coherent BPSK and QPSK systems. The phase noise distribution is assumed to be 
either Gaussian or truncated Gaussian. Only two system imperfections are taken into 
account, additive white Gaussian noise and imperfect carrier synchronisation. Other 
sources of system degradation such as intersymbol interference, cochannel interference, 
bit synchronisation, etc., are not accounted for. Some of the results from Pahbru are 
reproduced in figures 4.14 to 4.17.
More recent studies [11] [12] try to incorporate additional system imperfections that will 
exist in realistic communications links, such as nonlinearities and filtering. It has to be 
emphasised however, that the use of analytical techniques for complex systems in the 
absence of experimental verification may yield misleading results.
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Rhodes [16] proposed formulae that approximate the performance loss due to the use of 
a noisy reference carrier for BPSK, QPSK and Offset-QPSK. The formulae for BPSK 
and QPSK are as follows
Lbpsk
where:
4.34
a
1 + 1+ Yi^
a
dB (4.72)
71 =
COS2<|)
Ecy = with perfect reference carrier
£
Yl = required to maintain error probability with imperfect reference carrier
a  = reference carrier signal-to-noise ratio
4.34
Lqpsk— ( l  +  2 y i )
r
a
1 + 0.5
(I + 2yi^
a
dB (4.73)
71 =
(cos<() ± sint]))'
7  = ^  with perfect reference carrier 
•tNo
Heyi = required to maintain error probability with imperfect reference carrier
a  = reference carrier signal-to-noise ratio
The phase error in carrier synchronisation is given by <j), and the extracted reference 
carrier signal-to-noise ratio is a. The factor yi is the signal-to-noise ratio of the 
reference carrier that must be delivered, in the presence of a phase jitter of <J) in order to 
maintain the same error probability as for the perfect reference carrier. The reference 
carrier phase jitter, loop signal-to-noise ratio and carrier signal to noise ratio are related 
as in equations 4.63 and 4.67.
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The analysis for the computation of the error probability assumes that the reference 
carrier error <|) is a constant over each bit interval, this being a reasonable assumption for 
PLL bandwidths that are less than a tenth of the signalling rate. A reasonable design 
criterion to aim for is suggested as a degradation of a few tenths of a dB. The 
performance loss for both the BPSK and QPSK CODE carriers has been calculated for 
various values of reference carrier jitter and the results are shown in table 4.8 and 4.9.
In addition to the phase jitter induced on the reference carrier, the effects of thermal and 
phase noise may cause slipping to occur in the PLL. Phase slipping lasts one or more 
cycles and causes the loop to unlock, causing the demodulator to output bits with an 
error probability of half, until re-locking is established. The mean time to unlock for a 
second-order PLL has been found to be approximated by the empirical formula [4]
„  , 1.06 Tav = gj exp
(  n ^
2
2o ,T
V  < * 7
seconds (4.74)
where
Tav = mean time to unlock for a second order PLL, damping factor = 0.7071
2 1
= &
2
a<|)L = S(luare phase jitter within the PLL
* = signal-to-noise ratio in the PLL&
The mean time to unlock is included in tables 4.8 and 4.9 for the optimum values of 
PLL noise bandwidth. If a criteria of one slip occurrence per day is adopted [13], the 
mean time between slip occurrence should be at least 86400 seconds. This would 
require a maximum reference carrier jitter of 8.8° for the 19.2 ksymbols/second BPSK 
and 4.1° for the 2 Msymbols/second QPSK signal. The corresponding values of 
minimum reference carrier signal-to-noise ratio and minimum loop signal-to-noise ratio 
for the BPSK would be 16.3 dB and 10.2 dB and for 22.9 dB and 10.8 dB for the 
QPSK.
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TABLE 4.8
PERFORMANCE LOSS FOR 19.2 ksvm hoi s/second BPSK
Jitter SNRc SNRj Yl Loss Slip
1.0° 35.1 dB 29.1 dB 9.30 dB 0.0 dB ©O
2 .0° 29.1 dB 23.1 dB 9.31 dB 0.01 dB ©OO©
23.1 dB 17.1 dB 9.32 dB 0.02 dB 5.2 x 1032 sec
6 .0° 19.6 dB 13.6 dB 9.35 dB 0.05 dB 1.9 x 1013 sec
Oo00 17.1 dB 11.1 dB 9.38 dB 0.10 dB 3.0 x 106 sec
ooo
15.2 dB 9.1 dB 9.43 dB 0.17 dB 2.1 x 103 sec
12.0° 13.6 dB 7.6 dB 9.5 dB 0.27 dB 4.1 x 101 sec
Notes:
Channel Eg/No = 9.3 dB, PLL noise bandwidth = 200 Hz
TABLE 4.9
PERFORMANCE I,OSS FOR 2 Msvmhols/second OPSK
Jitter S N R c S N R j Yl Loss Slip
1.0° 35.2 dB 23.1 dB 9.5 dB 0.02 dB ©O
2 .0° 29.1 dB 17.1 dB 9.6 dB 0.10 dB 5.2 x 1031 sec
4^ © o 23.1 dB 11.1 dB 10.0 dB 0.46 dB 3.0 x 105 sec
6 .0° 19.6 dB 7.6 dB 10.3 dB 1.20 dB 4.1 x 10° sec
Oooo 17.1 dB 5.1 dB 10.7 dB 2.57 dB 8.2 x 10"2 sec
ooo
15.2 dB 3.1 dB 11.1 dB 5.01 dB 1.3 x 10‘2 sec
12.0° 13.6 dB 1.5 dB 11.6 dB 9.33 dB 5.0 x 10' 3 sec
Note:
Channel Es/N0 = 9.3 dB, PLL noise bandwidth = 2 kHz
4,4 CONCLUSION
Chapter 4 has given a general overview of phase noise, highlighting its causes and 
effects. Phase noise performance is particularly important in the context of the CODE
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system as the phase noise specifications of both the Olympus satellite and the TDS-6 
earth station are not stringent.
A method of evaluating phase noise level given phase noise spectral plots for the 
satellite and earth stations is presented. The carrier jitter that would result using 
analogue demodulation techniques for BPSK and QPSK have been evaluated for a 
range of PLL noise bandwidths, and the optimum PLL noise bandwidth evaluated in 
each case.
The analysis indicates that values of recovered carrier phase jitter of 4.1° and 3.0° 
would be obtained for optimum PLL bandwidths of 300 Hz and 2 kHz for the 19.2 
ksymbols/second BPSK and the 2 Msymbols/second QPSK respectively. Performance 
loss has been calculated using expressions from [7] and indicated that these values 
reference carrier phase jitter for the optimum PLL noise bandwidths will result in 
negligible performance loss. The results of the performance loss analysis will be 
compared with simulation and hardware measurements that are reported in chapters 5, 6 
and 7.
The susceptibility of the link to the occurrence of slipping in the PLL has been 
investigated. The requirement for a maximum slip occurrence of one slip per day is a 
maximum recovered carrier jitter of 8.8° and 4.1° for the 19.2 ksymbols/second BPSK 
and 2 Msymbols/second QPSK respectively. Both of these criteria are met if the 
optimum PLL bandwidths are used at the demodulator.
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Chapter 5 
Simulation of Satellite Communication 
Links
\
5,1 INTRODUCTION
The role of simulation techniques in the design, evaluation and optimisation of modem 
communication systems is increasingly recognised as an integral part of the design 
process [1] [2], The last two decades have witnessed a marked increase in computing 
power coupled with decreasing cost, making powerful desktop computers and 
workstations both affordable and capable of delivering the computing power required 
for the simulation of communication links.
Performance evaluation and tradeoff analysis are central issues in the design of 
communication links and may be achieved by either analytical or simulation techniques. 
The use of analytical techniques in made extremely difficult in all but the most simple 
cases due to the complexity of systems, and the only alternative may be actual 
measurements using prototype hardware. The latter solution suffers from the
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drawbacks of being cumbersome, relatively inflexible, time consuming, and generally 
expensive.
Computer-aided techniques using digital computers are an attractive compromise 
between exact analytical solutions, which may be difficult to obtain, and the realism of 
actual hardware measurements. The techniques fall into two categories; formula-based 
approaches and simulation-based approaches. The former approach uses the computer 
to evaluate complex formulas freeing the system designer from the monotony of 
substituting figures into complex equations.
Simulation-based approaches use the computer to simulate the voltage and current 
waveforms that exist in a system. This is a flexible approach which enables the system 
designer to perform tradeoff and optimisation analysis with relative ease allowing the 
designer to concentrate on interpreting results rather than the intricacies of writing the 
software code required to perform the simulation.
Simulation software should be flexible and be able to model accurately most commonly 
encountered communication links. Thus the "one-off cost associated with the purchase 
of the software should compare favourably with the cost incurred in implementing 
various hardware configurations.
Simulation is not however without drawbacks, the most important being the 
qualification of simulation results by comparison with "real-life" data or hardware 
measurements. Simulation models can only approximate all the phenomena occurring in 
a real system and measurements made on actual systems serve to provide a degree of 
confidence in the simulation model.
The use of simulation techniques to assess the performance of the CODE links was 
suggested at the outset of the project. The VSAT terminal that has been proposed for 
use in the CODE experiment is designed for minimum cost. It was considered prudent 
to carry out simulation studies in order to assess whether the link performance would be 
within the 3 dB link budget implementation margin.
The effects of nonlinearities, filtering, phase noise and channel spacing have been 
investigated using the TOPSIM III and BOSS software packages. The simulations have 
been augmented by measurements using a prototype CODE digital modem and
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laboratory hardware satellite simulator, in addition to measurements using the Olympus 
satellite.
This chapter serves as an introduction to simulation techniques for digital satellite 
communication links. The TOPSIM III simulation package is described in detail, 
together with simulations for the CODE links and hardware measurements.
5.1.1 A BRIEF SURVEY OF SIMULATION SOFTWARE
The evolution of simulation software can be traced to the waveform level simulation of 
circuits, control systems, and communication systems performed mainly with analogue 
computers during the 1950's [3]. The 1960's saw the emergence of block-oriented 
simulation languages emulating the behaviour of analogue computers. Advances in 
discrete-time systems and digital signal processing in the 1970's facilitated the use of 
digital computers for the simulation of systems. Software packages based on frequency 
domain techniques and time domain techniques emerged and signified the birth of 
modem simulation techniques for communication systems.
The early packages worked on mainframe computers or super-mini-computers, 
generally providing a limited interactive facilities with limited post-simulation data 
processing. Recent advances in both hardware and software technologies of computers 
has led to significant improvements in both computing power and user-friendly 
interfaces. Powerful work stations and personal computers are now readily available to 
the systems engineers enabling them to fully utilise simulation packages on stand-alone 
machines.
The current state-of-the-art is perhaps best exemplified by the Block Oriented 
Simulation Software (BOSS) package. BOSS assumes that modules, sub-systems and 
entire systems can be represented in a hierarchical block diagram form. This eliminates 
the necessity for an intermediate language for describing the topology of a system, with 
the user merely having to inter-connect the required blocks to represent the system to be 
simulated.
BOSS will automatically generate the Fortran code from the block diagram 
representation and the simulation only requires the specification of system parameters 
prior to execution. BOSS has extensive on-line help, error checking facilities, and
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excellent post-processing facilities. The user is encouraged to document blocks and 
systems as they are built which proves invaluable when a number of persons have 
common access to modules or systems created by other members of the group.
The use of a hierarchical approach allows primitive and low-level modules to be easily 
integrated into higher-level modules or systems. The use of multiple windows, pop-up 
menus and mouse pointing provides a user friendly environment.
Although simulation software has come of age and is increasingly accepted as an 
essential aspect of systems design, a great deal of effort is being directed towards 
increasing the efficiency of simulations and making systems more user-friendly. Areas 
attracting particular effort include the improvement of Monte Carlo simulations, the 
development of simulation-based optimisation techniques, and the use of expert 
systems to guide the analysis and design of complex communication systems.
Ultimately, the integration of simulation software with network and circuit simulations 
will allow a communication system to be simulated from the network-level, through the 
link-level and down to the circuit-level. The latter would typically result in the automatic 
generation of software for a target DSP-chip.
Table 5.1 shown some of the important communication link simulation packages that 
have been developed over the past three decades, together with some of their salient 
features [4].
TABLE 5.1
SIMULATION PACKAGES FOR DIGITAL COMMUNICATION LINKS
Package Computer Programming Library Graphics Flexibility
SYSTID Mainframe Moderate Good Good Good
TOPSIM m Mainframe Moderate Very Good Poor Good
CHAMP Mini/PC Moderate Good Good Good
ICS Mainframe/PC Minimal Very Good Good Poor
ICSSM Mainframe Moderate Very Good Moderate Good
BLOSIM Mainframe Extensive Poor Poor Good
MODEM PC Moderate Good Good Good
WCS PC Moderate Good Good Poor
BOSS Workstation None Good Very Good Excellent
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Abbreviations:
SYSTID: System Simulation in Time Domain
TOPSIM HI: TOrino Politecnico SIMulator 
CHAMP:
ICS: Interactive Communication System Simulation Model 
Interactive Communication System Simulation Model 
Block Simulator
ICSSM:
BLOSIM:
MODEM:
WCS: Workstation Communications Simulator 
Block Oriented Systems SimulatorBOSS:
5.1.2 THE SIMULATION PROCESS
Most communication systems can be defined by two layers; the network layer and the 
transmission layer. The former addresses system aspects such as message formats, 
multiplexing, concentration, protocols, routing, switching, flow control and other 
network control functions. The transmission layer is the one that we are concerned with 
in this chapter and it typically includes the effects of the transmission channel, 
modulators, demodulators, encoders, decoders, filters and amplifiers.
Simulation packages exist for network simulation, though these are generally not 
integrated with transmission layer simulators. Network simulators are usually "event- 
driven” whereas link simulators are "time-driven". Transmission layer simulation 
systems usually have a modular structure.
Let us consider a typical example of a communications link simulation package such as 
TOPSIM IE which has the following components;
Model Library
System Configurator 
Simulation Exercisor
Post-processor
The range and diversity of modules supported by the model library is a direct reflection 
of the usefulness of the software. Although the software cannot be expected to provide
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all possible combinations of modules that could arise in communications links, it should 
be possible to simulate typical links without recourse to detailed programming. The 
model library should however be able to interface with user-written code required for 
modules not in the library.
The system configurator is used to select a set of modules or functional blocks that are 
then linked together to represent the simulated link. The parameters of the various 
modules may be specified either when the system is configured or when the simulation 
is about to be executed. Some form of error and consistency checking may be provided 
by the system configurator, thus avoiding run-time errors.
The simulation exercisor supervises the simulation during run-time. The time histories 
of various modules at different points in the system are stored by the system exercisor 
for later analysis by the post-processor.
The post-processor is an important aspect of a simulation software user-friendliness. 
The ability of the user to interpret results quickly and accurately and draw direct cause- 
and-effect inferences about system performance, reduces the time required for 
optimisation exercises. Results presented in a suitable form can also be easily 
incorporated into reports etc. Useful post-processor routines typically include power 
meters, bit-error rate estimators, spectrum analysers, waveform analysers etc.
Finally, the quality and extent of both on-line and off-line documentation and help 
facilities, cannot be over-emphasised. Many a person has been totally put off simulation 
by non-existent or inadequate documentation.
5.1.3 TYPICAL LINK SIMULATION
A block diagram of a typical digital satellite transmission link is shown in figure 5.1. 
The transmission link represents the physical layer and will typically include 
modulators, demodulators, encoders, decoders, filters, amplifiers, noise sources, and 
receivers. Some form of determining system performance is also usually included, in 
this case a module which calculates error probability.
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FIGURE 5.1
TYPICAL TRANSMISSION LINK BLOCK DIAGRAM
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A closed-form analytical expression for error probability cannot be usually derived for 
this system, owing to the presence of nonlinear amplifiers and bandlimiting filters. Data 
samples are generated by the computer and are operated on by a set of routines that 
simulate the operation of system blocks such as modulators, filters, amplifiers, etc. The 
samples of the transmitted signals are finally compared to samples of the received signal 
in order to determine the degradation introduced into the system by the various 
elements.
5.1.4 NARROW-BAND SIGNAL REPRESENTATION
Simulation software requires the representation of signals in a suitable form. There are 
two main techniques employed; the frequency domain representation and the time 
domain representation. The frequency domain representation is convenient for linear 
functional blocks such as filters and frequency translation, but is at a disadvantage 
when dealing with nonlinear elements and feedback loops. The FFT technique used for 
the frequency domain approach processes long data strings that are inherently in conflict 
with the sample-by-sample approach required by feedback paths.
Nonlinear elements such as amplifiers are defined in the time domain would require 
shifts back and forth from the frequency to time domains. Most communications link
/
1 6 0
software utilises the time domain representation, though the software will usually allow 
both approaches.
Continuous time simulation requires strictly band-limited signals that are represented in 
either the frequency or the time domain. The simulated signal may be accurately 
represented by a sequence of samples taken at equally spaced sampling points in time, 
or a sequence of samples of the signal spectrum. Only strictly band-limited signals may 
be represented and it is therefore necessary for the user to define a working bandwidth 
for the simulation. Significant spectral components should not lie outside this 
bandwidth otherwise inaccurate results will be obtained.
Signals in communications links can usually be classified as being either baseband or 
passband. In either case, the signals may be represented using the complex envelope 
representation. This is a particularly useful result for communications systems, as there 
is usually a large order of magnitude difference between the baseband frequency 
occupancy of a signal and the information bearing carrier. The complex envelope 
representation permits a drastic reduction in the simulation bandwidth required, 
consequently reducing the sampling rate so that it is independent of carrier frequency.
The narrow-band representation of signals is based on the concept of the analytical 
signal. Given a real signal x(t) with spectrum X(co), the knowledge of X(co) for non­
negative values of CO is sufficient to deduce all the information on the signal x(t), 
because of the symmetries of the spectrum.
A narrow-band signal representation has a spectrum concentrated around an arbitrarily 
defined centre frequency f0 and may therefore be represented by the product of a 
baseband signal and a carrier signal cos(wGt). The analytic signal associated with this 
narrow-band signal may therefore be represented as
x(t) = x(t)ejw°t (5.1)
Where x(t) is the complex envelope representation of the signal x(t). It may be further 
shown that<equation 5.1 may be represented as
x(t) = (xp(t) +  jxq(t)) ejWot (5.2)
x(t) = Re(x(t)) = (xp(t) cos(w0t) - xq(t) cos(w0t)) (5.3)
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The real signals xp(t) and xq(t) form the complex envelope representation of the real 
signal x(t). Signals are typically represented by a three-component vector for each 
instant of sampling comprising samples of the values of xp(t), xq(t) and f0. The total 
number of samples taken during a simulation is a function of both the simulation 
bandwidth and the sampling rate.
5,1.5 PERFORMANCE EVALUATION
The evaluation of system performance is an essential feature of the simulation process. 
The standard yardstick for the performance of a digital communication link is the 
system error probability. This is generally performed by one of three methods [4];
• Counting of Error Events
• Semi-analytical computation
• Importance sampling techniques
The use of a particular method is governed by the specifics of the system under 
simulation. The error counting method is the most general and does not require an 
intimate knowledge of the system being simulated. The resultant error rate is evaluated 
by comparing the transmitted symbols and the detected symbols, and counting the 
occurrence of errors. If N bits are generated at a given value of Eb/N0, giving rise to e 
errors, the estimated error probability is e/N.
Error counting requires that at least a hundred, and preferably several hundred errors 
are counted in order to achieve a reasonable measure of confidence. Error counting is 
limited to the evaluation of error probabilities of the order of 10~2 , 10"3 and possibly 
10-4 in practice, due to the long time.
Error counting is necessary when dealing with demodulation and detection processes 
that are nonlinear, e.g. FM demodulation using a limiter/discriminator, and FSK 
demodulation with filters and envelope detectors. Satellite links are usually 
characterised by downlink noise limited operation, which is convenient, as it allows the 
simulation of the overall system noise at the receiver.
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In situations where uplink noise is significant, attention should be paid to the channel 
linearity between the point of entry of the noise and the receiver. If non-linearities do 
exist, it will be necessary to resort to error counting techniques as the noise at the output 
of the non-linearity is no longer Gaussian.
The second form of performance evaluation is perhaps the most commonly 
encountered. The important class of phase-shift-keyed signals has demodulation and 
detection processes that are approximately linear.This permits a hybrid simulation and 
analysis approach in performance evaluation. The simulation accounts for the effects of 
channel impairments and perturbations caused by sources other than thermal noise. 
Thermal noise is then handled analytically at the end of the simulation process. The 
average error probability P(e) is calculated as
i Ns
p(e) = t f X P(eKlYl) 5.4Nsl=l
Ns is the number of symbols in the simulation run and P(elXiYi) is the error 
probability given a particular value of the decision metric (XjYi) on the 1th symbol. In 
this approach, a single set of simulation data is used to evaluate the entire error 
probability curve of P(e) vs Eb/N0. It is however necessary for the simulated receiver to 
have a measure of timing, phase and optimum sampling point, in order to evaluate the 
decision metrics. This may be done automatically, as in BOSS or may require user 
intervention as in TOPSIM HI.
Importance sampling techniques are a halfway house between the universality of error 
counting and the constraints imposed on semi-analytical error estimation. A detailed 
knowledge of the system under simulation is however required, and in particular the 
user is required to estimate an upper bound on the number of random variables 
representing the disturbances and affecting the error probability of the system.
Disturbances are then generated at a higher level than is actually the case, resulting in 
the generation of greater numbers of errors than would actually be the case. The errors 
are then counted by comparing the transmitted and received data, and corrections made 
to the error probabilities thus derived, in order to account for the increase in the 
disturbance level. This technique results in a significant reduction in simulation time 
compared to the error counting technique.
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5,2 TOPSIM ITT SIMULATION SOFTWARE
TOPSIM is an acronym for TOrino Politecnico SIMulator [5] [6], The software was 
initially based on the IBM Continuous System Modelling Program (CSMP III). 
TOPSIM is a time domain software package for the simulation of communications 
systems using stand-alone Fortran. The system is suited to the simulation of digital and 
analogue communications systems and allows a mix of the two within a single system.
The software has a comprehensive assortment of over 100 subprogram libraries and 
performance evaluation routines that can be used to simulate various blocks commonly 
encountered in communications systems. The user is normally only required to write a 
limited sequence of simple statements that closely match a block diagram representation 
of the system under consideration. A TOPSIM IE program is made up of three sections: 
INITIAL, DYNAMIC and TERMINAL. The sections are ordered in the manner shown 
below.
INITIAL
(initial section)
DYNAMIC
(dynamic section)
TERMINAL
(terminal section, optional)
END
The INITIAL section is placed before the DYNAMIC section, at the beginning of the 
program. The user defines the simulation timing parameters DELT and FINTIM in this 
section, as well as the parameters of the various blocks used in the simulation. The 
INITIAL section is also used to initialise and dimension arrays by way of the TABLE
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statement, for example in the definition of travelling wave tube amplifier AM/AM and 
AM/PM measured characteristics.
The DYNAMIC section is the ’’heart" of the TOPSIM program and contains the 
description of the simulation model using a list of statements. Consider a satellite 
communications link such as shown in figure 5.2 and the equivalent TOPSIM III 
representation is depicted in figure 5.3. The data source is represented by the block 
PNSEQ which produces an output L4A consisting of pseudo-noise binary sequence of 
data generated by a linear feedback shift register. The user defines the degree of the 
generator polynominal, the index identifying the generator, the number of bits taken 
from the generator output (e.g. 1 for BPSK, 2 for QPSK), and the time step inside the 
symbol interval at which the output register is updated.
FIGURE 5.2
BLOCK DIAGRAM OF A TYPICAL SATELLITE LINK
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FIGURE 5.3 
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The data is used as the input to the block PSKMOD which represents the PSK 
modulator. The data from the register L4A is read into the modulator when the output 
register of PNSEQ is updated. The user specifies the number of phases for the 
modulation scheme (e.g. 2 for BPSK, 4 for QPSK), the carrier frequency, and 
amplitude scaling factor.
The post-modulation filter is represented by a Butterworth filter which the user selects 
as a low-pass, high-pass or band-pass filter. The user also defines the number of poles, 
filter centre frequency, filter 3 dB bandwidth, and an amplitude gain factor. The block 
BPSUM simulates a signal adder in which the input signal is added to a second signal 
and the resultant signal is translated to a user-specified frequency. The uplink narrow­
band white Gaussian noise is generated by the block NBWN. This block requires the 
user to specify the signal-to-noise ratio and narrow-band noise centre frequency. The 
block NBWN in conjunction with the block BPSUM allows Gaussian noise to be 
added to the filtered signal which is then translated to a suitable IF or RF.
The non-linearity represented by the travelling wave tube amplifier (TWTA) is 
simulated by the block BPNONL. This block simulates a memoryless non-linearity 
given measured data for the device. The user uses the TABLE option in the INITIAL 
section to define an array of data points of measured values of input signal power, 
output signal power, and corresponding phase shift. The operating point in terms of 
input backoff is also specified by the user.
The downlink Gaussian noise and receiver filter are similarly represented by the blocks 
BPSUM, NBWN, and FILBUT. The receiver is represented by the block PSKDEM 
which simulates an ideal PSK demodulator for coherent PSK signals. The demodulator 
requires the user to provide inputs for an externally generated reference and clock. The 
user is in addition required to specify the number of phases of the modulation scheme.
The demodulator generates the in-phase and quadrature components of the demodulated 
baseband signal in addition to an output register containing the detected bits. The 
detected bits may then be compared with the transmitted bits from the block PNSEQ 
and error counting techniques used to evaluate the system error probability.
The list of TOPSIM El statements the user would write for this simulation would be as 
follows
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L4A:=PNSEQ(...);
Xl:=PSKMOD(...,L4A,...);
X2:=FILBUT(...,X1);
Y1:=NBWN(...);
Y2:=BPSUM(X2, Yl,...);
Y3:=BPNONL(...,Y2);
Y4:=NBWN(...);
Y5:=BPSUM(Y3,Y4,...);
W1:=FILBUT(...,Y5);
Z1 ,Z2,L4B:=PSKDEM(...,W 1);
The symbols to the left of the equals sign represent the output generated by the 
particular block, with the elements to the right of the equals sign represent the block 
generating the output Thus, for example, XI is the signal output of the modulator 
PSKMOD whose input are the data bits from the register L4A derived from the PNSEQ 
generator. The dots within the brackets indicate user specified parameters pertaining to 
the particular block.
The choice of simulation baseband is an important aspect of TOPSIM in simulation. 
Sampling theory dictates that in order to accurately represent a signal, the sampling 
frequency should be at least twice as high as the maximum frequency component. If 
there are a number of signals with different frequencies in the system, then the signal 
with the highest frequency will be used to specify the simulation baseband. The 
TOPSIM m  criteria for sampling frequency is more stringent than that specified by 
sampling theory, and uses a factor of five rather than two. The baseband in TOPSIM 
simulations is given by
TOPSIM Baseband = '5 b e l t  (5.5)
where DELT corresponds to the time interval between adjacent simulation samples. 
Signals represented in TOPSIM III must be strictly bandlimited and may be either 
baseband signals or analytic signals.
Baseband signals are represented around zero frequency and are limited the bandwidth 
defined by equation 5.5. Analytic signals on the other hand must have a centre 
frequency defined so as to ensure that their energy lies outside the simulation baseband.
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The selection of the parameter DELT should therefore be made with care, bearing in 
mind the channel rate, bandwidths and centre frequencies of the various signals in the 
simulation. The value of DELT is related to the period of the signal with the highest 
frequency in the simulation, and the number of samples per symbol, so that
DELT= f f e = f e  (5-6)
where fs is the symbol frequency, Ts the symbol period and Ns the number of samples 
per symbol period. Thus, for example, in the simulation of the CODE inbound link, fs 
= 19200 symbols/second and Ns = 50, so that DELT = 1.0417 x 10"7 seconds and the 
simulation baseband = 192 kHz.
5.2.1 CODE LINK SIMULATION USING TOPSIM ITT
The TOPSIM III simulations for the CODE links were performed without channel 
coding. In order to make comparisons between the performance of the uncoded 
simulated link and the coded link, it is necessary to specify an equivalent operating 
point for the uncoded system at which system performance can be evaluated.
o
The nominal operating point for CODE is specified as a user bit error rate of 1 0 ,  
which corresponds to an uncoded theoretical value of E^/Nq of 12 dB for coherent 
BPSK and QPSK. The coding gain for soft decision Viterbi decoding with a constraint
o
length of 7 is approximately 5 dB at a bit error rate of 10 . The operating point of the 
uncoded system in terms of the channel symbol bit energy to noise density ratio is given 
by
N o  =  ( n q  " G c o d e  '  1 0  l o g l °  ^5 ‘7 ^
Where GC0(je is the coding gain, Rc is the channel symbol rate, is data rate and 
Ej/Nq is the system bit energy to noise density ratio for the specified user bit error rate. 
The channel rate is equal to the data rate for the coded outbound 2 Msymbol/s QPSK 
link, whereas the channel rate is twice the data rate for the coded 19.2 ksymbol/s BPSK 
inbound link.
Thus, the uncoded 19.2 ksymbol/s BPSK link and the uncoded 2 Msymbol/s QPSK 
links have channel operating points of channel Es/N0 equal to 4 dB and 7 dB
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respectively. All further references to performance degradation relative to ideal 
performance will be made at these respective values of Es/N0. The block diagram for 
the CODE inbound link is shown in figure 5.4.
FIGURE 5.4
BLOCK DIAGRAM REPRESENTATION OF CODE INBOUND LINK
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Three identical VS AT transmitters are simulated, representing a central carrier and two 
adjacent, equally spaced carriers. Each VSAT transmitter consists of a data source, a 
BPSK modulator, phase noise source, root cosine filter and an SSPA. The uncoded 
BPSK signal is filtered by a root cosine filter which includes x/sinx compensation. The 
signal is then passed through an SSPA, summed with the other carriers and the 
collective signals amplified by the satellite TWTA.
Phase noise is added to the link at the transmitter, after the generation of the BPSK 
signal and Gaussian noise is handled analytically at the receiver using semi-analytical 
techniques. In the case of the outbound hub to VSAT link, the VSAT SSPA is replaced 
by the TDS-6  HPA and the modulation format is QPSK and only one carrier is
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simulated. The AM/AM and AM/PM characteristics of the VSAT SSPA and the TWTA 
are the actual measured CODE terminal and Olympus characteristics.
5.2.1.1 PHASE NOISE
The possibility of significant degradations arising from the effects of phase noise was 
oudined in Chapter 4. One of the main objectives of the simulation exercise was to 
ascertain the effect of the CODE phase noise mask on system performance, as well as to 
determine the sensitivity of the system to variations in phase noise level.
An initial set of simulation runs was performed in order to ascertain the degradation 
that would result from various degrees of recovered carrier jitter. The TOPSIM III 
phase noise characteristic mask was varied in order to give different values of recovered 
reference carrier phase jitter and the resultant error probability recorded. The 
simulations were performed for 19.2 ksymbol/s BPSK for values of recovered carrier 
jitters of between 4° and 18° and for 2 Msymbol/s QPSK for values of recovered 
carrier jitter of between 2° and 10°. The error probability plots are shown in figures
5.5 and 5.6. The results are summarised in table 5.2.
The effect of phase jitter on the recovered carrier is clearly more severe in the case of the 
2 Msymbol/s QPSK carrier which experiences appreciable degradation for values of 
jitter in excess of 2°. BPSK on the other hand is relatively robust and only starts to 
suffer from jitter above 6°. These results may be compared with the analytical results 
obtained in Chapter 4. The analytical results are reproduced and compared with the 
simulated results in table 5.3.
The analytically derived degradation for the 19.2 ksymbols/second BPSK is in close 
agreement with the simulated results for value of recovered carrier jitter of up to 10.0°. 
If, for example, it is assumed that a degradation of 0.5 dB may be attributed to phase 
noise, then both simulation and analysis indicate that up to 12.0° of recovered carrier 
jitter can be tolerated on the inbound link.
The simulation and analysis results for the 2 Msymbols/second QPSK show close 
agreement for values of recovered carrier jitter of up to 6.0°. For values of recovered 
carrier jitter in excess of 6.0° the simulation exhibits greater degradation. Both analysis
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and simulation however indicate the sensitivity of the 2 Msymbols/second QPSK link to 
values of recovered carrier phase jitter in excess of a few degrees.
The error probability performance of the inbound and outbound links with and without 
the addition of phase noise is shown in figures 5.7 and 5.8. The value of recovered 
carrier phase jitter for these simulations is the for the optimum PLL bandwidths, as 
calculated in Chapter 4, i.e. 4.1° for the inbound 19.2 ksymbols/second BPSK and 
3.0° for the outbound 2 Msymbols/second QPSK link.
TABLE 5.2
DEGRADATION DUE TO RECOVERED CARRIER .TITTER
Carrier Jitter 19.2 ksymbols/second BPSK 2 Msymbols/second QPSK
rms Total Degrd. PN Degrd. Total Degrd. PN Degrd.
18.0° 2.61 dB 2.24 dB - -
16.0° 1.87 dB 1.50 dB - -
14.0° 1.33 dB 0.96 dB - -
12.0° 0.91 dB 0.54 dB - -
oOor*H 0.64 dB 0.27 dB >10.0 dB >10.0 dB
oo00 0.43 dB 0.06 dB 5.87 dB 4.91 dB
oovd 0.37 dB 0.00 dB 2.56 dB 1.60 dB
oo
0.37 dB 0.00 dB 1.33 dB 0.37 dB
2 .0° - - 0.96 dB 0.00 dB
TABLE 5.3
COMPARISON OF ANALYTIC AT, AND SIMULATED RESULTS
Carrier
Jitter
19.2 ksymbols/second BPSK 2 Msymbols/second QPSK
rms Analysis Simulated Error Analysis Simulated Error
2 .0° 0.01 dB 0.00 dB - 0.01 0.10 dB 0.00 dB - 0.10
oq
0.02 dB 0.00 dB - 0.02 0.46 dB 0.37 dB -0.09
6 .0° 0.05 dB 0.00 dB -0.05 1.20 dB 1.60 dB + 0.40
Oq
 
oo 0.10 dB 0.06 dB -0.04 2.57 dB 4.91 dB + 2.34
10.0° 0.17 dB 0.27 dB + 0.10 5.01 dB > 10.0 dB >5.0
oqy—
4 0.27 dB 0.54 dB + 0.27 9.33 dB - -
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5.2.1.2 CHANNEL SPACING
The CODE inbound link will operate using a form of frequency division multiple access 
(FDMA), similar to Single-Channel-Per-Carrier (SCPC). The use of multiple carriers in 
a satellite TWTA usually requires some amount of input backoff to mitigate the effects 
of intermodulation. In the case of CODE, the link budgets presented in Chapter 3 
indicate that with typical numbers of carriers (twenty) and carrier powers envisaged for 
the experiment, the TWTA will be operated well in its linear region, which should result 
in negligible intermodulation noise.
The use of SCPC techniques requires a selection of a suitable value of minimum 
channel spacing. SCPC systems typically use values of 22.5 kHz and 45 kHz as 
minimum spacings. Channel spacing is dependent on, amongst other factors the 
modulation scheme implemented, channel data rate, filtering and earth station operating 
point.
A series of simulation runs was performed with three equally spaced carriers and the 
satellite TWTA operated in the linear region (input backoff 16 dB). Simulations were 
carried out on the inbound link for channel spacings of 20, 25, 30, 35,40, and 90 kHz. 
The resulting error probability curves are shown in figure 5.9. A summary of the 
results is shown in table 5.4.
The degradation due to channel spacing is appreciable with a 20 kHz spacing and 
reduces markedly when the spacing is reduced to 25 kHz. A spacing of 25 kHz results 
in a degradation of less than 1 dB, so that operation within the CODE 3 dB 
implementation margin would be possible. Increasing the channel spacing to greater 
than 40 kHz results in negligible degradation due to adjacent channel interference.
5.2.1.3 CHANNEL FILTERING
The simulations thus far have assumed the use of 40% root cosine filters. Values of 
40% - 60% are typical in satellite communication links and the use of corresponding 
filters at the receiver results in an optimum channel from the IS I point of view. Filters 
of 40%, 60%, 80% and 100% were simulated for three equally spaced carriers with the 
TWTA operated in the linear region and channel spacings of 45 kHz and 90 kHz. The 
resulting error probability curves are shown in figures 5.10 and 5.11. The performance 
of the filters in order of merit is 60%, 40%, 80% and 100% for a channel spacing of 45
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TABLE 5.4
DEGRADATION DUE TO CHANNEL SPACING
Channel spacing Total degradation ACI degradation
20 kHz 1.04 Hz/Baud 2.51 dB 2.14 dB
25 kHz 1.30 Hz/Baud 1.10 dB 0.73 dB
30 kHz 1.56 Hz/Baud 0.69 dB 0.32 dB
35 kHz 1.82 Hz/Baud 0.59 dB 0.22 dB
40 kHz 2.08 Hz/Baud 0.40 dB 0.03 dB
90 kHz 4.69 Hz/Baud 0.37 dB 0.00 dB
kHz. The results for the 90 kHz spacing show a similar performance for the 40% and 
60% filters, followed by the 80% and 100% filters. The difference in performance with 
the various filters is very marginal and there would appear to be an opportunity for 
flexibility in the specification of the required filtering.
Lower values of filter roll-off have sharper cut-off characteristics, so that ACI is 
reduced and the channels may be "packed" closer together. The impulse response of 
filters with low values of roll-off exhibits less damping of the oscillatory "impulse 
response tails", making the receiver more susceptible to ISI interference in the presence 
of timing errors.
The reverse is true for filters with high value of roll-off. As the value of filter roll-off 
does not appear to be critical with the linear TWTA, it may therefore be attractive to 
specify a high roll-off of 80% to 100% if the particular demodulator will perform better 
with such filters, for example, in terms of acquisition time.
5.2.1.4 CHANNEL FADING
Channel fading can be quite severe at Ka-band e.g., the inbound link budget requires a 
fade margin of 7 dB for an annual availability of 99% for the worst case European 
location. Situations may therefore arise in which the centre carrier may be faded by as 
much as 7 dB, whilst the other carriers are at their nominal level. Simulations were 
carried out in order to ascertain the degree of degradation that would result from the 
occurrence of fading.
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The centre carrier was faded by 7 dB with the TWTA operated in the linear region. 
Values of channel spacing of 45 kHz and 90 kHz were simulated using 40% and 100% 
filters. The resulting error probability curves are shown in figures 5.12 - 5.15 and 
summarised in table 5.5.
IABLE-i.5
19.2 ksvmbols/second BPSK INBOUND FADED LINK SIMULATION
No. of carriers Spacing Filtering SSPAIBO TWTAIBO Total degradation
3 45 kHz 40% 1 dB comp. 16 dB 0.43 dB
3 45 kHz 100% 1 dB comp. 16 dB 0.48 dB
3 90 kHz 40% 1 dB comp. 16 dB 0.37 dB
3 90 kHz 100% ldB comp. 16 dB 0.43 dB
The effect of a 7 dB fade on the centre carrier with 40% and 100% filters at channel 
spacings of both 45 kHz and 90 kHz results in degradations well below 1 dB, so that 
operation within the 3 dB implementation margin is possible.
5.2.1.5 ADDITIONAL CARRIERS
The simulations have so far considered a total of three carriers, with a centre carrier and 
two equally spaced carriers. The actual operational CODE scenario is likely to have at 
least a dozen or so VSATs accessing the satellite at peak periods. A simulation was 
performed with an a total of nine carriers comprising of a centre carrier and four equally 
spaced carriers on either side of the centre carrier.
The carriers were spaced at intervals of 45 kHz, the TWTA was operated in the linear 
region, and the filters were 40%. Figure 5.16 shows the resulting error probability 
curves for three carriers and nine carriers. The additional degradation with nine carriers 
is negligible, as would be expected since the TWTA is operated in the linear region so 
the intermodulation noise is negligible. The main results of the inbound link simulation 
are summarised in table 5.6.
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TABLE 5.6
SUMMARY OF 19.2 ksymbols/second BPSK INBOUND LINK
SIMULATION
No. of carriers Spacing Filtering SSPAIBO TWTAIBO Total degradation
1 - 40% 1 dB comp. 16 dB 0.37 dB
3 45 kHz 100% 1 dB comp. 16 dB 0.37 dB
9 45 kHz 40% 1 dB comp. 16 dB 0.37 dB
3 45 kHz 40% 1 dB comp. 16 dB 0.37 dB
3 45 kHz 100% 1 dB comp. 16 dB 0.53 dB
3 90 kHz 40% 1 dB comp. 16 dB 0.32 dB
3 90 kHz 100% ldB comp. 16 dB 0.48 dB
5.2.2 OUTBOUND LINK SIMULATION
The outbound 2 Msymbols/second QPSK link was simulated for various values of 
satellite TWTA input backoff. The simulation assumed the use of 40% root cosine 
filters and the operation of the earth station HPA at an input backoff of 5.6 dB. The 
resulting error probability curves are shown in figure 5.17. The total degradation is 
summarised in table 5.7. The total degradation is under a dB for values of input backoff 
greater than 8 dB which approximately corresponds to the linear region of the satellite 
TWTA. The increased degradation due to nonlinear region operation is of the order of 
0.6 dB and is a consequence of increased ISI.
TABLE 5.7
2 MS/s QPSK OUTBOUND LINK SIMULATION
No. of carriers Spacing Filtering SSPA OBO TWTAIBO Total degradation
1 - 40% 5.6 dB 2 dB 1.28 dB
1 - 40% 5.6 dB 3 dB 1.12 dB
1 - 40% 5.6 dB 4 dB 1.12 dB
- 40% 5.6 dB 6 dB 1.07 dB
1 - 40% 5.6 dB 8 dB 0.91 dB
1 - 40% 5.6 dB 10 dB 0.75 dB
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5.3 PROTOTYPE DIGITAL MODEM TESTING
The UK company Telemetrix Research Limited (TRL) were awarded a contract by the 
/ European Space Agency (ESA) to design and construct the bank of digital modems that
will be located at the TDS-6  central hub station. As part of the CODE activities, TRL 
produced a prototype digital modem suitable for use at the remote VSAT terminal.
Both the CODE design group and TRL were interested in measuring the prototype 
modem performance, particularly in the presence of the system phase noise. 
Arrangements were made with British Telecom International (BTI) for a series of tests 
to be carried out using their hardware satellite simulator and phase noise generation 
equipment at the BTI Goonhilly facility. The University of Surrey was invited to take 
part in the experiments.
The basic test configuration consisted of the digital modem, a hardware satellite 
simulator, additive phase noise, additive Gaussian noise and BER measurement 
equipment. The additive phase noise was "shaped" to give a profile similar to that of the 
combined VSAT/Olympus/TDS-6 phase noise, so that the effect of phase noise could 
be closely modelled. A detailed account of the Goonhilly test set-up is given in Chapter 
7. Measurements were carried out for both the inbound and outbound links, for both 
coded and uncoded operation. The modem was provided with the standard 50% root 
cosine filters.
5.3.1 MODEM TEST RESULTS
The initial set of tests was carried out for the uncoded 19.2 ksymbol/s BPSK inbound 
link, linear TWTA (10 dB input backoff) with the CODE phase noise mask. The result 
is shown in figure 5.18. Link operation is 1 dB away from theory at E s / N 0  = 4 dB. 
TRL specify a back-to-back modem performance of < 0.5 dB at Eb/N0 = 4 dB. The 
corresponding TOPSIM HI simulation indicates a degradation of the order of 0.4 dB at 
Eb/N0 = 4 dB.
A second set of tests was carried out for the inbound link coded using a half rate 
convolutional code, both with the CODE phase noise mask and without additive phase 
noise. The TWTA was again operated in the linear region (input backoff 10 dB).
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Decoding was implemented with the Viterbi algorithm and soft decisions with constraint 
length = 7. The results are shown in figure 5.19.
The coded link without additive phase noise performs with a degradation of 1 dB at the
o
CODE threshold error rate of 10 (E^/Nq = 6.3 dB). The performance degradation is
o
increased by an additional 1.3 dB, to 2.3 dB at an error rate of 10 when the CODE 
phase noise mask is added. The CODE link budget threshold value of Es/N0 is 9.3 dB, 
so that operation is within the 3 dB implementation margin.
The outbound link measurements were performed for the uncoded and coded links with 
the CODE phase noise mask. The results are shown in figures 5.20 and 5.21 
respectively. The measurements were made with a linear TWTA, corresponding to an 
input backoff of 10 dB and a nonlinear TWTA corresponding to an input backoff of 0.5 
dB.
The results for the uncoded case indicate degradations of 0.5 dB and 1.0 dB for linear 
and nonlinear operation respectively, at Es/N0 = 7 dB. This compares with degradations 
of 0.75 dB and 1.3 dB for the TOPSIM III simulations. The coded link results indicate
o
degradations of 1 dB at an error rate of 10 for both linear and non-linear operation.
5.4 CONCLUSIONS
This chapter has served as an introduction to link simulation software for satellite links. 
TOPSIM HI, a communications link simulation software has been used to simulate the 
inbound and outbound CODE links. The simulations have been supplemented by actual 
hardware tests using a prototype TRL digital modem with a hardware satellite 
simulator.
The TOPSIM III simulations investigated the effects of a number of system parameters 
and the key results of the TOPSIM III simulations for the inbound and outbound links 
are summarised in tables 5.8 and 5.9. The maximum recovered carrier jitter for 
negligible degradation for the 19.2 ksymbols/second BPSK and 2 Msymbols/second 
QPSK are 8.0° and 2.0° respectively.
The amount of phase jitter that results in an irreducible degradation is 18.0° and 10.0° 
respectively for the 19.2 ksymbols/second BPSK and the 2 Msymbols/second QPSK.
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The degradation due to carrier jitter of 4.1° and 3.0° corresponding to the optimum PLL 
bandwidths is 0 dB for the 19.2 ksymbols/second BPSK and 0.2 dB for the 2 
Msymbols/second QPSK.
TABLE 5.8 
TOPSIM III SIMULATION RESULTS 
19.2 ksvmbols/second BPSK
KEY VSAT TO HUB LINK SIMULATION RESULTS
Maximum Jitter (for negligible degradation) 00 © o
Threshold Jitter (irreducible error) ►—I oo o o
Degradation for Jitter = 4.1° 0 dB
Minimum Channel Spacing 40 kHz
Filter Performance 40% -100% Similar
Optimum Channel Filter (Linear TWTA) 60%
Performance Degradation * 0.4 dB
System Performance Degradation t 0.9 dB
*Eb/N0 = 4dB
t  Includes 0.5 modem implementation margin.
TABLE 5.9 
TOPSIM III SIMULATION RESULTS 
2 Msvmbols/second QPSK
KEY HUB TO VSAT LINK SIMULATION RESULTS
Maximum Jitter (for negligible degradation) 2 .0°
Threshold Jitter (irreducible error) 10.0°
Degradation for Jitter = 3.0° 0.2 dB
Degradation with Linear TWTA * 0.8 dB
Degradation with Non-Linear TWTA * 1.2 dB
System Performance Degradation t 1.3 - 1.7 dB
* Eb/N0 = 7 dB
f  Includes 0.5 modem implementation margin.
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The channel spacing simulation indicated that a spacing of at least 40 kHz should be 
used if the degradation due to ACI is to be negligible. The channel filter simulations 
showed very similar performance for root cosine filters of between 40% and 100%, 
with 60% filters having the slightly better performance. The overall link simulation has 
a degradation of 0.4 dB at Eb/N0 = 4 dB which increases to 0.9 dB if a 0.5 modem 
implementation is included. The link performs within the 3 dB system implementation 
margin.
The hub to VSAT link simulation has a degradation of 0.8 dB and 1.2 dB at Eb/N0 = 7 
dB for linear TWTA operation and non-linear TWTA operation respectively. The 
degradation increases to 1.3 dB and 1.7 dB respectively if a 0.5 dB modem 
implementation margin is included; these results are again within the 3 dB system 
implementation margin.
A number of hardware measurements were performed using a prototype digital modem 
and a hardware satellite simulator. The uncoded 19.2 ksymbol/s BPSK link operated 
with a degradation of 1 dB at a value of Es/N0 of 4 dB. The coded 19.2 ksymbol/s
o
BPSK link operated with a degradation of 2.3 dB at an error rate of 10“ . The 
degradation of the outbound link 2 Msymbol/s QPSK was less than 1 dB at a value of 
Eb/N0 of 7 dB for both linear and nonlinear operation of the TWTA. The 
corresponding degradation for the coded link at an error rate of 10' 8 is about 1 dB for 
both linear and nonlinear operation.
The simulated and measured results for the uncoded 19.2 ksymbols/second link indicate 
a performance difference of about 0.6 dB, with the simulation performing better than 
the measurement This is probably due to the effect of the phase noise which results in 
an additional degradation in the measurement and does not result in significant 
degradation in the simulation. This may indicate that the phase noise model for the 19.2 
ksymbol/second BPSK is not accurate.
This result will be reviewed in the light of BOSS simulation results and additional 
measurements on the Olympus satellite, in Chapter 6 . It should also be noted that the 
measurements did not include the effect of the SSPA and the AM/AM and AM/PM 
characteristics of the Goonhilly TWTA are likely to be different from those of the 
Olympus satellite. These factors should not however result in significant differences in 
the results since there is only one carrier present and the TWTA is operated in the linear 
region.
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FIGURE 5.5
SSPA input backoff: ldB comp. TWTA input backoff: 16dB TX filter: 40% RCS
Modulation: BPSK Channel rate: 19.2 kS/s RX filter: 40% RCS
Phase Jitter: Variable No. of carriers: 1 Carrier spacing: -
KEY: Reference carrier rms jitter: Theory, 4°, 6°, 8°, 10°, 12°, 14°, 16°, 18°
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FIGURE 5.6
HP A input backoff: 5.6dB TWTA input backoff: 3dB TX filter: 40% RCS
Modulation: QPSK Channel rate: 2 MS/s RX filter: 40% RCS
Phase Jitter: Variable No. of carriers: 1 Carrier spacing: -
KEY: Reference carrier rms jitter: Theory, 2°, 4°, 6°, 8°, i0°
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FIGURE 5.2
SSPA input backoff: ldB comp. TWTA input backoff: 16dB TX filter: 40% RCS
Modulation: BPSK Channel rate: 19.2 kS/s RX filter 40% RCS
Phase Jitter: 0°, 4.1° No. of carriers: 1 Carrier spacing: -
KEY: Reference carrier rms jitter: Theory, Without Phase Noise, With Phase Noise
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FIGURE 5.8
HPA input backoff: 5.6dB TWTA input backoff: 3dB TX filter: 40% RCS
Modulation: QPSK Channel rate: 2 MS/s RX filter: 40% RCS
Phase Jitter: 0°, 3.0° No. of carriers: 1 Carrier spacing: -
KEY: Reference carrier rms jitter: Theoiy, Without Phase Noise, With Phase Noise
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FIGURE 5.9
SSPA input backoff: ldB comp. TWTA input backoff: 16dB TX filter: 40% RCS
Modulation: BPSK Channel rate: 19.2 kS/s RX filter: 40% RCS
Phase Jitter: 4.1° No. of carriers: 1 Carrier spacing: -
KEY: Reference carrier rms jitter: Theory, 90,40,35,30,25,20 kHz
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FIGURE 5.10
SSPA input backoff: ldB comp. TWTA input backoff: 16dB TX filter: Various
Modulation: BPSK Channel rate: 19.2 kS/s RX filter: Various
Phase Jitter: 4.1° No. of carriers: 3 Carrier spacing: 45 kHz
KEY: Reference carrier rms jitter: Theory, 60%, 40%, 80%, 100%
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FIGURE 5.1 T
SSPA input backoff: ldB comp. TWTA input backoff: 16dB TX filter: Various
Modulation: BPSK Channel rate: 19.2 kS/s RX filter: Various
Phase Jitter: 4.1° No. of carriers: 3 Carrier spacing: 90 kHz
KEY: Reference carrier rms jitter: Theory, 60%, 40%, 80%, 100%
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FIGURE 5.12
SSPA input backoff: ldB comp. TWTA input backoff: 16dB TX filter: 40% RCS
Modulation: BPSK Channel rate: 19.2 kS/s RX filter: 40% RCS
Phase Jitter: 4.1° No. of carriers: 3 Carrier spacing: 45 kHz
KEY: Reference carrier rms jitter: Theory, 7dB fade on centre carrier
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FIGURE 5.13
SSPA input backoff: ldB comp. TWTA input backoff: 16dB TX filter: 100% RCS
Modulation: BPSK Channel rate: 19.2 kS/s RX filter: 100% RCS
Phase Jitter: 4.1° No. of carriers: 3 Carrier spacing: 45 kHz
KEY: Reference carrier rms jitter: Theory, 7dB fade on centre carrier
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FIGURE 5.14
SSPA input backoff: ldB comp. TWTA input backoff: 16dB TX filter: 40% RCS
Modulation: BPSK Channel rate: 19.2 kS/s RX filter: 40% RCS
Phase Jitter: 4.1° No. of carriers: 3 Carrier spacing: 90 kHz
KEY: Reference carrier rms jitter: Theory, 7dB fade on centre carrier
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FIGURE 5.15
SSPA input backoff: ldB comp. TWTA input backoff: 16dB TX filter: 100% RCS
Modulation: BPSK Channel rate: 19.2 kS/s RX filter: 100% RCS
Phase Jitter: 4.1° No. of carriers: 3 Carrier spacing: 90 kHz
KEY: Reference carrier rms jitter: Theory, 7dB fade on centre carrier
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FIGURE 5.16
SSPA input backoff: ldB comp. TWTA input backoff: 16dB TX filter: 40% RCS
Modulation: BPSK Channel rate: 19.2 kS/s RX filter: 40% RCS
Phase Jitter: 4.1° No. of carriers: Various Carrier spacing: 45 kHz
KEY: Reference carrier rms jitter: Theory, 3 carriers, 9 carriers
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FIGURE 5.17
HPA input backoff: 5.6 dB TWTA input backoff: Various TX filter: 40% RCS
Modulation: QPSK Channel rate: 2 MS/s RX filter: 40% RCS
Phase Jitter: 3.0° No. of carriers: 1 Carrier spacing: -
KEY: TWTA input backoff: 2 dB, 4 dB, 6 dB, 8 dB, 10 dB
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FIGURE 5.18
Error Probability vs Eb/No: 19.2 kS/s Uncoded Modem
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FIGURE 5.19
Error Probability vs Eb/No: 19.2 kS/s Coded Modem
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FIGURE 5.20
Error Probability vs Eb/No: 2 MS/s Uncoded Modem
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FIGURE 5.21
Error Probability vs Eb/No: 2 MS/s Coded Modem
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Chapter 6 
CODE Link Simulation using BOSS
6.1 INTRODUCTION
Chapter 5 served as a general introduction to the development and underlying 
philosophy of communication link simulation software. TOPSIM III, a typical first 
generation communications link simulation software, was used for the simulation of 
both the inbound and outbound CODE links.
In this chapter, the Block Oriented System Simulator (BOSS) is introduced and is 
applied to the simulation of the CODE inbound and outbound links. BOSS represents 
what may be considered as a second generation simulation software package. The user 
is generally not required to write low level software code. BOSS modules and blocks 
are linked together to form a close representation of the system to be simulated with the
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user merely required to specify the parameters of the various modules prior to the 
execution of the simulation.
The objective of the chapter is to describe a more thorough simulation of the CODE 
links, using BOSS, and to compare these results with the TOPSIM HI simulations. The 
results of BER measurements for the inbound link over the Olympus satellite using a 
prototype CODE terminal are also presented. These results are compared with the 
BOSS simulation for the inbound link.
6.1.1 INTRODUCTION TO BOSS
The first generation of communications link simulation software required the users to 
write and develop low level code for the representation of the system to be simulated. 
Although in most cases the amount and complexity of code required was much less than 
for a "stand-alone" dedicated implementation, the user was nevertheless required to 
perform a certain amount of coding, debugging, etc.
First generation simulation software was typically executed on a mainframe computer in 
batch mode, and post-simulation data processing facilities were generally poor, 
consisting of numbers and tables which required further processing for graphical 
representation. The programs were often written for specific applications and very little 
attention was paid to the design of reusable software and modularity.
Second generation simulation software such as BOSS [1] [2], represents a significant 
departure from the philosophy of first generation software. The current generation of 
simulation software uses a hierarchical block diagram representation to model the 
system to be simulated. This approach removes the necessity of the user to write any 
code at all, as they are merely required to interconnect modules and blocks, provided in 
a library, to represent the required system as closely as possible.
Extensive data base management, on-line and off-line help and error checking provide a 
user-friendly environment that has reduced learning time and increased efficiency.
BOSS uses a waveform level representation of voltages and currents flowing through a 
system as the basic tool of analysis. This allows complex systems to be analysed at any
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desired level of detail and provides a very flexible approach. BOSS simulations can be 
broken down into four basic steps:
1) The representation of the system to be simulated by a signal flow block 
diagram.
2) The generation of representative samples of all signals.
3) The performance of discrete-time signal processing operations according 
to the functional model of each block.
4) The storage of simulated waveforms for later analysis in order to extract 
performance measures.
The major components of BOSS are written in LISP and run under the VMS operating 
system on the DEC VAXstations or under the UNIX operating system on a Sun 
Workstation. The bock diagram representation of the simulated system is translated by 
BOSS into FORTRAN code.
LISP provides the flexibility of object-oriented programming for user interaction whilst 
FORTRAN provides an efficient medium for scientific computations. High 
performance CPUs, high resolution screens and mouse-driven user interface allow 
simulations to be undertaken relatively quickly, in a user-friendly environment
BOSS assumes that a system can be reduced to a simple functional block diagram 
representation. The principle is based on a hierarchical representation of systems using 
a bottom-up approach. Most modules in a communications link may be modelled using 
the high-level blocks provided within BOSS (e.g. modulators, nonlinear devices, 
filters, etc.). Alternatively, user-specific blocks may be created using BOSS library 
basic building blocks (e.g. logic functions, timing, memory, arithmetic, etc.).
Specialised blocks that cannot be created using the BOSS library basic building blocks 
may be written in FORTRAN, and can then be integrated into higher-level modules. 
The functional structure of BOSS is shown in figure 6.1.
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FIGURE 6.1
FUNCTIONAL DIAGRAM OF BOSS SOFTWARE PACKAGE
SIMULATED
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When the block diagram representation of the simulated system is complete, 
information about the interconnected modules is saved in a database. A consistency
t
checker checks the compatibility of all signal types prior to this. Users are also 
encouraged to document the blocks, modules and systems created. A BOSS simulation 
requires the following actions
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1) Initialisation of the simulation and system parameters.
2) Specification of the signals to be saved during the execution of the
simulation.
3) Execution of the initialised system.
System parameters for the various blocks and modules may be specified at the block 
level or at the simulation-level. In the latter case, the parameters are specified at the 
simulation run-time. Thus, for example, the parameter TWTA operating point could be 
set to a constant -10.0 dB within the block TWTA, or exported to the simulation level 
and varied as an iteration parameter.
The simulation parameters DT and STOP TIME are the time interval between successive 
samples and the duration of the simulation run respectively. These two parameters can 
only be specified at run-time and are defined as follows
where fs is the frequency of the simulated signal, Ts is its period, Ns is the number of 
samples per symbol, and Total Samples is the total number of samples for the duration 
of the simulation. The value of DT should be small enough to avoid undue aliasing of 
the sampled signals.
Sampling theory requires that the inverse of DT, i.e. the sampling frequency, should be 
at least two times the highest frequency present in the signals being sampled. In practice 
most signals have infinite bandwidths (i.e an ideal bit stream) so DT is made small 
enough to ensure that the aliased power falling into the simulation bandwidth is small 
compared to the noise power in the same bandwidth. A typical value of Ns in equation
6.2 is 8 or 16, rather than 2.
(6.1)
STOP TIME = Total Samples . DT (6.2)
Given a DT, the duration of the simulation run determines the total number of samples. 
The total number of samples should be selected so as to ensure a good estimate of the 
quantity under consideration. A few hundred symbols may be adequate for the
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measurement of power spectra, whereas a Monte-Carlo error estimation requires a 
count of at least a hundred errors requiring tens of thousands of symbols.
Probes may be attached at any input or output of a block within the simulated systems. 
A history of all such probes is available at the end of the simulation run. Alternatively, 
results may be stored in tabular form for later analysis. Simulation results are analysed 
using the post-processor facility which allows simulation data to be processed and 
displayed in a number of ways. Examples of post-processor outputs are plots of error 
probability, power spectra, and correlation of waveforms, etc.
6.1.2 COPE LINK SIMULATION WITH BOSS
Chapter 5 dealt in part with the simulation of the CODE inbound and outbound links 
using the TOPSIM III package. The BOSS package was acquired by the Satellite 
Research Group in early 1989 and has been subsequently extensively used to simulate 
the CODE links. This has been done both to check on the earlier TOPSIM III results 
and to examine certain aspects of link optimisation that were not covered by the 
TOPSIM III simulations.
In order to check the accuracy of the BOSS simulations, measurements have been 
performed using a prototype CODE terminal and the Olympus satellite as well as using 
Ku-Band VS AT equipment in conjunction with the BTI Goonhilly satellite simulator. 
The Olympus tests are presented in this chapter, and the latter test results are presented 
in Chapter 7.
6 .1.2.1 ROOT COSINE FILTERS
The BOSS library does not contain root cosine filters. It is however possible to simulate 
root cosine filters using the Frequency Domain Filter module as this module can be 
used to implement an arbitrary frequency domain filter transfer function H(f) in a 
computationally efficient manner. Applications must however not be delay sensitive and 
if this is the case, the less computationally efficient Time Domain Filter module must be 
used.
The Frequency Domain Filter module transfer function Hn(f) is specified by placing 
sampled points of the desired H(f) to a standard BOSS tabular data file. Each sample
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consists of the data triplet of the frequency in Hertz, Magnitude Squared of H(f) in dB, 
and Phase of H(f) in degrees. The samples should span the entire simulation bandwidth 
which extends from -0.5IDT to 0.5/DT.
The transfer function of an amplitude equalised root cosine filter (i.e. incorporating 
x/sin(x) compensation) may be described by the following equations [3] [4]
for 0 < f < f N ( l - a )  (6.3)
sin(7tf/2fN)
7tf/2fN 
 7----------7  COS
sin(jcf/2fN)
(n  f f
4a (IT ( 1'a))l for fN(!-«) %(!+«) (6-4)
0 for f>  fN(l+a) (6.5)
where fN is the Nyquist frequency and a  is the filter roll-off. The term given in equation
6.3 represents the x/sin(x) compensation factor and the second term in equation 6.4 
represents the magnitude response of the root-cosine filter.
A C-language program has been written that generates normalised functions of H(f) for 
both the root cosine filter with x/sinx compensation and the the root cosine filter. The 
program requires the specification of simulation bandwidth, total number of samples, 
and the channel data rate. The output is in the standard BOSS tabular data file format, 
so that it can be directly read by the BOSS module Frequency Domain Filter.
Filter responses for values of 10% to 100% were generated for both the 19.2 
ksymbols/second and 2 Msymbols/second channel rates. Figure 6.2 shows plots of 
representative root cosine filters with x/sin(x) compensation for the 19.2 
ksymbols/second channel rate.
6.1.2.2 NONLINEAR DEVICES
The nonlinear devices modelled in the CODE links are the SSPA at the VS AT 
transmitter, the HPA at the hub transmitter and the TWTA of the Olympus satellite. 
Nonlinear devices are characterised by measured values of AM/AM and AM/PM for 
various values of input backoff. The measured characteristics are represented in BOSS
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simulations by data triplets comprising input power, output power and relative phase 
shift. The power levels are relative to the power required to cause the saturation of the 
device. The measured AM/AM and AM/PM characteristics for the CODE terminal 
SSPA, TDS-6 HPA and Olympus 20 GHz TWTA are shown in figures 6.3 to 6.5 
respectively, taken from [5] [6] [7].
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FIGURE 6.3 
SSPA AM/AM AND AM/PM CHARACTERISTICS
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FIGURE 6.4
TDS-6 HPA AM/AM AND AM/PM CHARACTERISTICS
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FIGURE 6.5
OLYMPUS TWTA AM/AM AND AM/PM CHARACTERISTICS
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6.1.2.3 ERROR RATE ESTIMATION
Two modules are provided in BOSS to enable the estimation of bit error rates. The first 
is the Semi-analytical Error Rate Estimator module for M-ary PSK modulation. The use 
of the module assumes that the cascade of modules between the point where additive 
Gaussian noise enters, and the sample and decision circuit of the receiver is linear. If 
this is the case, then the effects of Gaussian noise can be handled analytically, so that a 
noise source does not have to be directly simulated in the system.
Satellite communication links are usually downlink power limited, so that downlink 
noise is dominant, and the effects of Gaussian noise can be modelled by a single source 
at the receiver. The presence of non-linearities in the link prior to the receiver input does 
not therefore preclude the use of the Semi-analytical Error Estimator module if the 
downlink limited condition is met
The Semi-analytical Error Estimator module requires input of the overall delay and 
phase shift of the transmitted signal between the transmitter and the receiver input in 
order to calculate the optimum sampling point for the decision circuit. Unlike TOPSIM 
III which requires the user to manually derive these parameters, BOSS automatically 
calculates them during a simulation run.
The module also requires a measure of the receiver filter noise bandwidth. Again this is 
automatically calculated by the module, using the Noise Bandwidth Impulse Inject 
module. The module finally requires a value of the signal power at the input to the 
receiver filter. This is obtained by using the BOSS module Average Complex Power to 
measure the power and input this value to the Semi-analytical Error Estimator module. 
The Semi-analytical Error Estimator module generates error probability plots over a 
range of specified values of Eb/N0 for both the simulation and the theoretical case.
The second module provided in BOSS for the determination of error probability is the 
PSK Error Counter. It can be applied to any PSK system irrespective of the overall 
complexity, as the module works on the principle of error counting, which is achieved 
by comparing the transmitted and received symbols. The user is however required to 
manually provide the parameters for overall phase shift and delay.
The use of this module is only needed if a system's complexity precludes the use of the 
Semi-analytical Error Estimator. It is normal practice to count at least one hundred
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errors in order to achieve a high degree of confidence in the error probability. The use 
of this module for the simulation of system performance at low error rates may give 
unacceptably long simulation runs.
6.1.2.4 MPSK ERROR PROBABILITY ESTIMATOR
As was mentioned earlier, the MPSK Error Estimator module is required to compute the 
equivalent noise bandwidth of the linear cascade of modules downstream from the 
thermal noise source. The MPSK Error Estimator module must also compute an 
estimate of the delay of the transmitted signal and its phase shift
The following user specified parameters within the MPSK Error Estimator module 
control the timing during the calibration period that precedes error estimation.
• Calibration Start Time
• Noise Bandwidth Calculation Duration
• Number o f Samples in Correlation Subsequence
• Maximum Delay to Compute
The Calibration Start Time and the Noise Bandwidth Calculation Duration are 
associated with the Noise Bandwidth Impulse Inject module. The Calibration Start Time 
is the absolute time in seconds at which calibration starts; the module is disabled prior to 
this.
This value is normally set to zero, but if block processing modules such as the 
Frequency Domain Filter , used to simulate root cosine filters, are present in the 
system, then the value of Calibration Start Time is set to the blocking (buffering) delay 
of the filters.
The Noise Bandwidth Calculation Duration should be set to a value that is at least as 
large as the time taken for the impulse response of the modules downstream from the 
Noise Bandwidth Impulse Inject module to die down. The action of the module is as 
follows. At a time equal to the Calibration Start Time, the module opens the connection 
between its input and output, and connects the output to a constant zero value. After the 
duration of a period equal to Noise Bandwidth Duration, the module outputs an 
impulse. For the following Noise Bandwidth Duration seconds, the MPSK Error
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Estimator sums the magnitude squared of the resulting response, to provide an estimate 
of the noise bandwidth of the receiver filter (or cascade of linear modules). The 
definition of equivalent noise bandwidth of a linear system is;
(6.3)
(6.4)
The impulse response of the receiver filter is h(t), its corresponding Fourier Transform 
is H(f) and Ho is the filter response at DC.
After the completion of the noise bandwidth calculation, the Noise Bandwidth Impulse 
Inject module becomes a pass-through module for the remainder of the simulation. An 
additional Noise Bandwidth Calculation Duration seconds are allowed to elapse before 
delay and phase measurements commence.
The delay and phase estimation period begins at 3 x Noise Bandwidth Calculation 
Duration seconds after the Calibration Start Time. The MPSK Error Estimator module 
performs a correlation of the transmitted signal and the received signal using a specified 
number of samples given by the parameter Number o f Samples in Correlator 
Subsequence to load the correlator, and performing the correlation for a delay of the 
transmitted signal.
The Number o f Samples in Correlation Subsequence should be large enough to provide 
a good estimate of the phase shift induced in the received signal. The more distorted a 
signal is at the receiver the larger this value should be in order to get an accurate 
estimate of the phase shift. The parameter Maximum Delay to Compute should be large 
enough to take into account the delays of block processing modules.
The simulation STOP TIME should be selected so that enough time is allowed for both 
the execution of the calibration operations, in addition to the actual error rate estimation. 
The MPSK Error Estimator module produces a printout of the Noise Bandwidth 
Impulse Inject module parameters, in addition to estimates of the delay, phase and noise 
bandwidth of the system. An error will be produced and simulation aborted, if the
oo
BWnoise = - \  J|H(f)|2 df
t i g  -oo
so that;
J |h ( t ) |2 d t =  J |H ( f ) |2 d f
2 0 9
selected STOP TIME is not adequate, preventing futile runs. An indication of the 
minimum value of required STOP TIME is also given for subsequent runs.
After the calibration period is over, the MPSK Error Estimator module begins the 
calculation of the system error rate using the semi-analytical approach. The method is 
based on the fact that the conditional probability density function (PDF) of the signal at 
the output of the receiver is known to be Gaussian, with a mean value equal to the value 
of the receiver filter output without Gaussian noise added.
The variance of this Gaussian PDF is computed using the equivalent noise bandwidth, 
the average power of the input signal and user specified values of signal-to-noise ratio. 
The distances to the decision thresholds are calculated for each sample and the Gaussian 
tail probabilities calculated. The module averages the probability of error for each 
sample in the symbol interval and if it is assumed that each possible transmitted 
waveform is equiprobable, then the overall symbol error probability may be expressed 
as
Pe = £ l P k  (6 .6)
k=l
where Pk is the sample error probability for the received point assuming a Gaussian 
distribution and the union bound. N is the number of symbols used in the error 
estimation. The effects of degradations arising from unknown distribution such as 
intersymbol interference, adjacent channel interference, AM/AM etc, are determined by 
the simulation, and the effects of Gaussian noise are handled analytically.
6.1.3 BOSS QUALIFICATION TESTS
A number of qualification tests were performed prior to the commencement of detailed 
link simulations. The selection of random number generator seeds for the Gaussian 
noise generator and the random number generators used for PSK modulation are an 
important aspect of the simulation process. The careful selection and testing of the seeds 
should ensure that there is no correlation between the generated sequences within the 
simulation model. Harveson [8] investigated the randomness properties of seed 
selections used to generate pseudo-random sequences. The pseudo-random sequences 
were used in the simulation of bandlimited, nonlinear wideband digital satellite links 
using TOPSIM HI.
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Harveson found that "bad" seed selection in TOPSIM III can result in the production of 
sequences which exhibit poor randomness properties. It is possible to specify a pseudo­
random sequence generator which produces periodic sequences with a period of one 
third of the maximum sequence length. This fact is not checked by the software and is 
not documented in the manuals.
The possibility of poor random number performance within BOSS was first brought to 
our attention in September 19891. The correct performance of the BOSS software was 
tested by simulating an ideal channel. The transmit filter is 40% root cosine with x/sinx 
compensation and the receive filter is 40% root cosine, to give an overall Nyquist 
channel. The error probability curve for this set up should give results that are close to 
the ideal theoretical error probability curve and will provide confidence in the simulation 
of the root cosine filters and the operation of the MPSK Error Estimator module.
The simulation results revealed a number of problems with the Semi-analytical Error 
Estimator. The method of calculating error probability used by the MPSK Error 
Estimator module assumes that the signal has a real and imaginary part (i.e. M > 4). 
The resulting error probability has to be divided by a factor of 2 in order to give the 
correct results2.
The random number generators were tested by performing cross correlation with a 
variety of seeds. Correlation peaks were found to occur every 2000 bits, so this is 
clearly unsuitable for long simulation runs (e.g. Monte Carlo error counting) involving 
tens of thousands of symbols.
Subsequent communication with COMDISCO3 indicated that the fault lay with an early 
version of the Sun Fortran compiler which did not support random number generation 
and therefore required the use of a formula based random number generator. Later 
versions of the Sun compiler support random number generation and COMDISCO 
provided suitable code to modify BOSS operation.
The random number generators were again tested using the same seeds as in the 
previous tests, and no correlation was noted for hundreds of thousands of symbols
Private communications, Dr. S.W. Cheung, British Telecom, Martelsham, UK
2Private communications, E. Komp, M. Rafie, COMDISCO Systems Inc., U.S.A.
3Private communication, COMDISCO, Bug fixes for BOSS Sun Version, October 
1989.
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(COMDISCO specify that correlation should not occur for sequences of up to two 
million bits).
The bound used by the MPSK Error Estimator module to calculated theoretical error 
probability over the range of simulated Eb/N0 values, was found to be loose, 
particularly at the low values of Eb/N0 which are of interest. The error in the bound was 
in excess of 1 dB at low values of, this is clearly unacceptable as it would result in 
erroneous values of degradation.
The first problem was resolved by modifying the MPSK Error Estimator modules 
FORTRAN primitive code, so that the error probability results were all divided by a 
factor of 2. The loose bound used in the estimation of theoretical error probability was 
also replaced by a tightened bound using the error function.
The MPSK Error Estimator module with the above modifications was renamed 
Modified MPSK Error Estimator. The two sources of error in the MPSK Error 
Estimator module have been communicated to COMDISCO and corrections will be 
made in the next release of BOSS.
The block diagram of the ideal channel simulation is shown in figure 6 .6 . The number 
of samples per symbol was selected as 16, so that for the 19.2 ksymbols/second 
channel rate BPSK signal, the value of DT is 3.2552‘6 seconds. The STOP TIME is set 
at 0.035 so that at least 10,000 samples (or 625 symbols) are executed during a 
simulation run. The error probability and MPSK Error Estimator module’s printed 
output are shown in figures 6.7 and 6.8 respectively. The error probability plot for the 
ideal channel is very close to the theoretical curve for coherent BPSK, with an error of 
0.3 dB at the lowest error rate of 10“8.
FIGURE 6.6 
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The MPSK Error Estimator module output shown in figure 6.8 includes the computed 
parameters for the noise bandwidth calibration including an estimate of the minimum 
time required for the simulation run, together with the phase, delay and noise 
bandwidth calculated by the MPSK Error Estimator module.
In particular, note that the transmit and receive root cosine filters introduce a delay of 
384 symbols each, so that the total delay is 768 symbols. A delay of 768 symbols is 
equivalent to 2.5x10 seconds. The operation of modules such as the Noise Bandwidth 
Calibration module and Average Complex Power module should be delayed by at least 
this amount
FIGURE 6.7
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FIGURE 6.8 
SEMI-ANALYTICAL MPSK MODULE OUTPUT
/T h o r  i n /T  h o r i n2/muana/CQDE_BGSS/FILE402A1 .USER
Your choice of parameters for the SEMI- 
ANALYTIC MPSfLERROR ESTIMATOR result in the 
following computed times: 
noise bw start time, noise bu stop time 
= 6.52000E-03 9.78000E-03
delay est start time, error est start time 
= 1.30400E-02 2.15035E-02
error est minimum stop time = 3.48889E-02
MPSK error est tx to rx phase 1.32085E-08 (radians)
MPSK error est tx to rx delay 768 (samples)
MPSK error est noise bw (complex signal) 9604.73 (single sided, Hertz)
6.1.4 VSAT TO HUB LINK SIMULATION
The successful simulation of the ideal Nyquist channel was followed by the 
construction of a "baseline" system for the inbound link. This system includes the 
VSAT SSPA and Olympus TWTA characteristics. Phase noise was not included in the 
simulations at this stage. The block diagram of the baseline system is shown in figure 
6.9.
FIGURE 6.9 
INBOUND LINK BASELINE SIMULATION
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A simulation was carried out for the standard CODE parameters for the CODE inbound 
link, i.e. 40% root cosine filters, 1 dB compression SSPA, and 16 dB input backoff of 
the Olympus TWTA. The error probability plot for the baseline system is shown in 
figure 6.10. Plots of the power spectra at various points in the baseline system were
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obtained by placing probes at the modulator output, the transmitter output, the SSPA 
output and the TWTA output. The power spectra plots are shown in figure 6.11.
The unfiltered 19.2 ksymbols/second BPSK has the expected shape with the first 
sidelobe approximately 13 dB down on the mainlobe. The 40% root cosine filter output 
has the effect of filtering the unwanted sidelobe and this the suppression is greater than 
40 dB. The effect if the x/sin(x) compensation can be clearly seen in the shape of the 
post-filtering main lobe of the power spectrum.
The operation of the VSAT SSPA at the 1 dB compression point has the effect of 
regenerating the unwanted sidelobes. The first sidelobe reappears at a level of about 22 
dB below the main lobe. The TWTA is operated its linear region so that it has a 
marginal effect on sidelobe regeneration.
FIGURE 6.10 
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FIGURE 6,11
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The degradation relative to theoiy of the baseline simulation is of the order of 0.5 dB at
o O
an error rate of 10 , and 1 dB at 10 . This degradation is primarily due to ISI and 
additional degradations due to ACI, phase noise, etc, have as yet not been included in 
the simulation model.
A third qualification test was performed by plotting the multi-carrier performance of the 
Olympus TWTA. This was done by simulating the TWTA AM/AM characteristics for 
one, two and three carriers. The simulation model should exhibit correct multi-carrier 
AM/AM characteristics in order for the per-carrier EIRP to be accurately modelled in a 
multi-carrier environment. The results of the TWTA multi-carrier test are shown in 
figure 6 .12.
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FIGURE 6.12
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6.L4.1 PHASE NOISE GENERATION
The BOSS library does not contain a ready-made module that simulates phase noise. In 
order to include the effect of phase noise, a module was created to generate phase noise 
and another to measure the standard deviation of the phase jitter induced on a signal by 
phase noise. The Phase Noise Generation module is shown in figure 6.13.
The BOSS module Complex White Noise consists of two random Gaussian noise 
generators that serve as the real and imaginary components of the complex white noise. 
The seeds of the random generators are user specified and were extensively checked for 
low cross-correlation over many thousands of symbols.
The complex white noise is passed through a Frequency Domain Filter, PN Filter in the 
diagram. The gain characteristics of the filter are user specified from a tabular data file, 
so that the level of complex white noise can be set at the desired level below the carrier 
at a number of frequency offsets from the carrier.
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FIGURE 6.13
PHASE NOISE GENERATION MODULE
Expansion of VSAT PHASE_NOISE
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A module was implemented that would measure the standard deviation of the phase 
jitter induced on a modulated signal by the Phase Noise Generation module. The Phase 
Jitter Measurement module is shown in figure 6.14. The standard deviation of a random 
variable is given by [9]
where N is the number of samples and X is the random variable. If the random variable 
is an ergodic process, then the standard deviation is equivalent to the rms value of the 
random variable [10]. The operation of the module is as follows. The signal without 
additive Gaussian noise is input at the top input and the signal with additive phase noise 
is input at the lower input. The complex phase of both signals is measured using the 
BOSS module Complex Phase. The absolute magnitude of phase difference is then 
calculated using the BOSS module Absolute Value. The magnitude of the absolute 
phase difference is then compared with the value of n radians. If the absolute magnitude 
is greater than k radians then a constant tc/2  radians is subtracted from it, otherwise zero 
is subtracted from the absolute phase difference.
The square of the running average is subtracted from the running average of the square 
of the absolute phase difference to give the mean squared phase difference. The square 
root is then taken of this value which is then multiplied by the constant 57.16 to convert 
radians to degrees. The value of the standard deviation of the phase jitter is printed at 
the end of the simulation using the Print Signal module. The correct operation of the 
module was extensively tested using counters and it was found to perform 
satisfactorily. The Phase Jitter Measurement module was then used in conjunction with
(6.7)
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the Phase Noise Generation module to calibrate the variance of the Gaussian noise 
generators for various values of phase jitter.
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6.1.4.2 PHASE NOISE ON INBOUND LINK
A new module called VSAT Transmitter was created in order to simplify system 
complexity. This module incorporates the Random Data module, the BPSK Modulator, 
the Phase Noise Generator, Phase Jitter Measurement module, transmit root cosine 
filter and SSPA. This module is shown in figure 6.15.
FIGURE 6.15 
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The inbound link was simulated for various amounts of rms phase jitter, ranging from 
0° to 10°. The resulting error probability plot is shown in figure 6.22. The inbound 
BPSK link suffers from degradation due to phase jitter for values of phase jitter in 
excess of 3° at low values of Eb/N0. The deterioration of system performance is rapid 
and the system is clearly unworkable for values of phase jitter larger than 6°. A scatter 
plot of the BPSK signal for values of phase jitter of 2°, 4°, 6°, and 8° is shown in 
figure 6.23.
6.1.4.3 CHANNEL SPACING
The effect of channel spacing on system performance was investigated using the block 
diagram shown in figure 6.16.
FIGURE 6.16
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Figure 6.16 is a general purpose three carrier VSAT to hub link simulation in which the 
carriers spacings and centre carrier fade may be set independently. The initial simulation 
was performed with a linear TWTA, so that degradation was primarily due to adjacent 
channel interference (ACI).
The channel spacing was increased from 20 kHz to 90 kHz in steps of 5 kHz. The error 
probability plots are shown in figure 6.24. The transition from 20 kHz to 45 kHz is 
very abrupt, so much so that there is no point in plotting the intervening results. The 
results for channel spacings of 45 kHz and 90 kHz are virtually identical. A second set 
of simulations were performed with the centre carrier faded by 7 dB. The results of this 
simulation are shown in figure 6.25. The centre carrier clearly suffers from additional 
degradation due to ACI and the performance at spacings of 20 kHz and 25 kHz is
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significantly worse than for the unfaded case. When the channel spacing is however 
increased to 45 kHz and above, the performance is similar to that of the unfaded carrier.
The simulations indicate that a channel spacing of 45 kHz is adequate for both the 
unfaded and faded conditions. Increasing the channel spacing to 90 kHz does not result 
in any significant improvement in performance though it may be considered as an 
additional safety margin in a system such as CODE that is not bandwidth limited.
6.1.4.4 CHANNEL FILTERING
The effect of filtering on the performance of the inbound link was simulated with root 
cosine filters of 40%, 60%, 80% and 100%. Two simulation runs were performed, the 
first for a linear TWTA with an input backoff of 18 dB and the second for a quasi-linear 
TWTA with an input backoff of 6 dB. In both cases the centre carrier was faded by 7 
dB to represent the worst case fade condition. The resulting error probability plots are 
shown in figures 6.26 and 6.27 respectively.
In both case the filter performance is in the order 60%, 40%, 80% and 100%. The 
performance difference is marginal, especially at low values of Efc/N0. The performance 
of the 40% and 80% filters is almost identical in both cases. These results are similar to 
those reported in [11].
Tight filter specifications e.g. 40% will exhibit better resilience to ACI owing to their 
greater ability to reject out-of-band interference power. The oscillatory impulse 
response of such filters is however not as damped as for slower roll-off filters, making 
the receiver sensitive to timing errors at the sampling instant. There is clearly a trade­
off, and the simulations indicate that the performance of 60% root cosine filters is 
superior to 40%, 80% and 100% for both the the linear and quasi linear TWTA.
6 .1.4.5 SSPA OPERATING POINT
The operating point for the VSAT SSPA is assumed to be the 1 dB compression point. 
This allows the SSPA to be driven "hard" so as to provide as much output power as 
possible, without driving the device into saturation. It was considered useful to check
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whether the performance of the system would be affected by changing the operating 
point of the SSPA above and below the 1 dB compression point.
The SSPA operating points were selected as saturation, 1 dB compression point, quasi- 
linear and linear, corresponding to input backoffs of 0 dB, 4.6 dB, 7.6 dB and 10.6 
dB, respectively. Simulations were performed for a linear TWTA corresponding to an 
input backoff of 18 dB and a quasi-linear TWTA corresponding to an input backoff of 6 
dB. The centre carrier is faded by 7 dB to represent the worst case faded condition. The 
results are shown in figures 6.28 and 6.29.
With the TWTA operated in the linear region, the best performance is obtained with the 
1 dB compression point SSPA, followed by the saturated, quasi-linear and linear 
SSPAs. With the TWTA operated in the quasi-linear region, the SSPA performance is 
in the order linear, quasi-linear, 1 dB compression and saturated.
6.T.4.6 TWTA OPERATING POINT
The nominal operating point for the Olympus TWTA for CODE is an input backoff of 
16 dB. A realistic operational system would probably not be operated in such a manner, 
and it is likely that more efficient use would have to be made of the satellite power. The 
operation of the TWTA in the linear region in an SCPC multiple access environment has 
the simplifying effect of rendering intermodulation noise negligible, in relation to 
thermal uplink and downlink noise.
Simulations were performed to examine the effect of the TWTA operating point on the 
performance of the link for the three carrier case. Two sets of simulations were 
performed, for an unfaded centre carriers and a centre carrier faded by 7 dB; carrier 
spacing is 45 kHz in both cases. The TWTA operating point was varied from 0 dB 
input backoff to 15 dB input backoff in steps of 3 dB. The results are shown in figures 
6.30 and 6.31.
With the centre carrier faded, operation within the 3 dB implementation margin at a 
value of Eb/N0 of 4 dB is only possible with a TWTA input backoff of at least 6 dB. 
This minimum value of TWTA input backoff is increased to at least 8 dB for the faded 
centre carrier.
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The use of 45 kHz spacing represents a worst case, since the third order 
intermodulation products will fall on the centre carrier degrading its performance. The 
simulation results are however useful in that they do provide an indication of the 
limitations of the TWTA operating point for the particular carrier frequency plan.
6.1.4,? INCREASED NUMBERS OF CARRIERS
The block diagram in figure 6.17 shows the system used to simulate a total of seven 
VSAT carriers, comprising a centre carrier and three equally spaced carriers on each 
side of the centre carrier.
Simulations were performed for the seven carrier case for an unfaded and faded centre 
carrier for various values of TWTA input backoff. The results are shown in figures 
6.32 and 6.33. Note that operation within the 3 dB implementation margin is only 
possible with an input backoff at least 10 dB for the unfaded carrier and 11 dB for the 
faded carrier.
FIGURE 6.17
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These values are 4 dB and 3 dB worse than the corresponding values for the three 
carrier case. The system performance with the TWTA operated in the linear region (i.e. 
input backoff >15 dB) is identical, as intermodulation noise becomes negligible.
The total number of carriers was increased to 21, with a central carrier having ten 
adjacent equally spaced carriers on each side of the centre carrier. A simulation was 
carried out for an unfaded centre carrier for various values of TWTA input backoff. The
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results are shown in figure 6.34. Operation within the 3 dB implementation margin is 
only possible with a TWTA input backoff of at least 15 dB.
6.1.4.8 BABCOCK CHANNEL SPACING
The operation of the TWTA in the non-linear region with large numbers of carriers and 
a frequency plan that is not optimised results in severe degradation because of 
intermodulation noise. A frequency plan with equally spaced carriers represents a worst 
case, with the most intermodulation products falling on the centre carrier.
Babcock [12] formulated a method by which a frequency plan may be selected such that 
third order intermodulation products do not fall in any of the channels occupied by 
information bearing carriers. Some of the possible channel assignments are shown in 
table 6 .1.
TABLE 6.1 
BABCOCK CHANNEL ASSIGNMENTS
p n 3rd Order Intermodulation Free Channels
3 4 1,2 ,4
4 1 1, 2 ,5 ,7
5 12 1, 2, 5, 10, 12
6 18 1,2, 5, 11, 13, 18
7 26 1, 2, 5, 11, 19, 24, 26
8 35 1, 2, 5, 10, 16, 23, 33, 35
9 46 1, 2, 5, 14, 25,31,39,41,46
10 62 1, 2, 8, 12, 27, 40, 48, 57, 60, 62
Here p  is the number of interference-free channels that can be obtained from n 
consecutive channels.
Seven equally spaced carriers with spacings of 45 kHz will occupy 315 kHz, whereas 
seven carriers with Babcock 3rd order IM free channel assignment, will occupy 1.17 
MHz. If we increase the number of channels to twenty, the corresponding bandwidths 
would be 900 kHz for 45 kHz equal carrier spacing and 12.78 MHz for Babcock 
channel assignment. In the seven channel example, the bandwidth utilisation with
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Babcock spacing is decreased by a factor of 3.7 relative to the equal spacing case. If the 
number of carriers is twenty one, the bandwidth utilisation is decreased by a factor of 
14.2. There is therefore a marked decrease in the efficiency of bandwidth utilisation 
with Babcock spacing, and it increases with increasing numbers of carriers.
Simulations were carried out for the faded and unfaded conditions with Babcock 
channel assignments for the seven carrier case. The results are shown in figures 6.35 
and 6.36. The performance of the faded and unfaded links with a linear TWTA is 
identical, and is within 0.2 dB of theory.
The performance of the links is within 2 dB of theory when the TWTA is operated at an 
output backoff of 0 dB. A Babcock channel assignment will therefore permit the TWTA 
to be operated in the non-linear region whilst retaining performance within the 3 dB 
implementation margin. There is however a penalty to pay in terms of bandwidth 
utilisation.
The power spectra of the seven carrier case with a faded centre carrier with equal 
spacing and Babcock channel assignment are shown in figure 6.37. The effect of the 
intermodulation products on the centre carrier can be clearly seen in the case of equal 
spacing. The centre carrier has the greatest number of intermodulation products falling 
on it, and its spectrum is distorted. With the Babcock channel assignment, the 
intermodulation products can be seen falling in between the occupied channels, leaving 
the centre carrier undistorted.
The power spectra for the twenty-one carrier case with equal channel spacing is shown 
in figure 6.38. The spectra are for a linear TWTA and a saturated TWTA. The 
amplitude of the carriers is seen to decrease as we get closer to the centre channel, as a 
consequence of intermodulation noise.
6 .1.4.9 INTERMODIJLATION PERFORMANCE
It was decided to investigate the effects of intermodulation more precisely as it has been 
shown to have a great impact of system performance in a multi-carrier environment 
when the TWTA is operated in the non-linear range. A practical method of assessing 
TWTA non-linearity is the two-tone test. Two equal amplitude carriers separated by a
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given frequency are passed through the TWTA and the third order intermodulation 
products measured for various values of TWTA input backoff.
Two-tone test results for the Olympus transponder, performed in-orbit, are available 
from [13] and are for two equal tones separated by 10 MHz. The two-tone test was 
simulated using BOSS and the results of the in-orbit test are compared with the 
simulation results in figure 6.39. The results are close and indicate that the BOSS model 
of the TWTA is accurate. The BOSS two-tone spectra for TWTA input backoffs of 0 
dB, 4 dB, 8 dB and 12 dB are shown in figure 6.40. The levels of the third order 
intermodulation products can be clearly observed.
Two main types of intermodulation products are considered in satellite communications. 
These are 3rd order products and 5th order products, which are important as they are 
within the useful bandwidth of the transponder. The 3rd order and 5th order products 
may be specified as follows [14];
3rd order IM:
(2f i - f 2) (6 .8)
(fl + f2 - f 3) (6.9)
5th order IM:
(3 fi-2 f2) (6.10)
A three-tone test was simulated and the magnitude of 3rd order and 5th order 
intermodulation products evaluated for various values of TWTA input backoff. The 
three tone power spectra is shown in figure 6.41 and the 5th and 3rd order 
intermodulation products are plotted in figure 6.42. The 3rd order intermodulation 
products are clearly dominant and will determine system performance in terms of 
intermodulation noise.
The two-tone and three tone tests use unmodulated carriers and no account is taken of 
the effects of filtering that will be present in a real system. Simulation models were 
therefore devised that enable the measurement of the intermodulation noise falling in the 
centre channel (worst case), in order to evaluate levels intermodulation noise 
realistically. The simulation model for the three carrier case is shown in figure 6.18.
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FIGURE 6.18
C/I MEASUREMENT FOR 3 CARRIERS
The simulation model includes the fade depth simulation block, so that a given amount 
of fading can be simulated on the centre channel. The C/I ratio for the faded and the 
unfaded case have been evaluated for the three carrier, seven carrier, twenty one carrier, 
and for the seven carrier Babcock spaced case. The results are shown in figures 6.43 to 
6.46 respectively.
If the degradation of the 9.3 dB required system Eb/N0 due to intermodulation noise is 
to be kept to less than 0.5 dB, then the C/I ratio must be > 18.5 dB. The minimum 
value of TWTA input backoff in required to meet this C/I criterion is tabulated in table 
6 .2 .
TABLE 6.2 
MINIMUM TWTA OUTPUT BACKOFF
No. of carriers Channel spacing Fade depth TWTAIBO
3 45 kHz 0 dB 11 dB
3 45 kHz 7 dB 13 dB
6 45 kHz 0 dB 11 dB
6 45 kHz 7 dB 15 dB
20 45 kHz OdB -
20 45 kHz 7 dB -
6 Babcock OdB 2 dB
6 Babcock OdB 6 dB
Other criteria could of course be specified for the permissible degradation of the 
required system Eb/N0, and this would result in different values of minimum TWTA 
input backoff. The C/I ratios for the various numbers of carriers an unfaded and a faded 
centre carrier are presented in figures 6.47 and 6.48 respectively.
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6.1.4.10 TWTA IRQ OPTIM ISATION
The optimisation of a satellite TWTA input backoff in a multi-canier environment is one 
of the most important considerations for the system designer. The classic satellite 
equation for overall link canier-to-noise ratio is given by equation 6.11 [14]
Where C/Nu is the uplink carrier-to-noise ratio, C/Nd is the downlink carrier-to-noise 
ratio, C/Ni is the carrier-to-intermodulation noise ratio, and C/I is the carrier-to- 
interference ratio. The uplink and down link carrier-to-noise ratio are readily calculated 
from the system link budget. The carrier-to-interference ratio is dependent on 
interference environment due to other satellites, terrestrial systems, etc. The canier-to- 
intermodulation noise ratio is due intermodulation products generated in the TWTA 
when it amplifies a number of carders and is operated in the non-linear region. We will 
ignore the effects of carrier-to-interference noise for the remainder of this section.
A high overall system carrier-to-noise ratio at the earth station receive is desirable as the 
link performance is proportional to carrier-to-noise level. Increasing the uplink carrier 
power results in a proportional increase in the uplink carrier-to-noise. The increase in 
downlink carrier-to-noise level follows the TWTA AM/AM characteristic, since the 
output power is related to the AM/AM curve of the TWTA.
As the carrier power at the satellite input is increased the operating point (i.e. input 
backoff) of the TWTA decreases. This results in increased intermodulation noise in a 
multi-carrier environment, as the TWTA operating point enters the non-linear region. 
Thus, as the uplink and downlink carrier-to-noise ratio improve with decreased TWTA 
input backoff, the carrier-to-intermodulation noise gets worse. The optimum TWTA 
operating point is therefore the value of input backoff at which the total carrier-to-noise 
ratio is maximised.'
As was mentioned earlier, the uplink and downlink carrier-to-noise ratio can be 
calculated from the link budget, the carrier-to-intermodulation noise is however more 
difficult to determine. It is dependent, amongst other things on the number of carriers, 
the frequency plan employed, the carrier levels (e.g. fading), modulation format, 
TWTA operating point, filter characteristics, etc. Link budget calculations often use
1 1
(6.11)
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approximations of actual carrier-to-intermodulation noise derived from empirical 
formulas, or previously measured values.
The optimisation of TWTA operating point in a multi-carrier environment was felt to be 
a useful exercise as the carrier-to-intermodulation noise would be accurately simulated 
for the particular system configuration. The simulation model shown in figure 6.19 
below is used for TWTA optimisation in the three carrier case.
The module ClNtotai Optimisation Accumulator Plotter is used to calculate the uplink, 
downlink, intermodulation and total carrier-to-noise ratios. The module provides plots 
of these parameters at the end of a simulation.
The CODE link budget is used to specify the initial values of uplink and downlink 
carrier-to-noise levels at the TWTA nominal operating point. Two conditions were 
considered for the nominal TWTA operating point. The first corresponds to the 80% 
annual availability criteria, for which the uplink and downlink fades are both 2 dB. In 
this case the link budget gives values of uplink and downlink carrier-to-noise values of 
13 dB and 21 dB, if the IF filters are 40% root cosine.
The second case considered is the worst case fade on both the uplink and the downlink 
corresponding to availabilities of 99% and 99.9% (Bradford Attenuation Model region 
4). The values of uplink and downlink fading are 7 dB for the uplink and 7 dB for the 
downlink. The corresponding value of uplink and downlink carrier-to-noise ratio are 8 
dB and 10.5 dB for 40% root cosine filters. The plots of the TWTA optimisation for 
various numbers of carriers are shown in figures 6.49 to 6.56. The results of the 
TWTA optimisation exercise are summarised in table 6.3.
The relationship between carrier-to-noise ratio and Eb/N0 is given by equation 6.12 [4]; 
N N0 Bw
where C/N is the carrier-to-noise ratio, Eb/N0 is the bit energy to noise density, Rb is 
the bit rate and Bw is the receiver noise bandwidth. The threshold Eb/N0 for the CODE 
VSAT to hub link is 9.3 dB, which corresponds to a minimum required carrier-to-noise 
ratio of 7.8 dB for 40% root cosine filters. The margin in the last column of table 6.3 is 
the difference between the threshold carrier-to-noise ratio and the optimum carrier-to- 
noise ratio.
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FIG U RE 6.19
TWTA OPTIMISATION THREE CARRIER CASE
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TABLE 6.3 
TWTA OPTIMISATION RESULTS
Carriers Spacing Fade Opt IBO C/Nu ONd C/Ni C/Nt Margin
3 45 kHz OdB 13 dB 20 dB 28 dB 21 dB 17 dB + 9.2 dB
3 45 kHz 7 dB 12 dB 16 dB 18 dB 17 dB 12 dB + 4.2 dB
7 45 kHz OdB 16 dB 17 dB 25 dB 19 dB 17 dB + 9.2 dB
7 45 kHz 7 dB 16 dB 12 dB 14 dB 11 dB 7 dB - 0.8 dB
21 45 kHz OdB 20 dB 13 dB 14 dB 21 dB 9 dB + 1.2 dB
21 45 kHz 7 dB 20 dB 8 dB 10 dB 7 dB 3 dB - 4.8 dB
7 Babcock OdB 8 dB 25 dB 32 dB 25 dB 22 dB + 14.2 dB
7 Babcock 7 dB 8 dB 20 dB 21 dB 18 dB 14 dB + 6.2 dB
Note from table 6.3, that the link is able to operate with a positive overall margin in all 
instances other than for the faded condition for seven and twenty-one equally-spaced 
carriers.
6.1.4.11 NOISE LIMITED OPERATION
The use of the MPSK Error Estimator module is limited to cases where the overall 
system noise can be considered to be downlink limited, so that the system noise can be
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modelled by a noise source at the receiver input. Thus, requirement that the modules 
between the noise source and the receiver input are linear is met since the non-linearities 
such as the SSPA, HPA and TWTA are placed before the noise source and the PSK 
demodulation process is linear.
These conditions are met in the classic satellite link, where the downlink thermal noise 
is dominant in relation to the uplink thermal noise. In the case of the CODE VSAT to 
hub link, the overall system total carrier-to-noise ratio is dominated by the uplink 
thermal noise. If the satellite TWTA is operated in the non-linear region, then the uplink 
thermal noise is no longer Gaussian at the satellite output, and the MPSK Error 
Estimator module can no longer be used with accuracy. If the satellite TWTA is 
operated in the linear region, then the system is linear between the uplink thermal noise 
input and the receiver input, and the MPSK Error Estimator module can be used.
Monte Carlo error counting techniques may be employed in the estimation of the system 
error performance, when uplink thermal noise is dominant and non-linearities are 
present in the system. A simulation model was created for the CODE VSAT to hub link 
which uses Monte Carlo error counting to estimate the system error performance. The 
simulation block diagram is shown in figure 6.20.
FIGURE 6.20
MONTE CARLO ERROR COUNTING VSAT TO HUB LINK
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A simulation run was performed for the downlink noise limited case with the uplink 
noise maintained at a carrier-to-noise ratio of 13.0 dB and the downlink carrier-to-noise 
ratio varied. This represents downlink noise limited operation. A second simulation was
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performed with the downlink carrier-to-noise maintained at 13.0 dB and the uplink 
noise varied, to represent uplink noise limited operation. In both cases, the TWTA was 
operated at in input backoff of 0 dB. The resulting error probability plots are shown in 
figure 6.57.
The downlink noise limited operation is 0.5 dB from theory at an Eb/N0 value of 3 dB, 
and the uplink noise limited operation is 1.5 dB from theory. Uplink noise limited 
operation therefore contributed an additional degradation of a least one dB relative to 
downlink noise limited operation. In order to reduce the simulation time to manageable 
proportions (i.e. < 24 hrs for 10 iterations), the number of symbols counted was 
limited to 10,000. If a minimum of 100 errors are counted, in order to obtain a reliable 
estimate of error probability, the range of reliable error probability is limited to > 10"2.
6.1.5 VSAT TO HUB LINK TEST OVER OLYMPUS
The University of Surrey was invited to take part in a CODE VSAT to hub link test over 
the Olympus satellite using prototype VSAT equipment and modem equipment. The 
prototype VSAT equipment was designed and developed by Ferranti U.K. Ltd. and the 
specification and co-ordination of the project was undertaken by the University of 
Surrey under a contract with RSRE Defford [15]. The modem equipment was a 
prototype digitally implemented modem developed by TRL U.K. Ltd. for use in the 
CODE experiment. A link budget for the link is shown in table 6.4.
The measured carrier-to-noise ratio was 63 dBHz-1, which is in close agreement with 
the value of 63.3 dBHz-1 from the link budget. The error probability was measured for 
value of Eb/N0 in the range of 4 dB to 12 dB. The results of TOPSIM HI and BOSS 
simulations for the VSAT to hub link, for a single carrier with 40% root cosine filters, 
SSPA at 1 dB compression, and TWTA at an input backoff of 16 dB are plotted 
together with the measured error probability in figure 6.58.
The BOSS simulation shows good correlation with the measured results over an Eb/N0 
range of 6 dB to 10 dB. The performance of the BOSS simulation is worse than the 
measured link performance between value of Eb/N0 of 10 dB and 12 dB. The 
degradation in performance relative to theory is 0.9 dB at Eb/N0 = 6 dB.
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The TOPSIM III simulation of the link is significantly better than both the BOSS 
simulation and the measured performance. The degradation relative to theory over an 
Eb/N0 range of 4 dB to 12 dB is less than 0.5 dB, and is 0.4 dB at Eb/N0 = 6 dB. The 
TOPSIM III simulation result is better than both the BOSS simulation and measured 
performance due to the insignificant effect of the phase noise on the link. The earlier 
simulations using TOPSIM HI indicated that a recovered carrier jitter of 4.1° on the
19.2 ksymbols/second BPSK would not degrade performance, whereas the BOSS 
simulation indicated a degradation due to phase noise of 0.5 dB at Eb/N0 = 6 dB.
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TABLE 6.4
CODE VSAT TO HUB LINK BUDGET FOR RSRE DEFFORP
TEST USING THE OLYMPUS SATELLITE
VSAT Antenna Gain
VSAT Antenna Pointing Loss
VSAT Transmitter Power
VSAT Transmitted EIRP
Uplink Fade (80% annual availability)
49.8 dB 
0.4 dB 
-9.3 dBW 
40.1 dBW 
2 dB
Satellite Received Power (signal) 
Satellite Received Power (signal + noise) 
Satellite Input Backoff (signal + noise) 
Satellite Output Backoff (signal + noise) 
Satellite Output Backoff (signal)
Satellite EIRP (signal)
Downlink Fade (80% annual availability)
132.3 dBW 
119.9 dBW
- 5.9 dB
- 1.9 dB 
-14.3 dB
39.4 dBW 
2dB
Hub Antenna Gain
Hub System Noise Temperature
Hub G/T Ratio
Hub Pointing Loss
Hub Received power
C/TUp
C/Idn
C/Ttotal
C / N t o t a l
Channel Rate
Eb/N0 Achieved
Eb/N0 Theory
Implementation Margin
Eb/N0 Required
Link Budget Margin
46.3 dB
29.9 dBK-1
29.9 dBK-1 
0.4 dB
126.0 dBW 
164.7 dBK-1 
155.9 dBK-1 
165.3 dBK*1
63.3 dBHz-1 
39.8 dBHz-1 
23.5 dB
6.3 dB 
3 dB
9.3 dB 
14.2 dB
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6.1.6 HUB TO VSAT LINK SIMULATION
The hub to VSAT link was simulated in a similar manner to that of the VSAT to hub 
link. The modulation is QPSK in this instance and the SSPA is replaced by the TDS-6 
HPA. The simulation block diagram for the hub to VSAT link is shown in figure 6.21.
FIGURE 6.21 
HUB TO VSAT LINK SIMULATION
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An initial baseline simulation was performed without phase noise for values of TWTA 
input backoff of 0 dB and 15 dB. The results are shown in figure 6.59 and the power 
spectra at the transmitter filter input, transmitter filter output, HPA output and TWTA 
output are shown in figure 6.60. The error probability performance curve shows little 
difference between saturated and linear TWTA operation. Performance in both cases is 
within 1 dB of theory at an Eb/N0 value of 7 dB.
The plots of power spectra demonstrate the effect of filtering, and the earth station 
HPA, though operated with an input backoff of 10.8 dB, still regenerates the filtered 
sidelobes to a level of about -30 dB below the carrier. The TWTA operated at an input 
backoff of 0 dB, raises the sidelobes by a further 10 dB, to about -20 dB below the 
carrier.
A second set of simulations was performed in order to assess the effect of phase noise 
on the 2 Msymbols/second QPSK signal. The HPA was operated at an input backoff of
10.8 dB and the TWTA was operated at an input backoff of 3 dB. The error 
performance was evaluated for values of rms phase jitter of 0°, 2°, 4°, 6°, and 8°. The 
results are shown in figure 6.61. The performance of the link degenerates rapidly for 
values of phase jitter in excess of 2°, and the system is unworkable for value of phase 
jitter in excess of 4°. The scatter plots for value of phase jitter of 2°, 4°, 6°, and 8° are 
shown in figure 6.62. The phase noise calculations in Chapter 4 indicated an optimum 
PLL noise bandwidth of 2 kHz for the hub to VSAT link. This corresponds to a value 
of phase jitter of 3.0°. Simulations were performed for the link with 3.0° of phase jitter
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with the TWTA operated at an input backoff of 0 dB and 15 dB. The results are shown 
in figure 6.63. The link performance is within 2 dB of theory for both linear and non­
linear TWTA operation.
6.2  COMPARISON OF TOPSIM AND BOSS SIMULATIONS
In this section, some of the key simulations results from the TOPSIM III simulations in 
Chapter 5 are compared withe the BOSS simulation results. The phase noise 
simulations are compared in table 6.5.
TABLE 6.5
COMPARISON OF TOPSIM/BOSS SIMULATIONS 
FOR EFFECT OF PHASE NOISE
Carrier jitter 
rms
19.2 kS/s BPSK 
Phase Noise Degid.
2 MS/s QPSK 
Phase Noise Degrd.
TOPSIM BOSS TOPSIM BOSS
o©oor—4 2.24 dB - - -
16.0° 1.50 dB - - _
b o 0.96 dB - - -
oqCN•^■4 0.54 dB - - -
10.0° 0.27 dB 4.2 dB - -
00 o o 0.06 dB 1.9 dB 4.91 dB -
6.0° 0.00 dB 0.9 dB 1.60 dB ~
Oo
0.00 dB 0.5 dB 0.37 dB 3.9 dB
ooc4 0.00 dB 0.2 dB 0.00 dB 0.4 dB
OOb
0.00 dB 0.0 dB 0.00 dB 0.0 dB
The TOPSIM III simulations indicate significantly less degradation than the BOSS 
simulations for both the 19.2 ksymbols/second BPSK and the 2 Msymbols/second 
QPSK. The TOPSIM III simulation indicates a degradation of the order of 1 dB for 
carrier jitter of 14° with value of phase jitter less than 8° having a negligible effect. The 
BOSS simulations on the other hand, indicate a degradation of 1 dB for a value of 
carrier jitter of 6° with a negligible degradation only when the carrier jitter is below 2°. 
The threshold of the 2 Msymbols/second QPSK link operation from the TOPSIM III 
simulation is 4° with a negligible degradation only when the carrier jitter is less than 4°.
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The BOSS simulations for the outbound link indicate a threshold of about 2° with a 
negligible degradation if the carrier jitter is kept below 1°. A comparison of the 
simulation results for channel spacing on the VSAT to hub link are shown in table 6 .6 .
TABLE 6.6
COMPARISON OF TOPSIM/BOSS SIMULATION
Channel spacing ACI Degrd.
TOPSIM BOSS
20 kHz 1.04 Hz/Baud 2.41 dB 2.9 dB
25 kHz 1.30 Hz/Baud 0.73 dB 0.0 dB
30 kHz 1.56 H^/Baud 0.32 dB 0.0 dB
35 kHz 1.82 Hz/Baud 0.22 dB 0.0 dB
40 kHz 2.05 Hz/Baud 0.03 dB 0.0 dB
45 kHz 2.34 Hz/Baud 0.00 dB 0.0 dB
90 kHz 4.69 Hz/Baud 0.00 dB 0.0 dB
The 20 kHz channel spacing results in a severe degradation of more than 2 dB for both 
the TOPSIM III and the BOSS simulations. The TOPSIM III simulation shows a 
gradual improvement in performance as channel spacing is increased from 20 kHz to 45 
kHz, with a channel spacing > 45 kHz having a negligible degradation. The BOSS 
simulation has an abrupt improvement in performance when the channel spacing is 
increased for 20 kHz to 25 kHz, decreasing from 2.9 dB to negligible degradation. The 
TOPSIM III and BOSS simulation results for the VSAT to hub link for a single carrier 
and three carriers spaced by 45 kHz with 40% and 100% root cosine filters are shown 
in table 6.7.
TABLE 6.7
COMPARISON OF TOPSIM/BOSS SIMULATIONS
Carriers Spacing Filtering SSPA IBO TWTA IBO TOPSIM BOSS
1 - 40% 1 dB comp. 16 dB 0.4 dB 0.4 dB
3 45 kHz 40% 1 dB comp. 16 dB 1.0 dB 0.6 dB
3 45 kHz 100% 1 dB comp. 16 dB 1.5 dB 0.9 dB
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The total degradation in all three cases is less than 1.5 dB for the TOPSIM III 
simulations, and less than 1 dB for the BOSS simulations. The hub to VSAT link 
simulations for TOPSIM HI and BOSS are shown in table 6.8.
TABLE 6.8
COMPARISON OF TOPSIM/BOSS SIMULATIONS
Carriers Spacing Filtering HPAOBO TWTA IBO TOPSIM BOSS
1 - 40% 5.6 dB 2dB 1.28 dB -
1 - 40% 5.6 dB 10 dB 1.12 dB -
1 - 40% 5.6 dB 2dB - 1.8 dB
1 - 40% 5.6 dB 10 dB - 1.6 dB
The link performance for non-linear and linear TWTA operation for the TOPSIM III 
simulation is 1.3 dB and 1.1 dB respectively. The corresponding performance for the 
BOSS simulations is 1.8 dB for non-linear performance and 1.6 dB for linear 
performance. The TOPSIM m  and BOSS simulations indicate that the link would 
perform with the 3 dB implementation margin for both linear and non-linear operation.
TABLE 6.9
KEY SIMULATION RESULTS: 19.2 ksvmhols/second BPSK
KEY RESULTS OF TOPSIM III AND BOSS SIMULA! 
19.2 ksymbols/second BPSK VSAT TO HUB LIN1
TONS
C
TOPSIM in BOSS
Maximum Jitter (for negligible degradation) oo o o 2 .0°
Threshold Jitter (irreducible error)
oo00 
T—H 10.0°
Degradation for Jitter = 4.1° OdB 0.5 dB
Minimum Channel Spacing 40 kHz 25 kHz
Filter Performance 40% - 100% Similar Similar
Optimum Channel Filter (Linear TWTA) 60% 60%
Effect of SSPA Operating Point (Linear TWTA) - Similar
Optimum SSPA Operating Point - 1 dB comp.
Performance Degradation * 0.4 dB 0.9 dB
System Performance Degradation t 0.9 dB 1.4 dB
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TABLE 6.10
KEY_SIMDLATION RESULTS; 2 Msymbols/second QPSK
KEY RESULTS OF TOPSIM HI AND BOSS SIMULATIONS 
2 Msymbols/second QPSK HUB TO VSAT LINK
TOPSIM m BOSS
Maximum Jitter (for negligible degradation) 2 .0°
o©rH
Threshold Jitter (irreducible error)
oO©t-H 6 .0°
Degradation for Jitter = 3.0° 0.2 dB 0.7 dB
Degradation with Linear TWTA * 0.8 dB 0.9 dB
Degradation with Non-Linear TWTA * 1.2 dB 1.4 dB
System Performance Degradation t 1.3 - 1.5 dB 1.4 - 1.9 dB
* Eft/No = 7 dB, f  Includes 0.5 modem implementation margin.
6.3 CONCLUSIONS
Extensive link simulations have been performed using the BOSS simulation package for 
the CODE inbound and outbound links. A number of conclusions may be drawn from 
the simulation results regarding the performance of the links. The key results for the 
TOPSIM m  and the BOSS simulations are shown in tables 6.9 and 6.10.
The maximum allowable jitter on the 19.2 ksymbols/second BPSK link, for a negligible 
degradation of link performance, is 8.0° for TOPSIM III and 2.0° for BOSS. The 
degradation for an optimised PLL bandwidth of 300 Hz and a corresponding recovered 
carrier jitter of 4.1° is 0 dB for TOPSIM III and 0.5 dB for BOSS. This degradation 
accounts for the 0.5 dB difference between the performance of the TOPSIM III and 
BOSS simulations.
The results of the measured tests over the Olympus satellite indicated close agreement 
between the BOSS simulation and the measured results. The BOSS simulation and the 
measurement have a degradation of the order of 1 dB from theory. The TOPSIM III 
simulation has a degradation of about 0.4 dB, which is 0.5 dB better than the BOSS 
simulation and the measurements. The simulation and measured results are within the 3
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dB system implementation margin. It would however appear that the TOPSIM HI phase 
noise model is not as accurate as the BOSS model for the 19.2 ksymbols/second 
BPSK.
Attention was drawn to the work by Harveson [8] using the TOPSIM III simulation 
package and the fact that the selection of random number generator seeds has a bearing 
on the random sequence generated. The random number generators in TOPSIM III do 
not appear to have been tested extensively, this can result in the generation of non- 
random sequences. The TOPSIM III phase noise generation module uses the module 
WGN2BB to generate white Gaussian noise. The random number generator used by 
the module is automatically seeded by TOPSIM III the first time the random generator is 
called. The phase noise generated by TOPSIM HI for the 19.2 symbols/second BPSK 
may therefore not be uncorrelated, and may result in a correlation between the in-phase 
and quadrature noise components. It is suggested that further investigations be carried 
out to assess the randomness of the TOPSIM III phase noise module.
The phase noise results for the 2 Msymbols/second QPSK link are in closer agreement 
with the TOPSIM m  simulations indicating a maximum carrier jitter of 2.0° and the 
BOSS simulations indicating a value of 1.0°. The degradation with an optimum PLL 
bandwidth of 2 kHz corresponding to a recovered carrier jitter of 3.0° is 0.2 dB for 
TOPSIM Id  and 0.7 dB for the BOSS simulation.
The channel spacing results for the TOPSIM III and BOSS VSAT to hub link 
simulations are in broad agreement in that a channel spacing greater than 45 kHz is 
adequate for both the faded and unfaded condition. The TOPSIM III simulation 
indicates a more gradual reduction in degradation in increasing the channel spacing from 
20 kHz to 45 kHz, whereas the BOSS simulations indicate a negligible degradation for 
channel spacings in excess of 25 kHz. These results will be reviewed in the light of the 
hardware measurements in Chapter 7.
The results for various channel filters show that there is little to choose between them 
in terms of performance, though the 60% root cosine performs best in both the 
TOPSIM HI and the BOSS simulations. The selection of the channel filters is therefore 
flexible, and should be made with a view to optimising demodulator performance.
The degradation of the VSAT to hub link relative to theory is 0.4 dB for the TOPSIM 
El simulation and 0.9 dB for the BOSS simulation. If a 0.5 dB modem implementation
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margin is included, the overall system degradation would be 0.9 dB for TOPSIM III 
and 1.4 dB for BOSS, both these values being within the system 3 dB implementation 
margin.
The degradation of the hub to VSAT link is 0.8 dB with a linear TWTA and 1.2 dB 
with a non-linear TWTA for the TOPSIM III simulation. The corresponding 
degradations for the BOSS simulations are 0.9 dB for a linear TWTA and 1.4 dB for a 
non-linear TWTA. These results are in relatively good agreement. This is due to the fact 
that there is not a great discrepancy between the results for the degradation due to phase 
noise.
An important aspect of the work in this chapter was the measurement of intermodulation 
noise falling in a channel, for a particular frequency plan and number of carriers. This is 
an important aspect of system design in multi-carrier systems where non-linearities are 
present. The optimisation of TWTA operating point in a multi-carrier environment is a 
primary consideration for the systems designer when dealing with a multi-carrier 
system. Simulation models have been developed for multi-carrier links which include 
uplink noise and downlink noise. Plots of uplink, downlink, intermodulation and total 
carrier-to-noise have been generated for various values of TWTA input backoff. The 
TWTA optimum operating point is the value of input backoff at which the total carrier- 
to-noise is a maximum.
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FIGURE 6.22
VSAT TO HUB LINK PHASE TITTER BER
Multi-Dimensional Plot
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SCATTER PLOTS FOR 19.2 ksvmhols/second BPSK
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VSAT TO HUB UINK CHANNEL SPACING BER
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VSAT TO HUB LINK CHANNEL SPACING BER
Multi-Dimensional Plot
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VSAT TO HUB LINK CHANNEL FILTER BER
Multi-Dimensional Plot
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VSAT TO HUB LINK CHANNEL FILTER BER
Multi-Dimensional Plot
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VSAT TO HUB LINK SSPA OPERATING POINT BER
Multi-Dirnensional Plot
ERROR PROBABILITY PERFORMANCE: VSAT TO HUB LINK 
4036 RCS FILTERS, TVTA IBO 18dB, 7dB UPLINK FADE
3 CARRIERS, 45 k H z  SPACING, VARIOUS SSPA OPERATING
POINTS
LOG Pe .
-2. -
SSPA IBO 
: OdB
: 4 . 6dB
: 7.6dB
: 1 0 .6dB
SSPA OBO 
0dB 
1.0dB 
3.2dB 
6. ldB
- 3 . -
THEORY'- 5 . -
-6. -
- 7 . -
-8 . -
8. 2. 4. 6 8 10. 12.
Eb/No dB
FIGURE 6.29 
VSAT TO HUB LINK SSPA OPERATING POINT BER
1 ERROR PROBABILITY PERFORMANCE: VSAT TO HUB LINK 1
4036 RCS FILTERS, TWTA IBO 6dB, 7dB UPLINK FADE
3 CARRIERS. 45kHz SPACING. VARIOUS SSPA OPERATING
-l.-a — POINTS
LOG Pe - 
- 2 . -
- 3 . - SSPA IBO SSPA 0 B 0 \ .
- 1: OdB OdB \
- 2: 4 . 6dB l.OdB \
- 4 . - 3: 7.6dB 3.2dB \  o4: 10 .6dB G.ldB \  4
T H E O R Y ^X-D. —
i i 
| rri 
i1 [■ i 
rr'i-j1 
co 
oo
i 
I 
i
\
i i i | I i i | i i i | i 1 1 | 1 1 H" j"'l...| ll,v,,|
0. 2. 4. 6. 8. 10. 12. 
Eb/No dB
2 4 7
FIGURE 6.30
VSAT TO HUB LINK TWTA OPERATING POINT BER
Multi-Dimensional Plot
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VSAT TO HUB'LINK TWTA OPERATING POINT BER
Multi-Dimensional Plot
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VSAT TO HUB LINK 7 CARRIER BER
Multi-Dimensional Plot
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VSAT TO HUB LINK 7 CARRIER BER
Multi-Dimensional Plot
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FIGURE 6.34
VSAT TO HUB EINK 21 CARRIER BER
Multi-Dirnensional Plot
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VSAT TO HUB IJN K  BABCOCK SPACING BER
Multi-Dimensional Plot
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VSAT TO HUB LINK BABCOCK SPACING BER
Multi-Dimensional Plot
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VSAT TO HUB LINK 7 CARRIER POWER SPECTRA
Magnitude Spectrum o f TWTA INPUT
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VSAT TO HUB LINK 21 CARRIER POWER SPECTRA
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OEYMPIIS TWO TONE INTERMODIJLATION TEST
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OLYMPUS THREE TONE TEST POWER SPECTRA
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OLYMPUS 3rd AND 5th ORDER TNTERMODIII.ATION
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VSAT TO HUB LINK 3 CARRIER C/I RATIO
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VSAT TO HUB LINK 7 CARRIER C/I RATIO
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VSAT TO HUB LINK 21 CARRIER C/I RATIO
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VSAT TO HUB LINK BABCOCK SPACING C/I RATIO
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VSAT TO HUB LINK C/I RATIOS
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VSAT TO HIJR LINK Cl I RATIOS
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VSAT TO HUB LINK 3 CARRIER TWTA OPTIMISATION
Multi-Dimensional Plot
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VSAT TO HUB LINK 3 CARRIER TWTA OPTIMISATION
Multi-Dirnensional Plot
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VSAT TO HUB LINK 7 CARRIER TWTA OPTIMISATION
Multi-Dimensional Plot
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VSAT TO HUB LINK 7 CARRIER TWTA OPTIMISATION
Multi-Dimensional Plot
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VSAT TO HUB LINK 21 CARRIER TWTA OPTIMISATION
Multi-Dimensional Plot
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VSAT TO HUB LINK 21 CARRIER TWTA OPTIMISATION
Multi-Dimensional Plot
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VSAT TO HUB LINK BABCOCK SPACING TWTA OPTIM ISATION
Multi-Dimensional Plot
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VSAT TO HUB LINK BABCOCK SPACING TWTA OPTIMISATION
Multi-Dimensional Plot
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VSAT TO HUB LINK NOISE LIMITED OPERATION
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Chapter 7 
VSAT Hardware Measurements
7.1 TNTROPTJCTTON
The results of CODE inbound and outbound link simulations using the TOPSIM HI and 
BOSS packages were reported in Chapters 5 and 6 , respectively. Hardware 
measurements with a prototype digital modem and hardware satellite simulator were 
reported in Chapter 5, and performance measurements using a prototype VSAT terminal 
over the Olympus satellite were also reported in Chapter 6 . It was felt that it would be 
useful to obtain additional hardware measurements in order to be able to further assess 
the accuracy of the simulation models.
It was not possible to perform measurements using the prototype VSAT terminal over 
the satellite, due to the unavailability of a CODE VSAT terminal and the TDS-6 earth 
station. As a fall-back situation, three Multipoint Ku-band VSAT terminals and a 
hardware satellite simulator were used to perform additional link measurement. The 
tests were carried out in June 1990 at BTI Goonhilly. The results of the hardware
2 6 6
measurements are presented in this chapter, together with BOSS simulation results for 
the test configuration. The results of the hardware measurements are compared with the 
BOSS simulations, and are also discussed in the light of the TOPSIM III and BOSS 
simulations presented in Chapters 5 and 6.
7.1.1 HARDWARE CONFIGURATION
The hardware configuration for the BT1 Goonhilly VS AT trials is shown in figure 7.1.
FIGURE 7.1
MEASUREMENT SETUP: BTI GOONHILLY VSAT TRIALS
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A data sequence, 215 - 1 bits long generated by a Test Word generator is fed to the 
modulator input of the TRL digital modem generating the centre carrier. The TRL 
modulator is operated at a data rate of 19.2 kbits/second with BPSK modulation. Two 
TRL modems are used to generate adjacent carriers, at +/- 45 kHz from the 70 MHz IF 
of the centre carrier. The VSAT upconvertor requires an external 140 MHz reference. A 
phase locked oscillator failed in the upper channel VSAT upconvertor, and a direct 14
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GHz reference was provided to its mixer input. The TRL modulator output is input to 
the VSAT upconvertor, for conversion from the 70 MHz IF to an RF of 14 GHz. The 
upconverted signal is amplified by a SSPA and attenuated by a 20 dB pad prior to the 
summing of the three signals. The attenuator of the centre carrier can be adjusted to fade 
the level of the centre carrier, relative to the two adjacent carriers by a predetermined 
amount The three signals are combined and passed through a variable attenuator which 
allows the satellite TWTA input backoff to be set at the required level. The signals are 
then passed on to the satellite simulator RF input.
The satellite simulator downconverts the 14 GHz signals to 11 GHz and then amplifies 
them using an 11 GHz TWTA. The signals are then downconverted from 11 GHz to an 
IF of 70 MHz. Phase noise is added to the centre carrier at the reference oscillator input 
of the 11 GHz to 70 MHz downconvertor of the satellite simulator. The phase noise is 
shaped to the required phase noise density plot using an audio graphic equaliser, and is 
then fed to the phase modulation input of the 11 GHz reference oscillator of the satellite 
simulator downconvertor.
The satellite simulator output is passed through a variable attenuator and combined with 
Gaussian noise, to represent downlink thermal noise. A Hewlett-Packard Phase Noise 
Measurement Set and Spectrum Analyser are connected to the demodulator input. The 
spectrum analyser is used to estimate the carrier-to-noise ratio, and the phase noise test 
set is used to obtain plots of the phase noise density. The signals, with the additive 
thermal noise, are fed to the demodulator input of the centre carrier TRL modem. The 
demodulator output is input to a Bit Error Rate Detector which provides an estimate of 
the error probability by comparing the transmitted and received data patterns. The 
configurations for the phase noise generation and the error probability measurement are 
shown in figures 7.2 and 7.3 respectively.
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FIGURE 7.3
ERROR PROBABILITY MEASUREMENT
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7.1.2 SATSIM AND SSPA CHARACTERISTICS
The satellite simulator and Multipoint SSPA AM/AM and AM/PM characteristics were 
not available and are a necessary input of the BOSS simulation models. The AM/AM 
characteristics of both the satellite simulator and Multipoint SSPA were measured 
directly, it was however not possible to measure the AM/PM characteristics due to the 
lack of suitable equipment. The satellite simulator is modelled on the Intelsat TWTA
[1], so the AM/PM characteristics are assumed to be those of the Intelsat TWTA for the 
purpose of BOSS simulations. The SSPA AM/PM characteristics are assumed to be 
similar to those of the Ferranti SSPA, for the purpose of BOSS simulations. The 
AM/AM and AM/PM characteristics of the satellite simulator, Intelsat TWTA, 
Multipoint SSPA and Ferranti SSPA are shown in figures 7.4 to 7.7.
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FIGURE 7.4
BTT GOONHItiLY SATSIM AM/AM CHARACTERISTIC
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INTELSAT TWTA AM/PM CHARACTERISTIC
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FIGURE 7.6 
MULTIPOINT SSPA AM/AM CHARACTERISTIC
Multipoint SSPA AM/AM Characteristic
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FERRANTI SSPA AM/PM CHARACTERISTIC
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7.1.3 MODEM BACK-TO BACK TEST
The first measurement performed was the error probability performance of the TRL 
modem in a back-to-back configuration. The result is shown in figure 7.11 and 
indicates performance within 1 dB of theory for Eb/N0 values of up to 12 dB. The 
modem back-to-back test was conducted without additional phase noise, so that the 
phase noise was the inherent modem phase noise.
7.1.4 CODE PHASE NOISE MASK
The cumulative phase noise mask for the VSAT, Olympus and TDS-6 was generated 
and added to the reference oscillator of the satellite simulator down convertor. The 
shape of the generated phase noise was adjusted by using the audio graphic equaliser in 
figure 7.3. All subsequent simulations include the CODE phase noise mask, unless 
stated otherwise.
Plots of phase noise density for the TRL modem and the CODE mask, measured with 
the HP phase noise measurement test set are shown in figures 7.8 and 7.9 respectively. 
The CODE specification is indicated by the straight line approximation in each of the 
plots.
7.1.5 SSPA INPTJT BACKOFF
The error probability performance was evaluated for three operating points of the SSPA 
and the results are shown in figure 7.12. The performance in order of merit is: linear 
SSPA, saturated SSPA and 1 dB compression point SSPA. These measurements are 
for a single carrier with the satellite simulator operated at an input backoff of 20 dB. 
The degradation of the 1 dB compression SSPA is 1 dB at an Et/N0 value of 4 dB and 
0.5 dB for the linear SSPA. The penalty for operating the SSPA at the 1 dB 
compression point is about 0.5 dB.
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7.1.6 CHANNEL SPACING
The error probability performance of a centre carrier with two adjacent carriers was 
assessed for channel spacings of 20 kHz, 25 kHz, 30 kHz, 35 kHz and 45 kHz. The 
results are shown in figure 7.13. The degradation for a channel spacing of 20 kHz is 
severe, 2 dB at an Eb/N0 value of 4 dB. Performance improves with increasing channel 
spacing, with a dramatic improvement as the spacing is increased from 20 kHz to 25 
kHz. The improvement in performance obtained in increasing the channel spacing from 
25 kHz to 40 kHz is a marginal 0.3 dB at an Eb/N0 value of 4 dB. The channel spacing 
tests were carried out for three equal carriers with the TWTA operated at an input 
backoff of 20 dB.
7.1.7 TWTA OPERATING POINT
The effect of intermodulation when the TWTA is operated in the non-linear region with 
equal channel spacing was investigated for the three carrier case for both an unfaded 
and faded centre carrier. The adjacent carriers were placed +/- 45 kHz from the centre 
carrier for these tests. The results for values of TWTA output backoff of between 0 dB 
and 8 dB with an unfaded centre carrier are shown in figure 7.14. The degradation 
relative to theory with a TWTA output backoff of 0 dB is 3 dB at an Eb/N0 value of 4 
dB. The degradation decreases to 1.6 dB when the TWTA is operated at an output 
backoff of 8 dB. The simulations were repeated for values of TWTA output backoff of 
0 dB, 3 dB and 9 dB, with the centre carrier faded by 7 dB. The results are shown in 
figure 7.15. The degradation relative to theory with the TWTA operated at an output 
backoff of 0 dB is 4 dB at an Eb/N0 value of 4 dB, and 2 dB with the TWTA operated 
at an output backoff of 9 dB.
7.1.8 PHASE NOISE
The effect of increased phase noise on system performance was investigated by 
evaluating system performance with the phase noise masks shown in figure 7.10. The 
phase noise masks are designated according to the amount of phase modulation (in 
radians) required to generate them. The results are shown in figure 7.16. The 
degradation relative to theory for the CODE phase noise mask is 1 dB at an Eb/N0 value 
of 4 dB. This increases to 4 dB for a 2.0 radian phase noise mask. System performance
2 7 4
was so degraded for the 3.25 radian phase noise mask that the system is clearly 
unworkable.
FIGURE 7.10 
PHASE NOISE MASKS
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7.1.9 NOISE LIMITED OPERATION
The effect of noise limited operation was investigated by placing the thermal noise 
source at the satellite simulator output for downlink limited noise operation, and at the 
satellite simulator input for uplink noise limited operation. The TWTA was operated at 
saturation in the noise limited tests. The results are shown in figure 7.17. Downlink 
noise limited operation operation results in a degradation of 1 dB relative to theory at an 
Eb/N0 value of 1 dB, which is increased to 1.5 dB for uplink noise limited operation.
7.2 COMPARISON OF TEST RESULTS WITH SIMULATIONS
In order to assess the accuracy of the BOSS simulation models, the test configuration 
was simulated for the various hardware measurements that had been performed. These 
simulation results are now compared with the hardware measurements, and also
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discussed in the light of the TOPSIM HI and BOSS simulations presented in Chapters 5 
and 6 .
7.2,1 MEASUREMENTS AND BOSS SIMULATIONS
The first comparison of measured results and simulated results are for the modem back- 
to-back test. The results are shown in figure 7.18. The agreement between the 
simulation and the measurement is veiy good, indicating a degradation of less than 1 dB 
for values of Eb/N0 of up to 12 dB. The simulated and measured results for the SSPA 
operating point are shown in figures 7.19 - 7.21. There is relatively good correlation 
between the measured and simulated results for value of Eb/N0 of up to about 8 dB, 
after which the measured results are better than the simulated results by up to 1 dB.
The simulated and measured results for various values of channel spacing are compared 
in figures 7.22 to 7.26. The agreement between the simulated and measured results is 
again close for values of Eb/N0 of up to 6 dB to 7 dB, after which the measured results 
exhibit an superior error probability performance. The overall trend of the simulations, 
however, is to "track11 the trend of the measurement.
The simulated and measured results for various values of TWTA output backoff are 
shown in figures 7.27 to 7.30 for an unfaded centre carrier and in figures 7.31 to 7.34 
for a centre carrier fade of 7 dB. The error in the simulated results is greater for this set 
of simulations, with the simulated results between up to 3 dB worse than the measured 
results. The error in the simulated results decreases appreciably when the TWTA is 
operated in the linear region for both the unfaded and faded cases.
The measured and simulated results for various phase noise masks are shown in figures 
7.35 to 7.39. In order to simulate the various phase noise masks, it is necessary to 
calculate the cumulative phase noise and carrier jitter for the various phase noise masks. 
The results for the various phase noise masks are shown in table 7.1. The phase noise 
calculations assume the use of a PLL of 300 Hz bandwidth, so that the integration 
bandwidth is from 90 Hz to 19.2 kHz.
The integrated phase noise for the TRL modem is 41.4 dB below the carrier, and the 
recovered carrier jitter is 2.6°. The integrated phase noise for the various phase noise 
mask ranges from 20 dB below the carrier for the 0.5 radian mask, to 5 dB below the
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carrier for the 3.25 radian mask. The corresponding range of carrier jitter is 6.2° to 
34.0°. This wide range of phase noise masks is able to demonstrate the sensitivity of 
the system to phase noise.
TABLE 7.1
PHASE NOISE DENSITY AND CARRIER TITTER
Phase noise mask Integrated phase noise Carrier jitter Degradation
TRL Modem -41.4 dBc 2 .6° 0 dB
CODE specification -24.1 dBc 4.1° 0.5 dB
0.5 radian Mask -20.1 dBc 6 .2° 1.0 dB
1.0 radian Mask -14.9 dBc 10.6° 1.2 dB
1.5 radian Mask -11.7 dBc 15.2° 2.5 dB
2.0 radian Mask -10.4 dBc 17.5° 3.0 dB
3.25 radian Mask -4.5 dBc 34.0° > 10 dB
The simulations results indicate good agreement at values of Eb/N0 dB of up to 7 dB, 
after which there is increased error with higher values of Eb/N0. Again the overall effect 
of the simulations is to "track" the measurements, although the error at values of Eb/N0 
greater than 7 dB for the higher levels of phase noise is substantial, of the order of a 
few dBs.
If the TRL modem back-to-back performance is taken as a reference, then the CODE 
phase noise mask results in an additional degradation of at least 0.5 dB. It is important 
to note that it is not the exact shape of the phase noise specification that is important, but 
the integrated phase noise in dB below the carrier that is the ultimate measure of phase 
noise over a specified bandwidth. Thus, relaxing the phase noise specifications from 
the CODE specification so that the integrated phase noise is increased from -24 dBc to 
-15 dBc, results in an additional degradation of 2 dB at an Eb/N0 of 4 dB, and 
performance is not within the 3 dB system implementation margin.
Relaxing the CODE phase noise specification so that the integrated phase noise is 
increased from -24 dBc to -5 dBc results in a system performance that is dominated by 
the effects of phase noise. The system cannot operate satisfactorily, and increasing 
Eb/N0 does not result in a significant improvement in system performance.
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7.2.2 MEASUREMENTS AND C O PE LINK SIMULATIONS
Some of the key results of the CODE link simulations presented in Chapters 5 and 6 
using the TOPSIM III and BOSS simulation packages are now reviewed in the light of 
the hardware measurements. The configuration used for the hardware measurements is 
not identical to the CODE setup, i.e. the Olympus and Ferranti SSPA characteristics are 
not identical to those of the satellite simulator and the Multipoint SSPA. These 
differences are not however expected to result in radically different results, and it 
should still be possible to draw general conclusions on the validity and accuracy of the 
simulation models.
The single carrier performance with the CODE phase noise mask was found have a 
degradation of 1 dB at an Eb/N0 value of 4 dB from the hardware tests. This is in 
agreement with the BOSS simulation which indicates a similar degradation. The 
TOPSIM IE link simulation indicated a degradation of only 0.5 dB. This difference is 
attributed to the fact that the TOPSIM III simulation does not suffer any significant 
degradation from the CODE phase noise mask.The phase noise measurements serve to 
re-enforce the earlier perception that the TOPSIM III phase noise module is not 
performing accurately. It was suggested in chapter 6 that this may be due to correlation 
in the noise sources in the module and further investigations on the randomness of the 
module are required.
The hardware measurements indicated that the order of performance for the SSPA 
operating point in order of merit is, linear, saturated and 1 dB compression. The 
corresponding results for the BOSS simulation are 1 dB compression, saturated and 
linear. TOPSIM HI simulations were not carried out for SSPA operating point.
The hardware measurements indicate that a channel spacing of 20 kHz results in an 
appreciable degradation. Increasing the channel spacing to 25 kHz results in a markedly 
improved performance, with a marginal improvement as channel spacing is increased to 
45 kHz. The BOSS simulations are again in close agreement with the hardware test, 
indicating a sharp improvement in system performance in increasing the channel 
spacing from 20 kHz to 25 kHz, and a marginal improvement for increases of up to 45 
kHz.
The TOPSIM HI simulations on the other hand, indicated a more gradual improvement 
in performance as the channel spacing is increased from 20 kHz to 45 kHz. The
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TOPSIM III and BOSS simulations and the hardware measurements all confirm that a 
channel spacing of 45 kHz will result in negligible adjacent channel interference.
The hardware measurement results for multicarrier setup with a centre carrier fade of 0 
dB, for various value of TWTA output backoff indicate a degradation of 3 dB relative to 
theory at an Eb/N0 of 4 dB, for the saturated TWTA. This decreases to a degradation of
1.5 dB for a TWTA output backoff of 8 dB. The degradation for the corresponding 
BOSS simulation is 6 dB for the saturated TWTA, decreasing to 1 dB for a TWTA 
input backoff of 15 dB.
The degradation in system performance with a centre carrier fade of 7 dB and a 
saturated TWTA is 5 dB for the hardware simulation, and 8 dB for the BOSS 
simulation. The degradation of the hardware measurement at a TWTA output backoff of 
9 dB is 2 dB and the corresponding degradation for the BOSS simulation with a TWTA 
input backoff of 15 dB is 1 dB.
The difference in system performance is felt to be due to the different characteristics of 
the TWTA and SSPA used in the simulation model and the hardware tests. The effect of 
AM/AM and AM/PM characteristics is more pronounced in the non-linear region of 
operation, hence the closer agreement for linear operation.
The hardware measurements indicate that the system suffers a degradation of the order 
of 0.5 dB due to the CODE phase noise specification. Relaxing the phase noise 
specification beyond the CODE specification results in additional degradation. These 
results are similar to those obtained with the BOSS simulations. The TOPSIM III 
simulations on the other hand indicated that the CODE phase noise specification will 
result in a negligible degradation, and that the specification could be relaxed 
considerably before degradation could be discerned. The TOPSIM III simulations 
indicated that carrier jitters of up to 8.0° would not result in any degradation, and the 
carrier jitter would have to be increased to more than 18.0° in order for the system to 
become phase noise limited.
The measured results indicate that carrier jitters of 4° and 6° will result in a degradation 
of 0.5 dB and 1.0 dB, this compares with 0.5 dB and 0.9 dB for the BOSS simulation. 
The BOSS simulations indicated a more rapid deterioration in system performance as 
carrier jitter is increased above 8°. This confirms the earlier conclusion that the
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TOPSIM m  phase noise model for the 19.2 ksymbols/second BPSK link is inaccurate 
and gives optimistic results.
The noise limited hardware measurements indicate an additional degradation of 0.5 dB 
when the system noise is uplink rather than downlink limited, for a saturated TWTA. 
The increase in degradation with the BOSS simulation ranged from 0.5 dB to 1.0 dB 
for values of Eb/N0 of between 1 dB and 4 dB.
7.3 CONCLUSION
The hardware measurements reported in this chapter are primarily aimed at providing a 
means of comparing simulation results and actual hardware measurements. The test 
configuration consisted of three Multipoint Ku-band VSAT terminals, a hardware 
satellite simulator, phase noise generation and measurement equipment, and bit error 
probability measurement equipment. The VSAT equipment and satellite simulator were 
borrowed from RSRE Defford and BTI, respectively. The tests were conducted at the 
Transmission Laboratories of BTI Goonhilly.
The hardware measurements and BOSS simulations for the test setup indicate good 
agreement for values of Eb/N0 of up to 7 dB for most of the simulations. There is an 
increased error in the simulated results when the TWTA is operated in the non-linear 
region, with the simulations exhibiting an inferior error probability performance when 
compared with the measurements. This is felt to be due to the fact that the AM/PM 
characteristics of the satellite simulator and the Multipoint SSPA are not available and 
the simulations model use representative characteristics.
The phase noise performance of the digital TRL modem appears to be consistently 
better than the simulated model. This is felt to be due to the fact that the digital 
implementation of the TRL demodulator tracks out more of the phase noise than would 
be the case in an analogue demodulator, thereby delivering a better performance at the 
higher value of Eb/N0, where phase noise tends to dominate.
The hardware measurements have also been compared with the TOPSIM HI and BOSS 
simulations presented in chapters 5 and 6 . There appears to be closer agreement with 
the BOSS simulations than with the TOPSIM III simulations. In particular, the effect of 
phase noise on system performance is better modelled by the BOSS simulations than 
the TOPSIM III simulations. The degradation due to phase noise is optimistic in the
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case of TOPSIM III and the degradations with the BOSS simulations are in closer 
agreement with the hardware measurements. The optimistic results obtained from the 
TOPSIM in phase noise simulations may be due to the inaccurate modelling of phase 
noise by the module WGN2BB. Harveson [2] reported that the random generators in 
TOPSIM III do not appear to have undergone thorough testing, and the selection of 
certain seeds results in the generation of sequences that are correlated. The seeding of 
the phase noise module is done automatically by TOPSIM in  when the module is first 
called and the seeding may be improper.
In conclusion, the key results of the BOSS and TOPSIM III simulations are generally in 
agreement with the hardware measurement. The simulation models and hardware 
measurements indicate that performance of the CODE inbound link will be within the 
system 3 dB implementation margin.
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Pe vs Eb/No: VARIOUS CHANNEL SPACINGS
Error Probability vs Eb/No: Channel Spacing
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FIGURE 7.14
Pe vs Eh/No: VARIOUS TWTA OBO
Error Probability vs Eb/No: Various TWTA Output Backoff
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FIGURE 7.15
Pe vs Eh/No: VARIOUS TWTA OBO
Error Probability vs Eb/No: Various TWTA Output Backoff
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FIGURE 7.16
Pe vs Eb/No:___VARIOUS PHASE NOISE MASKS
Error Probability vs Eb/No: Various Phase Noise Masks
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FIGURE 7.17
Pe vs Eh/No: NOISE LIMITED OPERATION
Error Probability vs Eb/No: Noise Limited Operation
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FIGURE 7,18 
Pe vs Eb/No: MODEM BACK-TO-BACK TEST
Error Probability vs Eb/No: Modem Back-to-Back Test
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Pe vs Eh/No: T.TNEAR SSPA
Error Probability vs Eb/No: Linear SSPA
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FIGURE 7.20
Pe vs Eb/No: 1 dB COMP, SSPA
Error Probability vs Eb/No: ldB comp. SSPA
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Pe vs Eb/No: SATURATED SSPA
Error Probability vs Eb/No: Saturated SSPA
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FIGURE 7.22 
EfcJgJEfr/No; 20 kHz CHANNEL SPACING
Error Probability vs Eb/No: 20 kHz spacing, TWTA IBO 20 dB
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Pe vs Eh/No: 25 kHz CHANNEL SPACING
Error Probability vs Eb/No: 25 kHz spacing, TWTA IBO 20 dB
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Pe vs Eh/No: 30 kHz CHANNEL SPACING
Error Probability vs Eb/No: 30 kHz spacing, 20 dB TWTAIBO
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Pe vs Eh/No: 35 kHz CHANNF.I. SPACING
Error Probability vs Eb/No: 35 kHz spacing, TWTA IBO 20 dB
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FIGURE 7.26
Pe vs Eh/No: 45 kHz CHANNEL SPACING
Error Probability vs Eb/No: 45 kHz spacing, 20dB TWTA IBO
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Pe vs Eh/No: OdB TWTA OBO OrfB FADE
Error Probability vs Eb/No: TWTA OBO OdB, OdB Fade
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FIGURE 7.28
Pe vs Eb/No: 3dB TWTA OBO OdB FADE
Error Probability vs Eb/No: TWTA OBO 3dB, OdB Fade
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Pe vs Eh/No: 5dB TWTA OBO OdB FADE
Error Probability vs Eb/No: TWTA OBO 5dB, OdB Fade
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FIGURE 7.30
Pe vs Eb/No: 8dB TWTA OBO OdB FADE
Error Probability vs Eb/No: TWTA OBO 8dB, OdB Fade
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Pe vs Eh/No: OdB TWTA OBO 7dB FADE
Error Probability vs Eb/No: TWTA OBO OdB, 7dB Faded
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FIGURE 7.32
Pe vs Eb/No: 3dB TWTA OBO 7dB FADE
Error Probability vs Eb/No: TWTA OBO 3dB, 7dB Fade
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Pe vs Eh/No: SdB TWTA OBO 7dB FADE
Error Probability vs Eb/No: TWTA OBO 5dB, 7dB Fade;
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FIGURE 7.34
Pe vs Eb/No: 9dB TWTA OBO 7dB FADE
Error Probability vs Eb/No: TWTA OBO 9dB, 7dB Fade
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Pe vs Eh/No: 0.5 RADIAN PHASE NOISE MASK
Error Probability vs Eb/No: 0.5 radian Phase Noise Mask
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FIGURE 7.36
Pe vs Eb/No:___1.0 RADIAN PHASE NOISE MASK
Error Probability vs Eb/No: 1.0 radian Phase Noise Mask
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FIGURE 7.37 
Pe vs F.h/No: 1.5 RADIAN PHASE NOTSF. MASK
Error Probability vs Eb/No: 1.5 radian Phase Noise Mask
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FIGURE 7,38
Pe vs Eb/No: 2.0 RADIAN PHASE NOISE MASK
Error Probability vs Eb/No: 2.0 radian Phase Noise Mask
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Pe vs Eb/No: 3.25 RADIAN PHASE NOISE MASK
Error Probability vs Eb/No: 3.25 radian Phase Noise Mask
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Chapter 8 
Conclusions and Future Work
8.1 INTRODUCTION
CODE VSAT terminals have been built by a number of organisations and successful 
pre-operational trial transmissions have been conducted via the Olympus satellite from a 
number of sites in Europe. CODE is expected to become fully operational in early 1991 
with at least a dozen CODE terminals. A number of universities and organisations have 
been involved in the design of the experiment, and the University of Surrey has played 
a key role in this respect. The work reported in this thesis is based on systems design 
studies and link simulations for CODE. The systems studies and simulations have 
enabled the specification of key system parameters and the assessment of system 
performance.
The thesis has addressed a number of issues pertaining to the design of a 20/30 GHz 
point-to-point VSAT network, for use with the European Space Agency's Olympus 
satellite. Detailed link budget calculations for the CODE inbound and outbound links
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have been presented, in addition to interference and sun outage calculations. The effect 
of phase noise, particularly on the low data rate carriers is a potential source of system 
performance degradation. A method of calculating phase noise jitter using plots of 
phase noise density was presented, and used to derive a VSAT phase noise 
specification. Simulations of the CODE links were performed using the TOPSIM in 
and BOSS communications link simulation packages. The system parameters 
investigated included the effects of phase noise, channel spacing, filtering, SSPA 
operating point, TWTA operating point, and multicarrier operation. The simulations 
were supplemented by hardware measurements on the Olympus satellite and a hardware 
satellite simulator.
8.1.1 LINK BUDGET CALCULATIONS
A number of detailed link budget calculations were carried out for both the inbound and 
the outbound CODE links. Minimum EIRP and G/T ratios were calculated for CODE 
terminals located in Europe, for an overall system annual availability of 99%. The link 
budget calculations indicate that EIRPs of between 32.8 dBW and 37.8 dBW and G/T 
ratios of between 7.8 dB/K and 8.8 dB/K are required for the various European 
locations. These figures translate into typical antenna diameter, SSPA and LNA noise 
figure requirements of 1 metre, 150 mW and 6 dB respectively.
The Olympus satellite sensitivity to Input Power for Saturation (IPS) setting for both 
the inbound and the outbound link was investigated. The satellite can be used with IPS 
settings of -99 dBW to -114 dBW for the inbound link, and -93 dBW to -114 dBW for 
the outbound link. The satellite is bandwidth rather than power limited on the inbound 
link, and it is possible to support up to 2,000 inbound carriers (provided the effects of 
intermodulation are negligible).
The size of an antenna is important when considering the susceptibility of the VSAT to 
external interference into and from other satellite and terrestrial systems. Due to the 
relatively wide beamwidths of the antennas that will be used in CODE VSAT terminals, 
interference could be a problem an operational system where other satellites operate in 
close proximity to the wanted satellite.
Carrier-to-interference ratios were calculated for antennas meeting the CCIR 
recommendations 465 and 580 for antenna radiation patterns, with an interfering 
satellite located at 2° from the wanted satellite. The calculations indicate that it will be 
possible to operate with an adequate carrier-to-interference ratio, with antenna diameters
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down to 0.8 metres to 1.3 metres, for antennas meeting CCIR recommendations 465 
and 580 respectively. It will be necessary to tighten the antenna radiation pattern 
further, if smaller antennas are to be used at Ka-band.
There is as yet no CCIR recommendation for maximum EIRP density for Ka-band 
VSATs. If the CCIR recommendation 524-1 for C-band operation is used as a guide­
line, then a maximum VSAT EIRP of -11 dBW/Hz could be used, corresponding to an 
antenna of 0.9 metres and an SSPA of 6.8 watts. The FCC in the U.S.A. have issued a 
guide-line for the maximum power density into an antenna feed of -50 dBW/Hz. If this 
guide-line is followed, SSPA with ratings of up to 230 mW could be used with a 0.9 
metre antenna. Clear guide-lines are needed on the maximum permissible EIRP 
densities for VSATs, preferably by a body such as the CCIR.
Link performance can be severely degraded or link outages can occur if a solar transit 
event occurs. Link budget calculations were carried out for both CODE links for the 
occurrence of solar transit event in both clear and faded conditions. Link performance 
was found to be adequate for all conditions other than for the hub to VSAT link when a 
solar transit event and fading occur simultaneously.
8.1.2 PHASE NOISE
Phase noise is present in most communications links. Its effects on system performance 
are negligible in a well-engineered system. When the effects of phase noise are no 
longer negligible, the system designer should carefully address the effect of phase noise 
as it is a potential limiting factor in system performance. The importance of phase noise 
in the context of the CODE experiment is two-fold. The phase noise specifications of 
the Olympus satellite and the TDS-6 earth station are not very stringent and can result in 
high levels of integrated phase noise. This is accentuated if a narrow band carrier such 
as the CODE VSAT to hub link is used, where close-to-carrier phase noise performance 
is particularly important.
A method of calculating cumulative integrated phase noise and jitter over a given 
bandwidth, given the piece-wise linear approximations of the phase noise plots was 
presented. Sensitivity analysis was used to derive an appropriate phase noise 
specification for the VSAT terminal. The phase noise evaluation method was then
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applied to the phase noise plots of the VSAT, Olympus and TDS-6 and used to evaluate 
the optimum PLL bandwidths for the inbound and outbound links.
The effect of phase noise on system performance was evaluated by simulation and 
supplemented by measurements on the Olympus satellite and on a hardware satellite 
simulator. The results of the BOSS simulation and measurements indicate a 
performance penalty of 0.5 dB is incurred due to the presence of phase noise on the
19.2 ksymbols/second BPSK link. The CODE inbound link is operated close to the 
threshold, in terms of phase noise. Relaxing the overall phase noise specification of the 
link by more than 10 dB will degrade performance such that operation with the 3 dB 
system implementation margin is not possible. VSAT systems using low data rate 
carriers, with close-to-carrier phase noise specifications that are not very good need to 
address phase noise performance carefully, in order to ensure that system degradation 
due to phase noise is not excessive.
A key result of the phase noise simulations was the difference between the TOPSIM III 
phase noise simulations and the BOSS simulations for the 19.2 ksymbols/second 
BPSK. The TOPSIM HI simulations indicating a higher tolerance to phase noise jitter. 
The TOPSIM III random numbers generators have not been extensively tested, and 
there is a possibility that the seeds that are automatically generated by TOPSIM HI for 
the phase noise generator do not result in the generation of pseudo-random noise.
8.1.3 LINK SIMULATION
Simulations of the CODE inbound and outbound links were presented using the 
TOPSIM III and the BOSS simulation packages. The simulations were primarily carried 
out in order to ascertain whether CODE link performance would be within the 3 dB 
system implementation margin. The degradation due to phase noise was shown to be 
severe for a carrier jitter of more than a few degrees for both the inbound and outbound 
links. The BOSS simulation for the 19.2 ksymbols/second BPSK link indicate greater 
degradation than the TOPSIM HI simulation. The link measurements over the Olympus 
satellite show a closer correlation with the BOSS simulation than the TOPSIM III 
simulation.
The BOSS and TOPSIM III simulations for various channel spacings indicate that a 
minimum channel spacing of 25 kHz is required, in order to reduce the degradation due
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to adjacent channel interference to the order of a dB. A practical channel spacing of 45 
kHz is suggested for use in CODE. The simulations of SSPA operating point and 
channel filters indicate a marginal effect on system performance.
The performance of the inbound link in a multi-carrier environment was extensively 
simulated for various numbers of carriers. The degradation due to intermodulation can 
be severe for equal channel spacings and may be mitigated by using other frequency 
plans such as Babcock spacing. Simulation models that measure intermodulation noise 
power for a given frequency plan were created. The models were then incorporated into 
simulation models of the inbound link which calculate and plot uplink, downlink, 
intermodulation and total carrier-to-noise ratios for various values of TWTA input 
backoff. The optimum TWTA operating point corresponds to the value of TWTA input 
backoff at which the total carrier-to-noise ratio is maximum.
8.1.4 HARDWARE TESTS
The verification of simulations with actual hardware measurements gives a measure of 
confidence in the accuracy of simulation models. The absence of such verification will 
always leave some doubt as to the validity of the simulation model and its accuracy in 
modelling what are often complex phenomena. We have presented simulations of 
satellite links that include phase noise and supplemented them with hardware tests. This 
is the first instance of such a study that we are aware of, and addresses an important 
aspect of satellite systems engineering that has not received as much attention as is due.
Hardware measurements were carried out at BTI Goonhilly using three Multipoint 
VSAT terminals in conjunction with a hardware satellite simulator. The measurements 
results were compared with BOSS simulations and indicate a reasonable correlation. 
The performance of the link measurements are consistently superior to the simulations 
in all cases. This was felt to be in part due to the use of representative AM/PM 
characteristics for the satellite simulator and the Multipoint SSPA, and the fact that the 
digital TRL modem appears to have a better performance than would be expected from 
an analogue modem in the presence of phase noise.
The results of the hardware measurements were also used to assess the accuracy of the 
TOPSIM III and BOSS simulations presented earlier. The hardware measurements 
indicate that the inbound link is sensitive to phase noise. The degradation due to phase
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jitter has a closer correlation to the BOSS simulation than the TOPSIM III simulations, 
the latter indicating a degradation that is less than the measured results. The results of 
the hardware measurements therefore serve to confirm the earlier results of the 
measurement over the Olympus satellite, that indicated a close correlation with the 
BOSS simulation. The channel spacing results with the hardware measurements 
indicate that a minimum channel spacing of 25 kHz is required, with a channel spacing 
of 45 kHz resulting in negligible degradation due to adjacent channel interference. This 
result is in agreement with both the TOPSIM HI and BOSS simulations.
8.2 FUTURE WORK
Two main avenues are proposed for future work; additional measurement using the 
Olympus satellite, and the refinement of the link simulation models. Further 
measurements of outbound and inbound link performance should be carried out when 
the CODE network is fully operational. Performance evaluation in a multicarrier 
environment with and without fading would be particularly interesting. The accuracy of 
simulation models developed for TWTA operating point optimisation could then be 
verified. The accuracy of the TOPSIM III phase noise models should be checked. In 
particular, the automatic generation of seeds for the pseudo-random generators used in 
the module WGN2BB should be checked to ensure that the resultant inphase and 
quadrature components of the Gaussian noise are uncorrelated.
It has been proposed that CODE may be configured to operate with both the VSAT 
carriers and the hub carrier using the same transponder, at some stage during the 
experiment. This is probably a more realistic arrangement for a future operational 
system. A high data rate, high power carrier sharing a transponder with low data rate, 
low power carriers, may however have a detrimental effect on the performance of the 
latter carriers. It is not possible to simulate carriers with widely different data rates in 
either TOPSIM IE or BOSS, due to the limitations imposed on the simulation baseband 
bandwidth. If this problem could be overcome, then the common transponder 
configuration could be simulated, and the performance compared with measurements 
taken over the satellite link.
A limitation of the present link simulation models is the use of uncoded links, unlike the 
actual CODE links. The current version of BOSS does not support either convolutional 
coders or Viterbi decoders. The next release of the BOSS software is expected to
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include both of these modules, so an effort should be made to include them in the 
simulation models. A refinement of the simulation models to include digital 
demodulators would model the links more accurately. It is not currently possible to 
simulate digital demodulators in BOSS or TOPSIM III as multi-rate sampling is not 
possible in either package. BOSS is currently being integrated into SPW, a digital 
signal processing package that may allow the simulation of such demodulators.
The simulation of a satellite with on-board processing capabilities is felt to be an avenue 
that is worth exploring. The use of on-board processing is expected to have a 
favourable impact on the performance of VSAT networks. A satellite that performs 
demodulation, error correction, remodulation, etc. could be simulated using BOSS and 
the results would provide an insight into the performance of OBP in a VSAT 
environment.
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