Using support vector regression to predict direct runoff, base fl ow and total fl ow in a mountainous watershed with limited data in Uttaranchal, India. In the ecologically sensitive Himalayan region, land transformations and utilization of natural resources have modifi ed water fl ow patterns. To ascertain future sustainable water supply it is necessary to predict water fl ow from the watersheds as affected by rainfall and morphological parameters. Although such predictions may be made using available process--based models, in mountainous and hilly areas it is extremely diffi cult to determine the numerous parameters needed to run such models, thus limiting their applicability. Artifi cial intelligence (AI) based models are a possible alternative in such circumstances. In this study an AI technique, support vector machines (SVM), was used for modeling the rainfall-runoff relationship from three hilly watersheds in the state of Uttaranchal, India. Different SVM models were developed to predict direct runoff, base fl ow, and total fl ow based on the daily rainfall, runoff, and morphological parameters collected from each watershed. The results confi rm the potential of SVM models in the prediction of runoff, base fl ow, and total fl ow in hilly areas.
INTRODUCTION
In the Himalayan region, agricultural activities are the main source of the population's livelihood. While these activities and other land uses have supported the population they have also placed signifi cant pressure on the land, water, and other natural resources creating ecological imbalances. This poses a serious threat to the sustainable development of the region's water resources (Samra et al. 1999) . Given this situation, it is necessary to understand the water fl ow behaviour in this region.
Rainfall-runoff relationships are a complex hydrological phenomenon infl uenced by temporal and spatial variability in the watershed characteristics, uncertainty in rainfall patterns, and changes in soil cover and morphological parameters (Tokar and Johnson 1999) . To simulate the behaviour of this complex system several conceptual process--based models have been developed to mathematically simulate rainfall-runoff processes on a watershed scale. These models are constructed to approximate the general internal sub-process and physical mechanisms that govern the hydrologic cycle, and are based on important hydrological processes. However, it is diffi cult to translate these processes into mathematical form and in practical situations such models may not be accurate at prediction as they may require Using support vector regression to predict direct runoff, base fl ow and total fl ow in a mountainous watershed with limited data in Uttaranchal, India several input parameters that cannot be accurately determined due to spatial and temporal variability. In addition, in hilly regions it is often extremely diffi cult to collect information due to problematic topography. In such situations, it may be preferable to consider a direct mapping between the readily measurable inputs and outputs by implementing a simpler data driven model with little consideration of the complex processes.
Artifi cial intelligence (AI) methods such as artifi cial neural network (ANN) models may be used in runoff prediction without prior knowledge of the actual complex processes involved. A number of researchers have used ANN models for studying rainfall-runoff relationships and found promising results compared to conceptual models (Smith and Eli 1996; LeRoy et al. 1996; Tokar and Johnson 1999; Gautam et al. 2000; Dibike et al. 2001; Jain and Prasad Indurthy 2003; Castellano-Méndez et al. 2004; Nilsson et al. 2005; Adamowski 2008; Adamowski and Sun 2010) . Support vector machines (SVM) are another AI method that has recently been employed for solving hydrological problems. Mukherjee et al. (1997) applied SVM regression on chaotic time series and compared the results with those obtained with different prediction methods such as polynomial, rational, local polynomial, multi-quadrics radial basis functions and neural networks. They reported that SVM provided signifi cantly better results as compared to other methods. Dibike et al. (2001) developed both ANN and SVM to predict stream fl ow discharge at the watershed level using daily rainfall and evaporation as inputs, reporting a 15% increase in accuracy of runoff estimation with the SVM model over the ANN model. Bray and Han (2004) explored the applicability of the SVM model for fl ood forecasting, concentrating on determining a suitable model structure and appropriate parameter values for rain -fall-runoff modeling. They addressed the complexity of the SVM optimization with manual based operation of the method and concluded that for appropriate and effective application of SVM in rainfall-runoff modeling more research is needed. Asefa et al. (2005) used SVM models to predict at seasonal and hourly time scales, reporting promising SVM model performance. Behzad et al. (2009) compared SVM against ANN and ANN--GA models and reported the prediction accuracy of SVM to be as good as or better than those models. Wang et al. (2009) developed SVM and three other artifi cial intelligence models for the same data set, comparing their predictive ability and reporting strong predictive accuracy from the SVM model.
The overall goal of this paper is to investigate the applicability of SVMs in the prediction of runoff, base fl ow, and total fl ow for hilly watersheds. Three small watersheds in the Uttaranchal state of India, located in the mid-Himalayan region, were selected and their rainfall and morphological data used to build and test the models. The data for the three watersheds were randomized for training and testing, thus building models that could generalize predictions for similar geographic/climatic watersheds.
MATERIAL AND METHODS

Site description and data
The study data for this research were three watersheds located in the hilly terrain of Uttaranchal, India. 
Model description
SVMs are based on Vapnik's statistical learning theory (Vapnik 1995) . Let us consider a simple problem where the data set has a linear relationship with M observations. Each observation consists of a pair: a vector x i ∈ R n ; i = 1, ..., M, and the corresponding response variable y i . The fi nal objective of SVM regression is to develop a linear function that can make the best approximation of the dependent response variable. The function can be formulated as follows:
where: w, b -regression parameters, < w·x > -the dot product of w and x. The optimal regression function can be obtained, according to Gunn (1998) and Cristianini and Shawe-Taylor (2000) , by minimizing a function, Ψ, as follows:
minimize (2) such that where:
-slack variables that represent the upper and lower constraint on the regression function.
To optimize this function SVM regression uses a loss function that shows the maximum allowed deviation of the predicted values from the measured one. Some of the commonly used loss functions are Quadratic, Laplace, Huber, and ε-insensitive (Gunn 1998). Among these, the ε-insensitive loss function was proposed by Vapnik (1995) as a robust loss function to reduce sensitivity to the outliers by focusing on optimizing a bound around the regression function. For this study, the ε-insensitive loss function was selected. A SVM regression model based on this function calculates the difference between the predicted and the actual values, and if the differences are less than ε, the regression function is considered to be acceptable (Schmola and Scholkopf 1998).
Using Lagrangian multipliers, the solution to the optimization problem of equation (2) can be written as follows:
where α i , -the Lagrange multipliers.
To handle non-linear regression cases the data is linearized by mapping it into a higher dimensional space using Lagrange transformations incorporating kernel functions, so that linear regression functions can be applied. The commonly used kernels are the radial basis function (RBF) kernels, sigmoid kernels, and polynomial kernels (Gunn 1998; Chang and Lin 2001) . The RBF kernel, most commonly used in SVM approaches, is defi ned as follows: (4) where γ -kernel parameter.
Using the kernel function, the above--mentioned optimization function equation can be rewritten as: the SVM regression model is built based on these optimum values. The generalization ability and predictive accuracy of the model is determined by using the test data set.
Method description
In this study SVM models were trained using a set of data containing both independent and dependent variables. The data set contained seventeen independent variables (inputs), namely: day of the year, rainfall, antecedent precipitation index (API 5 ), watershed area, length of the watershed, relief, circulatory ratio (the ratio of the watershed area to the area of a circle of the same perimeter as that of the watershed), compactness coeffi cient (a ratio between the watershed perimeter and the circumference of a circle with the same area), elongation ratio (the ratio of the diameter of a circle with the same area as the watershed area to the maximum length of the watershed), drainage density (which is a ratio between the total length of the drainage channel to the drainage area of a watershed), time of concentration, length of streams, main channel length, percentage of agricultural area, percentage of forested area, percentage of scrubs area, and runoff calculated with the curve number method. The dependent variables (outputs) were runoff, base fl ow and total fl ow. Each output was modeled separately as the SVM structure allows modeling of one output at a time.
The data collected over the three watersheds were collated and randomized, generating data sets that did not represent a single watershed but rather the characteristics of all three. This allowed minimize (5) subject to
The solution of this problem will yield α i and for all i = 1,2, ..., M. It should be mentioned that all the training points within the ε-sensitive zone will yield α i and equal to zero. The type of kernel function to be used is selected by the user. The user also needs to adjust the kernel-specifi c parameters, the values of parameters γ, C, and ε. The selection of the optimal values of these parameters determines the success of the SVM approach for a given problem. For more detailed information, readers are referred to Vapnik (1995) , Burges (1998), and Cristianini and Shawe-Taylor (2000) .
The SVM regression model is trained using a portion of the data set (e.g., 80%) containing the dependent and independent variables. The remaining 20% of the data (unseen data) is used for testing the predictive accuracy or performance of the developed model. The model is run with different sets of values of γ, ε, and C, using the training data set, and the optimal values are selected by optimizing the cross-validation error using a fi ve--fold cross-validation technique. Next, development of a generalizing model, that if proven accurate would allow its use in predicting fl ow for ungauged watersheds of similar geographical and climatic characteristics where past rainfall/runoff are not available. This generalizing ability was based upon the work of Sharda et. al (2006) in determining the most important watershed features in the watersheds that affect the rainfall-runoff relationships (curve number, rainfall, antecedent moisture condition and day of the year).
The available data for modeling were limited to just three watersheds over a period of three years, which is not suffi cient for modeling hydrologic behaviours. However, the available data were suffi cient for evaluating the potential of the SVM method in modeling rainfall--runoff in hilly watersheds. For comprehensive model development, data from a greater number of watersheds over a longer period would need to be collected. Because of the small available data set a fi ve-fold cross-validation procedure was applied to check the generalization ability of the model. In this procedure, the data was randomized and divided into fi ve equal parts. The models were trained using four parts of the data (80%), and tested with the remaining "unseen" fi fth part (20%) to evaluate model performance. The procedure was repeated for all fi ve possible combinations.
The performance of each model was evaluated by regression analysis of the simulated results over observed data. The intercepts and the slopes of the bestfi t regression lines were determined and compared with their ideal values of 0 and 1, respectively. Other statistical parameters such as, root mean square error (RMSE), mean bias error (MBE) and modeling effi ciency (EF), were also used for the comparison of the estimated and measured data. RMSE represents the mean distance between measured and estimated data (Kobayashi and Salam 2000) , and is generally very sensitive to extreme values. Mean bias error (MBE) displays various features of the overall deviation between estimated and measured data, and can show the general bias of the model predictions. The optimum value of MBE is zero and it can be either positive or negative. Modeling efficiency can be viewed as an indicator of the overall correspondence between the measured and estimated values, and explains the goodness of fi t of the predicted values with observed values. In the case of biased data, if the data is strongly correlated, EF gives more acceptable analysis than R 2 . A negative value of EF shows the model prediction to be very poor.
To further explore the ability of SVM models in predicting runoff, base fl ow and total fl ow models were developed using separate data categorized for years. Year-based models used two-year data sets for model development and the third "unseen" year data was used for model testing. This resulted in a total of three pairs of training and testing data sets.
RESULTS AND DISCUSSION
Prediction of runoff, base fl ow and total fl ow using the total data set
Runoff prediction
The statistical results from the fi ve-fold cross-validation for surface runoff are presented in Table 2a . For both training and testing data sets, correlation coef-fi cients between the observed and predicted runoff were consistently high in the fi ve-fold test (training: 0.91 to 0.94, testing: 0.79 to 0.96), highlighting the ability of the SVM method to learn the input-output relationship and predicting runoff. The value of the intercepts were close to the ideal value of 0, however, the slopes were slightly lower than the ideal value of 1, which showed that the model under-estimated values for the high runoff events. This may be explained by the small number of high runoff events in the training data. There were only 123 runoff events out of 3,288 data, with only fi ve events having runoff higher than 20 mm, although this may be attributed both to the monsoonal nature of the wa- tershed and diffi culty in collecting data.
The RMSE values for the training and testing sets were 0.49 to 0.68 mm and 0.33 to 1.24 mm, respectively. The corresponding MBE values were -0.01 to 0.03 mm and -0.06 to 0.05 mm. These reasonably low values indicate a close agreement between the observed and simulated runoff for both training and testing data sets (Table 2a ). The EF values were high (0.80 to 0.88 for training and 0.62 to 0.92 for testing data), which confi rm good model performance in runoff prediction.
Base fl ow prediction
The statistical results from the fi ve-fold cross-validation for base fl ows are presented in Table 2b . The correlation coeffi cients for both training and testing data sets were consistently high (train- 
Total fl ow prediction
The statistical results from the fi ve--fold cross-validation for total fl ows are presented in Table 2c and illustrated in Prediction of runoff, base fl ow and total fl ow using year-based data
Runoff prediction
The statistical results from the model training and validation for runoff prediction using year-based data are reported in Table 3a . The correlation coeffi cients between the observed and predicted runoff for training data were high (above 0.93), with the slope and intercept values close to their ideal values for the best fi t line. The RMSE, MBE and EF values were closer to their ideal values. Thus, the SVM models were able to develop a very good relationship in training between rainfall-runoff based on the rainfall and watershed morphological characteristics (Table 3a) . For the test data, the SVM models resulted in high correlation coeffi cients (above 0.72), but the slopes of the line of best fi t were not very good for all the three possible combinations. The RMSE, MBE and EF values indicated a mismatch between the observed and predicted values of runoff. Such results may be explained by the limited data available in testing, accentuated when the model extrapolates for predictions.
Taking into account the complexity of the procedure of relating rainfall data to runoff, and the limited (three years) data, the results were in the expected range. It is evident that SVM models perform satisfactorily in predicting runoff when the training data set contains extreme runoff values (as was the case with year 1 and 3 for training and year 2 for testing).
Base fl ow prediction
The statistical results from the model training and validation for base fl ow prediction using year-based data are reported in Table 3b . For all three combinations consistently high correlation coeffi cients (above 0.80) were obtained between the observed and predicted base fl ow for training data. This shows that the SVM models were able to establish a reasonable link between rainfall-runoff events. However, for testing the correlation coeffi cient values were lower (0.61 to 0.79). Similarly, the slope and intercept values of the best-fi t line, RMSE, MBE and EF for the training data sets were consistently closer to their ideal values, whereas this was not the case with the testing data sets.
Total fl ow prediction
The statistical results from the model training and validation for total fl ow prediction using year-based data are reported in Table 3c . The training data sets reported high correlation coeffi cients (0.94 to 0.97), along with slope and intercepts close to their ideal values. The good RMSE (less than 0.76 mm), MBE (less than 0.11 mm) and EF values (higher than 0.87) also confi rmed that the SVM models were able to establish rainfalltotal fl ow relationships in conjunction with the watershed rainfall and morphological characteristics during training.
The results for the testing data sets were relatively poor compared to the training data sets; however, the results were satisfactory when the testing data were within the range of the data used for model training.
CONCLUSIONS
In this study it was found that SVM models have the capability to develop relationships between rainfall and watershed characteristics and runoff, base fl ow and total fl ow in hilly watersheds.
The results from the fi ve-fold crossvalidations for the training data sets were encouraging, and the results indicate that the models can learn the hidden relationships between the inputs and all the three outputs: runoff, base fl ow and total fl ow. The fi ve-fold cross-validations also produced encouraging results when testing the data against "unseen" data.
For the development of SVM models on a yearly basis the training correlations produced were encouraging. However, when tested against "unseen" data, the SVM models did not produce very accurate results. This result may be explained by the smaller data set available for training of these models, and given the encouraging results from training and the fi ve-fold validation tests there is reason to expect that more accurate SVM models for yearly basis may be developed given suffi cient training data.
It is concluded that SVM models have the potential to be developed for and used in the accurate prediction of runoff, base fl ow and total fl ow in hilly areas. However, it is recommended that further work be undertaken. The utilization of larger data sets to further investigate yearly models in different watersheds needs to be explored. As well, uncertainty related to the forecasting needs to be explored, as does comparing SVM models with other state of the art forecasting methods such as wavelet neural network models.
