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O. INTRODUCTION 
Let a family of probability densities indexed by some parameter, 
say 8, a sample of observations from this family, and prior informa-
tion about 8, be given; and assume the goal is to predict a future 
observation from this family. Then, given a method of prediction, it 
may be of interest to determine those subsets of such a sample which 
are the most influential for the purpose of prediction. Predictive 
distributions are standard Bayesian inferential tools for predicting 
future observations; c.f. Geisser (1965, 1971) and Aitchison and 
Dunsmore (1975). It is possible to determine predictive densities 
based on full, and subset deleted data sets. A subset which radically 
changes such ·critical attributes as the location and shape of the full 
predictive density is said to be very influential; while a subset whi4h 
leaves this density relatively unchanged is said not to be influential. 
The discrepancy between such densities may be conveniently measured 
by Kullback-Leibler divergences; c.f. Kullback and Leibler (1951). 
All possible subset deletions of fixed size may be considered, and 
subsets ordered from least to most influential according to the magni-
tudes of these divergences. 
Previously the emphasis has been mainly in how subsets of observa-
tions influence the estimation of parameters; Cook(1977, 1979), Bingham 
(1977). Here we redirect this focus on prediction. Our viewpoint 
is that .for most statistical paradigms, the models used are convenient 
approximations to complex processes and the parameters are inevitably 
artifices that do not really represent observable or physical ·entities 
of the underlying process. While certainly the purpose of an analysis 
is well-served by an understanding and interpretation of the data, it 
is ultimately directed towards prediction. 
Predictive densities and Kullback-Leibler divergences are reviewed 
and predictive influence functions defined in section 1, and subsequently 
catalogued for nonnal paradigms. The remainder of the paper is devoted 
to presenting specific examples, wherein predictive influence func-
tions are determined and studied. When explicit representations of 
predictive influence do not exist, approximations are made and con-
vergence properties determined. Finally, asymptotic representations· 
of predictive influence are derived. In all cases, the most influential 
subsets of a sample are characterized. 
Section 2 is devoted to the case where i.i.d. N[µ,8] observations 
are collected, and it is desired to predict a single future observa-
tion. In section 3, the usual general linear regression framework 
assuming normal theory is considered; c.f. Draper and Smith (1966). 
1. Definitions of Predictive Influence 
(1.1) Preliminaries 
The problem of prediction will be approached from the Bayesian 
view via predictive densities; c.f. Geisser (1965, 1971) and Aitchison 
and Dunsmore (1975). Given a random sample from a population about which 
prior information is assumed, a predictive distribution which is 
independent of any population parameters can be derived. Inferences 
about future values, being based on predictive distributions or densities, 
will then depend on the information contained in the sample. It is 
of interest to determine which subsets of such a sample are most 
influential for purposes of prediction. 
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Let y be an n dimensional vector of observed values of a 
-
sample from some population, and partition ! into subsets, say, 
! = (2~); where !i has dimension n1• and !z has dimension n2; 
n1 + n2 = n. Determine the predictive density based on the full 
data set !• say f, and then determine the predictive density 
based on only !1' say f(2); where the notation indicates that !2 
has been deleted. The predictive influence of the subset l2 is 
then reflected in the discrepancy between the densities f and f (2). 
Suppose that a convenient measure of the discrepancy between two 
Then assuming that densities, say I(f, f( 2)), is available. 
I(f, f( 2)) will be small if f and £( 2) are similar, and large 
if they are very different, it is possible to order all (:
2
) subsets 
of data, from least to most influential, according to the magnitude~ 
of I(f, f( 2)). Kullback and Leibler (1951) have proposed measures, 
called divergences, which are useful for measuring these dis-
crepancies. The predictive influence of a subset will be defined 
as Kullback-Leibler divergences between these densities. 
(1.2) Predictive Densities 
Let (ff, B, µ) m ~ 1,2, ••• , be a sequence of measure spaces, 
m m m 
let G be some arbitrary set, possibly ~, and let 8 E Rk be 
unknown. Assume the existence of the family of probability densities 
F = {f (•Ix, 6)18 E Rk, x E G, m = 1, 2, ••• } 
m - -
where each density, 
is dominated by µ 
m 
f (•Ix, 8), has an m dimensional argument and 
m -
Let Y be an n dimensional ( ff , B ) meas-
n n 
urable random vector with density t <·Ix 0> n ' - , and assume that ! = l 
has been observed. Further, assume that it is of interest to predict 
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a future (~, B1) measurable random variable which is independent of 
! , say Z, with density f 1 (•lw, ~), w € G; and assume the existence 
of a prior probability, possibly improper, p(~) d~, for the vector 
8. The posterior density, when it exists, is then defined to be 
p(~ly) 
f (ylx,8)p(6) 
n - - -= ....,,...___,,....... _____ _ 
ff (y(x,8) p(9) d0 
n - - -
The predictive density of a future z 'given w, x, and r, may now be 
defined as 
(1.2.1) ., 
where the fact that the functional form of the density may depend on 
n is suppressed. Note that the predictive density is a density with 
respect to µ1 Also note that the density is independent of the 
unknown parameter 8, and consequently may be used to make inferences, 
As an example, c.f. Geiaser (1965), consider the usual linear model 
(1.2.2) y = xa + e: 
where X is a full rank n x p matrix of observed values, B is a 
p x 1 vector of unknown regression coefficients, and e: is an n x 1 
vector which has a N [O, SI] distribution; 9 known. Let f(•JX, ... 8, 9) = 
n -
N [XB, 01],G = {xix an n x p 
n -
matrix of full rank, n = 1, 2, ••. } 
and define F as above; where N [ ] defines an n dimensional 
n 
multivariate normal density with given mean vector and covariance 
matrix. If we use the improper prior 
(1.2. 3) p(B, 9) d8 ex: dS 
- 4 -
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and assume the goal is to pr.edict a future observation from.the 
model 
(1.2.4) Z = wf3 + E* 
where ! is a 1 x p vector of known values and £* is a N[O, 8) 
.... -1 J· 
random variable; then, defining Vw = !ex· A) ! .·, the predictive 
density of a future Z given an observed vector ! sampled from 
(1.2.2) is N[~~, (1 + Vw) 8], i.e., 
(1.2.5) [ 
(z - wa>2 ] 
f (zl !,X,y) a exp -½ 8 (l + -;w) , 
where ~ = (X~X)~1 X~ r, the usual least squares estimate of B. 
If it is assumed that 8 is unknown and that the usual improper prior 
.(1.2.6) 
then the predictive density of a future Z is 
A. 2 
St[n-p, !~, (1 + Vw)s l, 
(1.2. 7) f (z I w,X,y)G!: 
m .... - -
i.e., 
-
__ ,.._2 ___ 2-] - (n-p2+1) (z - !~) 
(n - p)(l + Vw)s 
where 2 "' A A. s = (y - xa) (y - xa)/(n - p) 'the usual regression mean 
fllW _,,, ..._.. _,,. 
squared error, and St[ , ] denotes Student density with speci-
fied degrees of freedom, location, and dispersion. 
It is not difficult tq show in the above cases that the predictive 
densities will converge almost surely to the sampling density of the 
future observation, a necessary criterion for the use of the prior 
distribution, c.f. Geisser (1971). Also, Murray (1977) has shown that 
the predictive densities are optimal estimates of the sampling densities 
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in the frequency sense, among all estimators that are invariant with 
regard to translations and nonsingular transformations, using the 
Kullback-Leibler measure of divergence. 
(1.3) Kullback-Leibler Divergences 
Let f 1 and £2 be generalized densities with respect to some 
measure µ Let Ef. denote the operator which takes expectation 
1. 
with respect to the density 
divergences 
f. , i = 1, 2, 
1 
(1.3.1) 
.(1.3.2) 
and the divergence 
(1.3.3) 
= Ef ln(f/f2) 1 
= Ef ln(f /f 1) 2 
and define the directed 
These expectations are all well defined and non-negative definite; 
Kn1lback (1968). 
Consider the normal case and define 
Then defining µ = and a= 
it is easy to verify that 
(1.3.4) 
(1.3.5) 2 2 2 2I(f2, £1) = µ + [a - ln a - l] 
and 
(1.3.6) 
- 6 -
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.It is clear that all three measures are partitionable into the sum of 
two components; the first reflecting a weighted difference in the means, 
and the second, a convex function in cr2 with minimum at a2 = 1, which 
reflects the difference in variances. Note that if cr2 < 1, each com-
ponent of l(f1 , f 2) is greater than that of I(f2, f 1), indicating 
that mean differences and differences in variances are weighted more 
Now let * 2 f2 = N(µ2' crl) and Then 
(1.3.7) * 2 2•I(f2 , f1) = µ, 
Hence if interest lies solely in the difference in densities which have 
equal variances, it is sufficient to consider the first component of the 
divergence; or if interest rests solely on the differences in densities 
with equal means, it is sufficient to consider the second component. 
{1.4) Predictive Influence 
For convenience, define the predictive density of this future 
Z, given w, x and y as 
-
{1.4.1) f {zlw, x, y) = f{z). 
m -
Now let ! = (!!) where !i has dimension n1 , r2 has dimension 
n2, n1 + n2 = n; and define the predictive density of the future Z 
given w, x1 £ G and !i as 
(1.4.2) 
where the notation suggests that the subset !2 has been deleted and 
that the reduction in y may imply a reduction in x. 
As a measure of the discrepancy between the densities f and 
f( 2) for all possible (:2
) subset deletions, we will use the 
Kullbach-Leibler divergences which are respectively I{f, £(2)), 
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I(f( 2)' f) and J(f, £( 2)). For the purposes of this paper, I(f, £( 2)) 
will serve as the primary definition of predictive influence. However, 
expressions I(f(2), f) and J(f, f( 2)) will be termed secondary P.I.F. 's, 
and, in order to make a point, it will be useful to determine expressions 
for them in future examples. 
In normal paradigms, it will usually be the case that predictive 
dispersion associated with f( 2) will be larger, when averaged over the 
sampling distribution of the data, than that associated with f; 
c.f. Geisser (1971). Consequently, I(f(2), f) will usually dominate 
I(f, f( 2))' indicating at least i~ normal paradigms, that the former 
measure gives a higher weighting to location and dispersion differences 
than the latter. 
Suppose now that the vector : consists of independent observa-
tions, and recall that Z is independent of Y, given e. Then pre-
diction may be accomplished sequentially; by first conditioning 
(Z, : 2) on !i = !i' and then by conditioning Z on : 2 = ! 2• 
Hence, the predictive influence of the subset ~2 will depend on the 
relationship between Z and : 2, as determined by the joint predictive 
density for (Z, !2). More formally, let f( 2)(z, ! 2) be the joint 
predictive density of (Z, : 2) based on ~l only, and let f( 2)(~2) 
be the marginal predictive density of : 2 • Define 
(1.4.3) 
the conditional predictive density of z given r2, based on !i only. 
Then 
(1.4.4) 
- 8 -
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' 
This result is easy to show directly using Fubini's Theorem, or by 
noting that, given the above independence assumptions, predictive 
densities behave like conditional density functions • 
2. Predictive Influence in the i.i.d. N(µ,8) Case 
(2.1) Introduction 
Given a random sample of N[µ,8] observations, known 8, and 
for illustrative and comparative purposes, a flat prior on µ, and 
a goal of predicting a single future observation, the problem of finding_ 
influential subsets of data by .the method described in section 1 is 
simple. As previously shown, predictive densities are normal in this 
case; so it is easy to obtain explicit expressions for divergences and 
hence, for predictive influence functions. 
When 8 is unknown, however, and when information about (µ,8) 
is subsumed by the usual improper prior density, predictive densities 
are no longer normal but Student. Consequently, it is not possible to 
get explicit representations of predictive influence due to the fact 
that the requisite integrals are not tractable. Still, it is possible 
to determine some important properties of these functions. Further, 
it is possible to get good, large sample approximations by substituting 
appropriate normal densities for Student densities in the various 
divergence measures. And finally, useful asymptotic representations of 
influence may be derived. Properties of these functions will be studied. 
(2.2) Preliminaries 
Let e denote an n dimensional column vector of ones, and 
-n 
consider the linear model 
y = e µ + £, 
-n -
- 9 -
where µ is an unknown constant, and E is an nXl random vector 
which has a N [O, 0 I] distribution; 0 may be known or unknown. 
n -
Let G = {e In= 1 2 •••} 
... n , , and define F in the usual way. Let 
! = (y1 ,y2,···,yn) ~ denote a realization of the random vector Y, and 
consider the partition !~ = <ri, ri>, where !1 has dimension ni 
and may be represented as !; = (yiryi2, ••·,yin/, i = 1,2; n1 + n2 = n. 
Then given a prior probability element for (µ,0), predictive densities 
may be defined as in (1.2.1). For convenience, the predictive density 
based on the full data set may be defined as in (1.4.1) as 
f(z) = f(zlr>, and the predictive density based on only !1 may be 
defined as in (1.4.2) as f( 2)(z) = f(zlr1). Predictive influence may 
now be defined by any one of the previous divergences. In this section, 
special attention will be paid to the definition I(f, f( 2)). 
(2.3) Case 1; Known 8 . 
Let the prior probability element for µ satisfy p(µ)dµ ~ dµ 
as in (1.2.3). Define 
2 ni 
y = E E yij/n, 
i=l j=l Ycz> = 
Then by (1.2.5), the predictive densities f and £( 2) are 
1 - 1 N[y, 0(1 + n)] and N[y(Z)' 0(1 + ~
1
)] respectively. 
and 
- - 2 - -2 
2 (y2 - Y(2)) (y2 - y) 
Tz = a(!. + lJ = e(.!. - .!) = 
n2 n1 n2 n 
~2 
n 
1+n~2 ' 
n2 
=---(n+l)nl 
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Now define 
; 
, 
Then it can easily be shown that 
. (2. 3.1) 
and 
(2.3.2) 2 L 2 -1 2 -1 2I(f(2),f) = T2 • 2 + ((1-n) - ln(l-n) 11. 1-n 
Observe that for the case n2 = 1, t 2
2 is as the usual Studentized 
residual, c.f. Behnken and Draper (1972), and Cook (1977). Also note 
that since the variance 6 is known, the component of predictive 
influence due to the difference in predictive variances is independent 
of the data. Hence, it is sufficient by (2.3.1) to order subsets 
according to the magnitudes of IY2 - yl; i.e., the most influential 
subset will be centered as far away as possible from the center of all 
the data. Equivalently, subsets may be ordered according to the 
hence 
-2 It is clear that I(f, 12)) = O(n ) 
-2 I(f(2yf) = O(n ) (a.s) • In fact 
(2.3.3) 
almost surely (a.s.) and 
where Rf denotes asymptotic equivalence. These results follow by the 
2 2 Strong Law of Large Numbers, the fact that n • n = n2 + o(l) and 
2 2 (1 - n) - ln(l - n) - 1 = o(n-3). 
Noting that n2 
- 2 (y2-µ) 
6 has a sampling distribution which is 
2 x1 , it is seen that the above asymptotic expression of influence is 
n2•x1
2
• Now assume only the i-th observat~on is deleted, and to.at 
T2
2 
= Ti2 = c. Further suppose there exists a subset of size n2 > 1 
such that T2
2 
= c, Then this subset will be n2 times as influential 
as the single observation yi • 
- 11 -
(2.4) Case 2; Exact Predictive Influence when 8 Is Unknown. 
Let p(µ,0) denote the usual non-informative prior density for 
(µ,8) which satisfies -1 p(µ,8)dµd0 a a dµd0 as in (I. 2. 6). Define 
Y, Y(2),and y2 as before and let 
2 
s = 
and 
2 
s = 2 
2 
E 
i=l 
n2 
l: 
j=l 
ni 
E . (y - 2 j=l ij - y) /n 
- 2 (y2j - Y2) /n2 
n 
2 l - 2 
s(2)= _E (ylj - yl) /nl 
J=l 
n2 > 1 
Then by (1.2.7), f and f(Z) are respectively - 2 1 St[n-1, y, s (1 + -)] 
n 
and [ - 2 1 St n1-l, y(Z)'s(2)(1 + n)] 
In order to determine predictive influence functions and derive 
their properties, it will be necessary to derive some propositions. 
Proposition (2.4.1): Let £1 and £2 be density functions which are 
symmetric about zero, let ).Jl' µ2 E R; + cr1, cr2 ER ; and define 
~ 
i = 1,2. Let µ = and U= 
Then 
(2.4.1) I(gl,g2) (Z-µ) = Ef
1 
ln £1 - Ef1 
ln £2 0 + ln a 
- 12 -
a2 
al 
; 
• 
... 
~ 
~ 
0 
Proof: This result follows by simple calculus.• 
Proposition (2.4.2): Let g (•) be a St[n-1, 0, 1) density, i.e. 
n 
(2.4.2) 
Then 
(2.4.3) E ln g = ln re;) - ln I'(n;l) - ½ln(n-1),r + ;['l'(n;l) - 'l'(;)] 
gn n 
where d I''() 'l'(z) = dz ln r(z) = r(z) , the digamma function. 
Proof: This result follows from standard calculations.• 
Proposition (2.4.3): Let 
and 
µ = y · a 2 = s2 (1 + !) 1 ' 1 n 
µ2 C Y_(2) 
µ = e2 :/1) 
T 2 = 
2 
2 
t = 2 
2 1 
= sc2>·'1 + n> 1 
02 
a=-
, a 
1 
a' = a-1 , 
- 13 -
T 2 = ! T 2. + 
1 n2 2 
/1 - .! ) V 2 ~ n2 . 2 
Then 
...,2 2 2 2 (2.4.4) lJ = T2 • n µ 
(2.4.5) a .,.2 2 ( ni-
1) [ 
= (1-n) n-1 1 
and 
(2.4.6) 
Proof: A proof of these results is given in greater generality in 
section (3.4). • 
It is now possible to write down expressions of predictive influence. 
For convenience, define 
a = ln 
n 
r(~) 
rcn;l) 
./n -1 1 
and 
./ n-1' 
Assume the definitions of Proposition (2.4.1) and let g be defined as 
n 
in (2.4.2). Then it is easy from the previous propositions to obtain 
the following expressions; 
(2.4.7) 
(2.4.8) 
a + b + 
n n 
= a + b + - 12 ln n n 
Ci) ln[l + 2 (Z-µ) 1 + ln a (n -l)a2 1 
[ r,n l)½ [ n ] k · ~ 2 2 1 1- 2 2 2 (1-n )~ -- 1 + -- T Z-T n n-1 n -1 1 2 
1 + 1 
n -1 1 
Similar expressions may be derived for I(f{Z)'f). 
- 14 -
; 
,.. , 
• 
~ 
Tentatively assume that n2 = 1 and that the i-th observation has been 
deleted. Define 
T 2 T 2 (yi-}c,il)
2 
t 2 t 2 
(y i - y )2 
= = and = = 
' i 2 2 t 1 ) ' i 2 s 2(1 - ;) 8 
.. (i 1 + n-1 
where and 2 are defined in the obvious way. Hence y(i) s (i) 
(2.4.9) I(f,f(i)) = a + b + - l 1n· { (1-n2)(n-2)[1 + - 1- T 2 ]} + n n 2 n-1 n-2 i · 
A similar result holds for I(f(i)'f). 
Unfortunately, the above expressions in general may not be 
simplified as the integrations are intractable. However, some 
important properties of these P.I.F.'s can be established, and good 
approximations obtained. Before pursuing these goals, some conunents 
are in order. 
We first note that predictive influence functions are symmetric 
2 
and hence, are functions of T2 • This intuitively obvious 
result is seen by looking at the expressions of predictive influence 
and observing that gn is symmetric about zero. The result also holds 
for the variable t 2 2 by (2.4.6). Observe that the numerators of T 2 2 
and V 2 are proportional to independent x2<1> and 2 2 X (n2-1) variates 
respectively • 2 2 It follows that T2 and v2 have sampling distributions 
which are F(l, n1-1) and F(n2-1, n1-l) respectively. The P.I.F. 
I(f, f(2)) will be studied alternately as a function of .T2 2 for fixed 
V 2 and as a function of V 2 for fixed 2 2 2 T2 • 
- 15 -
First consider I(f, f(2)) as a function of T 2 2 for fixed 
2 
v2 • It might be expected, as in the case when e is known, that 
I(f, f(2)) is a monotone increasing function of T 2 2 However, recall 
from (2.4.5) that the ratio of predictive variances equals 
(l-n2) (ncl )[1 + 2_ (.! T 2 + (1 - !. ) V 2)] , and observe that 
n-1 n1-l n2 2 n2 2 
(1-n2) (n!=~) < 1 for all n. Hence, when T2
2 
and v2
2 
are.small, 
this ratio can be less than one. In fact, when n2 = 1, n = 3, and 
2 T. = O, the above equals 4/9, indicating that such an observation will 
]. 
inflate the predictive variance by a factor greater than two. There are 
two possibly conflicting components. A small value for T 2 2 indicates 
that the associated subset is not influential in terms of point predic-
tion; however, interval prediction may be affected due to an inflated 
predictive variance. Consequently, a subset with T 2=0 may be more 2 
influential than a subset with T 2 > 0 2 This is indeed the case. In 
fact, when v2
2=o, I(f, 1zY achieves a local maximum at T22=0, and 
2 2 for large enough T2 ,- I (f, 12)) is monotone and increasing in T2 • 
From studying the approximation to I(f, \2)) , it is furthermore conjec-
tured that I(f, f(2Y is J shaped in T 2 2 for small 
V 2 
2 and is 
strictly monotone in T 2 2 for large enough 
V 2 
2 As the sample size, 
2 
n, increases, P.I. will become more nearly monotone in T2 , ir-
respective of the value of V 2 2 . 
Now consider I(f, \2)) as a 
V 2 is a measure of the amount of 
2 
function of V 2 2 
variability in !2 
for fixed T 2 2 
relative to the 
amount of variability in If is much more scattered than 
the associated subset will be influential irrespective of the magnitude 
of T 2 2 A subset with large 
T 2 
2 and 
V 2 
2 will of course be the 
most influential type. Similarly, a more concentrated subset with a small 
- 16 -
; 
• 
" 
"f. 
~ 
'I 
2 
value of v2 will be more influential than a subset which has scatter 
2 similar to i 1 • In what follows, it will be shown that for T2 = 0, 
2 I(f, f( 2)) achieves a local maximum at v2 = 0, and that I(f, f( 2)) is 
strictly monotone and increasing for large enough V 2 2 • By further 
studying the approximation to I(f, f( 2)), it is conjectured that for small 
2 2 
T2 , I(f, f( 2)) is a J shaped function of v2 ; and for large enough 
2 2 T2 , I(f, £(2)) is monotone and increasing in v2 • Hence a very in-
fluential subset is one which is not only centered far from the non-
deleted subset, but also has much greater scatter. 
In order to rigorously determine some of the aforementioned 
properties of P.I.F.'s, it will only be necessary to consider that part 
of I(f, f( 2)) which depends on the data. Define 
(2.4.10) 2 2 1 [ ( n2 ~ ( 1 2 ( 1 ) 2) ] t(V , T ) !;I - - ln 1 + -_- - T + 1 - - V 2 n1 1 n 2 n2 
+ Gl}Egn l ~1-b(::~
1)[1 + (n:~i) (!
2 
T
2 
+ (1 - ;
2
)v2)]isz-r12l 
ln 1 + 1 nl -
In order to study ~, it is necessary to take first and second deriva-
tives· under integral signs which is permissible here. The following 
properties of ~ are proved in the Appendix (4.1). 
2 2 Let 4>(V ,T) be defined as above, and assume n > 4. Then 
(2.4.11) a 2 Cav2 ti>Cv ,O)lfv2=0 < o for n2 ~ 2, 
where 
n2(nl-l) 
cS = 
n1 (n2-1) (n+l) 
- 17 -
(2.4.12) a 2 [-2 t(V ,O)]IV=O < 0 av 
There exists V such that v2 > V 2 implies 
0 0 
(2 .4. 13) 
(2 .4 .-14) 
(2 .4. 15) 
(-0- ~(V2 ,0)] > 0 
av2 
a 2 [W(O,T )]IT=O = 0 
a2 2 (-2 t(O,T )]IT=O< 0 
clT 
and there exists T such that T2 > T 2 implies 
0 - 0 
(2.4.1:6) a 2 [ 0T t(O,T )] > 0 
Hence t(v2 ,0) is decreasing in a neighborhood of V = O, and is 
increasing beyond some V, and similarly for 
0 
2 t(O,T ). However 
t(•,O) and t(O,•) are not monotone in their arguments as might have 
been expected. Further, when T2 = 0, the most influential subset 
will have large v2 , and when v2 = O, the most influential subset 
will have large T2 • 
(2.5) An Approximation to the Exact Predictive Influence Function When 
8 is Unknown. 
It would be of great interest to study the behavior of tcv2, T2) 
in more detail, however the requisite integrals are intractable. 
This being the case, we investigate the possibility of finding a good 
approximation to the exact P~I.F •• A reasonable approach is to sub-
stitute appropriate normal densities for their Student counterparts in 
the definition of I(f, f( 2)). Apriori, this seems reasonable for. 
large samples since, in this case, Student densities are approximately 
normal; and for practical reasons, this approach permits the explicit 
- 18 -
0 
• 
evaluation of I(f, f(Z)) when f and f( 2) are normal. This 
method of approximation will be justified in Appendix (4.2), 
In the present section, an expression for the approximation is 
derived and studied. The approximation will, of course, be a function 
2 2 
of v2 and T2 , and its behavior will be consistent with that of 
the exact P.l.F •• It is conjectured that exact and approximate 
P.I.F.'s behave quite similarly even for moderate sized samples. For 
large samples this fact is demonstrated in the appendix. 
Let f and £(2) be defined as in section (2.4) and let µ1, µ2, 
cr1 , cr2, µ, cr, µ' and cr' be defined as in Proposition (2.4.3). For 
- - 2 n-1 
n, n1 ~ 4 let f and f( 2) be densities which are N[µ 1,o1 (n_3)] 
2 nl-1 
and N[µ 2, o2 (n _3)] respectively; variance adjustments are made 1 
so that exact and approximate predictive densities will have the same 
variance. It is easy to show using (1.3.4) and the results of Propo-
sition (2.4.3) that 
,.. 
2I(f, £( 2)) 
(2.5.1) = JL. (-1-) -2 ~---
2 n -3 [ (n1-3){n-1) 
02 n1-1 + cr {n1-l)(n-3) 
(2.5.2) 
A 
I _2 (n1-3) (n-1) } ] - ln cr (n -l)(n-3) - 1 1 
- -Results for the approximation 
obtained. Now let 
I(f(2),f) = I(f(Z)'f) _are similarly 
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Then by simple calculus and algebra, it may be shown that 
o = o(l), 
n Yn = o(l) 
and 
(2.5.3) a ,. 2 
clT 2 
I(f, f( 2Y ~ 0 if 6n - (n2-l)V2 ~ O 
2 
(2.5.4) a ,. > iff 2 > 2 
clT 2 
I(f, f(2Y ~ 0 T2 ~ on - (n2-l)V2 
2 ( ) a n -T · (2.5.5) I(f, £< 2>) ~ o if 2 12 + y < 0 av 2 n2- n -2 
~ 2) a n -T (2.5.6) ,. > iff V 2 > 2 2 + av 2 ref ,fc2y ~ o 2 ~ n2-l - Yn 2 
Hence the surface defined by I(f, 12>> achieves a local maximum at 
V 2 = T 2 = 0 V 2 
,. 
shaped function of 2 2 . When 2 is small, I is a J 
2 
T2 and when V 2 2 
,. 2 is large, I is monotone and increasing in T2 
As n increases, 
,. 
I 2 becomes nearly monotone for all values of v2 
2 Similarly, when T2 
,. 
,. 
is small, I is 
T 2 
2 I is monotone and increasing in 
2 ,. 
T2 ~ n2 , I achieves its minimum for 
"1 i d" • · v 2 s monotone an increasing 1n 2 • 
subset in a large sample will have r 2
2 
J shaped in 
2 If v2 • n 
2 
V 2 = n2-T2 
2 n -1 2 
V 2 
2 and for large 
is large and 
and if 2 ; T2 ~ n2, 
Accordingly, the least influential 
2 °2 
near zero and v2 near n _1 ~ 1 2 
for moderate n2 • Thus what was expected on intuitive grounds has been 
borne out by both approximate and exact P.I.F.'s. 
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i 
0 
' ~ 
" 
A 
Previous expressions of I and I are cQmplicated by the fact 
that they depend on the sample size n. It is natural to consider 
asymptotic expressions of P.I. which are defined as 
tv 2 I(f, £( 2)) = 2 lim n I(f, £( 2y n-kX> 
r<£c.2>,fl = 2 lim 2 n (£(2) ,£). 
n-+co 
It follows that 
(2.5. 7) 
(2.5.8) 
(2.5.9) 
' By (2.5.2) and some algebra, 
2[ 2 (nl-3) I 2 (nl-3) I ] n (l-n} 0 _ 3 - ln (1-n) n-l - 1 
But [ 2 (n1-3) ] (1-n) 7-3 - 1 n2 = - - -n 4n2 2 - 2 +o(n-) , so by the 
n 
usual Taylor expansion 
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By yet another Taylor expansion. 
n
2[(1 + ~ T 2) - 1-/1 + ~ T 2) - 1] l 2 T 4 + (1) nl-1 1 i\ nl-1 1 = 2 n2 1 o 
Finally, observe that 
n2[ (1-rh(!::) 1 _2_ T 2 ] [ n ] 
_ . n1-l 1 
{a. s.) 
Hence since 
2 2 ,.. 
2n I(f, £(2'/ ~ 2n I(f, 12}) (a.s.) 
as indicated in (4.2}, (2.5.8) holds; and (2.5.9) follows from the 
Strong Law of Large Numbers. The result (2.5.7} is shown in the same 
way, using Proposition (2.4.3). 
As a corollary to the above, n2 = 1 implies that 
(a.s.) • 
(2.5.10) 
4 
2 1 4 1 [ (xi-µ) ] 
1 ) = 2[ Ti + 1] ~ 2 82 + 1 (a. s) ; 
and by simple calculus, it can be shown that 
( 2. 5 .11) _a__ l{f, f(2)) > 0 
aT 
2 
2 
(2. 5.12) _a_ i(f, 12)) > 0 
av 2 2 
(2. 5 .13) _a__ I(f, f(2)) ~ 0 
av 2 2 
and 
(2. 5 .14) i Cf, £<2>> C 0 
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2 for all v2 
1.f T 2 2 ~ n2 
iff 
2 
V 2 :> (n2-T2 ) 
2 i:: n -1 2 
2 2 °2 iff T = 0, V - -2 2 - n -1 2 
• 
D 
• 
11 • 
As a consequence of the above, it is seen that the asymptotic P.I.F. 
can be partitioned into two components; the first component reflecting 
the effect of point prediction, and the second r~flecting the effect 
of the widths of predictive intervals. Since the asymptotic P.I.F. is 
2 
monotone in T2 , it is seen that the J shape of the exact P.I.F. 
is a reflection of the difference in sample sizes for deleted and 
non-deleted samples. 2 The least influential subset has T2 = 0 
2 
and v2 ~ 1 for moderate n2 ; i.e., the least influential subset 
has the same center and nearly the same acatter as the non-deleted 
subset. The most influential subset is distantly centered from the non-
deleted subset and has greater scatter. Clearly, T 2 affects 2 
interval prediction as well as point prediction. For example, if 
T2
2 
= O and v2
2 
= 1, influence on point prediction is zero but 
influence on interval prediction is I. Given that T/ and V 2 2 
have sampling distributions which are F(l, n1-1) and F(n2-1, n1-1) 
respectively, this effect is not very important if one is only interested 
in finding the most influential subset in the sample. Even so, it is 
of interest to examine the situation further. The problem is more 
easily studied when n2 = 1. Let IV=! (T 2 - 1)2 2 i . 
denote the components of asymptotic predictive influence reflecting 
predictive mean and variance differences respectively. Then 
(2.5.15) IM - IV~ 0 iff Ti E (-1.93, -.55) U (.55, 1.93) • 
To see this, let g(T2) =~- I = T2 V - ! (T2 - 1)2 = T4 2 - 4T
2 
+ 1. 
But a 2 and only T2 > 2. g(T2) TT g(T ) > 0 if if Hence is convex, 
T 
2 
achieves its minimum at T = 2 and has roots 2 + ~- Hence 
g(T2) < 0 if and only if 2 - /3 < T2 < 2 + ./3 if and ·only if 
- 23 -
T C (- /2 + Ii, - /2 - 13) U (£-=-/.r, /2 + If) But this is just 
(2.5.15). 
Hence, the variance is affected more than the mean when Ti is 
in a neighborhood of zero and when ITil is large. If one were to 
delete the i-th observation from the sample for a large value of lril , 
by this criterion, he would be doing so more for the observation's 
I 
effect on interval prediction than for its effect on point prediction. 
Of course, since Ti is approximately N[O, 1] in large samples, a 
value of Ti in the interval (-.55, .55) would not be deleted from 
the sample on the basis of ITil alone. Hence, as previously noted, 
values of ITil near zero will not affect the determination of very 
influential observations. 
At any rate,an influential subset may be discovered as a result 
2 2 2 
of a large value for T2 , or v2 , or both. Large r2 implies that 
the center of the indicated subset is far from the remaining 
data; large V 2 2 indicates that this subset is more scattered than 
the remaining data; and large T 2 2 and 
V 2 
2 indicate the most 
interesting case, where the subset is not only removed from the re-
maining set, but is also more scattered. A subset has minimum influ-
2 · 2 n2 
ence when T2 = 0 and v2 = n2
_1 • As n2 increases, minimum 
influence is achieved when s2
2 is approximately equal to s~2) • 
Essentially, a subset which has less variability than the rest of the 
sample will be more influential than one which has the same variability, 
while a subset which is much more scattered than the remaining sample, 
will be more influential than both of these. This is sensible, since 
a subset with the same scatter as the rest of the data would be noticed 
less than one which is concentrated, and one which is concentrated may 
be noticed less than one which is widely scattered. 
- 24 -
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3. Predictive Influence in Normal Linear Models 
(3,1) lntroduction 
Consider the usual general linear model defined in (1.2.2), 
! = x~ + ~, 
where Y is an n dimensional random vector, X is a fixed and 
-
knqwn nxp dimensional matrix with first column e , 
-n 
is a fixed 
but unknown p dimensional vector of regression coefficients, and 
£ is an n dimensional random vector which has a N [O, 81] 
n -
dis-
tribution; 8 will first be assumed known and then unknown. Then, given 
the prior defined by (1.2.3), and 8 assumed known, the predic-
tive density for a single future observation will be univariate normal 
and P.I.F. 'scan easily be derived. When 0 is unknown, however, and 
the prior defined by (1.2.6) is assumed, the predictive density will be 
Student, and it will not be possible to obtain a closed form expression 
for predictive influence. Consequently, it will be necessary to approximate 
the exact P.I.F. in the same manner as in section 2. 
As in section 2, predictive influence will be defined as the dis-
crepancy between univariate predictive densities. It will depend upon 
where one is trying to predict, i.e. the futu~e observation will be sampled 
from the model (1.2.4) 
z = wa + £* 
where ! is a fixed p dimensional row vector and E* has a N[0,8] 
distributiop. Hence when predicting at w, P.I. will necessarily depend 
on w. 
-
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Cook (1977) proposed a general statistic for detecting single 
observations, which are influential for the purpose of estimating 
linear functions of the regression coefficient vector a, a special case 
-
of which is now called Cook's distance. In what follows, it will be 
seen that the Cook statistic for detecting influence of a subset on the 
estimated regression line at w, may be interpreted from the predictivist 
..., I 
I 
view as influence on predictive means. In a future paper, it will be 
shown that Cook's distance may be interpreted as the component of influence 
ascribable to predictive mean vectors (or point prediction) when one is 
trying to predict at X itself. 
A basic motivation for this exposition is to point out the need 
to study the effect of subsets on predictive regions as well as point 
predictions. For purposes of prediction, a more general influence function 
than of Cook's influence statistic appears to be indicated; and we believe 
that the one proposed here eminently serves that goal. 
(3.2) Preliminaries 
Let Y be defined as in (1.2.2) and let y denote a realization 
of the vector Y. Partition Y and y in the usual way, and partition 
X (Xl), where x1 is n1xp, and x2 is n2xp. Now suppose we 2 
X as 
wish to predict an observation from the model (1.2.4) assuming a prior 
probability for ca, a> • The predictive densities for this random future 
value given y and 
~1 are defined as in (1.4.1) and (1.4.2) as 
f(zlw, X, y) = f(z), and f(zl~, xl, r1> = f(2)(z) 
- -
respectively. P.I.F. 's are then defined as previously in section 1. 
The primary definition I(f, f( 2) will be studied in detail. However, 
the definition l(f(Z), f) will also be studied in some speci_al situa-
tions since it lends itself readily to an interpretation of Cook's 
.influence statistic. 
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0 
. . 
(3.3) Case 1; 8 Known. 
Assume the prior defined in (1.2.3) and define 
"' -" ... A 1· ,.., 1· 
s = x x. s1 = x1 x1 , s2 = x2 Xz , ~ ~ s- x .. ! , ~(2) • s 1 - x; !i 
A A A A 
!2 = X2~' Y2(2)= X2~(2)' 
and 
These are all familiar expressions from linear modela theory. For 
,. ,. 
example, ~ and ~(Z) denote the usual least squares estimates of 
,. ,. 
~ based on the full and deleted data sets :i:-espectively; ~w and zw(.2) 
denote least squares predictions at ~; v2 and u2 are proportional 
to sampli_ng covariance lll8tri':es for predicted vectors at x2; etc. 
Now when n2 = 1 and, say, observation 
(2) above will be replaced by (i), e.g. 
i has been deleted, the subscript 
-1 .. 
v2 C vi= ~is ~i. 
Recall now from (1.2.5) that the predictive densities f and £(2) 
A 
are respectively N[z , (l+v ) 8] 
w w 
ct lf we define ~ to be the 100(1 - 2)th percentile of the standard 
normal density, 0 <ct< 1, then 1 - ct predictive intervals for a future. 
value drawn from (3.1.2) are respectively 
z + ~v'(l+v') e and z ( } + ~l(l+u ) a 
w- w w.i w 
But these are precisely the same intervals that one gets via the clas~ 
sical tolerance interval approach where one pivots on 
and (Z-iw(2))/[8(l+uw)]½, using the fact that ij8.lllpling distributions are 
N[0,1]. Clearly, both interval widths and centers will be affected by 
influential subsets of data, regardless of whethe~ one's approach is 
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Bayesian or classical. P.I.F.'s incorporate measures of these discrepancies. 
Before going on to derive predictive influence functions, it is 
necessary to state and derive some useful formulas via a sequence of propo-
sitions. 
Proposition (3.3.1): The following identities are catalogued in 
Bingham (1977) • 
(3.3.1) I -1 -1 -1 , )-1 S -1 s = s1 - s1 x2 (I+ u2 x2 1 
(3.3.2) s -l = s -l + s -1x ' ( r - v > -lx s-1 
1 2 2 2 
(3.3.3) v2 = u2 (I + u2) 
-1 
(3.3.4) (I+ u2)-l = (I - V2) 
(3.3.5) ,.. -1 ,.. 
<r2 - r2> = <1 + 02> <l2 - r2~2t 
and 
(3.3.6) ,.. ,.. -1 , -1 " .) ~ = ~(2)+ s1 x2 (I+ u2) <!2 - !2(21 
Pro£osition (3.3.2): Let 
* * w = (l,w*), X = (e, X ), X. = (e , x1 ) 
-n 1 -n1 
for i = 1, 2, and let x1 . be the jth row of X~, j = l, .•• ,n1 , 
- J 1 
i = 1, 2. Then define 
and 
2 n. n. 1 1. 
X = L L x . .In, X. = L x .. /n. 
i=l j=l -1] -1 j=l -1] 1 
-X = X* - e X, X = X~ - e x. 
-n- i 1 -n.-1 1 
-,- (i) -, -S = X X/n, S = X. X./n1 X X 1 1 
J = e e ', 
n -n-n 
J 
n. 
1 
, 
= e e 
-n.-n. 
l 1 
- 28 ..;. 
la' 
... 
• 
~ 
ll 
for i c 1, 2. Then it follows from standard matrix manipulation that 
(3.3.7) uw.72 m n1-
1 [~ .- + (~-x
1
)S(l)-l(~
2 
- e x
1
).-] 
-~ -n2 - - x -n2-
o -1 
(3.3.8) u2 ~ n1~1 (J + (X2* - e x1)s(l) (X2*- - e x1y) 
e 
. . 
n2 -n2- x -n2-
. -1 
(3.3.9) u = n1-
1 [1 + (w* - x
1
)s (l) (w* - x
1
):..] 
W - - X - -
(3.3.12) v m n ~ill + (w* - X)~ .,.)_(w* - X) .-] . 
W - -· X - -
It is seen from the above that u2 and v2 a~e measures of the collective 
distance between where the deleted data set is observed and the ce~ter 
of where the non-deleted data set is observed. 
and 
Then 
(3.3.13) 
and 
(3.3.14) 
Now define 
2 l'lw2 = 
( ) -1 .,2 u 2 I+u2 u2 n 
-w - w 'W2 ... 2 
1 + U E 1+ ,2 t flw2 = 
w T\v2 
2 
-1 
v 2 (1-v2) v2 
-W - W 
l+v 
w 
2I(f f) = ~ 2 n w2 + ((1 2 )-1 l (1 2 )-1 1) (2)' ,.. -11w2 - n -11w2 - · 
2 1-n!2 
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These results are derived using simple algebra and Proposition (3.3.1). 
Observe that 2 T2 and 
2 
t2 reduce to their counterparts in section 2 
when the general linear model is simplified appropriately. Also note 
that, by idempotence, 2 T2 has a sampling distribution which is 
and that T 2 2 measures the distance between the vectors !2 and 
2 
X1, 
" 
!2(2)· 
The new element of interest here is the variable 2 nw2 which indicates the 
relationship between where one is tryLng to predict and where the vector 
r2 is observed, relative to where !i is observed. This relationship not 
only determines the weight a value of T 2 2 receives, and hence, the 
effect on point prediction, but it also solely determines the effect 
on predictive variances. In what follows, it will be shown that 
~ 2 is the multiple correlation, with respect to predictive distri-
butions, between Z and : 2 ; hence 
2 
0 .::_ ~2 .::_ 1. So values of 
2 
~2 
near one will cause the components of (3.3.13) and (3.3.14), due to 
the difference in predictive variances, to be unbounded. Also, the component 
of (3.3. 14) due to the difference in predictive means will also be unbounded 
for moderate T2
2
• It is clear that IC\2), f) .::._ I(f, f( 2Y due to the 
fact that predictive variance oi £( 2) is always larger than that of f. 
The fact that components of predictive influences are weighted more 
heavily in I(f(2'f f) than in I(f, \z)) results in different orderings. 
n = 1 and 2 2 For example, suppose 2 (Ti, 1\,i) = (16, 3-j) and 
2 2 9 (Tj , 1\rj) = (1, 10) • Then according to 9 I(f, f(i~' (16, ½)> (1, 10) 
and according to 9 I(f(i)' f), (1, 10) > (16, ½), where > reads as, 
"is more influential than". It is not clear, then, which of these 
JefinitionG of P.I. is more appropriate, or even that their sum io nqt the 
best definition. A decision to this effect must ultimately rest on one's 
determination of the importance of the variable 
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2 
~2· 
• 
~· 
;: 
• 
;;. 
As a final comment, it will be noted that th~ leading component 
in (3.3.14) is proportional to a Cook type distance. 
It is worthwhile to consider the case where n2 = 1 separately. 
Here 
so that 
(3.3.15) 2I(f, 1i)) = Ti2 n!i + [(l - n!i) - ln(l - n!i) - l], 
(3.3.16) 2 . ,2 [ --2 (1 --
2) 1] 2I(f(i)' f) = ti °"wi + (1 + ~i) - ln + °"wi - • 
,.. ,.. 
Now define the sample correlation cQefficient between Zw and Yi as 
pwi .. correamp. (Z,,, Yi), so th11t n..:: = P!t(1:!) G0 and 
2I(fo, f) = t/ (1\) p!i (1::) ~ 
[1 + P!i (1:!i) (1::,,) - ln (1 + P!i(1:!i)(1::,,)) - 1) · 
But p-l t/ (1:;J = Di io juot "Cook's distance," Cook (1977), for 
detecting the influence of the itb observation on the est•tion of the 
regr~ssion coefficient vector; a~d 
(3.3.17) Dip2i = D. (w) 
W 1 -
is Cook's statistic for detecting observ~tions which are influential for 
th~ purpqse of estimating the mean regres~ion line at !· Hence defining 
2 (vi) ( vw) v1 (w) = Pwi l-v a.nd rw = l+v. , it follows that i . w 
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(3.3.18) 
thus it is seen that Cook's statistic is proportional to the first com-
ponent above. Hence by (1.3.7) if one's interest rests solely on 
the influence on point prediction, Cook's statistic is appropriate. Further, 
considering the arbitrary subset deletion case, the leading component of 
I(f( 2), f) may be shown to be proportional to the appropriate generaliza-
tion of (3.3.17). 
It will be useful to consider aspects of the results (3.3.13) and 
(3.3.14) more carefully from both classical and predictivist views; first, 
the predictivist view. 
The prediction problem may be considered sequentially, as in section 1. 
It may initially be assumed that !2 is unobserved and that (Z, !2) 
-
has the joint predictive density £(2)(z,y2) = f(z, Yz y1). ijy (1.2.5) this density is • 
N 
n2+1 
Then assume :2 = r2 is observed and 
suppose it is of interest to determine whether this new information will 
be useful for the purpose of predicting Z. Hence conditioning on r2, 
the conditional density f(2)(zlr2>, is defined in (1.4.6) and is easily 
shown to be N rw(2) + ~w2 (I+U2)-1 (!2 - f2c2} • (1 + uw - (I+U2)-1~2w)8] . 
Recall from (1.4.7) that f(z) = f(Z)(zlr2), hence l(f,f(2)) = I(f(Z)(·l~2),f(2)). 
Now the strength of the relationship between Z and : 2 is measured by 
the multiple correlation between them. 
-1 
But clearly 
u 2(r+u2) u2 
-w - w 
1 + u 
w 
= mult. corr pred. 
the multiple correlation between Z and y with rcopcct to 
-2 
Further, 
(3.3.19) 2 1 - nw2 = Varf (•I )(Z)/Varf (Z) (2) !2 (2) 
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• 
. . 
is the proportion of variability in Z unexplained by regression of Z 
on ;:2 • And, 
(3.3.20) 
2 i.e., T2 is the standardized squared difference in predictions~ Ry· 
(3.3.19) it is seen that the component of influence due to the difference 
in predictive variances will be large if the relationship between Z and 
!2 is strong and small if not. Note that observed data do not affect this 
relationship. The component of influence due to the difference in predic-
tive means will be large if regr~ssion on !2 = r2 provides a significantly 
different prediction than one woul~ obtain if !2 = i 2 was ignored, as 
indicated by (3.3.20). lhis c9mponent will depend on observed data through 
the variable T2
2
, as well as on the relationship between Z and !2 • 
The problem may be understood from the classical view by observing 
that the residuals vector (z - !wc2\ has a sampling distribution whi~h !2 !2c2, 
~w2) 8] 
I+u2 
,.. ,.. 
Hence given !2 - Y2 ( 2) = ~2 - ! 2(2) , 
,. 
the best predictor for the error in prediction, Z - Zw( 2), best in the 
sense of mean squared error loss, is 
-1 Tht variance of thio predictor io u 2(I+u2) u2 • 0. And the 5qunrc -w - w 
A A 2 
multiple correlation between Z - Zw( 2) and !2 - !2(2) is 1\,2• Hence com-
ponents of the P.I.F. may be interpreted in a similar fashion as in the last 
paragraph. However, interpretations here are subject to considerable 
ambiguity since future and past qre independent with r~spect to sampling 
distributions. 
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A canonical representation of the P.I.F. can be obtained and interpreted. 
Recall the existence of an orthogonal matrix r and a diagnonal matrix 
o2 which satisfy 
n 
r u2 r' = o2 =.diag. {oili:1 
rand o2 are the matrices of eigen-vectors and eigen-values of u2 
respectively. Then by (3.3.3) it is clear that there exists 
n ~ - diag {~} 2 such that 2 - • i i=l 
Now define 
6 = ru (o 6 o j' 
-2w -2w - lw' 2w' ... , n
2
w 
- (ylw' Yzw' ... , yn w 
2 
) , 
Then it is easy to show that !~2 = :2(2) and 
yjw rj{2)] 2 + (3.3.21) 
n2 n2 
[( 1 - I: YJ~w) - 1n(1 - I: 1:J·w) - l] j=l j=l 
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Observe that y2 = corr d (Z, fY_ 2) - w pre • and 
- -½ R2(2) - (I-82) r(:2-r2(2))/8 • Hence the first component of predictive 
influence is the square of a weighted sum of standardized canonical resi-
duals, where the weights reflect the strength of the relationship between 
Z and the ith canonical variate. The second component of predictive 
influence depends on the sum of the above squared weights. 
It will be useful in what follows to derive algebraic expressions 
for the variables T 2 2 and 
sequence of propositions. 
The result will be determined by a 
Proposition (3.3.3): Assume the notation of Proposition (3.3.2) and 
define S = nS S(i) = n S(i) i = 1, 2, ad X - X X Then 
x x' x ix n -21 - -2 - -1 • 
(3.3.22) 
Proof: The result follows by the definition of S and some algebra.• 
X 
Proposition (3.3.4): Define 
and 
(i) 
s 
-xy 
"'(2) ~ 
= (L) x ... y. 
n. 1 -1 
1 
i = 1, 2 , ~(1) 
~(2 ,1) 
(1)-1 
= s 
X 
(1) 
s 
-xy 
with the proviso that if n2 = 1, s<
2> and s(2) are zero matrices. 
-xy Then 
(3.3.23) T 2 = 2 
X 
2 
e[(1+ nl(w*-X)S-lX .. )(1+X S(l)-l (w*-X1)-")+(w*-· X)S-lS(2)s(l)-l (w*-Xlr] n - ..., X -21 -21 X - - - ..., X X X - .... 
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and 
(3.3.24) 2 n = 
w2 
2 1 - -1-n [( n 
- 1+ -(w*-X)S X ~ 
n1n n - - x -21 
Note that if n2 > P, 
8 (2) ,_<2,1) 
8 ( 2) = s<2> a< 2> and hence, 
-xy X 
X a 
Proof: By (3.3.4), (3.3.7), (3.3.11), (3.3.22) and some algebra, 
( +u )-1 {l[l (-.:k -)-· -1-.,. .,. (w*--x)-s -1~--"'} uw2 I 2 = - + n1 w· -X S X .... 1]e + 
- n --x~-n --x ' ? 
and by further application of (3.3.7), it follows that 
-1 
U .l')(I + U ) Ur_)n = 
-.lvc. 2 .._c_w 
n -1 
c--; (1 + n1(~-~sx-1~1'H!1 + ~21~1) (~*-~)'] + 
-1 (w*-x)s -1s< 2 >gC 1 ) (w*-x ) .. } 
- - X X X - ::J. 
Hence applying (3.3.9), the result (3.3.24) obtains. Now it can be shown 
that 
Y,.,., 1:1 e -y + X ;(l) + X ;(l) 
~.2) -n2 1 2 t:.. ~n2=-=21 ~ ' 
from which it follows that 
-1 "' 
~w2(I+U2) (~2-~2(2)) 
a t:(l + nl('!_*-~Jsx-1.~{ ]& + (~*-X)Sx-1(~;)- S~2)!3(l))}; 
hence the result (3.3.23) obtains. 
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Suppose n2 > p so that it is possible to determine a least 
squares regression line for the deleted subset. From expression (3.3.23), 
2 A. - A(l) A(2) 
it is clear that T2 = 0 if o = 0 and ~* = ! or ~ = ~ . 
A 
Now o = 0 if and only if the deleted subset and non-deleted subset 
regression lines intersect at A A(l) A(2) Hence o = 0 and B = B 
imply the regression lines are the same; eliminating any difference in 
point predictions. Similarly, predicting at the center of the full data 
set when the regression lines intersect at (!2 , r2) also implies no 
difference in point predictions. 
An asymptotic representation predictive influence can be derived as 
in section (2.3). Assume that 
Y -+ lJ ( 1) { a • s • ) , xl -+ µ ( 1) 
1 y - -x 
as n-+ ®, and define 
-0 = Y2 - lJ (1) - (X - µ (1) )B (I) 
y -2 -x -
and 
Then 
(3.3.25) 2 2 2n I (f, f( 2Y ~ 2n I (f(2), f) (a. s. ) 
-1 2 -1 -1 } 
(3.3.26) ~ n2T22 {(1+(w*_ -"R1> s(l) x" ] + (w*-X ) s(l) s< 2>s (l) (~*-~1Y (a.sJ - X -21 - -1 X X X 
(3.3.27) I 2 ~ n2T2 A {a.s.) 
(3.3.28) 
2 . ~ n2 {l[1 +(w*-/1)) i:Cl)-l(cx _µ<1> )'] + 
8 - -X X -2 -X 
(a.s.). 
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These results are easily shown using (3.3.13), (3.3.14), (3.3.23), (3.3.24) 
2 -1 
and the above assumptions, after observing that nw2 = o(n ), which 
implies that 2 2 2 n [(l-nw2) - ln(lnw2) - l] = o(l). Now for the special 
case when n2 = 1, the result (3.3.28) simplifies to 
This expression clearly implies that for a single observation to be 
influential, it must be observed at a considerable distance from the 
calculated regression line and one must be predicting at a great distance 
from the center. 
Now assume that 
Y -+ µ{2) ( ) -x -+ µ{2) 2 Y a.s. , 2 - -x 
and 0 ~a< 1 
-1 
as n1 , n2 -+- 00 ; and define ~
2) (2) _ 8(2) 
~,cy -_ ' 
~ = (1-a,)~l) + a.~2), I: = (1-a) I:(l) + a.E(2)+ a{l-a)(µ ~2) -lJ (1)) .. (/2) - µ (1)) 
X X X .... X -X -X -x 
(2) (1) (u_~2)_u(l)) _0 (1) 
and (5 = ·l\, - 1\, - ::.x ::.x .., 
Then it may be easily shown that 
(3.3.30) 2 I ( f , f{ 2 )) ~ 2 I { f ( 2 )' f) (a.s.) 
2 .. 
(3.3.31) = a.a {0[1+(1-rt) (w*-µ ) 1:-1(/2>-µ~l)) ] + 
- -X X -X -x 
(a.s.) 
It will of course be true that if all initial assumptions about the data 
are true, that the above expression will be zero since then, o = 0 
and J3(l) = 13< 2). Kolmogorov's strong law of large numbers will always 
insure the (a.s.) convergence of y( 2) and y2• The expression (3.3.31) 
above may be thought of as the P.I. of an a.% contamination of a large 
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sample of data where both n1 and n2 are large. The expression (3.3.28), 
on the other hand, may be considered as the P.I.F. contaminated by n2 
observations in a large sample • 
(3.4) Case 2; Exact Predictive Influence When e is Unknown • 
Let p(S,8) denote the usual non-informative prior density for 
ca,e), and define 
and 
Given the notation of section (3.3), it then follows from (l.2.7) that 
f and £( 2) are respectively St[n-p, iw, (l+vw)s
2] and 
St[n1-p, iw( 2), (l+uw)s~2)]. 
It will be necessary to obtain some preliminary results before 
deriving P.I.F.'s. 
Proposition (3.4.1): Given the above notation, 
(3 .4 .1) (n-p) 
and 
(3.4.2) 
These results are given in Bingham (1977). 
Proposition (3.4.2): Let n2 > 1 and define 
Al= (I+U2>\2w ~w2(I+U2)~/~2(I+U2)-l~2w' A;= I - Al 
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t 2 _ ;, B / 2 2 - ~2 1~2 s 
and 
Then 
(3.4.3) 
(3.4.4) 
(3.4.5) 
(3.4.6) 
and 
(3 .4. 7) 
*2 , * 2 *2 
= ~;B;~/Cn2-l)s 
2 
v2 = ~2 A2 ~/ (n2-l) s ( 2) v2 
2 T 2 
~2 ~/n28 ~2) 2 = ~2 ~2/n2s = tl 1 
A1 is idempotent of rank one 
1 l 1 1 T 2 = --'r 2+(1--)v*2 , t 2 = - t 2+(1-_-)v2*2 l n2 2 n2 2 1 n2 2 n2 
t 2 :o T 2 I ~(nl -p) (1 + ~ Tl 2] l 
2 2 1 n-p nl p ~ 
t 2 = T 2 / j(nl-p)[ 1 + _ _112 - T 2]} . 
1 1 ( n-p n1-p 1 
Proof: The results (3.l~.3) and (3.4.4) are easy to verify directly. 
The results (3.!~.5) and (3.4.6) are direct consequences of the fact that 
, 11 , B 11, A~ J, = m' B* m and Proposition (3.4.1). ~ Al !2 = ~ 1 ~ ' ~ 2 =2 ~ 2 =-=2 
The result (3.4.7) follows directly from (3.4.4), (3.ll.5) and (3.lh6} • 
It io of interest to point out that the otatistics ,., 2 Jl and 
defined in Bingham (1977), and were proposed by him as possible test 
statistics for testing whether r2 belongs to the assumed population. 
2 Bingham noted the relationship (3.4.5), and the fact that T1 has a 
sampling distribution which is F(n2 , n1-p). Then (3.4.3), (3.4.4) and 2 2 2 2 
Cochran's Theorem imply that 
s(2)T2 
and (n2-l) 
s(2)v2 
have sampling 8 8 
distributions which are independent and x2c1> and 2 X (n2-l) resp~c tively. 
,.. 2 T 2 Further, since i 2 -·i2(2) is independent of s(2), it follows that 2 
*2 2 
and v2 are respectively F(l, n1-p} and hence, T1 is a convex 
combination of "F" statistics. Finally note that these results generalize 
several of the results of Proposition (2.4.3). 
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Proposition (3.4.~): Let 
and 
Then 
(3.4.9) 
and 
(3.4.10) 
,. 
= z 
~l w ' 
,. 
IJ.2 = z W(2) 
µ2 = t 2rt_'2 2 w2 
a'2 = (:~P-p)[1 +LT 2\1 -n2 ) 
n1-p 1 j w2 
a2 .,,. -J 
, a=-, a =a 
al 
Proof: The result (3.4.8) is easy to verify directly. The results 
(3.4.9) and (3.4.10) are direct consequences of (3.4.1) and (3.4.2), 
the definitions of t 1
2 
and T1
2
, and the fact that (l+vw)(l+uw)-l = 
1 - n.!2 and n.;2 = '\~ /(1+~~) which were indicated in section (3.3). • 
It is now possible to write down expressions for predictive influence. 
For convenience, define 
( +1) (nl-p) (n
1
-p+l) ( ) an = ln r n-~ r -2- v'n-p - ln f 2 r n;p /nl-p 
Assume the definitions of Propositions (3.4.2) and (3.4.3) and let g 
m 
be a St[m-1, 0, 1] density, for m = 2, 3, .••. 
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Then 
(3 .4 .11) I(f, £(2_) = a + b + ! lnr( 1 + ll '2)(~) (1 _ n2 t 2 '\)~ + J n n 2 ~ w2 n1 -p n-p 1 ~ 
(3.4.12) = a + b + - .!:. ln[ ( 1 - n2 ) (n1-p)(1 + L T 2)] + 
n n 2 'W2 n-p n1-p 1 
\ 
~ 1.(n -p)~( n ) J2 1 2 '2 1 21+~2\ZT n1-p+l ( -~) n-p n1-p 1 - 2~2 ( 2 )E ln 1+ (n _ ) gn-p+l 1 p 
Expressions for I(f(2Y f) may be similarly expressed. Appealing to 
Propositions (2.4.2) and (2.4.3), the proofs of the above results are 
exactly the same as for the case p = 1, which was considered in section 
(2.4). 
Let n2 = 1 and define 
and 
Then ti is the usual Studentized residual, c.f. Behnken and Draper 
(1972). For this special case, expression (3.4.12) becomes 
(3.4.13) = a + b - -2
1 ln[(l - n'~)(n-p-l){l + 1 1 T. 2 )] + n n wi n-p n-p- i 
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A similar result holds for I(f(i)' f). 
Hence P.I.F.'s have representations which are quite similar to 
those exhibited in section 3. P.I. is again symmetric in the variable 
T2, and consequently a functio~ of 
T 2 
2 as before. 
again measures the collective distance between !z 
The variable 
and In 
fact, when p = 1, T2
2 
reduces exactly to its special case defined 
*2 in section 2; and similarly, n2 > ~ and p = 1 implies that v2 
T 2 
2 
equals the variable V 2 2 defined in section 2. However, when p > 1, 
*2 v2 may be represented as the convex combination of two vari-
ables; one which measures the difference in scatter of deleted and 
non-deleted subsets, and the other which measures the difference in 
alignment of these subsets. Even though it is not possible to precisely 
interpret in other situations, the above interpretation should 
account for most of its effect. The last distinction between the above 
expressions of predictive influence, and those in section 2, is attributed 
* and x2 • Note that 
2 * * to the fact that nw2 now depends on w , xl, 
when 2 2 -1 -1 p = 1, nw2 = n = n2n (n1+1) . 
P.I.F.'s may now be studied as functions of 2 *2 2 T2 , v2 , and nw2 • 
In general, the connnents about the variables T 2 2 
2 
and v2 , which follow 
expressions for P.I.F.'s in section (2.4), apply in the same way to the 
variables T 2 2 and 
*2 v2 defined above. 
subsets will have large T 2 2 and 
2 For fixed nw2, the most influential 
values, and for fixed T2
2 
and 
*2 2 v2 , the most influential subsets will have large nw2 values. Now 
by (3.4.9), the ratio of predictives variances, o1
2to2
2
, is 
( nn
1
-_Pp) (i n2 2 ) 2 + n -p T1 (1-nw2); and by (3.4.8) the square difference in 1 
2 predictive means divided by a2 is 
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Previous comments are 
made intuitively plausible by inspecting these expressions. However, 
there is a new twist. Large values of T 2 1 and n2 w2 could cause the 
ratio of predictive variances to remain close to one. Hence, if n2 
w2 
is large, it will take a very large value of T 2 1 to make the ratio 
of predictive variances large; etc. Thus the behavior of predictive 
influence functions will vary from that of section (2.4). In what 
follows, some properties of exact P.I. will be indicated in the same 
manner as in section (2.4). A more careful study must be deferred to 
the next section where more tractable, approximate P.I.F.'s will be 
introduced. 
In order to study exact predictive influence function, it is nec-
essary to demonstrate the permissibility of taking derivatives under 
appropriate integral signs. This, though tedious, can be accomplished. 
• 
Analogous to (2.4.10), define i 
It is now possible to study the function I(f, f( 2)) as a function 
of 2 *2 2 T2 , v2 , and ~ 2 • Let ~ be defined as above and assume n ~ p + 3. 
Then for O .:_ n 2 ~ 1 
(3.4.15) 
where 
a 2 [~(v2, o, n2>ll v2 = o 
av 
2 2 o = n (n1-p) / (1-n Hn2-l) 
a (3.4.16) -2 
av 
[t(v2 , o, n2)ll v2 = 0 
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< 0 
< 0 n > 1 2 
•• 
.. 
There exists v0 such that v
2 ~ v02 implies 
(3 .4 .17) 
(3.4.18) 
(3.4.19) 
(3.4.20) 
½ [<l>(V 2 , 0, n2}] > 0 
av 
!T [<1>(0, T, n2>1IT = 0 = o 
a2 2 
- 2 [<l>(O, T, n*)]IT = O < 0 3T 
in some neighborhood of zero. 
a2 2 l I > o 
-2 [ <l>(O,T, n*) T = 0 
c}T 
2 -1 for n* > (n1-p+l) • 
There exists TO such that T2 > T 2 
- 0 implies 
(3.4.21) a [<I> (O, T2 n2> 1 > 0 , 
c3T2 ' 
a 2 > 0 (3.4.22) 
an2 
[<l>(O, 0, n )] 
These results are derived in Appendix (4.1). 
It is seen from the above results that P.I.F.'s for the case p > 1 
behave in much the same way as they did for the case p = 1. There are, 
however, some notable differences. The result (3.4.15) indicates that 
2 2 
when n is large and T = O, predictive influence as a function of 
2 2 2 V may be decreasing for large values of V; i.e., the larger n is, 
the less impact a large value of v2 will have. This effect was 
anticipated earlier. The result (3.4.16) is exactly the same as before. 
The result (3.4.17) is also the same as before, except that it is 
2 implicit that the value v0 will depend upon n; i.e., the larger 
2 2 n is, the larger v0 must be. The result (3.4.18) is unchanged, 
but the results (3.4.19) and (3.4.20) indicate something novel and at 
2 first glance quite unexpected. These results show that for V = O, 
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predictive influence functions achieve a local maximum at T = 0 for 
n2 in a neighborhood of 0, and a local minimum for n2 in a neighbor-
hood of 1. In fact, if n is large relative to p, the implication 
is that for n2 near zero,predictive influence will be monotone and 
2 2 -1 decreasing in T near T = 0, and for n > (n1-p+l) , will 
be monotone and increasing near T = O. The result (3.4.21) is the 
same as for the p = 1 case except that now TO will depend upon n; 
and finally, the result (3.4.20) shows that for T2 = 2 V = 0, the P. I.F. 
is strictly monotone and increasing in 2 The above results are n . 
consistent with what has been conjectured. A more detailed analysis 
of these results is deferred to the next section where approximate 
P.I.F.'s are derived and studied. It will be found that properties 
will be consistent and it will be inferred that exact P.I.F.'s behave 
in much the same way as the more tractable approximate P.I.F.'s. 
Before going on to the next section, it will be useful to consider 
a further resolution of Bingham's statistic 
2 _ 1 "' )T )-1 "' ., 2 Tl - n(~-~(2) (I+u2 (~-~(2})1 S(2) • 
2 . 
Recall from (3 .4 .4) that T 2 == !_ T 2 + ( 1 - !....)v*2 and recall the 1 n2 2 n2 2 
definitions of Propositions (3.3.3), (3.3.4) and (3.4.2), Let 
n2 > p and define 
M_ = X ( X "' X ) - lX"' 
-c! 2 2 2 2 
Al = 
(I+U2)~2w~w2(I+U2) 
'A2 -½ -½ I-A -A = (I+U2) (I-M2)(I+U2) , A3 = -1 2 3 
~w2 (I+U2) ~2w 
.t2 = 
-\ ,. 
(I+u2) (~-la:2)) 
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and 
Then 
(3.4.23) A1 and A2 are idempotent of rank one and n2-p respec-
tively and A1A2 = O. 
(3.4.24) 
n -p 
v*2 = (·-2-)v 2 + cl!.:!. )w 2 2 n2-l 2 n2-l 2 
and hence 
(3.4.25) 
Further, 
(3.4.26) 
T 2 = L T 2 +· (l _ L)v 2 + (L _ !...)w 2 
1 n2 2 ' n2 2 n2 n2 2 • 
s 2 
V 2 - 2 
-~ 2 s( 2) 
J 
and if w* = X 
- -1 n n n 
n1 n2r 5 1_ 1 2 i_ s -1x .... _ _g x 8~18(2)~{2.1)]2 2 nl ~ :.:21 X ~l n ==21 X X -(3.4.27) T2 = n n • 
( 
1 2 - -1-.,. ) 
s,n1 -~ ~lsx ~l 
and 
(3.4.28) 
That A1 is idempotent of rank one follows from (3.4.3). Now since 
I - M 2 is idempotent and (I-M2)x2 = O, it follows from (3.3.4) that 
~ -1 -% A
2
2 
= (r+u2)-
2 (I-M2)(I+U2) (I-~~)(I+U2) 
% -\ 
= (I+u2f (I-M2){I+u2) = A2 
hence, A2 is idempotent, and 
~1A2 a (I-t-U2)-%~~(I+u2)-l(I-M2)(I+u2)-\ 
-~ -% 
= (I+u2) ~~2(I-~)(r+u2) = 0 . 
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Further, since A2 is idempotent, rank (A2) = n2-p and (3.4.23) 
is verified. 
* The result (3.4.24) follows directly from the fact that A2 = A2 + A3 
*2 2 2 
and the definitions of v2 , v2 , and w2 ; and (3.4.25) is a direct 
consequence of (3.4.24). The result (3.4.26) is shown directly using 
the fact that (I-M2)M2 = 0. 
Letting !* = !i' the result (3.4.27) follows from (3.3.23) and 
some algebra; 
n 
s
2 (1 + _!_ (x1-x)s -1x,;1 ) (~) n - ·- X -c:. 
To demonstrate the result (3.4.28) involvco considerably more effort 
and the proof is relegated to Appendix (4.3). 
Some comments are in order. The result (3.4.23) implies that the 
2 2 2 
numerators of T2 , v2 , and w2 have sampling distributions which are 
independent and proportional to 2 2 X (1), X (n2-p) 
2 
and X (p-1) respec-
tively. Hence, T1
2 is a convex combination of statistics which are 
F(l, n1-p), F(n2-p, n1-p) and F(p-1, n1-p) distributed. The relation 
2 (3.4.24) implies that P.I.F.'s, as functions of v2 and 
2 w2 , behave 
in the same way as they did as functions of The relation (3.4.26) 
indicates that the variable V 2 2 measures the relative scatter about 
regression lines between deleted and non-deleted subsets. And, the 
relation (3.4.28) indicates that when ~* = ~l' the variable 2 w2 measures 
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• 
the difference in slopes of regression lines relative to the sampling 
A(2 1) A(2 1) (1)-l (2) 1 
variability in 8 ' , since cov (a ' ) « (S + S - ) 
.... samp .... x x 
2 It seems reasonable to infer that the variable w2 is measuring a 
similar entity but relative to a different inner product when ~* is 
arbitrary. Given this resolution, it follows that influential subsets 
will have greater scatter and will be aligned differently than non-
deleted subsets. 
(3.5) Approximate Predictive Influence 
Since exact P.I.F. 's may not be represented explicitly, it is 
again of interest to get good approximations. This will be accomplished 
by substituting appropriately scaled normal densities for Student 
densities in the definitions of P.I. as in section (2.5). The approxi-
mation is justified in Appendix (4.1). 
Let f and f( 2) be defined as in section (3.4) and let 
~
1
, ~, a 1 , a 2 , ~, a, µ' and a' be defined as in Proposition (3.4.3). 
Let n, n1 ~ p + 3 and let £ and F(2) be densities which are 
n -p 
N[µ1, 0 1
2 c:::_2)] and N[~. 0 22 (n~-p-2)] respectively. Then 
using {l.3.4) and the res~lts of Proposition (3.4.3), it follows that 
(3.5.1) 
= t~ ) (:: ,2)/~~t2) 
1--t 2 w2 ~ 
n-p 1 
+ 
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(3.5.2) 
and 
(3.5.3) 
(3.5.4) 
= T 2 n2 1 + (
n -p-; 
2 w2 n1-p 
[ (
n -p-2)( n ) , /n -p-2)/ n )} ] (l-1'2) n~p-2 l+ / _PTf -ln{{l-n!2\ n~p-2 \l+ n
2
-pTf -l 
l l 
2i(f , f) = 2I(f , f) = t 2 n'2 (n-p-2) + (~) (2) 2 'W2 n-P 
[(1+n'2 )(n-p-2 )(1-~t2)-1n~(l-fTl ' 2 )(n-p-2 \ f1-~t 2\} -1] 'W2 n 1 -p-2 . n-p 1 l w2· n,-p-2) \ n-p 1/ 
l:::t 
'" 2 J.2 
( l+ ~ T 2) n-p 1 
n2 
w2 
1-1')2 
w2 
( n-p-2) n -p + 
1 
[ (1-n2 )(n-p-2 )11+ L T2)-1-1nf1(1-n2 )-=-1/n-p-2 \(1+ ~2)-1} - 1] w2 n -p-2 ~ n -p 1 w2 \ n -p-2) n -p 1 • l l l 1 
The expression of primary interest will be expression (3.5.2). Before 
,. 
studying the properties of I(f, fc 2y, it is worth noting that the 
leading term in (3.5.3) is proportional to the generalization of 
the Cook statistic which measures the discrepa_ncy in mean regression 
lines at w* when _n2 ~l and a is unknown; c. f. Cook ( 1977). 
Let 
6n = ( nl-p) [ (:-~;:2)(l+(n1-p-3)n 2 _) - 1 ] • 
1 w/ 
G -p)( ) ( ) _ 1 n-p-2 1 n~p Y n - n -1 n -p-2 ( l-n2 ) - n -1 2 1 w2 2 ( n -p-2)( n ) and~ = 1 l+ - 2- T 2 n n-p-2 n -p 1 1 
Then 
(3.5.5) 
b A 
'OT
2
2 I(f, f(2'))~ 0 if o - (n -l)v*
2 ~ o 
n 2 2 
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; 
~ 
• 
T 2 
- _2~_ 
nl-p • 
; 
• 
• 
(3.5.6) t, A io iff T 2 ~ o - (n -l)v*2 
°OT2
2 I(f, £G2)) 2 ~ n 2 2 
(3.5. 7) b A c2-T22) bV22 I(f, £(2)) ~ 0 if n2 -1 + y n > 0 
(3.5.8) 
n T 2 b A ::l!: if f v* 2 i ( 2 - 2 ) +y bV22 I(f, £(2)) ~ 0 2 n -1 n 2 
(3.5.9) l) 
A 
I(f, \2)> ~o if .A <l bn2 n 
and 
(3.5.10) • 
The above· results are shown by simple calculus and are analogous to 
the results (2.5.6), (2.5.r), (2.5.8) and (2.5.9). It is easy to 
verify by inspection that these results are consistent with those 
shown in the last section. For example, if T2
2 
= "22 ~ o. then 
A < l• n , so the P.I.F. is monotone and increasing in n;2 , as was shown 
in section (2.4) . 
It is implied throughout that exact P.I.F.'s will behave in the 
2 
same way as the approximate functions. Now for fixed 1\,,2 , the most 
2 *2 influential subsets will have large T2 and v2 values. The fact that 
2 the P. I.F. as a function of T2 is J shaped appears to be a. result 
of the difference in sample sizes for full and subset deleted data sets. 
Large values of T 2 are of greater interest than small values, and 2 
2 large values of 1\,,2 enhance the significance of a large 
2 T2 • As a 
function of *2 v2 , P.I. is again 
*2 J shaped. Large values of V 2 are 
2 
of 1\,,2 will of greater interest than small values, and large values 
*2 tend to inhibit the significance of a large v2 , since these variables 
2 *2 tend to negate one another. Similarly, for fixed T2 and v2 , the 
2 *2 2 P.I.F. is J shaped in nw2; except when v2 is small relative to T2 , 
- 51 -
in which case P.I. is monotone and increasing in The reason that 
the variables and 2 nw2 negate one another becomes more apparent 
if one considers the different tolerance intervals obtained with full 
and subset deleted data sets. Let ta/ 2 (k) 
a denote the 2 th percentage 
point of a Student's "t" distribution with k degrees of freedom. Then 
1-a tolerance, or predictive intervals, for a future observation using 
full and deleted data sets are 
,. 
zw ± ta/2 (n-p)J1 + vw s , zw(2)± ta/2(n1-p)J1 + uw s(2) 
respectively. Now the ratio of the squared widths of these predictive 
intervals is proportional to 
Hence a large value of 2 nw2 implies a narrower interval, while a large 
value of implies a wider interval. 
As a final note to this section, observe that when n2 = 1, the P. I.F. 
is always a monotone increasing function of 2 nwi' and a J shaped function 
of 2 Hence the most influential single observation is observed T. • at 
l. 
a point far removed from where the remaining data are observed, and at 
a y value which is distant from the deleted subset regression line. 
T 2 
2 = T
2 + o(l) (a.s), Now, assume that for T2 , v2 ER+, 
v;2 = v2 + o(l) (a.s), and recall that 
2 2 
2 
s(2) = a+ o(l) (a.s) and by 
(3.3.26) n nw2 = n2A + o(l) • 
Defining the asymptotic P.I.F. in the same way as in section (2. 5), 
it follows by the proof of (2.5.8) and the above that. 
2 
- 2 n 2 (3.5.11) I (f, f(2Y = n2T2 A + _2_ [T 2 - l] + o(l) (a .• s. ) 2 1 
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• 
. 
0 
4 
0 
• 
where 
T 2 1 T 2 + CI - L>v*2 = -1 n2 2 n2 2 
1 T 2 + (1 - L) V 2 + (L - ~)W 2 , n2 > p = -
n2 2 n2 2 n2 n2 2 
and 
Hence, asymptotically, the component reflecting different predictive vari-
ances is independent of A , and hence, is independent of The 
component reflecting different predictive means, on the other hand, de-
pends heavily on the weighting factor ).. • Obs.erve that 1 < A < 00 » so that 
A can be of considerable importance. Also note that I is strictly in-
creasing in T 2 2 
2 
at (n2 - T2) 
n - 1 ) 2 
small m 2 and J.2 ' 
only if T 2 2 = 0 
and that I is J shaped in v*2 2 achieving a minimum 
The least influential subset will have small A, 
*2 ~ 
v2 ~ n2 /(n2-l). In fact, I(f, f(Z)) = O if and 
*2 
and v2 = n2/(n2-1). The most influential subset will 
2 *2 
clearly have large A, large T2 and large v2 • In a large sample 
then, the above may be interpreted to mean that the most influential 
subsets will have large 
*2 between v2 
2 
and nw2 
2 *2 
T2, V2 and 
is diminished. 
2 
nw2 , since the discordance 
And when n2 > p, the most 
influential subset has large values for all four variables. Hence, 
the most influential subset is aligned perpendicular to the rest of 
the data, is more scattered about its regression line for non-deleted 
data, and from the center of the ·non-deleted data set. 
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Appendices 
(4.1) Proof of Results (2.4.11)-(2.4.16), and (3.4.15)-(3.4.22). 
In order to obtain these results, it will first be necessary to 
derive some preliminary results. 
Proposition (4.1.1): Let c, d, e, f and g ER be given and let 
(4.1.1) 
a Assume n > 4 and define h(V,T) = E ln d (V,T). Then aT h(V,T), 
- g z n 
a a2 
- 2 h(V,T), and - 2 h(V,T) exist and equal respectively av aT 
j2c[d(l+eT2 +gv2 )~Z-fT][deTZ(l+eT2 -tgV2 )-% - f]} (4.1.2) E \ ~ 8n' (1 + c[d(l-teT2 -tgV2 ) Z-fT]2 ) 
(4. 1.3) E { c [ d ( l +eT;~v
2 ) \z-fT )[ dtz( 1-1-e T2 -tgv2 ) ] l . 
gn (1 + c[d(l-teT2 -tgV2 ) z-£T]2 ) I 
and 
(4.1.4) 
Proof: The permissibility of interchanging integral and derivative may 
be shown by standard arguments. The results then follow by simple cal-
culus. 
Now let C = -1 e = (n1-1) = c, 
f = n = ( t\i)) and g = (nn2
1
-_
1
1) ; and define dz(V,T) as in (4.1.1). n n1 
Then by (4.1.3), the definition of ¢, and some algebra 
(4 .1.5) [ 
(n1-l)(l-n2){1-t-gV2 )z~-=/(r1-l) - l ] 
~2 t(v2 ,o) = (~)Egn ( 1 +[ ( 1-n2)(1-tgv2)z2/( n-1)]( l-tgV2 ) • 
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.. 
. 
;; 
0 
0 
(n+l)n1 Observe that l-n2 = -.----- < l and choose V so that (n1+l)n 
becomes 
(4.1.6) 
n -1 
a { [ ( ~) z: - 1 ] • ( 1 1 z 2 )n/2 dz 
-m (l +-z-) +-
n-1 n-1 
where a indicates the expressions are equal up to multiplication 
z2 z2 
by a positive constant. Now substitute - for - so that (4.1.6) in 
n n-1 
since 
a s= [(n -l)z2 - 1) • (1 + z2 f(n+l)/2 dz a E [(~ -l)z2 - l] 
-o:, 1 n n gn+l 1 n 
E z2 = 
gn+1 · 
n 
n-2 
< 0 
Hence (2.4.11) obtains. 
To show (2.4.12), it is necessary by (4.1.5) to show that 
(4. 1. 7) [ 
n1-I ] (-)(1-n2) z2 - 1 
n-1 
< 0 • 
2 But since 1-n < 1 and since expression (4.1.6) is < 0, expression (4.1.7) 
[(:~~1 )z 2 - 1] is less than E z 2 < 0 , hence (2.4.12) is shown, gn (1 + ~-l) 
To show (2.4.13) it is sufficient to show that 
(4 .1.8) 
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[
(n1-l)cd
2 (l+gV2 )z 2 - l] 
by (4.1.5). But the function 1 + cd2(1+gv2)z~ is a monotone 
2 increasing function of V which converge_s to n1 -1. Hence by the 
. r(nl-l)cd2 (1+gv2 )z 2 - 1] 
Monotone Convergence Theorem lim E8 1 + cd2(l+gv2)z2 V-tc:o n 
= n1-1 > 0 for n2 ~ 2. But this implies (4.1 •. 8) and hence (2~4.13). 
Now by (4 .1.2) 
= 0 
since g (•) is symmetric about zero and the argument above is an odd 
n 
function. Hence (2.4.14) is true. 
By (4.1.4) and some algebra 
(4.1.9) 
Observe that 
(4.1.10) 
and 
cd2 ; (1 - n2 )/(n-l} 1 < n-1 
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for all n. 
; 
0 
0 
C 
II 
6 
Now substitute for z {n-l)i and 
in these two integrals respectively. Hence, the above is proportional to 
since 4 _ 3(n+j) 2 Eg (z) - (n+l)(n-1) 
n+4 
2 n+3 
and E ( Z ) = n+i. • 
· gn+4 
After substitution and simplication, (4.1.9) is proportional to 
(4. 1.11) nln2 n2 n2 -% 1 n( n
1 
+l) - 1 + [ nl (l - n( n
1 
+l)) - 2 ]( 1 - n( n
1 
+l)) ( n+l) + 
But ~ so ( 4 • 1. 11) is 
n22 3(nl-l) n2 n22 
n(n+l) 2(n1+1) + (n-1) n1{n+l) 2 - n(n+l) 2 (n1+1) 
3n2 
< - ) < 0 (n+l)(n-1 n1 
hence (2.4.14) obtains. Finally, the result (2.4.15) follows using 
(4.1.2) and an argument similar to the proof of (2.4.13). 
The results (3.4.15), (3.4.16), (3.4.17), (3.4.18) and (3.4.21) 
are shown in exactly the same way as (2.4.11), (2.4.12), (2.4.13), (2.4.14) 
and (2.4.16) where n is replaced by n-p+l and n1 is -replaced by 
- 57 ·-· 
n
1
-p+l. To see the result (3.4.19), consider the proof of (2.4.15). 
Again replace n by n-p+l and n1 by n1-p+l. 
to expression (4.1.11) which now becomes 
Then the proof follows 
( n1- p+ 1) n
2 
- 1 + [ ( n 1- p+l )( 1-n 2 ) - 2 ]( 
1 )( 1-n 2 ) --i 
n-p+2 
n -p 
+ 3 (-1-)( l )( 1-11 2 f\ 
n-p n-p+?. 
n2 
But if fl 2 = __ _,;;;;;;..._ ___ ) , then by the remainder o.f the proof ( n1 -p+2) ( n-p+l 
of (2.4.15), the above is less than zero for n ~ p + 3. Letting 
n2 = O, it is easy to verify that the above expression is still nega-
tive. Further, it is easy, though tedious, to show that the result holds 
for entire neighborhoods of zero. The proof follows in exactly the 
same fashion as that of (2.4.20). To see the result (3.li. 20), again 
consider the proof of (2.4.15). Observe the proof to line ( 4·.1.l0) 
and note that if (nl-p+l)n2 - l >0, that the integrand above is always 
positive. Hence, the result obtains. 
Consider the result (3.4.?.2). It is not difficult to show that 
~n t(O, o, n2 ) = _n_,., - t 1 -p+l )nE · [ z2 ] 
u l-rf n-p gn-p+l~+(l-n2 )z 2 
n-p 
Hence 
which is 
1 [(n-p) - (n1-p)(l-n
2 }'l 2 ] [(n-p) - (n1-p)Z~] 
a CI=rj2)Eg 1 + ( 1-rr=::)z~ ~ Eg 1 + z ~ 
n-p+l ( ) n-p+l --
n-p (n-p) 
a E [(n-p) - (nl-p)(n-El_ z:1] -
gn-p+J ( n-p+2) 
Thus (3.4.22) obtains. 
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(4.2) Justification of the Approximation 
In this section, a justification of normal approximation to Student 
densities is presented. Further, it will be shown that surfaces of exact and 
approximate P. l. F. 's get uniformly close to one another on bounded intervals. 
A 
And finally, it will be shown that, pointwise, the difference I - I is 
-2 
o(n ) (a.s.) as n ~ 00 • While these results are demonstrated for only the 
i.i.d. case, they hold for the p > 1 case as well. 
Let h denote a St[n-1, µ, 02] density where µ € R and o € R+. 
Also let h denote a 2 density, and define N[µ, o c] 
C 
A 
n-3 
Recall that 'b(Z) =µand Varh(Z) = (:=!}2, n ~ 4, 
interest to find a "c" which will minimize I(h, h ). 
C 
h(n-1)= h • 
Then it is of 
The appropriate 
value of C is of course (n-1), 
n-3 Further, 
A 1 (n-1) +!. (4.2.1) min I (h, h) = I(h, h) = Eg (ln gn) + 2 ln n-J C 2 
C n 
where is a St[n-1, 0, l] density. These results are shown by 
using Proposition (2.4.1) and simple calculus. 
To determine the rate at which Student densities converge to normal 
densities, it is possible to show that 
(4.2.2) 2 A 3 limn I(h, h) = 4 , and n ~ oo 
2 7 limn I(h, h1) = 4 . n ~ oo 
These results indicate that convergence in this mode is speedy and that 
the adjustment to the variance offers a visible improvement over no ad-
justment. 
A 
At this point, it will be indicated that I(f, f( 2)) and I(f, f( 2)) 
become uniformly close on bounded intervals. 
Let fl and f2 be densities which are St[n-1, µ1 , 
2 
.al ] and 
St[n1-1, 
2 
respectively, where € R, a1 , a2 
€ R+, and µ2' 02] µl' µ2 
- 59 -
Define 
µ1-µ2 
and 
a2 
h be St [n1-1, 
2 
n = n1 + n2• µ = a= - . Let µ, a ] ' 01 01 n 
.... 
N [µ1• cr12 (:=!)], - [ 2 cc1)] tl be £2 be N µ2' 0 2 n -3 and gn 
1 
,.. 
- -St[n-1, 0, 1]. Define 1(£1, f ) = 2 I(f1 , f 2> • Then 
(4.2.3) 
for any O < c1 < oo, 0 < c 2 < oo. An as immediate consequence of 
(4.2.3) in conjunction with (2.4.4) and (2.4.5), it is seen that 
(4 .2 .4) lim sup I I (f, f(2}) - I (f, f c2r l = 0 (a. s.) . 
n-+00 T 2 < cl 2 
V 2 .< 
2 c2 
The final result of this section may be stated simply as 
(4.2.5) 
so it is seen that pointwise convergence is -2 o(n ) • 
be 
In order to derive (4.2.3) as well as some future results, it will 
be necessary to prove the following proposition. 
Proposition (4.2.1): 
(4.2.6) 
Proof: This result follows easily from the fact that, for z ER, 
(4.2.7) 1 -1 1 -2 -3 9(z} = ln z - 2 z . - 12 z + o(z ). • 
Now recall from (2.6.1) and (2.4.3) that 
(4.2.8) I(h, h) 
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j 
It is well known that 
(4.2.9) b-a z r(z-kl) 
r(z+b) 
= 1 + ½(a-b)(a+b-l)z-l + ~2(a;b)(3(a+b-1)2 - a+b-l)z-2 + o(z-2 ) 
where a, b, z ER and for r ER, k an integer. Hence 
n 
r(2) 
(4.2.10) --1 = 
f'( !l_:_) 
2 
n-1)~ 1 -1 1 -2 -?. ( ·2 .. ( 1 - Ti( n -1) + 32 ( n-1) + 0 ( n ·) ] • 
n
2 n-1 3 By (4.2.6), (2 )(n[t(2) - w(~)] + 11 =·-4 n - 1 + o(l), and by 
2 { 1 -1 1 -2 -2 1 Taylor's theorem, n ln 1 - 4 (n-1) + 32 (n-1) + o(n ) } = - 4 (n+l) + o(l) 
0
2 
(n-1) and 2 ln -J = n + 2 + o(l). Hence, by (4.2.8) and the above 
~ 1 1 1 -2 -2 
n2 I(h, h) = n2 ln(l - 4 (n-1)- + 32 (n-1) + o(n )] 
(-¾ n - 1) + (n+2) + o(l) = ¾ + o(l) . 
By the definition of I, Taylor's Theorem, and some algebra, it is easy 
to show that 
2 A 
n [I(h, h1) - I(h, h)] = 1 + o(l) • 
Hence 
2 7 
n I(h, h1) = 4 + o(l) 
and (4.2.3) is shown. 
Now consider the result (4.1.2). By (2.4.1) and (2.4.3), 
(
r(~) 1 ) n n-1 n 
1(£1 , £2) = ln -- -==:::;= + (-2)['l'(T) - '!'(2)] - E ln h rc 0 ; 1> J(n-l)Tr gn n 
By (4.2.10) and a Taylor expansion, ln( r(tl 1 ) = ln J2rr + o(l), 
_ r(T) J(n-l)TT 
... 61 -
and by (4.2.6), i ( •<n;l) - ,i,(~)] = -½ + 0 ( 1) • Now 
1 nl 1 + (z-u)2 E ln h = -- ln cr2 - (-) E 1 n ( __ a.-.--;_-..__ ) , 
gn n 2 2 gn ( n 1 -1) cr
2 
and by Taylor's Theorem 
But 
and for O < c1 < oo, 0 < c2 < oo, the supremum of the above expression 
2 2 for cr > c1 and µ < c2 is less than 
Hence by (2.4.7), (2.5.1) and the above, it is not difficult to show that 
"' 
sup I I(f1 , £2) - 1(£1 , f 2)1 ~ o(l) 2 
02 > cl 
µ < c2 
which implies (4.2.3). 
The result (4.2.5), though tedious, may be derived by application of 
the results (4.2.6), (4.2.10), (2.4.7) and (2.5.1), Proposition (2.4.3), 
repeated application of Taylor's Theorem, and the fact that 
k 
E z2k = (2k-1)(2k-3) .•. 3(n-l) = O(l) 
g
0 
(n-2k-l)(n-2k+l) ••• (n-3) 
Eg Z 2k+ l = 0, k = 1, 2, · • • • • 
n 
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(4.3) Proof of (3.4.28) 
It will be necessary to obtain some preliminary results. By (3.3.4), 
the properties of (I-M2), (3.4.25) and some algebra, 
A . •l A 
n2•~2)'12 a (~-!2(2{"·( I+u2) (~~t~(2} 
• <"2-p)•(2:¥22 + <!2t1)~c2}'Cr-v2><!2(1Y!2c2~ 
hence by (3.4.25) 
Now let 
i = 1, 2. 
Then it is well known that 
and since 
A Yi - !tt 
(
- - "(i )) 
!t - "(i) !_ 
A A 
Y2(1)= ~~ = X2~2 and 
i = 1, 2, 
it is easy to show that 
(4 .3 .2) 
and 
(4.3.3) ;~c2>· ~" Y1 + x ;(1)+ e x ;c1) 
-.c; ~·2 2 - -n2 -21 -
hence 
(4.3.4) ( A A .) :::; e : + L. ;(2,1) Z2(1)- ~(2J -112 u -"2 .., 
Therefore, by (4.3.4) and (3.3.11), 
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A A , A A 
<4 •3 •5> <~cl>· °l.2c2Y ... <1 - v2H~c1> • ~2>> 
= ....1.1. r 1 - ....1.1. x s -1 x - 2 ....1.1. ~ s -1 s<2> a< 2 , 1> n n ( n n ) n n 
n n -21 x -21 n -21 x x 
+ a<2,1) s<2>[1 _ S -1 s(2)]a<2,1) . 
- X X X -
For convenience, 
equals 
/
0 1°2\11 
let !:_ • \-n-) ~l • Then by some algebra, (4.3.5) 
n n 
....!..£ (6(1 - tS-lt )-X s 1sC 2 )~( 2 ,l)] 
D - X - :.:21 X X -
nln2 - _·, • (- X Sls'2)A(2,1))2 
n =21 X X r:.. 
c1 - ts -1 t > 
-x -
c1 - ts ·1t > 
-x --
+ A(2,l) g<2) [I _ S -1-g<2)] ~(2,1) 
C.. X X X -
By (3.4.27) and some algebra, this equals 
2 T 2 + _; ( 2 , 1 } s ( 2) (I _ ( s- 1 + s - l .t .e.s· -1 ) s< 2 ~ ~ ( 2, 1 ) 
S(2) 2 t_ X X X - - X X ,_. 
,..,.1 ) ( 1- ts t 
-x-
And by (3.3.2) and (3.3.21), this equals 
8 2 T 2 + ~(2,l)s<2)[I _ (S- J, .e,)-ll2)] ~(2,1) (2) 2 - X X - - X -
• 8 2 T 2 + A ( 2, 1) s< 2) [ I _ ( s< 1) + s< 2) ) - lg( 2) J ~ { 2, 1) • (2) 2 t:.. X X X X -
But 
-1 
s<l) (il} + s< 2 )){1 - (g{l) + g{ 2 ))-ls< 2)) = I and hence 
X X X X X X ' 
1 _ cs<1> + t2>>-1t2) = <~1>+ ~2)f18{1> . X X X X X X Further, 
-1 -1 
cs<1> + s<2> Hg<2>cs<1>+ ~2>>-1g<1> 1 = 1 X X X X X X 
Hence 
-1 -1 s<2>cs<1)+ g<2>f1s<1> z: <~1) + g<2> >-1 
X X X X X X 
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and expression (4.3.5) now equals 
-1 -1 -1 
6 2 T 2 + ~(2,l)~(g{l) + 8(2) ) ~(2,1) (2) 2 - X . X -
5 
Then by (4.3.1) and (4.3.5) 
0 
W 2 = p(2,l)~ (g{l)-\ g{2,-\
1
p(2,l) /(p-l)s2 
2 - X X - (2) 
and the result (3.4.QS) obtains. 
~-
i 
a 
. --
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