Abstract-With the growth in the past few years of social tagging services like Delicious and CiteULike, there is growing interest in modeling and mining these social systems for deriving implicit social collective intelligence. In this paper, we propose and explore two probabilistic generative models of the social annotation (or tagging) process with an emphasis on user participation. These models leverage the inherent social communities implicit in these tagging services. We compare the proposed models to two prominent probabilistic topic models (Latent Dirichlet Allocation and Pachinko Allocation) via an experimental study of the popular Delicious tagging service. We find that the proposed community-based annotation models identify more coherent implicit structures than the alternatives and are better suited to handle unseen social annotation data.
I. INTRODUCTION
The past few years have seen the rapid proliferation of Web-based social systems -including online social networks like Facebook, user-contributed content sites like Flickr and YouTube, social tagging services like Delicious, among many others. These social systems have infused the traditional view of the web with a new social perspective by building on the unprecedented access to the interests and perspectives of millions of users. With this new social view of the web has come a commensurate interest in modeling and mining the wealth of new social information inherent in Web-based social systems, e.g., [1] , [2] , [3] , [4] .
One encouraging line of research is focused on the collective social intelligence embedded in the socially-generated metadata on social tagging services like Delicious and CiteULike. These tagging (or annotation) systems aggregate thousands of user's perspectives on web content via simple keywords or phrases that are used to annotate (or "tag") web pages, images, videos, and other web media. Although tags are applied by a large and heterogeneous tagger population, previous research has identified clear patterns in these systems, including the stabilization of tags over time [5] and a power-law distribution of tags applied to web pages [6] . Inspired by these and similar results (e.g., [7] , [8] , [9] , [10] ), we are interested to study more closely the underlying process that governs how a user and a tagging community "generate" tags.
Understanding the social annotation process is essential to modeling the collective semantics centered around large-scale social annotations, which is the first step towards potential improvements in information discovery and knowledge sharing.
In one direction, the wealth of socially-generated metadata on social tagging services has spurred new social approaches for augmenting traditional web search and browsing, e.g., [11] , [12] , [13] , [14] , [15] , [16] , [17] .
Concretely, we focus in this paper on developing probabilistic generative models for describing and modeling the social annotation process. Fundamental to our study is the notion of community. One of the hallmarks of social systems is this notion of community -be it friendships on Facebook, groups of users who tag a particular subset of web documents, users who share common interests, and so on. Since social systems are inherently community-based, it may be advantageous to explicitly model community in the tag generation process.
Based on this observation, we propose and evaluate two community-based probabilistic social annotation models for modeling the user and community perspective in social tagging. These generative models identify implicit interest-based communities of users that provide a deeper understanding of the social annotation process. We compare the proposed models with two probabilistic topic models: Latent Dirichlet Allocation (LDA) [18] and Pachinko Allocation (PAM) [19] . We find that the proposed models improve the empirical likelihood of held-out test data and that they discover more coherent latent communities.
II. OVERVIEW
The underlying structures formed by resources, tags, and users of tagging systems are a valuable source of information. We view social tagging as a combination of processes that generate the social web object by creating content (text, photos, videos), creating labels for the content, and creating users that annotate the content. In the abstract, we assume these processes to operate on separate vocabulary sets (content, tags, and users) from which a rich social web object is generated. From this perspective, the basic unit of the social tagging system is the social web object. Every such object is uniquely identified by its content, its tags, and its annotators. The object content is sequence of words, frames, etc. assigned to it by its author(s), the object's labels is sequence of tags given to it by various users, and the objects annotators is the sequence of users that choose to annotate the object.
Web objects carry different meanings that allow for a spectrum of interpretations. We assume these interpretations to be be apparent in the tags assigned to the object by the viewers. We account for these meanings and interpretations in our models by letting communities have categories from which they select terms that fit their interpretation of the object, that is, the community interprets an object by assigning it proportions over the community's set of categories. This collective interpretation has been shown to emerge in social annotations. Naturally, Web objects do not get uniform attention and interest from all users and communities. Consequently, in our models we account for community interest per object.
A. Reference Model
Formally, we consider a universe of discourse U consisting of D socially annotated objects, U users, and a vocabulary of V tags. For each of the D objects {O 1 , O 2 , ..., O D }, each socially annotation object O i is modeled by both its intrinsic content C i and the social annotations S i attached to it by the community of users. Hence, each object is a tuple O i = C i , S i where the content and the social annotations are modeled separately.
We call the social annotations S i applied to an object its social annotation document. For example, the object corresponding to a web page annotated in the Delicious community would consist of the HTML contents of the web page as well as the social annotation document generated by the members of the Delicious community.
[Definition] Social Annotation Document: For an object O ∈ U, we refer to the collection of tags assigned to the object as the object's social annotation document S, where S is modeled by the set of users and the tags they assigned to the object: S = { user j , tag j }.
In contrast to web pages and text documents that are typically written by a single author or a team working together, a social annotation document is "written" by contributors that are largely unaware of each other and the tagging decisions made by others. We hypothesize that these contributors belong to implicit communities of interest.
B. Modeling Community
The collaborative tagging environment allows an object to be tagged by users with various interests, expertise, and in various languages. For example, an image of a Tyrannosaurus rex may be annotated by a scientist e.g., with tags like cretaceous and theropod), by an elementary school student (e.g., with tags like meat-eater and t-rex) and by a French-speaking tagger (e.g., with tags like carnivore and lézard-tyran).
We view the underlying groups that form around these interests, expertise, and languages as distinct communities. Concretely, we assume the existence of L distinct communities that are implicit in the universe of discourse U, where each community is a mixture of users that view the world. Since community membership is not explicit in the social tagging world, we model it as a probability distribution, where each user has some probability of belonging to any community:
[Definition] Social Annotation Community: A social annotation community c is a probability distribution over users in U such that u∈U p(u|c) = 1, where p(u|c) indicates membership strength for each user u in community c.
For each community, there may be some number of underlying categories that inform how each community views the world. Continuing our example, the scientist community may have underlying categories centered around Astronomy, Biology, Paleontology, and so on. For each object, the community selects tags from the appropriate underlying category or mixture of categories (e.g., for tagging the dinosaur, the tags may be drawn from both Biology and Paleontology). The fraction of community members that annotate a given object is indicative of the community interest in that object. Hence, we model for each community a set of K l hidden categories, where each category is a mixture of tags.
[Definition] Social Annotation Category: A social annotation category z is a probability distribution over tags in the vocabulary V such that t∈V p(t|z) = 1, where p(t|z) indicates membership strength for each tag t in category z.
In practice, communities and categories are hidden from us; all we may observe is the social annotation document that is a result of these communities and the categories they have selected. Inspired by recent work on LDA and other textbased topic models, we propose in the next section a generative probabilistic model for discovering communities of users.
III. PROBABILISTIC SOCIAL ANNOTATION MODEL
In this section we propose probabilistic generative models that aim to model the social annotation process by modeling the communities of interest that engage in social tagging and the implicit categories that each community considers.
A. Preliminaries
The probabilistic social annotation model is inspired by related work in text-based topic modeling. A topic model typically views the words in a text document as belonging to hidden (or "latent") conceptual topics. Prominent examples of latent topic models include Latent Semantic Analysis (LSA) [20] , Probabilistic Latent Semantic Analysis (pLSA) [21] , and Latent Dirichlet Allocation (LDA) [18] .
In our case, an LDA-based model can be easily adapted to social annotations by considering the document unit to be a social annotation document and the underlying topics to be social annotation categories. Since LDA is typically used in document-based modeling and not tag-based modeling, we shall refer to the adapted version as TagLDA for clarity.
TagLDA: TagLDA views a tag document as a mixture of latent categories (or topics), where each category is a multinomial over tags in the vocabulary space. Formally, let Φ be a K × V matrix representing categories, where each φ k is a distribution over tags for category k, K is the number of categories, and V is the size of tag vocabulary. Similarly, object are represented by D × K matrix Θ, where each θ S is a distribution over categories for object S.
The TagLDA generative process is as follows:
Based on this generation process, a number of standard procedures (e.g., [18] , expectation propagation [22] , or Gibbs sampling [23] ) can be used to infer the distribution of tags φ k over each category k.
B. The PSA Model
TagLDA provides a foundation for discovering communities in social tags. Fundamentally, however, a social annotation document is a collaborative effort among many taggers, whereas TagLDA is a topic model with no notion of authorship or community. In essence TagLDA can be used to discover social annotation categories over tags, but not social annotation communities over users, since users are not explicitly modeled in the generation process. Recent work on authortopic models [24] has added the concept of "author" to the LDA model, but fundamentally these models are designed to model text documents that have a single (or a few) authors. In contrast, a social annotation document is the product of (potentially) hundreds of authors. These observations suggest a new approach.
Rather than modeling the tag generation process as if tags are generated regardless of user, the Probabilistic Social Annotation (PSA) model combines the (user,tag) generation process; a natural consequence of such an approach is the discovery of user communities in addition to tag categories. Formally, the PSA model assumes a corpus of D social annotation documents drawn from a vocabulary of V tags and U users, where each social annotation document S i is of variable length N i . The model assumes that the user, tag pairs in a social annotation document are generated from a mixture of L distinct communities, where each community is a mixture of users that view the world based on a set of K l hidden categories, and where each category is a mixture of tags. Therefore, the tagging process involves two steps: 1) the selection of a community from which to draw users and 2) the selection of the categories that influence the user's view or preference over tags based on the object's content, and the tagger's perception of the content. Let S i , z, and c be vectors of length N i representing user, tag pair, category, and community assignments, respectively, in a social annotation document. The PSA model generation process is illustrated in Figure 1 (a) and described here:
(representing the communities interest in the object) is sampled from a Dirichlet distribution with parameter
(representing the community interpretation of the object) is sampled from a Dirichlet distribution with . A user is then sampled for that position form a multinomial distribution with parameter τ ci,j . Similarly a tag is sampled for that position from a multinomial distribution with parameter φ zi,j ci,j . Based on the model we can write the likelihood that a position S i,j is assigned a specific user, tag pair {u, t} as:
Furthermore, the likelihood of the complete social annotation document S i is the joint distribution of all its variables (observed and hidden):
Integrating out the distributions κ i , Θ, τ and Φ and summing over c i and z i gives the marginal distribution of S i given the priors:
Finally our universe of discourse U consisting of all D social annotation documents occurs with likelihood:
C. Parameter estimation and inference
The PSA model provides a generative approach for describing how social annotation documents are produced. Our goal it to recover the structures that produced these social annotation document -taking a set of social annotation documents and inferring the underlying model (including the hidden community and category distributions). This entails learning model parameters κ, τ , Θ, and Φ (the distributions over communities, users, categories, and tags, respectively).
Previous work that aimed at recovering similar hidden structure from joint posterior distributions has shown that exact computation of these parameters is intractable. There exists, however, several approximation methods in the literature for solving similar parameter estimation problems (like in LDA), including expectation maximization [18] , expectation propagation [22] , and Gibbs sampling. In this paper, we adopt Gibbs Sampling (see [23] for a thorough treatment) which is a special case of Markov-chain Monte Carlo methods that estimates a posterior distribution of a high-dimensional probability distribution. The sampler draws from a joint distribution p (x 1 , x 2 , ..., x n ) = (x 1 , ..., x i−1 , x i+1 , ..., x n ) .
Let S, z, and c be vectors of length D i N i representing user, tag pair, category, and community assignments, respectively, for the entire corpus. Also let u and t be user and tag variables. Following the approach used in [23] the joint probability distribution of the PSA model can be factored as:
We derive the Gibbs sampler's update equation (details not shown for space considerations) for the hidden variables (community, and category) from the joint distribution and arrive at:
where n (·) (·),¬i is a count excluding the current position assignments of z i and c i (e.g., n t lk,¬i is the count of tag t generated by the k-th category of the l-th community excluding the current position).
For the purpose of inference of new unseen web objects based on a model M, the update equation for the Gibbs sampler is the following: 
where where n (·) (·),¬i are counts from the given model M, n (·) (·),¬i are counts from the new objects, andS is a new unseen object.
D. PSA: Simplified Version
Alternatively, we can simplify the Probabilistic Social Annotation model by assuming that each community of users agrees on a single category view of the world. We can then combine the community variable c and category variable z into a single hidden variable. As a result, the model finds a distribution over tags as well as a distribution over users, capturing both the users' similarities/interests and their world view simultaneously. The generation process is illustrated in Figure 1 (b) and works as follows: 
1) for each community
An advantage of simplifying the model is a lower computational complexity. A drawback, however, is you restrict members of a community to a single world view; which slightly reduces model generalization to unseen data as seen in our results.
The update equation for the Gibbs sampler (1) reduces to:
and the Gibbs sampler predictive update equation (2) becomes:
IV. EXPERIMENTS
In this section we evaluate the quality of the PSA models over the prominent social tagging service Delicious. Our goal is to evaluate how well the model predicts previously unseen data and the quality of the discovered latent structures.
Dataset: The Delicious crawler starts with a set of popular tags. Our crawler has discovered 607,904 unique tags, 266,585 unique Web pages annotated by Delicious, and 1,068,198 unique users. Of the 266,585 total Web pages, we have retrieved the full HTML for 47,852 pages. After removing rare tags and users and normalizing/stemming the tags, we filter the set to keep only pages in English with a minimum length of 20 words, leaving us with 27,572 Web pages with 16,216 unique annotations and 150,264 unique users. We use 20, 000 of the objects to train the models and the remaining 7, 572 are used for testing.
A. Training the models
We compared PSA and the simplified version of PSA (simplePSA) against TagLDA and a tag-based version of Pachinko Allocation (PAM) [19] . PAM is an LDA extension that aims to capture correlations among latent topics using a directed acyclic graph. We focus here on the four level PAM where the internal nodes in the tree represent supertopic/subtopic distributions and leaf nodes are distributions over the vocabulary space. For our purposes, we refer to the super-topics as communities, subtopics as categories, and our documents are collections of tags assigned by various users.
We use the public implementations of LDA and PAM distributed in the Mallet toolkit [25] . Hyperparameters for both models are set to toolkit standard: for LDA (α = 50/K, β = 0.01) and for PAM (α = 50/K, β = 0.001) with optimization enabled for both models. For the PSA models we experimented with several combinations of hyperparameters. We also estimate hyperparameters using the fixed-point iteration method in [26] . The results we compare with other models are run with hyperparameters (α = 0.1, β = 1, γ = 0.1, δ = 0.1) and optimization enabled.
For all models, a Gibbs sampler starts with randomly assigned communities/categories, runs for 2000 iterations with optimization every 50 iterations and an initial burnin-period of 250 iterations. For TagPAM we experiment with three communities sizes (8, 12, 16) each with 20 to 100 categories. For PSA we experiment with community category combinations that result in total number of categories from 20 to 100. simplePSA and TagLDA -which have no community/category hierarchy -are run from 20 to 100 categories (although recall that simplePSA models user communities and tag categories simultaneously) 
B. Evaluation
We compare all the models using two metrics: 1) ability to predict previously unseen data and 2) quality of discovered latent structures.
We evaluate each model's generalization to unseen data using the empirical likelihood method [19] . To compute empirical likelihood we generate 1000 documents based on the models generative process. We then build a multinomial over the vocabulary space from these samples. Finally, we compute the empirical likelihood of a held out testing set using the obtained multinomial over the vocabulary space.
For quality evaluation we solicit human judgments on the coherence of discovered categories. We conduct a user study to judge the coherence of the categories uncovered by the models. Categories from each model were anonymized and put in random order. Each user is asked to judge the category coherence by trying to detect a theme from the category's top 10 terms. Coherence is graded on a 0 − 3 scale with 0 being poor coherence and 3 excellent coherence. The users are also asked to report the number of terms that deviate form the theme they thought the category represented.
We use testing sets of size 1%, and 10% of the size of the training set for testing all models. The empirical likelihood results are consistent for the two sets, therefore we report results from the smaller set.
We plot the empirical likelihood results in Figure 2 . The y-axes show the empirical log likelihood and the x-axes show the number of categories. Focusing on Figure 2(a) , the PSA model performs the best, followed by simplePSA, TagPAM and TagLDA respectively. PSA and simplePSA performance improves with increasing number of categories, with PSA spiking at 35 categories then slowly continuing to improve. simplePSA behaves similarly with its initial spike at 50 categories. TagPAM's performance improves initially, peaks around 40 − 50 categories, then decreases slightly and stabilizes. Likewise, the performance of TagLDA peaks around 40 categories, decreases slightly, then peaks again at 80 categories. The results shown Figure 2(b and c) show similar results with improved performance for TagPAM when number of communities is increased. Still the PSA model performs better than TagPAM.
Based on the above results, 40 categories lead to good performance in all models. For our user study we present the discovered 40 categories from each model for coherence evaluations. A sample of these categories is shown in Table  II. A group of four evaluators judged the categories' coherence and noted the deviating terms. The average user studies results are as shown in Table 1 . Evaluating coherence, we can see from the Table that on average, PSA and simplePSA perform the best followed by TagPAM and TagLDA respectively. PSA shows on average a 6% improvement over TagLDA and a 7% improvement over TagPAM. We also look at the number of deviating terms from the perceived theme and observe similar improvements.
In Figure 3 we report the detailed user study scores and and deviating terms for all categories from all four models. Figure 3(a) shows the number of categories from each model and the coherence scores they received. Notice that PSA and simplePSA have higher number of categories receiving a score of 2 or higher compared to TagPAM and TagLDA . We can also see that PSA and simplePSA have lower number of categories receiving a score of 1 or lower compared to TagPAM and TagLDA. Figure 3(b) shows the number of categories from each model versus the number of deviating terms. Again PSA and simplePSA have a higher number of categories containing small number of deviating terms compared to TagPAM and TagLDA and they have a lower number of categories containing large number of deviating terms compared to TagPAM and TagLDA.
C. Computational complexity
As we have seen above, learning model parameters via Gibbs sampling involves iterations over the entire corpus that sample conditional probabilities for communities and categories at each position. let N be number of iterations, L be number of communities, K be number of categories, D be number of documents, and S be average document length. The computational complexity of PSA using Gibbs sampling is O(NLKDS). That is a factor of L higher than LDA and simplePSA. The complexity of PAM is O(N (L + K +1)DS).
V. THE ROLE OF USERS
The improvements achieved by or models are due primarily to the inclusion of the user as a generated variable. Smaller improvement comes from the hierarchical structure of communities and categories that we introduce. This is clearly evident in Figure 2(a) . Notice the performance of PSA compared to that of simplePSA. In this section, we show how the introduction of the user as a generated variable in the social annotation process impacts the Gibbs sampler.
As an example, suppose we have a corpus with a tag vocabulary of length 3, V = {w 1 , w 2 , w 3 }, two users, U = {u 1 , u 2 }, and two communities L = {C 1 , C 2 }. Also suppose the corpus contains a single document of length 6, S =< u 1 , w 1 ; u 1 , w 2 ; u 1 , w 2 ; u 1 , w 1 ; u 2 , w 2 ; u 2 , w 3 >. Assume the priors to be uniform over tags, users, and communities. Table  III compares the impact of excluding/including users on the Gibbs sampler. Suppose the Gibbs sampler has completed n−1 iterations and the resulting community assignments are as shown in the 5 th row of the table. To illustrate this difference, we use Equation (3) to compute the probability of community assignment for the word at position 1 of the corpus. Remember that our Gibbs sampler excludes the current position, so at the beginning of iteration n two words of the corpus belong to community C 1 and the other three words belong to community C 2 .
When calculating the update probabilities in the case that excludes users we ignore the first factor of Equation (3). Notice that w 1 which occurs at position 4 is assigned to community C 1 . The Gibbs sampler gives almost equal chance for this word to belong to either community. This is because of two competing factors: (i) the majority of the words in this document already belong to community C 2 , so one factor favors C 2 ; (ii) at the same time the word w 1 has already been assigned once to community C 1 which balances both outcomes. Now let us consider the case in which users are included. Here the Gibbs sampler clearly prefers community C 1 over C 2 for this position. The reason being that the user associated with the word at position 1 which also happen to be the user most interested in this document had already been assigned twice to C 1 . We can point to at least three advantages of including users in social annotation modeling 1) faster convergence; users cooccurrences and associations with tags resolve ties leading to faster consensus 2) better results in terms of quality of categories as shown in our user study 3) additional clustering of users that can be useful in numerous application.
VI. RELATED WORK
The past few years have seen an increased interest in modeling social annotations. Several works that adapt topicmodeling based approaches for modeling social annotations include mapping tags, users, and content to a single underlying conceptual space [15] , mapping combined content and tags to an underlying topic space [27] , mapping content, tags and additional link information to multiple underlying topic spaces [28] . Additionally, In [29] and [30] , the authors assume hidden structure of interests and topics that generate tags for resources. They then are able to discover related resources based on their relevance (distributions) to interests and topics.
In previous work [31] we developed a related generative model to the PSA model presented in this paper. The previous model also finds mixtures of tag categories, however, it does not model users at all in the annotation generation process. As a result, the user-based community aspect so important to the PSA model is omitted entirely.
The work presented here builds on these previous efforts in the following ways: (i) groups of users with a common understanding or similar interpretations of resources are represented as a community (ii) each community has a world view encoded by a set of categories (iii) we recognize that the annotation process involves a user choice to participate in annotating an object and a subsequent decision on the type of tags to be used and place that at the core of our models. With the maturing of this area, it would be interesting for a comprehensive cross-analysis of PSA and related annotation models.
VII. CONCLUSION
Understanding the social annotation process is essential to modeling the collective semantics centered around large-scale social annotations; which is the first step towards potential improvements in information discovery and knowledge sharing. In this work, we have introduced two novel probabilistic generative models of the social annotation process, emphasizing the user/community role as a major actor in this domain. We compare our models to two prominent topic models (PAM and LDA). Our experimental results show improvements in models generalizing to unseen social annotation documents as well as improvements in the quality of latent structures they discovered.
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