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Abstract
In this paper we prove the Lp − Lp´ estimate for the Schro¨dinger equation on the
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1 Introduction
We consider the following Schro¨dinger equation,
i
∂
∂t
u(x, t) = H u(x, t), u(0, t) = 0, u(x, 0) = φ(x), (1.1)
where x ∈ R+ := (0,∞), t ∈ R. The Hamiltonian, H , is the following operator,
H := − d
2
dx2
+ V (x), (1.2)
with domain,
D (H) :=
{
φ ∈ L2 : φ, d
dx
φ are absolutely continuos in (0,∞),
(
− d
2
dx2
+ V (x)
)
φ ∈ L2, φ(0) = 0
}
,
(1.3)
where L2 denotes the Hilbert space of square-integrable functions on R+. The potential, V , is real valued
and it satisfies the following condition,
∫
∞
0
x |V (x)| dx <∞. (1.4)
The operator H is self-adjoint in L2 (see Section 2), it is the self-adjoint realization of the differential
expression − d2
dx2
+ V (x) with homogeneous Dirichlet boundary condition, φ(0) = 0, at zero. The unique
solution to the initial-boundary value problem (1.1) is given by,
u = e−itHφ, (1.5)
where the strongly continuous one-parameter unitary group e−itH is defined by functional calculus. By
Wl,p, l = 0, 1, 2, · · · , 1 ≤ p ≤ ∞, we denote the standard Sobolev spaces [1] in R+ and by W (0)l,p , 1 ≤ p <∞,
the completion of C∞0 (R
+) in the norm of Wl,p. The functions in W
(0)
l,p , l ≥ 1, satisfy the homogeneous
Dirichlet boundary condition at zero, d
j
dxj
u(0) = 0, j = 0, 1, · · · , l−1. In the case l = 0 we use the standard
notation, W0,p = W
(0)
0,p = L
p, p < ∞. For l ≥ 1 we use the notation, W (0)l,∞ := {φ ∈ Wl,∞ : d
j
dxj
φ(0) =
0, j = 0, 1, 2, · · · , l− 1}. Let us denote by H0 the self-adjoint realization of − d2dx2 with domain W2,2 ∩W
(0)
1,2 ,
i.e., the self-adjoint realization with homogeneous Dirichlet boundary condition at zero. It follows from a
simple calculation using the Fourier transform that e−itH0 is an integral operator,
2
e−itH0φ =
∫
∞
0
kt,0(x, y)φ(y) dy, (1.6)
with the kernel,
kt,0(x, y) :=
1
2π
∫
∞
−∞
e−itk
2
[
eik(x−y) − eik(x+y)
]
dk =
1√
4πit
[
ei(x−y)
2/4t − ei(x+y)2/4t
]
. (1.7)
It follows from (1.6) and (1.7), integrating by parts, and as ‖φ‖L∞ ≤ ‖φ‖W1,1, that e−itH0 satisfies the
L1 − L∞ estimate, ∥∥∥e−itH0∥∥∥
B
(
Wl,1,W
(0)
l,∞
) ≤ C 1√
|t|
, l = 0, 1, (1.8)
and the L2 − L2 estimate, ∥∥∥e−itH0∥∥∥
B
(
W
(0)
l,2
,W
(0)
l,2
) = 1, l = 0, 1, (1.9)
where for any pair of Banach spaces, X, Y , we denote by B (X, Y ) the Banach space of bounded operators
from X into Y and with W
(0)
0,∞ := L
∞.
Interpolating between (1.8) and (1.9) [13] we obtain the Lp − Lp´ estimate in the free case, V ≡ 0,
∥∥∥e−itH0∥∥∥
B
(
W
(0)
l,p
,W
(0)
l,p´
) ≤ C 1|t|(1/p−1/2) , 1/p+ 1/p´ = 1, 1 ≤ p ≤ 2, l = 0, 1. (1.10)
It is clear that e−itH will not satisfy an estimate as (1.10) if H has eigenvectors. However, as we prove
below it satisfies the Lp − Lp´ estimate when restricted to the subspace of continuity of H , Hc, i.e., to the
subspace of L2 orthogonal to all eigenvectors of H . We denote by Pc the orthogonal projector onto Hc.
THEOREM 1.1. (The Lp − Lp´ estimate). Suppose that V satisfies (1.4) then,
∥∥∥e−itH Pc∥∥∥
B(Lp,Lp´)
≤ C 1|t|(1/p−1/2) , 1/p+ 1/p´ = 1, 1 ≤ p ≤ 2. (1.11)
If, furthermore, V ∈ L1,
∥∥∥e−itH Pc∥∥∥
B
(
W
(0)
1,p ,W
(0)
1,p´
) ≤ C 1|t|(1/p−1/2) , 1/p+ 1/p´ = 1, 1 ≤ p ≤ 2. (1.12)
We prove this result in Section 2 using the the Jost solution (the scattering solution) to the stationary
Schro¨dinger equation. For the proof of the Lp − Lp´ estimate for the Schro¨dinger equation on the line see
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[18], for the case of Rn, n ≥ 3, see [7] and [24], [25]. See [26], [6] for the problem in R2, with 1 < p ≤ 2. The
Lp − Lp´ estimate expresses the smoothing properties of the linear Schro¨dinger equation with a potential
(1.1) in a quantitative way, and it exibits the dispersive nature of this equation. In fact, this estimate is of
independent interest. As is well known, Lp−Lp´ estimates play an important role in the study of non-linear
initial value problems [14], [4] and [2]. In particular, the Lp −Lp´ estimate implies the famous Strichartz’s
estimates for the linear Schro¨dinger equation with a potential, see [15], [8], [9] and Proposition 2.4 below.
It is also the key issue in scattering and inverse scattering for non-linear Schro¨dinger equations [14], [4],
[2], [8], [7], [17], [18], [20] and [21]. The Lp − Lp´ estimate is also important in the construction of center
manifolds for non-linear Schro¨dinger equations with potential, see [16], [12] and [19]. In [22] we apply our
Lp − Lp´ estimate to the solution of the direct and inverse scattering problems for the forced non-linear
Schro¨dinger equation with a potential on the half-line.
2 The Lp − Lp´ Estimate
We first state a number of results on the linear Schro¨dinger equation,(
− d
2
dx2
+ V (x)
)
φ(x) = k2 φ(x), k ∈ C. (2.1)
Let us denote by f(k, x), k ∈ C, Imk ≥ 0, the Jost solution to (2.1) (see [3], [10] and [11]). It is the
solution to (2.1) that satisfies f(k, x) ∼ eikx, x → ∞. The Jost solution is not required to satisfy the
homogeneous Dirichlet boundary condition at zero. It only satisfies it if k2 is an eigenvalue of H . Let us
denote, σ(x) :=
∫
∞
x |V (y)| dy and σ1(x) :=
∫
∞
x σ(y) dy. Condition (1.4) is equivalent to σ1(0) < ∞. The
Jost solution can be represented as follows [10],
f(k, x) = eikx +
∫
∞
x
K(x, y) eiky dy, (2.2)
where the kernel K(x, y) is real valued and it satisfies the inequality,
|K(x, y)| ≤ 1
2
σ
(
x+ y
2
)
exp
(
σ1(x)− σ1
(
x+ y
2
))
, (2.3)
and K(x, y) = 0, y < x. Note that f(k, x) = f(−k, x), k ∈ R. For any k ∈ C equation (2.1) has also the
regular solution, φ(k, x), that satisfies φ(k, 0) = 0, φ´(k, 0) = 1. Then, it follows from Theorem 5.8 of [23]
4
that H is self-adjoint in the domain (1.3). By the Parseval identity (see equation (3.2.4) in page 201 of
[10]) we have that for all φ ∈ L2,
e−itH Pc φ =
∫
kt(x, y)φ(y) dy, (2.4)
where,
kt(x, y) :=
1
2π
∫
∞
−∞
e−itk
2
[
f(k, x) f(k, y)− f(k, x) f(k, y)S(k)
]
dk, (2.5)
with S(k) the ”scattering matrix”,
S(k) :=
f(−k, 0)
f(k, 0)
. (2.6)
We decompose kt(x, y) as follows,
kt(x, y) :=
1∑
j=0
kt,j(x, y), (2.7)
where
kt,0(x, y) :=
1
2π
∫
∞
−∞
e−itk
2
[
eik(x−y) − eik(x+y)
]
dk =
1√
4πit
[
ei(x−y)
2/4t − ei(x+y)2/4t
]
, (2.8)
corresponds to the free evolution with V ≡ 0 and, denoting,
d(k, x) := f(k, x)− eikx, T (k) := S(k)− 1, (2.9)
we have that,
kt,1(x, y) :=
1
2π
∫
∞
−∞
e−itk
2
[
d(k, x) e−iky + eikx d(k, y) + d(k, x) d(k, y)− d(k, x) eiky−
eikx d(k, y)− d(k, x) d(k, y)− T (k)
(
eik(x+y) + d(k, x) eiky + eikx d(k, y) + d(k, x) d(k, y)
)]
dk. (2.10)
As indicated in the introduction (see (1.8)-(1.10)) the term with kt,0(x, y) satisfies the the L
p−Lp´ estimate
corresponding to the free case, V ≡ 0. We prove below a similar statement for the term with kt,1(x, y).
THEOREM 2.1. (The L1 − L∞ estimate). Suppose that V satisfies (1.4). Then,
∥∥∥e−itH Pc∥∥∥
B(L1,L∞)
≤ C 1√
|t|
. (2.11)
If moreover, V ∈ L1, then, ∥∥∥e−itH Pc∥∥∥
B(W1,1,W1,∞)
≤ C 1√
|t|
. (2.12)
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Proof: We first prepare some results. Let us denote,
h(u, v) := K(u− v, u+ v), u, v ≥ 0, u ≥ v. (2.13)
Then,(see [10], page 176), h(u, v) is the unique solution to the following equation,
h(u, v) =
1
2
∫
∞
u
V (y) dy +
∫
∞
u
dx
∫ v
0
V (x− y) h(x, y) dy. (2.14)
We denote,
q(u, v) :=
1
2
σ(u) exp (σ1(u− v)− σ1(u)) , u ≥ v. (2.15)
We have that [10],
|h(u, v)| ≤ q(u, v). (2.16)
Since q(u, v) is a non-increasing function of u, and as q(u, v) is non-decreasing on v, we have that,
∣∣∣∣∣ ∂∂uh(u, v)
∣∣∣∣∣ ≤ 12 |V (u)|+ σ(u− v) q(u, v), (2.17)
and, ∣∣∣∣∣ ∂∂v h(u, v)
∣∣∣∣∣ ≤ σ(u− v) q(u, v). (2.18)
We decompose kt,1 as follows,
kt,1(x, y) = kt,2(x, y) + kt,3(x, y), (2.19)
where,
kt,2(x, y) :=
1
2π
∫
∞
−∞
e−itk
2
[
d(k, x) e−iky + eikx d(k, y) + d(k, x) d(k, y)− d(k, x) eiky−
eikx d(k, y)− d(k, x) d(k, y)− T (k)
(
d(k, x) eiky + eikx d(k, y) + d(k, x) d(k, y)
)]
dk. (2.20)
and
kt,3(x, y) := − 1
2π
∫
∞
−∞
e−itk
2
T (k) eik(x+y). (2.21)
Recall that,
ft(z) :=
1
2π
∫
∞
−∞
e−itk
2
e−ikz dz =
1√
4πit
eiz
2/4t, (2.22)
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1√
2π
∫
∞
−∞
d(k, x) e−ikz dk =
√
2πK(x, z). (2.23)
By (2.22), (2.23) and the convolution theorem for the Fourier transform,
bt(x, y) :=
1
2π
∫
∞
−∞
e−itk
2
d(k, x) e−iky dk =
∫
∞
x
ft(y − z)K(x, z) dz. (2.24)
By (1.4), (2.3), (2.23) and (2.24)
|bt(x, y)| ≤ C√|t| , (2.25)
and moreover, if V ∈ L1, it follows from (2.17),(2.18), (2.24), and since K(x, y) = h(x+y
2
, y−x
2
) that,
∣∣∣∣∣ ∂∂xbt(x, y)
∣∣∣∣∣ ≤ C√|t| . (2.26)
In the same way we prove that,
ct(x, y) :=
1
2π
∫
∞
−∞
e−itk
2
eikxd(k, y)dk =
∫
∞
y
ft(x− z)K(y, z) dz, (2.27)
and that,
|ct(x, y)| ≤ C√|t| . (2.28)
Moreover, integrating by parts in z we prove that,
∂
∂x
ct(x, y) = ft(x− y)K(y, y) +
∫
∞
y
ft(x− z) ∂
∂z
K(y, z) dz, (2.29)
and it follows that,
∣∣∣∣∣ ∂∂xct(x, y)
∣∣∣∣∣ ≤ C√|t| . (2.30)
Similarly,
et(x, y) :=
1
2π
∫
∞
−∞
e−itk
2
d(k, x) d(k, y)dk =
√
2π
∫
ft(z1)K(x, z1 − z2)K(y,−z2) dz1 dz2, (2.31)
and we prove as above that if (1.4) is satisfied then,
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|et(x, y)| ≤ C√|t| , (2.32)
and, if V ∈ L1, ∣∣∣∣∣ ∂∂xet(x, y)
∣∣∣∣∣ ≤ C√|t| . (2.33)
We estimate the remaining terms in the right hand side of (2.20) in the same way. For this purpose,
note that it follows from the extension of Wiener’s theorem to the Fourier transform (see the Corollary to
Theorem 4.204 in page 154 of [5] ) and the argument given in pages 212 and 213 of [10] that the Fourier
transform of T (k) is integrable on (−∞,∞). Then, if (1.4) holds,
|kt,2(x, y)| ≤ C√|t| , (2.34)
and, if V ∈ L1,
∣∣∣∣∣ ∂∂xkt,2(x, y)
∣∣∣∣∣ ≤ C√|t| . (2.35)
Furthermore, let us denote by Tt,3 the integral operator with kernel kt,3(x, y). Then denoting by T˜ the
inverse Fourier transform of T , we have that,
Tt,3φ =
∫
∞
−∞
dz T˜ (z)
∫
∞
0
ft(x+ y − z)φ(y) dy. (2.36)
Hence,
‖Tt,3‖B(L1,L∞) ≤ C
1√
|t|
, (2.37)
and integrating by parts in y and as ‖φ‖L∞ ≤ ‖φ‖W1,1, we prove that,
‖Tt,3‖B(W1,1,W1,∞) ≤ C
1√
|t|
. (2.38)
The Theorem follows from (1.8), (2.4),(2.7), (2.19), (2.34), (2.35), (2.37) and (2.38).
PROPOSITION 2.2. Suppose that
sup
x∈R
∫ x+1
x
|V (y)| dy <∞. (2.39)
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Then, for any ǫ > 0 there is a constant, Kǫ, such that,
∫
∞
0
|V (x)| |φ(x)|2 dx ≤ ǫ
∥∥∥φ´ ∥∥∥2
L2
+Kǫ ‖φ‖2L2 , φ ∈ W1,2. (2.40)
Proof: If φ ∈ W1,2, for any n = 0, 1, · · ·, any x, y ∈ [n, n + 1] and any δ > 0, we have that,
|φ(x)|2 − |φ(y)|2 = 2Re
∫ x
y
φ(z)φ´(z) dz ≤ δ
∫ n+1
n
| ´φ(z)|2dz + 1
δ
∫ n+1
n
|φ(z)|2dz. (2.41)
By the mean value theorem we can choose y such that, |φ(y)|2 = ∫ n+1n |φ(z)|2dz, and it follows that,
|φ(x)|2 ≤ δ
∫ n+1
n
| ´φ(z)|2dz +
(
1 +
1
δ
) ∫ n+1
n
|φ(z)|2dz. (2.42)
Let C be the finite quantity in the left-hand side of (2.39). Then,
∫ n+1
n
|V (x)||φ(x)|2 dx ≤ Cδ
∫ n+1
n
| ´φ(z)|2dz + C
(
1 +
1
δ
) ∫ n+1
n
|φ(z)|2dz. (2.43)
Taking δ so small that ǫ = δC, and adding over n we obtain (2.40).
If V satisfies (2.39) -in particular if V ∈ L1- it follows from (2.40) that the quadratic form, H(φ, ψ) :=
(φ´, ψ´)L2 + (V φ, ψ)L2 with domain W
(0)
1,2 is closed and bounded below. Furthermore, H is the associated
self-adjoint operator (cf Theorem X.17 of [13]). Hence, the form domain ofH isW
(0)
1,2 , and, D
(√
H +N
)
=
W
(0)
1,2 , where N is so large that, H +N > 0. By (2.40) and as (H +N)
−1/2 is bounded from L2 into W
(0)
1,2
the norm
∥∥∥√H +N φ∥∥∥
L2
is equivalent to the norm of W
(0)
1,2 . We use this equivalence below without further
comment. We denote by Ppp the projector onto the pure point subspace of H .
THEOREM 2.3. (The L2 − L2 estimate). Suppose that V satisfies (1.4) and let us denote, P1 := I,
P2 := Ppp and P3 := Pc . Then,
∥∥∥e−itH Pn∥∥∥
B(L2,L2)
≤ C , n = 1, 2, 3. (2.44)
If furthermore, V ∈ L1,
∥∥∥e−itH Pn∥∥∥
B
(
W
(0)
1,2 ,W
(0)
1,2
) ≤ C. (2.45)
9
Proof: Equation (2.44) is just the unitarity of e−itH in L2. Equation (2.45) with n = 1 follows from
√
H +Me−itH = e−itH
√
H +M . It is proven in [10] thatH has a finite number of eigenvalues, E1, E2, · · · , EQ,
with Ej = (ikj)
2, and where 0 < k1 < k2, · · · , kQ are the zeros of f(k, 0) i.e., f(kj, 0) = 0, 1 ≤ j ≤ M .
We use the notation, fˆj(x) := f(ikj, x)/‖f(ikj, ·)‖L2. Then, the projector onto the pure point subspace of
H, Ppp, is given by,
Ppp φ =
Q∑
j=1
fˆj(x) (φ, fˆj). (2.46)
As fˆj ∈ W (0)1,2 , we have that Ppp ∈ B(L2,W (0)1,2 ). Hence, (2.45) with n = 2 holds because Ppp commutes with
e−itH . The case n = 3 follows since Pc = I − Ppp.
Proof of Theorem 1.1: Equation (1.11) follows from (2.11), (2.44) with n = 3 and interpolation [13]. By
(2.12), (2.45) with n = 3 and approximating φ ∈ W (0)1,1 by a sequence φn ∈ W (0)1,1 ∩W (0)1,2 we prove that
∥∥∥e−itH Pc∥∥∥
B
(
W
(0)
1,1 ,W
(0)
1,∞
) ≤ C 1√
|t|
. (2.47)
By (2.45) with n = 3, (2.47) and interpolation, (1.12) holds.
The Lp − Lp´ estimate implies that e−itH Pc has smoothing effects that are expressed by its action
between certain function spaces. Let us denote,
Lp,r := Lr (I, Lp) , 1 ≤ r, p ≤ ∞, I := [0, T ], T > 0. (2.48)
In the case T = ∞ we take I := [0,∞). We find it convenient to represent the pair p, r by the point
P := (1/p, 1/r) in the square, [0, 1] × [0, 1]. Let us denote, L(P ) := Lp,r. Let s be the closed segment
connecting B := (1/2, 0) and C := (0, 1/4). The equation for s is: 1/p + 2/r = 1/2, 0 ≤ 1/p ≤ 1/2. For
any P = (1/p, 1/r) ∈ s the dual point P´ is defined as P´ := (1/p´, 1/r´) where, 1/p+1/p´ = 1, 1/r+1/r´ = 1.
P´ is on the dual segment, s´, connecting B´ = (1/2, 1) to C´ = (1, 3/4). Let us define the following linear
operators,
(Γφ) (t) := e−itH Pc φ, t ∈ I, (2.49)
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and
(Gf) (t) :=
∫ t
0
e−i(t−τ)H Pc f(τ) dτ, t ∈ I. (2.50)
PROPOSITION 2.4. (Strichartz’s estimate) Suppose that (1.4) holds. Then Γ is a bounded operator
from L2 into every L(P ), P ∈ s and Γ∗ is bounded from every L(Q), Q ∈ s´ into L2 with operator norm
independent of T . Moreover, G is bounded from any L(Q), Q ∈ s´ to any L(P ), P ∈ s with operator norm
independent of T .
Proof: the proposition follows from (1.11) and Theorem 1.2 of [9].
Note that in Proposition 2.4 we can replace L(B) by the space, L(B), of the bounded and continuous
functions from I into L2.
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