In a graph ´Î µ, a set Ë Î is said to be total dominating if every Ú ¾ Î is adjacent to some member of Ë. When the graph represents a communication network, a total dominating set corresponds to a collection of servers having a certain desirable backup property, namely, that every server is adjacent to some other server. Selfstabilization, introduced by Dijkstra [1, 2] , is the most inclusive approach to fault tolerance in distributed systems [3, 4] . We propose a new self-stabilizing distributed algorithm for finding a minimal total dominating set in an arbitrary graph. We also show how the basic ideas behind the proposed protocol can be generalized to solve other related problems.
Introduction
In a distributed system, each node has a set of local variables whose contents specify the local state of the node. The state of the entire system, called its global state, is the union of the local states of all the nodes. Each node has only a partial view of the global state, and this depends on the connectivity of the system and the propagation delay of different messages. Yet, the objective in a distributed system is to arrive at a desirable global final state, or legitimate state. One goal of a distributed system is to function correctly, i.e., the global state should remain legitimate in the presence of faults (transient). Often, malfunctions or perturbations bring the system to some illegitimate state, and it is desirable that the system be automatically brought back to a legitimate state. Self-stabilization, introduced by Dijkstra [1, 2] , is the most inclusive approach to fault tolerance in distributed systems [3, 4] ; it brings the system back to a £ This work has been supported by NSF grant # ANI-0073409 and NSF grant # ANI-0218495 legitimate state, starting from any illegitimate state (caused by any transient fault), without any intervention by an external agent. In a self-stabilizing algorithm, each node maintains its local variables, and can make decisions based on the knowledge of its neighbors' states.
In a self-stabilizing algorithm, a node changes its local state by making a move (a change of local state). The algorithm is a set of rules of the form "if Ô´ µ then Å", where Ô´ µ is a predicate and Å is a move. A node becomes privileged if Ô´ µ is true. When a node becomes privileged, it may execute the corresponding move. We assume a serial model in which no two nodes move simultaneously. A central daemon selects, among all privileged nodes, the next node to move. If two or more nodes are privileged, one cannot predict which node will move next. Multiple protocols exist [5, 6, 7] that provide such a scheduler. Our algorithms can easily be combined with any of these protocols to work under different schedulers as well.
A distributed system can be modeled with an undirected graph Î µ, where Î is a set of Ò nodes and is a set of Ñ edges. If ¾ Î , then AE´ µ, its open neighborhood, denotes the set of nodes to which is adjacent, and AE AE´ µ denotes its closed neighborhood. Every node ¾ AE´ µ is called a neighbor of node . Throughout this paper we assume is connected and Ò ½.
Recall that Ë Î is a dominating set [8, 9] if AE´ µ Ë for every ¾ Î Ë. In the Turing machine model, the problem of finding a dominating set of minimum size is NP-hard [10] , but finding minimal dominating sets is straightforward and can be done in linear-time. In the self-stabilizing model, several linear-time and polynomialtime algorithms for finding minimal dominating sets appear in [11, 12] . A set Ë Î is a total dominating set if AE´ µ Ë for every ¾ Î . If a dominating set in a communication network represents a set of nodes necessary to provide an acceptable level of service, then a total dominating set represents a similar set of servers with the added capability that each server is adjacent to at least one other server. In this way, each server has a backup resource. Should its capability as a server be compromised, it can obtain backup from another server with a minimum delay. Thus total dominating sets are more fault tolerant than dominating sets. It has been shown [10] that the problem of computing a total dominating set of minimum size is NPhard; no self-stabizing algorithm exists to compute either the minimal total dominating sets or a minimal dominating set of minimum cardinality.
In this paper we are interested in minimal total dominating sets. We present a detreministic self-stabilizing algorithm for finding such sets. It is to be noted that the proposed algorithm uses distinct node IDs. We also show how the proposed algorithm also generalizes to other related problems.
Self-Stabilizing Total Domination Algorithm
Our algorithm requires that every node have a unique ID. We will sometimes use interchangeably to denote a node, and the node's ID. We assume there is a total ordering on the IDs.
In our algorithm, each node has two variables: a pointer Ô´ µ (which may be null) and a booean flag Ü´ µ. If Ô´ µ then we say that points to . At any given time, we will denote with the current set of nodes with Ü´ µ true . 
¾
We say that node invites node if, at some time Ø, node has no neighbor in and then executes the rule, causing Ô´ µ Ñ´ µ . For a node to join , it must either be pointed to from an initial erroneous state or be invited.
We now show our algorithm stabilizes. Observe that if remains the same, then every node can execute at most once (to correct its pointer). So it suffices to show that changes at most a finite number of times. 
Definition 4 We say a move is an in-move

Proof:
The first in-move made by may have been because a neighboring node happened to initially point to . The second in-move made by must be by invitation. So suppose is invited by node . Then is the smallest node in 's neighborhood, since Ñ´ µ , and at the time of invitation, all other nodes in 's neighborhood are out of . By our assumption, their membership status does not change, so remains pointing to throughout, and so remains in for the remaining duration of the time interval.
¾
Theorem 1 Algorithm 1 always stabilizes, and finds a minimal total dominating set.
Proof: It suffices to show that every node makes only a finite number of in-moves. By Lemma 2, node Ò, which has largest ID, makes at most two in-moves. During each of the three time intervals, when node Ò is not making an in-move, using Lemma 2 again, node Ò ½ makes at most two in-moves. It is easy to show this argument can be repeated, showing that each node can make only finitely many in-moves during the intervals in which larger nodes are inactive. 
Minimal Extended Domination
We now show how the basic ideas of the previous section can be generalized to obtain algorithms for other domination problems. A dominating set is a set in which, for all , AE ½ and a total dominating set satisfies
AE´ µ ½
Assume now that for each node ¾ Î , the set AE´ µ represents some fixed subset of its closed neighborhood AE . Assume further that each node has a target integer Ø´ µ Ǽ µ , indicating how many elements of AE´ µ are required to dominate . Note that in the case of total domination AE´ µ is precisely AE´ µ and Ø´ µ is uniformly one.
Given these assumptions we seek a minimal set in which, for all , AE´ µ Ø´ µ
Now, for the algorithm, each node has a set of pointers, denoted È´ µ, whose cardinality is bounded by Ø´ µ; we allow È´ µ to contain . Each node also has a boolean flag Ü´ µ. As before, Ü´ µ should be true if and only if some node points to , and also as before, will denote the set of nodes with true flags at any point in time. At a given time, assume Ǽ µ Ø´ µ. Then since Ø´ µ Ǽ µ , there are at least Ø´ µ members in AE´ µ . Let Å denote the unique set of those Ø´ µ nodes in AE´ µ having smallest ID's. Note this set depends on .
We define a set of pointers É´ µ as follows.
As before, we define the boolean condition Ý´ µ to be true if and only if some neighbor of points to it. The algorithm consists of one rule shown in Algorithm 2. Thus, a node is privileged if Ü´ µ Ý´ µ or È´ µ É´ µ. If it executes, then it sets Ü´ µ Ý´ µ and È´ µ É´ µ. It is easy to see that Algorithm 2 reduces to Algorithm 1 when AE´ µ AE´ µ and Ø´ µ ½ for all .
Lemma 3 If Algorithm 2 stabilizes then is a minimal set satisfying (1).
Proof: We claim that satisfies (1 
Proof:
In light of Lemma 3 we need only show stabilization. As before, observe that if remains the same, then every node can make at most one move (to correct its pointers). So it suffices to show that changes at most a finite number of times. In particular, it suffices to show that if during the time interval from Ø to Ø ¼ , Ü´ µ remains unchanged for all nodes , then during this interval node can make at most two in-moves. If is never invited during this interval, then once leaves , it cannot rejoin. So suppose that during this interval is invited by node , allowing to make an in-move. Once enters it must remain there if continues pointing at it. And this is ensured, provided Ǽ µ Ø´ µ throughout. Suppose at the time of invitation, Ǽ µ . Nodes having ID's larger than do not move during this period, but the smaller nodes can. At the time of invitation, is among the Ø´ µ smallest nodes in AE´ µ . Even if all nodes smaller than were to enter , we would still have Ǽ µ Ø´ µ. It follows that will remain pointing to throughout, and will remain in . Hence, Ü´ µ can make at most two in-moves during this interval.
¾ 4 Conclusion
We have propsed a self-stabilizing distributed algorithm to maintain a minimal total domination set in a distributed system graph; we have also shown how the ideas behind the algorithm are powerful enough to design self stabilizing algorithm for more complicated minimal extended dominating sets in a graph. We briefly discuss how the ideas can be further generalized.
In signed domination, we require that the members of be in the majority of every closed neighborhood. One may extend these ideas even further to weighted domination. Here each node has an allowable range of values ¼ ½ ´ µ (in the previous section ´ µ was uniformly 1) and is assigned a weight Û´ µ. Each node also has a target Ø´ µ for the sum È ¾AE´ µ Û´ µ. We want a minimal assignment of values that satisfy the constraints. A primitive way to achieve this is to provide each node with ´ µ flags each with separate ID. It is more efficient though to provide each node with a counter ´ µ limited to the range and an array of weights È´ µ that counts how many times the node points to each neighbor. We omit the details.
This extension handles other forms of graph domination such as weak, strong and optional domination [8, 9] . It can also be altered to allow a node to have weights in a range ¼´ µ ¡ ¡ ¡ ´ µ and so handle minus domination.
