Optimizing 
I. INTRODUCTION
In digital VLSI design the power dissipation and area of circuits are mainly related to the number of transistors used in the circuit [1] - [3] . Hence, transistor network optimization is an efficient way when designing custom gates to be used in the libraries [4] , [5] . Numerous methods have been proposed in the literature for generating and optimizing transistor networks. The most basic method used for transistor network optimization is factoring the Boolean expressions where only seriesparallel (SP) transistor network can be produced [8] - [11] . On the contrary, graph-based methods can produce both Series-Parallel and non-Series-Parallel (NSP) structures which can provide considerable amount of transistor count reduction.
Reducing the number of literals in Boolean expressions does not actually provide the most efficient transistor networks. Hence, existing factorization methods and graph-based methods may not be able to reduce the transistor count to a greater extent. The way of decreasing the transistor count in logic gates leads to reduction in circuit area and power consumed in digital logic circuits.
In this paper, we propose a method for enhancing the reduction of transistors using both series-parallel (SP) and non-SP (NSP) arrangements that performs OR and AND operations.
Using only graph-based methods can reduce the transistor count upto a certain limit. In this paper, we propose a graph-based method followed by efficient factorization method which enhance the transistor network to reduce the transistor count to greater extent than other existing optimization techniques.
II. PRELIMINARIES
In this work, the goal is to produce a compact transistor network for a given Boolean function. For a better understanding of the proposed methods, some short-term definitions are presented in the following.
A literal is a variable of a Boolean function f or its complement, e.g. c or !c, whereas a cube is a product of literals. An irredundant sum-of-products (ISOP) is a sum-of-products (SOP) where either a literal or a cube cannot be removed without changing the function of Boolean expression.
A series-parallel network (SP) is a network where the transistors are in either series or in parallel arrangements. It can also contain both series and parallel arrangements combined.
A non-series-parallel network (NSP) is a network where the transistors have a bridge connection between series and parallel arrangements. To simplify the discussions in the following sections only the Pull Down network is considered.
The combining of transistors enhances the transistor count reduction in logic gates thereby reducing the power dissipation. Hence, the transistor merging is applied to the non-critical circuit paths. III. PROPOSED WORK In this section, we present a novel graphbased method to reduce the transistors used in the network structure. The proposed method progressively reduce the cubes from an ISOP F by applying different heuristics to find out the network structure that provide a starting point to perform the logic sharing and consider some constraints to maximize the reduction of transistor count.
ISSN: 2348 -8549 www.internationaljournalssrg.org Page 39 Initially, we apply the NSP Finder procedure over F in order to find partial transistor networks. Cubes used to achieve such a network structure are removed from F. This removal leads to a simpler ISOP F1. Now the SP Finder procedure is performed over F1 in order to find any SP transistor networks. Cubes used to achieve such a network structure are removed from F1. This removal leads to a simpler ISOP F2. In this order, we apply the algebraic Factorization over F2 to produce factored forms that improves the transistor count reduction. Finally, the Network Composition step receives the partial networks and comprises them into a single network by applying edge-sharing technique. Another important aspect is that the proposed graph-based method can either enable or disable one of the following steps NSP Finder, SP Finder, Factorization. As the proposed approach is heuristic, it is appropriate to try the three combinations to enable or disable these steps and select the best network among them.
A. Non-Series-Parallel Finder:
An ISOP F with m cubes is an undirected graph G = (V,E), where vertices in V = {v1, v2, …, vm} represent different cubes of F. An edge e = (vi,vj) ∈ E, being i ≠ j, exists if, and only if, vi ∩ vj ≠ ∅. Such edge e is labeled vi ∩ vj. In order to identify Non-Series-Parallel network structures, the combination of m cubes are taken four at a time. The method tries to generate network for each combination of four cubes. To confirm that the generated network produces a Non-Series-Parallel network, two rules must be checked: Rule 1 -Let the set of edges Ev connected to the vertex v ∈ V. For each cube v ∈ V, all literals from v must be mutual throughout the edges e ∈ Ev. The rule is contented i only if the following equation results the logic value 1:
Rule 2 -The generated network must be symmetric to the graph shown in Fig. 3(a) , which is referred as Non-Series-Parallel network. For each network structure found, the proposed method maps the edges from the network, seen in Fig. 3(a) . Then the edge reordering is performed over the template graph which leads to the transistor network shown in Fig. 3(b) . The worst case time complexity of the Non-Series-Parallel Finder step is bounded by the cost of performing 4-combination of m cubes from F.
B. Series-Parallel Finder:
Let F1 be the Boolean expression that represents all the cubes of F that were not used to construct the transistor networks in the Non-SeriesParallel finder step. In order to find Series-Parallel network, a combination of m1 cubes are taken four at a time from F1. To confirm that the generated network produces a Series-Parallel network, Rule 1 and the following Rule 3 must be verified. Rule 3 -The generated network must be symmetric to the graph shown in Fig. 4(a) . Similarly to the previous step, the Series-Parallel finder step must perform transformations in order to achieve a SeriesParallel network. First, the edges shown in Fig. 4(a) are mapped to a template graph, as shown in Fig. 4(b) . Then the edge reordering is performed over the template graph which leads to the transistor network shown in Fig. 4(c) . 
C. Factorization:
This section presents a empirical approach to perform naïve algebraic factorizations to the Boolean function considering a constraint to prioritize factorizations that improves the transistor count reduction. In the proposed approach, cubes that share minimum of two literals is taken. For instance, ISSN: 2348 -8549 www.internationaljournalssrg.org Page 40
consider the matrix shown in Fig. 5 , which is obtained from the following Boolean function: 
D. Network Composition:
This Network Composition module is used to combine partial network structures generated during previous steps in order to construct the final network. This step receives the logic function F and a list of partial transistor networks from previous steps and combine them into a single network structure. All the partial networks are generated by the NSP Finder, SP Finder and Factorization steps. The final network is produced by combining all the partial networks in parallel then a logic sharing is performed to remove redundant terms.
E. Simple Sharing:
The simple sharing step performs the edge sharing technique presented in [13] . Actually, the method pass through the transistor network structure searching for similar transistors. The network is then restructured so that only one common node is between similar transistors. In some cases, the similar transistors must be exchanged in the network structure in order to share a common node.
F. Complex Sharing:
The complex sharing step receives the network structure from the previous step and attempts to perform further optimizations. Few times, where a common node is not directly found due to the position of the transistors in the network. In order to improve the switch sharing, direct Series-Parallel compressions are performed. A fascinating characteristic of the proposed method is that it can find and generate Series-Parallel and Non-SeriesParallel network structures by applying logic sharing. In few cases, Non-Series-Parallel structures produces significant reduction in the final transistor count.
IV. SIMULATION RESULTS
In this proposed work, the logic functions can be implemented using less number of transistors by graph based methods. The edges connecting some intermediate nodes of two (or more) paths are called bridges. Consider a complex Boolean function represented as follows,
The proposed method for Boolean function shown in (2) is designed in TANNER EDA tool . The network design shown in Fig.6 (a) is drawn in S-Edit (Schematic Editor) of Tanner EDA. Then, the circuit is simulated and the output waveforms are viewed in Waveform Editor, W-Edit as shown in Fig.6 V. CONCLUSIONS It is known that the reduction in transistor count improves the circuit performance and area of digital circuits. This paper presented a graph-based approach to generate optimized transistor networks. As demonstrated through experimental results, the proposed method provided significant reduction in transistor count to achieve compact networks. When the exact factorization is unknown or cannot be easily found, the proposed graph-based approach tends to provide better results than the existing related techniques. The proposed method results in a reduction of transistor count when compared to previous approaches and able to deliver bridge networks.
