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Non-adiabatic corrections to electric current in molecular junctions due to nuclear
motion at the molecule-electrode interfaces
Vincent F. Kershaw and Daniel S. Kosov
College of Science and Engineering, James Cook University, Townsville, QLD,
4811, Australia
We present quantum electron transport theory that incorporates dynamical effects
of motion of atoms on electrode-molecule interfaces in the calculations of the electric
current. The theory is based on non-equilibrium Green’s functions. We separate
time scales in the Green’s functions on fast relative time and slow central time. The
derivative with respect to the central time serves as a small parameter in the theory.
We solve the real-time Kadanoff-Baym equations for molecular Green’s functions
using Wigner representation and keep terms up to the second order with respect
to the central time derivatives. Molecular Green’s functions and consequently the
electric current are expressed as functions of molecular junction coordinates as well
as velocities and accelerations of molecule-electrode interface nuclei. We apply the
theory to model a molecular system and study the effects of non-adiabatic nuclear
motion on molecular junction conductivity.
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I. INTRODUCTION
Quantum transport of electrons through nanoscale molecular systems is an active field
of research, which has made remarkable fundamental advances in recent years. This in-
cludes not only developing, after a decade of struggle, robust and reproducible experimental
measurements but also obtaining the fundamental theoretical understanding of microscopic
mechanisms of molecular quantum transport.1,2
Unfortunately, this scientific progress has not been transplanted in electronic devices for
real world applications. Molecular electronics has for decades been touted as something to
replace semiconductor electronics, but one major difficulty has dampened hopes. Single-
molecular junctions are sensitive to every microscopic static and dynamical detail of the
electrode-molecule interface with the details not being possible to control. The thorough
scientific understanding of molecular contacts is still required before the commercial potential
of single-molecular technologies can be realised in electronics.
Not only is the interface geometry largely not known in a molecular junction but nuclear
dynamics for the interfacial atoms play a critical role (owing to the gold-electron plasticity,
significant voltage drop on molecule-metal interface creating a strong electric field and com-
parative weakness of the molecule-metal bonds).3,4 The nuclear motion of molecule-electrode
interfacial atoms can be considered as vibrational motion; standard theoretical techniques
such as non-equilibrium Green’s functions,5–13 master equations14–23 or scattering theory24–27
can, in principle, be applied to treat it (although the problem is technically harder for the
theoretical treatment, since the vibrations are not localized in the central region26,28). With
only a few recent exceptions,29–35 all these standard theoretical approaches have to assume
that the amplitudes of nuclear motions are small. Furthermore, they require that either
electron-vibration coupling or interaction between the molecule and electrodes should be
small in comparison with other energy scales in the system.
In this paper, we continue our development of a non-equilibrium Green’s function based
transport theory that takes into consideration non-adiabatic effects of nuclear motion.35 The
approach is based on the gradient expansion of the non-equilibrium Green’s functions. The
idea of using the gradient expansion to separate time and length scales in Green’s functions
goes back to the work of Kadanoff and Baym,36 with the technique being perfected over years
in the studies of non-equilibrium processes in nuclear and condensed matter physics.37–41
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Recently, several studies29,31–35,42,43 used gradient expansions to treat dynamics of classical
degrees of freedom as a slow varying disturbance in the electronic non-equilibrium Green’s
functions and this work follows the same philosophy. In our previous paper35 we computed
the non-adiabatic correction to the electric current from non-adiabatic effects associated with
nuclear motion in the central region. Here we extend the theory to include the interfacial
nuclear dynamics from non-rigid molecule-electrode bonding. Our approach is not based on
the typical assumption that the amplitude of nuclear motion is either small or harmonic,
nor is it required that the electron-nuclear coupling is small. The theory uses the velocity of
nuclear motion as a small parameter and, consequently, there are no restrictions on the scale
of possible molecular conformational changes or strength of electron-vibrational interaction
in our approach.
The outline of the paper is as follows. Section II contains the theory: separable approx-
imation for electrode self-energies, solution of the real-time Kadanoff-Baym equations for
molecular Green’s functions using Wigner representation and the derivation of non-adiabatic
formulae for electric current. In section III we illustrate the proposed theory by the applica-
tion to electron transport through a single resonant-level molecular junction with non-rigid
molecule-electrode linkage. Section IV gives conclusions and a summary of the main results.
We use atomic units in the derivations throughout the paper (~ = |e| = me = 1).
II. THEORY
A. Model Hamiltonian
We consider a molecular junction: a single molecule connected to two macroscopic leads;
the Hamiltonian for this system is given by
H = HM +HL +HR +HLM +HRM . (1)
Here HM is the Hamiltonian for the molecule, HL is the Hamiltonian for the left lead and
HR is the Hamiltonian for the right lead. The terms HLM and HRM describe the interactions
between the molecule and the left and right leads, respectively. The molecule is modelled
by a single molecular orbital with energy ǫ as
HM = ǫd
†d+ VN(qL, qR). (2)
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Here d† and d are fermionic creation and annihilation operators for a molecular electron.
Classical variables qL and qR describe dynamical changes in the bond lengths between the
molecule and the left and right leads, respectively; and VN is the potential energy surface
for these two variables.
The left and right leads of the molecular junction are modelled as macroscopic reservoirs
of non-interacting electrons as
HL +HR =
∑
kα
ǫkαa
†
kαakα, (3)
where a†kα creates an electron in the single-particle state k with energy ǫkα of (α = L/R)
left/right leads and akα is the corresponding electron annihilation operator. The lead-
molecule couplings are described by the tunneling interaction
HLM(t) +HRM(t) =
∑
kα
(vα(qα)a
†
kαd+ v
∗
α(qα)d
†akα), (4)
where vα(qα) are the tunnelling amplitudes between leads single-particle states and molecular
orbital. The molecule-lead interaction is explicitly time-dependent due to the changes of
the corresponding bond lengths from the equilibrium values qα = xα − x0α, where x0α
is the equilibrium bond length. We assume that the tunnelling amplitudes have a linear
dependence on qα, where it follows from this assumption that vα(qα) takes the form
vα(qα) = (1 + λαqα)uα. (5)
Here uα is the strength of the tunneling interaction and λα is the real parameter which
describes modulation of the tunnelling amplitude due to the changes of the molecule-lead
geometry. The assumption of the linear dependence of the tunneling amplitude on the
nuclear coordinates is not critical for the derivation of the main equations; we can also carry
out the similar derivations for completely arbitrary dependence of vα on qα.
B. Green’s functions and self-energies
1. Green’s functions
We define the exact (non-adiabatic, computed with a fully time-dependent Hamiltonian
along a given trajectory q(t) = (qL(t), qR(t))) retarded, advanced and lesser Green’s func-
tions in a standard way as:44
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GR(t, t′) = −iθ(t− t′)〈{d(t), d†(t′)}〉, (6)
GA(t, t′) =
(
GR(t′, t)
)∗
(7)
and
G<(t, t′) = i〈d†(t′)d(t)〉. (8)
2. Self-energies in time domain
The influence of the electrodes on the molecular Green’s function is taken into account
via electrode self-energies. Left and right retarded self-energies are given by
ΣRα (t, t
′) = −iθ(t − t′)v∗α(t)vα(t
′)
∑
k
e−iǫk(t−t
′). (9)
Here vkα(t) means vkα
(
qα(t)
)
. The advanced and retarded self-energies are related to each
other via Hermitian conjugation:
ΣAα (t, t
′) =
(
ΣRα (t
′, t)
)∗
. (10)
The lesser self-energy is defined as
Σ<α (t, t
′) = iv∗α(t)vα(t
′)
∑
k
fα(ǫk)e
−iǫk(t−t
′), (11)
where fα is Fermi-Dirac occupation number for α = L,R electrodes. The total self-energies
are the sum of contributions from the left and right electrodes
ΣR,A,<(t, t′) = ΣR,A,<L (t, t
′) + ΣR,A,<R (t, t
′). (12)
3. Self-energies in Wigner representation and separable approximation
We will solve the real-time Kadanoff-Baym equations using Wigner representation and to
be able to do so we must first to convert electrode self-energies to the Wigner representation.
Let us introduce central and relative times
T =
1
2
(t+ t′) (13)
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and
τ = t− t′ (14)
for Green’s functions G(t, t′) and self-energies Σ(t, t′). The Wigner transformation is defined
as the Fourier transformation with respect to relative time:
Σ˜(T, ω) =
∫ +∞
−∞
dτeiωτΣ(T, τ). (15)
For the calculation of the Wigner transformed self-energies we propose a separable ap-
proximation (separable functional form with respect to central T and relative τ times):
ΣRα (T, τ) = −iθ(τ)v
∗
α(T + τ/2)vα(T − τ/2)
∑
k
e−iǫkατ ≃ −iθ(τ)|vα(T )|
2
∑
k
e−iǫkατ (16)
and
Σ<α (T, τ) = iv
∗
α(T + τ/2)vα(T − τ/2)
∑
k
fα(ǫk)e
−iǫkτ ≃ i|vα(T )|
2
∑
k
fα(ǫk)e
−iǫkτ . (17)
The separable approximation does not violate the standard relations between self-energies,
for example ΣAα (T, τ) = (Σ
R
α (T,−τ))
∗. We justify the use of a separable approximation based
on the following considerations. For the smooth lead’s density of state both sums
∑
k e
−iǫkατ
and
∑
k f(ǫk)e
−iǫkατ are peaked around τ = 0, thereby removing ±τ/2 time shifts from the
tunnelling coupling amplitudes vα.
The use of the separable approximation yields the following self-energies in Wigner space:
Σ˜Aα (T, ω) = Λα(T, ω) +
i
2
Γα(T, ω), (18)
Σ˜Rα (T, ω) = Λα(T, ω)−
i
2
Γα(T, ω) (19)
and
Σ˜<α (T, ω) = fα(ω)
(
ΣA(T, ω)− ΣR(Tω)
)
= ifα(ω)Γα(T, ω). (20)
Here
Γα(T, ω) = 2π|vα(T )|
2ρα(ω), (21)
where representing vα(T ) in terms of (5) gives
Γα(T, ω) = 2π|(1 + λαqα)uα|
2ρα(ω) = (1 + λαqα)
2γα(ω). (22)
In the last equality above we have grouped together constants by defining the quantity
γα(ω) = 2π|uα|
2ρα(ω), (23)
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which can be understood as the standard level-broadening function for a static molecular
junction.
In what follows, we choose to work in the wide-band limit where ρα(ω) is an energy
independent constant (and hence γα(ω) by (23)). In this limit, the self-energy components
take the form:
Σ˜Aα (T ) =
i
2
γα(1 + λαqα(T ))
2 =
i
2
Γα(T ), (24)
Σ˜Rα (T ) = −
i
2
γα(1 + λαqα(T ))
2 = −
i
2
Γα(T ) (25)
and
Σ˜<α (T, ω) = ifα(ω)γα(1 + λαqα(T ))
2 = ifα(ω)Γα(T ). (26)
Notice that the retarded/advanced self-energies have lost their energy dependence on ω in
the wide-band limit, they depend only on central time T . It is also important to highlight
that the function Γα is also energy independent and takes the form
Γα(T ) = γα(1 + λαqα(T ))
2. (27)
C. Solution of real time Kadanoff-Baym equation via separation of time-scales
We begin with the equation of motion for the non-adiabatic retarded Green’s function
(only this type of Green’s functions will be later required for the electric current calculations):
(
i∂t − ǫ
)
GR(t, t′) = δ(t− t′) +
∫ +∞
−∞
dt1Σ
R(t, t1)G
R(t1, t
′). (28)
The equation of motion in the Wigner representation becomes(
ω +
i
2
∂T − ǫ
)
G˜R(T, ω) = I + e
1
2i
(∂Σ
T
∂Gω−∂
G
T
∂Σω )Σ˜R(T, ω)G˜R(T, ω). (29)
Here ∂Σ means the derivative acting on the self-energy only and ∂G denotes the derivative
acting on the Green’s function. In the wide-band approximation Σ˜R depends on the central
time T only and, consequently, the exponential operator acting on the retarded self-energy
is simplified and we get(
ω +
i
2
∂T − ǫ
)
G˜R(T, ω) = I + e
1
2i
∂Σ
T
∂Gω Σ˜R(T )G˜R(T, ω). (30)
We solve this Kadanoff-Baym equation using the time derivative with respect to the central
time as a small parameter. It means we assume that the changes of the self-energies and
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the Green’s functions are slow with respect to the central time and fast with respect to
the relative time. The central time dependence is associated with slow nuclear dynamics
(through the dependence of the self energy on classical variable q(t)) and relative time
oscillations are related to electronic time-scale (in our case the characteristic tunneling time
for the electron to transport across the molecule). The solution described below follows
the general ideas discussed in our previous paper.35 Expanding the exponential operator up
to the second order in the time derivatives we get a truncated equation of motion for the
retarded Green’s function
(
ω +
i
2
∂T − ǫ
)
G˜R = 1 +
(
Σ˜R +
1
2i
∂T Σ˜
R∂ω −
1
8
∂2T Σ˜
R∂2ω
)
G˜R. (31)
Here we omit T and ω variables from Green’s functions and self energies for brevity. We use
the ansatz
G˜R = G˜R(0) + G˜
R
(1) + G˜
R
(2), (32)
when looking for the solution that contains the time derivatives up to the second order in
the retarded Green’s function. Here the term G˜R(0) depends on nuclear geometry only, G˜
R
(1)
depends on nuclear geometry and is linearly proportional to the nuclear velocities and G˜R(2)
which has dependencies on nuclear geometry, acceleration and is quadratic in velocities.
Substituting (32) into (31) we obtain a system of three equations based on order of the
derivatives with respect to the central time:
(
ω − ǫ
)
G˜R(0) = 1 + Σ˜
RG˜R(0), (33)
i
2
∂T G˜
R
(0) +
(
ω − ǫ
)
G˜R(1) = Σ˜
RG˜R(1) +
1
2i
∂T Σ˜
R∂ωG˜
R
(0) (34)
and
i
2
∂T G˜
R
(1) +
(
ω − ǫ
)
G˜R(2) = Σ˜
RG˜R(2) +
1
2i
∂T Σ˜
R∂ωG˜
R
(1) −
1
8
∂2T Σ˜
R∂2ωG˜
R
(0). (35)
The equation for the zeroth order Green’s function is easily solved and gives
G˜R(0) =
(
ω − ǫ− Σ˜R
)−1
= GR, (36)
which is the standard adiabatic retarded Green’s function GR. To solve for the first order
correction we rearrange the respective equation in terms of G˜R(1) to get
G˜R(1) = −
i
2
GR∂TG
R +
1
2i
GR∂T Σ˜
R∂ωG
R. (37)
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We note that
∂ωG
R = −
(
GR
)2
(38)
and
∂TG
R = ∂T Σ˜
R
(
GR
)2
, (39)
where these derivatives gives
G˜R(1) = 0. (40)
Therefore, the first order non-adiabatic correction to the retarded Green’s function vanishes.
Now considering the second order correction, we rearrange for G˜R(2) and make a substitution
for G˜R(1) to get
G˜R(2) = −
1
8
GR∂2T Σ˜
R∂2ωG
R, (41)
which, after computing the double derivative of the adiabatic retarded Green’s function, can
be easily shown to produce
G˜R(2) = −
1
4
(
GR
)4
∂2T Σ˜
R. (42)
Here ∂2T Σ˜
R
α is the second central time derivative of the retarded self-energy component and
is to be given an explicit form later.
D. Formula for electric current
We begin with the general expression for the electric current at time t flowing from
α = L,R electrode to the molecule44
Jα(t) = Cα(t, t), (43)
where
Cα(t, t
′) = 2
∫ +∞
−∞
dt1Re
{
G<(t, t1)Σ
A
α (t1, t
′) + GR(t, t1)Σ
<
α (t1, t
′)
}
. (44)
In Wigner representation the expression for the current becomes
Jα(T ) =
∫ +∞
−∞
dωC˜α(T, ω), (45)
where C˜α(T, ω) is the Wigner transformation of the two-time function Cα(t, t
′):
C˜α(T, ω) = 2Re
{
e
1
2i
(∂G
T
∂Σω−∂
G
ω∂
Σ
T
)
(
G˜<Σ˜Aα + G˜
RΣ˜<α
)}
. (46)
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The above equation is altered by taking a second order gradient expansion for the exponential
derivatives and expanding the Green’s function up to the second order (note that we use
the expansion for the lesser Green’s function G< = G< + G˜<(1) + G˜
<
(2) similar to (32) but the
particular form of the terms in this expansion is not required for our final expression). This
allows us to break this equation for the current based on order to get
J (0)α (q) =
1
π
∫ ∞
−∞
dωRe
{
G<Σ˜Aα +G
RΣ˜<α
}
, (47)
J (1)α (q, q˙) =
1
π
∫ ∞
−∞
dωRe
{
G˜<(1)Σ˜
A
α + G˜
R
(1)Σ˜
<
α +
1
2i
(
∂TG
R
)(
∂ωΣ˜
<
α
)
−
1
2i
(
∂ωG
<
)(
∂T Σ˜
A
α
)
−
1
2i
(
∂ωG
R
)(
∂T Σ˜
<
α
)}
(48)
and
J (2)α (q, q˙
2, q¨) =
1
π
∫ ∞
−∞
dωRe
{
G˜<(2)Σ˜
A
α + G˜
R
(2)Σ˜
<
α +
1
2i
(
∂T G˜
R
(1)
)(
∂ωΣ˜
<
α
)
−
1
2i
(
∂ωG˜
<
(1)
)(
∂T Σ˜
A
α
)
−
1
2i
(
∂ωG˜
R
(1)
)(
∂T Σ˜
<
α
)
−
1
8
(
∂2TG
R
)(
∂2ωΣ˜
<
α
)
+
1
4
(
∂TωG
R
)(
∂ωT Σ˜
<
α
)
−
1
8
(
∂2ωG
<
)(
∂2T Σ˜
A
α
)
−
1
8
(
∂2ωG
R
)(
∂2T Σ˜
<
α
)}
. (49)
It is useful to alter the form of the current equations using the identities
∫ ∞
−∞
dωA˜(∂ωΣ˜) = −
∫ ∞
−∞
dω(∂ωA˜)Σ˜ (50)
and ∫ ∞
−∞
dωA˜(∂2ωΣ˜) =
∫ ∞
−∞
dω(∂2ωA˜)Σ˜, (51)
which apply for arbitrary Green’s functions A˜ and self energy Σ˜ quantities and are a con-
sequence of the fact that the Green’s functions vanish as |t− t′| → ±∞. This allows us to
express the equations for current as
J (0)α (q) =
1
π
∫ ∞
−∞
dωRe
{
G<Σ˜Aα +G
RΣ˜<α
}
, (52)
J (1)α (q, q˙) =
1
π
∫ ∞
−∞
dωRe
{
G˜<(1)Σ˜
A
α + G˜
R
(1)Σ˜
<
α −
1
2i
(
∂TωG
R
)
Σ˜<α −
1
2i
(
∂ωG
R
)(
∂T Σ˜
<
α
)}
(53)
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and
J (2)α (q, q˙
2, q¨) =
1
π
∫ ∞
−∞
dωRe
{
G˜<(2)Σ˜
A
α +
[
G˜R(2) −
1
8
(
∂2TωG
R
)]
Σ˜<α
+
1
4
(
∂T∂
2
ωG
R
)(
∂T Σ˜
<
α
)
−
1
8
(
∂2ωG
R
)(
∂2T Σ˜
<
α
)}
. (54)
We now consider the net second order non-adiabatic current as
J (2)(q, q˙2, q¨) = y(q)J
(2)
L (q, q˙, q¨)− (1− y(q))J
(2)
R (q, q˙, q¨), (55)
where y(q) is an arbitrary function of q. Function y(q) can be chosen such that the final
expression for the current has a particularly simple form. Substituting in explicit expressions
for J
(2)
L (q, q˙
2, q¨) and J
(2)
R (q, q˙
2, q¨) we find that J (2)(q, q˙2, q¨) becomes
J (2)(q, q˙2, q¨) =
1
π
∫ ∞
−∞
dωRe
{
G˜<(2)
(
y(q)ΣAL − (1− y(q))Σ
A
R
)
+
[
G˜R(2) −
1
8
∂2TωG
R
]
(
y(q)Σ˜<L − (1− y(q))Σ˜
<
R
)
+
1
4
∂T∂
2
ωG
R
(
y(q)∂T Σ˜
<
L − (1− y(q))∂T Σ˜
<
R
)
−
1
8
∂2ωG
R
(
y(q)∂2T Σ˜
<
L − (1− y(q))∂
2
T Σ˜
<
R
)}
. (56)
We now choose y(q) such that the lesser Green’s function term disappears. This is done by
solving for y(q) given
y(q)Σ˜AL − (1− y(q))Σ˜
A
R = 0. (57)
This can be easily solved to give
y(q) =
Σ˜AR
Σ˜AL + Σ˜
A
R
=
γR(1 + λRqR)
2
γL(1 + λLqL)2 + γR(1 + λRqR)2
=
ΓR
ΓL + ΓR
. (58)
By making substitutions for y(q), we find that (56) becomes
J (2)(q, q˙2, q¨) =
1
π
∫ +∞
−∞
dωRe
{[
G˜R(2) −
1
8
∂2TωG
R
]ΓRΣ˜<L − ΓLΣ˜<R
ΓL + ΓR
+
1
4
∂T∂
2
ωG
RΓR∂T Σ˜
<
L − ΓL∂T Σ˜
<
R
ΓL + ΓR
−
1
8
∂2ωG
RΓR∂
2
T Σ˜
<
L − ΓL∂
2
T Σ˜
<
R
ΓL + ΓR
}
. (59)
We now make substitutions for the self-energy terms where we use the form
Σ˜Aα =
i
2
Γα (60)
and
Σ˜<α = iΓαfα, (61)
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as was first defined in (24) and (26) respectively. We find that
J (2)(q, q˙2, q¨) =
1
πΓ
∫ +∞
−∞
dωRe
{
iΓLΓR
[
G˜R(2) −
1
8
∂2TωG
R
](
fL − fR
)
+
i
4
∂T∂
2
ωG
R
(
Γ˙LΓRfL − ΓLΓ˙RfR
)
−
i
8
∂2ωG
R
(
Γ¨LΓRfL − ΓLΓ¨RfR
)}
. (62)
In the equation above we have used the quantity
Γ = ΓL + ΓR. (63)
We now take a detour and search for explicit forms for all derivatives of Γα quantities.
Reminding the reader that Γα takes the explicit form (see (27))
Γα = γα(1 + λαqα)
2, (64)
then we can show that its central time derivatives are given by
Γ˙α = 2γαλαq˙α(1 + λαqα) (65)
and
Γ¨α = 2γαλ
2
αq˙
2
α + 2γαλαq¨α(1 + λαqα). (66)
Derivatives of Γα allow one to compute derivatives of the retarded self-energy component
(these will be important later on in the derivation) which we find are given by
∂T Σ˜
R
α = −iγαλαq˙α(1 + λαqα) (67)
and
∂2T Σ˜
R
α = −iγαλ
2
αq˙
2
α − iγαλαq¨α(1 + λαqα). (68)
Making substitutions for (65) and (66) (neglecting acceleration terms since they will
disappear once averaged over time), we find that
J (2)(q, q˙2) =
γLγR
πΓ
∫ +∞
−∞
dωRe
{
i(1 + λLqL)
2(1 + λRqR)
2
[
G˜R(2) −
1
8
∂2TωG
R
](
fL − fR
)
+
i
2
(1 + λLqL)(1 + λRqR)∂T∂
2
ωG
R
(
q˙LλL(1 + λRqR)fL − q˙RλR(1 + λLqL)fR
)
−
i
4
∂2ωG
R
(
q˙2Lλ
2
L(1 + λRqR)
2fL − q˙
2
Rλ
2
R(1 + λLqL)
2fR
)}
. (69)
In order to simplify the presentation of the expressions we introduce the quantity
Λα = 1 + λαqα. (70)
12
We now substitute in the explicit forms of G˜R(2) and all Green’s function derivatives to find
J (2)(q, q˙2) =
γLγR
πΓ
∫ +∞
−∞
dωRe
{
− iΛ2LΛ
2
R
[(
GR
)4
∂2TΣ
R + 3
(
GR
)5(
∂TΣ
R
)2](
fL − fR
)
+ 3iΛLΛR
(
GR
)4
∂TΣ
R
(
q˙LλLΛRfL − q˙RλRΛLfR
)
−
i
2
(
GR
)3(
q˙2Lλ
2
LΛ
2
RfL − q˙
2
Rλ
2
RΛ
2
LfR
)}
. (71)
Making a substitution for the self-energy components yields (with some rearrangement)
J (2)(q, q˙2) =
ΓLΓR
πΓ
∫ +∞
−∞
dωRe
{
−
[(
GR
)4(
q˙2Lλ
2
LγL + q˙
2
Rλ
2
RγR
)
− 3i
(
GR
)5(
q˙LλLγLΛL + q˙RλRγRΛR
)2](
fL − fR
)
+
3
ΛLΛR
(
GR
)4(
q˙LλLγLΛL + q˙RλRγRΛR
)(
q˙LλLΛRfL − q˙RλRΛLfR
)
−
i
2Λ2LΛ
2
R
(
GR
)3(
q˙2Lλ
2
LΛ
2
RfL − q˙
2
Rλ
2
RΛ
2
LfR
)}
. (72)
The second order (in nuclear velocities) corrections to the electric current (72) is one of the
main results of the paper. The total electric current combines the zeroth order adiabatic
electric current, which depends only on the instantaneous nuclear geometry, and the second
order velocity-dependent non-adiabatic term (72) to give
J (0)(q) = −
ΓLΓR
πΓ
∫ +∞
−∞
dωIm
{
GR
}(
fL − fR
)
. (73)
III. RESULTS
The proposed theory is illustrated in the single molecular orbital and single nuclear degree
of freedom case. We choose parameters q = qL = −qR which means that if the left bond
stretches then the right bond contracts by the same amount and vice versa; we also assume
that λ = λL = λR. In this limit, we find that by taking (73, 72) and removing the terms
from the second-order non-adiabatic corrections that violate the current conservation (the
details are discussed in the Appendix), we can compute the total current
J(q, q˙2) = J (0)(q) + J (2)(q, q˙2) =
∫ +∞
−∞
dωT (q, q˙2, ω)
(
fL − fR
)
, (74)
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with the function T (q, q˙2, ω) defined according to
T (q, q˙2, ω) = −2s
ΓLΓR
πΓ
[
Im
{
GR
}
+ q˙2λ2
(
γL + γR
)
Re
{(
GR
)4}
+ 3q˙2λ2
(
(γL − γR) + λq(γL + γR)
)2
Im
{(
GR
)5}
− 3q
q˙2λ3
ΛLΛR
(
(γL − γR)
+ λq(γL + γR)
)
Re
{(
GR
)4}
−
q˙2λ2
2ΛLΛR
Im
{(
GR
)3}]
. (75)
Here we have used the notation 2s to denote the electronic spin degeneracy of the system.
A small word on the interpretation of equations (75) and (74). Note that despite its similar
appearance to the Landauer formula, T (q, q˙2, ω) should not be viewed as the transmission
probability for an electron with energy ω. The inelastic effects are present in our model
(interaction between electronic and nuclear degrees of freedom) and therefore, generally,
there is no connection between T (q, q˙2, ω) given by (75) and the probability for an electron
with energy ω to be transferred across the molecular bridge.
Let us first take the molecular geometry at the equilibrium configuration q = 0 and
γL = γR. The physical meaning of expression (75) becomes particularly apparent in this
case. Computing (75) at ω = 0 gives the expression for the molecular conductance
G =
2s
2π
(γ/2)2
ǫ2 + (γ/2)2
(
1− q˙2λ2
7ǫ4 − 22(γ/2)2ǫ2 + 3(γ/2)4
2[ǫ2 + (γ/2)2]3
)
, (76)
where we have used the quantity γ defined by γ = γL + γR. The first term in (76) is the
standard adiabatic expression for the conductance for the single resonant-level with the
”frozen” geometry. The second term is proportional to the squared nuclear velocity and
describes the non-adiabatic correction to the molecular conductance. The non-adiabatic
correction can either increase or decrease the molecular conductance depending on the level
position ǫ relative to the Fermi energy (the Fermi energy is set to zero in our calculations).
The sign of the non-adiabatic correction is determined by the biquadratic function 7ǫ4 −
22(γ/2)2ǫ2 + 3(γ/2)4, which has three positive (destructive contribution) and two negative
(constructive contribution) regions as a function of ǫ.
Through the use of (76), we evaluate the molecular conductivity to investigate the adia-
batic and non-adiabatic contributions and Fig. 1 shows the result of calculations. We choose
level broadening γL = γR = 0.5 and average nuclear velocity q˙2 = 0.1, with these quantities
being selected to reflect possible experimental values. Calculations are conducted for a range
of values of the coupling strength λ with values λ = 0, 1, 2 being considered. Here λ = 0
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will correspond to fully adiabatic transport and λ = 1, 2 will correspond to non-adiabatic
transport. The non-adiabatic motion on the molecule-electrode interface always suppresses
the conductance in the resonant tunneling regime when the molecular orbital energy lies in
the vicinity of the electrode Fermi energy. Once the molecular level is shifted away from the
resonance, either above or below the Fermi energy, the non-adiabatic nuclear motion starts
to play a constructive role by promoting the transport of electrons across the molecule. It is
interesting to note that the molecular conductance becomes larger than G0 = 2e
2/h in the
strong coupling regime (given by λ = 2) indicating that the non-adiabatic nuclear motion
opens an extra transport channel in this situation. Then, far away from the resonance, the
non-adiabatic corrections decrease the conductance but their effect is very marginal here.
Let us now consider the case of electron transport where the molecular junction interface
is no longer confined to its equilibrium geometry. We do this by averaging the system over
nuclear position and velocity according to the Boltzmann factor for a quadratic potential
V (q) = 1
2
kq2, where the spring constant k describes the rigidity of the molecule-electrode
linkage bonds. In Fig. 2 we plot the transmission coefficient for three values of the spring
constant k = 0.2, 2, 20. We see in Fig. 2 that the non-adiabatic effects take on larger values
for molecular junctions of increasing rigidity of molecule-electrode interfaces. Overall, the
softer molecule-electrode bonds make the molecule less conductive unless the molecular
orbital is shifted away from the electrode Fermi energy, where the effect is less pronounced
and reversed.
The current consensus in molecular electronics is that, in the off-resonant situations, the
typical signature of vibrational modes is a small increase of the differential conductance.
In resonance regimes, however, the nuclear motion manifests itself as a small drop in the
conductance.45 The results of our theory are in general qualitative agreement with these
observations.
IV. CONCLUSION
This paper has detailed a quantum transport theory that computes the electronic cur-
rent while taking into account the non-adiabatic dynamical effects of motion of atoms on
the molecule-electrode interfaces. Our approach makes use of the Keldysh non-equilibrium
Green’s functions technique where the equations of motion are mapped into the Wigner
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FIG. 1. Conductance computed for different electron-nuclei coupling strength λ. The values of the
conductance is given in terms of G0 = 2e
2/h. Parameters used in calculations: γL = γR = 0.5,
q˙2L = q˙
2
R = 0.1, ǫ = 0.
space such that fast and slow time scales are easily identifiable. The equations of motion
are then solved in the limit that interfacial nuclear dynamics are slow where, as a result, a
systematic perturbative expansion is developed about the small parameter to compute the
adiabatic molecular Green’s functions with first and second order non-adiabatic corrections.
These components are used to compute the electric current as a function of molecular ge-
ometry, velocities and accelerations of nuclei contained in the molecule-lead interface. Our
equations allow for the calculations of electronic transport characteristics of molecular junc-
tions where we do not need to assume that the molecular deformation about the equilibrium
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FIG. 2. Conductance computed for different values of the electrode-molecular bond spring constant
k. The values of the conductance is given in terms of G0 = 2e
2/h. Parameters used in calculations:
γL = γR = 0.5, q˙
2
L = q˙
2
R = 0.1, ǫ = 0, λ = 1.
geometry is small or harmonic, neither do we need to assume that coupling between the
nuclear and electronic degrees of freedom is small.
The proposed theory is applied to a simple transport model with a single molecular and
a single classical degree of freedom. We find that the motion of nuclei in the molecule-lead
interface result into molecular junctions which are less or more transmissive for electron
tunneling depending on the position of the molecular orbital energy relative to the electrode
Fermi energy. We find that the non-adiabatic effects generally decreases the molecular
conductance if the molecule orbital is aligned with the electrode Fermi energy, but play the
constructive role by opening extra transport channels and increasing the conductance once
we shift the energy level away from the resonance.
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Appendix A: Conserving and non-conserving parts of the electric current
From the main body of the paper we know that
J(q) = −
ΓLΓR
πΓ
∫ +∞
−∞
dω
(
fL − fR
)
Im
{
GR
}
(A1)
and
J (2)(q, q˙2) = −
ΓLΓR
πΓ
∫ +∞
−∞
dω
[(
q˙2Lλ
2
LγL + q˙
2
Rλ
2
RγR
)(
fL − fR
)
Re
{(
GR
)4}
+ 3
(
q˙LλLγLΛL + q˙RλRγRΛR
)2(
fL − fR
)
Im
{(
GR
)5}
+
3
ΛLΛR
(
q˙LλLγLΛL + q˙RλRγRΛR
)(
q˙LλLΛRfL − q˙RλRΛLfR
)
Re
{(
GR
)4}
−
1
2Λ2LΛ
2
R
(
q˙2Lλ
2
LΛ
2
RfL − q˙
2
Rλ
2
RΛ
2
LfR
)
Im
{(
GR
)3}]
, (A2)
where we have neglected the velocity dependent term in (A2). It follows that one can specify
the total current from the left lead according to
J(q, q˙2) = −
ΓLΓR
πΓ
∫ +∞
−∞
dω
[(
fL − fR
)
Im
{
GR
}
+
(
q˙2Lλ
2
LγL + q˙
2
Rλ
2
RγR
)
×
(
fL − fR
)
Re
{(
GR
)4}
+ 3
(
q˙LλLγLΛL + q˙RλRγRΛR
)2(
fL − fR
)
Im
{(
GR
)5}
+
3
ΛLΛR
(
q˙LλLγLΛL + q˙RλRγRΛR
)(
q˙LλLΛRfL − q˙RλRΛLfR
)
× Re
{(
GR
)4}
−
1
2Λ2LΛ
2
R
(
q˙2Lλ
2
LΛ
2
RfL − q˙
2
Rλ
2
RΛ
2
LfR
)
Im
{(
GR
)3}]
. (A3)
We now assume that λ = λL = λR and q = qL = −qR. It follows that q˙ = q˙L = −q˙R and
that the square of the velocities is equated by q˙2 = q˙2L = q˙
2
R. It is also relevant to note that
under this assumption ΛL = 1 + λq and ΛR = 1− λq. As a result we can write
J(q, q˙2) = −
ΓLΓR
πΓ
∫ +∞
−∞
dω
[(
fL − fR
)
Im
{
GR
}
+ q˙2λ2
(
γL + γR
)(
fL − fR
)
× Re
{(
GR
)4}
+ 3q˙2λ2
(
γLΛL − γRΛR
)2(
fL − fR
)
Im
{(
GR
)5}
+ 3
q˙2λ2
ΛLΛR
(
γLΛL − γRΛR
)(
ΛRfL + ΛLfR
)
Re
{(
GR
)4}
−
q˙2λ2
2Λ2LΛ
2
R
(
Λ2RfL − Λ
2
LfR
)
Im
{(
GR
)3}]
. (A4)
In the equation above we notice that the first two terms preserve current conservation while
the second two terms do not due to the presence of the Λα prefactors of the Fermi-Dirac
18
distributions. By substituting for their explicit expressions and rearranging it is found that
J(q, q˙2) = −
ΓLΓR
πγ
∫ +∞
−∞
dω
[(
fL − fR
)
Im
{
GR
}
+ q˙2λ2
(
γL + γR
)(
fL − fR
)
× Re
{(
GR
)4}
+ 3q˙2λ2
(
γLΛL − γRΛR
)2(
fL − fR
)
Im
{(
GR
)5}
+ 3
q˙2λ2
ΛLΛR
(
γLΛL − γRΛR
)(
(fL + fR)− λq
(
fL − fR
))
Re
{(
GR
)4}
−
q˙2λ2
2Λ2LΛ
2
R
(
ΛLΛR(fL − fR)− 2λq(fL + fR)
)
Im
{(
GR
)3}]
. (A5)
This allows us to split the current equation given above into conserving and non-conserving
components which we denote by JC(q, q˙
2) and JNC(q, q˙
2) according to
J(q, q˙2) = JC(q, q˙
2) + JNC(q, q˙
2). (A6)
We find that
JC(q, q˙
2) = −
ΓLΓR
πΓ
∫ +∞
−∞
dω
[
Im
{
GR
}
+ q˙2λ2
(
γL + γR
)
Re
{(
GR
)4}
+ 3q˙2λ2
(
γLΛL − γRΛR
)2
Im
{(
GR
)5}
− 3λq
q˙2λ2
ΛLΛR
(
γLΛL − γRΛR
)
Re
{(
GR
)4}
−
q˙2λ2
2ΛLΛR
Im
{(
GR
)3}](
fL − fR
)
(A7)
and
JNC(q, q˙
2) = −
ΓLΓR
πΓ
∫ +∞
−∞
dω
[
− 3
q˙2λ2
ΛLΛR
(
γLΛL − γRΛR
)
Re
{(
GR
)4}
+ λq
q˙2λ2
Λ2LΛ
2
R
Im
{(
GR
)3}](
fL + fR
)
. (A8)
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