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For any prime p, all constacyclic codes of length ps over the ring
R = Fpm + uFpm are considered. The units of the ring R are of
the forms γ and α + uβ , where α,β , and γ are nonzero elements
of Fpm , which provides pm(pm − 1) such constacyclic codes. First,
the structure and Hamming distances of all constacyclic codes of
length ps over the ﬁnite ﬁeld Fpm are obtained; they are used
as a tool to establish the structure and Hamming distances of
all (α + uβ)-constacyclic codes of length ps over R. We then
classify all cyclic codes of length ps over R and obtain the number
of codewords in each of those cyclic codes. Finally, a one-to-one
correspondence between cyclic and γ -constacyclic codes of length
ps over R is constructed via ring isomorphism, which carries over
the results regarding cyclic codes corresponding to γ -constacyclic
codes of length ps over R.
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1. Introduction
The class of constacyclic codes plays a very signiﬁcant role in the theory of error-correcting codes.
The most important class of these codes is that of cyclic codes, which have been well studied since
the late 1950s. However, most of this research is concentrated on the situation in which the code
length n is relatively prime to the characteristics of the ﬁeld F . In such cases, λ-constacyclic codes
of length n are classiﬁed as ideals 〈 f (x)〉 of F [x]〈xn−λ〉 , where f (x) is a divisor of xn − λ. The case when
the code length n is divisible by the characteristics p of the ﬁeld yields the so-called repeated-root
codes, which were ﬁrst studied in 1967 by Berman [4] and then in the 1970s and 1980s by authors
such as Massey et al. [18], Falkner et al. [13], and Roth and Seroussi [23]. Repeated-root codes were
investigated in the most generality in the 1990s by Castagnoli et al. [9] and van Lint [28]. They
showed that repeated-root cyclic codes have a concatenated construction and are asymptotically bad.
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this class of codes ([26,20,29]).
After the realization in the 1990s [8,14,19] that many important yet seemingly non-linear codes
over ﬁnite ﬁelds are actually closely related to linear codes over Z4 in particular, and codes over
ﬁnite rings in general; these codes have received a great deal of attention. Since 2003, special classes
of repeated-root constacyclic codes over certain classes of ﬁnite chain rings have been studied by
numerous authors [1,5,6,21,24]. In recent years, we have studied the description of several classes of
constacyclic codes, such as cyclic and negacyclic codes, over various types of ﬁnite rings. In this paper,
we continue to study repeated-root constacyclic codes over the chain ring Fpm + uFpm .
The class of ﬁnite rings of the form Fpm + uFpm has been used widely as alphabets in certain
constacyclic codes. For example, the structure of F2 + uF2 is interesting, as it lies between F4 and
Z4 in the sense that it is additively analogous to F4 and multiplicatively analogous to Z4. It has
been studied by many researchers [7,27,25,3,2,15]. The purpose of this paper is to investigate all
constacyclic codes of length ps over Fpm + uFpm in general, i.e., for any prime p and positive integer
m. Among other results, such constacyclic codes are classiﬁed, and their structures are established.
After presenting preliminary concepts and results in Section 2, we proceed by ﬁrst obtaining the
structure and Hamming distances of all constacyclic codes of length ps over the ﬁnite ﬁeld Fpm in
Section 3. This step is accomplished by simply constructing a one-to-one correspondence between
negacyclic and constacyclic codes of length ps over Fpm to apply results regarding negacyclic codes
over Fpm obtained in [11] to constacyclic codes. The structure and Hamming distances of those con-
stacyclic codes over Fpm are then used as one of the tools to establish the structure and Hamming
distances of (α + uβ)-constacyclic codes of length ps over R = Fpm + uFpm in Section 4. We show
that such (α + uβ)-constacyclic codes are linearly ordered under set theory inclusion as ideals of the
chain ring Rα,β = R[x]〈xps−(α+uβ)〉 , which has a maximal ideal of 〈α0x − 1〉 and where α0 is completely
determined by α, s, and m. Section 5 addresses the cyclic codes of length ps over R. These cyclic
codes are the ideals of the ring R1 = R[x]〈xps−1〉 , which is a local ring with the maximal ideal 〈x− 1,u〉.
We classify all such cyclic codes by categorizing the ideals of the local ring R1 into 4 types, namely,
trivial ideals, principal ideals with nonmonic polynomial generators, principal ideals with monic poly-
nomial generators, and nonprincipal ideals. We provide a detailed structure of ideals in each type.
Among other results, we are able to obtain the number of codewords in each cyclic code. Finally, in
Section 6, we build a one-to-one correspondence between cyclic and γ -constacyclic codes of length
ps over Fpm via the ring isomorphisms Ψ , which allows us to apply our results about cyclic codes in
Sections 5 to γ -constacyclic codes over R.
2. Preliminary concepts
All rings are commutative rings. An ideal I of a ring R is called principal if it is generated by one
element. A ring R is a principal ideal ring if its ideals are principal. R is called a local ring if R/rad R
is a division ring or, equivalently, if R has a unique maximal ideal. Furthermore, a ring R is called
a chain ring if the set of all ideals of R is linearly ordered under set theory inclusion.
The following equivalence conditions are known for the class of ﬁnite commutative rings (see
[12, Proposition 2.1]).
Proposition 2.1. Let R be a ﬁnite commutative ring, then the following conditions are equivalent:
(i) R is a local ring and the maximal ideal M of R is principal, i.e., M = 〈r〉 for some r ∈ R,
(ii) R is a local principal ideal ring,
(iii) R is a chain ring with ideals 〈ri〉, 0 i  N(r), where N(r) is the nilpotency of r.
Let R be a ﬁnite ring. A code C of length n over R is a nonempty subset of Rn , and the ring R is
referred to as the alphabet of the code. If this subset is also an R-submodule of Rn , then C is called
linear. For a unit λ of R , the λ-constacyclic (λ-twisted) shift τλ on Rn is the shift
τλ(x0, x1, . . . , xn−1) = (λxn−1, x0, x1, . . . , xn−2).
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In the case that λ = 1, these λ-constacyclic codes are called cyclic codes, and when λ = −1, these
λ-constacyclic codes are called negacyclic codes.
Each codeword c = (c0, c1, . . . , cn−1) is customarily identiﬁed with its polynomial representation
c(x) = c0 + c1x + · · · + cn−1xn−1, and the code C is in turn identiﬁed with the set of all polynomial
representations of its codewords. Then in the ring R[x]〈xn−λ〉 , xc(x) corresponds to a λ-constacyclic shift
of c(x). From that, the following proposition is well known [17,16] and straightforward:
Proposition 2.2. A linear code C of length n is λ-constacyclic over R if and only if C is an ideal of R[x]〈xn−λ〉 .
Given n-tuples x = (x0, x1, . . . , xn−1), y = (y0, y1, . . . , yn−1) ∈ Rn , their inner product or dot prod-
uct is deﬁned as usual, with x · y = x0 y0+x1 y1+· · ·+xn−1 yn−1, which is evaluated in R . Two n-tuples
x and y are called orthogonal if x · y = 0. For a linear code C over R , its dual code C⊥ is the set of
n-tuples over R that are orthogonal to all codewords of C , i.e., C⊥ = {x | x · y = 0, ∀y ∈ C}. A code
C is called self-orthogonal if C ⊆ C⊥ , and it is called self-dual if C = C⊥ . The following proposition is
well known [17,10,16,22].
Proposition 2.3. Let p be a prime and R be a ﬁnite chain ring of size pα . The number of codewords in any
linear code C of length n over R is pk, for some integer k ∈ {0,1, . . . ,αn}. Moreover, the dual code C⊥ has pl
codewords, where k + l = αn, i.e., |C | · |C⊥| = |R|n.
In general, the dual of a λ-constacyclic code implies the following proposition.
Proposition 2.4. The dual of a λ-constacyclic code is a λ−1-constacyclic code.
Proof. Let C be a λ-constacyclic code of length n over R . Consider arbitrary elements x ∈ C⊥ and
y ∈ C . Because C is λ-constacyclic, τn−1λ (y) ∈ C . Thus, 0 = x ·τn−1λ (y) = λτλ−1 (x) · y = τλ−1 (x) · y, which
means that τλ−1 (x) ∈ C⊥ . Therefore, C⊥ is closed under the τλ−1 -shift; i.e., C⊥ is a λ−1-constacyclic
code. 
For a codeword x = (x0, x1, . . . , xn−1) ∈ Rn , the Hamming weight of x, denoted by wt(x), is the
number of nonzero components of x. The Hamming distance d(x, y) of two codewords x and y equals
the number of components in which they differ, which is the Hamming weight wt(x − y) of x − y.
For a nonzero linear code C , the Hamming weight and the Hamming distance d(C) are the same and
deﬁned as the smallest Hamming weight of nonzero codewords of C :
d(C) = min{wt(x) ∣∣ x = 0, x ∈ C}.
The zero code is conventionally said to have Hamming distance 0.
In this paper, we consider all constacyclic codes of length ps with alphabet Fpm + uFpm . The ring
R = Fpm + uFpm consists of all pm-ary polynomials of degree 0 and 1 in an indeterminate u, and
it is closed under pm-ary polynomial addition and multiplication modulo u2. Thus, R = Fpm [u]〈u2〉 =
{a+ub | a,b ∈ Fpm } is a local ring with maximal ideal uFpm . Therefore, by Proposition 2.1, it is a chain
ring. The ring R has precisely pm(pm − 1) units, which are of the forms α + uβ and γ , where α,β,
and γ are nonzero elements of the ﬁeld Fpm .
For a code C of length n over R, their torsion and residue codes are codes over Fpm , deﬁned as
follows.
Tor(C) = {a ∈ Fnpm ∣∣ ua ∈ C}, Res(C) = {a ∈ Fnpm ∣∣ ∃b: a+ ub ∈ C}.
The reduction modulo u from C to Res(C) is given by φ : C −→ Res(C), φ(a + ub) = a. Clearly, φ is
well deﬁned and onto, with Ker(φ) = Tor(C), and φ(C) = Res(C). Therefore, |Res(C)| = |C ||Tor(C)| . Thus,
we obtain:
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and Res(C). Then |C | = |Tor(C)| · |Res(C)|.
3. Constacyclic codes of length ps over Fpm
In [11], the structure and Hamming distances of negacyclic codes of length ps over Fpm were
established. We now apply all these results to λ-constacyclic codes over Fpm by providing a one-to-
one correspondence between negacyclic and λ-constacyclic codes of length ps over Fpm .
Because λ is a nonzero element of the ﬁeld Fpm , λ−p
m = λ−1. Using the positive integers s and m
as the dividend and divisor, by the division algorithm, there exist nonnegative integers λq , λr such that
s = λqm+λr , and 0 λr m− 1. Let λ0 = −λ−p(λq+1)m−s = −λ−pm−λr . Then λp
s
0 = −λ−p
(λq+1)m = −λ−1.
Proposition 3.1. Let Φ be the map Φ : Fpm [x]〈xpm+1〉 −→
Fpm [x]
〈xpm−λ〉 , given by Φ( f (x)) = f (λ0x). Then Φ is a ring
isomorphism, and it is Hamming weight preserving.
Proof. For polynomials f (x) and g(x) ∈ Fpm [x], f (x) ≡ g(x) (mod xps + 1) if and only if there exists a
polynomial h(x) ∈ Fpm [x] such that f (x) − g(x) = h(x)(xps + 1), if and only if
f (λ0x) − g(λ0x) = h(λ0x)
[
(λ0x)
ps + 1]= −λ−1h(λ0x)(xps − λ),
which is equivalent to f (λ0x) ≡ g(λ0x) (mod xps − λ). This means that for f , g ∈ Fpm [x]〈xpm+1〉 , Φ( f (x)) =
Φ(g(x)) if and only if f (x) = g(x). Therefore, Φ is well deﬁned and one-to-one. It is obvious that Φ
is onto and weight-preserving, and it is easy to verify that Φ is a ring homomorphism. Thus, Φ is a
ring isomorphism. 
The ring isomorphism Φ provides a one-to-one correspondence between negacyclic and λ-
constacyclic code of length ps over Fpm :
Corollary 3.2. Let A ⊆ Fpm [x]〈xpm+1〉 , B ⊆
Fpm [x]
〈xpm−λ〉 be such that Φ(A) = B. Then A is an ideal of
Fpm [x]
〈xpm+1〉 if and
only if B is an ideal of
Fpm [x]
〈xpm−λ〉 . Equivalently, A is a negacyclic code of length p
s over Fpm if and only if B is a
λ-constacyclic code of length ps over Fpm .
Thus, our results about negacyclic codes of length ps over Fpm in [11] can be carried over corre-
spondingly to λ-constacyclic codes of length ps over Fpm via the isomorphism Φ .
Theorem 3.3. (See [11, 3.1, 3.2, 3.3].) λ0x + 1 is a nilpotent element of Fpm [x]〈xpm−λ〉 with nilpotency index ps. The
ring
Fpm [x]
〈xpm−λ〉 is a chain ring with the maximal ideal of 〈λ0x + 1〉. λ-constacyclic codes of length ps over Fpm
are precisely the ideals 〈(α0x+ 1)i〉 ⊆ Fpm [x]〈xpm−λ〉 , where 0 i  ps, which forms the strictly inclusive chain
Fpm [x]
〈xpm − λ〉 = 〈1〉  〈λ0x+ 1〉  · · · 
〈
(λ0x+ 1)ps−1
〉

〈
(λ0x+ 1)ps
〉= 〈0〉.
Each λ-constacyclic code 〈(λ0x+ 1)i〉 ⊆ Fpm [x]〈xpm−λ〉 has pm(p
s−i) codewords.
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1)i〉 ⊆ Fpm [x]〈xps−λ〉 , for i ∈ {0,1, . . . , ps}, and its Hamming distance d(C) is completely determined by
d(C) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1, if i = 0,
l + 2, if lps−1 + 1 i  (l + 1)ps−1 where 0 l p − 2,
(t + 1)pk, if ps − ps−k + (t − 1)ps−k−1 + 1 i  ps − ps−k + tps−k−1,
where 1 t  p − 1, and 1 k s − 1,
0, if i = ps.
4. (α + uβ)-Constacyclic codes of length ps overR
Let α,β be nonzero elements of the ﬁeld Fpm , then α + uβ is a unit of R. The (α + uβ)-
constacyclic codes of length ps over R are ideals of the ring Rα,β = R[x]〈xps−(α+uβ)〉 . As in Section
3, by the division algorithm, there exist nonnegative integers αq , αr such that s = αqm + αr , and
0 αr m − 1. Let α0 = α−p(αq+1)m−s = α−pm−αr . Then αp
s
0 = α−p
(αq+1)m = α−1.
Lemma 4.1. In Rα,β , 〈(α0x − 1)ps 〉 = 〈u〉. In particular, α0x − 1 is nilpotent in Rα,β with nilpotency index
2ps.
Proof. For 1 i  ps − 1, p | (psi ), hence, computing in Rα,β ,
(α0x− 1)ps = (α0x)ps − 1+
ps−1∑
i=1
(
ps
i
)
(α0x)
i(−1)ps−i =α−1xps − 1=α−1(α + uβ) − 1=uβα−1.
Thus, 〈(α0x − 1)ps 〉 = 〈u〉. The last statement is straightforward because u has nilpotency index 2
in Rα,β . 
Each element r ∈R has a unique presentation as r = r1 + ur2, where r1, r2 ∈ Fpm . This means that
each polynomial f (x) of degree less than n in R[x] can be (uniquely) represented as
f (x) =
n−1∑
i=0
b0i(α0x− 1)i + u
n−1∑
i=0
b1i(α0x− 1)i,
where b0i,b1i ∈ Fpm . Thus, each codeword c of a (α + uβ)-constacyclic code of length ps over R has
its polynomial representation c(x) ∈Rα,β expressed as
c(x) =
ps−1∑
i=0
c0i(α0x− 1)i + u
ps−1∑
i=0
c1i(α0x− 1)i
= c00 + (α0x− 1)
ps−1∑
i=1
c0i(α0x− 1)i−1 + u
ps−1∑
i=0
c1i(α0x− 1)i,
where c0i, c1i ∈ Fpm . Because α0x − 1 and u are nilpotent in Rα,β , c(x) is invertible if and only if
c00 = 0. Moreover, by Lemma 4.1, 〈u〉 = 〈(α0x−1)ps 〉; hence, in the case that c(x) is not invertible (i.e.,
c00 = 0), c(x) must be in 〈α0x−1〉. Thus, 〈α0x−1〉 is the ideal consisting of all noninvertible elements
of Rα,β . Therefore, Rα,β is a local ring with maximal ideal 〈α0x−1〉. In light of Proposition 2.1, Rα,β
is a chain ring. We summarize this important fact in the following theorem.
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Rα,β = 〈1〉  〈α0x− 1〉  · · ·
〈
(α0x− 1)2ps−1
〉

〈
(α0x− 1)2ps
〉= 〈0〉.
(α + uβ)-constacyclic codes of length ps over R are the ideals 〈(α0x − 1)i〉, 0  i  2ps, of the chain
ringRα,β . Each code 〈(α0x− 1)i〉 contains pm(2ps−i) codewords.
We have (α + uβ)pm = αpm = α; hence, (α + uβ)pmα−1 = 1. Therefore, (α + uβ)−1 =
(α + uβ)pm−1α−1 = (αpm−1 + uβαpm−2)α−1 = (1 + uβα−1)α−1 = α−1 + uβα−2. Thus, by Proposi-
tion 2.4, for a (α + uβ)-constacyclic code of length ps over R, C = 〈(α0x + 1)i〉 ⊆ Rα,β , its dual
C⊥ is a (α−1 + uβα−2)-constacyclic code of length ps over R. That means C⊥ is an ideal of
the chain ring Rα−1,βα−2 = R[x]〈xps−(α−1+uβα−2)〉 . However, because |C | = pm(2p
s−i) , |C⊥| = pmi . Hence,
C⊥ = 〈(α−10 x− 1)2p
s−i〉 ⊆Rα−1,βα−2 . Thus, we have proven the following theorem about the duals of
(α + uβ)-constacyclic codes.
Theorem 4.3. For each (α + uβ)-constacyclic code of length ps overR, C = 〈(α0x− 1)i〉 ⊆Rα,β , its dual is
the (α−1 +uβα−2)-constacyclic code C⊥ = 〈(α−10 x−1)2p
s−i〉 ⊆Rα−1,βα−2 , which contains pmi codewords.
We now consider the Hamming distances of (α + uβ)-constacyclic codes of length ps over R. By
Lemma 4.1, 〈(α0x− 1)ps 〉 = 〈u〉 in Rα,β . We consider two cases.
Case 1: 1 i  ps . Then u ∈ 〈(α0x− 1)i〉, and thus 〈(α0x− 1)i〉 has a Hamming distance of 1.
Case 2: ps + 1 i  2ps − 1. Then 〈(α0x − 1)i〉 = 〈u(α0x − 1)i−ps 〉, which means that the codewords
of the code 〈(α0x − 1)i〉 in Rα,β are precisely the codewords of the code 〈(α0x − 1)i−ps 〉
in
Fpm [x]
〈xps−α〉 , multiplied with u, which have the same Hamming weights. Moreover, the codes
〈(α0x− 1)i−ps 〉 in Fpm [x]〈xps−α〉 are α-constacyclic codes of length ps over Fpm , with the Hamming
distances computed as Theorem 3.4.
Hence, we have the Hamming distances of all (α + uβ)-constacyclic codes of length ps over R:
Theorem 4.4. Let C be a (α + uβ)-constacyclic code of length ps overR. Then C = 〈(α0x− 1)i〉 ⊆Rα,β for
i ∈ {0,1, . . . ,2ps}, and the Hamming distance d(C) is completely determined by
d(C) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1, if 0 i  ps,
l + 2, if ps + lps−1 + 1 i  ps + (l + 1)ps−1 where 0 l p − 2,
(t + 1)pk, if 2ps − ps−k + (t − 1)ps−k−1 + 1 i  2ps − ps−k + tps−k−1
where 1 t  p − 1, and 1 k s − 1,
0, if i = 2ps.
5. Cyclic codes of length ps overR
Cyclic codes of length ps over R are ideals of the residue ring R1 = R[x]〈xps−1〉 . The following fact is
easy to verify, and will play an important role in our consideration later:
Lemma 5.1. For any non-negative integer n, (x − 1)pn = xpn − 1 in R[x]. In particular, x − 1 is nilpotent in
R1 with nilpotency index ps.
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f (x) =
ps−1∑
i=0
a0i(x− 1)i + u
ps−1∑
i=0
a1i(x− 1)i = a00 + (x− 1)
ps−1∑
i=1
a0i(x− 1)i−1 + u
ps−1∑
i=0
a1i(x− 1)i,
where a0i,a1i ∈ Fpm . Furthermore, f (x) is invertible if and only if a00 = 0.
Proof. The representation of f (x) follows from the fact that it can be viewed as a polynomial of
degree less than ps over R. Each coeﬃcient ai of f (x) is an element of R, that can be expressed
uniquely by a0i,a1i ∈ Fpm as ai = a0i + ua1i . Expressing f (x) in this representation, the last assertion
follows from the fact that u and x− 1 are both nilpotent in R1. 
Proposition 5.3. The ringR1 is a local ring with the maximal ideal 〈u, x− 1〉, but it is not a chain ring.
Proof. By Lemma 5.2, the ideal 〈u, x−1〉 is the set of all non-invertible elements of R1. Hence, R1 is
a local ring with maximal ideal 〈u, x− 1〉. Suppose u ∈ 〈x− 1〉. Then there are polynomials f1(x) and
f2(x) ∈R[x] such that u = (x− 1) f1(x)+ (xps − 1) f2(x). However, this is impossible because plugging
in x = 1 yields u = 0. Hence, u /∈ 〈x − 1〉. Obviously, x − 1 /∈ 〈u〉, because, for example, (x − 1)2 = 0
in R1. Thus, 〈u, x − 1〉 is not a principal ideal of R1, implying that R1 is not a chain ring according
to Proposition 2.1. 
Theorem 5.4. Cyclic codes of length ps overR, i.e., ideals of the ringR1 , are
• Type 1 (trivial ideals): 〈0〉, 〈1〉.
• Type 2 (principal ideals with nonmonic polynomial generators): 〈u(x− 1)i〉, where 0 i  ps − 1.
• Type 3 (principal ideals with monic polynomial generators): 〈(x − 1)i + u(x − 1)th(x)〉, where 1  i 
ps −1, 0 t < i, and either h(x) is 0 or h(x) is a unit where it can be represented as h(x) =∑ j h j(x−1) j ,
with h j ∈ Fpm , and h0 = 0.
• Type 4 (nonprincipal ideals): 〈(x−1)i +u∑ω−1j=0 c j(x−1) j,u(x−1)ω〉, where 1 i  ps −1, c j ∈ Fpm ,
and ω < T , where T is the smallest integer such that u(x − 1)T ∈ 〈(x − 1)i + u∑i−1j=0 c j(x − 1) j〉; or
equivalently, 〈(x− 1)i + u(x− 1)th(x),u(x− 1)ω〉, with h(x) as in Type 3, and deg(h)ω − t − 1.
Proof. Ideals of Type 1 are the trivial ideals. Let I be an arbitrary nontrivial ideal of R1. We proceed
by establishing all possible forms that the ideal I can have.
• Case 1. I ⊆ 〈u〉: Then any element of I must have the form u ∑ps−1i=0 b1i(x− 1)i, where b1i ∈ Fpm .
Then there exists an element b ∈ I that has the smallest k such that b1k = 0. Hence, each element
c(x) ∈ I has the form c(x) = u(x−1)k ∑ps−1i=k c1i(x−1)i−k, which implies I ⊆ 〈u(x−1)k〉. However,
we have b ∈ I with
b = u(x− 1)k
ps−1∑
i=k
b1i(x− 1)i−k = u(x− 1)k
(
b1k +
ps−1∑
i=k+1
b1i(x− 1)i−k
)
.
As b1k = 0, b1k + ∑ps−1i=k+1 b1i(x − 1)i−k is invertible, and thus, u(x − 1)k ∈ I . Therefore, I =
〈u(x − 1)k〉, which means that the nontrivial ideals of R1 contained in 〈u〉 are 〈u(x − 1)k〉,
0 k ps − 1, which are ideals of Type 2.
• Case 2. I  〈u〉: Let Iu denote the set of elements in I reduced modulo u. Then Iu is a nonzero
ideal of the ring
Fpm [x]
〈xps−1〉 , which is a chain ring with ideals 〈(x− 1) j〉, where 0 j  ps , according
to [11, Propositions 3.2, 6.1, and Theorem 6.2]. Hence, there is an integer i ∈ {0,1, . . . , ps − 1}
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∑ps−1
j=0 c0 j(x − 1) j +
u
∑ps−1
j=0 c1 j(x − 1) j ∈R1, where c0 j, c1 j ∈ Fpm , such that (x − 1)i + uc(x) ∈ I . Because (x − 1)i +
uc(x) = (x− 1)i + u∑ps−1j=0 c0 j(x− 1) j ∈ I, and for all l with i  l ps − 1, u(x− 1)l = u[(x− 1)i +
uc(x)](x− 1)l−i ∈ I, it follows that (x− 1)i + u∑i−1j=0 c0 j(x− 1) j ∈ I. We now have two subcases.
◦ Case 2a. I = 〈(x − 1)i + u∑i−1j=0 c0 j(x − 1) j〉, then I can be expressed as I = 〈(x − 1)i +
u(x − 1)th(x)〉, such that either h(x) is 0 or h(x) is a unit that can be represented as h(x) =
break
∑
j h j(x− 1) j , with h j ∈ Fpm , and h0 = 0, which means that I is of Type 3.
◦ Case 2b. 〈(x − 1)i + u∑i−1j=0 c0 j(x − 1) j〉  I . Then there exists f (x) ∈ I \ 〈(x − 1)i + u∑i−1j=0 ×
c0 j(x− 1) j〉, and therefore, there is a polynomial g(x) ∈R1 such that
0 = h(x) = f (x) − g(x)
[
(x− 1)i + u
i−1∑
j=0
c0 j(x− 1) j
]
∈ I,
and h(x) can be expressed as h(x) = ∑i−1j=0 h0 j(x − 1) j + u∑i−1j=0 h1 j(x − 1) j, where h0 j,h1 j ∈
Fpm . Now, h(x) reduced modulo u is in Iu = 〈(x − 1)i〉 ⊆ Fpm [x]〈xps−1〉 , and thus, h0 j = 0 for all
0  j  i − 1, i.e., h(x) = u∑i−1j=0 h1 j(x − 1) j . Because h(x) = 0, there is a smallest integer k f ,
0 k f  i − 1, such that h1k f = 0. Then
h(x) = u
i−1∑
j=k f
h1 j(x− 1) j = u(x− 1)k f
(
h1k f +
i−1∑
j=k f +1
h1 j(x− 1) j−k f
)
.
As h1k f = 0, h1k f +
∑i−1
j=k f +1 h1 j(x − 1) j−k f is an invertible element in R1, and hence,
u(x− 1)k f = (h1k f +
∑i−1
j=k f +1 h1 j(x− 1) j−k f )−1h(x) ∈ I.
We have shown that for any f (x) ∈ I \ 〈(x − 1)i + u∑i−1j=0 c0 j(x − 1) j〉, there is an integer k f ,
0  k f  i − 1, such that u(x − 1)k f ∈ I . Let ω = min{k f | f (x) ∈ I \ 〈(x − 1)i + u∑i−1j=0 c0 j ×
(x−1) j〉}. Then, 〈(x−1)i +u∑i−1j=0 c0 j(x−1) j,u(x−1)ω〉 ⊆ I. Moreover, by our above construc-
tion, for any f (x) ∈ I , there exists g(x) ∈ I such that f (x)− g(x)[(x−1)i +u∑i−1j=0 c0 j(x−1) j] ∈
〈u(x− 1)ω〉, implying that, f (x) ∈ 〈(x− 1)i + u∑i−1j=0 c0 j(x− 1) j,u(x− 1)ω〉. Thus,
I =
〈
(x− 1)i + u
i−1∑
j=0
c0 j(x− 1) j,u(x− 1)ω
〉
=
〈
(x− 1)i + u
ω−1∑
j=0
c0 j(x− 1) j,u(x− 1)ω
〉
.
Let T be the smallest integer such that u(x−1)T ∈ 〈(x−1)i +u∑i−1j=0 c j(x−1) j〉. If ω T , then,
I = 〈(x− 1)i + u∑ω−1j=0 c j(x− 1) j,u(x− 1)ω〉 = 〈(x− 1)i + u∑i−1j=0 c j(x− 1) j〉, which contradicts
the assumption of this Case 2b. Hence, ω < T , and therefore, I is of Type 4. 
For cyclic codes of Type 4 according to the classiﬁcation in Theorem 5.4, the number T plays a
very important role. We now determine T for each code C = 〈(x−1)i + u∑ω−1j=0 c j(x−1) j,u(x−1)ω〉.
First, T  i because u(x − 1)i = u[(x − 1)i + u(x − 1)th(x)] ∈ C . In case h(x) = 0, then C = 〈(x − 1)i〉,
implying T = i.
Consider the case h(x) = 0, and so h(x) is a unit. Because u(x − 1)T ∈ 〈(x − 1)i + u(x − 1)th(x)〉,
there exists f (x) ∈ R1, such that u(x − 1)T = f (x)[(x − 1)i + u(x − 1)th(x)]. Write f (x) as f (x) =∑ps−1
j=0 b0 j(x− 1) j + u
∑ps−1
j=0 b1 j(x− 1) j, where b0 j,b1 j ∈ Fpm . Then
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[ ps−1∑
j=0
b0 j(x− 1) j + u
ps−1∑
j=0
b1 j(x− 1) j
][
(x− 1)i + u(x− 1)th(x)]
= (x− 1)i
ps−1∑
j=0
b0 j(x− 1) j + u(x− 1)i
ps−1∑
j=0
b1 j(x− 1) j + u(x− 1)th(x)
ps−1∑
j=0
b0 j(x− 1) j
= (x− 1)i
ps−i−1∑
j=0
b0 j(x− 1) j + (x− 1)ps
ps−1∑
j=ps−i
b0 j(x− 1) j+i−ps
+ u(x− 1)i
ps−i−1∑
j=0
b1 j(x− 1) j + u(x− 1)ps
ps−1∑
j=ps−i
b1 j(x− 1) j+i−ps
+ u(x− 1)th(x)
ps−i−1∑
j=0
b0 j(x− 1) j + u(x− 1)th(x)
ps−1∑
j=ps−i
b0 j(x− 1) j
= u(x− 1)i
ps−i−1∑
j=0
b1 j(x− 1) j + u(x− 1)th(x)
ps−1∑
j=ps−i
b0 j(x− 1) j
= u(x− 1)i
ps−i−1∑
j=0
b1 j(x− 1) j + u(x− 1)ps−i+th(x)
i−1∑
j=0
b0,ps−i+ j(x− 1) j.
So, T min{i, ps − i + t}. Moreover, [(x − 1)i + u(x − 1)th(x)](x − 1)ps−i = u(x − 1)ps−i+th(x). Hence,
u(x − 1)ps−i+t = [h(x)]−1[(x − 1)i + u(x − 1)th(x)](x − 1)ps−i ∈ C . Thus, T  ps − i + t , which means
that T = min{i, ps − i + t}. Therefore, we have proven the following.
Proposition 5.5. Let T be the smallest integer such that u(x− 1)T ∈ C = 〈(x− 1)i + u(x− 1)th(x)〉. Then
T =
{
i, if h(x) = 0,
min{i, ps − i + t}, if h(x) = 0.
We now compute the number of codewords in each cyclic code C . According to Proposition 2.5,
it can be done by establishing the sizes of the torsion and residue codes of C . By deﬁnition and our
classiﬁcation in Theorem 5.4, Tor(C) and Res(C) can be readily obtained.
Lemma 5.6. Let C be a cyclic code of length ps over R, as classiﬁed in Theorem 5.4. Then the torsion and
residue codes of C are determined as follows.
(i) Type 1 (trivial ideals):
◦ If C = 〈0〉, then Tor(C) = Res(C) = 〈0〉.
◦ If C = 〈1〉, then Tor(C) = Res(C) = 〈1〉.
(ii) Type 2 (principal ideals with nonmonic polynomial generators): C = 〈u(x− 1)i〉, where 0 i  ps − 1;
then Tor(C) = 〈(x− 1)i〉, and Res(C) = 〈0〉.
(iii) Type 3 (principal ideals withmonic polynomial generators): C = 〈(x−1)i +u(x−1)th(x)〉, where 1 i 
ps −1, 0 t < i, and either h(x) is 0 or h(x) is a unit. Then Tor(C) = 〈(x−1)T 〉, and Res(C) = 〈(x−1)i〉,
where T is the smallest integer such that u(x− 1)T ∈ C, which is given by
T =
{
i, if h(x) = 0,
min{i, ps − i + t}, if h(x) = 0.
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either h(x) is 0 or h(x) is a unit, and κ < T ; then Tor(C) = 〈(x− 1)κ 〉, and Res(C) = 〈(x− 1)i〉.
Lemma 5.6 indicates that for any cyclic code C of length ps over R, the torsion code Tor(C) and
residue code Res(C) are cyclic codes of length ps over Fpm . In contrast, by [11, Theorem 6.2], each
cyclic code of length ps over Fpm is an ideal of the form 〈(x − 1)i〉 of the chain ring Fpm [x]〈xps−1〉 , where
0 i  ps , and this code 〈(x− 1)i〉 contains pm(ps−i) codewords. Therefore, in light of Proposition 2.5,
we can now determine the sizes of all cyclic codes of length ps over R by multiplying the sizes of
Tor(C) and Res(C) in each case.
Theorem 5.7. Let C be a cyclic code of length ps over R, as classiﬁed in Theorem 5.4. Then the number of
codewords nC of C is determined as follows.
• If C = 〈0〉, then nC = 1.
• If C = 〈1〉, then nC = p2mps .
• If C = 〈u(x− 1)i〉, where 0 i  ps − 1, then nC = pm(ps−i) .
• If C = 〈(x− 1)i〉, where 1 i  ps − 1, then nC = p2m(ps−i) .
• If C = 〈(x− 1)i + u(x− 1)th(x)〉, where 1 i  ps − 1, 0 t < i, and h(x) is a unit, then
nC =
{
p2m(p
s−i), if 1 i  ps−1 + t2 ,
pm(p
s−t), if ps−1 + t2 < i  ps − 1.
• If C = 〈(x− 1)i + u(x− 1)th(x),u(x− 1)κ 〉, where 1 i  ps − 1, 0 t < i, either h(x) is 0 or h(x) is a
unit, and
κ < T =
{
i, if h(x) = 0,
min{i, ps − i + t}, if h(x) = 0,
then nC = pm(2ps−i−κ).
6. γ -Constacyclic codes of length ps overR
As mentioned in Section 2, there are pm(pm − 1) constacyclic codes corresponding to the units γ
and α + uβ of R, where α,β,γ are nonzero elements of Fpm . The (α + uβ)-constacyclic codes were
studied in Section 4. In this section, we now address the γ -constacyclic codes by constructing a one-
to-one correspondence between cyclic and γ -constacyclic codes to apply our results from Section 5
to γ -constacyclic codes.
Because γ is a nonzero element of the ﬁeld Fpm , γ −p
m = γ −1. By the division algorithm, there
exist nonnegative integers γq , γr such that s = γqm + γr , and 0 γr m − 1. Let γ0 = γ −p(γq+1)m−s =
γ −pm−γr . Then γ p
s
0 = γ −p
(γq+1)m = γ −1.
Consider the map Ψ : R[x]〈xps−1〉 −→
R[x]
〈xps−γ 〉 deﬁned by Ψ ( f (x)) = f (γ0x). For polynomials f (x) and
g(x) ∈ R[x], f (x) ≡ g(x) (mod xps − 1) if and only if there exists a polynomial h(x) ∈ R[x] such that
f (x)− g(x) = h(x)(xps −1), if and only if f (γ0x)− g(γ0x) = h(γ0x)[(γ0x)ps −1] = γ −1h(γ0x)[xps −γ ],
if and only if f (γ0x) ≡ g(γ0x) (mod xps − γ ). This means that for f , g ∈ R[x]〈xps−1〉 , Ψ ( f (x)) = Ψ (g(x))
in R[x]〈xps−γ 〉 if and only if f (x) = g(x) in
R[x]
〈xps−1〉 . Therefore, Ψ is well deﬁned and one-to-one. It is easy
to verify that Ψ is onto and is a ring homomorphism. Thus, Ψ is a ring isomorphism. Therefore, we
have the following proposition.
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R[x]
〈xps−γ 〉 given by f (x) → f (γ0x) is a ring isomorphism. In partic-
ular, for A ⊆ R[x]〈xps−1〉 , B ⊆
R[x]
〈xps−γ 〉 with Ψ (A) = B, then A is an ideal of
R[x]
〈xps−1〉 if and only if B is an ideal of
R[x]
〈xps−γ 〉 . Equivalently, A is a cyclic code of length p
s overR if and only if B is a γ -constacyclic code of length
ps overR.
Now, using the isomorphism Ψ , the results about cyclic code of length ps over R in Section 5 can
be applied to corresponding γ -constacyclic codes of length ps over R. Indeed, results in Section 5
for cyclic codes hold true with γ -constacyclic codes by replacing x by γ0x and writing h(x) more
explicitly.
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