Thermally Excited Quasiparticles in Metals, Dispersion Forces, and the
  Thermal Anomaly by Henkel, Carsten
ar
X
iv
:1
91
0.
07
95
7v
1 
 [q
ua
nt-
ph
]  
17
 O
ct 
20
19
October 18, 2019 0:31 WSPC/INSTRUCTION FILE main
Modern Physics Letters A
c© World Scientific Publishing Company
THERMALLY EXCITED QUASIPARTICLES IN METALS,
DISPERSION FORCES, AND THE THERMAL ANOMALY
CARSTEN HENKEL
Institute of Physics and Astronomy, University of Potsdam,
Karl-Liebknecht-Str. 24/25, 14476 Potsdam, Germany
henkel@uni-potsdam.de
We provide a brief review of the contribution of thermally excited carriers to dispersion
forces. In a metal, these carriers generate charge and current fluctuations whose spectral
frequencies are comparable to kBT/~. They are very likely responsible for the “plasma
vs. Drude” anomaly.
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1. Dispersion Forces at Different Distances and Relevant
Frequencies
There is a long history behind the temperature dependence of dispersion forces.
The physical problem is easy to formulate: since the pioneering work of Casimir1
who switched from the viewpoint of van der Waals forces, generated by dipole
fluctuations of material particles, to the viewpoint of field modes and their zero-
point energy, it is natural to ask how thermally excited states of matter or of field
modes participate in the momentum exchange between two objects.
For a given physical system it is relatively easy to decide whether thermal oc-
cupation plays a role or not: within the frequency spectrum of the relevant modes,
those with ~ω ≫ kBT are essentially in the quantum regime and contribute with
their zero-point energies, while frequencies ~ω ≪ kBT are enhanced by a factor
scaling with kBT/~ω at low frequencies. Since most experiments are performed
at room temperature T ∼ 300K, one gets the characteristic far-infrared value
ωT /2pi = kBT/(2pi~) ∼ 26meV = 6.2THz = 208 cm−1.
The relevant frequency spectrum is not trivial to find because dispersion forces
are naturally generated by a continuum of frequencies – remember the theory of
Eisenschitz and London for the van der Waals force with its integration over virtual
transitions reaching even into the ionisation continuum.2 In the Casimir effect be-
tween parallel plates, an electrodynamic scale emerges naturally, namely the cutoff
frequency for a cavity of length d, ωd = pic/d. The distinction between “quantum”
and “thermal” regimes thus maps into short and large distances (see Table 1 and
Fig. 1), separated quite accurately by the scale λ¯T = c/2ωT , giving at room temper-
ature λ¯T ∼ 3.8µm. This sets a challenge for experiments with macroscopic bodies
because dispersion forces are weak, and relatively accurate control over the geome-
1
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try (parallelism of plates) is required. The scaling of the Casimir free energy F per
unit area between two large plates can be found by dimensional analysis in three
regimes, as shown in Table 1.
Experiments at closer distances benefit from larger forces, and one expects them
to be dominated by the zero-point fluctuations of matter and field. It thus came
as a surprise that in 2000, Bostro¨m and Sernelius reported significant thermal cor-
rections to the Casimir pressure between metallic plates at distances smaller than
the thermal wavelength.3 At about the same time, Svetovoy and Lokhanin worked
on precision calculations and also had to take into account both temperature and
material parameters.4, 5 This period saw the birth of the “thermal anomaly” in the
Casimir effect. By the anomaly, we mean the unusually large thermal correction
that already appears in the intermediate range λ¯p . d ≪ λ¯T . After the experi-
mental work by the groups of Lamoreaux and of Mohideen, additional experiments
were reported,6–11 and a comparison to theory at the few-percent level seemed
within reach. In earlier periods, theorists checked their calculations by considering
the special case of a cavity with perfectly conducting boundaries. This case had
been studied for example by Mehra12 and by Schwinger, DeRaad, and Milton13 as
a limiting case. Schwinger and co-workers provided a critical survey of asymptotic
expressions worked out by Lifshitz,14 in particular for the finite-temperature case:
[...] we have verified Lifshitz’ formula14 for the Casimir force between par-
allel dielectric interfaces, including the temperature dependence. Where
the Russian calculations went wrong15 was in their specialization to metal
plates. A careful reading of their papers shows that, through relatively triv-
ial errors, they obtained incorrect results for the Casimir force, for perfect
conductors at finite temperatures, and for imperfect conductors at zero
temperature.
In this paper, we review the physical origin of the unexpected temperature depen-
dence of the dispersion force between imperfect conductors.
2. Lifshitz Theory and Thermal Casimir Pressure Correction
The theoretical work after Lifshitz confirmed the validity of his celebrated formula
for the Casimir pressure P between two plates. We copy it here for plates 1 and 2
Table 1. Distance regimes and Casimir free energy
between two metallic plates. See text for definitions.
quantum = short distance: d≪ λ¯T thermal = large distance: d≫ λ¯T
non-retarded: d≪ λ¯p retarded: λ¯p ≪ d
F ∼ −
~ωp
d2
F ∼ −
~c
d3
F ∼ −
kBT
d2
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as an integral over real frequencies
P (d, T ) =
∫
∞
0
dω
2pi
[
1
2
+ n¯(ω, T )
] ∫
L
kzdkz
2pi
Re
(
2~kz
∑
σ=p,s
r1σr2σ e
2ikzd
1− r1σr2σ e2ikzd
)
, (1)
where n¯(ω, T ) is the Bose distribution, providing a natural cutoff ω . ωT for the
thermal contribution; the kz-integral starts at kz = ω/c and goes via the origin
to kz = +i∞ (symbolically written L). In particular the works by Kats and Bi-
monte made it clear that the rσ are indeed reflection amplitudes for electromagnetic
waves in the p (TM) and s (TE) polarisation.16, 17 The same expression applies for
zero-point and thermal fluctuations, apart from the different frequency ranges that
dominate the two contributions. Expanding in powers of r1σr2σ, we get a multi-
ple reflection sum, the basis for the scattering approach to the Casimir pressure.18
Perfect reflectors give rs = −1 and rp = +1, and the denominator constrains the
integral to cavity modes with kz = npi/d; imaginary kz (evanescent waves) then do
not contribute.
For illustration, we plot in Fig. 1 the difference P (d, T )− P (d, 0) of the Casimir
pressure between perfectly conducting plates.12 The thick line is the exact result,
the dot-dashed line gives for comparison the zero-temperature pressure P (d, 0), the
gray dashed line the high-temperature asymptote P (d, T ) ≃ −ζ(3)kBT/(4pid3) that
dominates for d≫ λ¯T , as expected. At smaller distances, it is, for perfect reflectors,
a tiny correction, since at d = 1µm, P (d, 0) = −1.3mPa.
Any realistic material brings in a characteristic cutoff beyond which it is trans-
parent, as Casimir noted himself. The reflection coefficients encode these material
properties, as they must, since electromagnetic vacuum fluctuations manifest them-
selves only in so far they couple to matter.19, 20 For gold, the cutoff is set by the
plasma frequency ωp/2pi ≃ 9 eV, as computed from the free carrier density. The
plasma wavelength λ¯p = c/ωp ∼ 22 nm (also known as Meissner penetration depth)
is not a microscopic length compared to the closest distances d ∼ 100 nm achieved
in recent Casimir force experiments. The regime d ≪ λ¯p is quantum rather than
thermal, non-retarded and amenable to the standard approximations of theoreti-
cal chemistry, even though van der Waals interactions need special tools like the
adiabatic connection theorem to be reached with density functional techniques, for
example.21, 22
3. Nature and Contribution of Matter-Dominated Modes
What is the impact of the material parameters on the Casimir force? This question
has been at the heart of the debate around its temperature dependence. It is related
to the question what kind of quasi-particles may contribute to the force, in addition
to the electromagnetic field. Looking at reflection coefficients, a non-ideal medium
broadens the resonances that would be infinitely sharp between two perfect conduc-
tors, and makes them disappear above the plasma (or transparency) edge. Also new
types of electromagnetic quasi-particles appear, like surface plasmon polaritons, lo-
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Fig. 1. Temperature-dependent Casimir pressure between two perfectly conducting plates.12 The
gray dashed line is the difference between the high-temperature T/d3 and the zero-temperature
~c/d4 asymptotes. Inset: pressure multiplied by d3. Negative values correspond to an attractive
force.
cated at ωp/
√
2 (and below) at a metal-vacuum interface.23, 24 Their hybridization
provides a simple way to understand the Casimir pressure in terms of “bonding” and
“anti-bonding modes”, leading to the scaling F ∼ ~ωp/d2 (Table 1).25–27 Surface
polaritons being bound to the metal surface, they correspond to purely imaginary
wave vectors kz ; this ‘leg’ of the dkz-integral in Eq. (1) (evanescent waves in the
TM polarization) thus becomes dominant at distances d ∼ λ¯p.
It has been argued that electric field fluctuations of very low frequencies inside
a metal cannot be relevant for the Casimir force because of the fast response of the
charge density on its boundaries.28 The estimate is based on Ohm’s law j = σE
that gives, combining with charge conservation and Coulomb’s law
∂tρ = −∇ · σE = − σ
ε0
ρ . (2)
This would give a time scale ε0/σ ∼ 10−19 s (for gold) after which the total electric
field in plates of finite size has decayed to zero. One may raise the question whether
for such a fast decay, the DC conductivity is still meaningful. Indeed, a different
time scale is found from Drude’s model for the current density
∂tj+
j
τ
=
σ
τ
E (3)
with a relaxation time τ . Taking the divergence leads to the telegraphist’s equation
∂2t ρ+
∂tρ
τ
+
σ
ε0τ
ρ = 0 , (4)
that yields an eigenfrequency with imaginary part −1/(2τ): the charge density can-
not relax faster than the current density. These processes cannot be irrelevant be-
cause their rate is quite comparable to the room-temperature characteristic fre-
quency ωT : a typical value for gold is τ ∼ 27 fs so that 1/(2piτ) ∼ 24meV =
5.9THz = 190 cm−1. (With respect to spatial scales, one may raise doubts about
the relevance of the length scale ε0c/σ ∼ 1 A˚, that has led to the claim that the con-
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ductivity should be irrelevant for macroscopic distances involved in typical Casimir
forces.5)
The Drude conductivity that follows from Eq. (3)
σ(ω) =
σ
1− iωτ , (5)
has been discussed in many papers and conferences.29–38 It has been argued that
for Casimir calculations, the lossless variant, the “plasma model”
σ(ω) =
iσ
ωτ
=
iε0ω
2
p
ω
, (6)
should be used, where the Drude parameters combine into the plasma frequency,
excluding actual Ohmic losses. This is not so obvious for the thermal correction
that arises from ω ≪ ωT ∼ 1/τ where Eq. (6) is a poor approximation.
We are touching here those modes to which the thermal anomaly can be at-
tributed: it was clear from the beginning that they are TE-polarized and appear at
low frequencies.3, 5, 39–41 An inspection of Eq. (1) shows that they appear for imag-
inary kz (evanescent waves). In Ref. 42, it was explicitly stated that these modes
correspond to magnetic fields. This insight also provides a physical explanation why
they are not efficiently reflected by a metallic surface: by the Bohr–von Leeuwen
theorem, a metal is transparent to static magnetic fields, unless quantum effects like
superconductivity play a role.43 The consequences of this behaviour can be seen di-
rectly in the large-distance behaviour of the Casimir free energy computed within
classical field theory:44, 45 the power law F ∼ kBT/d2 comes with a prefactor that is
half as large compared to the result obtained with perfectly reflecting bodies. Also
the plasma model (6) yields a non-zero static result for the reflection coefficient rs
when the conventional Fresnel formula is used:
rs =
kz − kzm
kz + kzm
, kzm =
√
iµ0ωσ(ω) + k2z =
√
k2z − 1/λ¯2p . (7)
This has led Intravaia and the present author to the statement that the imaginary
conductivity of Eq. (6) actually describes a superconductor with its distinct feature
of the Meissner effect. (It is obvious, of course, that this statement is only true at
low frequencies. The conductivity of a BCS superconductor becomes complex at
frequencies above the gap, for example.)
4. Contribution of Diffusing Magnetic Fields
If a normal conductor is penetrable to low-frequency magnetic fields, how is it
possible that these fields contribute to the Casimir effect? They are evanescent
and contribute to the Lifshitz formula along imaginary kz = iκ. Using the Drude
conductivity in the Fresnel formula then yields instead of Eq. (7) (Im kzm ≥ 0)
rs =
iκ− kzm
iκ+ kzm
, kzm =
√
iω/D
1− iωτ − κ
2 , D =
1
µ0σ
=
λ¯2p
τ
. (8)
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Here, the quantity D is the magnetic diffusivity that describes how time-dependent
magnetic fields penetrate into a normal conductor (a standard non-invasive tech-
nique for material inspection called eddy current testing). This class of modes is
illustrated in Fig. 2, where the real part of the last parenthesis in Eq. (1) is shown,
evaluated for kz = iκ and multiplied by κ. The vertical line gives the natural cutoff
κ = 1/d. One notes that the peak (central contour) is located near ω ∼ 1/τ .
The thermal anomaly in the Casimir force thus arises from thermal current fluc-
tuations that diffuse across a metallic body, partially cross its surface and couple
in the form of evanescent magnetic fields to another metallic body. These modes
are therefore not surface, but bulk “modes”, and have a peculiar status because
their eigenfrequencies are purely imaginary, ωk = −iDk2. For kλ¯p ≪ 1, this scaling
law provides a natural upper limit for magnetic bulk fields, as shown in dashed
in Fig. 2, projected onto real frequencies. In thermal equilibrium, the damping of
fields applied from outside the body is exactly compensated by the fields generated
from thermal fluctuating currents by Ampere’s law.46, 47 Ingold and co-workers have
worked out in detail the free energy of an overdamped particle with an imaginary
eigenfrequency.36, 48, 49 It also shows thermal anomalies like a negative specific heat
or entropy. These arise from the subtraction of the heat bath coupled to the over-
damped particle.
The quantum field theory of overdamped magnetic field modes has also been
worked out.50–53 It has been shown that the relevant electromagnetic mode density
in the two-plate cavity (easy to read off from Eq. (1)) is essentially exhausted in
spectral weight for ω . 1/τ by diffusive magnetic fields. This has clarified the
negative entropies of the Casimir problem:54, 55 they correspond to a tiny, surface-
dependent entropy shift of magnetic fields diffusing throughout the bulk.50, 51
In discussions of the thermal anomaly, media with temperature-dependent scat-
tering times have been put forward. For a perfect crystal, one expects τ(T ) → ∞
as T → 0 because all scattering mechanisms freeze out. The Casimir entropy has
been worked out in this limit50, 51 and found to be of the order of S ∼ −kB/d2. This
was claimed a violation of the Nernst heat theorem that tells us that the entropy of
an isolated body should vanish at absolute zero.55 For this specific case, magnetic
diffusion could resolve the paradox:51 when taking the limit, the frequency range
ω . 1/τ(T ) < ωT where these modes can be excited moves to ever lower frequency,
but always stays in the thermal regime. This is an example of a subtle interplay
of taking the zero-temperature or zero-frequency limits.56 The perfect crystal thus
degenerates into a “glassy state” filled with current loops interlocked with magnetic
field lines. This theoretical example of a perfect (rather than super-)conductor con-
tains a surface-dependent disorder entropy because, as mentioned above, magnetic
fields in the two bodies can couple to each other via the vacuum gap.
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Fig. 2. Mode-resolved Casimir pressure between two Drude metals as a function of imaginary
wave vector kz = iκ and real frequency ω (see main text for details). Typical Drude parameters
for gold (ωpτ ≈ 390, magnetic diffusivity D ≈ 0.018m2/s) and distance d = 150 nm = 6.9 λ¯p.
5. Conclusion
To conclude, the challenge remains to explain the discrepancy between Lifshitz
theory for non-perfect conductors and micromechanical experiments in Decca’s
group57–60 and atomic force microscope experiments in Mohideen’s group.61–63 The-
oretical limits like the perfect conductor or the Nernst theorem are of little help,
since one has to deal with a real system here. We conjecture that surface roughness
may yield surprises for the particular class of low-frequency magnetic near fields (in
the THz band and on the 10−100 nm spatial scale) that is not yet directly amenable
to spectroscopic experiments.
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