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Abstract—The naturalistic driving data are employed to study 
the accelerating behavior of the driver. Firstly, the question that 
whether the database is big enough to achieve a convergent 
accelerating behavior of the driver is studied. The kernel density 
estimation is applied to estimate the distributions of the 
accelerations. The Kullback-Liebler divergence is employed to 
evaluate the distinction between datasets composed of different 
quantity of data. The results show that a convergent accelerating 
behavior of the driver can be obtained by using the database in 
this study. Secondly, the bivariate accelerating behavior is 
proposed. It is shown that the bivariate distribution between 
longitudinal acceleration and lateral acceleration follows the dual 
triangle distribution pattern. Two bivariate distribution models 
are proposed to explain this phenomenon, i.e. the bivariate Normal 
distribution model (BNDM) and the bivariate Pareto distribution 
model (BPDM). The univariate acceleration behavior is presented 
to examine which model is better. It is identified that the marginal 
distribution and conditional distribution of the accelerations 
approximately follow the univariate Pareto distribution. Hence, 
the BPDM is a more appropriate one to describe the bivariate 
accelerating behavior of the driver. This reveals that the bivariate 
distribution pattern will never reach a circle-shaped region.  
 
Index Terms—Naturalistic driving studies, driver behavior, 
acceleration distribution, Pareto distribution 
 
I. INTRODUCTION 
ITH the development of the intelligent vehicle, it is 
becoming more and more important to make the 
automation driving system capable of human-like driving. 
Intelligent vehicle not only should guarantee the driving safety, 
but also should have the ability to understand the driver, 
environment and surrounding traffic[1]. Several recent 
autonomous driving accidents have indicated the importance of 
keeping the driver in the vehicle control loop before the 
automation driving system is fully mature[2, 3]. When driver 
and automation driving system cooperatively driving the 
vehicle, the intelligent vehicle have to consider the acceptance 
of the human driver. Firstly, the control strategy of the 
intelligent vehicle should keep the driver feeling comfortable. 
If the driver and the automation driving system have too many 
divergences in the driving process, the trust of the driver to the 
intelligent vehicle will be reduced[4]. Secondly, the control 
strategy of the intelligent vehicle should take the interaction 
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with the surrounding traffic into consideration. The brake 
response time of the driver is about 1.1s[5], whereas the control 
frequency of the intelligent vehicle is usually more than 10Hz. 
In the car follow scenario, a rear-end collision risk will occur if 
the leading intelligent vehicle brakes too fast. Therefore, the 
intelligent vehicle should have the ability of human-like driving. 
Accelerations can be applied to explore how the driver 
behave. Human drivers control the vehicle mainly through three 
maneuvers: steering the steer wheel, step on the accelerator 
pedal, and step on the brake pedal. These behaviors are directly 
correlate to the accelerations of the vehicle. The longitudinal 
acceleration is directly related to the maneuvers of stepping on 
accelerator or brake pedal; the lateral acceleration is directly 
related to the steering maneuver of the driver. Hence, study 
about the accelerations can help to increase the driving ability 
of the intelligent vehicle. 
The friction circle[6] is the physical limit of the accelerations. 
And the friction circle[7, 8] or the oval subset of the friction 
circle[9, 10] is considered as the acceleration boundary of the 
driver in some early studies. Nevertheless, recent studies have 
shown that the accelerating behavior of the driver obeys unique 
laws rather than the friction limits[11, 12]. The accelerations 
may never reach the physical limit in daily driving. Moreover, 
longitudinal and lateral operations of the driver are mutually 
influential. And the accelerating behavior of the driver is 
influenced by the velocity. It is shown that the maximum lateral 
acceleration in curve decrease with the increase of speed[13, 
14]. 
The driving behavior of the driver at a certain moment will 
be affected by the surrounding traffic environment, the mental 
state of the driver, and so on. However, if the driving behavior 
is placed within a long-time scale, the driving behavior of the 
driver will have some regular characteristics. Naturalistic 
driving studies (NDS) record the whole driving process in real 
traffic environment without disturbing the driver by using 
diverse on-board sensors. The driving data collected in NDS 
can be applied in the studies of driver behavior[15, 16], 
collision and danger prevention[17, 18]. The NDS is employed 
to study the statistical characteristics of driver accelerating 
behavior, and a probability model of the driver is proposed. The 
contributions of this article can be summarized as: (1) it is 
shown that the acceleration distribution of the driver 
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approximates the Pareto distribution; (2) a probability driver 
model is proposed, i.e. the bivariate Pareto distribution model 
(BPDM); (3) it is found that the braking and accelerating 
maneuvers become more intense as the lateral acceleration 
increases, and vice versa; (4) it is identified that the braking, 
acceleration, and steering maneuvers all become more intense 
and then less intense as the velocity increases. 
II. NATURALISTIC DRIVING DATA 
In order to study the driving behavior of the driver in real 
traffic environment, the naturalistic driving data (NDD) which 
are collected in China-FOT (China Field Operational Test) are 
used in this study. China-FOT starts at July, 2014 and ends at 
October, 2015. 32 drivers participate in the test. There are 25 
males and 7 females among the drivers. The average age of the 
driver is 32 years (SD (standard deviation): 2.84, range from 28 
to 39). The drivers all have their own vehicle before the test. 
The kilometrage of the driver averages 108,375km (SD: 63,598, 
range from 15,000 to 240,000). The test vehicles are all Volvo 
S60. Diverse sensors are installed on the test vehicle, including 
four cameras, acceleration sensors, radars, etc. The test vehicles 
are given to the drivers for about 3 months. There is no limit on 
when and where the test vehicles are used. All the drivers live 
in Shanghai. Therefore, most of the data are collected on the 
urban road, rural road, urban elevated road, and freeway in 
Shanghai. The data sampling frequency in China-FOT is 10Hz, 
i.e. 10 set of observation data can be recorded per second. All 
the available driving data in China-FOT are applied to 
constitute the database in this study, which is denoted as Ω. The 
quantity of observation data in Ω is 123,558,489. The travel 
distance is 121,951km, and the travel time is 3,432h. 
III. HOW MUCH DATA ARE ENOUGH? 
A primary issue before the NDD are used to study the 
accelerating behavior of the driver is how to determine that the 
database is big enough. Only by ensuring that the NDD is 
sufficient to obtain a convergent accelerating behavior of the 
driver can a convincing conclusion be achieved. Moreover, the 
collection of the NDD is extremely time consuming and costly. 
The quantity of the NDD should also not be too much. Research 
about ‘How much NDD can obtain a credible driving behavior 
of the driver?’ are very limited. In [19], a statistical approach to 
determine the appropriate amount of NDD required to study the 
car following behavior is presented. In [20], this approach is 
applied to study the accelerating behavior of the driver. Similar 
approaches are employed to estimate the appropriate quantity 
of the NDD in this study. 
A. Kernel Density Estimation 
The Gaussian mixture model (GMM)[21] and the kernel 
density estimation (KDE)[22] are two commonly used methods 
that use a limited set of observations data to estimate the density. 
In this study, the distributions of the accelerations are estimated 
by using the KDE. A series of d-dimensional observation 
vectors can be denoted as {xi}
n 
i=1, and the KDE can be defined 
as, 
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Where K(x) is the kernel function. The Gaussian kernel 
function is chosen, i.e. 
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Where H is the matrix of the bandwidth. |H| is the 
determinant of the matrix. d is the dimension of x. The choice 
of the bandwidth matrix has a great influence on the precision 
of the KDE. The rule of thumb bandwidth selector of 
Silverman[23] works well for a dataset which follows the 
Normal distribution. However, this method cannot be used 
when the dataset does not follow the Normal distribution. Some 
data based automatic bandwidth selecting methods, including 
plug-in selectors[24, 25] and cross validation selectors[26-28], 
can be applied to estimate the bandwidth of the dataset which 
does not follow the Normal distribution. In this paper, the 
method introduced in [24] is chosen to estimate the bandwidth. 
B. Kullback-Leibler Divergence 
The similarity between the probability distributions of two 
datasets can be measured by using the Kullback-Leibler (KL) 
divergence[29]. Assuming that there are n observation data in 
one dataset and n+m observation data in another dataset, the KL 
divergence is defined as 
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The DKL indicates that how much is the distribution of one 
dataset going to change after a new set of data are added to it. 
The DKL will be smaller when the distinction between the two 
dataset is smaller. When the distribution tends to converge, the 
DKL will always be sufficiently small in the process of 
continuously adding new data to the former dataset. If there is 
a Γ satisfies (4), Γ is defined as the quantity of data that can 
obtain a convergent distribution. 
 
KL
ˆ ˆ, [ ( ) || ( )]+   f x f xn m nΓ n N D ε  (4) 
Where N is the maximum amount of data contained in Ω. ε is 
the threshold. 
C. Examination Process and Results 
Based on KDE and DKL, the examination process of whether 
the database is big enough to achieve a convergent accelerating 
behavior is shown as below. 
Convergence Examination Algorithm: 
 
Fig. 1. (a) Data acquisition equipment; (b) Camera installation location; 
(c)Test vehicle; (d) Video information. 
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1) 1×105 set of observation data are randomly chosen to 
compose an initial dataset. 
2) 1×105 set of new observation data are added to the former 
dataset. The quantity of data included in the former dataset is 
k×105, and the quantity of data included in the latter dataset is 
(k+1)×105. 
3) The KDE of the former dataset ˆ ( )f x
k
 and the KDE of the 
latter dataset 
1
ˆ ( )
+
f x
k
 are calculated. And the DKL of these two 
datasets can be achieved. 
4) If (4) is not satisfied, set k=k+1 and go to step 2); if (4) is 
satisfied and N-k>100×105, success and stop, and set Γ=k; if 
(4) is satisfied and N-k<100×105, fail and stop. 
The value of ε has a direct impact on the results. In order to 
determine that the acceleration distribution is truly converged, 
a conservative value of ε is selected, i.e. ε=10-4. This choice is 
consistent with the ones in [19]. Furthermore, the condition in 
(4) declare that the DKL of two adjacent datasets should never 
be bigger than the threshold in the following process. If this 
process is too short, it will be difficult to judge whether the 
distribution is really converging or the quantity of data in the 
database is insufficient. The condition that the DKL remains 
smaller than the threshold in more than 100 steps is used to 
ensure that the database is sufficient, i.e. N-k>100×105. This 
condition means that the distribution has no significant change 
after 1×107 new observation data are added, which is about 8% 
of the data in the database Ω. 
Firstly, the convergence examination algorithm is utilized to 
determine the appropriate quantity of data required to obtain a 
convergent bivariate joint distribution of longitudinal 
acceleration and lateral acceleration. The observation vector is 
x=[ax, ay]T in this case. The DKL of the bivariate acceleration 
distribution is shown in Fig. 2(a). The DKL is large at first, and 
it decreases as new data are added. The quantity of data needed 
to acquire a convergent bivariate acceleration distribution is 
0.74×107. 
Secondly, the convergence examination algorithm is applied 
to determine the appropriate quantity of data required to obtain 
a convergent univariate distribution of longitudinal acceleration 
or lateral acceleration. The observation vector is scalar in this 
circumstance. The DKL of the accelerations are presented in Fig. 
2(c) and Fig. 2(d). The quantity of data needed to acquire a 
convergent univariate distribution of longitudinal acceleration 
is 0.23×107; that of lateral acceleration is 0.45×107. The 
maximum one is chosen as the quantity of data required to 
obtain a convergent univariate acceleration distribution, i.e. 
0.45×107. 
These results show that the database Ω can achieve a 
convergent bivariate and univariate acceleration distribution. 
Therefore, this database is suitable to study the accelerating 
behavior of the driver. 
In the last, the convergence examination algorithm is used to 
determine the appropriate quantity of data required to obtain a 
convergent univariate distribution of velocity. Drivers always 
adjust their driving behavior according to the current velocity. 
And they will regulate the driving speed according to the 
current driving scenarios. Therefore, whether the distribution of 
velocity is convergent also concern us. The DKL of the 
univariate distribution of velocity is shown in Fig. 2(b). The 
quantity of data required to obtain a convergent univariate 
distribution of velocity is 8.97×107. Hence, the database Ω also 
can acquire a convergent velocity distribution. The quantity of 
data needed to obtain a convergent velocity distribution is much 
larger than that of the acceleration. It will be demonstrated in 
the following parts that the reason is that the velocity follows 
an entirely different univariate probability distribution. 
IV. DISTRIBUTION OF THE ACCELERATIONS 
In this section, the database Ω is applied to analyze the 
bivariate joint acceleration distribution. In order to explore the 
reasons why the accelerating behavior of the driver follow such 
a distribution pattern, two bivariate distribution model are 
proposed and the univariate distribution of acceleration is 
 
Fig. 3. The bivariate joint distribution pattern of longitudinal acceleration and 
lateral acceleration. 
TABLE I 
DENSITY CONTOUR AND DATA PERCENTILE 
Density contour 
Percentage of data in the 
inner area of the contour 
Approximate data 
percentile 
0.0001st 99.997% 99.999th 
0.01st 99.854% 99.9th 
0.1st 98.960% 99th 
1st 94.639% 95th 
10th 76.450% 75th 
95th 26.949% 25th 
 
 
Fig. 2. Kullback-Leibler divergence of the bivariate acceleration distribution, 
univariate distributions of velocity, longitudinal acceleration, and lateral 
acceleration. 
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studied. 
A. Bivariate Joint Distribution of the Accelerations 
The bivariate distribution pattern of longitudinal acceleration 
and lateral acceleration are shown in Fig. 3. The relative density 
contours are also shown in this diagram. The 0.0001st density 
contour is chosen as the distribution boundary, which denotes 
that only 10 PPM (parts per million) of the driving data (Table 
1) remain in the outer area of this boundary. 
The bivariate distribution of the accelerations follows the 
dual triangle distribution[12, 20], i.e. four closed lines can be 
used to fit the boundary of the distribution. The left lateral 
acceleration and the right lateral acceleration is approximately 
symmetric, whereas the brake deceleration and the forward 
acceleration is asymmetric. In the following parts, the brake 
deceleration and the forward acceleration are separated, 
whereas the left and right lateral accelerations are not 
distinguished. 
B. Two Bivariate Distribution Model Hypotheses 
Two bivariate distribution models are proposed to explain the 
bivariate acceleration distribution, i.e. the bivariate Normal 
distribution model (BNDM) and the bivariate Pareto 
distribution model (BPDM). The BNDM and BPDM are two 
representative accelerating behavior probability models. The 
BNDM is according to our first intuition, whereas the BPDM 
corresponds with the NDD. 
Firstly, we hypothesize that the bivariate acceleration 
distribution follows a bivariate Normal distribution, which can 
be denoted as N(μx, μy, σN,x2, σN,y2, ρ). To simplify the problem, 
we assume that μx=0, μy=0, and ρ=0. These are very reasonable 
assumptions because the center point of longitudinal 
acceleration or lateral acceleration is always at 0 and will not 
move. Therefore, the probability density function (PDF) of the 
BNDM is, 
 
2 2
N 2 2
N, N, N, N,
1
( , ) exp( )
2
= − −

f
x y x y
x y
x y
σ σ σ σ
 (5) 
Where variable x represents the forward acceleration or the 
absolute value of the brake deceleration. Variable y represents 
the lateral acceleration. 
At some PDF plane where fN(x,y)=C, the contour equation of 
the BNDM is, 
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Where, N, N,= ln(2 )−  x yη σ σ C . C is a constant. 
The contours of the BNDM are ellipse (Fig. 4(d)). The 
marginal distribution and conditional distribution of the BNDM 
follow the same univariate Normal distribution (Fig 4(b) and 
Fig 4(c)). 
Secondly, we explore the BPDM. We hypothesize that the 
longitudinal acceleration always follows a Pareto distribution 
whose distribution parameters are the same in different lateral 
acceleration intervals, and vice versa. Hence, the conditional 
distributions of the variables are, 
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The two variables are independent of each other. Therefore, 
the marginal distributions of the variables are, 
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And the PDF of the BPDM is, 
 P P, P,( , ) ( ) ( )= f x yx y f x f y  (9) 
At some PDF plane where fP(x,y)=C, the contour equation of 
the BPDM can be described as, 
 
Fig. 4. The bivariate distribution, marginal distribution, conditional 
distribution, and density contour of the bivariate Normal distribution model. 
 
Fig. 5. The bivariate distribution, marginal distribution, conditional 
distribution, and density contour of the bivariate Pareto distribution model. 
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y ω λ x
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 (10) 
Where, P,=x x xλ k σ , P,=y y yλ k σ , 
1/(1 1/ )
P, P,=( )
− + yk
y x yω σ σ C , 
(1 1/ ) / (1 1/ )= − + +x yγ k k . 
The contour equation of the BPDM is a polynomial function. 
By carefully choosing the distribution parameters (Table 3), the 
contours of a BPDM are very similar to the contours of the 
bivariate acceleration distribution obtained by using the 
NDD(Fig. 5(d)). The marginal distribution and conditional 
distribution of the BPDM all follow the same univariate Pareto 
distribution(Fig. 5(b) and Fig. 5(c)). 
C. Univariate Distribution of Acceleration 
Existing methods are difficult to quantitatively study the 
bivariate distribution features directly. Therefore, the marginal 
distribution and conditional distribution of the bivariate 
accelerating behavior is studied. If the marginal distribution and 
conditional distribution of the accelerating behavior are the 
same as a bivariate distribution model, then it can be considered 
that the bivariate distribution model can be used to describe the 
accelerating behavior of the driver. 
The database Ω is employed to study the univariate 
distribution of acceleration. The empirical distribution of 
acceleration is acquired by using the KDE. The Matlab package 
introduced in [30] is employed to fit the empirical distribution 
of the accelerations, which uses 17 different kinds of statistical 
distributions to fit the empirical distribution. The Akaike 
information criterion (AIC) and the Bayesian information 
criterion (BIC)[31, 32] are applied to evaluate the goodness-of-
fit. The AIC is defined as, 
 
AIC 2 2ln( )
ˆ ( | , )
= −
= x θ M
r L
L f
 (11) 
Where r is the number of the statistical parameters. x is the 
observation data. L is maximized value of the likelihood 
function of the statistical distribution M. θ is the statistical 
parameters of the distribution M. 
The BIC is defined as, 
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ˆ ( | , )
= −
= x θ M
n r L
L f
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Where n is the quantity of the observation data. 
The fitting results show that the Pareto distribution is always 
optimal for brake deceleration, forward acceleration, and lateral 
acceleration. Fig. 6 gives the empirical distribution of lateral 
acceleration and the fitting results of Pareto distribution, 
Exponential distribution, and Normal distribution. Normal 
distribution performs poor in fitting the empirical distribution 
of lateral acceleration. Firstly, the PDF of Normal distribution 
is too small at the place where the lateral acceleration 
approaches 0. Secondly, the PDF of Normal distribution 
decrease too fast to 0 as the lateral acceleration increases. The 
AIC and BIC of these three statistical distributions are shown 
in Table 2. The AIC and BIC of Normal distribution are much 
larger than those of the Pareto distribution and the Exponential 
distribution. These results are also correct in brake deceleration 
and forward acceleration. Therefore, the Pareto distribution is 
the most appropriate one to describe the univariate accelerating 
behavior of the driver, whereas Normal distribution cannot be 
applied to describe the distribution of acceleration. This reveals 
that the marginal distributions of the accelerations 
approximately follow the Pareto distribution. 
Pareto distribution is also known as the heavy tail distribution. 
Heavy tail distribution refers to the distribution whose PDF 
decreases slower than the Exponential distribution[33]. The 
accelerations of the driver following the Pareto distribution 
indicates that the probability of large acceleration is much 
bigger than that of the Normal distribution. 
The fitting results also show that the univariate distribution 
TABLE II 
FITTING RESULTS OF DIFFERENT STATISTICAL DISTRIBUTIONS 
Statistical 
Distribution 
PDF AIC BIC 
Normal 
Distribution 
2
2
( )
2
1
( ) e
2
−
−
=

x μ
σf x
σ
 5.54×107 5.54×107 
Pareto 
Distribution 
1 1/1( ) (1 )− −= + k
x
f x k
σ σ
 -1.71×108 -1.71×108 
Exponential 
Distribution 
1
( ) e
−
=
x
μf x
μ
 -1.55×108 -1.55×108 
TABLE III 
PARETO DISTRIBUTION FITTING PARAMETERS 
Section Fitting Parameters 
Pareto distribution 
parameters in fig 5* 
Left lateral acceleration k=0.2978, σ=0.1370 
ky=0.3, σP,y=0.136 
Right lateral acceleration k=0.3177, σ=0.1356 
Forward acceleration k=-0.0429, σ=0.5063 kx=-0.043, σP,x=0.47 
Brake deceleration k=0.0894, σ=0.4544 kx=0.09, σP,x=0.47 
*the Percentages of data in the four quadrants are assumed to be uniform. 
 
Fig. 6. Empirical distribution of the lateral acceleration and the fitting results 
of different statistical distributions. 
 
Fig. 7. The univariate distribution of lateral acceleration in different 
longitudinal acceleration intervals. 
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of lateral acceleration in different longitudinal acceleration 
intervals always approximates the Pareto distribution, and vice 
versa. Fig. 7 gives the examples that the univariate distributions 
of the lateral acceleration approximately follow the similar 
Pareto distribution in different longitudinal acceleration 
intervals. And only the details of these distributions have some 
differences. This reveals that the conditional distributions of the 
accelerations follow the Pareto distribution. 
The marginal distributions of the accelerations approximate 
the Pareto distribution (Fig. 6). And the conditional 
distributions of the accelerations always approximately follow 
the similar Pareto distribution in different intervals (Fig. 7). 
Moreover, Fig. 5(d) shows that the density contours of the 
BPDM are very similar to the contours which are obtained by 
using the NDD. Hence, the BPDM is the more appropriate 
model to describe the bivariate accelerating behavior of the 
driver. This reveals that the accelerations of the driver will 
never reach a circle-shaped distribution pattern. The dual 
triangle distribution pattern also identifies the trade-off between 
longitudinal control and lateral control of the driver. The brake 
maneuver of the non-professional driver is always earlier than 
steering, whereas the expert driver can brake while steering 
after long-term training[34]. 
D. Interaction Between the Accelerations 
Nevertheless, Fig. 3 and Fig. 5(d) still have some apparent 
differences though the distribution parameters used in the 
BPDM are the ones which are obtained in the univariate 
acceleration distribution fitting(Table 3). This is due to the 
assumption that the longitudinal acceleration and lateral 
acceleration are independent of each other in the BPDM. Fig. 7 
shows that the univariate distributions of lateral acceleration 
always have some distinctions in different longitudinal 
acceleration intervals. This reveals that the longitudinal 
acceleration and the lateral acceleration are not mutual 
independence. And these distinctions will have great influences 
on the contours of the bivariate Pareto distribution. Hence, the 
percentile of the accelerations in different intervals are analyzed 
to identify the interaction between the longitudinal acceleration 
and lateral acceleration. 
Generally, there are more than 50% of the data distribute at 
the neighborhood of 0. For example, there are 61% of the 
observation data distribute in the 0 to 0.2m/s2 lateral 
acceleration intervals. Meanwhile, the heavy tail distribution 
indicates that the data in large lateral acceleration region cannot 
be ignored. Therefore, the 90th to 99.99th percentile of the 
acceleration are presented to analyze the trend of the 
distribution. The percentile of lateral acceleration in different 
longitudinal acceleration intervals is shown in Fig. 8. The 
percentile of brake deceleration and forward acceleration in 
different lateral acceleration intervals are shown in Fig. 9 and 
Fig. 10. The percentiles always move up as the other 
acceleration increase, i.e. the Pareto distribution becomes 
dispersed. This reveals that steering maneuver of the driver 
tends to become more intense when the brake deceleration or 
forward acceleration gets larger; and the braking or accelerating 
maneuver also tends to become more intense when the lateral 
acceleration gets larger. One interpretation of this phenomenon 
is that when the drivers step on the brake or accelerator pedal 
strongly, they are more likely to steer the steering wheel 
intensely because of their own will or the compelling of the 
circumstances, for example decelerating and steering at the 
cross, entering or exiting the parking space, collision avoidance, 
etc. Therefore, the contour of the NDD is less concave because 
of the univariate Pareto distribution of one acceleration 
becomes dispersed when the other acceleration is larger. 
Moreover, the effect of promoting each other to move up is 
more obvious between forward acceleration and lateral 
acceleration than that between brake deceleration and lateral 
acceleration. This is also reflected in Fig. 3. The contours in the 
forward acceleration section have the convex tendency, 
whereas the contours in the brake deceleration section have the 
concave tendency. 
 
Fig. 8. Percentile of lateral acceleration in different longitudinal acceleration 
intervals. 
 
Fig. 9. Percentile of brake deceleration in different lateral acceleration 
intervals. 
 
Fig. 10. Percentile of forward acceleration in different lateral acceleration 
intervals. 
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Hence, the reasons for the dual triangle distribution pattern 
of the bivariate acceleration distribution are: (1) the bivariate 
Pareto distribution; (2) the interaction between the longitudinal 
acceleration and lateral acceleration. 
V. INFLUENCE OF THE VELOCITY 
The velocity is a very important vehicle state parameter. 
Drivers will choose a proper velocity based on the current 
driving scenarios, and they will adjust their driving behavior 
according to the velocity. Therefore, the database Ω is used to 
study the accelerating behavior of the driver in different 
velocity intervals. 
The empirical distribution of the velocity is shown in Fig. 11. 
The PDF is very large at the place where the velocity 
approaches 0; the PDF is approximately horizontal when the 
velocity ranges from 0 to 15m/s; the PDF linearly decreases to 
0 when the velocity is larger than 15m/s.  
The univariate distributions of the accelerations in different 
velocity intervals are analyzed. It is found that the brake 
deceleration, the forward acceleration, and the lateral 
acceleration always follow the Pareto distribution in each 
velocity interval. Similarly, the 90th to the 99.99th percentile of 
the acceleration are studied. The percentile and the density 
contour of the brake deceleration, forward acceleration, and 
lateral acceleration are shown in Fig. 12 to Fig. 14. The relative 
density contours of the bivariate distribution between 
accelerations and velocity in these diagrams are the ones which 
are presented in [12] by using the same method in Fig. 3. The 
percentiles are highly consistent with the density contour in Fig. 
12 to Fig. 14. The change of the percentile mainly due to the 
different parameters of the Pareto distribution in different 
velocity intervals. 
 The acceleration behavior of the driver is intense at medium 
speed (5m/s-10m/s), whereas the accelerating behavior of the 
driver is relatively gentle at high speed or low speed. At low 
speed, the percentiles of the accelerations move up with the 
increase of velocity; at high speed, the percentiles of the 
accelerations move down with the increase of velocity. This 
acceleration behavior can be explained by the driving scenario 
and the preview characteristics of the driver. The driver will 
choose a lower speed in the complex traffic scenario, and a 
higher speed in the simple traffic scenario. There will be more 
requirements for emergency braking and rapid acceleration in 
the complex traffic environment; whereas less emergency 
braking and rapid acceleration are needed in the simple traffic 
environment. Fig. 12 to Fig. 14 also illustrate the preview 
characteristics of the driver. Drivers prefer decelerating 
gradually to a suitable speed in advance when they preview the 
complex driving scenarios rather than decelerating intensely 
just at the time when they encounter dangers. 
VI. CONCLUSION 
In this paper, we reveal that the dual triangle distribution 
pattern of the driver’s bivariate accelerating behavior mainly 
because of two reasons: (1) the bivariate Pareto distribution; (2) 
the interaction between longitudinal acceleration and lateral 
acceleration. Therefore, the bivariate accelerating behavior of 
the driver will never reach a circle-shape region. The bivariate 
Pareto distribution model (BPDM) is an appropriate model to 
 
Fig. 11. Empirical distribution of the velocity. 
 
Fig. 12. Percentile and the density contour of the brake deceleration. 
 
Fig. 13. Percentile and the density contour of the forward acceleration. 
 
Fig. 14. Percentile and the density contour of the lateral acceleration. 
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describe the bivariate accelerating behavior, which is a 
probability model of the driver. The percentile analyses show 
that the braking/accelerating maneuver or the steering 
maneuver of the driver becomes more intense when the other 
acceleration is larger. This explains the difference between the 
BPDM and the results of NDD. Furthermore, the accelerating 
behavior of the driver will also be influenced by the velocity. 
The acceleration behavior of the driver is intense at medium 
speed (5m/s-10m/s), whereas the acceleration behavior of the 
driver is relatively gentle at high speed or low speed.  
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