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Abstract
Markov’s inequality for the derivative of algebraic polynomials is con-
sidered on C2 smooth Jordan arcs. The asymptotically best estimate is
given for the k-th derivative for all k = 1, 2, . . .. The best constant is
related to the behavior around the endpoints of the arc of the normal
derivative of the Green’s function of the complementary domain. The
result is deduced from the asymptotically sharp Bernstein inequality for
the k-th derivative at inner points of a Jordan arc, which is derived from
a recent result of S. I. Kalmykov and B. Nagy on the Bernstein inequality
on analytic arcs. In the course of the proof we shall also need to reduce
the analyticity condition in this last result to C2 smoothness.
1 Introduction and results
The Bernstein inequality
|P ′n(x)| ≤
n√
1− x2 ‖Pn‖[−1,1], x ∈ (−1, 1), (1.1)
and the Markov inequality
‖P ′n‖[−1,1] ≤ n2‖Pn‖[−1,1] (1.2)
are arguably the most important polynomial inequalities that have lots of ap-
plications (see e.g. [2], [4, Corollary 4.1.2] and [8], [4, Theorem 4.1.4] for these
inequalities and [4] for some classical applications). In (1.1) and (1.2) the norm
‖ · ‖K is the supremum norm on K, and Pn denotes an arbitrary (complex) al-
gebraic polynomial of degree at most n. The Bernstein inequality (1.1) gives a
better estimate for |P ′n(x)| if x is not too close to the endpoints ±1, but close to
the endpoints (1.2) is better. Both inequalities are sharp, and they have many
variants and generalizations.
Markov-type inequalities for general continua (connected compact sets) have
been given, among others, by C. Pommerenke [14] and A. Eremenko [5]. In the
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recent work [7] S. Kalmykov and B. Nagy found the precise asymptotic analogue
of the Bernstein inequality on analytic Jordan arcs. The aim of this paper is to
remove the analyticity requirement (replace it by C2 smoothness), and to prove
also the analogue of the Markov inequality on such arcs.
Let Γ be a Jordan arc (homeomorphic image of a segment), and let us
denote by g
C\Γ(z,∞) the Green’s functions of the complement C \ Γ of Γ with
pole at infinity (see e.g. the books [1], [15] or [18] for the concepts we use
from potential theory). For simplicity we shall often write g
C\Γ(z) instead
of g
C\Γ(z,∞). We say that Γ is C2 smooth if it has a twice continuously
differentiable parametrization γ(t), t ∈ [−1, 1], such that γ′(t) 6= 0. In a similar
manner, we say that Γ is analytic if it has a parametrization γ(t), t ∈ [−1, 1],
such that γ(t) can be expanded into a power series around each point t0 ∈ [−1, 1],
and γ′(t) 6= 0 for any t ∈ [−1, 1].
If n± denote the unit normal vectors to Γ on the two sides of Γ, then the
Kalmykov-Nagy theorem [7] is the following: if Γ is analytic, then
|P ′n(z0)| ≤ (1 + o(1))n‖Pn‖Γmax
(
∂g
C\Γ(z0)
∂n+
,
∂g
C\Γ(z0)
∂n−
)
(1.3)
for any z0 ∈ Γ different from the endpoints of Γ. Here o(1) tends to 0 uniformly
in Pn as n, the degree of Pn, tends to infinity. It also follows from [7] that the
inequality holds uniformly in z0 ∈ Γ provided z0 stays away from the endpoints
of Γ. (1.3) solved a problem raised in [11].
The estimate (1.3) is best possible: for every z0 ∈ Γ that is different from
the endpoints there are nonzero polynomials for which1
|P ′n(z0)| ≥ (1 + o(1))n‖Pn‖Γmax
(
∂g
C\Γ(z0)
∂n+
,
∂g
C\Γ(z0)
∂n−
)
,
see [7], [11].
Our first result is that (1.3) is true on C2 Jordan arcs.
Theorem 1 Let Γ be a C2-smooth Jordan arc on the plane and let z0 ∈ Γ be a
point that is different from the endpoints of Γ. Then (1.3) is true.
Furthermore, if J is a closed subarc of Γ that does not contain either of the
endpoints of Γ, then (1.3) holds uniformly z0 ∈ J .
It follows from the proof that if one wants to prove the theorem at a single
point z0, then all one needs for Γ is C
2 smoothness in a neighborhood of z0.
Theorem 1 will be deduced from its version given in [7] for analytic arcs.
To state the corresponding Markov inequality let A,B be the endpoints of
Γ. Define
Ω±(A) = lim
z→A, z∈Γ
√
|z −A|
∂g
C\Γ(z,∞)
∂n±(z)
, (1.4)
1We use the standard convention that o(1) is a quantity, not necessarily positive, that
tends to 0. In particular, An ≥ (1 + o(1)Bn may not imply that An ≥ Bn for large n.
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It will turn out that these limits exist and Ω+(A) = Ω−(A), so let Ω(A) = ΩΓ(A)
be the common value. Define Ω(B) similarly.
For the interval [−1, 1] the two endpoints ±1 play symmetric role. This
is no longer true for Jordan arcs, so one should speak about separate Markov
inequalities about A and B. Let U be any fixed closed neighborhood of A that
does not contain B. Then the Markov inequality about the point A takes the
form
‖P ′n‖U∩Γ ≤ (1 + o(1))n22Ω(A)2‖Pn‖Γ,
and this is sharp (see Theorems 2 and 3 below). In particular, the global Markov
inequality for the whole arc is
‖P ′n‖Γ ≤ (1 + o(1))n22max (Ω(A),Ω(B))2 ‖Pn‖Γ,
and this is sharp again regarding the constant on the right. However, if we
iterate this to obtain an estimate for higher derivatives, then we get that for
every fixed k = 1, 2, . . . we have
‖P (k)n ‖Γ ≤ (1 + o(1))n2k2kmax (Ω(A),Ω(B))2k ‖Pn‖Γ,
which is not sharp. So to obtain sharp bounds we shall have to deal with the
k-th derivative from the outset. This is given in the next theorem.
As a guide, consider the situation on [−1, 1]. If we iterate Markov’s inequality
(1.2), then we get for the k-th derivative of a polynomial
‖P (k)n ‖[−1,1] ≤ n2(n− 1)2 · · · (n− k + 1)2‖Pn‖[−1,1],
but the exact result is the general Markov inequality (see [9] or [10, Theorem
1.2.2, Sec. 6.1.2]),
‖P (k)n ‖[−1,1] ≤
n2(n2 − 12)(n2 − 22) · · · (n2 − (k − 1)2)
(2k − 1)!! ‖Pn‖[−1,1], (1.5)
(recall that (2k − 1)!! = (2k − 1)(2k − 3) · · · 3 · 1), which was proven by V. A.
Markov, the younger brother of A. A. Markov who found (1.2).
The exact form of (1.5) on general arcs is out of reach (namely to get the
precise constant for every n), however if we write (1.5) in the asymptotic form
‖P (k)n ‖[−1,1] ≤ (1 + o(1))
n2k
(2k − 1)!!‖Pn‖[−1,1], (1.6)
then we can recapture this asymptotic form for general arcs.
Theorem 2 Let Γ be a C2 Jordan arc with endpoints A,B, and let k be a
positive integer. Let further U be a closed neighborhood of A that does not
contain B. Then, for polynomials Pn of degree at most n = 1, 2, . . ., we have
‖P (k)n ‖U∩Γ ≤ (1 + o(1))n2k
2kΩ(A)2k
(2k − 1)!!‖Pn‖Γ,
where o(1)→ 0 as n→∞ and this o(1) is independent of Pn.
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If Γ = [−1, 1], then Ω(−1) = Ω(1) = 1/√2, so in this special case we obtain
(1.6).
The next theorem shows that the constant 2kΩ(A)2k/(2k−1)!! is asymptot-
ically the best possible in Theorem 2.
Theorem 3 For every Γ there are polynomials Pn 6≡ 0, of degree n = 1, 2, . . .
such that
|P (k)n (A)| ≥ (1 + o(1))n2k
2kΩ(A)2k
(2k − 1)!!‖Pn‖Γ.
From here the asymptotically sharp global Markov inequality
‖P (k)n ‖Γ ≤ (1 + o(1))n2k
2kmax(Ω(A),Ω(B))2k
(2k − 1)!! ‖Pn‖Γ, (1.7)
is an immediate consequence. As an example consider the circular arc Γ =
{eit − α ≤ t ≤ α} for some α ∈ (0, pi). Since the two normal derivatives of the
Green’s function g
C\Γ at the point e
iθ ∈ Γ are (see [11, Proposition 3])
∂g
C\Γ(e
iθ)
∂n±
=
1
2
(
±1 +
√
2 cos(θ/2)√
cos θ − cosα
)
with appropriate choice of n±, we obtain that for both endpoints
Ω(A) = Ω(B) =
1
2
√
cot
α
2
and hence
‖P (k)n ‖Γ ≤ (1 + o(1))n2k
(cot(α/2))k
2k(2k − 1)!!‖Pn‖Γ. (1.8)
The k = 1 case of this inequality is essentially due to V. S. Videnskii [19]
(see also [3, p. 243]) who proved Markov-type inequalities for trigonometric
polynomials on intervals shorter than 2pi. (1.8) is the best possible, since for
some polynomials we have
‖P (k)n ‖Γ ≥ (1 + o(1))n2k
(cot(α/2))k
2k(2k − 1)!!‖Pn‖Γ.
In proving Theorem 2 we shall need the higher derivative version of Theorem
1:
Theorem 4 Let Γ be a C2-smooth Jordan arc on the plane and let J be a subarc
of Γ that has no common endpoint with Γ. Then, for any fixed k ≥ 1 and for
all polynomials Pn of degree at most n = 1, 2, . . ., we have
|P (k)n (z0)| ≤ (1 + o(1))nk‖Pn‖Γmax
(
∂g
C\Γ(z0)
∂n+
,
∂g
C\Γ(z0)
∂n−
)k
(1.9)
uniformly in z0 ∈ J as n→∞.
This is again sharp for every k and every z0 different from the endpoints of Γ
(see the proof of Theorem 3).
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2 Proof of Theorem 1
In the proof we shall frequently identify a Jordan arc or curve with its parametric
representation.
By assumption, Γ has a twice differentiable parametrization γ(t), t ∈ [−1, 1],
such that γ′(t) 6= 0 and γ′′ is continuous. We may assume that z0 = 0 and that
the real line is tangent to Γ at 0. By reparametrization we may then assume
that γ(0) = 0, γ′(0) > 0. There is an M0 such that for all t ∈ [−1, 1] we have
1
M0
≤ |γ′(t)| ≤M0, |γ′′(t)| ≤M0. (2.1)
Set γ0 = γ = Γ, and for some 0 < τ0 < 1 and for all 0 < τ ≤ τ0 we are going
to construct a family of analytic Jordan arcs γτ with similar properties as γ.
Indeed, for τ > 0 choose a polynomial gτ such that
|γ′′ − gτ | ≤ τ, (2.2)
and set
γτ (t) =
∫ t
0
(∫ u
0
gτ (ξ)dξ + γ
′
0(0)
)
du, t ∈ [−1, 1]. (2.3)
It is clear that for these γ′τ (0) = γ
′
0(0) = γ
′(0) and
|γτ (t)− γ0(t)| ≤ τ |t|2, |γ′τ (t)− γ′0(t)| ≤ τ |t|, t ∈ [−1, 1]. (2.4)
In view of (2.1) and γ′(0) > 0 we see that2
ℜγ′0(t) ≥ 1/2M0, |t| ≤ 1/2M20 , (2.5)
and then we obtain from (2.4) that if |t| ≤ 1/4M20 , then ℜγ′τ (t) ≥ 1/4M0.
Therefore, for |t1|, |t2| ≤ 1/4M20 we have
|γτ (t1)− γτ (t2)| ≥ |t1 − t2|/4M0, (2.6)
and similarly follows that, in general, if |t2−t1| ≤ 1/4M20 , then (2.6) is true (just
use the vector γ′(t1) in the preceding argument instead of γ
′(0)). On the other
hand, since γ0 is a Jordan arc, there is anM1 such that for |t2− t1| ≥ 1/4M20 we
have |γ0(t1)− γ0(t2)| ≥ 1/M1 with some M1, hence if τ0 < 1/4M1 and τ ≤ τ0,
then we have |γτ (t1)− γτ (t2)| ≥ 1/2M1.
Thus, for all 0 < τ ≤ τ0 the γτ is an analytic Jordan arc which passes
through the origin, and which has the real line as its tangent at 0.
Next, we use that, by [17, Theorem 7.1], g
C\γτ
(z) are uniformly Ho¨lder 1/2
continuous:
g
C\γτ
(z) ≤M2dist(z, γτ )1/2 (2.7)
with a constant M2 that depends only on the diameter of γτ , and hence in-
dependent of τ . In particular, this implies that {g
C\γτ
(z) 0 ≤ τ ≤ τ0} are
2Here, and in what follows, A/BC means A/(BC)
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uniformly equicontinuous on all C and uniformly bounded on compact subsets
of C. Thus, it follows from (2.4) that
g
C\γ0
(z) ≤M2
√
τ , z ∈ γτ and gC\γτ (z) ≤M2
√
τ , z ∈ γ0. (2.8)
We have a better estimate around the origin, namely it will be proven in
Appendix 1 that the Green’s functions g
C\γτ
, 0 ≤ τ ≤ τ0, are uniformly Ho¨lder
1 continuous in a neighborhood of the origin which contains the arcs {γτ (t),
t ∈ [−1/2, 1/2]}. In view of (2.4) this implies that for t ∈ [−1/2, 1/2]
g
C\γ0
(z) ≤M3τt2, z = γτ (t) and gC\γτ (z) ≤M3τt2, z = γ0(t) (2.9)
with some M3 independent of τ ≤ τ0.
(2.8) and (2.9) can be written as the global estimate
g
C\γ0
(z) ≤M4
√
τ |z|2, z ∈ γτ and gC\γτ (z) ≤M4
√
τ |z|2, z ∈ γ0,
(2.10)
with some constantM4, where it is also used that, by (2.6), we have for z = γτ (t)
the inequality |z| ≥ |t|/M4 with some M4 that is independent of τ and t.
It is also proven in Appendix 1 that no matter how η > 0 is given, there is
a τη < τ0 such that for τ < τη we have
∂g
C\γτ
(0)
∂n±
< (1 + η)
∂g
C\γ0
(0)
∂n±
, (2.11)
where n± denote the two (common) normals to γτ , 0 ≤ τ ≤ τ0, at the origin.
In fact, it is proven in (6.1) that ∂g
C\γτ
(0)/∂n± → ∂gC\γ0(0)/∂n± as τ → 0,
and since the latter normal derivatives are not zero (see Remark 7 in Section
6), the inequality (2.11) follows.
The estimates given for the Green’s functions have the following use. In
view of the Bernstein-Walsh lemma [20, p. 77], (2.10) yields that if Pn is a
polynomial of degree at most n, then for z ∈ γτ we have
|Pn(z)| ≤ ‖Pn‖γ0engC\γ0 (z,∞) ≤ ‖Pn‖γ0 exp
(
nM4
√
τ |z|2
)
. (2.12)
Consider the closure of the set ∪0≤τ≤τ0γτ and its polynomial convex hull
K = Pc

 ⋃
0≤τ≤τ0
γτ

 ,
which is the union of that closure with all the bounded components of its com-
plement. Since all γτ pass through the origin where all of them have the real
line as their tangent, and since all of them have uniformly bounded curvatures
by their uniform C2 property, it follows that there is a disk (say in the upper
half plane) in the complement of K which contains the point 0 on its boundary
(in fact, the circle Ca about ia with radius a suffices for small a > 0). But then
(see [17, Theorem 4.1]) there are constants c0, C0 and for each m polynomials
Qm of degree at most m such that
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(i) Qm(0) = 1,
(ii) |Qm(z)| ≤ 1, z ∈ K,
(iii) |Qm(z)| ≤ C0e−c0m|z|2 , z ∈ K.
(2.13)
After these preparations let Pn be a polynomial of degree at most n, and for
some small ε > 0 consider Pn(z)Qεn(z). We estimate this polynomial on γτ as
follows. Let z ∈ γτ and let 0 < η < 1 be given.
Case I. If |z| ≤
√
2 logC0/c0εn, then (2.12) and (ii) yield
|Pn(z)Qεn(z)| ≤ exp
(
M4
√
τ2 logC0/c0ε
)
‖Pn‖γ0 ,
and the right hand side is smaller than (1+η)‖Pn‖γ0 if τ < (ηc0ε/4M4 logC0)2.
Case II. If |z| >√2 logC0/c0εn, then (2.12) and (iii) yield
|Pn(z)Qεn(z)| ≤ ‖Pn‖γ0C0 exp
(
nM4
√
τ |z|2 − c0εn|z|2
)
. (2.14)
For
√
τ < c0ε/2M4 the exponent is at most
−n(c0/2)ε|z|2 ≤ log(1/C0),
so in this case we have
|Pn(z)Qεn(z)| ≤ ‖Pn‖γ0 . (2.15)
So far we have shown that
‖PnQεn‖γτ ≤ (1 + η)‖Pn‖γ0 (2.16)
if τ is small, say τ < τ∗η . Fix such a τ .
The polynomial PnQεn has degree at most n(1 + ε), so by the Kalmykov-
Nagy estimate (1.3) applied to γτ (note that this is an analytic Jordan arc) we
have for large n
|(PnQεn)′(0)| ≤ (1 + o(1))n(1 + ε)‖PnQεn‖γτ max
(
∂g
C\γτ
(0)
∂n+
,
∂g
C\γτ
(0)
∂n−
)
.
(2.17)
On the right hand side we can use (2.16), as well as the fact that, in view of
(2.11), the last factor is at most
(1 + η)max
(
∂g
C\γ0
(0)
∂n+
,
∂g
C\γ0
(0)
∂n−
)
.
On the left in (2.17) we have (see (i))
(PnQεn)
′(0) = P ′n(0) + Pn(0)Q
′
εn(0),
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and for the second term we get again from the Kalmykov-Nagy theorem that
(note ‖Qεn‖γτ ≤ 1)
|Pn(0)Q′εn(0)| ≤ (1 + o(1))nε‖Pn‖γ0 max
(
∂g
C\γτ
(0)
∂n+
,
∂g
C\γτ
(0)
∂n−
)
,
and we can apply again (2.11) to the right hand side.
All in all, we obtain
|P ′n(0)| ≤ (1 + o(1))n(1 + 2ε)(1 + η)‖Pn‖γ0 max
(
∂g
C\γ0
(0)
∂n+
,
∂g
C\γ0
(0)
∂n−
)
.
(2.18)
Now this is true for all ε, η > 0, so the claim in the theorem follows.
In proving the last statement about uniformity some caution has to be made
because the estimate (1.3) is not known to be uniform for families of analytic
curves.
First of all, by compactness it is enough to prove that for any ε, η > 0 and
for any z0 ∈ J there is a δ > 0 such that for sufficiently large n and for all w ∈ Γ
with |w − z0| < δ we have the following analogue of (2.18):
|P ′n(w)| ≤ n(1 + 3ε)(1 + 2η)‖Pn‖γ0 max
(
∂g
C\γ0
(w)
∂n+
,
∂g
C\γ0
(w)
∂n−
)
. (2.19)
We shall do that for z0 = 0 following the preceding proof, which is clearly
sufficient, for other points can be similarly handled.
For ε, η > 0 select a small τ < min(τη, τ
∗
η )/2 as before, and let δ < τ be a
small positive number. For w ∈ γ0, |w − z0| < δ, say for w = γ0(tw), consider
the transformation
Tw(z) = zγ
′
0(tw)/γ
′
0(0) + w.
This maps the Jordan arc γτ into a Jordan arc γτ which passes through the
point w and has the same tangent as γ0 there. Indeed for |t| < 1/2 we have for
γτ the parametrization
γτ (t) = γτ (t)γ
′
0(tw)/γ
′
0(0) + w,
hence
γτ (0) = w = γ0(tw), γ
′
τ (0) = γ
′
0(tw)
because γ′τ (0) = γ
′
0(0), and we also have
|γ′′τ (t)− γ′′0 (t+ tw)| ≤ 2τ
if δ (and together with it tw) is sufficiently small. (To get this write
|γ′′τ (t)− γ′′0 (t+ tw)| ≤ |γ′′τ (t)− γ′′τ (t)|+ |γ′′τ (t)− γ′′0 (t)|+ |γ′′τ (t)− γ′′0 (t+ tw)|,
8
and use that the second term is ≤ τ by the construction of γτ , the third term
is small by the C2 smoothness of γ0 = γ, and the first term is small in view of
how Tw has been defined.) So we get as in (2.4)
|γτ (t)− γ0(t+ tw)| ≤ 2τ |t|2, |γ′τ (t)− γ′0(t+ tw)| ≤ 2τ |t|, (2.20)
and otherwise the distance in between γτ and γ0 is smaller than 2τ . Now follow
the preceding proof by replacing (2.4) by (2.20), and replacing γτ everywhere
by γτ . (2.8) remains true (just replace τ by 2τ in the estimate). (2.10) becomes
g
C\γ0
(z) ≤M4
√
τ |z−w|2, z ∈ γτ and gC\γτ (z) ≤M4
√
τ |z−w|2, z ∈ γ0,
(2.21)
and (2.11) takes the form (c.f. (6.1))
∂g
C\γτ
(0)
∂n±
< (1 + η)
∂g
C\γ0
(w)
∂n±
, (2.22)
If we use
Qεn(z) = Qεn(T
−1
w (z))
instead of the fast decreasing polynomials Qεn, then we can deduce as in (2.16)
‖PnQεn‖γτ ≤ (1 + 2η)‖Pn‖γ0 (2.23)
with the same proof.
Now the crucial observation is that γτ = Tw(γτ ) is a dilated/rotated/translated
copy of γτ and under these transformations the origin corresponds to the point
w. These similarity transformations clearly preserve the validity of the Kalmykov-
Nagy estimate (1.3) so we can conclude the analogue of (2.17) for γτ from (1.3)
and for |PnQεn)′(w)| as before — basically we need to apply (1.3) to the same
arc γτ at the same point (namely at the origin), but for a different polynomial,
namely for Pn(Tw(z))Qεn(z). Now from that analogue of (2.17) we get (2.19)
for large n exactly as (2.18) was obtained from (2.17).
This completes the proof of Theorem 1.
Remark 5 For later use we remark the following. The proof depended on the
inequality (2.10), which was the consequence of (2.8) and (2.9). (2.8) does not
require any smoothness, and to get (2.10) one needs to prove (2.9) for points
close to the origin. Using the C2 property of Γ we have done that for all
z = γτ (t) with t ∈ [−1/2, 1/2], but the verification of (2.9) for points z = γτ (t)
with t ∈ [−t0, t0], with any fixed 0 < t0 < 1 would just as well suffice. Now
if we know the C2 property of Γ only in a neighborhood of the point z0 = 0,
say we know the C2 smoothness of γ(t) only for [−2t0, 2t0], then define γτ (t)
as in (2.3) for t ∈ [−2t0, 2t0], and for other values just make sure that γτ (t) is
closer to γ(t) = γ0(t) than τ . With this modification the proof in Appendix
1 supplies (2.9) close to the origin via the uniform Ho¨lder 1 property of the
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Green’s functions g
C\γτ
(z) in a neighborhood of the origin, see Remark 8 at the
end of Appendix 1. Thus, the proof goes through in this case, as well, so we
have
Corollary 6 To make the conclusion in Theorem 1 at a point z0 ∈ Γ, the C2
property of Γ is needed only in a neighborhood of z0.
3 Proof of Theorem 4
We prove the theorem by induction on k, the k = 1 case has been done in
Theorem 1.
By repeated use of Pommerenke’s theorem [13] we have
‖R(k)n ‖Γ ≤ Ckn2k‖Rn‖Γ, (3.1)
for polynomials Rn of degree ≤ n, where the constant Ck depends only on k
and Γ.
Let
M(u) = max
(
∂g
C\Γ(u)
∂n+
,
∂g
C\Γ(u)
∂n−
)
.
Suppose that the claim is true for a k and for all subarcs J as in the theorem.
For such a subarc select a subarc J ⊂ J∗ such that J∗ has no common endpoint
either with J or with Γ. For a z0 ∈ J let Q(v) = Qn1/3,z0(v) be the fast
decreasing polynomial for Γ as in (i)–(iii) of (2.13), i.e. a polynomial of degree
at most n1/3 such that Q(z0) = 1, ‖Q‖Γ ≤ 1 and if v ∈ Γ, then
|Q(v)| ≤ C0e−c0n
1/3|v−z0|
2
. (3.2)
Since Γ is C2 smooth, the constants C0, c0 here are independent of z0 ∈ J .
Consider any δ > 0 such that the intersection of Γ with the δ-neighborhood
of J is part of J∗, and set fk,n,z0(v) = P
(k)
n (v)Q(v). On Γ for this we have the
bound
O(n2k) exp(−c0n1/3δ2)‖Pn‖Γ = o(1)‖Pn‖Γ
outside the δ-neighborhood of z0 (see (3.1) and (3.2)), while in the δ-neighborhood
of any z0 ∈ J we have, by the induction hypothesis applied to Pn and to the
arc J∗,
|fk,n,z0(v)| ≤ (1 + o(1))nk‖Pn‖ΓM(v)k
≤ (1 + o(1))nk(1 + ε)k‖Pn‖ΓM(z0)k,
where ε→ 0 as δ → 0. Here we used that, by the continuity of M(z0) (which is
a consequence of the continuity of the normal derivatives in its definition which
is a consequence of the C2 smootness of Γ), if z0 ∈ J and |v − z0| < δ, then
M(v) ≤ (1+ε)M(z0) with some ε that tends to 0 as δ → 0. Therefore, fk,n,z0(v)
is a polynomial in v of degree at most n+ n1/3 for which
‖fk,n,z0‖Γ ≤ (1 + o(1))nk‖Pn‖ΓM(z0)k,
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and upon applying Theorem 1 to the polynomial fk,n,z0 we obtain
|f ′k,n,z0(z0)| ≤ (1 + o(1))nk+1‖Pn‖ΓM(z0)k+1. (3.3)
On the left (recall that Q(z0) = 1)
f ′k,n,z0(z0) = P
(k+1)
n (z0) + P
(k)
n (z0)Q
′(z0),
and the second term on the right is of order O(n2/3)O(nk)‖Pn‖Γ by (3.1) applied
to Q and by the induction assumption. Therefore, from (3.3) we can conclude
(1.9) for k + 1.
From how we derived this, it follows that this estimate is uniform in z0 ∈ J .
4 Proof of Theorem 2
We shall first prove
|P (k)n (A)| ≤ (1 + o(1))n2k
2kΩ(A)2k
(2k − 1)!!‖Pn‖Γ. (4.1)
We may assume that A = 0 and that the positive x axis is the half-tangent
to Γ at 0.
Let
Γ∗ = {z z2 ∈ Γ}.
This is a Jordan arc that is symmetric onto the origin. One can prove (see
Appendix 2 for the proof) that Γ∗ has C2 smoothness.
Let Pn be an arbitrary polynomial of degree at most n, and set R2n(x) =
Pn(x
2). If we apply Theorem 4 to Γ∗ and to the polynomial R2n, then we get
|R(2k)2n (0)| ≤ (1 + o(1))(2n)2kM∗(0)2k‖R2n‖Γ∗ , (4.2)
where M∗(0) is the maximum of the two normal derivatives of g
C\Γ∗ at 0. Now
we need Faa` di Bruno’s formula [6] (see also [16, pp. 35–37])
(S(F (z)))(2k) =
∑
mj
(2k)!∏2k
j=1mj !(j!)
mj
S(m1+···+m2k)(F (z))
2k∏
j=1
(
F (j)(z)
)mj
,
(4.3)
where the summation is for all nonnegative integers m1, . . . ,m2k for which m1+
2m2 + 3m3 + · · · + 2km2k = 2k. Apply this with S(z) = Pn(z) and F (z) = z2
at z = 0:
R
(2k)
2n (0) = (Pn(F (z)))
(2k)
z = 0
=
∑
mj
(2k)!∏2k
j=1mj !(j!)
mj
P (m1+···+m2k)n (0)
2k∏
j=1
(
F (j)(0)
)mj
=
(2k)!
k!2k
P (k)n (0)2
k
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(note that F (j)(0) = 0 unless j = 2 and F (2)(0) = 2), and so, in view of (4.2),
|P (k)n (0)| ≤ (1 + o(1))
2k
(2k − 1)!!n
2kM∗(0)2k‖Pn‖Γ, (4.4)
where we also used that ‖R2n‖Γ∗ = ‖Pn‖Γ.
Finally, since
g
C\Γ∗(z,∞) =
1
2
g
C\Γ(z
2,∞),
it follows that
∂g
C\Γ∗(z)
∂n±(z)
=
1
2
∂g
C\Γ(z
2)
∂n±(z2)
|2z|.
Hence, since Γ∗ is C2 smooth,
∂g
C\Γ∗(0)
∂n±
= lim
w→0
∂g
C\Γ(w,∞)
∂n±(w)
√
|w|. (4.5)
By the symmetry of the curve Γ∗ onto the origin we obtain that the two normal
derivatives on the left hand side are the same, and we can conclude that the two
limits on the right are also the same, and we called the common limit ΩΓ(0) in
(1.4). This verifies
M∗(0) = ΩΓ(0). (4.6)
Therefore, (4.4) proves (4.1).
So far we have verified (4.1), which is the claim in the theorem, but only at
the endpoint A of the arc Γ. We shall reduce the Markov type inequality in the
theorem to this special case.
If z ∈ Γ is close to A = 0, then consider the arc Γz which is the arc of Γ from
z to B, so the endpoints of Γz are B and z. The preceding proof of (4.1) was
uniform in the sense that it holds uniformly for all Γz, z ∈ Γ, |z−A| ≤ |B−A|/2
(see the proof of Theorem 1 and Appendix 1), therefore we obtain (replace in
(4.1) A by z)
|P (k)n (z)| ≤ (1 + o(1))n2k
2kΩΓz (z)
2k
(2k − 1)!! ‖Pn‖Γz , (4.7)
where now the quantity ΩΓz (z) must be taken with respect to Γz, rather than
with respect to Γ. Since on the right
‖Pn‖Γz ≤ ‖Pn‖Γ,
all what remains to prove is
lim
z→A, z∈Γ
ΩΓz (z)→ ΩΓ(A). (4.8)
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Indeed, then we obtain from (4.7) (using also that ΩΓ(A) is not 0, see (4.6) and
Remark 7 in Section 6) that for any ε > 0
|P (k)n (z)| ≤ (1 + ε)n2k
2kΩΓ(z)
2k
(2k − 1)!! ‖Pn‖Γ, (4.9)
if z ∈ Γ lies sufficiently close to A, say |z−A| ≤ δ and n is sufficiently large. On
the other hand, Theorem 1 shows that P
(k)
n (z) = O(nk) on subsets of Γ lying
away from the endpoints A,B, in particular this is true for z ∈ U , |z − A| ≥ δ.
Now this and (4.9) prove the theorem.
In verifying (4.8) let h(t), t ∈ [0, 1] be a C2 parametrization of Γ so that
h(0) = A = 0 and h(1) = B. For z ∈ Γ let tz ∈ [0, 1] be the point for which
h(tz) = z. Then hz(t) := h(tz + t(1− tz))− z, t ∈ [0, 1] is a C2 parametrization
of Γz−z with parameter interval [0, 1]. Note that one endpoint of the arc Γz−z
is again at 0.
Symmetrize Γz − z as Γ above, i.e. let
Γ∗z = {w w2 ∈ Γz − z}.
In Appendix 2 it is proven (see also Remark 9) that in a neighborhood of the
origin Γ∗z has a C
2 parametrization h∗z(t) that can be written explicitly in terms
of hz(t), and then it easily follows that h
∗
z(t) → h∗0(t), (h∗z)′(t) → (h∗0)′(t) and
(h∗z)
′′(t)→ (h∗0)′′(t) uniformly in t ∈ [−t0, t0] for some t0 > 0 as z → 0 (z ∈ Γ).
But then Appendix 1 (see particularly (6.1) and Remark 8) gives
∂g
C\Γ∗z
(0)
∂n±
→
∂g
C\Γ∗(0)
∂n±
(4.10)
as z → 0 (z ∈ Γ). Since (see (4.6))
∂g
C\Γ∗(0)
∂n±
= ΩΓz−z(0) = ΩΓz (z)
and
∂g
C\Γ∗(0)
∂n±
= ΩΓ(0),
(4.8) follows from (4.10), and with it the proof of Theorem 2 is complete.
5 Proof of Theorem 3
The proof is along the lines of the first part of Theorem 2. Consider again the
symmetric arc
Γ∗ = {z z2 ∈ Γ}.
The optimality of the best Bernstein factor for smooth Jordan curves in the
paper [12, Theorem 3] (see also [11, Theorem 2] and its proof) can be extended
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to higher derivatives with the same proof, hence, it follows that there are poly-
nomials R2n of degree n = 2, 4, . . . such that
|R(2k)2n (0)| ≥ (1 + o(1))(2n)2kM∗(0)2k‖R2n‖Γ∗ ,
whereM∗(0) is the normal derivative of g
C\Γ∗ at 0 from either side (the two nor-
mal derivatives are the same because of the symmetry of Γ∗). Since 12 (R2n(z)+
R2n(−z)) also has this property, we may assume that R2n is even, and then set
Pn(z
2) = R2n(z). Apply again Faa` di Bruno’s formula (4.3) with F (z) = z
2 at
z = 0 to conclude as before that
R
(2k)
2n (0) =
(2k)!
k!2k
P (k)n (0)2
k,
and so
|P (k)n (0)| ≥ (1 + o(1))
1
2k(2k − 1)!! (2n)
2kM∗(0)2k‖Pn‖Γ.
Now Theorem 3 follows from here and from (4.6).
6 Appendix 1
In this appendix we prove that the Green’s functions g
C\γτ
, 0 ≤ τ ≤ τ0, in
the proof of Theorem 1 (see Section 2) are uniformly Ho¨lder 1 continuous in
a neighborhood of the origin which contains the arcs {γτ (t) t ∈ [−1/2, 1/2]}.
We shall also prove a convergence theorem for the normal derivative of these
Green’s functions (see (6.1)).
It is enough to prove the Ho¨lder 1 property separately on the two sides of
γτ , so we may concentrate on the “left” side corresponding to the orientation
of γτ (matching increasing parameter values). Consider the polynomial S = Sτ
on the interval [3/4, 1] of degree at most 5 for which
S(3/4) = (γτ −γ)(3/4), S′(3/4) = (γτ −γ)′(3/4), S′′(3/4) = (γτ −γ)′′(3/4),
and
S(1) = 0, S′(1) = 0, S′′(1) = 0.
Then γ + Sτ has the same 0th, 1st and 2nd derivatives as γτ at the point 3/4
and the corresponding derivatives match those of γ at 1. In a similar manner,
let R = Rτ be the polynomial of degree 5 satisfying
R(−3/4) = (γτ − γ)(−3/4), R′(3/4) = (γτ − γ)′(−3/4),
R′′(−3/4) = (γτ − γ)′′(−3/4),
and
R(−1) = 0, R′(−1) = 0, R′′(−1) = 0.
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Figure 1: A schematic figure of the original arc γ (consisting of the pieces A,B),
of γτ (consisting of C,D,E, F ), of the interpolating arcs S and R, as well as
the common connecting arc G that completes γ and γ˜τ to a Jordan curve. In
this figure γ˜τ consists of R,D,E, S.
If we set
γ˜τ (t) =


γ(t) +R(t), t ∈ [−1,−3/4]
γτ (t), t ∈ [−3/4, 3/4]
γ(t) + S(t), t ∈ [3/4, 1],
then γ˜τ is twice continuously differentiable on [−1, 1], it coincides with γτ on
[−3/4, 3/4], and it has the same derivatives up to order 2 as γ both at 1 and at
−1. Extend γ to a C2 (closed) Jordan curve γ∗, t ∈ [−1, 2], by attaching a γ(t),
t ∈ [1, 2] to the original γ which joins its endpoints γ(±1) (see Figure 1.). If we
extend each γ˜τ to a γ
∗
τ by the same γ(t), t ∈ [1, 2], i.e. if we set
γ∗τ (t) =
{
γ˜τ (t), t ∈ [−1, 1],
γ(t), t ∈ [1, 2],
then γ∗τ are (closed) C
2 Jordan curves such that γ∗τ → γ∗, (γ∗τ )′ → (γ∗)′, and
(γ∗τ )
′′ → (γ∗)′′ as τ → 0 (this follows from the fact that, by the assumption on
γτ and γ, the polynomials S,R clearly satisfy |Sτ (t)| ≤ C1τ , t ∈ [3/4, 1] and
|Rτ (t)| ≤ C1τ , t ∈ [−1,−3/4], along with similar estimates on their first and
second derivatives). We denote by G∗τ the inner domain to γ
∗
τ . If we do the
extension γ → γ∗ properly, then G∗τ contains a left neighborhood of γτ .
Let w0 ∈ G∗τ be a fixed point inside all γ∗τ (e.g. we can set w0 = iy0 for
some small y0 > 0). Clearly, there is a d such that the disk of radius d about
w0 lies in all G
∗
τ , 0 ≤ τ ≤ τ0, and the diameter of all the γ∗τ is at most 1/d. Let
ϕτ be the conformal map from the unit disk ∆1 onto G
∗
τ such that ϕτ (0) = w0
and ϕτ (1) = 0. By Theorem III
∗ and Theorem IV of [21] the functions ϕτ and
ϕ′τ can be extended continuously to the closed unit disk ∆1, the extensions are
uniformly Ho¨lder 1/2 on ∆1, and we have 1/Λ ≤ |ϕ′τ (z)| ≤ Λ, z ∈ ∆1, with
a constant Λ that is independent of τ ≤ τ0 (the constant Λ depends only on
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d above and on the bounds for γ′, 1/γ′ and γ′′, which furnish uniform bounds
for (γ∗τ )
′, (γ∗τ )
′ and (γ∗τ )
′′ by our construction). Furthermore, as τ → 0 we have
ϕτ (z)→ ϕ0(z), ϕ′τ (z)→ ϕ′0(z) uniformly in z ∈ ∆1.
The arc {γτ (t) t ∈ [−3/4, 3/4]} is mapped by ϕ−1τ onto a subarc Jτ of the
unit circle that contains the point 1, and, as τ → 0, these arcs tend to the
corresponding arc J0 with respect to ϕ
−1
0 . Let I be a proper closed subarc of
the interior of J0. We may assume I so large that for sufficiently small τ the arc
I contains the arcs {ϕ−1τ (γτ (t)) t ∈ [−5/8, 5/8]}. Without loss of generality we
may assume that this holds for all τ ≤ τ0.
Next, note that, by (2.8) and the maximum principle (for ±(g
C\γτ
− g
C\γ)),
the function g
C\γτ
(z) − g
C\γ(z) tends uniformly to 0 on the whole complex
plane as τ → 0. Now consider hτ (z) = gC\γτ (ϕτ (z)). These are harmonic
functions on the unit disk that vanish on the arcs Jτ and converge uniformly
on the closed unit disk to h0(z) as τ → 0. Since I lies of positive distance
(independent of τ) from ∂∆1 \ Jτ , Poisson’s formula (see (6.2) below) implies
that the functions hτ (z) are uniformly Ho¨lder 1 continuous on compact subsets
of the open unit disk, as well as on the set I˜ = {reiθ 0 ≤ r ≤ 1, eiθ ∈ I}.
But then g
C\γτ
(z) = hτ (ϕ
−1
τ (z)) are uniformly Ho¨lder 1 continuous on the sets
ϕτ (I˜) because
|(ϕ−1τ )′(z)| =
1
|ϕ′τ (ϕ−1τ (z))|
are uniformly bounded on their domain. But this last set ϕτ (I˜) contains a left
neighborhood of the arc γτ (t), t ∈ [−1/2, 1/2], which proves the claim that
g
C\γτ
are uniformly Ho¨lder 1 continuous on a neighborhood of the origin which
contains the arcs γτ (t), t ∈ [−1/2, 1/2].
It also follows that, as τ → 0, we have
∂g
C\γτ
(γτ (t))
∂n(γτ (t))
→
∂g
C\γ(γ(t))
∂n(γ(t))
(6.1)
uniformly for t ∈ [−1/2, 1/2], where n(γτ (t)) denotes the (left) normal to γτ at
the point γτ (t). To prove this note that, by Poisson’s formula,
hτ (re
iθ) =
1
2pi
∫ pi
−pi
hτ (e
it)
1− r2
1− 2r cos(t− θ) + r2 dt. (6.2)
Hence, if neiθ denotes the inner normal to the unit circle at the point e
iθ, then
for eiθ ∈ I (which implies h(eiθ) = 0)
∂hτ (e
iθ)
∂neiθ
= lim
rր1
1 + r
2pi
∫ pi
−pi
hτ (e
it)
1
1− 2r cos(t− θ) + r2 dt
=
1
pi
∫ pi
−pi
hτ (e
it)
1
4 sin2((t− θ)/2)dt, (6.3)
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so this normal derivative is uniformly continuous and positive on I (recall that
hτ vanishes on a fixed larger arc), furthermore uniformly on I
∂hτ (e
iθ)
∂neiθ
→ ∂h0(e
iθ)
∂neiθ
(6.4)
as τ → 0 because hτ → h0 uniformly on ∆1. But if ξ ∈ I and ϕτ (ξ) = γτ (t),
then
∂g
C\γτ
(γτ (t))
∂n(γτ (t))
=
∂hτ (ξ)
∂nξ
|(ϕ−1τ )′(γτ (t))| =
∂hτ (ξ)
∂nξ
1
|ϕ′τ (ξ)|
,
so (6.1) is a consequence of (6.4) and of the uniform convergence of ϕ′τ to ϕ
′
0
(recall also that for t ∈ [−1/2, 1/2] we have ϕ−1τ (γτ (t)) ∈ I).
Remark 7 The normal derivatives in (6.1) are uniformly bounded from below
and above (just use (6.3)).
Remark 8 If we know the C2 property of Γ (and hence those of γτ ) only in a
neighborhood of z0 = 0, then the preceding proof gives the Ho¨lder 1 property
in a neighborhood of z0 = 0. Indeed, if the parametrization γ of Γ is C
2
continuous on an interval [−t0, t0], then just carry out the preceding proof with
γ(t) = γ(t/t0) but still using the function gC\γτ rather than gC\γτ .
The same applies to (6.1), namely to prove it, say, for t ∈ [−t0/2, t0/2], one
only needs to assume γτ (t) → γ(t), γ′τ (t) → γ′(t) and γ′′τ (t) → γ′′(t) only for
t ∈ [−t0, t0] (besides the global condition that γτ lies close to γ).
7 Appendix 2
In this appendix we prove that if γ is a C2 Jordan arc with one endpoint at the
origin and
γ∗ = {z z2 ∈ γ},
then γ∗ is again C2 smooth.
Since the C2 smoothness of γ∗ is clear away from the origin, in what follows
we shall concentrate on its C2 smoothness in a neighborhood of the origin.
Without loss of generality we may assume that the positive half-line is
tangent to γ. The C2 smoothness of γ means that γ has a parametrization
γ(t) = (x(t), y(t)), t ∈ [0, 1], γ(0) = (0, 0), such that x, y are two times continu-
ously differentiable, and (x′)2+(y′)2 6= 0. By the assumption y′(0) = 0, and we
may assume by a linear change of variables that x′(0) = 1. Then y′(t) = O(t),
y(t) = O(t2), x(t) ∼ t, and so y(t)/x(t) → 0 as t → 0. (Here, and in what
follows, A ∼ B means that A/B and B/A are uniformly bounded.)
We change to polar coordinates in a neighborhood of the origin:
r = f(t) =
√
x(t)2 + y(t)2, ϕ = g(t) = arctan(y(t)/x(t)).
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Then, according to what just has been mentioned, x(t)/r(t)→ 1. Next,
dr
dt
= f ′(t) =
1√
x(t)2 + y(t)2
(x(t)x′(t) + y(t)y′(t)), (7.1)
which is positive on an interval (0, a] (its limit at 0 is 1).
The following reasoning will be restricted to this interval (0, a]. Thus, r, as a
function of t, is strictly increasing, and we can consider its inverse: t = f−1(r).
Then in the polar form γ(t) = reiϕ we can consider ϕ as a function of r:
ϕ(r) = g(f−1(r)), and we shall first understand what the C2 property of γ
means in terms of this ϕ(r).
From (7.1) it is clear that dr/dt is continuous (as a function of t), hence
dt/dr is also continuous as a function of r. Next,
d2r
dt2
= f ′′(t) = − 1√
x(t)2 + y(t)2
3 (x(t)x
′(t) + y(t)y′(t))2
+
1√
x(t)2 + y(t)2
(x′(t)2 + y′(t)2 + x(t)x′′(t) + y(t)y′′(t)).
This is continuous on (0, a], and we show that it has a limit at 0. Using that
x(t) ∼ t, y(t) ∼ t2, y′(t) ∼ t, it is immediate that, upon expansion, all terms
have limit, except for the terms
− 1√
x(t)2 + y(t)2
3 (x(t)x
′(t))2 +
1√
x(t)2 + y(t)2
x′(t)2.
But this expression is
1√
x(t)2 + y(t)2
3 (y(t)x
′(t))2,
hence it has 0 limit at 0. Thus, we obtained that d2r/dt2 = f ′′(t) is continuous
on [0, a]. Now dt/dr = d(f−1(r))/dr = 1/f ′(f−1(r)) is continuous on [0, r(a)],
and so is
d2t
dr2
=
d2f−1(r)
dr2
=
d(1/f ′(f−1(r)))
dr
= − f
′′(f−1(r))
f ′(f−1(r))3
.
Now we consider the argument function g. For it we have
dg(t)
dt
=
y′(t)x(t)− x′(t)y(t)
x(t)2 + y(t)2
.
This is a continuous function even at the origin (note that y′(t)/x(t) = (y′(t)/t)/(x(t)/t)
has the limit y′′(0), and y(t)/x(t)2 has the limit y′′(0)/2 because x(t)/t → 1).
Next,
d2g(t)
dt2
= − (y
′(t)x(t)− x′(t)y(t))(2x(t)x′(t) + 2y(t)y′(t))
(x(t)2 + y(t)2)2
+
y′′(t)x(t)− x′′(t)y(t)
x(t)2 + y(t)2
.
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This may not be continuous any more at 0, but if we multiply it with r =√
x(t)2 + y(t)2, then it becomes continuous on [0, a]. Therefore, r(d2g(t)/dt2)
is continuous on [0, a].
Now
d2ϕ
dr2
=
d2g
dr2
=
d2g
dt2
(
dt
dr
)2
+
dg
dt
d2t
dr2
,
and what we have obtained so far show that r(d2ϕ/dr2) is continuous on [0, r(a)].
Let us summarize: the C2 property of γ around the origin implies that in
its polar representation reiϕ(r) the function ϕ has the properties that ϕ, ϕ′
and rϕ′′(r) are continuous on some interval [0, b], rϕ′′(r) has zero limit at 0,
and ϕ(0) = 0, ϕ′(0) = 0. Indeed, all these have been shown in the preceding
reasoning except that rϕ′′(r) has zero 0 limit at 0. But that must be the case,
for we know that rϕ′′(r) has a limit at 0 and if that limit was not 0, then ϕ′
would not be continuous at 0.
Conversely, suppose these properties are true for a function ϕ(r). Con-
sider r as a parameter, and the curve γ represented by reiϕ(r). This has the
parametrization (x(r), y(r)) with r ∈ [0, b] (for some b), x(r) = r cosϕ(r),
y(r) = r sinϕ(r). Then
d2x(r)
dr2
= −2ϕ′(r) sinϕ(r)− rϕ′(r)2 cosϕ(r)− rϕ′′(r) sinϕ(r), (7.2)
and a very similar expression holds for d2y(r)/dr2 (exchange sin and cos and
change some of the signs). These forms show that the curve γ is C2 smooth
around the origin by the assumed properties of ϕ.
Finally, consider the pre-image γ∗ of γ under the mapping z → z2. Around
0 it has the parametrization ueiϕ(u
2)/2 = (x˜(u), y˜(u)), x˜(u) = u cos(ϕ(u2)/2),
y˜(u) = u sin(ϕ(u2)/2), −√b < u < √b, and we want to show that this is C2
smooth around 0. The point 0 divides γ∗ into a “right” and a “left” part that
are symmetric onto the origin. Now the parametric representation is reiΦ(r) =
(X(r), Y (r)) for the “right” part and reiΦ(r)+ipi = −reiΦ(r) = −(X(r), Y (r)) for
the “left” part with Φ(r) = ϕ(r2)/2, and we claim first that Φ, Φ′ and rΦ′′(r)
are continuous on some interval [0, B] with zero values at the origin. Since
Φ′(r) = rϕ′(r2), rΦ′′(r) = rϕ′(r2) + 2r2ϕ′′(r2), these properties immediately
follow from those of ϕ. Now the C2 continuity of (x˜(u), y˜(u)) follows: the
continuity away from the origin is clear, and at 0 it follows from formula (7.2)
(more precisely from its -˜variant where Φ replaces ϕ), since the limit of both
d2x˜(r)
dr2 and
d2y˜(r)
dr2 is 0 at 0 (from the right, which implies the same from the left
by symmetry).
Remark 9 The parametrization ueiϕ(u
2)/2 = (x˜(u), y˜(u)), x˜(u) = u cos(ϕ(u2)/2),
y˜(u) = u sin(ϕ(u2)/2), −√b < u < √b, given above for γ∗ in a neighborhood of
the origin can be explicitly expressed in terms of the original C2 parametriza-
tion (x(t), y(t)) of γ. In particular, if γn with parametrization (xn(t), yn(t))
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tends to γ in the sense that (xn(t), yn(t)) → (x(t), y(t)), (xn(t)′, yn(t)′) →
(x(t)′, y(t)′) and (x′′n(t), y
′′
n(t))→ (x′′(t), y′′(t)) in a neighborhood of the origin,
then for the corresponding γ∗n with parametrization (x˜n(u), y˜n(u)) we also have
(x˜n(t), y˜n(t))→ (x˜(t), y˜(t)), (x˜n(t)′, y˜n(t)′)→ (x˜(t)′, y˜(t)′) and (x˜′′n(t), y˜′′n(t))→
(x˜′′(t), y˜′′(t)) in a (possibly smaller) neighborhood of the origin.
The author is grateful to B. Nagy and S. I. Kalmykov for valuable sugges-
tions.
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