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Un modèle de comportement grégaire dans un jeu
multi-joueurs
Résumé : Le système mentionné dans le titre fait partie de la famille des
jeux sociaux en ligne dits « massivement multi joueurs ». Il repose sur un
système de scores pour les éléments du jeu pouvant générer des comporte-
ments grégaires. Nous analysons en détail son régime stationnaire en limite
thermodynamique, lorsque le nombre de joueurs tend vers l’infini. Pour
certaines classes de paramètres, nous donnons des conditions nécessaires et
suffisantes d’existence d’une mesure limite. Des phénomènes de condensation
surprenants sont mis en évidence.
Mots-clés : Limite thermodynamique, condensation, ergodicité, système
différentiel non linéaire.
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The system mentioned in the title belongs to the family of the so-called
massively multi-player online social games (MMOSG). It features a scoring
system for the elements of the game that is prone to herding effects. We
analyze in detail its stationary regime in the thermodynamic limit, when
the number of players tends to infinity. In particular, for some classes of
input sequences and selection policies, we provide necessary and sufficient
conditions for the existence of a complete meanfield-like measure, showing
off an interesting condensation phenomenon.
Keywords: Thermodynamical limit, condensation, ergodicity, transience, non-
linear differential system, Banach space.
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1 Description of the basic model
Ma Micro Planète [7] is a geolocalized massively multi-player online social
game which entices players to use sustainable means of transport. At the
heart of the game is a community-driven creation of a set of points of interest
(POIs): interesting places, events, or even traffic incidents. The popularity
of the POIs is assessed by scores. At his turn, the player is presented with
a number of POIs to visit in his neighborhood, which have been selected
through a mechanism that favors already popular ones. Then the selected
POI has its score increased by a random value. It is not difficult to see that
there is a risk of herding behavior, that would concentrate all the attention
on a few places only. The aim of this paper is to present some results about
the POIs dynamics by means of a probabilistic model, and in particular to
determine when a stationary solution exists.
Assume there are N players in the game and let ni(t;N) be the number
of POIs having an integer score i at time t. The state of the system at time




[n1(t;N), . . . , ni(t;N), . . .].
The dynamics of the model is
• POIs are created according to a Poisson process of rate λN . Each new
POI is granted an initial score k with probability ϕk, k ≥ 1, where the
ϕk’s form a proper probability distribution.
• For any i ≥ 1, each POI with score i decreases its score by 1 after a
random time exponentially distributed at rate µ, where µ is a strictly
positive constant.
• The N players are all independent and visit POIs at instants forming
a global Poisson process with rate αN . Upon being visited, a POI sees
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its score increased by j ≥ 1 with probability θj , independently of any
other event, where the sequence {θj , j ≥ 1} forms a proper probability
distribution. We shall implicitly take θ0 = 0, which is in no way a
restriction, as it is simply tantamount to modifying the parameter α.
• When he decides to play, at the instant of a Poisson process of param-
eter αN , a player selects a POI having score i ≥ 1 with probability





In accordance with the description of the game, we shall essentially con-
sider selection policies such that the probability π of selecting a POI, given
its score i, is a non-decreasing function of i.
The following typical scoring rules are used in Ma Micro Planète.
• Each player starts a journey at rate α and selects a POI to visit with
a probability proportional to its current score.
– with probability p, the player adds new information to the POI,
the score of which is increased by 15 points;
– otherwise, the POI is merely visited and its score gains 5 points;
this happens with probability 1− p.
• Each player creates POIs at rate λ and their initial score is set to 50.
• The POIs decrease their scores by 1 at a rate µ = 3 per day.
• A POI disappears as soon as its score becomes zero or negative.
• The values of α, p and λ can only be measured empirically from con-
crete game statistics.
A way of describing this model might be in terms of queues. Consider
a possibly infinite array of queues M/M/1 queues with service rate µ. New
queues are created at rate λ and batches of customers join an existing queue
with score i ≥ 1 at rate απi(~R(t;N)). Such systems have already been de-
scribed, for example when the customers join the shortest of two queues [10].
The situation described in this paper is unusual due to the bias towards se-
lecting the longest queue. This only makes sense because there is no cost
associated to visiting a highly popular POI, whereas joining a long queue
is expensive in terms of waiting time. A similar situation [9] occurs when
customers, unsure of the quality of two restaurants, choose the busier one.
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The model can have ramifications with other areas of interest, e.g., dy-
namics of populations, social networks, chemical or energy networks in physics.
In this work, we examine the system in the so-called thermodynamic
limit, as N → ∞, the existence of which is proved in Section 2, under
general conditions, where the probability of increasing the score of a visited
POI is a function of the state of the system. Section 3 is devoted to the
stationary regime, for which complete (but surprising!) answers are given
for various input sequences and selection policies, and the existence of a so-
called herding behavior is connected to possible condensation phenomena.
Section 4 presents miscellaneous simple case studies. The final Section 5
outlines a possible method of solution for general input sequences, and also
discusses a brief list of unsolved questions.
2 The thermodynamical limit
To capture information on the behavior of the system under various game
policies, we proceed by scaling and analyze the thermodynamical limit, when
the number N of players becomes large. In mathematical terms, we consider
the system when N → ∞, for any fixed t.
2.1 Notation
It will be convenient to gather here most of the notational material concern-
ing input sequences and mathematical symbols.
• E
def
= {~y = [y1, . . . , yi, . . .], yi ∈ Q}, where Q+ is the set of positive
rational numbers. R∞+ being the set of non-negative real numbers,
~ej will stand for the j-th unit vector of R
∞
+ . We shall also denote
by L ∈ R∞+ the subset of bounded sequences with the norm ‖~y‖
def
=∑
i≥1 |yi| < M < ∞.
• E being an arbitrary metric space, B(E) is the space of bounded real-
valued Borel measurable functions on E, C(E) ⊂ B(E) the Banach
subspace of bounded continuous functions.

























C,H being arbitrary positive constants.
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• For any complete separable metric space S, let DS [0,∞] denote the
space of right continuous functions f : [0,∞] → S with left limits,
endowed with the Skorokhod topology.
2.2 The main limit theorem
Clearly ~R(t;N) is a continuous time Markov chain, and its generator G(N),


















































Throughout this study, the game will be subject to the following reasonably
weak assumption.
Assumption (L) For all ~r ∈ L, the probability distribution π : L → L,
considered as an infinite vector {πi(~r), i ≥ 1} with values in the Banach
space L of absolutely summable sequences, will be supposed to be boundedly
and twice continuously differentiable (see e.g. [1]). In this case, all partial
derivatives ∂πi(~y)
∂yj
, j, k ≥ 1, ~y ∈ L, belong to C1(L) and the famous Lipschitz
condition is also satisfied.
In particular the above assumption (L) holds for the forthcoming policy,





where the ai’s form a bounded sequence of positive numbers.
Then, with the notation θ0 = π0(.) = 0, the following proposition holds.
Theorem 2.1. Suppose that, as N → ∞, ~R(0;N) converges in distribu-
tion to ~R(0) ∈ L. Then the Markov process ~R(t;N) converges also weakly
in D[0,∞] to a deterministic dynamical system ~r(.) ∈ R∞+ , which evolves
according to the following infinite system of nonlinear differential equations
dri(t)
dt










where πi(~r(t)) denotes the probability that the currently visited POI has
score i. Moreover, under Assumption (L) and for any given finite initial
condition ~r(0) ∈ L, the system (2.2) admits a unique solution, for all t ≥ 0.
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Proof. The method to solve this weak convergence problem is somehow clas-
sical (see for example the footsteps of [2]), and relies on theoretical results
of [3]. First, a second order Taylor’s expansion in (2.1) yields immediately,
for any f ∈ C2(L),

































































































, 0 < δj < 1.





The other terms in (2.1) could be dealt with in a similar way.
Then, for ~r ∈ L, denote by U(~r) the right-hand side of system (2.2).
Under condition L, it is known (see e.g. [1, 6]) that the solution ~x : [0,∞)×









is unique, for any initial condition ~a ∈ L and all finite t. Therefore, for
f ∈ C(L), one can define a one-parameter family {T (t), t ≥ 0}, such that
T (t)f(~a) = f(~x(t,~a)).
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Since ~x(t+ s,~a) = ~x(t, ~x(s,~a)), it is not difficult to see that {T (t), t ≥ 0} is
a strongly continuous contraction semi-group on C(L) with generator, say B,
which is closed by Theorem A.1. Under condition L, U(.) admits continuous
partial derivatives. Hence, the solution ~x(t,~a) of system (2.5) is also twice
differentiable with respect to ~a (see [1], Theorems 3.4.2 and 3.7.1, pp. 148
and 152 respectively). Then Theorem A.3 shows that C1(L) is a core for B
and B = G.
The final line of argument proceeds in two steps.
1. Choose f ∈ C2(L), so that T (t)f(~r(0)) ∈ C2(L). Since C2(L) is dense in C(L),
Theorem A.3 entails that C2(L) is a core for B.
2. Use equation (2.3) together with Theorem A.4.
2.3 Some analytic facts



















In this respect, the model of Ma Micro Planète presented in Section 1
corresponds to
θ(z) = pz15 + (1− p)z5, ϕ(z) = z50.









r(t, z) = λϕ(z) − µr1(t) + α[θ(z)− 1]π(t, z). (2.6)
The following proposition ensures in particular, for the class of policies
considered in Section 2.2, the boundedness of the Cesàro limit of r(t, 1) as
t → ∞, which, from its mathematical definition, takes into account the POIs
possibly going to infinity.







e−stf(t)dt, ℜ(s) ≥ 0.
Proposition 2.2. When {θk, k ≥ 1} is a proper probability distribution, so
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[α(θ(y)− 1)π∗(s, y)− µr∗1(s) + r(0, y)] dy
y[(µ + s)y − µ]
,
which in turn, by a repeated (and elementary) application of Cauchy’s residue




































































































where we have used the fact that π∗(s, 1) = 1/s, since π(t, 1) = 1,∀t ≥ 0.
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< π∗(s, 1) = 1
s
, for any s > 0, and we are now
in a position to apply a Tauberian-type theorem for positive functions, see
e.g. [4], just letting s → 0 by positive values in (2.12), so that
lim
s→0































which is exactly the asserted equality (2.8). It is worth noting that for the
moment there is no need to assume the finiteness of the derivatives θ′(1) and
ϕ′(1), but this will be made more precise in Section 3.






≤ 1, and again the above Tauberian theorem. The proof of
the proposition is concluded.
3 System behavior as t → ∞
In the sequel, we shall focus our attention solely on the deterministic dy-
















Indeed, from the general theory of differential systems (see e.g., [1, 6]),
under Assumption (L) and for a given set of parameters, we know that a
unique stationary regime of the system exists, but possibly degenerate in the
sense that π < 1. Note that this fact is not easy to prove by a probabilis-
tic argument, since, due to the normalizing condition, system (2.2) cannot
be interpreted as forward Kolmogorov’s equations for a special birth and
death process, where r(t, z)/r(t, 1) would represent the probability distribu-
tion function of the score of an arbitrary POI.
Throughout the rest of the paper, we shall speak of ergodicity, with a
slight abuse of language: this will always refer to a finite stationary dynam-




ri < ∞, π = 1. (3.2)
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This notion of ergodicity will be also referred to as a non-herding behavior, in
agreement with the brief description given in Section 1. Conversely, a herding
behavior will refer to transient phenomena, as introduced more precisely in
Section 3.5.
3.1 Global conservation equations































Two characteristic values are of special interest, namely
• r(1) =
∑
i≥1 ri, the mean number of POIs per player;
• r1, since µr1 is the global death rate of POIs per player.
By (2.6), one sees easily that r(z) satisfies the functional equation
α [1− θ(z)] π(z) + µ[1− z−1]r(z) = λϕ(z) − µr1, (3.4)
from which can be deduced the following corollary, which is the direct con-
tinuation of Proposition 2.2.
Corollary 3.1.
1. We have always lim
z→1


















Proof. Immediate from Proposition 2.2 together with notation (3.3).
Assumption (F) In the rest of the paper, unless otherwise explicitly men-
tioned, the product θ′(1).ϕ′(1) < ∞ will always be assumed to be finite.
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In the next sections, we examine in detail the effect of specific choices of
the policy π on the behavior of the system. One of main goals of the study
is to find out the necessary and sufficient conditions for the system to be
ergodic in the sense given by the conditions (3.2).
3.2 Selection of POIs according to their scores
Hereafter, but in Section 3.4, we shall consider a set of policies where the
selection of a POI depends solely on its score. Letting each score i ≥ 1 be
associated with a positive weight ai, then we recover the policy P~a announced




















In the context of Ma Micro Planète, it seems quite realistic to assume
that the ai’s are increasing with i, since POIs with high scores should be
more attractive. In the sequel, we shall mainly consider this situation of
herding effect.
Since the ai’s are assumed to form an increasing sequence, there exists
limi→∞ ai. When this limit is not finite, the following simple interesting
proposition holds.
Proposition 3.2. If limi→∞ ai = ∞, then the system is non-ergodic.








so that, when the ai’s are unbounded, system (3.2) admits no solution with
K < ∞.
Nonetheless, it turns out there is in this case exactly one admissible




Φn, with K = ∞,
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which implies also (see (3.1)) π = 0. Here, it is worth checking that π(~r)






Consequently the only interesting case is when {ai, i ≥ 1} is a non-
decreasing sequence tending to a finite limit, which ad libitum can be taken
equal to 1, since the ai’s are defined up to a constant.
3.3 When scores of selected POIs are exactly increased by
one
As it will appear in Sections 5.1 and 5.2, a complete solution to the non-linear
equation (3.9) for a general θ(z) seems to be technically almost untractable.
In this section, in order to get ideas about the general behavior of the sys-
tem, we analyze in detail the simple (but nonetheless not elementary!) case
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, ∀k ≥ 1.
(3.13)
So, the problem of showing the existence of a strictly positive and finite









Hence, in order to get effective ergodicity conditions, one has to check the
lower and upper bounds of F (x), which is an increasing function of x, for




aj+1Φj < ∞. (3.14)
But, ex hypothesis, Ak+1/Ak = ak increases to 1 from below, so that uk is a




Φj < ∞. (3.15)
As for for the upper bound, we have the immediate inequality
uk ≤ ϕ
′(1), ∀k ≥ 1,
and hence the radius of convergence of F (z) is exactly equal to 1. Now, in
order to decide whether the consistency relation (3.12) admits a solution, the




There are two possibilities.
(i) If M is infinite, then for any value of λ, α, µ, it is possible to find a
unique admissible finite K, and we shall say that the system is ergodic.
(ii) Conversely, if M < ∞, then it will act as a limiting value for α/λ, and
hence a non trivial ergodicity condition takes place.
The situation is summarized in the following brief statement.
Inria
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Theorem 3.3. Assume that lim
i→∞
ai ր 1.
(i) The system is never ergodic when ϕ′(1) = ∞.











where the r.h.s. of the inequation above may be infinite.
It is interesting to note a few not so intuitive facts related to (3.16):
firstly, this condition does not depend on the value of µ, as long as µ > 0
obviously. Secondly, the ergodicity range increases when the initial score
increases in distribution — that is, when the Φi’s increase.
To propose a somehow concrete classification, let us concentrate for the
remainder of this section on the reasonably general set of sequences satisfying,
for some strictly positive constants γ and ν,
• a1 > 0,
• the ai’s form an increasing sequence,






The following proposition describes the phase transition phenomenon
that occurs when the parameters vary.
Proposition 3.4. Assume the sequence ai satisfies the above conditions, and
that θ(z) = z. Then,
• if ν > 1, or ν = 1 and γ ≤ 1, the system is always ergodic;





Proof. The first step is to obtain a convenient estimate for An when n is








The finiteness of M depends strongly on the properties of the series
∑
An,
which can be deduced from the following estimates.
• If ν > 1, then the Dirichlet series
∑
i≥1 i
−ν converges to some positive num-
ber, so that the series
∑
An diverges, and then clearly M = +∞.
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• If ν = 1, then An ≈ C1n
−γ . When γ ≤ 1,
∑
An still diverges and M = +∞;






and M is finite whenever the second moment
∑
j>0 j
2ϕj of the distribution
{ϕk, k ≥ 1} exists.
• If ν < 1, then An = O(e
−γn1−ν ). Using classical techniques (Riemann sums




















This concludes the proof of the proposition, the results of which will be
illustrated in Section 4.5.
3.4 Selecting POIs in terms of their cumulative score distri-
bution
All models considered so far are based on exogenous parameters ai, supposed
to be known and independent of ~r(t). Actually, it turns out that most of
the computations remain valid when these parameters are a functional of the
state ~r(t). We tackle hereafter such a model, for which ergodicity conditions
can be explicitly obtained.
The selection policies family we are interested in will be expressed as a









be the proportion of POIs with score less of equal to i, and let f be a positive
convex function on [0, 1] such that f(0) = 0, f(1) = 1 and f ′(1) < ∞. Then
the probability of selecting a POI with a score less or equal to i is chosen to
be f(Pi) or, equivalently,
πi(~r) = f(Pi)− f(Pi−1). (3.17)
An example of such a policy is given by the following simple algorithm:
c > 1 POIs are selected uniformly, and the one with the largest score will be
visited. This model is reminiscent of the queueing model of [10], which proves
to be very efficient in thermodynamical limit. The probability of selecting a
POI with score equal to i is then given by (3.17) when f(x) = xc.
Inria
Modeling a Case of Herding Behavior in a Multi-Player Game 17
From a formal point of view, we remain in the framework of Section 3.2,











and remarking that the a′is are no more exogenous constants as before. To
check they form an increasing positive sequence bounded by 1, it suffices to













While the equations are similar, the situation is nonetheless very differ-
ent from that encountered in Section 3.2. The model is more difficult to
solve, as the πi’s do not have a simple expression in terms of the score i,
so that a formal solution like (3.11) is not really usable; however, they can
be computed by recurrence, since the normalization constant r(1) is given
by (3.6). As a consequence, the ergodicity condition is easier to obtain and,
interestingly enough, appears to be insensitive to the distributions θ and ϕ.
Theorem 3.5. Assume that the POIs are visited according to policy (3.17),
with f strictly convex, and therefore 1 < f ′(1) < ∞. Then, according to the





f ′(1) − 1
.
Proof. The recurrence relation (3.7) takes the form























Φi, ∀n ≥ 0. (3.19)
The form (3.19) allows for a direct graphical analysis of the convergence
problem, starting from the following simple facts. Using (3.6) with π = 1, it
is straightforward to check that the non-decreasing sequence defined by (3.19)
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It is actually possible for the sequence to converge to some P∞ < 1 but,
f(.) being a convex function, this can only happen when the slope at the











3.5 About transience: herding phenomena
Hereafter, we do not pretend to give exhaustive rigorous proofs of all our
claims, which can rather be viewed as very likely true conjectures, and have
been verified by several numerical simulation runs.
Our concern is to extend Theorem 3.3, when there is no solution to (3.16),
i.e. when its right-hand side member is finite and α is too large. In fact, it
appears that the system has still a stationary regime, but a finite number of
POIs have an infinite score. This means that, as t → ∞, the selection policy





j≥1 ajrj + δ
,
where δ is a positive constant representing the proportion of POIs going to
infinity. Obviously, δ = 0 when the system is normally ergodic, i.e. no escape
of mass to infinity. By contrast, δ > 0 corresponds to a phase transition with














which has always a solution (K, δ) by monotonicity with respect to K, re-
membering that F (1) < ∞, while F (1 + ε) = ∞,∀ε > 0, and α > λF (1).
Equation (3.20) is not sufficient to determine the two unknowns K and δ.
To get a second equation, we resort to the following heuristic stochastic least
action principle, which in our opinion should be provable in a very general
context.
Ansatz 3.6. The least action principle. When a multicomponent ir-
reducible Markovian system ceases to be ergodic, the first component(s) be-
coming infinite with positive probability can be identified by continuity with
respect to the set of parameters P defining the system.
Inria
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This definition, which might look obscure to the reader, can be rephrased
by saying that the phase transition takes place as soon as one touches some
regions (hyperplanes or surfaces) in P. This is for instance the case for the
famous Jackson-Kelly stochastic queueing networks. . .
Applying this principle leads to say that we are looking for the minimal


























[F (1) + ϕ′(1)].
A possible way to decide analytically when π < 1 would be to design a con-
verging iterative scheme to solve system (2.2) or (2.6) (see e.g. the polling
network analyzed in [2]): this appears to be another interesting, but practi-
cally intricate problem.
4 Some simple examples and limit cases
For the sake of completeness, we quote hereafter simple peculiar cases, which
hopefully shed light on some aspects of the behavior of the system.
4.1 No creation of POIs, i.e. λ = 0
In this case, the system is empty at steady state for any Markovian policy.
The argument is elementary, since the vector state ~0 is absorbing due to the
M/M/∞ character of the score decreasing process.
4.2 The lower bound α = 0
Here no POI will see any increase of score upon being visited, and hence one
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Consequently, when α 6= 0, we have the following bound, valid for any point








and therefore the mean score r′(1)/r(1) of a POI can be finite only when
ϕ′′(1) is finite. This leads to some unintuitive behavior, since it was shown
in Proposition 3.4 that having ϕ′′(1) = ∞ can at the same time make the
system always ergodic.
4.3 Score independent visits






we have π(z) = r(z)/r(1). Then equation (3.5) allows to derive immediately
the corresponding generating function, which takes the compact explicit form
r(z) =
λr(1)(ϕ(z) − 1)
α(1 − θ(z)) + µr(1)(1 − z−1)
,





and one can check the denominator of r(z) does not vanish for |z| < 1.
Moreover, r(1) is clearly finite and given by equation (3.6). So, we have
obtained a unique function r(z) analytic in the unit disc and continuous for
|z| = 1. Consequently the system admits of a unique limit invariant measure
{ri, i ≥ 1} for any value of the parameters. Intuitively, this is due to the fact
that the decrease rate of the scores is somehow proportional to the number
of points, like in a M/M/∞ queue. But, when the selection process favors
heavily enough the POIs having a big score, proper ergodicity conditions
appear, as in the models analyzed in Section 3.2.
4.4 An unstable model with a score dependent policy
A policy that may seem attractive at first sight is to give to each POI a









+ µ[1− z−1]r(z) = λ[ϕ(z) − 1].
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However, the weight ai = i given to the score i is unbounded, and from
Proposition 3.2 we conclude that no choice of parameters can lead to a stable
system under this policy. More precisely, there exists at least one POI having
an infinite score.
4.5 A case study of Proposition 3.4
Assuming the conditions of Proposition 3.4 hold, let us take in addition






This implies Ak = 1/(k + 1)
















k = Φ(x, γ, 1) − 1,



































The above formulas allow to represent the expected score per player as a
function of α in a parametric way, by letting x vary from 0 to 1 (Figure 1). As
expected from the theoretical results obtained above, 3 different situations
prevail:
• γ ≤ 1: the system is always ergodic (dashed curves);
• 1 < γ ≤ 2: there is an explicit ergodicity condition on α, and r′(1)
tends to infinity at the boundary;
• γ > 2: there is an explicit ergodicity condition on α, but r′(1) remains
bounded.
5 Miscellaneous outcomes and open problems
The next three paragraphs present briefly some ideas and mathematical ques-
tions concerning the general model.
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Figure 1: Expected score of POIs per player r′(1) as a function of the visit
rate α. The parameters λ = µ = 3 remain fixed.
5.1 General approach via an integral equation






the respective convergence radii of r(·) and a(·) by ρr and ρa. Then, by












where L stands for a circle of radius ρ, centered at the origin, such that

















Methods of solution of (5.1) (e.g. via boundary value problem or Fredholm
integral equation) depend heavily on the explicit form of a(·). Alas, tractable
explicit expressions can hardly be derived (nor expected!), even when a(·) is
a polynomial.
5.2 General approach via a matrix form solution
The problem becomes more intricate when θ(z) is an arbitrary probability
generating function with ϕ′(1) < ∞. Then the following approach, based on
the recursion (3.9), involves infinite matrices and seems to be computation-
ally quite acceptable. We sketch hereafter its main lines.
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where
• ~Un is the n-column vector [rnrn−1 . . . r1]
T , where T denotes the trans-
pose operation;
• ~Vn is the n-column vector [Φn−1, 0, . . . , 0]
T ;
• Mn(x) is a (n + 1)× n matrix for all x > 0. Its first row is the vector
x ~Bn, where ~Bn denotes the row vector
[anΘ0, an−1Θ1, . . . , a1Θn−1],
and the remaining internal matrix is exactly the n× n identity matrix
denoted by In.


















The next step is to carry out the scalar product of (5.3) with the row vector
~An+1
def
= [an+1, . . . , a1],
and then to let n → ∞. Keeping in mind that K =
∑
i≥1 airi, we get
















From the definition of Mn, each term of the double sum in (5.4) is clearly
a decreasing scalar function of K. Hence, ergodicity conditions could be
obtained along the same lines as in Theorem 3.3, by analyzing the series in
the right-hand side member of (5.4).
5.3 The case θ′(1).ϕ′(1) = ∞
When either θ′(1) or ϕ′(1) are infinite, we are a priori facing a transient
phenomenon as r(1) = ∞. However, the system can have an interesting
behavior provided that K =
∑




but this would correspond to a non-herding system, which is an other story,
although most of the mathematical arguments presented in Section 3 could
be readily applied.
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A Generators, cores and weak convergence
Here we quote the material necessary for the proof of Theorem 2.2. The
results are borrowed from [3].
Theorem A.1. If O is the generator of a strongly continuous semigroup
{T (t)} on L, then its domain D(O) is dense in L and O is closed.
Definition A.2. [3, p. 17] Let O be a closed linear operator with domain
D(O). A subspace S of D(O) is said to be a core for O if the closure of the
restriction of O to S is equal to O, i.e., if O|S = O.
The next proposition is an important criterion to characterize a core.
Theorem A.3. [3, p. 17] Let O be the generator of a strongly continuous
contraction semigroup {T (t)} on L. Let D0 and D be dense subspaces of L
with D0 ⊂ D ⊂ D(O). If T (t) : D0 → D for all t ≥ 0, then D is a core for
O.
The proof of Theorem 2.1 relies heavily on the next general proposition.
Theorem A.4. [3, Theorem 6.1, p. 28] In addition to L, let Lk, k ≥ 1, be a
sequence of Banach spaces, Πk : L → Lk be a bounded linear transformation,
subject to the constraint supk ‖Πk‖ < ∞. Let also {Tk(t)} and {T (t)} be
strongly continuous contraction semigroups on Lk and L with generators Ok
and O. We write fk → f to mean exactly
f ∈ L, fk ∈ Lk for k ≥ 1, and lim
k→∞
‖fk −Πkf‖ = 0.
Then, if D is a core for O, the following are equivalent:
(a) For each f ∈ L, Tk(t)Πkf → T (t)f for all t ≥ 0, uniformly on bounded
intervals.
(b) For each f ∈ L, Tk(t)Πkf → T (t)f for all t ≥ 0.
(c) For each f ∈ D, there exists fk ∈ D(Ok) for each k ≥ 1, such that fk → f
and Okfk → Of .
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