In the present study, the quantile-quantile mapping transformation of Amengual et al. (2012) is used to bias correct modelled daily maximum and minimum temperatures. This method amends errors in the mean, variability and shape of the cumulative distribution functions (CDFs) of the variables of interest. The overall adjustment process is shown in equation (S1.1) and is illustrated in Figure S1 for daily maximum temperatures. In equations (S1.1) to (S1.4), the ith ranked values are shown: bc i is the bias-corrected model data for some future period, o i are the observations, and s bi and s fi are the (uncorrected) model data for the baseline and future time periods respectively. The time periods of the modelled baseline and observations are the same. Figure S1 . Illustration of the bias correction procedure. Overall, differences between the modelled baseline and future data are scaled and added to the observations. The vertical red and grey dotted lines indicate the means of the modelled baseline and future temperatures; their difference is denoted by the symbol Δ.
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First, differences in individual quantiles between the (uncorrected) modelled baseline and future periods (represented as s bi and s ƒi respectively in equation S1.2) are calculated for the entire CDF; the differences are represented as "d i ". The CDFs of the modelled baseline and future temperatures are shown in Figure S1 by the solid red and grey lines respectively. These differences are then split into two components: the average difference between the two periods (Δ; equation S1.3), and the differences in individual quantiles relative to this average (δ i ; equation S1.4).
Changes between present and future daily modelled data are locally rescaled quantile by quantile on the basis of the observed CDF (equation S1.1). The two scaling factors ƒ and g are calculated as shown below. ƒ calibrates the change in variability and shape as expressed by δ i , and g modulates the variation in the mean state Δ. ƒ is calculated as the ratio of the standard deviations of the observations and model baseline, as represented by their respective interquartile ranges (IQR); the IQR is the difference between the 75th and 25th percentiles of the variable being corrected:
g is the ratio of the mean values of the observations and modelled data in the baseline period:
The rescaled modelled changes are added to the observed CDF to create the bias corrected future modelled data ("bc i ; equation S1.1). The bias-corrected data are illustrated by the green line in Figure S1 . Amengual et al. (2012) used 15 year time slices to correct their model data. In the present study, 20 year periods are used to increase the sample of very warm days and nights and heat waves. An extra step was added, whereby bias-corrected time series of daily maximum and minimum temperatures were produced.
The bias correction procedure of Amengual et al. (2012) means that the future corrected time series will inherit some of the characteristics of the observed series, even at the end of the twenty-first century. As a check, time series of original and bias-corrected temperatures from the regional climate models for the period 1990-2009 were compared with observed temperatures for the same period from randomly chosen locations. In all locations, the bias corrected data were in closer agreement with the observations than the original (i.e. uncorrected) model data.
A brief discussion of bias correction A wide range of bias-correction procedures have been used with climate model data, and can be grouped into two main methods. In the first method, change factors are calculated between a baseline and future period using the model data, and the change factors are then added to observations. This method is commonly referred to as "delta" or "delta-change" (Hawkins et al. 2013) , and was used in the present study. In the second method, correction factors are calculated using modelled and observed data over a common time period, and the correction factors are then applied to all model data. Slightly confusingly, this latter method is often called "bias-correction" (Hawkins et al. 2013 ). The change factors in both methods can be calculated over annual, monthly or daily time scales.
The two bias correction methods described above have advantages and disadvantages. The first method applies change factors to a prescribed set of observations, so that the future time series of data will partly resemble the observed time series. It is implicitly assumed that the observations are representative of the historical period, and that a similar pattern of events (such as heat waves) could occur in the future. The choice of baseline is also important; clearly, different baseline periods would have different numbers, timings and magnitudes of events within them and hence so would the corrected future series. If a climate model projected large changes in the timing and lengths of events, this information could be lost to some extent.
The second method corrects the modelled time series, so that the present-day and future modelled data would still partly resemble the uncorrected model data. Any underlying issues in the modelled climate would still be present. If the modelled periods of hot weather in the baseline period were consistently too long, any future periods may also be too long leading to erroneous projections of heat wave numbers and lengths. Other aspects of the modelled data, such as the variability and skewness of the temperatures, may still require further correction. For example, observations of surface temperatures might indicate that a location has two periods of hot weather lasting 5 days each in July and August, but (bias-corrected) climate model data could contain a single period of hot weather which lasts 10 days in July. The total number of hot days in the model is therefore correct, but the length and timing of the hot weather is wrong. This latter problem would be caused by a deficiency in the modelled large-scale circulation patterns which cannot be cured by any bias-correction procedure.
Heat waves in the observations are, of course, real events. We decided that adding climate change factors to observations was the best approach for the present study. We therefore chose a bias-correction procedure (described by Amengual et al. 2012) where climate change factors calculated between modelled baseline and future periods are applied to an observed series (or "baseline"). This particular bias correction procedure corrects the mean, distribution and skewness of the modelled data. We note that Amengual et al. (2012) tested the bias-correction method using a large number of artificially generated baseline temperatures, and found that the effect of different baselines on their results was small. An exploration of the application of different bias-correction methods to temperatures simulated by the eleven regional climate models, and hence on projected heat waves in the UK would be beneficial but is beyond the scope of the present paper.
S2. Minimum, median and maximum numbers of heat waves in each administrative region.
The analysis in section 3.2 showed that the number of heat wave days was projected to increase over the twenty first century. Heat waves will therefore increase in number, length, or (most likely) a combination of the two. The minimum, median and maximum numbers of heat waves in each 20 year period and administrative region are shown in Table S1 . In all of the UK regions, heat waves were projected to occur at least once or twice per 20 years throughout the 21 st century. More extreme cases were projected by one or two of the ensemble members, with one heat wave about every 2 years in many regions by the end of the 21 st century. In this latter case, heat waves would be experienced by some parts of the UK every year. 
