1. Introduction and statement of results. If the system S of roots of a simple Lie algebra over the complex field is imbedded in a real Euclidean space in the usual way, the following important property, which we call property P, is true: (P) If x, y e S, x # -y and (x,y) < 0, then x + yeS; 0$S.
Our aim here is to study this property. The exclusion of the vector 0 is not essential in what follows. It turns out that many of the other properties of root systems of Lie algebras depend only on property P and are thus shared by a much wider class of vector systems. In the statements to follow it is assumed that all vectors considered come from a real Euclidean space F of finite dimension ».
1.1 Let S be finite and have property P, and let Abe a subset with property P. For each x in S, assume that at most one (resp. exactly one, at least one) of x and -x is in A. Then there is an ordering of the space V such that A is contained in iresp. A is, A contains) the set of positive elements of S.
Harish-Chandra [6, Lemma 4] proves the second part of this result for Lie algebra root systems, however, using nontrivial properties of Lie algebras. Borel and Hirzebruch [2, pp. 471-473] give a geometric proof of the second and third parts, but then revert to Lie algebra techniques to prove the first part, all for Lie algebra root systems. All of these authors make a somewhat stronger assumption on A than property P, namely, if x, ye A and x + yeS, then x + yeA. Our proof of 1.1 depends on a preliminary result which may have some independent interest.
1.2. Let B be finite and have property P, and assume that xeB implies -x$B. Then there is an ordering of the space V such that all elements of B are positive. The real numbers of the form k -ly/2 (k, I positive integers) show that the assumption of finiteness in 1.1 (or 1.2) can not be dropped. It can, however, be weakened thus.
1.1'. In 1.1 replace the assumption of finiteness by the assumption that 0 is not a point of accumulation of S. In 1.2 we can go further, in terms of a weakening of property P.
(P") If x,yeS, x # -y and (x,y)^ -1/n \x\ \y\, then x + yeS; 0$S. In this statement the number -1/n which enters via P" can not be replaced by a smaller one, as we see by taking B to be the set of vertices of a regular simplex. We also remark that the change P to P" renders false the third part of 1.1' as well as all of the results to follow.
We call a set of vectors S symmetric if x e S implies -x e S, and indecomposable ii it is not contained in the union of two lower-dimensional orthogonal subspaces of V. Observe that if S is indecomposable then it generates V.
1.3. Let S be finite, symmetric and have property P, and relative to a fixed ordering of V, let B consist of those positive elements of S which can not be written as sums of other positive elements ofS. Then (a) B is linearly independent; (h) every positive element of S is a sum of elements of B. If further S is indecomposable (so that B is a basis of V), then (c) B cannot be split into subsets Bu B2 such that x1 6 Pi, x2eB2 implies xt + x2^5; One can easily classify the one-dimensional finite symmetric indecomposable sets with property P: S = {±r, ±2r,...,±kr; r^0, k an arbitrary positive integer}. In higher dimensions, however, arbitrarily large multiples can not occur if the set is to remain finite.
1.5. Let S be symmetric, indecomposable, and have property P and dimension n~¿.2. Ifr and 5r are in S, then S is infinite, in fact all nonzero integral multiples [October of r are in S. If it is assumed instead that r and Ar are in S, then S need not be infinite.
But for infinite sets of the type under consideration there is a rather drastic consequence.
1.6. Let S be infinite, symmetric, indecomposable, and have property P and dimension n ^ 2. Then S u {0} is a group (under the addition of V).
Combining 1.5 and 1.6, we get:
has property P and dimension n Sï 2, and if S contains r and 5r, then S u {0} is a group.
A second consequence of 1.6 is a characterization of vector lattices.
1.8. IfO£S, then Su{0} is an n-dimensional lattice in V if and only if S is infinite, symmetric, indecomposable, has property P, and does not have 0 as a point of accumulation.
A third consequence is that there is no infinite analogue of 1.4. In order to refine 1.7 (see 4.1), we require a final basic result.
1.9. Let S be symmetric, indecomposable and have property P. Let s be in S, and let Sx be the nonzero part of the projection of S on s°, the orthogonal complement of s. Then St is symmetric, indecomposable and has property P. To get the other half, observe that if xeS, and x$A, then in turn -xeA, -x is positive, and x is negative. To prove the third part, we choose B as the complement of A in S. Then B has property P: the assumptions xeB, yeB, x # -y, (x,y)<0, x + y$B imply x + ye A, -xeA, -ye A, either ( -x, x + y) <0 or (-y, x + y) <0, so that either ( -x) + (x + y) = y is in A or ( -y) + (x + y) = x is in A, a contradiction. Further xeB implies -x$B. Thus by 1.2 there is an ordering of Fin which all elements of B are positive. If this ordering is reversed, the vectors of B become negative, and A contains all positive elements of S as required.
To establish 1.2, we first show that there is a nonzero vector z such that (z,x) 2: 0 for all x in B. If this is false, then because B has property P, there is a sequence Xi,x2,... of elements of B such that xt + x2, Xi + x2 4-x3,... are also in B. Since B is finite, two of these sums must be equal, so that a nontrivial relation £ y,-= 0 (yj e B) exists. Among all such relations, pick a shortest one. Its length is at least 3. Now (yi,y2 + y3 + ■■■) = iyu -yt) <0, so that (ji.y,) <0 for some j, and yt + yj^B. But then the relation can be shortened, a contradiction. This proves our assertion, from which we quickly deduce 1.2 by induction on the dimension of V. The result being clear if this dimension is 0, assume it is positive. Then by the inductive assumption there is an ordering of z°, the orthogonal complement of z, such that all elements of z ° n B are positive. We extend this ordering (lexicographically) to V by defining x to be positive if in the re-presentation x = kz + u (k scalar, u € z°) either k is positive or fe is 0 and u is positive. Clearly all elements of B are now positive.
Our proof of 1.2' requires a preliminary result, proved in two steps. 2.1 1/0 is in the convex closure of a set B of unit vectors, then (x,y) ^ -1/n for some x, y in B.
By [1, p. 9] , there is a relation Z"=i CjXj = 0 (cj > 0, Xj e B, m ^ n + 1). If c¡ is the largest of the c¡, and 2.1 is false, we have 0 = Ci(xj,Xi) + T^cJ(x1,xj) > Ci -£2 Cj/n Si ct(l -(m -1)/«) Si 0, a contradiction.
2.2 If B is a finite set of unit vectors and b is a number such that ft Si -1/n and (x,y) > b for all x,y in B, there is a unit vector z such that (z,x) > ((l+(n-l)è)/n)* for all x in B.
We use only the case b = -1/n, ((1 + (n -l)b)/n)* = 1/n, but 2.2 in general is no more difficult to prove. Let z be a unit vector that maximizes minxeB(z,x). If this maximum is a, than a Si 0 since 0 is not in the convex closure of B by 2.1 (see [1, p. 9] ). Further if BY is the subset of B on which the maximum occurs, then 0 is in the convex closure of the projection of Bx on the orthogonal complement of z, since otherwise there would be a unit vector y orthogonal to z such that (y,x) > 0 (x e Bx), and then the choice zx = (z 4-ev)/(l + e2)* (e positive, sufficiently small) would contradict the definition of z. Thus there is a relation ET CjXj = kz (cj > 0, TtCj = 1, Xj e Bu m^n). Taking the inner product of this equation with z and then with Ex,-, we get fe = a and then 1 + TjCj Ei5tj (x¡, xf) = ma2.
Since (x¡, Xj)>b, this yields a2> (l + (m -\)b)/m^(l + (n-l)b)/n, as required. Now to start the proof of 1.2', we assume there is no nonzero vector z such that (z,x) Si 0 for all x in B. This implies that 0 is in the convex closure of B, so that a nontrivial relation Tfifx} = 0 (cj > 0, Xj e B) exists. If / is a positive lower bound to the lengths of the elements of B, then by [5, Theorem 201] there exist positive integers m¡ and m such that if Cj = (m¡ + r/j/m then the r¡ are so small that | Zr,-X;| ^ 2//n. Then Y.mpCj is a nontrivial sum of elements of B, and its length is at most 2//n.Let 2Zyj he such a sum with a minimum number of terms. Since B has property P", (y^yf) > -l/n| v,| | v7|, all i,j, and thus by 2.2 there is a unit vector z such that (z,yf) >\y¡\ ¡n, all j. But then 2//n Sï | Yyj \ (z, Hyf) > 2Z\yj \/n Sí 2// n, a contradiction. Thus there is a nonzero vector z such that (z,x) Sí 0 for all x in B, and we can complete the proof by induction on n, just as for 1.2.
3. Proof of 1.4. The conclusion of 1.4 can be stated (and is proved) in the following form: if an integer p(r) is associated with each r in S so that p( -r) = -p(r) -1 and the inequalities (x,r) > p(r) (reS) are consistent, (that is, have a solution for x), then these inequalities are a consequence of a subset of n + 1 of them. Let x = x0 be a solution of the inequalities and let A be a minimal subset of elements of S such that the inequalities (x,a) > pia) (a e A) imply all inequalities. The proof that A has n + 1 elements is given in several steps. (4) A is not the union of two nonempty subsets B and C which are orthogonal to each other. Assume the contrary. Since S is indecomposable, there is r in S not orthogonal to B or C. By (3) applied to the projection of r on the subspace generated by B there is ¿>i in B such that (r,bi) > 0, whence r -bt is in S. If r -¿i is not orthogonal to B, then there is b2 in B such that r -bx -b2 is in S, and so on. This process can not continue indefinitely since there would then be a repetition r -bt -... a e A) is bounded, m ^ n + 1. Thus there is a linear relation among the elements of A, and in fact one of shortest nonzero length q, say feiûi + ... + kqaq = 0. Clearly q ^ n + 1. If r (resp. s) denotes the sum of the terms with positive (resp. negative) coefficients, then (r,s) Si 0 by (2), whence (r,r) S(r,r + s) = 0, so that r = 0 and all terms have the same sign which may be taken as positive. Now assume that b is in A and is not one of the a¡. Then b is not a multiple of any a¡ since this would imply that q = 2, that b is a positive multiple of some a¡, and then that one of the inequalities (x,b) > p(b), (x,aj) > p(af) is a consequence of the other, contradicting the minimality of A. By (4) we can choose b to be nonorthogonal to some a¡ ; then (b,af) < 0 by (2) and the fact that S has property P, so that (b,a¡) > 0 for some i since all coefficients in the above relation are positive, and b -a, is in S, contradicting (2) . Thus b does not exist, m =q ^n + 1, m = n + l, and 1.4 is proved.
4. Proofs of 1.5 to 1.9 and related results. Assume that 1.5 is false, that fe is a positive integer such that fcr is in S but (fe + l)r is not. Now (5r,r) > 0, whence 4r is in S, and similarly so are 3r and 2r. Thus fc Si 5. By the assumptions on S, there is s in S such that s is independent of r and not orthogonal to r. Since r may be replaced by -r, there is no restriction in assuming that also (s,r) <0, so that s + r is in S. Then if (s + r,r) < 0, s + 2r is in S, and so on. After a finite number of steps we arrive at t = s + jr in S such that -(r,r) g (t,r) < 0. Then t + kr and t + 2r are in S, and since (i + 2r, -r) < 0, so are t -r and t -2r. Now (t + kr,t -r)^0 since (fc + l)r is not in S; hence (t + kr, t -2r) < 0 and 2i + (fc -2)r is in S. This last vector, say su is twice as far from the line of r as s (or t) is, and it is not orthogonal to r since (2i + (k -2)r,r) = 2(t + r,r) + (fe -4) (r,r) > 0. Since the step from s to st can be repeated indefinitely, our original vector s can be chosen so that s (and hence /) is so far from the line of r that (í,í) > (2fc -1) (r,r). But now (i + kr,t -r) = (t,t) + (fc -1) (i, r) -k(r,r) > (2k -l)(r,r) -(fc -1) (r,r) -k(r,r) = 0, so that (fc + l)r is in S, a contradiction. The second part of 1.5 is proved by the (unique) examples S -{(±i,0), (±j,±j6), (0,±2V6); 1 á |J| ¿4|J| £ 3}.
Next we prove 1.6. For convenience, we use multiple to mean nonzero integral multiple.
(1) There is an element of S which has all its multiples in S. If S is bounded, it has 0 as a point of accumulation : otherwise, there is a point of accumulation x # 0, then for elements s and t of S which are distinct and close enough to x, (s,t) > 0, t-seS, and 0 is a point of accumulation anyway. Since F can be covered by a finite number of cones with vertex 0 and verticle angle tt/3, there thus exists such a cone containing a sequence of distinct elements of S tending to 0 or to oo, and hence also containing elements r and s suchthat |s| > 8|r|. It follows that s -r, s -2r, ...,s -5r are all in S, the last inclusion, for example, coming from (s -4r,r) = (s,r) -A(r,r) Si 1/2 | s 11 r \ -4 | r \2 > 0. Since (s,s -5r)=(s,s) -5(s,r) ^ \ s \2 -51 s | | r | > 0, the vector 5r belongs to S, and so do all multiples of r by 1.5. of the multiples of r.
To start the proof of 1.9, assume u, veSt, u ^ -v and (u,v) < 0. Then there are scalars k, I such that u + ks, v + IseS. Now if k > 0, then (m + ks,s) > 0 and u + ks can be replaced by u + (k -l)s which is also in S. Repeating this procedure as often as necessary, we may assume k S 0, and similarly / ^ 0. Then (u + ks,v + Is) = (u,v) + kl(s,s) < 0, u + v + (k 4-l)s e S, and u + v e St. Thus St has property P. Now let Q and R be two lower-dimensional orthogonal sunspaces of s°. Since S is indecomposable, then by the same reasoning as in step (3) of the proof of 1.6, there is x in S orthogonal to neither Q nor R. Since x projects onto an element of St not in Q or R and the pair Q, R is arbitrary, Si is indecomposable.
We can now refine 1.7.
4.1. Let S be symmetric, indecomposable, have property P and contain r. In the respective cases that the dimension n of S is 2, 3, at least A, assume that S contains 5r, Ar, 3r. Then S u {0} is a group. If a smaller positive multiple of r is assumed to be in S, then S u {0} need not be a group, in fact need not be infinite.
If n = 2, we use 1.7. Assume n = 3. By the methods used at the beginning of the proof 1.5, there is s in S such that s is independent of r, and s + r, s + 2r,..., s + 5r are all in S. The projection of S on s° contains ru the projection of r, and also 5fi. By 1.9 and 1.5 we conclude that S is infinite, and then by 1.6 that S u {0} is a group. The corresponding proof for n Si 4 is similar. To prove the final part of 4.1, we add to the example used in the proof of 1.5 two further examples: if n = 3, S = {(/,0,0), (j,±j3,±l), (j,0,±2), (0,±2V3), (0,^/3, ±3);
