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Le domaine de l'Interaction Humain-Robot (HRI) est en pleine expansion. En effet, de 
plus en plus de plateformes robotiques sont mises en œuvre pour faire évoluer ce domaine. 
Sur ces plateformes, toujours plus de modalités d ’interaction sont mises en place telles que 
les mouvements corporels, la reconnaissance de gestes ou d ’objets, la reconnaissance et la 
synthèse vocale ou encore la mobilité, pour pouvoir effectuer l’interaction la plus complète 
et la plus naturelle pour l’humain. Mais ceci amène aussi une complexité croissante de 
l’intégration de ces modalités sur une seule et même plateforme.
Aussi, le domaine HRI étant à ses débuts, la méthodologie expérimentale des travaux se 
limite le plus souvent à des preuves de concept éprouvées en laboratoire ou en milieux 
ouverts non contrôlés. Il se trouve que peu de chercheurs présentent une démarche struc­
turée et rigoureuse pour l’évaluation expérimentale d ’interaction humain-robot en milieux 
ouverts, et il en résulte des recherches de types exploratoires qui examinent principalement 
la complexité technologique des modalités interactives à m ettre en œuvre, et non l’impact 
de ces modalités sur la qualité des interactions.
Le but de l’étude présentée dans ce document est d ’étudier l’intégration de plusieurs 
modalités interactives sur un robot mobile humanoïde telles que la parole, les gestes et 
la mobilité sur la qualité des interactions humain-robot. Plus spécifiquement, le contexte 
de l’étude consiste à examiner l’impact de modalités interactives sur la capacité du robot 
à attirer l’attention d’une personne et à engager une interaction avec elle. Le scénario 
expérimental consiste à permettre au robot, à partir de la parole, d’expressions faciales, de 
mouvement de la tête, de gestes avec son bras et de sa mobilité, de demander de l’assistance 
à une personne à proximité de lui remettre un objet se trouvant au sol. L’hypothèse sous- 
jacente est que l’intégration de l’ensemble de ces modalités devrait améliorer la capacité 
du robot à engager des personnes à interagir avec lui.
Des expérimentations ont été faites en milieu contrôlé et non-contrôlé selon deux proto­
coles expérimentaux : une étude des modalités à l’intérieur d ’une population, et une étude 
de variation entre individus. D’une manière générale, il en ressort que l’ajout de modalités 
améliore la qualité de l’engagement de l’interaction par le robot, mais qu’il faut porter 
une attention particulière à l’approche de la personne par le robot, principalement pour 
les personnes non familières avec ce dernier. De plus, les observations indiquent qu’il est 
plus facile d ’obtenir des résultats significatifs en environnement contrôlé, elles perm ettent 
d ’identifier des pistes d’amélioration pour éventuellement arriver à en obtenir en milieu 
non-contrôlé. Enfin, ce premier projet d ’intégration et d ’évaluation de capacités interac­
tives d’un robot mobile servira à alimenter une prochaine itération avec un robot plus 
sophistiqué présentement en conception.
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Pour qu’un robot arrive à interagir de manière naturelle avec un humain, il doit pouvoir 
intégrer différentes modalités d ’interaction telles que la parole, le suivi du regard, les 
gestes, les expressions et la mobilité. En soit, ceci peut sembler simple, car ce sont des 
habiletés qui sont utilisées de manière intuitive chez l’humain. Et pourtant, pour un robot 
mobile humanoïde, cela reste un défi de taille, car chacune de ces modalités entraîne des 
contraintes particulières qui demandent de relever un défi d’intégration de taille. À cette 
conception s’ajoute le défi d’expérimentation des capacités interactives développées avec 
des personnes, rattaché au domaine d ’étude Human-Robot Interaction (HRI), ce qui en soit 
implique un domaine de recherche qui va au-delà de l’ingénierie. É tant à ces débuts, le 
domaine du HRI consiste principalement à l’expérimentation avec des prototypes utilisés 
en milieux contrôlés (laboratoire) avec des études quantitatives, ou en milieux ouverts avec 
des études qualitatives non structurées. Il en résulte des recherches de types exploratoires 
qui examinent principalement la complexité technologique des modalités interactives à 
m ettre en œuvre, et non l’impact de ces modalités sur la qualité des interactions. De telles 
recherches demandent des compétences en évaluation et en études de facteurs humains 
(e.g., psychologie, sciences humaines) qui débordent des compétences en robotique, ce qui 
nécessitent des collaborations interdisciplinaires.
Par ce travail, le but est de faire une première itération d ’un processus de conception 
et d ’évaluation de modalités interactives avec un robot humanoïde. Plus spécifiquement, 
l’intérêt réside dans l’intégration de capacités d ’interaction vocales avec les expressions 
faciales, le suivi du regard, les gestes et la mobilité. La mobilité apparaît particulièrement 
intéressante, car elle a été peu étudiée jusqu’à maintenant. Le robot Johnny-Jr a été spé­
cifiquement conçu pour réaliser cette étude en intégrant différents projets du laboratoire, 
dont une base omnidirectionnelle à roues orientables [21], un bras interactif [38] et un 
visage robotique capable d ’expressions faciales [42], et en programmant les modalités d ’in­
teraction requises avec l’exploitation de capteurs tels qu’un détecteur de proximité laser 
et d ’une caméra Kinect. Du point de vue expérimental, cette démarche innove en effec­
tuant une étude entre participants (within subject study) en milieu contrôlé ainsi qu’une 
étude inter-participants (in-between subject study) en milieu non-contrôlé afin d ’évaluer les 
quatre configurations de modalités interactives suivantes :
1
2 CHAPITRE 1. INTRODUCTION
- Le robot interagit seulement avec la voix et les expressions faciales.
- Le robot utilise la voix, les expressions faciales et l’orientation du regard.
- Le robot utilise la voix, les expressions faciales, l’orientation du regard et les gestes.
- Le robot utilise la voix, les expressions faciales, l’orientation du regard, les gestes et
le déplacement.
Dans ces configurations, le robot doit arriver à attirer l’attention d ’une personne et d ’enga­
ger une interaction le menant à aller chercher un objet (une casquette) qui se trouve au sol 
non loin du robot et la lui remettre. L’hypothèse à valider est que la qualité d ’interaction 
sera meilleure avec l’accroissement du nombre de modalités d ’interaction sur le robot. Pour 
les expérimentations en milieu contrôlé, les participants sont mis au courant de l’inten­
tion du robot, tandis qu’en milieu non contrôlé les personnes sont interpellées sans savoir 
ce que le robot souhaite accomplir. L’objectif de notre démarche est d ’arriver à m ettre 
en place une méthodologie pour l’évaluation rigoureuse avec des mesures quantitatives et 
qualitatives de l’interaction sur le moment.
La contribution scientifique résultantes du présent mémoire est donc double :
1. Démontrer la faisabilité d ’intégrer les modalités interactives dans un processus dé­
cisionnel pour le robot. Le défi est im portant ici, car l’orientation du regard et des 
gestes sont influencés par la mobilité du locuteur et du robot, et demande donc une 
autonomie décisionnelle plus grande de la part du robot. Cette dém onstration est 
source de pistes utiles pour la conception de robots interactifs autonomes.
2. Expérimenter avec différents protocoles afin de dégager une procédure m enant vers 
des études rigoureuses en milieux naturels.
Le présent travail se présente comme un mémoire par article et est organisé de la façon 
suivante. Le chapitre 2 présente la revue de l’état de l’art sur les robots humanoïdes 
interactifs ainsi que leurs évaluations, qui a servi à élaborer le projet de recherche pour le 
mémoire. Le chapitre 3 présente l’article soumis à VInternational Journal o f Social Robotics 
sur les travaux d ’intégration des modalités du robot et d ’évaluation de ses interactions avec 




Il est clair qu’il existe une multitude de façons d ’interagir entre un humain et un robot 
dans de multiples contextes. Il est possible de catégoriser ces interactions suivant différentes 
dimensions.
En psychologie de la communication et de l’interaction interpersonnelle, on décompose les 
moyens de communication en deux groupes : verbal et non-verbal [18]. Ces deux catégories 
sont bien distinctes et desservent des objectifs bien différents. En effet, les messages ver­
baux font passer les idées et les pensées tandis que les messages non-verbaux transm ettent 
les sentiments et les désirs. La caractéristique principale des messages non-verbaux (e.g., 
gestes, regard, toucher, intonation de la voix) est qu’ils sont tout le temps présents, forment 
un tout (tout le corps parle d ’une même voix) et sont difficilement contrôlables. Dans une 
conversation, on évalue à 65% l’information passée par des messages non-verbaux.De plus, 
lorsqu’il y a une contradiction entre les messages verbaux et non-verbaux, ce sont ces 
derniers qui sont pris en considération, car ils sont plus fiables. L’inconvénient, c’est qu’ils 
sont moins clairs que les messages verbaux.
Cette distinction entre messages verbaux et non-verbaux mène à proposer une classification 
par modalités, en lien avec le matériel utilisé pour mettre en œuvre ces modalités. D ’autres 
dimensions possibles sont la contribution scientifique du travail ainsi que l’application 
visée.
Catégoriser les recherches dans ces trois classes ne s’avère pas simple, car le robot peut 
être capable d ’utiliser une multitude de modalités (dont certaines inusitées) et d ’effectuer 
plusieurs types d ’applications. De plus, la contribution scientifique peut être difficile à 
cibler étant donné la diversité des sujets abordés et le niveau de profondeur des études 
réalisées.
Ce chapitre présente une catégorisation des travaux de recherche de ce domaine selon les 
modalités d ’interaction et le type de recherche réalisé (e.g., démonstration et évaluation) 
afin de mettre en évidence l’intégration des modalités d ’interaction et la nature de la 
contribution scientifique réalisée. Une catégorisation des travaux selon le type d ’application 
n ’a pas été faite, car le projet ne vise pas un domaine particulier.
3
4 CHAPITRE 2. INTERACTION HUMAIN-ROBOT HUMANOÏDE
Le tableau 2.1 présente la catégorisation réalisée pour les robots illustrés en photo à l’an­
nexe A. Les modalités d ’interaction sont regroupées selon les modalités gestuelles, visuelles, 
audio ainsi que la mobilité et la décision. Dans ces groupes, les modalités sont présentées 
en ordre suivant leur type de recherche (e.g., démonstration et évaluation) et ensuite sui­
vant le nombre de modalités utilisées, du plus petit au plus grand. La grande m ajorité des 
robots interactifs possèdent, sous une forme ou une autre, des modalités gestuelles, soit 
avec des expressions faciales ou des mouvements corporels. Parm i les modalités gestuelles, 
c’est celle du toucher qui semble être la moins exploitée. Cette modalité est utilisée pour 
manipuler des objets comme dans le cas de Justin [50], l’iCub [72] et Leonardo [25]. Il y a 
aussi Robovie [44] qui utilise 56 capteurs tactiles positionnés sur son corps pour détecter 
lorsqu’une personne le touche. Une brève analyse des différents aspects considérés par les 
















































































































0 5 X X X X X X X X X X X X X X X X Mouvement corporel
0 5 X X X X X X Toucher
0 0 X X X X X X X X X X X X X X X X X X





0 0 X X X X X X X X
Reconnaissance de 
gestes
0 5 X X X X X X Détection du regard
© X X X X X X X X X X
Reconnaissance d ’ob­
je ts
0 5 X X X X X i X Écran d ’information





C*5 X X X Interprétation  du son
EEj X X X X X X X X X X X X X X X X X Reconnaissance vocale
0 5 X X X X X X X X X X X X X X X X Synthèse vocale
e n X X X X X Gestion de dialogue
- X Émotion vocale







































































































































































































































































6 CHAPITRE 2. INTERACTION HUMAIN-ROBOT HUMANOÏDE
2.1 Modalités gestuelles
En psychologie, les gestes sont classés en quatre catégories [18] :
- Emblématique, c’est à dire, propre à une communauté et que tout le monde connaît. 
Le robot Fritz [6] est capable d ’effectuer plusieurs gestes emblématiques (e.g., saluer, 
demander une question et demander de venir plus près).
- Illustratif. c’est à dire, qui accompagne la parole. Le robot Mel [61] est capable de 
faire des gestes illustratifs comme pointer du doigt ou du regard et acquiescer.
- Régulateur, c’est à dire, qui coordonne les échanges. Ce type de geste est complexe 
à mettre en œuvre sur un robot, car ces gestes sont instinctifs pour l’humain (e.g., 
toucher son interlocuteur pour prendre la parole). Les travaux de Trafton [71] avec 
George témoignent des premières avancées pour qu’un robot puisse suivre une dis­
cussion.
- Emotif, c’est, à dire, qui exprime les émotions (principalement sur le visage). Cette 
émotion est véhiculée par les expressions faciales qui sont de plus en plus utilisées 
sur les robots récents. Le robot Kismet [12] du MIT a été un des premiers robots 
à les utiliser en exprimant ses émotions selon l’excitation, la position et l’intérêt de 
l’interlocuteur, générés à partir de détection de visage, de couleur et de mouvement 
tel que décrit à la figure 2.1. Les émotions peuvent aussi s ’exprimer par un visage 
affiché sur un écran [9, 40, 64, 71]. L’utilisation d ’un visage virtuel n ’est pas à pri­
vilégier dans le cadre d’une interaction humain-robot, car l’écran tend à être moins 
engageant à la conversation qu’une tête robotisée [76].
2.2 Modalités visuelles
Les modalités visuelles sont utilisées pour donner au robot des informations sur son en­
vironnement visuel. Ces modalités sont largement utilisées pour pouvoir agir de façon 
cohérente aux actions de l’interlocuteur. La détection et le suivi de visages sont les mo­
dalités visuelles les plus fréquemment utilisées. Les travaux de Viola et Jones [75] sur la 
détection de visages ont ôté intégré à OpenCV. Cela facilite leurs utilisations sur les ro­
bots tels que Fritz [6], Barthoc [65] et Rackhain [15]. La reconnaissance d ’objets est aussi 
utilisée sur les robots interactifs. Cette reconnaissance se fait, principalement à partir de 
la couleur [12, 25, 52]. Certains robots utilisent des algorithmes plus complexes comme 
SIFT [3] pour que le robot soit capable de repérer et ensuite utiliser des objets de la vie 
courante.
2.3. MODALITÉS AUDIO /
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Figure 2.1 Disposition des émotions suivant les données recueillies [12]
D’autres modalités ont commencé à être utilisées sur les robots présentés dans le tableau
2.1. En effet, quelques robots sont capables de détecter les gestes ou la direct ion du regard. 
La détection de la direction du regard donne au robot la capacité de connaître ce qui inté­
resse son interlocuteur à chaque instant. Mais cette modalité est encore peu présente due 
à sa complexité technique. Le robot réceptionniste [8] de Dan Bohus est capable de savoir 
vers qui est orientée l’attention d ’une personne (e.g., le robot, une certaine personne). Le 
robot Mel est par exemple capable de détecter les mouvements de la tête et ensuite de 
reconnaître s’il y a un acquiescement en utilisant les informations du contexte [46]. De 
même, un modèle capable de détecter l’engagement entre un robot et une personne a été 
développé récemment sur le robot Melvin [52]. Ce modèle se base sur les données recueillies 
par les différentes modalités (les gestes, les regards, la parole autant pour l’humain que 
pour le robot), comme le montre la figure 2.2. Ceci est une démarche originale visant la 
détection de l’engagement sans être dépendant des modalités d ’interaction.
Sur certains robots interactifs, des écrans sont aussi utilisés pour afficher ou demander des 
informations à la personne avec qui le robot interagit [31, 41].
2.3 Modalités audio
La reconnaissance vocale et la synthèse vocale sont les modalités audio qui se retrouvent 
le plus fréquemment sur les robots interactifs, probablement, car elles sont à la base des 
interactions naturelles avec l’humain. Plusieurs utilisent des systèmes de reconnaissance
8 CHAPITRE 2. INTERACTION HUMAIN-ROBOT HUMANOÏDE
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Figure 2.2 Flot d’information entre le module de reconnaissance de l’engage­
ment et l’architecture décisionnelle du robot [52]
comme Sphinx [77] et Nuance1, et des systèmes de synthèse vocale comme Festival [69] et 
MBROLA [19].
La capacité de localiser les sons autour du robot se retrouve aussi de plus en plus sur les 
robots interactifs, avec des systèmes issus du milieu de la recherche (e.g., ManvEars [74]) 
et des systèmes commerciaux (e.g., le Voice Tracker de Acoustic Magic2). L’avantage de 
ManvEars est qu’il permet la localisation sur .360 degrés alentours du robot, et que cette 
localisation sert à séparer les sources sonores pour une meilleure reconnaissance vocale.
La plupart des robots interactifs qui peuvent dialoguer avec des interlocuteurs humains 
le font à partir de scripts pré-établis ou encore des gestionnaires de dialogues, tels que 
ceux utilisés sur Cramer avec ADE [13] ou sur le robot de Microsoft [8]. Un gestionnaire 
de dialogue permet de définir des modèles d ’échanges généraux adaptés à un contexte 
particulier comme la présentation d ’un objet avec le robot Mel [60] en utilisant Collagen 
[53] pour gérer le dialogue. CSLU est le gestionnaire de dialogue utilisé sur Spartacus [43].
Enfin, un petit nombre de robots sont en mesure d ’interpréter le son, pour détecter des 
bruits, comme HRP-2W [28] qui reconnaît des objets grâce à leur son caractéristique), ou 
d ’identifier des émotions dans la voix3.
1 www.nuance.com
2http : /' / www.aeousticmagic.com/
3Un collaborateur d’IntRoLab, Pierre Dumouchel de l’École de technologie supérieure, travaille sur 
cette capacité.
2.4. MOBILITÉ ET DÉCISION
2.4 Mobilité et décision
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La grande majorité des robots interactifs sont statiques, c’est à dire qu ’ils sont fixés sur 
une base non mobile. La mobilité amène la difficulté supplémentaire de positionner le 
robot par rapport à l’interlocuteur et son environnement, d ’où l’utilisation par certains de 
capteurs lasers pour la navigation. Les roues sont le mode de locomotion principalement 
utilisé pour les robots interactifs, et servent à approcher des personnes pour communiquer 
[55]. Les robots peuvent aussi servir de guide dans une exposition ou un musée, comme 
c’est le cas pour Rackham [15] et RoboX [63].
Cette mobilité est souvent amenée par une capacité décisionnelle accrue du robot. Cette 
capacité peut être modélisée selon le processus cognitif humain, tel que ACT-R [70, 71] 
avec son implémentation réalisée par Trafton et illustrée à la figure 2.3. Elle peut aussi être 
basée sur des principes de contrôle intelligent, telle que l’architecture à trois niveaux utilisés 
par Robovie IV [44] : le premier niveau récupère les informations des capteurs et contrôle 
les actionneurs; le second gère les événements et sert d ’interface entre le premier et le 
troisième niveau ; le troisième niveau est composé de processus inter-reliés pour le dialogue 
et le suivi de visage. Certaines architectures décisionnelles sont basés sur les fonctionnalités 
à intégrer [2, 64], D ’autres sont des extensions basées sur l’approche comportementale [4],
2.5 Types de recherche
Le type de recherche fait référence à l’objectif de recherche poursuivi et la méthodologie 
expérimentale qui en découle. Tous les travaux présentés au tableau 2.1 portent sur des 
modalités interactives validées sxir des robots, soient pour démontrer la faisabilité d ’ex­
ploiter ces modalités (seules ou intégrées), soient pour évaluer l ’impact (qualité, efficacité, 
utilisabilité, etc.) de ces modalités lors de l’interaction humain-robot.
2.5.1 Démonstration
Les recherches de type démonstration sont généralement des preuves de concept qui ont 
pour objectif de montrer l’efficacité d ’une nouvelle modalité ou d’intégrer beaucoup de 
modalités ensemble sans en faire une étude approfondie ou à long terme. Par exemple, 
le robot Fritz [6] intègre des modalités audio, visuelles et gestuelles dans le but de faire 
une présentation. Ce dernier robot a été utilisé lors de plusieurs événements ou exposi­
tions. mais aucune mesure concrète n ’a été effectuée autant pour mesurer l ’efficacité des 
différentes modalités ou la qualité de l’interaction. Seulement l’impression de satisfaction
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Figure 2.3 Architecture ACT-R/E et sa relation avec l’environnement [70]
générale a été recueillie. Il faut retenir que des expositions sont bien pour tester un robot, 
mais il est difficile d ’y conduire des évaluations.
Les travaux de Nakadai et al. [47] sur le robot Asimo ou de Okuno et al. [49] sur le 
robot SIG démontrent quant à eux l’efficacité de la modalité perm ettant la localisation 
et l’extraction de différentes sources sonores. Dans les deux cas, un scénario précis et 
répétable a été expérimenté. Dans un cas, le robot Asimo est considéré comme un juge 
pour un jeu de roche-papier-ciseau. Il doit décider du vainqueur entre les deux ou trois 
participants et le vainqueur n’est pas décidé tan t qu’il y a égalité. Le robot a été évalué 
suivant deux critères : le taux de succès pour un jugement et le taux d ’accomplissement 
de la tâche. De plus, la position des participants entre eux change de 30 degrés tous les 
dix jeux. Il a ainsi été joué 330 jeux de roche-papier-ciseaux. Le résultat est un taux bon 
jugement de 75% et d ’accomplissement de la tâche de 70%.
Bien que certains travaux démontrent une volonté d ’évaluer la qualité des interactions, 
ils restent au stade de la démonstration. Par exemple, la méthodologie abordée dans les 
travaux sur le robot Melvin [52] montre une volonté de reproduire le genre d ’interaction 
propre au comportement humain. En effet, le modèle qui perm et de reconnaître l’enga­
gement sur le robot Melvin a été précédé par des heures d ’analyse vidéo sur des scènes
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mettant en interaction deux personnes. Il en a été déduit qu’il y a quatre types d ’évé­
nements suscitant l’engagement : le regard directeur, le regard mutuel, la conversation 
adjacente en pair et la notification de retour. Cela a été inclus dans le modèle et un scéna­
rio nommé The Pointing Game a été mis en place pour tester le modèle. Les évaluations 
sont en cours pour connaître la qualité de ce modèle. Pour l’instant, toutefois, les travaux 
présentés montrent uniquement le fonctionnement et l’intérêt d’un module indépendant 
pour la détection de l’engagement entre l’humain et le robot. Pour le robot MDS, Trafton 
et al. [70] se basent sur une expérimentation de 1998 sur le suivi du regard par 63 enfants 
de 6 à 11 mois. Lors de leurs travaux, ils reproduisent l’expérimentation avec le modèle 
cognitif de suivi du regard du robot afin de pouvoir comparer les résultats avec ceux de 
l’étude de 1998. Le critère qui est pris en compte dans cette étude est le taux de réussite 
à suivre le regard. Les travaux effectués rendent la modalité du suivi du regard proche du 
comportement humain.
2.5.2 Évaluation
Une fois les modalités intégrées au robot suivant l'application désirée, la suite logique 
consiste à mettre en place un scénario qui permet d ’évaluer la qualité de l’interaction. On 
peut voir au tableau ‘2.1 qu’il y a très peu de recherche de type évaluation. Cela peut en 
partie s’expliquer par le fait que beaucoup de projets sont en cours et peu d ’évaluations ont 
été présentées, ou encore par la complexité inhérente de réaliser l’intégration des modalités 
interactives.
Il existe un article de référence qui définit les métriques à utiliser pour évaluer une inter­
action humain-robot (HRI) [66]. Cet article présente des classes de métriques regroupées 
suivant les tâches possibles en HRI afin que soit adoptées une taxonomie pouvant mener 
à des comparaisons entre les travaux. Par exemple, des métriques générales sont définies 
pour évaluer l’interaction humain-robot. Les deux métriques principales pour cela sont 
la performance du système et son évaluation subjective. Celles-ci sont reprisent dans les 
travaux de Sidner et al. [59] et Kose-Bagci et al. [32],
Les travaux de Takayama sont fondés pour leur part sur la recherche à base de variables 
pour évaluer une HRI [67], Par exemple, dans [22], Takayama examine l’influence de la 
forme (une voiture versus un robot humanoïde) et de l ’assemblage (assemblée en lego 
par l’utilisateur ou par une tierce partie) en HRI. Des questions sont ensuite posées aux 
personnes pour connaître l’impact des variables sur leur ressenti. Par exemple, une question 
est «Que ressentiriez-vous si le robot était détruit ?» et la personne peut répondre sur une
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échelle de 1 à 5, de horrible à plaisant. Cette question permet de déterminer l’attachem ent 
de la personne au robot.
Sidner et al. [59j ont mis en place une expérimentation pour évaluer de façon rigoureuse 
l’engagement entre un humain et un robot. Le scénario consiste à la présentation d ’un objet 
par Mel à une personne. Dans ce scénario. Mel a été évalué avec deux comportements. 
Pour le premier comportement, le robot interagit avec la personne seulement avec la parole. 
Pour le deuxième, Mel communique avec la parole et les gestes. Il y a eu 27 personnes qui 
ont participé à l’expérience d’un des deux comportements.
Pour évaluer les dialogues entre humain et robot, les personnes ont répondu à des ques­
tions sur la qualité de l’interaction. Les personnes semblent en général satisfaites de la 
qualité de l’interaction et la compare à un humain. Des différences ont été observées sur 
la réaction des personnes entre les deux comportements de Mel. Lorsque Mel utilise les 
gestes, l’interlocuteur est plus impliqué dans la conversation. Par exemple, lorsque Mel 
indique de regarder la table, 37.5% des personnes vont la regarder. Ce pourcentage monte 
aussi à 63% lorsque Mel tourne aussi la tête pour regarder la table.
Une expérience a été menée avec Robovie II pour déterminer l’importance de la direction 
du regard [27]. Pour cela, Robovie devait montrer une affiche à une personne. Deux séries 
de dix évaluations ont été faites. Lors de la première, Robovie montre une affiche en la 
pointant et la regardant. Lors de la deuxième, Robovie pointe seulement l’affiche. L’expé­
rience a démontré que la direction du regard est très importante. Une seconde expérience, à 
long terme cette fois, fut aussi menée avec Robovie IV [44]. Cette expérimentation consiste 
à faire fonctionner le robot sur 150 mètres dans le laboratoire où circulent plus de 100 per­
sonnes pendant 6 mois. Ensuite, une évaluation statistique sur une durée de six semaines a 
été faite [45]. Il y a eu 23 participants et 76 questionnaires remplis. Cette expérimentation 
a pour but de déterminer les facteurs d ’acceptation du robot dans l’environnement hu­
main. Les analyses montrent que la génération d ’un comportement approprié par le robot 
est le plus important pour qu’il soit accepté par la communauté. La familiarité et le rôle 
du robot sont aussi à prendre en compte.
Quelques autres expériences à long terme ont aussi été réalisées avec Keepon [34] et Au- 
tom [31]. Keepon [34] est un robot crée pour interagir avec les enfants de façon simple, 
naturelle et non verbale. Il est destiné à l’étude des enfants et de leurs comportements. Des 
expériences avec Keepon ont été faites avec plusieurs dizaines d ’enfants, âgés de quelques 
mois à cinq ans, autant en laboratoire que dans les écoles. Dans une école, Keepon a  été in­
troduit par session de 90 minutes dans une classe de 27 enfants et cela pendant 20 sessions,
2.5. TYPES DE RECHERCHE 13
afin d’identifier les différentes sortes de comportement de l'enfant vis-à-vis de Keepon : 
violent ou protecteur, donneur, pointeur et attribuant une intentionalité propre au robot. 
Les résultats montrent qu’au bout de quelques mois avec Keepon, un enfant autiste est de 
plus en plus familier avec le robot, ce qui l’amène à partager son état émotionnel. Autoin 
[31], quant à lui, fut conçu pour interagir socialement et à long terme avec l’humain. Son 
rôle est d ’assister les personnes qui l’utilisent dans un programme de perte de poids. Une 
étude sur six semaines a été faite avec la participation de 45 personnes âgées de 18 à 72 
ans. Les participants ont été séparés en trois groupes. Le premier groupe a utilisé le robot 
Autom, le second a seulement utilisé le programme informatique d’Autom, et le troisième 
utilise des fiches papier de suivi pour la perte de poids. L’hypothèse émise est qu’Autom 
amène une source de motivation supplémentaire pour le suivi du programme. Ceci a été 
vérifiée, car les personnes ont utilisé Autom 50,6 jours en moyenne alors que le programme 
et l’usage de fiches papier ont été respectivement utilisés 36,2 jours et 26,7 jours.
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CHAPITRE 3
Pardon de vous interrompre, mais puis-je avoir 
votre attention ?
U ne étude de cas sur l ’influence des m odalités verbales et non  
verbales quand le robot engage l’interaction  avec une personne
3.1 Avant-propos
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électrique et de génie informatique.
D ate de soum ission : 23 septembre 2011
R evue : International Journal of Social Robotics
T itre en anglais :
Sorry to Interrupt, But Can I Have Your Attention ? A Case Study on the Influence of 
Verbal and Non-Verbal Modalities When A Robot, Engages Interaction W ith A Human
C ontribution au docum ent :
Le chapitre 2 met en évidence Fétat de Fart lorsque fut élaboré le projet. A partir des 
informations relevées, un scénario expérimental a été élaboré en fonction des fonctionna­
lités disponibles au laboratoire, ce qui mena à la conception du robot Johnny-Jr et des 
expérimentations décrites dans le chapitre 3 sous la forme d ’un article. Cet article contri­
bue au mémoire en décrivant le robot, le scénario, l’évaluation et les résultats du travail 
réalisé dans le cadre de cette maîtrise. L’annexe B, l’annexe C et l’annexe D présentent les
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documents en appui (demande au comité d ’éthique, questionnaires et grille d ’évaluation) 
pour les expérimentations réalisées en milieux contrôlé et non-contrôlé.
R ésum é français :
Les études d ’interaction humain-robot sont complexes, car elles impliquent généralement 
l’intégration de modalités verbale et non-verbale qui n’ont pas forcément la même influence 
dépendamment du contexte d ’interaction et des personnes avec qui le robot interagit. La 
conception d ’une plateforme humanoïde autonome et interactive demande d ’effectuer ce 
genre d ’intégration tout en satisfaisant des contraintes de temps réel et de capacité de 
calculs. Une telle conception peut bénéficier de la connaissance des influences des modalités 
à intégrer, ce qui requiert de les tester avec des personnes en conditions réelles. Cet article 
rapporte une étude de cas conduite avec Johnny-Jr. un robot humanoïde qui possède 
une base mobile omnidirectionnelle équipée d ’un torse et d ’un bras avec trois degrés de 
liberté. Cette étude consiste à observer les influences de la voix, des gestes (visage, tête 
et bras) et de la mobilité sur l’engagement des personnes pour interagir avec le robot, en 
conditions contrôlées et non-contrôlées. Les observations faites par ces cas d ’études aident 





Human-robot interaction studies are complex because they usually involve the integration 
of verbal and non-verbal modalities which do not necessary have the same influence de­
pending on the interaction context and the people the robot interacts with. The design of 
an interactive autonomous humanoid platform requires performing such integration while 
satisfying real-time and computational constraints. Such design can benefit from knowing 
the influences of the modalities to integrate, which requires testing them  out with people. 
This paper reports a case study conducted with Johnny-Jr, an omnidirectional mobile base 
equipped with a humanoid torso and a three degree-of-freedom arm. The study consists of 
observing the influences of verbal, gestures (facial, head and arm) and mobility in enga­
ging people to interact with the robot, both in controlled cqnditions and in open settings. 
Observations made from this case study help identify im portant issues to tackle for the 
design of advanced interactive robots.
3.3 Introduction
Our research laboratory is currently engaged in a five-year research initiative involving the 
complete design and evaluation of an autonomous platform named Johnnv-0 [42], Johnny-0 
is a humanoid mobile platform capable of bidirectional interaction in natural ways (through 
motion, language, touch, affect) with humans, integrating capabilities such as advanced 
motion, interaction and cognition, and evaluating such capabilities in unconstrained real 
world conditions. Johnny-O’s distinct contributions are in simultaneously exploiting com­
pliance for locomotion and manipulation, in grounding reasoning and actions through 
behavior-producing modules, and in considering all possible factors experimenting in the 
wildness of the real world [42].
One situation that we expect Johnny-0 to experience is the necessity to engage someone, 
whether it is for assistance (e.g., for recharging, grabbing an object out of its reach, get 
some information) or to fulfill a specific task (e.g., for handing objects, direct people to 
do specific actions). This involves verbal and non-verbal modalities (eye gaze, gesture, 
motion) tightly coupled with the physical, perceptual, computational, energetic and ac­
ting capabilities of the robot, and allowing the robot to adapt to the unpredictability of 
interacting with humans.
Following an iterative and incremental design process, we first implemented proof-of- 
concept prototypes of the robot’s subsystems, i.e., omnidirectional and compliant base,
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interactive arm using differential elastic actuators, humanoid torso and a control architec­
ture |42], These prototypes were integrated together to create Johnnv-Jr, allowing us to 
conduct case studies (an important design phase as indicated in [73]) th a t could provide 
useful insights influencing the design of Johnny-0 and its use in more in-depth experi­
mentations. Considering that Johnnv-0 will have to integrate a high number of sensing, 
reasoning, processing and acting capabilities on the same platform for interacting with 
humans in open settings, we figure tha t conducting a case study on the influence of verbal 
and non-verbal modalities in human-robot interaction (HRI) would provide key insights 
on the expected level of performances for the robot’s capabilities and on how to conduct 
evaluation of such capabilities in natural settings.
Our objective with this case study is to examine how a mobile robot can initiate interaction 
with a human in open settings. This idea was inspired from observing a group of kids selling 
calendars in a mall during a fundraising activity : kids th a t were more expressive and moved 
toward people were more successful in getting people’s attention and interest. Therefore, 
we hypothesize that a robot can be more successful in engaging people to  interact when 
using all of its interaction modalities, especially motion of its mobile base.
Most of the work about communication and attention in human-robot interaction involves 
the influence of combining verbal communication with non-verbal cues, such as head and 
gaze control [14, 26, 27, 37], facial features [11, 14, 20], deictic gesture [20, 26, 59] and 
physical expression [11], Results suggest that non-verbal cues are beneficial in HRI. These 
studies usually involve one or two non-verbal modalities using an immobile platform ope­
rating in controlled conditions, except for [14] which was conducted in open settings. The 
work with Robotinho [20] uses a mobile base in public space, but is limited to a de­
monstration of its capabilities. W ith mobile platforms, studies have been carried out to : 
characterize people’s personal spaces in regard to a robot [67] ; the approach and positio­
ning of a robot relative to a seated human subject [17] ; or the importance of anticipating 
human trajectory when a robot approaches people in a mall [30]. The only study we found 
that involves initiating human-robot interaction is done by Saulnier et al. [56]. Using a 
Wizard of Oz approach, they examine how a robot can interrupt a human in a socially 
acceptable manner, observing if humans can interpret the motion and intent of a robot 
(through motion, speed and head gestures). The participants were asked to rank 10 confi­
gurations (i.e., differences in distance of approach, direct or erratic gaze, body rotation 
and motion speed). Results suggest tha t interruptibility is mostly influenced by the dis­
tance of approach and the robot’s speed at close distance, with no significant influence of
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gaze and body rotation. They also notice the difficulty of executing the robot’s behaviors 
consistently during experimentation, a limitation when using a Wizard of Oz approach.
In this paper, we present the case study conducted with Johnnv-Jr regarding the influences 
of verbal and non-verbal communication modalities in making a robot autonomously ini­
tiate interaction with people, both in controlled conditions and in open settings. The 
interaction scenario consists of having the robot àsk people to give it a baseball cap lying 
next to it on the floor. Going through the entire design and evaluation process, the ob­
jective of this study is to provide data and observations th a t can influence the design 
of interactive robots, such as Johnny-0, and their experimentation in natural and open 
settings.
3.4 Johnny-Jr, an Interactive Omnidirectional Robot  
Platform
As shown in Fig. 3.1, Johnny-Jr platform integrates an omnidirectional mobile base with an 
arm installed on a upper torso frame. The mobile base consists of an omnidirectional non- 
holonomic platform with eight actuators for locomotion [21] : four for propulsion and four 
for steering the wheels, with each wheel being able to rotate 180° around its steering axis. 
Propulsion is done using standard DC brushless motors equipped with optical encoders, 
and capable of reaching 1.47 m/s. Velocity of the mobile base is limited to a maximum 
of 0.6 m /s for safe and secure approach of people. This maximum was set because in 
[17], 0.4 m /s was either found to be too slow or just about right, but never too fast. The 
platform uses steerable wheels motorized using differential elastic actuators (DEA) (35, 
36], providing compliance, safety and torque control capabilities. As an underlying safety 
feature, the mobile base is programmed to stop if an obstacle comes too close to the 
robot’s path. Its hardware architecture consists of distributed modules for sensing and 
low-level control, communicating with each other through a 1 Mbps CAN bus. A Mini- 
ITX computer equipped with a 2.0 GHz Core 2 duo processor running Linux is used 
on-board for high-level control modules. A Hokuvo UTM-30LX laser range finder (30 m 
range, 270° angle and 25 msec/scan) is placed on the base. Nickel-metal hydrid batteries 
provide power to the platform for up to 3 hours of autonomy. A wireless gamepad can 
be used to control the mobile base, to initiate the interaction scenario and to reinitialize 
odornetry.
The humanoid torso comes with two loudspeakers, one Kinect motion sensor (providing 
a 3D point cloud with color for 640 x 480 image with an angular field of view of 57°
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Figure 3.1 Johnny-J r  robot
horizontally and 43° vertically, up to 5 m and at 30 frames per second) and a robot 
head installed on a pan-tilt unit (PTU-D46-17 of Directed Perception, actuated using 
step motors : pan ±128°, tilt [—17,+25]°). The robot speaks French using text-to-speech 
software (lliap h o n  [5] for text-to-phoneme conversion, and m brola [19] for phoneme-to- 
sound conversion). Figure 3.2 illustrates the facial expressions that the robot can make 
using nine servo-motors (four for the mouth, three for the eyes and two for the eyebrows). 
Each emotional state can be expressed by two configurations, interchanging every five 
seconds to make facial expressions more dynamic.
The arm is attached to the torso and has three serial degree-of-freedom (two in the shoulder 
and one in the elbow), also actuated with DEA. The arm can sustain impacts with humans 
or objects, and can be controlled from low' to high admittance with gravity compensation 
[38]. The arm controller receives the desired angles for each joint, and generates spline 
trajectories between waypoints while ensuring tha t the arm does not collide with the 
robot. Gesture programmed on the robot consists of the following, as showm in Fig. 3.3 : 
Greeting/Goodbye, Come Closer, and Pointing.
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Attractive Happy Sad Angry
Figure 3.2 Johnny-Jr facial expressions
Greeting / Goodbye Come Closer Pointing
Figure 3.3 Johnny-Jr gestures
3.4.1 Robot Control Architecture
Fig. 3.4 illustrates Johnny-Jr’s control architecture implemented using ROS [51]. It consists 
of a set of behavior-producing (also referred to as behaviors) modules with priority-based 
arbitration. The Interaction Scenario module is a task-level executive system (imple­
mented using SMACH, a Python library integrated in ROS to  build state machines [7]) 
tha t activates behaviors or inhibits data streams. All modules of the control architecture 
can access the odometry and joints states of the robot using ROS’ t f  package, which ma­
nages and keeps track of every coordinate frames of the robot in the world’s coordinate 
frame. Using data from the Kinect sensor and the OpenNI library integrated in ROS, the 
B ody Shape D etection  module extracts the centre of mass of people and only tracks 
the first person detected until it leaves the sensor’s field of view. The Kinect sensor’s field
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of view is however a bit limited when making a robot physically intercept people walking 
nearby. To provide a wider range of detection, the Leg D etection  module analyses laser 
range finder data to identify potential leg positions (with a reliability estimation derived 
from perceived leg velocity) over 180° and a 5 m range using the approach presented in
[1]. Our implementation can take up to 1 sec to validate the presence of a person using 
leg detection. Position and direction of the first pair of legs detected is provided, and are 
tracked by the module while they are detected. Combining leg detection with body shape 
detection allows the robot to first identify potential targets over a large field of view using 



















Figure 3.4 Control architecture of Johnny-Jr
Seven behaviors are used to control the robot’s actions :
- M eet Person. When the legs of a person is detected, this behavior initiates the 
Greeting gesture with the associated voice message, and makes the robot move to­
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ward the person. If the legs are detected on either side of the robot, the behavior 
generates a curved trajectory (4 m radius trajectory at 0.6 m /s for 3 seconds) with 
the torso oriented perpendicular to it. No trajectory is generated if the legs are 
located over [—45, +45]° in front of the robot.
- A ttract Person. When a body shape is perceived, this behavior allows the robot to 
maintain a socially acceptable distance (from 1 to 2 m) and keeps the robot facing 
the person. It can also generate vocal interactions and gestures.
- Check Person. This behavior verifies if the person executes the robot’s request by 
positioning it toward the location of the object involved in the interaction scenario 
(e.g., the baseball cap in our case study).
- K eep Engage. Using body shape positions, this behavior tracks the person by 
controlling the mobile base and the pan-tilt unit. If the person is located [—5, +5]° 
in front of the robot, only the pan-tilt unit is used, positioning it to follow the centre 
of the face estimated 1 m above the centre of mass of the person. Otherwise, the 
behavior makes the robot rotate toward the person’s position to assist tracking done 
by the pan-tilt unit.
- Show Object. This behavior makes the robot point toward the position of the object 
used in the interaction scenario. It does so by generating voice commands, executing 
the Pointing gesture, orienting the mobile base (rotated by an angle bisector to the 
angle between the person and the object) and the head toward the object.
- D isengage. While generating vocal messages and making the Goodbye gesture, 
this behavior makes the robot base return to the position it was when engaging 
interaction. The trajectory is generated using ROS local navigation planner.
- R em ote Control. Using the gamepad, this behavior allows the experimenter to 
reposition the mobile base or to stop the robot for security purpose only if necessary.
The activation of D isengage, Show O bject and Check Person behaviors by the In­
teraction Scenario is made by specifying a specific goal to achieve. For example, Check  





The interaction scenario consists of having the robot ask people to give it a baseball cap 
lying nearby on the floor (3 to 4 m away). We chose this scenario because it involves a short, 
voluntary, neutral and simple task (compared to engaging people to sell something for 
instance). Figure 3.5 illustrates the finite-state machine implemented in the Interaction  
Scenario module to manage how the robot interact with people in this context, with the 
dialogue generated by the robot presented in Table 3.1. The right part of Fig. 3.5 indicates 
which facial expressions the robot takes according to the states of the interaction scenario, 
which are :
Person nt t detected
(0) ^  
Activate robot
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if nb < 2 (6) Convince
P  *—nb ++-
Person picked up the cap
Person not detected { 
or nb >= 2
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Sad, Angry or Happy
Figure 3.5 Finite-state machine of the Interaction  Scenario module
(0) This is an idle state during which the robot is waiting for the experimenter to initiate 
a trial. No behaviors are activated.
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(1) Waiting to  Detect Legs. In this state, data is allowed to be processed by the Leg
D etection  module, in search of a potential person to interact with. No behaviors 
are activated.
(2) Move to Intercept. Once the legs of a person are detected and tracked, the M eet
Person behavior is activated until the B od y  Shape D etection  returns a valid 
detection of a person, which means th a t the person is close by and in front of the 
robot. Data from the laser range finder are then inhibited (to minimize com putatio­
nal load) and body detection data are allowed to be sent to the A ttract P erson  
behavior.
(3) In teraction  P osition ing . The A ttract P erson  behavior is activated to  try  to
keep an ideal distance between the robot and the person with whom the robot wants 
to interact. Figure 3.6 illustrates the trajectory resulting from states (0) to (3).
(4) Ask for  A ssistance. If the person is located using the Kinect data, the Show  O b­
ject (making the robot first try to direct the attention of the person toward the 
cap) and K eep Engage (to then turn back toward the person to keep the person 
engaged in the interaction) behaviors are activated.
(5) A ssistance V alidation. In this state, the robot validates if the person is responding
to its request for assistance. K eep E ngage tries to keep visual contact with the 
person, and Check Person behavior verifies if the person has been detected in a 1 
m x 0.8 m range around the cap. If so, the Interaction  Scenario module considers 
that the person has executed the robot’s request.
(6) Convince. If the person is still being detected but does not go take the cap, the robot
vocally tries to convince the person to do so.
(7) Receive Cap. In this state, the K eep E ngage behavior is used to keep the person
in the robot’s field of view. Note tha t the robot does not detect th a t it receives the 
cap : it considers tha t the person has given the cap back after a certain time.
(8) Goodbye. Depending on how ends the interaction with the person, vocal messages are
generated and the D isengage behavior is activated to  make the robot go back to 
its original position.
Table 3.2 shows the theoretical minimum and maximum amount of time each state  can 
take, revealing tha t duration of an interaction ranges from 27 to 50 sec.
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Table 3.1 Dialogue used for the interaction scenario
ID Dialogue in French (English)
(2) Bonjour, je voudrais te parler.
(Hi! I would like to talk to you.)
(3) J’ai quelque chose à te demander.
(I have something to ask you.)
(4) Peux-tu me rapporter ma casquette, s’il te plaît?
(Can you bring me back my cap, please?)
(8) Dommage ... au revoir.
(Too bad ... goodbye.)
(6) Allez, fais un effort!
(Common, make an effort!)
(6) Tu es sûr que tu ne veux pas m’aider.
(Are you sure? You’re sure you don’t want to help me.)
(6) Cela me ferait plaisir!




(Have a good day!)
Table 3.2 States duration of the interaction scenario





















é  Leg Detected
(1)
(Person)
Figure 3.6 Trajectory of Johnny-Jr when approaching a person
3.5 HRI Evaluation with Johnny-Jr
Using the interaction scenario, the underlying objective of our case study is to examine 
the influences of verbal and non-verbal communication modalities in making a robot ini­
tiate interaction with people. By blocking commands to the actuators not involved in the 
intended test configuration, we made Johnny-Jr interact with people using the following 
sets of modalities :
- Voice and Facial expression modalities (VF). This is considered the baseline configu­
ration, as it is usually wdiat is used by interactive robots with facial expression, voice 
being the primary modality to provide basic information about the robot’s intent.
- Voice, Facial expression and Head gesture modalities (VFH).
- Voice, Facial expression, Head gesture and Gesture modalities (VFHG).
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- Voice, Facial expression. Head gesture. Gesture and Mobility modalities (VFHGM). 
This configuration therefore integrates all of the interaction capabilities of Johnny-Jr.
Huinan-robot interaction studies bring the additional challenge of having to deal with the 
unpredictability of human responses. To acquire experience with different experimental 
frameworks, we decided to conduct a within-subject study [23] in controlled conditions, 
and a between-subject study [24] in open settings. For these trials, Johnny-Jr is always 
positioned according to Fig. 3.6 with the cap between three or four meters in front of the 
robot. The experiments received ethic approval with no use of video-recording (because 
some trials were done in public places).
3.5.1 Within-Subject Study in Controlled Conditions
The underlying objective of this experiment was to validate the implemented interaction 
scenario with people made aware tha t Johnny-Jr would engage interaction with them  using 
different modalities. The test population consists of 35 able-bodied participants (23 male, 
12 female), which can be characterized by people familiar with mobile robots (group A : 14 
male, 1 female, all members of our lab), and people unfamiliar with mobile robots (group 
B : 9 male, 11 female). Each participant experimented all four interaction configurations 
(sequentially with about a minute pause between trials, selected in random order). The 
experimenter was located nearby without being too close to be considered to take part 
in the interaction. This allowed the experimenter to observe what is going on and to 
intervene for security purposes if necessary. Once done, they were asked to answer the 
following questions :
Qi Which configuration do you prefer ? Participants had to rank each configuration from 
1 (most preferred) to 4 (least preferred). Our hypothesis is that people should prefer 
configurations with the highest number of interaction modalities, as suggested in 
Section 3.3.
Q2 Which modality do you prefer? Participants had to rank each communication mo­
dality from 1 to 5, to examine how the modality influences the preferences of the 
different configurations.
Q3 How useful do you find each modality ? Participants had to indicate if the interaction 
modalities were found to be useful, useless or harmful to the interaction.
Participants were also allowed to provide general comments about their experience inter­
acting with Johnny-Jr.
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We first used the Freidman test [62], a non-parametric statistical tests for ranks of ob­
servations. to observe if a significant difference exists between configuration preferences 
(Q l) and between modality preferences (Q2). Results indicate that significant differences 
exist for Q l (p=0.000) and for Q2 (p=0.000). We then used Equ. 3.1 and Equ. 3.2 [62] 
to identify the significant differences between the preference of each configuration for Q l 
and of each modality for Q2. Equation 3.1 defines the minimum difference A Rc , with k 
being the number of compared conditions (four configurations for Q l, and five modalities 
for Q2), N  the total number of participants (35), and za/k(k-1) the abscissa value from the 
unit normal distribution above which a / k ( k  — 1) percent of the distribution lies (set accor­
ding to a — 0.05, the level of significance of the test) (ref. Appendix A of [62]). Equation 
3.2 expresses that the averaged rank of preference of the two compared conditions (R u 
and R v) should exceed the minimum difference A R c to be considered to have significant 
differences. The average rank for each condition is calculated by adding every ranks of the 
condition and divided it by the number of participants in this condition. The resulting 
A R c values are 0.81 for Q l and 1.06 for Q2.
A R C =  ^ (3.1)
|Æu -  Rv  I > &Rc (3.2)
Box plots are used to illustrate the results by representing outliers (circle), extremes (star), 
the smallest observation (lowest horizontal line), the lower quartile (lower end of the box), 
the median (horizontal line in the box), the upper quartile (upper end of the box) and the 
highest observation (highest horizontal line).
Preferred Configuration (Q l)
Fig. 3.7 illustrates for the test population, that the preferred configuration is VFHGM 
( R v f h g m  =  1.81), followed by VFHG (R v f h g  =  2.01), VFH ( R v f h  =  2.64) and finally 
VF ( R v f  =  3.53). Note however th a t significant differences are observed in Tab. 3.3 for all 
combinations between these configurations, except between VFHG - VFHGM and VFH - 
VFHG. This globally suggests tha t adding an interaction modality to the robot provides 
similar or improved interaction capabilities.
To analyze the results further, Fig. 3.8 illustrates the observed preferences for group A 
and group B. For each configuration, preferences for group A (left side) and for group B 
(right side) are represented. Preferences for group A are fairly consistent, as shown by the 
vertical lines and the segment : the preferences in order are VFGHM, VFHG, VFH and
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VF. For group B, preferences are more scattered (as illustrated by the vertical boxes), 
and especially for the VFHGM configuration. Using the Mann-Whitney test [62] between 
preferences observed for group A and group B reveals that group A prefers VFHGM (p 
= .043) while group B prefers VFHG (p = .086). One possible explanation is tha t group 
B gets interested to the robot just, from being in its presence, while group A is more 
interested when the robot interacts in more complex wavs, such as when it moves.
Preferred Modality (Q2)
Fig. 3.9 illustrates modality preferences for the test population. The group clearly agrees 
about the rank of preferences for V (Rv 1.64, the highest) and F (Rp  3.86, the 
lowest), while for H (R H — 3.04), G (R g = 2.89) and M (RM =  3.57) the opinions are 
divided. Using Equ. 3.2 and Tab. 3.4, a significant difference is only observed between V 
and the other modalities, probably because the verbal modality is the most informative.
Looking at the preferences for A and B groups, Fig. 3.10 shows more differences in the 
evaluation provided by group A (compared to Q l), except regarding facial expressions 
(which comes last). For group B, preferences are also quite scattered. Using again the 
Mann-Whitney test, group A significantly prefers mobility compare to group B (p 0.03). 
while group B prefers the facial expression modality compared to group A (p=0.019). 
Other differences between groups A and B are not significant. This suggests th a t unfamiliar 
participants prefer interaction modalities tha t involve less motion from the robot.
Modality Usefulness (Q3)
Table 3.5 summarized the results obtained for Q3. Results suggest that voice is found to 
be useful by all (100%), and some participants commented th a t the robot’s voice was clear 
and comprehensive. Gesture comes in second (77%), with 14% judging tha t the modality is 
useless and 9% finding it inappropriate. The interaction was found by some to be more user 
friendly when the robot was gesturing and pointing the baseball cap, but for others some 
gestures (Greeting/Goodbye, Come Closer) were difficult to understand. Head gesture is 
considered useless by 31% of the participants, but only 3% found in unsuitable. Some
Table 3.3 Difference (| Ru — Rt,|) of average ranks of preferences between each 
configuration (Ql)
R v f R v f h  R v f h g
R v f h 0.89 —  —
R v f h g 1.51 0.63
R v f h g m 1.71 0.83 0.20
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Configuration






Figure 3.8 Q l preferences for group A (left side - blue) and for group B (right 







Table 3.4 Difference — /?r |) of average ranks of preferences between each 
modalities (Q'2)
Rv R f R h R g
R f 2.21 — — —
R h 1.40 0.81 — —
R g 1.24 0.97 0.16 —
R m 1.93 0.29 0.53 0.69
Modality
Figure 3.9 Q2 preferences for the test population
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Modality
Figure 3.10 Q2 preferences for group A (left side - blue) and for group B (right 
side - yellow) for each modality
participants indicated that -when the head was standing still, they did not feel th a t they 
were engaged in a conversation with the robot. One indicated tha t the pan-tilt unit was too 
slow and noisy. Mobility is considered useful by 60%, but useless by 17% and unsuitable 
by 23%. Three participants even felt fear as the robot moved toward them. This suggests 
that the trajectory made by the robot when approaching a person should be revised and 
improved. As examined in [17], making a robot approach a person from the front is less 
preferred compared to approach from the sides. Even though Johnny-Jr approach people 
from the side, it finishes by coming from the front to engage interaction.
Finally, about half of the participants found facial expression useful (and commented about 
the facial expressions were lovely and explicit), while the other half found it useless.
No significant difference between the groups A and B were found for Q3. The highest 
differences between the two groups are on the usefulness of gesture and of mobility. In 
those two cases, group B found the modalities less useful than  group A, which suggests 
that gestures and mobility are not the first thing unfamiliar people notice on Johnny-Jr.
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Voice 100% 0% 0%
(100%, 100%) (0%. 0%) (0%, 0%)
Facial expression 49% 51% 0%
(40%, 55%) (60%, 45%) (0%, 0%)
Head gesture 66% 31% 3%
(73%, 60%) (27%, 35%) (0%, 5%)
Gesture 77% 14% 9%
(93%, 65%) (7%, 20%) (0%, 15%)
Mobility 60% 17% 23%
(80%, 45%) (7%. 25%) (13%, 30%)
3.5.2 Between-Subject Study in Open Settings
The second set of trials was conducted over a two week period in five locations on our 
university campus, like the one shown in Fig. 3.11. According to Scopelliti et al. [57], a 
test population being mainly made of students is probably more receptive to robots and 
reacts more positively to it compare to the elderly people. Therefore, our results may not 
represent the perception of the population in general, but they are appropriate for the 
objectives pursued in our case study.
Participants were not made aware prior to interacting with the robot tha t it would try 
to engage interaction : they were solicited as they passed by the area -where the robot 
was. To try to minimize the novelty factor tha t a robot may have when placed in a 
public space, we demonstrated Johnny-Jr’s capabilites (not autonomous, using the remote 
gamepad controller) at these locations during the first week, to then experiment with the 
interaction scenario (autonomously executed by the robot) in the second week. We staid 
the entire day in the same location, testing one configuration in the morning and another 
in the afternoon.
Two experimenters were involved in these trials. They remained from 5 to 10 m away from 
the robot to intervene if needed while being able to observe without taking part in the 
interaction. One manually coded the reactions of participants had (e.g., start to look at 
the robot, look at the object shown, nod to the robot, speak, come closer, move away, 
stop or give back the cap) while interacting with the robot. The robot also memorized 
the duration of the interaction and the state at which participants left the interaction, 
and if they fulfilled the robot’s request for assistance. Participants were then stopped
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Figure 3.11 Johnny-Jr in position to interact with people in open settings, for 
a configuration not involving mobility (with the robot being connected to its 
charger)
by the second experimenter (who was also responsible to intervene using the gamepad if 
necessary), to see if they agreed to answer the following questions :
Q l  Is this your first encounter with the robot ?
Q2 Did you understand what the robot asked you ?
Q3 Did you find the robot’s behavior coherent ?
Q4 Did you like the robot ?
Q5 Did you find the robot insistent ?
Q6 W hat is your confidence level for the robot ?
Q7 How much interacting with the robot seems similar to  interacting with a human ?
Q 8 W hat are the three primary modalities that made you stop to interact with the ro­
bot (Voice, Appearance, Face, Attitude (global behavior), Gesture (arm and head), 
Mobility) ?
36 CHAPITRE 3. ARTICLE
The aim of these questions was to evaluate the quality of the interaction perceived by the 
participants for the different configurations. A Likert scale from 1 (lowest preference) to 
5 (highest preference) was used for questions Q2 to Q7.
Overall. Johnny-Jr tried 1376 times to engage interaction (steps (1) and (2) of Fig. 3.5) 
with people passing by, with 381 trials (or 27.6%) having the robot asking for assistance. 
This is similar to the 22% reported in [14] about people stopping to interact with a robot in 
a museum. In our trials, this is explained by the fact tha t many people did not slow down to 
let the robot processed fast enough the perceived information, leaving Johnnjr- J r s  field of 
view before it could ask for assistance. This made Johnny-Jr either come back to its initial 
position, or continue interaction with another person detected in its field of view. Johnny-Jr 
was able to complete the interaction scenario with 102 participants (observing on average 
5.5 reactions made by people while interacting with the robot, for interaction lasting on 
average 23.8 sec), and 99 participants accepted to fill out the questionnaire afterwards. For 
the other 381 — 102 =  279 trials, the interaction failed because of limitations of Johnny-Jr 
in detecting or recognizing people in open and dynamic settings (e.g., one person would 
engage interaction and was replaced by another one passing in front of the robot ; one 
person would interact with the robot while another grabbed the baseball cap).
Table 3.7 summarizes the results observed for the 99 valid trials. Unfortunately, we found 
no significant difference between the number of participants reactions, the interaction time 
or the number of complete evaluations compared to  the number of trials. The average 
number of reactions ranges from 5 with VF to 6 with VFHGM : having longer interaction 
would probably help observe more significant differences. The ratio of number of valid 
trials to the number of trials demonstrate that VF has a lower ratio (5.7%) compare to 
configurations with more modalities (VFH : 9.1%, VFHG : 6.3% and VFHGM : 8.1%).
Table 3.7 also presents means and standard deviations observed Ql to Q7. The results 
for Q l indicate that more than half of the participants had already seen the robot. Par­
ticipants rated the robot as very understandable (Q2). For Q3, the values for VFHG and 
VFHGM are slightly higher than the other configurations, and in general participants find 
the robot fairly coherent. For Q4, participants tend to less like the robot in the VF confi­
guration comparing to the other configurations, but they highly appreciated the robot in 
general. The robot is considered less insistent in the VHGM participant (Q5). From all 
the configurations, VF has the lower confidence level (Q6) for participants. For Q7, parti­
cipants evaluate the interactions with the robot to have little resemblance to interactions 
with humans. Note however that no significant differences between these questions were
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observed, except tha t participants that had previously seen the robot (Q l) found it to 
more insistent (Q5) (p =  .009).
Table 3.G summarizes what made participants stop to interact with Johnny-Jr (Q8). The 
percentages were calculated using the number of time the modality was chosen divided by 
the number of participants for each configuration. Preferences for participants who expe­
rienced VFHGM are Voice (78%), Appearance (52%), Mobility (43%) and Face (39%). As 
modalities are added to the interaction with the robot, we can see tha t Voice is similar in 
three configurations while Face decreases and Gesture and Mobility increase. But again, 
no significant differences were observed between these modalities. In general, most parti­
cipants were surprised and excited to interact with a robot (w’hich is unusual for them ), 
so they liked whatever the robot did. In addition, participants interacted with Johnny-Jr 
using only one set of modalities, and they could not compare the influence of one modality 
over the others (as it was done in the within-subject study). Strangely, participants did in­
dicate preferences for modalities that they did not experiment. Finally, some participants 
indicated that curiosity was the main factor that made them interact with Johnny-Jr.
Table 3.6 Results for Q8
Voice Appearance Face ' A ttitude Gesture Mobility
VF 78% 39% 65% 22% 13% 4%
VFH 63% 60% 50% 40% 13% 10%
VFHG 78% 52% 52% 39% 22% 0%
VFHGM 78% 52% 39% 22% 30% 43%
Tabic 3.7 Data gathered with the 99 participants of the between-subjcct study in open settings Go00









VF : Mean 52% 4.61 3.65 3.65 2.35 2.89 2.41 5.04 23.21 23 404
Std. Err. 11% .12 .30 .26 .20 .25 .19 .30 .48
VFH : Mean 60% 4.50 3.57 4.08 2.75 3.67 2.45 5.37 25.29 30 325
Std. Err. 9% .10 .18 .20 .23 .18 .19 .20 .82
VFHG : Mean 52% 4.74 3.74 4.24 2.30 3.17 2.50 5.52 22.86 23 364
Std. Err. 11% .09 .23 .21 .27 .25 .21 .38 .60
VFHGM : Mean 48% 4.43 3.76 4.13 2.17 3.30 2.61 5.96 23.51 23 283
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The objective of the ease study conducted with Johnny-Jr was to go through a complete 
cycle of integrated design and evaluation of interaction modalities in natural and open 
settings. General recommendations that are being taken into consideration for the design 
of Johnnv-0 are :
- Increased mobility may be suitable to create rich and engaging interaction with 
people, and may be affected by their familiarity with the robot. Johnny-0 has two 
compliant arms with five DOF, which should help generate clearer gestures. Special 
care must be taken when the robot approaches someone, and the impact of such 
capability should be validated specifically to  pinpoint its effect on the interaction. 
Changing the pan-tilt, unit of the head to minimize motor noise is also something th a t 
we are looking at. Saulnier et al. [56] observed that the speed of motion of the robot 
(mobile base and head) increases the interruption perception of the participant only 
when the robot is close to the participant. Slowing down the robot as it approaches 
people should be examined.
- People perception should be fast and accurate at the maximum possible range in 
order for the robot to engage interaction efficiently, because the robot has limited 
acceleration and speed.
- Participants were frequently seen responding back vocally to Johnny-Jr. This sug­
gests that reciprocal interaction capabilites are expected by participants. Because 
Johnny-Jr interacted vocally with people, they expected the robot to be able to 
understand what they were saying. In that regard, Johnny-0 will be equipped with 
a sound source localization, tracking and separation system [74] with speech recog­
nition capabilities. Recognit ion of facial expressions and of gestures would also be 
integrated on Johnny-0.
- Familiarity with the robot plays an im portant role in the evaluation of human- 
robot interaction, and influences the possibility of finding statistically significant 
results. Experimenting with people, and especially in open settings, is not easy : 
it requires time and effort, and detailed planning. At the same time, we believe 
that it is by conducting experiments ’in the wild’ [54] that we can truly evaluate 
the influences of the interaction modalities of the platform. Trials with real people 
are quite demanding, and the experimental framework of this case study should be 
enhanced for the trials to be conducted with Johnnv-0. For instance, within-subject 
studies in controlled conditions should be conducted to evaluate the effectiveness and
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appropriateness of each interaction modalities individually, and then to integrate 
them to implement a specific interaction scenario. To minimize the curiosity bias, 
we would also recommend that before conducting a between-subject study in public 
places, we should make the robot interact with people at the experimental location 
over a long period of time, and use voluntary participants that are used to interact 
with the robot. For instance, we could have the robot advertise the lunch menu 
or important events at the cafeteria for a couple of days, to then experiment the 
interaction scenario with people that expect the robot to interact with them.
The design of Johnnv-0 is well underway, and the observations made using Johnny-Jr 
reveals to be quite beneficial to guide the design and evaluation of its interaction ca­
pabilities. The study of interactive, autonomous humanoid robots is at its infancy, and 
lots of challenging interdisciplinary issues (involving engineering, programming, reasoning 
and human factor study) to tackle. By trying to establish common design and evaluation 
guidelines and frameworks, wrc believe th a t the case study reported in this paper can be 
beneficial to others as well.
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CHAPITRE 4 
Démarche et contribution
Ce projet de maîtrise a deux objectifs principaux. D ’un côté, le développement et l’inté­
gration de capteurs et d ’actionneurs pour obtenir un robot humanoïde autonome avec un 
comportement naturel au sein d ’un scénario défini. De l’autre, l’évaluation de l’interaction 
des personnes avec ce robot permet de donner des recommandations pour le design des 
prochains robots humanoïdes. Ce travail met ainsi en oeuvre le robot dans un scénario 
d ’interaction autant en milieu ouvert qu’en laboratoire. Le but est de pouvoir en déduire 
la préférence d ’interaction suivant la configuration du robot en jeu. Ceci est un travail 
préparatoire pour Johnny-0 afin de concevoir une interaction plus naturelle grâce aux 
conclusions de ce projet.
Le déroulement de ce projet de maîtrise s’est fait en plusieurs phases :
- Définition de projet ;
- Développement des moyens de détection et des modalités d ’interaction du robot, mise 
au point du protocole d’évaluation, développement des comportements du robot, 
mise en place du scénario d ’interaction ;
- Evaluation en milieu ouvert et en laboratoire, interprétation des résultats et rédac­
tion de l’article scientifique et du mémoire. Plusieurs pistes ont été explorées au 
niveau des moyens de détection et des algorithmes de traitement de données.
Tout d ’abord, deux caméras et un laser ont été utilisés sur le robot. Une première caméra 
avec un faible angle de vue était fixée sur la tête du robot, couplée avec un algorithme de 
détection de visage [75]. Cela perm ettait au robot de maintenir l’attention d ’une personne 
grâce au suivi de visage effectué par le pan-tilt. Celui-ci fait office de cou pour la tête 
de Johnny-Jr. La deuxième caméra omnidirectionnelle est fixée sur la base du robot, 
perm ettant au robot de visualiser la demi-sphère en face de lui. Un algorithme de détection 
de personne (HOG detector [16]) était ensuite appliqué à cette image, ce qui perm ettait 
au robot de savoir dans quelle direction une personne se trouvait. Les données générées 
par le laser Hokuyo ont été utilisées pour l’évitement d ’obstacle et la détection de jambe
[1]. Ce dernier algorithme a été adapté pour avoir moins de faux positifs en suivant une 
seule personne et en donnant sa direction de marche.
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D'autres moyens de détections (un réseau de microphones et une Kinect) ont été intégrés 
pour améliorer la détection des personnes et ainsi la fluidité et le naturel du robot. Un 
réseau de huit microphones, exploité grâce à manyears, a été testé et intégré, mais il n ’a 
finalement pas été utlisé, car peu pertinent dans le scénario choisi. En effet, les personnes 
étaient peu amenées à parler au robot. Ensuite, la Kinect, a été introduite sur le robot. 
L’utilisation de l’API d’OpenNI a permis d ’exploiter les données de la Kinect pour obtenir 
en temps réel la position courante du centre de masse de la personne détectée. La limitation 
de la puissance de calcul a été une barrière déterminante. En effet, il n ’était pas possible 
de faire fonctionner tous les algorithmes de traitem ent de données en même temps.
Par conséquent, le choix s'est porté sur les deux moyens de détection les plus efficaces 
et complémentaires. En premier lieu, la détection grâce au laser Hokuyo qui donne une 
grande portée de détection et qui ajoute une information sur la direction de la personne 
en plus de sa position. En second lieu, la Kinect permet une détection réactive et précise 
avec peu de faux positifs comparés aux algorithmes utilisé a\rec les caméras standards.
Pour ce qui est des moyens d’interaction, ils ont été rajoutés au fur et à mesure du projet. 
Dans un premier temps, une base mobile avec deux roues motrices (Télérobot) a été 
utilisée. Cela a servi pour développer et intégrer la navigation, les expressions faciales, 
la synthèse vocale et les mouvements de la tête. La navigation du robot était basée sur 
le planificateur de trajectoire local de ROS qui génère une trajectoire en fonction des 
obstacles environnant grâce aux informations du laser et de l’odométrie. Ensuite, Johnny- 
Jr a Tellement, pris forme sur Azimut 3, la base mobile omnidirectionnelle d ’IntRoLab. 
Le robot a ainsi gagné en rapidité et a pu générer des trajectoires plus complexes pour 
l’approche des personnes. Le contrôle via CIR (Centre Instantané de Rotation) de cette 
base a été possible grâce aux travaux de Lionel Clavien et François Ferland. Un seul 
bras articulé a finalement été ajouté pour générer les gestes. Les deux bras devant munir 
Johnny-0 n’étaient pas encore finalisés.
Quatre comportements ont été pensés pour mettre en place une interaction minimale 
avec une personne. Ces comportements sont l’approche, le maintien de l’attention, la 
présentation d ’un objet et le désengagment. Chaque comportement du robot a  été réalisé 
afin d’être indépendant et autonome des autres comportements. Le scénario d ’interaction 
a été pensé pour que ce soit le robot qui engage la conversation avec des personnes pour 
les convaincre de faire une action. La contribution technique est présentée dans la figure 
3.4 dans la section 3.4.1. La majorité des modules représentés dans la figure 3.4 ont été 
entièrement développés dans le cadre de cette maîtrise. Le module de détection des jambes
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a été adapté comme précisé précédemment, tandis que les modules de la «Kinect». «Laser 
Range Finder» et «Base Mobile» proviennent de sources externes préalablement citées.
Au total cela a représenté 34200 lignes de code. Ce décompte ne tient pas en compte 
les trois modules que ce projet de maîtrise n ’a pas développé, mais il contient les déve­
loppements effectués sur télérobot (exploitation des différentes caméras et algorithmes de 
détection de personne). Ces lignes de codes peuvent être réparties en quatre catégories :
- Capteurs, actionneurs et algorithmes de traitement de données : 19400 lignes
- Comportement et arbitration : 5200 lignes
- Scénario d’interaction : 3500 lignes
- Configurations pour le lancement du robot et modèles pour la description mécanique 
(pour les robots Télérobot et Johnny-Jr) : 6100 lignes
Un protocole d ’évaluation a été rédigé afin d ’obtenir l’autorisation du Comité d ’évaluation 
de la Faculté d ’Education et Sciences Sociales (Annexe B). Ce document présente le robot, 
le scénario d ’interaction et les moyens d ’évaluation utilisés, le but étant de valider notre 
protocole d ’évaluation.
Deux scénarios précis ont été testés. Dans un cas, le robot demande aux personnes si 
elles peuvent mettre une boule de papier dans la poubelle. Dans un autre cas, le robot 
demande à une personne si elle peut lui redonner sa casquette. Seul le deuxième scénario 
a été choisi pour l’expérimentation, car le geste demandé est moins naturel et demande 
une plus grande interaction de la personne avec le robot.
Le scénario a dans un premier temps été élaboré et testé en laboratoire puis optimisé en 
milieu ouvert (dans le couloir principal du bâtiment de la Faculté de Génie). C’est dans ces 
conditions que l’on a constaté que l’approche du robot n ’était pas assez efficace. En effet, 
le robot ne parvenait pas à rattraper la personne et à rester dans son champs de vision. 
Par conséquent,, la trajectoire du robot a été modifiée afin de décrire un arc de cercle dans 
la direction où se déplace la personne. Ce qui permet au robot d ’être plus visible (le robot 
reste dans son champ de vision de la personne) et réactif, car les roues sont positionnées 
pour la trajectoire à effectuer.
Une fois le scénario finalisé, une démonstration a été faite pendant une semaine dans 
les différents lieux de l’Université de Sherbrooke où les évaluations étaient programmées 
(Faculté de Droit, d ’Education, de Sciences et le Centre Sportif). Ces démonstrations 
avaient pour but d ’accoutumer les personnes à la présence du robot pour réduire l’effet
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de surprise. Le robot n’était pas autonome mais contrôlé à distance par un opérateur et il 
n'exécutait pas le scénario décrit précédement.
La semaine suivant la démonstration, l’expérimentation se déroulait avec le robot effec­
tuant le scénario prévu. Les interactions entre le robot et les personnes ont été analysées 
selon le protocole d ’évaluation défini pour le milieu ouvert. Ce protocole consistait à alter­
ner les configurations du robot afin de déterminer si les participants avaient une préférence 
parmi celles-ci. Le lieu d ’expérimentation changeait toutes les demi-journées pour varier les 
personnes cotovées par le robot, le scénario étant répétitif. Trois moyens d ’évaluation ont 
été utilisés dans cette expérimentation. Deux évaluations sont faites durant l ’interaction 
entre le robot et le participant (comptage des actions du participants et relevé des infor­
mations internes du robot sur les interactions lancées). Le troisième mode d ’évaluation 
est un questionnaire rempli par les participants à la suite de l’interaction avec le robot. 
L’interprétation de ces résultats a été faites dans la section 3.5.2. Cette évaluation montre 
la complexité de l’évaluation des interactions en mileu ouvert.
Comme il était prévu par le protocole, une deuxième expérimentation en laboratoire a 
été mise en place étant donné que les résultats en milieu ouvert n ’étaient pas suffisament 
révélateur. Cette deuxième expérimentation utilise le même scénario que le premier. Par 
contre, les participants sont volontaires et conscients que le robot va intéragir avec eux. 
De plus, les participants expérimentent aléatoirement les quatres configurations du robot. 
L’évaluation se fait ensuite uniquement sur l’appréciation des participants qui classent 
les configurations et modalités du robot suivant leur préférence. Des conclusions plus 
précises ont pu être déduites de cette deuxième expérimentation, tel que le montre l’analyse 
présentée dans la section 3.5.1. Le fait que les participants soient en mesure de comparer 
les quatre configurations du robot permet de mieux contraster leur préférence.
CHAPITRE 5 
Conclusion
Telles que traitées dans le présent ouvrage, l'intégration et l’évaluation de capacités in­
teractives sur un robot humanoïde représentent un défi technologique et expérimental 
important. Relever ces défis est toutefois essentiel afin d ’arriver à concevoir des robots 
interactifs efficaces et appropriés pour être utilisés en situation réelle.
Les travaux présentés montrent l’intégration de modalités d ’interaction verbale et non- 
verbales sur un robot humanoïde autonome, ainsi que l’évaluation de l’interaction auto­
nome du robot avec des personnes dans un scénario précis en milieux contrôlé et non 
contrôlé.
Les résultats en milieu contrôlé montrent clairement l’influence des modalités sur la qualité 
de l’interaction du robot avec les participants. La tendance observée est que plus il y a 
de modalités utilisées par le robot, meilleure est l’interaction. Cependant, la modalité de 
déplacement divise la préférence des participants, en particulier entre les deux groupes 
(familiers et non-familiers avec la robotique). En effet, les personnes non-familières avec 
la robotique sont plus réservées sur cette modalité. Il faudra donc porter une attention 
particulière sur la modalité de déplacement dans les projets futurs.
Les résultats en milieu non-contrôlé ont démontré la difficulté inhérente d ’arriver à obtenir 
des observations statistiquement significatives. Ceci peut s’expliquer en partie par l’élément 
de nouveauté qu’apporte la présence du robot dans un environnement public, le fait que 
les participants n ’ont pas pu comparer les configurations entre elles, ou encore par la faible 
durée du scénario d ’expérimentation. Cependant, l’expérimentation réalisée est l’une sinon 
la plus complète actuellement dans le domaine des interactions humain-robot avec une 
plateforme mobile et autonome.
La contribution scientifique de ce travail de maitrise est réelle d’un côté sur la mise en 
oeuvre technique et de l’autre pour l’expérience de l’évaluation en milieu réel. En effet, 
Johnny-Jr, qui intègre cinq modalités d ’interaction, démontre la faisabilité d ’obtenir un 
robot mobile autonome pour initier et maintenir l’interaction avec des personnes. L’expéri­
mentation en milieu ouvert a montré ses limites malgré le fait que trois moyens d ’évaluation 
différents (données du robot, d ’un observateur et du participant) ont été utilisés dans le
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protocole. Mais cette première expérience en milieu ouvert est nécessaire pour donner un 
protocole de référence pour d'autres évaluations en situation réelle.
Enfin, les travaux réalisés servent de base pour la conception et l’évaluation de Johnny- 
0, un robot plus sophistiqué muni de deux bras pour des gestes plus complets, d ’une 
caméra omnidirectionnelle pour une vision élargie de son environnement et une matrice 
de microphones pour détecter des sources de sons et reconnaître des personnes. La figure 
5.1 présente une image de ce robot en cours de conception. Les résultats présentés dans ce 
mémoire alimentent les choix de conception pour Johnny-0, et permettront de réaliser des 
interactions plus complexes avec les personnes et sur de plus grandes périodes de temps.
Figure 5.1 Illustration de Johnny-0
ANNEXE A
Figure A .l A rm ar1
Figure A.2 Asimo (Nakadai)2
1 source : http ://wwwiaim.ira.uka.de/users/asfour/armar/arraar.html
2source : world.honda.com/news/2007/c071211Enabling-Multiple-ASIM0-to-W ork/photo/index.html
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Figure A .3 Autom3
Figure A.4 Bandit II4
Figure A .5 Barthoc5
3source : http : / / robotic.media.mit.edu/projects/robots/'autom/overview/overview.html
4source : http : /'/robotics, use. edu /interact ion/ ?l=Laboratory :Bandit2
’ source : https :/ / www.techfak.uni-bielefeld.de/ags/'ai/'projects/'BARTHOC/welcome.html
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Figure A.6 Cramer (Scheutz)6
Figure A .7 Fritz7
Figure A.8 George8
6sourco : http ://co g s.indiana.edu/openhouse/
7source : http ://nim bro.net/
8source : article "Integrating vision and audition within a cognitive architecture to  track conversations”
[71]
ANNEXE A. IMAGES DES ROBOTS EXISTANTS
Figure A.9 GRACE9
*
Figure A. 10 HRP-2W 10
Figure A .l l  iCub11
9source : article “GRACE : an autonomous robot for the AAAI Robot challenge” [64]
10source : http : / / www.jsk.t.u-tokyo.ac.jp/research/hrp2w/index.htm
n source : http ://eris.liralab.it/suminerschool/'
Figure A.12 Justin12
Figure A. 13 K aspar13
Figure A. 14 Keepon14
12source : http ://'www.dlr.de/rm/en/desktopdefault.aspx/tabid-5471/8991_read-16694/
13source : http ://kaspar.feis.herts.ac.uk/
14source : http : // www.myu.ac.jp/ xkozima/carebots/photo-eng.html
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Figure A.15 Kismet 15
Figure A.16 Leonardo16
Figure A.17 MDS17
losource : http :/'/www.ai.mit.edu/projects/sociable/overview.html
16source : http ://robotic.media.mit.edu/projects/robots/leonardo/body/body.html
17source : http : / / www.nrl.navy.mil/aic/iss/index.php












http : / / www.techbubbles.com/microsoft/microsoft-research-projects/
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Figure A.21 PR221
Figure A. 22 Rackham22
Figure A.23 Robotinho23
21source : http :/'/www.willowgarage.com/pages/about-us/press-room
22source : http :/'/homepages.laas.fr/ sara/laasko/
23source : http : / / www.iiimbro.net/robots.html
Figure A. 24 Robovie II 24




24source : http : // www.is.sys.es.osaka-u.ac.jp/research/0006/index.en.html
25source : http : / /www.ire.atr.jp/en/research_project/humanoid/com_robo
26source : http ://projects.asl.ethz.ch/robox/database/exposition/just robox/page_01.htm
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Figure A.27 SIG27
Figure A.28 Spartacus:
27source : http :/'/winnie.kuis.kyoto-u.ac.jp/SIG/
28source : http ://introlab.gel.usherbrooke.ca/'mediawiki-introlab/index.php/Infrastructure
ANNEXE B
Demande au comité d'éthique
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l ' N I V K R S I T H D K
SHERBROOKï
Comité d’éthique de la recherche -  Éducation et sciences sociales 
Formulaire de demande d’évaluation éthique
1. INFORMATIONS GÉNÉRALES
Chercheuse ou chercheur principal (étudiante ou étudiant si c’est le cas) :
Nom : Vincent ROUSSEAU 
Fonction : Étudiante à la maitrise en génie électrique 
Numéro de téléphone : 819-821-8000 poste 62312 
Courriel : V i n c e n t , R o u s s e a u @ U S h e r b r o o k e . c a  
Adresse postale : 181 rue Gillespie, Sherbrooke J1H 4X2
Équipe de direction dans le cas d’un projet d’étudiante ou d’étudiant : (nom, jonction, numéro de 
téléphone, courriel, etc.)
François Michaud, Professeur à l'Université de Sherbrooke et directeur de TlntRoLab 
Numéro de téléphone : 819-821-8000 poste 62107
Courriel : F r a n c o i s . M i c h a u d @ U S h e r b r o o k e . c a _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
Titre du projet: PROTOCOLE DE RECHERCHE POUR L’ÉVALUATION D’INTERACTION 
HUMAIN-ROBOT
Le projet est-il réalisé dans le cadre d’un programme d’étude?
Oui
Si oui, spécifier de quel programme il s'agit : Maitrise en génie électrique 
Le projet de recherche a-t-il été évalué et accepté par un jury? Non
Il n’y a pas de jury ou de comité d'éthique en faculté de Génie pour évaluer un projet touchant l'interaction 
humain-robot.
Est-ce que ce projet est subventionné?
Oui
Si oui, spécifiez l'organisme suhventionnaire : CRSNG (Conseil de recherches en sciences naturelles et en 
génie du Canada)_____________________________________________________________________________
2. Présentation du projet de recherche_______________ ___________________________
Ce projet est un nouveau projet.
S’agit-il d’un projet interfacultaire ou interuniversitaire? 
Non
À quelle date souhaitez-vous commencer la collecte de données?
Juin 2010 (1 mois)__________________________________________
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3. Résumer le projet de recherche 
Problém atique
Le domaine de l'Interaction Humain-Robot (HRI) e st  en pleine expansion. En effet, 
de plus en plus de plateformes robotiques sont mises en oeuvre pour faire évoluer  
ce domaine. Sur ces plateformes, toujours plus de modalités d'interaction sont 
mises en place telles que les m ouvem ents corporels, la reconnaissance de g e s te  ou 
d'objet, la reconnaissance et la synthèse vocale ou encore la mobilité, pour pouvoir 
effectuer l'interaction la plus complète et la plus naturelle pour l'humain. Mais ceci 
mène aussi à une complexité croissante de l'intégration de ces modalités sur une 
seule et m êm e plateforme.
Aussi, le domaine HRI étant à ses  débuts, la méthodologie expérimentale des  
travaux se  limite le plus souvent à des preuves de concept éprouvées en 
laboratoire ou en milieux ouverts sans être bien contrôlées. Il se  trouve que peu de  
chercheurs présentent une démarche structurée et rigoureuse pour l'évaluation, e t  
il en résulte des recherches de types exploratoires qui examinent principalement la 
complexité technologique des modalités interactives à mettre en oeuvre, et non 
l'impact de ces modalités sur la qualité des interactions. Ceci s'explique de par le 
fait que l'expertise des chercheurs en robotique porte sur la technologie, et non sur 
les expérimentations avec les humains. Cette observation s'applique aussi à nous, 
mais nous souhaitons aller plus loin avec nos travaux que la simple réalisation de  
modalités d'interaction sur un robot : nous voulons comprendre l'impact de  ceux-ci 
lors d'interaction simples avec des humains.
Le but de l'étude est de mettre en valeur l'implication des gestes, de la vision, de 
l'audition, de la parole et la mobilité sur la qualité des interactions humain-robot.
Dans le domaine de l'interaction humain-robot (HRI, Human-Robot Interaction), il 
existe de multiples façons de dialoguer et d'interagir (par exemple : la parole, les 
gestes, le regard, la position du corps). Ce sont des choses que l'humain fait de  
façon intuitive et que le robot doit reproduire et s'adapter au mieux afin d'obtenir 
une communication intéressante e t naturelle pour une personne.
Il s'avère donc intéressant de savoir quand et  comment les modalités d ’interaction 
du robot doivent être mises en jeu pour obtenir une communication adéquate avec  
l'humain. Pour cela, nous souhaitons étudier l'interaction entre le robot e t  l'humain 
dans le scénario suivant : Le robot, placé dans un environnement ouvert (par 
exemple : corridor, grande salle), devra inciter les gens à poser une action (par 
exemple : entrer dans un local, apposer une signature, ramasser un objet). Ce 
scénario simple permettra d'évaluer l'impact des différentes modalités soit une 
requête vocale, pointer l'objet, regarder l'objet, la direction du regard vers 
l'interlocuteur, se  déplacer vers la personne pour l'inciter à interagir, e t  ce, avec  
des mesures simples comme le tem ps d'interaction, la réalisation de l'action ou 
encore l'appréciation des interactions. Le choix des conditions pour le type  
d’environnement ouvert e t  l'action à poser se  fera en fonction des capacités  
technologiques en cours de développement.
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Objectif principal
Déterminer la qualité de l'interaction entre l'humain et le robot suivant le type des  
modalités d'interaction mises en jeu. Ensuite, déterminer l'importance relative 
entre les modalités pour déterminer un ordre d'importance.
Hypothèses
La première hypothèse est  que la qualité de l'interaction est différente suivant le 
type des modalités d'interaction mises en jeu.







Le dispositif de recherche est un robot mobile humanoïde (figure 1) qui interagit 
avec les personnes évoluant autour de lui. Une personne est  interpellée par le robot 
pour effectuer une action comm e entrer dans un local, apposer une signature ou 
ramasser un objet. Le robot aura quatre modes de fonctionnement:
- Le robot reste au m ême endroit e t  interagit seulem ent avec la voix.
- Le robot utilise la voix et l'orientation du regard.
- Le robot utilise la voix, l'orientation du regard et les gestes .
-  Le robot utilise la voix, l'orientation du regard, les g estes  et le déplacem ent (selon  
la distance d'approche).
Le déplacement du robot pourra s'approcher d'une personne soit à une distance  
dite sociale (entre 120 et 300 cm) ou personnelle (entre 45 et 120 cm) [18].Un biais 
possible serait un trop grand nombre de personnes autour du robot qui perturberait 
le comportement du robot et l’analyse de l'examinateur. Pour éviter ce  phénom ène  
de curiosité, le robot sera laissé immobile sur les lieux pendant quelques jours 
avant l'expérimentation.
Participants
Les participants seront les personnes circulant à la Faculté de génie  de  l'Université 
de Sherbrooke. Ces personnes seront principalement des étudiants.
Procédures d 'échantillonnage
La méthode d'échantillonnage sera un échantillonnage de commodité, car les 
participants dépendent de l'affluence du moment.
Procédures de collecte des données
La procédure de collecte des données sera effectuée tout d'abord par deux  
examinateurs. Le premier prendra en note les réactions de la personne aux 
différents stimuli du robot. Cet examinateur sera soit placé à portée de voix e t de
60
vue de l'expérimentation, ou examinera la scène  via une retransmission vidéo et  
sonore mais aucune donnée sera enregistrée. De plus, la volonté e s t  que le 
participant ne remarque pas qu'il e s t  observé pendant l'expérience. Le deuxièm e  
examinateur engagera la personne à remplir un questionnaire une fois l'interaction 
finie. Par la suite, un compte-rendu des actions du robot durant l'expérimentation 
sera fourni via un programme interne au robot.
Variables e t  instrum ent de m esure
Les variables suivantes seront m esurées grâce à l'observation et au compte-rendu  
des actions du robot :
• Temps de l'interaction.
• Nombres et types d'interaction entre l'humain et le robot (par exem ple  : 
parole, acquiescement, pointer, rapprochement, regard).
• Nombre de réponses aux stimuli du robot.
• Succès du robot à faire accomplir l'action par le participant.
Le sondage auprès des participants permettra de recueillir d'autres variables 
qualitatives :
• Amabilité du robot
• Clarté et compréhensibilité du robot
• Pertinence des actions du robot
Des tests  préalables seront faits au laboratoire pour d'une part, régler le robot e t  
ses comportements, et d'autre part, pour pouvoir entraîner l'observateur sur les 
informations à noter.
Taille de l'échantillon
Comme présenté précédemment, il y a quatre modes différents. L'objectif e st  
d’avoir 20 participants par mode. Il est alors prévu de faire 80 observations avec  
des personnes différentes sur une période d'un mois.
Analyse des données
Le test statistique ANOVA (analyses de variance) sera utilisé pour analyser les 
données avec quatre modes différents et 20 échantillons par mode. Le but e s t  de  
déterminer si les quatre modes génèrent des comportements différents. Pour 
analyser l'utilité de la modalité de déplacem ent vers la personne, le test  t de  
Student est approprié, car il permet de vérifier si une différence significative existe  
entre deux échantillons indépendants. Le premier avec une distance d'approche 
sociale et le deuxième avec une distance d'approche personnelle plus oppressante.
Références :
IMAI , M., ONO , T., ISHIGURO , H. (Aug. 2003) Physical relation and expression : 
joint attention for human-robot interaction, IEEE Transactions on Industrial 
Electronics, vol. 50, 
no 4, p. 636-643.
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SIDNER , C. L., LEE , C„ MORENCY, L.-P., FORLINES , C. (2006) The effect of head- 
nod recognition in human-robot conversation, in Proceedings of the 1st ACM SIG- 
CH1/SIGART Conference on Human-Robot Interaction, p. 290-296, ACM, New York, 
NY, USA.
Figure 1 Image de la vue globale du robot Johnny-O
3. ASPECTS ÉTHIQUES
Équilibre entre les risques et les bénéfices________________________________________
Quels sont les risques encourus par les personnes participantes?
Il n’y a aucun risque.
Plusieurs mesures vont être prises pour que les expériences se passent sans problème.
Tout d’abord, le robot ne fera pas de gestes brusques qui pourrait mettre en danger un participant.
De plus, le robot arrêtera tout déplacement lorsqu’une personne est proche. Enfin, un bouton d’arrêt 
d’urgence et l’envoi d’un signal d’arrêt à distance seront possibles. En soit, le robot est muni d’actionneurs 
élastiques, qui sont intrinsèquement sécuritaires en cas de contact physique entre le robot et le participant.
Combien de temps demandera la participation des personnes participantes?
Tout d'abord le temps d'interaction entre le robot et le participant sera inférieur à 5 minutes puis le 
questionnaire qui suivra sera de l'ordre de 5 minutes._______________________________________________
Quels sont les bienfaits qu’ils pourront retirer?
Ils vont participer à l’avancement des connaissances en robotique. Peut permettre de satisfaire une certaine 
curiosité envers les robots.
Est-ce qu’une compensation, monétaire ou autre, sera remise pour le temps, les déplacements, etc. 
occasionnés par la participation au projet? Non____________________________________________________
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[Est-ce que ce projet de recherche se situe sous le seuil de risque minimal? Oui
Consentement libre et éclairé______ _____________________________________________
Est-ce que la recherche est de nature consensuelle?
Non
Sinon, justifier :
En vue de tester les capacités d’interaction de notre robot et d'évaluer la pertinence des modalités 
d'interaction, il nous paraît nécessaire que les participants ne soient pas prévenus avant leur interaction avec 
le robot. En effet, un biais pourrait être introduit si les participants sont prévenus.
Dans le questionnaire qui suit l'interaction il sera expliqué au participant qu'il a été observé et qu'il lui 
appartient que l'on prenne en compte ou non les données que l'on a recueillies.__________________________
Quelles seront les mesures prises pour s’assurer du consentement libre et éclairé des personnes 
participantes?
Concrètement, comment seront recrutés les participants et participantes à la recherche?
Les participants seront les personnes circulant à la Faculté de génie de l'Université de Sherbrooke. Ces 
personnes seront principalement des étudiants.
Qui ira rencontrer les personnes participantes potentielles pour les inviter à participer au projet?
Suite à l’interaction entre le robot et le participant, un examinateur abordera le participant pour savoir s’il 
veut participer au projet de recherche en répondant au questionnaire, s’il refuse toute donnée recueillie sera 
effacée.
Est-ce que cette sollicitation se fera en personne par le chercheur ou la chercheuse, ou bien par quelqu ’un 
d ’autre (ex. : responsable de l ’établissement, enseignant)?
La sollicitation se fera en personne par le chercheur.
Pour les personnes qui auront accepté de participer, est-ce qu 'un formulaire de consentement sera signé? 
Oui
Est-ce que la recherche implique des personnes mineures ou légalement inaptes? 
Non
Confidentialité des données_______________________________________________
Quelles seront les mesures prises pour assurer le caractère confidentiel et anonyme des données? 
Utilisation de codes numériques ou de noms fictifs pour protéger l’identité des personnes 
Aucun enregistrement audio ou vidéo ne sera fait de l’interaction avec le robot.
Où seront conservées les données? Seront-elles conservées sous clé? Les fichiers électroniques seront-ils 
protégés par un mot de passe?
Les fichiers seront conservés dans le laboratoire de robotique de l’Université de Sherbrooke à IntRoLab 
(local Cl-5103), qui est fermé à clé. Les fichiers électroniques seront sur un ordinateur du laboratoire qui 
est protégé par un mot de passe._________________________________________________________________
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Qui aura accès aux données? (Chercheuses et chercheurs, assistantes et assistants de recherche,...)
Ces personnes doivent être conscientes notamment à l'importance de respecter la confidentialité des 
données.
Le laboratoire est accessible seulement par les membres du laboratoire qui sont des étudiants et des 
professionnels de recherche. Les données sur l'ordinateur ne seront accessibles que par le chercheur 
responsable du projet.__________________________________________________________________________
Quand seront détruites les données brutes (questionnaires papier, cassettes d’entrevues, etc.)? 
Les données brutes seront détruites au plus tard deux ans après la fin du projet.
Quels sont les moyens de diffusion prévus?
Les deux listes qui suivent présentent les cibles de conférences et de journaux où une publication d ’article 
serait possible.
• Conférences
HRI Human Robot Interaction :
-  Soumission : fin septembre
-  Déroulement : début mars
-  Lieu : Lausanne, Suisse en 2011
Humanoids IEEE-RAS/RSJ International Conference on Humanoid Robots :
-  Soumission : début juillet
-  Déroulement : début décembre
-  Lieu : Lieu Paris, France en 2009
ICRA IEEE International Conference on Robotics and Automation :
-  Soumission : mi-septembre
- Déroulement : début mai
-  Lieu : Lieu Shanghai, Chine en 2011
• Journaux
-  International Journal of Social Robotics
-  International Journal of-Humanoid Robotics
-  Journal of Behavioral Robotics
Est-ce que les moyens de diffusion ou d'utilisation secondaire des données risquent de permettre 
l ’identification des personnes ayant participé à la recherche?
Non
Est-ce qu’une utilisation secondaire des données est prévue? 
Non
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En remettant votre demande au comité, vous vous engagez 
à faire parvenir au comité un rapport annuel et un avis à la fin du projet.
Vous pouvez à cette fin remplir le formulaire de suivi disponible sur le site Internet du comité 
d'éthique de la recherche Éducation et Sciences sociales et nous l’acheminer par courriel à l’adresse :
ethique.essÆUSherbrooke.ca .
Également en cas de changements au projet,
___________________vous devez aviser le comité à l ’aide de ce même formulaire.
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Invitation à participer et formulaire de consentement pour le projet de recherche
PROTOCOLE DE RECHERCHE POUR L’ÉVALUATION D ’INTERACTION
HUMAIN-ROBOT
Vincent Rousseau à la maîtrise en génie électrique au Laboratoire de Robotique Intelligente (IntRoLab) 
Sous la direction de François Michaud, Professeur à l'Université de Sherbrooke et directeur de
l'IntRoLab.




Nous vous invitons à participer à la recherche en titre. Ce projet de recherche a pour but d’étudier les 
interactions entre l’humain et le robot. Pour cela, nous mettons en action notre robot Johnny-0 dans nos 
milieux de vie et nous évaluons la réaction des personnes non préparées à interagir avec le robot. 
L’objectif est d’en déduire l’importance des modalités d'interaction (les gestes, le regard, la parole et la 
mobilité) du robot pour susciter l’intérêt et l’engagement d ’un humain à interagir avec lui.
En quoi consiste la participation au projet?
Ce projet se base sur votr e non préparation à interagir avec un robot. Ainsi, votre comportement est plus 
naturel pour que nous puissions analyser vos réactions et évaluer la qualité de l'interaction de notre robot. 
Pour cela, il se déroule en trois phases :
• Vous interagissez avec le robot et nous prenons en note vos réactions.
• Vous comprenez et signez le formulaire de consentement si vous le désirez, sinon nous ne 
tiendrons pas compte de l’observation qui vient d’être faite.
• Vous répondez au sondage (environ 5 minutes) lié à l'interaction avec le robot.
Le robot est situé dans nos milieux de vie à la Faculté de génie soit un couloir ou une salle commune.
Le seul inconvénient lié à votre participation est le temps consacré à la recherche, soit environ 5 minutes.
Qu’est-ce que le chercheur fera avec les données recueillies?
Pour éviter votre identification comme personne participante à cette recherche, les données recueillies par 
cette étude seront traitées de manière entièrement confidentielle. Les résultats de la recherche ne 
permettront pas d ’identifier les personnes participantes. Les résultats seront diffusés dans le mémoire de 
maîtrise, dans des articles scientifiques et dans des congrès internationaux dans le domaine de la 
robotique. Les données recueillies seront conservées sous clé dans le laboratoire de robotique de 
F Université de Sherbrooke et les seules personnes qui y auront accès sont le chercheur, son directeur de 
recherche et les membres du laboratoire (étudiants et professionnels de recherche). Les données seront 
détruites au plus tard en 2012 et ne seront pas utilisées à d ’autres fins que celles décrites dans le présent 
document.
Est-il obligatoire de participer?
Non. La participation à cette étude se fait sur une base volontaire. Vous êtes entièrement libre de 
participer ou non, et de vous retirer en tout temps sans avoir à motiver votre décision ni à subir de 
préjudice de quelque nature que ce soit.
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Y a-t-il des risques, inconvénients ou bénéfices?
Il n'y a aucun inconvénient direct pouvant découler de votre participation à ce projet. Sauf le temps requis 
pour remplir le questionnaire soit environ 5 minutes.
Aucune compensation d’ordre monétaire n’est accordée.
Que faire si j ’ai des questions concernant le projet?
Si vous avez des questions concernant ce projet de recherche, n ’hésitez pas à communiquer avec moi aux 
coordonnées indiquées ci-dessous.
[Signature de ia chercheuse ou du chercheur] [Date de la signature]
Vincent Rousseau, étudiant à la maîtrise en génie électrique 
Chercheur responsable du projet de recherche 
Téléphone : 819-821-8000 poste 62312 
Courriel : Vincent.Rousseau@USherbrooke.ca
J'ai lu et compris le document d ’information au sujet du projet Protocole de recherche pour revaluation 
d ’interaction humain-robot J ’ai compris les conditions, les risques et les bienfaits de ma participation. 
J'ai obtenu des réponses aux questions que je  me posais au sujet de ce projet. J ’accepte librement de 
participer à ce projet de recherche.




S.V.P., signez les deux copies.
Conservez une copie et remettez l ’autre au chercheur.
Ce projet a été revu et approuvé par le comité d ’éthique de la recherche Education et sciences sociales, de 
l’Université de Sherbrooke. Cette démarche vise à assurer la protection des participantes et participants.
Si vous avez des questions sur les aspects éthiques de ce projet (consentement à participer, 
confidentialité, etc.), n ’hésitez pas à communiquer avec M. André Balleux, président de ce comité, au 
(819) 821-8000 poste 62439 ou à Andre.Balleux@USherbrooke.ca.
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ANNEXE B. DEMANDE AU COMITÉ D’ÉTHIQUE
ANNEXE C
Questionnaire pour les expérimentations en 
milieu contrôlé
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ANNEXE C. QUESTIONNAIRE POUR LES EXPÉRIMENTATIONS EN MILIEU
CONTRÔLÉ
ANNEXE D
Grille d ’évaluation et  questionnaire pour les 
expérimentations en milieu non-contrôlé
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Grille d'évaluation pour l'expérience avec Johnny-Junior 
Date : Endroit: Mode : N^J
Heure : Sexe :













rapprochedu robot parle s'éloigne s'arrête
salutation (voix / regard 
/ geste / mobilité)
présentation (voix / 
regard / geste / 
mobilité)
montre (voix / regard / 
geste / mobilité)
dit au revoir (voix / 
regard / geste / 
mobilité)
Sondage effectué ap rès  l'interaction avec Johnny-Jr
Date e t Heure :
1 - Avez-vous com pris ce que vous dem anda it le robo t ?
Note de 1 à 5 (1 é tan t la m oins bonne e t 5 la m e illeu re ) :
2  -  l e  comportement du robot était.rilc.QMr.e.nt ..?
Note de 1 à 5 (1 é tan t la m oins bonne e t 5 la m e illeu re ) :
3 - Donnez vo tre  degré d 'a ffec tion  pou r le robo t :
Note de 1 à 5 (1 é tan t nul e t 5 le plus élevé) :
4 - Avez-vous trouvé le robot ins is tan t ?
Note de 1 à 5 (1 é tan t peu e t 5 beaucoup) :
5 - Donnez vo tre  degré de confiance envers le robo t :
Note de 1 à 5 (1 é tan t nul e t 5 le plus élevé) :
6 - Qu'est ce qui chezJe  robot vous a donné envie d'interagir avec le roboLI
(3 choix m ax parm i les 6)
□  Son apparence □  Ses gestes
□  Son a ttitu d e  □  Ses in te rven tions  vocales
□  Ses dép lacem ents □  Les m ouvem ents  de son visage
7 - À quel po in t vo tre  conversa tion avec le robo t a -t-e lle  ressem blé à une 
conversation hum ain-hum ain?
Note de 1 à 5 (1 é tan t la m oins bonne e t 5 la m e illeu re ) :
8 -  Aviez vous déià vu le robo t ? □  oui □  non
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