ples. Adding parental information to the CC part of the joint likelihood increased the power of generalised lo gistic regression under the TDTC but not the TDTCC scenario. Formal testing of differences between risk parameters in subsamples was the most sensitive approach to avoid confounding in combined analysis. Non-parametric analysis based on Monte-Carlo testing showed the highest power for ASPFCC samples.
Introduction
An increase in sample size is for most genetic association studies on common disease a crucial step towards enhancing their inherent statistical power [1] . It is therefore a natural consideration to exploit available but fixed sample resources and combine data from different genetic sampling designs (e.g. linkage, outbred or familybased-association samples) for joint association analysis [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] or meta-analysis [14] .
Specific ascertainment schemes exist for affected sibpair (ASP) linkage studies, which are commonly used to detect linkage to dichotomous traits [15] , and genetic as-sociation studies, which test for a relationship between marker alleles/genotypes and trait in a sample of unrelated cases and unrelated controls (CC), or through investigation of families consisting of cases and their parents (trios). Both ASP linkage studies and association studies of population samples aim to estimate disease risks, in relatives or in the general population respectively [1] and were traditionally coupled in that whole genome ASP linkage analysis was followed up by smaller scale association studies. Techniques for testing association in combined samples consisting of family data and unrelated individuals have been developed and include a pooled score statistic [3] , a combined relative risk (RR) estimate derived from generalised logistic regression [4] , or multinomial regression [5] , a weighted combination of odds ratio (OR) estimates [2] , a combined likelihood ratio test (LRT) relaxing assumptions of Hardy-Weinberg equilibrium (HWE), random mating and multiplicative genetic effects [6] , a likelihood framework combining sibships with unrelated individuals [7] , a principal component based analysis (PCA) for family and unrelated samples [8] , nonparametrically derived null distributions for test statistics based on Monte Carlo (MC) simulations [9, 10] and an yet unpublished combined global LRT, which is based on full likelihood models for nuclear families [11] [12] . Also, a methodology for combining CC with family samples for microsatellite data has been proposed [13] .
Despite the large number of available methods for joint association analysis no comparisons of their power have been performed yet. We therefore propose to investigate empirically the power of combined analysis techniques for SNP data under three different study designs: combinations of case-parent trios and unrelated cases/ controls (TDTCC), combinations of trios and unrelated controls (TDTC), and combinations of affected sibpairs with parents and unrelated case/controls (ASPFCC). The latter scenario refers to a sample consisting of families with two affected offspring with genotyped parents, and unrelated cases and controls.
For the purpose of our simulation study, we exclude from the aforementioned combined approaches all methods, which are sensitive to population stratification due to the form of the selected likelihood [7, 11, 12] and focus specifically on techniques for biallelic markers, which do not require additional marker locus information (e.g. required by GC-like approaches [8] ) when adjusting for stratification.
This study will consider situations where allele frequencies differ between the case-control and familybased samples ('between-sample' stratification), as well as situations where genetic risk effects differ between the samples. For the ASPFCC scenario, we will investigate how well the various analysis methods correct for linkage, since this is known to cause inflated Type I error rates if not corrected.
Methods

Descriptions of Single and Combined Methods
For simplicity, the combined approaches will henceforth be referred to as Schaid and Rowland method [3] , Nagelkerke method [4] , Dudbridge method [5] , Kazeem & Farrall method [2] , Epstein method [6] and Allen-Brady method [9, 10] .
• Single Sample Statistics For CC samples an allelic 2 -test was performed and for trio samples a transmission disequilibrium test (TDT) [16] carried out. For samples of two affected sibpairs and their families, 2 -statistics were calculated using the Unphased software (v.3.0.7) [5] . Under the TDTCC and the ASPFCC scenario, single 2 -statistics were corrected for two independent tests.
• Pooled 2 -Statistic
Given the equivalence of test statistics from CC and trio samples in the presence of HWE, multiplicative disease penetrances and the absence of recombination , a simple non-weighted pooled 2 -statistic was obtained.
A weighted combined log OR estimate ( ⌿ ) based on single sample estimates from CC and trios data can be derived as 
under H Var
For the current study, the method was implemented in Perl scripts (Active Perl v.5.8.8.819).
• Schaid and Rowland Method [3] A pooled score statistic was developed for the combination of family, sibling and CC data. In the presence of two strata consisting of parental (pseudo-controls) (1) and unrelated controls (2), the following likelihood can be formulated Hered 2009;68:106-116   108 where, for each stratum, Y represents the affected status and G refers to the observed genotype. The first part of the likelihood corresponds to a conditional logistic regression of the disease status on genotypes of cases and pseudo-controls and is equivalent to
where p is the disease MAF and ␥ 1 , ␥ 2 are the RRs for heterozygous and homozygous risk genotypes, respectively. The second part of the likelihood represents the standard CC logistic regression. For both parts of the likelihood, scores and their variances can be derived, where U is the score parameter and V the variance of the score parameter; ␤ refers to the regression parameter in L.
For the family-based part of the likelihood, x a1 is the vector of observed counts of allele x in the case genotype within a trio. e a 1 represents the vector of expected allele counts for each trio under the H 0 . V 1 is the covariance matrix of X a1 , the vector of the possible x-coded offspring genotypes within a trio; and scores and variances are summed across all trios. Similarly, for the CC part of the likelihood, x a 2 represents the vector of allele counts in cases in the complete CC sample, e a 2 its expected vector, V a 2 the covariance matrix of X a2 , which is the vector of observed genotypes. A pooled score statistic for the two strata can be derived as
The pooled score statistic combining parental and unrelated CC information was implemented in R code (v.2.5.0). We excluded the pooled score statistic [3] from investigation under the ASPFCC scenario as it is known that it does not account for correlated transmissions of parental alleles to multiple affected offspring in the presence of linkage between the disease and marker loci [17] .
• Nagelkerke Method [4] A combined allelic RR estimate for a sample of unrelated cases, unrelated controls and trios, or a sample of unrelated control and trios data can be obtained using Poisson regression. Assuming a multiplicative disease model and the presence of HWE, the allelic RR corresponds to a heterozygous genotypic RR ␥ 1 [18] . A combined ␥ 1 estimate for CC and TDT studies, or unrelated controls and TDT studies can be derived from the following likelihood function
The first factor of the likelihood models the distribution of case genotypes conditional on the parental genotype distribution. The remaining factors describe the distribution of parental and unrelated CC genotypes respectively, all from the same population (Nagelkerke P approach). In the presence of population stratification, trio-parents have to be excluded from the unrelated casesparent-control part of the likelihood (Nagelkerke NP approach). Under the TDTCC scenario, the combined likelihood of the
and L 1 L 3 (NP) respectively. All simulations were performed using the SAS system (SAS 9.1 TS1M3; SAS Institute Inc., Cary, N.C., USA).
• Dudbridge Method [5] A combined allelic RR estimate for CC and trio samples using multinomial regression can be obtained from a retrospective likelihood, which is partitioned into two factors, both modeling the RR separately:
For trio designs, the first factor represents the TDT part of the likelihood i.e. the conditional likelihood of children given parents, which is analogous to a conditional multinomial logistic regression of cases and pseudo-controls [5] . The second part of the likelihood refers to the genotype probabilities of the parents given the affected status of the cases, which allows inference of missing genotypes. This part of the likelihood depends on the assumption of HWE and random mating since the parental genotype frequencies have to be modeled. All inferences are conducted on the estimate of the risk parameter ␥ 1 in the first part of the likelihood [5] .
For CC designs [5] , two missing parents are assumed and the likelihood reduces to
The estimated risk parameters correspond to the multiplicative model by default, although genotype tests can be carried out optionally. Combined TDTCC analysis can be performed by adding the loglikelihood from both CC and trio samples. A sample indicator variable (confounder option) allows for different MAFs in the two samples, while the RR parameters in the two samples stay the same. This approach can be extended to obtain risk estimates for combined CC and affected sibpair family samples (ASPFCC scenario). Under this scenario, the method accounts for linkage through a conditioning step, which is based on the equivalence class of the inheritance vector [5] . For the combined TDTC analysis however, the approach by Dudbridge will only gain more power than the family-based design alone in the presence of missing genotype data in the parents or uncertain haplotypes, and was thus not further studied. Combined analyses were carried out with the Unphased software (v.3.0.7) (confounder option).
• Epstein Method [6] This technique is a Conditional-on-Parental-genotypes (CPG)-based approach [19] , which allows a combined analysis of unrelated cases, unrelated controls and trios, as well as an analysis of unrelated controls and trios only (extending the work by Nagelkerke and colleagues [4] ). The method does not assume HWE or random mating as the likelihood is stratified according to parental mating types :
Formal LRTs are carried out to determine whether data from different sources may be combined. Differences between mating type frequencies between family data and data from unrelated individuals cannot be compared directly (e.g. as mating type frequencies are unknown for the unrelated samples). Instead, the equality of risk parameters from trios (RR triads ) and risk parameters derived from comparisons between parents with unrelated controls is tested (RR parents ). If this test is not rejected, these risk parameters will be set equal [6] . In a subsequent test, the risk parameters from trios (RR triads ) are compared for equality with the RR parameters from unrelated CC comparisons (RR case/control ). If differences in RR parameters in either of the tests are found, combined analysis is not performed. For TDTC designs, only the first test is required, for TDTCC designs both tests have to be carried out.
All power simulations were carried out with the software Scout (v.beta.0.9.5). To allow for comparisons with other methods, the simulated disease models under the TDTCC and TDTC scenario were analysed assuming a multiplicative analysis model. However, the method provides also options for dominant and recessive disease analysis models. To account for the number of rejected joint analyses using the LRT-based homogeneity testing approach above, we also report the 'adjusted' power. Given that the number of non-rejected homogeneity tests exceeded the arbitrary threshold of 100 tests, we calculated adjusted power among those tests as the number of rejected hypotheses of 'no joint association' divided by the total number of joint association tests.
• Allen-Brady Method [9, 10] Associations in large and complex pedigrees can be assessed non-parametrically by an empirical null genotype distribution conditional on the selected pedigree structure [9] . This distribution can be generated using Mendelian genedrop after random assignment of alleles to pedigree founders in proportion to MAF estimates from the sample [9] . Empirical significance levels for a wide range of test statistics including a combined allelic OR estimate can be obtained by comparing the statistic of interest based on the original phenotype data with the one obtained from the empirical null distribution. Within our study, the null genotype configuration for an allelic OR under a TDTCC scenario and an ASPFCC scenario was investigated using 10,000 simulations. Analyses cannot be performed for TDTC data. All simulated data were investigated using combined meta-OR estimates based on Cochran-Mantel-Haenszel techniques, which can account for potential allelic differences between samples [10] . The OR estimate in single samples however is based on a contingency table, for both family and CC data. Thus, the OR estimate is biased for related samples although accurate significance levels are obtained by empirically deriving the null distribution. Consequently, the derived Meta-OR point-estimates were not assessed for coverage under the TDTCC scenario, as these estimates are also biased and not corrected for relatedness among individuals. All simulations were carried out with the Genie package (v2.6.3) [9, 10] on a 'High Performance Computing' system (http://www.acrc.bris.ac.uk/ acrc/hpc.htm). We selected the 'founders' option to ensure that the specified allele frequencies will be correctly represented in the simulated samples when the alleles are assigned through mendelian genedrop.
Simulation of TDTCC and TDTC Scenarios
A single genetic locus was simulated under a multiplicative, dominant and recessive model assuming different MAFs (0.1 or 0.5), varying genetic effect sizes (1 or 2) and no missing genotypes in the individual data sets. For the TDTCC scenario, 500 parentoffspring trios and 500 CC samples were generated; for the TDTC scenario, unrelated cases were omitted. We modeled the genetic effect choosing ␥ 1 = ␥ 2 = 2 for the dominant model, ␥ 1 = ͱ 2 and ␥ 2 = 2 for the multiplicative model and ␥ 1 = 1 and ␥ 2 = 2 for the recessive model [20] . Genotype distributions for CC designs were simulated as outlined by Schaid and Sommer [19] assuming a population disease prevalence K p = 0.01 (see online suppl. table 1, www.karger.com/doi/10.1159/000212503). Parent-trio genotype frequencies were simulated in triads according to different mating types and offspring genotypes, conditional on the offspring being affected [4] ('Likelihood method when HWE holds', [19] ) (see online suppl. table 2). The simulated genotypes were randomly chosen from a multinomial uniform distribution based on the genotype or mating type frequencies. The marker MAFs were restricted to be equal in each single sample. For each model and parameter set we created 5000 simulated CC and trio data sets; except for the Allen-Brady approach, where, due to computational limitations, only 1000 different data sets were generated. These data were analysed with the single and combined methods described above. For the TDTCC scenario, Type I error rates were studied on neutral models ( ␥ 1 = ␥ 2 = 1) with different MAFs in single samples assuming either equal ratios of unrelated cases, controls and trios (500 unrelated cases, 500 controls, 500 trios) or unequal ratios (50 unrelated cases, 500 controls, 100 trios). For the TDTC scenario, the unrelated cases were excluded. Choosing an ␣ -level of 5%, the expected 95% confidence intervals (CI) are (0.036, 0.063) for 1000 simulations and (0.044, 0.056) for 5000 simulations [21] .
Simulation of the ASPFCC Scenario
We generated dominant and recessive models under linkage conditions with the disease penetrances dd , dD and DD being constrained to either dD = DD 1 dd or DD 1 dd = dD respectively. Phenocopy rates were varied between 0 and 0.5 and the sibling recurrence risk ratio s fixed at 1.5. The LD between the marker and the disease locus was simulated as r 2 of 0, 0.1 or 0.2 respectively. The spectrum of possible marker MAFs is therefore constrained by the specified LD between marker and disease locus, and the modeled disease allele frequency, which is determined by the phenocopy rate. Simulations were carried out for MAFs between 0.1 and 0.2 under the dominant model and between 0.4 and 0.5 under the recessive model respectively; the marker MAFs were restricted to be equal in the subsamples. Model parameters for all simulated ASPFCC samples are detailed in the online suppl. table 3. Each simulated data set contained 100 affected sibpairs and their parents and 100 CC pairs. For each model specification, 5000 simulated data sets were created (1000 for the Allen-Brady method) and analysed with single and combined analysis techniques.
Results
TDTCC Scenario
We empirically studied the power and Type I error rate of the combined analysis techniques developed by Schaid and Rowland, Nagelkerke (NP and P), Epstein, Kazeem and Farrall, Dudbridge, and Allen-Brady. Combined statistics were compared with each other as well as with single sample statistics and a pooled single sample 2 -estimate.
• Type I Error Rate All methods showed consistent Type I error rates of approximately 5% under the studied null and strata models (see table 1 ), except for the method by Epstein. This method had zero Type I error rate for null and strata models with unequal MAFs in single samples, and approximately 5% Type I error rate under null and strata models with equal MAFs.
• Power Simulations Assuming Similar Effect Sizes in Single Samples Simulation results for the multiplicative disease model are given in table 2 . The power tables for dominant and recessive disease models can be found as online suppl. tables 4 and 5. For all disease models combined sample statistics gave better power than single sample statistics and pooled 2 -statistics. The combined methods by Schaid and Rowland, Nagelkerke (NP), Kazeem and Farrall, Dudbridge and Allen-Brady had the highest power. The Epstein method had less power than other combined techniques under all disease models, and often also less power than the pooled and single 2 -statistics, due to incorrectly rejected tests (increased Type II error). The adjusted power for the Epstein method was however comparable to the power of other combined statistics. Including parental trio genotypes in the case-control part of the likelihood using Nagelkerke's (P) method did not improve power compared with the Nagelkerke's (NP) method.
• Simulations Assuming Varying Effect Sizes in
Single Samples Among all methods, the single sample statistic of the associated sample and the pooled 2 -statistics had the highest power (see table 2, supplementary tables 4 and 5). The power of the Allen-Brady method depended on which sample carried the simulated genetic effect. The method showed higher or equal power, compared to other combined statistics, when the effect was in the CC part of the sample, and lower power when the effect was in the trios part, regardless of the simulated disease model and the simulated MAF. The Epstein method rejected most sample designs with unequal genetic effects in individual samples. The rejection of combined analysis due to unequal parameters between the samples was most sensitive under the dominant model (see online suppl. • Coverage
We also investigated, if an estimate was provided, the coverage of the true genetic effect size under multiplicative disease models with equal MAFs. The methods by Nagelkerke, Kazeem and Farrall, Dudbridge and Epstein, had approximately 95% coverage of the true genetic effect under a multiplicative disease model. The average OR/ RR estimates across all simulations were close to the expected value of ͱ2 (see online suppl. table 6).
In summary, the combined methods of Schaid and Rowland, Nagelkerke, Kazeem and Farrall, and Dudbridge gave similar power for all disease models and MAFs. The Epstein method gave similar power when the power calculation was based on the number of non-rejected tests.
TDTC Scenario
We investigated power and Type I error rate for the combined methods by Nagelkerke (NP and P) and Epstein as well as the single sample TDT statistic.
• Type I Error Rate
The Type I error for each of the combined methods was approximately 5% under both null and strata models assuming equal MAFs in the subsamples (see table 3 ). As observed earlier under the TDTCC scenario, the Epstein method had near zero Type I error in the presence of unequal MAFs. Nagelkerke's (NP) method showed consistent type I error of approximately 5% for null and strata models. • Simulations
Combined statistics under the TDTC scenario gave higher power than the allelic TDT-2 statistic, however Nagelkerke's (P) method showed the best performance (see table 4 ). The power of the Epstein method was lower due to erroneous detection of differences in RR parameters resulting in failure to perform combined analysis. After adjusting for the number of non-rejected tests, it gave similar power to the Nagelkerke (P) method.
ASPFCC Scenario
Power and Type I error rate were studied for the Dudbridge and the Allen-Brady approach, and single sample statistics.
• Type I Error Rate Both, the Dudbridge and the Allen-Brady approach, showed consistent Type I error rate under null models with no LD (r 2 = 0) between marker and disease locus assuming a recessive disease model. Under some dominant null models the Dudbridge approach displayed marginally inflated type I errors of up to p = 0.061 (see table 5 , e.g. dominant model, marker MAF 0.2). ) ; Strata = stratification model (500 controls, 100 trios); Cn = Controls; TDT = allelic TDT-2 ; NK = Nagelkerke with (P) and without parental information (NP); E = Epstein ; E* = adjusted power of E; NA 1 = not designed for stratified samples; NA 2 = number of joint association tests for E Յ 100; ** Model did not converge; expected 95%CI for ␣ = 0.05: [0.044, 0.056] for 5000 simulations. MAF = Marker minor allele frequency; GRR = homozygous genotypic relative risk; 0.05/0.01/0.001 = p value thresholds; Cn = controls; Comb = combined sample; TDT = allelic TDT-2 ; NK = Nagelkerke with (P) and without parental information (NP); E = Epstein; E* = adjusted power of E; NA 1 = not designed for stratified samples; NA 2 = number of joint association tests for E Յ 100; # corrected for multiple testing.
Power Analysis of Combined Association Techniques
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• Simulations Both combined approaches had more power than single sample statistics when assuming equal marker MAFs in the sample sources and LD between marker and disease locus. However, Allen-Brady's method showed consistently higher power than the Dudbridge approach. This was observed regardless of disease mode, phenocopy rate or the magnitude of marker MAF or LD.
Discussion
This study was conducted in order to empirically investigate the power of combined analysis techniques and their robustness towards confounding factors under different simulated research situations.
Under the TDTCC scenario we found that the four combined statistics by Schaid and Rowland, Nagelkerke, Kazeem and Farrall, and Dudbridge had equivalent power, coverage (if available) and Type I error rates. The similar performance of the likelihood-based approaches by Schaid and Rowland, Nagelkerke (NP) and Dudbridge is to be expected since under the modeled con ditions, i.e. one disease locus, non-missing genotypes in HWE and conditioning on parental trio information, their likelihood frameworks are comparable (see Methods).
The equivalent power of the four methods may be explained as follows: Firstly, each of the four methods assesses the association in CC and trio samples independently, similar to a 'meta-analysis' statistic, allowing for sample-specific allele or genotype distributions. This is either provided by sample-specific OR estimates [2] , sample-specific scores based on stratum-specific genotype frequencies [3] or an independent factorisation of the likelihood using generalised regression techniques with sample indicator covariates [4, 5] . Thus, each of these techniques will be robust to 'between sample' stratification, which also accounts for Type I error, though potential confounding through CC sample-specific stratification remains. Secondly, each of the techniques assesses the association within the trios part of the combined sample using either a TDT-based approach or an asymptotically equally powerful case-pseudocontrol approach. The Nagelkerke (NP) and the Kazeem & Farrall approach base the assessment of the association in the trios directly on the transmission of alleles from heterozygous parents. Schaid and Rowland's score-statistic in trios is derived from the joint genotype distribution within a family, which is determined by Mendelian probabilities. This is equivalent to a conditional logistic regression approach using pseudo-controls with stratification on families [3] . Similarly, the Dudbridge approach factorises the likelihood for trio designs into a TDT part as conditional likelihood of children given parents, which is analogous to a conditional multinomial logistic regression of cases and pseudo-controls (F. Dudbridge, personal communication), and a second likelihood part, which refers to the genotype probabilities of the parents given the affected status of the cases. It should be noted that the last part of this likelihood assumes HWE and random mating. We did not investigate the robustness of this method to breakdowns in these assumptions.
The power of the Allen-Brady method was only equivalent to other combined statistics e.g. by Schaid and Rowland, Nagelkerke, Kazeem and Farrall, and Dudbridge for models with identical MAFs and genetic effects in single samples. Regardless of the simulated disease model, the method of Allen-Brady showed variable power when the genetic effect differed between the subsamples: The power was higher or equal when the effect came from the CC part of the combined sample and lower when the effect was modeled for the trio part. This may be related to the fact that the OR estimate in the trio subsample is a based on a contingency table, which is underpowered for trio data (see also 'Methods'), whereas other combined approaches include well-established likelihood formulations for trio samples [19, 22, 23] .
In our simulations under the TDTCC scenario, we observed furthermore no loss in power using the Nagelkerke (NP) compared to the Nagelkerke (P) method, and for similar methods it was also shown that excluding parental genotype information from the likelihood function does not decrease the power of a test [19] . Under the TDTC scenario however, the power of the Nagelkerke (P) method exceeded or equaled the power of the Nagelkerke (NP) method. This might be related to additional information on MAFs.
All methods gave approximately correct Type I error in the absence of genetic effects in either sample even under extreme differences between MAFs between samples (0.1 vs. 0.5), except that of Epstein. For combined samples with unequal MAFs, this method showed nearly no Type I error. The Epstein method specifically tests for differences in RR parameters between samples, and only performs combined analysis if neither of these tests is rejected. Thus, the method cannot be used to analyse combined TDTCC samples if either the MAF or the strength of the genetic effect differs between the subsamples. Even if genetic effects are the same, the method will loose power relative to other combined methods by falsely detecting differences in RR parameters (according to statistical theory in approximately 5% of all tests). The method is therefore recommended for testing whether the strength of association differs between samples. For non-rejected tests however, and assuming HWE and non-missing genotype information, the likelihood formulation by Epstein reduces to the one presented by Nagelkerke [6] . The most robust method under the TDTC scenario, which provides non-inflated test-statistics under conditions of betweensample stratification, was the Nagelkerke (NP) method.
For the combined analysis of affected siblings and their parents with unrelated CC samples (ASPFCC, scenario 3), the method of Allen-Brady was more powerful than the approach of Dudbridge. The application of a meta-OR statistics incorporated in MC significance testing [9, 10] could model the more complex relationships among families and their combination with CC data better than the parametric likelihood implemented in the Dudbridge approach, which also showed marginally inflated Type1 error under some dominant models.
All combined analysis techniques under the TDTCC scenario had better or equal power (adjusted power for Epstein method) than single sample statistics and the pooled 2 -statistics, when model parameters were similar between the subsamples. The pooled 2 -statistics only exceeded other combined statistics in models with different genetic effects in single samples (see e.g. table 2 , column 1 and 2 vs. 3).
The combined methods investigated in our study account for differences in risk parameters between single sample sources using either a 'meta-statistic'-like approach [2-5, 9, 10] or test specifically for differences in risk parameters between subsamples [6] . New methods have been proposed however, which claim to be more powerful than 'meta-statistic'-like approaches [8] . How-ever, these methods control stratification using GC-based techniques, which require the availability of multiple unlinked additional marker genotypes; a condition, which was not investigated in this study.
The primary focus of our work was the study of power as the overall evidence for association using the largest sample available. The question of whether there is significant heterogeneity in risk parameters such as the magnitude of the genetic effects was secondary. However, this issue is crucial once association has been found and requires interpretation. In such a situation, careful analysis and comparison of the risk parameters in the subsamples is important. This may involve an assessment of the sample homogeneity using the Epstein approach [6] or other available techniques such as developed by Kazeem and Farrall [2] , as well as comparisons between combined and pooled 2 -statistics. For our power simulations under the TDTCC and TDTC scenario we chose a homozygous genotypic relative risk of 2, corresponding to an allelic RR of 1.41 under a multiplicative model. These are strong, but genetically plausible, assumptions for the genetic effect size. The most recent meta-analyses on genome-wide association studies on complex disease [e.g. 24 ] reported genetic risk effects (allelic odds ratios) within the range of 1.06 to 1.52. The advantages of our parameter selection are that all investigated methods will reach adequate power to compare their performance with each other in relatively small samples, thus ensuring computational feasibility. It is likely that similar conclusions regarding the relative power of the various methods would be reached with smaller relative risks and larger sample sizes.
For the ASPFCC scenario we modeled linkage in families by choosing a sibling recurrence risk ratio S of 1.5. This is quite a strong effect, but not unreasonable, since similar and stronger effects have been observed for complex traits (e.g. the APP locus in late-onset Alzheimers disease showed s 1 3 for ASPs with mean age 1 95 [25] , and an affected sib pair linkage scan of Type I diabetes showed s = 3.1 at IDDM1 and s = 1.3 at IDDM2 [26] ). The use of a relatively strong linkage model allowed us to assess whether combined methods correct for linkage adequately as the presence of unaccounted linkage is known to increase the false-positive rate of family-based association studies [17] . Under weaker linkage models, methods would give approximately correct Type I error rates, regardless of whether they correctly allow for linkage.
Our study specifically addressed 'between-sample' stratification (i.e. different minor allele frequencies in the case-control and TDT samples). However, population stratification within samples must also be considered. Stratification within the TDT sample will have no effect, since the TDT is robust to stratification. Stratification within the case-control sample will increase Type I error rate, and this will invalidate all methods that perform analysis on case-control data. Thus, we did not consider within sample stratification in our simulations, since our purpose was to compare the performance of analysis methods in situations where they are valid. However, careful correction for population stratification is essential when analysing case-control data (regardless of the method used). If sufficient markers have been typed (e.g. as part of a genome-wide association analysis), methods such as EIGENSTRAT [27] can be used. Otherwise, homogeneity of genetic effects can be tested between the samples [2, 6] although significant heterogeneity in risk parameters does not necessarily imply stratification.
In conclusion, our study investigated the power of up to six different combined analysis techniques under three different research designs. Under the TDTCC scenario we identified four statistical approaches [2] [3] [4] [5] , which had equivalent power and Type I error rates. All combined test statistics were more powerful than single sample statistics or a pooled 2 -statistic when MAFs and genetic effects were similar in single subsamples. Adding parental information to the joint likelihood increased the power of a generalised logistic regression under the TDTC but not the TDTCC scenario [4] . Formal testing of differences between risk parameters in single samples was the most sensitive approach to avoid confounding in combined analysis under both the TDTCC and TDTC scenario. Non-parametric analysis based on MC testing [9, 10] gave the highest power under the ASPFCC scenario.
