FCM (Fuzzy C-means) (Bezdek et al. [3])
Each data point X i has a degree of membership u j (X i ) in the cluster number j, given by:
where d(c j , X i ) represents the Euclidean distance between the data point X i and the centre of the cluster number j, c j , and m corresponds to the fuzzyness parameter.
The centroid of the j-th cluster, c j , is determined by computing the mean of all the points in that cluster weighted by their degree of belonging to or membership of the data points in that cluster;
Given a value of the parameter m > 1 and the number of clusters C;
1. Assign randomly to each point membership degrees for the C clusters so that the membership degrees for each data point in all the C clusters satisfy C j=1 u j (X i ) = 1, i = 1, 2, . . . , N.
2. Compute the centroid of each cluster using Equation (2) . 3. Compute the membership degree for each data point in each cluster using Equation (1). 4 . Repeat steps 2 and 3 until convergence to a solution for c j and u j (X i ), where i = 1, 2, . . . , N and j = 1, 2, . . . , C.
Additional data sets

"Globular clusters" data set
Figs. B.1 and B.2 show an agreement between both DifFUZZY and FCM in the "Globular clusters" data set. Colour code: in (a) the data points in the three clusters are coloured green, red and blue, and in (b) the colours of the bar correspond to the membership function of the data points in the cluster of the same colour as in Fig. 1(a) .
"Interlaced rings" data set
The "Interlaced rings" data set is a 3-D complex data set with 2 interlaced ring-shaped clusters. It presents serious difficulty for clustering methods such as FCM (see Figs. B.4(a) and B.4(b)), while DifFUZZY separates both clusters and it captures the fuzziness of the data points which are further away from the cores of the rings, depicted in black in Fig. B.3(a) , by assigning them intermediate membership values. 
"Half moons" data set
The "Half moons" data set is another synthetic data set we used to test DifFUZZY vs. FCM. This complex data set is a challenge for several clustering methods and in Fig. B .5 we show that DifFUZZY can identify both clusters remarkably well, whereas FCM is not as successful, misclassifying a large number of data points. 
Data set obtained by sampling a stochastic dynamical system
The data used in this example were obtained from one realisation of the Gillespie stochastic simulation algorithm for the following system of reactions (Erban et al. [4] ):
with the following rate constants: k 1 = 0.18 min −1 , k 2 = 2.5 × 10 −4 min −1 , k 3 = 2200 min −1 and k 4 = 37.5 min −1 (Erban et al. [4] ). The number of molecules vs. time fluctuates between the two steady states (100 and 400) and the amplitude of the fluctuations around the larger steady state is greater on average than that of the fluctuations around the lower steady state. Using these data, we apply DifFUZZY and FCM and we can see that while both clustering methods perform well and can identify roughly both clusters, DifFUZZY is better at classifying the data points in the far right of the x-axis (Fig. B.6(a)), assigning them to the cluster where they truly and fully belong (blue cluster). . In both cases we observe that both FCM and DifFUZZY do a very good job in identifying the three clusters. Furthermore, we can see that DifFUZZY gives higher membership values, in particular for data points in the red data set (see Figs. B.8(a) and B.8(b)), assigning the data points with a higher confidence than FCM, or in other words, giving larger clusters for a given threshold value. In a similar way as was done with the Acute Leukaemia data set, the Colorectal cancer data set was pre-processed using the standard filtering, thresholding, log 10 normalisation and gene selection as done by [7] . 370 genes were selected.
Colorectal cancer (CRC) data set
As shown in Fig. B .11, DifFUZZY can identify both clusters more successfully than FCM, whose largest membership value is less than 0.9. FCM does on average identify the clusters, but gives them low membership values, whereas DifFUZZY gives results closer to the true memberships. 
Zoo data set
The Zoo data set, freely available from the UCI Machine Learning Repository (Asuncion and Newman [2] ) is a data set commonly used to test clustering algorithms. It has 101 data points (animals) forming 7 different clusters or categories (mammals, birds, reptiles, fish, amphibians, insects and invertebrates). These data points are described with 16 attributes, 15 of which are categorical or boolean, (hair, feathers, eggs, milk, airborne, aquatic, predator, toothed, backbone, breathes, venomous, fins, tail, domestic, and size similar to a cat), and the other one is numerical (number of legs). An extract (of animals and attributes) from this data set is presented in the following table: In Fig. B .12 we can see that DifFUZZY clusters very successfully the animals in their original categories, identifying all birds, fish, and insects perfectly. On the contrary, FCM can only distinguish the fish group, and with low membership values for the elements in this group (Fig. B.12(b) ). For the rest of the animals FCM does a poor job in identifying groups and separating the different animal groups, whereas DifFUZZY performs remarkably well, even giving us further information about the data set. From the membership values plotted in Fig. B .12(a) we see that DifFUZZY identifies three sub-clusters within the cluster of mammals: the light green group, the dark green and a small multicolour group. The former corresponds to 4-legged mammals, the next one represents two-legged mammals, and the latter includes aquatic mammals (the dolphin, porpoise, sea lion and seal), four animals which share similarities with fish, mammals, and others. In the case of the invertebrates we see three groups of animals clustered by DifFUZZY, the ones with dark blue membership value (invertebrates with legs and aquatic), the red ones (invertebrates without legs and mostly non-aquatic) and the multicoloured ones, which correspond to two special animals: the scorpion and the octopus, which differ from the rest of the animals in this category in non-laying eggs (the scorpion) and having a very large size in comparison with the other invertebrates (the octopus). They also have similarities with other animal-types.
Finally, the reptiles are considered to have similarities with fish, invertebrates, mammals and birds. In particular, the tortoise is closer to the amphibians and four-legged mammals than other groups, and the tuatara 1 is assigned to the amphibians, which, given there was not a single cluster of reptiles identified, would be its closest family. Tuataras are indeed among the less evolved reptiles in the group, and share many attributes with amphibians. DifFUZZY has indeed clustered the animals in a biologically meaningful way, whereas FCM has failed dramatically in this task. We have to point out however, that the results of any clustering method depend on the quality of the data. If the attributes would have been more specific, then the identification of animal clusters could have been even more successful.
ROC Curves
Consider a partition C j , j = 1, 2, . . . , C of a data set X 1 , X 2 , . . . , X N ∈ R p . This partition is assumed to be known and the ROC curves are used to assess clustering approaches for this known (desired) partition of the data set. For any probabilistic fuzzy algorithm, which gives membership values (u c (X i )) of the data point X i , for i = 1, 2, . . . , N , in cluster c, with c = 1, 2, . . . , C, the True Positive Rate (TPR) and False Positive Rate (FPR) for a given threshold z and a given cluster C h , of size |C h | are given by the following equations (Fawcett [5] ):
where C c h represents the complement of C h . We use the first cluster h = 1 as default, unless stated otherwise. We sort the clusters so that the h-th cluster given by the clustering algorithm corresponds to the h-th cluster in the original partition. We can see that for increasing values of the threshold z, both FPR and TPR decrease to zero, and then they stay the same. For decreasing values of z, FPR and TPR increase until reaching the maximum value 1 and then remain at that value. When the threshold is zero z = 0, the TPR will be 1, since all data points will be "properly clustered", while for z = 1, not a single data point will have a membership value higher than 1, and TPR will be zero. The DifFUZZY ROC curve passes through the upper left-most corner, which means that for a given threshold, all the data points from cluster 1 are properly clustered, and not a single point from the cluster 2 was wrongly assigned to cluster 1. This is not the case for FCM, which does not go through the upper left corner, and that for increasing values of TPR (more data points from cluster 1 assigned to cluster 1), additional points from cluster 2 are mis-assigned.
In Fig. B .14 we include the ROC curves for the binary data sets "Interlaced rings" and the Colorectal cancer. In both of them DifFUZZY performs better than FCM, since for the same thresholds, the TPR is higher and the FPR is lower for DifFUZZY. Figure B.14: DifFUZZY and FCM ROC curves for the (a) "Interlaced rings" data set (M = 180, h = 1, corresponding to the left-most, blue ring in Fig. 3(a) ). (b) Colorectal Cancer data set (M = 11, h = 1, corresponding to noncancerous samples).
