We use consumer price data for 81 European cities (in Germany, Austria, Switzerland, Italy, Spain and Portugal) to study deviations from the law-of-one-price before and during the European Economic and Monetary Union (EMU) by analysing both aggregate and disaggregate CPI data for 7 categories of goods we find that the distance between cities explains a significant amount of the variation in the prices of similar goods in different locations. We also find that the variation of the relative price is much higher for two cities located in different countries than for two equidistant cities in the same country. Under EMU, the elimination of nominal exchange rate volatility has largely reduced these border effects, but distance and border still matter for intra-European relative price volatility.
I. Introduction
Recent research has aimed at improving our understanding of the magnitude and determinants of deviations from the law-of-one-price (LOOP). One strand of the literature estimates the half-lives of real exchange rates. For most countries and time periods, real exchange rates are found to be highly persistent, with deviations from PPP amongst industrialised nations having half-lives of several years. A second approach focuses on the comparison of movements in goods prices across national borders to price movements between different regions within a country. A seminal paper by Engel and Rogers (1996) finds that both distance and the border are significant in explaining relative price dispersion in 10 U.S. and 9 Canadian locations. They show that (i) relative price variability increases with distance within each country and (ii) U.S.-Canadian relative price variability is significantly larger than within-country variability. They provide a useful measure of how important the border is relative to distance -the "width of the border". Their estimates suggest that crossing the U.S.-Canadian border is equivalent to 1,780 miles of distance, that is, in order to generate the same degree of relative price volatility by distance within a countries, the cities would have to be 1,780 miles apart. By this "width of the border" metric, international failures of the law of one price are large.
The role of borders and geography has increasingly received more attention in economics and a number of recent papers have discovered evidence of such border effects for various alternative categories of goods 1 and for additional locations. Engel, Hendickson and Rogers (1977) and Parsley and Wei (2000) use data from North America, Asia and
Europe to study intra-national, intra-continental and intra-planetary deviation from the lawof-one-price, whilst Engel and Rogers (2000) and Rogers, Hufbauer and Wada (2001) focus exclusively on European locations. In all of these studies only a few intra-national locations are used and the prime focus is on national data with cities being identified as the nations' capitals. A large number of truly intra-national data are used in Beck and Weber (2001a) . We augment the Engel and Rogers (1996) data set by regional price level data from 26 Mexican cities, 47 Japanese prefectures, 12 cities in New Zealand and 10 cities in Australia. Like Engel, Hendickson and Rogers (1977) we find a much larger effect for the inter-continental (trans-Pacific) city pairs as compared to the North-American intracontinental city pairs.
In this paper we examine the importance of both distance and national borders between locations in determining the degree of the failure of the law of one price (LOOP) in Europe. We employ both aggregated CPI data and dis-aggregated data for 7 categories of consumer goods. We make use of regional data available within the European Union (EU) for 12 German, 20 Austrian, 4 Swiss, 20 Italian, 18 Spanish and 7 Portugese cities.
For these 81 European cities we are able to analyse movements of 3240 (=81*(81-1)/2) relative prices. These data are taken from the SPATDAT© databank, 2 which is by far the largest cross-sectional data set used in this literature for Europe to date.
The specific focus of the current paper is on the integration effects arising from the formation of monetary unions. For this purpose we study the German and European monetary unification (GEMU and EMU) process in more detail. With the fall of the Berlin wall in September 1989 the formerly divided East and West Germany de facto became one single country. German economic and monetary unification occurred shortly afterwards in
July 1990, and in October 1990 political unification followed. Whilst these events jump-started a process of economic integration, it is interesting to examine at what speed economic convergence and market integration took place. The present paper looks at relative price volatility across German cities in comparison to Austrian and Swiss locations in order to determine whether or not an East-West gap (or shadow-border effect) persisted even during GEMU. The second process of monetary unification we consider is the launching of the Euro on 1 January 1999, when the currencies of EMU member countries became irrevocably fixed on their way towards eventually disappearing from circulation in January 2002. As in the case of GEMU above, the effect of EMU on convergence and market integration will be studied by looking at the persistence of relative price volatility across 81 European cities in Germany, Austria, Switzerland, Italy, Spain, and Portugal.
Our estimation equations are similar to the ones used in Rogers (1996, 2000) : the dependent variable is the variance of changes in the log of real exchange rate across cities, and among the explanatory variables are distance and "border" dummy variables. Since our European data set has city price data from several countries we are able to include in addition to distance simultaneously both a border dummy variable and a measure of nominal exchange rate variability in a regression explaining the variability of (common-currency) prices across cities. This allows us to assess separately the role of nominal exchange rate variability and the effects of a border. Our results indicate that most of the failures of the law of one price are attributable to currency volatility, but other barriers are also important explanatory factors. We find that, even taking into account nominal exchange rate variability, distance between cities and the border continue to have positive and significant effects on real exchange rate variability. However, these effects are small compared to the exchange rate volatility effect.
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II. Data and Econometric Methodology
As mentioned above, we use consumer price indexes from 81 locations in Europe.
The data are monthly, covering the period January 1991 to June 2000 in the case of Germany, Switzerland and Austria, and January 1995 to June 2000 in the case of Italy, Spain and Portugal. Appendix Table 1 lists the locations in the six countries for which we have complied aggregate and dis-aggregate data. 3 The seven dis-aggregated components of CPI cover categories of goods such as "food", "clothing", "furniture" or "transportation."
The German data were obtained from the statistical offices of the individual Länder One novelty of the present paper the use of Austrian and Portugese data from cities within these countries and the use of East German in addition to West German city data.
Another novelty is the use of dis-aggregate data on consumer price indices for European cities. Using price indices from 81 locations, we construct 3240 (=81*80/2) bilateral relative prices. Our sample of six countries implies that the cross-border city pairs lie across one of 15 (=6*5/2) national borders (that are not necessarily adjacent). There are two types of exchange rate arrangements determining the nominal exchange rates of our 15 country pairs. Germany was at the heart of the Exchange Rate Mechanism (ERM) of the European Monetary System (EMS), and adopted a policy of fixed but adjustable exchange rates with Austria, Italy, Spain and Portugal during the sample. Each of these five countries was included in the first wave of entrants into the Euro, launched in January 1999.
Furthermore, all of these countries participated in the free-trade area of the European Union (EU). Switzerland is the only country in our sample that has remained out of any formal arrangements on either exchange rates (ERM, EMU) or trade (EU).
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II.1. Data Properties: Summary Statistics on Relative Volatility and Distance
We denote the log of the CPI in location j relative to that in location k as P(j,k). All prices are denominated in German marks. We are interested in explaining the volatility of changes in P(j,k). We consider one-month changes in relative prices, ∆P(j,k) and we measure volatility as the sample variance, V (∆P(j,k) ).
We construct our measure of volatility for each of the 3240 city pairs. Our regression analysis is then based on the cross-section of 3240 volatility measures. Table 1 presents some summary statistics. The rows report the average volatility of real exchange rates for all 6 pairs of locations that are both within Germany (ge-ge), Austria (au-au), Switzerland ( ch-ch), Italy (it-it), Spain ( sp-sp) and Portugal ( pr-pr) as well as all 15
combinations of cross-border city pairs (ge-au, ge-ch, ge-it, ge-sp, ge-po, au-ch, au-it, ausp, au-po, ch-it, ch-sp, ch-po, it-sp, it-po, and sp-po) . A key feature of our analysis is that we draw a distinction between cases where both locations are within the same country (labelled intra-national), and cases with one city in one country and the other city in a foreign country (labelled inter-national). For 1-month changes, the average volatility of cross-border pairs is typically considerably larger than the average variance of withincountry pairs. The within-Switzerland city pairs exhibit both the lowest average volatility and distance. Relative price volatility is slightly higher in Germany, followed by Italy, Spain, Austria and Portugal. Note that the volatility of relative prices across Portugese cities, equal to 4.17, is roughly as high as the German-Austrian cross-border volatility, but except for this one case we typically find that within-country volatility is considerably 4 The six countries used in this study also differ along geographic, linguistic, and cultural lines. In our sample Austria and Switzerland share a common border with three of the other countries (Germany, Italy and each other), whilst Germany has two adjacent neighbours (Austria and Switzerland) and Portugal and Spain only share a common border with each other. Note that our study takes explicit account of geographic considerations such as common borders or physical distance between locations. Finally, it is worth mentioning that common language factors may also matter. For example, German is spoken in 3 countries in our sample (Germany, Austria and Switzerland), while Portuguese, Spanish and Italian are languages specific to these countries. Like geography, these cultural factors may also contribute to economic integration between countries.
lower than the average relative price volatility of the cross-border city pairs. This pattern of the volatility measures for the aggregate CPI index in Table 1 is in general matched by the volatility clusters for the dis-aggregate categories of goods, such as "food", "clothing", "furniture" or "transportation."
The two last rows of . We find that in general relative price volatility between European city pairs located in the same country is lower than cross-border volatility, and that volatility increases with distance. However, whilst the low relative price volatility between German and Austrian city pairs indicates a high degree of integration, Figure 2 identifies lower degrees of goods market integration between Germany and Italy, followed by Spain and Portugal. As is to be expected, our measure of integration thereby declines with distance. The only exception from this pattern is found for Switzerland, which is a direct neighbour of Germany, Austria In order to sort out the relative influence of these factors quantitatively, we now turn to our regression evidence. Rogers (1996, 2000) examine the hypothesis that the volatility of the prices of similar goods sold in different locations is related to the distance between the locations and other explanatory variables, including a dummy variable for whether the cities are in different countries. Let i jk P be the log of the price of good i in location j relative to the price of good i in location k, whereby all prices have been converted into German mark using a monthly average exchange rate before taking relative prices. We then calculate the relative price volatility as the standard deviation of the difference in the log of relative prices between time t and t-1, V (∆P(j,k) . This will be referred to as measure 1 in our analysis below, and we will perform robustness checks in which we employ a filtered measure (measure 2) and the spread between the 10th and 90th percentiles (measure 3) as alternative measures of volatility. Our results were essentially unaffected by the specific choice of the volatility measure.
II.2. Regression Analysis
In the analysis below we present the results of our estimates of regression equations of the form:
where D(c) is a dummy variable for each city in our sample, d(j,k) is the log distance between cities j and k, B(j,k) is a dummy variable for each national border that separates cities j and k, and V(∆s (j,k) ) is a measure of nominal exchange rate volatility between cities j and k located in different countries. Note that all regressions are cross-sectional, with 3240 observations. The inclusion of separate dummies for each individual location allows the variance of price changes to vary from city to city. That is, for city pair (j,k) the dummy variables for city j and city k take on values of 1. There are a few reasons why we allow the level of the standard deviation to vary from city to city. First, there may be idiosyncratic measurement error or seasonalities in some cities that make their prices more volatile on average. Second, as Table 1 indicates, there seems to be somewhat higher average volatility for Austrian and Portugese cities than for Swiss or German cities. This may be because the Portugal and Austria are more heterogeneous countries. Either labour markets or goods markets may be less integrated, so there can be greater discrepancies in prices between locations. Alternatively, there may be differences in methodologies for recording prices that lead to greater discrepancies in prices between locations in one country compared to the other.
Following Engel and Rogers (1996) we assume that relative price volatility will be larger the greater the distance d(j,k) between locations, due to "transportation costs." The key argument here is that in the presence of transportation costs prices in one location are not necessarily equalized with prices in another location, and that the relative price could fluctuate in a range which is likely to be a function of the transportation cost and hence the distance between the locations. Equation (1) postulates that more distant locations would have greater price dispersion. We postulate either a log-linear (β>0) or a concave (β 1 >0
and β 2 <0) relationship between distance and relative price volatility, and we interpret "transportation costs" liberally to include any factors that make it more costly to sell goods in one location compared to another. 6 We are furthermore particularly interested in whether there is a border effect. We expect the variability of prices between cities that lie across a border to be higher than those between cities within a country, even after accounting for the effect of distance and nominal exchange rate volatility. The recent literature on pricing to market has examined markets that are segmented by borders. There are a few reasons why the border might matter. Much of the pricing-to-market literature has emphasised that the mark-up may be different across locations and may vary with exchange rate changes. There might also be direct costs to crossing borders because of tariffs and other trade restrictions. In addition, there may be more homogeneity in relative productivity shocks for city pairs within the same country than for cross-border city pairs, so that, from equation (1), cross-border pairs have more price volatility. Another important reason why the border matters is unrelated to equation (1): the price of a consumer good might be sticky in terms of the currency of the country in which the good is sold. Goods sold in Germany might have sticky prices in German mark terms, and goods sold in Italy might have sticky prices in Italian lira terms, whilst the nominal exchange rate is highly variable. In this case, the cross-border prices would fluctuate along with the exchange rate, but the within-country prices would be fairly stable. To capture this effect, we include a border dummy variable, B (j,k) , that takes on a value of unity if cities j and k are in different countries. This border dummy is likely to capture both formal and informal international barriers to trade. We typically find the border-effect to be positive and significant.
II.2.1. Regression Results for EMU
II.2.1.1. Cross-Country Regressions for the Overall Sample
Table 2a summarises our estimation results for the two specifications (1) and (2) and four different volatility measures during overall sample period (1995:I-2000:VI). The first column of Table 2a presents the results of regressing the variance of the 1-month change in the log relative price on log distance, 15 Borders, and 81 individual location dummies (one for each of our cities, not reported for convenience). All coefficients have the anticipated sign and are significant at least at the 5 percent level. The coefficient on the border dummies range between 1.59 (s.e. 0.035) for the German-Austrian Border to 13.6 (s.e. 0.13) for the Swiss-Portugese border, which is almost 10 times as large. The individual dummies for each border, of which there are 15 (=6*5/2), all have the expected sign and are significant. The largest border effects are found for Switzerland. These positive and significant estimated border effects confirm the results documented by Rogers (1996, 2000) : crossing an international border adds considerable volatility to 6 For example, there may be trade barriers or marketing and distribution costs.
relative city prices, even after accounting for the effects of distance and city-specific characteristics. Table 2a also displays the results when the distance function is quadratic, rather than logarithmic. This is reported as specification 2, which is interesting because it allows a test for our assumption of a concave distance relationship. We find that distance has a significantly positive effect on price variability, whilst the square of distance has a significantly negative effect, as is postulated by a concave distance relationship. Again border dummy is positive and significant.
Like Rogers (1996, 2000) we also perform further robustness checks in which we employ a filtered measure of relative price volatility (measure 2) and the spread between the 10th and 90th percentiles (measure 3) as alternative measures of volatility. Table 2a shows that these modifications do not affect the key features of our results, which are essentially identical to the results reported above. We find that the coefficients on distance and the border dummy are highly significant and of the hypothesised sign.
Although we report White's (1980) heteroscedasticity-consistent standard errors, we also specifically allow for the possibility that the variance of the error term might be greater for more distant cities. The last specification in Table 2a reports results when the left-and right-hand-side variables are all deflated by the log of distance, so that the standard deviation of the regression error is modelled as being proportional to the log of distance between cities. The constant terms and the coefficients on the deflated border dummy are positive, as predicted, and highly significant in the regressions
What explains the relative sizes of these border effects? Nominal exchange rate variability is a prime candidate. Replacing the individual border dummies by one aggregate border dummy allows us to include in one regression specification both the border dummy and the variability of one-month nominal exchange rate changes, which of course is zero for all intra-national pairs. The results are reported in Table 2b . For our overall sample the coefficient on nominal exchange rate variability is 0.249. Including nominal exchange rate variability substantially weakens the effect of the border dummy, whose point estimate falls from 301.8 to 1.44. This suggests that a very large part of the border effect is from variable nominal exchange rates under sticky prices. However, even with V(∆s (j,k) ) in the regression, the border dummy remains positive and significant with a t-statistic exceeding 15. Figure 1 explains why this is the case: for some countries in our sample there is no obvious relationship between the variance of nominal exchange rates and relative prices.
For Spain, Portugal and Switzerland both variables move one-to-one, but for Italy relative prices volatility relative to the other countries is much smaller than exchange rate volatility. This fact is picked up by the significant aggregate border dummy.
What impact is EMU likely to have on the importance of borders? Will national borders still matter in EMU? In order to analyse the impact of the elimination of exchange rate volatility on the significance of European borders we now turn to the analysis of the sub-periods.
II.2.1.2. Cross-Country Regressions for the ERM and EMU Sub-Periods
The results reported so far were computed for the full sample period, 1995:1-2000:6. for German-Italian city pairs, whilst it only was reduced from 4.3 to 3.5 for GermanAustrian city pairs. The EMU effect has therefore been particularly strong for formerly quite volatile Southern European exchange rates, whilst for relatively stable exchange rates there has only been a minor effect. Finally, in addition to the strong decreased of inter-national relative price volatility within the EU, the data also reveal a sizeable reduction in relative price volatility between Switzerland and the EU. This convergence process may be due to a deliberate policy of shadow-targeting the Euro exchange rate by the Swiss National Bank.
Figure 3 displays the variability of relative price changes for the two sub-periods.
Whilst all intra-national city pairs experience no major change in volatility, the international volatility declines sharply. 7 Figure 4 takes a closer look at all 3240 cross-city volatility measures in both the pre-EMU (panel a) and EMU sample (panel b). The scale of both graphs is chosen to be the same, so that the reduction of relative price volatility for all cross-border city pairs is more directly visible. In panel (b) of Figure 4 it is impossible to discriminate visually between within-country and within-EU relative price volatility, whereas the EU-Swiss city pairs is still clearly identifiable as having a higher volatility. As a first approximation one may therefore be tempted to conclude that EMU has eliminated inter-national differences in relative price volatility between EU cities. The formal analysis below will show that this conclusion is not valid, and that national borders continue to matter for relative price volatility even in EMU. Table 3 displays the estimates of equations (1) and (2) for the overall period and for the two sub-periods. In equation (1) the regression coefficient on log distance is significant in the first sub-sample, but insignificant in the second sub-sample. This may be due to the functional form chosen. Using the linear-quadratic specification from equation (2) we find that both distance and distance squared are significant with the right sign in both subsamples. We therefore conclude that even in EMU distance matters for price volatility. 8 A second interesting feature of Table 3 is the significance of all broader dummies in both the pre-EMU and EMU sample. We find sizeable and significant border effects for all countrypairs. The most drastic reduction (by roughly 80 percent) in the estimated border effects is found for EMU countries, in particular for the Southern European periphery (Italy, Spain, Portugal) relative to the Northern European core-countries (Germany and Austria), and 7 Engel and Rogers (2000) find a sizeable reduction in intra-national relative price volatility in an earlier sample, and attribute this decline to an increased economic integration within countries, which is likely to be caused by advancements in transportation, communication, etc. 8 Note that the more robust specification (2) was also used in Engel and Rogers (2000) , who also conclude that distance matters for price volatility. We show that this result also applies for EMU: the further two EU cities are apart, the higher will be the degree to which relative price changes can occur.
intra-EU border effects do not differ significantly in the EMU sample. An intermediate border effect is found for all bilateral combinations involving Switzerland, which is more than 3 times as large as the within-EU border effect.
To summarise, the shift in the variance of the nominal exchange rate from the ERM to the EMU sample can be interpreted as an exogenous event, as part of a political process that ultimately led to European Monetary Unification. Relative price volatility has fallen as a result of the decline in the nominal exchange rate variance. We find that during EMU distance is notably smaller and insignificant. The estimated border coefficients are still positive and significant, but are less one-fifth of their size in the pre-EMU sample. This suggests that a common monetary policy leads to greater market integration of regions within countries and between countries.
II.2.1.1. Cross-Country Regressions for Dis-aggregate CPI Components
One of the major advantages of our data set is that we can the calculate relative price volatility measures not only for the aggregate CPI, but also for 7 dis-aggregate gategories of CPI components. In Table 4a to 4d we display these results for our volatility measure 1 in the overall period as well as for the pre-EMU and EMU sub-samples. The general pattern of the results is the same as in Table 3 : In each category except education our regressions identify as significant link between relative price volatility and distance.
For the overall period the distance coefficient is largest for health (0.55), followed by clothing (0.47), fuel (0.27) food (0.23), transportation (0.15), and furniture (0.12). Distance coefficients for the CPI components do not change a drastically across sub-samples, but frequently are insignificant in the second sub-sample (for health, furniture, fuel and education).
The border coefficients for the dis-aggregate CPI components also mirror the pattern of the estimates for the overall CPI. Due to missing data we only include Switzerland in the regressions for food, fuel and transportation, where again the largest border effects are found for this country relative to EU locations. All border effects are highly significant in the first sub-sample. In the second sub-sample (EMU) only the border dummy for Italy and Spain relative to Germany becomes insignificant for clothing, whilst all others remain significant at a generally lower value. As for aggregate CPI, the reduction of the border effects between the two sub-samples is most pronounced between the core-EU countries and the Southern periphery.
To summarise, the results from this dis-aggregated data suggest that our conclusions from the preceding sections are largely robust. The variance in relative goods prices is closely related to the variance of nominal exchange rates.
II.2.2. Regression Results for GEMU
The above results for EMU were obtained for a relatively small sample (1995) (1996) (1997) (1998) (1999) (2000) and the 18-months of data from the EMU sub-period reveal only a limited amount of information about the long-run effects of the monetary union on within-EMU relative price dispersion. In particular, we are unable to obtain formal evidence about the speed of relative price convergence amongst European cities because estimating dynamic time series models on such few data points is unlikely to yield reliable results about these longrun effects.
An interesting feature of our data set is that it contains West and East German data for the entire 10-year period of German Economic and Monetary Union (GEMU). Can we learn anything about the long-run dynamic effects of EMU on relative price dispersion from the German experience? In order to find out, we estimated all our regressions from above also for this longer 1991-2000 sample. As a control group we added Austrian and Swiss cities to the sample. We think that analysing such a homogeneous sample of adjacent countries with a common language and long-standing political, cultural and economic linkages will provide an estimate for the upper bound of the speed of convergence we may realistically expect from EMU. To estimate the direct effects of GEMU on East-West German integration we include a shadow-border in the form of a East-West German border dummy in all regressions. Table 5 displays the estimates of equations (1) with volatility measures 1 and 2 for the overall GEMU period (1991:1-2000:6) and for three GEMU sub-periods (1991 GEMU sub-periods ( :1-1994 GEMU sub-periods ( :12, 1995 GEMU sub-periods ( :1-1998 GEMU sub-periods ( :12, 1999 GEMU sub-periods ( :1-2000 . In equation (1) the regression coefficient on log distance is significant in the overall period and the first and second sub-sample, but insignificant in the third sub-sample. A second feature of Table 5 is the significance of the East-West broader dummy in the overall period and both pre-EMU samples. Thus, even after the start of monetary union in Germany there was a significantly different pattern of relative price changes amongst cities within each part of Germany as compared to cities located across the former "iron curtain." This is most likely the result of slow price deregulations and a gradual unlocking of formerly administered prices for housing, rent and certain goods in East Germany. By 1999 much of this price de-regulation between East and
II.2.2.1. Cross-Country Regressions for GEMU
West Germany appears to have been completed and the shadow-border is no longer
significant. An interesting characteristic of our results for the immediate post-unification period is that our measure of economic integration suggests that West Germany, Austria and Switzerland were by far more integrated with each other than with East Germany.
Integration of East and West Germany proceeded speedily during 1995-1998, when the East-West German border effect fell by over 90 percent from 18.4 to 0.5, as compared to the minor reduction of the German-Austrian border effect from 2.6 to 2.3 for the same period. By this metric, the two parts of Germany became four times more integrated during the 1990s than Germany and Austria did in spite of long history of virtually no exchange rate volatility between the two countries.
II.2.2.2. Time Series Evidence for GEMU
In the above analysis we have identified an EMU-effect that is equal to an 80 percent reduction in intra-EMU relative price volatility for core-Europe relative to the Southern periphery and in our GEMU sample we even found a reduction of intra-German relative price volatility that exceeded 90 percent. Both monetary unions therefore resulted in impressive integration effects. Like in the convergence regressions popularised in the growth literature, a low initial degree of economic integration thereby appears to Table 5 summarises these coefficient estimates. The half-lives implied by these coefficients are between 6 and 19 months. The estimated speed of convergence is particularly low within countries (Germany, Switzerland). Since relative price volatility was found to be the smallest within countries too, we conclude from this that most price convergence within countries has already been achieved in the past and that a further convergence is unlikely. The opposite result holds for East Germany, which faced quite different initial relative price movements and hence displayed the largest speed of relative price convergence.
II.2.2.3. Panel Evidence for GEMU
A major problem with the above evidence is that averaging over a large number of independently estimated AR(1)-coefficients may only yield a very imprecise picture of the convergence properties of relative prices within a monetary union. Furthermore, with only 10 years of data the power of such ADF-based tests in discriminating an AR(1)-coefficient close to unity from a unit root is known to be low. Pooling the cross-section data and performing a panel unit root test has been shown by Levin and Lin (1992) , Oh (1993) and Wu (1993) to considerably increasing the power of such a tests. In this section we will briefly discuss the convergence properties of relative prices in Europe found by running panel unit root tests.
To conduct the panel-based test, for each panel of relative prices (real exchange rates), ,1 jkt P − , the raw data are first transformed by subtracting the individual-specific mean and the time-specific mean. Let 
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We do not pool all the 528 individual time series in one regression equations since
we belief that such a unique speed of relative price convergence across all city pairs would be rather meaningless. However, the lower part of 
III. Conclusions
The major message of our empirical results is that the elimination of nominal exchange rate volatility in a monetary union will give a major boost to economic integration by significantly reducing cross-border relative price volatility. However, moving to a common currency neither immediately nor in the long-run completely eliminate cross-country relative price volatility. Even in a monetary union national borders and distance continue to be important determinants of relative price volatility. Looking at both the German unification experience and the early phase of European Monetary Union we are able to establish that relative price convergence is likely to occur drastically within a matter of a few month rather than years. The half-life of the East-West German price level convergence is estimated around 5 month. The convergence dynamics between Germany and Austria during the 1990s under a virtually fixed exchange rate lie around 2 to 3 years. We expect similar convergence speeds for the remaining European countries. Our preliminary evidence for the first 18 months of EMU suggests that price level convergence has already occurred to a large extend and that roughly 90 percent of the initial relative price dispersion is by now eliminated.
The literature on pricing to market has emphasised that, when markets are segmented, price discrimination can occur. The finding that distance is important in explaining price differences between locations in Europe lends support to this literature.
EMU is found to have greatly reduced but not completely eliminated the importance of intra-EU borders. Our width-of-the-border metric suggests that due to EMU European locations have grown closer together. However, the results of this paper also confirm the Engel and Rogers (2000) finding that despite more price transparency under a common -21 -monetary policy and the complete absence of the intra-EU trade barriers, European product markets are still segmented.
IV. Data Appendix
Our data are described in detail in Appendix Table A1 . All of the price data (for all countries) are seasonally unadjusted. We use comparable price data for the aggregate CPI and for 8 dis-aggregate components of goods prices in six European countries (Germany, Austria, Switzerland, Italy, Spain and Portugal). The composition and weights of these series is documented in rows 2-8 of Table A1 . All these categories of goods are mutually exclusive. Together they comprise a large fraction of the overall CPI.
Monthly price data were used for 12 German cities (Capital of Länder), 20 Austrian cities, 4 Swiss cities, 20 Italian cities, 18 Spanish cities and 7 Portugese cities. Consumer price data are closer to being monthly average data than point-in-time data. In order to compare prices internationally we use a monthly average exchange rates from the IMF (International Financial Statistics). For each good, we calculated the inter-city relative prices.
We also use data on the distance between cities. We use a measures of distance obtained from the ???? software. Our distance measure is the great-circle distance. Key to Figure: The variance of nominal exchange rate changes is plotted on the vertical axis, and the variance of average relative price changes (across locations) are on the horizontal axis.
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Figure 5 Kernel Density Estimates of AR(1) Cefficients for Real Exchange Rates of City Pairs within and between Countries
Note: AR(1) coefficients are obtained by regressing the change of the real exchange rate on its past level and one lagged difference term. The Kernel density estimates reported here are based on the 528 AR(1) coefficients that result from these regressions Relative Locations, Indicated by Country Names Index ge-ge ge-au ge-ch ge-it ge-sp ge-po au-au au-ch au-it au-sp au-po ch-ch ch-it ch-sp ch-po it-it it-sp it-po sp-sp sp-po po-po (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) 0, 37 0, 38 0, 13 0, 31 0, 18 0, 43 0, 74 0, 35 0, 41 0, 32 0, 44 0, 12 0, 26 0, 21 0, 29 0, 34 0, 30 0, 81 0, 59 0, 55 1, 59 Food, Mean 2, 78 6, 46 11, 57 8, 65 10, 87 12, 54 6, 08 11, 59 9, 74 11, 54 13, 15 4, 88 14, 37 15, 67 17, 75 3, 75 8, 94 10, 23 5, 18 11, 06 7, 99 Stdv. 0, 38 0, 81 0, 31 0, 39 0, 81 1, 16 1, 02 0, 64 0, 67 0, 80 1, 05 0, 67 0, 57 0, 78 0, 94 0, 65 0, 77 1, 90 (White, 1980) are reported. Coefficients and standard errors on log distance and border are multiplied by 3 10 (measure 1, 2, 3: specification 1), the coefficients and standard errors on distance, and distance squared are multiplied by 6 10 and 9 10 (measure 1: specification 2), respectively. In the specification named "Measure 1", the dependent variable is the standard deviation of the one-month difference in relative prices. In the specification named "Measure 2", the dependent variable is the spread between the 10 th and 90th percentiles in the distribution of the one-month changes in relative prices. In the specification named "Measure 3", the dependent variable is the two-month-ahead insample forecast error from an estimated AR(2) process (including 12 seasonal dummies). "Measure 4" is based on a specification where both sides of equation (1) where divided by log distance and hence the standard errors are proportional to log distance. Standard deviations are computed over the sample period from January 1995 to June 2000. There are 3240 observations in each regression. Notes: All regressions contain as explanatory variables a dummy for each of the included individual in addition to the variables listed in the cells. Heteroscedasticity-consistent standard errors (White, 1980) are reported. Coefficients and standard errors on log distance and border are multiplied by (White, 1980) are reported. Coefficients and standard errors on log distance, border, distance, and distance squared are multiplied by 10 4 , 10 6 , 10 6 , and l0 9 , respectively. In specification 1, the dependent variable is the standard deviation of the one-month-ahead forecast error from the filtered relative price. In specification 2, the dependent variable is the standard deviation of the one-month difference in the relative price. Standard deviations are computed over the sample period from January 1995 to July 2000. There are 3240 observations in each regression. (White, 1980) are reported. Coefficients and standard errors of log distance and border are multiplied by 104 and l0, respectively. The dependent variable is the standard deviation of the two-month difference in the relative price. Standard deviations are computed over the sample period from January 1995 to July 2000. There are 3081 and 2926 observations in each regression for food and clothing, respectively. All regressions contain as explanatory variables a dummy for each of the included individual cities (57 for health and 80 for transport), in addition to the variables listed in the cells. Heteroscedasticity-consistent standard errors (White, 1980) are reported. Coefficients and standard errors on log distance and border are multiplied by All regressions contain as explanatory variables a dummy for each of the included individual cities (57 for furniture and 60 for fuel), in addition to the variables listed in the cells. Heteroscedasticity-consistent standard errors (White, 1980) are reported. Coefficients and standard errors on log distance and border are multiplied by (White, 1980) are reported. Coefficients and standard errors on log distance and border are multiplied by
