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Resu´men
En este trabajo se estudian y analizan los modelos actuales de QoS en
redes IP, como se aplican a IPv4 y en particular a IPv6 [HD98]. Se anali-
zan varias propuestas que ofrecen diferentes me´todos de QoS sobre ambos
protocolos. Se proponen modelos y se realizan pruebas sobre una imple-
mentacio´n de referencia, testing, con un esquema de QoS sobre IPv6.
El esquema que sigue la implementacio´n de referencia se basa en la utili-
zacio´n del campo del datagrama IPv6: Flow Label (Etiqueta de ﬂujo),
del cual IPv4 carece. Se pretende mostrar que un modelo de QoS sobre
un sistema operativo real, haciendo uso del campo Flow Label, es posible
y la utilizacio´n del mismo para el manejo de tra´ﬁco puede ser provechosa.
keywords: Packet-switched Networking, QoS, IPv6, Flow Label, Traﬃc
Class.
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n y Objetivo General
El protocolo IPv6 propone mejoras importantes sobre su antecesor IPv4 tal cual
fue concebido en los principios de los 70s. La principal reforma es el aumento del
espacio de direcciones. Otro adelanto es la inclusio´n del manejo de la Calidad de
Servicio (QoS), el cual, IPv4 previamente en su evolucio´n agrega. Esta caracter´ıstica
y una de las formas de implementarla es incorporada desde el inicio en el protocolo
IPv6, quien mantiene el modelo de DiﬀServ [BBC+98] mediante el campo de DSCP
(Diﬀerentiated services code point), llamado en el nuevo protocolo Traﬃc Class.
El modelo DiﬀServ fue adicionado a IPv4 y luego incluido en IPv6 en su desarrollo
como draft (borrador). Este esquema con un campo de 8 bits, de los cuales se utilizan
6, puede no ser suﬁciente para trabajar con gran cantidad de ﬂujos de extremo a
extremo de la red, no logrando brindar el tratamiento requerido. Por esta razo´n se
busca mostrar un modelo alternativo de QoS para IPv6 haciendo un desarrollo de las
componentes esenciales con una implementacio´n de referencia.
Las redes de datos hoy se utilizan como transporte de informacio´n de diferentes
clases de tra´ﬁco, desde la navegacio´n utilizando la WWW hasta ﬂujos de datos mul-
timediales con requerimientos de tiempo real, por ejemplo llevando v´ıdeo y/o voz. La
integracio´n de diferentes servicios sobre la misma infraestructura ha dado lugar a los
te´rminos TriplePlay y CuadruplePlay, donde se llega a la convergencia de las redes de
datos que deben trasladar los distintos tipos de tra´ﬁcos, dando como resultado que
la QoS sea un requerimiento casi indispensable.
De acuerdo a los documentos de la IETF, RFC-6294 [HB11] y RFC-6436 [AJC11]
el campo Flow Label no es utilizado en la pra´ctica. Podr´ıamos decir que existen varias
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propuestas, pero ninguna se ha llegado a implementar para el uso en el protocolo.
Debido a la falta de consenso, la incertidumbre generada por diferencias en su inter-
pretacio´n y la necesidad de tener implementaciones de IPv6 en termino, el campo fue
ignorado dando como resultado que en la mayor´ıa de los mensaje IPv6 va conﬁgurado
a 0 (cero).
Recientemente se ha generado una propuesta para usarlo en el balanceo de car-
ga con Equal Cost Multipath Routing (ECMP) y Link Aggregation (LAGs), la cual
parece haber tenido mayor consenso, RFC-6438 [AC11]. Hasta este RFC, el Flow La-
bel segu´ıa teniendo el aspecto un campo experimental. En el documento de la IETF
RFC-6437 [AC11], donde se deﬁnen las “nuevas” reglas de uso del campo, si bien este
reemplaza a RFC-3697 [RCCD04] relajando varias normas que hac´ıan bastante dif´ıcil
su utilizacio´n sin romperlas, la aplicabilidad para marcar QoS parece ser descartada.
A lo largo de esta tesis se examinan algunos de los enfoques sobre el uso del campo
para QoS. En la misma se vuelve a la posibilidad de marcar o poder determinar la QoS
requerida en el campo del datagrama contradiciendo de alguna manera algunas reco-
mendaciones del IETF. Se busca demostrar que propuestas como: [Pra04], [Rob08],
[LK04], [BSM02], algunas no implementadas o solo desarrolladas en simuladores se
pueden aplicar en sistemas reales. Se presenta otra variante para dar QoS diferencian-
do algoritmos de control de congestio´n, ofreciendo as´ı dos enfoques para un manejo
del tra´ﬁco usando el campo. Como resultado se obtienen ejemplos de uso del Flow La-
bel para seleccionar diferentes posibles tratamientos por parte de la red logrando QoS.
Con respecto a la inclusio´n de este campo en la seleccio´n del tratamiento de QoS
se han propuesto diferentes me´todos para el mismo. Este texto dedica un cap´ıtulo
en particular al estudio de las diversas alternativas mostradas por varias l´ıneas de
investigacio´n.
El objetivo general de este trabajo es estudiar los modelos QoS que se ofrecen ac-
tualmente, posibles implementaciones y ﬁnalmente ver como estos se pueden extender
a partir de las diferencias del protocolo IPv6 sobre IPv4 en un sistema operativo real.
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1.2. Esquema del Trabajo
La primera parte del trabajo es esta introduccio´n.
En el segundo cap´ıtulo se puntualizan las caracter´ısticas generales del protocolo
IPv6, no detallando en demas´ıa y poniendo mayor e´nfasis en la estructura de los
mensajes y el funcionamiento general. Para completitud se agrega un ape´ndice donde
se muestran casos particulares del uso del protocolo. Los lectores conocedores de este
tema pueden saltear este cap´ıtulo.
En el tercero se deﬁnen los principios de la QoS y se analiza el primer esfuerzo en
agregarle esta funcionalidad a IP mediante el modelo IntServ [BBC+98]. Se analizan
las componentes de la arquitectura, agregando un ejemplo de implementacio´n en el
ape´ndice correspondiente.
En el cuarto cap´ıtulo se detallan diferentes mecanismos de manejo de colas y ele-
mentos generales de QoS con su ape´ndice correspondiente incluyendo en este varios
ejemplos.
En el quinto se detalla el modelo de DiﬀServ [NBBB98], se presentan componentes
de la arquitectura y un ejemplo de implementacio´n combinado con diferentes meca-
nismos de encolado, tratados en el ape´ndice del cap´ıtulo anterior.
En el sexto cap´ıtulo se hace una revisio´n de art´ıculos, propuestas de RFCs y RFCs
mismas que tratan enfoques para aprovechar el campo Flow Label hasta hoy en d´ıa.
Parte de lo analizado sirve como base para continuar la tesis y mostrar la implemen-
tacio´n desarrollada.
En el se´ptimo cap´ıtulo se muestran las herramientas para la implementacio´n que
existen en algunos sistemas operativos reales para poder trabajar con el campo Flow
Label y sobre las cuales basar los tests. Se incluyen las herramientas utilizadas en los
programas desarrollados para las pruebas.
En la octava parte se presenta las propuestas y pruebas espec´ıﬁcas de como utilizar
el campo como medio para brindar y marcar QoS sobre IPv6. En particular, de
acuerdo a lo previamente indicado, se presentan dos enfoques:
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Primero se implementa un modelo similar a los presentados por otros autores
como es el marcado de los para´metros requeridos para la QoS en el campo de
IPv6.
El segundo es un disen˜o para balanceo entre sesiones TCP con diferentes algo-
ritmos de control congestio´n por detra´s.
En el ﬁnal de este cap´ıtulo se analizan los resultados obtenidos.
Finalmente en el noveno y u´ltimo cap´ıtulo se resumen los resultados y se indican
las conclusiones.
Segu´n la introduccio´n realizada previamente del contenido de cada cap´ıtulo, el
texto esta´ acompan˜ado de varios ape´ndices, 4 (cuatro) en total, donde se muestran en
la pra´ctica varios de los conceptos analizados. En general parece suceder que en gran
parte de textos donde se describe e investiga la QoS se encuentra un gran nu´mero
de referencias y explicaciones de como se utilizar´ıa, pero faltan ejemplos ilustrativos
aplicados. Como objetivo secundario de este texto se trata de poder ejempliﬁcar con
casos pra´cticos posibles escenarios de aplicacio´n de QoS en redes de datos.
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Cap´ıtulo 2
Estudio general del protocolo IPv6
En este cap´ıtulo se realiza un breve repaso de las caracter´ısticas principales y el
funcionamiento del protocolo IPv6, el cua´l esta deﬁnido por la IETF en el documento
RFC-2460 [HD98]. El punto en el cual se coloca mayor e´nfasis estara´ en la estructura
del mensaje y algunas otras cuestiones que lo diferencian de IPv4. Conocer la es-
tructura del datagrama es importante porque al momento de clasiﬁcar el tra´ﬁco para
brindar una tratamiento diferente se debe saber que valores comparar para distinguir
los ﬂujos.
Para profundizar en el tema con cuestiones como tunneling, mecanismos de tran-
sicio´n, ruteo dina´mico, multicast, encabezados de extensio´n, seguridad y otras tantas,
se puede consultar en la numerosa documentacio´n y bibliograf´ıa que analiza y explica
como poner en marcha a IPv6: [Los03], [iJi04], [Hag06], [Sto06], [PLAG06], [MSSH11].
En el anexo del cap´ıtulo, anexo “A”, se ilustra con algunos casos de usos espec´ıﬁcos
utilizando ICMPv6.
2.1. Direcciones IPv6
El principal impulso para IPv6 fue, y es, el aumento del espacio de direcciones.
A forma introductoria, se realiza un repaso del esquema de direcciones aportado por
este protocolo. Los detalles de las direcciones son necesarios al momento de distinguir
los ﬂujos.
2.1.1. Notacio´n de direcciones
Las direcciones tienen una longitud de 128 bits y esta´n representadas en grupos de
16 bits escritos en valores hexadecimales y separados por un dos puntos “:” (colon).
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Figura 2.1: Esquema de direcciones IPv6 con subredes
Puede utilizarse la notacio´n comprimida de doble dos puntos (“::”) para representar
grupos de ceros consecutivos, pero so´lo puede usarse una vez en la expresio´n (en la
secuencia ma´s larga de ceros consecutivos). Dentro de cada grupo, los ceros ma´s a la
izquierda se pueden suprimir. Se deﬁne un formato propuesto de 64 bits para la parte
de red y 64 para el host.
Las subredes no son expresadas utilizando la ma´scara de subred sino la notacio´n
longitud de preﬁjo: Direccio´n/Prefijo, la misma usada para CIDR (Classless Inter-
Domain Routing) en IPv4. El formato de 64 y 64 indicado anteriormente no es estricto
y puede ser modiﬁcado permitiendo redes con mayor o menor cantidad de hosts. Una
recomendacio´n para el caso de direcciones unicast globales es utilizar 32 bits para la
parte de red, permitiendo subredes de 32 bits dentro de la red principal o 48 bits para
la red, permitiendo subredes de 16 bits. Hasta 2011 el bloque mı´nimo asignable era un
/48. En la ﬁgura 2.1 tomada de la documentacio´n de la Gu´ıa de NetBSD se compara
dos posibles esquemas de sub-netting entre IPv4 e IPv6 para direcciones unicast.
2.1.2. Alcances y tipos de direcciones IPv6
Existen diferentes grupos o tipos de direcciones dentro del rango de 128 bits. Cada
grupo tiene un alcance, llamado en ingle´s Address Scope. Los alcances esta´n deﬁnidos
en RFC-4007 [DHJ+04]. Los nombres de las clases se especiﬁcan en el idioma nativo
en el cual fueron deﬁnidas.
Host Scope/Loopback: so´lo tienen sentido en el host local. Nunca deben ser ru-
teadas ni aparecer en la red. Se utilizan cuando un host se env´ıa datos a
si mismo. Se puede representar de varias maneras. Ejemplo: ::1/128, ::1,
0:0:0:0:0:0:0:1. Deﬁnida primero en RFC-2373 y RFC-3513 y ﬁnalmente
RFC-4291[HD06]. Usada para localhost, es unicast.
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Unspeciﬁed: Sin especiﬁcar. Ejemplo: ::/128, 00...0 (128 bits), 0:...:0:0. De-
ﬁnido en RFC-4291. No se debe asignar a ningu´n nodo. Indica la ausencia de
direccio´n y es utilizada en el proceso de descubrimiento de direcciones o en la
especiﬁcacio´n de ANY. Igual a 0.0.0.0 en IPv4. No tienen alcance y no se
asignan como destino en ningu´n paquete.
Link Scope: Alcance de enlace, red local. Son unicast, direcciones va´lidas u´nicamen-
te en el dominio de broadcast. So´lo pueden utilizarse para direccionar nodos de
una red local. Los routers no deben reenviar paquetes con estas direcciones.
Usadas por ejemplo para:
Descubrimiento de los vecinos, como el router de la red.
Obtencio´n automa´tica de una direccio´n.
Poder trabajar de forma local au´n sin la presencia de un router.
Deteccio´n de direcciones duplicadas.
Preﬁjo/Rango: FE80::/10, FE80:: .. FEBF:...:FFFF.
Site Scope: privadas/locales, similares a 192.168.0.0/16, 10.0.0.0/8 o´ 172.16.0.0/12
en IPv4. Deﬁnidas inicialmente en RFC-2373 y luego, en RFC-3513. Los routers
no deber´ıan hacer forwarding de paquetes IPv6 con estas direcciones fuera del
sitio.
Preﬁjo/Rango: FEC0:/10, FEC0:: .. FEFF:...:FFFF.
La RFC-3879 [HC04] las dejo´ fuera de uso debido a su ambigu¨edad y a la confusa
deﬁnicio´n del te´rmino “site”. Indica, adema´s, que el direccionamiento privado
crea problemas generando confusio´n. Propone que sean re-asignadas para otros
usos. Eran unicast.
Local Unique: Locales, u´nicas y unicast. Son direcciones que reemplazan a las di-
recciones Site Scope. Deﬁnidas en RFC-4193[HH05]. Parte de la direccio´n se
crea con un generador pseudo-aleatorio. Estas direcciones no deben ser rutea-
das fuera del sitio.
Ejemplos de preﬁjos: FCxx, FDxx, ....
Global Scope: pu´blicas, globales y unicast, como por ejemplo 163.10.0.0/16 en el
caso de IPv4. Deﬁnidas en RFC-4291. No deﬁnen un rango particular, sino que
abarcan todas las direcciones que no esta´n cubiertas por los otros alcances.
Preﬁjo/rango: 2000/3, 2000:: .. 3FFF:...:FFFF.
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Compatibility Scope: Compatibilidad con IPv4. Utilizadas cuando se encapsula
IPv4 dentro de IPv6. Son unicast.
Multicast: Multi-difusio´n. En IPv6 no existen ma´s las direcciones de broadcast.
Para este propo´sito se deben utilizar direcciones de Multicast.
Preﬁjo/Rango: FF00::/8, FF00:: .. FFFF:...:FFFF.
Anycast: son direcciones especiales que indican un destino entre muchos posibles.
Pueden ser utilizadas para cuestiones de balanceo de carga, por ejemplo, para
consultar el DNS ma´s cercano, o cualquiera dentro de un grupo de varios DNS.
Las direcciones son tomadas del grupo Unicast Global o Site-Scope. De acuerdo
a RFC-2373 nunca deber´ıan ser utilizadas como origen de un paquete.
A continuacio´n se muestran algunos ejemplos de tipo de direcciones.
2.1.2.1. Loopback Address (::1/128)
Usada para la interfaz loopback lo/lo0 (localhost), similar a la direccio´n 127.0.0.1
de IPv4.
# ifconfig lo
lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
inet6 addr: ::1/128 Scope:Host
UP LOOPBACK RUNNING MTU:16436 Metric:1
...
# ping6 -c2 ::1
PING ::1(::1) 56 data bytes
64 bytes from ::1: icmp_seq=1 ttl=64 time=0.047 ms
64 bytes from ::1: icmp_seq=2 ttl=64 time=0.070 ms
--- ::1 ping statistics ---
2 packets transmitted, 2 received, 0% packet loss, time 1000ms
rtt min/avg/max/mdev = 0.047/0.058/0.070/0.013 ms
# ping6 -c2 0::1
PING 0::1(::1) 56 data bytes
64 bytes from ::1: icmp_seq=1 ttl=64 time=0.051 ms
64 bytes from ::1: icmp_seq=2 ttl=64 time=0.065 ms
--- 0::1 ping statistics ---
2 packets transmitted, 2 received, 0% packet loss, time 999ms
rtt min/avg/max/mdev = 0.051/0.058/0.065/0.007 ms
# grep localhost /etc/hosts
127.0.0.1 localhost
::1 ip6-localhost ip6-loopback
# ping6 -c2 ip6-localhost
PING ip6-localhost(ip6-localhost) 56 data bytes
64 bytes from ip6-localhost: icmp_seq=1 ttl=64 time=0.047 ms
64 bytes from ip6-localhost: icmp_seq=2 ttl=64 time=0.065 ms
--- ip6-localhost ping statistics ---
2 packets transmitted, 2 received, 0% packet loss, time 999ms
rtt min/avg/max/mdev = 0.047/0.056/0.065/0.009 ms
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2.1.2.2. Sin especiﬁcar, Any Address (::/0)
No tienen alcance y no se asignan como direcciones destino.
Ejemplo en la tabla de conexiones o como default gateway:
# netstat -atn | grep tcp6
tcp6 0 0 :::22 :::* LISTEN
# netstat -6 -nr | grep "::/0"
::/0 2001:db8:0:f101::1 UG 1024 0 0 eth0
::/0 :: !n -1 1 630 lo
2.1.2.3. Direcciones de enlace local (Link-local)
Usadas en la auto-conﬁguracio´n de direcciones. Siempre se encuentran conﬁgura-
das en una interfaz con IPv6 habilitado. De acuerdo a RFC-4291 un nodo no podr´ıa
utilizar IPv6 si no tiene una direccio´n de este tipo asignada. Son locales y unicast.
Algunos ejemplos de los posibles preﬁjos de 16 bits que pueden tener se listan a
continuacio´n.
FE80: # El u´nico prefijo utilizada hasta el a~no 2011
FE81:
...
FEBF:
Ejemplo:
# ifconfig eth0
eth0 Link encap:Ethernet HWaddr 52:54:21:CB:97:92
inet addr:172.20.1.100 Bcast:172.20.1.255 Mask:255.255.255.0
inet6 addr: fe80::5054:21ff:fecb:9792/64 Scope:Link
...
Las direcciones de enlace se basan en el ID EUI-64. El identiﬁcador de interfaz
u´nico IEEE EUI-64 (Extended Unique Identiﬁer) es derivado a partir de la direccio´n
Ethernet MAC con formato EUI-48. En la ﬁgura 2.2 se muestra el proceso de ge-
neracio´n automa´tica de una direccio´n IPv6 de link-local a partir a de una direccio´n
MAC.
El valor 0xFFFE es utilizado, segu´n la IEEE, debido a que es reservado y los
fabricantes no podr´ıan incluirlo en un valor real EUI-64. Sera´ solo usado a partir
de direcciones EUI-48 (MAC). Para direcciones EUI-64, directamente se usa el valor
dado. El otro paso consiste en invertir el bit Universal/local (UL) en la parte del OUI
(Identiﬁcador del fabricante). En el caso de la MAC, “0” signiﬁca global y “1” local.
La necesidad de la inversio´n de este bit parece residir en otorgar a los administradores
la facilidad de conﬁgurar direcciones a mano ma´s fa´cilmente sin colocar este bit en
“1” en el caso de no tener un ID por hardware. El identiﬁcador de interfaz de 64 bits
se puede utilizar en todas las direcciones de tipo unicast que tengan un preﬁjo de 64
bits. Un preﬁjo de 64 bits ma´s un identiﬁcador, tambie´n, de 64 bits conforman una
direccio´n IPv6 de 128 bits.
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Figura 2.2: Generacio´n de una direccio´n Link-Local con EUI-64
2.1.2.4. Direcciones locales privadas de sitio (Site-local)
Utilizadas para direcciones de intranets. Esta´n deﬁnidas en los primeros RFCs que
describen el protocolo, en la actualidad esta´n desaconsejadas (como se explico´ ante-
riormente). A continuacio´n se muestran ejemplos:
# ifconfig eth0 inet6 add fec2::0100/64
# ifconfig eth0
eth0 Link encap:Ethernet HWaddr 52:54:21:CB:97:92
inet addr:172.20.1.100 Bcast:172.20.1.255 Mask:255.255.255.0
inet6 addr: fec2::100/64 Scope:Site
inet6 addr: fec1::100/64 Scope:Site
inet6 addr: fec0::100/64 Scope:Site
inet6 addr: fe80::5054:21ff:fecb:9792/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
...
2.1.2.5. Direcciones locales u´nicas (Unique Local)
El preﬁjo que deﬁne estas direcciones es FC00/7. El bit 8 puede tener el valor
1=Local o´ 0=Reservado. Al tener 1, el preﬁjo se transforma en FD00/8. El siguiente
campo de 40 bits, llamado Global ID, tiene un valor aleatorio. Esto nos brinda un
preﬁjo de 48 bits que puede ser asignado a un sitio. Quedan 16 bits para crear subredes
dentro del sitio y los 64 bits restantes pueden ser asignados a los host.
# python createLULA.py
Your ’Locally Assigned Global ID’ is fd08:66e1:66f7::/48
Your ’Locally Assigned Global ID’ is fdbc:189:6f98::/48
Your ’Locally Assigned Global ID’ is fd94:ad66:9c30::/48
Your ’Locally Assigned Global ID’ is fd8f:c4e6:75ff::/48
Your ’Locally Assigned Global ID’ is fd2f:77f0:d7ce::/48
Your ’Locally Assigned Global ID’ is fd46:3b37:ff9::/48
Your ’Locally Assigned Global ID’ is fd7f:bce2:b0f1::/48
...
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# ifconfig eth0 inet6 add fd08:66e1:66f7::100/64
# ifconfig eth0
eth0 Link encap:Ethernet HWaddr 52:54:21:CB:97:92
inet addr:172.20.1.100 Bcast:172.20.1.255 Mask:255.255.255.0
inet6 addr: fd08:66e1:66f7::100/64 Scope:Global
inet6 addr: fec2::100/64 Scope:Site
inet6 addr: fec1::100/64 Scope:Site
inet6 addr: fec0::100/64 Scope:Site
inet6 addr: fe80::5054:21ff:fecb:9792/64 Scope:Link
...
2.1.2.6. Direcciones globales unicast/basadas en provider
El te´rmino “Provider Based” ha quedado obsoleto y simplemente se las llama
direcciones globales unicast. Algunos ejemplos de estas son:
2000:
2001: Assigned by provider for hierarchical routing
2002: 6to4 addresses
....
3FFE:FFFF::/32 Reserved for examples
2001:0DB8::/32 Reserved for examples
3FFE: 6bone test, now free
3FFE:FFFF::/32 6bone Reserved for examples, now free
3FFF:
Por ejemplo la direccio´n: 2001:db8::/32 es usada con ﬁnes de ejemplos y documen-
tacio´n del protocolo. La direccio´n 2800:340::/32 es la direccio´n asignada a la UNLP
por LACNIC, La direccio´n de red 2001:1318:A001::/64 era la que antiguamente asig-
naba la institucio´n RETINA a la UNLP. 2800:110:FF:F8::2/64 es el actual preﬁjo
otorgado por la ARIU a la UNLP. Estos detalles se pueden consultar v´ıa los servicios
de WHOIS.
2.1.2.7. Direcciones multicast y anycast
Las direcciones multicast en IPv6 comienza con el preﬁjo FF00/8. Los siguientes
4 bits (del 9 a 12) indican si la direccio´n es permanente (asignadas por el IANA) o
temporal. Los otros 4 bits indican el alcance de la direccio´n (node, link, site, etc).
Existen direcciones multicast que deben estar asignadas a todos los nodos por
ejemplo la primera FF02::1. Algunos ejemplos de dir de multicast son:
FF02::1 - Direccio´n multicast de todos los nodos ALL-SYSTEMS.MCAST.NET
FF02::2 - Direccio´n multicast de todos los routers ALL-ROUTERS.MCAST.NET
...
FF02::5 - OSPFv6 AllSPFRouters ospf-all.mcast.net
FF02::6 - OSPVv6 AllDRouters ospf-dsig.mcast.net (En caso de DR/BDR)
FF02::9 - RIPv2-ng rip2-routers.mcast.net (RIPv2-ng)
FF02::A - EIGRP igrp-routers.mcast.net (cisco)
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Para cada direccio´n unicast IPv6 existente en un nodo se debe generar una direc-
cio´n multicast de nodo solicitado. Estas direcciones tiene el preﬁjo FF02::1/104. Los
u´ltimos 24 bits son una copia de los u´ltimos 24 bits de la direccio´n unicast que repre-
sentan. Estas direcciones son utilizadas por el protocolo Neighbor Discovery (ND).
En este caso son solo de alcance local.
Para multicast de alcance global se tiene por ejemplo las direcciones IPv6 usadas
como anycast para los root DNS:
c.root-servers.net. 604795 IN AAAA 2001:500:2::c
k.root-servers.net. 604751 IN AAAA 2001:7fd::1
l.root-servers.net. 604761 IN AAAA 2001:500:3::42
j.root-servers.net. 604756 IN AAAA 2001:503:c27::2:30
Existen tambie´n direcciones anycast conocidas como “Subnet Device Anycast Ad-
dresses”. Estas direcciones es el valor del preﬁjo de la interfaz seguida por una se-
cuencia de ceros (donde estar´ıa el interfaz ID). Esta direccio´n puede ser usada para
alcanzar al dispositivo en el link donde esta conectado solamente, a la subred. To-
das las interfaces de un router que esta´n unidas a una subred tienen esta direccio´n
conﬁgurada para esa subred.
Por ejemplo en el caso de un router cisco se podr´ıa conﬁgurar como:
Router(config-if)# ipv6 address 2002:db8:1234::/128 anycast
2.1.2.8. IPv4 mapeado en IPv6 (0:0:0:0:0:ﬀﬀ:a.b.c.d/96)
Las direcciones IPv4-mapped-IPv6, ofrecen un mapeo de IPv4 a IPv6 y son utili-
zadas generalmente en sockets creados por servicios con soporte de IPv6 pero “bin-
deados” a una direccio´n IPv4. Su alcance es global. Usados para sistemas h´ıbridos
con soporte de dual-stack.
0:0:0:0:0:FFFF:X.Y.Z.W
::FFFF:X.Y.Z.W
0:0:0:0:0:FFFF:192.168.0.1
::FFFF:192.168.0.1
0:0:0:0:0:FFFF:C0A8:0001
Ejemplo:
# ifconfig eth0 inet6 add ::FFFF:192.168.0.1
# ifconfig eth0
eth0 Link encap:Ethernet HWaddr 00:00:21:CB:97:92
inet addr:192.168.0.1 Bcast:192.168.0.255 Mask:255.255.255.0
inet6 addr: fe80::200:21ff:fecb:9792/64 Scope:Link
inet6 addr: ::ffff:192.168.0.1/0 Scope:Global
...
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2.1.2.9. IPv4 compatible IPv6 (0::a.b.c.d/96)
Sistema de IPv4 mapeado a IPv6. Utilizadas para compatibilidad en sistemas
dual-stack, objetivo similar al anterior. Formato deprecado por RFC-4291. Alcance
compatibilidad con IPv4.
0000:0000:0000:0000:0000:0000:X.Y.Z.W
::X.Y.Z.W
0:0:0:0:0:0:192.168.0.1
::192.168.0.1
0:0:0:0:0:0:C0A8:0001
Ejemplo:
# ifconfig eth0 inet6 add ::192.168.0.1
# ifconfig eth0
eth0 Link encap:Ethernet HWaddr 00:00:21:CB:97:92
inet addr:192.168.0.1 Bcast:192.168.0.255 Mask:255.255.255.0
inet6 addr: fe80::200:21ff:fecb:9792/64 Scope:Link
inet6 addr: ::192.168.0.1/0 Scope:Compat
...
2.1.3. Tiempo de vida de las direcciones IPv6
Las direcciones en IPv6 son asignadas a las interfaces de los dispositivos por un
per´ıodo de tiempo. Este puede ser inﬁnito o determinado por un valor. Una direccio´n
puede estar en uno de los siguientes momentos de acuerdo a su tiempo de vida:
Tentative: Tentativo. La direccio´n esta´ en el proceso de veriﬁcacio´n de su unici-
dad. Un nodo no debe aceptar paquetes que tienen como direccio´n destino una
direccio´n en este estado.
Valid: Va´lido. Se le ha probado su unicidad a la direccio´n. Este estado cubre los
estados preferido y desaconsejado.
Prefered: Preferido. Indica el per´ıodo de tiempo en el que una direccio´n puede ser
usada en forma segura para enviar y recibir tra´ﬁco.
Deprecated: Desaconsejado. El tiempo de vida preferido ha expirado pero la direc-
cio´n todav´ıa es va´lida. No se aconseja su uso para establecer nuevas comunica-
ciones, pero las existentes pueden continuar con este valor.
Invalid: Inva´lido. El tiempo de vida va´lido expiro´ y no se puede enviar ni recibir
datos utilizando esa direccio´n.
En la ﬁgura 2.3 se ilustran los estados.
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Figura 2.3: Ciclo de posibles estados en el tiempo de vida de una dir. IPv6
2.2. Estructura del datagrama IPv6
Es importante notar que la cabecera IPv6 se ha simpliﬁcado notablemente con
respecto a la cabecera IPv4. Las funcionalidades que no se encuentran en este enca-
bezado pueden lograrse mediante headers (cabeceras) de extensio´n. Con los campos
bases, IPv6 ofrece las siguientes funcionalidades ba´sicas, que se pueden derivar de ver
los campos de la ﬁgura 2.4:
Direccionamiento (Addressing).
Ruteo/Switching/Forwarding (Routing).
Multiplexado/Encapsulado de los protocolos superiores (Multiplexing/Encap-
sulation).
Marcado de tra´ﬁco para QoS.
Extensio´n de funcionalidad mediante cabeceras de extensio´n.
Figura 2.4: Datagrama IPv6
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Figura 2.5: Campos del datagrama IPv4 que cambian o se eliminan
En la ﬁgura 2.5 se muestran los cambios realizados sobre la cabecera IPv4 para
generar una de tipo IPv6. Las opciones de IPv4 tambie´n son removidas pero no se
muestran en el gra´ﬁco.
Notar que se elimina el checksum del encabezado, siendo ahora obligatorio para
los protocolos incluidos en el datagrama IPv6 y la fragmentacio´n se agrega como una
extensio´n con el objetivo de que no sea necesaria. Puede evitarse esta u´ltima mediante
un procedimiento de descubrimiento del taman˜o mı´nimo del MTU en el camino, o
implementada solo en los extremos. La cabecera IPv6 al eliminar las opciones queda
de taman˜o ﬁjo: 40 bytes. Las opciones se manejan como extensiones que no necesaria-
mente se deben analizar hop-by-hop. Esta caracter´ıstica le da la posibilidad de genera
algoritmos de switching ma´s eﬁcientes.
2.2.1. Campos del encabezado IPv6
2.2.1.1. Campo versio´n
De la misma forma que en IPv4, IPv6 tiene un campo de 4 bits para indicar la
versio´n del protocolo. En este caso, se usa el valor 6 en lugar de 4. No se utilizo´ el
valor 5 porque ya hab´ıa sido asignado a otro protocolo, Internet Stream Protocol
(ST), deﬁnido en el RFC-1819 ST-II. El mismo tambie´n se encuentra en la tabla de
protocolos.
# grep ST /etc/protocols
st 5 ST # ST datagram mode
Es importante hacer notar que no son dos versiones de un mismo protocolo, son
protocolos de red distintos que cumplen funcionalidades similares.
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2.2.1.2. Campo clase de tra´ﬁco
Adema´s del campo Version, se tienen entre estos el de (TC) TraﬃcClass, equi-
valente al ToS/DSCP de IPv4. Este campo es de 8 bits y a menudo tambie´n es
llamado Prioridad, justamente porque permite identiﬁcar entre diferentes clases o
prioridades de paquetes. Al momento de la deﬁnicio´n del documento tambie´n se desa-
rrollaban los relacionados con el modelo DiﬀServ (Modelo de Servicios Diferenciados)
sin necesidad de hacer un set-up de ﬂujo expl´ıcito. La forma de interpretarlo y con-
ﬁgurarlo para el modelo DiﬀServ esta´ regida en los documentos RFC-2474[NBBB98]
y RFC-2475 [BBC+98], y es la misma tanto para IPv4 como para IPv6.
Los siguientes requerimientos se aplican a este campo:
La interfaz que ofrece la capa de red IPv6 a las capas superiores debe brindar
un medio para que estas indiquen el valor de los bits de este campo. En el caso
conﬁgurado a 0 (cero) signiﬁca default traﬃc class, tratamiento default como
“best-eﬀort”.
Los nodos que soporten un uso espec´ıﬁco, experimental o esta´ndar, para este
campo esta´n permitidos a cambiarlo, transmitirlo y/o recibirlo de acuerdo a el
uso que se le quiera dar. Si los nodos no lo soportan debera´n ignorarlo y dejarlo
sin cambios.
Las capas superiores deben asumir que el valor del campo recibido es el mismo
que fue transmitido por el origen, aunque habitualmente esto no sucede.
2.2.1.3. Campo etiqueta de ﬂujo (Flow Label)
El campo Flow Label de 20 bits, especiﬁcado en la RFC-2460, es usado por los
nodos para etiquetar/marcar paquetes que pertenezcan a un mismo ﬂujo. Inicialmente
tuvo otro taman˜o, 24 bits, pero ﬁnalmente el esta´ndar lo establecio´ en 20 bits. Los
ﬂujos o paquetes marcados con un valor de 0 (cero) indican que no tienen etiqueta.
La clasiﬁcacio´n debera´ hacerse tomando en cuenta tambie´n las 2 direcciones origen
y destino. Los paquetes sera´n procesados de acuerdo a ﬂujos por los nodos que lo
soporten en un modelo ba´sicamente sin estado de acuerdo a la IETF. El tratamiento
que recibira´n de acuerdo al valor no es especiﬁcado. El uso de un modelo con estados
tampoco es deﬁnido. El uso del campo y las caracter´ısticas sera´n tratadas en particular
en pro´ximos cap´ıtulos. El marcado podra´ ser de un nodo hacia otro o de extremo a
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extremo, de esta forma se podra´ recibir un tratamiento distinto de parte de la red.
El modelo recomendado es el de extremo a extremo (end-to-end).
2.2.1.4. Taman˜o de los datos/carga (Payload)
El campo PayloadLength indica la cantidad de bytes que lleva como datos a
continuacio´n del IPv6 header. El campo es de 16 bits. Cualquier cabecera de exten-
sio´n sera´ considerada como datos de carga y no como encabezado.
IPv6 permite la alternativa de trabajar con datagramas mayores a los 64KB li-
mitados por los 16 bits de este campo. Para esto agrega un encabezado de extensio´n
deﬁnido por RFC-2675 donde el campo para el valor del taman˜o es de 32 bits, permi-
tiendo longitudes de hasta 4GB. Estos datagramas reciben el nombre de Jumbograms
o Jumbogramas. Es importante notar que los protocolos de transporte podr´ıan llegar
a requerir modiﬁcaciones para soportar o aprovechar esta extensio´n, como es el caso
de TCP con el MSS o UDP con el campo longitud.
2.2.1.5. Pro´ximo encabezado
El campo NextHeader cumple una funcio´n similar al campo Protocol de IPv4,
pero permitiendo mayor ﬂexibilidad. A partir de este campo se indica que contenido
lleva, por ejemplo: TCP, UDP, ICMPv6, IPv4 o extensiones propias de IPv6. Los
valores ba´sicos considerados son los mismos que para IPv4, indicados por RFC-1700
en la seccio´n “Assigned Internet Protocol Numbers”. Para el caso de las extensiones se
logra mediante encabezados de extensio´n al protocolo, que permiten dar una forma de
encapsulamiento de las opciones dentro del datagrama. Algunas de las funcionalidades
que brinda una implementacio´n IPv6 a trave´s de estos encabezados son:
Opciones Hop-by-Hop.
Routing (Type 0).
Fragmentacio´n.
Opciones para destino.
Autenticacio´n y cifrado dando seguridad al payload y a parte del encabezado
(IPSec).
Mobile IP (IP mo´vil).
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Se recomienda por IETF que los encabezados de extensio´n aparezcan en un orden
establecido:
1. IPv6 header.
2. Hop-by-Hop Options header.
3. Destination Options header.
4. Routing header.
5. Fragment header.
Un nodo que recibe un paquete IPv6 debe procesar las cabeceras de extensio´n en
el orden en el que se encuentran. Esta´ prohibido que un nodo recorra las cabeceras
buscando una en particular. Como ejemplo se puede mencionar que la cabecera para
soportar Jumbogramas es de Hop-by-Hop.
2.2.1.6. L´ımite de saltos
Luego se encuentra Hop-Limit que reemplaza al campo TTL (Time to Live) de
IPv4. Para este u´ltimo solo se cambia el nombre pero la sema´ntica de implementacio´n
se conserva pra´cticamente igual: se decrementa salto a salto y si llega a 0 (cero) se
descartara´, salvo que sea el destino. El valor mayor sigue siendo 255 (8 bits) y el menor
0. Este campo puede utilizase para limitar el a´mbito/alcance de los datagramas IPv6.
En la pra´ctica para IPv4 pueden encontrarse raras implementaciones que usan el
campo para limitar el tiempo de vida. Esta sema´ntica es completamente descartada
en IPv6 y los protocolos que requieran la funcionalidad debera´n implementarla de
forma separada.
2.2.1.7. Direcciones
Por u´ltimo tenemos las dos direcciones, origen y destino de 128 bits c/u. En la
ﬁgura 2.7 se puede ver una captura de un mensaje ICMPv6 donde se muestran todos
los encabezados ﬁjos de IPv6, encapsulado en Ethernet II.
2.3. Encapsulamiento de IPv6
Para cada protocolo de nivel de enlace sobre el cual se monta IPv6, de la misma
forma que sucede para IPv4, se deﬁne la forma de encapsularlo sobre la trama. Esto
debe deﬁnirse de forma esta´ndar para no generar incompatibilidades.
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Figura 2.6: IPv6 encapsulado en PPP
2.3.1. Point-to-Point
Para el caso de SLIP/CSLIP (Compressed SLIP), IPv6 no tiene implementaciones
que ejecuten sobre estos protocolos. Para conexiones punto a punto, el protocolo
esta´ndar ma´s utilizado es PPP (Point-to-Point Protocol). Para este s´ı se deﬁne la
forma de encapsulamiento mediante documentos esta´ndares: RFC-2472[HA98]. En la
ﬁgura de la captura 2.6 se presenta un ejemplo. En el campo protocolo el co´digo para
IPv6 es diferente al valor deﬁnido por IEEE debido a que no es un esta´ndar de este
grupo. Cisco adema´s deﬁne su solucio´n para cHDLC. Tambie´n se deﬁne para otras
tecnolog´ıas multi-punto no broadcast como ATM, Frame-Relay, etc.
2.3.2. Ethernet/IEEE 802
2.3.2.1. Ethernet II
Para redes LAN cableadas, el protocolo ma´s utilizado, sin dudas, es Ethernet. El
encapsulamiento para este se deﬁne en RFC-2464[Cra98]. Esta especiﬁca un MTU
ma´ximo de 1500 bytes. Con respecto al MTU mı´nimo no se menciona nada ya que
un paquete IPv6 tiene 40 bytes de cabecera y cualquier otra cabecera llenar´ıa los 6
bytes restantes para los 46 bytes mı´nimos. El valor para el campo de Ethertype o
Type directamente es de 0x86DD. El esta´ndar especiﬁca tambie´n cuestiones como
el mapeo de una MAC-48 a un identiﬁcador EUI-64 y la direccio´n de multi-difusio´n a
nivel de enlace. En la captura mostrada en la ﬁgura 2.7 se puede observar un ejemplo
de este encapsulamiento.
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Figura 2.7: IPv6 encapsulado en Ethernet II
2.3.2.2. Redes wireless IEEE 802.11
A continuacio´n se muestra la conﬁguracio´n de una interfaz Wiﬁ que tiene habili-
tado el protocolo IPv6, en este caso solo se ve una direccio´n link-local.
# iwconfig wlan0
wlan0 IEEE 802.11bg ESSID:"TESTIPV6" Nickname:""
Mode:Managed Frequency:2.437 GHz Access Point: 00:1C:10:CC:4F:6D
Bit Rate=54 Mb/s Tx-Power:32 dBm
Retry min limit:7 RTS thr:off Fragment thr:off
Power Managementmode:All packets received
Link Quality=5/5 Signal level=-32 dBm Noise level=-78 dBm
Rx invalid nwid:0 Rx invalid crypt:537 Rx invalid frag:0
Tx excessive retries:0 Invalid misc:0 Missed beacon:0
# ifconfig wlan0
wlan0 Link encap:Ethernet HWaddr 00:1f:e1:3c:f4:a4
inet addr:10.168.1.160 Bcast:10.168.1.255 Mask:255.255.255.0
inet6 addr: fe80::21f:e1ff:fe3c:f4a4/64 Scope:Link
...
Se observa que para IEEE 802.11 se utiliza un esquema de encapsulamiento ana´lo-
go al usado para IEEE 802.3 con 802.2. En la ﬁgura 2.8 se presenta un ejemplo de
una captura de una trama IEEE 802.11.
2.4. Internet Control Message Protocol v6 (ICMPv6)
ICMPv6 es la implementacio´n de ICMP para IPv6. El mismo esta´ deﬁnido en la
RFC-4443 [CDG06]. ICMPv6, a diferencia de lo que parece suceder entre ICMP e
IPv4, es parte integral del protocolo IPv6. ICMPv6 cubre la funcionalidad de ICMP:
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Figura 2.8: IPv6 encapsulado en IEEE 802.11
Protocolo de diagno´stico.
Reporte de mensajes de informacio´n, alerta y error.
Redirecciones y cambio de rutas.
Pero adema´s, en ICMPv6 se agregan la siguientes funcionalidades:
Reemplazo de ARP con el proceso de Neighbor Discovery Protocol (NDP).
Auto-conﬁguracio´n sin estado con Router Advertisement Protocol (RA).
Reemplazo de IGMP con Multicast Listener Discovery (MLD).
Mobile IPv6 con por ejemplo Home Agent Address Discovery.
En el siguiente texto tomado de la salida de un sistema se muestra la asignacio´n
de nu´mero de protocolo para ICMPv6.
# grep ipv6-icmp /etc/protocols
ipv6-icmp 58 IPv6-ICMP # ICMP for IPv6
2.5. Ejemplos con IPv6
Para ﬁnalizar el cap´ıtulo se lo invita al lector interesado en ma´s detalles a consultar
en el primer Ape´ndice, el “A”, dos ejemplos pra´cticos de aplicacio´n de ICMPv6, el
primero como reemplazo de ARP para el descubrimiento de vecinos y el segundo para
la auto-conﬁguracio´n sin estado.
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Cap´ıtulo 3
Introduccio´n a QoS & ISA
(Integrated Services)
3.1. Introduccio´n
Se puede deﬁnir QoS, calidad de servicio, como el conjunto de tecnolog´ıas que
permiten a la red administrar los recursos y manejar los efectos de la congestio´n de
forma “o´ptima”, o al menos mejor que el modelo “best-eﬀort”. Es la “habilidad” de
la red de proveer mejor tratamiento, un servicio diferente de forma selectiva al tra´ﬁco
que la cursa.
Segu´n la ITU-T, de acuerdo al documento E.800 de 2008, se indica QoS: como la
totalidad de las caracter´ısticas de un servicio de telecomunicaciones que determinan
su capacidad para satisfacer las necesidades expl´ıcitas e impl´ıcitas del usuario del
servicio.
El modelo ISA (Integrated Services Architecture) RFC-1633 [BCS94], en espan˜ol,
Arquitectura de Servicios Integrados, fue el primer intento signiﬁcativo que trato´ de
construir sobre la Internet un modelo de servicios con diferentes calidades. Inicialmen-
te desarrollado y puesto a prueba en el MBONE, abreviacio´n de “multicast backbone”
network. MBONE formaba una red “overlay” experimental para probar env´ıo multi-
difusio´n sobre redes IP. Esta red estaba construida sobre la Internet contemplando
el ruteo de tra´ﬁco multicast con QoS para el mismo. Su desarrollo se ubica en los
principios de los an˜os 90’.
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“The Stones Live in the cyberspace” http://www.savetz.com/mbone/ch7 3.html
En Noviembre de 1994 un concierto de los Rolling Stones en el
Cotton Bowl (Dallas, Texas) es considerado el principal concier-
to multicast en el cyber-espacio (“ﬁrst major cyberspace multi-
cast concert”). En el concierto los “Rollings” comenzaron can-
tando “Fade Away” (un cover de Buddy Holly), seguido por
“Tumbling Dice” y “You Got Me Rocking”. Luego Mick Jagger
dio los saludos diciendo algo como: -“...I wanna say a special
welcome to everyone that’s, uh, climbed into the Internet to-
night and, uh, has got into the MBONE. And I hope it doesn’t
all collapse...”, daban la bienvenida y se sub´ıan a la Internet,
esperando que esto no colapsara.
Trasmitieron por multicast 25 minutos que formaban parte del
“Voodoo Lounge tour”.
Hasta los 90’, la Internet (interconexio´n de redes IP tal cual fue concebida ori-
ginalmente) solo ofrec´ıa servicios de mejor-esfuerzo (best-eﬀort). Por otro lado las
aplicaciones de tiempo real tienen restricciones de delay y a veces de ancho de banda
para las cuales el modelo de env´ıo usando best-eﬀort no es adecuado. En adicio´n a
esto la mayor´ıa de estas aplicaciones, RT applications, son montadas sobre el pro-
tocolo de transporte UDP, el cual no tiene mecanismos que le permitan reaccionar
adecuadamente ante situaciones de congestio´n. Una gran cantidad de paquetes perdi-
dos har´ıan a la aplicacio´n ser directamente no utilizable, incluso la red podr´ıa quedar
tambie´n casi en un estado fuera de servicio.
Cuando las pruebas multicast fueron llevadas a cabo sobre el MBONE salio´ a la
luz la necesidad de tener mejores pol´ıticas de manejo de tra´ﬁco. Los experimentos
mostraron que un punto te´cnico importante hab´ıa sido pasado por alto. La falta de
un control expl´ıcito de los recursos y la ausencia de administracio´n de tra´ﬁco en la
red daba como resultado un pobre rendimiento. Los delays variables en las colas de
los dispositivos y la pe´rdida de datagramas indicaban que una arquitectura de QoS
era necesaria.
En el modelo ISA un conjunto de mecanismos y protocolos son utilizados para
marcar de forma expl´ıcita la reserva de los recursos en la red. Para poder obtener un
rendimiento esperado desde la red, la aplicacio´n debe solicitar, previamente al env´ıo
de datos con necesidades de QoS (a lo largo del camino que posiblemente tomara´n
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los mensajes), los recursos que considera necesarios.
La reserva de los recursos es lograda describiendo las caracter´ısticas del ﬂujo y los
requerimientos de recursos de la red. La red puede aceptar la reserva, en el caso que
tenga recursos suﬁcientes para acordar la solicitud. Este proceso es llamado Admi-
sio´n (Admission) y se controla mediante el Control de Admisio´n (Admission
Control). Una vez que el ﬂujo es lanzado los nodos de la red deben realizar el control
de tra´ﬁco mediante la clasiﬁcacio´n y el encolado de paquetes.
3.2. Como trabaja ISA, sus pasos
1. Primero la aplicacio´n debe caracterizar el ﬂujo o los ﬂujos de tra´ﬁco. A partir
de esto indica los requerimientos de QoS y describe el/los ﬂujos. Debe enviar
un mensaje para construir el camino que seguira´n los datos.
2. El/Los receptor/es env´ıan el requerimiento ISA a la red. El requerimiento
sera´ un mensaje de conﬁguracio´n (setup) llevando la especiﬁcacio´n del ﬂujo
(ﬂow spec) determinado por la aplicacio´n. El ﬂow spec indica la caracterizacio´n
de los datos y los requerimientos de recursos.
3. Los nodos de la red (e.g. routers), cuando reciben los mensajes de setup de QoS
aplicara´n el control de admisio´n. decidiendo si los recursos son suﬁcientes para
cubrir el requerimiento. Si los recursos son suﬁcientes, se realiza la reserva y se
registra el ﬂujo con un ﬂow id. Si no hay recursos o la red decide no aceptar
hara´ el rechazo.
4. Una vez aceptado el requerimiento y establecido el camino con los recursos
reservados, el emisor puede comenzar con la transmisio´n de los datos.
5. El tra´ﬁco atravesara´ el dominio ISA de QoS y probablemente sufrira´ la aplica-
cio´n de pol´ıticas (policing) en los bordes de la red, siendo clasiﬁcado, marcado,
encolado y/o descartado.
3.3. Componentes del modelo ISA
Las funciones de los nodos de la red pueden ser separados en dos planos de acuerdo
con el tipo de informacio´n que ﬂuye por la red. Dependiendo de la implementacio´n
del router, puede existir una separacio´n de los planos delimitados por elementos de
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hardware y software. La divisio´n de funcionalidades es realizada con el objetivo de
obtener un mejor rendimiento y modularizacio´n en favor de la escalabilidad.
Control Plane: funciones relacionadas con la generacio´n de datos de control, nece-
sarias para las decisiones que deben tomar los nodos con el manejo de los datos,
payload. Se diagrama el mapa de la red y la informacio´n que la deﬁne. Por
ejemplo, el proceso de ruteo pertenece a este plano. Este proceso alimenta el
plano de forwarding, genera la tabla de ruteo, RIB (Routing Information Base),
luego a partir de esta se genera una optimizacio´n, la FIB (forwarding Informa-
tion Base). A partir de este plano se decide que paquetes se env´ıan, cuales se
descartan y cuales tienen un tratamiento diferenciado. El plano de control es la
“inteligencia”, “cerebro” de la red.
Data/Forwarding Plane: deﬁne la parte de la red responsable de despachar/swit-
chear/ forwardear los datos lo ma´s ra´pido posible. Toma informacio´n del otro
plano, analiza los paquetes entrantes y los despacha. El plano de datos usa la
FIB (estructura optimizada) en lugar de la RIB. Este tiene una tarea de pro-
cesamiento intensivo y, en general, se desarrolla hardware para este propo´sito,
ASIC (Application-speciﬁc integrated circuit). El plano de datos se lo puede
considerar como el “mu´sculo” de la red.
En te´rminos generales, en la ﬁgura 3.1 se muestra la diferencia entre los planos y
donde se encontrar´ıa la estructura RIB y donde la FIB.
En el documento RFC-1633 es propuesto un framework con un modelo de refe-
rencia para una implementacio´n. Este incluye 4 (cuatro) componentes:
Packet scheduler (planiﬁcador)
Admission control (control de administracio´n)
Classiﬁer (clasiﬁcador)
Reservation setup protocol (protocolo de reserva)
Se pueden agregar componentes ma´s espec´ıﬁcas, como las mencionadas en la tabla
que se muestra ma´s adelante. Varios de estos para´metros y componentes se encuentran
en otros modelos de QoS, como MPLS o DiﬀServ. Las marcadas en ita´lica sera´n
analizadas ma´s adelante.
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Figura 3.1: RIB vs.FIB
Data Plane Control Plane
En Hosts Aplicacio´n con req. Para´metros de QoS requerida
de QoS Resource Reservation Protocol
En Routers Classiﬁcation(Flow Resource Reservation Protocol y
identiﬁcator module) Resource Reservation Table
Encolado Admission Control
Protocolo de Ruteo con QoS
Planiﬁcado de Paquetes Protocolos de ruteo tradicionales
/Scheduler RIB/Tabla de ruteo
(Policing/Shaping)
Switching/Routing
Protocol Packets
FIB
3.3.1. Para´metros de QoS
De acuerdo a RFC-2215 [SW97], los para´metros de QoS pueden ser clasiﬁcados
en:
Control Parameters: para´metros de control. Usados por las aplicaciones para in-
dicar a la red o dominio de QoS el tratamiento requerido y la caracterizacio´n
del tra´ﬁco.
Characterization Parameters: para´metros de caracterizacio´n. Usados para des-
cubrir o indicar las propiedades de QoS del entorno y el estado actual de la
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red.
Los siguientes son para´metros para describir los requerimientos de QoS:
Peak rate: tasa pico, el valor mayor al cual el emisor puede enviar datos. A menudo
limitado por el hardware, velocidad de la interfaz. Por ejemplo de acuerdo a
la tecnolog´ıa podr´ıa ser Fastethernet, 100Mbps; ATM, 622Mbps; Giga, TenGi-
ga, 40G o 100G ethernet: 1Gbps, 10Gbps, 40Gbps, 100Gbps. Para respetar el
para´metro el tra´ﬁco puede ser shaped (formado) o policed (truncado) -Ver ma´s
adelante seccio´n Policing vs. Shaping- si es menor que la velocidad de la
interfaz.
Average rate: tasa promedio de env´ıo, media de la tasa de tra´ﬁco sobre el intervalo
de tiempo.
Burst size: la cantidad ma´xima de bits o bytes que se pueden enviar al Peak ra-
te. Describe el grado de transmisio´n en ra´fagas que tiene el tra´ﬁco, en ingle´s
Burstiness.
Minimum rate: el mı´nimo ancho de banda digital requerido por la aplicacio´n. El
intervalo de tiempo tambie´n debe ser especiﬁcado.
Delay/Latency: latencia. El tiempo que toma al paquete ma´s pequen˜o de la aplica-
cio´n en ir desde el destino hasta el origen. A veces es derivado del RTT (Round
Trip Time), tiempo de ida y vuelta. Asociado con requerimientos de tiempo real,
RT. El delay tiene dos componentes, una ﬁja: llamada transmission delay,
que estara´ formada por:
Delay de propagacio´n (propagation delay) tprop
Delay de serializacio´n (serialization delay) tserial
Delay de procesamiento (processing delay) tproc
El delay de propagacio´n se calcula en base a la velocidad de transmisio´n con
respecto al medio f´ısico y a la distancia. Considerando la velocidad de la luz o
de una sen˜al ele´ctro-magne´tica y la distancia f´ısica que debe recorrer la sen˜al
se obtiene la ecuacio´n:
tprop =
l
c× V OP (3.1)
Para el delay de propagacio´n, donde l es la longitud a recorrer, c la velocidad
de la luz y V OP el factor de velocidad de propagacio´n del medio con respecto
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Figura 3.2: Cuadro de diferentes codecs de audio
a la velocidad de la luz. Tambie´n nombrado NV P (Nominal Velocity of Propa-
gation). Por ejemplo 1 bit toma 5ms para propagarse por 1000km en una ﬁbra
o´ptica considerando una velocidad de propagacio´n 2× 108m/s, calculada como
c = 3× 108m/s y un V OP = 66% o 2/3.
La otra componente ﬁja es el delay de serializacio´n, y es calculado como la
relacio´n entre el taman˜o del paquete en bits, p y la velocidad de la interfaz, r
en bit/seg o mu´ltiplos de esta.
tserial =
p
r
(3.2)
Por ejemplo transmitir 1500 bytes o 12000 bits en una interfaz Fastethernet de
100Mbps demorar´ıa 0.0012 seg o 1.2 ms.
El delay de procesamiento dependera´ de la capacidad del equipo por donde pa-
sara´ el paquete y se aplicara´ el switching. Tendra´ que ver con el procesador,
el manejo de los buﬀers en memoria y la tecnolog´ıa de comunicacio´n interna:
memoria compartida, bus, crossbar, etc. El hardware es importante, aunque
tambie´n el software que corre sobre el dispositivo inﬂuira´n sobre el tiempo del
procesamiento del mensaje. En el caso de procesamiento de paquetes de VoIP
dependera´ por ejemplo del DSP (digital signal processor), del codec (algoritmo
de digitalizacio´n) y otros factores. Por ejemplo, G.711 requiere menor procesa-
miento, pero genera data rates de 64Kbps no aptos para algunos enlaces WAN.
En la tabla de la ﬁgura 3.2 se pueden ver algunos valores indicados por el fa-
bricante cisco de acuerdo a los distintos codecs.
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Se puede suponer ﬁja la capacidad y que el tiempo dependera´ de la cantidad
de bits que debera´ procesar. En este caso el factor de procesamiento por bit se
expresa en la variable s. Dando ﬁnalmente el tiempo ﬁjo como:
ttrans = tprop + tserial + tproc =
l
c× V OP +
p
r
+
p
s
(3.3)
La componente variable es el delay de encolado, queueing delay, que puede
cambiar de acuerdo al estado de la red. Si la red esta´ congestionada demo-
rara´ ma´s en las colas antes de ser procesado, incluso puede ser descartado. El
delay de extremo a extremo o, end-to-end delay, se puede calcular segu´n la
ecuacio´n:
tend2end =
nX
i=1
[(tprop + tserial + tproc) + tqueue] (3.4)
Donde n son los nodos que debe atravesar y la parte entre pare´ntesis de la
ecuacio´n es la que se puede calcular si se sabe el camino y los dispositivos
por los cuales deber´ıa pasar, parte ﬁja. Se pueden incluir otras componentes
como el packetization delay descripto en el libro de Kurose [KR12] donde se
indica que, por ejemplo, para VoIP el emisor debe generar los suﬁcientes bits
en tiempo para armar el paquete de acuerdo al codec que se utilice, y si no los
recibe sufrira´ un retraso. Tambie´n se lo puede relacionar con tproc al asociarlo
con la fragmentacio´n, quitar y agregar de encabezados, alineacio´n de campos,
de acuerdo al proceso de store-and-forward.
Jitter: diferencia entre el ma´ximo y el mı´nimo delay. Asociado ı´ntimamente a re-
querimientos de tiempo real. A menudo este para´metro es ma´s importante que
el delay. Puede usarse para describir tambie´n el tratamiento que puede dar la
red.
Loss rate: tasa de pe´rdida de mensajes. La relacio´n entre todos los paquetes descar-
tados y los transmitidos en un intervalo de tiempo.
Packet Scheduling Algorithm: algoritmo de planiﬁcacio´n de paquetes. La forma
que el dispositivo intermedio maneja y despacha los paquetes. Co´mo este reac-
ciona ante la congestio´n y la competencia por un mismo recurso.
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MTU: Maximum transmission unit, unidad ma´xima de transferencia, taman˜o ma´xi-
mo del paquete en bit o bytes a nivel de protocolo de red, capa 3. En este caso
IPv4 o IPv6. Debido a la proliferacio´n de ethernet, sin importar el protocolo de
capa de enlace el valor ma´s utilizado es 1500 bytes, aunque suelen encontrarse
mayores como el caso de las Jumbotramas o Jumboframes con valores de 9000
bytes.
Formalmente un caracterizacio´n de los para´metros es deﬁnida en RFC-2215, para
el modelo ISA. Los para´metros se asocian con el modelo de servicio con el cual se los
identiﬁca. Para la identiﬁcacio´n se utiliza el par indicado abajo:
<QOS_Param_ID> ::== <Service_model_num, Parameter_num>
Para los modelos los para´metros pueden ser:
General Parameters (Para´metros generales) tienen deﬁnicio´n comu´n en todos
los modelos. Se los asocia con en valor “1” al modelo, el default.
<1, parameter_number>
De cualquier forma puede ser sobre-escrito por un servicio ma´s espec´ıﬁco, valor
diferente de “1”. Los modelos ba´sicos, aparte del “best-eﬀort”, deﬁnidos en ISA son
los siguientes:
Guaranteed Service Model: Modelo de servicio garantizado. Deﬁnido en RFC-
2212 [SPG97]. Provee un servicio ligado de manera ﬁja a los para´metros re-
queridos, por ejemplo, delay de encolado end-to-end. Sirve para implementar
garant´ıas de ancho de banda digital y latencia/delay de forma estricta. Por
ejemplo se puede usar para requerimientos de QoS para aplicaciones de tiempo
real “duro” (hard real-time). Podr´ıan ser usado para emulacio´n de circuitos:
CBR (Constant Bit Rate). El nu´mero de servicio asignado por la especiﬁcacio´n
es “2” (dos).
Controlled-load: Service Model: Modelo de servicio de carga controlada. Deﬁni-
do en el RFC-2211 [Wro97b]. Provee un servicio de tratamiento a los ﬂujo de
datos con una QoS aproximada a la requerida. Requiere de control de admisio´n
cuando la red esta´ cargada. Es ma´s ﬂexible que el anterior, y, por lo tanto, de
menor costo en recursos. El valor asignado por la especiﬁcacio´n es “5” (cinco).
Por lo tanto, los modelos son “1”, “2” o “5”. Los para´metros pueden ser indicados
de dos formas:
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Figura 3.3: Red con el para´metro NUMBER OF IS HOP <1,4,5>
Local: informacio´n sobre solo un nodo de la red (i.e. la vista de un router).
Compuesta: un valor que reﬂeja un para´metro a lo largo del camino por donde debe
pasar el paquete o ﬂujo. El valor puede ser diferente en cada nodo.
Los para´metros deﬁnidos en RFC-2215 son:
NON-IS HOP: IS de “Integrated Services”. Valor lo´gico, si soporta o no QoS con el
modelo IntServ. Por ejemplo, un nodo “best-eﬀort” no cumplir´ıa la condicio´n.
<_,1,{0|1}>
En forma compuesta podr´ıa indicar que algunos nodos no lo soportan. El co´digo
para el para´metro individual es “1’(uno) y compuesto “2”. Por ejemplo:
<2,2>
indica que algu´n nodo no soporta el modelo garantizado.
NUMBER OF IS HOPS: Tambie´n conocido como IS HOP COUNT. Valor compuesto que
indica los nodos que soportan el modelo IntServ especiﬁcado. El co´digo para
el para´metro es “4”. Por ejemplo el siguiente valor ser´ıa una representacio´n
indicando que hay 5 (cinco) nodos que soportan el entorno, framework ISA, sin
importar que modelo. Donde podr´ıa haber ma´s de 5. Se cuenta el origen. Ver
ﬁgura 3.3.
<1,4,5>
El valor ma´ximo es 255 por el hop-count. El co´digo individual es “3”, aunque
no tiene sentido, ya que es un valor compuesto. La funcio´n de agregacio´n es
COUNT-IF-ISA.
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Figura 3.4: Red con el para´metro AVAIL PATH BW <1,6,1000000>
AVAILABLE PATH BANDWIDTH: reﬂeja el ancho de banda digital disponible. El ma´ximo
40Tbps (ma´ximo teo´rico que se puede obtener en un pelo de ﬁbra o´ptica). El
co´digo asignado es “5” de forma local y “6” de forma compuesta. Esta´ dado
en bytes por segundo. De forma compuesta la funcio´n de agregacio´n es el MIN.
Por ejemplo para la ﬁgura 3.4 indica que el valor mı´nimo a lo largo del camino
es de 1MBps.
<1,6,1000000>
Un servicio te´cnicamente con restricciones impuestas por conﬁguracio´n del ad-
ministrador, por ejemplo policing, podr´ıa describir el valor que ofrece y no el
real.
MINIMUM PATH LATENCY: debe reﬂejar la mı´nima latencia que sufrir´ıan los paquetes
de un mismo ﬂujo a lo largo del camino. Valor compuesto por varias compo-
nentes como se indico´ anteriormente. Solo las componentes ﬁjas se indican, el
Queueing delay no debe ser considerado. Deber´ıa subestimar la latencia. No se
provee un ma´ximo. El co´digo local es “7” y el global “8”. En este caso la fun-
cio´n de agregacio´n es SUM. La unidad usada es el µs (microsegundo). El valor
ma´ximo es 232−2. El valor 232−1 tiene como signiﬁcado: latencia indeterminada.
PATH MTU: computa el MTU mı´nimo en el camino por donde debe pasar el tra´ﬁco.
El PMTU no se puede usar, pues solo toma en cuenta el modelo “1”. Co´digo
individual “9” y compuesto “10”. Medido en bytes, donde el mayor es valor es
232−1 bytes, lo cual es suﬁciente como para tener en cuenta los “Jumbogramas”
IPv6, deﬁnidos en RFC-2675.
TOKEN BUCKET TSPEC: sirve para indicar por el emisor como sera´ la generacio´n de
tra´ﬁco. Tiene asignado el co´digo “127”. No es un para´metro de caracterizacio´n.
Es una estructura de datos usada por el emisor y los nodos de borde del dominio
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de QoS. Basado en la “token bucket metaphor”.
Co´mo Trabaja un Token Bucket: Se deﬁne como la tula (r, b)
1. Los token son puesto en el bucket a la tasa, velocidad: r.
2. La capacidad ma´xima del bucket de tokens es: b.
3. Cada token representa el permiso para enviar una cantidad de bytes, donde
en general 1tk = 1byte.
4. Cuando se env´ıan N bytes se remueven la cantidad de tokens que repre-
sentan cada byte.
5. Si no hay suﬁcientes tokens el paquete debe esperar o es descartado, de
acuerdo a la pol´ıtica.
6. Sobre un per´ıodo de tiempo T la cantidad de datos enviados no excedera´:
(r × T ) + b si suponemos 1tk = 1byte.
De acuerdo al RFC-2115 los para´metro descriptos son:
Token rate (r): (Bps), max 40TBps. relacionado con AVAILABLE PATH BANDWIDTH.
Bucket depth (b): (B), max 250GB. taman˜o ma´ximo del bucket.
Peak rate (p): (Bps), max 40TBps. tasa ma´xima de transmisio´n.
Minimum policed unit (m): (B) todos los paquetes/datagramas menores o
iguales al taman˜o m son tratados como de taman˜o m.
Maximum packet size (M): (B) el taman˜o ma´ximo del paquete. Los que
son de taman˜o mayor no se consideran como parte del ﬂujo que requiere
la QoS.
Un modelo gene´rico solo usa 3 de los 5 para´metros. Taman˜o de ra´faga (Bc), tasa
de env´ıo promedio(Mr) e intervalo de tiempo (Tc). A veces se miden en bits y
otras en bytes.
Mr =
Bc
Tc
(3.5)
Mr, llamado tambie´n committed information rate (CIR). El valor Tc se puede
deﬁnir de acuerdo al equipo. Algunos fabricantes lo permiten en el rango de
10ms a 125ms. Este me´todo de acuerdo a la capacidad del token permite el
env´ıo de ra´fagas en exceso, dando la velocidad ma´xima para el ﬂujo como la
ecuacio´n 3.6.
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Figura 3.5: Ilustracio´n de la meta´fora del token bucket
b× 8
Tc
+ Cr (3.6)
Donde b es la capacidad del bucket, Cr es la velocidad establecida en bps. A largo
plazo este me´todo controla que no se exceda de la velocidad r. El funcionamiento del
token bucket se ilustra en la ﬁgura 3.5.
Este mismo mecanismo se puede utilizar para tratar de dos forma diferente al
tra´ﬁco en exceso:
Descartarlo (aplicar un policer)
Demorarlo almacena´ndolo (aplicar un shaper)
3.3.2. Policing vs Shaping
Cuando el tra´ﬁco es “policed” (truncado), los paquetes que arriban fuera del
l´ımite establecido son descartados o potencialmente marcados. En contraste, cuan-
do es “shapeado” (formado), el tra´ﬁco en exceso es demorado en colas de salida.
Gra´ﬁcamente el policing se puede ver como dientes de sierra con mesetas y ca´ıdas
(saw-tooth with plateaus and valleys). El shaping en cambio, en casos que el tra´ﬁco
siempre este´ en exceso, se vera´ como una l´ınea constante sobre el l´ımite.
Shaping implica la existencia de una cola en memoria para almacenar los paquetes
demorados, mientras que un Policer no. Un policer puede ser aplicado al tra´ﬁco de
entrada como al de salida. el shaper solo al de salida. De acuerdo a los para´metros de
delay, optimizacio´n del ancho de banda y tra´ﬁco en ra´fagas se aplicara´ uno u otro. En
la ﬁgura 3.6, tomada de la documentacio´n de cisco se ilustran los dos mecanismos.
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Figura 3.6: Diagrama que muestra diferencia entre shaping y policing
3.3.3. RSVP (Resource Reservation Protocol)
Previamente a utilizar los recursos, un proceso de reserva es necesario. RSVP
(Resource Reservation Protocol) es el nombre del protocolo implementado para tal
propo´sito en el modelo IntServ. Este fue disen˜ado como un protocolo de sen˜alizacio´n
y es un protocolo de control separado del resto de los servicios ISA, lo cual le permite
ser utilizado por otros modelo y protocolos, por ejemplo en MPLS con MPLS-TE.
RSVP es un protocolo de control para IP como lo son ICMP, IGMP, ICMPv6, RIP,
OSPF, BGP, LDP, SIP y tantos otros.
3.3.3.1. Operacio´n de RSVP
1. El emisor potencial es el que inicia el proceso de reserva. Solicita las recur-
sos mediante paquetes de reserva hacia el receptor o receptores. Es un Path
message que sigue el ﬂujo downstream hacia el/los receptores.
2. Cada nodo intermedio (i.e: routers en el camino del mensaje) procesara el re-
querimiento agregando el mensaje a sus capacidades de QoS.
3. El mensaje puede estar destinado a un solo receptor o un grupo, por ejemplo
el caso de una direccio´n de multicast destino. Previo a esto se debe solicitar la
unio´n al grupo mediante IGMP en IPv4 , o ICMP Multicast Listener Discovery
(MLD) en IPv6.
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4. El receptor recibira´ el Path message. Una vez recibido procesa la QoS solici-
tada y genera un paquete que contiene un Reservation message en sentido
contrar´ıo, upstream hasta el emisor. Es importante notar que la reserva la hace
el receptor y no el emisor, aunque el proceso es disparado por el emisor.
5. El mensaje de reserva debera´ seguir el camino marcado por el Path message.
En cada nodo se hara´n las reservas.
6. Cuando el emisor recibe el mensaje, se entiende que se reservaron los recursos,
por lo que puede comenzar a enviar datos por la aplicacio´n espec´ıﬁca.
7. Las reservas de los recursos deben ser refrescadas por los receptores con mensajes
para este propo´sito. Se debe refrescar las reservas distribuidas en toda la red.
8. Si el receptor no tiene ma´s intere´s en mantener las reservas, puede darlas de
baja enviando al nodo remoto un Teardown message.
La reserva de los recursos tiene las siguientes caracter´ısticas:
Simplex reservation, RSVP reserva los recursos solo en una direccio´n (simplex
ﬂow).
Receiver oriented, orientada por el receptor, los receptores deciden que recursos
reservan e inician el proceso previo a los datos de la aplicacio´n del emisor. Si
bien el mensaje inicial lo genera el emisor.
Los mensajes RSVP son transportados directamente en IP y no implementan
un sub-protocol de control, por lo cual no tienen un despacho conﬁable.
RSVP es independiente de las pol´ıticas de ruteo.
RSVP trabaja para unicast y multicast.
RSVP genera estados en los nodos intermedios donde se reservan los recursos.
Estos se llaman Soft States.
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3.3.4. Mensajes RSVP
3.3.4.1. Identiﬁcador de sesio´n
Una sesio´n RSVP es identiﬁcada por un ID global formado por la direccio´n des-
tino ma´s 32 bit llamados “reservation ID” deﬁnido en RFC-2205 donde se indica:
(ProtocolId [, DstPort]). Por lo que el “Session Identiﬁcation” total sera´:
(DestAddress, ProtocolId [, DstPort])
El mecanismo para obtener o salvar estos valores de un repositorio no esta´ deﬁnido,
podr´ıa ser, por ejemplo, un servicio de directorio similar a LDAP o una DB relacional.
3.3.4.2. RSVP Path Message
Un Path message es enviado por el potencial emisor de la sesio´n para marcar el
camino en la red. El destino pude ser uno o varios equipos (caso de multicast). Las
direcciones IP del mensaje deben ser las mismas que llevara´ el tra´ﬁco de datos. Este
mensaje de control contiene:
Sender Template.
Sender Tspec.
Adspec.
El Sender Template especiﬁca la direccio´n del emisor, y opcionalmente, el port
origen. Es como un Filterspec reducido (ver detalles ma´s adelante).
El Sender Tspec (Traﬃc Speciﬁcation) indica las caracter´ısticas del tra´ﬁco,
ﬂujo de datos a enviar. No debe poder ser modiﬁcada por nodos intermedios. Es-
peciﬁcada en RFC-2210 [Wro97a]. Podr´ıa contener por ejemplo el para´metro global
TOKEN BUCKET TPSEC <1,127>.
El para´metro Adspec (Advertising Information speciﬁcation), deﬁnido en
RFC-2210, lleva la informacio´n que anuncia como deber´ıa ser tratado el tra´ﬁco en los
nodos por los que pasara´. Es informacio´n para el receptor, a partir de la cual puede
predecir el servicio que se obtendra´ end-to-end, por ejemplo si el modelo es garantiza-
do (Guaranteed) o de carga controlada (Controlled Load) En cada nodo intermedio
por el cual pasa el mensaje, los para´metros son actualizados. En el mismo se cargan
la cantidad de nodos que soportan IntServ en el para´metro NUMBER OF IS HOPS, el
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MTU compuesto, el ancho de banda digital compuesto y otros.
Los mensajes de generacio´n de camino, Path messages, producen informacio´n
para el RPF (Reverse Path Forwarding) en cada nodo intermedio. Ba´sicamente las
direcciones IP unicast hop-by-hop, que luego sera´n usadas por los mensajes de reserva
Reservation messages. Debido a la carencia de un protocolo de ruteo espec´ıﬁco para
RSVP se requiere mantener las IP del pro´ximo salto en el camino en cada nodo.
3.3.4.3. RSVP Reservation Message
Los mensajes de reserva Reservation messages o Resv messages, son envia-
dos por los receptores de la sesio´n. El destino es el emisor. Son enviados hop-by-hop
por cada nodo que soporta RSVP en el camino usando la informacio´n de RPF que
se genero´ con los mensajes de camino, Path messages. Los mensajes de reserva son
unicast a cada direccio´n del pro´ximo salto de acuerdo al valor de RPF almacenado.
Un requerimiento de reserva llevado en estos mensajes consiste de un par: Flows-
pec y un Filterspec, llamada esta tupla: Flow Descriptor. Los recursos solicitados
se indican en el Flowspec y el tra´ﬁco afectado en el Filterspec. Tambie´n se debe es-
peciﬁcar el estilo de reserva.
Filterspec: de acuerdo a RFC-2205 es usado para distinguir los paquetes que con-
formara´n el ﬂujo de la sesio´n, es decir los paquetes a recibir la QoS requerida en
el para´metro Flowspec. Dependera´ del protocolo usado, por ejemplo las direc-
ciones origen y destino, los puertos en el caso de usar TCP o UDP, el DSCP o
Traﬃc Class, etc. Para el caso de IPv6 se puede usar el campo Flow Label para
una eﬁciente clasiﬁcacio´n. Estos valores deben ser analizados por cada nodo
intermedio para aplicar el tratamiento, situacio´n que podr´ıa no ser posible, por
ejemplo, en presencia de IPSec.
Flowspec: Deﬁnida en RFC-2110, en este para´metro se indican los recursos a reser-
var para todos o algunos nodos de la red, que sera´n aplicados luego a los paquetes
que concuerden con el Filterspec. Puede estar formado por para´metros como
delay, ancho de banda digital, jitter o TOKEN BUCKET SPEC. El Flowspec, en el
caso de ser un servicio garantizado, tendra´ un Rspec (“R” de reserve) y un
Tspec. En el caso de ser un controlled-load service solo el Tspec sera´ indicado.
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Estilos de reserva de RSVP (reservation “styles”): RSVP deﬁne diferentes for-
mas de indicar los Filterspec, por ejemplo con wildcards, con ﬁltros ﬁjos o con
ﬁltros dina´micos.
Si el proceso de admisio´n es aceptado, el Flowspec sera´ usado para parametri-
zar una clase de recursos en el Planiﬁcador (Packet Scheduler) y el Filterspec
sera´ instanciado en el Clasiﬁcador de paquetes (packet classiﬁer).
3.3.4.4. RSVP Error Message
Existen dos mensajes de errores en RSVP, ResvErr y PathErr. Estos u´ltimos
son enviados al emisor que genera el error. No cambian el estado en los nodos por
los que pasa. Indica un error en el procesamiento de los mensajes para establecer le
camino.
ResvErr son enviados como error al procesar el mensaje de reserva. Son enviados
de vuelta a los receptores pasando por cada nodo del camino conformado. Algunos
ejemplos son:
Code 0x01, fallo´ el control de admisio´n, por ejemplo por falta de recursos. Los
Sub-code de los errores pueden ser.
1: El l´ımite del Delay requerido no se puede cumplir.
2: El ancho de banda digital requerido no esta´ disponible.
3: El MTU del requerimiento es mayor que el del camino.
Code 0x15, error en el formato del requerimiento, por ejemplo se mezclan
para´metros de diferentes servicios incompatibles o el servicio solicitado no es
soportado. Otros podr´ıan ser que el Flowspec, Tspec o Adspec no tienen el
formato esperado.
3.3.4.5. RSVP Conﬁrmation Message
Cuando se realiza la reserva, esta debe ser conﬁrmada con un mensaje ResvConf
message que incluye el Resv message. Estos mensajes son enviados salto a salto
hasta el receptor que inicio´ la reserva. Usados para conﬁrman la reserva exitosa.
En caso de no poder satisfacerla se generara´ un ResvErr, por ejemplo cuando el
Flowspec es mayor que los soportados por los nodos de la red.
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3.3.4.6. RSVP Teardown Message
Un Teardown message es ba´sicamente una indicacio´n de remover los estados
y las reserva de recursos en los nodos que brindan el servicio a lo largo del camino
establecido. Si los estados no son refrescados por Resv messages sera´n removidos
sin necesidad de estos mensajes. Son usados para no esperar los timeouts y permitir
un mejor aprovechamiento de los recursos. Pueden ser generados por el emisor o por
el/los receptores. Dentro de esta clase de mensajes hay dos: PathTear y ResvTear.
Los primeros van por todo el camino de extremo a extremo desde el emisor indicando
nodo a nodo la liberacio´n de los recursos. A diferencia, los ResvTear van salto a
salto, downstream desde el/los nodos de recepcio´n.
3.3.4.7. Soft State (Estados Du´ctiles)
De acuerdo al documento RFC-2205 existen dos posibles estilos de mantener la
informacio´n de reserva de recursos en los nodos:
‘hard state” (HS), “connection oriented”
“soft state” (SS), “connectionless”
Los estados HS son manejados de manera completamente determinista en coope-
racio´n con la red. La red tiene la responsabilidad de crearlos. Funcionar´ıan como el
manejo de circuitos virtuales permanentes, PVC.
La alternativa usada por RSVP son los “soft states” (SS), me´todo por el cual los
recursos son creados, cacheados, refrescados y dados de baja de forma dina´mica. Si el
timer de refresco, TT expira, son dados de baja automa´ticamente. La tasa de refresco
esta´ indicado por el valor RR, siendo RR << TT (mucho menor). Este me´todo de
mantener los estados es ma´s robusto y ﬂexible a los cambios de la red, en particular
sobre una red IP donde el tra´ﬁco es “connectionless”. Haciendo una analog´ıa con los
circuitos virtuales ser´ıa como establecer SVC (Switched Virtual Circuits), circuitos
bajo demanda.
3.3.5. Control de Admisio´n
El Control de Admisio´n debe ser implementado en cada nodo de la arquitec-
tura. A trave´s de este se provee la decisio´n de soportar o no un requerimiento de
QoS para un nuevo ﬂujo de datos. La decisio´n se toma de forma local, ADMIT o
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REJECT, para el nuevo ﬂujo. En caso de rechazo, siempre debe existir la posibilidad
de transmitirlo con el servicio default, “best-eﬀort”.
Para poder garantizar la QoS, se debe supervisar el uso de los recursos por los
ﬂujos activos. El monitoreo es parte importante de la tarea del mo´dulo de control de
admisio´n.
Dos formas de implementar el control de admisio´n son mencionadas en la referencia
[ZC01]:
Parameter-based: basada en para´metros. Un conjunto de para´metros son usados
para especiﬁcar de forma precisa las caracter´ısticas del tra´ﬁco. Se hace el ca´lculo
en base a los para´metros indicados. En general no es fa´cil caracterizar antes de
generar realmente los datos.
Measurement-based: basado en mediciones. En lugar de conﬁar en una caracteri-
zacio´n previa, la red se encarga de medir e indicar las caracter´ısticas reales. Se
usan enfoques estad´ısticos para poder generalizar.
3.3.6. Clasiﬁcacio´n de Paquetes
La clasiﬁcacio´n de paquetes y la asociacio´n con los ﬂujos de datos se hace mediante
un mapping con la clase de servicio requerida. Los paquetes pertenecientes al mismo
ﬂujo deben ser identiﬁcados y clasiﬁcados de acuerdo a la QoS solicitada. En te´rminos
de la arquitectura IntServ la deteccio´n del ﬂujo y su identiﬁcacio´n debe realizarse en
cada nodo por cada paquete. Para esta tarea se requiere inspeccionar los encabezados
de los mismos. Esta labor se la llama habitualmente deteccio´n del Flow ID.
Debido a que en IPv4 no se tiene un campo para este propo´sito los campos de los
encabezados de control deben inspeccionarse y utilizarse para la clasiﬁcacio´n. El caso
ma´s comu´n es usar la 5-tupla: Direccio´n Origen, Direccio´n Destino, Protocolo, Puerto
Origen, Puerto Destino. Para el caso de los protocolos que no usen puertos para la
multiplexacio´n, como puede ser ICMP o GRE solo se usa la 3-tupla: Direccio´n Ori-
gen, Direccio´n Destino, Protocolo; pudie´ndose sumar otros campos, por ejemplo para
GRE, RFC-2890, se tiene el campo Key, que permite identiﬁcar tra´ﬁco de diferentes
ﬂujos transportado dentro del mismo tu´nel.
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En IPv6 se encuentra el campo para este propo´sito, Flow Label, que, junto con
las direcciones servir´ıa para conformar la 3-tupla de identiﬁcacio´n: Direccio´n Origen,
Direccio´n Destino, Flow Label. Esto evita que la inspeccio´n tenga que inmiscuirse
en los encabezados de transporte, dando probablemente una mejor performance. El
tratamiento de este campo se vera´ en cap´ıtulos espec´ıﬁcos ma´s adelante en este texto.
Una vez que el paquete fue identiﬁcado con un ﬂujo, puede ser clasiﬁcado de
acuerdo al mapping ﬂow ID → Clase. Esta tarea se delega a un mo´dulo llamado
Clasiﬁcador (Classiﬁer). Todos los paquetes de la misma clase recibira´n el mismo
tratamiento. Las relaciones entre clases y tratamientos son abstracciones que pueden
ser locales, dando como resultado posible diferentes tratamientos de acuerdo al nodo
por donde pasa el paquete. Por ejemplo, puede suceder que en los routers de nu´cleo
o backbone de una red, varios ﬂujos son asociados con una misma clase, haciendo
agregacio´n, en cambio los routers de borde o edge podr´ıan dividirlos en diferentes
clases.
3.3.7. Encolado y planiﬁcacio´n de paquetes
Una vez que la identiﬁcacio´n y clasiﬁcacio´n fue realizada, el tratamiento depen-
dera´ de las tabla de reserva mantenida por los Soft States. Probablemente la etapa
ma´s importante en una arquitectura de QoS es la planiﬁcacio´n de los paquetes (packet
scheduling). Esta sera´ la responsable de hacer un buen manejo de los recursos para
cumplir con los requerimientos indicados. El planiﬁcador trabaja administrando el
despacho de los paquetes de los ﬂujos, asistido por estructuras de datos como son las
colas.
Una forma sencilla de ver un planiﬁcador es asociarlo con una implementacio´n de
un token bucket. Los paquetes son recibidos en la cola de entrada INPUT-Q, son luego
clasiﬁcados, a continuacio´n se selecciona la interfaz de salida, por ejemplo mediante
la FIB, para pasar a la/las colas asociadas con esta. Las OUTPUT-Q pueden es-
tar implementadas con diferentes estrategias, como FIFO(FCFS), CBQ-WFQ, LLQ,
PRIORITY-Q u otras. Las estrategias dependera´n de la planiﬁcacio´n. Los paquetes
pueden ser re-ordenados, re-marcados, demorados, descartados y/o enviados. El pla-
niﬁcador puede aplicar un policer o un shaper sobre el tra´ﬁco.
Para el me´todo de descarte se pueden deﬁnir diferentes pol´ıticas, por ejemplo
puede ser una simple como descartar los que llegan cuando no hay ma´s espacio en el
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Figura 3.7: Diagrama de componentes del modelo ISA
buﬀer o este se esta´ por agotar: Tail Drop; o puede tener un algoritmo de seleccio´n de
que paquetes descartar de acuerdo a alguna marca. Otra te´cnica es la de descartar de
forma aleatoria luego de que se alcanza un porcentaje de paquetes encolados: RED, o
de forma ma´s inteligente mirando la prioridad de los mensajes:WRED. Las pol´ıticas
de encolado y descarte son estudiadas en el cap´ıtulo “Estrategias de Encolado”.
Dentro del RFC-1633 otra componente a tener en cuenta, como parte del plani-
ﬁcador, es el Estimador (Estimator). Este es el algoritmo usado para medir las
propiedades del tra´ﬁco de salida y desarrollar estad´ısticas para controlar el planiﬁca-
dor y el control de admisio´n. En la ﬁgura 3.7 se muestra la relacio´n entre todas estas
componentes.
3.4. Modelos de Servicio ISA
Adema´s del modelo “best-eﬀort” (default) los servicios ISA describen otros dos
modelos donde se contempla la QoS. Se vieron ya las caracter´ısticas cuando se es-
tudio´ la parametrizacio´n los esquemas: Guaranteed Service y Controlled-load
Service.
3.4.1. Modelo Guaranteed Service
En RFC-2212 se describe este modelo de servicio el cual provee ﬁrmes restricciones
de forma end-to-end. Para que se pueda alcanzar todos los nodos en el camino deben
soportarlo. Los paquetes del ﬂujo que obtienen este servicio no deben ser descartados
debido al overﬂow de las colas y deben permanecer dentro de los para´metros solicita-
dos.
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El servicio no controla la latencia mı´nima promedio pero s´ı el tiempo de encolado
ma´ximo, es decir el delay en las colas. Los paquetes podr´ıan obtener un menor delay,
no considera el jitter. Las aplicaciones pueden considerar esto haciendo “buﬀering”
del lado del receptor.
Los enlaces por los que pasa el tra´ﬁco no deben fragmentar y, si supera el MTU
por los paquetes sera´n tratados como tra´ﬁco fuera del ﬂujo (non-conformant traﬃc).
En los bordes de la red, mediante policers, el tra´ﬁco debe ser forzado a cumplir con
los para´metros que lo caracterizan. Si no se cumple puede ser marcado y transmitido
para ser tratado como “best-eﬀort”.
El requerimiento del servicio se hace con un Flowspec de dos para´metros: un Tspec
que caracteriza el tra´ﬁco mediante un TOKEN BUCKET TSPEC y un Rspec para indicar
el servicio a la red. Este u´ltimo se conforma de:
Service rate (R): (Bps). el ancho de banda digital necesario. R debe ser mayor o
igual a r (token bucket rate).
Slack Term (S): (ms). el tiempo extra de delay que los nodos pueden agregar al
tiempo total end-to-end. El valor no puede ser negativo.
El Rspec rate puede ser mayor que el TSpec como se indico´, as´ı valores mayores
pueden reducir la necesidad de encolado. El para´metro Rspec tiene asignado el co´digo
“130”.
El servicio se puede ver como un VC (circuito virtual) con un ancho de banda
digital garantizado. No deber´ıa producirse encolado con descarte. Se asume que no
hay re-routing ni tampoco falla de enlaces.
Los peores casos para deﬁnir Tspec y Rspec de forma end-to-end pueden ser
calculados de forma matema´tica. Si se tiene un Token bucket con los para´metros
(r, b, p) donde el caso ideal es velocidad de salida de interfaz inﬁnita, p.
QDelay =
b
R
, p→∞, R ≥ r (3.7)
Y cuando p no es inﬁnito:
QDelay =
b(p−R)
R(p− r) , p > R ≥ r (3.8)
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Si no se considera el caso perfecto, se agregan dos errores. El te´rmino C, el delay
que sufrira´n los mensajes debido a las velocidades de transmisio´n y los diferentes
taman˜os de mensajes. El otro es D, que es independiente de las velocidades, y re-
presenta el peor caso sin tener en cuenta la velocidad. Este delay se puede asociar
al pipelining de procesamiento en el router. Cada nodo introducira´ una cantidad ﬁja
al valor Dtot. El valor D se calcula para cada salto. Las sumas de C y D en todo el
camino son Ctot y Dtot. Tambie´n se consideran como para´metros las sumas parciales
Dsum y Csum. Los para´metros para el modelo ISA tienen asignados los co´digos:
C <2, 131>
D <2, 132>
Ctot <2, 133>
Dtot <2, 134>
Csum <2, 135>
Dsum <2, 136>
Para el ca´lculo del buﬀer , se deﬁne el te´rmino M , el taman˜o ma´ximo de paquete
o datagrama:
QDelay =
(b−M)
R(p−R)(p− r) +
M + Ctot
R +Dtot
, p > R ≥ r (3.9)
QDelay =
(M + Ctot)
R +Dtot
, R ≥ p ≥ r (3.10)
El taman˜o del buﬀer para los nodos intermedios se calcula entonces como:
QLength = b+ Csum +Dsum × r (3.11)
Lo que se controla es el delay de encolado, el resto deber´ıan ser ﬁjos, bajo las
condiciones estables.
3.4.2. Modelo Controlled-load Service
El otro modelo deﬁnido para ISA es deﬁnido en RFC-2210. Tiene las caracter´ısti-
cas de la QoS que obtendr´ıa un ﬂujo sobre una red sin carga, “best-eﬀort” en una red
sin congestio´n. El modelo, como se indico´ recibe un tratamiento menos estricto que
el anterior, por ejemplo se asimila a un STDM (statistical multiplexing) con mejores
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garant´ıas a menor costo de recursos que el servicio garantizado.
En este tampoco se permite fragmentar y, sucede de forma similar que con el
anterior, el tratamiento de los mensajes que no cumplen con el MTU sera´n tratados
como no pertenecientes al ﬂujo.
La solicitud de este servicio solo requiere un para´metro de Flowspec mediante un
Tspec con un TOKEN BUCKET TSPEC. La aplicacio´n puede asumir una muy baja tasa
de descartes y que el delay no sobrepasara´ por mucho el mı´nimo de la red.
Es un modelo apto como se menciono´ para STM, como tra´ﬁco ela´stico o por
ra´fagas que puede tolerar pe´rdidas y delay dentro de l´ımites razonables, por ejemplo
aplicaciones de real-time soft, adaptativas. Un caso particular podr´ıa ser SNA sobre
TCP/IP.
3.5. IntServ en IPv6
De acuerdo a “IPv6 in Practice” [Sto06] el uso del campo de Flow Label ayudar´ıa
al desarrollo de IntServ para IPv6, aunque no parece haber tenido desarrollos aplica-
bles en entornos reales. El problema de la escalabilidad de IntServ debido a la gran
cantidad de ﬂujos y estados generados se intenta atacar en RFC-3175 “Aggregation of
RSVP for IPv4 and IPv6 Reservations” [BILFD01], tratando de agregar ﬂujos redu-
ciendo as´ı el nu´mero de estados y recursos que se producen individualmente, aunque
la cantidad de paquetes pasando por los routers de tra´nsito sigue siendo importante,
limitando la escalabilidad. El autor del documento citado indica que no tiene presen-
cia de ninguna implementacio´n de IntServ para IPv6.
En el libro “IPv6 Essential” [Hag06] indica que IntServ combinado con RSVP
puede ser complejo de implementar y remarca la limitacio´n de la escalabilidad, ha-
cie´ndolo inadecuado para ofrecer QoS en una red global como Internet.
En “IPv6, 2nd Edition” [Los03], se indica que IntServ ha probado ser inadecuado
como una solucio´n individual para ofrecer QoS, no escala en un entorno global y es
complicado de implementar.
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Si bien varias RFC del IETF trabajan sobre IntServ sobre IPv4 como sobre IPv6,
por ejemplo RFC-2205, RFC-2207, RFC-3175 su desarrollo en aspectos pra´cticos es-
trictamente sobre IPv6 parece estar detenido y los avances se concentran en la sen˜ali-
zacio´n para MPLS o GMPLS (Generalized MultiProtocol Label Switching) usando
RSVP-TE (RSVP Traﬃc Engineering) deﬁnido en RFC-3209 y luego actualizada por
otros documentos. Una buena fuente de referencias a desarrollos y para´metros de
IETF de RSVP se puede obtener en:
http://www.networksorcery.com/enp/protocol/rsvp.htm
http://www.iana.org/assignments/integ-serv/integ-serv.xhtml
Hoy los fabricantes tienen soluciones IntServ con RSVP para IPv4, pero no para
montarlo directo en IPv6. Por ejemplo en la documentacio´n de cisco en su solucio´n
para VoIP indica en ingle´s: “-...RSVP does not support IPv6. RSVP calls support
IPv4. If RSVP is required for the call and any device in the call is conﬁgured for or
uses an IPv6 address, Cisco Uniﬁed Communications Manager rejects the call, and
the caller receives a busy tone...”.
3.6. Ejemplo con IntServ
Finalizado el estudio de IntServ y RSVP tratados en este cap´ıtulo se puede con-
sultar en el segundo ape´ndice, “B”, el ejemplo que muestra IntServ con RSVP en
accio´n.
3.7. Conclusiones sobre IntServ
IntServ es una arquitectura de QoS que ofrece un marco para que las aplicaciones
puedan obtener de la red el servicio deseable, sin embargo la arquitectura tiene mu-
chos inconvenientes. El problema ma´s importante es la falta de escalabilidad, como
se mencionan en [FPRS03].
El problema de escalabilidad se ve en varios puntos:
En primer lugar, la calidad de servicio no puede ser soportada a menos que
todos los nodos de la red implementan IntServ. Cada router debe implementar
sen˜alizacio´n RSVP, control de admisio´n, clasiﬁcacio´n y planiﬁcacio´n de tra´ﬁco.
Puede ser implementada parcialmente, no en todos los nodos, pero no todos los
modelos pueden ser ofrecidos en este caso.
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IntServ clasiﬁca paquetes en un gran nu´mero de clases, lo hace por ﬂujo, es-
to aumenta el nu´mero de “clases” generando problemas de rendimiento en la
mayor´ıa de los nodos de la red, principalmente en el nu´cleo.
La implementacio´n de IntServ en el nu´cleo de Internet es impracticable debido
al enorme almacenamiento necesario para los estados y la alta carga de procesa-
miento que se generar´ıa. Para que sea u´til IntServ de forma end-to-end requiere
acuerdos entre diferentes redes, diferentes vendedores de equipos y normas ma´s
estrictas. Si bien RSVP se puede implementar dentro de una red privada, em-
presa/organizacio´n mediana, es dif´ıcil llevarlo a grandes redes pu´blicas.
Por u´ltimo, cada solicitud de reserva necesita intercambiar una cantidad no
trivial de mensajes para la sen˜alizacio´n, recursos de procesamiento y memoria
en cada nodo. Todos los estados se deben refrescar de forma perio´dica, afectando
de forma importante la escalabilidad.
Un punto que no queda cubierto por la arquitectura es como autorizar las so-
licitudes y como priorizar entre diferentes requerimientos al momento de aceptar o
rechazar. Hoy en d´ıa no hay muchas aplicaciones que soporten RSVP por lo que no
ha sido ampliamente difundido su uso. Los routers que soportan IntServ deben tener
una cantidad signiﬁcativa de ancho de banda para ofrecer, pues esta arquitectura no
fue disen˜ada para trabajar en enlaces de baja velocidad.
IntServ se puede encontrar hoy en d´ıa en las redes corporativas que trabajan
para un ancho de banda y delay garantizado, por ejemplo, para telefon´ıa sobre IP
o v´ıdeo conferencia. Aunque su uso ha disminuido, muchas de las ideas y conceptos
desarrollados se encuentran en las nuevas arquitecturas de QoS, por ejemplo la idea
del servicio de carga controlada ayudo´ a desarrollar la arquitectura DiﬀServ, o el
protocolo RSVP se utiliza hoy con MPLS o GMPLS Traﬃc Engineering con RSVP-
TE. Con respecto a RSVP y RSVP-TE en el documento IETF RFC-4094 “Analysis of
Existing Quality-of-Service Signaling Protocols” [MF05] se hace un ana´lisis de estos
y otros protocolos de sen˜alizacio´n para QoS.
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Cap´ıtulo 4
Estrategias de encolado
4.1. Introduccio´n
Las estrategias de encolado y de descarte de paquetes son fundamentales para el
funcionamiento de la QoS. Sin estas, es imposible ofrecer un tratamiento diferenciado
a los distintos tipos de tra´ﬁco. Las estrategias de encolado se utilizan en ambos mo-
delos, tanto DiﬀServ como IntServ. La eleccio´n de la disciplina correcta para armar
las colas y la longitud de las mismas son tareas cruciales en el proceso de deﬁnicio´n
del tratamiento con QoS. Cuando se selecciona la longitud de la cola, esta debe ser la
adecuada, pues, si de alguna manera es demasiado corta podr´ıa desechar fa´cilmente
paquetes, o, si es demasiado larga, se podr´ıa an˜adir una cantidad de latencia o jitter
que las aplicaciones no podr´ıan tolerar. De acuerdo a las colas, las sesiones de los
programas montados sobre determinados protocolos, por ejemplo: TCP, podr´ıan no
funcionar de extremo a extremo si los paquetes tienen que esperar largos per´ıodos
de tiempo en las colas. Dentro de las tareas para ofrecer QoS, es crucial entender las
capacidades de encolamiento de los routers en los nodos intermedios.
En este cap´ıtulo se describira´n varios de los mecanismos disponibles en los nodos de
red para el encolado y descarte de paquetes. En el ape´ndice asociado se dara´n algunos
ejemplos pra´cticos proporcionando una visio´n general de varios de los me´todos que
se encuentran en la mayor´ıa de los dispositivos de red actuales.
4.2. Breve introduccio´n a la teor´ıa de colas
Cualquier sistema de servicio compartido puede ser caracterizado por un proceso
de llegada y otro de salida (proceso de servicio). En las redes de datos, los paquetes o
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los datagramas son los elementos a ser servidos, son los que llegan y salen de los nodos.
Un router es un recurso compartido en la red que ofrece el servicio de enrutamien-
to de tra´ﬁco. Los paquetes arriban al sistema (router) con determinada distribucio´n
de probabilidad, en el proceso de enrutamiento son servidos; el router elige el siguien-
te salto y realiza las tareas adicionales como decrementar el hop-limit. Finalmente
sera´n despachados por una interfaz de salida. Cuando un paquete llega al router y
este esta´ ocupado debido, por ejemplo, al procesamiento de otro paquete, el entrante
debera´ esperar, por lo que la cola ahora tendra´ un nuevo elemento.
El comportamiento del sistema de encolado es dependiente de:
Factores externos:
• Proceso de llegada, arribo (la tasa y la distribucio´n de los tiempos entre
llegadas).
• Proceso de servicio, despacho (la duracio´n media y la distribucio´n de los
tiempos de servicio). Esta dependera´ de los taman˜os y requerimientos de
cada paquete a ser atendido.
• El taman˜o de la poblacio´n a ser servida.
Caracter´ısticas del mismo sistema de colas:
• El nu´mero de servidores, proceso a servir.
• La capacidad de la colas
• La cantidad de las colas.
• Las reglas de encolado y descarte.
La relacio´n entre la velocidad de llegada y la tasa de servicio dara´ el tiempo que
los paquetes deben esperar en el sistema. Cuando un paquete llega al sistema y el
despachador esta´ ocupado sirviendo a otro, se incrementara´ el tiempo del paquete
dentro del sistema. La cantidad de tiempo que el proceso debe esperar depende de
las caracter´ısticas del sistema de encolado y de los factores externos. Debido a que
los routers tienen una cantidad limitada de recursos (memoria intermedia y ancho
de banda del puerto de salida, etc) las colas sera´n ﬁnitas en cuanto a la longitud. Si
se alcanza la capacidad ma´xima de la cola (se llena) los paquetes nuevos que llegan
sera´n descartados, aunque esto no es siempre as´ı, dependera´ de las reglas que regulan
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Figura 4.1: Diagrama de un modelo de cola M/M/1
el sistema: Queueing Rules.
Habitualmente se considera como sistema base para el estudio de colas un modelo
M/M/1, el cual se ilustra en la ﬁgura 4.1. Este es un sistema que en la mayor´ıa de
los casos es dif´ıcil de aplicar al tra´ﬁco de paquetes de datos, ya que supone que el
proceso de llegada se comporta bajo la hipo´tesis de Poisson. Para ma´s informacio´n se
puede consultar la bibliograf´ıa relacionada, como [Sch94] [Bol98].
La hipo´tesis de Poisson no siempre es cierta, y tal vez nunca suceda, por ejemplo
ante tra´ﬁco con comportamiento autosimilar. Como normas generales podemos men-
cionar que si hay aumento del tra´ﬁco, el retraso aumentara´, y en presencia de tra´ﬁco
en ra´fagas, el retardo sera´ ma´s variable, dando peores resultados. Si la carga aumenta
se excedera´ la capacidad del router dando una mayor longitud de la cola pudiendo
llegar al estado irreal de longitud inﬁnita. En un sistema real el router se vera´ obliga-
do a descartar los paquetes. Una solucio´n podr´ıa ser adquirir un equipo ma´s potente
y aumentar el ancho de banda de la salida. A menudo el overprovisioning (sobre
aprovisionamiento), situacio´n donde siempre sobran los recursos, no es posible. Al
corto plazo los routers deben adaptarse a los cambios y en lo posible hacerlo de una
forma “inteligente” tratando de reducir los efectos secundarios.
4.3. Colas en el router
Los routers tienen al menos dos niveles de colas, llamadas colas de hardware
y colas de software. Se puede encontrar un tercer tipo, colas de bajo nivel, que
incluye las colas de interfaces de red, las cuales residen en el chipset, por ejemplo,
en las NIC Ethernet, y a menudo no son ma´s que un pequen˜o banco de registros. Las
colas mencionadas como hardware y software residen en el “espacio del kernel”. Las
colas de las NIC esta´n relacionadas directamente con el disen˜o del hardware y puede
variar entre cada fabricante.
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A pesar de su nombre, las colas de hardware no esta´n en los dispositivos, se en-
cuentran entre el controlador de la interfaz y el kernel del sistema, en particular en el
sub-sistema de I/O del sistema operativo y no, como su nombre lo sugiere, en registros
f´ısicos de la placa de red. Las colas llamadas de hardware son el primer nivel entre
la red y el sistema, independientemente del hardware instalado. Se las conoce como
RX-ring y TX-ring. Reciben este nombre porque casi siempre son implementadas con
una estructura de descriptores de buﬀers de memoria que se disponen lo´gicamente en
un arreglo FIFO, comu´nmente no esta´n dispuestos en bloques continuos de memoria,
pero s´ı vinculados en una estructura de datos de lista doblemente enlazada y circular.
Los controladores de las interfaces de red tienen acceso directo a estos espacios de
memoria. Existe un par por cada NIC: RX-ring y TX-ring. En la ﬁgura 4.2 se muestra
un esquema de las colas dentro de un router.
En los sistemas operativos basados en BSD Unix la misma estructura de datos
se utiliza a lo largo de todo el stack TCP/IP. Los trozos de memoria se nombran
mbufs y se reservan en taman˜os pequen˜os. La estructura puede variar entre las dife-
rentes implementaciones, incluso llamarse de forma distinta. Por ejemplo, los buﬀers
en GNU/Linux se llaman sk buffs y los datos se reservan en grandes bloques lineales,
desperdiciando algunos bytes pero permitiendo un acceso ma´s ra´pido. Las operaciones
sobre los mbufs pueden hacerse de forma “clusterizada”, es decir, tratadas en grupos.
Para los frames de entrada al sistema, el tratamiento se lleva a cabo de manera
as´ıncrona. Cuando la tarjeta de red ha recibido una trama completa y correcta (ta-
man˜o y CRC esta´n bien) se debe invocar al controlador espec´ıﬁco del protocolo de la
capa de enlace. Se puede realizar la tarea mediante un sondeo de la cola de la NIC,
user polling, o esperar hasta que se interrumpa el sistema a trave´s de una IRQ, INTR
de hardware. Los mecanismos de interrupcio´n son ma´s apropiados, aunque los detalles
dependera´n de la implementacio´n, como son los drivers y la arquitectura de hardware.
El sistema podra´ mantener la informacio´n relacionada al buﬀer del dispositivo en la
memoria de E/S, memoria principal, memoria DMA o registros espec´ıﬁcos. Para las
colas de entrada las implementaciones de hardware son suﬁcientes.
Cuando el frame entrante llega al sistema entra en los registros de alguna de las
interfaces (cola de la NIC) y luego se maneja inmediatamente por el controlador del
dispositivo (una parte de software que comunica al sistema operativo con el hard-
ware). Una vez que se invoca el controlador, este tomara´ el frame de la cola de la
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Figura 4.2: Diagrama de los sistemas de colas manejados por un router
tarjeta de red y lo colocara´ en un buﬀer del sistema operativo (RX-ring, conocido
como cola de hardware). Para acelerar esta tarea, estos movimientos de datos, desde
medios f´ısicos a la memoria reservada del kernel, se pueden realizar mediante acceso
directo a memoria o con tecnolog´ıas de buses modernas, que terminan asemeja´ndose
ma´s a un switch interno que a un bus.
Despue´s, el encabezado y el trailer (cola) de la trama se comprueban (CRC y ta-
man˜o se calculan generalmente por el hardware, en la interfaz) se podra´n ﬁnalmente
entregar los datos a un protocolo de capa 2 o´ 3 (ARP, STP, IPv4, IPv6, ...) particular
que continuara´ su procesamiento.
Un enfoque muy utilizado es mantener, por el sistema operativo, una cola de
hardware para cada protocolo que trabaje sobre la capa de enlace de datos que im-
plementa la NIC. El primer nivel de multiplexacio´n se realiza mediante la rutina de
la capa de enlace, si la carga u´til de la trama es, por ejemplo, IPv6 de acuerdo al
campo Ethertype, el controlador de protocolo determinado recibira´ una interrupcio´n
de software (esto dependera´ de la implementacio´n del stack TCP/IP) y el proceso de
reenv´ıo, que se ejecuta en el CPU principal del router o en hardware dedicado ASIC,
procesara´ el paquete de su buﬀer.
Los routers tienen colas de entrada y de salida. La cola de entrada estara´ la mayor
parte del tiempo vac´ıa. Esto sucede porque el reenv´ıo/forwarding es un proceso muy
ra´pido que depende de la CPU del router que siempre es mucho ma´s ra´pida que la
velocidad de la interfaz de red). Rara vez se requerira´ buﬀering, aunque puede ser
necesario debido a un alto tra´ﬁco de entrada. En esta situacio´n se utiliza una cola de
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entrada de software. Otra posible implementacio´n podr´ıa elegir descartar el paquete
en lugar de ponerlo en la cola de software.
Para las colas de salida la situacio´n es un tanto diferente, por lo general estara´n la
mayor parte del tiempo ocupadas. La velocidad de los datos entrantes, la capacidad
de router y el ancho de banda digital de la interfaz de salida determinara´n el estado de
las colas. El proceso de forwarding tiene que manejar el paquete, eligiendo la interfaz
de salida y ﬁnalmente, colocar el mensaje en el buﬀer de transmisio´n, TX-ring de la
interfaz seleccionada. Una vez que los paquetes se colocan en el TX-ring, su posicio´n
no puede ser cambiada. El controlador del dispositivo debe ahora copiar los datos
en los registros de interfaz e iniciar el proceso de transmisio´n f´ısica. Una vez que los
datos se copian en la memoria de la tarjeta de red, las posiciones usadas en las colas
de hardware pueden ser liberadas.
So´lo cuando el TX-ring esta´ lleno la cola de software debe encargarse de manejar
los paquetes. Por lo tanto, la conﬁguracio´n de colas de software so´lo tiene efecto du-
rante per´ıodos de congestio´n de la interfaz, cuando se desbordo´ la cola de hardware.
La longitud del TX-ring, al igual que la del RX-ring, se conﬁgura automa´ticamente
por el sistema y depende de la velocidad de la interfaz. Las colas de hardware tienden
a no ser demasiado largas, de manera de no introducir mucho delay. Para los enlaces
de baja velocidad (menos de 3Mbps) so´lo tienen 2 o 4 lugares por frame. Para los
enlaces de alta velocidad, como una conexio´n Ethernet de 100Mbps, su taman˜o pue-
de ser de hasta 128 entradas. Su longitud podr´ıa ser conﬁgurada manualmente, pero
no es algo recomendado. Pocas veces se requiere cambiar los ajustes por default del
sistema para el para´metro. Un escenario posible ser´ıa en el caso que el taman˜o de la
cola de hardware es tan larga que produce retrasos inaceptables reteniendo el tra´ﬁco
sensible al delay.
El TX-ring se descarga tan pronto la interfaz puede despachar el siguiente paquete.
Esto se realiza sin necesidad de interrupciones. Los routers deben proveer implemen-
taciones para que los buﬀers de bajo nivel tengan acceso al TX-ring de forma directa
sin involucrar al CPU de propo´sito general.
Como se menciono´, el RX-ring esta´ generalmente vac´ıo y so´lo de vez en cuando se
ve cargado. En cambio, el TX-ring se ve desbordado con frecuencia. Cuando el TX-
ring esta´ lleno, las colas de software entrar en juego. Para la planiﬁcacio´n de las colas
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de salida por software existe una variedad de Disciplinas de encolado (Queueing
Disciplines). Una disciplina es un forma de trabajar, una programacio´n de la cola
mediante la cual se indica la forma en que los paquetes, se agregan, se quitan para
ser procesados o se descartan. Deﬁne las reglas de encolado, desencolado y descarte
sobre la misma.
4.4. Disciplinas de encolado
4.4.1. Encolado FIFO/FCFS
First-In, First Out (FIFO) o First-Come, First-Served (FCFS) es el algoritmo
ma´s simple. Los paquetes son atendidos y enrutados a trave´s del sistema envia´ndose
por la correspondiente interfaz de salida de acuerdo al orden en que llegaron. Todos
los paquetes son tratados por igual. Cuando un paquete llega, y el sistema (router)
esta´ ocupado, se coloca en una cola de salida u´nica (espacio de buﬀer). Dado que la
cantidad de memoria en cada router es ﬁnita, el espacio se podr´ıa llenar. Si no hay
suﬁciente espacio los paquetes debera´n, de acuerdo a la pol´ıtica de drop, ser descar-
tados. En el caso FIFO la pol´ıtica es muy sencilla, los paquetes nuevos que arriban
cuando la cola esta´ llena se descartan y los ma´s viejos permanecera´n esperando a los
que se encolaron previamente. Esta pol´ıtica de descarte se conoce como Tail Drop.
Cuando es el turno para el paquete, se quita de la cola, se procesa y, ﬁnalmente, se
env´ıa a trave´s de una interfaz de salida (si el router encuentra con e´xito una ruta).
Los colas FIFO son el mecanismo por default utilizado en los dispositivos de red
para procesar paquetes. La mayor´ıa de los routers de Internet funcionaban de una
manera FIFO estricta. Se trata de una solucio´n ba´sica, pero que no proporciona me-
canismos para QoS, todos los paquetes obtendra´n la misma manipulacio´n por lo que
los retardos pueden variar en funcio´n de la carga del router. Este manejo no permite
a los dispositivos de red organizar, reordenar los paquetes en forma diferente, por lo
tanto, no pueden dar un servicio a un ﬂujo de datos particular de manera diferente
que el resto del tra´ﬁco.
En ocasiones un ﬂujo “brusty” en una cola FIFO permite que se consuma todo
el espacio en memoria de la misma, haciendo que todos los otros ﬂujos (tal vez de
buen comportamiento) no puedan recibir un servicio adecuado. El llenado de la cola
produce un bloqueo durante un intervalo de tiempo. El tra´ﬁco TCP es ma´s susceptible
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Figura 4.3: Diagrama de una cola con pol´ıtica FIFO
a sufrir una negacio´n temporal de servicio. Gra´ﬁcamente el modelo FIFO es descripto
por la ﬁgura 4.3. Las colas FIFO puede ofrecer los siguientes beneﬁcios:
Carga computacional baja.
Tiene un comportamiento muy predecible para los paquetes, aunque no bajo
carga. El retardo ma´ximo puede ser determinado por la longitud ma´xima de la
cola.
Las colas FIFO son adecuados para sistemas que siempre funciona sin carga
extrema o tienen interfaces muy ra´pidas.
Las limitacio´n ma´s importante es la incapacidad de proporcionar un planiﬁcador
de QoS durante per´ıodos de congestio´n.
4.4.2. Priority Queueing (PQ)
Las colas de prioridad (PQ) es un me´todo relativamente simple para soportar cla-
ses diferenciadas de servicio. En lugar de utilizar una sola cola, este sistema aumenta
el nu´mero de colas y le asigna un valor de prioridad a cada una. La idea es priorizar
el tra´ﬁco entre las diferentes colas.
PQ es una te´cnica que requiere un proceso de clasiﬁcacio´n antes de la puesta en
cola de los paquetes. Los paquetes que llegan deben ser clasiﬁcados en las clases de
prioridad. Cada clase tiene una prioridad y esta´ asociada a una cola. Los paquetes
se colocan en la cola correspondiente de acuerdo con su clase. Las colas se procesan
en orden, desde la de mayor prioridad a la ma´s baja. Cuando el router elige un pa-
quete para transmitirlo procesara´ el tra´ﬁco de cola de ma´s alto valor. La tarea de
procesamiento de tra´ﬁco permanecera´ en la cola de prioridad ma´s alta hasta que esta
se vac´ıe. No empezara´ a procesar la siguiente cola (en orden de prioridad estricta)
mientras existan paquetes de tra´ﬁco de mayor prioridad.
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Figura 4.4: Diagrama de una cola con pol´ıtica PQ
Este algoritmo se implementa con frecuencia de una manera no apropiativa (non-
preemptive), la transmisio´n de un paquete no se interrumpe una vez que comenzo´.
Recie´n cuando se envio´, el sistema re-inspeccionara todas las colas y seleccionara la de
mayor prioridad que no este´ vac´ıa. Cada cola individual se procesa con el algoritmo
FIFO visto anteriormente.
PQ esta´ disen˜ado para dar soporte a las aplicaciones de misio´n cr´ıtica, como los
programas de tiempo real duro. Un problema de este me´todo de procesamiento es
que los paquetes pueden sufrir de inanicio´n (starvation) si una cola de alta prioridad
nunca se vac´ıa. La inanicio´n es el principal inconveniente de las colas PQ.
El proceso de clasiﬁcacio´n previo, antes del encolado, se lleva a cabo buscando
campos espec´ıﬁcos de los datagramas IP, segmentos TCP y/o datagramas UDP.
PQ es la base para los algoritmos de planiﬁcacio´n de cola disen˜ados para propor-
cionar soporte a las clases de servicio diferenciadas, pero su procesamiento estricto
puede derivar en una red donde un tipo de tra´ﬁco nunca sea procesado. Las implemen-
taciones suelen deﬁnir un nu´mero ﬁnito, y bajo, de colas (entre 4 a 6). La asignacio´n
del tra´ﬁco a las colas se realiza de forma esta´tica por reglas que coinciden con la
informacio´n de la cabecera de los paquetes, como los campos direcciones, protocolo o
los nu´meros de puertos. Siempre debe existir una cola de baja prioridad para todo el
tra´ﬁco no coincidente y es necesario que el sistema se reserve una cola para el tra´ﬁco
del plano de control. Debido al bajo nu´mero de colas, puede considerarse una solucio´n
de grano grueso (coarse-grained). Esta te´cnica de encolado es ilustrada en la ﬁgura
4.4. PQ puede ofrecer los siguientes beneﬁcios:
Baja carga computacional.
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Permite mejorar la estabilidad de la red en periodos de congestio´n si los proto-
colos del plano de control se consideran como los ma´s prioritarios.
Soporta aplicaciones de tiempo real como emulacio´n de circuitos TDM.
Es crucial que el tra´ﬁco que entra al dominio para luego tratarse con este sistema,
sea previamente acondicionado, es decir, remarcado de acuerdo a su clase. Se reco-
mienda su aplicacio´n sobre servicios que no son burstiness y que tienen caracter´ısticas
de CBR (constant bit rate) o su comportamiento es bien conocido, tales como emu-
lacio´n de circuitos TDM o VoIP, donde se puede conocer el taman˜o del paquete, el
volumen de tra´ﬁco, y el comportamiento del mismo.
4.4.3. Fair Queueing (FQ)
El objetivo de la disciplina Fair Queueing es permitir que los datos de mu´ltiples
ﬂujos puedan compartir equitativamente el ancho de banda digital disponible en un
enlace. El router a implementar este me´todo debe mantener una cola independiente
para cada ﬂujo detectado. Todas estas colas se deben atender de una manera Round
Robin (RR): un paquete por vez de cada cola, por lo tanto el router asegura que cada
ﬂujo tenga la misma posibilidad de ser atendido. Al momento de tomar los paquetes
de las colas, aquellas vac´ıas son salteadas y pierden su turno. La idea detra´s de este
me´todo es compartir de forma equitativa, en ingle´s “Fairly Sharing”.
Debido a que los paquetes var´ıan en taman˜o, cuando el sistema de cola los procesa,
puede encontrar que se excede la cuota otorgada en su turno. Una posible implementa-
cio´n es que el sistema env´ıe el paquete completo pero penalice´ la cola para la pro´xima
pasada en la suma que se excedio´.
Esta te´cnica requiere la deteccio´n de ﬂujos y un proceso bastante costoso de clasiﬁ-
cacio´n antes de que los paquetes sean encolados. FQ resuelve el problema del “bloqueo
temporal” del me´todo FIFO y la inanicio´n posible de PQ, pero el problema que sur-
ge es que todos los ﬂujos son tratados de la misma manera, por lo tanto, no existe
la posibilidad de proporcionar un tratamiento diferencial para aquellos paquetes de
ﬂujos que as´ı lo requieran. Este enfoque es considerado una solucio´n de grano ﬁno
(ﬁne-grained) debido la “granularidad” generada para los diferentes ﬂujos. Las imple-
mentaciones habituales a menudo utilizan un nu´mero de colas de ma´s de 200. Debido
a la auto-conﬁguracio´n se recomienda para sistemas de baja velocidad; como l´ıneas de
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datos T1, E1, Frame-Relay; o cualquier l´ınea digital de menos de 3 Mbps de capacidad.
Por supuesto, el espacio de memoria para los buﬀers es ﬁnito, por lo que los
taman˜os y cantidad de colas son ﬁnitos tambie´n. El espacio de memoria intermedia
se divide en N colas, cada una de los cuales se utiliza para mantener los paquetes de
un ﬂujo. La deteccio´n de ﬂujo se puede lograr con las te´cnicas vistas en el cap´ıtulo
que trata IntServ. Una posible aplicacio´n podr´ıa ser utilizar una funcio´n hash sobre
el campos signiﬁcativos de paquetes:
IP Address origen.
IP Address destino.
Protocolo o next-header.
Port origen.
Port destino.
IP ToS/DSCP/Precedence (QoS markers).
Flow label.
Si hay ma´s ﬂujos que colas los ﬂujos debera´n compartir colas. El llenado de todas
las colas podr´ıa ocurrir por lo que se debera´ aplicar una pol´ıtica de descarte.
El me´todo de FQ fue propuesto por John Nagle en 1985 en el RFC-970. Este es
la base para un grupo de te´cnicas de encolados disen˜adas para evitar que algunos
ﬂujos puedan monopolizar el uso de los recursos de un router. FQ tambie´n puede ser
denominado con el te´rmino Flowbased Queueing (FBQ).
Con este me´todo aplicado sobre un enlace de datos con un ancho de banda digital
de B y donde hay N colas activas, cada ﬂujo obtendra´ una tasa de datos promedio
de valor B/N . Los ﬂujos con “mal comportamiento” so´lo castigara´n a los paquetes
de su clase, as´ı otras sesiones no se vera´n afectadas por los ﬂujos que no se regulan.
Un diagrama de este sistema es ilustrado por la ﬁgura 4.5.
FQ puede ofrecer los siguientes beneﬁcios:
Compartir equitativamente el ancho de banda digital.
Los bursty ﬂows no degradara´n el tratamiento para otros ﬂujos.
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Figura 4.5: Diagrama de una cola con pol´ıtica FQ
Las limitaciones son, como se menciono´, que FQ no proporciona un mecanismo
que le permita soportar diferentes niveles de QoS como para distinguir los servicios
en tiempo real de otros ﬂujos. La clasiﬁcacio´n no es una tarea fa´cil y no se puede
aplicar en los routers de core, porque ellos reciben miles o decenas de miles de ﬂujos,
lo que impactar´ıa negativamente en el rendimiento y la escalabilidad. FQ supone que
el tra´ﬁco se puede separar en ﬂujos bien deﬁnidos, pero esto no siempre es cierto. FQ
se aplica t´ıpicamente en los bordes de la red, “contra” los clientes, en donde ellos se
conectan al proveedor de servicios.
4.4.4. Fair Queueing Estoca´stico (SFQ)
Stochastic Fairness Queuing (SFQ) es considerado miembro de la familia de las
disciplinas de encolamiento basado en FQ. Esta es una versio´n estad´ıstica del algorit-
mo FQ. Trata de resolver el problema que surge cuando hay demasiados ﬂujos y las
tablas de los mismos son muy grandes para ser procesadas con FQ puro. Se resuelve el
problema de la gestio´n colocando so´lo una pequen˜a cantidad de colas y haciendo una
correlacio´n aleatoria entre los ﬂujos de una cola. Se requiere menos ca´lculos mientras
que resulta ser “casi” justo. SFQ se llama “ estoca´stico” porque en realidad no se asig-
na una cola para cada sesio´n, el algoritmo divide el tra´ﬁco sobre un nu´mero limitado
de colas usando una funcio´n de hash. Con este me´todo varias sesiones terminara´n en
la misma cola. Para reducir que siempre las mismas sesiones compartan la misma cola
puede ir variando el algoritmo de hash, de forma que si comparten, lo hara´n solo por
un tiempo limitado.
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4.4.5. Weighted Fair Queueing (WFQ)
Weighted Fair Queueing (WFQ) es una disciplina desarrollada por Lixia Zhang
[Zha90]. Otras propuestas fueron presentadas simulta´neamente por Alan Demers, Sri-
vinasan Keshav y Scott Shenke en 1989. La idea detra´s del me´todo es similar a FQ,
proveer “equidad entre ﬂujos”, pero con capacidad para proporcionar servicios dife-
renciados para algunos. Weighted Fair Queueing (WFQ) puede ser visto como una
generalizacio´n de FQ. En la planiﬁcacio´n de FQ la cantidad de ancho de banda se
divide proporcionalmente en la cantidad de colas. Esto conduce a que todos los ﬂujos
sean atendidos por igual, as´ı no hay un tratamiento especial. WFQ le da adema´s a
cada cola diferentes acciones de servicio. Cada cola tiene asignado un valor de peso,
esto es directamente proporcional con la cantidad de paquetes que podra´ procesar por
ciclo de Round Robin la cola. Por lo tanto, un mayor peso da una mayor prioridad.
A diferencia de FQ, donde se atienden las colas en forma de Round Robin, en WFQ
se atienden las colas con Weighted Round Robin (WRR). El valor de peso para ca-
da ﬂujo se calcula a partir, por ejemplo, del campo ToS/DSCP/Precedencia/Traﬃc
Class de los datagramas IP.
WFQ es capaz de manejar el tra´ﬁco interactivo (de bajo volumen) de forma que
ﬂuya con un mejor tratamiento y as´ı, reducir el tiempo de respuesta y luego compartir
el ancho de banda restante entre los dema´s ﬂujos de datos.
WFQ, de la misma forma que FQ, requiere categorizar el tra´ﬁco de acuerdo a los
diferentes ﬂujos. El proceso es clave para poder ofrecer un tratamiento diferenciado.
Para obtener buenos resultados el marcado de los paquetes, que luego sera´n clasiﬁca-
dos, debe ser conﬁable. Adema´s de los campos, ToS/Precedence/DSCP/Traﬃc Class,
se puede inspeccionar en la clasiﬁcacio´n el campo Flow Label en IPv6 o incluso el
campo Class of Service que tienen los protocolos a nivel de enlace, como por ejem-
plo, MPLS o 802.1p con Ethernet.
Los paquetes arriban, son clasiﬁcados mediante la inspeccio´n de los campos o de
acuerdo a la interfaz por la cual ingresan y se mapean a partir de una funcio´n de
hash a una cola determinada donde esperara´n hasta ser enviados. La generacio´n de
las colas y los pesos asignados se realiza de forma automa´tica a trave´s de me´todos
au´n en desarrollo, llamados a menudo “state-of-the art”.
Los beneﬁcios que puede ofrecer la disciplina WFQ son:
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Compartir equitativamente el ancho de banda digital.
Los bursty ﬂows no degradara´n el tratamiento para otros ﬂujos.
Se puede dar un tratamiento diferenciado a los ﬂujos ma´s prioritarios.
Como contra el mecanismo de WFQ es dif´ıcil de implementar en hardware y
los usos actuales son vistos solo en componentes de software. Tiene ba´sicamente las
mismas limitaciones que FQ. Al ser complejo suele requerir uso intensivo de CPU
y memoria. Rara vez se lo ve en equipos de core. Algunas implementaciones que
intentas resolver sus limitaciones son Self-clocking Fair Queuing (SCFQ), Worst-case
Fair Weighted Fair Queuing (WF2Q) [BZ96] y Worst-case Fair Weighted Fair Queuing
plus (WF2Q+).
4.4.6. Class Based / Weighted Round Robin Queueing
Las disciplinas Class Based Queueing (CBQ), Weighted Round Robin (WRRQ) y
Custom Queueing (CQ) son sistemas de colas que dividen el ancho de banda digital
disponible estad´ısticamente entre las mu´ltiples clases deﬁnidas por el usuario en una
modalidad de grano grueso. La idea detra´s de estos me´todos es la de “Garantizar un
ancho de banda” a cada tra´ﬁco. Cada clase tendra´ su cola asociada y los paquetes
sera´n encolados en la correspondiente de acuerdo a una inspeccio´n previa de los cam-
pos o de marcas previas que traigan.
La asignacio´n entre los paquetes y la cola se pude conﬁgurar de forma manual,
como sucede con un sistema PQ. CBQ/WRRQ utilizan los mismos mecanismos de
clasiﬁcacio´n. Como se manejan pesos, las colas no tienen el mismo tratamiento. Exis-
ten colas que obtendra´n un mayor porcentaje del total del ancho de banda disponible,
siendo de esta forma priorizadas.
CBQ/WRRQ resuelve el problema del tratado estricto que tiene PQ, permitiendo
al tra´ﬁco de menor prioridad ser servido y simpliﬁca la clasiﬁcacio´n con respecto al
sistema WFQ en la fase previa, ya que se desarrolla una solucio´n sin una gran canti-
dad de colas, como se indico´, se utiliza una metodolog´ıa de grano grueso. Como contra
tiene que la puesta en produccio´n suele ser ma´s compleja debido a que requiere una
conﬁguracio´n, a diferencia de WFQ que puede funcionar de forma casi automa´tica.
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Figura 4.6: Diagrama jera´rquico de una cola CBQ
CBQ (Class Based Queueing) fue inicialmente deﬁnido en los art´ıculos de D.
Clark y V. Jacobson, “Flexible and Eﬃcient Resource Management for Datagram
Networks” de 1991 o el de Sally Floyd “Link-sharing and Resource Management
Models for Packet Networks” [FJ95]. En dicho sistema, las colas son organizadas de
forma jera´rquica. Un ejemplo gra´ﬁco se puede observar en la ﬁgura 4.6 tomada del
art´ıculo indicado previamente.
En el tope de la jerarqu´ıa existe una cola tipo “catch-all”, llamada ra´ız, ROOT. La
ra´ız tiene disponible una cantidad de ancho de banda del total. Luego, las colas hijas
de ROOT, tendra´n asignada una porcio´n del total que tiene la cola ra´ız. En ocasiones
el ancho de banda sobrante que no se usa por algunas colas hijas se puede usar por
las colas hermanas que lo necesitan. Este esquema se puede repetir de forma recursiva
generando una ramiﬁcacio´n a partir de otra anterior. En cada nivel de colas la suma
del ancho de banda asignado no puede ser mayor que el total de la cola madre, ra´ız.
En el sistema se debe considerar una cola especial llamada “Cola de Sistema” para
los servicios cr´ıticos del plano de control.
El sistema Custom Queuing (CQ) es un ejemplo de una implementacio´n de WRR.
El te´rmino general es WRR. CQ es similar a CBQ, pero no construye una estructura
jera´rquica. CQ, como CBQ, reserva un porcentaje del total para los diferentes tra´ﬁcos
que sera´n ubicado en sus determinadas colas. Solo hay un nivel de colas en este
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Figura 4.7: Diagrama de una cola con pol´ıtica CQ
sistema. Si una cola no usa determinado ancho de banda asignado, este puede ser
utilizada por las dema´s si lo requieren. CQ es el nombre que el fabricante cisco le da al
sistema de colas deﬁnidas por el usuario con prioridad sin inanicio´n. Otros fabricantes
como juniper directamente las llama WRR. La ﬁgura 4.7 sirve para representar un
diagrama de una cola WRR o CQ. Las colas CBQ/WRRQ/CQ proveen los siguientes
beneﬁcios:
El sistema de colas puede ser implementado en hardware dedicado por lo tanto
se puede aplicar a interfaces de alta velocidad, tanto en el nu´cleo como en los
bordes de la red.
Proveen una solucio´n de grano grueso y dividen el total del ancho de banda
digital en diferentes porcentajes de acuerdo a la prioridad del servicio.
Pueden ser usadas en sistemas de tiempo real compartiendo con tra´ﬁco best-
eﬀort, donde no se producira´ inanicio´n para este u´ltimo.
La mayor limitacio´n de los sistemas CBQ/WRRQ es que son modelos teo´ricos que
permiten dividir el ancho de banda de acuerdo a lo indicado por el usuario de forma
equitativa si los promedios de los taman˜os de los paquetes son similares, pero si los
taman˜os de algu´n tipo de tra´ﬁco es ma´s grande que el resto en promedio podra´ obtener
mayor ventaja. Otra limitacio´n como sucede con PQ, es que, al ser deﬁnidas de forma
manual no se adaptara´n de forma dina´mica a las condiciones de la red.
4.4.7. Deﬁcit Weighted Round Robin (DWRR)
El sistema de colas Deﬁcit Weighted Round Robin (DWRR) propuesto por M.
Shreedhar y G. Varghese en 1995 fue disen˜ado para intentar resolver algunos proble-
mas de implementacio´n de WRRQ/CBQ. En realidad, los sistemas en funcionamiento
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llamados WRRQ y CBQ se basan en esta implementacio´n de DWRR. DWRR trabaja
con un planiﬁcado que requiere menos recursos computacionales que CBQ o WRRQ
puros. En el nuevo sistema cada cola tiene asignado un porcentaje del ancho de banda
asociado a un contador llamado DeﬁcitCounter. En el contador se indica la canti-
dad de bytes que tiene la cola permitido transmitir. Este valor es actualizado en los
quantum del servicio en el que el tiempo es dividido. O sea, se incrementa conforme
pasa el tiempo, como sucede con los tokens en un token bucket. Cada vez que le toca
a la cola ser procesada, el planiﬁcador veriﬁca el valor del contador, si el paquete tiene
la cantidad de bytes permitidos lo procesa y decrementa el contador correspondiente
la suma de bytes igual al paquete despachado, luego continuara´ procesando la misma
cola hasta llegar a un valor que no permita despachar el paquete en curso (un valor
menor que la cantidad de bytes del paquete), ah´ı pasara a analizar la siguiente cola.
4.4.8. Class-Based Weighted Fair Queueing (CBWFQ)
Class-based weighted fair queueing (CBWFQ) es un sistema de colas que extiende
la funcionalidad de WFQ para proveer colas deﬁnidas por el usuario como CQ o CBQ.
Es una combinacio´n entre colas deﬁnidas por el usuario y colas dina´micas generadas
a partir de los ﬂujos detectados.
Cada clase se deﬁne a partir de reglas que hace “matching” con determinado tra´ﬁco,
luego se asigna un ancho de banda, un peso y un limite ma´ximo de paquetes encolados
para la misma. El ancho de banda digital indicado debe ser garantizado para la clase
durante los per´ıodos de congestio´n. Cuando la cola se llena, las pol´ıticas de descarte
se deben aplicar. Se puede utilizar una de tail drop o descartes por prioridad antes
de producirse el llenado completo de la cola. Tail drop es el mecanismo default. Se
puede aplicar un descarte Weighted Random Early Detection (WRED) antes de que
la cola se complete indicando los l´ımites. En este sistema de colas se puede conﬁgurar
una clase default o catch-all, que puede ser una mecanismo WFQ, de esta forma se
combinan colas de usuario con un WFQ. El nombre CBWFQ es dado por cisco a una
implementacio´n dada. En la ﬁgura 4.8 se muestra un diagrama de una cola con esta
pol´ıtica. En GNU/Linux el sistema CBWFQ es ma´s engorroso de conﬁgurar, por lo
que se ofrece como alternativa el sistema Hierarchical Token Bucket (HTB) el
cual se muestra en al ape´ndice correspondiente.
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Figura 4.8: Diagrama de una cola con pol´ıtica CBWFQ
4.4.9. LLQ
Otro tipo de sistema de colas implementado en routers cisco es el llamado Low
Latency Queuing (LLQ). Este provee un manejo de prioridades estrictas, como PQ, al
modelo de CBWFQ. CBWFQ carece de un mecanismo para priorizar tra´ﬁco sensitivo
al delay y tratarlo en un orden estricto. LLQ agrega esta caracter´ıstica, pero, para
no producir una posible inanicio´n como sucede con PQ, solo servira´ este tra´ﬁco de
forma prioritaria en un ancho de banda ﬁjo (limitado). Una vez utilizada su parte, el
resto de los paquetes de la clase sera´n descartados, dando lugar as´ı al procesamiento
de las dema´s colas en forma CBWFQ.
Este modelo se implementa sobre CBWFQ indicando luego cual de las colas
sera´ donde se colocara´ el tra´ﬁco sensitivo al delay, dando prioridad estricta en el
manejo de los paquetes de esta, siempre dentro del ancho de banda establecido. Los
paquetes que no esta´n dentro de los l´ımites sera´n policed mediante un descarte.
4.5. Te´cnicas para descarte de datagramas
En la siguiente seccio´n del texto se muestran diferentes te´cnicas de descarte de
paquetes. Estas acompan˜an las pol´ıticas de manejo de tra´ﬁco para trabaja con los
sistemas de colas.
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Figura 4.9: Descarte cla´sico Tail Drop
4.5.1. Te´cnica de descarte Tail Drop
Durante los per´ıodos de congestio´n las colas llenas no tienen ma´s capacidad para
recibir nuevos paquetes y el planiﬁcador se ve forzado a aplicar algoritmos de descarte.
El ma´s comu´n es el llamado descarte desde los u´ltimos de la cola, o en ingle´s Tail
Drop o Drop Tail, en el que, simplemente los que llegan “tarde”, una vez que la cola
se lleno´ no sera´n recibidos, por lo tanto, se pierden. Esto se aplica hasta que exista
nuevamente lugar en la estructura de datos. En la ﬁgura 4.9 se ilustra esta te´cnica de
descarte.
Acorde a los protocolos transportados sera´ la reaccio´n ante el descarte. Por ejem-
plo, para TCP causara´ que la sesio´n entre a la fase de slow-start (SS) reduciendo
dra´sticamente el uso que puede hacer del enlace. Para UDP la reaccio´n dependera´ de
la capa superior. Comu´nmente UDP se mantiene sin cambios en su tasa de transmi-
sio´n ante la pe´rdida de datagramas.
Algunos estudios han mostrado que la te´cnica de descarte de mu´ltiples segmentos
de conexiones TCP diferentes en el mismo equipo por la falta de espacio en la cola
genera una situacio´n conocida como TCP global synchronization [Has89]. En
este caso, todos los emisores TCP afectados entrara´n en el control de congestio´n
“reseteando” la variable CWD (congestion window) y volviendo a comenzar casi al
mismo tiempo, dando como resultado otro evento de congestio´n en el corto plazo
produciendo nuevamente el mismo efecto. Esto se puede ver como un incremento y un
decremento “casi” global del uso del ancho de banda produciendo una sub-utilizacio´n
de la red. La ﬁgura 4.10 intenta ilustrar esta situacio´n tomando como fuente varias
sesiones TCP.
Se remarca en otros estudios que el problema se debe al sencillo mecanismo de
descarte del ﬁnal cuando la cola esta´ llena. En el art´ıculo se recomienda aplicar
algoritmos de descarte ma´s inteligentes para manejar las colas. Se resalta que el
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Figura 4.10: Diagrama del problema de la sincronizacio´n global de TCP
efecto se produce donde ﬂujos, probablemente sin ninguna relacio´n alguna, se vinculan
sincroniza´ndose por el hecho de ser descartados al mismo tiempo, volviendo ma´s tarde
a encontrarse en la misma situacio´n del estado de la cola llena.
4.5.2. Te´cnica de descarte Drop-from-Front
Sobre una cola completa, esta te´cnica, en lugar de descartar los que arriban fuera
del espacio de memoria reservado, desecha los paquetes ma´s viejos, los que esta´n en
el tope de la cola para hacer lugar a los nuevos que au´n no se almacenaron. Con este
me´todo se puede resolver algunos problemas de bloqueo producido por la te´cnica de
descarte de la cola en un sistema FIFO. Un problema que se encuentra en un sistema
FIFO con descarte desde la cola se conoce como “Head-of-line blocking” o directa-
mente HOL blocking (un diagrama del mismo se muestra en la ﬁgura 4.11 tomado
de Wikipedia.). Esta situacio´n se encuentra en dispositivos con muchas interfaces de
entrada y muchas de salidas, donde los bloqueos pueden producirse no por falta de
capacidad sino cuando varios paquetes desde colas diferentes de entrada tienen como
destino una misma cola de salida, retrasando as´ı otros que podr´ıan despacharse por
interfaces sin carga. Otra te´cnica que permite resolver el problema de HOL blocking
es la de no manejar directamente colas de entrada y tener varias colas virtuales de
salida por interfaz, te´cnica conocida como Virtual Output Queues o Advanced
Input Queues. Se implementa colocando en las interfaces de entrada una cola virtual
separada por cada interfaz de salida, de esta forma se evitan parte de los bloqueos.
Drop-from-Front fue inicialmente disen˜ado para mejorar el rendimiento de TCP
sobre redes con altos valores del producto B×D (bandwidth-delay networks) y utili-
zado en TCP over ATM. En el caso de ATM esta te´cnica genera espacio para nuevas
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Figura 4.11: Problema de Head of Locking
celdas descartando las que esta´n ma´s cerca de la salida. TCP puede ser notiﬁcado del
descarte de forma ma´s temprana, previo a que el origen reaccione ante el timeout por
no recibir la conﬁrmacio´n, ACK. Otras versiones como Partial Frame Drop at Front
(PFDF), permite descartar celdas de forma selectiva pertenecientes al mismo paquete.
Las pol´ıticas o disciplinas de descarte Drop-tail o Drop-from-Front tienden a pe-
nalizar el tra´ﬁco en ra´fagas y causan el problema de la sincronizacio´n global de TCP.
Estudios posteriores demostraron que realizar un descarte probabil´ıstico antes de que
la cola este completa ayuda a resolver estas situaciones. AQM (Active Queue Mana-
gement), Manejo activo de colas como disciplina aplica esta u´ltima te´cnica.
4.5.3. Te´cnica de descarte RED
La te´cnica RED (Random Early Detection] es un me´todo usado en AQM, el cual
trata de evitar el problema de la mala utilizacio´n de la red por el feno´meno llamado
sincronizacio´n de TCP global. La te´cnica fue estudiada por varios investigadores en
1993, entre ellos Sally Floyd y Van Jacobson. Estos presentaron un art´ıculo titula-
do “Random Early Detection Gateways for Congestion Avoidance” [FJ93], donde se
brinda un borrador del algoritmo RED. Este no es solo una te´cnica de descarte sino
tambie´n una manera de administrar la cola. Permite implementar el mecanismo de
control de congestio´n evitando el problema de sincronizacio´n entre ﬂujos TCP.
Un objetivo de esta te´cnica es proveer lo ma´s pronto posible un feedback del esta-
do de la red a los nodos que generan y reciben tra´ﬁco, antes que las colas “rebalsen”
y desechen los paquetes. RED trabajara´ bien con ﬂujos que tomen medidas ante las
notiﬁcaciones de congestio´n, ya sea de forma expl´ıcita como con ECN, o de forma
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impl´ıcita como lo hace TCP ante timeouts. RED se anticipa a la congestio´n indican-
do la situacio´n antes que suceda.
Para aplicarse RED necesita controlar el promedio del taman˜o de la cola y los
paquetes marcados y/o descartados. Cuando la cola llega a un umbral, la seleccio´n
de descarte o marcado comenzara´ a realizarse. Esta debe hacerse de forma equitativa
sobre todos los ﬂujos. RED sera´ ma´s eﬁciente en un entorno donde los extremos cola-
boran bajando las tasas de transmisio´n ante la inminente congestio´n, aunque tambie´n
trabaja de forma adecuada sobre ﬂujos que no toman medidas.
La primera tarea para evitar la situacio´n extrema de descarte es detectar la inci-
piente congestio´n. Esto se realiza midiendo el taman˜o de la cola durante per´ıodos de
tra´ﬁco o estimando durante los momentos que permanece vac´ıa. Se puede computar
un valor m que indica la cantidad de datagramas o paquetes que puede transmitir
el dispositivo. RED no usa valores instanta´neos sino que mide y calcula de forma es-
tad´ıstica usando un ﬁltro pasa-bajos, “suavizando” el promedio. Es computado como
una funcio´n exponencial pesada, Exponential weighted moving average (EWMA).
avgi = (1− wq)avgi−1 + wqlen(Q) (4.1)
El peso wq es una constante en el intervalo (0, 1) con la cual se indica la relevan-
cia de las mediciones ma´s recientes del promedio avg. Si es grande se le da mayor
relevancia y el tra´ﬁco en ra´fagas dominara las decisiones. Si se pone muy bajo wq,
entonces las reacciones sera´n posiblemente muy lentas. El valor wq dependera´ del va-
lor ma´ximo posible de la longitud de la cola, L. y de dos umbrales: minth,maxth que
indican cuando comenzar a descartar y cuando detenerse.
Tres diferentes etapas se pueden encontrar en el arribo de un paquete:
Cuando el promedio es menor que el valor minth, en este caso no hay descarte
ni marcado.
Cuando el promedio esta´ entre los dos umbrales, en este caso los paquetes
sera´n descartados o marcados de forma aleatoria con cierta probabilidad, que
se computara´ en funcio´n del promedio de la cola estimado.
Cuando el promedio excede el segundo umbral, maxth, en este caso RED des-
cartara´ o marcara´ cada paquete que llega al router.
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La otra tarea es decidir a que ﬂujos notiﬁcar de la congestio´n inminente mediante
el descarte o marcado. RED lo hara´ de forma aleatoria cuando el promedio de la cola
este entre los umbrales ya mencionados. Cada paquete que arriba sera´ tomado en
el proceso con una probabilidad pa, donde este valor esta´ en funcio´n del promedio,
avg. El valor de pa se calcula en base a otra probabilidad, pb. Esta probabilidad se
computa segu´n la siguiente ecuacio´n:
pb = maxp(avg −minth)/(maxth −minth). (4.2)
Donde el para´metro maxp da el ma´ximo para la probabilidad de marcado en pb.
Tanto como avg var´ıa de minth a maxth la probabilidad de marcado var´ıa de forma
lineal en el intervalo (0..maxp). La probabilidad ﬁnal pa de marcado, descarte, es
computada en base a pb y se incrementa lentamente a medida que llegan paquetes
desde el u´ltimo marcado. Ahora si pa = pb se obtiene una distribucio´n geome´trica
de descartes entre llegadas, dando como resultado seleccio´n de ra´fagas llevando al
problema de la sincronizacio´n. Por eso pa 6= pb sino:
pa =
pb
(1− count× pb) (4.3)
Donde count es la cantidad de paquetes que llegaron desde el u´ltimo que se marco´.
Cada vez que se marca un paquete, pa baja. En este caso pa tiene una distribucio´n
uniforme.
RED puede medir la cola en bytes o paquetes. En caso que lo haga en bytes debe
tener en cuenta que el paquete sea marcado en base a su taman˜o en bytes.
pb = maxp(avg −minth)/(maxth −minth) (4.4)
pb = pb × PacketSize
MaximumPacketSize
(4.5)
pa =
pb
(1− count× pb) (4.6)
Los paquetes ma´s largos tendra´n mayor probabilidad, beneﬁciando el tra´ﬁco in-
teractivo, por ejemplo, mensajes VoIP, X-window, SSH o TELNET.
Haciendo un ana´lisis del algoritmo se observan dos partes. Una que calcula el pro-
medio de la cola y otra la probabilidad de marcado. La forma de evitar la congestio´n
es tratando de mantener a la red en estado de baja latencia aprovechando el ancho de
banda. La seleccio´n de los umbrales debe tener la caracter´ıstica tal que minth permite
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mantener una buena parte del tra´ﬁco que sea de ra´fagas y puede ser computado como
la ma´xima latencia de encolado permitida multiplicado por el ancho de banda digital
total. El otro umbral, maxth, debe contemplar el ma´ximo delay del router y debe
ser lo suﬁcientemente grande para prevenir la sincronizacio´n. Una regla habitual es
colocarlo al doble del mı´nimo, maxth = 2×minth.
RED aporta los siguientes beneﬁcios:
Control equitativo de la congestio´n.
No hay sincronizacio´n global TCP.
Se puede implementar en diferentes entornos.
Aprovecha la red de forma global.
Se puede implementar en casi cualquier router.
La desventaja ma´s importante es que RED trata todos los ﬂujos de forma equita-
tiva sin tener en cuenta prioridades, no permitiendo as´ı brindar una QoS diferenciada.
4.5.4. Te´cnica de descarte WRED
Weighted Random Early Detection (WRED) es un algoritmo desarrollado por cis-
co. Es una extensio´n de RED donde la misma cola puede tener varios umbrales, un
par para cada tipo de tra´ﬁco a considerar. Cada par sera´ (minth,maxth) y estara´ aso-
ciado a un valor de IP Precedence, DSCP o Traﬃc Class. De esta forma se puede
tratar diferente al tra´ﬁco de acuerdo al peso o prioridad. Cuando WRED descarta
lo hara´ de forma selectiva de acuerdo a las prioridades indicadas. Esta te´cnica hoy
puede ser encontrada en routers de otros fabricantes, como juniper. Este algoritmo
puede ser usado en routers de core, donde ya el marcado del campo de Traﬃc Class
fue realizado por los router de l´ımite o borde al entrar al dominio de QoS.
GRED (Generic RED) es el nombre de WRED en los sistemas GNU/Linux. Los
creadores son Werner Almesberger, Jamal Hadi Salim (el co´digo C indica que el es-
critor del co´digo es Jamal) y Alexey Kuznetsov. Este fue publicado en el art´ıculo
“Diﬀerentiated Service on Linux”. En el caso de GRED se simula 16 colas virtuales
con para´metros independientes.
Estos tres algoritmos, RED, WRED y GRED funcionan mejor cuando el tra´ﬁco
es “responsivo” (responsiveness) a las notiﬁcaciones de congestio´n, como sucede con
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TCP. RED no funcionara´ de forma o´ptima con protocolos que no reaccionan a estos
avisos o descartes. Otro problema que se encuentra es que, de acuerdo a [MBDL99]
la conﬁguracio´n de los para´metros adecuados es necesaria para un correcto funciona-
miento, y si se dejan default probablemente no se tengan buenos resultados. Actual-
mente existen otras te´cnicas como ARED [FGS01] o Blue que permiten sintonizar
los valores de forma automa´tica, aunque no se han difundido las implementaciones
en routers de la red para su uso en produccio´n.
4.5.5. Weighted Tail Drop (WTD)
Weighted tail-drop (WTD) es una mejora sobre Tail Drop donde se tiene un
programa mucho ma´s sencillo que WRED o RED, donde se intenta descartar en base
a prioridades, monitorizando el largo de la cola. Esta te´cnica se puede encontrar en
dispositivos layer 2 usando el campo CoS (Class of Service) que proveen algunos
protocolos de nivel de enlace.
4.5.6. Otras implementaciones
El “fabricante cisco ha desarrollado” otras tecnolog´ıas para evitar la congestio´n
como puede ser FbWRED (Flow-based Weighted Random Early Detection).
Esta te´cnica se aplica a WRED, pero se hace por ﬂujos y no por los valores de los
campos DSCP o Traﬃc Class. La clasiﬁcacio´n es bastante ma´s compleja y en los rou-
ters de core es muy costosa. Una alternativa puede ser clasiﬁcar en los bordes usando
el campo Flow Label cuando esta´ disponible para luego procesar de una manera ma´s
eﬁciente.
FbWRED parece solucionar de mejor manera el problema de los tra´ﬁco que no
responden de forma adecuada a la congestio´n, como el caso de UDP.
4.6. Ejemplos con disciplinas de encolado
Para ilustrar el uso de las diferentes disciplinas de encolado se agrega a este texto
el Ape´ndice “C”.
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Cap´ıtulo 5
DiﬀServ
(Diﬀerentiated Services)
5.1. Introduccio´n
El modelo DiﬀServ (DS), deﬁnido en RFC-2474 [NBBB98], RFC-2475 [BBC+98]
y RFC-3260 [Gro02], es un enfoque ma´s nuevo para ofrecer QoS, comparado con el
anteriormente visto: IntServ. DiﬀServ en contraste con el modelo ofrecido por ISA,
fue desarrollado para clasiﬁcar el tra´ﬁco en Internet en clases o grupos ma´s amplios o
generales, dando una solucio´n de grano grueso que soporta escalabilidad. Se deﬁne un
dominio de QoS, una red o un conjunto de estas, dentro del cual el campo DSCP/IP
Precedence o Traﬃc Class tiene un signiﬁcado espec´ıﬁco, permitiendo as´ı que los pa-
quetes dentro del dominio, sean tratados acorde al valor que llevan. En el modelo
se especiﬁca un rango de clases DS (DiﬀServ) y se sugieren los co´digos de marcado
para las mismas. A diferencia de IntServ, donde se realiza una clasiﬁcacio´n por ﬂujo
generando una solucio´n con un complejo algoritmo para administrar gran cantidad
de hilos simulta´neos de datos, este nuevo esquema es ma´s simple.
DiﬀServ fue desarrollado en los ﬁnales de los 90’s como respuesta a la necesidad
de un modelo de QoS ma´s sencillo y escalable. IntServ ya hab´ıa mostrado su deﬁ-
ciencias y la complejidad no lo hacia apto para redes de gran taman˜o. La QoS con
IntServ parec´ıa ser una caracter´ıstica demasiado costosa. Desde el punto de vista de
la implementacio´n, el nuevo modelo es mucho ma´s sencillo y, hasta hoy en d´ıa, ha
demostrado ser fa´cilmente desarrollado en un gran nu´mero de redes. Los mecanismos
de DiﬀServ son los ma´s utilizados en todos los routers dando tratamiento diferenciado
tanto a IPv4 como IPv6, incluso se aplican las mismas te´cnicas sobre MPLS usando
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el campo para marcar CoS que inicialmente se consideraba como Experimental.
IPv4 desde su concepcio´n, el RFC-791 o STD-5, considero´ un campo en el data-
grama para indicar la seleccio´n de la QoS. En los principios fue llamado ToS (Type of
Service). Luego la codiﬁcacio´n e interpretacio´n fue cambiando sobre esta porcio´n de
8bits 1. Segu´n DiﬀServ el campo es renombrado a DSCP (Diﬀerentiated Services
Code Point) o para IPv6 como Traﬃc Class. Esta porcio´n del datagrama tiene
como objetivo indicar el tratamiento diferenciado de los paquetes para los routers.
En la arquitectura propuesta por DiﬀServ se utilizan nuevos protocolos y meca-
nismos para clasiﬁcacio´n y marcado de paquetes. En esta la clasiﬁcacio´n se realiza
en una cantidad reducida de grupos que llevan el nombre de Forwarding Classes.
Los paquetes deben ser clasiﬁcados y marcados al momento que arriban al domino
o red de QoS. Un QoS DiﬀServ Domain o Dominio de QoS DiﬀServ es un
grupo de dispositivos, probablemente todos formando parte de una misma red, que
implementan las mismas pol´ıticas de QoS. Cada equipo debe manejar los paquetes
perteneciendo a la misma clase de la misma forma, similar como lo hacia IntServ,
pero en este caso en grupos mucho ma´s amplios en lugar de hacerlo por ﬂujo. Los
nodos, tanto switches, routers como otros dispositivos, involucrados en la QoS bajo
una administracio´n comu´n deﬁnen el dominio. Una vez que el paquete ingresa a la
red, es clasiﬁcado y mapeado a una clase de servicio, CoS, es marcado mediante
campos en el encabezado, en particular el antiguo ToS, renombrado como DSCP, y
luego es tratado de acuerdo a este valor. Incluso puede ser remarcado en caso que
las condiciones de la red o del tra´ﬁco cambien, aunque el remarcado rara vez sucede
en el core de la red. Cada clase representara´ un tratamiento de despacho, en ingle´s
Forwarding Treatment, en te´rminos de prioridad de descarte, prioridad de despa-
cho, ancho de banda ma´ximo, ancho de banda reservado y taman˜o de las colas para
controlar el delay.
El modelo no impone en principio ningu´n tratamiento ni escala particular de prio-
ridad. Deja estas deﬁniciones al operador de la red, aunque con el objetivo de permitir
inter-operabilidad entre dominios recomienda como esta´ndares algunos conjuntos de
clases, por ejemplo, “best-eﬀort” que siempre deber´ıa estar presente. DiﬀServ provee
un entorno, framework de trabajo, para la clasiﬁcacio´n y el marcado en grandes grupo
o Forwarding Classes.
18 bits de los cuales algunos se usan para otros propo´sitos, como ECN
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5.2. DiﬀServ vs. IntServ
DiﬀServ intenta atacar y solucionar las siguientes deﬁciencias de IntServ:
Escalabilidad: para IntServ mantener los soft sates en cada router para cada ﬂujo
es una tarea pesada, ma´s en el nu´cleo de la red donde la carga de tra´ﬁco tiende a
ser extrema, al l´ımite de las capacidades de las interfaces. DiﬀServ opta por un
esquema de agrupamiento a mayor escala en grupos ma´s generales sin necesidad
de mantener estados.
Modelo de servicio ﬂexible: Intserv solo deﬁne dos clases esta´ndares. Diﬀserv de-
ja abierta las clases y deﬁne algunas esta´ndares, las que pueden ser usadas en
la implementacio´n directa o como referencia.
Simplicidad/Complejidad: El hecho de que RSVP u otro protocolo de sen˜alizacio´n
debe ser implementado en cada router en el dominio hace que el protocolo sea
ma´s complejo para el caso de IntSetrv. La reserva y liberacio´n de recurso es
una tarea que agrega complejidad a la red y atenta en parte con el principio
de end-to-end. Para DiﬀServ, la sen˜alizacio´n no es un requerimiento, aunque se
puede proveer.
5.2.1. Co´mo trabaja DiﬀServ
Los routers en el modelo DiﬀServ implementan un mecanismo de tratado de pa-
quetes llamado Per-Hop-Behavior (PHB). Un PHB es una descripcio´n de como
externamente se observar´ıa el Forwarding Behavior aplicado en un nodo compa-
tible con DS (i.e. un router) dentro del dominio de QoS a un tra´ﬁco de una misma
clase. PHB deﬁne la propiedades del forawding asociadas a un tra´ﬁco dado.
Otra deﬁnicio´n que encontramos en el modelo es una Agregacio´n de Com-
portamiento/tratamiento, en ingle´s Behavior Aggregate (BA), te´rmino que se
reﬁere al tra´ﬁco en s´ı que pertenece a la misma clase y, por lo tanto, tendra´ el mismo
tratamiento o PHB. Un BA habitualmente se lo asocia con los paquetes marcados
con el mismo co´digo o DSCP (DiﬀServ Code Point).
Diferentes PHB pueden ser deﬁnidas para ofrecer distintos tratamientos a los pa-
quetes de datos. Por ejemplo, baja tasa de pe´rdida/descarte, bajo delay o latencia,
76
un ancho de banda asegurado determinado o el simple “best-eﬀort”.
Otro concepto que provee el modelo DiﬀServ es el Bandwidth Broker (BB).
El agente BB no es obligatorio en el modelo, pero permite un manejo ma´s sencillo y
escalable de las pol´ıticas. El BB mantiene la informacio´n de la pol´ıtica y prioridades
de QoS del dominio. Reserva las marcas para cada clase e incluso podr´ıa hacerlo con
los anchos de banda para las mismas. A trave´s de este se puede derivar la conﬁgu-
racio´n en los nodos de la red para el manejo de la QoS. El mismo tambie´n permite
lograr QoS multi o inter dominio de forma end-to-end, comunica´ndose con los BB
de los dominios vecinos y “acordando” un mapeo entre los PHB de cada uno. Ma´s
adelante ser vera´n otros detalles de la componente.
Los pasos en los cuales se aplica DiﬀServ son los que se enumeran a continuacio´n:
1. Primero, la aplicacio´n genera el tra´ﬁco. En contraste con IntServ, la aplicacio´n
no participa directamente en el proceso para indicar los requerimientos de QoS.
La aplicacio´n puede colaborar en el marcado si conoce de antemano el BA
indicado por el DS.
2. Una vez que los paquetes llegan a los routers de borde, edge, del dominio de QoS
DS, deben ser clasiﬁcados y marcados acorde a las pol´ıticas de QoS de entrada
a la red. Los routers de borde del dominio hacen el trabajo de clasiﬁcacio´n en
una forma muy similar a como se hace en IntServ: inspeccionan los campos
del paquete, incluso del segmento o PDU de la aplicacio´n (cuando es posible),
luego hara´n el “matching” con las pol´ıticas y ﬁnalmente marcara´n el DSCP.
La clasiﬁcacio´n se hace en las diferentes BAs deﬁnidas en la red. El generador
puede estar dentro del dominio, por lo que el primer router que trate el mensaje
cumplira´ las funciones de router de borde.
3. En los routers de borde el tra´ﬁco tambie´n puede ser acondicionado mediante
shaping o policing de acuerdo a las pol´ıticas del dominio. Las deﬁniciones de los
PHB se pueden hacer de forma coherente pero distribuida en todos los equipos
de la red o de forma centralizada a trave´s del BB.
4. Una vez clasiﬁcados en un BA, posiblemente acondicionados y marcados los
paquetes en su encabezado, seguira´n el camino a lo largo del dominio siendo
tratados con el PHB asociado al BA al que pertenecen acorde al DSCP. Excep-
cionalmente podra´n ser re-marcados o re-acondicionados.
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5. Los paquetes atravesara´n el core de la red y sera´n tratados de igual forma en el
resto de los routers del dominio de acuerdo al BA asociado al PHB.
6. Finalmente los paquetes llegara´n a destino o saldra´n del dominio. Para la salida
a otro dominio con QoS, el BB se puede encargar de negociar el mapeo entre
las marcas y PHB de la red saliente a la entrante.
5.3. Componentes del modelo DiﬀServ
En el modelo DiﬀServ, a diferencia del de IntServ, parece no haber una clara
separacio´n entre plano de datos y plano de control, ya que la sen˜alizacio´n no se
contempla como parte de la deﬁnicio´n. Las funciones de la red se separan entre los
nodos de borde/edge y los de nu´cleo/core. Los nodos de borde son los que aceptan
el tra´ﬁco al entrar o mandan el tra´ﬁco al salir del dominio y los de nu´cleo son los
que internamente hacen el proceso de la mayor parte del tra´ﬁco. Los de nu´cleo solo
“hablan” con nodos que pertenecen al mismo domino, a diferencia de los de borde que
intercambian tra´ﬁco con routers de otros dominios. Las operaciones ma´s complejas
son llevadas a los bordes donde la cantidad de tra´ﬁco se supone menor y se trabaja a
menores velocidades. Los routers de core deben tener tareas simples para hacerse lo
ma´s ra´pido posible y en la cantidad que se demande.
5.3.1. Nodos de Borde/Edge
Los nodos o routers de borde actu´an al ingresar o sacar tra´ﬁco del dominio y
tienen asignadas dos tareas principales:
1. Clasiﬁcacio´n (Classiﬁcation)
2. Marcado (Marking)
En la ﬁgura 5.1 se muestra un diagrama en bloques de las tareas basado en el
diagrama en ASCII Art encontrado en RFC-2475. Adema´s, se muestran dos tareas
auxiliares:
1. Medicio´n (Metering)
2. Acondicionamiento (Conditioning): Shaping o Policing
La medicio´n es una tarea necesaria, el acondicionamiento o “conditioning” podr´ıa
no usarse. La misma se aplica cuando el perﬁl del tra´ﬁco no concuerda con las pol´ıticas
del dominio.
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Figura 5.1: Diagrama en bloque de las componentes DiﬀServ para clasiﬁcacio´n y
acondicionamiento
5.3.1.1. Medicio´n
La medicio´n, en ingles el “metering”, cuenta el tra´ﬁco entrante y lo compara con
el perﬁl de tra´ﬁco acordado. El mo´dulo pasa informacio´n al acondicionador para que
este actu´e.
5.3.1.2. Marcado/Marking
En el documento RFC-2475 se indica que los paquetes deben ser marcados con un
Code Point o codepoint particular de acuerdo al BA. La marca realizada podra´ ser
relacionado con un u´nico Code Point o tener un conjunto de co´digos para el mismo
BA. La marca sera´ usada para seleccionar el PHB o el PHB group de acuerdo al
estado del medidor. Cuando los paquetes cambian el Code Point se dice que fueron
remarcados: “re-marked”.
5.3.1.3. Acondicionamiento/Conditioning
En general, el tra´ﬁco es acondicionado, policed o shaped, antes de que entre al
dominio de QoS para asegurarse que concuerde con las pol´ıticas del mismo. El perﬁl
aplicado debe ser derivado de los acuerdos de servicio, Service Level Agreement
(SLA) (Los detalles de dicho te´rmino se vera´n ma´s adelante en este mismo cap´ıtulo).
Como ya se vio en los cap´ıtulos anteriores el acondicionamiento puede ofrecerse
mediante:
Shapers: retardan los paquetes para hacer cumplir la pol´ıtica. Los encola y los va
enviando acorde el despacho.
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Figura 5.2: Dominio de QoS u´nico
Policers: en lugar de hacer “buﬀering” de los paquetes, los que no cumplen con la
pol´ıtica son descartados, habitualmente se dice “policed”.
Otra tarea del acondicionador tambie´n puede ser el re-marcado cuando los pa-
quetes esta´n fuera del perﬁl. En ocasiones el policer en lugar de descartar re-marca,
clasiﬁcando el tra´ﬁco en un BA distinto, probablemente con menos restricciones en
el PHB.
5.3.2. Nodos Internos/Core
Tanto los nodos de core como los de los bordes deben ser capaces de aplicar el
PHB apropiado a los paquetes de acuerdo a sus marcas. Las marcas se derivara´n
del SLA. Una vez acondicionado y marcado el tra´ﬁco en la entrada de la red, este
sera´ transportado a lo largo del domino. Los routers de core manipularan, “forwar-
darean”, los paquetes basados en el PHB conﬁgurado segu´n la clase o BA.
Au´n en la arquitectura ma´s simple de QoS se asume que la clasiﬁcacio´n y el
acondicionamiento se realiza en los bordes de la red, aunque estas tareas no son
excluidas del nu´cleo. Por ejemplo, en el RFC-2475 se da el caso de una red con
enlaces transocea´nicos donde sobre estos se deben aplicar pol´ıticas ma´s restrictivas.
En la ﬁgura 5.2 se modeliza el caso ma´s sencillo de un domino de QoS u´nico.
5.3.3. Bandwidth Broker
Las tareas de reserva y control de los recursos de la red pueden ser realizadas de
forma manual, o por agentes que tienen el conocimiento de las pol´ıticas y prioridades
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de la organizacio´n. Las conﬁguraciones manuales son ma´s sencillas, pero no escalan
en redes grandes. En el caso en el cual la QoS debe ser expandida a ma´s de un AS
(Autonomous System) o dominio de QoS para proveer QoS end-to-end, la conﬁgura-
cio´n manual es au´n mas diﬁcultosa. Por las mencionadas razones se incluye un nuevo
elemento en el modelo llamado Bandwidth Broker (BB), el cual, en pa´rrafos anterio-
res ya fue mencionado. La conﬁguracio´n promovida por la comunicacio´n de agentes
automa´ticos es ma´s inteligente y adecuada para casos de grandes redes. Esta nueva
entidad es deﬁnida en el documento RFC-2638 [NJZ99].
El BB es conﬁgurado con las pol´ıticas de la organizacio´n y se encarga de mantener
el registro del cumplimiento de la misma de acuerdo al estado de la red. El monitoreo
global es una tarea que tambie´n recae en este agente.
Como se menciono´ los BB tienen mayor relevancia en la QoS cuando atraviesa
ma´s de un dominio. En ese caso se requiere un protocolo de sen˜alizacio´n para la
comunicacio´n entre los BB “vecinos”. Cada organizacio´n con un dominio de QoS DS
deber´ıa implementar un BB con el objetivo de comunicar su pol´ıtica a los dominios
adyacentes. Un BB tiene dos responsabilidades:
Una es distribuir dentro de la red de la organizacio´n, donde se aplica la QoS, las
pol´ıticas en todos los routers y dispositivos participantes. Se indican las marcas,
las reservas y el shaping, si se aplica.
La principal es gestionar la comunicacio´n con los nodos BB de los dominios de
QoS DS adyacentes. La asociacio´n entre BBs se denominan regiones de conﬁan-
za: Trust Region.
Como responsabilidad secundaria esta´ el monitoreo del uso de los recurso de la
red. Inicialmente, el BB se conﬁgura con una base de datos con las pol´ıticas a partir
de la cual se distribuyen a los nodos de la red. Los BB pueden monitorear y al mis-
mo tiempo cambiar conﬁguraciones de forma dina´mica, respetando las pol´ıticas de
QoS para el tra´ﬁco de red de la organizacio´n. Ba´sicamente tiene dos tipos de dia´lo-
gos, uno con los routers y nodos dentro de la organizacio´n y otra con los BBs externos.
El BB es una componente extra del modelo y no siempre se encuentra presente. La
tarea de los mismos sirve en la conﬁguracio´n y administracio´n de grandes redes, pero la
ma´s importante es la de extender la QoS de intra-domain a inter-domain, pudiendo
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Figura 5.3: multi-dominio de QoS o “trust region”
as´ı ofrecerse un modelo end-to-end. No se tienen registros de implementaciones de
BB recientes difundidas en las redes actuales. Se puede mencionar algunos art´ıculos
acade´micos como [KB00] y [SB03] y los experimentos en Internet2 con QBone, http:
//qbone.internet2.edu/, aunque parecen no haber tenido alcance hasta estos d´ıas
y muestran haber perdido intere´s. En la ﬁgura 5.3 se diagrama el multi-dominio de
QoS y los BB.
5.4. Proceso de marcado en DiﬀServ
En el RFC de IP, RFC-791, se deﬁnieron algunos ﬂags en un campo de 8 bits con
el objetivo de dar un tratamiento diferente a los datagramas. El campo fue llamado
Type of Service (ToS), tipo de servicio, incluido en el encabezado IPv4. La deﬁni-
cio´n solo usaba 6 (seis) bits de los 8, los 3 (tres) primeros para indicar la precedencia:
IP Precedence, y los restantes como ﬂags para indicar una alternativa entre: Bajo
delay, alta conﬁabilidad, alto ancho de banda digital. Los 2 (dos) restantes fueron
etiquetados como “MBZ” (con el sentido “Must Be Zero”, (deben ser cero) o “CU”
(con el sentido “Currently Unused”, sin uso por ahora). Ver la ﬁgura 5.4 basada en
la documentacio´n del fabricante cisco.
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Figura 5.4: Byte Type of Service en el encabezado IPv4 y su contraparte en IPv6
Valor Nombre
111 (7) Network Control
110 (6) Internet Control
101 (5) CRITIC/ECP
100 (4) Flash Override
011 (3) Flash
010 (2) Immediate
001 (1) Priority
000 (0) Routine
Cuadro 5.1: Valores del los bits de IP Precedence
5.4.1. IP Precedence/Precedencia IP
Los bits IP Precedence son ubicados como los MSB (bits ma´s signiﬁcativos):
7, 6 y 5 de acuerdo al almacenamiento en memoria o 0, 1, 2 de acuerdo a IETF).
Estos son usados como indicador de prioridad del paquete. La intencio´n es denotar la
importancia en el forwarding dentro de la red con respecto a otros datagramas que la
cursan. Algunas redes podr´ıan considerar estos valores y tratarlo de manera diferente.
La tabla de precedencia se muestra en la tabla 5.1.
La parte del campo precedencia es deﬁnida en el RFC-1122 donde se indican
los lineamientos para los hosts “Requirements for Internet Hosts – Communication
Layers” y su uso en RFC-791. Todos unos (1s) 111(7) indica Network Control
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Figura 5.5: Paquete Hello de OSPFv3 con el campo IP Precedence
Precedence (Highest Priority) la prioridad ma´s alta. Es para ser usado por la
red y es responsabilidad de la red el uso de este valor.
De acuerdo al RFC-791, The Internetwork Control Precedence, indicado por
el valor 110(6), tiene el objetivo de ser usado por los routers o gateways para marcar
protocolos de control. Varios routers de fabricantes actuales lo usan para indicar los
protocolos de enrutamiento. La ﬁgura 5.5 muestra un paquete OSPFv3 marcado con
0x30 = (110)(000)2, donde la precedencia es igual a 0x6 = 1102. Recordar que los
bits son acomodados en el orden inverso. Para el caso de DSCP la precedencia es
interpretada como selector de clase.
Para otros valores de estos bits, la IETF no deﬁne su signiﬁcado en sus documen-
tos. Por su parte el DoD (Department of Defense of The United State of America)
deﬁne su signiﬁcado para dentro de sus redes. Lo regla en el documento nombrado
como DD173. Las explicaciones que se da del campo Precedence/Priority (Desde la
ma´s alta prioridad a la ma´s baja) son las siguientes:
Critic/ECP Precedence: el sentido es para Emergency Call Processing y solo de-
ber´ıa ser usado para comunicaciones autorizadas con esa prioridad, por ejemplo,
para usar por la United States Government Emergency Telecommunications
Service (GETS), la United Kingdom Government Telephone Preference Scheme
(GTPS) o otras agencias de gobierno similares.
Flash Override (X): reservado para mensajes relacionados con estallidos hostiles
y/p detonadores nucleares.
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Flash (Z): reservado para iniciar contactos con el enemigo y operaciones en combate
de extrema urgencia.
Immediate (O): reservado para mensajes de situaciones que pueden afectar le se-
guridad nacional o de fuerzas aliadas.
Priority: (P): para mensajes que requieren una accio´n expeditiva por parte del
destino.
Routine: (R): usado para el resto de los mensajes transmitidos por medios ele´ctri-
cos.
Todas las descripciones relacionadas con te´rminos militares. Fuera de los 5 (cinco)
alcances deﬁnidos por el DoD, el sentido es solo una escala de prioridades. Luego la
sema´ntica es reemplazada por el Code Point DSCP. Estos tres bits de prioridades
son completamente dependientes de la administracio´n de la red de la organizacio´n,
o en te´rminos de redes del AS(Autonomous System). Sus valores nunca tendra´n un
tratamiento acorde fuera de la red. Una sencilla regla de como se aplican dentro
de un AS es que siempre los de mayor prioridad sera´n ruteados antes que los de
menor. Con solo estos valores da una idea de prioridad, pero no permite por ejemplo,
indicar prioridad de descarte, u otro para´metros. Por otro lado en general los valores
de Network Control y Control de Precedencia de Internetwork son reservados para
paquetes generado por los routers como ICMP. La precedencia no es implementada
de forma consistente sobre diferentes redes hoy en d´ıa y posiblemente nunca lo sera´.
5.4.2. Flags de optimizacio´n IP/IP Optimize Flags
De forma contigua a los tres bits de Precedencia encontramos otro sub-campo
llamado IP Service Optimize Flags o Flags de optimizacio´n IP. Este incluye
los bits: 4, 3 y 2 de acuerdo al orden; o 3, 4 y 5 de acuerdo al IETF. Esta parte del
byte de ToS fue utilizado para indicar a la red cual de los para´metros, para hacer el
ruteo del paquete, se debe considerar ma´s importante. Los para´metros especiﬁcados
en sus inicios fueron:
Bajo delay
Alto ancho de banda digital
Alta conﬁabilidad
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Bit Usado para indicar
0 Precedence
1 Precedence
2 Precedence
3 0 = Normal delay, 1 = bajo delay
4 0 = Normal throughput, 1 = alto throughput
5 0 = conﬁabilidad normal, 1 = alta conﬁabilidad
6 Reservado
7 Reservado
Cuadro 5.2: Valores del los bits del campo ToS
Figura 5.6: Formato del ToS en su deﬁnicio´n acorde RFC-1122 y RFC-791
Ba´sicamente, los valores son mutuamente excluyentes, es decir, si uno esta´ seteado
(encendido) el resto no lo deber´ıa estar, salvo excepciones poco usuales. En el RFC
de IP se indican los bits del ToS con sus signiﬁcados. Ver la tabla 5.2.
Estos nuevos bits a menudo son llamados propiamente como ToS ﬁeld, agregando
as´ı algo de confusio´n con el campo llamado ToS byte. Tambie´n se los encuentra
con el te´rmino DTR-bits, que proviene de (D)elay, (T)hroughput y (R)eliability. La
disposicio´n de los campos se puede observar en la ﬁgura 5.6 modiﬁcada a partir del
JPEG de cisco.com (Notar que en la ﬁgura el orden de los bits se muestra de forma
inversa, MSB es el 0, de acuerdo a como se presenta en la documentacio´n IETF que
adopta el orden en que se transmiten los bits y no como se almacenan en memoria).
5.4.3. Nueva especiﬁcacio´n del ToS
En el RFC-1349 [Alm92], luego obsoleta por RFC-2474, el campo ToS recibe una
re-deﬁnicio´n. La porcio´n de los ﬂags es extendida de 3 a 4 bits, agregando un bit para
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Co´digo Decimal Signiﬁcado
100 4 minimizar delay (MD)
010 2 maximizar throughput (MT)
001 1 maximizar conﬁabilidad (MR)
Cuadro 5.3: Valores de los Flags segu´n RFC-791
Co´digo Decimal Signiﬁcado
1000 8 minimizar delay (MD)
0100 4 maximizar throughput (MT)
0010 2 maximizar conﬁabilidad (MR)
0001 1 minimizar costo monetario (MMC)
0000 0 servicio normal (BE)
Cuadro 5.4: Valores del los Flags segu´n RFC-1349
el para´metro: Low monetary cost, bajo coso monetario. Ver tabla 5.4.
Para ver los detalles consultar la ﬁgura 5.7 (Notar que en esta ﬁgura tambie´n el
orden de los bits se muestra de forma inversa, MSB es el 0).
En el RFC-1349 se redeﬁne el ToS como un valor entero en lugar de como un
conjunto de ﬂags y la computacio´n del “OR” lo´gico de dos valores de ToS deja de
tener sentido. La sema´ntica de los valores no deﬁnidos queda sin especiﬁcar. El co´digo
00002 es el servicio normal de “best-eﬀort (BE)”. Los cuatro ﬂags pasaron a tener el
nombre de DTRC-bits , donde la “C” deriva de (C)ost. En la RFC se realizan las
recomendaciones para marcar los diferentes protocolos bien conocidos. Se muestran
las marcas en la tabla 5.5.
Figura 5.7: Formato del ToS en su deﬁnicio´n acorde a RFC-1349
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Protocolo Mensajes Valor signiﬁcado
TELNET 1000 minimize delay
FTP Control 1000 minimize delay
FTP Data 0100 maximize throughput
TFTP 1000 minimize delay
SMTP Command phase 1000 minimize delay
SMTP DATA phase 0100 maximize throughput
DNS UDP Query 1000 minimize delay
DNS TCP Query 0000 best eﬀort
DNS Zone Transfer 0100 maximize throughput
NNTP 0001 minimize monetary cost
ICMP Errors 0000 best eﬀort
ICMP Requests 0000 (mostly) best eﬀort
ICMP Responses = req. best eﬀort
Cuadro 5.5: Algunos valores recomendados por protocolo para el campo ToS
5.4.4. Especiﬁcacio´n de DSCP, re-deﬁnicio´n de ToS
En el RFC-2474 se reemplaza signiﬁcado y el nombre del encabezado ToS. Ahora
pasa a llamarse campo DS(DiﬀServ) y donde los primeros 6 bits (los 6 ma´s signiﬁcati-
vos) se llaman DSCP (DiﬀServ Code Point). Se reemplaza lo especiﬁcado en RFC-791
y queda obsoleta el documento RFC-1349. El cambio tambie´n se aplica a IPv6 y su
deﬁnicio´n en RFC-2460.
Los 6 bits llamados DSCP son usados como un Code Point para seleccionar el PHB
que el paquete debe experimentar al atravesar la red. Los 2 restantes se dejan sin uso
y se llaman “CU” (Currently Unused). Estos dos son usados para hacer notiﬁcacio´n
explicita de congestio´n por la red, ECN. Si no se usa ECN deben ir conﬁgurados a 0
(cero). Ver ﬁgura 5.8 (Notar que se sigue manteniendo el orden inverso de acuerdo a
como se encuentra en la documentacio´n).
El nuevo formato de DS es incompatible con la deﬁnicio´n del ToS de IPv4 acorde
a RFC-791 y RFC-1349. Se busco´ mantener algo de compatibilidad hacia atra´s respe-
tando los 3 bits de precedencia. Esta compatibilidad no esta´ estrictamente asegurada,
pero en la deﬁnicio´n del RFC se indica. Esto se realizo´ debido a que el IP Precedence
estaba bastante difundido al momento de la propuesta, aunque no necesariamente de
forma compatible.
88
Figura 5.8: Comparacio´n del ToS con el DSCP en su deﬁnicio´n acorde RFC-2474
5.4.4.1. Class Selector Code Point
DiﬀServ deﬁne un selector de clase, Class Selector, del Code Point, el cual
esta´ comprendido por lo 3 bits ma´s signiﬁcativos (7, 6, 5 de acuerdo al orden en
memoria o 0, 1, 2 de acuerdo a la documentacio´n IETF). Los mismos comprendidos
por los bits de IP Precedence. Los selectores de clase son de la forma: XXX000, donde
el s´ımbolo X es un bit variable y los dema´s son 3 ceros. El valor IP precedence puede
ser mapeado al selector de clase del DSCP, de esta forma un paquete usando la sinta-
xis de IP Precedence puede au´n ser entendido por un router que trabaja con DiﬀServ.
Para los selectores de clase de los Code Points los valores nume´ricos ma´s grandes
son los de mayor orden relativo. Esto signiﬁca que un paquete con un selector de clase
ma´s grande que otro deber´ıa tener una mayor probabilidad de ser despachado antes.
Esto siempre deber´ıa suceder en una condicio´n de carga de la red. Por ejemplo la
comparacio´n que se muestra a continuacio´n es verdadera.
11X000 > 000000
Los co´digos DSCP hacen posible mapear mu´ltiples codepoints al mismo PHB. Por
ejemplo, todos los paquetes marcados con los 3 bits 0..2 segu´n IETF del selector de
clase o precedencia IP tendr´ıan el mismo tratamiento. Esto permite hacer a DiﬀServ
compatible con IP Precedence y as´ı poder coexistir.
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Pools patro´n de DSCP Uso
1 XXXXX0 Recomendacio´n esta´ndar
2 XXXX11 EXP/LU
3 XXXX01 EXP/LU
Cuadro 5.6: Pools de DSCP segu´n RFC-2474
5.4.4.2. Valores IANA DSCP
Los 6 bits del DSCP permiten 64 combinaciones posibles. En el RFC-2474 el IA-
NA considera dividir el espacio plano (ﬂat) en 3 grupos o pools. El IANA usa solo
el primero para valores recomendados. El primer pool tiene 32 valores posibles. Los
dos restantes se los considera para uso experimental o local, EXP/LU. El tercer pool
podr´ıa ser usado cuando el primer pool sea agotado. Ver tabla 5.6.
El RFC-2474 asigna 8 (ocho) codepoints recomendados como esta´ndares de la for-
ma XXX000 que son tomados del primer pool. Estos valores deben al menos acordar los
requerimientos de conservar las prioridades para mantener compatibilidad hacia atra´s.
Como default PHB todos los nodos deben respetar el procesamiento “best-eﬀort”.
El codepoint para este es: 0000002. Los paquetes recibidos con codepoints desconoci-
dos deben ser tratados como si tuviesen este valor.
5.4.5. Proceso de Marcado de DSCP
Como se indico´ el proceso de marcado del DSCP ocurre en los bordes del dominio
de QoS. Este podr´ıa ser aplicado por el nodo origen, aunque rara vez sucede, debi-
do a que el nodo debe conocer los co´digos que maneja la red por la que atravesara´.
Si el nodo origen tiene un SLA con la red en el cual se especiﬁcan los DSCP y los
PHB asociados, podr´ıa directamente marcar desde el inicio el paquete. Los nodos de
borde de la red que provee la QoS tienen que tomar dos posibles posturas: conﬁar en
la marca o remarcar de acuerdo a las pol´ıticas. Esto tambie´n es aplicado cuando el
paquete pasa de un dominio de QoS a otro. La descripcio´n de cuan lejos los valores
de DSCP son compatibles, se llama Trust Boundaries o Trust Region.
Para el marcado en los bordes de la red, se debe producir una clasiﬁcacio´n previa,
la cual se lleva a cabo inspeccionando la informacio´n del paquete. En el dominio DS
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se tienen dos funciones de mapeo, una que dado un encabezado de paquete, clasiﬁca-
cio´n, da un DSCP y otra que dado un DSCP da un PHB espec´ıﬁco. La clasiﬁcacio´n
puede estar deﬁnida como parte del SLA.
Los DSCP esta´ndares permiten a los ISP proveer PHB compatibles mediante
manejadores de paquetes bien conocidos, como tipos de colas. Los fabricantes de
equipos de red son libres de implementar los mecanismos y para´metros que crean u´tiles
o “marketineros”, de acuerdo a sus prioridades. La presencia de los PHB esta´ndares
en los routers de diferentes vendedores son soportados con diferentes estrategias de
encolados.
5.5. Relacio´n entre DiﬀServ y SLA
DiﬀServ hace e´nfasis en los SLA ma´s que en un proceso de sen˜alizacio´n dina´mica
para indicar la QoS como sucede en IntServ. Los Nodos DS compatibles tratara´n de
asegurar los para´metros del SLA. Los SLA sera´n acordados en contratos de long-term.
Previo a aplicar la QoS, el SLA debe ser negociado entre las partes, como podr´ıa
ser el caso entre cliente y proveedor de servicios de red (ISP o NSP). En el SLA se
debe indicar que ﬂujos o que clase de paquetes debera´n ser tratados con prioridad y
los para´metros para cada clase como ancho de banda, delay o tasa de descarte. Este
conjunto de para´metros se llamaTraﬃc Proﬁle, perﬁl de tra´ﬁco. El tra´ﬁco prioritario
entre los ﬂujos es descripto por los valores de los campos en los encabezados a tener
en cuenta, por ejemplo, direcciones IP, nu´meros de puertos o incluso el DSCP. El SLA
ﬁnalmente se materializara´ como parte del contrato. En el RFC-2475 se encuentran
las siguientes deﬁniciones.
Service Level Agreement (SLA): un contrato de servicio entre un cliente y un
proveedor donde se especiﬁca el tratamiento de los paquetes en el despacho de
estos dentro de la red. Entre varias cuestiones cubiertas por el SLA se encuentra
que tra´ﬁco sera´ tratado con prioridad, el ancho de banda digital, el delay, el
descarte y otros para´metros que el tra´ﬁco del cliente debera´ recibir. El SLA
tambie´n incluye el acondicionamiento que el tra´ﬁco tendra´ constituyendo un
Traﬃc Conditioning Agreement (TCA), acuerdo de acondicionamiento
de tra´ﬁco. El SLA puede ser aplicado ente dominios o dentro de un dominio
mismo.
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Traﬃc Conditioning Agreement (TCA): un acuerdo donde se especiﬁca las re-
glas de clasiﬁcacio´n, medicio´n, marcado y descarte o shaping que sera´n aplicadas
al tra´ﬁco del cliente. UN TCA tiene en cuenta todas las reglas de conditioning
de acuerdo al SLA.
Traﬃc proﬁle: una descripcio´n de las propiedades temporales que tendra´ el tra´ﬁco
del cliente, como taman˜o de ra´fagas o velocidad de arribo (rate). Se indican
las propiedades del tra´ﬁco de acuerdo al clasiﬁcador. Sirve para determinar si
el tra´ﬁco de una clase esta´ dentro o fuera del perﬁl. El Traﬃc Proﬁle deﬁne
tambie´n como medirlo para respetar el SLA.
En RFC-2475 se muestra un Traﬃc Proﬁle de ejemplo basado en la meta´fora del
token bucket. Este servir´ıa para un servicio de carga controlada, Controlled-load
Service. Una clase identiﬁcada con el codepoint XXXXXX usara´ el token bucket
con lo para´metros R y B, donde R es la velocidad, rate y B el taman˜o de ra´faga,
burst size.
DSCP=XXXXXX: Token_Bucket(R, B)
En este caso el tra´ﬁco fuera del perﬁl sera´n los paquetes de la clase que arriban
cuando no hay suﬁcientes tokens para ser transmitidos. La misma idea puede ser
extendida a modelos ma´s complejos. Por ejemplo, un tercer valor de tokens extras
pueden ser usados en determinada circunstancia permitiendo una extensio´n de los
para´metros bases. Similar como sucede con CIR y EIR en Frame-Relay. Para el tra´ﬁ-
co fuera del perﬁl se pueden aplicar diferentes acciones, se puede descartar, se puede
shaperar o se puede remarcar y transmitir mapea´ndolo al tra´ﬁco de menor prioridad
(una BA considerada inferior).
Segu´n RFC-2475 los perﬁles de tra´ﬁco son componentes opcionales de los TCA y
su uso depende del SLA espec´ıﬁco.
En el caso de hacerse SLAs entre diferentes dominios de QoS DS se debe indi-
car en los mismos los mapeos entre los codepoints, por ejemplo, mediante reglas de
remarcado para los perﬁles de tra´ﬁco dados.
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5.5.1. Encolado y planiﬁcacio´n de datagramas
La red que ofrezca QoS realizara´ la clasiﬁcacio´n, marcado, shaping y policing del
tra´ﬁco que pasa por esta. Para el shaping podra´ aplicar diferentes te´cnicas de encolado
o para el policing te´cnicas de descarte.
5.6. Clases Esta´ndares de DiﬀServ
Actualmente las propuestas de PHB esta´ndares en los documentos RFC de IETF
son las que se describen en las secciones a continuacio´n.
5.6.1. Default PHB (Best-Eﬀort)
RFC-2475 deﬁne el PHB default como “best-eﬀort”. Cada paquete marcado con
el valor de DSCP 0000002 sera´ tratado con el servicio tradicional de IP. En cada red
que soporte Diﬀserv, cualquier paquete que llegue marcado con un DSCP desconocido
por el dominio debera´ ser remarcado e incluido en el BA default. El PHB debe estar
disponible en cualquier dispositivo compatible con DiﬀServ. Podr´ıa llegarse a imple-
mentar encolado para este PHB. Si esto se realiza debe existir una cola con al menos
recursos mı´nimos que permitan a los paquetes marcados con 0000002 ser transmitidos
si hay capacidad.
5.6.2. Assured Forwarding (AF) PHB
Assured Forwarding PHB Group, o PHB de despacho asegurado, esta´ deﬁnido en
RFC-2597 [HBWW99]. En este caso el tra´ﬁco de esta clase tiene una baja probabili-
dad de descarte mientras no exceda el perﬁl. Puede llegar a exceder los para´metros
acordados, pero este exceso sera´ despachado con una prioridad ma´s baja siendo pro-
penso al descarte en condiciones de carga.
Assured Forwarding PHB divide el tra´ﬁco en “N 00 clases independientes. Actual-
mente existen 4 (cuatro) deﬁnidas. Cada una recibira´ un mı´nimo asegurado de los
recursos (buﬀers, capacidad del enlace, etc). Dentro de cada clase AF los paquetes
podra´n tener asignado un nivel de descarte. AF deﬁne “M 00 niveles de descartes o
Drop Precedence distintos. El nivel de descarte determina la importancia relativa
del paquete dentro de la clase. Para el esta´ndar se tienen 3 (tres) niveles de descarte.
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En caso de congestio´n el valor de drop precedence determinara´ cuales sera´n ma´s ele-
gibles, en este caso los de mayor valor.
El nivel de despacho, forwarding asegurado de un paquete IP en una clase AF,
dependera´ de los recursos que tendra´ la clase reservados, de la carga de la clase y
del nivel de descarte que tenga. Cuando el tra´ﬁco llega al dominio DS de QoS, los
routers de borde deben controlar la cantidad de tra´ﬁco de cada clase AF deﬁnida
dentro de este. Si se excede se puede remarcar con niveles de descarte mayores. Los
niveles de descarte pueden ser re-escritos tambie´n dentro de la red. La otra opcio´n es
directamente descartar o shapear.
El manejo de las clases de Assured Forwarding debe ser capaz de detectar la con-
gestio´n. Ante la misma se descarta, encola o remarca. Para manejar el tra´ﬁco en
exceso en las colas o para el remarcado se pueden usar las te´cnicas de AQM (Active
Queue Management) como RED (Random Early Drop).
A menudo los AF PHB se implementan en un modelo llamado: “QoS de Medallas
Ol´ımpicas” en ingle´s: Olympic Medals QoS Model. Este consta de tres servicios, de
mayor a menor: Oro (Gold), Plata (Silver) y Bronce (Bronze). Cuando los paque-
tes llegan al domino son asignados a una de las clases. El tra´ﬁco en las clases de
plata o bronce recibira´n un servicio menos prioritario. El nivel de descarte se puede
implementar con un leaky bucket descripto en el co´digo a continuacio´n:
IF (TOKEN_COUNT(BUCKET(CLASS)) > EXCESS_LIMIT(CLASS) ) THEN
Dgram.DSCP.Drop_Prec := LOW;
ELSIF (TOKEN_COUNT(BUCKET(CLASS)) > 0 ) THEN
Dgram.DSCP.Drop_Prec := MED;
ELSE -- EMPTY
Dgram.DSCP.Drop_Prec := HIGH;
END IF;
Los codepoint esta´ndares recomendados para el servicio AF son los que se mues-
tran en la tabla 5.7.
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Class 1 Class 2 Class 3 Class 4
Low Drop Prec. AF11=001010 AF21=010010 AF31=011010 AF41=100010
Medium Drop Prec. AF12=001100 AF22=010100 AF32=011100 AF42=100100
High Drop Prec. AF13=001110 AF23=010110 AF33=011110 AF43=100110
Cuadro 5.7: Valores del los DSCP para servicios AF
5.6.2.1. Recomendaciones de Implementacio´n de AF
Cada grupo de PHB AF puede ser implementado dividiendo el total del ancho
de banda digital de la interfaz por la que se dara´ el servicio. Cada grupo o clase de-
bera´ tener una cola diferente asignada. Las colas tendra´n el ancho de banda reservado,
el ma´ximo y la prioridad de descarte deﬁnidos. El ancho de banda que no se utiliza
por parte de las clases se puede distribuir entre las que si tienen datos. Las colas WFQ
podr´ıan ser apropiadas para la implementacio´n, pero lo ma´s adecuado ser´ıa mediante
una conﬁguracio´n manual mediante CBQ, CBWFQ o HTB. El descarte o re-marcado
se puede realizar con WRED.
Los routers de bordes o extremos de la red deben asegurarse de acondicionar el
tra´ﬁco de acuerdo a los para´metros para cada clase. Tambie´n debera´n realizar el
proceso de clasiﬁcacio´n y marcado de acuerdo al SLA.
5.6.3. Expedited Forwarding (EF) PHB
Expedited Forwarding (EF) PHB, PHB de despacho acelerado, es otra componen-
te fundamental de la arquitectura DiﬀServ. Este PHB esta´ pensado para tratar tra´ﬁco
con requerimientos de bajo delay, bajo jitter y baja pe´rdida. Se trata de asegurar que
el tra´ﬁco que pertenece a la clase sea servido con la mayor prioridad. Este PHB
fue deﬁnido primero en RFC-2598 [JNP99], luego obsoleta por RFC-3246 [DCB+02].
Este PHB es similar al modelo de IntServ Guaranteed Bandwidth Service. A di-
ferencia de AF solo se deﬁne una clase para este PHB. El servicio puede usarse para
simular conexiones punto a punto sobre una “virtual leased line”, como es el caso de
los servicios de VoIP u otros servicios de tiempo real.
El PHB especiﬁca que la velocidad de arribo del tra´ﬁco de la clase debe ser igual
o menor que cierto para´metro 00R00, independiente de la intensidad del tra´ﬁco de las
otras clases. Deben ser servidos a la velocidad dada o superior. El tra´ﬁco que exceda
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el valor debera´ ser descartado o tratado fuera del proﬁle como menos prioritario.
Solo las aplicaciones cr´ıticas deben ser clasiﬁcadas en esta PHB. El valor reco-
mendado para el DSCP del tra´ﬁco EF es 101110 que corresponde a 46. El PHB EF
es descripto como el servicio Premium y en el modelo de medallas ol´ımpicas, se lo
coloca sobre el Oro, referido como Platino (Platinum).
5.6.3.1. Recomendaciones de Implementacio´n de EF
Un simple enfoque para implementar servicios de tipo EF es mediante un esque-
ma PQ (Priority Queue). El tra´ﬁco EF debe ir a la cola de mayor prioridad. La
cantidad de tokens para la cola debe ser limitado con el objetivo de evitar la ina-
nicio´n de las dema´s. El pico ma´ximo de tra´ﬁco para la cola debe ser limitado. Una
solucio´n con una cola LLQ (Low Latency Queueing) ser´ıa una buena implementacio´n.
Siempre debe existir un mecanismo para limitar el tra´ﬁco en exceso, ya sea re-
marca´ndolo o descarta´ndolo. El shaping no es adecuado para el tra´ﬁco con demanda
de baja latencia. Debe ser estrictamente controlado el tra´ﬁco que ingresa a la red.
Una regla general puede ser solo permitir el 30% del ancho de banda total para la
clase, aunque esto dependera´ del ancho de banda total y los servicios ofrecidos por la
interfaz. El manejo del tra´ﬁco EF debe ser mucho ma´s estricto que el AF en cuanto
al exceso.
5.7. Mapeando DiﬀServ a Capa de Enlace
En la arquitectura DiﬀServ los nodos ﬁnalmente terminara´n empleando equipos
de capa 2 (L2: nivel de enlace) para pasar el tra´ﬁco dentro de la red. Es recomendable
extender el marcado que se realiza en capa 3 (L3: nivel de red, IP) a capa 2. De esta
manera se tiene una implementacio´n ma´s exacta de la QoS. Esto se puede realizar
siempre que los protocolos de enlace soporten QoS.
Algunas alternativas, hoy ya en desuso, son ATM y Frame-Relay. Las ma´s usadas
son Ethernet con 802.1p, 802.1Q, Wiﬁ con 802.11e y tambie´n MPLS con el campo
conocido anteriormente como Experimental, RFC-5462 [AR09]. A menudo varios fa-
bricantes agregan mecanismos que permiten mapear valores de L2 a L3 y viceversa.
Los campos de marcado de QoS a nivel de enlace se conocen como CoS (Class of
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Figura 5.9: Tag MPLS con el campo de ToS/Exp
Service). En la ﬁgura 5.9 se muestra un ejemplo de captura de un ICMP “encapsu-
lado” en MPLS y en la ﬁgura 5.10 se muestra una trama Ethernet con la marca de
prioridad en el tag 802.1Q.
5.8. Ejemplo con DiﬀServ
Para terminar el ana´lisis de DiﬀServ tratados en este cap´ıtulo se puede consultar
en el ape´ndice “D” ejemplos de como verlo en accio´n.
5.9. Conclusiones sobre DiﬀServ
DiﬀServ es una arquitectura de QoS ma´s moderna que intenta resolver las falencias
de IntServ. Resuelve fundamentalmente el problema de la escalabilidad. Hoy es un
modelo ampliamente difundido aunque para QoS end-to-end su implementacio´n se
torna compleja. DiﬀServ termina siendo un modelo ma´s simple que IntServ. En este,
el tra´ﬁco entra en la red (dominio de QoS) y es clasiﬁcado en los bordes, agrupa´ndose
diferentes ﬂujos en clases ma´s amplias, BA (Behavior Aggregate) que luego sera´n
tratadas por PHB (Per-hop-behaviors). Tiene como caracter´ısticas principales:
Granularidad gruesa.
Trabaja ba´sicamente de forma esta´tica, sin sen˜alizacio´n.
Podr´ıa utiliza QoS/Bandwidth Brokers para administrar y negociar los reque-
rimientos, comunicar con los routers de borde (edge routers). y “tracear” las
reservas de recursos o podr´ıa implementarse de forma esta´tica.
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Figura 5.10: Tag 802.1Q con marca de prioridad/CoS 802.1p
El tra´ﬁco, una vez marcado, es tratado dentro del dominio de acuerdo a su
marca. Todos los paquetes de la misma clase deber´ıan ser tratados de la misma
forma dentro del dominio de QoS.
DiﬀServ deﬁne algunos tratamientos esta´ndares como “best-eﬀort”, AF y EF.
Ba´sicamente se utiliza el campo DSCP (Diﬀerentiated Code Point) en IPv4 o
Traﬃc Class en IPv6.
Es un modelo ma´s sencillo y ma´s escalable que IntServ.
Sus desventajas son:
Se agrupan ﬂujos individuales en una misma clase, no pueden ser diferenciados.
Pocas clases.
Modelo ma´s esta´tico en la implementacio´n.
Puede producirse un delay mayor en el mapeo a las clases.
Dif´ıcil para adecuar correctamente a un modelo de end-to-end (extremo a ex-
tremo).
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Cap´ıtulo 6
Ana´lisis de propuestas de
utilizacio´n del Flow Label
En este cap´ıtulo se analizan varios documentos que regulan o proponen algunas
formas de uso del campo Flow Label en IPv6. Se intenta hacer una revisio´n de varios
art´ıculos analiza´ndolos en orden cronolo´gico. Se comienza por el esta´ndar, descartando
documentos previos, aunque se hace mencio´n de aquellos que resultan relevantes. Los
documentos analizados ma´s profundamente son los que se enfocan en el uso del campo
para QoS. Para aquellos que proponen el uso para otros ﬁnes solo se los mencionan
y/o se realiza una breve descripcio´n. Se redacta una seccio´n del cap´ıtulo por cada
documento analizado.
6.1. Protocolo de Internet, versio´n 6 (IPv6)
En la deﬁnicio´n del documento draft esta´ndar para el protocolo IPv6, “Internet
Protocol, Version 6 (IPv6) Speciﬁcation” RFC-2460 [HD98] de 1998, se hace mencio´n
del campo Flow Label en la seccio´n 6 (seis) del mismo. En el pa´rrafo se indica que
debe ser usado por el origen para requerir que determinada secuencia de paquetes
tengan un tratado diferente por los routers IPv6, como solicitar una QoS diferente
a la normal, que es “best-eﬀort”, o incluso requerir un servicio de tiempo-real ma´s
estricto. Se sen˜ala que su uso es experimental y que los equipos que no sepan como
tratarlo debera´n ignorarlo en el caso de ser “middleboxes”, o desde el origen dejarlo
conﬁgurado en 0 (cero). Queda registrado en el RFC que el campo tuvo alguna in-
tencio´n de uso en el marcado de QoS.
La Sema´ntica para el campo indicada en el documento esta´ deﬁnida en el Ape´ndice
“A” del RFC:
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Deﬁne un ﬂow como una secuencia de paquetes donde el origen requiere el mismo
tratamiento especial por los router intermedios. Indica que este tratamiento
podra´ ser convenido por un protocolo de control.
Un ﬂow es identiﬁcado por las direcciones origen, destino y el campo Flow Label
distinto de cero. Los paquetes que no son identiﬁcados con un ﬂujo deben llevar
el valor 0 (cero) en el campo.
El valor debe ser asignado por el origen, debe ser generado de forma pseudo-
(aleatoria) entre los valores 1 y 0xFFFFF. Indica que debe ser u´til para funciones
de hashing en los routers.
Paquetes pertenecientes al mismo ﬂujo deben ser tratados de la misma forma.
Todos deben compartir las mismas opciones/cabeceras de extensio´n, salvo por
cabeceras de extensio´n hop-by-hop y next-header de Routing Header.
Se puede chequear por los equipos intermedios que las opciones llevadas este´n
de acuerdo a las requeridas por el RFC esta´ndar. Sino se cumple, un mensaje
ICMP podr´ıa advertir del problema.
El tiempo de vida estara´ deﬁnido como parte del establecimiento de un esta-
do del ﬂujo: Flow State, que estara´ manejado de forma separada al plano de
forwarding.
Se indican precauciones contra el re-uso de valores del campo ante arranques y
re-arranques del sistema.
El RFC-2460 fue actualizado a partir de RFC-3697 [RCCD04] donde se deﬁne de
forma espec´ıﬁca el uso del campo. Actualmente el documento RFC-6437 [AJCR11] lo
redeﬁne aunque sin grandes cambios. Es importante mencionar que au´n el protocolo
IPv6 sigue siendo draft esta´ndar y no ha pasado al estado de esta´ndar, si bien es
Standards Track ya hace mucho tiempo.
6.2. Nuevas posibilidades ofrecidas por IPv6
Ya hace un tiempo, como en el art´ıculo “New Possibilities Oﬀered by IPv6” [LS98],
se cita la capacidad de usar el Flow Label para dar un tratamiento especial al tra´ﬁco,
como puede ser una QoS diferente a la default. Indica que se puede realizar por
medio de protocolos de reserva de recursos o hop-by-hop, como podr´ıa hacerse con
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DiﬀServ [BBC+98]. El Flow Label permite diferenciar distintas conexiones entre los
mismos extremos sin necesidad de inspeccionar campos de los protocolos superiores,
comu´nmente, los puertos en transporte. En el documento se indica que los paquetes
con el mismo Flow ID, dado por la 3-tupla: direcciones origen, destino y Flow Label;
deben tener las siguientes propiedades:
Son asociados con el mismo destino, por lo que se transmitira´n v´ıa el mismo
pro´ximo salto (next-hop).
Pertenecen al mismo grupo de reserva o clase de tra´ﬁco (queuing class).
Deber´ıan tener las mismas opciones y encabezados de extensio´n de routing (si
estuviesen presentes).
Se menciona como optimizacio´n para la performance que los paquetes pueden ser
transmitidos en base a la informacio´n de cache en los equipos intermedios, y si estas
se conforman a partir de la re-deﬁnicio´n del Flow ID usando el nuevo campo se podr´ıa
ahorrar un tiempo importante en el proceso de switching y en la memoria requerida
por las tablas temporales usadas para el routing/forwarding en capa 3.
El documento solo analiza de forma superﬁcial las posibilidades que ofrece IPv6,
es solo un bosquejo y no detalla en ninguna parte del uso de los agregados. Mucha de
la informacio´n que tiene ya no es u´til, pero sienta un precedente en el uso de la QoS
en IPv6 con el campo Flow Label.
6.3. RSVP y Servicios Integrados (ISA) con el Flow
Label de IPv6
El Internet draft “RSVP and Integrated Services with IPv6 Flow Labels” (draft-
berson-rsvp-ipv6-ﬂ-00) [Ber99] hace una propuesta de agregar a RSVP la posibilidad
de trabajar con IPv6 utilizando el Flow Label. Deﬁne un nuevo FILTER SPEC para ser
usado en la reserva de los recurso y marca la necesidad de tener una API bien deﬁ-
nida para trabajar con el Flow Label en IPv6. Menciona las posibilidades de generar
los valores como (pseudo)-aleatorios o tratando de que sean u´nicos por origen. Para
las modiﬁcaciones en el API propone que el sistema operativo maneje los valores y
obtenerlos mediante una system-call, otra es mediante la llamada setsockopt() para
requerir la opcio´n en el socket. Tambie´n sugiere que el kernel los asigne automa´tica-
mente cuando encuentra un comportamiento de ﬂujo. No queda claro como el kernel
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descubre este comportamiento, pero lo que se busca es que este trate de no repetir
los valores, de la misma forma como lo hace con los nu´meros de puertos para la ca-
pa de transporte. Como tercer agregado del draft es incluir nuevos mensajes en RSVP.
El documento queda como draft y en la actualidad RSVP para IPv6, y en general
RSVP con IntServ, no se ve que haya tenido mucho desarrollo. A modo de ejemplo de
la falta de desarrollo, cisco menciona que RSVP en su equipamiento no soporta IPv6.
Si bien puede ser transportado sobre el mismo no tiene reserva de recursos para el
protocolo de red. Probablemente RSVP-TE para IPv6 tendra´ mayor auge. Por ahora
implementaciones que utilicen el Flow Label, no parecen verse.
6.4. Una propuesta para la Especiﬁcacio´n del Flow
Label de IPv6
En la propuesta de RFC, Internet draft: “A Proposal for the IPv6 Flow Label Spe-
ciﬁcation” (draft-conta-ipv6-ﬂow-label-02) [CR01b], de Conta y Carpenter se plantea
la posibilidad que el campo Flow Label tenga un cara´cter bivalente de acuerdo a su
uso:
Extremo-a-Extremo (End-to-End).
Salto-a-Salto (Hop-by-Hop).
Indica que debe existir la posibilidad que el mismo se puede cambiar durante el
transcurso de la transmisio´n en la red, lo cual requiere que varias de las disposiciones
deﬁnidas por el anterior esta´ndar IETF, RFC-3697, deban ser suprimidas. Algunas
modiﬁcaciones se encuentran en RFC-6437 aunque no alcanza la ﬂexibilidad requerida
por el documento analizado en esta seccio´n. Algunas de las caracter´ısticas requeridas
son:
Un Flow es identiﬁcado por la combinacio´n de direccio´n origen, destino y un
Flow Label distinto de cero.
Un Flow Label cero no tiene signiﬁcado alguno. No se usa el Flow Label.
El valor del campo es asignado por el nodo origen, pero puede ser cambiado
durante su ruteo por los equipos intermedios, con la condicio´n que el signiﬁcado
original se conserve. Si no se tiene un mapeo el valor no debe ser cambiado.
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Como condicio´n se debe lograr que el destino reciba el valor esperado, que
sera´ el indicado al inicio del trayecto del mensaje.
El valor del mismo debe ser entre 1 y 0xFFFFF. Se debe permitir que el valor
se comunique a los equipos en el camino, como podr´ıa ser v´ıa un mecanismo de
sen˜alizacio´n, el caso de un protocolo de reserva de recursos, como RSVP o de
distribucio´n de etiquetas, LDP. La otra alternativa es que pueda ser conﬁgurado
en los equipos del camino hasta el destino o transmitido de forma que lo nodos
intermedios tengan nocio´n de su signiﬁcado y tratamiento probablemente de
acuerdo a un SLA.
Paquetes de un mismo ﬂujo deber´ıan ser marcados de la misma forma, aunque
pueden surgir agregaciones.
Se puede chequear por los equipos intermedios que las opciones llevadas este´n
de acuerdo a las requeridas por la RFC esta´ndar. Sino se cumple un mensaje
ICMP podr´ıa advertir del problema.
Se menciona como uso del campo en un modelo DiﬀServ en IPv6, pero a dife-
rencia de marcar sobre el campo Traﬃc Class, se lo hace sobre el Flow Label. Para
indicar cual de los caracteres/signiﬁcado tiene el campo, si de Extremo a Extremo o
DiﬀServ, se propone marcar en el bit de encabezado (LSb) un 0 (cero) para cuando
la informacio´n que lleva respeta lo deﬁnido por el esta´ndar actual de IETF, donde
los restantes 19 bits posiblemente lleven un valor (pseudo)-aleatorio que no deber´ıa
cambiarse; y un 1 (uno), para el caso que lleve informacio´n para la clasiﬁcacio´n en el
modelo DiﬀServ.
0 1
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|0| Pseudo-Random Value |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|1| Diffserv IPv6 Flow Label |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
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El valor del campo de DiﬀServ para el modelo en IPv6 debe ser derivado de acuer-
do a lo deﬁnido en RFC-2474 [NBBB98] o asignado por el IANA. Debido a la longitud
un tanto arbitraria, 19 bits, en el documento se termina reduciendo el co´digo a 16
bits dejando los restantes reservados.
De acuerdo al documento, la primera etapa es cuando el paquete sale desde el
origen, en este caso sen˜ala que la aplicacio´n puede marcarlo o directamente el stack
TCP/IP deber´ıa hacerlo. Si esto no se cumple el primer router en el camino deber´ıa
hacerlo. Cuando el paquete entra en una red con modelo de QoS de acuerdo al Flow
Label esta deber´ıa clasiﬁcarlo y tratarlo de acuerdo al valor y a las direcciones. Podr´ıa
sufrir un re-mapping al cambiar a otra red.
En el documento se hace hincapie´ en el uso de una clasiﬁcacio´n MF (Multi-Field
classiﬁer) a diferencia del BA (Behavior Aggregate) Classiﬁer que solo lo hace en base
al DSCP Code-Point para el caso DiﬀServ en IPv4. En este caso el MF dentro del
dominio de QoS puede trabajar directamente sobre la 3-tupla: direcciones origen, des-
tino y Flow Label; indicado habitualmente como Flow-ID en IPv6. Desde un dominio
a otro probablemente tenga que examinar ma´s campos y entrometerse en valores de
capas superiores si tiene acceso.
El manejo presentado termina siendo ba´sicamente el mismo que el modelo Diﬀ-
Serv, salvo que indica que a diferencia del campo Traﬃc Class con el valor del DSCP,
se puede marcar en el Flow Label informacio´n que no es mapeada de forma local
solamente. Por lo tanto se puede ofrecer una QoS pseudo extremo-a-extremo. Pseudo
es una apreciacio´n del autor de la tesis, debido que si el paquete atraviesa diferentes
dominios de QoS probablemente sera´ modiﬁcado o tratado de manera diferente. Esto
es cubierto por una de las reglas para regir la modiﬁcacio´n enunciada anteriormente.
El valor del campo cuando no es conﬁgurado por el origen probablemente de-
bera´ ser conﬁgurado de acuerdo a la 5-tupla que deﬁne un ﬂow:(direcciones, puertos
y protocolo; o mediante un mapeo local o derivado de un PB (Policy Broker) posi-
blemente a partir de las reglas de un SLA o SLS. Eso no queda bien deﬁnido.
El documento analizado aqu´ı fue presentado como un draft en el 2000, tuvo algunas
modiﬁcaciones hasta 2001 pero ﬁnalmente nunca logro´ el estado de draft esta´ndar y
solo quedo como draft terminado. Deja varias cuestiones sin deﬁnir y no se encuentran
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implementaciones de referencia del modelo. Es importante mencionar que como autor
del documento analizado ﬁgura B. Carpenter, autor tambie´n del antiguo esta´ndar
RFC-3697 y del actual RFC-6437 que intentan estandarizar el uso del campo.
6.5. Un modelo para el uso en DiﬀServ de la eti-
queta de especiﬁcacio´n del FL IPv6
En el draft “A model for Diﬀserv use of the IPv6 Flow Label Speciﬁcation” (draft-
conta-diﬀserv-ipv6-ﬂ-classiﬁer-01) [CR01a], se plantea una forma de usar el campo
Flow Label y el Traﬃc Class/DSCP para indicar un tratamiento para el tra´ﬁco de
acuerdo a contratos pre-establecidos. Se especiﬁca un modelo conceptual para el uso
del campo incluido en IPv6 con servicios diferenciados (DiﬀServ). Se muestra un po-
sible me´todo de clasiﬁcacio´n basado en el Flow ID dado por la 3-tupla: dir. origen,dir.
destino, Flow Label y deﬁne una serie de reglas de como se podr´ıa utilizar el nuevo
campo. Brinda algunos ejemplo ilustrativos.
En las secciones iniciales indica que los valores para el Flow Label o los rangos de
valores, deben ser conocidos por las dos partes:
El cliente/usuario de red, quien requiere y contrata un servicio de QoS.
El proveedor de servicios de red, quie´n implementa los mecanismos para satis-
facer la demanda/necesidades que el cliente contrata.
Los valores deben ser marcados en los paquetes por el cliente/usuario, llamados
“host ﬂow label values”. Del lado de la red los valores son usados para conﬁgurar los
clasiﬁcadores en los routers y equipos que transportara´n los datos, llamados “router
ﬂow label values”. La distincio´n parece estar realizada solo del lado de donde se los
usa, pero los valores deber´ıan coincidir. Estos valores deben ser cubiertos por acuer-
dos contractuales entre usuarios y proveedores de servicios de red, ba´sicamente por:
SLAs, SLSs o TCAs.
El modelo presentado lo divide en 2 partes, una llamada: “Host Conceptual Model
for the Diﬀserv Flow Label” y la otra “Router Conceptual Model for the Diﬀserv Flow
Label”. Cada modelo se encargara´ de tareas diferentes, pero funcionara´n en conjunto
deﬁniendo el modelo completo.
105
Para el modelo de Host indica que estos son los encargados de establecer el valor
en los paquetes que env´ıan y lo pueden asignar de acuerdo a estos tres criterios:
Valor arbitrario.
Valor (pseudo)-aleatorio.
Valor asignado por el IANA.
Los valores arbitrarios posiblemente este´n relacionados con un acuerdo, por ejem-
plo, un SLA. Lo mismo se indica para los (pseudo)-aleatorios y los asignados por el
IANA. Si se implementa el modelo DiﬀServ debera´n estar estrictamente conﬁgurados
de acuerdo a los contratos entre las partes: SLAs, SLS o TCAs. El valor puede ser
colocado en el paquete por la aplicacio´n o por el stack TCP/IP del host origen. Como
es de esperar los paquetes del mismo ﬂujo debera´n tener el mismo valor. Si comparten
los paquetes las mismas direcciones, puertos y protocolo de transporte debera´n tener
asignado el mismo Flow ID. De acuerdo al API para que la aplicacio´n pueda cumplir
esta tarea se indica que sera´ la de sockets usando el campo sin6 flowinfo de la es-
tructura sockaddr in6. Posiblemente para protocolos orientados a conexio´n mediante
las llamadas bind() o connect() y puede ser obtenido mediante accept(). Para el
caso de “connectionless” a trave´s de sendto(), write() o similares y sera´ obtenido
mediante recvfrom() o read(). Tambie´n como alternativa plantea otras llamadas
como getsockname().
Para el modelo de Router el mecanismo a aplicar sera´ el de conﬁgurar el clasiﬁcador
basado en el Flow Label (las reglas de clasiﬁcacio´n) y como procesarlas. Deﬁne como
clasiﬁcador de Flow la siguiente estructura:
C: (Source Address , Source Address Prefix,
Destination Address, Destination Address Prefix Length,
Flow-Label)
El clasiﬁcador en el router puede conﬁgurarse de forma manual o mediante algu´n
mecanismo dina´mico, como a trave´s de un NMS (Network Manager System), e.g.
SNMP. La regla para el clasiﬁcador conceptualmente lo deﬁne como:
Incoming packet header: (Source Address,
Destination Address,
Flow Label)
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Luego la regla sera´ la encargada de tomar la decisio´n de como tratar al paquete
perteneciente a un ﬂujo determinado.
Se presentan algunos escenarios de uso. Un caso es donde una red de acceso debe
brindar QoS al tra´ﬁco de los clientes que salen de la red. En este caso los routers
de acceso (edge) de la red, a los cuales le llega primero el tra´ﬁco de los extremos
debera´n hacer una clasiﬁcacio´n del mismo. Si los clientes marcan el DSCP/Traﬃc
Class, el edge puede clasiﬁcar en base a este, sino debera´ aplicar una clasiﬁcacio´n
MF (multi-ﬁeld classiﬁcation). En el ejemplo si el Flow Label esta´ conﬁgurado el
proceso podr´ıa basarse en su valor de acuerdo al SLA. Otro escenario es donde varias
redes de acceso deben pasar por una red de carrier. El ejemplo es similar, pero ahora
los routers de ingreso de la red de carrier como los routers de borde de la red de
acceso deben tratar el tra´ﬁco marcado. Los valores del Flow Label usados deber´ıan
reﬂejar los contratos entre los clientes y las redes de acceso. Podr´ıa existir una re-
escritura por los routers de borde de las redes de acceso pero deber´ıa conservarse
el signiﬁcado original que tuvo. Los “host ﬂow label values” a trave´s de los “router
ﬂow label values” entregados a los routers de ingreso a la red carrier deben respetarse.
Finalmente el documento comenta una posible integracio´n con el modelo IntServ.
El Internet draft tuvo una modiﬁcacio´n pero nunca alcanzo´ el estado de esta´ndar
track. La primera versio´n del draft, 00, fue titulada “A deﬁnition of a IPv6 Flow
Label classiﬁer Speciﬁcation”. El autor, A. Conta, es autor tambie´n del draft citado
[RC01] y de varios documentos que han alcanzado el estado de RFC, como son: RFC-
2473 “Generic Packet Tunneling in IPv6 Speciﬁcation”, RFC-3032 “MPLS Label
Stack Encoding” y RFC-4443 “Internet Control Message Protocol (ICMPv6) for the
Internet Protocol Version 6 (IPv6) Speciﬁcation” [CDG06]. El principal documento
del autor relacionado con el tema tratado es el RFC-3697.
6.6. Una propuesta para la Especiﬁcacio´n del Flow
Label de IPv6
El Internet draft de J. Rajahalme y A. Conta:“An IPv6 Flow Label Speciﬁcation
Proposal” (draft-rajahalme-ipv6-ﬂow-label-00) [RC01] indica que el campo IPv6 Flow
Label fue disen˜ado para permitir una clasiﬁcacio´n eﬁciente de paquetes, y, en el caso
de no usarse la misma se debe llevar a cabo inspeccionado los encabezados de capas
superiores. De esta forma puede suceder que los campos no este´n disponibles debido
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a una tunelizacio´n/proteccio´n, sin descartar la violacio´n entre capas de protocolos,
aunque esta u´ltima no es algo que realmente preocupe. El documento presenta va-
rias caracter´ısticas que deber´ıa tener el Flow Label que luego son llevadas al primer
Internet Draft. Presenta la idea de un sistema para manejar los Flows a partir de
Flow States que se deben crear en los sistemas intermedios a partir de protocolos de
sen˜alizacio´n como RSVP o SIP/SDP, aunque no especiﬁca nada en particular sobre
estos. El manejo particular para cada ﬂujo debe ser aprendido por algu´n protocolo
de control ejecutando en los routers o directamente por informacio´n en alguna op-
cio´n hop-by-hop llevada por los paquetes. Las reglas para el ﬁltrado/clasiﬁcacio´n y
el manejo de los ﬂujos (“special handling”) sera´n parte del mismo Flow State, como
los para´metros bandwidth, delay, etc. El Flow State en el plano de datos/forwarding
estara´ compuesto al menos de:
3-tupla (Info de seleccio´n, Flow ID): Source Address, Flow Label, Destination
Address
Flow Accounting Info: contador del nu´mero de bytes o paquetes para el ﬂujo.
Forwarding Treatment: deﬁne el “special handling” al cual los paquetes del ﬂujo
estara´n sometidos.
El documento indica, igual que la RFC esta´ndar, que los routers no deben asumir
ninguna propiedad sobre los valores asignados por los hosts y que no deben afectar
su accionar sobre como se distribuyen las etiquetas. No asigna un tiempo ﬁjo a la
existencia del Flow State, pero indica que pueden expirar o borrarse en el caso de que
no se usen. En el esta´ndar se usa el valor 120 segundos como un tiempo para un ﬂujo.
Se menciona que no es necesario deﬁnir ningu´n formato interno para el Flow Label y
que cada implementacio´n podr´ıa tener el suyo. Tambie´n indica que no requiere valores
(pseudo)-aleatorios, algo que el esta´ndar parece recomendar.
Menciona que los paquetes de un ﬂujo pueden ser mapeados a un Behaviour Ag-
gregate (BA) permitiendo que los router directamente identiﬁquen por el DSCP de
acuerdo a DiﬀServ y pasen por alto la clasiﬁcacio´n por Flow ID.
El documento quedo solo como draft, aunque parece que algunas caracter´ısticas
se llevaron al esta´ndar. El mecanismo de Flow States parece hoy ya dejado de lado
de las especiﬁcaciones de la IETF, aunque no se proh´ıbe. Los autores son ﬁnalmente
tambie´n los mismos del primer Standard Track sobre el campo Flow Label en IPv6,
RFC-3697.
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6.7. Una especiﬁcacio´n modiﬁcada para el uso del
Flow Label en IPv6 con el ﬁn de proveer una
eﬁciente QoS usando una propuesta h´ıbrida
En “A Modiﬁed Speciﬁcation for use of the IPv6 Flow Label for providing An
eﬃcient Quality of Service using a hybrid approach” (draft-banerjee-ﬂowlabel-ipv6-
qos-03) [BSM02] se sugiere una especiﬁcacio´n pragma´tica para el uso del campo Flow
Label en un esquema h´ıbrido incluyendo varias opciones para usarlo como IntServ,
as´ı tambie´n como DiﬀServ o de extremo a extremo en el aprovisionamiento de QoS. El
autor deﬁne varios formatos de etiquetas, todas con un encabezado ﬁjo de 3 bits, por
lo cual quedan 17 bits del campo para marcar. Esto da lugar a diferentes propuestas
y, de acuerdo a los encabezados, sera´ la codiﬁcacio´n y el signiﬁcado de los 17 restantes.
Deﬁne un encabezado para dejar el ﬂow label en 0 (cero) en el caso que no se
marque. Ser´ıa la opcio´n default. Agrega otro encabezado para manejar las etiquetas
de forma (pseudo)-aleatoria de extremo a extremo, similar como lo indica el esta´ndar
IETF.
Otra posibilidad es indicar en el encabezado de 3 bits que el valor al que se debe
prestar atencio´n es el del encabezado salto a salto (hop-by-hop), header de extensio´n
de IPv6, como se sugiere en [BS02a] para proveer la QoS. Los 17 bits restantes deben
ser ignorados con este encabezado. En este caso el modelo de QoS ser´ıa el de IntServ,
donde se ofrecen los servicios:
Guaranteed ﬂow service (Servicio Garantizado).
Controlled Load Service (Carga Controlada).
Como alternativa se encuentra otra que indica utilizarlo como PHB-ID (Identiﬁ-
cador Per-Hop-Behaviour) similar al modelo de DiﬀServ para QoS. Para esta opcio´n
solo se usan 16 bits de los 17. La alternativa es como la indicada en el draft citado
en [RFB01].
Aporta tambie´n como opcio´n interesante para marcar requerimientos de recursos
en donde,uno de los encabezados posibles indica determinados para´metros para la
QoS. Por supuesto en el Label se puede solicitar:
Ancho de Banda Digital, Bandwidth: (expresada en mu´ltiplos de kbps).
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Requerimientos de Buﬀering, Buﬀer requirements: (expresado en bytes)
Retardo ma´ximo, Delay: (expresado en nanosegundos).
Algunos valores podr´ıan relajarse, con un bit inicial que indica si se requieren
estrictamente los atributos, sea el caso si la aplicacio´n es de RT blando (soft) o
estricto (hard).
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|1 0 1|R| Flow Label |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
Donde HD = 101 es el header para marcar requerimientos de QoS, luego el bit
indicado como R, R = 0 sen˜ala soft-RT y R = 1 hard-RT. La parte sen˜alada como
Flow Label es la 3-tupla (bandwidth, buffer, delay) siendo 6 bits para BW, 5 bits
para Buﬀering, y los u´ltimos 5 bits para delay. Este u´ltimo modelo es similar al pro-
puesto en la tesis [Rob08] para combinar 802.11e con IPv6.
El documento tuvo 3 modiﬁcaciones, quedo´ solo como draft y no siguio´ teniendo
discusiones, por lo tanto no alcanzo´ el estado de RFC Internet Standard Track. El
autor, Rahul Banerjee, tiene varias propuestas de draft, aunque parece que ninguna
alcanzo´ a ser RFC. Entre estas se pueden mencionar las siguientes:
“An extension of RTP and RTCP protocols For Video-on-Demand systems”
(draft-banerjee-rtp-vod-00).
“Impairment Constraints for Routing in All-Optical Networks” (draft-banerjee-
routing-impairments-00).
Dentro de los documentos del autor la ma´s relacionada con el trabajo se encuentra en:
“Design and Implementation of the Quality-of-Service in IPv6 using the modiﬁed Hop-
by-Hop Extension header - A Practicable Mechanism” (draft-banerjee-ipv6-quality-
service-02) [BS02a], la cual propone un mecanismo de QoS Hop-by-Hop usando las
cabeceras de extensio´n de IPv6 para marcado.
110
6.8. Un enfoque radical para proveer QoS sobre
Internet usando el campo Flow Label de 20
bits
El draft “A Radical Approach in providing Quality-of-Service over the Internet
using the 20-bit IPv6 Flow Label ﬁeld” (draft-jagadeesan-rad-approach-service-01)
[BS02b] tiene una importante base en el draft con muy poco tiempo de diferencia
citado:[BSM02]. El mismo sugiere un enfoque radical y gene´rico para el Flow Label,
pero parece ser ma´s una simpliﬁcacio´n del modelo anterior, salvo que no exige un
formato, sino sugiere uno posible permitiendo variaciones. El objetivo es marcar las
necesidades de recursos como ancho de banda y delay en el campo Flow Label.
El formato que propone es el siguiente:
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| BANDWIDTH | DELAY | BUFFER |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Bandwidth = (2^B) * 32 (8 bits)
Delay (in decimal) = (2^B) * 4 nanoseconds (5 bits)
Buffer Requirements = (2^B) * 512 bytes (7 bits)
Los equipos intermedios deben negociar Flow States a partir del plano de control
y esta informacio´n debe ser almacenada en el router. En los Flow States se debera´ al-
macenar la informacio´n indicada a continuacio´n:
1. Flow label, Source address --3-tupla
and destination address. Se pueden usar wildcards.
2. Forwarding treatment --Como se trataran los paquetes que
acorden el criterio anterior.
3. Flow statistics --Contadores de tra´fico
4. Flow time --El tiempo de vida que queda del estado
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Un valor en 0 (cero) del Flow Label indica que no tiene una etiqueta de QoS. El
valor 0 indica un tratamiento best-eﬀort. Los valores de Flow Label cargados por el
origen no deben ser modiﬁcados en el trayecto. En el documento se menciona que el
uso de valores de Flow Labels cambiables en el camino no se recomienda debido a
que se agrega una sobrecarga extra, por ser necesario nuevas re-negociaciones entre
routers para mantener el signiﬁcado original. Se propone que los hosts realicen una
posible asignacio´n esta´tica y manual de co´digos de ﬂujos con aplicaciones, se sugiere,
de forma pra´ctica, usar el archivo UNIX: /etc/qos.conf.
Todos los modelos que incluyen Flow States se terminan pareciendo mucho a
IntServ y requieren de un protocolo de sen˜alizacio´n. Esta propuesta es un ejemplo.
Probablemente las implementaciones sufran de los problemas de la arquitectura, como
podr´ıa ser la falta de escalabilidad. Tambie´n sucede que varios de los modelos que
especiﬁcan un valor para Flow Label indicando los para´metros requeridos contradicen
las especiﬁcaciones esta´ndares de Internet. De cualquier forma los esta´ndares de la
IETF no han aportado mucho en el uso del campo y las propuestas son va´lidas.
6.9. Especiﬁcacio´n del Flow Label de IPv6
“RFC-3697: IPv6 Flow Label Speciﬁcation” [RCCD04] es el primer documento
draft esta´ndar IETF que trata espec´ıﬁcamente el campo Flow Label. Si bien el RFC-
2460 lo considera, varias cuestiones quedaban sin deﬁnir. El resultado obtenido en
RFC-3697 comienza con los trabajos del draft: “IPv6 Flow Label Speciﬁcation (draft-
ietf-ipv6-ﬂow-label-00.txt)” en Febrero de 2002. Luego este es reemplazado por otros
hasta llegar a la versio´n ﬁnal. En el mismo se brinda una deﬁnicio´n del campo Flow
Label que incluye las principales reglas pare el uso del mismo:
Los nodos or´ıgenes deben ser capaces de marcar con el campo los ﬂujos de
datos conocidos, habitualmente las conexiones TCP, incluso si no requiere un
tratamiento especial.
Si un nodo no provee tratamiento espec´ıﬁco para los ﬂujos debe ignorar el campo
y transmitirlo como el tratamiento default (“best-eﬀort”).
Si un nodo no asigna/identiﬁca tra´ﬁco con ﬂows debe conﬁgurar el campo a
0(cero). Los paquetes que no son identiﬁcados como parte de un ﬂujo deben
tener este valor.
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Para habilitar a las aplicaciones y los protocolos de transporte a deﬁnir que pa-
quetes constituyen un ﬂujo, el origen debera´ proporcionar medios para que estas
especiﬁquen que valores de Flow Labels son asociados con estos. Los valores de
la etiqueta esta´n sujeto a privilegios adecuados.
Los valores de los campos de la 3-tupla: dir. origen, dir. destino, Flow Label
identiﬁcan que paquetes pertenecen a un ﬂujo.
Los valores del campo en la 3-tupla: dir. origen, dir. destino, Flow Label; asig-
nados no deben ser repetidos dentro de 120 segundos luego de la terminacio´n
del env´ıo de los paquetes del ﬂujo inicial. Se deber´ıa poder aplicar tiempos de
cuarentena mayor por la aplicacio´n.
El origen deber´ıa asignar a conexiones de transporte/aplicacio´n no relacionadas
diferentes valores de Flow Label y deber´ıa ser capaz de solicitar valores no
usados sin necesidad de indicar valores particulares.
El origen debe evitar el re-uso en caso de que existan ﬂows activos identiﬁca-
dos con el valor. Para evitar re-uso accidental deber´ıa existir un mecanismo
bien deﬁnido que permita asignarlos, podr´ıa ser de forma secuencial o mejor,
(pseudo)-aleatoria. Se deber´ıa mantener a los valores en uso para evitar el pro-
blema ante inicios/re-inicios del sistema.
El valor del Flow Label cargado por el origen debe ser transmitido sin cambios
hasta el destino.
Los nodos IPv6 no deben asumir ninguna propiedad matema´tica u otra sobre
el valor del campo.
La performance de los routers no deber´ıa depender de la distribucio´n de los
valores o de los valores mismos del campo. Indicando especialmente que no es
por si solo una buena entrada para funciones de hashing.
Las cuestiones anteriores se aplican al manejo de ﬂujo sin estado principalmente.
El documento tambie´n deﬁne los requerimientos para el manejo con estados, habi-
tualmente llamados Flow States. Para esto deﬁne:
Los paquetes pueden ser manejados con un tratamiento especial de acuerdo al
campo si se ha generado un Flow State espec´ıﬁco.
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Para poder tener un tratamiento por ﬂujo espec´ıﬁco, se requieren establecer
Flow States en los nodos que estara´n en el camino. No necesariamente deben
ser todos. Indica que el mecanismo sera´ deﬁnido en una especiﬁcacio´n separada.
El me´todo de manejo de Flow States debe permitir los medios para la limpieza
del estado para el tratamiento de un ﬂujo espec´ıﬁco. Se deber´ıa poder indicar
mediante una sen˜alizacio´n tiempos mayores a 120 segundos para la vida del
ﬂujo.
El establecimiento del estado debe ser capaz de recuperarse cuando los estados
no son soportados. Un ejemplo podr´ıa ser enviando como “best-eﬀort” con valor
cero.
No especiﬁca el documento claramente como se crean, por lo tanto se asume
que pueden ser dina´micos o esta´ticos.
Los nodos intermedios que manejan estados no deben asumir que los paquetes
que parecen pertenecer a un ﬂujo arribando ma´s tarde que 120 segundos sean
del ﬂujo salvo que expl´ıcitamente se haya expresado un tiempo de vida mayor
en el proceso del establecimiento del estado.
Con respecto a cuestiones de seguridad menciona que el campo Flow Label no es
cubierto por IPSec en modo transporte. En modo tu´nel se cubre el campo del paquete
encapsulado, pero si este requiere que sea analizado hop-by-hop no sirve.
En conclusio´n este documento da los lineamientos para el uso del campo, de-
jando muchas propuestas, como las analizadas anteriormente, no compatibles con el
esta´ndar IETF. En 2011 el RFC-3697 es reemplazado por RFC-6437 intentando ﬂexi-
bilizar algunos aspectos, aunque no se parece tener los resultados esperados: difundir
aplicaciones y el uso del campo.
6.10. Usando el campo Flow Label de 20 bits del
encabezado IPv6 para indicar la QoS desea-
ble para servicios en Internet
La tesis “Using the 20 bit ﬂow label ﬁeld in the IPv6 header to indicate desirable
quality of service on the Internet” [Pra04] hace una propuesta de uso del campo Flow
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Label para indicar los para´metros de QoS requeridos de forma detallada. Indica los
siguientes valores con sus signiﬁcados para el encabezado del campo:
Bit Pattern Approach
------------------------------------------------------------------
00 No QoS requirement (Default QoS value)
01 Pseudo-Random value used for the value of Flow-Label
10 Support for Direct Parametric Representation
1100 Support for the DiffServ Model
1101 Reserved for future use
111 Reserved for future use
Permite la asignacio´n (pseudo)-aleatoria o con valores espec´ıﬁcos. Tambie´n deﬁne
formatos para valores espec´ıﬁcos, por ejemplo, one-way delay, bandwidth, pe´rdida
(loss), etc. Se propone el siguiente formato:
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
|1 |0 |R | OWD | IPDV | BW | OWPL |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
R: RT strict=1 (strict), RT soft=0 (available)
OWD: one-way delay
IPDV: IP Delay Variation (Jitter)
BW: bandwidth
OWPL: one-way-packet-loss
Deﬁniendo luego tablas que asocian valores binarios para campos de acuerdo a
su signiﬁcado. Segu´n RFC-6294, la propuesta parece asumir que hay un RSVP por
detra´s como RFC-2205 [BZB+97] que implementara´ los para´metros.
En el articulo no implementa nada ni muestra resultados que justiﬁquen su imple-
mentacio´n aunque reclama que la propuesta es simple, escalable, modular y gene´rica.
No parece ser as´ı, pues no hay desarrollos.
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6.11. Comparacio´n del rendimiento de la QoS en
IPv6 entre los modelos de IntServ, DiﬀServ
En “Comparison of QoS Performance between IPv6 QoS Management Model and
IntServ and DiﬀServ QoS Models” [FDP+05] de El-Bahlul Fgee y otros autores, se
compara mediante el uso del simulador NS/NS-2 [TOLa] modelos para proveer QoS.
El art´ıculo menciona cuatro esquemas para QoS:
IntServ
DiﬀServ
IPv6 QoS
MPLS
Se indica en el art´ıculo adema´s otro modelo, que es el actual en Internet, best-
eﬀort. Los modelos se describen de la siguiente forma:
Best Eﬀort: Modelo actual de QoS en Internet, “Mejor Esfuerzo”, todo el tra´ﬁco
es tratado de la misma forma, no hay garant´ıas de para´metros de QoS. Su
desventaja es que no provee directamente QoS y su ventaja es la simpleza.
IntServ: [BCS94] Simula un sistema de circuitos sobre IP. Utiliza RSVP (Resource
Reservation Protocol) para sen˜alizacio´n del camino por donde se requiere la
QoS. Se requieren mensajes de refresco para mantener el camino. RSVP genera
“Soft States” en los routers, estos pueden ser modiﬁcados por nuevos mensajes.
Trabaja con un esquema per-ﬂow QoS, trata de cubrir los requerimientos de
QoS por ﬂujo de datos.
Menciona como desventajas:
Carencia de Escalabilidad. Demasiados recursos de procesamiento y al-
macenamiento son requeridos por los Soft States. Los ﬂujos generan una
granularidad muy ﬁna lo que produce que no escale el modelo. Solo apli-
cable a redes chicas.
“Todos” los routers deber´ıan implementar RSVP, extra al tratamiento de
la QoS, control de admisio´n, clasiﬁcacio´n, etc.
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DiﬀServ: [BBC+98] Modelo ma´s simple que IntServ. En este el tra´ﬁco entra en la
red (dominio de QoS) y es clasiﬁcado en los bordes, se agrupan diferentes ﬂujos
en clases ma´s amplias, PHB (Per-hop-behaviors). Granularidad gruesa. Podr´ıa
utilizar QoS/Bandwidth Brokers para administrar y negociar los requerimientos,
comunicar con los routers de borde (edge routers) y tracear las reservas de
recursos o podr´ıa implementarse de forma esta´tica. El tra´ﬁco, una vez marcado,
es tratado dentro del dominio de acuerdo a su marca. Todos los paquetes de
la misma clase deber´ıan ser tratados de la misma forma dentro del dominio de
QoS. DiﬀServ deﬁne algunos tratamientos que deber´ıan aplicarse en cada nodo a
lo largo del camino de acuerdo a la clase. Ba´sicamente se utiliza el campo DSCP
(Diﬀerentiated Code Point) en IPv4 o Traﬃc Class en IPv6. Es un modelo ma´s
sencillo y ma´s escalable que IntServ. Desventajas:
Se agrupan ﬂujos individuales en una misma clase, no pueden ser diferen-
ciados. Pocas clases.
Modelo ma´s esta´tico en la implementacio´n.
Puede producirse un delay mayor en el mapeo a las clases.
No se adecu´a correctamente a un modelo de extremo a extremo.
Otros modelos de QoS complementarios que se han desarrollado recientemente:
MPLS (Multi Protocol Label Switching): [RVC01] puede utilizar el modelo de
DiﬀServ o IntServ. Ofrece la posibilidad de trabajar con Ingenier´ıa de Tra´ﬁco.
Modelo ma´s eﬁciente, extensible a IPv6. No se indican ma´s detalles en el art´ıculo.
Por u´ltimo, analiza:
Modelo de IPv6 QoS: Brevemente su funcionamiento es descripto as´ı: antes de
transmitir informacio´n, se debe enviar el requerimiento de QoS. Este lo recibe
uno de los routers de borde y lo debe enviar al Controlador del Dominio de QoS,
quie´n lo aprueba o no. El resultado lo comunica el router de borde al emisor.
Si se acepta se comienza a enviar. El requerimiento lleva los campos: tiempo
(duracio´n), tipo de servicio (rate promedio, burst y pico), el DGI y la direccio´n
destino. Se utiliza el Domain Global ID (DGI) o Packet ID: (direccio´n origen
IPv6 + Flow Label) para reservar y mantener track de los ﬂujos en lugar de
usar la 3-tupla vista en la mayor´ıa de los documentos relacionados.
El modelo indica que el tra´ﬁco se clasiﬁca en los routers de borde y es tratado
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con la QoS adecuada, previamente conﬁgurada por el Controlador de QoS. Es
usado el campo TC para indicar el tratamiento diferenciado. Los router en las
simulaciones utilizan WFQ, y se calcula el peso de acuerdo al campo TC (Traﬃc
Class), usado como prioridad. En las publicaciones no hace referencia a como
el TC se determina (conﬁgura). Se indican como ventajas del modelo:
No se negocia la QoS con el emisor. El router de borde lo hace con el QoS
manager/controlador.
El modelo dice ser ma´s sencillo de implementar porque no requiere proto-
colos externos de sen˜alizacio´n.
El QoS manager o Controlador de QoS toma ventaja de los campos Flow
Label y Traﬃc Class para reservar y llevar la traza de la utilizacio´n de
recursos de la red. Los beneﬁcios de usar el Flow Label son: procesamiento
ma´s ra´pido, solo campos ﬁjos de la cabecera. Evita layer violation, ya que
no se debe “meter” dentro de PDU de las capas superiores, como podr´ıa
ser en la capa de transporte mirando puertos u otros datos. Este tema ya
es considerado y analizado mejor en RFCs.
Su funcionamiento no es descripto en mucho detalle en la publicacio´n, y, a igual
que en otras, solo es una implementacio´n basada en el simulador NS-2. No se
tiene en cuenta la escalabilidad ya que solo habla de un controlador gene´rico
y deja muchos detalles importantes sin especiﬁcar. Se indica que no requiere
un protocolo de sen˜alizacio´n externo, pero no describe como se trabaja con los
mensajes de control que incluye en su descripcio´n, como son aquellos entre los
routers de borde y el controlador.
En art´ıculos anteriores como “Implementing QoS capabilities in IPv6 networks
and comparison with MPLS and RSVP”[FPRS03] o “Implementing an IPv6 QoS
management scheme using ﬂow label & class of service ﬁelds”[FKR+04] sienta la base
para este art´ıculo. El primero presenta un esquema para garantizar la QoS para tra´ﬁco
de Real Time y mejorar el uso de los recursos del backbone minimizando el delay. Las
simulaciones son realizadas sobre el simulador NS y compara RSVP, MPLS, IPv6 con
WFQ e IPv6 con CBQ. Mide end-to-end delay, rendimiento y pe´rdida. La diferencia
parece hacerla CBQ sin importar si es MPLS, RSVP o IPv6. Usa para IPv6 el campo
Flow Label para hacer un fast-switching y el campo TC para dar prioridad.
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El art´ıculo de 2005 es bastante superﬁcial y no aclara detalles, sirve como base de
clasiﬁcacio´n para Modelos de QoS, aunque el caso particular de IPv6 es uno deﬁnido
ad-hoc, que no esta´ acorde en algunos puntos con los RFCs. Apunta a un modelo con
estados.
6.12. Clasiﬁcacio´n de paquetes IPv6 basada en el
Flow Label, direccio´n origen y destino
El art´ıculo de 2005 “IPv6 Packet Classiﬁcation Based on Flow Label, Source and
Destination Addresses”[PE05] muestra una implementacio´n para los clasiﬁcadores de
paquetes segu´n la 3-tupla: Flow Label, Dir. Origen, Dir. Destino. Utiliza una es-
tructura de datos llamada Hierarchical-Trie (H-Trie), indicando que es adecuada y
permite obtener un buen rendimiento para los hashes que se generan. El desarrollo
del algoritmo esta´ realizado sobre el lenguaje Java en una plataforma Windows de un
solo thread.
La clasiﬁcacio´n de tra´ﬁco es importante para ofrecer un menor delay y un mejor
tratamiento en el curso del tra´ﬁco. En el caso de IPv4 para llevarla a cabo se requiere
leer campos de capas superiores, por ejemplo, puertos TCP/UDP. Esto genera pro-
blemas ante la fragmentacio´n o tunelizacio´n con cifrado.
El art´ıculo muestra otra ramiﬁcacio´n del estudio y aplicacio´n del campo FL de
IPv6. En este caso algoritmos para clasiﬁcar y lograr una mejor distribucio´n en un
espacio de hashing.
6.13. Proveyendo QoS de extremo a extremo usan-
do el Flow Label de IPv6
En el documento “End-to-End QoS Provisioning by Flow Label in IPv6”[LTH06]
se especiﬁca un formato de Label donde 17 bits se generan de forma (pseudo)-
aleatoria.
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+--+----+-----------------------------+
| 1| 2 | 17 bits |
+--+----+-----------------------------+
|LF| LT | LN |
+--+----+-----------------------------+
LF 0 Disable
1 Enable
LT 00 Flow label requested by source
01 Flow label returned by destination
10 Flow label for data delivery
11 Flow label terminates connection
LN Random number created by source
El ﬂag/bit LF indica que el Flow Label tiene el signiﬁcado del formato presentado
anteriormente. La parte LT , de 2, bits indica quie´n solicito´ el recurso y por u´ltimo los
17 bits. Este marcado es incompatible con RFC-3697, ya que, se podr´ıa marcar este
bit en 1 (uno) por una fuente que no utiliza esta deﬁnicio´n, sin tener en este caso el
signiﬁcado esperado. Se trata de poner el control de este marcado en dispositivos que
cumplan el rol de gateways de entrada. Los gateways parecen convertirse un poco en
“cuello de botella” de la posible implementacio´n.
En el documento se describe un mecanismo de sen˜alizacio´n dentro de los mismos
mensajes de datos entre el origen, routers y el destino donde se usa el campo Traﬃc
Class y los bits sen˜alizados anteriormente del Flow Label.
El funcionamiento es el siguiente: el origen marca los mensajes con LF = 1,
LT = 00 y el resto con un valor (pseudo)-aleatorio, luego los debe enviar a un gateway
que hara´ los chequeos que el sistema requiere (como el control de que no se repitan los
valores). Este marcara el campo Traﬃc Class envia´ndolo luego al verdadero router de
borde del dominio con QoS. El router examinara´ el Flow Label y enviara´ el paquete
de acuerdo a los campos indicados. Cada paso generara´ un estado en los equipos
intermedios que se mantendra´ para dar un tratamiento especial a cada ﬂujo. Al llegar
al destino ﬁnal, este respondera´ con determinada conﬁguracio´n en los campos del Flow
Label para habilitar/establecer el camino en los equipos intermedios. Para dar de baja
la reserva de recursos se env´ıa un mensaje con los valores LF = 1, LT = 11 y el mismo
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valor inicial para LN . Los gateway parecen ser los que tienen la responsabilidad de
decidir el tratamiento de los mensajes, a partir del valor del campo Traﬃc Class.
No se deﬁne como los hosts le indican este tratamiento a los gateways. Los gateways
hacen la eleccio´n en base a la 3-tupla que identiﬁca el Flow-ID como se vio hasta
ahora. Usan una tabla que asocia el valor a un ToS de acuerdo al campo Traﬃc
Class. Establecido el camino, los routers para deﬁnir el pro´ximo salto en lugar de
mirar la tabla de routing, miran una tabla que asocia el LN con el pro´ximo salto. Las
pruebas son llevadas a cabo usando el simulador NS-2 y parece que la ventaja, ma´s
que la implementacio´n de QoS, es el Fast-Switching basado en la porcio´n del Flow
Label LN en lugar de utilizar la direccio´n IP destino.
6.14. Provisio´n de QoS en IPv6 de extremo a ex-
tremo en redes heteroge´neas usando el Flow
Label
En “IPv6 End-to-End QoS Provision In Heterogeneous Networks Using Flow La-
bel” [SHM08] se evalu´a sobre el simulador OPNET [TOLb] una propuesta para usar
el campo Flow Label para ofrecer QoS end-to-end. Se propone una modiﬁcacio´n a la
especiﬁcacio´n del mismo indicando que as´ı el manejo de los diferentes tra´ﬁcos puede
ser ma´s eﬁciente y se genera un nuevo modelo de QoS: “FL model”. Se aﬁrma que
tiene una granularidad ma´s ﬁna y los resultados sobre el simulador muestran un mejor
rendimiento que los existentes. Se propone un modelo en el cual el Flow Label puede
ser cambiado en el ruteo pero manteniendo el signiﬁcado original. Se podr´ıa ver como
una aplicacio´n h´ıbrida del campo, donde se usa de forma end-to-end pero se puede
cambiar cuando se pasa de un dominio de QoS a otro.
El documento aﬁrma que mantener el valor del Label sin cambiar trae problemas
de escalabilidad y sincronizacio´n en un entorno multi-dominio como Internet. La
propuesta es bastante complicada donde se incluyen nodos con diferentes funciones
como FLB (Flow Label Broker) para negociar el valor del campo dentro del dominio
incluyendo la pol´ıtica a aplicar, y QoS Gateways que mantendra´n los mapeos de
valores del campo del dominio de donde proviene al nuevo. Los FLB ser´ıan reemplazos
de BB (Bandwidth Brokers). Se indica como las principales caracter´ısticas del modelo:
End-to-end QoS puede ser garantizada. La interpretacio´n de las clases de QoS
es realizada por ﬂujo, dando una mejor granularidad.
121
No se requieren modiﬁcaciones a los modelos/tecnolog´ıas de QoS actuales. Los
u´nicos cambios son los FLB y los QoS gateways en cada dominio.
La clasiﬁcacio´n de los paquetes se hace solo en una dimensio´n del campo Flow
Label, dando una mejor velocidad de procesamiento.
De los anteriores, el punto dos indica que no se requieren modiﬁcaciones, pero en
realidad los QoS Gateways sera´n los routers de l´ımite/borde que debera´n hacer un
procesamiento diferente, como es la comunicacio´n con los FLB. Los QoS Gateways se
muestran en el documento como un eslabo´n ma´s en la cadena, como previos a los rou-
ters del sistema/dominio de QoS. El modelo parece tender a generar estados similar
como sucede con IntServ [BCS94], por lo tanto se pone en duda la escalabilidad del
mismo. Tambie´n se deﬁne un proceso de sen˜alizacio´n: FL-SIP, el cual es usado por el
origen contra el FLB de su dominio, entre los FLB de diferentes dominios y entre los
FLB de entrada y los QoS Gateways del mismo dominio. En el art´ıculo se realizan
comparaciones sobre una maqueta contra un modelo DiﬀServ. En el mismo varios de-
talles no quedan claros, por ejemplo, la compleja comunicacio´n entre los participantes
mediante el protocolo de control que se menciona. Ente los puntos interesante se pue-
de ver que hace una breve revisio´n de los trabajos relacionados, aunque en muchos
casos no acierta en lo que expresan, por ejemplo, indica que la referencia [BSM02],
hace una propuesta de etiquetas con solo signiﬁcado local, y en realidad no es el ob-
jetivo dentro del documento que se analizo´ anteriormente: “A Modiﬁed Speciﬁcation
for use of the IPv6 Flow Label for providing An eﬃcient Quality of Service using a
hybrid approach” [BSM02].
6.15. Provisio´n de QoS en IPv6 de extremo a ex-
tremo en redes heteroge´neas usando agrega-
cio´n del Flow Label
“IPv6 End-to-End QoS Provision in Heterogeneous Networks Using Aggregated
Flow Label” [SHM09] es una extensio´n del art´ıculo anterior citado como [SHM08]. En
este se propone agrupar/agregar ﬂujos que requieran una misma QoS, de forma simi-
lar como pasa con DiﬀServ de acuerdo al valor del DSCP/TC. El modelo es llamado
FL-AG (Flow Label Aggregate). Diferentes ﬂujos con distintas direcciones podr´ıan
ser asignados al mismo FL y de esta forma obtener una granularidad ma´s amplia.
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El modelo usa dos tipos de agentes o entidades: el FLB (FL Broker) encargado
de negociar el QoS-CT (QoS Class table) y el valor agregado del Flow Label. Tienen
una lista de FL-ST (FL state table), con los FL asignados a c/u y los tratamientos
de QoS indicados en la QoS-CT. Luego los QoS Gateways se encargan de negociar
los mapping entre los diferentes dominios de QoS por donde atravesara´ el tra´ﬁco.
El proceso consta de 3 fases, una primera para generar el valor FL de forma oﬀ-
line, es decir asociar el tratamiento con los valores de los ﬂujos; la segunda para es el
“FLB negotiation process”, que dado el requerimiento se le asigna el valor el campo
con el cual debe ser marcado el tra´ﬁco y por u´ltimo la baja, “FL deletion” llevada a
cabo por FLB y QoS gateways ante la expiracio´n de la informacio´n para el FL (Flow).
Los resultados son mostrados con el simulador OPNET.
6.16. Estudio de casos de uso propuestos para el
Flow Label de IPv6
En el RFC informativo “Survey of Proposed Use Cases for the IPv6 Flow Label”
[HB11] se realiza una recopilacio´n y ana´lisis de varias propuestas de uso del campo
Flow Label en IPv6. Este documento luego es citado por RFC-6436, que tambie´n se
analiza en otra seccio´n. Entre los trabajos mencionados podemos indicar los siguientes:
cita de [MH00], los trabajos de A. Conta [CR01a], [CR01b], y de otros autores, como
[Hag01] de Hagino.
Los documentos analizados se encuentran catalogados en categor´ıas que deﬁnen el
mismo RFC con respecto a su uso. De acuerdo a su categor´ıa son:
Para QoS End-to-end QoS, usando valor (pseudo)-aleatorio de Flow Label. Ana-
liza el documento [LTH06] ya analizado en este mismo texto.
Para Load-Balancing, usando valor (pseudo)-aleatorio de Flow Label. Referen-
cia al trabajo en progreso, que luego termina en RFC-6438 [AC11]. Este es
compatible con las reglas de RFC-3697.
Como Security Nonce, usando valor (pseudo)-aleatorio. Analiza el draft [Bla09]
de Blake. Esta propuesta no requiere trabajar con estados y permite una defen-
sa contra ataques de SYN/ACK generando valores (pseudo)-aleatorios para el
campo haciendo los encabezados ma´s dif´ıcil de predecir por el atacante. Cumple
con las “reglamentaciones” IETF.
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Especiﬁcando Para´metros/Requerimientos de QoS en el campo. Analiza [Pra04]
y [LK04]. El primero ya es analizado en este documento. En el segundo, se de-
ﬁne un formato similar a los anteriores, con 5 campos donde 2 son encabezado
de interpretacio´n y en los restantes se expresan valores para delay, bandwidth
y buﬀer. Se proponen, adema´s, monitores de rendimiento y la posibilidad de
reserva de capacidades de forma dina´mica. El esquema sirve para IntServ como
para DiﬀServ. Los paquetes que no utilizan los valores indicados para el propo´si-
to de QoS, por ejemplo, con valores (pseudo)-aleatorio, son ﬁnalmente tratados
como “best-eﬀort”. Las pruebas se realizan sobre el simulador QoSSim[TOLc],
que se desarrolla espec´ıﬁcamente para este propo´sito. Parece que ninguna de las
dos propuestas son compatibles con las reglas de IETF, RFC-3697, debido a los
encabezados codiﬁcados que se agregan con signiﬁcado espec´ıﬁco y particular.
Usados para el control del switching/forwarding hop-by-hop. El primer draft
comienza en 2005 y la u´ltima modiﬁcacio´n es de 2008 [CBB08]. En estos se
describe y propone una arquitectura llamada 6LSA: IPv6 Label Switching Ar-
quitecture donde se utiliza el campo para hacer un fast-switching muy similar
como sucede con los FEC en MPLS [RVC01]. Deﬁne un protocolo de intercam-
bio de Labels. Una parte del Label sera´ una etiqueta con signiﬁcado local que
se mantendra´ a lo lago del LSP (Label Switch Path) y la otra local para hacer
el fast switching. La propuesta requiere re-escribir el valor hop-by-hop lo cual
la hace incompatible con las reglas de IETF RFC-3697. Existen otras propues-
tas con el objetivo de acelerar el look-up en el switching, cuestio´n que parece
haber tenido mayor relevancia en el momento de la concepcio´n de IPv6 y sus
direcciones “extra-largas” de 128 bits. Hoy con el avance de la tecnolog´ıa esta
limitacio´n ha sido superada.
Usado para especiﬁcar extensiones a la arquitectura DiﬀServ. Aqu´ı analiza
[BSM02], tambie´n revisado en este texto. El me´todo rompe con las reglas de
RFC-3697 y no es compatible.
Otros usos. [DE11] propone usar en el Dual-Stack Lite el campo para distinguir
el encapsulamiento IPv4-in-IPv6 y la traslacio´n de direcciones realizada. Deriva
el valor del campo a partir de la 5-tupla que incluye las direcciones, nu´meros
de puerto y el protocolo, Next-Header. Indica que los valores generados deben
ser u´nicos y que pueden ser usados para priorizar tra´ﬁco. El me´todo parece
ser compatible con las RFC de los esta´ndares IETF. Tambie´n se encuentran
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referencias a “RPL: IPv6 Routing Protocol for Low power and Lossy Network”
y a Mobile IP con MEXT (Mobility EXTensions for IPv6).
El documento indica que los avances en tecnolog´ıas de hardware de high-speed-
switching y el e´xito de MPLS permiten descartar el uso del Flow Label considerado
para implementar un ra´pido procesamiento en los equipos intermedios, conocido como
fast-switching. De la misma forma menciona que la arquitectura de DiﬀServ es vista
como suﬁciente para codiﬁcar la QoS. A pesar de esto gran parte de las propuestas
sobre el campo asumen que su uso es para QoS, algo que a menudo se requiere, pen-
sando en la necesidad de la “Network Neutrality”.
Tambie´n marca que la violacio´n del esquema en capas de acuerdo a donde se ubica
la labor del agente/dispositivo que procesa el paquete no es algo que sea realmen-
te una preocupacio´n acade´mica, aunque este tambie´n es un tema abordado por los
disen˜adores. El uso del campo para hacer una mejor y ma´s ra´pida clasiﬁcacio´n sin
romper las fronteras de las capas del modelo TCP/IP u OSI es un punto a favor.
Enumera las tres propiedades controversiales de RFC-3697, tratadas en RFC-6436,
marcando que fue una decisio´n adrede debido a la sema´ntica sin estado y el end-to-
end que debe tener IP.
Finalmente aconseja a que deben enfocar los investigadores y disen˜adores en temas
relacionados respetando las reglamentaciones/recomendaciones IETF. Una posibili-
dad es usarlo como nonce(valor nume´rico) para generar valores hash, pero nunca de
forma aislada. Otra forma es marcando tra´ﬁco que pertenece a una misma sesio´n,
pero sin usar el valor para inﬂuir en las decisiones de ruteo. En el caso de querer
utilizarlos directamente para QoS, recomienda ignorar las reglas de la RFC, pero que
el alcance de la implementacio´n solo sea dentro de un dominio determinado (conjunto
de nodos y routers), por ejemplo, un AS, pero sin permitir que el comportamiento
se propague fuera. Esto se podr´ıa implementar de forma que, cuando el paquete sale
fuera del dominio, los routers de borde re-escriban el valor a cero u otro pactado res-
petando la RFC. De cualquier forma, la mayor cantidad de las propuestas generadas
son incompatibles con la especiﬁcacio´n RFC-3697 y trabajos del RPL o MEXT ponen
en cuestio´n el mismo documento.
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6.17. Justiﬁcacio´n de la Actualizacio´n de la espe-
ciﬁcacio´n de IPv6 Flow Label
El documento “Rationale for Update to the IPv6 Flow Label Speciﬁcation”[AJC11],
RFC de categor´ıa informativa, no de estandarizacio´n de protocolos, hace un estudio de
los inconvenientes que se encuentran en RFC-3697 y sienta la base para el nuevo draft
esta´ndar, RFC-6437. En el mismo se analizan los siguientes tres puntos cuestionados
del RFC anterior.
El valor del Flow Label cargado por el origen debe ser transmitido sin cambios
hasta el destino.
Los nodos IPv6 no deben asumir ninguna propiedad matema´tica u otra sobre
el valor del campo.
La performance del router no deber´ıa depender de la distribucio´n de los valores
o de los valores mismos del campo. Indicando especialmente que no es por si
solo una buena entrada para funciones de hashing.
Adicionalmente, indica que en el RFC-3697 no se deﬁnen me´todos para seleccio-
nar los valores del campo y que la accio´n se delega en parte a la sen˜alizacio´n, pero
no se encuentran actualmente me´todos estandarizados para hacerlo, salvo RFC-2205,
documento que parece no tener mucha vigencia, ya que hace referencia al campo co-
mo de 24 bits (versiones previas al esta´ndar IPv6). El RFC-2205, es corregido por el
RFC-6437 con respecto a la longitud del campo.
En el documento analizado en este pa´rrafo se menciona la falta de uso del campo
en la pra´ctica y analiza las 3 propiedades anteriores. Para la primera, las consecuen-
cias son que los sistemas intermedios no pueden re-escribirlo ni siquiera por razones
de seguridad. Tambie´n indica que si se re-escribe, el valor no podr´ıa ser conﬁable, pues
no hay mecanismo de integridad del mismo, como sucede en el caso de usarse para
QoS. Se apunta que esta propiedad deber´ıa ser relajada. La QoS no es muy aceptada
en el documento debido a dicha caracter´ıstica.
Para la segunda indica que las palabras “no debe asumir” no proh´ıben usarlo
para diferentes tratamiento de los paquetes. Si un nodo intermedio, un router, cono-
ce por conﬁguracio´n o por protocolo de sen˜alizacio´n como tratar determinado ﬂujo
con determinado valor lo puede hacer usando este conocimiento obtenido por otro
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medio. Simplemente aclara que se debe prestar atencio´n para no generar posibles
mal-interpretaciones.
Para la u´ltima regla marca que el te´rmino “solo” no implica poder combinarlo con
otros campos para generar una buena entrada para el hashing. Recomienda que no
se use de forma aislada, pero s´ı podr´ıa hacerse de forma combinada.
Se menciona que varias propuestas y algunas implementaciones, de acuerdo a la
sema´ntica que requieren darle al campo, terminan rompiendo las reglas “impuestas”.
Por ejemplo, requieren:
Los equipos intermedios cambien el valor.
El receptor a menudo no usa el campo y deber´ıa hacerlo.
Parte de los bits del campo necesitan una codiﬁcacio´n con signiﬁcado particular
que sera´ usado por los equipos intermedios.
Las codiﬁcaciones del campo marcan QoS e incluso identiﬁcan el ﬂow.
El valor del campo es usado para que los equipos tomen decisiones en el proceso
de forwarding/switching.
No se recomienda el uso de valores secuenciales y aconseja valores (pseudo)-
aleatorios.
Como dato concluyente indica que varios investigadores y disen˜adores han sido
coartados, inhibidos, por las reglas de RFC-3697, aunque tambie´n existen propuestas
que cumplen total o mayormente con la especiﬁcacio´n. Aﬁrma que se podr´ıa pensar en
relajar algunas cuestiones pero tratando de seguir los lineamientos del RFC original,
cuestio´n que se aborda en el RFC-6437.
6.18. Especiﬁcacio´n del Flow Label de IPv6 (nueva
versio´n)
“RFC-6437: IPv6 Flow Label Speciﬁcation” en su versio´n nueva [AJCR11], que
deja obsoleta la anterior, RFC-3697. En el mismo documento se puntualizan cuales
son las principales diferencias con su antecesor.
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Recomienda el uso de valores distinto de cero e indica los mecanismos/procedi-
mientos para asignar los valores.
Incentiva el uso de un modelo sin estado y alienta al uso de valores para el campo
que este´n uniformemente distribuidos, apuntando a alto grado de variabilidad.
Debido a que incentiva el uso de modelo sin estados, no especiﬁca ningu´n detalle
para hacerlo con uno stateful (con estados). No lo proh´ıbe, pero no da detalles.
El caso de las restricciones de tiempo de 120 segundo o mayores son suprimidas.
Retiene la regla que indica que el valor debe ser marcado por el origen y no
debe ser modiﬁcado, pero permite la ﬂexibilidad de que en el caso de que el
origen no lo asigne, los routers pueden hacerlo en nombre de estos.
La especiﬁcacio´n tiene en cuenta la posibilidad del uso del campo como Covert
Channel, es decir, mandar informacio´n en forma de ataque de seguridad en el
campo, que supuestamente no deber´ıa pasar por la pol´ıtica de seguridad. En el
documento se indica la posibilidad de resetear por los ﬁrewall el valor a cero
para mitigar este tipo de ataque.
No indica nada sobre manejo de estados y la capacidad de tener tratamiento
diferenciado de acuerdo a la informacio´n mantenida, permitiendo el uso de estos,
posiblemente con un protocolo de sen˜alizacio´n de por medio. A favor de los modelos
sin estados recomienda que las implementaciones que hagan uso de los estados no
interﬁeran con los modelos stateless. Corrige la longitud del campo del RFC-2205 de
24 a 20 bits e indica que esta RFC sigue vigente con su correspondiente modiﬁcacio´n.
Luego mantiene las siguientes reglas:
Los nodos or´ıgenes deben ser capaz de marcar con el campo los ﬂujos de datos
conocidos, tal el caso de conexiones TCP, aun si no requieren un tratamiento
especial.
Si un nodo no asigna/identiﬁca tra´ﬁco con ﬂows debe conﬁgurar el campo a
0(cero). Los paquetes que no son identiﬁcados como parte de un ﬂujo deben
tener este valor.
Los valores de los campos de la 3-tupla: dir. origen, dir. destino, Flow Label;
identiﬁcan que paquetes pertenecen a un ﬂujo.
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Los routers/nodos de forwarding/load balancers (balanceadores de carga) no
deben depender solamente de los valores del campo, se debe combinar al menos
con otros campos.
Tambie´n hace un ana´lisis ma´s exhaustivo del punto de vista de la seguridad,
indicando que el valor podr´ıa ser modiﬁcado por cualquier nodo intermedio con el
objetivo de generar un DoS (Denial of Service), o algu´n otro tipo de ataque. Indica
que el uso para QoS podr´ıa verse afectado con un ataque, derivando en un tratamiento
del tra´ﬁco todav´ıa peor que “best-eﬀort”.
6.19. Usando el Flow Label de IPv6 para balance
de carga en “granjas” de servidores
El art´ıculo “Using the IPv6 Flow Label for Load Balancing in Server Farms”
RFC-7098 [CJT14], parece ser uno de los u´ltimos RFC para la fecha de este texto
que trata el uso del campo de IPv6. Este sigue la l´ınea del IETF donde se apunta al
balance de carga.
6.20. Conclusiones de los documentos analizados
Existen numerosos documentos tratando el uso del campo Flow Label de IPv6
para brindar una mejor QoS. Por ejemplo, art´ıculos anteriores a la RFC de IPv6, con
protocolos para QoS con Flow Label como ImpRes [BMFM96]. Otros textos, no ana-
lizados en este, tratan de aplicar el modelo InServ a IPv6, como IntServ6[PHPH05]
o [WZDW09] que combina IntServ con SNMP para QoS sobre IPv6.
Muchos de los textos que se estudiaron apuntan a un modelo de IPv6 con DiﬀServ
y/o fast-switching. Con las u´ltimas modiﬁcaciones del RFC los modelos sin estados
son los que se recomiendan aunque tienden a limitar los posibles desarrollos para el
uso del campo. Los modelos con estados, si bien no se fomentan, no son prohibidos.
Todos los art´ıculos que realizan comparaciones se basan en simuladores y no apa-
rece ninguno que implementa un modelo, total o parcial sobre sistemas operativos
completos. La mayor´ıa de los art´ıculos que usan IPv6 con QoS mencionan componen-
tes accesorias como QoS Gateways, QoS Brokers, FL Brokers protocolos de sen˜aliza-
cio´n que esta´n vagamente especiﬁcadas y que se olvidan al momento de declarar que
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el modelo de QoS de IPv6 es ma´s sencillo que IntServ o DiﬀServ.
La falta del uso del campo Flow Label en IPv6 sigue siendo una realidad y la
aplicacio´n del mismo para QoS parece haber perdido la atencio´n de la IETF, aunque
no por parte de otros investigadores.
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Cap´ıtulo 7
Flow Label en pra´ctica
7.1. Introduccio´n
Para hacer uso del nuevo campo Flow Label agregado por IPv6 es necesario que
existan mecanismos bien deﬁnidos para que los nodos de la red puedan marcarlo,
remarcarlo y hacer el “matching” (compararlo) para la clasiﬁcacio´n. Este aspecto
tiene que ver exclusivamente con las implementaciones, el desarrollo y la difusio´n
que las mismas tengan. En el cap´ıtulo se analizara´n las posibilidades existentes de
implementaciones y algunos lineamientos informativos dados por la IETF mediante
documentos RFC. Se brinda como referencia bibliograf´ıa que presenta los detalles de
la programacio´n de IPv6 los libros citados a continuacio´n: [SFR03] y [iJi04].
Cuando se habla de interfaces de programacio´n de red, existe la ampliamente di-
fundida API de socket incluida por BSD, hoy presente en la mayor´ıa de los sistemas
y estandarizada por POSIX. Desde el punto de vista de los nodos ﬁnales se estu-
diara´n las alternativas que esta interfaz de programacio´n ofrece para el marcado. Con
respecto al manejo por los nodos intermedios, i.e. routers, el tratamiento no es estan-
darizado, debido a que la gran parte de este procesamiento se realiza en los kernels.
Hoy existe una gran proliferacio´n de sistemas basados en kernel GNU/Linux, por lo
que, los que este´n cimentados en el mismo compartira´n probablemente el manejo que
este ofrezca. Otras alternativas son los sistemas BSD. Estos parecen no haber pres-
tado mayor atencio´n al uso del campo por el usuario debido a la falta de deﬁnicio´n y
consenso sobre la utilidad del mismo por la IETF.
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7.2. Ana´lisis de lineamientos de IETF para imple-
mentacio´n
Los trabajos de IETF sobre la deﬁnicio´n del API para trabajar con IPv6 arranca
en 1995 con el draft: “IPv6 Program Interfaces for BSD Systems”: draft-ietf-ipngwg-
bsd-api-00. [GTB95]. Luego deriva en el primer esta´ndar: RFC-2133: “Basic Socket
Interface Extensions for IPv6” [GTBS97] el cual es ma´s tarde obsoleto por RFC-2553
[GTBS99], que luego queda superado por RFC-3493 [GTB+03]. En estos textos se
dan deﬁniciones informativas de las caracter´ısticas que deber´ıa tener el API de socket
para IPv6, de forma de ser lo menos problema´tica al introducir cambios y tratar
de mantener la compatibilidad hacia atra´s. La estructura de socketaddr ﬁnalmente
deﬁnida es la que se muestra en el co´digo a continuacio´n.
Listado 7.1: Socket address struct IPv6 segu´n RFC-3493
struct sockaddr in6 {
s a f am i l y t s i n 6 f am i l y ; /∗ AF INET6 16 b i t s ∗/
i n p o r t t s i n 6 po r t ; /∗ t r an spo r t l a y e r por t # ∗/
u in t 32 t s i n 6 f l ow i n f o ; /∗ IPv6 f l ow in format ion ∗/
struct in6 addr s in6 addr ; /∗ IPv6 address ∗/
u in t 32 t s i n 6 s c o p e i d ; /∗ s e t o f i n t e r f a c e s
f o r a scope ∗/
} ;
7.2.1. RFC-2133: Basic Socket Interface Extensions for IPv6
(Obsoleta)
En RFC-2133 se da la primera deﬁnicio´n informativa del API. En el mismo se
describen las nuevas caracter´ısticas ofrecidas por IPv6 destacando el campo prioridad
y el campo Flow Label. El campo prioridad, deﬁnido como priority es el que ma´s
tarde sera´ llamado Traﬃc Class. Se indica la necesidad del cambio de la API de
socket para IPv4 para poder brindar acceso a estos campos adema´s del hop-limit y
la inclusio´n de nuevas opciones. Se indica la necesidad del cambio del API tambie´n
para el env´ıo y recepcio´n de tra´ﬁco multicast.
Debido a la fecha del documento en el mismo se considera que la longitud del campo
en el datagrama es de 24 bits en lugar de la longitud ﬁnalmente estandarizada de
20 bits. Se hace referencia a la estructura de datos para el socket con el campo
sin6 flowinfo de 32 bits donde los primeros 24 son para el Flow Label y 4 bits
para el campo prioridad. El contenido y la interpretacio´n de estos valores queda sin
132
especiﬁcar en el documento como expl´ıcitamente lo menciona: “...The contents and
interpretation of this member is unspeciﬁed at this time...”.
7.2.2. RFC-2553: Basic Socket Interface Extensions for IPv6
(Obsoleta)
En 1999 el documento RFC-2553 deja obsoleto a RFC-2133. En el mismo ya se
hace referencia al Flow Label como un campo de 20 bits, y en lugar de llamar
priority al campo usado por DiﬀServ lo llama Traﬃc Class. En el documento se
indica al campo sin6 flowinfo, como estructura de datos de programacio´n, tambie´n
de 32 bits. Este contiene dos porciones de informacio´n, una para el valor de Traﬃc
Class y la otra para el Flow Label. En el documento se indica que la interpretacio´n
de los mismos debe ser acorde con el RFC-2460. El valor del campo sin6 flowinfo
debe ser colocado en cero previo al uso de la estructura por las aplicaciones al momento
de la recepcio´n. En RFC-2460 la interpretacio´n no es clara por lo que el documento
tampoco da claridad sobre el mismo.
7.2.3. RFC-3493: Basic Socket Interface Extensions for IPv6
Luego, en 2003, surge un nuevo documento informativo dando cambios para las
especiﬁcaciones del API de programacio´n de IPv6. De la misma forma que el do-
cumento anterior, RFC-2553, indica que el campo sin6 flowinfo de 32 bits, que
tiene como intencio´n contener la informacio´n de ﬂow, no tiene una especiﬁcacio´n
exacta de como mapearlo con la informacio´n llevada por el datagrama IPv6: “...The
sin6 ﬂowinfo ﬁeld is a 32-bit ﬁeld intended to contain ﬂow-related information. The
exact way this ﬁeld is mapped to or from a packet is not currently speciﬁed...”. Has-
ta el momento de la deﬁnicio´n del RFC, indica que el campo deber´ıa llevar el valor
cero al construir la estructura sockaddr in6 y ser ignorado cuando se lee. Todos los
valores de los campos en la estructura de direccio´n del socket obtenidos mediante la
llamada getaddrinfo() que no son completados con argumentos expl´ıcitos deber´ıan
ser seteados a cero, por ejemplo, el caso de sin6 flowinfo.
Como cambio con respecto a RFC-2553 se plantea que en la versio´n previa el cam-
po sin6 flowinfo es asociado con las partes del datagrama Traﬃc Class y Flow
Label aunque su utilizacio´n no esa bien deﬁnida. En el caso del nuevo documento la
deﬁnicio´n completa queda diferida para el futuro: “...The complete deﬁnition of the
sin6 ﬂowinfo ﬁeld, including its association with the traﬃc class or ﬂow label, is now
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deferred to a future speciﬁcation...”.
Con respecto a las modiﬁcaciones espec´ıﬁcas sobre el API de sockets se menciona
que los cambios se deben producir en los siguientes sectores:
Funciones principales de socket.
Estructura de datos, a la nueva deﬁnicio´n: struct sockaddr in6.
Funciones de traslacio´n de nombres a direcciones.
Funciones de conversio´n de direcciones.
Por ejemplo, ahora la sintaxis para la creacio´n de un socket TCP o UDP en IPv6
ser´ıa la siguiente:
Listado 7.2: Snippet de ejemplo para creacio´n de socket IPv6
s = socket (AF INET6 , SOCK STREAM, 0 ) ;
s = socket (AF INET6 , SOCKDGRAM, 0 ) ;
Las funciones siguientes deben considerar como argumento el uso del nuevo pro-
tocolo.
Listado 7.3: Funciones con socket address como para´metros
bind ( )
connect ( )
sendmsg ( )
sendto ( )
Las funciones que retornan valores de direcciones deben considerar tambie´n el uso
del nuevo protocolo.
Listado 7.4: Funciones con socket address como salida
accept ( )
recvfrom ( )
recvmsg ( )
getpeername ( )
getsockname ( )
No existen cambios con respecto a la sintaxis ya que todas las funciones anteriores
usan punteros a direcciones opacas permitiendo trabajar sobre diferentes tipos de
sockets, como RAW, TCP/IP, UNIX, etc.
A modo ilustrativo, la sintaxis deﬁnida en el documento para crear un servicio en el
port 23 ser´ıa similar a la que se muestra a continuacio´n:
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Listado 7.5: Sintaxis de ejemplo de socket IPv6
struct sockaddr in6 s in6 ;
. . .
s i n6 . s i n 6 f am i l y = AF INET6 ;
s in6 . s i n 6 f l ow i n f o = 0 ;
s in6 . s i n 6 po r t = htons ( 2 3 ) ;
s i n6 . s in6 addr = in6addr any ; /∗ s t r u c t u r e assignment ∗/
/∗ s in6 . s in6 addr = IN6ADDR ANY INIT; w i l l NOT compi le ∗/
. . .
i f ( bind ( s , ( struct sockaddr ∗) &sin6 , s izeof ( s i n6 ) ) == −1)
Los campos para la estructura compatible con sistemas basados en 4.3BSD son:
sin6 family: identiﬁca la “familia” de la estructura. Se coloca por encima del campo
gene´rico sa family. El valor debe ser AF INET6 deﬁnido en <sys/socket.h>
Usualmente se deﬁne igual que PF INET6.
sin6 ﬂowinfo: campo de 32 bits que tiene como intencio´n llevar el valor de ﬂow,
pero su deﬁnicio´n y uso no quedan completos.
sin6 port: puerto TCP o UDP de 16 bits. Se almacena en network order.
sin6 addr: direccio´n IPv6 de 128 bits. Se almacena en network order.
sin6 scope id: campo de 32 bits que se usa para identiﬁcar el alcance de la direccio´n
llevada en el campo sin6 addr. Recordar que IPv6 deﬁne diferentes alcances:
como Locales, de Sitio, Globales. El mapeo de estos valores a las interfaces
particulares depende de cada implementacio´n.
En los sistemas compatibles con 4.4BSD agregan un campo de 8 bits para indicar
el taman˜o en bytes de la estructura, sin6 len y se cambia la deﬁnicio´n del taman˜o
para tipo sa family t que pasa de 16 a 8 bits, para dejar lugar al campo adicionado.
Listado 7.6: Socket address struct para BSD4.4
struct sockaddr in6 {
u i n t 8 t s i n 6 l e n ; /∗ l e n g t h o f t h i s s t r u c t ∗/
s a f am i l y t s i n 6 f am i l y ; /∗ AF INET6 8 b i t s ∗/
i n p o r t t s i n 6 po r t ; /∗ t r an spo r t l a y e r por t # ∗/
u in t 32 t s i n 6 f l ow i n f o ; /∗ IPv6 f l ow in format ion ∗/
struct in6 addr s in6 addr ; /∗ IPv6 address ∗/
u in t 32 t s i n 6 s c o p e i d ; /∗ s e t o f i n t e r f a c e s
f o r a scope ∗/
} ;
135
Figura 7.1: Varias estructuras de socket address
La estructura gene´rica, opaca, sobre la cual se monta (overlay) la estructura es-
pec´ıﬁca del protocolo es la siguiente.
Listado 7.7: Socket address struct Gene´rica
struct sockaddr { /∗ only used to ca s t po in t e r s ∗/
u i n t 8 t s a l e n ;
s a f am i l y t s a f am i l y ; /∗ address f ami l y : AF xxx va lue ∗/
char sa data [ 1 4 ] ; /∗ pro toco l−s p e c i f i c address ∗/
} ;
En la ﬁgura 7.1, de acuerdo al libro, UNIX Network Programming V1 [SFR03],
se muestra una comparacio´n entre diferentes estructuras de socket address que se
mapean a la estructura gene´rica.
7.2.4. Draft de Socket API para asignar el Flow Label
Debido a que la RFC oﬁcial no deﬁne nada sobre la programacio´n utilizando el
campo se ha propuesto un draft entre 2000 y 2001: “Socket API for IPv6 ﬂow label
ﬁeld (draft-itojun-ipv6-ﬂowlabel-api-01)” [Hag01] el cual intenta deﬁnir como ser´ıa
su uso. El mismo nunca llego´ a entrar en el circuito de los esta´ndares. El documento
indica que el Flow Label no debe ser manipulado por el usuario y que el kernel debe
manejarlo para asegurar las condiciones estrictas deﬁnidas por la RFC. El kernel
sera´ el responsable de seleccionar un valor (pseudo)-aleatorio y u´nico para el campo y
mantenerlo durante la duracio´n del ﬂujo. Se muestra un co´digo de ejemplo y referencia
de como ser´ıa para consultar el valor que el kernel esta´ usando.
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Listado 7.8: Co´mo obtener el ﬂowlabel asignado por el kernel
struct sockaddr in6 src , dst , a l t d s t ;
u i n t 3 2 t va lue ; /∗ the va lue f o r f l ow l a b e l ∗/
int s ; /∗ s oc k e t ∗/
s o c k l e n t s l e n ;
s l e n = s izeof ( dst ) ;
dst . s i n 6 f l ow i n f o = 0 ; /∗ must be zero ∗/
connect ( s , ( struct sockaddr ∗)&dst , s l e n ) ;
/∗ sen t wi th the f l ow l a b e l f i e l d f i l l e d ∗/
send ( s , buf , bu f l en ) ;
/∗ ob ta in the f l ow l a b e l va lue ∗/
s l e n = s izeof ( s r c ) ;
getsockname ( s , ( struct sockaddr ∗)&src , &s l en ) ;
p r i n t f ( ” f l ow l a b e l=%x\n” , ntoh l ( s r c . s i n 6 f l ow i n f o &
IPV6 FLOWLABEL MASK) ) ;
Tambie´n propone el uso de la funcio´n setsockopt() para indicar si el kernel debe
asignarlos de forma automa´tica o dejarlos en cero. Previo a usar setsockopt() se
recomienda llamar a getsockopt() para obtener el valor que ten´ıa seteado.
Listado 7.9: Propuesta de opcio´n para el kernel segu´n RFC-3493
const int o f f = 0 ;
const int on = 1 ;
int s ; /∗ s oc k e t ∗/
/∗ d i s a b l e s automatic f l ow l a b e l ∗/
s e t sockopt ( s , IPPROTO IPV6 , IPV6 AUTOFLOWLABEL, &o f f ,
s izeof ( o f f ) ) ;
/∗ enab l e s automatic f l ow l a b e l ∗/
s e t sockopt ( s , IPPROTO IPV6 , IPV6 AUTOFLOWLABEL, &on ,
s izeof ( on ) ) ;
7.3. Ana´lisis de soporte en Sistemas Operativos
Para hacer un ana´lisis del API ofrecida por sistemas operativos de co´digo abier-
to como lo son GNU/Linux o los basados en BSD como OpenBSD o NetBSD se
busco´ documentacio´n que explicase co´mo es la programacio´n para conﬁgurar el cam-
po Flow Label. Para ninguno de los sistemas mencionados se encontro´ de forma fa´cil
informacio´n que explicase su funcionamiento. Tampoco se encontraron gran variedad
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de aplicaciones que lo utilizasen. Buscando de forma ra´pida lo mismo para sistemas
propietarios como MS Windows o MacOS tampoco se encontro´ nada.
Como aplicacio´n multi-plataforma se encontro´ iperf3. Esta es una re-escritura de
la herramienta iperf desarrollada por NLANR/DAST y usada para poder medir de
forma activa el rendimiento de la red. La idea de iperf3 es desarrollar una herramien-
ta desde cero donde el co´digo sea ma´s simple y tenga la capacidad de mantener una
librer´ıa que puede ser usada por otros programas. La herramienta es soportada prin-
cipalmente en los sistemas CentOS Linux, FreeBSD y MacOS X. Ha sido reportado
su uso en las plataformas OpenBSD, Android y otras distribuciones de GNU/Linux.
En el trabajo se la prueba sobre Debian GNU/Linux. El desarrollo de la herramienta
es llevado a cabo mayormente por ESnet/Lawrence Berkleley National Laboratory
http://fasterdata.es.net y se distribuye bajo un licenciamiento tipo BSD.
Para iperf3 solo se encuentra disponible la opcio´n de uso de Flow Label en la
plataforma GNU/Linux y no compila o directamente no se setea en otros sistemas.
Su funcionalidad es prove´ıda mediante un patch que ya es parte del co´digo. En su
conﬁguracio´n, previo a la compilacio´n, se puede observar que el soporte detectado
parece solo estar presente para GNU/Linux.
$ cat source/iperf3/configure
...
# Check for IPv6 flowlabel support (believed to be Linux only)
# We check for IPV6_FLOWLABEL_MGR in <linux/in6.h> even though we
# don’t use that file directly (we have our own stripped-down
# copy, see src/flowlabel.h for more details).
...
En el archivo configure se busca una macro IPV6 FLOWLABEL MGR que solo se
encuentra deﬁnida en los sistemas que tienen el kernel de Linux. La salida del comando
muestra que la opcio´n -L solo esta´ disponible en la plataforma.
iperf3
iperf3: parameter error - must either be a client (-c) or server (-s)
Usage: iperf [-s|-c host] [options]
iperf [-h|--help] [-v|--version]
...
Client specific:
-c, --client <host> run in client mode, connecting to <host>
...
-4, --version4 only use IPv4
-6, --version6 only use IPv6
-S, --tos N set the IP ’type of service’
-L_, --flowlabel N set the IPv6 flow label (only supported on Linux)
-Z, --zerocopy use a ’zero copy’ method of sending data
-O, --omit N omit the first n seconds
-T, --title str prefix every output line with this string
...
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Otra herramienta que se encontro´ con soporte de manejo de Flow Label en GNU/-
Linux sobre la plataforma Debian es ping6(3) incluida en el paquete iputils-ping,
pero, por default, si se instala el paquete “.deb” esta opcio´n viene deshabilitada.
$ ping6
Usage: ping6 [-LUdfnqrvVaAD] [-c count] [-i interval] [-w deadline]
[-p pattern] [-s packetsize] [-t ttl] [-I interface]
[-M pmtudisc-hint] [-S sndbuf] [-F flowlabel] [-Q tclass]
[[-N nodeinfo-option] ...]
[hop1 ...] destination
$ ping6 -F 0x03 ::1
Flow labels are not supported.
Para poder compilarlo con el soporte se requieren hacer algunos cambios en el
co´digo fuente.
$ diff iputils-20101006/Makefile.orig iputils-20101006/Makefile
4c4
< DEFINES=
---
> DEFINES=-DIPV6_FLOWLABEL_MGR
$ diff iputils-20101006/ping6.c.
orig iputils-20101006/ping6.c
70c70
<
---
> #include "flowlabel.h"
Adema´s se debe generar el C header flowlabel.h, ya que los paquetes de desa-
rrollos no incluyen ninguno un encabezado para las componentes necesarias para
compilarlo. Si bien GNU/Linux provee encabezados para el Flow Label, estos son in-
ternos, y al compilar, generan conﬂictos. Las estructuras esta´n provistas en el header
linux/in6.h pero si se incluye se genera conﬂicto con re-deﬁniciones encontradas
en el header pu´blico netinet/in.h. Otra caracter´ıstica que tiene la herramienta es
requerir el privilegio de SUID (set-uid) debido a que gran parte esta´ construida en
socket RAW. Incluso esta cuestio´n en los comentarios del co´digo fuente se menciona
como bug.
$ cat iputils-20101006/ping6.c.orig
...
* Bugs -
* More statistics could always be gathered.
* This program has to run SUID to ROOT to access the ICMP socket.
...
Con respecto a los sistemas BSD, en el art´ıculo [MM05] se hace un testeo de
varios sistemas operativos y su uso del Flow Label. En el mismo se indica que se
prueba FreeBSD, que como todos los sistemas BSD usan de base la implementacio´n
del stack IPv6 del proyecto KAME. La implementacio´n segu´n los autores, se supone
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que para las conexiones TCP hace el uso del campo de acuerdo a [Hag01] colocando
un valor (pseudo)-aleatorio, aunque se encontro´ que lo dejaba en cero. Para arreglar
el problema se envio´ por parte de los autores del art´ıculo [MM05] un pequen˜o patch
que consist´ıa en el co´digo mostrado, donde se indica que se genere un valor por el
kernel.
Listado 7.10: patch para FreeBSD de David Malone
/∗ update f l ow i n f o − dra f t−i t o jun−ipv6−f l ow l a b e l−api−00 ∗/
inp−>i n 6p f l ow i n f o &= ˜IPV6 FLOWLABEL MASK;
i f ( inp−>i n 6 p f l a g s & IN6P AUTOFLOWLABEL)
inp−>i n 6p f l ow i n f o |= ( hton l ( ip6 randomf lowlabe l ( ) ) &
IPV6 FLOWLABEL MASK) ;
Para UDP se ve que va siempre en cero. Los sistemas BSD basados en KAME
Project, a partir de las versiones FreeBSD 4.0, OpenBSD 2.7, NetBSD 1.5. parecen
tomar la postura de no ofrecer al usuario una API para setear el valor del campo
directamente. Los sistemas GNU/Linux basados en la implementacio´n de USAGI
(UniverSAl playGround for Ipv6) Project parece ser ma´s ﬂexible en este aspecto.
7.3.1. Soporte de Flow Label en GNU/Linux
Para GNU/Linux la estructura de direccio´n es similar a la deﬁnida por el RFC-
3493 ipv6(7). Solo cambia el nombre de los tipos de los dos primeros campos.
Listado 7.11: Socket address struct IPv6 en GNU/Linux
struct sockaddr in6 {
u i n t 1 6 t s i n 6 f am i l y ; /∗ AF INET6 ∗/
u i n t 1 6 t s i n 6 po r t ; /∗ por t number ∗/
u i n t 3 2 t s i n 6 f l ow i n f o ; /∗ IPv6 f l ow in format ion ∗/
struct in6 addr s in6 addr ; /∗ IPv6 address ∗/
u i n t 3 2 t s i n 6 s c o p e i d ; /∗ Scope ID (new in 2 .4 ) ∗/
} ;
struct in6 addr {
unsigned char s6 addr [ 1 6 ] ; /∗ IPv6 address ∗/
} ;
Los campos tienen los mismos signiﬁcados ya analizados. sin6 family siempre
seteado al valor AF INET6. sin6 flowinfo es el ﬂow ID de IPv6 y puede contener
tambie´n el Traﬃc Class. sin6 scope id es el ID del alcance de la direccio´n en la
interfaz. Por ahora GNU/Linux, a partir de kernel 2.4, solo lo soporta para direccio-
nes de alcance de link.
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Como documentacio´n para uso del Flow Label en GNU/Linux solo se encontro´ el
co´digo fuente de iperf3 y un pa´gina web en la URL:
http://xpg.dk/projects/linux-ipv6-flow-label-mangement-api/ del 2013 don-
de se menciona que no se ha podido tampoco encontrar ma´s referencias del tema. En
GNU/Linux para poder setear el Flow Label en el encabezado IPv6 se requiere pri-
mero reservar el valor mediante el kernel. El kernel administra los valores de forma
de adherir a las especiﬁcaciones de la RFC de manera que sean u´nicos en un per´ıodo
de tiempo. Para poder generar co´digo de usuario, como se comento´ con ping6(3), se
requieren generar headers a nivel de usuario con las constantes, macros y estructuras
necesarias para compilar el co´digo. Estos valores deben ser los mismos que los que
se proveen internamente, por lo que copiando parcialmente los datos necesarios a un
nuevo header es suﬁciente.
El kernel de Linux requiere recibir el requerimiento de reserva del recurso desde la
aplicacio´n usando la funcio´n setsockopt() pasa´ndolo mediante una estructura de
datos deﬁnida de la siguiente forma:
Listado 7.12: Estructura para comunicar opciones de ﬂowlabel en Linux
struct i n 6 f l ow l a b e l r e q {
struct in6 addr f l r d s t ;
u32 f l r l a b e l ;
u8 f l r a c t i o n ;
u8 f l r s h a r e ;
u16 f l r f l a g s ;
u16 f l r e x p i r e s ;
u16 f l r l i n g e r ;
u32 f l r p a d ;
} ;
A trave´s de la misma se puede solicitar los recursos, liberarlos o renovarlos. El
signiﬁcado de los campos se describe a continuacio´n:
ﬂr dst: la direccio´n IPv6 destino para el ﬂow.
ﬂr label: el valor de 0 bit del ﬂowID en network orden.
ﬂr action: la accio´n solicitada:
IPV6 FL A GET (0): para obtener un Flow Label. Si el valor del ﬂowID
no es cero y se usa el ﬂag de uso exclusivo se obtiene este ID con este
modo de uso. Si el valor es cero y esta presente la opcio´n IPV6 F F CREATE
se obtiene un nuevo valor para el ﬂowID asignado por el kernel, el co´digo
obtenido es retornado en el campo flr label.
141
IPV6 FL A PUT (1): libera el Flow Label indicado.
IPV6 FL A RENEW (2): renueva el tiempo de uso del recurso.
ﬂr share: como se comporte dentro del sistema el valor del Flow Label.
IPV6 FL S NONE (0): no se puede compartir en ningu´n momento.
IPV6 FL S EXCL (1): uso exclusivo por parte del socket que hace la solici-
tud. se puede usar luego de liberarse.
IPV6 FL S PROCESS (2): compartido por los sockets del mismo proceso.
IPV6 FL S USER (3): compartido por los sockets del mismo usuario.
IPV6 FL S ANY (255): permite compartir en cualquier condicio´n.
ﬂr ﬂags: ﬂags posibles. IPV6 FL F CREATE (1) y IPV6 FL F EXCL (2). El pri-
mero se debe usar para solicitar un nuevo valor generado por el kernel si el
campo ﬂr label es cero y se hace un GET.
ﬂr expires: parece ser el tiempo de expiracio´n. No se tiene deﬁnida la unidad.
ﬂr linger: parece ser un indicador, si se permite persistencia o no del ﬂowID.
Todo esta´ deﬁnido en el kernel a partir de las versiones 2.6, al menos, y se encuentra
tambie´n en la serie 3.0 en el header interno. La opcio´n para usar la administracio´n
de Flow Labels por el kernel es IPV6 FLOWLABEL MGR (32) y su forma de uso es la
siguiente.
Listado 7.13: Uso de la opcio´n de Flow Label manager
struct i n 6 f l ow l a b e l r e q ∗ f r e q =
( struct i n 6 f l ow l a b e l r e q ∗) f r e q bu f ;
int f r e q l e n = s izeof (∗ f r e q ) ;
. . .
s e t sockopt ( sock , IPPROTO IPV6 , IPV6 FLOWLABEL MGR, f req ,
f r e q l e n )
Todos los paquetes pertenecientes al mismo ﬂujo deben compartir todas las op-
ciones. Una vez solicitado y obtenido el valor desde el kernel es necesario indicar que
se debe habilitar el valor en los env´ıos de los paquetes. Esto se realiza usando otra
opcio´n binaria: IPV6 FLOWINFO SEND (33).
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Listado 7.14: Uso de la opcio´n de Flow Label send
int on = 1 ;
. . .
s e t sockopt ( sock , IPPROTO IPV6 , IPV6 FLOWINFO SEND, &on ,
s izeof ( on ) )
Los datos en el header interno son los siguientes:
Listado 7.15: Contenido parcial del header interno que incluye opciones de ﬂow label
$ cat in c lude / l i nux / in6 . h
. . .
struct i n 6 f l ow l a b e l r e q {
struct in6 addr f l r d s t ;
be32 f l r l a b e l ;
u8 f l r a c t i o n ;
u8 f l r s h a r e ;
u16 f l r f l a g s ;
u16 f l r e x p i r e s ;
u16 f l r l i n g e r ;
u32 f l r p a d ;
/∗ Options in format o f IPV6 PKTOPTIONS ∗/
} ;
#define IPV6 FL A GET 0
#define IPV6 FL A PUT 1
#define IPV6 FL A RENEW 2
#define IPV6 FL F CREATE 1
#define IPV6 FL F EXCL 2
#define IPV6 FL S NONE 0
#define IPV6 FL S EXCL 1
#define IPV6 FL S PROCESS 2
#define IPV6 FL S USER 3
#define IPV6 FL S ANY 255
. . .
#define IPV6 FLOWINFO 11
. . .
/∗ F low labe l ∗/
#define IPV6 FLOWLABEL MGR 32
#define IPV6 FLOWINFO SEND 33
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7.3.2. Manejo de congestio´n por TCP en GNU/Linux
Para las pruebas realizadas se requieren herramientas que permita testear la red
y analizar el comportamiento del protocolo. Una posibilidad es utilizar directamente
el paquete iperf3, pero como parte del desarrollo de la tesis es conveniente aplicar
los conocimientos obtenidos con el Flow Label en IPv6 en la programacio´n de una
herramienta de testeo. La utilidad aplica las funcionalidades ofrecidas por el sistema
operativo GNU/Linux con respecto al marcado de los Flow Label y la posibilidad de
seleccionar el algoritmo para TCP de control de congestio´n [MBM13], abreviado CC.
El algoritmo de control de congestio´n se utiliza para mostrar el desempen˜o de estos
en competencia.
Para la seleccio´n del algoritmo de control de congestio´n en GNU/Linux para TCP
se lo puede hacer usando el API que ofrece el kernel mediante el ﬁle system “/proc”
o mediante la utilidad sysctl(8). Por ejemplo para consultar al algoritmo activo se
pueden ejecutar los comandos mostrados a continuacio´n.
# cat /proc/sys/net/ipv4/tcp_congestion_control
cubic
# sysctl net.ipv4.tcp_congestion_control
net.ipv4.tcp_congestion_control = cubic
En la nomenclatura del kernel sigue ﬁgurando el protocolo IPv4, pero el cambio
tambie´n se aplica IPv6 debido a que es sobre TCP y no la capa de red. Para modiﬁcarlo
tambie´n se puede realizar desde la misma interfaz que ofrece el sistema.
# sysctl net.ipv4.tcp_congestion_control=vegas
net.ipv4.tcp_congestion_control = vegas
# sysctl net.ipv4.tcp_congestion_control=reno
net.ipv4.tcp_congestion_control = reno
# sysctl net.ipv4.tcp_congestion_control=htcp
net.ipv4.tcp_congestion_control = htcp
En este caso se puede ver que, tanto Reno como Cubic (la opcio´n default en Linux)
se implementan directamente en el kernel y no como mo´dulos a diferencia de los otros
dos ejemplos, Vegas y HTCP.
# lsmod | grep "tcp_"
tcp_htcp 13041 0
tcp_vegas 13891 0
En este texto solo se mostraron algunas variantes, de todas las disponibles en
GNU/Linux. En los art´ıculos: [SK02], [MN06], [Pfe07], y en la URL: https://fasterdata.
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es.net/host-tuning/linux se puede ver el tema en ma´s detalle. De forma ana´lo-
ga se puede indicar desde la opciones del socket el algoritmo a utilizar mediante la
llamada a setsockopt().
Listado 7.16: Uso de la opcio´n de Algoritmo de CC en TCP
char c g c t r l [MAXNLEN] ;
int opt l en ;
. . .
s t rncpy ( c g c t r l , ” reno ” , MAXNLEN) ;
opt l en = s t r n l e n ( c g c t r l ,MAXNLEN) ;
s e t sockopt ( sock , IPPROTO TCP, TCP CONGESTION,
(char∗) c g c t r l , ( s i z e t ) opt l en ) ;
7.4. Herramientas desarrolladas
7.4.1. Herramienta de marcado de FL
A partir del API y las facilidades ofrecidas por el sistema operativo se programaron
las herramientas para el testing. Se desarrollo´ un programa para generar y leer tra´ﬁco
TCP. El programa tiene una gran cantidad de para´metros para poder hacer testing.
# ./tcp6-socky
usage: ./tcp6-socky -C|-L
[-l|--local <src-ip>] [-p|--port <port>]
[-w|--wait <sec>] [-R|--recvbuf <size>] [-S|--sendbuf <size>]
[-m|--mss <size>] [-r|--reuse] [-n|--nodelay] [-k|--keepalive]
[--help|-h]
For -L: [-b|--blog <num>] [-f|--fork|-t|--thread|-u|--unique]
For -C: -d|--dst <dst-ip> [-z|--sport <port>] [-X|--flabel <label>
[-G|--cgctrl reno|vegas|cubic|...]
-L stands for Listen (Server Mode), -C stands for Client
For both, extra options
[-E|--extra <arg1> <arg2> ... <argn>]
Extra args may be: + (interactive)
h [times] [delay] (hole by char)
k [times] [chunk] (hole by chunk)
e [times] [delay] [tmout] (echo chars and delay or timeout)
p [times] [delay] [tmout] (print chars and delay or timeout)
C [times] [delay] [tmout] (gen seq chars delay and tmout)
R [times] [delay] (gen random chars)
A [times] [delay] [rchar] (rep chars delay)
K [times] [chunk] [tmout] (gen chars by chunk)
T [times] [delay] (gen time)
times = 0 means infinity
delay = 0 means no delay
tmout = 0 means no timeout
Tambie´n un programa para generar y leer tra´ﬁco UDP.
# ./udp6-socky
usage: ./udp6-socky -R|--recv || -R|--recv -y|--synchar
-S|--sendto <dst-ip> |||
-S|-sendto <dst-ip> || -y|--synchar
[-F|--from <src-ip>] [-z|--sport <port>] [-p|--port <port>]
[-l|--size <size>] [-c|--count <count>] [-X|--flabel <label>
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[-d|--delay <usec>] [-r|--reuse] [-C|--connect]
[-m|--mcast] [-n|--mtudisc] [-r|--recvbuf <size>]
[-s|--sendbuf <size>]
[--help|-h]
Por ejemplo para generar tra´ﬁco con el ﬂowlabel con el valor 60 en decimal o
0x3C se puede realizar de la siguiente manera. En el cliente TCP la opcio´n -C marca
el modo cliente, -r marca la opcio´n de reuse addr para evitar el 2MSL en el caso
de cierre abrupto del servidor, -X indica el valor del campo Flow Label, -d indica
el destino y -E indica el para´metro extra, en este caso K para que genere datos en
“chunks” (porciones) por 10 segundos.
root@n5:/tmp# ./tcp6-socky -C -r -X 60 -d 2001:db8:4::1 -E K 10
RBUF: 87380
SBUF: 16384
MSS: 536
REUSE: 1
NODELAY: 0
KEEPALIVE: 0
Trying to connect to 2001:db8:4::1:8000
Connected to 2001:db8:4::1:8000
RBUF: 87380
SBUF: 21280
MSS: 1428
REUSE: 1
NODELAY: 0
KEEPALIVE: 0
Extra Options: opt=K times=10 delay=0 chunk=8192 rchar=A tmout=0
proc 10 bytes in 1983.000000 usec or 0.001983 sec
BW=0.040343 Mbps
Return: 0
y corriendo en el servidor, modo server -L listen, con la opcio´n extra -E de k para
consumir los datos recibidos descarta´ndolos.
root@n4:/tmp# ./tcp6-socky -L -r -E k
RBUF: 87380
SBUF: 16384
MSS: 536
REUSE: 1
NODELAY: 0
KEEPALIVE: 0
Waiting connection on 0:::8000 backlog: 1 model: 0
Connected from 2001:db8:20::100:58895
Extra Options: opt=k times=0 delay=0 chunk=8192 rchar=A tmout=0
proc 10 bytes in 3425.000000 usec or 0.003425 sec
BW=0.023358 Mbps
Return: 0
Waiting connection on 0:::8000 backlog: 1 model: 0
En la ﬁgura 7.2 se ve la captura del paquete IPv6 que contiene un segmento TCP
generado con las pruebas anteriores. Se puede observar la marca del campo Flow
Label.
De forma similar, se pueden marcar los datagramas UDP con la otra herramienta
desarrollada, con el valor decimal 8888 o hexadecimal 0x22B8. El paquete se muestra
en la ﬁgura 7.3. En ese caso se usan las opciones -S (send), -l para el taman˜o del
datagrama y -c para solo generar 10 (diez) de los mismos, pues solo se quiere ver el
marcado.
146
Figura 7.2: Paquete IPv6 con el FL marcado llevando segmento TCP
root@n5:/tmp# ./udp6-socky -S 2001:db8:4::1 -X 8888 -l 1000 -c 10
RBUF: 163840
SBUF: 163840
MCAST: 0
REUSE: 0
MTUDISC: 1
El co´digo de referencia de testing de las herramientas desarrolladas se encuentra
en la URL: https://gitlab.com/andres.barbieri/ipv6-socky con acceso abierto.
7.4.2. Herramienta de comparacio´n de FL
Como herramientas de matching, comparacio´n del campo, la cantidad de opciones
tampoco es muy extensa en los sistemas operativos. Se ha encontrado el soporte de
las herramientas de GNU/Linux: ip6tables y TC mediante los mo´dulos de u32, que
permiten comparar cualquier porcio´n del paquete de a 32bits. El mo´dulo u32 permite
testear haciendo matching de valores tomados de a 4 bytes desde el paquete IPv6.
La ﬂexibilidad que ofrece es suﬁciente como para encontrar cualquier valor dentro de
los campos del encabezado del paquete y de su contenido, por ejemplo el encabezado
TCP.
El formato de la expresio´n a comparar usa alguno de los siguientes operadores "&",
"<<", ">>" , que tienen los signiﬁcados similares que en el lenguaje C¸”. Otros opera-
dores que encontramos son = y "&&". Las expresiones ma´s comunes tienen la forma
mostrada a continuacio´n.
"Offset&Mask=Value"
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Figura 7.3: Paquete IPv6 con el FL marcado llevando datagrama UDP
"Offset&Mask=First:Last"
El primer valor de la expresio´n en general es el oﬀset, desplazamiento del principio
del encabezado del paquete IPv6. Seguido habitualmente se encuentra el operador "&"
que indica que se haga el matching con un “AND” lo´gico a partir del oﬀset contra la
ma´scara dada y comparar el resultado contra el valor o que este pertenezca al rango
“First..Last”. Mirando los primeros 32 bits del paquete IPv6 de acuerdo al diagrama
siguiente.
0123 45678901 23456789012345678901 Total bits
+----+--------+--------------------+
|Ver | TCLass | Flow label |
+----+--------+--------------------+
0123 01234567 01234567890123456789 Field bits
0000 00000000 11111111111111111111 MASK
En el caso de comparar el Flow Label las siguientes expresiones son ejemplos.
Primero una expresio´n que compara todos los valores posibles de FL.
--u32 "0&0x000FFFFF=0x0:0xFFFFF"
Una expresio´n que compara el valor particular de Flow Label que sea igual a 0x3C.
--u32 "0&0x000FFFFF=0x0003C:0x0003C"
--u32 "0&0x000FFFFF=0x0003C"
El valor particular de Flow Label se encuentra entre 0x00010 y 0x0ABCD.
--u32 "0&0x000FFFFF=0x00010:0x0ABCD"
Se pueden aplicar estas expresiones directamente a ip6tables logrando “logear”
(enviar a los logs del sistema) acorde pasa el tra´ﬁco y ver la cantidad de mensajes
marcados con determinado valor. A continuacio´n se muestra un ejemplo de su uso.
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root@n1#
ip6tables -I FORWARD -m u32 --u32 "0&0x000FFFFF=0x0003C" -j LOG
root@n1#
ip6tables -I FORWARD -m u32 --u32 "0&0x000FFFFF=0x02200:0x0FFFF"
-j LOG --log-prefix UDP-mrk
root@n1# ip6tables -L -n -v | grep -A4 FORWARD
Chain FORWARD (policy ACCEPT 0 packets, 0 bytes)
pkts bytes target prot opt in out source destination
0 0 LOG all * * ::/0 ::/0
u32 "0x0&0xfffff=0x2200:0xffff" LOG flags 0 level 4 prefix "UDP-mrk"
0 0 LOG all * * ::/0 ::/0
u32 "0x0&0xfffff=0x3c" LOG flags 0 level 4
Luego generar los paquetes y ver como se incrementan los contadores.
root@n5# ./tcp6-socky -C -r -X 60 -d 2001:db8:4::1 -E K 10
root@n1# ip6tables -L -n -v | grep -A4 FORWARD
Chain FORWARD (policy ACCEPT 0 packets, 0 bytes)
pkts bytes target prot opt in out source destination
0 0 LOG all * * ::/0 ::/0
u32 "0x0&0xfffff=0x2200:0xffff" LOG flags 0 level 4 prefix "UDP-mrk"
14 1026 LOG all * * ::/0 ::/0
u32 "0x0&0xfffff=0x3c" LOG flags 0 level 4
De forma similar para UDP tambie´n se muestra como se incrementan los conta-
dores para la regla de matching.
root@n5# ./udp6-socky -S 2001:db8:4::1 -X 8888 -l 1000 -c 10
root@n1# ip6tables -L -n -v | grep -A4 FORWARD
Chain FORWARD (policy ACCEPT 42 packets, 18954 bytes)
pkts bytes target prot opt in out source destination
10 10480 LOG all * * ::/0 ::/0
u32 "0x0&0xfffff=0x2200:0xffff" LOG flags 0 level 4 prefix "UDP-mrk"
14 1026 LOG all * * ::/0 ::/0
u32 "0x0&0xfffff=0x3c" LOG flags 0 level 4
Se pueden ver los logs generados en los archivos del host que hace el procesamiento.
root@n1# tail /var/log/syslog
...
Jul 12 16:31:40 vcore kernel: [ 2897.382828] IN=eth0 OUT=eth1
MAC=00:00:00:aa:00:03:00:00:00:aa:00:02:86:dd
SRC=2001:0db8:0020:0000:0000:0000:0000:0100
DST=2001:0db8:0004:0000:0000:0000:0000:0001 LEN=80
TC=0 HOPLIMIT=62 FLOWLBL=60 PROTO=TCP SPT=33886 DPT=8000
WINDOW=14400 RES=0x00 SYN URGP=0
...
Jul 12 16:32:25 vcore kernel: [ 2941.602491] UDP-mrkIN=eth0 OUT=eth1
MAC=00:00:00:aa:00:03:00:00:00:aa:00:02:86:dd
SRC=2001:0db8:0020:0000:0000:0000:0000:0100
DST=2001:0db8:0004:0000:0000:0000:0000:0001 LEN=1048
TC=0 HOPLIMIT=62 FLOWLBL=8888 PROTO=UDP SPT=8000 DPT=8000 LEN=1008
Con esto se tiene el conjunto de herramientas necesarias para marcar el campo y
dar un tratamiento diferenciado de QoS. Se puede acordar que en el campo Flow Label
estara´ marcado el tratamiento que el paquete, o mejor indicado el ﬂujo, debe recibir.
De esta forma es posible especiﬁcar el tratamiento que recibira´ el tra´ﬁco generado
cuando pasa por el dominio de QoS. La primera idea a implementar es pre-acordar
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el valor del ancho de banda que se debe reservar, marcarlo por la aplicacio´n origen y,
luego, con la herramienta TC implementar las restricciones para implementarla. El
desarrollo y las pruebas se muestran en el siguiente cap´ıtulo.
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Cap´ıtulo 8
Implementacio´n usando el Flow
Label para QoS
8.1. Primer propuesta del uso del campo Flow La-
bel para marcar QoS en GNU/Linux
La propuesta es implementar un modelo en el cual el valor del campo Flow Label
indique el tratamiento particular de la QoS. El origen marcara´ en este un valor pre-
viamente acordado con la red, de forma similar como sucede con DiﬀServ. Este valor
indicara´ la QoS necesaria. Cuando los mensajes lleguen a los nodos de la red estos
sabra´n interpretar el valor que lleva y lo manejara´n de acuerdo a lo acordado. En
los ejemplo presentados en el documento no se usa un protocolo de sen˜alizacio´n, sino
se acuerdan los valores y el tratamiento mediante una conﬁguracio´n manual esta´tica.
El modelo no proh´ıbe el uso de un protocolo de sen˜alizacio´n, pero agregar uno ser´ıa
bastante complejo y se perder´ıa el objetivo de lo que se quiere mostrar que es el tra-
tamiento diferenciado. En el primer enfoque se usa el campo para codiﬁcar un valor
donde se indique el ancho de banda digital requerido.
8.1.1. Tests realizados, primer propuesta
Para probar la utilidad del campo Flow Label en un tratamiento diferenciado de
QoS se monto´ una maqueta de equipos como la mostrada en la ﬁgura 8.1. La misma
se replico´ en equipos f´ısicos, 2 nu´cleos AMD y 3GB de RAM, doble NIC Ethernet
1000BaseTX ejecutando el SO GNU/Linux y en equipos virtuales, ejecutando Linux
Containers (LXC).
En la maqueta se restringe el ancho de banda del enlace central a 10Mbps, dejando
el resto sin cambios. El objetivo de este cambio es para ver el comportamiento del
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Figura 8.1: Topolog´ıa de testing
tra´ﬁco cuando los recursos son limitados, propo´sito que persigue la QoS. Para las
pruebas se genera tra´ﬁco desde el nodo n5 hacia las direcciones IP en el otro extremo.
Todas las pruebas con TCP, que no se indique lo contrario, se hacen con el algoritmo
de control de congestio´n (CC) default, que para la versio´n de kernel usada es Cubic.
En aquellas que se realizan los cambios expl´ıcitamente se indica que algoritmo de CC
se usa.
8.1.1.1. Tests Individuales a 10Mbps
Previo al tratamiento diferenciado de la QoS de acuerdo al campo Flow Label
se realizan las pruebas de forma individual, sin que el tra´ﬁco compita, con el enlace
intermedio regulado a 10Mbps. Una forma de limitarlo es colocando las placa de
red a 10Mbps FDX de forma forzada, por ejemplo, con las herramientas del sistema
ethtool(8) mii-tool(8) si la NIC lo soporta.
root@n1:/tmp# ethtool -s eth1 speed 10 duplex full [autoneg off]
Otra alternativa es limitarlo con la herramienta tc-netem(8) con el mo´dulo netem
de emulacio´n de red: http://www.linuxfoundation.org/collaborate/workgroups/
networking/netem.
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root@n1:/tmp# ip6tables -t mangle -F
root@n1:/tmp# ip6tables -t filter -F
root@n1:/tmp# tc qdisc add dev eth1 root tbf rate 10mbit latency 0.5ms burst 20KB
A continuacio´n se muestran los comandos para generar las pruebas y capturar el
tra´ﬁco para analizarlo ma´s tarde. En el primer cuadro de comandos se captura y se
genera el tra´ﬁco UDP con un delay de -d 1500 microsegundo entre datagramas, donde
el taman˜o es de -l 1400 bytes y genera, -c 4500. Se marca con el valor de Label 10
expresado en base decimal.
root@n1:/tmp# tcpdump -n -i eth1 -s 100 -w fl-udp.pcap
root@n5:/tmp# time ./udp6-socky -S 2001:db8:4::50 -d 1500 -X 10 -l 1400
-c 4500
RBUF: 163840
SBUF: 163840
MCAST: 0
REUSE: 0
MTUDISC: 1
real 0m10.811s
user 0m0.008s
sys 0m2.664s
En el escenario presentado a continuacio´n se generan segmentos TCP durante 13
segundos con la marca de FL 5000 destinados al port 8001.
root@n1:/tmp# tcpdump -n -i eth1 -s 100 -w fl-tcp-8001.pcap
root@n5:/tmp# ./tcp6-socky -C -r -X 5000 -d 2001:db8:4::100
-p 8001 -E K 0 1400 13
RBUF: 87380
SBUF: 16384
MSS: 536
REUSE: 1
NODELAY: 0
KEEPALIVE: 0
Trying to connect to 2001:db8:4::100:8001
Connected to 2001:db8:4::100:8001
RBUF: 87380
SBUF: 21280
MSS: 1428
REUSE: 1
NODELAY: 0
KEEPALIVE: 0
Extra Options: opt=K times=0 delay=0 chunk=1400 rchar=A tmout=13
proc 15334200 bytes in 13001476.000000 usec or 13.001476 sec
BW=9.435359 Mbps
Return: 0
root@n4:/tmp# ./tcp6-socky -L -p 8001 -r -E k
En este otro caso se generan segmentos TCP durante 13 segundos con la marca
2000 al port 8002.
root@n1:/tmp# tcpdump -n -i eth1 -s 100 -w fl-tcp-8002.pcap
root@n5:/tmp# ./tcp6-socky -C -r -X 2000 -d 2001:db8:4::100
-p 8002 -E K 0 1400 13
RBUF: 87380
SBUF: 16384
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MSS: 536
REUSE: 1
NODELAY: 0
KEEPALIVE: 0
Trying to connect to 2001:db8:4::100:8002
Connected to 2001:db8:4::100:8002
RBUF: 87380
SBUF: 21280
MSS: 1428
REUSE: 1
NODELAY: 0
KEEPALIVE: 0
Extra Options: opt=K times=0 delay=0 chunk=1400 rchar=A tmout=13
proc 15310400 bytes in 13000334.000000 usec or 13.000334 sec
BW=9.421543 Mbps
Return: 0
root@n4:/tmp# ./tcp6-socky -L -p 8002 -r -E k
...
El u´ltimo test se realiza con iperf(8) sin marcar el tra´ﬁco.
root@n1:/tmp# tcpdump -n -i eth1 -s 100 -w fl-tcp-5001-iperf.pcap
root@n5:/tmp# iperf -V -c 2001:db8:4::1
------------------------------------------------------------
Client connecting to 2001:db8:4::1, TCP port 5001
TCP window size: 20.8 KByte (default)
------------------------------------------------------------
[ 3] local 2001:db8:20::100 port 41609 connected with 2001:db8:4::1 port 5001
[ ID] Interval Transfer Bandwidth
[ 3] 0.0-10.1 sec 11.4 MBytes 9.45 Mbits/sec
root@n4:/tmp# iperf -s -V
...
El marcado de los paquetes en todos los ejemplos no se tiene en cuenta debido
a que no hay competencia, ya que cada prueba se realiza individualmente. Para los
tests no se ha conﬁgurado ningu´n tratamiento del tra´ﬁco en los nodos de la red, el
router intermedio no hace manejo especial en estas pruebas. Todas las evaluaciones
TCP dan como resultado aprox. 10Mbps de utilizacio´n que es la limitacio´n del enlace
y la realizada sobre UDP da 5Mbps que es la limitacio´n impuesta por el comando
de acuerdo a la cantidad de tra´ﬁco que se quiere generar. Las gra´ﬁcas de la pruebas
TCP con la herramienta desarrollada, con iperf y con UDP se muestran en las ﬁguras
8.2, 8.3 y 8.4 respectivamente. Las ﬁguras muestran el eje de las abscisas sobre la
derecha y en escala de 10bits de acuerdo a como se genera con el wireshark, por lo
que 1.000.000 signiﬁca 10Mb (esto sucede con todas las gra´ﬁcas en adelante).
Para la realizacio´n de las pruebas varias veces, es decir repetirlas, es recomendado
conﬁgurar el salvado de me´tricas a deshabilitado mediante el siguiente comando.
root@n5:/tmp# sysctl -w net.ipv4.tcp_no_metrics_save=1
Habitualmente GNU/Linux “recuerda” el umbral de Slow Start: slow start th-
reshold (ssthresh), por lo tanto las pruebas sucesivas con TCP estara´n inﬂuenciada
por las anteriores. Debido a esto la recomendacio´n de desactivar el salvado.
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Figura 8.2: Test individual tcp6-socky al port 8002
Figura 8.3: Test individual iperf al port 5001
Figura 8.4: Test individual udp6-socky UDP
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8.1.1.2. Tests combinados a 10Mbps sin QoS
Si se realizan los tests combinando los tra´ﬁcos, compartiendo el enlace de 10Mbps
sin conﬁgurar QoS todos competira´n entre s´ı intentando usar la capacidad ma´xima
pero obteniendo solo lo que el resto de los ﬂujos le permitan.
root@n1:/tmp# tcpdump -n -i eth1 -s 100 -w fl-combinadas.pcap
root@n5:/tmp# iperf -V -c 2001:db8:4::1 &
./tcp6-socky -C -r -X 2000 -d 2001:db8:4::100 -p 8002 -E K 0 1400 13 &
./tcp6-socky -C -r -X 5000 -d 2001:db8:4::100 -p 8001 -E K 0 1400 13 &
time ./udp6-socky -S 2001:db8:4::50 -d 1500 -X 10 -l 1400 -c 4200
root@n4:/tmp# iperf -s -V &
./tcp6-socky -L -p 8001 -r -E k &
./tcp6-socky -L -p 8002 -r -E k
...
proc 4503380 bytes in 13042161.000000 usec or 13.042161 sec
BW=2.762352 Mbps
Return: 0
Waiting connection on 0:::8001 backlog: 1 model: 0
...
proc 4188856 bytes in 13046443.000000 usec or 13.046443 sec
BW=2.568581 Mbps
Return: 0
Waiting connection on 0:::8002 backlog: 1 model: 0
...
[ 4] local 2001:db8:4::1 port 5001 connected with 2001:db8:20::100
port 54063
[ ID] Interval Transfer Bandwidth
[ 4] 0.0-10.5 sec 1.25 MBytes 998 Kbits/sec
En el gra´ﬁco 8.5 se ve la competencia de todos los tra´ﬁcos por el ancho de banda
total de 10Mbps, en el enlace ma´s chico. Se observa en color negro el tra´ﬁco UDP
que no se auto-regula por lo que se mantiene como CBR (constant bit rate) a 5Mbps.
Luego los diferentes tra´ﬁcos TCP se presentan con picos y valles debido al algoritmo
de control de congestio´n del protocolo. Todos los ﬂujos TCP compiten por los 5Mbps
restantes que deja el tra´ﬁco UDP sin uso. La gra´ﬁca muestra que ninguno de los
ﬂujos TCP encuentra un buen aprovechamiento y tienen muchas subidas y bajadas.
Hay que considerar que ese tra´ﬁco UDP que se mantiene constante, en el receptor no
necesariamente mantiene la tasa de arribo y parte de sus datagramas se pierden.
En los u´ltimos segundos de prueba, el tra´ﬁco UDP termina y se ve la competencia
directa entre TCP. En la ﬁgura 8.6 se muestran los resultados generando tra´ﬁco todo
con la herramienta iperf para comprobar que los resultados son similares y que no
se deben a la introduccio´n del programa desarrollado, en este caso se generan solo
dos ﬂujos TCP con Reno.
Para ver la pe´rdida UDP en el receptor, con la herramienta iperf se puede apreciar,
aunque solo para IPv4, al menos con la versio´n utilizada para los tests: iperf version
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Figura 8.5: Test combinado sin aplicar QoS
Figura 8.6: Test combinado sin aplicar QoS con iperf
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2.0.5 (08 Jul 2010) pthreads. Para IPv6 no reporta estas variables. En el caso de que
UDP compita contra otro tra´ﬁco tambie´n tendra´ un porcentaje de pe´rdida como se
muestra en la siguiente salida donde se general el tra´ﬁco UDP con IPv4.
root@n5:/tmp# iperf -c 2001:db8:4::1 -p 5001 -V &
iperf -c 2001:db8:4::1 -p 5002 -V &
iperf -c 11.0.0.4 -u -b 5Mbps
...
[ 3] local 2001:db8:20::100 port 57280 connected with 2001:db8:4::1
port 5002
[ID] Interval Transfer Bandwidth
[ 3] 0.0-10.0 sec 6.25 MBytes 5.24 Mbits/sec
[ 3] Sent 4460 datagrams
[ 3] Server Report:
[ 3] 0.0-10.0 sec 5.83 MBytes 4.89 Mbits/sec 1.360ms297/4459(6.7%)
[ 3] 0.0-10.0 sec 9 datagrams received out-of-order
[ 3] 0.0-10.4 sec 2.88 MBytes 2.32 Mbits/sec
[ID] Interval Transfer Bandwidth
[ 3] 0.0-10.5 sec 3.25 MBytes 2.60 Mbits/sec
root@n4:/tmp# iperf -s -u -i 2
------------------------------------------------------------
Server listening on UDP port 5001
Receiving 1470 byte datagrams
UDP buffer size: 160 KByte (default)
------------------------------------------------------------
[ 3] local 11.0.0.4 port 5001 connected with 20.0.0.100 port 54274
[ID] Interval Transfer Bandwidth Jitter Lost/Total Datag
[ 3] 0.0- 2.0 sec 1.13 MBytes 4.76 Mbits/sec 1.149ms 75/884(8.5%)
[ 3] 0.0- 2.0 sec 3 datagrams received out-of-order
[ 3] 2.0- 4.0 sec 1.16 MBytes 4.85 Mbits/sec 0.842ms 68/893(7.6%)
[ 3] 2.0- 4.0 sec 2 datagrams received out-of-order
[ 3] 4.0- 6.0 sec 1.18 MBytes 4.96 Mbits/sec 1.403ms 47/891(5.3%)
[ 3] 4.0- 6.0 sec 3 datagrams received out-of-order
[ 3] 6.0- 8.0 sec 1.17 MBytes 4.91 Mbits/sec 0.780ms 56/891(6.3%)
[ 3] 8.0-10.0 sec 1.18 MBytes 4.95 Mbits/sec 1.160ms 52/893(5.8%)
[ 3] 0.0-10.0 sec 5.83 MBytes 4.89 Mbits/sec 1.360 ms297/4459(6.7%)
[ 3] 0.0-10.0 sec 9 datagrams received out-of-order
Se ve que hay un porcentaje de pe´rdida de un 7% aprox. (6.7%). El valor es
bajo debido a que solo compite con TCP el cual se auto-regulara´ bajando la tasa de
transmisio´n y dejando espacio para UDP.
8.1.1.3. Tests combinados a 10Mbps con QoS
Las siguientes pruebas realizadas muestran la conﬁguracio´n y resultados en el cual
se marca y atiende el tra´ﬁco de acuerdo al campo Flow Label para brindar QoS. Este
se considera el primer modelo de “QoS Extendida” presentado en el trabajo. En las
pruebas realizadas en lugar de logear el tra´ﬁco como se mostro´ con los comandos
de los ejemplos del cap´ıtulo anterior, en la seccio´n bajo el t´ıtulo “Herramienta de
comparacio´n”, se marca a que ﬂowID pertenecen los paquetes, para que luego sean
manejado por el acondicionador de tra´ﬁco dentro de la red. En las muestras, debido
a que el tra´ﬁco se genera desde el mismo origen, solo se compara el ﬂowID. En un
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esquema con emisores dispersos, donde se tiene diferentes hosts generando el tra´ﬁco,
es importante comparar tambie´n las direcciones IPv6 de origen y destino.
Previo al manejo diferenciado se deben establecer los valores del/de los campo/s
y el tratamiento. Esto se puede realizar de forma compleja y escalable como podr´ıa
ser mediante un protocolo de sen˜alizacio´n o de forma simple con una conﬁguracio´n
manual. Por ejemplo, se puede tener pre-acordado los valores de Flow Label y su
tratamiento. En el caso de los ejemplos, como se indica en la introduccio´n del cap´ıtulo,
se usa un mecanismo manual donde se mantienen y conﬁguran las siguientes reglas:
Solo se aplica tratamiento diferenciado sobre los enlaces saturados. En este caso
solo en el enlace de 10Mbps.
Los ﬂujos sin marcar o con el valor default, se encolan en una clase con un l´ımite
de 512Kbps.
Los ﬂujos con valores de Flow Label menores a 1024, distintos del default cero
(0), deben recibir un tratamiento separado con un l´ımite de ancho de banda de
1Mbps. En este ejemplo sera´ el tra´ﬁco UDP.
Los ﬂujos TCP, solicitan cada uno un cola separada, indicando expl´ıcitamente
el ancho de banda digital requerido, en estos ejemplos uno con 3Mbps y otro
con 5Mbps. Se usa el campo Flow Label para indicar el piso solicitado.
Estas reglas para el ejemplo espec´ıﬁco con los para´metros extras de nu´meros de
puertos destinos y protocolos es la mostrada a continuacio´n en la lista de ﬂujos:
Flow 1: UDP:8000 con un valor de FL (Flow Label) 10 o´ 0x0000A va a una
cola separada de 1Mbps como ma´ximo y se intenta asegurar 1Mbps. El tra´ﬁco
generado tiene un ma´ximo de 5Mbps.
Flow 2: TCP:8001 codiﬁcara´ el valor FL 5000 o´ 0cx01388, va a cola de 5Mbps
con borrow, es decir puede sobre-pasarse, si el resto del tra´ﬁco no usa todo el
ancho de banda lo podra´ utilizar.
Flow 3: TCP:8002 codiﬁcara´ el valor FL 2000 o´ 0x0007D0, va a cola de 2MBps,
sin borrow, tiene como techo y piso los 2Mbps.
Flow 4: TCP:5001 sin marcar va a cola default de 512Kbps.
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Valor FL usado Rango Rango de BW reglas
0x0000a 1..1023 1..1Mbps 1:10 htb rate 1mbit ceil 1mbit burst 15k
0x00000 0000 512Kbps 1:40 htb rate 512kbit (default)
0x01388 5000 5..10Mbps 1:20 htb rate 5mbit ceil 10mbit burst 15k
0x007d0 2000 2..2Mbps 1:30 htb rate 2mbit ceil 2mbit burst 15k
Cuadro 8.1: Valores Flow Label y tratamiento asociado para el ejemplo con QoS
Los comandos a ejecutar en los equipos intermedios para conﬁgurar las reglas son
los que se presentan a continuacio´n. Primero se conﬁguran las reglas de clasiﬁcacio´n
de ﬂujos de acuerdo a la marca de Flow Label. Estas marcas son internas al kernel
de GNU/Linux y no van “escritas” en los paquetes.
root@n1#
ip6tables -I POSTROUTING -t mangle -m u32 --u32 "0&0x000FFFFF=0x0000A"
-j MARK --set-mark 1
ip6tables -I POSTROUTING -t mangle -m u32 --u32 "0&0x000FFFFF=0x01388"
-j MARK --set-mark 2
ip6tables -I POSTROUTING -t mangle -m u32 --u32 "0&0x000FFFFF=0x007D0"
-j MARK --set-mark 3
root@n1# ip6tables -t mangle -L -n -v
...
Chain POSTROUTING (policy ACCEPT 0 packets, 0 bytes)
pkts bytes target prot opt in out source destination
0 0 MARK all * * ::/0 ::/0
u32 "0x0&0xfffff=0x7d0" MARK set 0x3
0 0 MARK all * * ::/0 ::/0
u32 "0x0&0xfffff=0x1388" MARK set 0x2
0 0 MARK all * * ::/0 ::/0
u32 "0x0&0xfffff=0xa" MARK set 0x1
La regla que compara contra el valor 0xA podr´ıa escribirse de forma que respete
la pol´ıtica indicando todo el tra´ﬁco con valor menor a 1024.
root@n1#
ip6tables -I POSTROUTING -t mangle -m u32
--u32 "0&0x000FFFFF=0x1:0x003F -j MARK --set-mark 1
Luego se conﬁgura el tratamiento y encolado de acuerdo a las marcas internas
generadas por los comandos anteriores. En este caso se usan colas de tipo HTB, con
borrow para la identiﬁcada con el 1:20, pudiendo llegar hasta 10Mbps, luego el resto
de las colas tienen un piso o mı´nimo y un ma´ximo o techo, ver tabla 8.1 (1:20 tiene
un techo de 10Mbps que es el ma´ximo del enlace, por lo tanto no se lo considera como
tal).
root@n1#
tc qdisc add dev eth1 root handle 1: htb default 40
tc class add dev eth1 parent 1: classid 1:1 htb rate 10mbit
tc class add dev eth1 parent 1:1 classid 1:10 htb rate 1mbit
ceil 1mbit burst 15k
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tc class add dev eth1 parent 1:1 classid 1:20 htb rate 5mbit
ceil 10mbit burst 15k
tc class add dev eth1 parent 1:1 classid 1:30 htb rate 2mbit
ceil 2mbit burst 15k
tc class add dev eth1 parent 1:1 classid 1:40 htb rate 512kbit
Para ver como quedan las colas o clases creadas se ejecuta el comando:
root@n1# tc -s class show dev eth1
class htb 1:1 root rate 10000Kbit ceil 10000Kbit
burst 1600b cburst 1600b
Sent 704 bytes 8 pkt (dropped 0, overlimits 0 requeues 0)
rate 160bit 0pps backlog 0b 0p requeues 0
lended: 0 borrowed: 0 giants: 0
tokens: 18813 ctokens: 18813
class htb 1:10 parent 1:1 prio 0 rate 1000Kbit ceil 1000Kbit
burst 15Kb cburst 1600b
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
rate 0bit 0pps backlog 0b 0p requeues 0
lended: 0 borrowed: 0 giants: 0
tokens: 1920000 ctokens: 200000
class htb 1:20 parent 1:1 prio 0 rate 5000Kbit ceil 10000Kbit
burst 15Kb cburst 1600b
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
rate 0bit 0pps backlog 0b 0p requeues 0
lended: 0 borrowed: 0 giants: 0
tokens: 384000 ctokens: 20000
class htb 1:30 parent 1:1 prio 0 rate 2000Kbit ceil 2000Kbit
burst 15Kb cburst 1600b
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
rate 0bit 0pps backlog 0b 0p requeues 0
lended: 0 borrowed: 0 giants: 0
tokens: 960000 ctokens: 100000
class htb 1:40 parent 1:1 prio 0 rate 512000bit ceil 512000bit
burst 1600b cburst 1600b
Sent 704 bytes 8 pkt (dropped 0, overlimits 0 requeues 0)
rate 160bit 0pps backlog 0b 0p requeues 0
lended: 8 borrowed: 0 giants: 0
tokens: 367188 ctokens: 367188
A continuacio´n se arma el mapeador desde las marcas generadas por el clasiﬁca-
dor con los valores de FlowID a las diferentes colas. Se podr´ıa considerar como el
planiﬁcador, scheduler o ﬁltro de la arquitectura. Se conﬁgura en el mismo equipo de
las clases o colas.
root@n1#
tc filter add dev eth1 parent 1: protocol ipv6 handle 1 fw flowid 1:10
tc filter add dev eth1 parent 1: protocol ipv6 handle 2 fw flowid 1:20
tc filter add dev eth1 parent 1: protocol ipv6 handle 3 fw flowid 1:30
root@n1# tc -s filter show dev eth1
filter parent 1: protocol ipv6 pref 49150 fw
filter parent 1: protocol ipv6 pref 49150 fw handle 0x3 classid 1:30
filter parent 1: protocol ipv6 pref 49151 fw
filter parent 1: protocol ipv6 pref 49151 fw handle 0x2 classid 1:20
filter parent 1: protocol ipv6 pref 49152 fw
filter parent 1: protocol ipv6 pref 49152 fw handle 0x1 classid 1:10
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Luego de la conﬁguracio´n se pueden ejecutar algunos tests de forma individual para
ver que las colas seleccionadas son las adecuadas. Por ejemplo, el primero muestra el
encolado en la default, de 512Kbps.
root@n5:/tmp# iperf -V -c 2001:db8:4::1
------------------------------------------------------------
Client connecting to 2001:db8:4::1, TCP port 5001
TCP window size: 20.8 KByte (default)
------------------------------------------------------------
[ 3] local 2001:db8:20::100 port 53730 connected with 2001:db8:4::1
port 5001
[ ID] Interval Transfer Bandwidth
[ 3] 0.0-12.4 sec 1.00 MBytes 679 Kbits/sec
root@n4:/tmp# iperf -s -V
------------------------------------------------------------
Server listening on TCP port 5001
TCP window size: 85.3 KByte (default)
------------------------------------------------------------
[ 4] local 2001:db8:4::1 port 5001 connected with 2001:db8:20::100
port 53730
[ ID] Interval Transfer Bandwidth
[ 4] 0.0-17.4 sec 1.00 MBytes 482 Kbits/sec
root@n1# tc -s class show dev eth1 | grep Sent
Sent 3343744 bytes 2300 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 3343744 bytes 2300 pkt (dropped 0, overlimits 0 requeues 0)
El tra´ﬁco marcado con valor menor que 1024. En este caso se usa TCP, luego
UDP. Va a la cola 1:10 de 1Mbps.
root@n5:/tmp# ./tcp6-socky -C -r -X 10 -d 2001:db8:4::1 -E K 0 1400 10
RBUF: 87380
SBUF: 16384
MSS: 536
REUSE: 1
NODELAY: 0
KEEPALIVE: 0
Trying to connect to 2001:db8:4::1:8000
Connected to 2001:db8:4::1:8000
RBUF: 87380
SBUF: 21280
MSS: 1428
REUSE: 1
NODELAY: 0
KEEPALIVE: 0
Extra Options: opt=K times=0 delay=0 chunk=1400 rchar=A tmout=10
proc 1582000 bytes in 10000487.000000 usec or 10.000487 sec
BW=1.265538 Mbps
Return: 0
root@n4:/tmp# ./tcp6-socky -L -r -E k
RBUF: 87380
SBUF: 16384
MSS: 536
REUSE: 1
NODELAY: 0
KEEPALIVE: 0
Waiting connection on 0:::8000 backlog: 1 model: 0
Connected from 2001:db8:20::100:59508
Extra Options: opt=k times=0 delay=0 chunk=8192 rchar=A tmout=0
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proc 1582000 bytes in 13452145.000000 usec or 13.452145 sec
BW=0.940817 Mbps
Return: 0
Waiting connection on 0:::8000 backlog: 1 model: 0
root@n1# tc -s class show dev eth1 | grep Sent
Sent 6030400 bytes 4136 pkt (dropped 0, overlimits 0 requeues 0)
Sent 1569614 bytes 1041 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 4460786 bytes 3095 pkt (dropped 0, overlimits 0 requeues 0)
Probando con UDP y generando tra´ﬁco de 2Mbps aprox.
root@n5:/tmp# time ./udp6-socky -S 2001:db8:4::1 -d 5000 -X 10 -l 1400
-c 2000
RBUF: 163840
SBUF: 163840
MCAST: 0
REUSE: 0
MTUDISC: 1
real 0m11.072s
user 0m0.000s
sys 0m0.364s
...
Luego de varios tests y monitoreando con ethstatus(1). En este caso se ve que
se genera 122KBps de tra´ﬁco, aprox. 1Mbps: 122× 8bits = 976Mbps.
root@n1# tc -s class show dev eth1 | grep Sent
Sent 37597042 bytes 25871 pkt (dropped 0, overlimits 0 requeues 0)
Sent 33122498 bytes 22623 pkt (dropped 58261, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 4474544 bytes 3248 pkt (dropped 0, overlimits 0 requeues 0)
root@n1# ethstatus -i eth1 -v mono
...
###
ON/OFF RX TX
122.78 KB/s 88 Packets/s
...
A continuacio´n los tests individuales para las clases TCP de 5 y 2Mbps, la pri-
mera con borrow y la segunda con limitacio´n de ma´ximo. Flujo con borrow y sin
competencia usa el ma´ximo (se encola en 1:20).
root@n5:/tmp# ./tcp6-socky -C -r -X 5000 -d 2001:db8:4::1 -p 8001
-E K 0 1400 10
...
proc 11029200 bytes in 10000881.000000 usec or 10.000881 sec
BW=8.822583 Mbps
Return: 0
root@n1# tc -s class show dev eth1 | grep Sent
Sent 58167664 bytes 39754 pkt (dropped 0, overlimits 0 requeues 0)
Sent 41697128 bytes 28488 pkt (dropped 58396, overlimits 0 requeues 0)
Sent 11988562 bytes 7933 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 4481974 bytes 3333 pkt (dropped 0, overlimits 0 requeues 0)
Flujo TCP sin borrow, con ma´ximo o techo.
163
root@n5:/tmp# ./tcp6-socky -C -r -X 2000 -d 2001:db8:4::1 -p 8002
-E K 0 1400 10
...
proc 2865800 bytes in 10000380.000000 usec or 10.000380 sec
BW=2.292553 Mbps
Return: 0
root@n1# tc -s class show dev eth1 | grep Sent
Sent 61097420 bytes 41714 pkt (dropped 0, overlimits 0 requeues 0)
Sent 41697128 bytes 28488 pkt (dropped 58396, overlimits 0 requeues 0)
Sent 11988562 bytes 7933 pkt (dropped 0, overlimits 0 requeues 0)
Sent 2928098 bytes 1941 pkt (dropped 0, overlimits 0 requeues 0)
Sent 4483632 bytes 3352 pkt (dropped 0, overlimits 0 requeues 0)
Los matching se pueden ver tambie´n en el clasiﬁcador.
root@n1# ip6tables -t mangle -L -n -v
...
Chain POSTROUTING (policy ACCEPT 107K packets, 146M bytes)
pkts bytes target prot opt in out source destination
1941 2901K MARK all * * ::/0 ::/0
u32 "0x0&0xfffff=0x7d0" MARK set 0x3
7933 12M MARK all * * ::/0 ::/0
u32 "0x0&0xfffff=0x1388" MARK set 0x2
86884 126M MARK all * * ::/0 ::/0
u32 "0x0&0xfffff=0xa" MARK set 0x1
Una vez realizados los tests individuales y teniendo la certeza que el tra´ﬁco se
encola en la clase correspondiente se realizan las pruebas combinadas (con competen-
cia), previamente de haber puesto a cero los contadores. La generacio´n de tra´ﬁco con
los cuatro ﬂujos es la siguiente.
# iperf -V -c 2001:db8:4::1 &
./tcp6-socky -C -r -X 2000 -d 2001:db8:4::100 -p 8002 -E K 0 1400 13 &
./tcp6-socky -C -r -X 5000 -d 2001:db8:4::100 -p 8001 -E K 0 1400 13 &
time ./udp6-socky -S 2001:db8:4::50 -d 1500 -X 10 -l 1400 -c 4200
Los resultados son los esperados, el ma´s prioritario dio un poco ma´s de 5Mbps,
luego los restantes de acuerdo a lo conﬁgurado, 2Mbps, 1Mbps y 512Kbps.
root@n4:/tmp# ./tcp6-socky -L -p 8002 -r -E k
...
proc 3496388 bytes in 14886256.000000 usec or 14.886256 sec
BW=1.878989 Mbps
...
root@n4:/tmp# ./tcp6-socky -L -p 8001 -r -E k
...
proc 10135188 bytes in 13669201.000000 usec or 13.669201 sec
BW=5.931693 Mbps
...
root@n4:/tmp# iperf -s -V
...
[ 4] 0.0-17.4 sec 1.00 MBytes 482 Kbits/sec
root@n1:/tmp# tcpdump -n -i eth1 -s 100 -w fl-n1-v2.pcap
Analizando la gra´ﬁca a partir del tra´ﬁco capturado en la ﬁgura 8.7 se ve que cada
tra´ﬁco obtiene lo acordado. El tra´ﬁco TCP ma´s importante en verde, el siguiente en
rojo, el UDP en negro y el sin marcar (default) en azul, respetando los colores de los
ejemplos anteriores.
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Figura 8.7: Test combinado aplicando QoS
8.1.1.4. Tests a 10Mbps con QoS, otro ejemplo
En este otro ejemplo los ﬂujos TCP que marcan el Flow Label solicitan cada uno
un cola separada con los mismos para´metros de QoS para este caso con 4Mbps de
mı´nimo y 8Mbps de ma´ximo, el resto del tra´ﬁco recibe el servicio en un clase comu´n
de 1Mbps que auspicia de default. En el ejemplo se diferencian los tra´ﬁcos, incluso
pidiendo la misma QoS para que no compitan entre s´ı.
Flow 1: UDP:8000 con un valor de FL(Flow Label) de 10 o´ 0x0000A va a una
cola separada de 1Mbps.
Flow 2: TCP:8001 con el valor 4000 o´ 0x00FA0, va a una cola de 4..8Mbps.
Flow 3: TCP:8002 con el valor 4001 o´ 0x00FA1, va a otra de cola de 4..8MBps.
La conﬁguracio´n para lograr este comportamiento se presenta a continuacio´n.
root@n1#
ip6tables -t mangle -F
ip6tables -I POSTROUTING -t mangle -m u32 --u32 "0&0x000FFFFF=0x0000A"
-j MARK --set-mark 1
ip6tables -I POSTROUTING -t mangle -m u32 --u32 "0&0x000FFFFF=0x00FA0"
-j MARK --set-mark 2
ip6tables -I POSTROUTING -t mangle -m u32 --u32 "0&0x000FFFFF=0x00FA1"
-j MARK --set-mark 3
root@n1#
tc qdisc del dev eth1 root handle 1: htb
tc qdisc add dev eth1 root handle 1: htb default 40
tc class add dev eth1 parent 1: classid 1:1 htb rate 10mbit
tc class add dev eth1 parent 1:1 classid 1:10 htb rate 1mbit
ceil 1mbit burst 15k
tc class add dev eth1 parent 1:1 classid 1:20 htb rate 4mbit
ceil 8mbit burst 15k
tc class add dev eth1 parent 1:1 classid 1:30 htb rate 4mbit
ceil 8mbit burst 15k
tc class add dev eth1 parent 1:1 classid 1:40 htb rate 512kbit
root@n1#
tc filter add dev eth1 parent 1: protocol ipv6 handle 1 fw flowid 1:10
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tc filter add dev eth1 parent 1: protocol ipv6 handle 2 fw flowid 1:20
tc filter add dev eth1 parent 1: protocol ipv6 handle 3 fw flowid 1:30
Los ﬁltros instalados se muestran en el texto a continuacio´n.
root@n1# tc -s filter show dev eth1
filter parent 1: protocol ipv6 pref 49150 fw
filter parent 1: protocol ipv6 pref 49150 fw handle 0x3 classid 1:30
filter parent 1: protocol ipv6 pref 49151 fw
filter parent 1: protocol ipv6 pref 49151 fw handle 0x2 classid 1:20
filter parent 1: protocol ipv6 pref 49152 fw
filter parent 1: protocol ipv6 pref 49152 fw handle 0x1 classid 1:10
Por u´ltimo se ejecutan las pruebas del lado de los clientes.
root@n5:/tmp#
iperf -V -c 2001:db8:4::1 &
...# ./tcp6-socky -C -r -X 4000 -d 2001:db8:4::100 -p 8002 -E K 0 1400 13
...# ./tcp6-socky -C -r -X 4001 -d 2001:db8:4::100 -p 8001 -E K 0 1400 13
...# time ./udp6-socky -S 2001:db8:4::50 -d 1500 -X 10 -l 1400 -c 4200
Y del lado del servidor.
root@n4:/tmp#
iperf -s -V
...# ./tcp6-socky -L -p 8001 -r -E k
...# ./tcp6-socky -L -p 8002 -r -E k
Capturando el tra´ﬁco para luego analizarlo.
root@n1/tmp# tcpdump -n -i eth1 -s 100 -w fl-n1-4000-v2.pcap
Las salidas de los clientes se muestran en los textos siguientes.
root@n4:/tmp# ./tcp6-socky -L -p 8002 -r -E k
RBUF: 87380
SBUF: 16384
MSS: 536
REUSE: 1
NODELAY: 0
KEEPALIVE: 0
Waiting connection on 0:::8002 backlog: 1 model: 0
Connected from 2001:db8:20::100:41612
Extra Options: opt=k times=0 delay=0 chunk=8192 rchar=A tmout=0
proc 6941928 bytes in 13998236.000000 usec or 13.998236 sec
BW=3.967316 Mbps
Return: 0
Waiting connection on 0:::8002 backlog: 1 model: 0
Para el otro cliente.
root@n4:/tmp# ./tcp6-socky -L -p 8001 -r -E k
RBUF: 87380
SBUF: 16384
MSS: 536
REUSE: 1
NODELAY: 0
KEEPALIVE: 0
Waiting connection on 0:::8001 backlog: 1 model: 0
Connected from 2001:db8:20::100:50465
Extra Options: opt=k times=0 delay=0 chunk=8192 rchar=A tmout=0
proc 6759872 bytes in 13822108.000000 usec or 13.822108 sec
BW=3.912498 Mbps
Return: 0
Waiting connection on 0:::8001 backlog: 1 model: 0
166
Figura 8.8: Otro ejemplo, tests combinados aplicando QoS
Para el tra´ﬁco default.
root@n4:/tmp# iperf -s -V
------------------------------------------------------------
Server listening on TCP port 5001
TCP window size: 85.3 KByte (default)
------------------------------------------------------------
[ 4] local 2001:db8:4::1 port 5001 connected with 2001:db8:20::100
port 42865
[ ID] Interval Transfer Bandwidth
[ 4] 0.0-15.2 sec 896 KBytes 482 Kbits/sec
La gra´ﬁca 8.8 muestra los resultados de los anchos de banda obtenidos.
8.1.2. Conclusiones del primer modelo
El modelo muestra que mediante una asignacio´n espec´ıﬁca del campo se puede
ofrecer un manejo diferenciado para los diferentes ﬂujos. En los primeros tests se
muestra que si no tienen competencia los ﬂujos no se generan problemas, pero cuan-
do se combinan pugnando por recursos similares, en este caso el ancho de banda (que
es de “escasos” 10Mbps) los resultados obtenidos no son buenos. Al agregarle el mar-
cado para obtener QoS se logra el resultado diferenciado, teniendo los ﬂujos la QoS
solicitada. En este caso so´lo se usa el valor del campo Flow Label para diferenciar
el manejo separado. En un escenario donde la cantidad de ﬂujos y datos en curso
es muy grande, como sucede con Internet, como ya se menciono´, se debe agregar el
“matching” de las direcciones origen y destino.
De acuerdo a lo estudiado en el cap´ıtulo anterior, la siguiente propuesta sigue algu-
nos lineamientos del documento que especiﬁca el uso del campo: RFC-6437 [AJCR11].
Por ejemplo:
Se utiliza un valor distinto de cero.
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El valor debe ser marcado por el origen y pretende no ser modiﬁcado en curso.
Pero tiene algunas cuestiones contrarias a lo estipulado por IETF, como:
El modelo propuesto requiere el mantenimiento de informacio´n a modo de esta-
dos o conocimiento previo, necesario para el tratamiento de los ﬂujos de acuerdo
a la marca del campo.
En el modelo propuesto los valores de los campos de la 3-tupla: dir. origen, dir.
destino, Flow Label; podr´ıan usarse para identiﬁcar que paquetes pertenecen
a un ﬂujo, aunque no es condicio´n necesaria y podr´ıa no respetarse. En la
asignacio´n no se fuerza que los valores no se puedan repetir. Esta cuestio´n
puede lograrse al usar la API ofrecida por GNU/Linux. En los ejemplos el
control depende de los usuarios.
Los routers/nodos intermedios esta´n dependiendo del valor del Flow Label para
determinar el tratamiento.
No se utilizan valores (pseudo)-aleatorios, en su lugar se usan valores espec´ıﬁcos.
Una cuestio´n que se relaja en la nueva RFC y que no es mirada en la propuesta:
Los nodos IPv6 no deben asumir ninguna propiedad matema´tica u otra sobre
el valor del campo.
En la implementacio´n propuesta el valor espec´ıﬁco del campo indica el tratamiento
diferenciado de acuerdo a la QoS. Como no se exige no se considera la caracter´ıstica
de asumir propiedades diferentes acorde a su valor.
8.2. Propuesta del uso del campo Flow Label para
algoritmos de Control de Congestio´n
La segunda propuesta es ofrecer un modelo donde los ﬂujos TCP que compiten
por los recursos de red, en un ambiente donde los algoritmos de control de congestio´n
(CC) var´ıan, puedan recibir un tratamiento equitativo. Una alternativa es tratar en
clases separadas cada ﬂujo, distinguibles a partir de la 3-tupla: FlowID, Dir. Origen,
Dir. Destino. En este caso cada ﬂujo TCP tendr´ıa su ancho de banda sin competir
directamente con los dema´s. Para este tipo de manejo el CC no depender´ıa de la
competencia, dada la situacio´n que cada uno maneje su algoritmo de CC, podr´ıa
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disponer del ancho de banda dado por el manejador de colas dentro del dominio de
QoS. En principio es un sistema FQ, como ya se vio en el cap´ıtulo Estrategias de
Encolado, en cual la distincio´n de ﬂujos se realiza por la 3-tupla que considera solo
campos del encabezado IPv6, incluyendo el campo Flow Label o Flow ID. Por supuesto
que este necesita colaboracio´n de los extremos generadores de tra´ﬁco para marcar y
distinguir los ﬂujos. En el caso que no se realizara esta distincio´n el comportamiento
va a ser como el mostrado en el ana´lisis realizado en torno a la ﬁgura 8.5, donde todos
compiten por todo los recursos y si existen algoritmos que tienen diferentes CC, como
el tra´ﬁco UDP que no se auto-regula, podr´ıa existir una problema de desigualdad al
compartir el ancho de banda.
8.2.1. Tests realizados, segunda propuesta
Con el objetivo de demostrar la utilidad del campo Flow Label para el segundo
modelo intentando brindar QoS se utiliza la misma topolog´ıa de los test del primer
modelo, ya presentada en la ﬁgura 8.1.
8.2.1.1. Tests combinados a 10Mbps sin QoS para diferenciar CC
Los tests combinados sin conﬁgurar QoS obtendra´n resultados como los de la
ﬁgura 8.5 en la seccio´n Tests combinados a 10Mbps sin QoS. A estas pruebas
se puede agregar otro ejemplo donde el algoritmo de control de congestio´n usado es
pro-activo como el caso de TCP Vegas [BP95], a diferencia de los re-activos como son
TCP Reno o TCP Cubic.
root@n1:/tmp# tcpdump -n -i eth1 -s 100 -w test-comb-m2-sin-qos.pcap
root@n5:/tmp# ./tcp6-socky -C -r -X 2000 -d 2001:db8:4::100 -p 8002
-G vegas -E K 0 1400 13 &
./tcp6-socky -C -r -X 5000 -d 2001:db8:4::100 -p 8001
-E K 0 1400 13 &
time ./udp6-socky -S 2001:db8:4::50 -d 1500 -X 10 -l 1400
-c 4200
root@n4:/tmp# ./tcp6-socky -L -p 8001 -r -E k &
./tcp6-socky -L -p 8002 -r -E k
Los resultados se pueden observar en la ﬁgura 8.9. En la misma se ve que, adema´s
de los picos dados por la competencia de los tra´ﬁcos, para el caso de agregar un ﬂujo
que utiliza el algoritmo de control de congestio´n Vegas (dibujado de color verde), este
se relega con respecto al ﬂujo TCP con Cubic o Reno.
TCP Vegas [BP95] tiene ventajas conocidas por la forma que realiza el control de
congestio´n, pero como se ve en los resultados tambie´n en determinados escenarios se
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Figura 8.9: Tests combinados, diferentes CC y UDP sin QoS
encuentran resultados adversos. Esta situacio´n es estudiada y presentada temprana-
mente en el documento citado: [MLAW99], donde en las conclusiones se indica que
Vegas alcanza mejor rendimiento que Reno aunque cuando compite con otras cone-
xiones Reno, se ve penalizado por la “naturaleza agresiva de TCP Reno”. Se indica
en el art´ıculo la necesidad de estudiar formas de aislar Vegas de Reno ya que “no
cooperan” entre s´ı. Reno, o mejor mencionado como New Reno fue deﬁnido por Van
Jacobson en [Jac] y luego estandarizado por los documentos IETF como RFC-2001 y
correcciones como RFC-5681.
Las desventajas de Vegas se analizan tambie´n en art´ıculos como [HBG00] donde se
menciona que los mecanismos de control de congestio´n exhiben problemas al competir
con otras conexiones.
En [FS03], si bien se menciona la ventaja de Vegas ejecutando en un entorno aislado
sobre TCP Reno, este, cuando tiene que compartir enlaces con recursos limitados es
sobrepasado por Reno, el cual “roba” parte del ancho de banda dando mejores resul-
tados.
En otros art´ıculos como [FV03] se estudian adaptaciones de los para´metros, α y β,
para que esta situacio´n, de pe´rdida de rendimiento, no suceda con el algoritmo Vegas
y se menciona la mala productividad que este obtiene si compite directamente contra
Reno o algoritmos de control congestio´n similares que trabajan de forma re-activa.
Luego de varios estudios realizados por diferentes investigaciones se han encontrado
problemas en Vegas y se han propuestos diferentes modiﬁcaciones para solucionarlos.
Por ejemplo, en el art´ıculo [SJA05] se mencionan algunos de los problemas descu-
biertos. Adema´s de la competencia con Reno, se remarca el bajo rendimiento ante
el re-ruteo de las sesiones, con enlaces asime´tricos o ante espacios pequen˜os en los
buﬀers de los routers intermedios. El mismo documento desarrolla una modiﬁcacio´n
sobre el algoritmo llamado “Vegas-A”, para dar soluciones a los inconvenientes. Como
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Figura 8.10: Tests combinados, Cubic (azul) vs Vegas (verde) sin QoS
esta, existen otras propuestas, por ejemplo, “Stabilized Vegas” [CL03], “TCP New
Vegas” [SS05] o “TCP Vegas-V” [ZXWZ12].
En este trabajo se aborda una posible solucio´n sin modiﬁcar el mo´dulo de TCP-
Vegas, sino tratando de forma diferente el tra´ﬁco con el algoritmo de CC. Si se realizan
los tests comparando la competencia entre Reno y Vegas, o Cubic con Vegas, pero
sin incluir competencia de tra´ﬁco UDP, tambie´n se puede re-corroborar el comporta-
miento mencionado.
root@n1:/tmp# tcpdump -n -i eth1 -s 100 -w
test-comb-m2-sin-qos-sin-udp-cubic-vegas.pcap
root@n5:/tmp# ./tcp6-socky -C -r -d 2001:db8:4::100 -p 8002
-G vegas -E K 0 1400 13 &
./tcp6-socky -C -r -d 2001:db8:4::100 -p 8001
-G cubic -E K 0 1400 13
En el gra´ﬁco 8.10 se ve como Vegas pierde algo de terreno frente a Cubic.
Similar sucede si se lo compara con Reno en competencia de acuerdo al gra´ﬁco
8.11.
root@n1:/tmp# tcpdump -n -i eth1 -s 100 -w
test-comb-m2-sin-qos-sin-udp-reno-vegas.pcap
root@n5:/tmp# ./tcp6-socky -C -r -d 2001:db8:4::100 -p 8002
-G vegas -E K 0 1400 13 &
./tcp6-socky -C -r -d 2001:db8:4::100 -p 8001
-G reno -E K 0 1400 13
8.2.1.2. Tests combinados a 10Mbps con QoS
Se conﬁguran los tests para que el sistema de encolado trate de darle la mitad del
ancho de banda disponible a las sesiones que usan Vegas como algoritmo de CC vs.
otros re-activos, como Reno o Cubic. La distincio´n se realiza mediante el marcado de
tra´ﬁco en el Flow Label de IPv6. La conﬁguracio´n de prueba en el ejemplo es: Vegas
lleva los valores de Flow Label con los dos bits menos signiﬁcantes, LSb, con un valor
de 1 (uno), es decir 012. Los ﬂujos que usan algoritmos re-activos para el CC llevara´n
en estos mismos bits el valor 2 (dos), es decir 102. Para el traﬁco sin marcar estara´n
en 0. A continuacio´n se muestra una posible conﬁguracio´n:
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Figura 8.11: Tests combinados, Reno (rojo) vs Vegas (verde) sin QoS
root@n1:/tmp#
ip6tables -t mangle -F
ip6tables -t filter -F
tc qdisc add dev eth1 root tbf rate 10mbit latency 0.5ms burst 20KB
ip6tables -I POSTROUTING -t mangle -m u32 --u32 "0&0x00000003=0x00001"
-j MARK --set-mark 1
ip6tables -I POSTROUTING -t mangle -m u32 --u32 "0&0x00000003=0x00002"
-j MARK --set-mark 2
ip6tables -t mangle -L -n -v
root@n1:/tmp# ip6tables -t mangle -L -n -v | grep -A10 POSTROUT
Chain POSTROUTING (policy ACCEPT 28 packets, 2932 bytes)
pkts bytes target prot opt in out source destination
0 0 MARK all * * ::/0 ::/0
u32 "0x0&0x3=0x2" MARK set 0x2
0 0 MARK all * * ::/0 ::/0
u32 "0x0&0x3=0x1" MARK set 0x1
tc qdisc del dev eth1 root tbf rate 10mbit latency 0.5ms burst 20KB
tc qdisc add dev eth1 root handle 1: htb default 40
tc class add dev eth1 parent 1: classid 1:1 htb rate 10mbit
tc class add dev eth1 parent 1:1 classid 1:10 htb rate 5mbit
ceil 10mbit burst 15k
tc class add dev eth1 parent 1:1 classid 1:20 htb rate 5mbit
ceil 10mbit burst 15k
tc class add dev eth1 parent 1:1 classid 1:40 htb rate 512kbit
Para ver el estado de la clases conﬁguradas se ejecuta:
root@n1:/tmp# tc -s class show dev eth1
class htb 1:1 root rate 10000Kbit ceil 10000Kbit burst 1600b cburst 1600b
Sent 176 bytes 2 pkt (dropped 0, overlimits 0 requeues 0)
rate 64bit 0pps backlog 0b 0p requeues 0
lended: 0 borrowed: 0 giants: 0
tokens: 18813 ctokens: 18813
class htb 1:10 parent 1:1 prio 0 rate 5000Kbit ceil 10000Kbit burst
15Kb cburst 1600b
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
rate 0bit 0pps backlog 0b 0p requeues 0
lended: 0 borrowed: 0 giants: 0
tokens: 384000 ctokens: 20000
class htb 1:20 parent 1:1 prio 0 rate 5000Kbit ceil 10000Kbit burst
15Kb cburst 1600b
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Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
rate 0bit 0pps backlog 0b 0p requeues 0
lended: 0 borrowed: 0 giants: 0
tokens: 384000 ctokens: 20000
class htb 1:40 parent 1:1 prio 0 rate 512000bit ceil 512000bit burst
1600b cburst 1600b
Sent 176 bytes 2 pkt (dropped 0, overlimits 0 requeues 0)
rate 64bit 0pps backlog 0b 0p requeues 0
lended: 2 borrowed: 0 giants: 0
tokens: 367188 ctokens: 367188
Luego se agregan los ﬁltros:
root@n1:/tmp#
tc filter add dev eth1 parent 1: protocol ipv6 handle 1 fw flowid 1:10
tc filter add dev eth1 parent 1: protocol ipv6 handle 2 fw flowid 1:20
root@n1:/tmp# tc -s filter show dev eth1
filter parent 1: protocol ipv6 pref 49151 fw
filter parent 1: protocol ipv6 pref 49151 fw handle 0x2 classid 1:20
filter parent 1: protocol ipv6 pref 49152 fw
filter parent 1: protocol ipv6 pref 49152 fw handle 0x1 classid 1:10
root@n1:/tmp# tc -s class show dev eth1 | grep Sent
Sent 1760 bytes 20 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 1760 bytes 20 pkt (dropped 0, overlimits 0 requeues 0)
En este paso se ejecutan los tests del lado del servidor y del cliente, pero de forma
individual para corroborar que el encolado es el apropiado. Se ve que alcanza casi el
ma´ximo de la capacidad disponible.
root@n4:/tmp#
./tcp6-socky -L -p 8001 -r -E k &
./tcp6-socky -L -p 8002 -r -E k &
root@n5:/tmp# ./tcp6-socky -C -r -d 2001:db8:4::100 -p 8002 -X 8002
-G vegas -E K 0 1400 13
...
proc 13752200 bytes in 13000386.000000 usec or 13.000386 sec
BW=8.462641 Mbps
Return: 0
root@n1:/tmp# tc -s class show dev eth1 | grep Sent
Sent 14584264 bytes 9666 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 14581374 bytes 9633 pkt (dropped 0, overlimits 0 requeues 0)
Sent 2890 bytes 33 pkt (dropped 0, overlimits 0 requeues 0)
Luego probando con Cubic sucede lo mismo.
root@n5:/tmp# ./tcp6-socky -C -r -d 2001:db8:4::50 -p 8001 -X 8001
-G cubic -E K 0 1400 13
...
proc 14151200 bytes in 13001016.000000 usec or 13.001016 sec
BW=8.707750 Mbps
Return: 0
root@n1:/tmp# tc -s class show dev eth1 | grep Sent
Sent 29591214 bytes 19605 pkt (dropped 0, overlimits 0 requeues 0)
Sent 15005996 bytes 9928 pkt (dropped 0, overlimits 0 requeues 0)
Sent 14581374 bytes 9633 pkt (dropped 0, overlimits 0 requeues 0)
Sent 3844 bytes 44 pkt (dropped 0, overlimits 0 requeues 0)
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Figura 8.12: Tests combinados, Cubic (azul) vs Vegas (verde) y total (negro) con QoS
Se puede observar en la salida de los comandos, que, de acuerdo al valor del Flow
Label se encolaron en las colas para el propo´sito y que al no existir competencia uti-
lizan el borrow y aprovechan la capacidad ma´xima del enlace.
Por u´ltimo, luego de los tests individuales, se realizan los combinados compitiendo
Vegas con Cubic o Reno, pero con la QoS conﬁgurada. El gra´ﬁco de los resultados
obtenidos se muestra en la ﬁgura 8.12 donde se puede ver que el ancho de banda es
dividido de forma equitativa.
root@n5:/tmp# ./tcp6-socky -C -r -d 2001:db8:4::50 -p 8001 -X 8001 -G cubic
-E K 0 1400 23 &
./tcp6-socky -C -r -d 2001:db8:4::100 -p 8002 -X 8002 -G vegas
-E K 0 1400 23
...
proc 13559000 bytes in 23000756.000000 usec or 23.000756 sec
...
proc 14033600 bytes in 23000907.000000 usec or 23.000907 sec
BW=4.716019 Mbps
BW=4.881060 Mbps
...
Si se realizan los tests agregando ma´s de un ﬂujo, uno ma´s para cada tipo de
algoritmo de CC el uso de ancho de banda total por grupo se mantendra´ en la mitad
de acuerdo a la ﬁgura: 8.13, pero luego dentro de cada grupo el desempen˜o muestra
que Vegas puede manejarse de forma activa, ﬁgura 8.14, mientras que Cubic lo hace
con los picos altos y bajos, ﬁgura 8.15. Se puede ver tambie´n la ventaja que toma la
primera conexio´n de Vegas sobre la segunda.
./tcp6-socky -L -p 8001 -r -E k &
./tcp6-socky -L -p 8002 -r -E k &
./tcp6-socky -L -p 8003 -r -E k &
./tcp6-socky -L -p 8004 -r -E k &
root@n5:/tmp# ./tcp6-socky -C -r -d 2001:db8:4::50 -p 8001 -X 8001
-G cubic -E K 0 1400 13 &
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Figura 8.13: Tests combinados, 2 sesiones Cubic (azul) vs 2 Vegas (verde) con QoS
Figura 8.14: Tests combinados, 2 sesiones Cubic vs 2 Vegas, solo se graﬁca el com-
portamiento de Vegas
./tcp6-socky -C -r -d 2001:db8:4::100 -p 8002 -X 8002
-G vegas -E K 0 1400 13 &
./tcp6-socky -C -r -d 2001:db8:4::50 -p 8003 -X 1113
-G cubic -E K 0 1400 13 &
./tcp6-socky -C -r -d 2001:db8:4::100 -p 8004 -X 3402
-G vegas -E K 0 1400 13
...
Vegas
...
proc 4012400 bytes in 13000520.000000 usec or 13.000520 sec
BW=2.469070 Mbps
Return: 0
...
Cubic
...
proc 4827200 bytes in 13000793.000000 usec or 13.000793 sec
BW=2.970403 Mbps
...
Vegas
...
proc 2881200 bytes in 13002333.000000 usec or 13.002333 sec
BW=1.772728 Mbps
...
Cubic
...
proc 4426800 bytes in 13000425.000000 usec or 13.000425 sec
BW=2.724096 Mbps
Si se agregan ma´s sesiones en este escenario: tres para Cubic y tres para Vegas
el enlace se comparte de forma pareja entre los dos grupos de algoritmos. Cubic en
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Figura 8.15: Tests combinados, 2 sesiones Cubic vs 2 Vegas, solo se graﬁca el com-
portamiento de Cubic
el control de congestio´n se comporta como es de esperar, pero Vegas ya cuando la
competencia dentro de su grupo crece comienza a tener picos altos y ca´ıdas tendiendo
a funcionar como un algoritmo re-activo y no pro-activo como debiera.
root@n4:/tmp#
./tcp6-socky -L -p 8001 -r -E k &
./tcp6-socky -L -p 8002 -r -E k &
./tcp6-socky -L -p 8003 -r -E k &
./tcp6-socky -L -p 8004 -r -E k &
./tcp6-socky -L -p 8005 -r -E k &
./tcp6-socky -L -p 8006 -r -E k &
root@n5:/tmp# ./tcp6-socky -C -r -d 2001:db8:4::50 -p 8001 -X 8001
-G cubic -E K 0 1400 13 &
./tcp6-socky -C -r -d 2001:db8:4::100 -p 8002 -X 8002
-G vegas -E K 0 1400 13 &
./tcp6-socky -C -r -d 2001:db8:4::50 -p 8003 -X 1113
-G cubic -E K 0 1400 13 &
./tcp6-socky -C -r -d 2001:db8:4::100 -p 8004 -X 3402
-G vegas -E K 0 1400 13 &
./tcp6-socky -C -r -d 2001:db8:4::50 -p 8005 -X 8005
-G cubic -E K 0 1400 13 &
./tcp6-socky -C -r -d 2001:db8:4::100 -p 8006 -X 8102
-G vegas -E K 0 1400 13 &
proc 2934400 bytes in 13000392.000000 usec or 13.000392 sec
BW=1.505071 Mbps
proc 2445800 bytes in 13000321.000000 usec or 13.000321 sec
BW=1.805730 Mbps
proc 3166800 bytes in 13000397.000000 usec or 13.000397 sec
BW=1.948740 Mbps
proc 1920800 bytes in 13000287.000000 usec or 13.000287 sec
BW=1.182005 Mbps
proc 3355800 bytes in 13000206.000000 usec or 13.000206 sec
BW=2.065075 Mbps
proc 2938600 bytes in 13001011.000000 usec or 13.001011 sec
BW=1.808229 Mbps
Si se siguen agregando sesiones se puede ver que Vegas continua en la l´ınea de
perder el comportamiento activo y reacciona segu´n lo indicado anteriormente, en este
caso en la ﬁgura 8.18 se muestran 4 sesiones de cada grupo y se dibujan solo las de
Vegas.
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Figura 8.16: Tests combinados, 3 sesiones Cubic vs 3 Vegas, solo se graﬁcan las sesiones
Vegas
Figura 8.17: Tests combinados, 3 sesiones Cubic vs 3 Vegas, solo se graﬁcan las sesiones
Cubic
Figura 8.18: Tests combinados, 4 sesiones Cubic vs 4 Vegas, solo graﬁcado Vegas
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8.2.2. Conclusiones del segundo modelo
La utilizacio´n del Flow Label para poder diferenciar la forma en que reaccionara´n
con diferentes algoritmos de control de congestio´n los emisores de los ﬂujos es posible
de implementar y se muestra en pra´ctica en el segundo modelo. En este caso se distin-
gue entre los algoritmos reactivos y los pro-activos. Se muestra una implementacio´n
donde el modelo es de grano grueso y solo de distinguen los grupos dando la misma
capacidad para cada uno de estos. Como ventaja tiene que es simple de implemen-
tar y los or´ıgenes pueden marcar de forma pseudo-aleatoria el valor del campo, solo
agregando al ﬁnal del valor (en la parte menos signiﬁcativa) una suma que permita
distinguir en los 2 (dos) u´ltimos bits (LSb) el tipo de control que esta´ aplicando. El
modelo es u´til en ocasiones cuando el control de congestio´n es ma´s conservador y
se ve sobrepasado por CC tipo Reno, New-Reno o Cubic. De cualquier forma se ve
en las pruebas que la implementacio´n de Vegas al sumarse ma´s de 2 ﬂujos comien-
za a cambiar un tanto el comportamiento y parece tender a un algoritmo re-activo.
Como desventaja se puede indicar que si no esta´n equilibradas la cantidad de ﬂujos
o sesiones dentro de los dos grupos los que tengan menos sesiones obtendra´n indivi-
dualmente mayor ancho de banda digital. Otra alternativa ser´ıa dividir los recursos de
forma equitativa entre todos los ﬂujos y encolando por cada uno en clases diferentes,
similar como se hace con FQ. El modelo tendr´ıa el problema que ser´ıa complejo de
implementar en routers que se localizan en el nu´cleo de la red, debido a la cantidad
de ﬂujos que deber´ıan procesar. En este caso la distincio´n de ﬂujos deber´ıa hacerse
usando la 3-tupla: dir. origen, dir. destino, ﬂow label.
De acuerdo a lo estudiado en el cap´ıtulo anterior, la siguiente propuesta sigue ma´s de
cerca los lineamientos indicados por el IETF que la anterior. Los mismos se puntua-
lizan a continuacio´n.
El modelo propuesto no requiere el mantenimiento de informacio´n a modo de
estados o conocimiento previo.
En el modelo propuesto permite usar los valores de los campos de la 3-tupla:
dir. origen, dir. destino, Flow Label; para identiﬁcar que paquetes pertenecen a
un ﬂujo.
Permite utilizan valores (pseudo)-aleatorios y solo se debe cambiar los 2 LSb
para indicar el algoritmo de control de congestio´n.
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Cap´ıtulo 9
Conclusiones
El documento ofrece los resultados del trabajo donde se investigan los modelos
actuales de QoS en redes IP y principalmente muestra la posibilidad de extenderlos
mediante el uso del campo IPv6: Flow Label (Etiqueta de ﬂujo) en redes IPv6. Se
realiza un ana´lisis teo´rico y pra´ctico de los modelos existentes.
Se investigan las diferentes propuestas de uso del campo apuntando a la QoS. Se
desarrollan herramientas para mostrar la posibilidad de extensio´n de los modelos de
QoS y se realizan numerosas pruebas en equipos sobre sistemas operativos reales.
Mediante la propuesta y desarrollo de 2 (dos) posibles nuevos modelos mostrados
en el cap´ıtulo anterior se lleva a un ambiente real y pra´ctico el manejo de QoS me-
diante IPv6. Se abren posibles usos y da como resultado que la utilizacio´n del campo
para extender los modelos es u´til.
En el primer modelo se muestra como cambia radicalmente la QoS ofrecida ante la
presencia de competencia ﬂujos si se atienden de acuerdo a la marca del Flow Label
utilizando una asignacio´n espec´ıﬁca. En los tests donde se ignora el tratamiento, los
resultados no son buenos, en cambio ante la asignacio´n de las calidades se obtiene el
tratamiento solicitado. Resultados similares se pueden obtener con un modelo Diﬀ-
Serv, pero el esquema presentado permite la solicitud y asignacio´n de QoS mediante
un campo de 20 bits, a diferencia de DiﬀServ que solo permitir asignar 6 bits del
encabezado. Como contra de acuerdo a los requerimientos por RFCs del IETF, se
crea un modelo con estados no recomendado. En el ejemplo presentado se requiere el
mantenimiento de informacio´n a modo de estados o conocimiento previo, necesario
para el tratamiento de los ﬂujos de acuerdo a la marca y los routers dependen de este
179
valor para dar el tratamiento.
El segundo modelo esta´ ma´s acorde a los requerimientos IETF y apunta a di-
ferenciar los algoritmos de control de congestio´n, la forma en que reaccionaran los
generadores de los ﬂujos, de acuerdo a valor de la marca en el Flow Label. En parti-
cular se presenta como se puede mejorar el uso de los algoritmos pro-activos, Vegas,
sin que se vean afectados por los re-activos, Reno o Cubic por ejemplo, y permitir
as´ı que se pueda incrementar su utilizacio´n sobre las redes TCP/IP.
Como trabajos a futuro el documento presenta posibles extensiones: Una podr´ıa
ser la combinacio´n de las marcas de Flow Label para realizar balanceo de carga sobre
enlaces asime´tricos permitiendo diferentes QoS de acuerdo a los valores de ancho de
banda u otros para´metros de los enlaces. Tambie´n ser´ıa posible hacer un ruteo di-
ferenciado a partir de estas marcas en los routers intermedios. Otro enfoque podr´ıa
ser el uso del Flow Label para la identiﬁcacio´n de ﬂujos en un modelo de una red
tipo SDN (Software Deﬁned Network). Con respecto a la QoS las extensiones pueden
apuntar a tratar de hacer el marcado de las etiquetas MPLS o la disponibilidad de
QoS que tenga la capa de enlace en base a los valores de Flow Label IPv6.
Cerrando las conclusiones, se puede aﬁrmar que con este trabajo se muestra que
es posible usar el campo Flow Label de IPv6 para dar QoS a pesar de que la IETF
sigue haciendo e´nfasis indicando que para QoS en IPv6 se debe aplicar DiﬀServ con
el campo Traﬃc Class. El campo Flow Label hasta la actualidad sigue sin tener un
uso espec´ıﬁco masivo, pero parece tener potencial que se puede aprovechar desde el
software para la gestio´n de redes en el plano de control, como es el caso actual de
SDN. Este es un tema que constantemente esta evolucionando.
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Ape´ndice A
Ejemplos de uso ICMPv6
A.1. ICMPv6, descubrimiento de vecinos
IPv6 remueve el protocolo ARP (RFC-826) de su stack y agrega la funcionalidad
a ICMPv6. En IPv4, ICMP es obligatorio para que sea compatible con las RFCs, pero
podr´ıa suprimerse y el protocolo seguira´ funcionando. En cambio, en IPv6, ICMPv6 es
fundamental. Los mensajes de ICMPv6 que reemplazan el ARP Request y ARP Reply
son mensajes del protocolo Network Discovery (ND), inicialmente deﬁnido en
RFC-2461 y ma´s tarde obsoleta por RFC-4861 [NNSS07]. Los mensajes para cumplir
la funcio´n son los siguientes:
ICMPv6 NS: Neighbor Solicitation (135).
ICMPv6 NA: Neighbor Advertisment (136).
El mensaje ICMPv6 NS utiliza en la trama Ethernet una direccio´n destino multi-
cast. La direccio´n comienza con 33:33:, que es el preﬁjo que se deﬁne en RFC-3307
[Hab02] para IPv6 Neighbor Discovery. Los cuatro u´ltimos bytes son mapeados desde
la direccio´n destino IPv6. La direccio´n destino IPv6 del mensaje NS es una direccio´n
IPv6 Multicast llamada Solicited-node Multicast Address que tienen el preﬁjo
ﬀ02::1:ﬀ00:0/104 y el resto se completa con los u´ltimos 24 bits de la direccio´n unicast
IPv6. No se utiliza broadcast, aunque algunas primeras implementaciones no funcio-
nando correctamente intentaban resolver el mapeo v´ıa broadcast de L2. La respuesta,
como es de esperar, es unicast. En el mensaje el valor del Next-Header para ICMPv6
es 0x3A(58).
Este proceso so´lo se ejecuta para las direcciones unicast y no debe hacerse con
las direcciones multicast. ICMPv6 tambie´n es utilizado en reemplazo de ARP para
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Figura A.1: Topolog´ıa para el ejemplo de ND
mantener, no solo generar, la cache de mapeos de IPv6 a direcciones MAC-48. La
cache se llama Tabla/Cache de Vecinos, que es el reemplazo de la Cache ARP.
El proceso de mantenimiento de las direcciones se llama Neighbor Unreacha-
bility Detection (NUD). La conﬁrmacio´n de las entradas en la tabla de vecinos
puede tener dos or´ıgenes:
Conﬁrmacio´n mediante las capas superiores.
Mensajes ICMPv6 de NUD.
El proceso de NUD puede utilizar protocolos de capas superiores, como TCP o
UDP, para determinar que un destino sigue estando accesible. Por ejemplo, si TCP
recibe un ACK desde la direccio´n a renovar, esto sirve para refrescar la entrada. Si las
capas superiores no pueden conﬁrmar las direcciones en la cache, el ICMPv6 de forma
activa tratara´ de validarlas mediante mensajes NUD expl´ıcitos. Se utilizan mensajes
de ND llamados NUD. Estos mensajes son iguales a ICMPv6 NS y ICMPv6 NA, pero
cambiando las direcciones destinos a unicast.
La topolog´ıa del ejemplo ilustrativo se muestra en la imagen A.1.
Con el comando ip(8) en GNU/Linux, se inspecciona la tabla de vecinos. Esto
reemplaza la tabla de ARP y al comando arp(8).
root@berlin:~# ip -f inet6 neigh show
fe80::5054:ff:fe12:3461 dev eth0 lladdr 52:54:00:12:34:61 nud reachable
De la misma forma que sucede con las entradas ARP, si estas se dejan de usar se
eliminan despue´s de un tiempo. ICMPv6 NUD mejora con respecto a ARP, en que,
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valida las entradas en ambos sentidos, en lugar de hacerlo solo en uno, y optimiza los
tiempos de estas consultas utilizando a las capas superiores (cuando es posible). Con
Upper Layer Positive Conﬁrmation las capas superiores deber´ıan avisar cuando
esperan una conﬁrmacio´n o un mensaje para validar las entradas en la cache.
Los estados de las entradas son los siguientes:
Failed: Fallado. Se ha borrado la entrada de forma forzada, manual o el intento de
alcanzar el vecino ha sido fallido. Por ejemplo, no esta´ activo el equipo.
Incomplete: Incompleto. el proceso de ND esta´ por la mitad. Au´n no se tiene res-
puesta del vecino.
Reachable: Alcanzable. En la tabla de vecinos se tiene la entrada como va´lida.
Se envio´ un NS y se recibio´ un NA para una entrada en particular o se ha
conﬁrmado desde las capas superiores
Stale: Caduco. El tiempo ha expirado, pero el vecino no ha sido detectado como
inalcanzable au´n por NUD. Queda en este estado hasta que se env´ıe un mensaje
al vecino.
Delay: Retrasado. la entrada estaba Stale, pero se ha enviado un mensaje a la u´ltima
direccio´n conocida esperando que las capas superiores conﬁrmen la entrada. Si
no se conﬁrma, debera´ enviarse un NS.
Probe: En proceso. se ha enviado un NS unicast y au´n no se recibe respuesta.
Permanent: Permanente. se ha agregado la entrada en la tabla de forma esta´tica.
No tiene timer de expiracio´n asociado.
Adema´s, los mensajes ICMPv6 tienen varios ﬂags:
R(Router ﬂag): se conﬁgura cuando el mensaje es enviado por un router. El R-bit
se usa para NUD cuando un router pasa a ser host.
S(Solicited ﬂag): se conﬁgura el S-bit para indicar que el aviso, NA, va en respuesta
a una solicitud NS. No se debe colocar en mulitcast NA ni en NA no solicitados.
O(Override ﬂag): se conﬁgura para indicar que el NA debe usarse para actuali-
zar las entradas en la cache de link-layer. No deber´ıa ser usado para NA no
solicitados. Si para aquellos no solicitados.
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Figura A.2: Captura del mensaje de Neighbor Solicitation
En el ejemplo se ve como inicialmente se suprime una entrada particular y como
consultar el estado de la tabla de vecinos.
root@berlin:~# ip -f inet6 neigh del fe80::5054:ff:fe12:3461 dev eth0
root@berlin:~# ip -f inet6 neigh show
fe80::5054:ff:fe12:3461 dev eth0 router nud failed
Luego intentar alcanzar al vecino, por la direccio´n global o la de Link-Local.
root@berlin:~# ping6 -c 2 -I eth0 fe80::5054:ff:fe12:3461
PING fe80::5054:ff:fe12:3461(fe80::5054:ff:fe12:3461) from
fe80::5054:21ff:fecb:9792 eth0: 56 data bytes
64 bytes from fe80::5054:ff:fe12:3461: icmp_seq=1 ttl=64 time=5.76 ms
64 bytes from fe80::5054:ff:fe12:3461: icmp_seq=2 ttl=64 time=1.62 ms
--- fe80::5054:ff:fe12:3461 ping statistics ---
2 packets transmitted, 2 received, 0% packet loss, time 1001ms
rtt min/avg/max/mdev = 1.622/3.692/5.762/2.070 ms
Las entradas ahora esta´n en las tablas de los dos equipos (origen y destino).
root@berlin:~# ip -f inet6 neigh show
fe80::5054:ff:fe12:3461 dev eth0 lladdr 52:54:00:12:34:61 nud reachable
root@brasilia:~# ip -f inet6 neigh show
fe80::5054:21ff:fecb:9792 dev eth0 lladdr 52:54:21:cb:97:92 nud reachable
Si observamos el contenido de los paquetes capturados se encuentran los dos men-
sajes NS y NA que se observan en las ima´genes de las capturas A.2 y A.3 respectiva-
mente.
Si se vuelve a lanzar una prueba antes que expire el timer y se marquen las en-
tradas como Stale, se puede ver que no se usa el proceso ND, ya que la conﬁrman las
capas superiores.
Si no hay tra´ﬁco, despue´s de un tiempo, el timer asociado expira y se marcara
como Stale. Inmediatamente, al volver a realizar la prueba se marcara´ como Delay,
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Figura A.3: Captura del mensaje de Neighbor Advertisement
ya que se espera que las capas superiores que la utilizan la conﬁrmen, en este caso
ICMPv6 (ECHO Request).
root@berlin:~# ip -f inet6 neigh show
fe80::5054:ff:fe12:3461 dev eth0 lladdr 52:54:00:12:34:61 nud stale
root@berlin:~# ping6 -c 2 -I eth0 fe80::5054:ff:fe12:3461
PING fe80::5054:ff:fe12:3461(fe80::5054:ff:fe12:3461)
from fe80::5054:21ff:fecb:9792 eth0: 56 data bytes
64 bytes from fe80::5054:ff:fe12:3461: icmp_seq=1 ttl=64 time=2.37 ms
64 bytes from fe80::5054:ff:fe12:3461: icmp_seq=2 ttl=64 time=1.67 ms
--- fe80::5054:ff:fe12:3461 ping statistics ---
2 packets transmitted, 2 received, 0% packet loss, time 1001ms
rtt min/avg/max/mdev = 1.671/2.020/2.370/0.352 ms
root@berlin:~# ip -f inet6 neigh show
fe80::5054:ff:fe12:3461 dev eth0 lladdr 52:54:00:12:34:61 nud delay
Si se conﬁrma, la entrada vuelve al estado Reachable (Alcanzable). Si la capa
superior no la conﬁrma, se debe enviar un NS y, al recibir el NA correspondiente, se
la debe marcar como Reachable. Al ﬁnal de la captura se ve el proceso de NUD v´ıa
ICMPv6.
root@berlin:~# ip -f inet6 neigh show
fe80::5054:ff:fe12:3461 dev eth0 lladdr 52:54:00:12:34:61 nud reachable
Si deja de existir actividad para una direccio´n dada, esta se dara´ de baja estando
en Reachable, pasando luego por el estado Stale, y, ﬁnalmente, borrada de la tabla.
En el caso que se requiera, tambie´n, se pueden agregar las entradas de forma esta´tica.
root@berlin:~# ip -f inet6 neigh add fe80::5054:ff:fe12:3462
lladdr 52:54:00:12:34:61 dev eth0
root@berlin:~# ip -f inet6 neigh show
fe80::5054:ff:fe12:3462 dev eth0 lladdr 52:54:00:12:34:61 nud permanent
fe80::5054:ff:fe12:3461 dev eth0 lladdr 52:54:00:12:34:61 nud stale
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De esta forma, no ser´ıa necesario usar el proceso ND. En el ejemplo se podr´ıan ver
mensajes NS multicast, pero ser´ıan del otro extremo ya que este no tiene una entrada
esta´tica para responder y posiblemente la entrada ha sido eliminada de la tabla. Si no
es alcanzable, por ejemplo, intentado acceder a un equipo no existente quedara´ como
Failed.
root@berlin:~# ping6 -c 2 -I eth0 fe80::5054:ff:fe12:3464 &
PING fe80::5054:ff:fe12:3464(fe80::5054:ff:fe12:3464)
from fe80::5054:21ff:fecb:9792 eth0: 56 data bytes
root@berlin:~# ip -f inet6 neigh show
fe80::5054:ff:fe12:3464 dev eth0 nud incomplete
From fe80::5054:21ff:fecb:9792 icmp_seq=1 Destination unreachable:
Address unreachable
From fe80::5054:21ff:fecb:9792 icmp_seq=2 Destination unreachable:
Address unreachable
--- fe80::5054:ff:fe12:3464 ping statistics ---
2 packets transmitted, 0 received, +2 errors, 100% packet loss, time 1000ms
root@berlin:~# ip -f inet6 neigh show
fe80::5054:ff:fe12:3464 dev eth0 nud failed
A.2. ICMPv6, proceso de auto-conﬁguracio´n sin
estado
El proceso de auto-conﬁguracio´n se puede aplicar a direcciones locales o globales.
Para el caso de link-local, el proceso es independiente y no requiere ma´s informacio´n
que la aportada por el equipo, aunque genera un proceso de DAD (Duplicate Address
Detection) para ver que no exista un problema de conﬁguracio´n generando direcciones
duplicadas. Si se quiere tener una direccio´n global que permita acceder a equipos de
otras redes se debe usar un preﬁjo global. En un caso, en el router se podr´ıa conﬁgurar
manualmente.
A.2.1. Conﬁguracio´n manual/esta´tica
Ejemplo de conﬁguracio´n manual.
root@brasilia:~# ifconfig eth0 inet6 add 2001:0DB8:1234:0001::1/64
root@brasilia:~# ifconfig eth1 inet6 add 2001:0DB8:1234:0000::254/64
root@brasilia:~# ifconfig eth0
eth0 Link encap:Ethernet HWaddr 52:54:00:12:34:61
inet addr:172.20.1.5 Bcast:172.20.1.255 Mask:255.255.255.0
inet6 addr: 2001:db8:1234:1::1/64 Scope:Global
inet6 addr: fe80::5054:ff:fe12:3461/64 Scope:Link
...
root@brasilia:~# netstat -nr -6
Kernel IPv6 routing table
Destination Next Hop Flags Metric Ref Use Iface
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::1/128 :: U 0 2 2 lo
2001:db8:1234::254/128 :: U 0 0 2 lo
2001:db8:1234::/64 :: U 256 0 0 eth1
2001:db8:1234:1::1/128 :: U 0 0 2 lo
2001:db8:1234:1::/64 :: U 256 0 0 eth0
fe80::5054:ff:fe12:3461/128 :: U 0 9 2 lo
fe80::5054:ff:fe12:3462/128 :: U 0 0 2 lo
fe80::/64 :: U 256 0 0 eth0
fe80::/64 :: U 256 0 0 eth1
ff00::/8 :: U 256 0 0 eth0
ff00::/8 :: U 256 0 0 eth1
La conﬁguracio´n se puede realizar con los comandos ip(8), obteniendo los mismos
resultados.
root@brasilia:~# ip addr add 2001:0DB8:1234:0001::1/64 dev eth0
root@brasilia:~# ip addr add 2001:0DB8:1234:0000::254/64 dev eth1
root@brasilia:~# ip addr show dev eth1
3: eth1: <BROADCAST,MULTICAST,UP> mtu 1500 qdisc pfifo_fast qlen 1000
link/ether 52:54:00:12:34:62 brd ff:ff:ff:ff:ff:ff
inet 172.20.0.254/24 brd 172.20.0.255 scope global eth1
inet6 2001:db8:1234::254/64 scope global
valid_lft forever preferred_lft forever
inet6 fe80::5054:ff:fe12:3462/64 scope link
valid_lft forever preferred_lft forever
root@brasilia:~# ip -f inet6 route show
2001:db8:1234::/64 dev eth1 metric 256 mtu 1500 advmss 1440 hoplimit
4294967295
2001:db8:1234:1::/64 dev eth0 metric 256 mtu 1500 advmss 1440 hoplimit
4294967295
fe80::/64 dev eth0 metric 256 mtu 1500 advmss 1440 hoplimit 4294967295
fe80::/64 dev eth1 metric 256 mtu 1500 advmss 1440 hoplimit 4294967295
ff00::/8 dev eth0 metric 256 mtu 1500 advmss 1440 hoplimit 4294967295
ff00::/8 dev eth1 metric 256 mtu 1500 advmss 1440 hoplimit 4294967295
unreachable default dev lo proto none metric -1 error -101 hoplimit
255
Para el caso de los hosts se puede tambie´n recurrir a la conﬁguracio´n manual.
root@berlin:~# ifconfig eth0 inet6 add 2001:0DB8:1234:0001::100/64
root@berlin:~# ip route add 2001:db8:1234::/64 via 2001:db8:1234:1::1
root@berlin:~# ping6 -c 2 2001:db8:1234::254
PING 2001:db8:1234::254(2001:db8:1234::254) 56 data bytes
64 bytes from 2001:db8:1234::254: icmp_seq=1 ttl=64 time=1.75 ms
64 bytes from 2001:db8:1234::254: icmp_seq=2 ttl=64 time=1.16 ms
...
O se puede utilizar me´todos de conﬁguracio´n automa´ticos con estados como DHCPv6
o sin estados como SAC mediante RADV (Router Advertisement) que se vera´ a con-
tinuacio´n. El proceso de SAC estuvo deﬁnido en RFC-2462 y fue reemplazado por
RFC-4862 [TNJ07].
El proceso de conﬁguracio´n de direcciones esta´ticas no es el recomendado para
los hosts ya que al ser direcciones muy largas es posible cometer errores, adema´s de
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Figura A.4: Captura de un mensaje de DAD
lo tedioso que puede resultar escribirlas. La direccio´n link-local auto-conﬁgurada no
sirve porque no es una direccio´n ruteable. Por estas razones, IPv6 deﬁne dos me´todos
para poder asignar direcciones ruteables de forma auto-conﬁgurada, uno Stateless
conocido como Stateless Address Autoconﬁguration (SAC) y otro Stateful que
utiliza DHCPv6, una extensio´n del DHCP.
A.2.2. ICMPv6 Duplicate Address Detection y Router Dis-
covery
Cada vez que se inicia o conﬁgura una interfaz que tiene habilitado el soporte de
IPv6, se genera un mensaje ICMPv6 NS para detectar si ya existe conﬁgurada una
interfaz, en la red local, con la misma direccio´n. Si nadie responde, se supone que
la direccio´n es u´nica. El proceso se conoce como Duplicate Address Detection
(DAD) y se debe ejecutar por cada una de las direcciones unicast asignadas a la
interfaz. Como la direccio´n que se esta´ comprobando su unicidad en el enlace no puede
ser utilizada hasta terminar exitosamente el proceso DAD se utiliza como direccio´n
origen del mensaje la Unspeciﬁed Address ::. La direccio´n destino del mensaje IPv6
es una direccio´n de multicast y dentro del ICMPv6 va la direccio´n unicast de la cual
se esta´ testeando su unicidad. La ﬁgura de la captura correspondiente a un DAD de
Link-Local es la A.4.
Podr´ıa suceder que la direccio´n testeada este´ asignada a otro nodo. En ese caso
se deber´ıa recibir una respuesta NA indicando que la direccio´n esta´ duplicada. Si
el proceso tiene e´xito, la direccio´n se asigna a la interfaz y, como siguiente paso, se
intenta descubrir la presencia de un router en el enlace.
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Figura A.5: Ejemplo de RS/RA y DAD
Para poder auto-conﬁgurar sus direcciones (otras que no sean la de link-layer),
los hosts puede intentar encontrar un router que les provea la informacio´n que les
falta para realizar ese trabajo. El proceso se llama Router Discovery (RD) y
esta´ compuesto por los siguientes mensajes:
ICMPv6 Router Solicitation RS (133).
ICMPv6 Router Advertisment RA (134).
Los hosts, cuando habilitan IPv6 en las interfaces, env´ıan un mensaje ICMPv6,
Router Solicitation, para descubrir la presencia de un router vecino. Si existe un
router, le contestara´ con un Router Advertisement. En el mensaje, el router puede
indicar uno, o varios, preﬁjos de 64 bits, que junto con el identiﬁcador de interfaz de
64 bits propio de la interfaz son utilizados por los nodos para formar una direccio´n
IPv6 Stateless. El proceso se conoce como Stateless Address Autoconﬁguration.
El alcance de las direcciones generadas depende del alcance de los preﬁjos recibidos
del router. Si el router lo permite, los hosts pueden establecer al router como Default
Gateway. El diagrama del ejemplo de Router Solicitation/Advertisement y DAD es
mostrada en las ﬁgura A.5.
Adema´s, los routers env´ıan, perio´dicamente, Unsolicited Router Advertise-
ments (URA) para anunciar cambios y ayudar a la re-auto-conﬁguracio´n de los
hosts. Los routers anuncian v´ıa los RA, el/los preﬁjo/s de la red y su propia di-
reccio´n. Los hosts deben continuar escuchando por cambios de preﬁjos. Los routers
no obtienen sus conﬁguraciones de forma dina´mica, deben ser conﬁgurados manual-
mente. A continuacio´n, se muestra un ejemplo. Primero, en el router es necesario
conﬁgurar manualmente las direcciones y el Router Advertisment Server. En el caso
de GNU/Linux es un daemon (proceso de sistema) que se debe instalar.
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root@brasilia:~# vi /etc/radvd.conf
root@brasilia:~# cat /etc/radvd.conf
interface eth0
AdvSendAdvert on;
prefix 2001:db8:1234:1::/64 ;
;
Como el equipo se va a comportar como un router se debera´ habilitar el for-
warding. El script de inicio del proceso radvd(8) lo hace. Tambie´n se puede hacer
manualmente.
root@brasilia:~# sysctl net.ipv6.conf.all.forwarding=1
root@brasilia:~# sysctl net.ipv6 | grep forward
net.ipv6.conf.default.forwarding = 1
net.ipv6.conf.all.forwarding = 1
net.ipv6.conf.eth1.forwarding = 1
net.ipv6.conf.eth0.forwarding = 1
net.ipv6.conf.lo.forwarding = 1
root@brasilia:~# /etc/init.d/radvd start
Starting radvd: radvd.
root@brasilia:~# ps -elf | grep radvd
1 S radvd 5079 1 0 84 0 - 447 - 19:16 ? 00:00:00 /usr/sbin/radvd -u radvd..
La conﬁguracio´n manual de las direcciones se mostro´ anteriormente. Los mensajes
de RA son lanzados al iniciarse el proceso y, posteriormente, con una frecuencia
determinada. Esta se puede conﬁgurar en el archivo del daemon con el para´metro:
MaxRtrAdvInterval seconds # Min 4 sec, Max 1800 sec, Default 600 seconds
Los hosts pueden conﬁgurarse para aceptarlos o no. Por ejemplo, en GNU/Linux.
root@berlin:~# sysctl net.ipv6.conf.eth0.accept_ra
net.ipv6.conf.eth0.accept_ra = 1
Tambie´n se pueden conﬁgurar los siguientes para´metros:
## Delay para enviar un RS despues que la interfaz esta´ UP
root@berlin:~# sysctl net.ipv6.conf.eth0.router_solicitation_delay
net.ipv6.conf.eth0.router_solicitation_delay = 1
## Segundos a esperar entre cada RS enviado
root@berlin:~# sysctl net.ipv6.conf.eth0.router_solicitation_interval
net.ipv6.conf.eth0.router_solicitation_interval = 4
## Cantidad de RS enviados hasta que se asume que no hay Router
root@berlin:~# sysctl net.ipv6.conf.eth0.router_solicitations
net.ipv6.conf.eth0.router_solicitations = 3
Para poder ver los RS al inicio se puede hace un down(desactivar) y up(activar) de
la interfaz en el cliente/host Berlin. Para el caso, au´n no esta´ habilitado el RADVD,
por eso se env´ıan 3 RS y no se obtiene ninguna respuesta. Si se lo realiza nuevamente,
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Figura A.6: Captura de un mensaje de RS
Figura A.7: Captura de un mensaje de RA
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una vez activado el daemon, ahora se ve la respuesta al RS. Como resultado se obtiene
una direccio´n IPv6 global de forma automa´tica. Las ima´genes de las capturas del RS
y el RA son A.6 y A.7 en este orden.
Finalmente se puede ver el preﬁjo y como se genera la direccio´n global.
root@berlin:~# ifconfig eth0 | grep Global
inet6 addr: 2001:db8:1234:1::100/64 Scope:Global
inet6 addr: 2001:db8:1234:1:5054:21ff:fecb:9792/64 Scope:Global
En la prueba mostrada, el proceso que se usa para generar los u´ltimos 64 es el
mismo que para las direcciones link-local, basa´ndose en el EUI-64.
eth0 Link encap:Ethernet HWaddr 52:54:21:CB:97:92
...
inet6 addr: fe80::5054:21ff:fecb:9792/64 Scope:Link
...
inet6 addr: 2001:db8:1234:1:5054:21ff:fecb:9792/64 Scope:Global
Se puede observar que la entrada, en la tabla de vecinos se agrega un atributo que
identiﬁca al mismo como router. Ahora, los clientes nunca van a borrar de la tabla de
vecinos a su default gateway porque la entrada se refrescara´ con los RA. La direccio´n
que se agrega es la de link-local y no la global del router para el segmento de red.
root@berlin:~# ip -f inet6 neigh
fe80::5054:ff:fe12:3461 dev eth0 lladdr 52:54:00:12:34:61 router nud stale
Con esta conﬁguracio´n se genera la direccio´n global en base al valor derivado
de la direccio´n MAC, IEEE ID. No necesariamente todos los nodos tienen interfa-
ces con direcciones f´ısicas/MAC con IEEE IDs, como puede ser el caso de un enlace
PPP WAN. En esta situacio´n podr´ıa recurrir a la direccio´n MAC de otra interfaz
del equipo. Podr´ıa suceder no tener ningu´n recurso para generar dicho valor. Otra
propuesta podr´ıa ser utilizar valores (pseudo)-aleatorios, aunque podr´ıa resultar en
que no sean u´nicos dentro del segmento. Las conﬁguraciones que mantienen el IEEE
ID en la direccio´n global son cuestionadas y se proponen nuevos mecanismos a par-
tir de combinar algoritmos para generar valores (pseudo)-aleatorios a partir de los
identiﬁcadores IEEE para obtener valores u´nicos. El RFC RFC-4941 [NDK07], pre-
viamente deﬁnido en RFC-3041 trata el tema. El documento brinda extensiones de
Privacidad para la conﬁguracio´n SAC, generando valores que esconden el IEEE ID e
incluso que var´ıan, de acuerdo al tiempo de vida de la direccio´n IPv6. Por ejemplo,
si se le conﬁgura que genere direcciones temporales, usara´ un algoritmo que ofusca la
direccio´n MAC en la generacio´n.
root@berlin:~# echo 1 > /proc/sys/net/ipv6/conf/eth0/use_tempaddr
root@berlin:~# ifconfig eth0
eth0 Link encap:Ethernet HWaddr 52:54:00:12:34:56
inet addr:172.20.1.100 Bcast:172.20.1.255 Mask:255.255.255.0
inet6 addr: 2001:db8:1234:1::100/64 Scope:Global
inet6 addr: 2001:db8:1234:1:6a8f:b83:498b:e4e0/64 Scope:Global
inet6 addr: 2001:db8:1234:1:5054:ff:fe12:3456/64 Scope:Global
inet6 addr: fe80::5054:ff:fe12:3456/64 Scope:Link
...
El para´metro en GNU/Linux puede tener los siguientes valores: 0:no usar exten-
siones de privacidad, 1: usarlas pero preferir pu´blicas sobre temporales, 2: preﬁere
temporales.
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root@berlin:~# ping6 2001:db8:1234:1::4
PING 2001:db8:1234:1::1(2001:db8:1234:1::4) 56 data bytes
From 2001:db8:1234:1:5054:ff:fe12:3456 icmp_seq=2 Destination unreachable:
Address unreachable
From 2001:db8:1234:1:5054:ff:fe12:3456 icmp_seq=3 Destination unreachable:
Address unreachable
From 2001:db8:1234:1:5054:ff:fe12:3456 icmp_seq=4 Destination unreachable:
Address unreachable
--- 2001:db8:1234:1::4 ping statistics ---
5 packets transmitted, 0 received, +3 errors, 100% packet loss, time 3999ms
root@berlin:~# echo 2 > /proc/sys/net/ipv6/conf/eth0/use_tempaddr
root@berlin:~# ping6 2001:db8:1234:1::4
PING 2001:db8:1234:1::1(2001:db8:1234:1::4) 56 data bytes
From 2001:db8:1234:1:6a8f:b83:498b:e4e0 icmp_seq=2 Destination unreachable:
Address unreachable
From 2001:db8:1234:1:6a8f:b83:498b:e4e0 icmp_seq=3 Destination unreachable:
Address unreachable
From 2001:db8:1234:1:6a8f:b83:498b:e4e0 icmp_seq=4 Destination unreachable:
Address unreachable
--- 2001:db8:1234:1::4 ping statistics ---
4 packets transmitted, 0 received, +3 errors, 100% packet loss, time 2999ms
En el mensaje Router Advertisment se puede anunciar otros para´metros, por ejem-
plo, el MTU. El MTU anunciado no debe ser menor a 1280 bytes en IPv6. En este
caso, los enlaces tiene el valor de Ethernet. Recientemente tambie´n se permiten agre-
gar rutas ma´s espec´ıﬁcas o un para´metro que era necesario para una conﬁguracio´n
completa (full-conﬁguration) de host, los DNS servers, primero por RFC-5008 y luego
reemplazada por RFC-6106 [JPBM10].
root@brasilia:~# cat /etc/radvd.conf
interface eth0
AdvSendAdvert on;
AdvLinkMTU 1280;
prefix 2001:db8:1234:1::/64 ;
#
# RDNSS
# NOTA: No muy difundida funcionalidad
#
RDNSS 2001:db8::1 2001:db8::2
AdvRDNSSLifetime 30;
;
#
# Lista de nombres de dominios
#
DNSSL info.unlp.test unlp.test
AdvDNSSLLifetime 30;
;
;
root@brasilia:~# /etc/init.d/radvd restart
En caso de no contar con esta funcionalidad, los servidores de DNS se podra´n
193
obtener por el proceso de DHCPv6 sin necesidad que conserve estados, ya que solo
entregara´ direcciones IPv6 de servidores ﬁjos.
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Ape´ndice B
Ejemplo con IntServ y RSVP
En este ape´ndice se construira´ un escenario de ejemplo donde se muestra RSVP
en forma pra´ctica. En las pruebas, RSVP trabajara´ con las te´cnicas de encolado de
los routers, por ejemplo, WFQ o RED. Como primer paso en una conﬁguracio´n de
RSVP se debe planiﬁcar y evaluar los recursos disponibles.
En general los equipos que implementan RSVP no permiten usar el 100% de los
recursos, por ejemplo, un 75% suele ser el valor por default que el protocolo tendra´ pa-
ra administrar. Tambie´n se puede limitar la cantidad de ancho de banda digital que
puede reservar un solo ﬂujo. El porcentaje restante es para el funcionamiento de los
protocolos de control, como el ruteo y el mismo RSVP.
En la topolog´ıa del ejemplo se usan 4 routers conectados formando un cuadrila´tero
como la ﬁgura B.1 basada en equipos cisco. Los pasos iniciales son conﬁgurar la red
IPv4 y seleccionar el protocolo de ruteo, en este caso OSPF. Esto se hace en todos
los routers del ejemplo.
2001(config)#
!
hostname 2001
!
interface Loopback0
ip address 1.0.0.1 255.255.255.255
!
interface Serial2/0
description ####_2002.S2/0_####
ip address 10.0.0.1 255.255.255.0
serial restart-delay 0
no shut
!
interface Serial2/1
description ####_2003.Serial3/0_####
ip address 13.0.0.1 255.255.255.0
serial restart-delay 0
no shut
!
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Figura B.1: Topolog´ıa de prueba para ver RSVP trabajando
router ospf 1
log-adjacency-changes
network 1.0.0.0 0.0.0.255 area 0
network 10.0.0.0 0.0.0.255 area 0
network 13.0.0.0 0.0.0.255 area 0
!
end
2002(config)#
!
hostname 2002
!
interface Loopback0
ip address 2.0.0.1 255.255.255.255
!
interface Serial2/0
description ####_2001.Serial2/0_####
ip address 10.0.0.2 255.255.255.0
serial restart-delay 0
no shut
!
interface Serial2/1
description ####_2004.Serial2/1_####
ip address 11.0.0.2 255.255.255.0
serial restart-delay 0
no shut
!
router ospf 1
log-adjacency-changes
network 10.0.0.0 0.0.0.255 area 0
network 11.0.0.0 0.0.0.255 area 0
!
end
2003(config)#
!
hostname 2003
!
interface Loopback0
ip address 3.0.0.1 255.255.255.255
!
interface Serial3/0
description ####_2001.S2/1_####
ip address 13.0.0.3 255.255.255.0
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serial restart-delay 0
no shut
!
interface FastEthernet1/0
description ####_2004.F1/0_####
ip address 12.0.0.3 255.255.255.0
duplex auto
speed auto
no shut
!
interface Ethernet2/0
description ####_Host_####
mac-address 2222.2222.2222
ip address 20.0.0.3 255.255.255.0
duplex half
no shut
!
router ospf 1
log-adjacency-changes
network 13.0.0.0 0.0.0.255 area 0
network 20.0.0.0 0.0.0.255 area 0
!
end
2004(config)#
!
hostname 2004
!
interface Loopback0
ip address 4.0.0.1 255.255.255.255
!
interface FastEthernet1/0
description ####_2003.F1/0_####
ip address 12.0.0.4 255.255.255.0
no shut
duplex auto
speed auto
!
interface Serial2/1
description ####_2002.S2/1_####
ip address 11.0.0.4 255.255.255.0
serial restart-delay 0
no shut
!
router ospf 1
log-adjacency-changes
network 4.0.0.0 0.0.0.255 area 0
network 11.0.0.0 0.0.0.255 area 0
network 12.0.0.0 0.0.0.255 area 0
!
end
Luego, ver el funcionamiento del protocolo de ruteo e inspeccionar la RIB, tabla
de ruteo, en cada nodo.
2001#show ip ospf neighbor
Neighbor ID Pri State Dead Time Address Interface
3.0.0.1 0 FULL/ - 00:00:38 13.0.0.3 Serial2/1
2.0.0.0 0 FULL/ - 00:00:33 10.0.0.2 Serial2/0
2001#show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
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D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2
i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1,
L2 - IS-IS level-2 ia - IS-IS inter area, * - candidate default,
U - per-user static route o - ODR,
P - periodic downloaded static route
Gateway of last resort is not set
1.0.0.0/32 is subnetted, 1 subnets
C 1.0.0.1 is directly connected, Loopback0
4.0.0.0/32 is subnetted, 1 subnets
O 4.0.0.1 [110/129] via 10.0.0.2, 00:16:33, Serial2/0
20.0.0.0/24 is subnetted, 1 subnets
O 20.0.0.0 [110/74] via 13.0.0.3, 00:09:51, Serial2/1
10.0.0.0/24 is subnetted, 1 subnets
C 10.0.0.0 is directly connected, Serial2/0
11.0.0.0/24 is subnetted, 1 subnets
O 11.0.0.0 [110/128] via 10.0.0.2, 00:16:33, Serial2/0
12.0.0.0/24 is subnetted, 1 subnets
O 12.0.0.0 [110/129] via 10.0.0.2, 00:04:15, Serial2/0
13.0.0.0/24 is subnetted, 1 subnets
C 13.0.0.0 is directly connected, Serial2/1
2002#show ip ospf neighbor
Neighbor ID Pri State Dead Time Address Interface
4.0.0.1 0 FULL/ - 00:00:37 11.0.0.4 Serial2/1
1.0.0.1 0 FULL/ - 00:00:38 10.0.0.1 Serial2/0
2002#show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2
i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1,
L2 - IS-IS level-2 ia - IS-IS inter area, * - candidate default,
U - per-user static route o - ODR,
P - periodic downloaded static route
Gateway of last resort is not set
1.0.0.0/32 is subnetted, 1 subnets
O 1.0.0.1 [110/65] via 10.0.0.1, 00:16:41, Serial2/0
2.0.0.0/32 is subnetted, 1 subnets
C 2.0.0.1 is directly connected, Loopback0
4.0.0.0/32 is subnetted, 1 subnets
O 4.0.0.1 [110/65] via 11.0.0.4, 00:16:41, Serial2/1
20.0.0.0/24 is subnetted, 1 subnets
O 20.0.0.0 [110/138] via 10.0.0.1, 00:10:07, Serial2/0
10.0.0.0/24 is subnetted, 1 subnets
C 10.0.0.0 is directly connected, Serial2/0
11.0.0.0/24 is subnetted, 1 subnets
C 11.0.0.0 is directly connected, Serial2/1
12.0.0.0/24 is subnetted, 1 subnets
O 12.0.0.0 [110/65] via 11.0.0.4, 00:04:33, Serial2/1
13.0.0.0/24 is subnetted, 1 subnets
O 13.0.0.0 [110/128] via 10.0.0.1, 00:13:57, Serial2/0
2003#show ip ospf neighbor
Neighbor ID Pri State Dead Time Address Interface
1.0.0.1 0 FULL/ - 00:00:32 13.0.0.1 Serial3/0
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2003#show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2
i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1,
L2 - IS-IS level-2 ia - IS-IS inter area, * - candidate default,
U - per-user static route o - ODR,
P - periodic downloaded static route
Gateway of last resort is not set
1.0.0.0/32 is subnetted, 1 subnets
O 1.0.0.1 [110/65] via 13.0.0.1, 00:10:14, Serial3/0
3.0.0.0/32 is subnetted, 1 subnets
C 3.0.0.1 is directly connected, Loopback0
4.0.0.0/32 is subnetted, 1 subnets
O 4.0.0.1 [110/193] via 13.0.0.1, 00:10:14, Serial3/0
20.0.0.0/24 is subnetted, 1 subnets
C 20.0.0.0 is directly connected, Ethernet2/0
10.0.0.0/24 is subnetted, 1 subnets
O 10.0.0.0 [110/128] via 13.0.0.1, 00:10:14, Serial3/0
11.0.0.0/24 is subnetted, 1 subnets
O 11.0.0.0 [110/192] via 13.0.0.1, 00:10:14, Serial3/0
12.0.0.0/24 is subnetted, 1 subnets
C 12.0.0.0 is directly connected, FastEthernet1/0
13.0.0.0/24 is subnetted, 1 subnets
C 13.0.0.0 is directly connected, Serial3/0
2004#show ip ospf neighbor
Neighbor ID Pri State Dead Time Address Interface
2.0.0.0 0 FULL/ - 00:00:30 11.0.0.2 Serial2/1
2004#show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2
i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1,
L2 - IS-IS level-2 ia - IS-IS inter area, * - candidate default,
U - per-user static route o - ODR,
P - periodic downloaded static route
Gateway of last resort is not set
1.0.0.0/32 is subnetted, 1 subnets
O 1.0.0.1 [110/129] via 11.0.0.2, 00:16:45, Serial2/1
4.0.0.0/32 is subnetted, 1 subnets
C 4.0.0.1 is directly connected, Loopback0
20.0.0.0/24 is subnetted, 1 subnets
O 20.0.0.0 [110/202] via 11.0.0.2, 00:10:22, Serial2/1
10.0.0.0/24 is subnetted, 1 subnets
O 10.0.0.0 [110/128] via 11.0.0.2, 00:16:45, Serial2/1
11.0.0.0/24 is subnetted, 1 subnets
C 11.0.0.0 is directly connected, Serial2/1
12.0.0.0/24 is subnetted, 1 subnets
C 12.0.0.0 is directly connected, FastEthernet1/0
13.0.0.0/24 is subnetted, 1 subnets
O 13.0.0.0 [110/192] via 11.0.0.2, 00:15:34, Serial2/1
El protocolo de ruteo fue conﬁgurado para generar un camino lineal de forma de
que los mensajes desde el router con ID 2004 hacia 2003 deban pasar primero por
2001, luego por 2002 para ﬁnalmente llegar a 2004. Haciendo unas pruebas desde 2003
a 2004 se puede ver.
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2003#ping 4.0.0.1
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 4.0.0.1, timeout is 2 seconds:
!!!!!
Success rate is 100 percent (5/5), round-trip min/avg/max = 12/18/28 ms
2003#traceroute 4.0.0.1 numeric
Type escape sequence to abort.
Tracing the route to 4.0.0.1
1 13.0.0.1 20 msec 36 msec 8 msec
2 10.0.0.2 12 msec 16 msec 20 msec
3 11.0.0.4 20 msec * 28 msec
Por default, RSVP esta´ deshabilitado en todos los routers.
2001#show ip rsvp
RSVP: disabled (not enabled on any interface)
Rate Limiting: disabled
Max msgs per interval: 4
Interval length (msec): 20
Max queue size: 500
Max msgs per second: 200
Refresh Reduction: disabled
ACK delay (msec): 250
Initial retransmit delay (msec): 1000
Local epoch: 0xB67105
Message IDs: in use 0, total allocated 0, total freed 0
Neighbors: 0
RSVP encap: 0 UDP encap: 0 RSVP and UDP encap: 0
Local policy:
COPS:
Generic policy settings:
Default policy: Accept all
Preemption: Disabled
Una vez que el protocolo de ruteo ha convergido se habilita RSVP en las interfaces
de los routers considerados parte del dominio IntServ.
ROUTER COMMAND (ip rsvp bandwidth)
router(config-if)#ip rsvp bandwidth [interface-kbps] [single-flow-kbps]
RSVP debe ser habilitado en las interfaces de forma espec´ıﬁca. El primer para´me-
tro interface-kbps es el ancho de banda digital reservado para el protocolo. El
segundo es el ma´ximo que un ﬂow puede reservar: single-flow-kbps.
2001(config)#
!
interface Serial2/1
ip rsvp bandwidth 50 10
!
interface Serial2/0
ip rsvp bandwidth 50 10
!
end
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2002(config)#
!
interface Serial2/0
ip rsvp bandwidth 50 10
!
interface Serial2/1
ip rsvp bandwidth 50 10
!
end
2003(config)#
!
interface Serial3/0
ip rsvp bandwidth 50 10
!
end
2004(config)#
!
interface Serial2/1
ip rsvp bandwidth 50 10
!
end
RSVP utiliza los algoritmos de encolado y descarte en las interfaces de salida.
En el ejemplo se utiliza de forma impl´ıcita WFQ. El comando de conﬁguracio´n es el
siguiente:
ROUTER COMMAND (fair-queue)
router(config-if)#fair-queue [congestive-discard-threshold
[dynamic-queues
[reservable-queues] ] ]
El primer para´metro del comando indica el umbral de descarte, conocido como
CDT Congestive Discard Threshold, conﬁgurando el nu´mero de paquetes ma´ximo en
todas las colas de la estructura WFQ que se permiten antes de comenzar a descartar.
El segundo indica la cantidad ma´xima de colas dina´micas de acuerdo a los ﬂujos
que manejara´ la interfaz del router, y el tercero, la cantidad de colas reservables para
protocolos de control, como este caso, RSVP. El router tratara´ de balancear por ﬂujos
considerando las prioridades mediante el campo de DSCP, de all´ı WFQ, aunque los
paquetes considerados por los protocolos de control o sen˜alizacio´n, los encolara´ en los
buﬀers reservados.
2001#show running-config interface Serial 2/0
!
interface Serial2/0
description ####_2002.S2/0_####
ip address 10.0.0.1 255.255.255.0
fair-queue 64 256
serial restart-delay 0
ip rsvp bandwidth 50 10
end
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Ahora se puede veriﬁcar que RSVP esta´ activo en las interfaces.
2001#show ip rsvp
RSVP: enabled (on 2 interface(s))
Rate Limiting: disabled
Max msgs per interval: 4
Interval length (msec): 20
Max queue size: 500
Max msgs per second: 200
Refresh Reduction: disabled
ACK delay (msec): 250
Initial retransmit delay (msec): 1000
Local epoch: 0xB67105
Message IDs: in use 0, total allocated 0, total freed 0
Neighbors: 0
RSVP encap: 0 UDP encap: 0 RSVP and UDP encap: 0
Local policy:
COPS:
Generic policy settings:
Default policy: Accept all
Preemption: Disabled
2001#show ip rsvp interface
interface allocated i/f max flow max sub max
Se2/1 0 50K 10K 0
Se2/0 0 50K 10K 0
2002#show ip rsvp interface
interface allocated i/f max flow max sub max
Se2/0 0 50K 10K 0
Se2/1 0 50K 10K 0
2003#show ip rsvp interface
interface allocated i/f max flow max sub max
Se3/0 0 50K 10K 0
2004#show ip rsvp interface
interface allocated i/f max flow max sub max
Se2/1 0 50K 10K 0
Los comandos de monitoreo pueden ser los siguientes:
ROUTER COMMAND (show ip rsvp ...)
router#show ip rsvp interface [type number]
router#show ip rsvp installed [type number]
router#show ip rsvp neighbor [type number]
router#show ip rsvp sender [type number]
router#show ip rsvp request [type number]
router#show ip rsvp reservation [type number]
El comando mostrara´ la informacio´n de RSVP en las interfaces donde esta´ habili-
tado. Una vez activo se pueden hacer las pruebas. Primero se vera´ que no hay ﬂujos
activos que hayan realizado reserva de recursos.
2001#show ip rsvp sender
To From Pro DPort Sport Prev Hop I/F BPS
2002#show ip rsvp reservation
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
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2002#show ip rsvp request
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
2001#show ip rsvp neighbor
Para las pruebas, y debido a la falta de una aplicacio´n con RSVP, se utilizara´ uno
de los routers como origen del tra´ﬁco RSVP y de las datos. Con el siguiente comando
se simula la generacio´n del mensaje RSVP Path.
ROUTER COMMAND (ip rsvp sender-host)
router(config-if)#ip rsvp sender-host session-ip-address sender-ip-address
protocol session-dport sender-sport
bandwidth burst-size
session-ip-address direccio´n IP del receptor, puede ser, unicast o multicast.
sender-ip-address direccio´n IP del emisor, debe ser una localmente conﬁgu-
rada.
protocol puede ser, {tcp|udp|ip-protocol}, o un valor entre 0 y 255.
session-dport, sender-sport puertos utilizados para TCP o UDP. Para apli-
caciones que no lo usan debe indicarse 0 (cero).
bandwidth ancho de banda promedio reservado en kbps.
burst-size taman˜o ma´ximo de ra´faga expresado en KB de datos en cola.
Al probar el comando y chequear el estado se obtiene la siguiente informacio´n.
2001(config)#ip rsvp sender-host 4.0.0.1 1.0.0.1 TCP 23 0 5 20
2001#show ip rsvp sender
To From Pro DPort Sport Prev Hop I/F BPS
4.0.0.1 1.0.0.1 TCP 23 0 1.0.0.1 5K
2001#show ip rsvp reservation
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
2001#show ip rsvp request
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
En los routers se ve el estado de establecimiento de camino hasta el destino.
2002#show ip rsvp sender
To From Pro DPort Sport Prev Hop I/F BPS
4.0.0.1 1.0.0.1 TCP 23 0 10.0.0.1 Se2/0 5K
2002#show ip rsvp reservation
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
2002#show ip rsvp request
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
2004#show ip rsvp sender
To From Pro DPort Sport Prev Hop I/F BPS
4.0.0.1 1.0.0.1 TCP 23 0 11.0.0.2 Se2/1 5K
2004#show ip rsvp reservation
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
2004#show ip rsvp request
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
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Figura B.2: Estructura del RSVP Path message, vista 1
En las ﬁguras B.2 y B.3 se muestra la estructura del mensaje RSVP Path, se ve
que es encapsulado directamente en IP, que va de extremo a extremo, en el ejemplo
de 1.0.0.1 a 4.0.0.1. En la sesio´n se solicita TCP al port 23 al destino 4.0.0.1, luego
contiene los campos, Sender Template, Sender Tspec y Adspec. En el campo Sender
Tspec se ve el token bucket requerido: 5Kbps, 0.625KBps o 625Bps y ra´faga de 20Kbps
o 20000bps. y en Adspec se observa los para´metros que va recolectando, a lo largo
del camino, por ejemplo, los nodos que soportan IS, el MTU, adema´s del servicio
solicitado, en el ejemplo, de carga controlada.
Luego se ven las direcciones IP de las interfaces desde las cual se hicieron las
env´ıos de los comandos del protocolo de control RSVP.
2001#show ip rsvp neighbor
0.0.0.0 Unknown
10.0.0.2 Unknown
2002#show ip rsvp neighbor
0.0.0.0 Unknown
10.0.0.1 RSVP
11.0.0.4 Unknown
2004#show ip rsvp neighbor
4.0.0.1 Unknown
11.0.0.2 RSVP
Previo a esto ejecutando en el router intermedio el debug se pueden ver los logs
de los mensajes que pasaron o se generaron.
2002#debug ip rsvp
*Apr 4 10:53:09.927: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
Received Path message from 10.0.0.1 (on Serial2/0)
*Apr 4 10:53:16.543: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
Refresh Path psb = 65AF1F54 refresh interval = 30000mSec
*Apr 4 10:53:16.547: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
Sending Path message to 11.0.0.4
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Figura B.3: Estructura del RSVP Path message, vista 2
Si se “niega” el comando inicial se puede ver el mensaje de Path Teardown.
2001(config)#no ip rsvp sender-host 4.0.0.1 1.0.0.1 TCP 23 0 5 20
2002#
*Apr 4 10:58:00.919: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
PATH TEAR message for 4.0.0.1 (Serial2/0) from 1.0.0.1
*Apr 4 10:58:00.923: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]: remove
Serial2/0 PATH 4.0.0.1(23) <- 1.0.0.1(6:0)
*Apr 4 10:58:00.927: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
Sending PATH TEAR message to 11.0.0.4
Se muestra en la ﬁgura B.4 el mensaje que da de baja el camino.
Ahora no hay estado generado en el router.
2001#show ip rsvp sender
To From Pro DPort Sport Prev Hop I/F BPS
Ejecuta´ndolo nuevamente el comando a continuacio´n.
2001(config)#ip rsvp sender-host 4.0.0.1 1.0.0.1 TCP 23 0 5 20
Se vuelve a hacer el env´ıo del mensaje para establecer el camino.
2002#show ip rsvp sender detail
PATH Session address: 4.0.0.1, port: 23. Protocol: TCP
Sender address: 1.0.0.1, port: 0
Inbound from: 10.0.0.1 on interface: Serial2/0
Traffic params - Rate: 5K bits/sec, Max. burst: 20K bytes
Min Policed Unit: 0 bytes,
Max Pkt Size 2147483647 bytes
Path ID handle: 35000402.
Incoming policy: Accepted. Policy source(s): Default
Status:
Output on Serial2/1. Policy status: Forwarding. Handle: 03000400
Policy source(s): Default
2004#show ip rsvp sender detail
PATH Session address: 4.0.0.1, port: 23. Protocol: TCP
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Figura B.4: Estructura del RSVP Teardown message
Sender address: 1.0.0.1, port: 0
Inbound from: 11.0.0.2 on interface: Serial2/1
Traffic params - Rate: 5K bits/sec, Max. burst: 20K bytes
Min Policed Unit: 0 bytes,
Max Pkt Size 2147483647 bytes
Path ID handle: 1B000402.
Incoming policy: Accepted. Policy source(s): Default
Status:
Output on Loopback0. Policy status: NOT Forwarding. Handle: 03000400
Policy source(s):
Los valores usados son los vistos anteriormente, un data rate de 5Kbps o 0.625KBps
y ra´fagas de 20Kbps o 20000bps. Hasta ahora solo se establecio´, se dio de baja y se
volvio´ a establecer el camino que seguira´n los paquetes del ﬂujo. Para hacer la reserva
se deben ejecutar los comandos desde el extremo receptor para reservar puntualmente
los recursos.
ROUTER COMMAND (ip rsvp reservation-host)
router(config)#ip rsvp reservation-host session-ip-address
sender-ip-address protocol
session-dport sender-sport
resv-style service bandwidth burst-size
Donde los para´metros del comando son:
session-ip-address direccio´n IP del receptor, puede ser unicast o multicast.
Requiere estar en el router conﬁgurada.
sender-ip-address direccio´n del origen de los datos del ﬂujo. Desde donde se
recibira´n los datos.
protocol puede ser, {tcp|udp|ip-protocol}, igual que para el comando an-
terior para establecer el camino.
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session-dport, sender-sport, igual que para el comando anterior para esta-
blecer el camino.
resv-style puede ser, ff|se|wf. ff signiﬁca Fixed Filter, una sola reserva, se
signiﬁca Shared Explicit, reserva compartida limitada al alcance y wf signiﬁca
Wildcard Filter, reserva compartida ilimitada con respecto al “matching” de
ﬂujos.
service pude tener los valores, rate|load. Mediante el para´metro se indica
cual de los dos modelos se utiliza, QoS guaranteed bit rate service o Controlled
load service.
bandwidth ancho de banda promedio reservado en kbps.
burst-size taman˜o ma´ximo de ra´faga expresado en KB de datos en cola.
Por ejemplo, se podr´ıa invocar de la siguiente forma donde se intentan reservar
15Kbps.
2004(config)# ip rsvp reservation-host 4.0.0.1 1.0.0.1
tcp 23 0 ff rate 15 5
2004#show ip rsvp request
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
4.0.0.1 1.0.0.1 TCP 23 0 11.0.0.2 Se2/1 FF RATE 15K
2004#show ip rsvp request detail
RSVP Reservation. Destination is 4.0.0.1, Source is 1.0.0.1,
Protocol is TCP, Destination port is 23, Source port is 0
Next Hop is 11.0.0.2, Interface is Serial2/1
Reservation Style is Fixed-Filter, QoS Service is Guaranteed-Rate
Average Bitrate is 15K bits/sec, Maximum Burst is 5K bytes
Request ID handle: 0A000403.
Policy: Forwarding. Policy source(s): Default
PSB Handle List [1 elements]: [0x1B000402]
RSB Handle List [1 elements]: [0x2000405]
En la salida de consola del router con el comando debug se pueden ver los logs de
los mensajes RSVP RESV, aunque no pueden ser servidos, el control de admisio´n lo
rechaza debido a los 15Kbps o 1875Bps que solicita, teniendo conﬁgurado un ma´ximo
de 10Kbps o 1250Bps por ﬂow. El mensaje de REJECT lo hace con un paquete
RSVP ERROR. La estructura del mensaje se puede ver en la imagen B.5 tomada
en el v´ınculo entre los routers identiﬁcados como 2002 y 2004. Se ve tambie´n el
mensaje de Path, el de Reserva, los refresh de Path y el de Tear de reserva. En los
routers no aparece la reserva.
*Apr 4 11:04:49.535: RSVP session 4.0.0.1_23[0.0.0.0]:
Received RESV for 4.0.0.1 (Serial2/1) from 11.0.0.4
*Apr 4 11:04:49.539: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
this RESV has a confirm object
*Apr 4 11:04:49.543: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
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Figura B.5: Estructura del RSVP Error message
reservation not found--new one
*Apr 4 11:04:49.547: RSVP-RESV: Admitting new reservation:65B10BA4
*Apr 4 11:04:49.559: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
Sending RESV ERROR message to 11.0.0.4
*Apr 4 11:04:49.563: RSVP-RESV: reservation was not installed:65B10BA4
*Apr 4 11:04:49.567: RSVP-RESV: Deleting reservation: 65B10BA4
*Apr 4 11:04:49.571: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
remove Serial2/1 RESV 4.0.0.1(23) <- 1.0.0.1(6:0)
2002#show ip rsvp request
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
2002#show ip rsvp reservation
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
Tirando abajo el requerimiento que no se puede servir se ve en los logs la baja.
2004(config)#no ip rsvp reservation-host 4.0.0.1 1.0.0.1
tcp 23 0 ff rate 15 5
2002#
*Apr 4 11:05:58.859: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
RESV TEAR message for 4.0.0.1 (Serial2/1) from 11.0.0.4
*Apr 4 11:05:58.859: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
RESV TEAR message for 4.0.0.1 (Serial2/1) from 11.0.0.4
2004#show ip rsvp request detail
Ahora enviando el requerimiento en concordancia con los 10Kbps o 1250Bps con-
ﬁgurados se tiene e´xito en la reserva lo cual se puede apreciar en los logs. Se solicita
en el mismo paquete un ma´ximo de ra´faga de 20Kbps o 2500Bps.
2004(config)#ip rsvp reservation-host 4.0.0.1 1.0.0.1
tcp 23 0 ff rate 10 20
*Apr 4 11:11:05.951: RSVP session 4.0.0.1_23[0.0.0.0]:
Received RESV for 4.0.0.1 (Serial2/1) from 11.0.0.4
*Apr 4 11:11:05.959: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
this RESV has a confirm object
*Apr 4 11:11:05.959: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
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Figura B.6: Estructura del RSVP Resv message y la conﬁrmacio´n
reservation not found--new one
*Apr 4 11:11:05.967: RSVP-RESV: Admitting new reservation:65B10BA4
*Apr 4 11:11:05.975: RSVP-RESV: reservation was installed:65B10BA4
*Apr 4 11:11:05.979: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
start requesting 10 kbps FF reservation for 1.0.0.1(0)
TCP-> 4.0.0.1(23) on Serial2/0 neighbor 10.0.0.1
*Apr 4 11:11:05.983: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
Refresh RESV, req=672C0CF0, refresh interval=0mSec
[cleanup timer is not awake]
*Apr 4 11:11:05.983: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
Sending Resv message to 10.0.0.1
*Apr 4 11:11:05.991: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
RESV CONFIRM Message for 4.0.0.1 (Serial2/0) from 10.0.0.1
*Apr 4 11:11:05.991: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
Sending RESV CONFIRM message to 11.0.0.4
*Apr 4 11:11:08.107: RSVP 1.0.0.1_0->4.0.0.1_23[0.0.0.0]:
Received Path message from 10.0.0.1 (on Serial2/0)
En la ﬁgura B.6 se muestra el mensaje de reserva RSVP RESV message, con
la conﬁrmacio´n. El mensaje de reserva contiene los campos: Estilo de reserva, aqu´ı,
ﬁjo; el campo Flowspec donde solicita 10Kbps con un servicio “2” sin slack term y el
Filterspec indicando el origen.
Al ejecutar los comandos en los routers se puede ver el estado. En el destino se
detectan el paso de los mensajes por el camino establecido anteriormente, con una
capacidad del emisor indicada en 5Kbps. Se ven tambie´n el paso de los mensajes de
reserva realizada a lo largo del trayecto con un rate de 10Kbps.
2004#show ip rsvp sender
To From Pro DPort Sport Prev Hop I/F BPS
4.0.0.1 1.0.0.1 TCP 23 0 11.0.0.2 Se2/1 5K
2004#show ip rsvp request
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
4.0.0.1 1.0.0.1 TCP 23 0 11.0.0.2 Se2/1 FF RATE 10K
2004#show ip rsvp reservation
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
4.0.0.1 1.0.0.1 TCP 23 0 4.0.0.1 FF RATE 10K
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2004#show ip rsvp installed
RSVP: Serial2/1 has no installed reservations
En los routers a lo largo del camino, ubicados a continuacio´n del receptor se
observa la reserva instalada ejecutando los siguientes comandos.
2002#show ip rsvp sender
To From Pro DPort Sport Prev Hop I/F BPS
4.0.0.1 1.0.0.1 TCP 23 0 10.0.0.1 Se2/0 5K
2002#show ip rsvp request
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
4.0.0.1 1.0.0.1 TCP 23 0 10.0.0.1 Se2/0 FF RATE 10K
2002#show ip rsvp reservation
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
4.0.0.1 1.0.0.1 TCP 23 0 11.0.0.4 Se2/1 FF RATE 10K
2002#sh ip rsvp installed
RSVP: Serial2/0 has no installed reservations
RSVP: Serial2/1
BPS To From Protoc DPort Sport Weight Conversation
10K 4.0.0.1 1.0.0.1 TCP 23 0 6 265
2002#show ip rsvp installed detail
RSVP: Serial2/0 has no installed reservations
RSVP: Serial2/1 has the following installed reservations
RSVP Reservation. Destination is 4.0.0.1. Source is 1.0.0.1,
Protocol is TCP, Destination port is 23, Source port is 0
Traffic Control ID handle: 11000402
Created: 17:25:01 UTC Sat Apr 9 2011
Compression: (rtp compression not predicted:
IPHC internal error: invalid input)
Admitted flowspec:
Reserved bandwidth: 10K bits/sec, Maximum burst: 20K bytes,
Peak rate: 10K bits/sec Min Policed Unit: 0 bytes,
Max Pkt Size: 0 bytes
Resource provider for this flow:
WFQ on hw idb Se2/1: RESERVED queue 265. Weight: 6, BW 10 kbps
Conversation supports 1 reservations [0x4000404]
Data given reserved service: 0 packets (0 bytes)
Data given best-effort service: 0 packets (0 bytes)
Reserved traffic classified for 225 seconds
Long-term average bitrate (bits/sec): 0 reserved, 0 best-effort
Policy: INSTALL. Policy source(s): Default
2001#show ip rsvp sender
To From Pro DPort Sport Prev Hop I/F BPS
4.0.0.1 1.0.0.1 TCP 23 0 1.0.0.1 5K
2001#show ip rsvp request
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
2001#show ip rsvp reservation
To From Pro DPort Sport Next Hop I/F Fi Serv BPS
4.0.0.1 1.0.0.1 TCP 23 0 10.0.0.2 Se2/0 FF RATE 10K
2001#show ip rsvp installed
RSVP: Serial2/1 has no installed reservations
RSVP: Serial2/0
BPS To From Protoc DPort Sport Weight Conversation
10K 4.0.0.1 1.0.0.1 TCP 23 0 6 265
Si se inspecciona el estado de las colas en las interfaces por donde pasara´ el ﬂujo
de los datos reservados v´ıa RSVP se muestra como tra´ﬁco no “captado” por WFQ.
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En este caso RSVP se ve en las colas reservadas. De igual manera que se ver´ıa el
tra´ﬁco reservado, como ser´ıa el de control y el de protocolos de sen˜alizacio´n.
2001#show queue Serial 2/0
Input queue: 0/75/0/0 (size/max/drops/flushes); Total output drops: 0
Queueing strategy: weighted fair
Output queue: 0/1000/64/0 (size/max total/threshold/drops)
Conversations 0/1/256 (active/max active/max total)
Reserved Conversations 1/1 (allocated/max allocated)
Available Bandwidth 1148 kilobits/sec
Las pruebas se realizan sobre IPv4 debido a que la plataforma con IntServ/RSVP
no soporta IPv6.
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Ape´ndice C
Ejemplos con disciplinas de
encolado
En este ape´ndice se mostrara´n algunos casos de uso y conﬁguraciones a modo de
ejemplo con colas de paquetes sobre routers. Se mostrara´n sobre la plataforma de
router cisco y sobre el sistema operativo GNU/Linux. Las pruebas sera´n con ﬂujos
generados de acuerdo a la ﬁgura C.1.
C.1. Ejemplo de WFQ
El primer ejemplo es sobre un pol´ıtica WFQ sobre routers cisco, donde las colas
de acuerdo, a los ﬂujos detectados se formara´n de manera automa´tica. El ejemplo se
muestra sobre IPv6, aunque tambie´n fue realizado con IPv4. Primero se conﬁgura el
ruteo en la red y se prueba que el origen tenga conectividad. No se muestran todos
los detalles de los comandos, pues sino el texto ser´ıa demasiado extenso. Primero se
presenta la conﬁguracio´n de OSPF en un nodo de la red y como se ve la tabla RIB en
Figura C.1: Topolog´ıa de prueba para ver ejemplos de pol´ıticas de encolado
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otro equipo. Para IPv6 la conﬁguracio´n de las redes no se realiza dentro del comando
network, sino de forma ma´s natural, en las interfaces.
2002#
ipv6 unicast-routing
interface Serial2/0
description ####_2001.Serial2/0_####
ip address 10.0.0.2 255.255.255.0
ipv6 address 2001:DB8:10::2/64
ipv6 ospf 1 area 0.0.0.0
serial restart-delay 0
!
interface Serial2/1
description ####_2004.Serial2/1_####
ip address 11.0.0.2 255.255.255.0
ipv6 address 2001:DB8:11::2/64
ipv6 ospf 1 area 0.0.0.0
serial restart-delay 0
!
ipv6 router ospf 1
La conﬁguracio´n de OSPFv3 ya proporciono´ la convergencia.
2001#show ipv6 ospf neighbor
Neighbor ID Pri State Dead Time Interface ID Interface
2.0.0.1 1 FULL/ - 00:00:38 5 Serial2/0
3.0.0.1 1 FULL/ - 00:00:38 15 Serial2/1
2001#show ipv6 route
IPv6 Routing Table - 11 entries
Codes: C - Connected, L - Local, S - Static, R - RIP, B - BGP
U - Per-user Static route, M - MIPv6
I1 - ISIS L1, I2 - ISIS L2, IA - ISIS interarea,
IS - ISIS summary O - OSPF intra, OI - OSPF inter,
OE1 - OSPF ext 1, OE2 - OSPF ext 2
ON1 - OSPF NSSA ext 1, ON2 - OSPF NSSA ext 2
D - EIGRP, EX - EIGRP external
O 2001:DB8:4::1/128 [110/128]
via FE80::C805:10FF:FEFF:0, Serial2/0
O 2001:DB8:4::50/128 [110/128]
via FE80::C805:10FF:FEFF:0, Serial2/0
O 2001:DB8:4::100/128 [110/128]
via FE80::C805:10FF:FEFF:0, Serial2/0
C 2001:DB8:10::/64 [0/0]
via ::, Serial2/0
L 2001:DB8:10::1/128 [0/0]
via ::, Serial2/0
O 2001:DB8:11::/64 [110/128]
via FE80::C805:10FF:FEFF:0, Serial2/0
O 2001:DB8:12::/64 [110/65]
via FE80::C806:10FF:FEFF:0, Serial2/1
C 2001:DB8:13::/64 [0/0]
via ::, Serial2/1
L 2001:DB8:13::1/128 [0/0]
via ::, Serial2/1
O 2001:DB8:20::/64 [110/74]
via FE80::C806:10FF:FEFF:0, Serial2/1
L FF00::/8 [0/0]
via ::, Null0
A continuacio´n se conﬁgura desde donde se iniciara´n los ﬂujos y se ve que se llega
al destino. Se marcan las diferentes direcciones IP que tendra´ el origen, 3 globales y
una de link-local.
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root@source:~# ip -f inet6 addr add 2001:DB8:20::100/64 dev tap0
root@source:~# ip -f inet6 addr show dev tap0
7: tap0: <BROADCAST,MULTICAST> mtu 1500 qlen 500
inet6 2001:db8:20::100/64 scope global tentative
valid_lft forever preferred_lft forever
root@source:~# ip -f inet6 addr show dev tap0
7: tap0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qlen 500
inet6 2001:db8:20:0:716d:4997:9d50:f7c0/64
scope global temporary dynamic
valid_lft 604795sec preferred_lft 85795sec
inet6 2001:db8:20:0:7cc1:a9ff:feb8:efdc/64
scope global dynamic
valid_lft 2591995sec preferred_lft 604795sec
inet6 2001:db8:20::100/64 scope global
valid_lft forever preferred_lft forever
inet6 fe80::7cc1:a9ff:feb8:efdc/64 scope link
valid_lft forever preferred_lft forever
root@source:~# ip -f inet6 route show
2001:db8:20::/64 dev tap0 proto kernel metric 256
fe80::/64 dev wlan0 proto kernel metric 256
fe80::/64 dev tap0 proto kernel metric 256
default via fe80::2022:22ff:fe22:2222 dev tap0 proto kernel
metric 1024 expires 1628sec
Directamente probando la red.
root@source:~# traceroute6 -n 2001:DB8:4::1
traceroute to 2001:DB8:4::1 (2001:db8:4::1)
from 2001:db8:20:0:716d:4997:9d50:f7c0, 30 hops max, 24byte packets
1 2001:db8:20::3 1.733 ms 4.159 ms 2.123 ms
2 2001:db8:13::1 8.418 ms 8.499 ms 11.34 ms
3 2001:db8:10::2 12.651 ms 12.601 ms 17.61 ms
4 2001:db8:4::1 20.929 ms 16.71 ms 20.863 ms
root@source:~# traceroute6 -n -s 2001:db8:20::100 2001:DB8:4::1
traceroute to 2001:DB8:4::1 (2001:db8:4::1)
from 2001:db8:20::100, 30 hops max, 24 byte packets
1 2001:db8:20::3 1.95 ms 2.182 ms 4.403 ms
2 2001:db8:13::1 8.284 ms 8.604 ms 10.611 ms
3 2001:db8:10::2 12.727 ms 15.719 ms 12.781 ms
4 2001:db8:4::1 20.067 ms 18.774 ms 16.862 ms
root@source:~# traceroute6 -n -s 2001:db8:20::100 2001:DB8:4::50
traceroute to 2001:DB8:4::50 (2001:db8:4::50)
from 2001:db8:20::100, 30 hops max, 24 byte packets
1 2001:db8:20::3 3.924 ms 4.173 ms 4.306 ms
2 2001:db8:13::1 6.314 ms 8.381 ms 10.477 ms
3 2001:db8:10::2 13.045 ms 15.386 ms 12.866 ms
4 2001:db8:4::50 23.166 ms 21.031 ms 18.936 ms
root@source:~# traceroute6 -n -s 2001:db8:20::100 2001:DB8:4::100
traceroute to 2001:DB8:4::100 (2001:db8:4::100)
from 2001:db8:20::100, 30 hops max, 24 byte packets
1 2001:db8:20::3 58.654 ms 2.587 ms 2.258 ms
2 2001:db8:13::1 12.857 ms 7.044 ms 8.399 ms
3 2001:db8:10::2 15.902 ms 14.95 ms 14.669 ms
4 2001:db8:4::100 18.764 ms 18.974 ms 16.739 ms
Primero se puede ver que al sacar la pol´ıtica default la interfaz se conﬁgura sobre
una pol´ıtica de encolado FIFO. En general, para los routers cisco, de fa´brica, las inter-
faces de baja velocidad tienen una pol´ıtica WFQ y para velocidades de datos iguales o
mayores a 10Mbps una FIFO. Por ejemplo, para interfaces seriales vamos a encontrar
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WFQ si no se conﬁgura nada extra. En este caso se inspecciona la conﬁguracio´n sobre
donde entrara´ el tra´ﬁco desde el origen, la interfaz Serial2/0. Luego sera´ cambiada
por la disciplina WFQ. Podr´ıa ser ma´s adecuado conﬁgurarla en Serial2/1 pero en
el ejemplo, como el tra´ﬁco es ida y vuelta, funcionara´ de igual manera.
2002(config)#interface S2/0
2002(config-if)#no fair-queue
2002#show int S2/0
...
Input queue: 0/75/0/0 (size/max/drops/flushes); Total output drops: 0
Queueing strategy: fifo
Output queue: 0/40 (size/max)
...
2002#show queue S2/0
’Show queue’ not supported with FIFO queueing.
Pasar a un modelo WFQ. Al hacerlo se ve la cantidad ma´xima de colas asociadas
a los ﬂows en el valor 256, por las cuales se ha detectado en algu´n momento que se
utilizado solo una.
2002(config)#interface S2/0
2002(config-if)#fair-queue
2002#show int S2/0
...
Queueing strategy: weighted fair
Output queue: 0/1000/64/0 (size/max total/threshold/drops)
Conversations 0/1/256 (active/max active/max total)
Reserved Conversations 0/0 (allocated/max allocated)
...
2002#show queue S2/0
Input queue: 0/75/0/0 (size/max/drops/flushes);Total output drops:0
Queueing strategy: weighted fair
Output queue: 0/1000/64/0 (size/max total/threshold/drops)
Conversations 0/1/256 (active/max active/max total)
Reserved Conversations 0/0 (allocated/max allocated)
Available Bandwidth 1158 kilobits/sec
Se generan las conexiones y tra´ﬁco con telnet(1) y ejecutando ping6(8) pa-
ra que los diferentes paquetes sean asociados a los ﬂujos espec´ıﬁcos. Seguidamente,
inspeccionar como se detectan los mismos.
root@source:~# telnet 2001:DB8:4::1
...
root@source:~# ping6 -A -s 1000 2001:DB8:4::50
...
root@source:~# ping6 -A -s 1000 2001:DB8:4::1
...
root@source:~# telnet 2001:DB8:4::100
...
Para luego inspeccionar la cola y los ﬂujos encontrados.
2002#show queue S2/0
Input queue: 0/75/0/0 (size/max/drops/flushes); Total output drops: 0
Queueing strategy: weighted fair
Output queue: 5/1000/64/0 (size/max total/threshold/drops)
Conversations 3/3/256 (active/max active/max total)
Reserved Conversations 0/0 (allocated/max allocated)
Available Bandwidth 1158 kilobits/sec
215
(depth/weight/total drops/no-buffer drops/interleaves) 1/4626/0/0/0
Conversation 28, linktype: ipv6, length: 65
source: 2001:DB8:4::1, destination: 2001:DB8:20:0:716D:4997:9D50:F7C0
hop-limit: 63, TC: 192, prot: 6,source port 23,destination port 34852
(depth/weight/total drops/no-buffer drops/interleaves) 3/32384/0/0/0
Conversation 141, linktype: ipv6, length: 108
source: 2001:DB8:4::1, destination: 2001:DB8:20:0:716D:4997:9D50:F7C0
hop-limit: 63, TC: 0, prot: 58
(depth/weight/total drops/no-buffer drops/interleaves) 1/32384/0/0/0
Conversation 220, linktype: ipv6, length: 108
source: 2001:DB8:4::50,destination: 2001:DB8:20:0:716D:4997:9D50:F7C0
hop-limit: 63, TC: 0, prot: 58
...
2002#show queue S2/0
Input queue: 0/75/0/0 (size/max/drops/flushes);
Total output drops: 1237
Queueing strategy: weighted fair
Output queue: 65/1000/64/1237 (size/max total/threshold/drops)
Conversations 3/4/256 (active/max active/max total)
Reserved Conversations 0/0 (allocated/max allocated)
Available Bandwidth 1158 kilobits/sec
(depth/weight/total drops/no-buffer drops/interleaves) 1/4626/0/0/0
Conversation 28, linktype: ipv6, length: 65
source: 2001:DB8:4::1,destination: 2001:DB8:20:0:716D:4997:9D50:F7C0,
hop-limit: 63,TC: 192,prot: 6,source port 23,destination port 34852
(depth/weight/total drops/no-buffer drops/interleaves) 1/4626/0/0/0
Conversation 59, linktype: ipv6, length: 65
source: 2001:DB8:4::100, destination:2001:DB8:20:0:716D:4997:9D50:F7C0
hop-limit: 63,TC: 192,prot: 6,source port 23, destination port 54519
(depth/weight/total drops/no-buffer drops/interleaves)63/32384/1237/0/
Conversation 141, linktype: ipv6, length: 108
source: 2001:DB8:4::1, destination: 2001:DB8:20:0:716D:4997:9D50:F7C0,
hop-limit: 63, TC: 0, prot: 58
Finalmente se pueden ver todos los ﬂujos que fueron detectados, aunque no esta´n
ma´s activos. En lo mostrado: 4 (cuatro).
2002#show queue S2/0
Input queue: 0/75/0/0 (size/max/drops/flushes);
Total output drops: 2748
Queueing strategy: weighted fair
Output queue: 0/1000/64/2748 (size/max total/threshold/drops)
Conversations 0/4/256 (active/max active/max total)
Reserved Conversations 0/0 (allocated/max allocated)
Available Bandwidth 1158 kilobits/sec
El sistema WFQ es muy simple de conﬁgurar. De acuerdo a lo visto trata a todo el
tra´ﬁco por igual. No es recomendado en el nu´cleo de la red, donde se tienen interfaces
de alta velocidad y por el cual pasara´n gran cantidad de ﬂujos.
C.2. Ejemplo de PRIO en cisco
El siguiente ejemplo muestra una cola de prioridades estricta, PRIO, en un rou-
ter cisco. Las colas PRIO solo son aplicables con ACL (Access Control List) en la
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plataforma testeada, cisco con tra´ﬁco IPv4. Se pueden aplicar en la misma a IPv6,
pero la conﬁguracio´n de condiciones de seleccio´n de tra´ﬁco se limitan solo a poder
hacerse por taman˜o de paquetes. En el ejemplo se seleccionan los paquetes espec´ıﬁcos
con ACL sobre IPv4. Este tipo de cola genera una separacio´n y un orden estricto de
atencio´n, para cisco son 4 sub-colas, cada una ma´s prioritaria que la siguiente.
2002(config)#priority-list 10 protocol ip ?
high
medium
normal
low
2002(config)#priority-list 10 protocol ipv6 high ?
gt Prioritize packets greater than a specified size
lt Prioritize packets less than a specified size
<cr>
Al conﬁgurarse se crean las cuatro sub-colas y se selecciona el tra´ﬁco de acuerdo a
las ACL IPv4, o incluso, usando para´metros directamente asignables en la deﬁnicio´n.
priority-list 10 protocol ip high list 101
priority-list 10 protocol ip medium list 102
priority-list 10 protocol ip normal list 103
priority-list 10 protocol ip low udp 5000
Para el ejemplo la conﬁguracio´n se realiza indicando que el tra´ﬁco ma´s prioritario
es telnet al destino 4.0.0.1, luego ICMP al destino 4.0.0.100 y como tra´ﬁco normal o
regular el telnet a 4.0.0.5. El tra´ﬁco UDP se deja como el de ma´s baja prioridad o
default.
access-list 101 permit tcp any host 4.0.0.1 eq telnet
access-list 102 permit icmp any host 4.0.0.100
access-list 103 permit tcp any host 4.0.0.50 eq telnet
Luego se aplica a la interfaz.
interface Serial2/1
priority-group 10
Se puede inspeccionar que esta instalada la cola y ver los para´metros.
2002#show interfaces Serial 2/1 | include queue
Input queue: 0/75/0/0 (size/max/drops/flushes);
Total output drops: 2748
Output queue (queue priority: size/max/drops):
2002#show queue Serial 2/1
2002#show queueing priority
Current DLCI priority queue configuration:
Current priority queue configuration:
List Queue Args
10 high protocol ip list 101
10 medium protocol ip list 102
10 normal protocol ip list 103
10 low protocol ip udp port 5000
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Por u´ltimo, para hacer el testing, se genera el tra´ﬁco y se ve como se va encolando
el mismo en las diferentes sub-colas de acuerdo a la prioridad deﬁnida.
2002#clear counters Serial 2/1
2002#show queueing interface S2/1
Interface Serial2/1 queueing strategy: priority
Output queue utilization (queue/count)
high/0 medium/0 normal/0 low/0
root@source:~# telnet 4.0.0.1
...
2002#show queueing interface S2/1
Interface Serial2/1 queueing strategy: priority
Output queue utilization (queue/count)
high/949 medium/0 normal/0 low/0
root@source:/home/andres# telnet 4.0.0.50
...
2002#show queueing interface S2/1
Interface Serial2/1 queueing strategy: priority
Output queue utilization (queue/count)
high/1042 medium/0 normal/140 low/0
root@source:~# ping 4.0.0.100 -s 1000
...
2002#show queueing interface S2/1
Interface Serial2/1 queueing strategy: priority
Output queue utilization (queue/count)
high/1423 medium/18 normal/180 low/0
Se ve el “matching” en las ACL asociadas a las sub-colas.
2002#show access-lists 101
Extended IP access list 101
10 permit tcp any host 4.0.0.1 eq telnet (1322 matches)
2002#show access-lists 102
Extended IP access list 102
10 permit icmp any host 4.0.0.100 (18 matches)
2002#show access-lists 103
Extended IP access list 103
10 permit tcp any host 4.0.0.50 eq telnet (159 matches)
El tra´ﬁco UDP va al ﬁnal, a la sub-cola o clase LOW (BAJA).
root@source:~# iperf -u -c 4.0.0.1 -p 5000
002#show queueing interface S2/1
Interface Serial2/1 queueing strategy: priority
Output queue utilization (queue/count)
high/1464 medium/18 normal/186 low/15
Si se genera mucho tra´ﬁco correspondiente a las colas de las prioridades ma´s alta
se puede ver una importante degradacio´n en las que esta´n por debajo, por ejemplo,
la segunda sesio´n de telnet se pone ma´s lenta. Si se pone como menos prioritario el
tra´ﬁco ICMP se percibira´ que se pierden mensajes.
Con el reemplazo de la siguiente conﬁguracio´n.
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no priority-list 10 protocol ip high list 101
no priority-list 10 protocol ip medium list 102
no priority-list 10 protocol ip normal list 103
no priority-list 10 protocol ip low udp 5000
priority-list 10 protocol ip high list 101
priority-list 10 protocol ip normal list 103
priority-list 10 protocol ip low list 102
Se obtiene retardos largos.
-- 4.0.0.100 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5007ms
rtt min/avg/max/mdev = 25.825/53.184/175.474/54.723 ms
root@source:~# ping 4.0.0.100 -s 1500
PING 4.0.0.100 (4.0.0.100) 1500(1528) bytes of data.
1508 bytes from 4.0.0.100: icmp_req=1 ttl=252 time=26.4 ms
...
1508 bytes from 4.0.0.100: icmp_req=23 ttl=252 time=98.9 ms
1508 bytes from 4.0.0.100: icmp_req=24 ttl=252 time=291 ms
1508 bytes from 4.0.0.100: icmp_req=25 ttl=252 time=306 ms
1508 bytes from 4.0.0.100: icmp_req=26 ttl=252 time=269 ms
1508 bytes from 4.0.0.100: icmp_req=27 ttl=252 time=297 ms
1508 bytes from 4.0.0.100: icmp_req=28 ttl=252 time=167 ms
1508 bytes from 4.0.0.100: icmp_req=29 ttl=252 time=338 ms
1508 bytes from 4.0.0.100: icmp_req=30 ttl=252 time=284 ms
1508 bytes from 4.0.0.100: icmp_req=31 ttl=252 time=419 ms
1508 bytes from 4.0.0.100: icmp_req=32 ttl=252 time=354 ms
1508 bytes from 4.0.0.100: icmp_req=33 ttl=252 time=346 ms
1508 bytes from 4.0.0.100: icmp_req=34 ttl=252 time=2268 ms
hl1508 bytes from 4.0.0.100: icmp_req=35 ttl=252 time=1434 ms
1508 bytes from 4.0.0.100: icmp_req=36 ttl=252 time=570 ms
1508 bytes from 4.0.0.100: icmp_req=37 ttl=252 time=380 ms
1508 bytes from 4.0.0.100: icmp_req=38 ttl=252 time=2627 ms
1508 bytes from 4.0.0.100: icmp_req=39 ttl=252 time=1776 ms
1508 bytes from 4.0.0.100: icmp_req=40 ttl=252 time=924 ms
1508 bytes from 4.0.0.100: icmp_req=41 ttl=252 time=399 ms
1508 bytes from 4.0.0.100: icmp_req=42 ttl=252 time=332 ms
1508 bytes from 4.0.0.100: icmp_req=43 ttl=252 time=4183 ms
...
--- 4.0.0.100 ping statistics ---
51 packets transmitted, 51 received, 0% packet loss, time 50097ms
rtt min/avg/max/mdev = 20.550/538.513/4183.158/904.291 ms, pipe 5
Aunque no alcanzo´ a producirse descartes.
C.3. Ejemplo de CBWFQ/LLQ en cisco
Para el ejemplo con CBWFQ se muestra primero una conﬁguracio´n para IPv4 y
luego para IPv6. Primero se crean las ACL y los class-map. Los class-map son los
clasiﬁcadores asociados a las ACL en el router.
2002(config)#
access-list 101 permit tcp any host 4.0.0.1 eq telnet
access-list 102 permit icmp any host 4.0.0.100
access-list 103 permit tcp any host 4.0.0.50 eq telnet
class-map match-all CLASS-UNO
match access-group 101
class-map match-all CLASS-DOS
match access-group 102
class-map match-all CLASS-TRES
match access-group 103
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Seguidamente se arma la pol´ıtica con los class-map deﬁnidos previamente. La
pol´ıtica asigna a cada clase, o cola, determinado tratamiento. En este caso se asegura
un ancho de banda a cada clase a partir de un porcentaje del total y para la default,
la cola CATCH-ALL, se aplica WFQ combinado con RED.
policy-map POL-OUT
class CLASS-UNO
bandwidth percent 20
class CLASS-DOS
bandwidth percent 30
police 8000
class CLASS-TRES
bandwidth percent 10
class class-default
fair-queue
random-detect
En el ejemplo, para la clase CLASS-DOS, se pone un policy que en la pra´ctica no
tiene sentido con el bandwidth otorgado, pero se utilizara´ para ver como se aplica
la pol´ıtica de descarte en las pruebas mostradas. Luego de creada la pol´ıtica se debe
aplicar a una interfaz, de igual forma como se vio en los tests anteriores.
interface Serial2/0
service-policy output POL-OUT
load-interval 30
Se limpian los contadores y, por u´ltimo, queda testearla.
2002#clear access-list counters
2002#clear counters S2/1
Una vez generados los datos se ve que se encola el tra´ﬁco de las diferentes clases
en las sub-colas correspondientes.
root@source:~# telnet 4.0.0.1
...
root@source:~# ping 4.0.0.100
PING 4.0.0.100 (4.0.0.100) 56(84) bytes of data.
64 bytes from 4.0.0.100: icmp_req=1 ttl=252 time=13.7 ms
64 bytes from 4.0.0.100: icmp_req=2 ttl=252 time=16.5 ms
64 bytes from 4.0.0.100: icmp_req=3 ttl=252 time=14.9 ms
64 bytes from 4.0.0.100: icmp_req=4 ttl=252 time=19.0 ms
64 bytes from 4.0.0.100: icmp_req=5 ttl=252 time=16.3 ms
...
root@source:/home/andres# telnet 4.0.0.50
...
root@source:~# iperf -u -c 4.0.0.1 -p 5000
2002#show policy-map interface S2/1
Serial2/1
Service-policy output: POL-OUT
Class-map: CLASS-UNO (match-all)
62 packets, 2851 bytes
30 second offered rate 0 bps, drop rate 0 bps
Match: access-group 101
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Queueing
Output Queue: Conversation 265
Bandwidth 20 (%)
Bandwidth 308 (kbps)Max Threshold 64 (packets)
(pkts matched/bytes matched) 1/44
(depth/total drops/no-buffer drops) 0/0/0
Class-map: CLASS-DOS (match-all)
15 packets, 8220 bytes
30 second offered rate 0 bps, drop rate 0 bps
Match: access-group 102
Queueing
Output Queue: Conversation 266
Bandwidth 30 (%)
Bandwidth 463 (kbps)Max Threshold 64 (packets)
(pkts matched/bytes matched) 0/0
(depth/total drops/no-buffer drops) 0/0/0
police:
cir 8000 bps, bc 1500 bytes
conformed 10 packets, 700 bytes; actions:
transmit
exceeded 5 packets, 7520 bytes; actions:
drop
conformed 0 bps, exceed 0 bps
Class-map: CLASS-TRES (match-all)
101 packets, 4663 bytes
30 second offered rate 2000 bps, drop rate 0 bps
Match: access-group 103
Queueing
Output Queue: Conversation 267
Bandwidth 10 (%)
Bandwidth 154 (kbps)Max Threshold 64 (packets)
(pkts matched/bytes matched) 3/132
(depth/total drops/no-buffer drops) 0/0/0
Class-map: class-default (match-any)
339 packets, 314236 bytes
30 second offered rate 0 bps, drop rate 0 bps
Match: any
Queueing
Flow Based Fair Queueing
Maximum Number of Hashed Queues 256
(total queued/total drops/no-buffer drops) 0/0/0
exponential weight: 9
class Transmitted Random drop Tail drop Minimum Maximum Mark
pkts/bytes pkts/bytes pkts/bytes thresh thresh prob
0 260/307616 0/0 0/0 20 40 1/10
1 0/0 0/0 0/0 22 40 1/10
2 0/0 0/0 0/0 24 40 1/10
3 0/0 0/0 0/0 26 40 1/10
4 0/0 0/0 0/0 28 40 1/10
5 0/0 0/0 0/0 30 40 1/10
6 40/3344 0/0 0/0 32 40 1/10
7 39/3276 0/0 0/0 34 40 1/10
rsvp 0/0 0/0 0/0 36 40 1/10
Tambie´n se ven los matches en las ACLs.
2002#show access-lists 101
Extended IP access list 101
10 permit tcp any host 4.0.0.1 eq telnet (62 matches)
2002#show access-lists 102
Extended IP access list 102
10 permit icmp any host 4.0.0.100 (15 matches)
2002#show access-lists 103
Extended IP access list 103
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10 permit tcp any host 4.0.0.50 eq telnet (103 matches)
002#show policy-map interface S2/1 output
Serial2/1
Service-policy output: POL-OUT
...
Class-map: CLASS-DOS (match-all)
99 packets, 18372 bytes
30 second offered rate 2000 bps, drop rate 0 bps
Match: access-group 102
Queueing
Output Queue: Conversation 266
Bandwidth 30 (%)
Bandwidth 463 (kbps)Max Threshold 64 (packets)
(pkts matched/bytes matched) 0/0
(depth/total drops/no-buffer drops) 0/0/0
police:
cir 8000 bps, bc 1500 bytes
conformed 63 packets, 5292 bytes; actions:
transmit
exceeded 36 packets, 13080 bytes; actions:
drop
conformed 1000 bps, exceed 0 bps
...
Se puede cambiar la pol´ıtica de CBWFQ a una LLQ, indicando el para´metro de
cual de las colas o clases es la prioritaria para el tra´ﬁco sensitivo al delay.
policy-map POL-OUT
class CLASS-UNO
priority percent 10
class CLASS-DOS
bandwidth percent 30
police 8000
class CLASS-TRES
bandwidth percent 10
class class-default
fair-queue
random-detect
Previamente se debio´ des-conﬁgurar el para´metro bandwidth.
C.4. Ejemplo de CBWFQ sobre IPv6 en cisco
Para ilustrar el uso en IPv6 se muestra la conﬁguracio´n ana´loga a la anterior,
CBWFQ en IPv4, pero para el protocolo IPv6.
2002(config)#
ipv6 access-list ACLV6-101
permit tcp any host 2001:DB8:4::1 eq telnet
ipv6 access-list ACLV6-102
permit icmp any host 2001:DB8:4::100
ipv6 access-list ACLV6-103
permit tcp any host 2001:DB8:4::50 eq telnet
...
2002#show ipv6 access-list
IPv6 access list ACLV6-101
permit tcp any host 2001:DB8:4::1 eq telnet sequence 10
IPv6 access list ACLV6-102
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permit icmp any host 2001:DB8:4::100 sequence 10
IPv6 access list ACLV6-103
permit tcp any host 2001:DB8:4::50 eq telnet sequence 10
class-map match-all CLASS-UNOv6
match access-group name ACLV6-101
class-map match-all CLASS-DOSv6
match access-group name ACLV6-102
class-map match-all CLASS-TRESv6
match access-group name ACLV6-103
policy-map POL-OUTv6
class CLASS-UNOv6
priority percent 20
class CLASS-DOSv6
bandwidth percent 30
police 8000
class CLASS-TRESv6
bandwidth percent 10
class class-default
fair-queue
random-detect
2002(config)# int S2/0
2002(config-if)#
service-policy output POL-OUTv6
Policy map POL-OUT is already attached
2002(config-if)#
no service-policy output POL-OUT
service-policy output POL-OUTv6
C.5. Ejemplo de PRIO en GNU/Linux
En GNU/Linux la herramienta para administrar el tra´ﬁco de red es llamada TC
(Traﬃc Conditioner), tc(8). La misma permite hacer policing, shaping, trabajar con
varias sub-colas, clasiﬁcar/ﬁltrar el tra´ﬁco y deﬁnir diferentes planiﬁcadores de pa-
quetes. En la nomenclatura de TC las pol´ıticas de colas se llaman QDISC (Queueing
Discipline) y las sub-colas son llamadas clases o bandas. La idea de los ejemplos
que se presentan a continuacio´n es mostrar casos muy similares a los que se vieron
sobre la maqueta con routers cisco, pero en esta seccio´n sobre una plataforma abierta.
En GNU/Linux, por default, se instala una FIFO de paquetes llamada pﬁfo fast
(segu´n man page: tc-pfifo fast(8)) en cada interfaz. La cola funciona como una
FIFO, pero mide el taman˜o de la cola en cantidad paquete y no en bytes. Es una pﬁfo,
tc-pfifo(8), modiﬁcada con bandas. A diferencia de como lo hacen estas, tambie´n
existe la posibilidad de conﬁgurar una cola bﬁfo tc-bfifo(8) que cuenta bytes. El
modo de descarte para los tres sistemas, pﬁfo fast, pﬁfo y bﬁfo, es tipo tail drop. En
principio son modos de encolados sin clases o categor´ıas, aunque pﬁfo fast tiene en
realidad 3 colas internas o bandas que se utilizan de acuerdo a un priomap (Priority
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Map) deﬁnido a partir de la marca de ToS que trae el paquete IP. El formato del ToS
y del priomap se vera´ en el cap´ıtulo de DiﬀServ. Para ver el mecanismo de encolado
en las interfaces se pueden ejecutar los siguientes comandos.
root@n2# tc qdisc show dev eth1
qdisc pfifo_fast 0: root refcnt 2 bands 3
priomap 1 2 2 2 1 2 0 0 1 1 1 1 1 1 1 1
root@n2# ifconfig eth1
eth1 Link encap:Ethernet HWaddr 00:00:00:aa:00:05
inet addr:11.0.0.2 Bcast:0.0.0.0 Mask:255.255.255.0
inet6 addr: fe80::200:ff:feaa:5/64 Scope:Link
inet6 addr: 2001:db8:11::2/64 Scope:Global
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:243 errors:0 dropped:0 overruns:0 frame:0
TX packets:276 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:23078 (23.0 KB) TX bytes:25968 (25.9 KB)
Se podr´ıa cambiar por una pﬁfo sin prioridades.
root@n2# tc qdisc add dev eth1 root pfifo limit 100
root@n2# tc qdisc show dev eth1
qdisc pfifo 8008: root refcnt 2 limit 100p
Para los ejemplo se usara´ una disciplina ma´s interesante, una cola classful del
tipo PRIO, tc-prio(8), con sub-colas, similar al ejemplo con los routers cisco. De la
cola PRIO de GNU/Linux se indica en algunos textos que es como una pﬁfo fast con
esteroides, donde cada banda puede ser una clase separada en lugar de una simple
FIFO. Es un sistema de colas classful, lo que signiﬁca que permite generar sub-colas
de forma jera´rquica. De esta manera, s´ı se podr´ıa limitar el tra´ﬁco en las colas hijas.
En forma pura, sin sub-colas espec´ıﬁcas, la cola tipo PRIO es un planiﬁcador Work-
Conserving, es decir, si la interfaz tiene capacidad de enviar tra´ﬁco no lo demorara´ y lo
enviara´. Trabajando de esta manera, las colas tipo PRIO no hacen shaping y usara´n
siempre la capacidad disponible del total del enlace. A continuacio´n se muestra la
instalacio´n de la cola, las bandas asignadas y la generacio´n de tra´ﬁco sin necesidades
de QoS.
root@n2# tc qdisc del dev eth1 root pfifo limit 100
root@n2# tc qdisc add dev eth1 root handle 1: prio bands 4
root@n2# tc qdisc show dev eth1
qdisc prio 1: root refcnt 2 bands 4
priomap 1 2 2 2 1 2 0 0 1 1 1 1 1 1 1 1
root@n2# tc qdisc show
qdisc pfifo_fast 0: dev eth0 root refcnt 2 bands 3
priomap 1 2 2 2 1 2 0 0 1 1 1 1 1 1 1 1
qdisc prio 1: dev eth1 root refcnt 2 bands 4
priomap 1 2 2 2 1 2 0 0 1 1 1 1 1 1 1 1
root@n2# tc -s class show dev eth1
class prio 1:1 parent 1:
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Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:2 parent 1:
Sent 1408 bytes 16 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:3 parent 1:
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:4 parent 1:
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
root@n2# tc -s filter show dev eth1
root@n5# ping6 -c 10 2001:db8:4::50
PING 2001:db8:4::50(2001:db8:4::50) 56 data bytes
64 bytes from 2001:db8:4::50: icmp_seq=1 ttl=61 time=1.52 ms
64 bytes from 2001:db8:4::50: icmp_seq=2 ttl=61 time=0.187 ms
64 bytes from 2001:db8:4::50: icmp_seq=3 ttl=61 time=0.476 ms
64 bytes from 2001:db8:4::50: icmp_seq=4 ttl=61 time=0.469 ms
64 bytes from 2001:db8:4::50: icmp_seq=5 ttl=61 time=0.483 ms
64 bytes from 2001:db8:4::50: icmp_seq=6 ttl=61 time=0.192 ms
64 bytes from 2001:db8:4::50: icmp_seq=7 ttl=61 time=0.481 ms
64 bytes from 2001:db8:4::50: icmp_seq=8 ttl=61 time=0.197 ms
64 bytes from 2001:db8:4::50: icmp_seq=9 ttl=61 time=0.512 ms
64 bytes from 2001:db8:4::50: icmp_seq=10 ttl=61 time=0.180 ms
--- 2001:db8:4::50 ping statistics ---
10 packets transmitted, 10 received, 0% packet loss, time 8998ms
rtt min/avg/max/mdev = 0.180/0.469/1.522/0.378 ms
El tra´ﬁco se encola segu´n el priomap asignado por default que enviara´ los paquetes
a cada cola de acuerdo al marcado del ToS que estos traigan.
root@n2# tc -s class show dev eth1
class prio 1:1 parent 1:
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:2 parent 1:
Sent 6624 bytes 72 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:3 parent 1:
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:4 parent 1:
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
Para que esto no ocurra se debe cambiar el priomap por uno que ignore las marcas
de ToS y enviar el tra´ﬁco no indicado espec´ıﬁcamente por los ﬁltros deseados a la
sub-cola o banda de menor prioridad. Por ejemplo, como se muestra en los siguientes
comandos.
root@n2# tc qdisc del dev eth1 root handle 1: prio bands 4
root@n2# tc qdisc add dev eth1 root handle 1: prio bands 4
priomap 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
root@n2# tc qdisc show dev eth1qdisc prio 1: root refcnt 2 bands 4
priomap 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
Se ve ahora, luego del cambio, que el tra´ﬁco se encola en la u´ltima banda.
225
root@n2# tc -s class show dev eth1
class prio 1:1 parent 1:
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:2 parent 1:
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:3 parent 1:
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:4 parent 1:
Sent 176 bytes 2 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
Luego se deben colocar los ﬁltros adecuados para encolar segu´n las reglas, de forma
similar como se hizo con los routers cisco mediante ACL.
root@n2#
#High
tc filter add dev eth1 parent 1: protocol ipv6 prio 1 u32 match
ip6 dst 2001:DB8:4::1/128
match ip6 protocol 6 0xff match ip6 dport 23 0xffff flowid 1:1
# Medium
tc filter add dev eth1 parent 1: protocol ipv6 prio 2 u32 match
ip6 dst 2001:DB8:4::100/128
match ip6 protocol 58 0xff flowid 1:2
# Normal
tc filter add dev eth1 parent 1: protocol ipv6 prio 3 u32 match
ip6 dst 2001:DB8:4::50/128
match ip6 protocol 6 0xff match ip6 dport 23 0xffff flowid 1:3
# Low
tc filter add dev eth1 parent 1: protocol ipv6 prio 4 u32
match ip6 protocol 17 0xff match ip6 dport 5000 0xffff flowid 1:4
Para ver los ﬁltros se puede aplicar el siguiente comando, el cual muestra una
salida bastante extensa.
root@n2# tc -s filter show dev eth1
filter parent 1: protocol ipv6 pref 1 u32
filter parent 1: protocol ipv6 pref 1 u32 fh 800: ht divisor 1
filter parent 1: protocol ipv6 pref 1 u32 fh 800::800 order 2048
key ht 800 bkt 0 flowid 1:1
match 20010db8/ffffffff at 24
match 00040000/ffffffff at 28
match 00000000/ffffffff at 32
match 00000001/ffffffff at 36
...
Ver de generar nuevamente tra´ﬁco de acuerdo a los ﬁltros.
root@n5# telnet 2001:db8:4::1
...
root@n5# ping6 -c 10 2001:DB8:4::100
...
root@n5# telnet 2001:db8:4::50
...
Se puede ver que se tiene tra´ﬁco encolado en cada una de las clases de acuerdo a
los ﬁltros instalados.
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root@n2# tc -s class show dev eth1
class prio 1:1 parent 1:
Sent 470 bytes 5 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:2 parent 1:
Sent 1180 bytes 10 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:3 parent 1:
Sent 752 bytes 8 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:4 parent 1:
Sent 16560 bytes 180 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
El mismo efecto se puede lograr marcando internamente el tra´ﬁco dentro del kernel
con la herramienta ip6tables(8) y luego encola´ndolo segu´n estas marcas con la
herramienta tc(8).
root@n2# ip6tables -t mangle -F
ip6tables -A POSTROUTING -t mangle -o eth1 -p tcp --dport 23
-d 2001:DB8:4::1/128 -j MARK --set-mark 1
ip6tables -A POSTROUTING -t mangle -o eth1 -p ipv6-icmp
-d 2001:DB8:4::100/128 -j MARK --set-mark 2
ip6tables -A POSTROUTING -t mangle -o eth1 -p tcp --dport 23
-d 2001:DB8:4::50/128 -j MARK --set-mark 3
ip6tables -A POSTROUTING -t mangle -o eth1 -p udp --dport 5000
-j MARK --set-mark 4
root@n2# ip6tables -t mangle -L -n -v
...
Chain POSTROUTING (policy ACCEPT 2 packets, 160 bytes)
pkts bytes target prot opt in out source
destination
0 0 MARK tcp * eth1 ::/0
2001:db8:4::1/128 tcp dpt:23 MARK set 0x1
0 0 MARK icmpv6 * eth1 ::/0
2001:db8:4::100/128 MARK set 0x2
0 0 MARK tcp * eth1 ::/0
2001:db8:4::50/128 tcp dpt:23 MARK set 0x3
0 0 MARK udp * eth1 ::/0
::/ 0 udp dpt:5000 MARK set 0x4
Luego de la reglas de marcado se deben aplicar los ﬁltros en relacio´n a las marcas
internas previamente conﬁguradas.
root@n2#
tc filter add dev eth1 parent 1: protocol ipv6 handle 1 fw flowid 1:1
tc filter add dev eth1 parent 1: protocol ipv6 handle 2 fw flowid 1:2
tc filter add dev eth1 parent 1: protocol ipv6 handle 3 fw flowid 1:3
tc filter add dev eth1 parent 1: protocol ipv6 handle 4 fw flowid 1:4
root@n2# tc -s filter show dev eth1
filter parent 1: protocol ipv6 pref 49149 fw
filter parent 1: protocol ipv6 pref 49149 fw handle 0x4 classid 1:4
filter parent 1: protocol ipv6 pref 49150 fw
filter parent 1: protocol ipv6 pref 49150 fw handle 0x3 classid 1:3
filter parent 1: protocol ipv6 pref 49151 fw
filter parent 1: protocol ipv6 pref 49151 fw handle 0x2 classid 1:2
filter parent 1: protocol ipv6 pref 49152 fw
filter parent 1: protocol ipv6 pref 49152 fw handle 0x1 classid 1:1
Dentro de las clases de cada cola PRIO se maneja el tra´ﬁco como una cola “PAC-
KET FIFO”, p ﬁfo. Se puede cambiar este funcionamiento a una cola tipo WFQ, en
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te´rminos de Linux, SFQ (Stochastic Fairness Queueing), tc-sfq(8) o un TBF (Token
Bucket Filter), tc-tbf(8), que limita el tra´ﬁco haciendo shaping. A continuacio´n el
ejemplo.
root@n2#
tc qdisc add dev eth1 parent 1:1 handle 10: sfq
tc qdisc add dev eth1 parent 1:2 handle 20: tbf rate 10kbit buffer 1600
limit 3000
tc qdisc add dev eth1 parent 1:3 handle 30: sfq
root@n2# tc class show dev eth1
class prio 1:1 parent 1: leaf 10:
class prio 1:2 parent 1: leaf 20:
class prio 1:3 parent 1: leaf 30:
class prio 1:4 parent 1:
class tbf 20:1 parent 20:
root@n2# tc -d qdisc show dev eth1
qdisc prio 1: root refcnt 2 bands 4
priomap 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
qdisc sfq 10: parent 1:1 limit 127p quantum 1514b
flows 127/1024 divisor 1024
qdisc tbf 20: parent 1:2 rate 10000bit burst 1600b/8
mpu 0b lat 1.1s
qdisc sfq 30: parent 1:3 limit 127p quantum 1514b
flows 127/1024 divisor 1024
Las colas de tipo TBF son consideradas non-Work-Conserving, es decir, pueden
limitar el tra´ﬁco mediante shaping au´n habiendo capacidad en la interfaz para enviar
los paquetes. Si se prueba el ejemplo se ve que el tra´ﬁco se demora y descarta cuando
se llena la cola de acuerdo a los para´metros conﬁgurados. En este caso una capacidad
de 10Kbps.
root@n5# ping6 2001:db8:4::100 -A -s 1500
PING 2001:db8:4::100(2001:db8:4::100) 1500 data bytes
1508 bytes from 2001:db8:4::100: icmp_seq=1 ttl=61 time=33.4 ms
1508 bytes from 2001:db8:4::100: icmp_seq=2 ttl=61 time=1310 ms
^C
--- 2001:db8:4::100 ping statistics ---
53 packets transmitted, 2 received, 96% packet loss, time 3853ms
rtt min/avg/max/mdev = 33.457/672.195/1310.934/638.739 ms, pipe 39,
ipg/ewma 74.099/193.141 ms
root@n2# tc -s class show dev eth1
class prio 1:1 parent 1: leaf 10:
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:2 parent 1: leaf 20:
Sent 9212 bytes 30 pkt (dropped 76, overlimits 140 requeues 0)
backlog 0b 0p requeues 0
class prio 1:3 parent 1: leaf 30:
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:4 parent 1:
Sent 16844 bytes 192 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class tbf 20:1 parent 20:
Las colas de tipo SFQ que se usaron como banda para el tra´ﬁco de telnet son
colas que funcionan como las WFQ, clasiﬁcando de acuerdo a ﬂujos y distribuyendo
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los paquetes en una gran cantidad de colas internas. SFQ es classless, o sea no permite
crear otras colas o bandas dentro de las deﬁnidas de forma dina´mica para cada ﬂujo,
adema´s SFQ es una disciplinaWork-conservative, debido a que siempre aprovechara´ la
capacidad de la interfaz. En el ejemplo ser´ıa conveniente a la cola 1:4 tambie´n asignarle
una SFQ en lugar de dejarla con una pﬁfo. que es la banda default para las sub-colas
de PRIO.
C.6. Ejemplo de HTB/CBQ en GNU/Linux
El ejemplo anterior se vio sobre una cola PRIO. Este tipo de cola tiene la limitacio´n
de que si el tra´ﬁco de mayor prioridad es grande y no se lo limita, puede causar
starvation, inanicio´n, del resto del tra´ﬁco. En el siguiente ejemplo se mostrara´ el uso
de una pol´ıtica tipo CBQ. En GNU/Linux las colas CBQ son bastante complejas
de conﬁgurar y, en ocasiones, no parecen ser apropiadas para algunas situaciones.
En lugar de utilizar una CBQ se mostrara´ el ejemplo con una HTB. La clase HTB
(Hierarchy Token Bucket) es un reemplazo de CBQ ma´s sencillo e intuitivo. Tanto
CBQ como HTB permiten controlar el tra´ﬁco saliente haciendo shaping y/o policing.
Ambos permiten crear sub-colas y mandar el tra´ﬁco a estas de acuerdo a ﬁltros.
CBQ requiere saber de ante mano el ancho de banda total de la interfaz, HTB no lo
requiere y hace el control con TBF. Al permitir shaping son Non-work-conservative.
A continuacio´n de muestra un diagrama en ASCII Art de la estructura y de forma
seguida los comandos para generarla.
root 1:
|
_1:1_____ htb
/ | \ \
/ | \ +------+
/ | \ \
10: 20: 30: 40: htb
/ | \ |
10:1 20:1 30:1 sfq 40:1 red
Para la conﬁguracio´n, primero se suprime la estructura de disciplina anterior.
root@n2# tc qdisc del dev eth1 root handle 1: prio bands 4
root@n2# tc qdisc show
qdisc pfifo_fast 0: dev eth0 root refcnt 2 bands 3
priomap 1 2 2 2 1 2 0 0 1 1 1 1 1 1 1 1
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qdisc pfifo_fast 0: dev eth1 root refcnt 2 bands 3
priomap 1 2 2 2 1 2 0 0 1 1 1 1 1 1 1 1
root@n2# tc filter show
Posteriormente se aplican los comandos para instalar la HTB.
root@n2#
tc qdisc add dev eth1 root handle 1: htb default 40
tc class add dev eth1 parent 1: classid 1:1 htb rate 10mbit burst 15k
tc class add dev eth1 parent 1:1 classid 1:10 htb rate 7mbit
ceil 10mbps burst 15k
tc class add dev eth1 parent 1:1 classid 1:20 htb rate 2mbit
ceil 4mbit burst 15k
tc class add dev eth1 parent 1:1 classid 1:30 htb rate 200kbit
ceil 2mbit burst 15k
tc class add dev eth1 parent 1:1 classid 1:40 htb rate 800kbit
tc qdisc add dev eth1 parent 1:10 handle 10: sfq perturb 10
tc qdisc add dev eth1 parent 1:20 handle 20: sfq perturb 10
tc qdisc add dev eth1 parent 1:30 handle 30: sfq perturb 10
Para usar RED como pol´ıtica de descarte se requiere indicar de forma expl´ıcita
los para´metros en la conﬁguracio´n, todos expresados en bytes, salvo burst que se da
en paquetes. En el caso de cisco los calculaba de forma automa´tica.
Usage: ...red limit BYTES min BYTES max BYTES avpkt BYTES burst PACKETS
probability PROBABILITY bandwidth KBPS [ ecn ]
Si no se colocan de forma adecuada da un error.
RED: failed to calculate EWMA constant
En este caso indica que no puede calcular el Exponentially Weighted Moving Averages.
Para calcular los para´metros se pueden usar las siguientes reglas.
Un valor necesario es Min. En este esta´ reﬂejado el valor ma´ximo de delay acep-
table en cola, que se debe luego multiplicar por el ancho de banda. Si se pone un valor
muy chico degrada el rendimiento, y, si es grande puede agregar demasiado delay. Por
ejemplo, podr´ıa calcularse con base de 800Kbps de ancho de banda digital y 200ms
de delay, dando 20000 bytes.
BW = 800Kbps,Delay = 200ms,Min =
200× 800)
8
= 20000bytes (C.1)
Max se puede colocar como 2 veces el Min. Este para´metro previene la sincroni-
zacio´n TCP. Si el link es de poco bandwidth y se pierde tra´ﬁco, cambiar por 4 veces
el Min.
Max = 2×Min = 2 = 20000 = 40000bytes (C.2)
Limit es el ma´ximo taman˜o de la cola si fuese tail-drop. Un posible valor es 8 veces
el Max. Avpkt es el promedio de bytes de paquetes en cola. 1000 indica 1 paquete o
menos si se toma un MTU=1500bytes.
Limit = 8×Max = 320000bytes, Avpkt = 1000bytes (C.3)
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Burst indica la cantidad ma´xima de paquetes que pasara´n de una ra´faga. Este
valor controla como RED responde a las ra´fagas. Burst debe ser mayor a min/avpkt.
Experimentalmente un valor adecuado puede ser:
Burst =
(Min+Min+Max)
(3× avpkt) (C.4)
Burst =
(2000 + 2000 + 4000)
3× avpkt =
(2000 + 2000 + 4000)
3× 1000 = 2pkts (C.5)
Finalmente, en nuestro ejemplo el comando para activar RED sera´ el siguiente.
tc qdisc add dev eth1 parent 1:40 handle 40: red limit 32000 min 20000
max 40000 avpkt 1000 burst 40 bandwidth 800kbit ecn
Por u´ltimo, la conﬁguracio´n establecida es la que se muestra.
root@n2# tc qdisc show dev eth1
qdisc htb 1: root refcnt 2 r2q 10 default 40 direct_packets_stat 0
qdisc sfq 10: parent 1:10 limit 127p quantum 1514b divisor 1024
perturb 10sec
qdisc sfq 20: parent 1:20 limit 127p quantum 1514b divisor 1024
perturb 10sec
qdisc sfq 30: parent 1:30 limit 127p quantum 1514b divisor 1024
perturb 10sec
qdisc red 40: parent 1:40 limit 32000b min 20000b max 40000b ecn
root@n2# tc class show dev eth1
class htb 1:1 root rate 10000Kbit ceil 10000Kbit burst 15Kb cburst 1600b
class htb 1:10 parent 1:1 leaf 10: prio 0 rate 7000Kbit ceil 80000Kbit
burst 15Kb cburst 1600b
class htb 1:20 parent 1:1 leaf 20: prio 0 rate 2000Kbit ceil 4000Kbit
burst 15Kb cburst 1600b
class htb 1:30 parent 1:1 leaf 30: prio 0 rate 200000bit ceil 2000Kbit
burst 15Kb cburst 1600b
class htb 1:40 parent 1:1 leaf 40: prio 0 rate 800000bit ceil 800000bit
burst 1599b cburst 1599b
class red 40:1 parent 40:
Y los ﬁltros aplicados
root@n2#
## CLASE-UNO
tc filter add dev eth1 parent 1: protocol ipv6 prio 1 u32 match
ip6 dst 2001:DB8:4::1/128
match ip6 protocol 6 0xff match ip6 dport 5001 0xffff flowid 1:10
## CLASE-DOS
tc filter add dev eth1 parent 1: protocol ipv6 prio 2 u32
ip6 dst 2001:DB8:4::100/128
match ip6 protocol 58 0xff flowid 1:20
## CLASE-TRES
tc filter add dev eth1 parent 1: protocol ipv6 prio 3 u32 match
ip6 dst 2001:DB8:4::50/128
match ip6 protocol 6 0xff match ip6 dport 5002 0xffff flowid 1:30
## CLASE-DEFAULT
tc filter add dev eth1 parent 1: protocol ipv6 prio 4 u32
match ip6 protocol 17 0xff match ip6 dport 5000 0xffff flowid 1:40
Seguidamente se muestra el estado generado por la conﬁguracio´n.
231
root@n2# tc -s class show dev eth1
class htb 1:1 root rate 10000Kbit ceil 10000Kbit burst 15Kb cburst 1600b
Sent 3114 bytes 35 pkt (dropped 0, overlimits 0 requeues 0)
rate 160bit 0pps backlog 0b 0p requeues 0
lended: 0 borrowed: 0 giants: 0
tokens: 190813 ctokens: 18813
class htb 1:10 parent 1:1 leaf 10: prio 0 rate 7000Kbit ceil 80000Kbit
burst 15Kb cburst 1600b
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
rate 0bit 0pps backlog 0b 0p requeues 0
lended: 0 borrowed: 0 giants: 0
tokens: 274281 ctokens: 2500
class htb 1:20 parent 1:1 leaf 20: prio 0 rate 2000Kbit ceil 4000Kbit
burst 15Kb cburst 1600b
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
rate 0bit 0pps backlog 0b 0p requeues 0
lended: 0 borrowed: 0 giants: 0
tokens: 960000 ctokens: 50000
class htb 1:30 parent 1:1 leaf 30: prio 0 rate 200000bit ceil 2000Kbit
burst 15Kb cburst 1600b
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
rate 0bit 0pps backlog 0b 0p requeues 0
lended: 0 borrowed: 0 giants: 0
tokens: 9600000 ctokens: 100000
class htb 1:40 parent 1:1 leaf 40: prio 0 rate 800000bit ceil 800000bit
burst 1599b cburst 1599b
Sent 3114 bytes 35 pkt (dropped 0, overlimits 0 requeues 0)
rate 160bit 0pps backlog 0b 0p requeues 0
lended: 35 borrowed: 0 giants: 0
tokens: 234984 ctokens: 234984
class red 40:1 parent 40:
Para verla en accio´n se puede probar con el comando iperf(8) generando tra´ﬁco
TCP con las caracter´ısticas que hacen matching con las reglas escritas.
root@n5# iperf -V -c 2001:DB8:4::1 -p 5001
------------------------------------------------------------
Client connecting to 2001:DB8:4::1, TCP port 5001
TCP window size: 20.8 KByte (default)
------------------------------------------------------------
[ 3] local 2001:db8:20::100 port 56390 connected with 2001:db8:4::1
port 5001
[ ID] Interval Transfer Bandwidth
[ 3] 0.0-10.1 sec 11.4 MBytes 9.41 Mbits/sec
root@n2# tc -s class show dev eth1 | grep Sent
Sent 18624700 bytes 12362 pkt (dropped 0, overlimits 0 requeues 0)
Sent 18804460 bytes 12428 pkt (dropped 14,overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 4948 bytes 56 pkt (dropped 0, overlimits 0 requeues 0)
root@n5# iperf -V -c 2001:DB8:4::50 -p 5002
------------------------------------------------------------
Client connecting to 2001:DB8:4::50, TCP port 5002
TCP window size: 20.8 KByte (default)
------------------------------------------------------------
[ 3] local 2001:db8:20::100 port 41415 connected with 2001:db8:4::50
port 5002
[ ID] Interval Transfer Bandwidth
[ 3] 0.0-10.7 sec 2.62 MBytes 2.06 Mbits/sec
root@n2# tc -s class show dev eth1 | grep Sent
232
Sent 28115158 bytes 18665 pkt (dropped 0, overlimits 0 requeues 0)
Sent 25113186 bytes 16597 pkt (dropped 16, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 2994396 bytes 1982 pkt (dropped 31, overlimits 0 requeues 0)
Sent 7576 bytes 86 pkt (dropped 0, overlimits 0 requeues 0)
root@n5# ping6 -f -c 10000 -s 1500 2001:DB8:4::1 &
ping6 -f -c 10000 -s 1500 2001:DB8:4::1
root@n2#
...
class htb 1:40 parent 1:1 leaf 40: prio 0 rate 800000bit
ceil 800000bit burst 1599b cburst 1599b
Sent 6111378 bytes 7829 pkt (dropped 1021, overlimits 0 requeues 0)
rate 555488bit 91pps backlog 0b 54p requeues 0
lended: 7775 borrowed: 0 giants: 0
tokens: -233304 ctokens: -233304
Para probar RED en combinacio´n con ECN (Explicit Congestion Notiﬁcation)
se debe activar en ambos extremos, emisor y receptor, la capacidad de trabajar con
ECN.
root@n4# echo 1 > /proc/sys/net/ipv4/tcp_ecn &&
cat /proc/sys/net/ipv4/tcp_ecn
1
root@n5# echo 1 > /proc/sys/net/ipv4/tcp_ecn &&
cat /proc/sys/net/ipv4/tcp_ecn
1
Siguiendo con los tests, ver la limitacio´n del ancho de banda asignado.
root@n5# iperf -V -c 2001:DB8:4::1 -p 5003
------------------------------------------------------------
Client connecting to 2001:DB8:4::1, TCP port 5003
TCP window size: 20.8 KByte (default)
------------------------------------------------------------
[ 3] local 2001:db8:20::100 port 36662 connected with 2001:db8:4::1
port 5003
[ ID] Interval Transfer Bandwidth
[ 3] 0.0-11.9 sec 1.12 MBytes 796 Kbits/sec
El tra´ﬁco se regula con RED marcando la congestio´n desde la red (los routers)
a los extremos que soportan el me´todo de congestio´n expl´ıcita notiﬁcada por la red.
Los routers la detectan de acuerdo a los ﬂags de ECN en los datagramas IP. En este
caso, la reaccio´n del emisor sera´ como si el segmento se hubiese descartado entrando
en el control de congestio´n TCP, aunque el router no lo descartara´, sino lo usara´ para
notiﬁcar del evento. La regulacio´n con ECN esta´ deﬁnida en el RFC-3168 [RFB01].
En el mismo documento se indican los ﬂags que se utilizan en los segmentos TCP y
en los datagramas IP. Para ambos casos son 2 indicadores que forman parte de los
paquetes marcados sobre “espacios” no utilizados. Los campos del datagrama IP se
ven en el cap´ıtulo que trata el modelo de QoS de DiﬀServ. Para el caso de TCP los
ﬂags son los mostrados en la ﬁgura C.2.
La negociacio´n del control expl´ıcito de la congestio´n por la red soportada por los
extremos de la sesio´n TCP se realiza durante el inicio de la conexio´n, three-way
handshake. De forma esquema´tica se muestra en la ﬁgura C.3 el intercambio de
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Figura C.2: Flags de TCP para indicar congestio´n por parte de la red
mensajes donde se ve como se activan los ﬂags. Una vez negociado a nivel de capa de
transporte, todos los paquetes IP transmitidos durante la sesio´n TCP deben llevar los
indicadores, ﬂags, para que los routers puedan discriminar si deben tratar los datos
con ECN notiﬁcando al receptor, o de forma tradicional, directamente descartando.
El mensaje de SYN (ECN-Setup) para el establecimiento de la conexio´n se muestra
en la ﬁgura C.4 luego en la ﬁgura C.5 se muestra como se marcan los datagramas
IP que llevan datos para indicar que el protocolo de transporte encapsulado sobre IP
soporta ECN de acuerdo al ﬂag ECN-Capable.
En la ﬁgura C.6 se muestra como se marcan los datagramas IP por los routers
con soporte de ECN al detectar la congestio´n real o inminente de acuerdo a RED. De
esta forma avisan al receptor que la misma se esta´ produciendo.
El receptor debe notiﬁcar el evento al emisor y este tiene que tomar medidas
reduciendo la ventana de congestio´n, como si se hubiese producido el descarte. En
la ﬁgura C.7 se muestra el intercambio de ﬂags TCP para indicar congestio´n: ECN-
Echo, desde el receptor al emisor. Despue´s que la misma ha sido tenida en cuenta
por el origen de los datos se anuncia mediante la conﬁrmacio´n con CWR (Congestion
Window Reduced).
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Figura C.3: Negociacio´n de ECN durante la conexio´n TCP
Figura C.4: Mensaje de ECN-Setup de la sesio´n TCP
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Figura C.5: Datagrama IP con el ﬂag de soporte de ECN-Capable
Figura C.6: Datagrama IP con el ﬂag de soporte de ECN-CE
Figura C.7: Intercambio de Flags TCP para indicar congestio´n
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C.7. Ejemplo de Ring Buﬀers
A continuacio´n otro ejemplo relacionado con el manejo de colas. En esta seccio´n
se trata con buﬀers de bajo nivel. Para ilustrar se presentan comandos que permiten
acceder a ver el estado de los ring buﬀers, TX y RX-rings en el caso de las plataformas
cisco y GNU/Linux.
C.7.1. Ejemplo de Ring Buﬀers en Cisco
El ring en las interfaces de los equipos cisco se puede ver con el siguiente comando.
#show controllers Serial 0/0/0
...
Receive Ring
rxr head (0)(0x0F644520), rxr tail (0)(0x0F644520)
rmd(F644520):nbd F644530 cmd_sts 80800000 buf_sz 06000000 buf_ptr F6468E0
rmd(F644530):nbd F644540 cmd_sts 80800000 buf_sz 06000000 buf_ptr F646F40
...
Transmit Ring
txr head (0)(0x0F646040), txr tail (0)(0x0F646040)
tmd(F646040): nbd F646050 cmd_sts 00C30000 byt_cnt ABCDABCD buf_ptr 0
tmd(F646050): nbd F646060 cmd_sts 00C30000 byt_cnt ABCDABCD buf_ptr 0
...
En el caso de GNU/Linux tambie´n se pueden observar el TX-ring y el RX-ring
con el comando ethtool(8).
# ethtool --show-ring eth0
Ring parameters for eth0:
Pre-set maximums:
RX: 4096
RX Mini: 0
RX Jumbo: 0
TX: 4096
Current hardware settings:
RX: 256
RX Mini: 0
RX Jumbo: 0
TX: 256
Se podr´ıan hacer varias pruebas ma´s, pero el texto quedar´ıa demasiado largo. En
el ape´ndice se alcanzaron a mostrar diversos ejemplo que sirven a modo ilustrativo
para poder comprender los sistemas de encolado y el manejo de buﬀers en equipos
reales.
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Ape´ndice D
Ejemplos con DiﬀServ
En este ape´ndice se mostrara´n algunos casos de uso y conﬁguraciones de ejemplo
para brindar QoS usando el modelo DiﬀServ. Los ejemplos se mostrara´n sobre la
plataforma de router cisco y sobre GNU/Linux. Todos los ﬂujos sera´n generados de
acuerdo a la ﬁgura D.1 que es la misma topolog´ıa usada para los ejemplos de encolado.
El router con ID 2001 cumple el rol de router de borde, edge del dominio, tomando la
responsabilidad del marcado y acondicionamiento y los routers 2002 y 2004 cumplen
los roles de routers de core. En ese caso el destino del tra´ﬁco esta´ dentro del dominio
de QoS DS.
D.1. Ejemplo DiﬀServ sobre cisco IPv4
En los nodos de borde, en este caso el router 2001, la conﬁguracio´n es la siguiente.
2001(config)#
access-list 101 permit tcp any host 4.0.0.1 eq telnet
access-list 102 permit icmp any host 4.0.0.100
access-list 103 permit tcp any host 4.0.0.50 eq telnet
class-map match-all CLASS-UNO
match access-group 101
Figura D.1: Topolog´ıa de prueba para ver ejemplos con el modelo DiﬀServ
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class-map match-all CLASS-DOS
match access-group 102
class-map match-all CLASS-TRES
match access-group 103
policy-map POL-DIFFSERV
class CLASS-UNO
police 20000 conform-action set-dscp-transmit ef
exceed-action dro
class CLASS-DOS
police 400000 conform-action set-dscp-transmit af12
exceed-action set-dscp-transmit default
class CLASS-TRES
police 800000 conform-action set-dscp-transmit af22
exceed-action set-dscp-transmit default
class class-default
fair-queue
random-detect
En la misma se muestra la ACL para hacer matching con el tra´ﬁco a marcar. Sirve,
tambie´n, para aplicar el descarte del exceso para el caso del tra´ﬁco ma´s prioritario
o el remarcado como “best-eﬀort” para las dos siguientes clases. Se usa el marcado
de Expedited Forwarding (EF) para el tra´ﬁco de mayor prioridad y dos clases de
Assured Forwarding para las restantes. Finalmente se coloca una WFQ con RED.
Seguidamente se aplica. Se muestra que al estar en un CBWFQ solo se puede colocar
en la interfaz de salida, aunque ser´ıa ma´s natural aplicarlo a la entrada.
2001(config)#interface Serial2/1
2001(config-if)#service-policy input POL-DIFFSERV
CBWFQ : Can be enabled as an output feature only
interface Serial2/0
description ####_2002.S2/0_####
ip address 10.0.0.1 255.255.255.0
ipv6 address 2001:DB8:10::1/64
ipv6 ospf 1 area 0.0.0.0
serial restart-delay 0
service-policy output POL-DIFFSE
end
Luego se presenta la conﬁguracio´n en los nodos de core donde se aplican las pol´ıti-
cas de acuerdo al tra´ﬁco marcado en los bordes. A cada cola se le asegura un ancho
de banda y se coloca el tra´ﬁco marcado con EF como el prioritario.
2002(config)#
class-map match-all CLASS-UNO-DS
match dscp ef
class-map match-all CLASS-DOS-DS
match dscp af12
class-map match-all CLASS-TRES-DS
match dscp af22
policy-map POL-DIFSERV-OUT
class CLASS-UNO-DS
priority percent 20
class CLASS-DOS-DS
bandwidth percent 30
class CLASS-TRES-DS
bandwidth percent 10
class class-default
fair-queue
random-detect
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Tambie´n debe aplicarse en las interfaces.
2002(config)#
interface Serial2/1
description ####_2004.Serial2/1_####
ip address 11.0.0.2 255.255.255.0
load-interval 30
ipv6 address 2001:DB8:11::2/64
ipv6 ospf 1 area 0.0.0.0
serial restart-delay 0
service-policy output POL-DIFSERV-OUT
end
En el siguiente paso se conﬁgura el nodo que generara´ el tra´ﬁco.
root@source:~#
ifconfig tap0 20.0.0.100 netmask 255.255.255.0 up
route add -host 4.0.0.1 gw 20.0.0.3
route add -host 4.0.0.50 gw 20.0.0.3
route add -host 4.0.0.100 gw 20.0.0.3
route add -net 11.0.0.0 netmask 255.255.255.0 gw 20.0.0.3
route add -net 10.0.0.0 netmask 255.255.255.0 gw 20.0.0.3
route add -net 13.0.0.0 netmask 255.255.255.0 gw 20.0.0.3
root@source:~# traceroute -n -I 4.0.0.1
traceroute to 4.0.0.1 (4.0.0.1), 30 hops max, 60 byte packets
1 20.0.0.3 3.171 ms 3.373 ms 3.558 ms
2 13.0.0.1 10.420 ms 10.770 ms 10.869 ms
3 10.0.0.2 17.297 ms 21.783 ms 21.963 ms
4 4.0.0.1 26.298 ms 26.458 ms 32.976 ms
Posteriormente se prueba como se marca el tra´ﬁco de acuerdo a las ACL colocadas
en los nodos de borde.
root@source:~# telnet 4.0.0.1
Trying 4.0.0.1...
Connected to 4.0.0.1.
Escape character is ’^]’.
En la imagen D.2 se ve como el origen genera el paquete IP donde se transporta
el mensaje de telnet que es marcado segu´n RFC-791 con 0x04, lo que signiﬁca que
minimize el delay (MD). Esta captura se produce en el enlace entre los routers 2003
y 2001. En el borde se ve:
2001#show access-lists
Extended IP access list 101
10 permit tcp any host 4.0.0.1 eq telnet (36 matches)
Extended IP access list 102
10 permit icmp any host 4.0.0.100
Extended IP access list 103
10 permit tcp any host 4.0.0.50 eq telnet
2001#show policy-map interface Serial 2/0
Serial2/0
Service-policy output: POL-DIFFSERV
Class-map: CLASS-UNO (match-all)
36 packets, 1684 bytes
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Figura D.2: Mensaje de telnet marcado desde el origen con ToS=MD
5 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 101
police:
cir 20000 bps, bc 1500 bytes
conformed 36 packets, 1684 bytes; actions:
set-dscp-transmit ef
exceeded 0 packets, 0 bytes; actions:
drop
conformed 0 bps, exceed 0 bps
Class-map: CLASS-DOS (match-all)
0 packets, 0 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 102
police:
cir 400000 bps, bc 12500 bytes
conformed 0 packets, 0 bytes; actions:
set-dscp-transmit af12
exceeded 0 packets, 0 bytes; actions:
set-dscp-transmit default
conformed 0 bps, exceed 0 bps
Class-map: CLASS-TRES (match-all)
0 packets, 0 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 103
police:
cir 800000 bps, bc 25000 bytes
conformed 0 packets, 0 bytes; actions:
set-dscp-transmit af22
exceeded 0 packets, 0 bytes; actions:
set-dscp-transmit default
conformed 0 bps, exceed 0 bps
Class-map: class-default (match-any)
317 packets, 24728 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: any
Queueing
Flow Based Fair Queueing
Maximum Number of Hashed Queues 256
(total queued/total drops/no-buffer drops) 0/0/0
exponential weight: 9
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Figura D.3: Mensaje de telnet marcado desde el origen con DSCP=EF
...
En la ﬁgura D.3 se ve como el paquete IP es remarcado en el borde, ignorando la
marca original 0x04 y se coloca la marca de EF (Expedited Forwarding), 0x2E. Esta
captura es tomada entre los routers 2001 y 2002. Se ve en las interfaces de los nodos
de core el matching.
2002#show policy-map interface Serial 2/1
Serial2/1
Service-policy output: POL-DIFSERV-OUT
Class-map: CLASS-UNO-DS (match-all)
36 packets, 1684 bytes
30 second offered rate 0 bps, drop rate 0 bps
Match: dscp ef (46)
Queueing
Strict Priority
Output Queue: Conversation 264
Bandwidth 20 (%)
Bandwidth 308 (kbps) Burst 7700 (Bytes)
(pkts matched/bytes matched) 0/0
(total drops/bytes drops) 0/0
Class-map: CLASS-DOS-DS (match-all)
0 packets, 0 bytes
30 second offered rate 0 bps, drop rate 0 bps
Match: dscp af12 (12)
Queueing
Output Queue: Conversation 265
Bandwidth 30 (%)
Bandwidth 463 (kbps)Max Threshold 64 (packets)
(pkts matched/bytes matched) 0/0
(depth/total drops/no-buffer drops) 0/0/0
Class-map: CLASS-TRES-DS (match-all)
0 packets, 0 bytes
30 second offered rate 0 bps, drop rate 0 bps
Match: dscp af22 (20)
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Figura D.4: Mensaje ICMP original
Queueing
Output Queue: Conversation 266
Bandwidth 10 (%)
Bandwidth 154 (kbps)Max Threshold 64 (packets)
(pkts matched/bytes matched) 0/0
(depth/total drops/no-buffer drops) 0/0/0
Class-map: class-default (match-any)
220 packets, 18156 bytes
30 second offered rate 0 bps, drop rate 0 bps
Match: any
Queueing
Flow Based Fair Queueing
Maximum Number of Hashed Queues 256
(total queued/total drops/no-buffer drops) 0/0/0
exponential weight: 9
...
Prontamente se muestra como generar tra´ﬁco de las otras clases deﬁnidas y re-
marcadas con AF.
root@source:~# ping 4.0.0.100 -c 20
PING 4.0.0.100 (4.0.0.100) 56(84) bytes of data.
64 bytes from 4.0.0.100: icmp_req=1 ttl=252 time=18.1 ms
64 bytes from 4.0.0.100: icmp_req=2 ttl=252 time=19.3 ms
64 bytes from 4.0.0.100: icmp_req=3 ttl=252 time=17.4 ms
64 bytes from 4.0.0.100: icmp_req=4 ttl=252 time=16.7 ms
64 bytes from 4.0.0.100: icmp_req=5 ttl=252 time=18.0 ms
...
--- 4.0.0.100 ping statistics ---
20 packets transmitted, 20 received, 0% packet loss, time 19026ms
rtt min/avg/max/mdev = 14.325/18.141/23.636/2.537 ms
En la ﬁgura D.4 se ve como el paquete IP que lleva ICMP es marcado con “best-
eﬀort” (0x00) por el origen. La captura es tomada entre los routers 2003 y 2001.
En el borde se ve el matching.
2001#show access-lists
Extended IP access list 101
10 permit tcp any host 4.0.0.1 eq telnet (55 matches)
Extended IP access list 102
243
Figura D.5: Mensaje ICMP re-marcado con DSCP=AF12
10 permit icmp any host 4.0.0.100 (20 matches)
Extended IP access list 103
10 permit tcp any host 4.0.0.50 eq telnet
2001#
2001#show policy-map interface Serial 2/0
Serial2/0
Service-policy output: POL-DIFFSERV
...
Class-map: CLASS-DOS (match-all)
20 packets, 1760 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 102
police:
cir 400000 bps, bc 12500 bytes
conformed 20 packets, 1760 bytes; actions:
set-dscp-transmit af12
exceeded 0 packets, 0 bytes; actions:
set-dscp-transmit default
conformed 0 bps, exceed 0 bps
Class-map: CLASS-TRES (match-all)
0 packets, 0 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 103
police:
cir 800000 bps, bc 25000 bytes
conformed 0 packets, 0 bytes; actions:
set-dscp-transmit af22
exceeded 0 packets, 0 bytes; actions:
set-dscp-transmit default
conformed 0 bps, exceed 0 bps
...
En la ﬁgura D.5 se ve como el paquete IP con ICMP que ten´ıa la marca de “best-
eﬀort”, 0x00, es remarcado por AF12 (Assured Forwarding), 0x0C. La captura es
tomada entre los routers 2001 y 2002. En el core se ve el matching de la marca AF12.
2002#show policy-map interface Serial 2/1
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Serial2/1
Service-policy output: POL-DIFSERV-OUT
...
Class-map: CLASS-DOS-DS (match-all)
20 packets, 1760 bytes
30 second offered rate 0 bps, drop rate 0 bps
Match: dscp af12 (12)
Queueing
Output Queue: Conversation 265
Bandwidth 30 (%)
Bandwidth 463 (kbps)Max Threshold 64 (packets)
(pkts matched/bytes matched) 0/0
(depth/total drops/no-buffer drops) 0/0/0
...
Para la otra clase tambie´n se realizan las pruebas y se ve el matching.
root@source:~# telnet 4.0.0.50
Trying 4.0.0.50...
Connected to 4.0.0.50.
2001#show access-lists
Extended IP access list 101
10 permit tcp any host 4.0.0.1 eq telnet (55 matches)
Extended IP access list 102
10 permit icmp any host 4.0.0.100 (313 matches)
Extended IP access list 103
10 permit tcp any host 4.0.0.50 eq telnet (33 matches)
2001#show policy-map interface Serial 2/0
Serial2/0
Service-policy output: POL-DIFFSERV
...
Class-map: CLASS-DOS (match-all)
313 packets, 27544 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 102
police:
cir 400000 bps, bc 12500 bytes
conformed 313 packets, 27544 bytes; actions:
set-dscp-transmit af12
exceeded 0 packets, 0 bytes; actions:
set-dscp-transmit default
conformed 0 bps, exceed 0 bps
...
2002#show policy-map interface Serial 2/1
Serial2/1
Service-policy output: POL-DIFSERV-OUT
...
Class-map: CLASS-DOS-DS (match-all)
313 packets, 27544 bytes
30 second offered rate 0 bps, drop rate 0 bps
Match: dscp af12 (12)
Queueing
Output Queue: Conversation 265
Bandwidth 30 (%)
Bandwidth 463 (kbps)Max Threshold 64 (packets)
(pkts matched/bytes matched) 6/528
(depth/total drops/no-buffer drops) 0/0/0
...
Luego se intenta generar con la herramienta hping3(8) mucho tra´ﬁco para la clase
EF y poder ver que el exceso se descarta.
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root@source:~# hping3 --fast --syn 4.0.0.1
HPING 4.0.0.1 (tap0 4.0.0.1): S set, 40 headers + 0 data bytes
len=40 ip=4.0.0.1 ttl=252 id=30264 sport=0 flags=RA seq=0 win=0 rtt=20.1 ms
...
root@source:~# hping3 --fast --syn 4.0.0.1 -p 23
HPING 4.0.0.1 (tap0 4.0.0.1): S set, 40 headers + 0 data bytes
len=44 ip=4.0.0.1 ttl=252 id=20902 sport=23 flags=SA seq=0 win=4128
rtt=13.7 ms
len=44 ip=4.0.0.1 ttl=252 id=20855 sport=23 flags=SA seq=1 win=4128
rtt=21.1 ms
...
^C
--- 4.0.0.1 hping statistic ---
152 packets transmitted, 151 packets received, 1% packet loss
round-trip min/avg/max = 13.1/18.6/54.9 ms
Se ve en el router que se producen los descartes.
2001#show policy-map interface Serial 2/0
Serial2/0
Service-policy output: POL-DIFFSERV
Class-map: CLASS-UNO (match-all)
359 packets, 15907 bytes
5 minute offered rate 1000 bps, drop rate 0 bps
Match: access-group 101
police:
cir 20000 bps, bc 1500 bytes
conformed 359 packets, 15907 bytes; actions:
set-dscp-transmit ef
exceeded 0 packets, 0 bytes; actions:
drop
conformed 2000 bps, exceed 0 bps
Class-map: CLASS-DOS (match-all)
313 packets, 27544 bytes
5 minute offered rate 0 bps, drop rate 0 bps
Match: access-group 102
police:
cir 400000 bps, bc 12500 bytes
conformed 313 packets, 27544 bytes; actions:
...
Para las clase DOS, si se genera tra´ﬁco en exceso en lugar de descartarlo se conﬁ-
guro´ para que se lo remarque como “best-eﬀort”. Con la herramienta ping se marcan
con el valor 0x10 para ver que luego el exceso se remarca a 0x00.
2001(config)#interface Serial 2/0
2001(config-if)#load-interval 30
root@source:~# ping -i 0.0000001 -Q 0x10 -s 1400 &
ping -i 0.0000001 -Q 0x10 -s 1400 &
ping -i 0.0000001 -Q 0x10 -s 1400 &
...
721 packets transmitted, 718 received, 0% packet loss, time 10715ms
rtt min/avg/max/mdev = 14.112/24.643/233.745/28.306 ms, pipe 20,
ipg/ewma 14.883/24.296 ms
2001#show policy-map interface Serial 2/0
Serial2/0
Service-policy output: POL-DIFFSERV
Class-map: CLASS-UNO (match-all)
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...
Class-map: CLASS-DOS (match-all)
8100 packets, 11178528 bytes
30 second offered rate 266000 bps, drop rate 0 bps
Match: access-group 102
police:
cir 400000 bps, bc 12500 bytes
conformed 2804 packets, 3594656 bytes; actions:
set-dscp-transmit af12
exceeded 5296 packets, 7583872 bytes; actions:
set-dscp-transmit default
conformed 52000 bps, exceed 213000 bps
Class-map: CLASS-TRES (match-all)
...
D.2. Ejemplo DiﬀServ sobre GNU/Linux IPv4
En esta seccio´n se presentan ejemplos sobre la plataforma GNU/Linux usando la
misma herramienta vista con los ejemplos de colas, TC. En los ejemplos del anexo
sobre te´cnicas de encolado se mostro´ que para la herramienta de TC de GNU/Linux
se asocia un para´metro llamado priomap (Priority Map). Este para´metro esta´ directa-
mente asociado a los valores de los bits de ToS que llevan los paquetes IP. El priomap
es una secuencia de 16 nu´meros a partir de los cuales se deriva a que cola van a parar
los paquetes sin necesidad de deﬁnir un ﬁltro extra. Funciona a modo de ﬁltro de
acuerdo a la marca de ToS. Su deﬁnicio´n se presta a menudo a confusio´n. Se tiende a
pensar que el orden de los valores nume´ricos esta´ asociado al orden de los valores de
ToS. Si se piensa de esta manera se puede derivar de forma incorrecta la asociacio´n.
Para la salida default.
# tc qdisc show
qdisc pfifo_fast 0: dev eth0 root refcnt 2 bands 3
priomap 1 2 2 2 1 2 0 0 1 1 1 1 1 1 1 1
Se podr´ıa pensar en asociar: ToS 0x00 al la cola en la posicio´n 1, ToS 0x02 con la
cola en la pos. 2, y as´ı hasta llegar al ToS 0x1E en la pos. 16. Por ejemplo, para el
priomap default se creer´ıa que se asocia de la siguiente manera.
Orden: 01 02 03 04 05 06 07 08 09 10 16
valores de ToS: 00 02 04 06 05 06 08 0A 10 12 ... 1E
salida del comando: 1, 2, 2, 2, 1, 2, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1
Los datagramas con la marca 0x00 van a la cola 1(Med), con 0x02 van a la cola
2(Low), los con 0x08 van a la cola 0(High).
Pero NO es as´ı. Esta es una interpretacio´n incorrecta. Lo que indica la salida del
comando, como priomap no es el orden de las marca de ToS sino el orden de la
prioridad Linux en orden creciente. Entonces la interpretacio´n deber´ıa ser: los que
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tienen prioridad 0 van a la cola 1, los de prioridad 1,2,3 van a la cola 2, los de
prioridad 4 van a la cola 1, los de prioridad 5 a la cola 2, los de prioridad 6 y 7 a la
0, etc. Pero como por default no se usan todas las prioridades quedan asignaciones
de prioridad a cola que no se utilizan. Por ejemplo, la prioridad 3 o la prioridad 5 no
se usan. Por default solo se usan 5 prioridades: 0,1,2,4,6, las indicadas en el columna
Linux Priority de la tabla D.1, donde tambie´n esta´ la asociacio´n de la prioridad con
el ToS.
Valor ToS Servicio Linux Priority Band/Cola
0x00 Normal Service 0 Best Eﬀort 1
0x02 Minimize Monetary Cost 1 Filler 2
0x04 Maximize Reliability 0 Best Eﬀort 1
0x06 mmc+mr 0 Best Eﬀort 1
0x08 Maximize Throughput 2 Bulk 2
0x0a mmc+mt 2 Bulk 2
0x0c mr+mt 2 Bulk 2
0x0e mmc+mr+mt 2 Bulk 2
0x10 Minimize Delay 6 Interactive 0
0x12 mmc+md 6 Interactive 0
0x14 mr+md 6 Interactive 0
0x16 mmc+mr+md 6 Interactive 0
0x18 mt+md 4 Int. Bulk 1
0x1a mmc+mt+md 4 Int. Bulk 1
0x1c mr+mt+md 4 Int. Bulk 1
0x1e mmc+mr+mt+md 4 Int. Bulk 1
Cuadro D.1: Valores del Prioridades dentro de Linux de acuerdo al ToS
El Priomap se debe interpretar entonces como el siguiente texto:
Prioridad: 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15
salida del comando: 1, 2, 2, 2, 1, 2, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1
+ + + + +
Prioridades Usadas: 0 1 2 4 6
Dando entonces prioridad 0 (Best Eﬀort) van a la cola 1, los de 1,2 (Filler, Bulk)
a la cola 2, los de prioridad 4 (Interactive Bulk) a la cola 1 y los de prioridad 6
(Interactive) van a la cola ma´s prioritaria, la 0. Esto es lo que dice la documentacio´n
de GNU/Linux para el TC: 1, 2, 1, 1, 2, 2, 2, 2, 0, 0, 0, 0, 1, 1, 1, 1. Algunas referencias
se pueden encontrar en las siguientes URLs:
http://linux.derkeiler.com/Newsgroups/comp.os.linux.networking/2004-06/
0278.html
http://osdir.com/ml/linux.network.routing/2002-04/msg00031.html
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Los ejemplos a continuacio´n se muestran usando el comando iptables(8) que se
puede utilizar para marcar el tra´ﬁco cuando sale del origen. En el caso del texto se
utilizara´ ma´s adelante pero en lugar de marcar en el origen se marcara´ en el borde
del dominio DS.
## 0x10/0x3f telnet
iptables -t mangle -A OUTPUT -p tcp --dport 23 -j TOS
--set-tos Minimize-Delay
iptables -t mangle -A OUTPUT -p tcp --dport 23 -j TOS
--set-tos 0x10/0x3f
## 0x08/0x3f iperf
iptables -t mangle -A OUTPUT -p tcp --dport 5001 -j TOS
--set-tos Maximize-Throughput
## 0x04/0x3f
iptables -t mangle -A OUTPUT -p tcp --dport 5002 -j TOS
--set-tos Maximize-Reliability
## 0x02/0x3f NNTP
iptables -t mangle -A OUTPUT -p tcp --dport 119 -j TOS
--set-tos Minimize-Cost
## 0x00/0x3f ICMP
iptables -t mangle -A OUTPUT -p icmp -j TOS
--set-tos Normal-Service
Para ver en funcionamiento el clasiﬁcador basado en el priomap se debe cambiar
la qdisc default pfifo fast por una prio, simplemente para poder ver el matching
del tra´ﬁco en las diferentes colas. En realidad, el sistema pfifo fast ofrece similar
funcionalidad que un prio, pero no permite ver las sub-colas o clases. A continuacio´n
se puede ver que con FIFO no se ven las clases, sub-colas o bandas.
root@n2# tc qdisc show
qdisc pfifo_fast 0: dev eth0 root refcnt 2 bands 3
priomap 1 2 2 2 1 2 0 0 1 1 1 1 1 1 1 1
qdisc pfifo_fast 0: dev eth1 root refcnt 2 bands 3
priomap 1 2 2 2 1 2 0 0 1 1 1 1 1 1 1 1
root@n2# tc -s class show dev eth1
Agregar la qdisc prio e inspeccionar.
root@n2# tc qdisc add dev eth1 root handle 1: prio bands 3
root@n2# tc qdisc show
qdisc pfifo_fast 0: dev eth0 root refcnt 2 bands 3
priomap 1 2 2 2 1 2 0 0 1 1 1 1 1 1 1 1
qdisc prio 1: dev eth1 root refcnt 2 bands 3
priomap 1 2 2 2 1 2 0 0 1 1 1 1 1 1 1 1
root@n2# tc class show dev eth1
class prio 1:1 parent 1:
class prio 1:2 parent 1:
class prio 1:3 parent 1:
Best-eﬀort va a parar a la cola 1 (uno).
root@n2# tc -s class show dev eth1
class prio 1:1 parent 1:
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:2 parent 1:
Sent 528 bytes 6 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:3 parent 1:
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
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Agregar el marcado en el router 2001 o nodo n1, en el ejemplo con GNU/Linux.
En este caso, en lugar de usar OUTPUT, se usa FORWARD ya que se marca cuando llega
al borde del dominio de QoS y no en el origen.
root@n1#
iptables -t mangle -A FORWARD -p tcp --dport 23 -j TOS
--set-tos Minimize-Delay
iptables -t mangle -A FORWARD -p tcp --dport 5001 -j TOS
--set-tos Maximize-Throughput
root@n1# iptables -L -n -v -t mangle | grep -A4 FORWARD
Chain FORWARD (policy ACCEPT 0 packets, 0 bytes)
pkts bytes target prot opt in out source
destination
0 0 TOS tcp -- * * 0.0.0.0/0
0.0.0.0/0 tcp dpt:23 TOS set 0x10/0x3f
0 0 TOS tcp -- * * 0.0.0.0/0
0.0.0.0/0 tcp dpt:5001 TOS set 0x08/0x3f
Siguiendo con el ejemplo se genera el tra´ﬁco desde el origen.
root@n5# nc 4.0.0.1 23
HOLA
QUE TAL
^C
Ver el matching en el dominio de QoS DS.
root@n1# iptables -L -n -v -t mangle | grep -A4 FORWARD
Chain FORWARD (policy ACCEPT 10 packets, 549 bytes)
pkts bytes target prot opt in out source
destination
6 325 TOS tcp -- * * 0.0.0.0/0
0.0.0.0/0 tcp dpt:23 TOS set 0x10/0x3f
0 0 TOS tcp -- * * 0.0.0.0/0
0.0.0.0/0 tcp dpt:5001 TOS set 0x08/0x3f
root@n2# tc -s class show dev eth1
class prio 1:1 parent 1:
Sent 409 bytes 6 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:2 parent 1:
Sent 2670 bytes 31 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:3 parent 1:
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
Generar el tra´ﬁco para la clase 2 (dos).
root@n5# iperf -c 4.0.0.1
------------------------------------------------------------
Client connecting to 4.0.0.1, TCP port 5001
TCP window size: 21.0 KByte (default)
------------------------------------------------------------
[ 3] local 20.0.0.100 port 42075 connected with 4.0.0.1 port 5001
^C[ ID] Interval Transfer Bandwidth
[ 3] 0.0- 0.7 sec 7.00 MBytes 88.4 Mbits/sec
Ver el matching del tra´ﬁco.
root@n1# iptables -L -n -v -t mangle | grep -A4 FORWARD
Chain FORWARD (policy ACCEPT 7865 packets, 7781K bytes)
pkts bytes target prot opt in out source
destination
6 325 TOS tcp -- * * 0.0.0.0/0
0.0.0.0/0 tcp dpt:23 TOS set 0x10/0x3f
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5094 7614K TOS tcp -- * * 0.0.0.0/0
0.0.0.0/0 tcp dpt:5001 TOS set 0x08/0x3f
root@n2# tc -s class show dev eth1
class prio 1:1 parent 1:
Sent 409 bytes 6 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:2 parent 1:
Sent 3944 bytes 46 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:3 parent 1:
Sent 7684956 bytes 5094 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
D.3. Ejemplo DiﬀServ con ToS sobre GNU/Linux
IPv6
Para IPv6 con la herramienta TC, los ﬁlters no funcionan de forma automa´tica
de acuerdo a las marcas ToS y el priomap. Para que funcione hay que hacerlo de
forma manual. Segu´n la documentacio´n pareciera que deber´ıan ir a dar a bandas se-
paradas, el tra´ﬁco con diferente ToS, pero no funciona as´ı. El problema parece ser
que el modelo no se aplica a IPv6 en GNU/Linux. Segu´n la documentacio´n encontra-
mos: How come that IPv6 tc ﬁlters do not work? pudie´ndose consultar en la
URL http://lartc.org/lartc.html#AEN1446. Traduciendo al espan˜ol: “...La base
de datos de pol´ıticas de ruteo, Routing Policy Database (RPDB), en IPv6 reemplaza
la estructura de direcciones y ruteo del Kernel lo que da varias nuevas funcionali-
dades. Desafortunadamente la estructura para IPv6 en Linux es implementada fuera
del kernel, por lo que la RPDB no participa en la mayor parte del manejo de los
paquetes IPv6, por eso el funcionamiento es distinto...” En conclusio´n los priomap
NO funcionan de forma adecuada en GNU/Linux para IPv6. Para verlo, si conﬁgura
para marca tra´ﬁco con ToS en el borde.
root@n1#
ip6tables -t mangle -A FORWARD -p tcp --dport 23 -j TOS
--set-tos Minimize-Delay
ip6tables -t mangle -A FORWARD -p tcp --dport 5001 -j TOS
--set-tos Maximize-Throughput
root@n1# ip6tables -L -n -v -t mangle | grep -A4 FORWARD
Chain FORWARD (policy ACCEPT 0 packets, 0 bytes)
pkts bytes target prot opt in out source
destination
0 0 TOS tcp * * ::/0
::/0 tcp dpt:23 TOS set 0x10/0x3f
0 0 TOS tcp * * ::/0
::/0 tcp dpt:5001 TOS set 0x08/0x3f
Los contadores originales son lo mostrados.
root@n2# tc -s class show dev eth1
class prio 1:1 parent 1:
Sent 528 bytes 6 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:2 parent 1:
Sent 17398 bytes 199 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:3 parent 1:
Sent 7684956 bytes 5094 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
Luego se genera el tra´ﬁco.
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root@n5# nc -6 2001:db8:4::1 23
# ip6tables -L -n -v -t mangle | grep -A4 FORWARD
Chain FORWARD (policy ACCEPT 14 packets, 1040 bytes)
pkts bytes target prot opt in out source
destination
8 600 TOS tcp * * ::/0
::/0 tcp dpt:23 TOS set 0x10/0x3f
0 0 TOS tcp * * ::/0
::/0 tcp dpt:5001 TOS set 0x08/0x3f
root@n5# telnet 2001:db8:4::1 5001
Trying 2001:db8:4::1...
root@n1# ip6tables -L -n -v -t mangle | grep -A4 FORWARD
Chain FORWARD (policy ACCEPT 26 packets, 1880 bytes)
pkts bytes target prot opt in out source
destination
8 600 TOS tcp * * ::/0
::/0 tcp dpt:23 TOS set 0x10/0x3f
6 480 TOS tcp * * ::/0
::/0 tcp dpt:5001 TOS set 0x08/0x3f
Se ve que no cambia la banda sobre la que se coloca el tra´ﬁco. Quedan con los
valores originales.
root@n2# tc -s class show dev eth1
class prio 1:1 parent 1:
Sent 528 bytes 6 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:2 parent 1:
Sent 17398 bytes 199 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:3 parent 1:
Sent 7684956 bytes 5094 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
Se encontro´ que bajo algunas aplicaciones, con marcado desde origen, por ejemplo,
telnet parece funcionar, pero no es para todos los casos. Para que funcione con las
marcas de ip6tables se deben coloca ﬁltros expl´ıcitos en lugar de usar el priomap.
En este caso no se esta´ considerando que se puede marcar tra´ﬁco con ECN. Sino se
deber´ıa cambiar la ma´scara por 0xFC.
tc filter add dev eth1 parent 1: protocol ipv6 prio 1 u32 match
ip6 priority 0x10 0xff flowid 1:1
tc filter add dev eth1 parent 1: protocol ipv6 prio 2 u32 match
ip6 priority 0x00 0xff flowid 1:2
tc filter add dev eth1 parent 1: protocol ipv6 prio 3 u32 match
ip6 priority 0x08 0xff flowid 1:3
Luego volver a generar tra´ﬁco y ver el matching.
root@n5# nc -6 2001:db8:4::1 23
HOLA
222
^C
root@n1# ip6tables -L -n -v -t mangle | grep -A4 FORWARD
Chain FORWARD (policy ACCEPT 114 packets, 8085 bytes)
pkts bytes target prot opt in out source
destination
25 1929 TOS tcp * * ::/0
::/0 tcp dpt:23 TOS set 0x10/0x3f
13 1040 TOS tcp * * ::/0
::/0 tcp dpt:5001 TOS set 0x08/0x3f
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Ahora los contadores s´ı se incrementan.
root@n2# tc -s class show dev eth1
class prio 1:1 parent 1:
Sent 4514 bytes 50 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:2 parent 1:
Sent 31700 bytes 362 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:3 parent 1:
Sent 7684956 bytes 5094 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
Ver generar tra´ﬁco para la otra clase.
root@n5# nc -6 2001:db8:4::1 5001
SSSS
SSS
^C
Tambie´n se incrementan los contadores.
root@n1# ip6tables -L -n -v -t mangle | grep -A4 FORWARD
Chain FORWARD (policy ACCEPT 124 packets, 8830 bytes)
pkts bytes target prot opt in out source
destination
25 1929 TOS tcp * * ::/0
::/0 tcp dpt:23 TOS set 0x10/0x3f
19 1489 TOS tcp * * ::/0
::/0 tcp dpt:5001 TOS set 0x08/0x3f
root@n2# tc -s class show dev eth1
class prio 1:1 parent 1:
Sent 4514 bytes 50 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:2 parent 1:
Sent 32490 bytes 371 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
class prio 1:3 parent 1:
Sent 7685489 bytes 5100 pkt (dropped 0, overlimits 0 requeues 0)
backlog 0b 0p requeues 0
D.4. Ejemplo DiﬀServ con DSCP sobre GNU/Li-
nux IPv6
El ejemplo a continuacio´n en lugar de usar la codiﬁcacio´n de ToS se realiza con el
DSCP. Se replica el mismo ejemplo que se realizo´ sobre la plataforma cisco, pero en
este caso con IPv6. La pol´ıtica a implementar en los nodos de borde es la siguiente.
policy-map POL-DIFFSERV
class CLASS-UNO
police 20000 conform-action set-dscp-transmit ef
exceed-action drop
class CLASS-DOS
police 400000 conform-action set-dscp-transmit af12
exceed-action set-dscp-transmit default
class CLASS-TRES
police 800000 conform-action set-dscp-transmit af22
exceed-action set-dscp-transmit default
class class-default
fair-queue
Los valores a marcar para cada tipo de tra´ﬁco son los siguientes.
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ef = 0x2e TOS=0xb8 DSCP 46/0x2e MASK=0xfc
af12 = 0x0c TOS=0x30 DSCP 12/0x0c MASK=0xfc
af22 = 0x14 TOS=0x50 DSCP 20/0x14 MASK=0xfc
Para el marcado se puede utilizar la misma herramienta, ip6tables.
root@n1#
ip6tables -A FORWARD -t mangle -p tcp --dport 23 -d 2001:DB8:4::1/128
-j DSCP --set-dscp 0x2e
ip6tables -A FORWARD -t mangle -p ipv6-icmp -d 2001:DB8:4::100/128
-j DSCP --set-dscp 0x0c
ip6tables -A FORWARD -t mangle -p tcp --dport 23 -d 2001:DB8:4::50/128
-j DSCP --set-dscp 0x14
Para el policing se debe tener en cuenta que en los tests se coloca la cola default
con ID 4000 y no con 40 como deber´ıa ser. De esta forma no se hacen los matching
para el tra´ﬁco distinto del especiﬁcado expl´ıcitamente. Las reglas ser´ıan las siguientes.
root@n1#
tc qdisc add dev eth1 root handle 1: htb default 4000
tc class add dev eth1 parent 1: classid 1:1 htb rate 10mbit
tc class add dev eth1 parent 1:1 classid 1:10 htb rate 20000bit
ceil 20000bit burst 10k prio 1
tc class add dev eth1 parent 1:1 classid 1:20 htb rate 400000bit
ceil 10mbit burst 10k prio 2
tc class add dev eth1 parent 1:1 classid 1:30 htb rate 800000kbit
ceil 10mbit burst 10k prio 2
tc class add dev eth1 parent 1:1 classid 1:40 htb rate 10mbit
ceil 10mbit burst 10k prio 3
Para calcular los para´metros para RED.
root@n1# bc
bw=10000
dl=200
avpkt=1500
min=bw*dl/8
max=min*2
limit=4*max
burst=(min*2+max)/(3*avpkt)
min
250000
max
500000
limit
2000000
avpkt
1500
burst
222
quit
root@n1#
tc qdisc add dev eth1 parent 1:40 handle 4000: red limit 2000000
min 250000 max 500000 avpkt 1500 burst 222 bandwidth 10mbit ecn
Ver el estado.
root@n1# tc class show dev eth1
class htb 1:1 root rate 10000Kbit ceil 10000Kbit
burst 1600b cburst 1600b
class htb 1:10 parent 1:1 prio 1 rate 20000bit ceil 20000bit
burst 10Kb cburst 1600b
class htb 1:20 parent 1:1 prio 2 rate 400000bit ceil 10000Kbit
burst 10Kb cburst 1600b
class htb 1:30 parent 1:1 prio 2 rate 800000Kbit ceil 10000Kbit
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burst 10100b cburst 1600b
class htb 1:40 parent 1:1 leaf 4000: prio 3 rate 10000Kbit ceil 10000Kbit
burst 10Kb cburst 1600b
class red 4000:1 parent 4000:
root@n1# tc qdisc show dev eth1
qdisc htb 1: root refcnt 2 r2q 10 default 40 direct_packets_stat 832
qdisc red 4000: parent 1:40 limit 2000000b min 250000b max 500000b ecn
Luego se debe indicar las acciones del overlimit o el exceso. Estas pueden ser.
continue: causa que no se aplique nada, pero puede seguir probando con otras reglas
que esta´n por debajo.
drop: se descarta el tra´ﬁco en exceso.
Pass/OK: pasa el tra´ﬁco sin seguir probando con otras reglas.
reclassify: se re-escribe, re-clasiﬁca como “best-eﬀort”. Es la accio´n default.
Entonces la conﬁguracio´n en el borde ser´ıa algo como lo siguiente.
## CLASE-UNO
tc filter add dev eth1 parent 1: protocol ipv6 prio 1 u32 match
ip6 dst 2001:DB8:4::1/128
match ip6 protocol 6 0xff match ip6 dport 23 0xffff flowid 1:10
police rate 20000bps burst 10240 action drop
## CLASE-DOS
tc filter add dev eth1 parent 1: protocol ipv6 prio 2 u32
ip6 dst 2001:DB8:4::100/128
match ip6 protocol 58 0xff flowid 1:20
police rate 400000bps burst 10240 action reclassify
## CLASE-TRES
tc filter add dev eth1 parent 1: protocol ipv6 prio 3 u32 match
ip6 dst 2001:DB8:4::50/128
match ip6 protocol 6 0xff match ip6 dport 23 0xffff flowid 1:30
police rate 800000bps burst 10240 action reclassify
Luego restar´ıa implementar la pol´ıtica en los nodos de core.
policy-map POL-DIFSERV-OUT
class CLASS-UNO-DS
priority percent 20
class CLASS-DOS-DS
bandwidth percent 30
class CLASS-TRES-DS
bandwidth percent 10
class class-default
fair-queue
random-detect
Para el policing, tener en cuenta que para no usar la default se coloca el valor
4000 en lugar del 40. En la sintaxis de GNU/Linux podr´ıa ser.
root@n2#
tc qdisc add dev eth1 root handle 1: htb default 4000
tc class add dev eth1 parent 1: classid 1:1 htb rate 10mbit
tc class add dev eth1 parent 1:1 classid 1:10 htb rate 2mbit
ceil 2mbit burst 10k prio 1
tc class add dev eth1 parent 1:1 classid 1:20 htb rate 3mbit
ceil 10mbit burst 10k prio 2
tc class add dev eth1 parent 1:1 classid 1:30 htb rate 1mbit
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ceil 10mbit burst 10k prio 2
tc class add dev eth1 parent 1:1 classid 1:40 htb rate 10mbit
ceil 10mbit burst 10k prio 3
tc qdisc add dev eth1 parent 1:40 handle 4000: red limit 2000000 min 250000
max 500000 avpkt 1500 burst 222 bandwidth 10mbit ecn
Y el ﬁltrado de acuerdo a las marcas, en GNU/Linux se hace con el valor del ToS
dado a partir de los DSCP: ef=0x2e/0xfc, af12=0x0c/0xfc y af22=0x14/0xfc, dando
entonces los valores por byte completo: ef=0xb8/0xfc, af12=0x30/0xfc y af22=0x50/0xfc.
La conﬁguracio´n ser´ıa la siguiente.
## CLASE-UNO
tc filter add dev eth1 parent 1: protocol ipv6 prio 1 u32 match ip6
priority 0xb8 0xfc flowid 1:10
## CLASE-DOS
tc filter add dev eth1 parent 1: protocol ipv6 prio 2 u32 match ip6
priority 0x30 0xfc flowid 1:20
## CLASE-TRES
tc filter add dev eth1 parent 1: protocol ipv6 prio 3 u32 match ip6
priority 0x50 0xfc flowid 1:30
root@n2# tc class show dev eth1
class htb 1:1 root rate 10000Kbit ceil 10000Kbit burst 1600b cburst 1600b
class htb 1:10 parent 1:1 prio 1 rate 2000Kbit ceil 2000Kbit
burst 10Kb cburst 1600b
class htb 1:20 parent 1:1 prio 2 rate 3000Kbit ceil 10000Kbit
burst 10Kb cburst 1600b
class htb 1:30 parent 1:1 prio 2 rate 1000Kbit ceil 10000Kbit
burst 10Kb cburst 1600b
class htb 1:40 parent 1:1 leaf 4000: prio 3 rate 10000Kbit ceil 10000Kbit
burst 10Kb cburst 1600b
class red 4000:1 parent 4000:
root@n2# tc qdisc show dev eth1
qdisc htb 1: root refcnt 2 r2q 10 default 40 direct_packets_stat 479
qdisc red 4000: parent 1:40 limit 2000000b min 250000b max 500000b ecn
Luego se pueden realizar las pruebas y ver como se encola en las diferentes bandas.
Antes de realizar las pruebas se ve que los contadores esta´n en cero y, debido a que
la default se envio´ a la 4000, no se ven ni los paquetes de control, ruteo.
root@n1# ip6tables -L -t mangle -v | grep DSCP
0 0 DSCP tcp any any anywhere
2001:db8:4::1/128 tcp dpt:telnet DSCP set 0x2e
0 0 DSCP ipv6-icmp any any anywhere
2001:db8:4::100/128 DSCP set 0x0c
0 0 DSCP tcp any any anywhere
2001:db8:4::50/128 tcp dpt:telnet DSCP set 0x14
root@n1# tc -s class show dev eth1 | grep Sent
Sent 1936 bytes 22 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 1936 bytes 22 pkt (dropped 0, overlimits 0 requeues 0)
Luego generar los ﬂujos. Por ejemplo, para la primera clase.
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root@n5# telnet 2001:db8:4::1
Trying 2001:db8:4::1...
root@n1# ip6tables -L -t mangle -v | grep DSCP
4 320 DSCP tcp any any anywhere
2001:db8:4::1/128 tcp dpt:telnet DSCP set 0x2e
0 0 DSCP ipv6-icmp any any anywhere
2001:db8:4::100/128 DSCP set 0x0c
0 0 DSCP tcp any any anywhere
2001:db8:4::50/128 tcp dpt:telnet DSCP set 0x14
root@n2# tc -s class show dev eth1 | grep Sent
Sent 376 bytes 4 pkt (dropped 0, overlimits 0 requeues 0)
Sent 376 bytes 4 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Para la segunda clase.
root@n5# ping6 2001:db8:4::100 -c 10
PING 2001:db8:4::100(2001:db8:4::100) 56 data bytes
64 bytes from 2001:db8:4::100: icmp_seq=1 ttl=61 time=1.24 ms
64 bytes from 2001:db8:4::100: icmp_seq=2 ttl=61 time=0.568 ms
64 bytes from 2001:db8:4::100: icmp_seq=3 ttl=61 time=0.842 ms
64 bytes from 2001:db8:4::100: icmp_seq=4 ttl=61 time=0.602 ms
64 bytes from 2001:db8:4::100: icmp_seq=5 ttl=61 time=0.551 ms
64 bytes from 2001:db8:4::100: icmp_seq=6 ttl=61 time=0.567 ms
64 bytes from 2001:db8:4::100: icmp_seq=7 ttl=61 time=0.623 ms
64 bytes from 2001:db8:4::100: icmp_seq=8 ttl=61 time=0.600 ms
64 bytes from 2001:db8:4::100: icmp_seq=9 ttl=61 time=0.661 ms
64 bytes from 2001:db8:4::100: icmp_seq=10 ttl=61 time=0.587 ms
--- 2001:db8:4::100 ping statistics ---
10 packets transmitted, 10 received, 0% packet loss, time 9000ms
rtt min/avg/max/mdev = 0.551/0.684/1.240/0.201 ms
root@n1# ip6tables -L -t mangle -v | grep DSCP
4 320 DSCP tcp any any anywhere
2001:db8:4::1/128 tcp dpt:telnet DSCP set 0x2e
10 1040 DSCP ipv6-icmp any any anywhere
2001:db8:4::100/128 DSCP set 0x0c
0 0 DSCP tcp any any anywhere
2001:db8:4::50/128 tcp dpt:telnet DSCP set 0x14
root@n2 tc -s class show dev eth1 | grep Sent
Sent 1556 bytes 14 pkt (dropped 0, overlimits 0 requeues 0)
Sent 376 bytes 4 pkt (dropped 0, overlimits 0 requeues 0)
Sent 1180 bytes 10 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Para la tercera.
root@n5# telnet 2001:db8:4::50
Trying 2001:db8:4::50...
root@n1# ip6tables -L -t mangle -v | grep DSCP
4 320 DSCP tcp any any anywhere
2001:db8:4::1/128 tcp dpt:telnet DSCP set 0x2e
10 1040 DSCP ipv6-icmp any any anywhere
2001:db8:4::100/128 DSCP set 0x0c
4 320 DSCP tcp any any anywhere
2001:db8:4::50/128 tcp dpt:telnet DSCP set 0x14
root@n2# tc -s class show dev eth1 | grep Sent
Sent 1932 bytes 18 pkt (dropped 0, overlimits 0 requeues 0)
Sent 376 bytes 4 pkt (dropped 0, overlimits 0 requeues 0)
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Sent 1180 bytes 10 pkt (dropped 0, overlimits 0 requeues 0)
Sent 376 bytes 4 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Y en el equipo de borde se ven todos los matching.
root@n1:/tmp/pycore.46183/n1.conf# tc -s class show dev eth1 | grep Sent
Sent 1932 bytes 18 pkt (dropped 0, overlimits 0 requeues 0)
Sent 376 bytes 4 pkt (dropped 0, overlimits 0 requeues 0)
Sent 1180 bytes 10 pkt (dropped 0, overlimits 0 requeues 0)
Sent 376 bytes 4 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Para ver los matching en la default, re-cargar todas las reglas, pero cambiando
solo en la primera del 4000 por el 40.
root@n1#
tc qdisc del dev eth1 root handle 1: htb default 4000
tc qdisc add dev eth1 root handle 1: htb default 40
...
root@n2#
tc qdisc del dev eth1 root handle 1: htb default 4000
tc qdisc add dev eth1 root handle 1: htb default 40
...
Ahora se puede ver el matching de la default.
root@n2# tc -s class show dev eth1 | grep Sent
Sent 23892 bytes 258 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 1534 bytes 13 pkt (dropped 0, overlimits 0 requeues 0)
Sent 0 bytes 0 pkt (dropped 0, overlimits 0 requeues 0)
Sent 22358 bytes 245 pkt (dropped 0, overlimits 0 requeues 0)
Con este se ﬁnalizan los ejemplos de los ape´ndices.
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