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A Computação em Nuvem (”Cloud Computing”) é um paradigma relativamente novo que visa
cumprir o sonho de fornecer a computação como um serviço. O mesmo surgiu para possibilitar o
fornecimento de recursos de computação (servidores, armazenamento e redes) como um serviço
de acordo com as necessidades dos utilizadores, tornando-os acessíveis através de protocolos de
Internet comuns. Através das ofertas de ”cloud”, os utilizadores apenas pagam pela quantidade
de recursos que precisam e pelo tempo que os usam. A virtualização é a tecnologia chave
das ”clouds”, atuando sobre imagens de máquinas virtuais de forma a gerar máquinas virtuais
totalmente funcionais. Sendo assim, as imagens de máquinas virtuais desempenham um papel
fundamental no ”Cloud Computing” e a sua gestão eficiente torna-se um requisito que deve ser
cuidadosamente analisado. Para fazer face a tal necessidade, a maioria das ofertas de ”cloud”
fornece o seu próprio repositório de imagens, onde as mesmas são armazenadas e de onde
são copiadas a fim de criar novas máquinas virtuais. Contudo, com o crescimento do ”Cloud
Computing” surgiram novos problemas na gestão de grandes conjuntos de imagens.
Os repositórios existentes não são capazes de gerir, armazenar e catalogar images demáquinas
virtuais de forma eficiente a partir de outras ”clouds”, mantendo um único repositório e serviço
centralizado. Esta necessidade torna-se especialmente importante quando se considera a gestão
de múltiplas ”clouds” heterogéneas. Na verdade, apesar da promoção extrema do ”Cloud Com-
puting”, ainda existem barreiras à sua adoção generalizada. Entre elas, a interoperabilidade
entre ”clouds” é um dos constrangimentos mais notáveis. As limitações de interoperabilidade
surgem do fato de as ofertas de ”cloud” atuais possuírem interfaces proprietárias, e de os seus
serviços estarem vinculados às suas próprias necessidades. Os utilizadores enfrentam assim
problemas de compatibilidade e integração difíceis de gerir, ao lidar com ”clouds” de diferen-
tes fornecedores. A gestão e disponibilização de imagens de máquinas virtuais entre diferentes
”clouds” é um exemplo de tais restrições de interoperabilidade.
Esta dissertação apresenta o VISOR, o qual é um repositório e serviço de gestão de ima-
gens de máquinas virtuais genérico. O nosso trabalho em torno do VISOR visa proporcionar um
serviço que não foi concebido para lidar com uma ”cloud” específica, mas sim para superar as
limitações de interoperabilidade entre ”clouds”. Com o VISOR, a gestão da interoperabilidade
entre ”clouds” é abstraída dos detalhes subjacentes. Desta forma pretende-se proporcionar
aos utilizadores a capacidade de gerir e expor imagens entre ”clouds” heterogéneas, mantendo
um repositório e serviço de gestão centralizados. O VISOR é um software de código livre com
um processo de desenvolvimento aberto. O mesmo pode ser livremente personalizado e me-
lhorado por qualquer pessoa. Os testes realizados para avaliar o seu desempenho e a taxa de
utilização de recursos mostraram o VISOR como sendo um serviço estável e de alto desempenho,
mesmo quando comparado com outros serviços já em utilização. Por fim, colocar as ”clouds”
como principal público-alvo não representa uma limitação para outros tipos de utilização. Na
verdade, as imagens de máquinas virtuais e a virtualização não estão exclusivamente ligadas a
ambientes de ”cloud”. Assim sendo, e tendo em conta as preocupações tidas no desenho de um
serviço genérico, também é possível adaptar o nosso serviço a outros cenários de utilização.
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Cloud Computing is a relatively novel paradigm that aims to fulfill the computing as utility
dream. It has appeared to bring the possibility of providing computing resources (such as servers,
storage and networks) as a service and on demand, making them accessible through common
Internet protocols. Through cloud offers, users only need to pay for the amount of resources they
need and for the time they use them. Virtualization is the clouds key technology, acting upon
virtual machine images to deliver fully functional virtual machine instances. Therefore, virtual
machine images play an important role in Cloud Computing and their efficient management
becomes a key concern that should be carefully addressed. To tackle this requirement, most
cloud offers provide their own image repository, where images are stored and retrieved from,
in order to instantiate new virtual machines. However, the rise of Cloud Computing has brought
new problems in managing large collections of images.
Existing image repositories are not able to efficiently manage, store and catalogue virtual
machine images from other clouds through the same centralized service repository. This be-
comes especially important when considering the management of multiple heterogeneous cloud
offers. In fact, despite the hype around Cloud Computing, there are still existing barriers to its
widespread adoption. Among them, clouds interoperability is one of the most notable issues.
Interoperability limitations arise from the fact that current cloud offers provide proprietary in-
terfaces, and their services are tied to their own requirements. Therefore, when dealing with
multiple heterogeneous clouds, users face hard to manage integration and compatibility issues.
The management and delivery of virtual machine images across different clouds is an example
of such interoperability constraints.
This dissertation presents VISOR, a cloud agnostic virtual machine images management ser-
vice and repository. Our work towards VISOR aims to provide a service not designed to fit in
a specific cloud offer but rather to overreach sharing and interoperability limitations among
different clouds. With VISOR, the management of clouds interoperability can be seamlessly ab-
stracted from the underlying procedures details. In this way, it aims to provide users with the
ability to manage and expose virtual machine images across heterogeneous clouds, throughout
the same generic and centralized repository and management service. VISOR is an open source
software with a community-driven development process, thus it can be freely customized and
further improved by everyone. The conducted tests to evaluate its performance and resources
usage rate have shown VISOR as a stable and high performance service, even when compared
with other services already in production. Lastly, placing clouds as the main target audience
is not a limitation for other use cases. In fact, virtualization and virtual machine images are
not exclusively linked to cloud environments. Therefore and given the service agnostic design
concerns, it is possible to adapt it to other usage scenarios as well.
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Cloud Computing has been defined by the U.S. National Institute of Standards and Techno-
logy (NIST) as ”a model for enabling ubiquitous, convenient, on-demand network access to a
shared pool of configurable computing resources (e.g., networks, servers, storage, applica-
tions, and services) that can be rapidly provisioned and released with minimal management
effort or service provider interaction” [1]. In this way, Cloud Computing allows users to access
a wide range of computing resources, such as servers presented as virtual machine (VM) instan-
ces, whose number varies depending on the amount of required resources. Where sometimes
running a simple task may require just a single machine, other times it may require thousands
of them to handle workload peaks. To address elastic resources needs, Cloud Computing brings
the appearance of limitless computing resources available on demand [2].
An Infrastructure-as-a-Service (IaaS) is the founding layer of a cloud. It is the framework
responsible for managing the cloud underlying physical resources, such as networks, storage and
servers, offering them on demand and as a service. Through an IaaS provider, customers only
need to pay for the amount of provisioned resources (e.g. number of VMs, number of CPUs per
VM, network bandwidth and others) and for the time they use them [3]. Thus, instead of selling
raw hardware infrastructures, cloud IaaS providers typically offer virtualized infrastructures as
a service, which are achieved through virtualization technologies [4].
Virtualization is applied to partitioning physical server’s resources into a set of VMs presented
as compute instances. This is achieved by tools commonly known as hypervisors or Virtual Ma-
chine Monitors (VMMs). In fact, virtualization is the engine of a cloud platform, since it provides
its founding resources (i.e. VMs) [5]. Server’s virtualization has brought the possibility to re-
place large numbers of underutilized, energy consumers and hard to manage physical servers
with VMs running on a smaller number of homogenised and well-utilized physical servers [6].
Server virtualization would not be possible without VM images, since they are used to provide
systems portability, instantiation and provisioning in the cloud. A VM image is represented
by a file, which contains a complete operating system (OS). A VM image may be deployed on
bare metal hardware or on virtualized hardware using a hypervisor, in order to achieve a fully
functional VM that users can control and customize [7]. Therefore, a VM image is generated in
order to deploy virtual compute instances (i.e. VMs) based on it. On a simplistic overview, we
see the process of instantiating a VM in a cloud IaaS as contemplating three main components:
the raw material, the manufacturer and the delivery. The raw material are VM images, handled
by the manufacturer, which is the hypervisor, that in turn produces a fully functional VM instance
to be presented to users through a delivery service, which is the IaaS interface.
Since VM images are a key component of the Cloud Computing paradigm, in which VM ins-
tances are built upon, the management of large amounts of VM images being deployed over
multiple distributed machines can become an exponential bottleneck. For that purpose, most
IaaS offers embed its own VM image repository [8]. An image repository holds images that can
be used for VMs instantiation, as well as providing mechanisms to distribute those images to
hypervisors. VM images in an image repository are placed on the hypervisor by the provisioning
system (i.e. IaaS). These repositories are commonly based on the IaaSs own storage systems.
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1.1 Motivation
As said by Ammons et al. from IBM Research [9], the rise of IaaS offers have brought new
problems in managing large collections of VM images. These problems stem from the fact that
current cloud IaaS frameworks do not provide a way to manage images among different IaaSs [8].
Their image repositories are tied to their own constraints and needs, without commonly offering
services to store VM images and catalogue their associated metadata (i.e. information about
them) across different IaaSs in the same repository.
Thereby, limitations and incompatibilities arise while trying to efficiently manage VM images
on environments containing multiple heterogeneous IaaSs and their own storage systems, or
when migrating between different IaaSs. Facing the cloud computing paradigm, users should
not see themselves limited in shifting or incorporating multiple heterogeneous IaaSs and their
storage systems in their own environment. In fact, such interoperability and vendor lock-in
constraints are among the major drawbacks pointed to Cloud Computing [10, 11, 12], where
cloud providers offer proprietary interfaces to access their services, locking users within a given
provider. As said by Ignacio M. Llorente, the director of the OpenNebula cloud platform [13],
”the main barrier to adoption of cloud computing is cloud interoperability and vendor lock-in,
and it is the main area that should be addressed” [14].
Besides interoperability and compatibility mechanisms among heterogeneous IaaSs, there is
also the need to efficiently catalogue and maintain an organized set of metadata describing ima-
ges stored in an image repository [15]. As stated by Bernstein et al. from CISCO, ”the metadata
which specifies an image is a crucial abstraction which is at the center of VM interoperability,
a key feature for Intercloud” [16]. It is also said that an open, secure, portable, efficient, and
flexible format for the packaging and distribution of VM images is a key concern.
All the concerns around VM images management are becoming increasingly important since
Cloud Computing and virtualization technologies are increasing in adoption, thus it becomes a
matter of time till IaaS administrators face a collection of thousands of VM images [17]. Fur-
thermore, since VM images can be cloned (in order to clone VMs) versioned and shared, they
are expected to continuously increase in number on an IaaS, and their management becomes
then a key concern [6]. In fact, as said by Wei et al. from IBM, VM images sharing is one of
the fundamental underpinnings for Cloud Computing [18]. Moreover, the efficient VM image
management is a crucial problem not only for management simplicity purposes but also because
it has a remarkable impact on the performance of a cloud system [19].
Besides the already stated problems, it is also required to pay attention to the VM images
management as a service rather than as embedded IaaS functionalities. In fact, most IaaSs em-
bed the image management functionalities in some monolithic component, instead of isolating
those functionalities in an isolated service (as will be described further in Chapter 2). Some
important researchers and companies have already stated such need. As stated by Metsch, from
Sun Microsystems (now Oracle) on an Open Grid Forum report [20], there is the need to have
methods to register, upload, update and download VM images. Wartel et al. from the Euro-
pean Organization for Nuclear Research (CERN) have also bring attention to the need for image
management services. They say that ”one of the challenges of maintaining a large number of
hypervisors running possible different VM images is to ensure that a coherent set of images is
maintained” [21]. They also state that it is needed to provide a central server which would
maintain and provide access to a list of available VM images, providing a view of the available
images to serve hypervisors, including a set of metadata describing each image, such as its
name, OS, architecture and the actual image storage location.
2
1.2 Objectives
Considering all the exposed problems in the previous section, we propose an agnostic VM image
management service for cloud IaaSs, called VISOR (which stands for Virtual Images Service Re-
pository). Our approach differs from IaaS tied VM image repositories and embedded services, as
VISOR is a multi-compatible, metadata-flexible and completely open source service. VISOR was
designed from bottom to top not to fit in a specific platform but rather to overreach sharing
and interoperability limitations among different IaaSs and their storage systems.
It aims to manage VM images and expose them across heterogeneous platforms, maintain-
ing a centralized generic image repository and image metadata catalogue. We have targeted a
set of IaaSs and their storage systems, but given the system modularity, it is possible to easily
extend it with other systems compatibility. With a unified interface to multiple storage sys-
tems, it is simpler to achieve a cross-infrastructure service, as images can be stored in multiple
heterogeneous platforms, with seamless abstraction of details behind such process.
Furthermore, placing cloud IaaSs as the main target audience is not a limitation for other
use cases. In fact the need to manage wide sets of VM images is not exclusively linked to
cloud environments, and given the service agnostic design concerns, it is possible to adapt it to
other use cases. Also, we are looking forward to achieving a remarkable service not only for its
concepts and features but also for its performance.
1.3 Contributions
This dissertation describes a cloud agnostic service through which VM images can be efficiently
managed and transferred between endpoints inside a cloud IaaS. During the described work in
this dissertation, these were the achieved contributions:
• By studying the existing IaaS solutions and the isolated services towards the management
of VM images in cloud environments, we were able to compile an overview of their ar-
chitecture, VM image management functionalities and storage systems, where images are
saved in.
• Since VISOR aims to be a high performance and reliable service, prior to addressing its
development, we have conducted an analysis of both Web services and I/O (Input/Output)
concurrency handling architectural approaches, a work which may fit in a future research
publication.
• The proposed VISOR service was implemented and it is now fully functional, with the source
code repository and documentation being freely exposed through the project home page
at http://www.cvisor.org.
• We have proposed some innovative VISOR design concepts, including the isolation of data
communication formats conversion and authentication mechanisms on pluggable middle-
ware, highly increasing the service modularity and compatibility. There were also included
abstraction layers, responsible for providing seamless integration with multiple heteroge-
neous storage and database systems. Finally, we have also addressed data transfer appro-
aches, in order to assess how could us speed up image downloads and uploads, while also
sparing servers’ resources, which was achieved through chunked streaming transfers.
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• Finally, we have also conducted an intensive VISOR testing approach, evaluating its perfor-
mance and resources usage rate. During these tests we have also assessed the underpinning
storage systems performance (where VM image files are stored in), which is a comparison
that we have not found yet among published work.
1.3.1 Scientific Publication
The contributions of this dissertation also include a scientific publication, containing the des-
cription of the proposed VISOR service aims, features and architecture [22]:
J. Pereira and P. Prata, “VISOR: Virtual Machine Images Management Service for Cloud In-
frastructures”, in The 2nd International Conference on Cloud Computing and Services Science,
CLOSER, 2012, pp. 401–406.
We have already submitted another research paper, containing the detailed description of
the VISOR architecture, implementation details and the conducted performance evaluation
methodology and obtained results. We are also expecting to submit another research paper
soon, based on the related work research presented in this dissertation.
1.3.2 Related Achievements
• In part due to the work presented in this dissertation, the author has been elected as one
of the 100 developers and system administrators all around Europe, to integrate a two-
-phase beta testing program of the now launched Lunacloud [23] cloud services provider.
It has exhaustively tested the Lunacloud compute (i.e. VMs) and storage services. For
the storage service tests, the author has used VISOR and the same testing methodology
employed to test VISOR and its compatible storage backends described in this dissertation.
• Due to the acquired deep knowledge of the Ruby programming language [24] during the
development of the proposed service, the author has been invited to address the develo-
pment of a future proposed Ruby virtual appliance (a VM image preconfigured for a specific
software development focus) for the Lunacloud platform.
• The author has also given a talk about Cloud Computing entitled ”Step Into the Cloud -
Introduction to Cloud Computing”, during the XXI Informatics Journeys of the University
of Beira Interior, April 2012.
1.4 Dissertation Outline
This dissertation is organized as follows. In Chapter 2 the state-of-the-art for Cloud Computing
IaaS solutions, their storage systems and the existing isolated VM image management services
are described. Chapter 3 introduces the necessary background concepts for understanding the
Cloud Computing paradigm. It also contains a review of our VISOR image service implementation
options regarding Web services and I/O concurrency architectures. In Chapter 4, the design,
architecture and development work of the proposed VISOR image service are described in detail.
Chapter 5 contains the discussion of the VISOR performance evaluation tests methodology and
the obtained results, while we also compare them with other related VM image service published




In this chapter we will present the state of the art for Cloud Computing IaaSs and independent
VM image services found in the literature. For IaaSs we will compare them and describe their
features, architecture, storage systems and embedded VM image services (if any). We will also
compare the independent VM image services by describing their aims, strengths and limitations.
Finally, we will provide a summary of all the outlined problems found among current solutions
and how we will tackle them within our approach, the VISOR image service.
2.1 Infrastructure-as-a-Service (IaaS)
IaaSs are the lowest layer of a cloud. They manage physical hardware resources and offer virtual
computing resources on demand, such as networks, storage and servers [1] through virtualiza-
tion technologies [5]. Among all existing IaaSs [25], Amazon Elastic Compute Cloud (EC2) was a
pioneer and is the most popular offer nowadays. For open source offers, Eucalyptus, OpenNeb-
ula, Nimbus and OpenStack stand out as the most popular IaaSs [26, 27, 28, 29, 30]. A summary
comparison between these IaaSs can be observed in Table 2.1 in the end of this section.
It is possible to identify eight main common components in an IaaS: hardware, OS, networks,
hypervisors, VM images and their repository, storage systems and user’s front-ends, which can
be described as follows:
• Hardware and OS: An IaaS, like other software frameworks, relies and is installed on
physical hardware with previously installed OSs.
• Networks: Networks include the Domain Name System (DNS), Dynamic Host Configuration
Protocol (DHCP), bridging and the physical machines subnet (a logically subdivision of a
network) arrangement. DHCP, DNS and bridges must be configured along with the IaaS, as
they are needed to provide virtual Media Access Control (MAC) and Internet Protocol (IP)
addresses for deployed VMs [28].
• Hypervisor: A hypervisor, provides a framework allowing the partitioning of physical
resources [5]. Therefore a single physical machine can host multiple VMs. Proprietary
hypervisors include VMware ESX and Microsoft Hyper-V. Open source hypervisors include
Virtuozzo OpenVZ, Oracle VirtualBox, Citrix Xen [31] and Red Hat KVM [32] [26]. A virtu-
alization management library called libvirt [33] is the tool commonly used to orchestrate
multiple hypervisors [28].
• VM Images: A VM image is a file containing a complete OS, which is deployed on a virtual-
ized hardware using a hypervisor, providing a fully functional environment that users can
interact with [7].
• VM Image Repository: A VM image repository is where VM images are stored and retrieved
from. Commonly, such repositories rely on a storage system to save images. In almost
all the addressed IaaSs, the VM images management functionalities are not presented as
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an isolated service but rather being integrated somewhere in the IaaS framework. The
exception in this set of IaaSs is OpenStack, the most recent of them all.
• Storage System: Usually, an IaaS integrates a storage system or relies on an external one,
which is intended to store and serve as image repository, while also being used to store
raw data (IaaS operational data and user’s data).
• Front-ends: Front-ends are the interfaces exposing the IaaS functionalities (i.e. VMs,
storage and networks) to clients. These include Application Programming Interfaces (APIs),
Command-Line Interfaces (CLIs) and Web services and applications.
2.1.1 Elastic Compute Cloud (EC2)
Amazon Web Services (AWS) is a proprietary set of compute, storage, load balancing, monitoring
and many other [34] cloud services provided by Amazon. AWS services can be accessed through
the AWS Web interface. Optionally they can also be accessed through their exposed Simple
Object Access Protocol (SOAP) [35] and Representational State Transfer (REST) [36] Web service
interfaces, over the HTTP protocol [37]. AWS was one of the cloud IaaS pioneers and has served
as model and inspiration for other IaaSs.
Amazon Elastic Compute Cloud (EC2) [38] is a AWS Web service providing the launching and
management of VM instances in the Amazon data centers’ facilities, using the AWS EC2 APIs.
Like in other cloud IaaSs, in EC2 the access to instantiated VM instances is mainly done using the
SSH protocol (mainly for Linux instances) or the Remote Desktop Protocol (RDP) protocol [39]
(for Windows instances). It is also possible to communicate and transfer data to and from VM
instances using common communication and transfers protocols, such as SCP, POP, SMTP, HTTP
and many others [38]. Users have full control of the software stack installed in their VM instances
as equally in their configurations, such as network ports and enabled services. EC2 instances
are deployed based on Amazon Machine Images (AMIs) which are machine images preconfigured
for EC2 and containing applications, libraries, data and configuration settings. Users can create
custom AMIs or use preconfigured AMIs provided by AWS.
EC2 instances can run with either volatile or persistent storage. An EC2 has volatile storage
if running directly backed by its physical host storage. However, this option is falling in disuse
since all the instance data is lost when it is shutdown [38]. To circumvent this, AWS provides a
service called Elastic Block Storage (EBS) [40], which provides persistent storage to EC2 instan-
ces. EBS storage are network attached volumes that can be mounted as the filesystem of EC2
instances, thus persisting their data. EC2 instances can be placed in different locations to im-
prove availability. These locations are composed by Availability Zones and Regions. Availability
Zones are independent locations engineered to be insulated from failures, while providing low
latency network connectivity to other Availability Zones in the same Region. Regions consist of
one or more Availability Zones geographically dispersed in different areas or countries.
The Amazon Simple Storage Service (Amazon S3) [41] is where EC2 VM images (i.e. both
user’s custom and Amazon’s own AMIs) and user’s data are stored. S3 is a distributed storage
system where data is stored as ”objects” (similar to files) grouped in ”buckets” (similar to
folders). Buckets must have an unique name across all existing S3 buckets and can be stored in
one of several Regions. S3 Regions are useful for improving network latency (i.e. minimizing the
distance between clients and data), minimize costs or address regulatory requirements [42]. To
instantiate a VM instance on EC2, a VM image is picked from S3 and deployed as a fully functional
VM using the Xen hypervisor [43].
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2.1.2 Eucalyptus
Eucalyptus (Elastic Utility Computing Architecture for Linking Your Programs to Useful Sys-
tems) [44], is a framework for building cloud infrastructures. It was developed at Santa Barbara
University (California) and is now maintained by Eucalyptus Systems, Inc. The overall platform
architecture and design was detailed by Nurmi et al. [45]. Eucalyptus was developed to provide
an open source version of Amazon EC2 [28] and has now both an open source and enterprise
versions. It implements an Amazon EC2 compatible interface. Eucalyptus is one of the most
popular IaaS offers and probably the most widely deployed [44]. It provides its own distributed
storage system, called Walrus.
Walrus is the Eucalyptus distributed storage system, which is primarily used to store and
serve VM images [46]. Besides VM images it is also used to store raw data (e.g. users and system
data). Walrus mimics Amazon S3 in its design (organizing data in buckets and objects) and
interfaces. Thus it implements S3 compatible REST and SOAP APIs [45]. Walrus can be accessed








Figure 2.1: Architecture of the Eucalyptus IaaS.
In Figure 2.1 it is pictured the Eucalyptus IaaS architecture. In Eucalyptus client APIs are
the interfaces connecting clients to the Eucalyptus platform, which include Amazon EC2 and S3
compatible interfaces. Through them users can access compute (i.e. VM instances) and storage
(i.e. Walrus) services. The cloud controller is the core of an Eucalyptus cloud and is a collection
of Web services towards resources, data and interface management. It is also responsible for
managing the underlying cluster controllers. Cluster controllers execute as a cluster front-
end for one or more node controllers, and are responsible for scheduling VMs execution and
managing the virtual networks where VMs operate. Node controllers execute on every logically
connected node that is designated for hosting VM instances. A node controller delivers data to
the coordinating cluster controller and controls the execution and management of VM instances
hosted on the machine where it runs.
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2.1.3 OpenNebula
OpenNebula [13, 47] is another open source framework for building cloud infrastructures. Al-
though it is mainly used to manage private clouds (accessed from inside an organization only)
and to connect them with external clouds [30]. It has not been designed to be an intrusive
platform but rather to be extremely flexible and extensible, so it can easily fit in network and
storage solutions of an existing data center [29]. Such flexibility allows OpenNebula to provide
multiple compatible storage systems, hypervisors and interfaces, with the last ones being the
Open Cloud Computing Interface [48] and EC2 compatible interfaces [14, 13]. Compared with










Figure 2.2: Architecture of the OpenNebula IaaS.
The OpenNebula IaaS architecture is pictured in Figure 2.2. OpenNebula exposes its func-
tionalities through three main interfaces. These are a Command-line interface, an interface for
the open source libvirt [33] VMs management library and a cloud interface including an Amazon
EC2 compatible API.
Since OpenNebula is highly modular, it implements tools compatibility through drivers (i.e.
plugins). The OpenNebula core is the responsible for controlling VMs life cycle by managing the
network, storage and virtualization through pluggable drivers.
Regarding the drivers layer, Virtualization drivers implement compatibility with hypervisors,
including plugins for Xen, KVM, VMware and Hyper-V [13]. The network driver is responsible for
providing virtual networks to VMs (managing of DHCP, IPs, firewalls and others) [47]. Storage
drivers manage the storage systems where VM images and users data are stored. These include
plugins for the Network File System (NFS), Logical Volume Manager (LVM), SCP and Internet Small
Computer System Interface (iSCSI) backends and protocols [14]. Lastly, an OpenNebula cloud
can communicate with external clouds through the external cloud drivers. This feature makes
it possible to supplement an OpenNebula cloud with an external cloud computing capacity, in
order to ensure the needed compute capacity to attend demands. These include Amazon EC2
and Eucalyptus plugins [47].
2.1.4 Nimbus
Nimbus [49] is an open source framework (developed at University of Chicago) combining a set
of tools to provide clouds for scientific use cases. Like OpenNebula, Nimbus is highly customiz-
able. However, while OpenNebula allows users to switch almost all components (e.g. storage
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systems, network drivers), Nimbus focus on low level customizations by administrators and high
level customizations by users. Therefore, tools like the storage system, user’s authentication
mechanism and SSH to access instances are immutable [28]. In this way, Nimbus appears to sit
somewhat in the middle of Eucalyptus and OpenNebula regarding customization.
The Nimbus storage system is called Cumulus, and was described by Bresnahan et al. [50].
It is used to serve as repository for VM images and to store raw data. Cumulus implements
an Amazon’s S3 compatible REST interface (like Eucalyptus’ Walrus), and extends it as well to
include usage quota management [49]. Cumulus is independent of the overall Nimbus archi-
tecture, thus it can be installed as a standalone storage system for generic use cases. It has
a modular design and lets administrators choose the backend storage system to use with the
Cumulus storage service. By default Cumulus stores data on a local POSIX filesystem but it also
supports the Apache Hadoop Distributed Filesystem (HDFS) [51].
HDFS is the distributed and replicated storage system of the Apache Hadoop software frame-
work for distributed computing [52]. HDFS was designed to store huge amounts of data with high
reliability, high bandwidth data transfers and automated recovery [51]. HDFS is an open source
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Figure 2.3: Architecture of the Nimbus IaaS.
The architecture of the Nimbus IaaS is detailed in Figure 2.3. Nimbus implements three
main clients: context clients, cloud clients and workspace clients. The context client is used
to interact with the context broker, which allows clients to coordinate large virtual clusters
deployments automatically. The cloud client is the easiest client interface, and it aims to
provide fast instance launching to users [49]. The workspace client is intended to expose a
command-line client to Nimbus.
Both cloud and workspace client tools communicate with theworkspace service, which imple-
ments different protocol front-ends. Front-ends include an Amazon EC2 SOAP-based compatible
interface and a Web Services Remote Framework (WSRF) protocol. The workspace RM (resource
manager) is what manages the platform underlying physical resources. The workspace control
is the responsible for managing VMs (with hypervisors) and virtual networks. As Eucalyptus,
Nimbus can connect to an external cloud through the cloud gateway to increment its computing
capacity in order to fulfil extra demand needs. To instantiate a VM instance on Nimbus, a VM




OpenStack [54] is an open source framework jointly launched by Rackspace and NASA, providing
software for building cloud IaaS. It currently integrates three main services: OpenStack Com-
pute, Object Store and Image Service. Besides these three main projects there are also the
smaller OpenStack Dashboard and Identity services. Compute (codenamed Nova) is intended
to provide virtual servers on demand (i.e. VM instances). Object Store (codenamed Swift) is
a distributed storage system. Image Service (codenamed Glance) is a catalogue and repository
of VM images which is exposed to users and OpenStack Nova. Dashboard (codenamed Horizon)
is a Web interface for managing an OpenStack cloud. Finally, Identity (codenamed Keystone)
provides authentication and authorization mechanisms to all other OpenStack services.
Swift is a distributed storage system with built-in redundancy and failover mechanisms [55].
It is used to store VM images and other data on an OpenStack cloud. Swift is distributed across
five main components: proxy server, account servers, container servers, object servers and the
ring [55]. The proxy server is responsible for exposing the Swift REST API and handling incoming
requests. Swift also have an optional pluggable Amazon S3 compatible REST API. Account servers
manage users’ accounts defined in Swift. The Container servers manage a series of containers
(i.e. folders) where objects (i.e. files) are mapped into. Object servers manage the objects on
each one of many distributed storage nodes. Finally, the ring is a representation (similar to an









Figure 2.4: Architecture of the OpenStack IaaS.
The OpenStack architecture is pictured in Figure 2.4. All services interact with each other
using their public APIs. Users can interact with an OpenStack cloud using Horizon or the exposed
client APIs for each service. All services authenticate requests through Keystone.
Nova encompasses an OpenStack API and an Amazon EC2 compatible API on its internal nova-
api component. It also comprises the nova-compute, nova-network and nova-schedule compo-
nents, responsible for managing VM instances via hypervisors, virtual networks and the schedul-
ing of VMs execution, respectively. Besides that, there are also queues to provide message
communication between processes and SQL databases to store data.
Swift is used by the other services to store their operational data. Glance can store VM
images in Swift, Amazon S3, or in its host’s local filesystem (as will be described further in
Section 2.2.1). To instantiate a VM instance, Nova queries and picks an image from the Glance


















































































































































































































































































































OpenStack [54] was the first IaaS framework (in the best of our knowledge) that has isolated
the VM images management on a separated service (OpenStack Glance [56]). Therefore, the
VM images management was outsourced, instead of maintaining such functionalities integrated
in some ”monolithic” platform’s component. Since OpenStack is one of the most recent cloud
frameworks, it already materializes the need to efficiently manage and maintain VM images on
a cloud IaaS. This has become latent in OpenStack since it is a recent project appearing when
the Cloud Computing adoption is reaching the masses, leading to the increasing on the number
of VM images to manage.
OpenStack Glance is an image repository and service intended to manage VM images inside
an OpenStack cloud, responding to the OpenStack Nova compute service in order to gather
images and deploy VM instances based on them. Through Glance, users and the Nova service
can search, register, update and retrieve VM images and their associated metadata. Metadata
attributes include the image ID, its owner (i.e. the user which has published it), a description,
the size of the image file and many others [56]. Authentication and authorization is guaranteed
by the OpenStack Keystone authentication service [57]. In Glance users can be managed by roles
(i.e. administrators and regular users) and linked by groups membership [56]. This is useful as
in an OpenStack cloud there can be many projects from many teams, and administrators want
to enforce security and isolation during OpenStack usage.
Glance is implemented as a set of REST Web services, encompassing the glance-api and
glance-registry services. Javascript Object Notation (JSON) [58] is used as the data input/out-
put format and the complete Glance API is described in [57]. Glance-api serves as front-end
for the Glance clients (end-users and OpenStack Nova) requests. It manages VM images and
their transfer between clients and compatible storage backends. Compatible storage backends
encompass the host’s local filesystem (default backend), OpenStack Swift and optionally Ama-
zon S3. It can also gather VM images from an HTTP URL. Glance-registry is the component
responsible for managing and storing VM images’ metadata on an underlying SQL database [56].
When a request for registering a VM image or to update an existing one reaches the glance-api,
the image metadata is sent to glance-registry which will handle and record it on an underlying
database. Glance also integrates and maintains a cache of VM images, in order to speed up
future requests for cached images. The Glance API calls may also be restricted to certain sets
of users (i.e. administrators and regular users) using a Policy configuration file. A Policy file is
a JSON document describing which kinds of users can access which Glance API functionalities.
Users are given with client APIs and a CLI from which they can manage Glance. Through
them users have access to the full Glance REST API functionalities [57]. Thus they can add,
retrieve, update and delete VM images in the Glance repository. Administrators can manage
Glance through a specific command-line interface, having the ability to perform backups of the
glance-registry database, manage the Glance server’s status (i.e. start, stop and restart) and
other administration tasks. The Glance service functionalities are also integrated in the Open-
Stack Horizon dashboard Web interface.
In summary, Glance is a key service on the OpenStack platform. It is the intermediary be-
tween the Nova compute service and the available VM images. It has interesting features as
the user’s management roles and groups membership, images caching and multiple available
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storage backends for VM images. Its REST API is also concise and well formed. Although being
open source, Glance is tied to OpenStack requirements, development plans, protocols, tools
and architecture. As expected, Glance was designed to seamlessly fit with other OpenStack
services, mainly with Nova and Keystone. It is also constrained by a rigid metadata schema
and support for SQL databases only. This serves well the purposes of OpenStack but could be a
limitation for other platforms. Its API is also limited to the JSON data format, which although
being a popular data format nowadays, could be a severe limitation for existing clients which
only communicate with older data formats, such as the Extensible Markup Language (XML) [59].
2.2.2 FutureGrid Image Repository
The FutureGrid (FG) platform [7] provides Grid and Cloud test-beds for scientific projects. It
is deployed in multiple High-Performance Computing (HPC) resources distributed across several
USA sites. FG is intended to be used by researchers in order to execute large scale scientific
experiments. To use the platform, users need to register for an account on the project Web
portal [60] and create or join a project from there after. FG enables users to conduct intensive
computational experiments by submitting an experimentation plan. It handles the execution of
experiments, reproducing them using different Grid and Cloud frameworks. FG can deploy ex-
periments on cloud infrastructures and platforms, grids and HPC frameworks, as equally on bare
metal hardware. The FG available cloud infrastructures are Eucalyptus [44], Nimbus [49] and
OpenStack [54]. Cloud platforms include Hadoop [52], Pegasus [61] and Twister [62]. Therefore,
users gain the ability to compare frameworks in order to assess which of them is best suited for
their experiments or to test possible migrations between frameworks.
Among many other components, FG integrates the FutureGrid Image Repository (FGIR) in
its architecture. FGIR is intended to manage VM images inside FG across all available cloud
infrastructures and platforms. Laszewski et al. has done a quick overview of FGIR aims [8]
and further described it in detail [15]. FGIR has focused on serving four kinds of client groups:
single users, user groups, system administrators and other FG subsystems. Single users are
those conducting experiments on the FG platform. They can create and manage existing VM
images. Groups of users refer to groups of FG users collaborationg in the same FG project, where
images are shared between those collaborators. System administrators are those responsible
for physically manage the FGIR, which have the ability to manage backups, the FGIR server
status (i.e. start, stop and restart) and other administration tasks. FG subsystems are other FG
platform components and services that rely on FGIR to operate. One of this components is the
FG RAIN, which is the service responsible for picking up an image from the FGIR and deploy it
as a virtual instance on a test-bed inside the FG platform.
FGIR is implemented as a Web service and lets clients search, register, update and retrieve
VM images from the repository. The core of FGIR includes mechanisms for users usage accounting
(i.e. tracking user’s service usage) and quota management (e.g. controlling used disk space),
image management functionalities and metadata management. FGIR manages both image files
and their metadata, where metadata is used to describe each image’s properties. Image meta-
data is stored on a database and includes attributes such as the image ID, its owner (i.e. user
which has published the image), a description, the size of the image file and many others [15].
The FGIR provides compatibility with many storage systems, since the FG platform needs to
interact with different infrastructures and platforms. The compatible cloud storage systems
comprise OpenStack Swift [63] and Nimbus Cumulus [50]. There is also the possibility to store
images on FGIR server’s local filesystem and in the MongoDB database system [64, 65].
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The FGIR functionalities are exposed to clients through several tools and interfaces. Client
tools include the FG Web portal [60], a CLI and an interactive shell, from which users are able
to access the exposed service functionalities (i.e. search, register, update and retrieve VM ima-
ges). These tools communicate with the repository through the FGIR REST interface (although
not yet implemented at the FGIR description paper publishing time [15]) and its programming
API. Further details about the client interfaces functionalities can be found at [15]. Security is
guaranteed by the FG platform security services, which include a Lightweight Directory Access
Protocol [66] server handling user accounts and authentication requests.
In summary, FGIR is an image service towards the management of VM images in the FG plat-
form. Although it has been implemented to address a variety of heterogeneous cloud infrastruc-
tures, it is limited in the number of compatible cloud storage systems to Cumulus and Swift [15].
Even though the MongoDB storage option makes use of GridFS [67] (which is a specification for
storing large files in MongoDB), its performance has shown [15] that it is not a viable option for
a VM image file storage backend. FGIR also suffers from flexibility limitations, given the fact
that the whole repository functionalities are located on a single service, rather than split across
several distributed Web services, which would increase the service scalability, modularity and
isolation. This would be possible for example, by outsourcing the image metadata management
to a separate Web service. In fact, as expected FGIR is tied to the FG platform requirements,
since it is not exposed as an open source project and we have not found any indicators that FGIR
is used in any other projects or platforms besides FG.
2.2.3 IBM Mirage Image Library
Ammons et al. [9] from IBM Research have recently described the Mirage image library. Mirage
is described as a more sophisticated VM image library than those typically found in some IaaSs,
and pluggable into various clouds. Mirage provides common image service features such as
image registering, searching, retrieving and access control mechanisms. However, Mirage’s main
feature and purpose is the ability for off-line image introspection and manipulation. Off-line
means that there is no need to boot up an image to see inside it, which can be done with
images on a dormant state. Therefore Mirage is able to search for images which contain certain
software or configuration options, generating a report listing the images that have matched the
search. Such features are made possible by indexing the images filesystem structure when they
are pushed to the Mirage library, instead of treating them like opaque disk images.
During the indexing procedure, images are not saved in their native format but rather in the
Mirage Image Format (MIF) [6]. This is what enables the off-line image introspection features.
MIF is a storage format also from IBM, which exposes semantic information from image files.
Thus, images are not stored in Mirage as a single file but rather storing each image file’s con-
tents as separate items. An image as a whole is represented by a manifest, which is intended
to serve as recipe for rebuilding an image from its content chunks when it is required for down-
load. Besides image introspection, MIF also provides Mirage with the ability to exploit images
similarities. Therefore Mirage is able to save storage space by storing the contents of an image
only once, even if the same content appears in other images [6].
In order to provide portability, Mirage converts MIF images to standard machine image for-
mats on-the-fly when they are requested. The Mirage image indexer component is the respon-
sible for converting images in both directions, this is from both MIF to some standard image
format and vice-versa. The indexer was designed with a plugin architecture in order to provide
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compatibility with many standard machine image formats. However, the Mirage compatible
image formats are not described in [9].
Mirage has introduced another interesting feature: an image version control system. This
makes it possible to track and retain older versions of an image. Mirage maintains a provenance
tree that keeps track of how each image has derived from other versions. Whenever an image is
updated, a new entry is added to its versions chain and the last version becomes the one from
which the image should be generated (i.e. converted to a proper format) and provided from.
Image metadata is maintained on the Mirage catalog manager and stored on an underlying SQL
database. Metadata attributes include an image identifier, the state of an image (i.e. active or
deleted), its creation timestamp and its derivation tree from previous versions, among others.
When an image is marked as ”deleted” it becomes eligible for garbage collection, another inter-
esting feature of Mirage. Regarding users interaction, Mirage provides a set of library services
containing both user and administrator functions to manage the image library. As expected
user functionalities include the registering, searching and retrieving of images. The admin-
istrator functionalities provide the ability to manage the Mirage server status (i.e. start, stop
and restart), manage the garbage collection, lock images (i.e. prevent changes) and other tasks.
In summary, Mirage is an image library with many interesting features not found in IaaS
image services like OpenStack Glance [56]. Although since Mirage uses the MIF format for stor-
ing images, it always needs to convert images to make them usable by most hypervisors. As
expected, such conversion results in service latency. Even though Mirage maintains a cache of
popular images already converted to usable formats [9], whenever an image is required and not
present in the cache (or present but with a different format of that required) it always needs
to reconstruct that images from the MIF data. Moreover, although it is said [9] that Mirage can
be plugged in many clouds, we have only found mentions to the IBM Workload Deployer product
[68], where Mirage serves images in clients’ private clouds, and to the IBM Research Compute
Cloud [69], which is a private cloud for the IBM Research community. It is also not stated the
integration of Mirage as a service for IaaSs but rather as ”pluggable into the hypervisor platforms
that customers already have in their data centers”.
We have found Mirage to be used in other publications and experiments around VM images
[18, 17, 6, 70]. In [6], Mirage is addressed along the description of MIF. In [18], it is described
the security approach and features of the Mirage image library. In [17], it is proposed a novel
tool named Nüwa, intended to patch and modify dormant VM images in an efficient way. Nüwa
was built as a standalone tool integrated on top of Mirage and evaluated on the IBM Research
Compute Cloud. In the same way, in [70] it is exploited how to efficiently search dormant VM
images at a high semantic level, using the Mirage image library. In such evidences of Mirage
usage, we always found IBM Research authors and products to be involved in such publications.
This fact and the absence of a project homepage or code repository may well indicate that
Mirage is a proprietary closed source project. Furthermore, Mirage stores images in its host’s
local filesystem only [9], thus being incompatible with all the IaaSs own storage systems (e.g.
Nimbus Cumulus). It is also stated in the latest research publication around Mirage [70] that
MIF only supports Linux ext2 or ext3 filesystem formats [71] and Windows NTFS. Considering all
these facts, Mirage imposes flexibility and broad compatibility constraints, being tied to the IBM
requirements. The above outlined research also indicates that it is best suited for VM images




Unlike the observed compatibility limitations in Glance, VISOR is not intended to fit in a specific
IaaS framework but rather to overreach sharing and interoperability limitations among different
IaaSs and their storage systems. Furthermore, it is also not a proprietary service like FGIR and
Mirage, but rather an open source project that can be freely customized.
Considering that at least Glance just supports JSON as the data communication format (there
is no mention to the FGIR and Mirage data formats), in VISOR we intend to provide compatibility
with at least JSON and XML data formats. However, since such compatibilities will not live in
the service core but on pluggable middleware which acts upon requests, the modularity will be
highly increased, and it can be easily extended with additional formats.
We also aim to tackle the rigid metadata structure by providing a recommended elastic
schema, through which users have the ability to provide any number of additional metadata
attributes, while also being able to ignore some non useful ones. We also want to go further
in compatibility extensions with metadata storage. Therefore, we want VISOR to provide com-
patibility with heterogeneous database systems, even with database system without the same
architectural baseline. Thus, we will support relational SQL and NoSQL databases [72] through
an abstraction layer with seamless abstraction of details behind such integration process.
Furthermore, we also want to provide compatibility with more storage systems than those
provided by Glance, FGIR and Mirage, including remote online backends (such as Amazon S3)
and cloud storage systems (such as Eucalyptus Walrus, Nimbus Cumulus and others). This com-
patibility will also be provided through an abstraction layer, providing a common API to interact
with all currently (and others that show up in the future) supported storage systems.
Another key concern when addressing the VISOR design is to provide a highly distributed
service. Thus, instead of incorporating all service functionalities in the same monolithic service
component (like in FGIR [15]), we will split them across several independent Web services. In this




In this chapter we will introduce the Cloud Computing paradigm and related concepts that will
be assumed along the description of the VISOR image service in Chapter 4.
We will also discuss and justify our options for two key concerns regarding the VISOR de-
sign implementation: current Web services and I/O (Input/Output) concurrency architectural
options. Since VISOR was developed as a set of Web services, we needed to assess the currently
available Web services architectural options. In the same way, since VISOR aims to be a fast
and reliable service, we needed to assess how it can handle I/O concurrency in order to maxi-
mize throughput and concurrency-proof. Therefore, we have reviewed the literature for both
of these two (i.e. Web services and I/O concurrency) architectural styles in order to determine
the most suitable options for the VISOR service implementation.
3.1 Cloud Computing
Since the Internet advent in the 1990s, the ubiquitous computing paradigm has faced major
shifts towards better computing services, from the early Clusters to Grids and now Clouds.
The underlying concept of Cloud Computing was first sighted by John McCarthy, way back in
the 1960s, when he said that ”computation may someday be organized as a public utility” [3].
Thus, it is the long-held dream of computing as utility. Although the Cloud Computing term
adoption was only in 2006, when Google’s CEO Eric Schmidt used it to describe a business model
of services provided through Internet [42]. Since then, the term has seen multiple definitions
from different researchers and organizations. The coexistence of such different perspectives
seems to be linked to the fact that Cloud Computing is not a new technology, but rather a new
paradigm mixing existing mature technologies in an innovative way to fulfil the computing as
utility dream.
Armbrust et al. from the Berkeley RAD Lab, in the most concise Cloud Computing overview to
date (in the best of our knowledge) [73], has defined Cloud Computing as both the applications
delivered as services over the Internet and the hardware and systems software in the datacenters
that provide those services. Another widely accepted definition has come from the U.S. NIST,
since the U.S. government is a major consumer of computer services. NIST has defined Cloud
Computing as ”a model for enabling ubiquitous, convenient, on-demand network access to a
shared pool of configurable computing resources (e.g., networks, servers, storage, applications,
and services) that can be rapidly provisioned and released with minimal management effort or
service provider interaction” [1].
Cloud Computing is then an abstraction of a pool of resources (e.g. storage, CPU, network,
memory and other resources delivered as a service) to address user’s needs, providing hard-
ware and software on demand. It is distinguished by the appearance of virtual and limitless
resources, with abstraction of the underlying physical systems’ specifications. Cloud Comput-
ing users pay for the services as they go and for what they need, with services being delivered to
them through common Internet standards and protocols. Cloud Computing has also appeared to
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increase the computing economic efficiency through improvements on the resources utilization
rate, while also optimizing their energy consumption. Furthermore, individuals and organiza-
tions with innovative ideas for building new services, no longer require to make heavy up-front
investments in physical infrastructures and resources on-premises in order to develop and de-
ploy those Internet-delivered services. Cloud Computing has also been mentioned as the future
of Internet and the fifth generation of computing after Mainframes, Personal Computers, Client-
-Server Computing and the World Wide Web [74].
3.1.1 Computing Models
Although Cloud Computing has been emerging as a new shift in computing, it shares some con-
cepts with the early cluster, grid and utility computing approaches [75, 76, 42]. It distinguishes
itself from these approaches with features to address the need for flexible computing as utility.
Thus, we need to assess both similarities and disparities between these computing approaches
in order to better understand the Cloud Computing paradigm.
• Cluster Computing: In early times, high-performance computing resources were only ac-
cessible for those who could afford highly expensive supercomputers. This has lead to
the appearance of Cluster Computing. A cluster is nothing more than a collection of
distributed computers linked between themselves through high-performance local net-
works [76]. They were projected for arranging multiple independent machines working
together in intensive computing tasks, which would not be feasible to execute on a single
machine. From the user point of view, although they are multiple machines, they act as
a single virtual machine.
• Grid Computing: Grid Computing has come to provide the ability to combine machines
from different domains. Grids can be formed by independent clusters in order to tackle
a heavy processing problem and can be quickly dismantled. Buyya et al. [77] defines a
grid as a specific kind of parallel and distributed system enabling the dynamical sharing
and combining of geographically distributed resources, depending on their availability,
capacity and users requirements. It aims to build a virtual supercomputer, using spare
compute resources.
• Utility Computing: A concept embedded on the Cloud Computing paradigm is the Utility
Computing. It has surged to define the pay-per-use model applied to computing resources
provided on demand [75, 42], which is one of the founding characteristics of Cloud Com-
puting. Examples of common utility service in our daily life are water, electricity, gas and
others, where one uses the amount of resources he wants for the time he wants, paying
to that service providers based on services usage.
• Cloud Computing: Considering Cloud Computing, Buyya et al. [10] has described it as a
specific type of distributed system of a collection of interconnected virtualized machines.
Contrariwise to grids, Cloud Computing resources are dynamically provisioned on demand,
forming a customized collection based on a service-level agreement and accessible through
Web service technologies. Thus, Cloud Computing arranges to overreach the characteris-
tics of its computing model predecessors in order to provide computing as utility.
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3.1.2 Advantages
According to the NIST definition of Cloud Computing [1], this computing model has five vital
characteristics: on-demand self-service, broad network access, resource pooling, rapid elas-
ticity and measured service. These cloud features become some of its biggest advantages and
represent the shift from previously introduced computing models:
• On-Demand Self-Service: Users are able to manage and provision resources (e.g. com-
pute, storage) as needed and on demand, without service providers personnel interference.
Thus users become independent and can manage resources by their own.
• Broad Network Access: Access to cloud resources is conducted over the network using
standard Internet protocols, providing an access mechanism independent of client’s plat-
forms, device types (e.g. smartphones, laptops and others) and user’s location.
• Resource Pooling: Cloud providers instantiate resources that are pooled in order to serve
consumers, with resources being dynamically allocated as the required demand. Resource
pooling acts as an abstraction of the physical resources location. Processing, memory,
storage and network bandwidth are resources examples.
• Rapid Elasticity: Resources can be quickly and elastically provisioned, with the system
scaling to more powerful computers or scaling across a higher number of computers. From
the consumer point of view, resources seem nearly infinite, being available to scale ac-
cording to demand.
• Measured Service: A metering system is used in order to monitor, measure and report
the use of cloud resources, achieving usage transparency and control over service costs. A
client is charged only on what it uses, based on metrics such as the amount of used storage
space, number of transactions, bandwidth consumed and compute nodes uptime.
The above described set of features represent the vital Cloud Computing characteristics,
thus, a computing model needs to respect these features in order to be considered a cloud
service. Besides such features (which can be seen as cloud advantages), one should also be
aware of some other cloud advantages, as reliability, ease of use and lower costs:
• Reliability: The scale of Cloud Computing networks and their load balancing and failover
mechanisms makes them highly reliable. Using multiple resource locations (i.e. sites) can
also improve disaster recovery and data availability [3].
• Easy Management: Cloud Computing lets one concentrate in its resources management,
having someone else (i.e. cloud service provider’s IT staff) managing the underlying phy-
sical infrastructure. Furthermore, since cloud services are exposed through Internet, the
required user skills to manage them are decreased.
• Lower Costs: Cloud Computing can reduce IT costs, which can become a drastic reduction
for small to medium enterprises [3]. Using resources on demand will make it possible to
eliminate up-front commitment, the need for planning ahead and purchasing resources
that will only be required in future at some point. It also guarantees that whenever the
demand decreases, costs with underused resources can be avoided by shrinking resources.
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3.1.3 Challenges
Cloud Computing has arrived with myriad advantages, but it incurs in specific limitations. Al-
though such limitations or disadvantages are not structural but rather challenges that remain
unsolved by now. Several studies in literature have analysed such challenges. Armbrust et
al. [73] has identified the top ten obstacles for Cloud Computing: availability, data lock-in,
confidentiality and auditability, transfer bottlenecks, performance unpredictability, scalable
storage, bugs in large-scale distributed systems, scaling quickly, reputation fate sharing and
software licensing. Zhang et al. [42] also presents a survey which identifies several design and
research challenges along the cloud roadmap. We will address some of these challenges here:
• Security: Security has been cited as the major roadblock for massive Cloud Computing
uptake. Nevertheless, most security vulnerabilities are not about the cloud itself but about
its building technologies, being intrinsic to the technologies or prevalent in their state-of-
the-art implementations [78]. Examples of such vulnerabilities are obsolete cryptography
mechanisms and VMs isolation failures.
• Availability: When someone deposits valuable services and data on the cloud, their availa-
bility becomes a major concern. However clouds load balancing and failover mechanisms
make them highly reliable, since data and services are accessible over the Internet, the
multiple components on the connection chain increase the risk of availability interruption.
• Vendor Lock-In: Due to proprietary APIs and lack of standardization across multiple cloud
providers, the migration from one cloud to another is a hard task. In fact, vendor lock-in
is one of the biggest concerns for organizations considering the cloud adoption [73]. The
effort and investment made on developing applications for a specific cloud makes it even
harder to migrate them if relying on specific cloud development tools [79].
• Confidentiality: Confidentiality is related to both data storage and management [4], as
there is the need to transfer data to the cloud and the data owner needs to rely on the
cloud provider to ensure that will not happen any unauthorized access. Furthermore, the
majority of clouds are based on public networks, which expose them to more attacks [73].
3.1.4 Service Models
Cloud Computing can be classified by the provided service type. Basically, in cloud anything is
provided as a service, thus the Everything-as-a-Service or X-as-a-Service taxonomy is commonly
used to describe cloud services. Although many definitions can surge, as Database-as-a-Service,
Network-as-a-Service and others, there are three main types of services universally accepted
[12, 4, 74, 1], which constitute the founding layers of a cloud: Software-as-a-Service (SaaS),
Platform-as-a-Service (PaaS) and Infrastructure-as-a-Service (IaaS).
On Figure 3.1 it is pictured the arrangement of the three Cloud Computing service models.
Over the physical resources is were it is placed the IaaS. PaaS is placed on top of IaaS in order to
rely on its services to provide the founding features for the upper SaaS. Despite this hierarchical
separation, components and features of one layer can be considered in another layer, which
may not necessarily be the immediately upper or lower one [79]. For example, storage is also
present on PaaS, and a SaaS can be built directly on top of a IaaS instead of a PaaS.
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Infrastructure as a Service (IaaS)
On-demand compute/network/storage
Platform as a Service (PaaS)
Applications Building and Delivery
Software as a Service (SaaS)
Applications
Servers Networks Storage
Figure 3.1: Cloud Computing service models and underpinning resources.
3.1.4.1 Infrastructure-as-a-Service (IaaS)
The IaaS offers computing resources on demand, such as networks, storage and servers through
virtualization technologies, achieving a full virtualized infrastructure in which users can install
and deploy software (i.e. operating systems and applications). Thus, it is the lowest cloud
layer, which directly manages the underlying physical resources. Commercial offers of public
IaaS include Amazon EC2 [38], Rackspace Cloud Servers [80], Terremark [81], GoGird [82] and
the newcomers HP Cloud [83] and Lunacloud [23]. Open source implementations for building
IaaS clouds include Eucalyptus [44], OpenStack [54], Nimbus [49], OpenNebula [13, 14] and the
newcomer CloudStack [84].
3.1.4.2 Platform-as-a-Service (PaaS)
Sitting on top of IaaS is the PaaS, providing application building and delivery services. More
precisely, a PaaS provides a platform with a set of services to assist application development,
testing, depoyment, monitoring, hosting and scaling. Each PaaS supports applications built with
different programming languages, libraries and tools (e.g. databases, web servers and others).
Through a PaaS an user has no control on the underlying IaaS, since he can only control the
PaaS and deployed applications. Commercial offers of PaaS include SalesForce Force.com [85]
and Heroku [86], Google App Engine [87] and Microsoft Windows Azure [88]. Open-source offers
include VMware Cloud Foundry [89] and the newcomer Red Hat OpenShift [90].
3.1.4.3 Software-as-a-Service (SaaS)
Being powered by the PaaS layer, SaaS is the upper layer of Cloud Computing. It intends to
provide software over the Internet, eliminating the need to install and run applications on user’s
own systems. On a SaaS the consumer cannot manage the underlying infrastructure (i.e. the
IaaS) neither the platform (i.e. the PaaS). It can only use the exposed applications and manage
some user’s specific settings. Today many users are already using multiple services built around
the SaaS model without even knowing it. Examples of SaaS are all over the Web, including
applications like Dropbox [91] (which relies on Amazon to store data), Google Apps [92] (e.g.
Gmail, Google Docs, etc.) and many more.
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3.1.5 Deployment Models
Following the NIST definition of Cloud Computing [1], a deployment model defines the purpose,
nature, accessibility and the location where a cloud resides. A cloud can comprise single or








Figure 3.2: Cloud Computing deployment models.
The cloud deployment models are pictured in Figure 3.2. These models define whether a
cloud is public, private, hybrid or communitarian (although some authors [4, 74, 30] ignore the
community model). We will address and describe each one of the deployment models.
3.1.5.1 Public Cloud
In a public cloud, the infrastructure is owned and managed by the service provider. Such clouds
are exposed abroad for open use by generic consumers via Internet, and exist on premises of
cloud providers. Users only need to pay for using the cloud. This model raises concerns from
client’s side, as they lack of fine-grained control over data, network and security [3, 42].
3.1.5.2 Private Cloud
Private clouds refer to internal data centers of a company or organization. Thus it is not exposed
abroad to public, and resides on the premises of the cloud owner. However it can be managed by
the owner organization, a third party or a combination of both [1]. Security is improved since
only the company or organization users have access to the cloud. Sometimes private clouds
are criticized and compared to standard server farms as they do not avoid the up-front capital
investment [42].
3.1.5.3 Community Cloud
A cloud is considered to follow the community model when it was designed and deployed to
address the needs or requirements of one or many jointly organizations. As in private clouds,
a community cloud can be managed by one or more involved organizations, a third party or a
combination of both. Although a community cloud may exist on or off premises.
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3.1.5.4 Hybrid Cloud
A hybrid cloud is achieved from the combination of two or more public, private or community
clouds. A hybrid cloud can behave as a single entity if involved standards are common to all
constituent clouds. It lets an organization to serve its needs in the private cloud and if needed
it can use the public cloud too (e.g. for load balancing between clouds) but requires careful
planning about the split of public and private components [42].
3.1.6 Enabling Technologies
As already stated, Cloud Computing does not represent a technological shift but rather a revolu-
tionary computing model. Thus, Cloud Computing is enabled by many already existing and long
employed technologies. Its main enabling technologies include virtualization, Web applications,
Web services and storage systems [93, 94, 78]. We will conduct an overview of each one of these
technologies in the next sections.
3.1.6.1 Virtualization
Facing the Cloud Computing paradigm, resources are pooled and presented as virtual resources,
which are abstracted from physical resources such as processors, memory, disk and network.
The art of such abstraction is delivered by virtualization technologies. Through virtualization,
physical resources are mapped to logical names which point to those resources when needed.
Thus, virtualization enables a more efficient and flexible manipulation of resources with multi-
tudinous benefits such as flexibility, isolation and high resources utilization rate [26].
In Cloud Computing, virtualization is applied to partitioning server’s resources into a set of
VMs presented as compute nodes, providing transparent access to resources (e.g. providing a
public IP address for an instantiated VM), and offering abstraction for data storage across several
distributed devices. Virtualization can be seen as the engine of Cloud Computing, providing its
founding resources (i.e. VMs). In fact, according to Bittman [5], virtualization is the enabling
technology of the service-based, scalable and elastic, shared services, metered usage and the
Internet delivery characteristics of Cloud Computing.
In virtualization, the hypervisor (also known as VMM) is the tool which partitions resources,
allowing a single physical machine to host multiple VMs. The hypervisor is the one controlling the
guest VMs accesses to the host physical resources. Commercial hypervisors include VMware ESX
and Microsoft Hyper-V. Open source hypervisors include Virtuozzo OpenVZ, Oracle VirtualBox,
Citrix Xen [95] and Red Hat KVM [32] [26].
3.1.6.2 Virtual Machine Images
The virtualization mechanism would not be possible without VM images. They are the component
used to provide systems portability, instantiation and provisioning in the cloud. An image is
represented by a single container, such as a file, which contains the state of an operating system.
The process of image creation is commonly known as machine imaging. In Cloud Computing an
image is generated in order to deploy compute instances (i.e. VMs) based on it. It is also common
to restore an instance from a previously taken snapshot of it (which is stored on a new image
file) or to clone a deployed instance. It is also common to see previously configured images
with specific installed tools and configurations for specific purposes (e.g. Web development or
others). These special images are called virtual appliances.
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Images can have different formats, depending on the provider or target hypervisor. Common
image formats are the ISO 9660 [96] (”.iso”), Virtual Disk Image (VDI) from Oracle VirtualBox, Vir-
tual Hard Disk (VHD) from Microsoft and Virtual Machine Disk Format (VMDK) from VMware [97].
In some cases it is common to find three main kinds of images: machine, kernel and ramdisk
images. Each one of these image types fulfils a specific system state storing need:
• Kernel Image: A kernel image contains the compiled kernel executable loaded on boot
by the boot loader. A kernel constitutes the central core of an operating system. It is the
first thing loaded into volatile memory (i.e. RAM) when a virtual instance is booted up.
• Ramdisk Image: A ramdisk image contains a scheme for loading a temporary filesystem
into memory during the system kernel loading. Thus it is used before the real root filesys-
tem can be mounted. A kernel finds the root filesystem through initial driver modules
contained on a ramdisk image.
• Machine Image: A machine image is a system image file that contains an operating system,
all necessary drivers and optionally applications too. Thus, it contains all the post-boot
system data. Kernel and ramdisk images can be specified when deploying an instance
based on a machine image.
An example of system state split across these types of images can be found in the Amazon
EC2 cloud [38]. In EC2 instances are created based on an AMI (Amazon Machine Image). There
are AMIs for multiple operating systems, such as Red Hat Linux, Ubuntu and Windows. Each AMI
can has an associated AKI (Amazon Kernel Image) and ARI (Amazon Ramdisk Image) images.
3.1.6.3 Web Applications and Services
SaaS, PaaS and IaaS would not be possible without Web applications and Web services technolo-
gies, since Cloud Computing services are normally exposed as Web services and typically have a
related Web application too [93]. In fact SaaS applications are implemented as Web applications
(e.g. Dropbox, Gmail), so all the service functionalities are exposed through them. For PaaS,
instead of being built as Web applications, they provide the development environments to build
them. Furthermore, typically, a PaaS may expose a Web application as the platform control
panel, and Web service APIs to provide the ability to interact with the platform remotely. IaaS
would also not be possible without Web applications and services, since IaaS are exposed to
customers through Web applications and typically also expose Web service APIs.
3.1.6.4 Storage Systems
In Cloud Computing, one of the key components of all service models (i.e. SaaS, PaaS and IaaS)
are the storage systems. In fact, as data continues to grow, storage is a key concern for any
computing task. In 2011, IDC Consulting in partnership with the EMC Company have announced a
study where they have estimated a total of 1.8 Zettabytes of data on earth in that year, with the
same study predicting this amount to grow to 35 Zettabytes till 2020 [98]. It is also predicted
that a very significant fraction of this data is or will be in the cloud.
Cloud storage is like regular storage but with on demand space provisioning and accessed
through Internet using a Web browser or a Web service. It provides Internet accessible data
storage services on top of the underlying storage systems. When interacting with cloud storage,
users have the sense that data is stored somewhere in a specific place. However, in cloud data
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has no specific place and can be stored anywhere in one of the cloud enabling servers. It may
even move from machines frequently as the cloud manages its storage space [99]. Cloud storage
presents several advantages when compared to local storage, such as the ability to access data
from everywhere with just an Internet connection and the ability to share data with others.
Although many cloud storage systems do not share a common well defined and standardized
set of characteristics [99], they may fall in one of five main categories: unstructured, struc-
tured, persistent blocks, and database storages [100, 101]. Some authors [100] include message
queues in the cloud storage types too. Although we will not mention them since they are not
really storage systems but rather integration services supporting communication and messages
exchange between processes and applications in the cloud [101].
Unstructured Storage: Unstructured storage is based on the concept of simply putting data in
the cloud and retrieving it latter, supporting only basic operations (i.e. read/write). Typically,
in these storages, files can be up to 1TB in size [100]. These systems have some limitations
when compared to regular file systems, such as the absence of support for nested directories.
An example of such storage system is the Amazon S3 [41]. S3 stores objects (i.e. files)
in buckets (like folders) residing in a flat namespace and exposes its functionalities through a
Web service. Examples of other unstructured storages are Microsoft Windows Azure Blob [88]
and Google BlobStore [87]. Many cloud IaaSs have their own unstructured storage system, with
some of them being inspired in the S3 API [102], such as Eucalyptus Walrus [45], Nimbus Cumulus
[50], OpenStack Swift [63] and Lunacloud Storage (LCS) [23].
Structured Storage: Structured storage has been introduced in cloud providers to circumvent
the fact that most relational databases do not scale much [100]. These systems are commonly
known as NoSQL Key-Value stores [72] as objects are described by ket/value pairs. They imple-
ment a non-relational data type providing schema less aggregation of objects. These storages
are optimized to scale and provide fast data look up and access. Contrariwise to that observed
on common relational database systems, structured storage systems do not fully comply to the
SQL standard, as they do not support joins and queries for performance reasons [43]. They are
optimized to scale and be much more flexible than any relational database systems. Examples
of such storage systems are Amazon SimpleDB [103], Microsoft Windows Azure Table [88] and
Google AppEngine DataStore [87].
Persistent Block Storage: Persistent block storages act similar to traditional file systems and
provide a storage service at block or file level to users [100]. VMs started in the cloud typically
rely on volatile local storage (i.e. physical server/rack storage drives), in which data is only kept
during instances uptime [43]. Therefore, block storage is commonly used as network attached
storage devices for deployed compute instances in order to persist their data. Examples of such
storage systems that can be attached to compute instances are Amazon EBS [40] and Microsoft
Windows Azure Drive [88].
Although not commonly provided as a service to users, many other file systems have been
developed to operate on cloud computing environments [101]. Examples of such systems are
the Google GFS [53] and the Hadoop HDFS [51, 104]. They are fault tolerant and replicated
file systems with automated recovery, meant to process huge amounts of data. GFS is the
proprietary file system powering the Google infrastructure and HDFS is an open source storage
inspired by GFS and is heavily used by companies such as Yahoo!.
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Database Storage: These storages include relational and NoSQL document-oriented databases.
Many popular relational databases are supported by cloud providers, such as Microsoft SQL Server
and MySQL [105]. They are deployed and provided as distributed databases. Examples of such
services are the Amazon Relational Database Service (RDS) [106], which can be powered by
MySQL, Oracle or Microsoft SQL Server databases and Microsoft Windows Azure SQL [88], which
is based on the SQL Server database system. There are also the NoSQL document databases,
such as MongoDB [64, 65], CouchDB [107] and Cassandra [108], in which objects are described
with key/value pairs attributes stored in documents.
3.2 Web Services
Among several other definitions, a Web service has been defined by W3C as a software sys-
tem designed to support interoperable machine-to-machine interaction over the network [109].
Thus, Web services are the key of integration and interoperability for applications built around
heterogeneous platforms, languages and systems. They provide a service independent of the un-
derlying system particularities. Following the Service Oriented Architecture (SOA) [110], service
providers publish the interfaces of the services they offer in order to expose them abroad. SOA
is then a paradigm for managing distributed computational resources, the so-called services.
There are several technologies to build Web services. In [111], Adamczyk et al. advocates
that these technologies can be grouped across five categories: REST, WS-*, XML-RPC, AJAX and
others. The others category embraces mainly RSS (Really Simple Syndication) feeds, Atom and
XMPP (Extensible Messaging and Presence Protocol). These are the simplest services, used for
reading and writing data on the Internet. AJAX (Asynchronous Javascript and XML) is used for
interactive services (e.g. satellite maps). Another category is represented by XML-RPC (Exten-
sible Markup Language-Remote Procedure Call), which was the first attempt to encode RPC calls
in XML. However, the two main architectures for developing web services are the WS-* standards
approach, mainly known as SOAP (Simple Object Access Protocol) and REST (Representational
State Transfer). With the Web 2.0 advent, many Web applications are opening their data, acting
as services. Therefore, it is needed to provide APIs in order to make Web applications acces-
sible over the Web. While REST services are gaining momentum as a lightweight approach for
building services on the Web, SOAP already has a large enterprise background [112]. According
to the Programmableweb.com portal, nowadays 68% of APIs available on the Web follow the
REST architecture, while 19% are SOAP services, with the remaining 13% falling in the other web
services category.
Considering that VISOR is implemented as a collection of Web services (as will be described
further in Chapter 4) and based on our research work, it is necessary to argue the correct choice
between SOAP and REST. A similar overview of both REST and SOAP approaches regarding their
advantages and limitations will be outlined. However, since our research has indicated REST
as the most suitable option for VISOR, its description will be expanded to provide the needed
background to better understand the VISOR service implementation.
3.2.1 SOAP
SOAP is a standard protocol proposed by W3C [35] to create Web services and has appeared to
extend the older XML-RPC protocol. A Web service created with SOAP sends and receives mes-
sages using XML and is based on a messaging protocol, a XML-based language and a platform-
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independent framework. The message protocol is used for data exchange between interacting
applications/processes and is called SOAP. A XML-based language is used to describe the ser-
vice interface functionalities and is called Web Services Description Language (WSDL). A WSDL
document contains a XML description of the interface exposed by a service, detailing the avail-
able methods, their parameters, types of data and the type of responses that the Web service
may return. Lastly, the platform-independent framework is used for registering, locating and















Figure 3.3: Dynamics of a SOAP Web service.
A SOAP service provides an endpoint exposing a set of operations on entities. Operations
are described in a WSDL document, while semantics is detailed in additional documents. Thus
clients can understand and know how to design a client accordingly to the service assumptions.
In Figure 3.3 it is pictured the dynamics of a simple SOAP Web service. First a Web service must
register itself on UDDI (0) in order to be exposed abroad. For a new request, the client searches
for the wanted service in UDDI (1), receiving a WSDL document containing the service description
(2). After that, the client generates a SOAP/XML request and sends it to the Uniform Resource
Locator (URL) specified in the WSDL document (3). Finally, the service processes the request
and returns the response back to client (4). During requests, client-server interaction state is
kept by the server, thus SOAP services are stateful, a characteristic which impacts negatively
the scalability and the complexity of the service [112].
3.2.1.1 Advantages
SOAP services are known to be a good fit for high quality of service, reliability and security
requirements [113]. They have long been employed in enterprise grade applications and present
a set of advantages when facing other Web service architectures:
• Formal Contracts: In case that both provider and consumer have to agree on the exchange
format, SOAP provides rigid type checking specifications for this type of interaction, ad-
hering to contracts accepted by the two sides (i.e. provider/consumer).
• Built-in Error Handling: When facing an exception, a SOAP service can rely on built-in
error handling features. Whenever an error is faced, a SOAP fault message is generated
and sent to clients, containing the fault code and optionally the fault actor and details.
• Platform and Transport Independent: SOAP web services can be used and deployed in
any platform. Another of its biggest advantages is the capability to rely on any type of
transport protocols (e.g. HTTP, SMTP and others).
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• Security: Security and reliable messaging are key SOAP advantages. SOAP services may
rely on theWS-Security framework [114], an application layer (end-to-end) security mecha-
nism. WS-Security offers measures for authentication, integrity, confidentiality and non-
repudiation, from message creation till its consumption.
3.2.1.2 Disadvantages
Although being a widely accepted Web services standard, SOAP incurs in specific constraints
representing its disadvantages when compared to other technologies, which we outline here:
• Interface: Data and useful information are encapsulated inside the service, thus some of
the information can not be directly accessed, affecting the system connectedness. Also
all operations rely on the HTTP POST method only [115].
• Complexity: The serialization and de-serialization of the native program language and
SOAP messages are complex tasks, with time consuming concerns. Also, the SOAP tightness
to XML is a disadvantage because of the XML verbosity issues and the time needed to parse
messages formatted with it [113].
• Interoperability: In SOAP an interface is unique to a specific service. Thus, clients need to
adapt to different interfaces when dealing with different services, facing hard to manage
WSDL documents changes.
• Performance: The network communication volume and server-side payload is greatly in-
creased by redundant SOAP and WSDL information encapsulated inside the service [115],
which also requires more time-consuming operations.
3.2.2 REST
REST (Representational State Transfer) was first introduced by Roy Fielding, one of the main
authors of the HTTP specification versions 1.0 and 1.1 [37], in his doctoral dissertation [36].
REST is an architectural style for distributed hypermedia systems [116], such as the World Wide
Web. Web services implemented following the REST architecture are commonly named RESTful
Web services. REST aims to provide the capability to model resources as entities, providing a
way to create, read, update and delete them. These operations are also known as CRUD (Create,






Figure 3.4: Dynamics of a REST Web service.
The REST architecture, as pictured in Figure 3.4, consists of a simple client-server commu-
nication, with clients making requests to servers (1) and servers responding by acting upon each
request and returning appropriate responses to clients (2). In REST there are the principles of
resources, manipulation of resources through their representations, self-descriptive messages
and the hypermedia as the engine of application state (abbreviated as HATEOAS). A resource
can be any coherent and meaningful concept that may be addressed [117] (e.g. users of a so-
cial network). In response to some request for a given resource, a RESTful service returns a
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representation of the resource, which is some data about the current state of a resource (e.g.
current user account data), encoded in a specific data format, as XML, JSON or others. These
resources are then manipulated through messages, which are the HTTP methods. Restful ser-
vices are implemented using the HTTP protocol and based on the REST architecture principles,
exposing objects (i.e. resources) that can respond to one or more of the HTTP GET, HEAD,
POST, PUT, DELETE and OPTIONS methods. Some of these HTTP methods correspond to the
CRUD operations, as matched in Table 3.1.
Table 3.1: Matching between CRUD operations and RESTful Web services HTTP methods.





Finally, the HATEOAS principle implies that the state of any client-server communication is
kept in the hypermedia that they exchange (i.e. links to related resources), without passing
that information in each message, keeping both clients and server stateless [111].
3.2.2.1 Resource-Oriented Architecture
In order to provide guidelines to implement the REST architecture, Richardson and Ruby in [118]
have documented the Resource-Oriented Architecture (ROA). ROA is a set of guidelines based
on the concepts of resources, representations, Uniform Resource Identifiers (URIs), which are
the name and the address of a resource, and links between resources. Considering ROA, there
are four vital properties and guidelines for a RESTful Web service:
1. Addressability: Services should expose a URI for every piece of information that they want
to serve. Resources are addressed with standard URIs, and can be accessed by a standard
HTTP interface. Therefore they do not require any specific discovery framework like the
UDDI used by SOAP services.
2. Statelessness: Every request is completely isolated and independent from others, so there
is no need to keep states between them in the server. This is possible through the inclusion
of all necessary information in each request.
3. Connectedness: Clients only need to know the root URI or a few well formed URIs in order
to be able to discover other resources. Resources are related with each other by links, so
its easy to follow them. Also, as the Web does not support pointers [119], URIs are the
way to connect and associate resources on the Web.
4. Uniform Interface: The HTTP protocol is the service uniform interface. Given the URI of
a resource, the HTTP methods can be used to manipulate it. The GET method is used to
retrieve a representation of a resource, PUT or POST methods to a new URI to create a new
resource, PUT to an existing URI to modify a resource and DELETE to remove an existing
resource. Furthermore, they do not require any serializing and de-serializing mechanism.
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3.2.2.2 Resources and Representations
Recalling the already introduced REST principles, resources are identified by an URI. Through
HTTP methods, the representation of resources are returned to clients, or clients modify existing
resources or add new resources, depending on the used method. Thus, different operations can
be issued to the same resource URI, only switching between the HTTP methods.
Table 3.2: Examples of valid URIs for a RESTful Web service managing user accounts.
URI Description
servicedomain.com/users The users resources URI.
servicedomain.com/users/john The user John URI (structural form).
servicedomain.com/users?name=john The user John URI (query string form).
A resource URI should be formed structurally or with query strings. We demonstrate an ex-
ample of both approaches for an example Web service which manages user accounts in Table 3.2.
Therefore, a valid URI should be of the form <service address>/<resource>/<identifier> or
<service address>/<resource>?<query>. In possession of a resource URI, one can issue HTTP
methods to it, in order to manage that resource data (i.e. representation).
If a resource supports multiple representations, it is possible to generate responses in diffe-
rent data formats. Therefore, in HTTP a client can specify the preferred format in the request
Accept header, so the service is able to identify the wanted response data format. Since REST-
ful Web services comply with the HTTP protocol, they support multiple response formats as the
Web does (e.g. JSON, XML, octet-stream and others).
Listing 3.1: Sample GET request in JSON. The
Accept header was set to application/json.
1 GET /users/john
2 HTTP/1.1 200 OK








Listing 3.2: Sample GET request in XML. The
Accept header was set to application/xml.
1 GET /users/john
2 HTTP/1.1 200 OK






9 <location >Portugal </location >
10 </user>
Considering the example of a RESTful Web service to manage user accounts, following the
URI samples in Table 3.2, lets consider that this service is internally designed to support and
serve the resources representations in both JSON and XML data formats. In Listings 3.1 and
3.2, it is shown a sample response in both JSON and XML data formats respectively. In these
examples, a GET request was issued to the URI /users/john. For simplicity purposes we have
hide the service address part. If a client adds the Accept header set to application/json to
the HTTP request headers, the service would return a representation of the John user account
encoded as a JSON document (Listing 3.1). If the request header is set to application/xml, the
service returns it encoded in a XML document instead (Listing 3.2).
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3.2.2.3 Error Handling
Initially, many RESTful Web services have copied the error handling strategy from SOAP [111].
Thus, instead of using HTTP status codes [37] (e.g. ”404 Not Found”) in order to describe the
status of a response, they always returned ”200 OK”, only describing the real status somewhere
in the response body. Furthermore, there were also services using their own custom status
codes, which has forced users to develop specific clients to them, thus strangulating clients
interoperability. Although, nowadays most of RESTful Web services do use HTTP status codes
[111], adding only additional status codes when the error situations are not comprised in the
HTTP status code set. Thus they behave like regular Web applications.
Listing 3.3: Sample RESTful Web service error response for a not found resource.
1 GET /users/fake
2 HTTP/1.1 404 Not Found




7 "message": "User fake was not found."
8 }
When a request is successful processed, a 200 status code is sent with the response (as in
Listings 3.1 and 3.2). Whenever an issue is faced, a RESTful service should generate and return
the error code and a message describing it through the response, as in the Listing 3.3 example.
3.2.2.4 Advantages
Besides the addressability, connectedness and uniform interface REST advantages already in-
troduced in the ROA guidelines, there are other advantages around RESTful Web services:
• Simplicity and Abstraction: Clients are not concerned with the server internals, thus
clients portability is improved. Servers are also not concerned with the user interface, thus
servers can be simpler. Moreover, both servers and clients can be replaced and developed
independently, as long as the service interface remains unchanged.
• Standards: REST leverage in well-funded standards like HTTP and URI, so there is no need
to use other specific standards. This also provides the ability to rely on existing libraries
and make services useful within the World Wide Web context. As stated by Vinoski in [120],
”the fact that the Web works as well as it does is proof of these constraints effectiveness”.
• Data Format: REST provides the flexibility to use more than one data format. This is po-
ssible because there exists a one-to-many relationship between resources and their repre-
sentation [119], so they are independent. In this way, we can leverage in the HTTP content
negotiation to define data format. The same is not true for traditional Web services, which
rely on a standard format.
• Performance: As REST does not requires any time consuming mechanism such as serial-
ization, the server payload and communication size are smaller. Also, as it is stateless,
it can easily support conditional GET operations and provide seamless support to data
compression and caching, greatly reducing the resources access time.
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3.2.2.5 Disadvantages
Besides all the advantages and hype around RESTful Web services, they also suffer from some
disadvantages, as any other existing approach. We will now describe them in detail:
• Not an Universal Solution: REST does not fits all service models by default. Although it
fits most of them, it is not tailored for services which are required to be stateful, support
rigid data models, asynchronous operations or transactions [115].
• Tied to HTTP: Instead of being transport agnostic like SOAP, RESTful Web services need to
rely on the HTTP protocol. Although in most cases this should be an advantage, in others
it could be a limitation.
• Lack of Embedded Security and Reliability: In REST there is no built-in mechanisms for
security and reliability. With the lack of a standard method to handle messaging reliability,
it becomes difficult to manage operations that need, for example, to be tracked in the
amount of times they are performed.
3.2.3 Applications and Conclusions
In the Web services early adoption, the term ”Web service” was quickly and exclusively per-
ceived as a SOAP-based service [121]. Later, REST has come to provide a way to eliminate the
complexity of WS-* technologies, showing how to rely on the World Wide Web to build solid
services. REST is considered to be less complex, require fewer skills and having lower entry
costs [111]. Although SOAP is the traditional standards-based (i.e. WS-*) approach, nowadays
REST services dominate among publicized APIs, like the ones from Twitter, Facebook, Yahoo!
and others, with some of them offering both REST and SOAP interfaces, like Amazon [113].
In fact, SOAP and REST philosophies are very different. While SOAP is a protocol for dis-
tributed computing, REST adheres to the Web-based design [113]. Some authors, like Pautasso
et al. in [122], recommend using REST for ad-hoc integration and SOAP/WS-* for enterprise-level
applications, where reliability and transactions are mandatory. However, in a similar evalua-
tion, Richardson and Ruby in [118] show how to implement transactions and messages reliability
and security mechanisms in REST, relying on HTTP. Thus, it shows that REST disadvantages
can be tackled efficiently, even when considering enterprise-level applications. For security
requirements, while SOAP has the WS-Security framework [114], RESTful services can rely on
common long and successfully employed HTTP security mechanisms. For example, it is possible
to rely on HTTPS [123] to address confidentiality and in HTTP basic and digest-based authen-
tication [124] or service key-pairs to address authentication. Furthermore, it is also possible
to address message-level security through cryptography and timestamps to improve confiden-
tiality and prevent replay attacks, as Amazon does in its S3 API [102]. Also, some performance
tests [115] have shown REST as a good solution for high availability and scalability, handling
many requests with minimal degradation of response times when compared to SOAP.
By relying on the Web technology stack [125], REST provides a way to build services which
can easily scale and adapt to demands. Furthermore, by relying on hypermedia, it is possible
to achieve significant benefits in terms of loose coupling, self-description, scalability and main-
tainability [119]. In fact, as stated by Vinoski [126], it is possible to say that only the RESTful
web services are really ”made of the Web”, when others, based on classic architectures are
just ”made on the Web”. Together, all these facts make REST the most suitable Web service
architectural model for our VISOR service implementation.
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3.3 I/O Concurrency
Building highly concurrent services is inherently difficult, due to concerns on how to struc-
ture applications in order to achieve high throughput. It is also required to guarantee a peak
throughput when demand exceeds a certain level, with high number of I/O requests placing
large demands on the underlying resources. Applications that need to scale and handle multiple
concurrent requests can rely on I/O concurrency provided by two common models: threads and
events [127]. Threads allow developers to write their applications code relying on the OS to
manage I/O and schedule those threads. Contrariwise, the events approach, commonly known
as event-driven, lets developers manage the I/O concurrency by structuring the code as a sin-
gle threaded program. The program will then react to events, as non-blocking I/O operation
results, messages or timers.
Before starting to develop VISOR, we investigated what the most suitable programming archi-
tecture for it is, considering its aims and purposes, providing high performance and reliability.
In this chapter we present an overview of the multithreading and event-driven programming
model approaches, in order to identify their advantages and disadvantages, always considering
the VISOR image service requirements.
3.3.1 Threads
Developers needing to deal with I/O concurrency have long employed the multithreading pro-
gramming architecture. Threads have become popular among developers as they make it po-
ssible to spawn multiple concurrent processing activities from a single application. Therefore,
they appear to make programs less painful to develop, maintain and scale, without a significant
increase of the programming logic. Moreover, threads promised to let applications handling
large amounts of I/O, improve the available processing resources usage. Indeed, such resources
usage has become even more important when dealing with modern multicore systems, achieving







Figure 3.5: Dynamics of a typical multithreading server.
In Figure 3.5 it is pictured the dynamics of a typical multithreading server. The server ap-
plication runs on a single thread of execution and usually, whenever a request is received, the
server will spawn and hand off each request to individual threads. Then, the request handling
thread will execute the task associated to that request and will return its result. In this case,
one thread per request (or task) is created. The operating system is the one deciding how to
schedule the server spawned threads and how long one can run.
33
3.3.1.1 Advantages
Being a mainstream approach to I/O concurrency, threads have some explicit benefits that can
be gathered from its inherent maturity and standardization across multiple platforms:
• Sequential Programming: Thread-based programs preserve the common appearance of
serial/sequential programming. In this way, they manage to be a comfortable option for
programmers, since they do not require any specific program code architecture.
• Maturity: Threads have become a dominant approach for concurrency processing, being
standardized across the majority of OSs. Indeed, it is well sustained, with high quality
tools and supported by the majority of programming languages.
• Parallelism: One of the biggest threads strengths is the ability to scale along the number of
processors. Running multiple concurrent threads on a modern multicore system becomes a
straightforward task, with each core simultaneously executing a different task, achieving
true parallelism [128].
3.3.1.2 Disadvantages
Even though heavily used in production applications, multithreading has been far from being
recognized by developers as an easy and pain free programming choice [128]. In fact, it is
tightly coupled with hard to deal problems, regarding resources sharing for I/O concurrency.
• Locking Mechanisms: A thread-based program uses multiple threads in the same single
address space. Therefore, it manages to provide I/O concurrency by suspending some
thread which is blocking the I/O, and then resuming the execution in another different
thread [129]. This procedure requires locking mechanisms to protect the data that is
being shared, which is a task of programmer’s responsibility.
• Data Races and Deadlocks: Threads concurrency implies some synchronization concerns
between threads, leading to less robust programs, as they are almost always prone to data
race conditions and deadlocks [130]. A data race conflict is when two different threads
concurrently access the same memory location in a read/write operation and at least one
of them is a write. On the other hand, a deadlock problem represents a blocking state
where at least one process cannot continue to execute since it is waiting for the release
of some resource being locked by another process, which in turn is also waiting to access
another blocked resource.
• Debugging: Multithreaded programs can be very hard to debug, specially when facing
problems like data races, since a multithread program can exhibit many different be-
haviours, even when facing the same I/O operations during its execution [131]. As Savage
et al. has stated in [132], in a multithread program it is easy to make synchronization
mistakes but it is very hard to debug them after.
• Memory Consumption: In regard to memory consumption, the main concern is the stack
size, as most systems use by default one or two memory pages for each thread stack [129].
• Performance: For a threaded server, the simultaneous requests number is dictated by
the number of available server threads. Thus, with enough long running operations, a
server would eventually get out of available threads. Furthermore, the system overhead
increasing due to scheduling and memory footprint for a high number of threads would
decrease the system overall performance [133].
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3.3.2 Events
Event-driven programs must be structured as a state machine that is driven by events, typically
related to I/O operations progress. Event-driven programming design focuses on events to which
the application should react when they occur. When a server cannot complete an operation
immediately because it is waiting for an event, it registers a callback, a function which will be
called when the event occurs (e.g. I/O operations completion, messages or timers). An event-
driven program is typically driven by a loop, which polls for events and executes the appropriate
callback when the events occur [129]. This is done by relying on event notification systems and
non-blocking/asynchronous primitives, which allow a single execution context to use the full
processor capacity in an uninterrupted way. Thus, an event-driven application is responsible for
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Figure 3.6: Dynamics of a typical event-driven server.
In figure 3.6 it is pictured the dynamics of an event-driven server. The server uses a single
thread of execution and incoming requests are queued. The server is structured as a loop,
continuously processing events from the queue, giving to each task a small time to execute
on the CPU, switching between them till their completion. With events, a callback function
is assigned to each I/O operation, thus the server can proceed with the execution of other
tasks and when the I/O operation has finished, the corresponding callback is picked up. For
example, if a server makes a set of HTTP requests to an external service, a callback is assigned
to each request. Then the server can proceed with the processing in a non-blocking manner,
without blocking its thread of execution waiting for the I/O operations to complete. Only when
a response is received for a specific request, the corresponding callback is picked up in order
to process that response.
3.3.2.1 Advantages
With events, disadvantages identified in the multithreading approach are avoided and become
its biggest advantages. In fact, the resource usage and scalability limits of threads implemen-
tations has led many programmers to opt for an event-driven approach [133].
• Locking Mechanisms: In event-driven programs there is no need for locking mechanism.
Resources access requests are queued when those resources are locked by another request.
• Data Races and Deadlocks: These problem does not apply to event-based programs since
this approach uses a single thread of execution. Problems like resources deadlocking are
avoided since the event-based approach implies the queuing of incoming events that can-
not be served immediately due to resources usage.
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• Memory Consumption: This issue is reduced by allocating only the required memory for
the callback function responsible for I/O processing. Thus, the memory footprint is con-
siderably lower than when allocating a full thread stack [129].
• Performance: Network servers spend a lot of time waiting for I/O operations to com-
plete and event-driven programming takes advantage of this fact. With this in mind,
event-driven frameworks use a single event loop that switches between tasks, running
I/O operations for each one of them at time. When some I/O operation is finished, the
corresponding callback is picked up.
3.3.2.2 Disadvantages
Even though events fill almost all the disadvantages introduced by threads, it is not an im-
maculate approach, as expected. Thus, there are a few drawbacks commonly pointed to the
event-driven architecture, which we outline here:
• Programming Complexity: The most audible drawback pointed by the community seems
to be its inherent programming complexity, due to specific constraints such as callback
functions, non-sequential code arrangement and variables scope [128].
• Blocking Operations: As an event-driven server uses a single line of execution, we need to
take care to do not hang it on some blocking I/O operation. Therefore, many programming
languages libraries are now asynchronous, so they do not block the event loop. However,
there is still some absence of specific communication protocols libraries in some languages
(e.g. handling filesystem operations).
• Debugging: As a single thread is responsible for processing all tasks in disjoint stages, de-
bugging can become more difficult than with threads, as the stack traces do not represent
the complete processing flow of an isolated task [133].
3.3.3 Applications and Conclusions
By avoiding common thread problems, event-driven programs provide I/O concurrency with
high performance non-blocking/asynchronous operations. Studies that compare multithread-
ing servers against event-driven ones [134, 127, 133] agree that multithreading implies higher
overhead when dealing with large number of concurrent requests, due to threads scheduling
and context-switching. Although this can be attenuated by limiting the number of concurrent
threads, this would mean that a server would be restricting the accepted number of connections.
Furthermore, under heavy workloads, multithreading servers require large number of threads
to achieve good performance, reducing the time that is available to serve incoming requests.
Moreover, as already addressed, common threads resource sharing and memory footprint con-
straints are greatly attenuated in the events approach. It is also stated that an event-driven
server is able to exceed the throughput of a threaded one, but even more important is the fact
that the performance does not degrade with increased concurrency [133].
We have already stated that the inherent event-driven programming complexity has been
the major drawback pointed to this approach. Trying to tackle such disadvantage, some event-
driven frameworks based on the Reactor pattern [135, 136] have been successful in maximi-
zing the events strengths and minimizing its weaknesses. They have become important tools
for scale-aware applications, as they provide the ability to develop high-performance, concur-
rent applications relying on asynchronous I/O. Among all them, Node.js [137] for JavaScript,
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Twisted [138] for Python and EventMachine [139] for Ruby seem to be the most popular options.
Node.js [128], the most recent of the three frameworks, has been gaining much attention lately,
as it is powered by the Google V8 JavaScript engine. However, it is a recent project without
much solid and mature documentation. On the other hand, Twisted has been long accepted as a
standard for event-driven programming in Python, being used (and sponsored) by Google, among
others, to create high performance services. Last but not least, the EventMachine framework
has also been widely accepted, being now used in many large projects, powering many enter-
prise API servers, like PostRank (now acquired by Google). It is also used in cloud applications
as the VMWare CloudFoundry PaaS [89]. Together, all these facts make events the most suitable





In this chapter we address our development work towards VISOR, a virtual machine images
management service for cloud infrastructures. We start by providing an overview of VISOR and
some of its underlying concepts which will be assumed along this chapter.
Next to this overview, we describe in detail each one of the VISOR subsystems, being the
VISOR Image, Meta, Auth, Common and Web. Each one these subsystems plays a specific role
towards the overall service functionalities. Finally we will described the used development
tools and libraries. Throughout this chapter we will sometimes mention VISOR as ”the service”
or ”the system” as it becomes more suitable.
Besides the detailed theoretical description contained in this chapter, all the service source
code is thoroughly documented and available on the project homepage at http://cvisor.org.
Whenever it becomes needed, we will provide direct links to some of that source documenta-
tion. During the VISOR development, we have followed a Test-Driven Development (TDD) [140]
approach in order to build a reliable and heavily tested service. Currently, VISOR counts on many
unitary and integration tests already written to ensure the service functionalities preservation
in further development stages.
4.1 VISOR Overview
The VISOR main purpose is to seamlessly manage VM images across multiple heterogeneous IaaS
and their storage systems, maintaining a centralized agnostic repository and delivery service. In
this section we will conduct an overview over the service features, concepts and architecture.
4.1.1 Features
The VISOR service was designed considering a set of features, defined based on its aims and
purposes. These features were already described by the authors on a previous research publi-
cation [22] and we will enumerate them as follows:
• Open Source: If anyone wants to contribute, fork and modify the source code, customize
or just learn how it works, it can be done freely. The development process is community-
driven, everyone is welcome to contribute and make suggestions to improve the system.
• Multi-Interface: The service provides more than one interface, exposing its functionalities
abroad to a wide range of users, being either end-users, developers, other services or
system administrators.
• Modular: The service was designed and implemented in a modular way, so all subsystems
are isolated and can be easily customized and extended by users and researchers aiming
at improving it.
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• Extensible: The service provides to the community the ability to extend it, or to be used
in order to build new tools relying on it. This is done by exposing the multiple service
interfaces.
• Flexible: It is possible to install the system by requiring minimal setup procedures, relying
on its high modularity, while providing the possibility to do it strategically close to the
needed resources.
• Secure: The service is fairly secure and reliable, with robust authentication and access
control mechanisms, while preserving the ability to be integrated with external services.
• Scalable: The service was designed from bottom to top with scalability in mind, thus,
modularity, flexibility and involved technologies offer the ability to adapt to high load
requirements.
• Multi-Format: The service provides compatibility with multiple VM image formats, being
able to handle and transfer image files regardless their format. This is possible by treating
VM images as opaque files.
• Cross-Infrastructure: The system provides a multi-infrastructure and unified image man-
agement service, capable of sitting in the middle of multiple heterogeneous IaaS. This is
possible given the system openness and multi-format and multi-storage features.
• Multi-Storage: It provides compatibility with multiple cloud storage systems, by relying on
an abstraction layer with a seamless common API over multiple storage systems plugins.
4.1.2 Introductory Concepts
Along this chapter, while conducting the description of VISOR, there will be some omnipresent
concepts common to all the service subsystems. These concepts characterize the VM images
managed with VISOR and can be grouped on image entities, permissions and status concepts.
4.1.2.1 Image Entities
A VM image registered in VISOR is represented by two entities, the image file and its metadata
(information about that image). These are the image entities managed by the service:
• Image File: The most important object managed by the service is the VM image, which
is a compressed file in some format, as the ISO 9660 format (i.e. iso) for example, used
to bootstrap VMs in cloud IaaS. VISOR is responsible for the seamless management and
transfer of VM image files between heterogeneous storage systems, client machines and
vice versa.
• Image Metadata: In order to maintain a centralized image repository and catalogue, it is
needed to describe the stored VM images. This is done by registering image metadata,
which is a set of attributes describing a certain image file (i.e. its name, version and
others). VISOR is responsible for managing and record the metadata in a secure database,
maintaining an organized image catalogue.
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4.1.2.2 Image Permissions
In VISOR an image can be of two different types, public or private. When registering a new
image in the service, the user should choose between one of these types, as they rule the image
access permissions, determining who can see and retrieve that image.
• Public: Images registered as public images can be seen and managed by everyone, so any
service user is able to see, manipulate and retrieve it.
• Private: Images registered as private images can only be seen and managed by their own-
ers, which are the users who registered and uploaded them.
4.1.2.3 Image Status
At registering time, an user can provide both image metadata and its file, or provide only
metadata if he wants to provide the file later. Considering this, an image can have one of the
following status, which define the image availability.
• Locked: The locked status means that metadata was already registered in VISOR, and now
the service is waiting for the image file upload.
• Uploading: An image with the uploading status means that its image file is currently being
uploaded to VISOR.
• Available: An available image means that both metadata and file are already in the VISOR
repository, so it is available for retrieving.
• Error: The error status informs that an error has occurred during the image file upload,
so it is not available for download.
4.1.3 Architecture
VISOR is a distributed multi-subsystem service, each one being an independent web service
playing a specific role towards the whole service functionality. The service main subsystem
is the VISOR Image System (VIS) and it is the responsible for handling all the exposed service
functionalities. Thus, VIS is the front-end for VISOR users. It handles users authentication and
image uploads and downloads between clients and supported storage systems. Furthermore,
it is also responsible for coordinating the image metadata management, submitting registering
requests to another subsystem, the VISOR Meta System (VMS). Thus, the VMS is the subsystem
responsible for image metadata, which is recorded on a database managed by it. The VMS,
being another web service, exposes an API, which is used by the VIS when it wants to accomplish
some metadata operation. The other service subsystem is the VISOR Auth System (VAS), which
maintains and exposes a database containing user accounts information. Whenever the VIS
wants to authenticate some user, it communicates with the VAS in order to search and retrieve
user account credentials.
Besides the VIS, VMS and VAS, the service incorporates other two subsystems, the VISOR
Common System (VCS) and the VISOR Web System (VWS). The VCS integrates a set of utility
modules and methods used across all other subsystems, so its source code gets required by
them in order to access such utility functions. Lastly, the VWS is a prototype web application,
which aims to be a graphical user interface to display statistical data about the service usage
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Figure 4.1: Architecture of the VISOR service.
The VISOR architecture and its main subsystems arrangement is pictured in Figure 4.1. The
VIS, VMS and VAS are all independent RESTful Web services [36, 116], exposing their functional-
ities through the HTTP protocol. It is possible to observe that both VAS and VMS communicate
with an database, where they register user accounts in the users table and image metadata in
the images table, respectively. It is administrator’s choice to deploy the VAS and VMS relying on
the same database (containing both users and images tables) or with a database for each one.
Besides the service internals, VISOR also maintains a set of files towards logging and config-
uration. All subsystems’ servers log and debug requests and responses to log files. While VISOR
is being installed, it creates a template configuration file, which is detailed in Appendix C. This
configuration file should be customized by users in order to provide the needed configuration
parameters. These configurations are loaded by all the VISOR subsystems servers when they
are started, and include the host addresses and ports to deploy each subsystem server, user’s
database and storage systems credentials and logging options.
4.1.3.1 Client Interaction
The users interaction with VISOR is handled by the VIS and accomplished through its user inter-
faces. The VIS stack includes a set of client tools, exposing the service to end-users, developers,
external services and administrators. These clients can use the VIS CLI, the programming API,
the HTTP interface and an administration CLI, respectively. All the main subsystems servers
are powered by application servers, thus the administration CLI is the tool used to start, stop
and restart their server applications. All the VISOR subsystems expose their own administration
CLI, so the service administrator can use each them to manage the VIS, VAS and VMS application
servers status independently. Since all subsystems administration CLIs have the same function-
alities of the VIS one, we will only mention these kind of interfaces in the VIS description, as
the same applies to the other subsystems.
4.1.4 Metadata
In order to describe images in the VISOR repository, the VMS supports a large range of fields
within which we can describe images. For achieving a cross-IaaS image service, one key re-
quirement is the flexibility of the metadata schema. Therefore we purpose a reference schema
listed in Table 4.1, but we maintain it as much flexible as possible, where many of the user-
managed attributes are made optional. Furthermore, users can provide any number of additional
attributes (besides those listed in Table 4.1) which are encapsulated in the others attribute.
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Table 4.1: Image metadata fields, data types, predefined values and access permissions.




architecture String i386, x86_64 Read-Write
access String public, private Read-Write
status String locked, uploading, error, available Read-Only
size String Read-Only
type String kernel, ramdisk, machine Read-Write
format String iso, vhd, vdi, vmdk, ami, aki, ari Read-Write













For registering a new image, users must provide the name, which should preferably contain
the OS name and its version, and the platform architecture, being it either 32-bit (i386) or
64-bit (x86_64). To define whether an image should be public or private, the access permission
should be provided. If not, images will be set as public by default. For uploading an image file,
the store attribute must be provided, indicating in which storage the image should be stored.
Further details on the storage backends will be presented in Section 4.2.8. After the image has
been uploaded, the location attribute will be set to the full image storage path.
Optionally, users can provide the format of the image and its type, with the last one defining
if it is a kernel, ramdisk or a machine image. If an image has some associated kernel or ramdisk
image already registered in the repository, users can also associate that image to the one be-
ing registered or updated, providing their id for these fields. Finally, users can also provide
additional key/value pair attributes, which will be encapsulated in the others image attribute.
4.1.4.2 Service-Managed Attributes
For new images, the service defines an Universally Unique IDentifier (UUID) [141] for them (the
id) and an URI (the uri), which defines the path to the location of an image in VISOR. The status
of the image is also defined by the system and the owner attribute is set to the username of
the user that has registered the image. Furthermore, the service defines the size of the image
and its checksum (a MD5 hash [142] calculated at upload time). VISOR also maintains some
tracking fields useful to increase security, track user actions and to provide the ability to mine
statistical data about the service usage and images life cycle. These fields are the created_at,
uploaded_at, updated_at and accessed_at (last image access) timestamps, and the number of
image accesses counted through the access_count attribute.
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4.2 VISOR Image System
The VIS is the VISOR main subsystem, as it is the entry point for all image management oper-
ations, being them metadata requests, image files related requests, or both of them. Thus,
whenever a user wants to manage the VISOR repository, it should communicate with VIS, using
one of its multiple interfaces. In this section we describe the VIS architecture and each one of
its internal components in detail.
4.2.1 Architecture
The VIS architecture, as represented in Figure 4.2, is composed by three main layers. These are
the client interfaces to interact with the system, the server application (which is the core of
















Figure 4.2: VISOR Image System layered architecture.
Sitting on top of the VIS are the provided set of interfaces, exposing the system to a wide
range of clients. These are the main CLI, the programming API, the HTTP interface and an ad-
ministration CLI. The server itself comprises the content negotiation middleware, the REST API,
the access control and tracking modules, and the interfaces to communicate with the VMS (Meta
Interface) and VAS (Auth Interface). Lastly, the storage backend abstraction layer comprises all
the supported storage systems individual plugins, with a common seamless API implemented on
top of them. We will describe each one of the VIS architecture layers and theirs internal pieces,
starting by the internal server components and followed by the storage abstraction layer and
client’s interfaces.
4.2.2 REST API
The server exposes the VISOR functionalities abroad through its REST interface1, defined in
Table 4.2. Through this set of HTTP methods and paths, it is possible to manage both image
metadata and files. The VIS server supports both JSON and XML output data formats, with JSON
being the default one. The supported data formats will be addressed in detail while describing
the content negotiation middleware in Section 4.2.4.
1http://cvisor.org/Visor/Image/Server
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Table 4.2: The VISOR Image System REST API methods, paths and matching operations.
Method Path Operation
HEAD /images/<id> Return detailed metadata of a given image.
GET /images Return brief metadata of all public and user’s private images.
GET /images/detail Return detailed metadata of all public and user’s private images.
GET /images/<id> Return the metadata and file of a given image.
POST /images Add new metadata and optionally upload a file.
PUT /images/<id> Update the metadata and/or file of a given image.
DELETE /images/<id> Remove the metadata and file of a given image.
Whenever a request is successfully processed or an exception occurs during it, the server will
handle and return a response containing either a success code, with the requested response,
or one detailed error message, from a well defined set of possibilities. These response codes,
prone methods and a description of the returned response are listed in Table 4.3.
Table 4.3: The VISOR Image System REST API response codes, prone methods and description. Asterisks
mean that all API methods are prone to the listed response code.
Code Prone Methods Description
200 * Successful request.
400 POST, PUT Failed metadata validation.
400 POST, PUT Both location header and file provided.
400 POST, PUT Trying to upload a file to a read-only store.
400 POST, PUT No image file found at the given location.
400 POST, PUT Unsupported store backend .
400 POST, PUT Neither file or location header were provided.
403 * User authentication has failed.
403 DELETE No permission to manipulate image.
404 HEAD, GET, PUT, DELETE Image metadata was not found.
404 GET, DELETE Image file was not found.
404 GET No images were found.
409 GET Image file already downloaded to the current path.
409 POST, PUT Image file already exists on store.
409 PUT Cannot assign file to an available image.
If no error occurs during requests processing, a response with a 200 status code, along with
the request result is returned to clients. If an error occurs, error messages are properly encoded
and returned through the response body.
Regarding error handling, besides those contemplated by the VIS REST API (Table 4.3) it is
important to understand how does VISOR handles errors during VMs file uploads. Whenever the
server receives a request implying the upload of a VM file, both server file caching and the
following upload to the storage are strictly monitored, based on the image metatada status
attribute. At registering time of a new image, the status attribute is set to locked. Further,
when an image file is provided during registering, the server promptly updates the status to
uploading. Moreover, when the server faces an exception, it ensures that the image status is
set to error prior to execution abort. The status is set to available only after a successful upload.
In the next sections we describe all the image management operations exposed by the VIS
REST API (Table 4.2). The presented request result samples were collected with the Curl [143]
Unix tool, with the VIS server running on the 0.0.0.0 host address and listening on port 4568.
These are the raw API outputs, when interacting directly with the server using the HTTP protocol.
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4.2.2.1 Retrieve an Image Metadata
When issuing HEAD requests, the server will ask VMS for the metatada of the image with the
given ID and then will encode that metadata in valid HTTP headers, embedding them into the
response. This encoded headers are of the form X-Image-Meta-<Attribute>:<Value>.
Listing 4.1: Sample HEAD request.
1 HEAD http://0.0.0.0:4568/images/d186965e -b7e3 -4264-8462-7d84c2cac859
2 HTTP/1.1 200 OK
3 x-image -meta-_id: d186965e -b7e3 -4264-8462-7d84c2cac859
4 x-image -meta-uri:http://0.0.0.0:4568/images/d186965e -b7e3 -4264-8462-7d84c2cac859
5 x-image -meta-name: Ubuntu Server 12.04 LTS
6 x-image -meta-architecture: x86_64
7 x-image -meta-access: public
8 x-image -meta-status: available
9 x-image -meta-size: 751484928
10 x-image -meta-format: iso
11 x-image -meta-store: file
12 x-image -meta-location: file:///VMs/d186965e -b7e3 -4264-8462-7d84c2cac859.iso
13 x-image -meta-created_at: 2012-05-01 20:32:16 UTC
14 x-image -meta-updated_at: 2012-05-01 20:32:16 UTC
15 x-image -meta-checksum: 2ea3ada0ad9342269453e804ba400c9e
16 x-image -meta-owner: joaodrp
17 Content -Length: 0
As we can see in the above Listing 4.1 sample output, when we retrieve the metadata of
the image with the ID d186965e-b7e3-4264-8462-7d84c2cac859, we receive a HTTP 200 status
code, as the request was successful. We then see the response headers, where it is encoded
the image metadata, followed by an empty body, as shown by the Content-Length header.
4.2.2.2 Retrieve all Images Metadata
When receiving a GET request on /images or /images/detail paths, the server will ask the
VMS, seeking the metatada of all public and user’s private images, returning a brief or detailed
description (respectively to the request path) of each matched image. In this case, the result
is passed as a set of encoded documents through the response body.
Listing 4.2: Sample GET request for brief metadata.
1 GET http://0.0.0.0:4568/images
2 HTTP/1.1 200 OK
3 Content -Type: application/json; charset=utf-8





9 "_id": "d186965e -b7e3 -4264-8462-7d84c2cac859",









18 "_id": "4648b084 -8311-40f8-9c4f-e15453acccf8",









In the above Listing 4.2, we request the brief metadata of all public and user’s private images.
Thus, we receive a JSON document through the response body, containing all matched images,
where in this case there were only two images in VISOR, one public and one private (owned by
the request user). For detailed metadata, the path to be used is /images/detail, receiving a
similar output but with more displayed attributes. The difference between brief and detailed
metadata will be discussed further in Section 4.3.2.1.
These two operations can handle HTTP query strings for filtering results, sort attributes and
sort direction options. Thus, one can ask for a subset of public images that match one or more
attributes value, or choose the attribute with which results should be sorted by, as equally
providing the sorting direction (ascending or descending). Thus, if we want to return brief
metadata of 64-bit images only, with results sorted by the name of the images in descending
order, we issue a GET request to the path /images?architecture=x86_64&sort=name&dir=desc.
4.2.2.3 Register an Image
For POST requests, the server will look for metadata encoded in the request headers, decode
them and then prompting the VMS to register that new metadata. The sent metadata headers
from client to server are of the form of X-Image-Meta-<Attribute>:<Value>, as shown in Listing
4.1. Besides metadata, users may reference the corresponding image file through two distinct
methods, providing its location URI through the Location attribute header, or by streaming the
image file data through the request body. As expected, users can only use one of these methods,
either providing the image file location or the image file itself.
Providing the Image Location: One should pass the location header if the associated image
file is already stored somewhere in one of the compatible storage backends (listed further in
Section 4.2.8), providing the image file path as the value of the X-Image-Meta-Location header.
Listing 4.3: Sample POST request with image location providing.
1 POST http://0.0.0.0:4568/images
2 HTTP/1.1 200 OK
3 x-image -meta-name: Fedora 16
4 x-image -meta-architecture: x86_64
5 x-image -meta-access: public
6 x-image -meta-format: iso
47
7 x-image -meta-store: http
8 x-image -meta-location: http://http://download.fedoraproject.org/pub\
9 /fedora/linux/releases/16/Live/x86_64/Fedora -16-x86_64 -Live-Desktop.iso
So, if we want to register in VISOR an image mapped to the last release of the Fedora 16
operating system, we can do it by issuing the request present in the Listing 4.3. After providing
the name, architecture, access and format values, we then inform the VIS that the image is
stored on a HTTP store, at the URL provided in the location header.
Listing 4.4: Sample POST request response with image location providing.
1 HTTP/1.1 200 OK
2 Content -Type: application/json; charset=utf-8




7 "_id": "36082d55 -59ee-43ed-9434-f77a503bc5d0",
8 "uri": "http://0.0.0.0:4568/images/36082d55 -59ee-43ed-9434-f77a503bc5d0"








17 releases/16/Live/x86_64/Fedora -16-x86_64 -Live-Desktop.iso",
18 "created_at": "2012-05-11 17:51:51 UTC",
19 "updated_at": "2012-05-11 17:51:51 UTC",




When receiving such request, the server will perform an analysis on the provided location
URL, trying to find if the resource is a valid file, its checksum (if any) and the resource’s real
location. This is done by seeking the URL, following redirects up to a certain deepness level and
finally, parsing and analysing the HTTP headers of the true resource location.
After the request is processed, the VIS server would return the response described in the
Listing 4.4. From there we can see that VISOR has defined an UUID for the image (id) and has
generated the image URI. We can also see that it has detected the image size and its checksum,
by analysing the provided location URL. Further, if we issue a GET request to this image, we will
always being downloading the last available release of Fedora 16 from its HTTP URL.
Uploading the Image: Otherwise, if wanting to upload the image file an user must provided the
same metadata through the request headers (as in Listing 4.3) but this time without providing
the location header and modifying the store attribute value to indicate the storage system in
which the image should be stored. Besides the metadata included in the request headers, the
image file data to upload should be included in the request body.
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When receiving such request, and after detecting that the request body is not empty (i.e.
the client has also sent an image file for upload) the server will cache data chunks, as they
arrive, in a secure local temporary file. It will also create and update a MD5 hash [142] (the
checksum) during this process, guaranteeing the uploading file integrity. After the upload has
been completed, it will look in the provided metadata for the description of the wanted storage
service, promptly streaming the image file to that storage system. When the upload ends, the
server returns the already inserted and updated image metadata through the response body, as
shown in Listing 4.4, then closing the connection.
4.2.2.4 Retrieve an Image
For GET requests on the /images/<id> path, the server asks the VMS for the metadata of the
image with the given ID and tries to find if it has some already uploaded image file. If an image
has no associated file, then the server returns a response with the image metadata encoded in
HTTP headers and an empty body, as there is no associated file. If the image has an associated
file, the server will look for it, parsing the metadata store and location attributes. Following,
the server sends the file from its host storage system to client through the request body.
Listing 4.5: Sample GET request for metadata and file response.
1 GET http://0.0.0.0:4568/images/d186965e -b7e3 -4264-8462-7d84c2cac859
2 HTTP/1.1 200 OK
3 Content -Type: application/octet -stream
4 x-image -meta-_id: d186965e -b7e3 -4264-8462-7d84c2cac859
5 x-image -meta-uri:http://0.0.0.0:4568/images/d186965e -b7e3 -4264-8462-7d84c2cac859
6 x-image -meta-name: Ubuntu Server 12.04 LTS
7 x-image -meta-architecture: x86_64
8 x-image -meta-access: public
9 x-image -meta-status: available
10 x-image -meta-size: 751484928
11 x-image -meta-format: iso
12 x-image -meta-store: file
13 x-image -meta-location: file:///VMs/d186965e -b7e3 -4264-8462-7d84c2cac859.iso
14 x-image -meta-created_at: 2012-05-01 20:32:16 UTC
15 x-image -meta-updated_at: 2012-05-01 20:32:16 UTC
16 x-image -meta-uploaded_at: 2012-05-01 21:32:16 UTC
17 x-image -meta-checksum: 2ea3ada0ad9342269453e804ba400c9e
18 x-image -meta-owner: joaodrp
19 Transfer -Encoding: chunked
20
21 ????????????????????????????????????????????????????????????????????????????...
As shown in the Listing 4.5 above, after finding the image file, the server opens a response
passing the image metadata in HTTP headers, and the image file through the response body. In
the above output, the body is shown as a set of ”?” characters, as images are binary files.
4.2.2.5 Update an Image
When handling PUT requests, the process will be similar to that used for handling POST requests.
The differences are the fact that the server needs to ask the VMS for the metadata of the image
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with the given ID and there is also an image upload process constraint. The VIS server, after
confirming the existence of the referenced image metadata, will prompt the VMS to do the
required metadata updates. Besides metadata operations, image file upload goes in the same
way as for POST requests. The image upload process constraint is that users can only provide
an image file to a registered image with status set to locked or error. This is, it is only possible
to assign an image file to images that were registered without an image file (locked) or to
that images where an error has occurred during the last image file upload try (error). After
the update process finishes, the server returns the already updated image metadata through
the response body. The response output format for a PUT request will also be similar to that
observed for POST request on Listing 4.4.
4.2.2.6 Remove an Image
When receiving a DELETE request, the server prompts the VMS for the metadata of the image
with the given ID. After that, it parses the image file location and proceeds with its deletion (if
any). Finally, it asks the VMS to delete the metatada and returns it through the response body.
Listing 4.6: Sample DELETE request response.
1 DELETE http://0.0.0.0:4568/images/d186965e -b7e3 -4264-8462-7d84c2cac859
2 HTTP/1.1 200 OK
3 Content -Type: application/json; charset=utf-8




8 "_id": "d186965e -b7e3 -4264-8462-7d84c2cac859",
9 "uri": "http://0.0.0.0:4568/images/d186965e -b7e3 -4264-8462-7d84c2cac859"







17 "location": "file:///VMs/d186965e -b7e3 -4264-8462-7d84c2cac859.iso",
18 "created_at": "2012-05-01 20:32:16 UTC",
19 "updated_at": "2012-05-01 20:32:16 UTC",
20 "uploaded_at": "2012-05-01 21:32:16 UTC",






As observed in the Listing 4.6, the server returns the deleted image full metadata through
the response body. The benefit of returning an already deleted image metatada is to provide
the ability to revert the deletion by resubmitting the image metadata through a POST request.
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4.2.3 Image Transfer Approach
The way to efficiently handle large image file transfers, from clients to VISOR and from VISOR to
storage systems and vice versa becomes a critical requirement. The two biggest concerns that
arise are the ability to handle multiple long living connections in a high concurrency environment
and data caching problems in all endpoint machines. For this purpose we have investigated how
could us improve VISOR in order to avoid such problems without compromising performance.
4.2.3.1 Standard Responses
Relying on standard download and upload responses, a service handling large data transfers, as
VISOR, would incur in significant latency and major overhead problems. We have outlined a
standard download request and data transfer between client and server in Figure 4.3. When a
client launches a download request of a large image file to the server, this one would need to
cache the whole image in its address space, prior to sending it to client. In the same way, the
client would need to cache the image file in memory, when receiving it from server, then closing
the connection (represented with the ”X” on the client timeline). Thus, the client is only able
to write the file to disk after caching it in memory.
Client Server
Request image download
Caching the image 






Figure 4.3: A standard image download request between client and server.
Such caching and latency issues would not be so critical for some users, as they may not
want to download or upload a wide set of images at the same time. Therefore, most machines
would probably have enough free memory to handle such requests. Indeed, memory is cheap.
Although, when considering VISOR, we have designed it to be a reliable, high performance and
concurrency proof service. Furthermore, besides the inherent high latency charges, with enough
concurrent clients requesting to download different images, the host server in Figure 4.3 would
definitely get out of memory caching all files.
4.2.3.2 Chunked Responses
Unlike standard responses, HTTP chunked responses, a feature of the HTTP version 1.1 [37],
makes it possible to efficiently handle large data transfers without incurring in latency or host’s
memory overflow problems. Instead of returning a Content-Lenght header in the response, for a
chunked transfer, a server sends a Transfer-Encoding header set to chunked, followed by length-
prefixed data chunks in the response body. Furthermore, all chunks are streamed in the same
persistent connection, avoiding the costly creation of a new connection per chunk. We outline













Figure 4.4: An image download request between a client and server with chunked responses.
On the opposite to the observed behaviour in Figure 4.3, for chunked responses it is possible
to have both client and server processing data chunk by chunk. Thus, both server and clients
are able to process the data without incurring in latency and high memory footprints.
4.2.3.3 VISOR Approach
Considering the outlined research above, we have chosen to integrate two-way chunked transfer
capabilities in VIS client tools and server application. Thus, it is possible to handle image uploads
and downloads from clients to VIS and storage systems, avoiding caching issues and achieving










...Writing file chunks as they arrive
Image chunk 1
Image chunk 2Image chunk 2
...
Last image chunk Last image chunk
Figure 4.5: A VISOR chunked image download request encompassing the VIS client tools, server
application and the underlying storage backends.
When a client requests an image download, the server indicates that it will stream the image
file in chunks through the response body and that the connection should not be closed till the
transfer ends. Then the server performs a chunked transfer from storage systems, passing the
image chunks to clients, which write chunks to a local file as they arrive.
For uploads the process is similar, but the client is the one streaming the image in chunks
to the server. The server caches data chunks in a secure local temporary file as they arrive,
while calculating the image checksum to ensure data integrity. Having a local copy of the image
will ensure that the server can retry images uploads to storages when facing issues, without
prompting clients to re-upload the image (although not yet implemented). As soon as that
process completes, the server will stream the image in chunks to the proper storage system.
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4.2.4 Content Negotiation Middleware
The VIS server API is multi-format, most properly it supports automatic content negotiation with
seamless responses encoding in JSON [58] and XML [59] formats, both for metadata and error
messages. This process is done through the VIS server’s content negotiation middleware, which










Figure 4.6: Content negotiation middleware encoding process.
This layer will auto negotiate and encode the response metadata and error messages in the
proper format, based on the HTTP request’s Accept header. When a request is received by the
VIS server, this middleware will parse it, locate the Accept header (if any) and retains its value,
being it application/json or application/xml. As the request reaches the REST API methods, it is
processed in the below components and the returned results from it are automatically encoded
by the negotiation middleware, either in JSON or XML, depending on the wanted format. It will
also set the proper HTTP response’s Content-Type header. If no Accept header is provided in
the request, the API will encode and render responses as JSON by default.
By providing a multi-format API it becomes easier to dilute the heterogeneity of clients,
supporting their own data format requirements. Additional format encoders can be plugged
into the system, but by default, we ship VIS with built-in support for both JSON and XML formats
only, which should be enough for the large majority of usage environments.
4.2.5 Access Control
The access control module is responsible for ensuring that users requesting some operation are
properly authorized to do so. When a request reaches the VIS server, it is passed through the
access control, which will look for the user authenticity and authorization. This module also
manages the sharing of VM images. Furthermore, at registering time, VM images may be set as
public or private (concepts previously described in Section 4.1.2.2).
4.2.5.1 Authentication Approach
The VIS authentication approach has been implemented following the Amazon S3 authentica-
tion mechanism [144], with only slightly customizations to better fit VISOR’s purposes. The S3
authentication mechanism is being used by many other cloud applications like Walrus [45] and
Cumulus [50], in order to provide compatibility with such cloud provider standards. In VISOR,
requests are allowed or denied firstly by the identity validation of the requester. For that pur-
pose, VISOR stores user accounts information in the VISOR Auth System (VAS), and the VIS is the
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one responsible to interact with it in order to collect user account information. That information
is then used to validate the identity of the requester.
Following the Amazon API, we use a scheme based on access keys and secret keys, with SHA1
[145] based HMAC [146] signatures, which has been an heavily tested combination for message
hashing [147, 148]. The first step to authenticate a request is to concatenate some request
elements, using the user’s secret key to sign that information with the HMAC-SHA1 algorithm.
Finally, the signature is added to the request header, preceded by the user’s access key.
When the server receives an authenticated request, it will look for the user with the given
access key in the users database through the VAS, fetching its secret key, which is expected
to only be known by both VAS and user. It then tries to generate a signature too, like done in
client side, using the information and the secret key that it has retrieved for the user with the
given access key. Following, the server compares the signature that it has generated with the
one embedded in the request. If the two signatures match, the server can be sure that the
requester is who he claims to be and it proceeds with the request.
Listing 4.7: Sample authentication failure response.
1 GET /images
2 HTTP/1.1 403 Forbidden
3 Content -Type: application/json; charset=utf-8




8 "message": "Authorization not provided."
9 }
Otherwise, if the mentioned user does not exists, the signatures do not match or the autho-
rization header is not provided, the server raises an authorization error, as the authentication
was not successful. A sample authentication failure response is detailed in Listing 4.7, where in
this case the user has not included an authorization signature in the request. We will describe
in detail the authentication and the request signing process in both client and server sides,
providing a more in-depth analysis of the VISOR authentication features.
4.2.5.2 Client-Side Request Signing
When using VISOR (through the VIS), an user must provide a set of items, properly treated and
encapsulated in the request HTTP headers. The VIS client CLI will do this process automatically.
We will enumerate and describe each of the following items:
• Access Key: The user’s access key, identifying who some requester is claiming to be.
• Signature: A request signature is calculated based on the user’s secret key and a request
information string, which contains the request HTTP method, the path and a timpestamp,
indicating the UTC date and time of the request creation.
• Date: A request should also contain the Date header, indicating the UTC timestamp of the
request creation, which should be the same of that used to generate the signature.
With these items, the server will have all the needed information to verify the user’s identity.
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Figure 4.7: VISOR client tools requests signing.
The first step is to grab the user credentials, which VISOR client tools can find in the VISOR
configuration file. In possession of user credentials, the next step is to create a valid signature.
A signature is generated based on the user secret key and request information. In Table 4.4 it
is shown an example of a request and its corresponding information to be signed.
Table 4.4: Sample request and its corresponding information to be signed.
Request Request Information to Sign
GET /images HTTP/1.1




Tue, 20 May 2012 15:11:05 +0000\n
/images
The pattern of the request information is to type the request method in uppercase, followed
by three line breaks, the Universal Time Coordinated (UTC) timestamp, followed by a new line
break and finally the request path. After achieving this request information string, the VIS client
tools sign it using the user’s secret key, generating in this way a valid Authentication header
string of the form "VISOR <user access key>:<request signature>". Considering the request
example listed in Table 4.4, we present a VISOR authenticated HTTP request for it in Listing 4.8.
Listing 4.8: Sample authenticated request and its Authorization string.
1 GET /images HTTP/1.1
2 Date: Tue, 20 May 2012 15:11:05 +0000
3 Authorization: VISOR foobar:caJIUsDC8DD7pKDtpQwasDFXsSDApw
Considering the request on the Listing 4.8, in line 1 we have the request method, in this
case it is a GET request, followed by the request path, which is ’/images’, so we are requesting
to receive brief metadata of all images. Then in line 2 we have the Date header, with an UTC
timestamp of the request creation. Finally, in line 3 we have the Authorization header, which
contains a string of the form "VISOR <user access key>:<request signature>". This signature
string, embedded in the Authorization header, is the process of signing the request information
(Table 4.4) following the request signing process pictured in Figure 4.7. After computing this
request, clients can send it to the VIS, which will try to validate the request and the requester
identity by analysing the request signature.
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4.2.5.3 Server-Side Request Authentication
On the server side, the requests authentication procedure is similar to the signing process in
client side, but here, it is needed to fetch the requester secret key from the VAS, in order to
reproduce a valid signature. We illustrate the server-side authentication process in Figure 4.8.
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Figure 4.8: VISOR Image System server requests authentication.
When a request arrives, the server’s access control module will look for an Authorization
header, parsing it, or promptly denying the request if it was not provided. Further, knowing
the requester access key, it will fetch the corresponding private key from the VAS. As it already
knows the access key, it parses the Date header and collects the request information to sign, as
done in the client side. Then, having these items and the private key retrieved from the VAS,
it is able to generate a signature. After that, the server will compare the signature that it has
generated, which is guaranteed to be valid, and the signature sent along with the request. If
both signatures match, then the requester is the one it claims to be and the request proceeds,
otherwise the request is denied with an authentication error message being raised (Listing 4.7).
4.2.6 Tracking
This component is responsible for tracking and recording VIS API operations, creating a full
history of each image life cycle since it was published in VISOR. Also, this component will provide
statistical data, which will become very useful for tracking the service and repository usage.
This data can help administrators in management tasks, such as detecting images that are never
used and can be deleted to save storage space. This is very useful, since maintaining a large
repository of VM images can become a hard task, where sometimes there are images never used
or outdated. Thus, having statistical data about the repository usage and the images life cycle
can greatly improve administrator’s capabilities. This module will be the engine of the VISOR
Web System (VWS), a Web application providing statistical graphs and the ability to generate
custom reports based on some conditions (e.g. repeated or unused images detection).
56
4.2.7 Meta and Auth Interfaces
The Meta (VMS) and Auth (VAS) interfaces are two components for internal use, towards the
VIS server communication with the VMS and the VAS. Whenever the VIS needs to process some
metadata operation it uses the VMS interface in order to issue a request to the VMS and receive
the corresponding response with the processing result. If the VIS needs to authenticate some
user, it uses the VAS interface in order to retrieve the user’s credentials from the VAS.
VISOR Image







Figure 4.9: The communication between the VISOR Image, Meta and Auth systems.
The VIS Meta Interface2 comprises a set of methods, listed in Table 4.5, used in order to
communicate with the VMS. These set of methods and their description should be self explana-
tory and can be easily matched with the VMS REST API described further in Section 4.3.2, as this
module is a programming API which conforms to its tenets.
Table 4.5: The VISOR Meta interface. Asterisks mean that those arguments are optional.
Method Arguments Return
get_images() Query filter* All public and user’s private images brief metadata.
get_images_detail() Query filter* All public and user’s private images detailed metadata.
get_image() Image ID The requested image metadata.
post_image() Metadata The already inserted image metadata.
put_image() Metadata The already updated image metadata.
delete_image() Image ID The already deleted image metadata.
In the same way as the Meta Interface, the Auth Interface3 is a programming API, conforming
to the tenets of the VAS REST API, which will be described further in Section 4.4.3. Through this
interface it is possible to query the VAS web service in order to obtain and manipulate the users
database. It is used by the VIS when it needs to query the users database in order to obtain user
credentials at authentication time, as described in Section 4.2.5.3.
Table 4.6: The VISOR Auth interface. Asterisks mean that those arguments are optional.
Method Arguments Return
get_users() Query filter* All user accounts information.
get_user() Access key The requested user account information.
post_user() Information The already created user account information.
put_user() Access key, Information The already updated user account information.





This layer is a multi-storage abstraction, providing seamless integration with multiple storage
systems. This layer abstracts the heterogeneity of multiple distinct cloud storage systems, in
order to provide the ability to build an unified and homogenised API, capable of interacting
with multiple platforms, no matter their API complexity or geographical location. All that users
need to do is to say in which compatible storage system they want to store an image, and VISOR
will seamlessly handle the management of that VM image, acting as a bridge between storage








Figure 4.10: The VISOR Image System storage abstraction, compatible clouds and their storage systems.
As pictured in Figure 4.10, the storage layer targets integration with multiple cloud IaaS,
namely the Amazon AWS [34], Nimbus [49], Eucalyptus [44, 45], LunaCloud [23] and the Apache
Hadoop platform [52]. Thus, the storage layer integrates plugins for the storage systems of
these IaaS, which are S3 [41], Cumulus [50], Walrus [45], LCS [23] and HDFS [104, 51] (addressed
within Nimbus on Section 2.1.4), respectively. Besides the cloud-based storage systems, we also
provide the ability to store images in the server local filesystem and a read-only HTTP backend.
4.2.8.1 Common API
With a unified interface to multiple storage systems it is simpler to achieve a cross-infrastructure
service, as images can be stored in multiple distinct storage systems with seamless abstraction
of details behind this process. Therefore, VIS provides this seamless API to deal with all the
complexity of such heterogeneous environments.
Table 4.7: VISOR Image System storage abstraction layer common API.
Method Arguments Return
save() Image ID, file Save image to the storage system.
get() Image ID Get image from the storage system.
delete() Image ID Delete image from the storage system.
file_exists?() Image ID Find if an image file is in the storage system.
In order to seamlessly manage VM images stored in multiple heterogeneous storage systems,
the VIS integrates a common API4, sitting on top of multiple storage backend plugins. Through
this simple API, listed in Table 4.7, the server is capable of managing VM images across all the





The storage plugins are classes that implement the common API methods, in order to expose
each own storage system functionalities to the top VIS server application. We detail the VIS API
supported operations for each one of these storage systems in Table 4.8.
Table 4.8: Compatible storage backend plugins and their supported VISOR Image REST operations.
Store Supported Operations
S3 GET, POST, PUT, DELETE
Cumulus GET, POST, PUT, DELETE
Walrus GET, POST, PUT, DELETE
LCS GET, POST, PUT, DELETE
HDFS GET, POST, PUT, DELETE
HTTP GET
File GET, POST, PUT, DELETE
As we can see, all storage systems plugins, but the HTTP one, support all the VIS REST API
methods. Thus, VIS is able to upload, download and delete VM images from all those storage
systems. The HTTP plugin, as it is intended to communicate with an external third-party HTTP
server, is a read-only backend. Thus, we can only use it to reference images through an URL
when we are registering or updating an image in VISOR, in order to download them later, directly
from its web location.
Furthermore, targeting these storage systems is not a limitation, since given the system
modularity it is possible to easily extend the system with other storage systems plugins. For
extending the service with other storage plugins, it is only needed to know a storage system
and its functionalities, in order to create a new plugin class, implementing all the common API
methods (Table 4.7). We are also looking forward to add OpenStack Swift [54] to the list of
compatible cloud storage systems, which has not been possible due to constraints on available
tools to interact with it.
4.2.9 Client Interfaces
The VIS comprises a set of client interfaces, in order to expose the system abroad to a wide range
of clients, including end-users, developers, external services and system administrators. Users
interact with the system through the main CLI. Developers are those interacting with the system
through its programming API, seeking to extend it or rely on it to build new tools. External ser-
vices directly interact with the system through the HTTP REST interface. Finally, administrators
can use the administration CLI to manage the systems status. We following describe each one
of the client interfaces in detail.
4.2.9.1 Programming API
This component is a programming interface that conforms to the tenets of the VIS REST API
(Table 4.2) and issues HTTP requests to it, properly handling the response back to clients. It
provides a complete set of functions, detailed in Table 4.9, to manipulate VM image in VISOR.
Every operation that can be done through the REST API can be achieved through this interface,
as it is intended to be used by programmers which want to interact with the VIS, extend it, or
create external applications relying on it.
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Table 4.9: VISOR Image System programming API. Asterisks mean that those arguments are optional.
Method Arguments Return
head_image() Image ID The requested image detailed metadata.
get_images() Query filter* All public and user’s private images brief metadata.
get_images_detail() Query filter* All public and user’s private images detailed metadata.
get_image() Image ID The requested image detailed metadata and its file.
post_image() Metadata, file* The inserted image detailed metadata.
put_image() ID, metadata, file* The updated image detailed metadata.
delete_image() Image ID The deleted image detailed metadata.
Currently only Ruby bindings are provided, but it is extremely easy to extend the system
compatibility with any other programming language client, as such API operates over standard
HTTP requests conforming to the VIS REST API. An in-depth documentation of the programming
API along with many examples on how to use it can be found at the API documentation page5.
4.2.9.2 CLI
The main interface for those directly interacting with VISOR is the VIS CLI, named visor.
Through this interface, it is possible to access all image management operations exposed by
the VIS from an Unix command-line. The CLI exposes a set of commands, which are all detailed
in Table 4.10. In conjunction with this set of commands, it is also possible to provide a set of
options, which are listed in Table 4.11, in order to provide additional parameters.
Table 4.10: VISOR Image System CLI commands, arguments and their description. Asterisks mean that
those arguments are optional.
Command Arguments Description
brief Query filter Return all public and user’s private images brief metadata.
detail Query filter Return all public and user’s private images brief metadata.
head Image ID Return the requested image detailed metadata.
get Image ID Return the requested image detailed metadata and its file.
add Metadata, file* Add a new image and optionally upload its file too.
update ID, metadata, file* Update an image metadata and/or upload its file.
delete Image ID Remove an image metadata and its file.
help Command name Show a specific command help.
Table 4.11: VISOR Image System CLI command options, their arguments and description.
Option Short Argument Description
--address -a Host address Address of the VISOR Image server host.
--port -p Port number Port were the VISOR Image server listens.
--query -q String HTTP query string to filter results.
--sort -s Attribute Attribute to sort results.
--dir -d Direction Direction to sort results (’asc’/’desc’).
--file -f File path Path to the image file to upload.
--save -s Path Directory to save downloaded image.
--verbose -v - Enable verbose logging.
--help -h - Show help message.
--version -V - Show VISOR version.
5http://cvisor.org/Visor/Image/Client
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Next we will present all the commands and their syntaxes, in which we consider that the
server is running on the host and port listed in the VISOR configuration file, so there is no need
to explicitly provide these parameters. Elements surrounded by ’< >’ are those which should
be filled by users. If separated by a vertical bar ’|’, it means that only one of those options
should be used as parameter. Finally, those arguments surrounded by ’[ ]’ can be provided in
any number, needing to be separated by a single space between them.
Retrieve Image Metadata: For retrieving an image metadata only, without the need to also
download its file, users can use the head command, providing the image ID as first argument:
prompt> visor head <ID>
For requesting the brief or detailed metadata of all public and user’s private images, one
can use the brief and detail commands, respectively:
prompt> visor <brief | detail>
It is also possible to filter results based in some query string. Such query string should
conform to the HTTP query string format. Thus, for example, if we want to get the metatada
of 64-bit ISO 9660 images only, we would use the query 'architecture=x86_64&format=iso' in
the following command:
prompt> visor <brief | detail> --query '<query>'
Retrieve an Image: The ability to download an image file along with its metadata is exposed
through the get command, providing to it the image ID string as first argument. If we do not
want to save the image in the current directory, it is possible to provide the --save option,
followed by the path were we want this image be to stored:
prompt> visor get <ID> --save '<path>'
Register an Image: For registering and uploading an image file, users can issue the command
add, providing to it the image metadata, as a set of key/value pairs arguments in any number,
separated between them with a single space. For also uploading an image file, users can pass
the --file option, followed by the virtual image file path:
prompt> visor add [<attribute>=<value>] --file '<path>'
Otherwise, if users want to reference an already somewhere stored image file, it can be
done by including the location attribute, followed by the virtual image file URI:
prompt> visor add [<attribute>=<value>] location='<URI>'
Update an Image: For updating an image, users can issue the command update, providing
the image ID string as first argument, followed by any number of key/value pairs to update
metadata:
prompt> visor update <ID> [<attribute>=<value>]
Further, if users want to upload an image file to a registered image metadata, it can be done
by providing the --file option, or the location attribute, as done for the add command syntaxes:
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prompt> visor update <ID> --file '<path>'
prompt> visor update <ID> location='<URL>'
Delete an Image: To remove an image metadata along with its file (if any), we can use the
delete command, followed by the image ID, provided as its first argument. Also, it is possible
to remove more than one image at the same time, providing a set of IDs, separated by a single
space, or by providing the --query option, removing in this case all the images that match the
provided query (if any):
prompt> visor delete [<ID>]
prompt> visor delete --query '<query>'
Request Help: Lastly, for displaying a detailed help message for a specific command, we can
use the help command, followed by a specific command name for which we want to see a help
message:
prompt> visor help <head | brief | detail | get | add | update | delete>
This set of commands and options form the VIS CLI, which is the main interface to interact
with the system, exposing its whole capabilities to end-users, who rely on VISOR to manage VM
images across their cloud IaaSs.
4.2.9.3 Administration CLI
The last VIS client interface is the administration CLI named visor-image, used to administrate
the system’s server status. Through this administration CLI, it is possible to issue a set of com-
mands: start, stop, restart and require to be informed about the server status. Optionally it is
possible to provide a set of options to these commands, all of them listed in Table 4.12.
Table 4.12: VISOR Image System server administration CLI options.
Option Short Argument Description
--config -c File path Load custom configuration file.
--address -a Host address Bind to host address.
--port -p Port number Bind to port number.
--env -e Environment Set the execution environment.
--foreground -f - Do not daemonize.
--debug -d - Enable debugging.
--help -h - Show help message.
--version -V - Show version.
For starting, stopping or restarting the VIS server with no custom configurations, so all VISOR
configuration file options will be used as defaults, one can issue the following command:
prompt> visor-image <start | stop | restart>
For example, for starting the VIS server on a custom host address and port number, different
of those listed in the configuration file, one can use the following command:
prompt> visor-image start -a <IP address> -p <port>
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When issuing the status command, the user will see information about the VIS server running
state (running or not), the process identifier (PID) and the listening host and port address:
prompt> visor-image status
If the server was running on the 0.0.0.0 host address and the 4568 port, with a process ID
of 1234, the CLI will output a string as ”visor-image is running PID: 1234 URL: 0.0.0.0:4568”.
If the server was not running, the output would be ”visor-image is not running”. VMS, VAS and
VWS also have a similar administration CLI. The only differences are in its names, were they are
called visor-meta, visor-auth and visor-web respectively.
4.3 VISOR Meta System
The VMS is the VISOR subsystem responsible for managing image metadata. It receives and
processes metadata requests from the VIS, supporting all CRUD (Create, Read, Update, Delete)
operations through a REST interface. In this section we describe the VMS architecture and each
one of its components and functionalities.
4.3.1 Architecture
The VMS architecture, as represented in Figure 4.11, is composed by two main layers, the server
application and a database abstraction layer. The server implements the REST API and man-
ages a database connection pool in its address space. The database abstraction layer contains









Figure 4.11: Architecture of the VISOR Meta System.
The server application is the responsible for handling incoming requests from the VIS. When
a request arrives, its embedded metadata is passed through the metadata validations, which
ensure its conformity with the metadata schema already detailed in the Section 4.1.4.
In order to interact with the database where the metadata is stored, the server uses one of
the connections already instantiated in the connection pool. This connection pool is a cache of
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multiple database connections, created at server’s start. The database abstraction layer is the
responsible to accomplish metadata operations in the underlying chosen database. This layer
provides compatibility with several database systems, even if they have different architectures,
like NoSQL databases (as MongoDB [64]) and regular SQL databases (as MySQL [105]). Thus,
an user can choose (through the VISOR configuration file) to deploy the VMS backed by one
of the currently compatible databases without any further tweaks, as the layer common API
homogenizes their heterogeneity. We will describe each one of these components in detail.
4.3.2 REST API
The VMS server exposes the metadata management operations through the REST interface de-
fined in Table 4.13. Through this set of methods, it is possible to retrieve, create, update and
delete image metadata records on the backend database.
Table 4.13: The VISOR Meta System REST API methods, paths and matching operations.
Method Path Operation
GET /images Return brief metadata of all public and user’s private images.
GET /images/detail Return detailed metadata of all public and user’s private images.
GET /images/<id> Return metadata of a given image.
PUT /images/<id> Update metadata of a given image.
POST /images Add a new image metadata.
DELETE /images/<id> Remove metadata of a given image.
Regarding error handling, when the server faces an exception during requests processing, or
the database raises one itself during queries processing, the server handles these exceptions.
After recognizing them, it raises a set of error responses, listed in Table 4.14, containing the
error code and an error message.
Table 4.14: The VISOR Meta System REST API response codes, prone methods and their description.
Code Prone methods Description
200 GET, POST, PUT, DELETE Successful image metadata operation.
400 POST, PUT Image metadata validation errors.
404 GET No images were found.
404 GET, PUT, DELETE Referenced image was not found.
These error messages are properly encoded in a JSON document and sent to clients through
the response body. An example can be seen in the Listing 4.9.
Listing 4.9: Sample GET request failure response.
1 GET /images
2 HTTP/1.1 404 Not Found




7 "message": "No images were found."
8 }
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We will describe all the images management operations exposed by the VMS REST API, being
the addition, retrieval, update and deletion of images metadata. For all requests, the accepted
input and exposed output metadata is formatted as JSON documents. We will not present here
the VMS API request and response examples, as it is not expected to anyone directly interact
with the VMS but rather with the already described VIS API (Section 4.2.2).
4.3.2.1 Retrieve all Images Metadata
When receiving a GET request on /images or /images/detail paths, the server will query the
database for the metatada of all public images and the requesting user’s private images, return-
ing a brief or detailed description (respectively to the request’s path) of each matched image.
For brief metadata only the id, name, architecture, access, type, format, store and size at-
tributes are returned. For detailed metadata, all attributes are listed, besides the accessed_at
and access_count, which are intended for internal tracking purposes only. The found images
metadata is returned through the response body.
4.3.2.2 Retrieve an Image Metadata
When issuing GET requests to the /images/<id> path, the server will fetch the image ID from
the request path and query the database for the detailed metatada of the image with that ID.
Then, it will return its metadata through the response’s body.
4.3.2.3 Register an Image Metadata
For POST requests, the server will look for metadata, which should be provided as a JSON
document encoded in the request body. Further, the server decodes the metadata, passes it
through the metadata validation filters and then, if there were no validation errors, asks the
database to register it. After being registered, the image detailed metadata is returned through
the response’s body.
4.3.2.4 Update an Image Metadata
For PUT requests, the server will fetch the image ID from the request path and look for update
metadata, which should be provided as a JSON document sent through the request body. Further,
the server decodes the metadata and passes it through the metadata validation filters. If there
were no validation errors, it asks the database to update the image record with the given ID with
the newly provided metadata. After being updated, the image detailed metadata is returned
through the response’s body.
4.3.2.5 Remove an Image Metadata
When handling DELETE requests, the server will fetch the image ID from the request path and
look for the wanted image metadata in the database. If it founds the image metadata, then the
servers asks the database to delete that image metadata and returns it through the response
body. It is useful to return the already deleted image metadata, because then users become
able to revert that deletion by resubmitting the metadata through a POST request.
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4.3.3 Connection Pool
When the VMS server is started, it identifies the database system that the users have chosen to
back the server (specified in the VISOR configuration file) and creates a cache with database
connections (on a predefined number) to it. We outline an example environment of 3 concurrent
clients connected to the database through a connection pool in Figure 4.12, in which can be




Figure 4.12: A connection pool with 3 connected clients.
This pool is intended to improve the system concurrency-proof and to avoid the costly cre-
ation of new database connections at each request, as connections in the pool are kept open and
are reused in further requests. The pool maintains the ownership of the physical connections
and is responsible for looking for available opened connections at each request. If a pooled con-
nection is available, it is returned to the caller. Whenever the caller ends the communication,
the pool sends that connection to the cache instead of closing it, so it can be further reused.
4.3.4 Database Abstraction
This layer implements a common API over individual plugins for multiple heterogeneous database
systems, so it is possible to deploy the VMS server backed with one of the currently compatible
databases systems without further tweaks. It also maintains a set of validators used to ensure
the concordance of user’s submitted metadata with the VISOR metadata schema.
4.3.4.1 Metadata Validation
The metadata validations are used whenever a request is received, so we can ensure that the
incoming request’s metadata is properly validated and in concordance with the VISOR metadata
schema (Table 4.1). The launch of database queries is always preceded by these validations,
as they are responsible for analysing the user submitted metadata in order to ensure that all
provided attributes and their values are valid. Further documentation on the internals of such
validation methods can be found at the documentation page6.
4.3.4.2 Handling Extra Attributes
Considering the VISOR features and aims, we ensured that the VMS can provide a flexible meta-
data schema. NoSQL databases like MongoDB provide great schema free capabilities [72], with
heterogeneous documents (which corresponds to SQL table rows) inside the same collection
(which corresponds to a SQL table). Thus, it is possible to add custom metadata fields, not
6http://cvisor.org/Visor/Meta/Backends/Base
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present on the recommended schema. Although, this is not the case when we consider classic
SQL databases, which have a strict data schema. Therefore, we have introduced the capability
to provide extra custom metadata attributes also when using a SQL database. This was achieved
through an automatic encode/decode and encapsulate/decapsulate procedure, which stores the
provided extra attributes into the others attribute present on the metadata schema.
Listing 4.10: Sample POST request image metadata JSON document.
1 {
2 "name": "Ubuntu Server 12.04 LTS",
3 "architecture": "x86_64",
4 "access": "public",
5 "extra1": "a value",
6 "extra2": "another value"
7 }
For example, if an user provides the metadata of the Listing 4.10 for a POST request sent
to the VIS, when that metadata reaches the VMS, the abstraction layer will detect the sample
extra1 and extra2 extra attributes. Further, it will encode those extra attributes in a JSON string
as '{"extra1":"a value", "extra2":"another value"}', storing it in the others attribute.
When looking for an image metadata, the server only needs to read the others attribute and
parse it as a JSON document. Therefore, VISOR can handle extra metadata attributes not present
on the recommended schema, even if relying on strict-schema SQL databases, as it is possible
to read, delete and add any extra field to the others attribute.
4.3.4.3 Common API
For the VMS we wanted to provide freedom regarding the backend database system choice, in
which VISOR metadata should be registered. Thus, it was needed to provide the ability to store
metadata on more than one database system, regardless of their architecture (SQL or NoSQL
databases) and their own interface constraints. Therefore, we have needed to implement an
unified interface to multiple databases systems.
With such an unified interface, the VMS flexibility is considerably increased, as administrators
may choose to use one of the currently supported databases to store image metadata, as the
common API will dilute their heterogeneity. Thus, we have implemented a common API7, sitting
on top of multiple storage backend plugins. Through this simple API, the server is capable of
managing images metadata across all the compatible storage systems.
4.3.4.4 Database Plugins
Currently we provide compatibility with MongoDB and MySQL, although it is extremely easy to
extend the system with support to other database systems beyond these two. If someone wants
to extend the system with such tools, the only concern is to implement a basic database CRUD
API class, respecting the tenets of the centralized metadata schema and everything should work
properly without further tweaks.
7http://cvisor.org/Visor/Image/Store
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4.4 VISOR Auth System
The VAS is the VISOR subsystem responsible for managing user accounts. It receives and pro-
cesses user accounts requests from the VIS, supporting all CRUD operations through a REST
interface. In this section we describe the VAS architecture and each one of its components.
4.4.1 Architecture
The VAS architecture, as represented in Figure 4.13, is almost identical to that described in
Section 4.3.1 for the VMS. It is composed by two main layers, the server and the database
abstraction. The server implements the REST API and manages a database connection pool
in its address space. The database abstraction layer implements a common API over multiple








Figure 4.13: Architecture of the VISOR Auth System.
The VAS server is intended to receive requests from the VIS in order to manage user accounts.
It also handles requests from the VAS CLI in order to let administrators add, update, list and
remove users. This is an important feature since before interacting with VISOR, every user
needs to create an user account. As the database abstraction layer and the connection pool
share the same concepts of those applied in the VMS, we will not describe them again here.
4.4.2 User Accounts
The VAS server describes VISOR users and their accounts following a schema defined in detail in
Table 4.15. As we can see, in VISOR, users are identified mainly by their access and secret keys.
There are also the email address and the timestamps of the account creation and last update.








When a new user is being registered, it should provide the username that he wants to be
identified by, which is known as the access_key. Users should also provide their email address,
which can be useful for the communication between users and system administrators. Then,
the server generates a secure random string, which will be the user’s secret_key. Besides these
attributes, the server generates and maintains other two tracking fields, the created_at and
updated_at timestamps.
4.4.3 REST API
The VAS server exposes the user accounts management functionalities through the REST inter-
face8 defined in Table 4.16. Through this set of methods, it is possible to retrieve, create,
update and delete user accounts on the backend database.
Table 4.16: The VISOR Auth System REST API methods, paths and matching operations.
Method Path Operation
GET /users Returns all the registered users accounts information.
GET /users/<access_key> Returns an user account information.
PUT /users/<access_key> Updates the account information of a given user.
POST /users Adds a new user account.
DELETE /users/<access_key> Removes the account of a given user.
Regarding errors handling, when the server application faces an exception during requests
processing, or the database raises one itself during queries processing, the server handles that
exceptions. After recognizing them, it raises a set of error responses, listed in Table 4.17,
containing the error code and an error message. These error messages, are properly encoded
in a JSON document and sent to clients through the response body.
Table 4.17: The VISOR Auth System REST API response codes, prone methods and description.
Code Prone methods Description
200 GET, POST, PUT, DELETE Successful user account operation.
400 POST, PUT Email address is not valid.
404 GET, PUT, DELETE Referenced user was not found.
409 POST, PUT The access key was already taken.
Afterwords, we will describe all the user accounts management operations exposed by the
VAS REST API, being the addition, retrieval, update and deletion. For all requests, the accepted
input and exposed output data should be formatted as JSON documents.
4.4.4 User Accounts Administration CLI
Through the VAS user accounts administration CLI, named visor-admin, it is possible to create,
retrieve, update and delete user accounts. Whenever a new user wants to use VISOR, it should
first ask for an user account, in order to obtain the required credential to authenticate itself
in VISOR against the VIS. The VAS user accounts administration CLI provides the following set of
commands listed in Table 4.18. Within these commands it is possible to provide a set of options,
all of them listed in Table 4.19.
8http://cvisor.org/Visor/Auth/Server
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Table 4.18: VISOR Auth System user accounts administration CLI commands, their arguments and
description. Asterisk marked arguments mean that they are optional.
Command Arguments Description
list Query* Show all registered users accounts.
get User Access Key Show a specific user account.
add User Information Register a new user account.
update User Access Key Update an user account.
delete User Access Key Delete an user account.
clean - Delete all user accounts.
help Command name Show help message for one of the commands.
Table 4.19: VISOR Auth System user accounts administration CLI options, their arguments and description.
Option Short Argument Description
--access -a Key The user access key.
--email -e Email Address The user email address.
--query -q Query HTTP query like string to filter results.
--verbose -v - Enable verbose logging.
--help -h - Show help message.
--version -V - Show version.
We will now describe all the commands and their syntaxes. As already said in the previously
presented VIS CLI examples, elements surrounded by ’< >’ are those which should be filled by
users. If separated by a vertical bar ’|’, it means that only one of those options should be
used as parameter. Finally, those arguments surrounded by ’[ ]’ can be provided in any number,
needing to be separated by a single space between them.
Listing Users: For retrieving all registered user accounts, users can use the list command
without arguments. For retrieve all user accounts that match a specific query, one can provide
that query string too.
prompt> visor-admin list
prompt> visor-admin list --query '<query>'
Retrieve an User: When trying to retrieve a specific user account, the get command should
be used, providing to it the user’s access key as first argument:
prompt> visor-admin get <access key>
Register an User: To register a new user account, one can use the add command, providing to
it the wanted access key and an email address:
prompt> visor-admin add access_key=<access key> email=<email address>
Update an User: For updating a specific user account, the update command should be used,
providing to it the user’s access key as first argument, followed by the key/value pairs to update:
prompt> visor-admin update <access key> [<attribute>=<value>]
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Delete an User: In order to delete an user account, one can use the delete command, providing
to it the user’s access key. If wanting to delete all users, the clean command should be used:
prompt> visor-admin delete <access key>
prompt> visor-admin clean
Request Help: Finally, if aiming to display a detailed help message for how to use a given
command, it can be done through the help command, providing the name of the command to
display its help message:
prompt> visor-admin help <list | get | add | update | delete | clean>
4.5 VISOR Web System
VWS is a prototype Web application intended to ease the VISOR repository administration tasks.
By now it only integrates dynamic graphs displaying useful statistical information about the
images registered in VISOR. It is planned to extend the available statistical graphs and also
implement dynamic generation of reports. Such reports would let administrators query VWS
by images respecting some condition (e.g. what images where never used and can be deleted,
what images some user has published) obtaining a clear report with the matched results. A
screenshot of the VWS home page is displayed in Figure 4.14.
Figure 4.14: VISOR Web System Web portal.
When the report generating functionality becomes available it can be accessed through the
VWS portal navigation bar (A), where by now only the home page is enabled. In the above
screenshot it is possible to observe a graph displaying how much images are stored in each
storage backend (B) and another displaying the most used operating systems among all registered
images (D). All graphs are interactive and can easily display precise information about each item
on the graphs when the mouse is rolled over them (C).
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4.6 VISOR Common System
The last VISOR stack piece to be described is the VCS. This system contains a set of modules and
methods used across all the VISOR subsystems, namely VIS, VMS, VAS and VWS. Across all the
subsystems, we need a specific set of small utility methods, own exception classes, configuration
file parsers and more. Therefore, instead of cloning those utility modules and methods across
all subsystems, we have built them into a separate system, the VCS. We will present a brief list
of those modules and utility methods. An in-depth description of all VCS modules, classes and
methods can be found at the documentation page9.
• Configuration: The configuration module provides a set of utility methods to manipulate
configuration and logging files. Thus, all VISOR subsystems use this module in order to
search for the VISOR configuration file and parse it. They also use this module when they
need to configure a logging file for their server applications.
• Exception: The exception modules contains a set of custom exception classes declared
and used through all the VISOR subsystems. Thus, whenever an exception is raised in any
subsystem, the class of that exception is being grabbed from this module.
• Extensions: Considering the programming language own libraries, sometimes it is needed
to extend them in order to achieve some custom operations. This module contains meth-
ods which are loaded at each subsystem start in order to extend the language libraries
methods with additional ones. Examples of such extensions are the additional methods to
manipulate hashes data structures10.
• Utility: The utility module provides a set of utility methods to accomplish many simple
operations. For example, it contains the function which signs the request credentials in
both client and server sides. Besides the request signing methods, it also contains a set of
simple methods to do simple operations as comparing objects for example.
Therefore, all the VISOR subsystems have as first dependency the VCS, so when they are being
installed they will fetch and install VCS too, in order to be able to use the above described set
of modules and their methods.
4.7 Development Tools
VISOR was developed using the Ruby programming language [24, 149]. Ruby has been used to
build Cloud Computing projects such as VMware Cloud Foundry [89], OpenNebula [13, 14] and
Red Hat Deltacloud [150] and OpenShift [90]. Documentation was generated with the help of
YARD [151] and tests were written with the RSpec [152] behaviour-driven development tool.
Source code was rolled out using the Git distributed version control system [153].
The VIS was developed using an EventMachine-based [139] non-blocking/asynchronous Ruby
Web framework and server called Goliath [154]. The VMS, VAS and VWS were not developed with
an event-driven framework, since they are small and have very fast response times. Therefore,
since they would not gain from an event-driven architecture, they were developed using a Ruby
domain-specific language Web framework called Sinatra [155], with all of them being powered






In this chapter we present the conducted series of benchmarks in order to assess the performance
of VISOR and its subsystems underlying components. We will discuss our evaluation approach
and obtained results in order to assess the performance of the two biggest VISOR subsystems,
the VIS and VMS. As the VAS is just a tiny web service, with almost the same technologies and
architecture of the VMS, we have opted not to test it, as results would be identical to those
observed for the VMS. In the same way, neither the VCS nor VWS can be tested, as one is just a
collection of programming classes and methods and the other is a prototype web application.
Regarding the VIS, we have conducted a series of benchmarks assessing the system perfor-
mance while transferring images between clients and supported storage systems. Therefore,
we have addressed image registering and retrieving requests. We have performed such tests
on two different test beds, one with a single VIS server instance, and another with two load
balanced VIS server instances (behind a HTTP proxy). In the single server test bed we address
single and concurrent requests, while on the two server instances test bed we reproduce the
concurrent tests in order to assess the service scalability. In these tests we assess the VIS server
response times, hosts resources usage and storage systems performance. Thus, we assess the
VISOR overall performance, testing the image management functionalities.
In order to assess the VMS capabilities (even though the VMS performance is implicit in the VIS
tests, as it issues metadata processing requests to the VMS), we need to address the performance
not only of the VMS, but also of the compatible database backends. Therefore, we will present
the VMS performance benchmarks considering both MongoDB and MySQL backends. In these
tests we assess the VMS server throughput and each database system performance.
5.1 VISOR Image System
5.1.1 Methodology
For the VIS tests we have considered Walrus, Cumulus, HDFS and the local filesystem storage
backends. Thus, we have not included in these tests the remote S3, LCS and HTTP backends,
due to network constraints, as the outbound connection to their networks is limited and suffers
from considerable bandwidth fluctuations, which we can not control. We have conducted a
series of benchmarks, assessing the VISOR performance under images registering and retrieving
requests. These tests were split in single and concurrent requests.
Aiming to provide fair and comparable results, we have used a single-node deployment for
all storage systems, due to the high number of required machines to ensure a full multi-node
deployment. We have repeated each test 3 times, using the average elapsed time as the refer-
ence value. After each round, we have verified the images checksum in order to ensure the files
integrity. As the VIS needs to communicate with the VMS in order to manipulate image meta-
data, the VMS was also deployed, backed by MongoDB. We have chosen MongoDB because the
conducted tests (described further in Section 5.3) to access both MongoDB and MySQL backends
have showed MongoDB as a winner in terms of performance and service aims.
73
Typically, data transfer performance tends to be better when handling large files, due to the
low payload to overhead ratio of the small ones [50]. Although the optimal file size directly
depends and varies on the implementation of each service and used protocols. In order to
achieve realistic results, we have chosen to use a set of six image sizes being of 250, 500, 750,
1000, 1500 and 2000MB. Prior to concurrent tests, we have registered in the image repository
four images of each one of the six sizes, with image files stored in each one of the four tested
storage systems, resulting in a total of 96 images. We have ensured a random selection of one
of the four available images of each size in each storage system for each request. Thus, we can
guarantee a realistic simulation, where some clients request to retrieve different images and
others request to retrieve the same.
5.1.2 Specifications
In these tests we have used four independent host machines, as represented in Figure 5.1. One is
used for deploying the VIS, VMS, MongoDB and the local filesystem. On the other three machines
we have deployed Cumulus, Walrus and HDFS respectively. For single tests we have used another
machine as the host for the VIS CLI client. For concurrent tests we have used the same machines
with three additional client machines, leading to a total of four client machines. Moreover, for
such concurrent tests, we have used a cluster SSH tool, in order to ensure the requests launch
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Figure 5.1: Architecture of the VISOR Image System single server test-bed. Each rectangular box
represents a machine and each rounded box represents a single process or component.
All the four host servers are powered by identical hardware resources, with Intel i7 eight-
core (hyper-threading) processors, 7500RPM disks, 8GB of RAM and ext4 filesystems. Regarding
clients hosts, these are all powered by Intel i5 four-core (hyper-threading) processors, 5400RPM
disks, 4GB of RAM and ext4 filesystems. All server hosts run the Ubuntu Server 10.04 LTS 64-bit
operating system. Tests were carried on a 1Gbit local network, achieving an average transfer
rate of ≈ 550 Mbit/s between any two machines, according to the iperf Unix tool. We have also
refer to the htop Unix tool in order to collect some performance indicators regarding hosts used
resources and average load. Regarding software versions, we have used Nimbus 2.9, Eucalyptus
2.0.3, Hadoop 1.0.1 and MongoDB 2.0.4. We use Ruby 1.9.3 in all the VISOR stack.
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5.1.3 Single Requests
The first tests taken were the single sequential requests, testing the registering and retrieving
of VM images in VISOR. We will now present and discuss the obtained results from these tests.
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Figure 5.2: Sequentially registering a single image in
each VISOR storage backend.
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Figure 5.3: Sequentially retrieving a single image
from each VISOR storage backend.
5.1.3.1 Images Registering
From the results pictured in Figure 5.2, it is possible to observe that the best performer for all
image sizes uploads was the local filesystem. This was expected as the server does not spent any
time transferring the image to a remote host. Regarding Walrus and Cumulus, the difference is
not quite significant, but we can see Cumulus taking a small advantage on the run for most image
sizes. Unfortunately, there is no description of Walrus in the literature (besides a brief mention
within Eucalyptus [45]), that would let us predict such results. Regarding Cumulus, we were
expecting to see good performance, as it even compares favorably with transfer standards like
GridFTP [157], as assessed in [50]. Also, like VIS, Cumulus relies on an event-driven framework.
On a different baseline is HDFS, being the worst performer, with the gap between them becoming
proportional to the images size. Since HDFS was deployed on a single host, its NameNode (which
generates an index of all replicated file blocks) and DataNodes (containing those file blocks)
processes are all in the same machine. In HDFS, a file consists of blocks, so whenever there
is a new block, the NameNode is responsible for allocating a new block ID and determine the
DataNodes which will replicate it. The block size is defined to 64 MB, which is a reasonable
value, as shown in [158]. Also, each block replica on a DataNode is represented by two files,
one for data and another for metadata. Thus, the complex HDFS writes and its single-writer
(only one process writing at a time) model [51] can give a clue about the observed results.
5.1.3.2 Images Retrieving
This test assesses the images download, with results pictured in Figure 5.3. As we can see the
worst performer was the local filesystem. Already knowing its results on upload requests, such
results become intriguing. Due to a constraint in the evented library, the server was not able
to directly stream the image file from disk. Therefore, needing to load the whole image in
memory prior to stream it, it incurs in a significant latency. Although, after the transfer begins,
it performs faster than any other backend. For all of the other backends, VIS conducts the full
streaming process without any issues with residual memory footprint in the VISOR host. When
looking at remote backends, it is clear that HDFS was the best performer, followed by Cumulus
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and Walrus, with the latter having a slightly poorer performance, specially when handling the
largest images. HDFS really stands out for its performance, provided by its architecture and
multiple-reader (multiple processes can read at a time) model [51]. HDFS performs quiet fast
with results increasing linearly while iterating over the images size set. Without further details
of the Walrus architecture it is not possible to perform a deeper analysis of its results. Cumulus
stands out with the second best performance for all image sizes. In pair with VIS, we see here
a possible major influence of the Cumulus event-driven architecture [50].
5.1.4 Concurrent Requests
After testing VISOR against single sequential requests, we have proceeded with the service
performance assessments for concurrent requests. Therefore we have used 4 concurrent clients,
placed in 4 independent machines, requesting to register and retrieve images.

































Figure 5.4: Four clients concurrently registering
images in each VISOR storage backend.

































Figure 5.5: Four clients concurrently retrieving
images from each VISOR storage backend.
5.1.4.1 Images Registering
For the concurrent image uploads, as we can see in Figure 5.4, the local filesystem remains
the best performer. We also can see that Cumulus is the best performer among remote back-
ends, while Walrus performs slightly worst and HDFS remains the worst performer as for single
requests. If we take into account the results observed in single upload requests, as pictured in
Figure 5.2, we can see that these concurrency results are in some cases (as for 750MB images),
even some seconds smaller than 4 times the corresponding single request elapsed time. This
gives us an encouraging overview of the system scalability potential.
5.1.4.2 Images Retrieving
For concurrent image downloads, with results pictured in Figure 5.5, we can see that Cumulus
is the fastest remote backend for all image sizes but 250 and 500MB. If we refer to the sin-
gle request tests (Figure 5.3), we can see that Cumulus has handled concurrency better than
any other backend, even outperforming HDFS. Walrus was the worst performer when handling
concurrent downloads and HDFS stands out with the second best performance. Regarding the
filesystem, when handling 2000MB images, we can see a major transfer time peak. As already
discussed, a constraint on the images streaming from the local filesystem is currently forcing
VISOR to cache the image in memory before streaming it. Although, until VISOR exhausts the
host memory (8GB) with 4*2000MB images, it remains one of the fastest backends.
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5.1.4.3 Concurrency Overview
Although not being able to test the system against a high number of independent concurrent
clients, due to the required number of machines, we still want to provide a wider overview of
the VISOR concurrency-proof. Therefore, we have used the same 4 client machines, but we
have spawn 2 and 4 threads per client, testing 750MB image requests. Thus, although being
limited by the bandwidth and hard disk usage on each client, we were able to simulate 8 and 16
concurrent clients. In Figures 5.6 and 5.7 we present the overview of retrieving and registering
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Figure 5.6: N concurrent clients registering 750MB
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Figure 5.7: N concurrent clients retrieving 750MB
images from each VISOR storage backend.
Based on these results, it is possible to say that the VISOR response time has grown in a
factor of 2 as the number of clients doubles, for both image registering and retrieving requests.
For registering requests (Figure 5.6), it becomes clear the difference between each backend
behaviour, where HDFS is the one whose response time grows faster, specially with the highest
concurrency level of 16 clients. For retrieving requests all backends become closer regarding re-
sponse times, although Cumulus stills the fastest backend, followed by Walrus, with HDFS being
the worst performer. Therefore, all response times follow the same order as for four concur-
rent requests, with response times growth becoming proportional to the number of concurrent
clients. We were not able to perform 2000MB image retrieving from the filesystem backend due
to the memory caching problem already mentioned.
5.1.5 Resources Usage
Regarding used resources during these tests, we have observed that the VISOR stack has only
incurred in a small memory footprint in all used host machines. It is worth mentioning that the
used memory during tests had only incurred in a residual increment, compared to that observed
with the VIS and VMS servers in a dormant state. Knowing the asynchronous VIS server nature,
it was expected to see it running on a single thread of execution, saturating 1 processor core.
We have seen an average processor load of ≈ 75%. We were also able to observe that all of the
storage systems hosts were memory stable. In the Cumulus host, as seen in the VIS server host,
the processor was only saturated in 1 core, due to its asynchronous processing nature. Also as
expected, we have observed that both Walrus and HDFS saturate all the hosts processor cores,
due to their multi-threaded architecture [51].
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When looking at the client side, the VIS CLI has also only incurred in a residual memory
footprint, as it relies on full chunked streaming capabilities. It also saturates only 1 processor
core with an average load of ≈ 20%. It worth mentioning that during these tests, VISOR and
storage backends have not faced critical failures neither become unresponsive at any time. The
resources usage for concurrent requests were close to those observed in single requests, with
only an expected slight increase of processor usage in the VIS, VMS and storages host machines.
5.2 VISOR Image System with Load Balancing
Considering the encouraging results obtained and described in the previous section, we were
aiming to assess the VIS scaling capabilities in order to improve even more the response times
under high concurrency loads. Therefore, we have reproduced the concurrency overview tests
described in Section 5.1.4.3, using two server instances behind a load balancer HTTP proxy.
Most of the complex web systems use load balancing techniques in order to improve response
times and availability [159, 160, 161]. Therefore, we have replicated the VIS server across two
independent host machines, placing them behind a HTTP proxy sitting in another host machine.
The proxy does all the redirecting and load balancing routing to both server instances. Thus,
clients are given with the IP address of the proxy, instead of the VIS server address. Whenever
a request reaches the proxy, it will look for the two server instances and load-balance requests
between them. For this purpose we have chosen to use HAProxy [162], a fast, high performance
event-driven HTTP load balancer. From our research, we have concluded that many of the
mainstream HTTP servers and proxies like Apache [163] and Nginx [164] would block the fast VIS
streaming chunked transfers, thus incurring in major latency and memory overhead bottlenecks
on the proxy machine. Indeed, they are optimized for serving common web applications, which
almost always only require small to medium data size transfers. HAProxy is a free tool and
has been used by giant companies, as RightScale for load balancing and server fail over in the
cloud [165, 166]. It efficiently handles streaming responses without incurring in any latency or
caching issues. We have configured it in order to load-balance requests between the two VIS
server instances in a factor of 50/50, relying on the well-known Round Robin algorithm [160].
5.2.1 Methodology
These tests were conducted in the same way as the VIS single server tests (methodology de-
scribed in Section 5.1.1). Although we have only tested registering and retrieving requests for
750MB images, from 1 to 16 concurrent clients. Thus, we can compare these results with those
from the concurrency overview tests presented in Section 5.1.4.3. In this way, we expect to
assess the VISOR scalability potential and the limits of the single-node storage systems deploy-
ments. Results obtained in these tests are pictured in Figures 5.9 and 5.10.
5.2.2 Specifications
In these tests we have used five independent host machines, as represented in Figure 5.8. One is
used for deploying the VMS and the MongoDB database. The VIS and filesystem backends being
deployed in other two independent host machines. Although we have deployed the VMS and
MongoDB in the VIS host in the single server tests, here we have isolated them on a independent
machine in order to do not increase the host utilization of one of the two VIS hosts. Thus, both
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VIS hosts become comparable and can enjoy the same amount of resources. On another machine
we have deployed Cumulus, Walrus and HDFS. For the single server test bed we have deployed
each storage on independent hosts, but due to the higher number of required machines to do the
same for these tests, we have to deploy all storage systems in the same host. Although, since we
test each storage backend at a time, the remaining storage systems processes are idle and have
almost no impact on the host available resources. Thus, such deployment is also comparable
with the single server test bed. The last of the five host machines was used to deploy HAProxy.













Figure 5.8: Architecture of the VISOR Image System dual server test-bed. Each rectangular box
represents a machine and each rounded box represents a single process or component.
We were given with new machines in order to deploy the test-bed pictured in Figure 5.8.
The storage systems were deployed in one of the machines used for the single server tests, with
an Intel i7 eight-core (hyper-threading) 2.80GHz processor, a 7500RPM disk and 8GB of RAM. The
four hosts used for the VIS server instances, VMS, MongoDB and HAProxy are powered by dual Intel
Xeon eight-core 2.66GHz processors, 7500RPM disks and 6GB of RAM. Although these machines
are not equivalent to those used for the single VIS server tests, they become comparable. Since
VIS server instances run on a single core, they do not take advantage of the higher number of
cores offered by the dual Xeon processors. Furthermore, being disk processing intensive, VIS
servers and filesystem backends use disks with the same 7500RPM speed. All host machines run
the Ubuntu Server 10.04 LTS 64-bit operating system and rely on ext4 filesystems. Regarding
client hosts, these were the same four machines used for the single VIS server concurrent tests
(described in Section 5.1.2). The same applies to network and software version specifications.
5.2.3 Results
5.2.3.1 Images Registering
For image registering requests at Figure 5.9, it is possible to see that compared to the single VIS
deployment (Figure 5.6), the elapsed response times for the highest concurrency level (sixteen
clients) have decreased by 16% for Cumulus and HDFS, 19% for Walrus and 50% for the local
filesystem. Although, when looking at the smaller concurrency levels, it can be seen that the
elapsed times are comparable, as it makes almost no difference to have a replicated deployment



































Number of Concurrent Clients





Figure 5.9: N concurrent clients registering 750MB
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Figure 5.10: N concurrent clients retrieving 750MB
images from each VISOR storage backend, with two
server instances.
achieved by the local filesystem backend are justifiable by the fact that here we have two VIS
server instances, thus each instance writes the images being registered in VISOR in its own local
filesystem. Therefore, it was expected to see elapsed times reduced by 50%, as we have two
filesystem backends, instead of just one (as for results observed previously in Figure 5.6).
In overall, while comparing these graphs with the ones from the previously concurrency
overview tests, we can see steadier curves, with smaller steps between concurrency levels.
Although, the elapsed times were not so smaller as expected when dealing with two VIS server
instances. We have not seen any performance degradation in the server side. We can then say
that we have achieved the maximum throughput from VISOR for images registering, with the
bottleneck now being the single node deployment of all storage systems, slowing the service
due to concurrent writes. Despite the fact that the number of clients was maintained since the
previous non-replicated tests (one to sixteen), here the storage systems attend requests from
two clients instead of just one, as we now have two VIS servers requesting to transfer images
to backends. Therefore such constraints can also help to understand such results.
5.2.3.2 Images Retrieving
In the results pictured in Figure 5.10, the absence of the filesystem backend stands out. As
already said, this backend corresponds to the server local hard drive. Thus, when considering
two server instances, we cannot retrieve images from the local filesystem backend, as the
proxy is not aware in which of the two instances the image being requested is actually stored.
Therefore, we would get an exception when a request reached a server instance which has not
the requested image stored in its filesystem. This can be solved by storing images in a remote
filesystem, although we have not yet implemented in VISOR such backend plugin.
When looking at the remain storage backends, comparing the obtained results with those
already discussed for a single VIS deployment (Figure 5.7), it becomes clear the huge response
times decreasing. In these tests Walrus was the best performer, something that has not happened
before, with response times decreasing 58%, followed by Cumulus with a decrease of 47% and
HDFS with a decrease of 38% in response times, all for the highest concurrency level. As already
described, the storage systems reading process is much lighter than the writing one, thus for
retrieving request we achieve the expected results with around 50% faster response times.
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5.3 VISOR Meta System
5.3.1 Methodology
As already stated, we have chosen to implement a NoSQL (MongoDB) and a SQL (MySQL) database
backends for the VMS. Given this, it is needed to assess the performance not only of the VMS
server, but also of such backend options. Therefore, we have conducted a set of tests to assess
the throughput of the VMS under a simulated concurrent environment, relying on each one of the
mentioned database backends. Prior to tests, both databases were filled with 200 virtual image
metadata records with randomly generated values, according to the VISOR metadata schema
(Section 4.1.4). Tests were performed under a simulated environment of 2000 requests with
a concurrency level of 100 clients. We have chosen the simplest, not replicated deployment
architecture for these tests, as metadata requests are very small in size and extremely fast in
processing. Thus, the simplest single node deployment should be enough for most use cases. If
aiming to improve data availability and durability, one can easily deploy the VMS on a replicated
environment with multiple server instances (behind a HTTP proxy) and database replicas.
5.3.2 Specifications
The architecture of the tests deployment is detailed in Figure 5.11. As represented, we have
used four independent machines, one for simulating the concurrent clients, another two for the
VMS, and the last one containing the MongoDB and MySQL databases. One of the VMS instances
was configured to run backed by MongoDB and the other by MySQL. Configuration options are
described in each one of the VISOR configuration files (one in each machine). Thus, besides the









Figure 5.11: Architecture of the VISOR Meta System test-bed. Each rectangular box represents a machine
and each rounded box represents a single process or component.
Both databases were configured with only one unique index on the images primary key (id).
In order to achieve fair comparisons, MySQL was configured to run with the InnoDB engine and
the provided ”huge” configuration file. This file is distributed with MySQL and contains improved
configurations for hosts with good computing capabilities. Furthermore, we have given enough
space to MySQL cache the database in memory (assigned 3GB of memory for InnoDB), thus it can
be compared against MongoDB, which by default caches databases in memory.
The test bed pictured in Figure 5.11 was deployed on the same hardware used for the VIS
tests (Section 5.1.2). We are using the currently latest releases of both databases, with MongoDB
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version 2.0.4 64-bit and MySQL version 5.5.22 64-bit. We have simulated the concurrent clients
issuing requests to the VMS using the ApacheBench HTTP benchmarking tool [167], version 2.3.
5.3.3 Results
We will now discuss the test results for all the VMS REST API operations, less the deletion of an
image metadata, since the ApacheBench tool is not able to perform DELETE requests. Although
we expect them to perform similar to a GET an image metadata request, since before sending
the delete query to the database, the VMS server issues a GET to the image metadata and
returns that metadata to clients. Thus the elapsed time for deleting an image metadata would
only face a small increase due to the database delete query, when compared with the elapsed
time for getting an image metadata. Furthermore, the retrieving of all images metadata was
restricted to the brief metadata only (/images path) instead of detailed (/images/detail), as
the difference between them two would only be related to the responses size.



























2000 GET /images requests with 100 concurrent clients
VMS+MongoDB
VMS+MySQL
Figure 5.12: 2000 requests retrieving all images brief metadata, issued from 100 concurrent clients.
In Figure 5.12 we present the results for GET requests on the /images path. For each one of
the 2000 requests, all images brief metadata records are retrieved from the database and then
returned to clients, all in the same response body. Thus, it is expected to see higher response
times, considering that we are returning 200 image metadata records in the same response. As
we can see, the VMS instance backed by MySQL (VMS+MySQL) has outperformed the MongoDB one
(VMS+MongoDB) by far. The VMS+MongoDB has served 117.19 requests per second (req/s), with
the VMS+MySQL instance outperforming it with 252.73 req/s. The response sizes were of 27305
bytes for VMS+MongoDB and 29692 bytes for VMS+MySQL. Such disparity in the response sizes is
due to the fact that MongoDB, being a free schema database system, do not register metadata
fields not provided, as done by SQL databases. Thus, MongoDB will only register the provided
metadata attributes, where MySQL will register the provided metadata attributes and will set
to null those not provided but present in the metadata schema. Therefore, the VMS+MySQL
instance returned bigger responses than that returned by VMS+MongoDB. Even with such size
discrepancy, MySQL clearly outperforms MongoDB when retrieving all records in batch.
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2000 GET /images/<id> requests with 100 concurrent clients
VMS+MongoDB
VMS+MySQL
Figure 5.13: 2000 requests retrieving an image metadata, issued from 100 concurrent clients.
In Figure 5.13 we present the results for GET requests in the /images/<id> path. Here the VMS
server returns to clients the detailed metadata of the image with a given ID. During this process,
the VMS server will perform an update to the accessed_at and access_count image metadata
timestamps, thus it is expected to see an influence of database writes in these results. Here
it becomes clear that VMS+MongoDB outperform the VMS+MySQL combination with a steadier
curve. VMS+MongoDB was able to serve 1253.58 req/s, while MySQL only reached 584.39 req/s.
In such results, MongoDB takes advantage of its atomic in-place update capability, avoiding the
latency involved in querying and returning the whole record from the database in order to modify
it and then submit the update to the database. This is applied to do in-place updates of the
metadata timestamps. As reference, the response size was of 219 bytes for VMS+MongoDB and
337 bytes for VMS+MySQL, for the same reason stated in the previous test.




























2000 POST /images requests with 100 concurrent clients
VMS+MongoDB
VMS+MySQL
Figure 5.14: 2000 requests registering an image metadata, issued from 100 concurrent clients.
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The next VMS operations to be tested are the POST requests on the /images path, with
results in Figure 5.14. Here the VMS receives the metadata to be registered in JSON sent from
clients, properly validating and registering it on the underlying database. After that, the server
returns to clients the detailed metadata of the record already inserted in the database. Here
VMS+MongoDB has served 345.67 req/s, while VMS+MySQL has only served 293.47 req/s. For
POST requests, MongoDB seems to take advantage over MySQL through its in-memory writes,
only then flushing records to the persistent memory (hard drive) in background.
























2000 PUT /images/<id> requests with 100 concurrent clients
VMS+MongoDB
VMS+MySQL
Figure 5.15: 2000 requests updating an image metadata, issued from 100 concurrent clients.
The last tested operation is the PUT request on the /images/<id> path, with results pictured
in Figure 5.15. Here the VMS server receives a JSON string from clients and properly validates
and updates the image metadata record with the given ID. After that, it returns to clients the
detailed metadata of the record already updated. Here VMS+MongoDB has served 899.67 req/s,
outperforming VMS+MySQL, which has only been able to serve 553.89 req/s. Thus, one more
time, MongoDB seems to take advantage of its atomic in-place updates.
5.4 Summary
In this chapter we have explained our testing approach towards assessing the performance of
the two biggest VISOR subsystems, VIS and VMS. Two of the service main aims are to provide high
availability and performance. We have relied in highly scalable technologies like event-driven
frameworks and NoSQL databases in order to achieve such requirements. VIS tests have shown
VISOR as a stable and high performance image service. VMS tests have shown good throughput
from the VMS server, relying in both currently available database backends, with MongoDB being
the overall best performer backend.
In [15], Laszewski et al. presents the FutureGrid platform own image repository (FGIR)
performance tests. They follow a similar testing approach to that used by us in order to assess
VISOR performance. They test the service with images of 50, 300, 600, 1000 and 2000MB in size,
and FGIR only supports Cumulus, Swift, GridFS and the filesystem storage backends. Although
GridFS is not a cloud storage system but rather a specification for storing large files in MongoDB.
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FGIR is tested for images registering (uploads) and retrieving (downloads) for single sequential
requests, measuring the transfers elapsed times. Although also presented the results for sixteen
concurrent image downloads, there is no mention to the concurrent image upload tests.
We can fairly compare FGIR and VISOR performances only for 1GB and 2GB image single
downloads and uploads requests, using the Cumulus storage system. We are limited to compare
1GB and 2GB images only since there are no other image sizes common to both tests appro-
aches (FGIR and VISOR). Moreover, we may only compare single requests, since the presented
VIS benchmarks for sixteen concurrent clients were obtained spawning four clients processes
per client machine (in a total of four). Instead, in FGIR tests, they were given with sixteen in-
dependent machines, each one being an independent FGIR client. Finally, both FGIR and VISOR
support a filesystem backend, although the FGIR one is not the server local filesystem but a re-
mote filesystem, accessed through SSH. Therefore we can only compare results considering the
Cumulus backend, as there are no other compatible storage systems common to both services.
We will refer to [15] for FGIR test results, and to Figures 5.2 and 5.3 for VISOR single upload
and download tests, respectively. When looking at 1GB images single uploads to Cumulus, the
FGIR takes ≈ 40s (seconds) to complete the process, with VISOR outperforming it with only 32s
(20% less). For 2GB images, FGIR takes ≈ 70s, with VISOR taking only 65s (≈ 7% less). When
looking at single download requests the VISOR performance stands out, as for 1GB images, the
FGIR spends ≈ 45s while VISOR spends only 26s (≈ 42% less). Lastly, for 2GB images, FGIR takes
≈ 75s to download them while VISOR takes only 53s (≈ 30% less). As already stated, the sixteen
concurrent uploads tests are not comparable. Although, such VIS results (Figure 5.6) are not
that far from the ones achieved by FGIR [15]. Even that in such case, our testing client hosts
were four times busier than the ones at FGIR tests (as we have four client threads per machine).
These results are very encouraging, even more if we take into account the huge disparity
between both test beds resources, with FGIR tests being conducted on the FG Sierra supercom-
puter (at University of California) machines [15]. Furthermore, in overall, we have seen VISOR
tests showing much more stable and predictable response times. During tests, VISOR has han-
dled Terabytes of images being transferred between endpoints, without any notorious signs of




Conclusions and Future Work
6.1 Conclusions
This dissertation describes the VISOR image management service, a solution to exploit the need
to efficiently manage and maintain a large number of VM images across heterogeneous cloud
IaaSs and their storage system solutions. VISOR also addresses the Cloud Computing interopera-
bility limitations, which remain an open research issue [10, 11, 12], by providing compatibility
with multiple cloud IaaS storage solutions, database systems and communication formats.
For the service design we have relied on the presented analysis of the most suitable archite-
ctural models in order to achieve high performance without compromising reliability. Consider-
ing our research and the service specific use case, we have chosen to address its development
relying on the event-driven architecture and RESTful Web services. The service design was also
conducted in order to address the need for a highly modular, isolated and customizable software
stack. Aiming to provide a service as much flexible as possible, we have heavily relied on the
principle of abstraction layers. Through such abstraction layers, it was possible to isolate the
service compatibility with multiple cloud storage systems (currently Cumulus, Walrus, HDFS,
S3, LCS, HTTP read-only and the local filesystem) and database systems (currently MySQL and
MongoDB) from the service core features. Therefore, such compatibilities were implemented
as individual plugins. We have also shifted the data communication formats support (currently
JSON and XML) and authentication mechanisms from the service core to front-end middleware
components. In this way, we have achieved a multi compatible service, while isolating such
compatibilities from the service API. This makes it possible to improve the service compatibility
with other storage systems and other data communication formats. It is also possible to inte-
grate VISOR with custom authentication services besides the VAS (VISOR Auth System). All these
customizations only require code level implementations outside the service core.
We have also benchmarked the proposed service in order to assess its performance, stability
and resources usage rate. Therefore we have conducted a wide testing procedure addressing
both single and concurrent image registering and retrieving requests. We have contemplated
Cumulus, Walrus and HDFS storage systems, as equally the server local filesystem as image back-
ends. From the obtained results, VISOR has shown encouraging performance results, even when
compared to a production service like the FutureGrid image service [15]. Furthermore, regar-
ding resources usage rate, we have observed only residual memory footprints in both clients and
hosts, something that would not be possible without the service two-side streaming approach.
Results have therefore justified the design options taken in VISOR’s implementation. While
benchmarking VISOR, we were also able to assess Cumulus, Walrus and HDFS storage systems
performance indicators, something that we have not found in literature till date.
Finally, VISOR is an open source software with a community-driven development process.
Therefore, anyone can learn how it works and publicly contribute with code and suggestions for
further improvements, or privately customize it to address its particular needs. All the service




As future work, our service has many ways to be further enhanced. We can group such improve-
ments in three categories: identified issues pursuit, service features and other improvements.
The first topic requiring attention is the constraint observed with the local filesystem back-
end. When retrieving images stored in the filesystem backend, the streaming process is cur-
rently being blocked, which incurs in latency and memory caching. However, this is not a VISOR
related issue but rather an EventMachine [139] library limitation. Since EventMachine does
not integrate non-blocking/asynchronous filesystem primitives, a solution may be to defer such
operations to a background process. However, such approach requires engineering concerns
regarding operations synchronization, as a deferred operation gets out of the program control
flow. Another solution would be to manually pause and resume the reading of an image file from
the local filesystem chunk by chunk in a non-blocking fashion. However, this would transfer the
operations pause and resume control from the event-driven framework duties to programmer’s
concerns. Therefore this is an open research challenge to be tackled as future work.
Besides I/O architectural concerns, there are also some service level improvements that we
would like to address in future work. The improvement of users management through roles and
groups membership like done by OpenStack Glance [56] would be an interesting feature. The
caching of the most requested images like done by Glance and IBM Mirage [9] would also be
an interesting feature to reduce the VIS server overhead. Furthermore, the scheduling of VM
images deletion through a garbage collection mechanism like done by Glance and Mirage would
also become useful to provide the ability to cancel accidental image deletion requests. Security
improvements for VISOR are also an important topic to address in future work.
Besides these specific topics, the development of the prototype VWS (VISOR Web System)
and the further expansion of the compatible cloud storage systems are also in our development
plans. There is also the intention to assess how can be VISOR incorporated and used in another
VM image management environments besides cloud IaaSs, thus expanding the service use cases.
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Installing and Configuring VISOR
In this appendix we provide a complete quick start guide to install and deploy VISOR. We will
describe all the necessary installation and configuration procedures.
A.1 Deployment Environment
We will install VISOR by distributing its subsystems across three independent machines, with
two host servers and one client. However, any other subsystems arrangement can be made by
administrators (e.g. a subsystem per machine, all subsystems in the same machine). During the
installation procedures we will always indicate in which machines a specific procedure should
be reproduced. The deployment environment is pictured in Figure A.1.
Client
Server 1 Server 2
IP 10.0.0.1 IP 10.0.0.2
IP 10.0.0.3
Figure A.1: The VISOR deployment environment with two servers and one client machines.
• Server 1: This machine will host the VISOR Image System (VIS), which is VISOR’s core and
client’s front-end. The VIS server application will create a log file in which it will log
operations. This machine will also comprise a VISOR configuration file, which will contain
the necessary configuration options for customizing VIS.
• Server 2: This server will host both VISOR Meta System (VMS) and VISOR Auth System (VAS).
Therefore, as they live in the same machine, they will use an underlying database to store
both user accounts and image metadata. Both VMS and VAS will log to a local logging file.
This server will host another VISOR configuration file which will contain the necessary
parameters to configure both VMS and VAS.
• Client: The Client machine will host the VIS CLI, which will communicate with the VIS
server hosted in Server 1. It will also contain a VISOR configuration file, including the
necessary parameters to configure the VIS CLI.
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A.2 Installing Dependencies
Before starting to install VISOR, we need to ensure that all required dependencies are properly
installed and available in the deployment machines.
We will provide instructions tested on Ubuntu Server 12.04 LTS and Mac OSX Server 10.6
64-bit OSs. Instructions for installing these dependencies in other Unix-based OSs can be easily
found among Internet resources.
A.2.1 Ruby
+ These procedures should be reproduced in all machines (Server 1, Server 2 and Client).
VISOR depends on the Ruby programming language [24], thus all machines used to host VISOR
need to have the Ruby binaries installed. Since VISOR targets Unix systems, most up-to-date
Linux and Mac OSX OSs are equipped with Ruby installed by default. However, VISOR requires
Ruby to be at least in version 1.9.2. To ensure that host machines fulfil this requirement, users
should open a terminal window and issue the following command (”prompt $>” indicates the
terminal prompt position):
prompt $> ruby -v
If users’ machines have Ruby installed, they should see a message displaying ”ruby” followed by
its version number. If receiving a ”command not found” error, that machines do not have Ruby
installed. If seeing a Ruby version lower than 1.9.2 or machines do not have Ruby installed at
all, it should be installed as follows (depending on the used OS):
A.2.1.1 Ubuntu
prompt $> sudo apt-get update
prompt $> sudo apt-get install build-essential ruby1.9.3
A.2.1.2 Mac OSX
In Mac OSX, users should make sure that they have already installed Apple’s Xcode (a developer
library which should have come with Mac OSX installation disk) on machines before proceeding.
# First, install Homebrew, a free Mac OSX package manager
prompt $> /usr/bin/ruby -e "$(/usr/bin/curl -fsSL https://raw.github.com/mxcl\
/homebrew/master/Library/Contributions/install_homebrew.rb)"
# Now install Ruby with Homebrew
prompt $> brew install ruby
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A.2.2 Database System
+ These procedures should be reproduced in Server 2.
Since both VMS and VAS register data on a database, it is required to install a database system.
Both VMS and VAS support MongoDB and MySQL databases, therefore it is user’s responsibility to
choose which one to install and use. Users can install either MongoDB or MySQL as follows:
A.2.2.1 Ubuntu
# Install MongoDB
prompt $> sudo apt-get install mongodb
# Or install MySQL
prompt $> sudo apt-get install mysql-server mysql-client libmysqlclient-dev
A.2.2.2 Mac OSX
# Install MongoDB
prompt $> brew install mongodb
# Or install MySQL
prompt $> brew install mysql
A.3 Configuring the VISOR Database
+ These procedures should be reproduced in Server 2.
Now that all dependencies are satisfied, it is time to configure a database for VISOR. Users
should follow these instructions if they have chosen either MongoDB or MySQL:
A.3.1 MongoDB
We just need to make sure that MongoDB was successfully installed, since MongoDB lets VISOR
create a database automatically. Users should open a terminal window and type mongo:
prompt $> mongo
MongoDB shell version: 2.0.4
connecting to: test
If seeing something like the above output, MongoDB was successfully installed. Typing exit quits
from the MongoDB shell. By default MongoDB does not have user’s authentication enabled. For
the sake of simplicity we will leave it that way. To configure an user account, one should follow




If users have chosen to run VISOR backed by MySQL, they need to create and configure a database
and an user account for it. To enter in the MySQL shell, the following command should be issued:
prompt $> mysql -u root
The following SQL queries should be used to create a database and an user account for
VISOR. Users can provide a different database name, username (we will use ”visor” for both)
and password (”passwd”), making sure to note those credentials as they will be further required:
CREATE DATABASE visor;
CREATE USER 'visor'@'localhost' IDENTIFIED BY 'passwd';
GRANT ALL PRIVILEGES ON *.* TO 'visor'@'localhost';
FLUSH PRIVILEGES;
If everything went without errors, we have already completed the database configurations
(VISOR will handle tables creation). By typing exit; we will quit from the MySQL shell.
A.4 Installing VISOR
+ From now on, all the presented commands are compatible with all popular Unix-based
OSs, such as Ubuntu, Fedora, CentOS, RedHat, Mac OSX and others.
We have already prepared Server 1, Server 2 and Client machines to host VISOR. Thus, we can
now download and install it. The VISOR service is currently distributed as a set of subsystems
packaged in Ruby libraries, which are commonly known as gems. Therefore we will install each
subsystem with a single command, downloading the required gem that will be automatically
installed and configured.
A.4.1 VISOR Auth and Meta Systems
+ These procedures should be reproduced in Server 2.
We will now install VAS and VMS subsystems in Server 2. To install these subsystems, users should
issue the following command on a terminal window:
prompt $> sudo gem install visor-auth visor-meta
This command will automatically download, install and configure the last releases of the
VAS and VMS from the Ruby gems on-line repository. During VAS and VMS installation, the VISOR
Common System (VCS) will be automatically fetched and installed too (being visor-common
gem), as all VISOR subsystems depend on it. After the installation completes, we will see a
similar terminal output as the one below:
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prompt $> sudo gem install visor-auth visor-meta
Successfully installed visor-common-0.0.2
****************************** VISOR ******************************
visor-auth was successfully installed!
Generate the VISOR configuration file for this machine (if not already done)




visor-meta was successfully installed!
Generate the VISOR configuration file for this machine (if not already done)




As can be observed in the above output, both visor-auth and visor-meta were successfully
installed, with visor-common being automatically installed prior to them. Both VAS and VMS
display an informative message indicating that they were successfully installed, and that now
the user should generate the VISOR configuration file for Server 2 machine.
A.4.1.1 Generating Server 2 Configuration File
To generate a template configuration file for the VAS and VMS host machine, the visor-config
command should be used:
prompt $> visor-config




All configurations were successful. Now open and customize the VISOR
configuration file at /Users/joaodrp/.visor/visor-config.yml
prompt $>
As listed in the output above, the VISOR configuration file and directories were success-
fully generated. These include the YAML format [168] VISOR configuration file named visor-
config.yml, the logs/ directory to where both VAS and VMS servers will log, and the parent
.visor/ directory placed in the user’s home folder, which in this case is /Users/joaodrp/.
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A.4.1.2 Customizing Server 2 Configuration File
The generated configuration file should now be opened and customized. The full generated
configuration file template is listed in Appendix C. Here we will only address the parts of the
configuration file that should be customized within the VMS and VAS host machine. The remain
parameters can be leaved with their default values.
Bind Host Users should change the host address to bind the VAS and VMS servers through the
bind_host parameters (lines 6 and 13) to their Server 2 IP address (which in our case is 10.0.0.2):
1 ...
2 # ================================ VISOR Auth =================================
3 visor_auth:
4 ...




9 # ================================ VISOR Meta =================================
10 visor_meta:
11 ...




Backend Users should also customize the backend option for both VAS and VMS by uncomment
and customizing the lines for using either MongoDB or MySQL, depending on the already chosen
database system back in Section A.3:
• If users have chosen to use MongoDB, and considering that it is listening on its default host
and port address (127.0.0.1:27017), with no authentication and using visor as the database
name, the backend option for both VAS and VMS should be set as follows:
1 ...
2 # ============================= VISOR Auth ===============================
3 visor_auth:
4 ...
5 # Backend connection string (backend://user:pass@host:port/database)
6 backend: mongodb://:@127.0.0.1:27017/visor
7 ...
8 # ============================= VISOR Meta ===============================
9 visor_meta:
10 ...




• If users have chosen MySQL, and considering that it is listening on its default host and port
address (127.0.0.1:3306), the backend option for both VAS and VMS should be set (with
user’s credentials previously obtained in Section A.3) as follows:
1 ...
2 # ============================= VISOR Auth ===============================
3 visor_auth:
4 ...
5 # Backend connection string (backend://user:pass@host:port/database)
6 backend: mysql://visor:passwd@127.0.0.1:3306/visor
7 ...
8 # ============================= VISOR Meta ===============================
9 visor_meta:
10 ...
11 # Backend connection string (backend://user:pass@host:port/database)
12 backend: mysql://visor:passwd@127.0.0.1:3306/visor
13 ...
Users should make sure to provide the username, password and database name previously
obtained in Section A.3, then saving the configuration file.
A.4.1.3 Starting VISOR Auth System
After completed all configurations, we can now launch the VAS server. Users should open a
new terminal window (keeping it open during the rest of this guide) and use the following
command:
prompt $> visor-auth start -d -f
[2012-06-14 13:04:15] INFO - Starting visor-auth at 10.0.0.2:4566
[2012-06-14 13:04:15] DEBUG - Configs /Users/joaodrp/.visor/visor-config.yml:
[2012-06-14 13:04:15] DEBUG - *************************************************
[2012-06-14 13:04:15] DEBUG - log_datetime_format: %Y-%m-%d %H:%M:%S
[2012-06-14 13:04:15] DEBUG - log_path: ~/.visor/logs
[2012-06-14 13:04:15] DEBUG - bind_host: 10.0.0.2
[2012-06-14 13:04:15] DEBUG - bind_port: 4566
[2012-06-14 13:04:15] DEBUG - backend: mongodb://:@127.0.0.1:27017/visor
[2012-06-14 13:04:15] DEBUG - log_file: visor-auth-server.log
[2012-06-14 13:04:15] DEBUG - log_level: INFO
[2012-06-14 13:04:15] DEBUG - *************************************************
[2012-06-14 13:04:15] DEBUG - Configurations passed from visor-auth CLI:
[2012-06-14 13:04:15] DEBUG - *************************************************
[2012-06-14 13:04:15] DEBUG - debug: true
[2012-06-14 13:04:15] DEBUG - foreground: true
[2012-06-14 13:04:15] DEBUG - *************************************************
In the above output we have started the VAS server in debug mode. We have also started
it in foreground, therefore the process will remain yielding logging output to the terminal. If
wanting to start it in background (daemon process), it can be done by omitting the -f flag:
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prompt $> visor-auth start
Starting visor-auth at 10.0.0.2:4566
prompt $>
To stop the VAS when it was started as a daemon process, the stop command should be used:
prompt $> visor-auth stop
Stopping visor-auth with PID: 41466 Signal: INT
In this case, the VAS server process was running with the identifier (PID) 41466 and was killed
using a system interrupt (INT). Passing the -h option to visor-auth displays an help message:
prompt $> visor-auth -h
Usage: visor-auth [OPTIONS] COMMAND
Commands:
start start the server
stop stop the server
restart restart the server
status current server status
Options:
-c, --config FILE Load a custom configuration file
-a, --address HOST Bind to HOST address
-p, --port PORT Bind to PORT number
-e, --env ENV Set execution environment
-f, --foreground Do not daemonize, run in foreground
Common options:
-d, --debug Enable debugging
-h, --help Show this help message
-v, --version Show version
prompt $>
If users have stopped VAS during the above examples, they should open a terminal window
(keeping it open during the rest of this guide) and start it again:
1 prompt $> visor-auth start -d -f
+ All the above operations on how to manage the VAS server apply to all VISOR subsystems
server’s management. The only difference is the command name. For managing VIS it
is visor-image, for VMS it is visor-meta and for VAS it is the visor-auth command.
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A.4.1.4 Generating an User Account
In order to authenticate against VISOR, one should first create an user account. This is done
in VAS, using the visor-admin command. On a new terminal window, users can see an help
message on how to use visor-admin by calling it with the -h parameter:
prompt $> visor-admin -h
Usage: visor-admin <command> [options]
Commands:
list Show all registered users
get Show a specific user
add Register a new user
update Update an user
delete Delete an user
clean Delete all users
help <cmd> Show help message for one of the above commands
Options:
-a, --access KEY The user access key (username)
-e, --email ADDRESS The user email address
-q, --query QUERY HTTP query like string to filter results
Common options:
-v, --verbose Enable verbose
-h, --help Show this help message
-V, --version Show version
prompt $>
It is also possible to ask for a detailed help message for a given command. For example, to
know more about how to add a new user, the following command can be used:
prompt $> visor-admin help add
Usage: visor-admin add <ATTRIBUTES> [options]
Add a new user, providing its attributes.
The following attributes can be specified as key/value pairs:
access_key: The wanted user access key (username)
email: The user email address
Examples:
$ visor-admin add access_key=foo email=foo@bar.com
prompt $>
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We will follow the above example to add a new user account for user ’foo’:
prompt $> visor-admin add access_key=foo email=foo@bar.com





CREATED_AT: 2012-06-10 16:31:01 UTC
prompt $>
Users should make sure to note the generated user credential (access key and secret key)
somewhere, as they will be further required to configure the Client machine.
A.4.1.5 Starting VISOR Meta System
To start the VMS, user should open a new terminal window (keeping it open during the rest of
this guide) and use the visor-meta command:
prompt $> visor-meta start -d -f
Now we have finished both VAS and VMS configurations, and their servers are up and running.
A.4.2 VISOR Image System
+ These procedures should be reproduced in Server 1.
We will now install the VIS subsystem. Users should open a terminal window on Server 1 and
issue the following command:
prompt $> sudo gem install visor-image
This command will automatically download, install and configure the last releases of the VIS
subsystem from the Ruby gems on-line repository. During VIS installation, and as for VAS and
VMS installation, the VCS subsystem will be automatically downloaded and installed.
prompt $> sudo gem install visor-image
Successfully installed visor-common-0.0.2
****************************** VISOR ******************************
visor-image was successfully installed!
Generate the VISOR configuration file for this machine (if not already done)





As observed in the above output, visor-common and visor-imagewere successfully installed.
VIS displays an informative message indicating that it was successfully installed and now the user
should generate a VISOR configuration file for the Server 1 machine.
A.4.2.1 Generating Server 1 Configuration File
We need to generate a configuration file for Server 1 machine in order to customize the VIS. To
generate a template configuration file (as done previously for Server 2 in Section A.4.1.1) the
visor-config command should be used:
prompt $> visor-config
A.4.2.2 Customizing Server 1 Configuration File
The generated configuration file should now be opened and customized. Here we will only
address the parts of the configuration file that should be customized within the VIS host machine.
Bind Host Users should change the host address to bind the VIS server (line 6) to their Server
1 IP address, which in our case is 10.0.0.1:
1 ...
2 # ================================ VISOR Image ================================
3 visor_image:
4 ...




VISOR Meta and Auth Systems Location Since VIS needs to communicate with the VMS and
VAS, users should indicate in the Server 1 configuration file what is the Server 2 IP address, and
the ports where VMS and VAS servers are listening for incoming requests:
1 ...
2 # ================================ VISOR Auth =================================
3 visor_auth:
4 ...












In our case, Server 2 (which is the host of VMS and VAS) has the IP address 10.0.0.2. VMS and
VAS were started in the default ports (4566 and 4567 respectively). Users should change the
above addresses (lines 6 and 13) to their Server 2 real IP address. Equally, if they have deployed
VMS and VAS in different ports, they should also change them (lines 7 and 14).
Storage Backends Besides the VIS server, it is also needed to pay attention to the image storage
backends configuration. The output below contains the excerpt of the configuration file that
should be addressed to customize the storage backends:
1 ...
2 # =========================== VISOR Image Backends ============================
3 visor_store:
4 # Default store (available: s3, lcs, cumulus, walrus, hdfs, file)
5 default: file
6 #
7 # FileSystem store backend (file) settings
8 #
9 file:
10 # Default directory to store image files in
11 directory: ~/VMs/
12 #
13 # Amazon S3 store backend (s3) settings
14 #
15 s3:
16 # The bucket to store images in, make sure it exists on S3
17 bucket:




22 # Lunacloud LCS store backend (lcs) settings
23 #
24 lcs:
25 # The bucket to store images in, make sure it exists on LCS
26 bucket:








34 # The Cumulus host address and port number
35 host:
36 port:
37 # The bucket to store images in, make sure it exists on Cumulus
38 bucket:




43 # Eucalyptus Walrus store backend (walrus) settings
44 #
45 walrus:
46 # The Walrus host address and port number
47 host:
48 port:
49 # The bucket to store images in, make sure it exists on Walrus
50 bucket:




55 # Apache Hadoop HDFS store backend (hdfs) settings
56 #
57 hdfs:
58 # The HDFS host address and port number
59 host:
60 port:
61 # The bucket to store images in
62 bucket:
63 # Access credentials, grab yours within Hadoop
64 username:
The configuration file contains configurations for all available storage backends, being the
local filesystem, Amazon S3, Nimbus Cumulus, Eucalyptus Walrus, Lunacloud LCS and Hadoop
HDFS. Users should fill the attributes of a given storage backend in order to be able to store and
retrieve images from it. User’s credentials should be obtained within each storage system.
• In line 5 it is defined the storage backend that VIS should use by default to store images.
Line 11 describes the path to the folder where images should be saved when using the
filesystem backend. This folder will be creation by the VIS server if it do not exists.
• For S3 and LCS, users need to provide the bucket name in which images should be stored,
and their access and secret keys used to authenticate against S3 or LCS, respectively.
• Cumulus, Walrus and HDFS configurations are similar. Users should provide the host address
and port where these storage services are listening in. For Cumulus and Walrus they should
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also provide the access and secret key credentials. For HDFS users should provide their
username in Hadoop.
A.4.2.3 Starting VISOR Image System
After customizing the VIS configuration file, users should open a new terminal window (keeping
it open during the rest of this guide) and launch the VIS server with the visor-image command:
prompt $> visor-image start -d -f
[INFO] 2012-06-14 14:10:57 :: Starting visor-image at 10.0.0.1:4568
[DEBUG] 2012-06-14 14:10:57 :: Configs /Users/joaodrp/.visor/visor-config.yml:
[DEBUG] 2012-06-14 14:10:57 :: ***********************************************
[DEBUG] 2012-06-14 14:10:57 :: log_datetime_format: %Y-%m-%d %H:%M:%S
[DEBUG] 2012-06-14 14:10:57 :: log_path: ~/.visor/logs
[DEBUG] 2012-06-14 14:10:57 :: bind_host: 10.0.0.1
[DEBUG] 2012-06-14 14:10:57 :: bind_port: 4568
[DEBUG] 2012-06-14 14:10:57 :: log_file: visor-api-server.log
[DEBUG] 2012-06-14 14:10:57 :: log_level: INFO
[DEBUG] 2012-06-14 14:10:57 :: ***********************************************
[DEBUG] 2012-06-14 14:10:57 :: Configurations passed from visor-image CLI:
[DEBUG] 2012-06-14 14:10:57 :: ***********************************************
[DEBUG] 2012-06-14 14:10:57 :: debug: true
[DEBUG] 2012-06-14 14:10:57 :: daemonize: false
[DEBUG] 2012-06-14 14:10:57 :: ***********************************************
Now we have finished the VIS configurations and its server is up and running.
A.4.3 VISOR Client
+ These procedures should be reproduced in Client machine.
The VIS subsystem contains the VISOR client tools, thus we need to install it on Client machine
by simply issuing the following command:
prompt $> sudo gem install visor-image
A.4.3.1 Generating Client Configuration File
We need to generate a configuration file for Client machine in order to customize the VISOR
client tools. To generate a template configuration file (as done previously for Server 2 in Section
A.4.1.1) use the visor-config command:
prompt $> visor-config
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A.4.3.2 Customizing Client Configuration File
The generated configuration file should now be opened and customized. Here we will only
address the parts of the configuration file that should be customized within the Client machine.
The remain parameters can be leaved with their default values.
Bind Host We need to indicate where does the VIS CLI can find the VIS server. Therefore users
should indicate in the configuration file the host address and the port number where the VIS
server is listening. In our case it is 10.0.0.1:4568. Users should customize these attributes
accordingly to the IP address and port number that they have used to deploy the VIS server:
1 ...
2 # ================================ VISOR Image ================================
3 visor_image:
4 ...




User Credentials Users should fill the access_key and secret_key parameters with the creden-
tials obtained by them previously in Section A.4.1.4. In our case, the obtained credentials were
the following (make sure to fill the configuration file with your own credentials):
1 # ===== Default always loaded configuration throughout VISOR sub-systems ======
2 ...




We have finished all VISOR installation procedures. VAS, VMS and VIS servers should now be





In this appendix we will present some examples on how to use VISOR to manage VM images, using
its main client tool: a CLI named visor. This CLI was already installed in the Client machine,
previously configured in Chapter A.
+ To use VISOR, examples in this chapter should be reproduced in the Client machine,
previously configured in Chapter A.
The full syntax of the CLI commands was described in detail in Section 4.2.9.2. To see an
help message about the client CLI, the visor command should be used with the -h option:
prompt $> visor -h
Usage: visor <command> [options]
Commands:
brief Show brief metadata of all public and user's private images
detail Show detailed metadata of all public and user's private images
head Show an image detailed metadata
get Retrieve an image metadata and file
add Add a new image metadata and optionally upload its file
update Update an image metadata and/or upload its file
delete Delete an image metadata and its file
help Show help message for one of the above commands
Options:
-a, --address HOST Address of the VISOR Image System server
-p, --port PORT Port where the VISOR Image System server listens
-q, --query QUERY HTTP query like string to filter results
-s, --sort ATTRIBUTE Attribute to sort results (default: _id)
-d, --dir DIRECTION Direction to sort results (asc/desc) (default: asc)
-f, --file IMAGE Image file path to upload
-S, --save DIRECTORY Directory to save downloaded image (default: './')
Common options:
-v, --verbose Enable verbose
-h, --help Show this help message




We need some VM images to register in VISOR. Therefore, we assume that users have down-
loaded and placed the following sample images inside their home folder in the Client machine:
• Fedora-17-x86_64-Live-Desktop.iso: Fedora Desktop 17 64-bit VM image 1.
• CentOS-6.2-i386-LiveCD.iso: CentOS 6.2 32-bit VM image 2.
B.2 Help Message
For displaying a detailed help message for a specific command, we can use the help command,
followed by a specific command name for which we want to see a help message:
prompt $> visor help add
Usage: visor add <ATTRIBUTES> [options]
Add new metadata and optionally upload the image file.
The following attributes can be specified as key/value pairs:
name: The image name
architecture: The Image operating system architecture (available: i386 x86_64)
access: If the image is public or private (available: public private)
format: The image format (available: iso vhd vdi vmdk ami aki ari)
type: The image type (available: kernel ramdisk machine)
store: The storage backend (s3 lcs walrus cumulus hdfs http file)
location: The location URI of the already somewhere stored image
Any other custom image property can be passed too as additional key/value pairs.
Provide the --file option with the path to the image to be uploaded and the
'store' attribute, defining the store where the image should be uploaded to.
prompt $>
B.3 Register an Image
B.3.1 Metadata Only
For registering only image metadata, without uploading or referencing an image file, users
should use the command add, providing to it the image metadata as a set of key/value pairs





prompt $> visor add name='CentOS 6.2' architecture='i386' format='iso' \
access='private'








CREATED_AT: 2012-06-15 21:01:21 +0100
OWNER: foo
prompt $>
As can be seen in the above example, we have registered the metadata of the CentOS 6.2 VM
image. We have set its access permission to ”private”, thus only user ”foo” can see and modify
it. Status is automatically set to ”locked”, since we have not uploaded or referenced its image
file but only registered its metadata.
B.3.2 Upload Image
For registering and uploading an image file, users can issue the command add, providing to it
the image metadata as a set of key/value pairs arguments, and the --file option, followed by
the VM image file path:
prompt $> visor add name='Fedora Desktop 17' architecture='x86_64' \
format='iso' store='file' --file '~/Fedora-17-x86_64-Live-Desktop.iso'
Adding new metadata and uploading file...
Successfully added new image with ID e5fe8ea5-4704-48f1-905a-f5747cf8ba5e.
_ID: e5fe8ea5-4704-48f1-905a-f5747cf8ba5e
URI: http://10.0.0.1:4568/images/e5fe8ea5-4704-48f1-905a-f5747cf8ba5e












UPLOADED_AT: 2012-06-15 21:03:50 +0100
prompt $>
B.3.3 Reference Image Location
If users want to reference an already somewhere stored image file, it can be done by including
the store and location attributes, with the latter being set to the VM image file URI:
prompt $> visor add name='Ubuntu 12.04 Server' architecture='x86_64' \
format='iso' store='http' \
location='http://releases.ubuntu.com/12.04/ubuntu-12.04-desktop-amd64.iso'
Adding new metadata and uploading file...
Successfully added new metadata with ID edfa919a-0415-4d26-b54d-ae78ffc4dc79.
_ID: edfa919a-0415-4d26-b54d-ae78ffc4dc79
URI: http://10.0.0.1:4568/images/edfa919a-0415-4d26-b54d-ae78ffc4dc79












In the above example we have registered an Ubuntu Server 12.04 64-bit VM image, by ref-
erencing its location through a HTTP URL. As can be observed, VISOR was able to locate that
image file and find its size and checksum through the URL resource HTTP headers.
B.4 Retrieve Image Metadata
B.4.1 Metadata Only
For retrieving an image metadata only, without the need to also download its file, users can use
the head command, providing the image ID as first argument. The produced output is similar to
that received when the image was registered in Section B.3.3.












CREATED_AT: 2012-06-15 21:03:32 +0100
CHECKSUM: 330dcb53f253acdf76431cecca0fefe7
OWNER: foo
UPLOADED_AT: 2012-06-15 21:03:50 +0100
B.4.2 Brief Metadata
For requesting the brief metadata of all public and user’s private images, one can use the brief
command:
prompt $> visor brief
Found 3 image records...
ID NAME ARCHITECTURE TYPE FORMAT STORE SIZE
----------- -------------------- ------------ ---- ------ ----- ---------
e5fe8ea5... Fedora Desktop 17 x86_64 - iso file 676331520
edfa919a... Ubuntu 12.04 Server x86_64 - iso http 732213248
7583d669... CentOS 6.2 i386 - iso - -
B.4.3 Detailed Metadata
For requesting the detailed metadata of all public and user’s private images, one can use the
detail command:
prompt $> visor detail







































CREATED_AT: 2012-06-15 21:01:21 +0100
OWNER: foo
B.4.4 Filtering Results
It is also possible to filter results based in some query string. Such query string should conform
to the HTTP query string format [37]. Thus, for example, if we want to get brief metatada of
all 64-bit images stored in the HTTP backend only, we would do it as follows:
prompt $> visor brief --query 'architecture=x86_64&store=http'
Found 1 image records...
ID NAME ARCHITECTURE TYPE FORMAT STORE SIZE
----------- -------------------- ------------ ---- ------ ----- ---------
edfa919a... Ubuntu 12.04 Server x86_64 - iso http 732213248
B.5 Retrieve an Image
The ability to download an image file along with its metadata is exposed through the get com-
mand, providing to it the image ID string as first argument. If we do not want to save the image
in the current directory, it is possible to provide the --save option, followed by the path to
where we want to download the image.
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prompt $> visor get e5fe8ea5-4704-48f1-905a-f5747cf8ba5e
_ID: e5fe8ea5-4704-48f1-905a-f5747cf8ba5e
URI: http://10.0.0.1:4568/images/e5fe8ea5-4704-48f1-905a-f5747cf8ba5e








CREATED_AT: 2012-06-15 21:03:32 +0100
UPDATED_AT: 2012-06-15 21:07:14 +0100
CHECKSUM: 330dcb53f253acdf76431cecca0fefe7
OWNER: foo
UPLOADED_AT: 2012-06-15 21:03:50 +0100
Downloading image e5fe8ea5-4704-48f1-905a-f5747cf8ba5e... | ETA: --:--:--
Progress: 100% |=========================================| Time: 0:00:16
B.6 Update an Image
B.6.1 Metadata Only
For updating an image metadata, users can issue the command update, providing the image
ID string as first argument, followed by any number of key/value pairs to update metadata. If
wanting to receive the already updated metadata, the -v option should be passed:
prompt $>visor update edfa919a-0415-4d26-b54d-ae78ffc4dc79 name='Ubuntu 12.04' \
architecture='i386' -v











CREATED_AT: 2012-06-15 21:05:20 +0100
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UPDATED_AT: 2012-06-15 21:10:36 +0100
CHECKSUM: 140f3-2ba4b000-4be8328106940
OWNER: foo
B.6.2 Upload or Reference Image
If users want to upload or reference an image file to a registered metadata, it can be done by
providing the --file option, or the location attribute, as done for the add command (Section
B.3).
prompt $>visor update 7583d669-8a65-41f1-b8ae-eb34ff6b322f store='file' \
format='iso' --file '~/CentOS-6.2-i386-LiveCD.iso' -v
Updating metadata and uploading file...











CREATED_AT: 2012-06-15 21:01:21 +0100




B.7 Delete an Image
To receive as response the already deleted image metadata, the -v option should be used in the
following delete command examples.
B.7.1 Delete a Single Image
To remove an image metadata along with its file (if any), we can use the delete command,
followed by the image ID provided as its first argument:
prompt $> visor delete 7583d669-8a65-41f1-b8ae-eb34ff6b322f
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Successfully deleted image 7583d669-8a65-41f1-b8ae-eb34ff6b322f.
prompt $>
B.7.2 Delete Multiple Images
It is also possible to remove more than one image at the same time, providing a set of IDs
separated by a single space:
prompt $> visor delete e5fe8ea5-4704-48f1-905a-f5747cf8ba5e \
edfa919a-0415-4d26-b54d-ae78ffc4dc79
Successfully deleted image e5fe8ea5-4704-48f1-905a-f5747cf8ba5e.
Successfully deleted image edfa919a-0415-4d26-b54d-ae78ffc4dc79.
prompt $>
It is also possible to remove images that match a given query with the --query option. The
images removed in the example above, could have also been removed using a query to match
64-bit (x86_64) images, as they were the only ones in the repository with that architecture:
prompt $> visor delete --query 'architecture=x86_64'
Successfully deleted image e5fe8ea5-4704-48f1-905a-f5747cf8ba5e.





VISOR Configuration File Template
This appendix lists the YAML-based [168] VISOR configuration file template, which is generated
at VISOR subsystems installation time, using the visor-config command. Fields with empty
values are those which should be necessarily set by users when needed.
1 # ===== Default always loaded configuration throughout VISOR sub-systems ======
2 default: &default
3 # Set the default log date time format
4 log_datetime_format: "%Y-%m-%d %H:%M:%S"
5 # Set the default log files directory path
6 log_path: ~/.visor/logs




11 # ================================ VISOR Auth =================================
12 visor_auth:
13 # Merge default configurations
14 <<: *default
15 # Address and port to bind the server
16 bind_host: 0.0.0.0
17 bind_port: 4566
18 # Backend connection string (backend://user:pass@host:port/database)
19 #backend: mongodb://<user>:<password>@<host>:27017/visor
20 #backend: mysql://<user>:<password>@<host>:3306/visor
21 # Log file name (empty for STDOUT)
22 log_file: visor-auth-server.log
23 # Log level to start logging events (available: DEBUG, INFO)
24 log_level: INFO
25
26 # ================================ VISOR Meta =================================
27 visor_meta:
28 # Merge default configurations
29 <<: *default
30 # Address and port to bind the server
31 bind_host: 0.0.0.0
32 bind_port: 4567
33 # Backend connection string (backend://user:pass@host:port/database)
34 #backend: mongodb://<user>:<password>@<host>:27017/visor
35 #backend: mysql://<user>:<password>@<host>:3306/visor
36 # Log file name (empty for STDOUT)
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37 log_file: visor-meta-server.log
38 # Log level to start logging events (available: DEBUG, INFO)
39 log_level: INFO
40
41 # ================================ VISOR Image ================================
42 visor_image:
43 # Merge default configurations
44 <<: *default
45 # Address and port to bind the server
46 bind_host: 0.0.0.0
47 bind_port: 4568
48 # Log file name (empty for STDOUT)
49 log_file: visor-api-server.log
50 # Log level to start logging events (available: DEBUG, INFO)
51 log_level: INFO
52
53 # =========================== VISOR Image Backends ============================
54 visor_store:
55 # Default store (available: s3, lcs, cumulus, walrus, hdfs, file)
56 default: file
57 #
58 # FileSystem store backend (file) settings
59 #
60 file:
61 # Default directory to store image files in
62 directory: ~/VMs/
63 #
64 # Amazon S3 store backend (s3) settings
65 #
66 s3:
67 # The bucket to store images in, make sure it exists on S3
68 bucket:




73 # Lunacloud LCS store backend (lcs) settings
74 #
75 lcs:
76 # The bucket to store images in, make sure it exists on LCS
77 bucket:








85 # The Cumulus host address and port number
86 host:
87 port:
88 # The bucket to store images in, make sure it exists on Cumulus
89 bucket:




94 # Eucalyptus Walrus store backend (walrus) settings
95 #
96 walrus:
97 # The Walrus host address and port number
98 host:
99 port:
100 # The bucket to store images in, make sure it exists on Walrus
101 bucket:




106 # Apache Hadoop HDFS store backend (hdfs) settings
107 #
108 hdfs:
109 # The HDFS host address and port number
110 host:
111 port:
112 # The bucket to store images in
113 bucket:
114 # Access credentials, grab yours within Hadoop
115 username:
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