ABSTRACT As the next generation network architecture, software-defined networking (SDN) has exciting application prospects. Its core idea is to separate the forwarding layer and control layer of network system, where network operators can program packet forwarding behavior to significantly improve the innovation capability of network applications. Traffic engineering (TE) is an important network application, which studies measurement and management of network traffic, and designs reasonable routing mechanisms to guide network traffic to improve utilization of network resources, and better meet requirements of the network quality of service (QoS). Compared with the traditional networks, the SDN has many advantages to support TE due to its distinguish characteristics, such as isolation of control and forwarding, global centralized control, and programmability of network behavior. This paper focuses on the traffic engineering technology based on the SDN. First, we propose a reference framework for TE in the SDN, which consists of two parts, traffic measurement and traffic management. Traffic measurement is responsible for monitoring and analyzing real-time network traffic, as a prerequisite for traffic management. In the proposed framework, technologies related to traffic measurement include network parameters measurement, a general measurement framework, and traffic analysis and prediction; technologies related to traffic management include traffic load balancing, QoS-guarantee scheduling, energy-saving scheduling, and traffic management for the hybrid IP/SDN. Current existing technologies are discussed in detail, and our insights into future development of TE in the SDN are offered.
I. INTRODUCTION
With the continuous development and in-depth application of cloud computing and Internet of Things (IoT) [1] , [2] , the traditional network architecture cannot meet the requirements of current industry fields, such as CyberPhysical Systems(CPS) [3] , 5G wireless network [4] , and Internet of Vehicle [5] . Therefore, some researchers proposed that Software Defined Network (SDN) will be applied to the industrial 4.0 environment, which will increase flexibility and innovation capacity of IoT in industrial system [6] - [8] .
Security and Traffic Engineering (TE) are both research topics for SDN applications in the fields of industrial environments. In the literature [9] , we studied security issues of SDN, in this paper, we will mainly focus on the TE problem of SDN. TE is an important application related to network systems, whose main task is to study how to measure and analyze real-time network traffic, and design reasonable routing mechanisms to schedule and guide network traffic to improve utilization of network resources, or better meet requirements of the network Quality of Service (QoS). Traditional network The characteristics of SDN are useful for solving current problems of network traffic engineering, which can be summarized as follows [17] . 1) Traffic measurement. We can deploy scalable global measurement tasks flexibly in the SDN, which can collect real-time network status information, and monitor and analyze traffic centrally in the controller.
2) Traffic scheduling and management. Traffic application requirements can be considered globally, so that flexible, granular traffic scheduling is possible.
3) The OpenFlow switch has multiple stream table pipelines, which make flow management more flexible and efficient.
However, although SDN provides much support for traffic engineering, it has many problems that are needed to be solved. Currently, there is no research that would show that the traditional network TE technique can be fully compatible with the SDN [17] . Another problem is that SDN and traditional IP network will coexist for a long time, and there is little research considering the TE technology of hybrid IP/SDN networks [18] . Therefore, TE technologies based on SDN is of great significance for further applications of SDN.
The rest of paper is organized as follows. Section II proposes a framework for TE in the SDN, describing its components, and relationships among them. Section III discusses traffic measurement issues related to the SDN in detail. Section IV discusses traffic measurement issues related to the SDN and IP/SDN in detail. In Section V we discuss related open issues of TE in the SDN, and provide conclusions.
II. FRAMEWORK FOR TE IN SDN
Combining the ideas of TE for traditional networks with characteristics of the SDN, we propose a framework for TE in the SDN, as illustrated in Figure 1 .
FIGURE 1. Framework for TE in SDN.
The framework includes two parts: traffic measurement and traffic management. Traffic measurement mainly studies how to monitor, measure and acquire network status information in the SDN environment. The network status information includes the current topology connection status, ports' status (up or down), various kinds of packet counters, dropped packet counters, utilization ratios of link bandwidths, end-to-end network latency, end-to-end traffic matrices and so on. Based on the network status information, we can validate whether the current network status is correct, and predict the future traffic trend by analyzing packet counters statistics, to avoid network congestions and improve network efficiency. We divide research work on traffic measurement into three directions: network parameters measurement, a generic measurement framework, traffic analysis and prediction. Traffic management mainly studies how to manage and schedule network traffic based on the network status information provided by the traffic measurement technology, to satisfy end user requirements of network applications, such as QoS. We divide research work on traffic management into four directions: traffic load balancing, QoS-guarantee scheduling, energy-saving scheduling, and traffic management for the hybrid IP/SDN. It is worth mentioning that the hybrid IP/SDN exists for a long time. Therefore, it is necessary to study TE in the hybrid IP/SDN.
III. TRAFFIC MEASUREMENT IN SDN
Traffic measurement is an important research branch of TE. This section discusses related technologies from the following three aspects: network parameters design and monitoring technologies, a universal framework of flow measurement, traffic analysis and prediction technologies.
A. NETWORK PARAMETERS MEASUREMENT
Network parameters are a set of indices that represent the current network status. Reasonable network parameter design is a precondition for effective network management. Therefore, network parameters design is a primary task of network measurement. We think that SDN network measurement parameters mainly include three types: network topology parameters, network traffic parameters, and network performance parameters.
Network topology parameters refer to the number of network nodes, link bandwidths, connection structures and port statuses. According to the OpenFlow specification, the SDN controller detects the current network topology actively using Link Layer Discovery Protocol (LLDP) [19] , and maintains global topology information. During the process of link discovery, the controller sends LLDP packets as Packet-out messages to all switches in the network. When the SDN switch receives an LLDP packet from the controller, it sends the packet to all other switches connected to it directly. When a switch receives an LLDP packet from another switch, it sends the LLDP packet to the controller as a Packet-in message for help, because there is no corresponding forwarding rule in the switch's FlowTable. After the SDN controller receives Packet-in messages with LLDP, it can analyze which switches are connected directly to each other, and construct the global topology [20] . The corresponding working process is illustrated in Figure 2 . Network traffic parameters refer to the number or speed of network packets that pass through network equipment or a network port, such as the total number of IP packets, the number of bytes per second and so on. Network traffic parameters are considered as an important basis for detection of the current network status and analysis of network user behavior. In the SDN network, there are two types of network traffic, control traffic and data traffic. Control traffic is a data flow that is transmitted between the SDN controller and switches, and data traffic is a data flow that is transmitted between switches. In order to determine flow characteristics, we must collect statistical information on each switch port, including the number of packets, size of packets, as well as the end-to-end traffic matrix of the entire network, which represents the network flow between any two network nodes.
Yuan et al. [21] propose a programmable measurement architecture, namely, the ProgME, which can collect userspecific traffic statistics. Tootoonchian et al. [22] propose a traffic matrix estimation system for the SDN, which is called the OpenTM. The OpenTM can detect all active network flows according to the routing information of the controller and flow forwarding path information. The OpenTM includes various selective querying methods for routing nodes to obtain accurate information about the packets number and flow evaluation.
In general, the number of network flows is very big, but available measurement resources, such as the CPU and Ternary Content Addressable Memory (TCAM) table, are limited, so it is impossible to obtain the traffic matrix by measuring the size of each flow directly. In order to solve this problem, the iSTAMP method [23] first measures the size of the largest k flows or the convergence flow, and then estimates the integrated traffic matrix using relevant technologies. The iSTAMP seems to find balance between limitations of network resources and measurement accuracy, but it still has the following drawbacks. First, when SDN switches forward packets, the matching principle to find a forwarding item is based on priority and wildcards, and only flows having same destination node can be aggregated into a single item, implying feasibility constraints of flow aggregation. But the iSTAMP method ignores these constraints in aggregation of flows. Second, in order to find the largest k flows, the iSTAMP uses the TCAM table to measure single flows in multiple time periods, which increases measurement costs that cannot be ignored. Hu and Luo [24] study traffic matrix estimation in a data center network based on the SDN. It assumes that the aggregation of flows occurs only in ToR SDN switches, to avoid the flow aggregation problem mentioned above. However, it is difficult to implement the method in a real network.
Network performance parameters mainly include the network latency, bandwidth utilization, throughput rates, packet loss rates etc. Van Adrichem et al. [25] propose a network monitoring module, the OpenNetMon, which designs several measurement methods for network performance parameters. The OpenNetMon can monitor network throughput, packet loss rates, and network delays continuously. First, when it measures the throughput rate, it only queries the last switch on the forwarding path using an adaptive frequency. The counter returns the number of packets (S) of each flow in the sampling interval (T), and the forwarding path throughput can be obtained as S/T. Second, when it calculates packet loss rates, it queries the first and last switches on the forwarding path to obtain counter statistics, then the increment of the first counter minus the increment of the last counter in a measurement cycle, and finally the result is divided by the time, giving the packet loss rate of this forwarding path. Third, to calculate the delay, the OpenNetMon sends probe messages to data layers of the forwarding path, these messages get through all nodes of the path, and finally return to the controller, where the communication delays can be obtained by calculating time differences. The FlowSense [26] develops a monitoring module for the controller of the SDN, which can analyze dynamic changes in network flows according to messages received by the controller. For example, after the controller receives a FlowRemoved message for a certain flow, it obtains the throughput rate of this flow using the statistical values of the flow divided by the size of the corresponding flow.
B. GENERIC MEASUREMENT FRAMEWORK
Network traffic measurement has two typical modes, active and passive modes. The active measurement mode produces extra detecting traffic, while the passive measurement mode does not, because it only monitors traffic that passes through SDN switches. Many SDN measurement systems adopt traffic monitoring methods of traditional IP networks based on packet sampling, in which SDN switches randomly crawl local packets to obtain traffic statistics. A famous system for packet sampling and analysis is the NetFlow developed by Cisco [27] . The NetFlow identifies flows using five-tuples, where a switch maintains cache record information for each flow. When a flow arrives, the NetFlow compares the head of this flow with the information stored in a local cache record. If they match, it updates the package count; otherwise it adds a new entry to the cache record for this new flow. Other flow sampling solutions include the sFlow [28] and JFlow [29] . They do sampling at the entrance of each router in a certain proportion, and then send head information of the flow and corresponding timestamp to the center collector server. All above measurement methods imply a lot of burden on the SDN central controller in large-scale networks. Therefore, they are not suitable for SDN applications.
In order to support a variety of measurement tasks and applications for the SDN effectively, it is necessary to design a general SDN measurement framework. The PayLess [30] is a flow measurement framework with low costs based on polling. The PayLess framework is designed as a component of the OpenFlow controller, and provides a RESTful style interface for applications. In particular, the PayLess is responsible for parsing request commands from the application level of tasks, and transforming these commands into path planning on some switches. Therefore, the PayLess maintains an abstract view of network information for applications, and provides unified programming interfaces for a variety of network applications. An application defines a task in JSON format, where custom components of users can be added to the measurement framework. Yu et al. [31] present a general, abstract measurement framework, the OpenSketch, using a software-defined method to measure traffic. Flowbased measurement has defects such as counter overhead and measurement inaccuracy, so it is unable to meet requirements of different users. On the other hand, the OpenSketch supports customization for different users, and different tasks have different requirements for hardware, so it is hard to deploy multiple tasks on the same hardware equipment. In order to fully consider versatility and efficiency, the OpenSketch proposes that measurement control and data layers should be separated, where data layers are designed as three-phase actions that can be configured dynamically. At the first phase,the OpenSketch offers a variety of hash algorithms that map packets into a small amount of measurement data. At the second phase, it stores and search rules using the TCAM and wildcard matching. At the third phase, it provides flexible counting using the SRAM. Using this pipeline design, the OpenSketch abstracts a variety of measure algorithms into several general steps. At the same time, it provides various measurement modules in the control layer which allows users to adjust any phases of the data layer mentioned above. But it must be noted that the OpenSketch needs to redesign some parts of hardware, which possibly restricts its widespread application. Figure 3 shows the architecture of the OpenSketch.
Traffic information collection and aggregation are two important parts of traffic measurement, which need hardware support in the data layer, such as the TCAM. However, the existing hardware resources of SDN switches are often limited. In addition, network applications have multiple simultaneous flow monitoring task requirements, instead of supporting than only one measurement task at a period of time. Therefore, the question of how to allocate hardware resources reasonably to provide accurate and effective flow measurement is also very important. From this point of view, Moshref et al. [32] propose an adaptive management architecture for hardware resources, the DREAM, which can effectively balance measurement accuracy and resource costs. The core ideas of the architecture are as follows.
1) The accuracy of a flow measurement task depends on the hardware resources assigned to the task. With an increase in the number of resources assigned to the task, there will be a point, after which the ability of promoting task accuracy becomes smaller with further increase in resources.
2) Resources needed by measurement tasks are different depending on the time and size of the flow, so it is possible to adjust these resources to raise their utilization efficiency. The DREAM includes three levels: the top level is the user layer that is responsible for generating measurement tasks, including types of task, specific flow thresholds, accuracy requirements etc. The middle level is the DREAM algorithms running on the SDN controller. They receive tasks from users, then create corresponding task objects, and finally deploy these abstract tasks into multiple switches. In fact, the deployment process is also the process to request TCAM resources in the switch, and to store measurement logic in the TCAM. According to the real-time feedback of traffic monitoring, the DREAM algorithms can evaluate the accuracy of measurements, and adjust resources allocated to each task, or reuse resources of multiple tasks. On the other hand, the algorithms can decide whether to accept a new task according to the current situation. The bottom level is SDN forwarding devices that are responsible for measuring storage resources, and return results of real-time flow counting.
C. TRAFFIC ANALYSIS AND PREDICTION
Traffic analysis and prediction is an important part of network measurement, and one of their goals is to distinguish network anomalous traffic, and to analyze possible contingencies in the network, such network congestions. This way, we can provide better data for network traffic scheduling and management. On the other hand, another important object is to test whether the current status of the network is correct, such as correctness of current network equipment configurations, routing loop problems etc. In this section, we introduce related technologies with respect to SDN traffic analysis and prediction.
Mehdi et al. [33] reconsider the application of several traditional abnormal traffic detection methods to the SDN, and provides a good practical deployment experience in SDN anomalous traffic detection. However, these methods are relatively simple, and only suitable for some specific scenarios. Zuo et al. [34] propose an online traffic anomaly detection method, the OpenTAD. First, the flow table statistic is collected from the controller online, and the traffic matrix and sample entropy matrix are constructed and assembled. Then the PCA method is used to detect abnormal traffic. The OpenTAD is simple and effective, and traffic anomalies can be isolated rapidly. This method is a lightweight online traffic anomaly detection method for the SDN.
Data forwarding in networks depend on all kinds of network equipment providing a variety of functions, and the process is complex and vulnerable to potential configuration errors, software bugs, and other issues, which possibly cause various network mistakes, such as routing loops. The SDN simplifies network applications, but it is still difficult to avoid mistakes due to complexity of the software itself. Therefore, correct status detection and validation is an important research task in the field of traffic measurement for the SDN.
Mai et al. [35] propose a correct status detection tool for the SDN based on static analysis of data layers, called the Anteater. The main working processes of the Anteater are as follows. First, it converts network connection states and switches' Forward Information Base (FIB) to Boolean expressions, and then transforms three kinds of correct statuses, namely, loopless routing, network connectivity, and consistency of rules, into the expression of the SAT problem. Second, choosing a correct status waiting to be checked, it combines the status and above Boolean expressions and input into the SAT solver for analysis. If there is a configuration rule that damages the correct status, the Anteater constructs a special packet to trigger the corresponding problem. In actual tests, the Anteater successfully deployed in a campus network found 23 network problems. In this paper, the author points out that diagnosis should be close to the network data level as much as possible, so as to observe network behavior more directly, and find problems before the configuration takes effect. This way, the Anteater also supports unified analysis for multiple protocols and language environments.
Canini et al. [36] propose a network validation tool combining model checking with symbolic execution, the NICE, which is developed in the Python programming language to seamlessly support the OpenFlow control program. Its main purpose is to find errors in the OpenFlow application. For example, the controller responses to a new flow and produces a new rule. At this point, if excess flows also arrive at the controller, application errors may happen. The NICE considers the OpenFlow program and network correctness status as input parameters, and verifies the correctness of each state by state space search using model check, and outputs the final correctness state report. With the NICE, the OpenFlow program can inspect routing loops and other network problems.
Khurshid et al. [37] proposes SDN-oriented real-time checking and debugging tools, the VeriFlow. The tools are inserted between the SDN control layer and data layer, and they can monitor and inspect each configuration rule. Configuration conflicts can be detected in advance, and warnings can be sent timely. When the VeriFlow updates or deletes rules, the VeriFlow validates the rules using three steps. First, packets with the same rules and actions are organized in an equivalence class that is validated together as an atomic unit. Second, a forwarding figure is created for the equivalence class. Finally, the updated rules and corresponding forwarding figure are inputted, and all equivalence class paths are depth-first traversed to determine whether a rule update will produce network anomalies. Experiment results show that the VeriFlow can finish network status inspection within hundreds of microseconds.
IV. TRAFFIC MANAGEMENT IN SDN
Network management aims to maintain network availability and improve network performance. Reasonable scheduling of network traffic is an important way to improve QoS of the network. In general, there are multiple paths between the source and destination node in the SDN, which provide possibility for traffic scheduling. The SDN controller maintains the global view of present use of each path in the network using various network measurement technologies mentioned above, and we can design a traffic scheduling algorithm to dynamically plan data forwarding paths to meet users' requirements. In this section, we discuss traffic management technologies in the SDN from the following aspects: traffic load balancing, QoS-guarantee scheduling, energy-saving scheduling, and traffic management for the hybrid IP/SDN.
A. TRAFFIC LOAD BALANCE
In the SDN, there are two types of network traffic, data layer traffic and control layer traffic. In this section, we mainly discuss the load balancing technology for data layer traffic. Compared to the traditional network, the main advantage of load balancing in the SDN is that forwarding decision calculations are centralized and not distributed, allowing considering multiple optional link utilization rates and flow characteristics more comprehensively, to plan the strategy of load balancing better.
The equivalence multipath routing technology (ECMP) based on a hash algorithm is an effective load balancing solution. According to ECMP routing, there may be multiple forwarding paths for a target network. When the packet arrives at a switch or router, switch or router extracts the header fields of the packet to make hash calculations, and then selects one of the forward paths according to the hash value, which results in that IP packets having the same head are forwarded along the same path. A clear defect of the ECMP is that a lot of large flows, called elephant flows, are forwarded to the same path, which results in load imbalance and bandwidth waste [38] , as shown in Figure 4 .
FIGURE 4. Senario of load imbalance for ECMP.
A simple solution is to split traffic from the package level, not the flow level. This method greatly improves effectiveness of load balancing, but it makes reordering problem of the TCP send window more serious, which causes unnecessary TCP send window shrinkage [39] . In order to solve the above problem, several improved ECMP schemes are proposed [40] - [42] . Their main idea is to identify elephant flows first, and then choose the right path by the controller. Typical solutions include Hedera [43] , Mahout [44] , and MicroTE [45] .
Hedera [43] is a dynamic and scalable traffic management system, which schedules packet flows adaptively to effectively utilize network resources, and tries to realize equal bandwidths. Hedera also points out that in order to effectively utilize multiple paths between data center severs, we must detect and manage elephant flows. Based on this viewpoint, the scheduling strategy of Hedera contains three basic steps. First, it detects elephant flows in the edge switch and switch forward flows using the ECMP method by default. Second, Hedera collects flow information of switches by periodically inquiring them, and if a flow rate is larger than a specific threshold, then it is marked as an elephant flow. Third, Hedera estimates bandwidth requirements of those elephant flows. According to these requirements, combined with the current load situation, Hedera calculates a reasonable path dynamically for elephant flows.
Mahout [44] is another system to manage and optimize traffic in the SDN, which reduces the cost of traffic management using an additional backend server. Because detection of elephant flows in Hedera is based on internal network detection, which tends to bring long latency and higher resource overhead, Mahout uses a backend server rather than forwarding equipment to detect elephant flows, which can improve management efficiency and reduce management costs. Mahout abstracts a special function layer of the operating system of the backend server, namely, the SHIM layer, which is responsible for monitoring local traffic by VOLUME 4, 2016 a socket buffer. When the buffer exceeds a specified threshold, Mahout thinks that the corresponding flow is an elephant flow, and subsequent packets are marked. Mahout defines priorities for rules of the flow table, high priority and low priority. By default, packets matching the rules of low priority are forwarded using the ECMP. The packets of an elephant flow that match the rules of high priority are sent to Mahout to calculate optimal routing, and the corresponding forwarding rules in the switch are updated.
MicroTE [45] is a solution similar to Mahout. MicroTE monitors the flow status by flow statistics passively. When the flow status is clearly changed, it triggers flow aggregation behavior. Depending on the difference of the size of the average flow rate and instantaneous flow rate, MicroTE judges whether the current flow is an elephant flow or it can be predicted. When the flow rate can be predicted, MicroTE starts calculation of routing optimization, or deals with it using a heuristic ECMP algorithm.
Another traffic load balancing mechanism is based on the wildcard scheduling technology, where two typical solutions are the DevoFlow [46] and DIFANE [47] . The DevoFlow modifies the OpenFlow model to develop a resource-saving and scalable traffic scheduling scheme. Specifically, the DevoFlow proposes that the controller should reroute elephant flows only after finding them, and not regard all data flows as potential elephant flows, which can effectively avoid delays and controlling costs. The DevoFlow designs a multipath matching rule based on wildcards. By default, a switch uses this rule to forward flows. At the same time, The DevoFlow introduces a method of traffic statistics to identify elephant flows, where elephant flows need help of the controller to be rerouted. The DIFANE [47] is another efficient traffic scheduling scheme based on wildcards. The core idea of the DIFANE can be summarized in two aspects. First, the controller distributes some rules to an authorized subset of switches. Second, switches handle all packages in the data layer. If flows cannot match local rules, they are encapsulated and redirected to an appropriate authorized subset of switches.
B. QoS-GUARANTEE SCHEDULING
In a network, a lot of real-time business traffic, such as voice data, instant messages and so on, is sensitive to delays and packet losses in the process of transmission. Therefore, reasonable scheduling of network resources to provide QoS for business is an important problem of traffic management. The SDN provides an open control interface to support flexible network traffic scheduling strategies, which can satisfy QoS requirements of different network applications.
Yan et al. [48] propose a QoS-guarantee solution in the SDN, the HiQoS. The HiQoS identifies multiple paths between source and destination nodes by queuing mechanisms to guarantee QoS for different types of traffic. Experimental results show that the HiQoS scheme can reduce delays and increase throughput. It is worth mentioning that the HiQoS can recover from link failure very quickly by rerouting traffic from failed paths to other available paths.
The OpenQoS scheme [49] aims to provide QoS guarantee for multimedia business flows distribution. Because packet heads of multimedia business flows are very different to other packet heads, the OpenQoS divides all data traffic into two groups, multimedia and data flows, using OpenFlow configuration matching rules. The OpenQoS observes performance of forwarding paths in terms of delays and packet losses, and selects a best path that can satisfy QoS requirements. Other data flows are still forwarded to the original path. But the OpenQoS only optimizes multimedia flows scheduling, and does not consider business flows having multiple QoS requirements.
Ongaro et al. [50] present QoS an enhancement framework based on centralized traffic scheduling for the SDN. The specific questions that the framework is focused on include the following. First, in a network having overlapping nodes or links, how to select appropriate paths for business flows of multiple applications. Second, under requirements of QoS, the sum of bandwidths that are assigned to each path cannot exceed physical link capacity. In order to solve these problems, the framework designs several key components, namely, a network topology mapping module, network status collection module, path selection module, and dynamic path configuration module. The first two modules are responsible for monitoring the data layer to capture topology updates, collect network parameters dynamically, and generate weights of each path in the network diagram. Path selection module chooses appropriate paths according to QoS requirements of business and weights of the network diagram. Dynamic path configuration module is responsible for updating routing rules in the data forwarding layer at the right time. As the core module of the framework, the path selection module makes scheduling decisions using the model of the MultiCommodity Flow and Constrained Shortest Path (MCFCSP). The model establishes a forwarding strategy in the network G = (N, A) for the business flow set K, and the objective function of the model is the length of link delays and size of packet losses. Based on constraints of parameter variables provided by the model, we can solve the NP complete problems to obtain a global scheduling strategy. Authors verified that this solution based on the Mininet platform can satisfy QoS requirements of real-time business applications, including video and file transfers, effectively.
C. ENERGY-SAVING SCHEDULING
Due to economy and environmental protection, reducing energy consumption has become an important issue in recent years. Information and communication technologies are widely used in everyday life. Energy consumption due to telecommunication networks accounts for 5% of all energy consumption in developed countries, and it is growing at the annual rate of 10% [51] , [52] . Therefore, the question of how to reduce network energy consumption is very meaningful. In recent years, many solutions regarding network energy-saving were proposed [53] . Because servers are currently main consumers of energy, there is less research to solve the problem of energy consumption of data center networks [54] . However, the percentage of network energy consumption may even increase to 50%. Therefore, the SDN should not only consider link utilization, load balancing, and QoS requirements, but also energy consumption requirements in the process of traffic management. As is well known, network energy consumption mainly depends on network units, such as links, switches etc. Currently, there are two types of methods to save energy, link rate adaptive and sleep models. Link rate adaptive methods dynamically adjust link rates according to traffic demand, because the energy consumption of links depends on their data transmission loads, rather than utilization [55] , On the other hand, the sleep model powers off some network components, or translates some non-working components into sleep mode to save energy.
Ke et al. [56] propose an energy-saving method based on priority scheduling for the SDN, in which the Iterative Parallel Clustering Algorithm (IPGA) is deigned. Compared to the scheduler without energy-saving, the IPGA scheduling can save nearly 30% of energy. The question of the priority scheduling problem is to find those flows that have the highest QoS attributes and use minimum switches. The flows with high priorities are transmitted preferentially, because they need fewer switches, so that we can shut down some additional switches to achieve the goal of reducing power consumption.
Li et al. [57] propose an energy-saving strategy based on exclusive routing. The strategy does not need to synchronize time of servers, and it can manage global flow states using the SDN, and explicitly inform virtual machines to permit or deny a specific flow. When a new flow arrives at a virtual machine of the server, then virtual machine reports to the SDN controller. The SDN controller performs an exclusive routing algorithm, and updates the activation and suspension flows. If a new flow is activated, the SDN controller informs the virtual machine to permit this flow, and writes corresponding items into the FlowTable of the switch. If the activation flow changes into the suspended state, then the SDN controller informs the virtual machine to deny this flow. The principle of exclusive routing is shown in Figure 5 .
According to the exclusive routing algorithm, each activation flow monopolizes a routing link, so it does not necessary reserve bandwidth for a particular flow. Network energy saving mainly depends on high utilization of rates of links. For the exclusive routing algorithm, if there are idle paths, flows choose these paths. Otherwise, if a flow has a lower priority, then the flow is suspended.
Amokrane et al. [58] present an online routing selection method, which aims to minimize energy consumption of an access points wireless mesh network (called mesh access points, MAPs). This method can be easily combined with the SDN, because it relies on a central controller, which monitors and manages the entire network, and decides routing paths. This paper considers this problem as an integer linear planning problem. As the objective function, it considers the cost of sleep and active states of MAPs, and also takes into account rerouting or merging of existing flows. Since this problem is an NP-hard problem, the author presents an ant colony algorithm (ACOFER) that is simple but effective. Compared to other algorithms, the ACOFER leads to better effectiveness in terms of energy saving.
D. TRAFFIC MANAGEMENT FOR HYBRID IP/SDN
SDN-based TE technologies provide effective solutions for network optimization. However, the process to replace traditional networks for the SDN lasts a long time, so IP/SDN hybrid network emerged. Not every node of an IP/SDN hybrid network has features of an SDN switch, and we only obtain an accurate global view of the network partially. Compared to the pure SDN, traffic management of the IP/SDN hybrid network is more difficult. Therefore, the question of how to manage traffic in the IP/SDN hybrid network becomes a challenge.
Agarwal et al. [18] present an architecture of traffic manage that is suitable for the IP/SDN hybrid network. In particular, it tries to leverage the centralized controller to obtain high network utilization, as well as to reduce packet losses and delays. First, SDN controller's optimization problems are formulated for traffic engineering with partial deployment. Then the Fully Polynomial Time Approximation Schemes (FPTAS) is designed to solve these problems. Using these algorithms, experiments show that performance gains are achievable in the IP/SDN hybrid network environment.
Guo et al. [59] explore traffic engineering issues in SDN/OSPF hybrid networks. It is assumed that OSPF weights and flow splitting ratios of the SDN switch can both be changed, and the controller can split flows coming into the SDN switch arbitrarily. Traditional network nodes still run the OSPF. A novel algorithm, the SOTE, is proposed to obtain lower maximum link utilization. Results show that when only 30% of SDN nodes are deployed, near optimal performance is obtained.
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Guo et al. [60] search for an optimal migration sequence of legacy routers to SDN-enabled routers, so that we can decide where and how many routers to migrate. The authors propose a heuristic algorithm to find a migration sequence of routers that obtains most of benefits from the perspective of traffic engineering. The algorithm was evaluated by simulations. The experiments show that the proposed algorithm is faster than other migration algorithms in searching for a migration sequence. If network nodes can be properly deployed, almost 40% of routers lead to most of benefits.
V. CONCLUSIONS
The development of the traffic engineering technology of the SDN is an important aspect to promote widespread application of the SDN. A successful example is Google B4 network. B4 network takes advantages of characteristics of the SDN to implement the objectives of TE requirements that traditional networks cannot realize. In this paper, we propose a framework for TE in SD and discuss related technologies from two aspects: traffic measurement and traffic management. Regarding network measurement, there are related network parameters in each layer of the network that represent the status of network. In general, we monitor the parameters of the application layer and network layer. The traffic matrix is ideal information to reflect the current state of the network, but predicting technologies of the traffic matrix need further research. Regarding network management, the main goal is to provide reasonable traffic scheduling strategies according to network parameters obtained using flow measurement technologies to satisfy specific requirements. We discuss four aspects, namely, traffic load balancing, QoS-guarantee, energy-saving scheduling, and traffic management of the IP/SDN hybrid network. In fact, there are some issues that are not involved, such as TE based on the MPLS in the SDN, and performance analysis of TE, which are likely to become hot topics in the future. 
