to broadcast to everyone within reach, on the Internet, the medium is shared among many users and a separate, unicast data stream is transmitted to every single receiver. Recent studies suggest that the challenges have not yet been successfully addressed. In 2013, around 26.9% of streaming sessions on the Internet experienced playback interruption due to rebuffering, 43.3% were impacted by low resolution, and 4.8% failed to start altogether. [7] One of the problems is the Internet was not designed to support applications that require configurable end-to-end Quality of Service (QoS) [2] . Considerable effort has been put into developing networking architectures, addressing this shortcoming [10, 14] . So far, none of them achieved a significant pervasiveness. Especially on wireless and mobile links, a user is exposed to interference, cross-traffic, and fading effects, leading to continuously fluctuating QoS characteristics. As a consequence, we lately have been observing a thriving period for adaptive streaming technologies that are able to dynamically adjust the characteristics of the streamed media to varying network conditions, leading to a smoother viewing experience with less playback interruptions and a more efficient utilization of available network resources.
In particular, one technology has become the de facto standard for Internet streaming: HTTP-Based Adaptive Streaming (HAS) [41] . Its advantage is that the usage of Hypertext Transfer Protocol (HTTP) allows to leverage the ubiquitous and highly optimized HTTP delivery infrastructure, including Content Delivery Networks (CDN's), caches, proxies, etc. This allows to reduce costs due to maintenance of specialized video servers. Also, HTTP is usually allowed to traverse middleboxes, such as Network Address Translation (NAT) devices and firewalls. Of prime importance is also that HAS has good scalability properties due to the stateless nature of HTTP and because with HAS the control logic resides within the client. Thus, the server is relieved from keeping extensive state, and maintaining persistent feedback loops with the client. An open standard, MPEG-DASH (Dynamic Adaptive Streaming over HTTP) [4, 39] , has been introduced to facilitate interoperability.
An important feature of HAS is that it uses Transmission Control Protocol (TCP) to transport the data, which has its pros and cons. On the one hand, TCP offers built-in congestion control and congestion avoidance mechanisms, that are necessary to maintain network stability, as well as to ensure basic fairness among competing flows. It also offers reliable communication by retransmitting lost packets, which enables usage of efficient video compression technologies that are particularly sensitive to packet losses. These features allow to reduce the complexity of the streaming application, which otherwise would have to implement mechanisms to deal with losses and congestion. [47] On the other hand, retransmissions delay subsequent packets, making TCP more challenging for live streaming. Further, TCP reacts to packet losses and transmission delay peaks by reducing its sending rate, which might negatively impact video quality.
The operation of HAS can be roughly described as follows. The video material is encoded in several representations, that vary w.r.t. their media characteristics such as spatial resolution, frame rate, compression level, etc. Typically, different representations have different media bit rates and thus different requirements on network throughput. Representations are split into segments, typically containing one to few seconds of video data. The data is encoded such that segments from different representations can be seamlessly played back after each other. The client issues a series of HTTP requests to download the segments in appropriate representations, trying to achieve certain goals.
For video streaming, identifying performance goals and expressing them in a way that facilitates objective measurement has turned out to be an extremely challenging task. One of the main reasons is that the ultimate target of a streaming service is a human being. Thus, an evaluation of such a service must inevitably take into account human perception and cognitive processing, involved in consuming Copyright at Technische Universität Berlin. All Rights reserved. the video content. These phenomena, however, are influenced by a large amount of hardly measurable factors. The notion of Quality of Experience (QoE) was introduced in an effort to assess these phenomena and help making them accessible to an objective evaluation process. The International Telecommunication Union (ITU) defines QoE as "the overall acceptability of an application or service, as perceived subjectively by the end-user", which might be influenced by "user expectations" and "context" [3] . The number of factors influencing QoE is immense, and many of them have a high level of subjectivity, which results in extremely complex modeling. [35] With HAS, the degrees of freedom for maximizing QoE are determined by the choice of TCP as transport protocol on the one hand, and by putting the adaptation logic into the client, on the other. The media characteristics of available video representations are configured by the service provider during the planning phase. [37] The main factors influencing QoE that can be controlled by a HAS client are: initial delay, number and duration of rebuffering periods, selected video representation, and number and amplitude of representation changes. Their relative importance for QoE is, however, still poorly understood. Nevertheless, the number of studies dedicated to this topic has been dramatically increasing with the growing importance of video streaming, so that a lot of valuable insights are available to help designing QoE-optimized streaming mechanisms.
In particular, many studies suggest that the number and duration of rebuffering periods have the most severe impact on QoE, especially with live streaming. [7] In particular, users are willing to accept a higher initial delay and higher video distortion due to increased compression rate, if it helps minimizing rebuffering periods. [37, 17, 34, 38] On the other hand, it was observed that video quality fluctuations resulting from dynamically changing the representation can have a negative impact on QoE. [25, 46] In particular, some studies come to the conclusion that a lower overall video quality might be tolerated if it helps reducing the amount of representation changes. [33] In the present study, we take up the position that a crucial factor influencing the ability of the client to maximize QoE, in particular, to minimize rebuffering, is his capability to correctly estimate network throughput dynamics on short to medium timescales. Specifically in the case of live streaming, where the time horizon for prefetching segments is limited and the time between the moment when a segment becomes available for download and its playback deadline typically constitutes few seconds, a client can strongly benefit from having a precise estimation of network throughput. This task is particularly challenging in wireless and mobile networks. It is further complicated by TCP's congestion avoidance and control feedback loop, as well as retransmission mechanisms, contributing to the complexity of application-layer throughput dynamics.
Our contribution. In our work, we turn out attention to designing an adaptation algorithm for HTTP-Based Adaptive Live Streaming (HALS). Our idea is, prior to each segment download, to compare potential future adaptation trajectories and to select the one maximizing QoE. In order to evaluate QoE of an adaptation trajectory, we define a utility function depending on three factors that we call subutilities: (i) probability that a segment misses its playback deadline and thus the streaming session enters a rebuffering period, (ii) the distortion of video, evaluated by means of Peak Signalto-Noise Ratio (PSNR), and (iii) the number and amplitude of representation changes. The utility is computed from individual subutilities in accordance with available literature on QoE. In particular, rebuffering subutility appears as a multiplicative factor and plays the role of an upper bound on the total utility, reflecting its strong impact on QoE. The other factor is a weighted sum of subutilities representing distortion and quality fluctuations that allows to resolve their trade-off in a configurable way.
In order to compute the defined utility, in particular, the probability that a segment misses its play-Copyright at Technische Universität Berlin. All Rights reserved.
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back deadline, we study the predictability of TCP throughput in wireless networks over timescales from 1 to 10 seconds. For our study we use TCP throughput traces collected in IEEE 802.11bg Wireless Local Area Networks (WLAN's) throughout Berlin, Germany, including public hotspots (indoor and outdoor), campus hotspots, and access points in residential environments. In particular, we focus on traces with low average throughput (hundreds of kilobits to few megabits per second), and high throughput fluctuations, which make the operation of a streaming client particularly challenging. We evaluate different time series prediction methods using varying numbers of past throughput measurements. We demonstrate that the most naïve method, Simple Moving Average (SMA) outperforms more sophisticated methods on all timescales, independent of the specific throughput dynamics. This means, somewhat surprisingly, that in studied environments, accounting for the trend in the past measurements does not help to increase prediction accuracy. We further observe that prediction accuracy strongly varies across studied traces. Therefore, it is inefficient to assume a fixed prediction error and account for this error by a fixed margin between predicted throughput and selected media bit rate. On the contrary, it is crucial to dynamically estimate the prediction accuracy, in order to allow clients to efficiently utilize available network resources, at the same time being robust to throughput fluctuations. Consequently, we study approaches to model the prediction error and to estimate it for individual streaming sessions. We demonstrate that the overestimation error is extremely well represented by the Lomax distribution [22] on all considered timescales. The underestimation error is best represented by a truncated normal distribution except for the timescale of 1 second, where the truncated logistic distribution results in a slightly better Kolmogorov-Smirnov distance [16] between the empirical and the theoretical Cumulative Distribution Function (CDF). In addition, we find out that although underestimations and overestimations are balanced over the total duration of individual traces, they exhibit a strong temporal correlation that can be used to further improve prediction accuracy.
Armed with these insights we develop a novel adaptation algorithm for live streaming, which takes into account throughput predictions and an estimation of the relative prediction error, in order to maximize the defined QoE-related utility function. We evaluate the developed algorithm using collected throughput traces and show that it outperforms the baseline approach which uses a fixed margin.
In the following, Chapter 2 presents related work, Chapter 3 describes our system model, Chapter 4 details collected throughput traces, Chapter 5 studies throughput predictability and prediction accuracy, Chapter 6 presents the developed adaptation algorithm, Chapter 7 evaluates its performance, and Chapter 8 concludes the paper. 
Related work
There is a lack of studies systematically investigating approaches for TCP throughput prediction on short to medium timescales and evaluating their prediction accuracy. Consequently, only few works present adaptation algorithms that explicitly take into account throughput predictions. A common approach followed by many adaptive streaming clients is to use throughput averaged over a number of past measurements and one or multiple fixed safety margins to make adaptation decisions [30, 21, 27] . Other approaches leverage bandwidth probing techniques to obtain an estimation of network throughput [31] , which, however, require support from the network infrastructure, server instrumentation, and/or modifying lower protocol layers.
Similar in spirit to our work is the rationale behind the adaptation algorithm proposed by Liu and Lee [29] . In contrast to their work, however, we first study statistical properties of prediction errors, which allows us to design an adaptation algorithm that uses a parametric approach, fitting the CDF of the prediction error to a distribution type determined during the preceding study. Proceeding this way requires significantly less data which allows the algorithm to operate without a database of measurements collected in the same environment. In addition, we separately model prediction errors on different timescales from 1 to 10 seconds. Moreover, we separately model underestimation and overestimation errors, which have quite different distributions, and their temporal correlation, which allows us to further improve prediction accuracy. Finally, instead of enforcing a minimum time between video quality adaptations, we are maximizing a utility function that includes a quality fluctuations related term, which is a more flexible approach, better suitable for live streaming, and allowing for a higher resource utilization.
Yin et al. [45] study the effect of prediction errors on performance of three adaptation approaches, buffer based, rate based, and Model Predictive Control (MPC). The study is using synthetic throughput traces and, due to the lack of literature on the subject, assumes that the prediction error has a normal distribution. In our study, we try to close this gap by evaluating several prediction methods and modeling the achievable prediction error on different timescales. Further, we develop an adaptation algorithm which takes into account the buffer level, throughput predictions on several timescales, and dynamically estimated prediction accuracy, and which specifically targets live streaming.
Tian and Liu [43] propose a prediction-based adaptation algorithm, where the media bit rate is selected to equal predicted throughput times dynamically varying adjustment factor. In contrast to this work, we predict throughput separately on different timescales, dynamically estimate prediction accuracy, and leverage temporal correlation of underestimations and overestimations. In addition, we select a video representation by maximizing a QoE-based utility function, depending on buffer underrun probability, video quality and video quality fluctuations.
Wang et al. [44] argue that for best performance, the mean media bit rate of streamed video should be roughly half the available network throughput. In our work we study throughput prediction ac-Copyright at Technische Universität Berlin. All Rights reserved. TKN-15-0001 curacy in different environments, which enables us to develop an algorithm that dynamically tunes the margin between selected media bit rate and predicted throughput based on the buffer level and estimated prediction accuracy.
Jarnikov et al. [20] propose an adaptation algorithm based on a Markov decision process. With this approach, an optimal strategy is calculated offline for a given throughput distribution. We argue that assuming a fixed distribution, and neglecting temporal correlations, does not properly account for the variability of throughput dynamics in different environments.
Further improvement of an algorithm such as the one proposed in this work can potentially be achieved by complementing it with a data-driven, potentially location-based, approach operating as an outer loop on a macroscopic level [28, 36, 15] .
A important research topic is QoE for adaptive video streaming [11, 37, 35, 40] . Rebuffering, initial delay, and quality fluctuations are factors that have not been part of traditional QoE metrics for video, but that have a tremendous impact on user's perception of adaptive video streamed over a best-effort network, such as the Internet. User engagement is another important metric, which is especially of interest for content providers since it is directly related to advertising-based revenue schemes [12, 7] .
Copyright at Technische Universität Berlin. All Rights reserved.
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Chapter 3
System model and notation
In the considered scenario a HAS client is live-streaming an event. The event to be streamed shall start at t = 0. The stream is partitioned into segments. We denote the duration of video content contained in one segment by τ. In order to simplify the presentation, we assume that all segments have equal duration. We use index i ∈ {1, 2, . . . , n} to indicate a particular segment in a stream.
Segment i shall contain video material covering the time period [iτ, (i + 1)τ], and become available for download at time (i + 1)τ. We assume that a segment must be completely downloaded prior to being processed by the client, and that the processing time at the client (that is, demultiplexing and decoding) is equal to 0, that is, the playback of a segment can start immediately after it has been completely downloaded. We argue that these fixed delays can be omitted without loss of generality. Using fixed non-zero delays would not affect the results but would make the notation more cumbersome.
Each segment is available in several representations. We denote the set of available representations by R, indexed by j ∈ {1, 2, . . . , m}, with m = |R|. W.l.o.g., R shall contain only representations feasible for the considered user. (A representation might be infeasible if its playback requires features not supported by the user or if its properties are excluded by configuration.)
We denote by s i j the size in bits, and byr i j = s i j /τ the Mean Media Bit Rate (MMBR) of segment i from representation j. We denote byr j = 1/n ∑ n i=1r i j the MMBR of representation j. If the representation of a segment is clear from the context, we might omit index j. Thus, s i might, e.g., denote the size of a downloaded segment i, from the representation that was used to download it. Consequently, r i = s i /τ then denotes the MMBR of segment i.
We use the following real-valued variables to denote continuous time in seconds. t r i denotes the time when the request to download segment i is sent by the user (at t r i , the client either just finished downloading the previous segment i − 1, or segment i just became available at the server). t c i denotes the time when the last bit of segment i is received by the user. t p i denotes the time when the playback of segment i is started. See Figure 3 .1 for an illustration.
We denote the maximum playback delay by ∆ p max ≥ 2τ, that is, playback of segment i must not start later than iτ + ∆ p max . The lower bound of 2τ stems from the fact that a segment can only be published τ seconds after its start, and that it takes, on average, up to further τ seconds to download it. Typical values for ∆ p max are assumed to be around 2 to 10 seconds. The actual playback delay, ∆ p ∈ 2τ, ∆ p max , is determined by the initial delay during the start of the streaming session and can be readjusted during each rebuffering event. The start of playback of segment i is thus given by t p i = iτ + ∆ p . The value of ∆ p determines the maximum attainable buffer level, given by ∆ p − τ, and thus determines client's sensitivity to throughput fluctuations and potential link outages. A client might dynamically tune ∆ p based on estimated throughput and link outage statistics. We leave that for future work and assume ∆ p = ∆ p max , maximizing the attainable buffer level, defined by
TKN-15-0001
Page 10 We denote by ρ (t 1 ,t 2 ) the mean application layer throughput in the time interval [t 1 ,t 2 ], that is, the number of bits received by the application from the TCP layer during this time interval, divided by t 2 − t 1 .
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Chapter 4 TCP throughput traces
For our study of TCP throughput prediction, as well as for performance evaluation of the developed adaptation algorithm, we recorded TCP throughput traces in IEEE 802.11bg networks at different locations throughout Berlin, Germany, including public hotspots (indoor and outdoor), campus hotspots, and access points in residential environments. The duration of the traces varies between 1500 and 1800 seconds each. The traces were collected using Lenovo ThinkPad L430 and T420 laptops, running Ubuntu 13.04 and Ubuntu 14.04 operating systems, with default Media Access Control (MAC) and TCP configurations.
From the set of collected traces we selected 10 that have a mean application-layer throughput between few hundreds of kilobit and few megabit per second. This throughput does not allow the client to select highest video representation, which we assume to be High-Definition (HD) video with an MMBR around 4 to 7 Mbps [23, 42] . In addition, the selected traces exhibit high throughput fluctuations that make low-delay live streaming particularly challenging.
From the traces, we generated time series containing incoming packets statistics, computed over sliding time intervals of 1 s to 10 s duration, shifted with a step size of 1 s. In addition to throughput statistics, our traces contain internal TCP and internal MAC information. The latter have been collected by putting the network interface into monitor mode and using radiotap headers [1] . TCP information includes delay jitter statistics and statistics of outstanding bytes. MAC information includes number of own frames received, number of other frames received, modulation scheme statistics, Signal Strength Indicator (SSI) statistics, and retransmission statistics.
To give a rough idea about properties of individual traces, Figure 4 .1 presents basic throughput statistics. It shows median throughput, CV, auto-correlation at lag 1, and auto-correlation after differencing, at lag 1. Lag 1 means here that the lag equals the size of the averaging interval. The values are presented as Empirical Cumulative Distribution Functions (ECDF's), where each point in the graph corresponds to one trace. All traces can be downloaded from http://ns.tkn.tu-berlin. de/miller/. The software used to collect and process the data can be handed out upon request. 
Short-Term TCP throughput prediction
In this chapter, we present results on TCP throughput prediction for timescales from 1 to 10 seconds. Section 5.1 describes a selection of studied time series prediction methods, Section 5.2 presents evaluation results for three simple methods: SMA, linear extrapolation, and double exponential smoothing (Holt-Winters), and Section 5.3 presents modeling of the relative prediction error.
Prediction methods
We evaluated a number of time series prediction techniques, including SMA, linear extrapolation, Cubic Smoothing Splines (CSS), several flavors of exponential and double exponential smoothing, Autoregressive Integrated Moving Average (ARIMA), machine learning based methods, etc. A selection of studied methods is briefly described in the following. We abbreviate the methods by type : n : parameters , where type is the name of the method, n is the number of past measurements used as input, and parameters include further optional configuration parameters.
Simple moving average
SMA is probably the most simple prediction method imaginable. The predicted value is the average over a number of past measurements. The configuration parameters are: the number of past measurements, and the type of used mean value: arithmetic, geometric, or harmonic. In the following, we abbreviate this method with SMA: n : mean type , where n ≥ 1 is the number of past measurements and type is one of {ar, gm, hm}. SMA:2:ar, e.g., means that the predicted value is the arithmetic mean from two past measurements. In particular, we denote the naïve approach of using the most recent measurement as predicted value with SMA:1:ar.
Simple exponential smoothing
With Simple Exponential Smoothing (SES), the predicted value is computed by averaging the past measurements, exponentially decreasing weights of older measurements. For given past measurements x 1 , . . . , x n , the predicted value is computed as x n+1 = a n , with
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Besides the number of past measurements, it has a configuration parameter α ∈ [0, 1]. We tune α for each prediction by minimizing the Mean Squared Error (MSE) within past measurements, given by
We abbreviate SES with SES: n :mse, where n ≥ 2 is the number of past measurements, and "mse" indicates the approach used to tune α.
Linear extrapolation
Linear extrapolation is another straightforward prediction method that differs from SMA in that it takes into account the linear trend from past measurements. More specifically, linear extrapolation fits a linear curve into the set of given past measurements, minimizing the mean square error, and computes the prediction from extrapolating the curve to the prediction horizon. It thus requires at least two past measurements to compute a prediction. We abbreviate linear extrapolation with LinExt: n , where n ≥ 2 is the number of past measurements.
Double exponential smoothing
Similar to linear extrapolation, double exponential smoothing tries to account for the trend in the data, however, it assumes that most recent measurements have a higher significance for the prediction, and assigns older measurements exponentially decreasing weights. In the following, we use a variant of the method, sometimes called Holt-Winters double exponential smoothing. With Holt-Winters, for given past measurements x 1 , . . . , x n , the prediction is computed as a n + b n , where a n , b n are computed by the following recursive procedure.
The Holt-Winters method has configuration parameters α and β that dramatically influence the prediction quality and thus have to be carefully tuned. In our work we tune them for each prediction by minimizing the MSE within past measurements, which is given by
Thus, this method requires at least three past values for the prediction. As abbreviation we use HW: n :mse, where n ≥ 3 is the number of last values, and "mse" indicates the approach used to tune α and β .
Cubic smoothing splines
CSS model provides both smooth historical trend and a linear prediction function. The method uses a likelihood approach to estimate the smoothing parameter. It is based on finding piecewise cubic polynomials that are joined at the equally spaced time series points. [19] Copyright at Technische Universität Berlin. All Rights reserved. TKN-15-0001
Locally Weighted Scatterplot Smoothing (LOESS)
LOESS is a non-parametric regression method that tries to build a model describing the deterministic part of the variation in the data by incrementally fitting localized subsets of the data using simple regression models.
Autoregressive model
Autoregression model predicts the variable of interest by using a linear combination of past measurements, plus white noise. For past measurements x 1 , . . . , x n , the prediction of an autoregressive model of order p can be written as:
where c is a constant and ω n denotes white noise. The order p is selected by optimizing the Akaike Information Criterion (AIC).
Autoregressive Integrated Moving Average (ARIMA)
ARIMA is a combination of autoregressive and moving average models, with the ability to use a differenced or integrated representation of the time series. In our study, we were using a statistical method proposed in [18] that uses a combination of unit root test, minimization of the AIC and Maximum Likelihood Estimation (MLE) to reach an optimized ARIMA model.
Evaluation of prediction accuracy
In order to evaluate the prediction accuracy, we use relative prediction error as metric, which we define as follows
whereρ (t 1 , t 2 ) is a throughput prediction for the time interval [t 1 , t 2 ]. The maximum operator is necessary to avoid a distortion of results whenever ρ ≈ 0 orρ ≤ 0. We set ρ min = 10 kbps. We separately evaluate the overestimation and the underestimation error, due to the different error ranges of (0, ∞) and (0, 1], respectively, and due to their different impact on the streaming client. An overestimation increases the risk of missing a playback deadline, resulting in a playback interruption, which has the strongest impact on QoE. An underestimation decreases the risk of interruptions but at the same time also reduces the media bit rate. In all studied traces, the relative frequency of underestimation and overestimation was close to 50% (see Section 5.4 for more details).
We made the, somewhat unexpected, observation that the increasing complexity of prediction methods such as ARIMA or machine learning based approaches does not improve prediction accuracy. Our conclusion was that accounting for the trend in the data does not help decreasing the prediction error. A potential explanation might be the negative auto-correlation of throughput time series after differencing, depicted in Figure 4 .1. In particular, we observed that the median of the relative overestimation error of all studied methods is strictly greater than that of SMA:1:ar. Therefore, in the following, we present results focusing on three simple methods: SMA, linear extrapolation, and double exponential smoothing (Holt-Winters).
In the first step, we use for evaluation the complete set of measurements from all collected traces. The results are shown in Figures 5.1, 5 .2, and 5.3. Figure 5 .1 compares SMA using different numbers of past measurements, computed from non-overlapping time intervals. We observe that the overestimation error is smallest for SMA with only one past measurement, while the underestimation error improves when using more measurements. Consequently, in the following, we use SMA:1 as reference for the overestimation error and SMA:10 for the underestimation error. Figure 5 .2 compares linear extrapolation with the respective reference method. We observe that two past measurements provide worst results, improving with the increasing number of past measurements but always remaining below the performance of SMA. Finally, Figure 5 .3 compares Holt-Winters with SMA. Here, we observe the same situation as with linear extrapolation. It is also worth noting that Holt-Winters has a much higher computational complexity due to the optimization involved in tuning its configuration parameters for every new prediction. column shows for each trace the fraction of measurements with a relative error below 0.2, the second column below 0.5, and the last column below 1.0. The three missing subfigures are omitted since the relative error in the case of underestimation never exceeds 1.0. To give an example, each point in the subfigure in the top row first column shows the fraction of underestimations in a particular trace with a relative error of less than 0.2. We observe that the per-trace comparison of prediction accuracy still indicates that in all cases, SMA performs better than the more sophisticated methods. From Figures 5.1, 5.2, 5.3, and 5.4 we observe that with the reference method, a significant number of predictions result in a relatively small prediction error of below 20%. For example, in some traces, even on the timescale of 10 seconds, approximately 80% of predictions have an error smaller than 20%, while almost 100% of predictions have an error smaller than 50%. A relative error of this magnitude could, in principle, be accounted for by a fixed safety margin, that is, by always selecting a media bit rate which is by 20% smaller than the predicted throughput. There are, however, also "bad" traces, where more than 40% of overestimated predictions have a relative error of greater than 50%, while more than 20% of predictions still have an error greater than 100%, with even higher values for the timescale of 2 seconds.
Setting a high fixed safety margin to account for "bad" traces would result in significant underutilization of network resources, lower media bit rate and thus lower QoE in the "well-behaving" traces, while selecting a low fixed safety margin would increase the total re-buffering time in the "bad" traces, which, again, has a dramatic impact on QoE. Therefore, in the following section, we focus our attention on approaches to modeling and estimating the prediction error. 
Error modeling
In order to be able to use throughput predictions for adaptation decisions in the most efficient way, we turn out attention to modeling and estimating the relative prediction error. The approach we follow is to determine, which type of distributions fits well the ECDF of the prediction error. The developed adaptation algorithm for HALS, presented in Chapter 6 leverages the obtained results and estimates the parameters of this distribution for individual streaming sessions, or repeatedly throughout a streaming session. We use the following distributions: exponential, normal, logistic, and Lomax (shifted Pareto) [22] . For the underestimation error, distributions are truncated to the range [0, 1], for the overestimation error to the range [0, ∞). The CDF F tr (·) of a distribution truncated to [a, b] is obtained from the original CDF F(·) as
We fit a distribution to the data by minimizing the squared distance (L 2 -norm) between its CDF and the truncated ECDF. The ECDF is truncated in order to make the fit more precise in the range which is relevant for adaptive streaming clients. The ECDF of the overestimation error is truncated to the range [0.1, 2.0], in the case of underestimation to the range [0.1, 1.0]. Afterwards, Kolmogorov-Smirnov test is used to verify the goodness of fit [16] . The results are shown in Figure 5 .5. The CDF's are fitted to ECDF's over the joined set of measurements from all traces. It turns out that the overestimation error is extremely well represented by a Lomax distribution. The underestimation error is best represented by a truncated normal distribution except for the sampling interval of 1 second, where the truncated logistic distribution has a slightly better Kolmogorov-Smirnov distance. These findings are consistent with those obtained by fitting the prediction errors from individual traces, which are omitted here.
Underestimation and overestimation probabilities
Since underestimation and overestimation errors have different ranges, [0, 1], and [0, ∞), and due to their different impact on the operation of a streaming client, we separately study the probabilities for underestimation and overestimation occurrence. In the following, we limit our presentation to SMA:1:ar.
In particular, we observed that in all studied traces the probability for occurrences of underestimations and overestimation are extremely well balanced on all timescales. Both occur in approximately 50% ± 2% of predictions in a trace. However, it turns out that they exhibit significant temporal correlation. In particular, their conditional probabilities, if we take into account the nature of the last prediction error, are, in most cases, significantly below 50%. In particular, the probability to encounter two underestimations or two overestimations in a row goes down to as low as 30% for some traces on some timescales. This observation is directly related to the distinct negative correlation of the throughput process after differencing, depicted in Figure 4 .1. It, once again, highlights the strong variability of the throughput process on different timescales. To provide an illustration, Figure 5 .6 shows conditional probabilities for underestimation (overestimation), given that the previous prediction was an underestimation (overestimation) as well. The figure shows maximum and minimum values over all traces. We will make use of this result when computing rebuffering probabilities for video quality adaptation, presented in Section 6.
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Chapter 6
Prediction-based video adaptation
In this chapter, we present our design of a novel prediction-based adaptation algorithm for live streaming that takes into account throughput predictions on different timescales, along with an estimation of prediction accuracy, and heuristically maximizes a QoE-based utility function defined in the following.
General idea
Our idea is, prior to each segment download, to compare potential future adaptation trajectories and to select the one that maximizes QoE. In order to evaluate QoE of an adaptation trajectory, we define a utility function depending on three factors that we call subutilities: (i) probability that a segment misses its playback deadline and thus the streaming session enters a rebuffering period, (ii) the distortion of video, evaluated by means of PSNR, and (iii) the number and amplitude of representation changes. The utility is computed from individual subutilities based on results on their relative importance, available in the literature. In particular, rebuffering subutility appears as a multiplicative factor and plays the role of an upper bound on the total utility, reflecting its strong impact on QoE. The other factor is a weighted sum of subutilities representing distortion and quality fluctuations that allows to resolve their trade-off in a configurable way. In order to compute the defined utility, in particular, the probability that a segment misses its playback deadline, we use the results of our study of TCP throughput predictability from Chapter 5.
As defined in Chapter 3, the download of segment i starts at t r i and has to be completed until t p i > t r i . At t r i , the client either just finished downloading the previous segment i − 1, or segment i just became available at the server. Now, the client has to select a representation j ∈ {1, . . . , |R|} for segment i.
Parallel to downloading segments, every second, the client is recomputing throughput predictions for the following 1, 2, . . . , T max seconds. We denote by t π i ≤ t r i the most recent time when predictions were computed. That is, predictions are available for time intervals [t π i , t π i + T ], with T ∈ {1, 2, . . . , T max }. Assume that l ≥ i is the segment with the latest playback deadline that is still within the prediction horizon, that is, l = min l ≥ i | t p l ≤ t π i + T max . Let T il = (s i , . . . , s l ) denote a vector of segment sizes, representing an adaptation trajectory, and T il the set of possible adaptation trajectories T il . We define the utility of a trajectory as a function of three subutilities, corresponding to estimated rebuffering probability, video quality, and video quality fluctuations, respectively: utility, is the continuous interval [0, 1]. The multiplicative nature of rebuffering subutility reflects its strong impact on QoE, especially for live streaming. According to a large-scale study of user engagement (time before the user quits a streaming session), it is always better to drop video quality than to let the streaming stall [7] .
Let T * il ∈ T il be the adaptation trajectory that maximizes U(·). Once identified, the client downloads segment i from the representation it has in T * il . Note that the representations for segments i > i might later be selected differently than in T * il . The reason that the optimization still has to be performed over T il and not over T ii is that otherwise the state of the client after downloading segment i would not be part of the optimization. In this case, a client might, e.g., choose to change to a higher quality even though chances are high that he will have to switch back for subsequent segments. The computation of individual subutilities is explained in the following sections.
Rebuffering subutility
The rebuffering subutility is a function of the probability that any segment in the given adaptation trajectory will miss its playback deadline. It attains 1 if the probability is 0, and decreases exponentially, at a configurable rate, until it attains 0 when the rebuffering probability reaches 1. In order to compute the rebuffering probability, we leverage TCP throughput predictions over a time horizon of up to 10 seconds. Further, we use an estimation of probability that the next prediction will result in an underestimation or overestimation. Finally, we use an estimation of the CDF of the relative underestimation and relative overestimation error from a configurable amount of past predictions.
We denote byρ ik =ρ (t π i , t π i + T ) the predicted throughput for the smallest interval [t π i , t π i + T ], T ∈ {1, 2, . . . , T max }, that contains t r i , t p k , for a k ∈ {i, . . . , l}. The corresponding measured throughput shall be denoted by ρ ik . ε ik = ε (t π i , t π i + T ) shall denote the relative prediction error forρ ik , as defined in (5.1). Further, we denote by Φ u ik (ε ik ) and Φ o ik (ε ik ) the estimated CDF of the underestimation and overestimation errors forρ ik , respectively, computed at t π i . The type of distribution shall be selected based on results from Chapter 5, while distribution parameters are estimated for each streaming session individually by minimizing the squared distance between the CDF of the selected distribution and ECDF of prediction errors collected over past α cdf · T seconds, as described in more details in Chapter 5. P u ik ∈ [0, 1] shall denote the probability of underestimation, that is P [ρ ik < ρ ik ], estimated over past α cdf · T seconds, as described in Section 5.4. α cdf is a configuration parameters, determining the amount of past measurements used to estimate error distributions and underestimation/overestimation probabilities.
To simplify notation, similar to (5.1), we shall definẽ
which is the relative prediction error without taking the absolute value, that is,ε ik ∈ (−1, ∞). The CDF forε ik is then given by
The probability that a segment l ∈ {i, . . . , l} in T il will miss its playback deadline can now be Copyright at Technische Universität Berlin. All Rights reserved.
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Then, the probability that any segment in T il will miss its playback deadline and thus a rebuffering will occur can be estimated by
We define the rebuffering subutility to be exponentially decreasing in the probability for a segment to miss its playback deadline:
which is the exponential function shifted and rescaled to pass through (0, 1) and (1, 0). Configuration parameter α RB < 0 can be used to tune the slope of the function. For α RB → 0, the function converges to the linear function f (x) = 1 − x. For α RB → −∞, the function converges to
Video quality subutility
In order to quantify the video quality of a given adaptation trajectory, we evaluate its PSNR and map it linearly to the interval [0, 1]. Although PSNR does not adequately represent QoE, it can serve as an indicator of the distortion due to the compression applied to create a representation. The PSNR of the representation with lowest quality is mapped to 0, while the PSNR of the representation with highest quality is mapped to 1. Let {γ 1 , . . . , γ m } be the PSNR values of the representations in R. The video quality subutility of segment s i j from representation j shall be defined as
The video quality subutility of an adaptation trajectory shall be defined as mean video quality subutility computed over representations of individual segments
Quality fluctuations subutility
We define the quality fluctuations subutility as one minus mean change in video quality between subsequent segments of an adaptation trajectory. In order to compute the quality fluctuations subutility Copyright at Technische Universität Berlin. All Rights reserved.
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for a trajectory T il = (s i , . . . , s l ), we construct an auxiliary trajectoryT il = (s i , . . . ,s l ), wheres i is the segment size of segment i if it would have been selected from the same representation as segment i − 1 in trajectory T il . That is, segment s i −1 and segments i are always from the same representation. With this auxiliary trajectory, quality fluctuations subutility can be expressed as
Tuning into the stream
When the client is about to join a live stream, he has to decide with which segment to start the download, which quality to select for the first segment, and when to display it to the user. The decision influences QoE in several ways. It impacts the initial delay, the maximum buffer level attainable during the streaming session (see Section 3 for details), and the initial video quality. Moreover, the choice is restricted by the maximum delay constraint that we assume is defined by the service provider or by the client profile.
In the presented approach, our solution is to maximize the attainable buffer level to increase robustness against throughput fluctuations that might lead to rebuffering. Since live streaming requires a relatively low maximum delay, its sensitivity to throughput fluctuations is particularly high. In addition, rebuffering was shown to have dramatic impact on QoE.
We maximize the attainable buffer level by presenting the first segment to the user when its maximum playback deadline is reached, in opposite to displaying it immediately after it is downloaded. This creates a moderate initial delay, which was shown to be preferred by viewers to rebuffering. In addition, we download the first segment in lowest quality, in order to avoid the situation where it misses its playback deadline and has to be skipped, unnecessarily increasing the initial delay. Due to the typically small duration of individual segments, we assume that it has negligible impact on QoE.
Assume that t is the time when a user tunes into a live stream. We select the first segment i 0 to be downloaded as the oldest available segment whose playback deadline is at least τ seconds into the future, at lowest quality:
The intuition behind that is that it is reasonable to assume that the available network resources should at least support the download of a segment in lowest quality in less time than the segment duration. Upon completing the download, the client waits until t p i 0 = i 0 τ + ∆ p , before presenting it to the user, in order to maximize the attainable buffer level, as described in Chapter 3. If the first segment can be downloaded before its playback deadline, as expected, the start-up delay will thus lie in the interval [τ, ∆ p − τ], which can be seen by transforming (6.1), using t p i = iτ + ∆ p .
Missing playback deadlines
Whenever a segment cannot be downloaded before its playback deadline, its download is canceled, and a tune-in procedure, described in Section 6.5 is initiated.
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Adaptive streaming client evaluation
In this section, we present the results of the evaluation of the proposed adaptation method based on simulations using throughput traces described in Section 4. Its performance is compared to the baseline approach using a fixed margin between past average throughput and the MMBR of the selected representation. It is further compared to the performance of an approach that has perfect knowledge of future throughput for a limited time horizon. We use the following performance metrics: fraction of skipped segments, mean video quality subutility, and mean quality fluctuations subutility, computed over individual streaming sessions, lasting for the duration of individual traces. The videos for the evaluation are taken from the dataset provided by Lederer et al. [24] . The segment duration equals 2 seconds. For each video, we are using 10 representations, with MMBR's ranging from 100 to 4200 kbps.
Some of the traces contain short periods when the throughput falls below the lowest available segment MMBR, so that a certain fraction of segments inevitably has to be skipped, independent of the deployed adaptation strategy. In order to compute this fraction, we simulate an adaptation algorithm that always selects the lowest representation, leading to a video quality subutility of 0 and a quality fluctuations subutility of 1. In the following, when we present the fraction of skipped segments for a simulation run, we always subtract the fraction of such "unplayable" segments.
The performance of the developed approach is compared to a baseline approach that uses a fixed margin between past average throughput and the MMBR of the selected representation. The margin is varied between 0.7 and 0.9. Effectively, this means that the baseline approach uses SMA:1:ar to predict throughput, assumes that the prediction is always an overestimate, and that the relative error is fixed.
We also compare to an oracle-based approach which has full knowledge about future throughput for a horizon of 10 seconds, and which selects for the next segment the highest representation that does not result in rebuffering within this time horizon.
We set the maximum playback delay to ∆ p max = 5 seconds, which corresponds to a maximum transmission delay of ∆ p max − τ = 3 seconds, that is, 1.5 times the segment duration. Theoretically it is possible to further reduce the maximum transmission delay to equal segment duration, which, however, we consider infeasible since it would dramatically increase system's sensitivity to throughput fluctuations.
We set α cdf = 60. That is, the error for a prediction 2 seconds into the future is computed by estimating CDF parameters from past 2α cdf = 120 seconds. We set α RB = −200, which results in a steeply decreasing rebuffering subutility, since we define it our highest priority to avoid rebuffering, potentially sacrificing video quality and taking into account quality fluctuations.
Finally, we set α Q = 0.6, giving quality subutility a slightly higher weight for the overall utility, than the quality fluctuations subutility. The results of the evaluation are depicted in Figure 7 .1. With the proposed algorithm, the mean fraction of skipped segments, without "unplayable" segments, is measured at approximately 10 −4 . This means that on average, a segment that could be played if perfect knowledge about future throughput would be available is skipped every half an hour. Recall that our highest priority is to keep the rebuffering rate as low as possible. The study in [7], e.g., suggests that live stream viewers can be extremely sensitive to rebuffering and might quit a streaming session after experiencing a single rebuffering event after a long time of uninterrupted viewing.
The mean quality subutility amounts to approximately one third of what is achieved given perfect knowledge about future throughput. The remaining two thirds constitute the inevitable tribute to the uncertainty of future throughput dynamics. Considering quality fluctuations, the proposed algorithm even achieves a higher subutility than the oracle approach.
We observe that in order to achieve a comparably small fraction of skipped segments using the fixed margin approach, a margin strictly greater than 0.9 is required (for exactly 0.9 the value is Copyright at Technische Universität Berlin. All Rights reserved. TKN-15-0001 still slightly higher). At the same time, however, such a high margin results in significantly lower mean video quality and higher quality fluctuations. Further decreasing the margin downgrades the performance even more, leading to a fraction of skipped segments that is one order of magnitude higher.
Finally, we remark that in the present study we focused on network conditions with extremely high throughput fluctuations. Using the fixed margin approach on a link with moderate or low throughput fluctuations would further decrease resource utilization and thus further downgrade the performance. In the extreme case, if the throughput is constant, a fixed margin x leads to a resource utilization of 1 − x. In contrast, since our algorithm dynamically estimates the relative prediction error, with constant throughput it is able to achieve a utilization close to 1. Thus, one of the strengths of the proposed method lies in its ability to perform equally well in very different network environments.
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Chapter 8 Conclusion
In the presented study, we proposed an adaptation algorithm for HALS. It is based on the idea to compare potential future adaptation trajectories and to select the one maximizing QoE. QoE is evaluated based on a utility function depending on (i) the probability that a segment misses its playback deadline, (ii) the distortion of the video, and (iii) the number and amplitude of representation changes.
In order to compute the defined utility, in particular, the probability that a segment misses its playback deadline, we studied predictability of TCP throughput in wireless networks over timescales from 1 to 10 seconds. We evaluated different time series prediction methods using varying numbers of past throughput measurements. We demonstrated that the most naïve method, SMA, outperforms more sophisticated methods on all timescales, independent of the specific throughput dynamics. We further observed that prediction accuracy strongly varies across studied traces. Consequently, we studied approaches to model the prediction error and to estimate it for individual streaming sessions. We demonstrated that the overestimation error is extremely well represented by the Lomax distribution [22] on all considered timescales. The underestimation error is best represented by a truncated normal distribution except for the timescale of 1 second, where the truncated logistic distribution results in a slightly better Kolmogorov-Smirnov distance between the empirical and the theoretical CDF. In addition, we found out that although underestimations and overestimations are balanced over the total duration of individual traces, they exhibit a strong temporal correlation that we used to further improve prediction accuracy.
Using obtained insights, the proposed adaptation algorithm takes into account throughput predictions and an estimation of the relative prediction error, in order to maximize the defined QoE-based utility function. We evaluated the developed algorithm using collected throughput traces and showed that it outperforms the baseline approach which uses a fixed margin between past throughput and selected media bit rate.
Our ongoing and future work includes extending our collection of traces and including traces from mobile networks. It also includes studying the influence of ON/OFF patterns, generated by interrequest delays, on throughput prediction accuracy. Moreover, we are investigating how the prediction can be further improved by taking into account cross-layer information from TCP and MAC layers.
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