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We  explored  urbanization  scenarios  based  on hypothetical  land  use  policies.
We  used  a  unique  modeling  method  to  represent  conservation  planning  strategies.
No  single  strategy  was  best for achieving  all  conservation  goals.
Effective  planning  requires  assessment  of  tradeoffs  between  differing  priorities.
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a  b  s  t  r  a  c  t
Land  that is of  great  value  for  conservation  can also  be highly  suitable  for  human  use,  resulting  in com-
petition  between  urban  development  and  the  protection  of  natural  resources.  To  assess  the  effectiveness
of  proposed  regional  land  conservation  strategies  in the context  of  rapid  urbanization,  we  measured
the  impacts  of simulated  development  patterns  on two  distinct  conservation  goals:  protecting  priority
natural  resources  and  limiting  landscape  fragmentation.  Using  a stochastic,  patch-based  land  change
model  (FUTURES)  we  projected  urbanization  in  the  North  Carolina  Piedmont  according  to status  quo
trends  and several  conservation-planning  strategies,  including  constraints  on the spatial  distribution  of
development,  encouraging  inﬁll,  and  increasing  development  density.  This  approach  allows  simulation
of  population-driven  land  consumption  without  excluding  the  possibility  of  development,  even  in areas
of high  conservation  value.  We  found  that  if current  trends  continue,  new  development  will consume  11%
of priority  resource  lands,  21%  of  forested  land,  and  14%  of  farmlands  regionally  by  2032.  We  also  found
that  no  single  conservation  strategy  was  optimal  for  achieving  both  conservation  goals.  For  example,
strategies  that  excluded  development  from  priority  areas  caused  increased  fragmentation  of  forests  and
farmlands, while  inﬁll  strategies  increased  loss  of  priority  resources  proximal  to  urban  areas.  Exploration
of  these  land  change  scenarios  not  only  conﬁrmed  that  a failure  to act is  likely  to result  in  irreconcilable
losses  to a conservation  network,  but that  all conservation  plans  are  not  equivalent  in effect,  highlighting
the  importance  of analyzing  tradeoffs  between  alternative  conservation  planning  approaches.
© 2014  The  Authors.  Published  by Elsevier  B.V.  This  is  an open  access  article  under  the  CC  BY-NC-SA. Introduction
Global increases in population and the use of natural resources
re driving extensive changes in land use that alter biodiver-
ity patterns and ecosystem function (Aronson et al., 2014; Foley
t al., 2005; Grimm et al., 2008; McKinney, 2006). In the case of
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E-mail addresses: madornin@ncsu.edu (M.A. Dorning), jakoch@ncsu.edu
J. Koch), dashoema@ncsu.edu (D.A. Shoemaker), rkmeente@ncsu.edu
R.K. Meentemeyer).
ttp://dx.doi.org/10.1016/j.landurbplan.2014.11.011
169-2046/© 2014 The Authors. Published by Elsevier B.V. This is an open access article unlicense  (http://creativecommons.org/licenses/by-nc-sa/3.0/).
urbanization, growth within and on the outskirts of cities fre-
quently overlaps with locations rich in biodiversity and natural
resources (Chapin et al., 1997; McDonald, 2008; Ricketts & Imhoff,
2003). In addition to direct resource loss, the sprawling land use
patterns that are common in many growing metropolitan regions of
the United States cause increased landscape fragmentation (Miller
& Hobbs, 2002), which can inhibit the movement and dispersal of
plant and animal species (Krosby, Tewksbury, Haddad, & Hoekstra,
2010).
Although the establishment of protected areas remains a pri-
mary ﬁxture in biodiversity conservation planning, alternative
methods have emerged that may  better account for current and
der the CC BY-NC-SA license (http://creativecommons.org/licenses/by-nc-sa/3.0/).
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uture species distributions (Pressey, Cabeza, Watts, Cowling, &
ilson, 2007; Anderson & Ferree, 2010; Rands et al., 2010).
or example, maintaining ecological connectivity within human
odiﬁed landscapes has been proposed to encourage the move-
ent and persistence of species, particularly under the threat of
hanging climate (Krosby et al., 2010). Additionally, improved qual-
ty of landscapes outside of protected areas can be important to
pecies persistence (Prugh, Hodges, Sinclair, & Brashares, 2008),
nd at the same time provide important ecosystem functions (e.g.
emperature regulation by urban green spaces). Slowing global bio-
iversity loss requires approaches that combine the establishment
f protected areas with other strategies that incorporate landscapes
sed and modiﬁed by humans, and includes speciﬁc attention to
andscape patterns (Naughton-Treves, Holland, & Brandon, 2005;
eyers, O’Farrell, Nel, & Wilson, 2012).
To effectively prepare for change, regional planners need infor-
ation about how different land use policies may  inﬂuence future
andscapes. In the absence of empirical data, simulation mod-
ls of land use and land cover change are powerful analytical
ools that can be used to reveal unexpected impacts to biodi-
ersity and environmental systems (Veldkamp & Verburg, 2004).
hese models enable scientists, planners, and policy makers to
reate and visualize trajectories for potential development that
ay  result from alternative planning scenarios (Baker et al., 2004;
wart, Raskin, & Robinson, 2004) providing a starting point for dis-
ussion of alternatives (Checkland, 1995; Peterson, Cumming, &
arpenter, 2003), broadening perspectives (Peterson et al., 2003;
iang & Clarke, 2003), and building consensus among stakeholders
Costanza, 1996). Land change modeling also enables the analysis
f tradeoffs, a process that is increasingly important in plan-
ing for sustainability in socio-ecological systems (Turner, Lambin,
 Reenburg, 2007). However these models are often limited by
heir capacity to adequately simulate non-stationary processes
in time and space), increasing uncertainty in outcomes when
imulations are conducted over broad spatial or temporal scales
Meentemeyer et al., 2013; Sohl, Loveland, Sleeter, Sayler, & Barnes,
010). The multifaceted nature of land change processes also
resents challenges in balancing complexity with interpretabil-
ty and computational intensity (Sohl et al., 2010). Additionally,
ome models are designed to project change in the location or
mount of different land cover types but do not explicitly simu-
ate changes to the spatial structure of the landscape, thus limiting
ur ability to quantify the impacts of change on landscape patterns
hat are relevant to conservation planners (Meentemeyer et al.,
013).
Given the uncertainty of future environmental conditions, sce-
ario analysis via simulation modeling can be an effective tool
o assess alternative outcomes for conservation of biodiversity.
imulation of future land change can be used to identify and
rioritize areas under “high risk” of change that may  require addi-
ional protection (Menon, Pontius, Rose, Khan, & Bawa, 2001;
heobald, 2003). Scenarios can also be developed that allow stake-
olders to evaluate policies designed to protect biodiversity (Baker
t al., 2004; Conway & Lathrop, 2005; Gude, Hansen, & Jones,
007) and the potential effectiveness of alternative approaches
Ferrier, Faith, Arponen, & Drielsma, 2009). Additionally, scenario
esults can be used to identify potential threats to biodiversity
rom landscape change including loss of wildlife habitat (Baker
t al., 2004; Theobald & Hobbs, 2002), changes in species popu-
ations (Hepinstall, Alberti, & Marzluff, 2008; Schumaker, Ernst,
hite, Baker, & Haggerty, 2004), and changes to landscape pat-
erns that inﬂuence habitat fragmentation (Conway & Lathrop,
005; Swenson & Franklin, 2000). Some studies also explore poten-
ial ways that land use change affects biodiversity and ecosystem
ervices, as well as tradeoffs between the two (Nelson et al.,
009; Polasky, Nelson, Pennington, & Johnson, 2011), analyses thatban Planning 136 (2015) 28–39 29
can be essential to conservation planning (Chan, Shaw, Cameron,
Underwood, & Daily, 2006).
The application of conservation planning scenarios in land
change modeling is often implemented by simply treating prior-
ity areas as protected, essentially removing them from eligibility
for development (Conway & Lathrop, 2005; Gude et al., 2007).
However, full protection of all priority resources is highly unlikely
in urbanizing areas – particularly in regions with strong prop-
erty rights cultures – where development is outcompeting other
land use types and decreasing the effectiveness of purchasing
land for conservation due to increasing costs (Newburn, Reed,
Berck, & Merenlender, 2005). As an alternative to land acqui-
sition for full protection, regulatory or policy-based approaches
could be introduced, reducing the negative consequences of urban
development to conservation priorities without hindering growth
(Brueckner, 1997; Mayer & Somerville, 2000). Protection could also
be incentivized through payment for ecosystem services (BenDor
& Doyle, 2009), rewarding landowners that take action to preserve
priority resources. These policies could discourage growth in pri-
ority areas in some cases, shifting the spatial distribution of new
development to more ecologically suitable locations. In addition to
localized policies aimed at protecting speciﬁc priority resources,
broader policies and zoning measures that limit fragmentation of
the landscape could beneﬁt biodiversity over time. A combination
of these approaches may  be appropriate, with the choice depend-
ent on the degree of threat to the conservation element of interest
(Baldwin & deMaynadier, 2009).
In this study, we  expand on previous applications of land change
modeling for regional conservation planning. Using the FUTure
Urban-Regional Environment Simulation (FUTURES) model, we
investigate how patterns of future development, resulting from
hypothetical conservation-based planning policies, may  (1) impact
the conservation of priority natural resources and (2) inﬂuence
landscape patterns and connectivity. FUTURES (Meentemeyer et al.,
2013) is speciﬁcally designed to represent the spatial structure of
urban growth, making it an ideal framework with which to assess
potential tradeoffs between these two conservation goals. In this
application, we also introduce a development constraint parameter
into the model that enables the inclusion of policies, such as new
regulations or fees, which could infer some protection to priority
resources without completely excluding those areas from future
development.
2. Methods
2.1. Study system
The study extent (Fig. 1), known as the greater Uwharrie
region (1148,434 ha), is located within the Piedmont physiographic
province of Central North Carolina, also embedded within the
“Charlanta” mega-region (Florida, Gulden, & Mellander, 2008). It
lies at the intersection of three rapidly expanding metropolitan
areas: Charlotte, the Research Triangle (Raleigh, Durham, Chapel
Hill), and the Piedmont Triad (Greensboro, Winston-Salem, High
Point). Unplanned expansion of these cities is of particular concern
to land managers and conservation practitioners due to a culture of
strong property rights and very few regulations in place for protec-
ting the landscape features that make the Piedmont unique (North
Carolina Wildlife Resources Commission, 2008). The value of the
natural resources in the Piedmont is often overlooked in compar-
ison to the Appalachian Mountains to the west and the Coastal
Plain to the east. However, it is a highly productive and diverse
eco-region, home to numerous endangered or threatened species,
natural heritage areas, and exceptional aquatic resources (North
Carolina Natural Heritage Program, 2013).
30 M.A. Dorning et al. / Landscape and Urban Planning 136 (2015) 28–39
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mig. 1. The study extent includes nine counties that encompass the greater Uwhar
etropolitan areas and at the center of the Charlanta (Charlotte-Atlanta) mega-reg
.2. Regional conservation priorities
Conservation priorities in the greater Uwharrie region have been
dentiﬁed and mapped by the North Carolina Wildlife Resources
ommission (NCWRC) (2008) and are divided into two  tiers. Tier
ne resources extend across a total of 206,976 ha within the nine
ounty study region and include features that are highly sensitive
o development (Fig. 2): signiﬁcant natural heritage areas (SNHA),
atural heritage element occurrences (“free-standing” occurrences
f natural heritage elements that are not included in SNHA’s), sea-
onal wetland pools, National Wetland Inventory wetlands, year
ound heron colony nesting sites, 330 ft buffers for bald eagle nes-
ing sites, 100–200 ft stream and river buffers, and FEMA 100 year
oodplain forests (North Carolina Wildlife Resources Commission
NCWRC), 2008). Though the resources currently have little protec-
ion, the NCWRC recommends that no future development occur
n these areas. Tier two resources (not shown) are less envi-
onmentally sensitive features that are usually more widespread
extending across a total of 695,627 ha), including wildlife corri-
ors, Piedmont prairie landforms, sparsely settled areas, smoke
anagement buffers for controlled burns, hunting safety buffers,
nd native forests greater than 50 ac (North Carolina Wildlife
esources Commission (NCWRC), 2008). The NCWRC recommends
estricted or low-density development in these areas.
.3. Model application
We  applied FUTURES (Meentemeyer et al., 2013) to examine
he impacts of various conservation planning scenarios on urban
nd rural growth in the greater Uwharrie region. FUTURES is a
ultilevel modeling framework that simulates the emergence of
and change patterns using three sub-models that project (1) the
ocation (POTENTIAL sub-model), (2) the quantity (DEMAND sub-
odel), and (3) the spatial pattern (PGA sub-model) of land change
sing a patch growing algorithm that combines raster and object-
ased representations of change (Fig. 3). FUTURES was  designed
peciﬁcally to address the regional scale ecological and environ-
ental impacts of urbanization. It models change at the pixelion of the central North Carolina Piedmont at the intersection of three expanding
level, recognizing that sub-parcel development patterns are rel-
evant to ecological communities. Due to its focus on pixels and
regional scale patterns, FUTURES is not appropriate for examin-
ing ﬁne scales patterns or neighborhood development plans. The
multilevel modeling framework accounts for some degree of spa-
tial non-stationarity, though temporal changes in process remain
an issue that can only be addressed through the use of scenario
analysis. Process based models or empirically driven agent based
models (e.g. Valbuena, Verburg, Bregt, & Ligtenberg, 2010) may  bet-
ter capture these characteristics. Most importantly for our study,
FUTURES is one of the few land change models designed to explic-
itly capture the spatial structure of urbanization which is essential
to assess the impacts of alternative planning scenarios on natu-
ral resource conservation and landscape fragmentation (Herold,
Couclelis, & Clarke, 2005). This utility gives FUTURES its primary
advantage for ecological analysis over other regional scale models
that do not explicitly model landscape patterns, such as SLEUTH
(Clarke, Hoppen, & Gaydos, 1997), CLUE (Verburg & Overmars,
2009), and UrbanSim (Waddell, 2002). Validation metrics for the
FUTURES indicated that the number and size of simulated devel-
opment patches agreed with patterns of observed development
(Meentemeyer et al., 2013), with additional recommended metrics
(Pontius et al., 2008) indicating 13.3% overall error in the quantity
and location of simulated development (Meentemeyer et al., 2013).
2.4. Parameterization of FUTURES sub-models
The DEMAND sub-model estimates the quantity of future
development expected for each county based on trends in pop-
ulation growth and land consumption. We  used land cover data
classiﬁed from Landsat imagery to determine the amount of devel-
opment within the region at four time steps: 1976, 1985, 1996
and 2006 (dates of imagery). Classiﬁcation was  based on the
vegetation–impervious surface–soil (VIS) model and normalized
spectral mixture analysis (Ridd, 1995; Wu,  2004), which are appro-
priate for heterogeneous urban-regional environments. Using
ordinary least squares regression, we determined the relationship
between the area of developed land (number of hectares) and the
M.A. Dorning et al. / Landscape and Urban Planning 136 (2015) 28–39 31
Fig. 2. The nine-county region includes a mix  of developed and undeveloped land use types, with tier one priority resources interspersed throughout.
Fig. 3. The FUTure Urban-Regional Environment Simulation model combines three sub-models to simulate future development outcomes (ﬁgure modiﬁed from Meentemeyer
et  al., 2013).
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Table 1
GLMM estimates for POTENTIAL suitability surface.
Predictor
variables
Estimate Std. error P-value
Intercept* 0.991 0.303 0.001
Slope −0.040 0.025 0.109
Interchanges −0.049 0.009 <0.001
Roads −0.613 0.086 <0.001
Municipal
centers
−0.007 0.004 0.066
Development 0.039 0.004 <0.0012 M.A. Dorning et al. / Landscape a
opulation (number of people) for each county. North Carolina
fﬁce of State Budget and Management (NCOSBM) (2012) currently
rojects population increases for the region through the year 2032.
sing these population projections, we determined the amount of
and expected to convert to development through 2032 under sta-
us quo conditions based on the extrapolated relationship between
and use and population observed between 1976 and 2006.
The POTENTIAL sub-model generates a map  describing the prob-
ble location of future development based on any site suitability
odeling technique. In this application, we parameterized the
OTENTIAL sub-model using multilevel logistic regression to pre-
ict the conversion of undeveloped land to development based on
nvironmental, infrastructural, and socio-economic site suitability
actors, assuming consistency over time in the factors inﬂuencing
hange. We  used 1500 randomly located sample points, stratiﬁed
y the binary response variable (change to development between
996 and 2006 versus no change) to estimate the model param-
ters using Laplace approximation in the lme4 package in R (R
evelopment Core Team, 2013). This estimation technique is suit-
ble for multilevel modeling with binary response variables (Bolker
t al., 2009). Here, the probability that an undeveloped cell, i,
ecomes developed is determined by
r (pi = 1) =
(eyi )
(1 + eyi ) (1)
here yi is a function of environmental, infrastructural, and socio-
conomic predictive site suitability variables described by
i = ˛j[i] +
n∑
h=1
ˇj[i]hx[i]h (2)
here, for i undeveloped cells and varying across j groups (i.e. the
evel),  ˛ is the intercept,  ˇ is the regression coefﬁcient, h is a predic-
or variable representing conditions in year 1996, n is the number of
redictor variables, and x is the value of h at i (Gelman & Hill, 2007).
e included a dynamic (updated at each simulation step) develop-
ent pressure, dp,  predictor variable in the model. Development
ressure is described by
pi =
ni∑
k=1
(
Statek
d˛
ik
)
(3)
here Statek is a binary variable indicating whether or not the kth
eighboring cell is developed, dik is the distance between cell i and
he kth neighboring cell,  is a coefﬁcient that controls the inﬂuence
f distance between i and k, and ni is the number of neighbor-
ng cells with respect to cell i. This variable accounts for the effect
f existing development on change, with more proximal develop-
ent having a stronger inﬂuence as controlled by ˛. The value of 
as determined by running the statistical analysis for values of ˛
anging between one to one hundred and choosing the value that
esults in peak model performance based on likelihood proﬁle esti-
ates (Hilborn & Mangel, 1997; Meentemeyer, Anacker, Mark, &
izzo, 2008). We  included “county” as the group level indicator in
he multilevel model to account for non-stationary processes inher-
nt across jurisdictional boundaries (Fotheringham & Brunsdon,
999). From these model estimates (Table 1) the POTENTIAL sub-
odel creates a site suitability surface with values ranging from 0
o 1 with high values indicating a greater chance of becoming devel-
ped. We  selected a parsimonious set of predictor variables from
he initial list of hypothesized site suitability factors (Appendix A)
y testing all possible multilevel regression models and choosing
he model that resulted in the lowest AIC score.
We employed the patch growing algorithm sub-model (PGA)
o simulate future land change based on an iterative, stochastic
ite selection process and a discrete patch-based region growingpressure
* Varies by county (Std. Dev. = 0.345).
algorithm designed to mimic  observed spatial structures of devel-
opment. The PGA can be used to integrate policy-oriented,
user-deﬁned parameters for exploration of alternative future
development scenarios. We  simulate development patterns from
the starting state in 1996 through the year 2032 (the temporal
extent of state population projections) at one-year time intervals.
The PGA algorithm stochastically allocates seeds for development
across the POTENTIAL site suitability surface at the cell level. The
survival and growth of each development seed is challenged using
Monte Carlo simulation. Seeds that fall in a location with devel-
opment potential greater than a random number (0–1) survive
the challenge and grow into discrete patches of development. This
seed allocation process continues until the estimated DEMAND for
development is met. The existence of newly allocated develop-
ment is accounted for at each interval by updating the development
pressure indicator variable and the site suitability (POTENTIAL)
surface. The PGA patch size and patch compactness parameters
were calibrated such that the empirical and simulated distribu-
tions of development patch sizes and shapes for the time period
of 1996–2006 were in agreement—assuming temporal stationarity
in development patterns throughout the simulation period. Cali-
bration was conducted on a single county within the study area
(Cabarrus County) according to methods followed by Meentemeyer
et al. (2013). Water bodies, land already set aside for conservation,
and previously developed areas were masked from the allocation
process. For each of the following scenarios we  ran 55 stochas-
tic simulations. Based on prior model applications, 55 runs were
expected to adequately capture model variation while limiting
computation time.
2.5. Scenarios
We  formulated a status quo growth scenario and eight alter-
native scenarios depicting policy-based conservation strategies
interpreted from NCWRC’s Green Growth Toolbox (Table 2).
The Green Growth Toolbox outlines speciﬁc conservation targets
(including those described in Section 2.2) and provides recommen-
dations for planning and policy that could be used to limit the
environmental impacts of development at both local and regional
levels (North Carolina Wildlife Resources Commission (NCWRC),
2008). Four base conservation scenarios were developed: exclude
development from Tier 1 areas, constrain development in Tier 1
areas, locate new development near existing infrastructure (or
“inﬁll”), and reduce regional land demand by permitting increased
development density. Four additional scenarios included all com-
binations of development constraint, inﬁll, and increased density
alternatives.2.5.1. Status quo growth
We calibrated the model to reproduce the quantity, location, and
pattern of growth expected based on trends in landscape change
that occurred between 1996 and 2006 (as described in Section
M.A. Dorning et al. / Landscape and Urban Planning 136 (2015) 28–39 33
Table  2
Hypothetical policies included in each scenario.
Scenario Increase
density
Encourage
inﬁll
Constrain
development
Status quo
Development exclusion X*
Development
Constraint
X
Increase density X
Inﬁll X
Development Con-
straint + increased
density
X X
Development
constraint + inﬁll
X X
Increased
density + inﬁll
X X
Development con-
straint + increased
X X X
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Fig. 4. Results of sensitivity analysis show the inﬂuence of the value of the devel-
opment constraint parameter on mean decrease in conversion of priority resources
to  development – compared to the status quo – across all simulations with all otherdensity + inﬁll
* Development is completely excluded.
.4). The status quo growth scenario was based on a continuation
f these trends in urban and rural development without altering
ny model parameters. This scenario served as a benchmark for
omparison to the following conservation scenarios.
.5.2. Development exclusion
The North Carolina Wildlife Resources Commission (NCWRC)
2008) recommends that development be completely excluded
rom all areas where tier one resources exist. In order for these
atterns to be realized in the landscape, all of these areas would
ave to be protected from development via land acquisition or
onservation easement. In this non-competitive exclusion sce-
ario, we made all tier one resource areas ineligible and simulated
evelopment outside this zone of exclusion, holding other model
arameters constant. However, we realize that complete protec-
ion of these resources is unrealistic in this region and therefore
esigned the following development constraint scenario.
.5.3. Development constraint
In order to minimize impacts to speciﬁc priority resources,
urisdictions can disincentivize development through policy based
echanisms such as impact fees or increased regulation (Gyourko,
991; Mayer & Somerville, 2000). To examine the possible effects
f these types of disincentives as a conservation strategy, we  built
n optional development constraint parameter into the PGA, a local
ffect that allows the user to apply a cost to the POTENTIAL site
uitability surface, decreasing the likelihood of development in pri-
rity areas. This modiﬁcation to the PGA framework can be used to
djust the probability of development based on any set of land use
oals. Unlike exclusion, this approach allows competition between
evelopment and resource protection wherever land is available
although reducing the potential), a de facto proxy for the strong
rivate property rights culture exhibited in the region (BenDor,
hoemaker, Thill, Dorning, & Meentemeyer, 2014).
We conducted a sensitivity analysis to assess the inﬂuence of
he constraint parameter on model outcomes by varying the value
f the parameter (between 0 and 1, by 0.1) for tier one resources
nd quantifying the total land area where simulated development
verlapped with conservation priorities (Fig. 4). For the develop-
ent constraint scenario, we set this parameter at 0.6, which would
quate to a mean 73% decreased conversion of tier one resources to
evelopment across 55 simulations with limited variation between
uns (mean = 70,110 ha, SD = 1454). We  applied the parameter to all
ocations where tier one resources exist, holding all other model
arameters constant.parameters held constant. The constraint parameter is multiplied by the initial devel-
opment POTENTIAL, decreasing the site suitability as the value of the parameter
decreases.
2.5.4. Inﬁll
Clustering new development near existing urban areas and
infrastructure is a strategy for green growth aimed at limiting
the deleterious effects of disjunct, or “leap frog” development
such as habitat fragmentation (North Carolina Wildlife Resources
Commission (NCWRC), 2008). This scenario was implemented
using PGA’s incentive parameter which controls the inﬂuence of
the development POTENTIAL surface. As a global effect, incentive
inﬂuences the spatial distribution of urbanization, modifying patch
conﬁguration and the degree of new patch agglomeration with
existing development (Meentemeyer et al., 2013). We  adjusted the
incentive parameter by raising the initial value of development
POTENTIAL to the power of two while holding all other model
parameters constant.
2.5.5. Increased density
Current urban expansion trajectories project increases in both
population and the amount of developed land each person
demands, or per-capita land consumption (Meentemeyer et al.,
2013). While not explicitly stated as a green planning strategy rec-
ommended by the NCWRC, reducing per-capita land consumption
by controlling land use intensity has the potential to reduce compe-
tition between future development and priority resources, as well
as limit fragmentation of forest and farmland. We implemented
a reduced per-capita land consumption scenario by altering the
DEMAND for development, here assuming a 50% decrease in the
amount of developed land per person, while holding other model
parameters constant. This conservation scenario envisions regional
“upzoning”, the permitting of more intensive or higher density
development, as strategy to reduce the human footprint (Krajick,
2005).
2.6. Analysis of simulation results
For each scenario, we identiﬁed locations where simulated
development coincided with the NCWRC’s resource conservation
priorities (tier one and tier two) and quantiﬁed the mean land area
(across 55 runs) where these resources were lost. We assessed the
spatial distribution of tier one resource loss along the urban–rural
gradient by analyzing the relationship between development
pressure (our land use gradient proxy; see Eq. (3)) and the proba-
bility of loss for all runs. To quantify this relationship, we mapped
the percentage of times each cell was  developed within tier one
areas across all runs for each scenario. We  then used a random
34 M.A. Dorning et al. / Landscape and Urban Planning 136 (2015) 28–39
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ample of 1000 points to and plotted this probability against the
bserved development pressure of the starting state (1996). A
trong positive relationship would indicate that loss of priority
esources was more likely in urban areas—i.e. the chance of a cell
eing simulated as developed increased with higher development
ressure.
We also examined the landscape patterns that emerged from
ach scenario, quantifying the number, average size, and total
rea of patches for the entire landscape and each of three land
over classes: development, farmland, and forest land. These three
etrics were chosen to assess the fragmentation (or breaking
part) of land cover, separate from simple loss of forest and farm-
and due to urban expansion (Fahrig, 2003). The developed land
over class was composed of observed development from the year
996 (mapped as described in Section 2.4) and all simulated devel-
pment through the year 2032. Farm and forested land cover were
apped from the 1992 National Land Cover Dataset (Vogelmann
t al., 2001); we aggregated deciduous, evergreen, and mixed forest
nto a single forest class, and pasture/hay and row crops into a single
armland class. We calculated all class and landscape metrics using
 four neighbor rule using FRAGSTATS (McGarigal, Cushman, & Ene,
012).e study area in Cabarrus county for (A) status quo, (B) development exclusion, (C)
3. Results
Under status quo conditions, developed area was  predicted to
increase by 229% between 1996 and 2032 corresponding to a 21%
loss in farmland and 14% loss in forest land across the study area.
Of the 168,863 ha of land expected to be developed in the region
under status quo conditions, approximately 23,484 ha would con-
sume tier one resources (11% of all tier one lands) and 29,550 ha
would consume tier two  resources (4% of tier two  lands). Represen-
tative output from each of the ﬁrst ﬁve scenarios is shown in Fig. 5.
Analysis of the simulation results revealed differences in impacts to
priority resources (Fig. 6A) and landscape connectivity (Fig. 6B; see
also Appendix B) across scenarios and in comparison to the status
quo scenario, described in more detail below.
In the development exclusion scenario, conversion of tier one
resources to development was completely avoided (as prescribed);
however consumption of tier two  resources actually increased in
comparison to the status quo (Fig. 6A). Farmland area decreased by
2% but forested area was  relatively constant. There was  evidence
for increased landscape fragmentation in this scenario with a 3%
increase in the number of patches of each forest and farmland, cor-
responding to decreases in patch area of 3% and 5%, respectively
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Fig. 6. (A) There is a decrease in conversion of priority resources to development
in all conservation scenarios (compared to the status quo), with the exception of
small increases in loss of tier two resources in the ﬁrst two scenarios. (B) Changes
in  landscape fragmentation (compared to the status quo) for the entire landscape.
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Fig. 7. The impacts of each conservation strategy on the fragmentation of (A) farm-o single scenario is best for reducing conversion of priority resources and land-
cape fragmentation. DE: Development exclusion, DC: development constraint, ID:
ncreased density, I: inﬁll.
Fig. 7A and B). Overall the development constraint scenario resulted
n 73% decreased conversion of tier one resources to development
as prescribed) and a 2% greater loss of tier two resources as com-
ared to the status quo (Fig. 6A). Resulting fragmentation metrics
n the development constraint scenario were similar to those of the
evelopment exclusion scenario (Fig. 7A and B).
In the increased density scenario conversion of tier one and two
esources to development decreased by 28% and 27%, respectively
Fig. 6A), and forest and farmland area increased (5% and 7%) com-
ared to status quo (Fig. 7A and B). Fragmentation indicators were
ixed due to the change in total area, with the presence of more
atches (1% and 3%) offset by larger mean patch size (3% and 5%). In
he inﬁll scenario, priority resources were conserved but to a much
esser degree than in the other conservation scenarios (Fig. 6A),
nd a clear reduction in fragmentation was indicated by decreases
n the number of forest and farm patches (8% and 3%) and increases
n patch area (10% and 4%), with total class area held relatively
onstant (Fig. 7A and B).
Landscape patterns resulting from the combinations of the
evelopment constraint, increased density, and inﬁll scenarios
ere generally consistent with an averaging of the effects (rather
han strictly additive) of each scenario on its own. The greatest
ecrease in conversion of tier one resources to development (84%)
as in the development constraint plus increased density scenario
Fig. 6A). For tier two resources, the greatest decrease in conver-
ion (39%) was in the scenario with a three-way combination of
evelopment constraint, increased density, and inﬁll. The
ombination of increased density and inﬁll reduced the con-
ersion of priority resources to development more than either
f those scenarios on their own. However, the developmentland and (B) forest are different from the impacts on the landscape as a whole (shown
in Fig. 6B). DE: Development exclusion, DC: development constraint, ID: increased
density, I: inﬁll.
constraint plus inﬁll scenario resulted in greater loss of tier one
resources than the development constraint scenario on its own.
The location of tier one resource losses along the urban gradient
varied among scenarios (Fig. 8). The correlation between proba-
bility of resource loss and development pressure was strongest
in the four scenarios that incorporated inﬁll (Pearson’s r ranging
from 0.75 to 0.79), exceeding what could be expected given status
quo consumption (r = 0.64). A less prominent but similar pattern
was observed in the increased density scenario (r = 0.68) and in the
increased density plus development constraint scenario (r = 0.66).
The correlation between simulated probability of resource loss and
development pressure was lowest in the development constraint
scenario (r = 0.62).
4. Discussions
In the absence of intervention, continued expansion of
urbanization-driven development will compete with, and likely
consume, priority conservation assets as well as forests and farm-
lands throughout the region. The scenario approach used in this
study demonstrated that the application of conservation based
planning policies could spare priority resources, reduce landscape
fragmentation, and still accommodate projected growth. However
the implementation of prescriptive scenarios also revealed the
potential for unintended consequences and demonstrated that no
single conservation strategy is likely to minimize both resource
loss and landscape fragmentation. Our results suggest that the
application of a suite of strategies, including place-based protec-
tions, incentives and disincentives to promote benign development
patterns, and the ability to upzone to higher building densities, is
most likely to support progress toward both conservation goals.
Given the absence of a multi-scale empirical study, this ﬁnding
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sig. 8. The spatial distribution of development probability – the percentage of ti
evelopment probability is shown for locations where (A) tier one resources exist.
he  constraint scenario was more evenly distributed. To varying degrees, the distrib
niquely underscores the value of simulation modeling and sce-
ario analysis as a means to inform decision makers of the tradeoffs
eeded to foster sustainable landscapes.
.1. Scenario tradeoffs
This study identiﬁed tradeoffs between the preservation of pri-
rity resources and the fragmentation of forest and farmlands. The
pplication of local or place-based restrictions designed to conserve
riority resources (development exclusion and development con-
traint) were most successful in conserving these natural assets,
ut had the downside of exporting development impacts to the
ther areas, leading to greater overall fragmentation of forest and
armland and increased loss of lower priority resources. This is due
n part to the change in the spatial distribution of development
rom urban to more rural areas compared to the status quo sce-
ario, and indicates that exclusionary policies may  unintendedly
ncourage sprawl. Increasing density by placing more people in
he development footprint spared regional forest and farmland, but
as second to last in its ability to protect tier one resources. In this
cenario, loss of those resources was more likely to occur in urban cell is selected to be developed across all simulations – varies across scenarios.
ared to (B) the status quo, the development probability of tier one resources in (C)
 shifted to more urban areas in the (D) increased density and (E) inﬁll scenarios.
areas as compared to the status quo since increasing density would
limit the extension of development into rural areas. Promoting inﬁll
reduced the fragmentation of forest and farmland, however more
priority resources were lost in this treatment than in the other con-
servation scenarios, indicating that simply incentivizing building
near existing development is insufﬁcient to protect these resources.
Additionally, the spatial distribution of resource loss shifts toward
urban areas, threatening small pockets of resources or green space
that are important to the conservation of urban biodiversity. While
there is no known optimal urbanization density, the loss of urban
biodiversity hotspots and green spaces can substantially impact
regional diversity patterns and quality of life (Aronson et al., 2014;
Chiesura, 2004; Hahs et al., 2009). For this reason, the implemen-
tation of policies that promote inﬁll may need to be combined with
the protection of high priority urban biodiversity hotspots.
Conservation scenarios that employed multiple strategies gen-
erally balanced the measured impact indicators. The pairing of
increased density and inﬁll resulted in additive effects, with less
landscape fragmentation and priority resource loss than in either
scenario alone. The spatial distribution of resource loss shifted
to more urban areas—an effect that was consistent across all
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ombinations that included the inﬁll policy. Combining devel-
pment constraint with increased density spared more priority
esources than in either scenario alone, however fragmentation
ncreased compared to the increased density scenario. Combining
evelopment constraint with inﬁll resulted in less fragmentation,
ut greater loss of priority resources, than in the development
onstraint scenario alone, and greater fragmentation and resource
reservation than in the inﬁll scenario alone. This indicates poten-
ial for these policies to work against each other when it comes to
educing landscape fragmentation and loss of priority resources.
While an exhaustive analysis of tradeoffs is beyond the scope of
his study, we ﬁnd that no single conservation strategy, or combina-
ion of strategies, minimizes both impacts to priority resources and
andscape fragmentation. The selection of appropriate policies will
epend on local and regional goals, and may  be further complicated
y the challenges of working across jurisdictional boundaries. For
xample, choices of municipal governments to protect city green
pace may  export impacts to rural areas while at the same time
ounty policy makers may  be attempting to reduce fragmentation
f forests in those areas. The policies of these nearby or overlap-
ing jurisdictions would negatively affect one another’s outcomes.
t will be important for local and regional planners to understand
hese possible conﬂicts in order to ﬁnd ways to resolve them.
hese issues are also relevant to conservation planners. It is fre-
uent that tradeoffs must be made in conservation planning due to
ompeting interests and limited availability of resources (Newburn
t al., 2005; Wilson, Cabeza, & Klein, 2009). Empowering land man-
gers to collaborate on custom design conservation plans using
 suite of strategies may  facilitate conservation of biodiversity.
owever, the possibility that putting ﬁnite resources into multiple
venues that may  work against one another presents an additional
hallenge. Further analysis of the costs of implementing multiple
olicies when they do not provide additive results, and may  actu-
lly weaken the effects of one another, are necessary to improve
lanning strategies.
.2. Relevance and implications
The ﬂexible weighting scheme (development constraint param-
ter) introduced to the FUTURES modeling framework in this
pplication enabled the examination of scenarios based on any
et of priorities, with the potential to produce a more realistic
epresentation of the land change process than simply eliminat-
ng the possibility of development from priority areas (Newburn
t al., 2005; Peterson et al., 2003). However, the policies exam-
ned in these scenarios are hypothetical in nature. Understanding
he actual policy features necessary to achieve results revealed by
hese simulations would require local assessment of the inﬂuence
f such policies on development rates and patterns. Our analysis is
lso limited by the scenarios we addressed; other relevant policies
ay  exist that were beyond the scope of our study.
The simulations presented here are intended to be interpreted
t the regional level, providing an indication of broad trends rather
han speciﬁc locations of impact or implementable actions. The
esults are generally not appropriate for consideration in site-level
lanning processes (for example, planning a new neighborhood)
hat require analysis at ﬁner scales. Regional scale planning will
ecessitate cooperation amongst local planners and stakeholders
cross jurisdictional boundaries, a process that could be enhanced
hrough the use of scenario results (Checkland, 1995; Costanza,
996). We  also suggest that the study be repeated in additional
rbanizing regions in order to verify the transferability of our
esults to other locations.
Simulating land change under these scenarios has provided
n important avenue for exploring the potential landscape level
mpacts of future development on conservation priorities. FUTURESban Planning 136 (2015) 28–39 37
accounts not only for development demand and site suitability, but
the discrete patch-based region growing algorithm also captures
the spatial structure of expected growth–an essential characteristic
for quantifying ecological impacts. While other modeling frame-
works could be used to examine the impacts of alternative land
use scenarios on landscape patterns (Conway & Lathrop, 2005;
Swenson & Franklin, 2000), we  believe that the region-growing
capabilities of FUTURES make it particularly appropriate for this
type of analysis. However, this function of the model is contingent
on the continuation of historic trends and it is likely that urban-
ization processes will change over time, creating patterns which
could be difﬁcult to project. This is one drawback of our approach
and applies to many land change modeling applications. Despite
this challenge, our results demonstrate the value of using pattern
based analysis to examine the impacts of landscape change on con-
servation priorities. The method is also relevant for addressing
other ecological issues, such as impacts to speciﬁc species, and
could be coupled with other models to examine tradeoffs between
biodiversity conservation and ecosystem service provision (Chan
et al., 2006). For example, coupling FUTURES with the InVEST (Inte-
grated Valuation of Environmental Services and Tradeoffs; Nelson
et al., 2009) model would allow the evaluation of the inﬂuence of
landscape pattern on both conservation priorities and ecosystem
services. Results could be used to conduct a formal tradeoff analysis
involving stakeholders to determine actions for management (e.g.
Brown et al., 2001), a necessary component of land use planning
(DeFries, Foley, & Asner, 2004).
We  believe that the focus of the model on landscape patterns, in
combination with policy based scenario development, resulted in
visualizations that seem realistic and tangible, and are thus likely to
spawn discussion and change among land use planners (Peterson
et al., 2003; Xiang & Clarke, 2003). In order to further increase rele-
vance, the conservation scenarios presented here were designed
to reﬂect the conservation goals of the NCWRC (Peterson et al.,
2003; Swart et al., 2004). These visualizations of alternatives are
being used by the NCWRC to engage other community stakeholders
and guide effective preservation of the region’s remaining natural
resources while meeting the needs of a growing population.
5. Conclusions
Our results highlight the importance of considering multiple
criteria in policy formation for conservation. While each pro-
posed conservation strategy was designed to counter the impacts
of urbanization on natural resources, effectiveness in protecting
priority resources and avoiding landscape fragmentation were
variable. Ultimately, landscape outcomes will depend on the ﬁne
balance between population driven demand, human agency, and
the ability to employ appropriate conservation planning policies.
Combining these analyses with assessment of the social and eco-
nomic impacts expected from the scenarios will provide a more
complete framework for understanding the full range of tradeoffs
in both social and environmental systems.
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Appendix A.
Table A.1.
Table A.1
Site suitability factors.
Parameter Description Base data
Open space Euclidian distance to protected lands and open space Lands managed for conservation and open space1
Slope Slope of the terrain National elevation dataset (1-as)2
Hydrography Euclidian distance to water bodies Rivers, recreational lakes, and reservoirs3
Roads Euclidian distance to nearest roadway Primary and secondary road networks4
Interchanges Euclidian distance to highway interchanges Primary and secondary road networks4
Road density Road density within varying ranges (250–5000 m)  Primary and secondary road networks4
Municipal centers Euclidian distance to nearest municipality Locations of cities, towns, and other municipalities5
Multilevel structure County boundaries Census geographies5
Development pressure See Eq. (3) Historical and forecast development patterns6
1 Conservision-NC (www.conservision-nc.net).
2 United States Geological Survey (www.usgs.gov).
3 North Carolina ONEmap (www.nconemap.com).
4 North Carolina Department of Transportation (www.ncdot.org).
5 United States Census Bureau (www.census.gov).
6 Development patterns derived from analysis of Landsat satellite imagery and FUTURES simulations.
Appendix B.
Table B.1.
Table B.1
Summary of landscape metrics.
Starting state SQ DE† DC† ID† I† DC ± ID† DC ± I† ID ± I† DC ± ID ± I†
Developed
Class area
(ha)
73,683 242546(355)* −176(428) 3(351) −45154(405) −60(329) −45066(425) 38(387) −45155(380) −45273(377)
No.  of
patches
15,839 38848(342) −294(320) −537(256) −2344(263) −14279(192) −2632(309) −14449(204) −14475(201) −14649(227)
Mean patch
area (ha)
4.65 6.24(0.06) 0.04(0.06) 0.09(0.04) −0.84(0.04) 3.63(0.08) −0.79(0.05) 3.7(0.08) 1.86(0.07) 1.91(0.08)
Farmland
Class  area
(ha)
255,952 201259(315) −3877(326) −2678(317) 14977(358) 136(316) 12810(328) −2027(306) 15152(263) 13646(278)
No.  of
patches
159,186 147635(288) 4672(299) 3477(316) 3725(244) −4940(299) 6316(296) −2164(316) 241(276) 2276(318)
Mean  patch
area (ha)
1.61 1.36(0.00) −0.07(0.00) −0.05(0.00) 0.07(0.00) 0.05(0.00) 0.03(0.00) 0.01(0.00) 0.1(0.00) 0.07(0.00)
Forested land
Class area
(ha)
667,002 571118(383) 1911(337) 1615(371) 26106(311) 4990(343) 27340(403) 5955(339) 30655(313) 31444(325)
No.  of
patches
104,152 99031(364) 3010(267) 3370(339) 1331(311) −8010(292) 3663(340) −4148(278) −5165(303) −2465(313)
Mean patch
area (ha)
6.40 5.77(0.02) −0.15(0.02) −0.17(0.02) 0.18(0.02) 0.56(0.02) 0.06(0.02) 0.31(0.02) 0.64(0.02) 0.47(0.02)
S reased
R
A
A
B
B
B
BQ = Status quo; DE = development exclusion; DC = development constraint; ID = inc
* Mean (SD).
† Change from status quo.
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