Abstract
Mixed-Integer Programming for Cycle Detection in Non-reversible Markov Processes 1 Introduction
Simulation data stemming from chemical or biological processes typically lead to a huge amount of data points (time series) in some high dimensional space. Often a direct interpretation of these data for prediction or understanding of the underlying physical process is almost impossible due to the range of spatial and temporal scales. This led to the development of coarse graining methods that provide relevant information of the system on a level with less complexity.
One example widely used in the context of biological and chemical processes are Markov State Models (MSM) [3, 7, 8, 22] . In a MSM the underlying long time series is described by a Markov chain on some low dimensional space, i.e., there exists a stochastic transition matrix P , whose entries p ij can be interpreted as the portion of the system that will transit from state i to state j in one time step. If the vector v(t) represents a distribution at time step t, the matrix vector multiplication v(t)
T P = v(t + 1) T is a propagation of that distribution for one time step. The stationary distribution meets the condition π T = π T P , which means that π is a steady state.
A Markov chain with n states is called reversible if and only if the detailed balance condition π i p ij = π j p ji (1) holds for all i, j = 1, . . . , n. MSMs are well understood if they are applied to reversible processes, e.g., simulation of a molecule in water, for which spectral clustering is a commonly used coarse graining method.
In practice, however, many chemical and biological processes are not reversible. If the detailed balance condition is not met for states i and j, we can define a net flow between these two states by taking the difference π i p ij − π j p ji . It follows immediately that for n > 2 we can find cycles of positive flow as long as the process is non-reversible.
Non-reversible processes with a stationary distribution are sometimes called non-equilibrium steady state (NESS) processes (see [10] ). A catalytic process is one example of a NESS. A catalytic process is a chemical process in which the rate of chemical reactions is increased due to the presence of a catalyst. If one considers the (ensemble distribution of) states of the catalyst, they usually undergo a cycle in the conformational space, returning to its initial state at the end of the process. Thus, the catalyst is in a NESS. Each cycle transforms educts into products as illustrated in Figure 1 . The faster the productive cycle, the more effective the catalyst. For processes with such a behavior we want to find a clustering that maximizes the net flow of the cycle.
Spectral clustering is applied in two cases. If the process consists of m metastabilities, i.e., there is a set of states between which jumps only rarely occur, it is assumed that the spectrum of P has m leading eigenvalues (see [7] ). If the process consists of a dominant cycle of m states, i.e., there is an ordered set of states and the process jumps to the next state with a high probability, it is assumed that the spectrum of P has m complex eigenvalues close to the unit circle (see [10] ). Though processes involving different time scales like simulation of molecular dynamics are not likely to produce a dominant cycle. To analyze general cyclic behavior a more flexible approach is needed.
Contribution. Our main contribution is two-fold. First, we develop a new technique to detect cycles in Markov processes called cycle clustering. It is general in the sense that the inherent non-reversibility may not be dominating, i.e., the average "speed" of the cycle may be small relative to the overall time scale of interest. In contrast, previous methods such as [10] were designed for dominant cycles only. The computational results show that we are able to find cycles that are far from being dominant, which makes our method applicable to biological processes like catalysis. As such, our model could, for instance, be used to compute the effectiveness of the catalyst. Second, as a more abstract methodological contribution, we model and solve the underlying clustering problem using mixed-integer optimization. Compared to some classical methods, this approach requires few assumptions on the input data: transition matrices do not need to be reversible and there are no assumptions on its spectrum. The separation of clustering model and the underlying solution algorithm helps to focus on the semantics of the clustering independently of how they can be computed. The optimality guarantees given by mixed-integer programming solvers enable us to compute "best" clusterings and cycles with respect to the specified objective function.
The article is organized as follows. In Section 2, we give brief introductions to spectral clustering and the current state-of-the-art methods as well as an overview of mixed-integer programming techniques. In Section 3, we develop our new, optimization-based method to exhibit cyclic behavior in non-reversible Markov processes. Moreover, we describe the underlying mixed-integer programming model and prove its complexity. In Section 4, we investigate the viability of our approach by computational experiments both on small-scale, artificially created instances and the repressilator system from [11] . In Section 5, we give concluding remarks.
Background
The clustering method presented in this paper is based on mixed-integer optimization. As such it distinguishes itself from the spectral approach to cluster analysis most prevalent in molecular dynamics. In the following, we will briefly describe the main ideas of spectral clustering and mixed-integer programming.
Spectral Clustering
Spectral clustering is a common method to identify metastable sets in Markov State Models. Given an undirected graph G := (V, E) defined by a set of n vertices V , a set of edges E ⊆ V 2 , and a weighted adjacency matrix W ∈ [0, 1] n×n , where w ij = w ji > 0 if and only if there exists an edge e ij ∈ E. Moreover, let D be a diagonal degree matrix, where d ii = j w ij > 0 for all i ∈ V . The transition matrix P that describes a random walk on G is given by P := D −1 W , i.e., the probability to jump from node i to j is given by wij dii . If the graph is connected and non-bipartite, there exists a unique stationary distribution vector π ∈ [0, 1] n , such that π T P = π T (cf. [26] ). For each set of nodes C ⊆ V , the cut between C and its complement V \ C is defined by the set of edges e ij ∈ E with i ∈ C and j ∈ V \ C. The weight of the cut between C and V \ C is defined by ω(C) = i∈C,j∈V \C w ij . Now, the aim is to find a partition C 1 , . . . , C k of V such that the edges between clusters have small weight. A min-cut problem can be formulated as minimizing
In practice, similar objective functions like RatioCut [16] or Ncut [25] are used. More general information on spectral clustering can be found in [26] . A relaxation of the optimization problem leads to an eigenvalue problem for the first k eigenvectors of a graph Laplacian L = I − D −1 W = I − P . Eigenvectors corresponding to eigenvalues that are close to the Perron root λ 1 = 1 are the basis vectors of a special invariant subspace of P . There exists a transformed basis of this invariant subspace with the following property. The corresponding transformed basis vectors can be interpreted as the membership vectors of the metastable subsets of the state space. The method which finds this linear basis transformation is called PCCA+ [8] .
The analysis using a spectral approach is well understood when it comes to reversible Markov chains, i.e., when the evolution of the process is invariant under time reversal. If the process is non-reversible then the weight matrix W is not symmetric and the eigenvectors are not orthogonal. The canonical approach cannot be applied anymore. In [28] a variation on the PCCA+ algorithm has been developed that can be applied to non-reversible matrices, called G-PCCA. Instead of the spectral decomposition, G-PCCA uses the Schur decomposition such that the former follows as a special case.
Along a different line of research, some recent articles have tried to identify dominant structures such as cycles in non-reversible transition matrices, e.g., [9, 10] . In these methods, the cycles are assumed to be "dominant", which means that there is a high probability inside the Markov chain to follow these cycles. In this setting, complex pairs of eigenvalues of the transition matrices are clearly identifiable.
In constrast, the method presented in this paper aims at finding cycles in non-reversible transition matrices that are not necessarily dominant, but exhibit only rare circular jumps between metastable sets. This type of transitions is typical for catalytic and other biological processes. On the timescale of simulation the process is nearly reversible, but it has a small (in terms of probabilities) tendency towards the direction of a cyclic behavior. In these cases, non-reversibility is inherent to the process and does not stem from, e.g.,, truncation errors due to a finite sampling of a reversible Markov chain. Hence, methods that try to make such input amenable to analytical tools for reversible Markov chains, e.g., by computing the nearest reversible matrix as in [21] , are not applicable because they destroy the characteristics of the process.
Mixed-Integer Programming
A mixed-integer program (MIP) is an optimization problem that can be written in the form
with objective function c ∈ R n , constraint matrix A ∈ R m×n , constraint righthand side b ∈ R m , and lower and upper bound vectors , u ∈ (R ∪ {±∞}) n on the variables. When omitting the integrality conditions, we obtain the linear program (LP)
It constitutes a relaxation of the corresponding MIP and provides a lower bound on its optimum, i.e., z LP ≤ z M IP . This fact plays an important role in the LP-based branch-and-bound algorithm [6, 18] , the most widely used general algorithm to solve MIPs to global optimality. LP-based branch-and-bound is a divide-and-conquer method which starts by solving the LP relaxation of the problem to compute a lower bound and a solution candidate x . If x fulfills the integrality restrictions, the problem is solved to optimality; if not, it is split into (typically two) disjoint subproblems, thereby removing x from the feasible region of both LPs. Typically, an integer variable x i with fractional solution value x i is selected and the restrictions x i ≥ x i and x i ≤ x i are added to the two subproblems, respectively. This step is called branching. As this process is iterated, we store and update the best solutionx found so far whenever one of the subproblems has an integral LP solution.
The key observation is that a subproblem can be disregarded when its lower bound is greater or equal than the objective value ofx. This is called bounding. The branch-and-bound process is typically illustrated as a tree, cf. Figure 2 . The root node represents the original problem and the two subproblems created by the branching step correspond to two child nodes being created for the current node.
In modern MIP solvers the general branch-and-bound scheme is extended by various algorithms to enhance the performance, see, e.g., [1, 2, 23] and many more. Nevertheless, mixed-integer programming is complex both in theory (N P-hard, see, e.g., [15] ) and in practice: As explained, state-of-the-art solvers eventually rely on enumerative search over an exponentially large solution space and may converge slowly. However, even when terminated early for hard problem instances, they typically provide good solutions and give proven guarantees on the quality of the solutions returned.
Figure 2: Illustration of a branch-and-bound tree. Solving the LP relaxation of P , P1, and P3 led to branching steps on variables i1, i2, and i3, respectively. First feasible solutionx obtained by solving the LP relaxation of P5 (dashed node). Subproblem P6 has an infeasible LP relaxation after branching on i3 (dotted node). Afterwards, subproblems P4, P7, and P8 can be disregarded due to bounding (gray shaped), i.e., the lower bound of each subproblem is not smaller than the objective value ofx. Since all subproblems are processed,x is an optimal solution of P .
Cycle Clustering
In this section we present a new method for detecting global cyclic behavior of a Markov process by partitioning its state space into ordered clusters. The technique, which we call cycle clustering, can be applied to any discrete-time Markov process over a discrete (or discretized) state space with a stationary distribution. We show how an "optimal" cycle clustering can be computed using algorithms from mixed-integer programming.
Setting
We consider a Markov process with a finite set of states B = {1, . . . , n}. We will call states also bins in order to indicate that they might stem from a discretization of a continuous space as it is common in molecular simulations. However, this is not an underlying assumption of our method.
Let P ∈ [0, 1] n×n be the matrix of conditional transition probabilities, where p ij is equal to the probability of moving from bin i to bin j in one time step when initially in bin i. Then the only requirements for applying our method are 1. that P is right stochastic, i.e., all row sums are one, and 2. that P has a stationary distribution π, i.e., π ∈ [0, 1] n is a left-hand eigenvector for eigenvalue 1, π T P = π T , and i=1,...,n π i = 1.
Using the stationary distribution, we can compute the matrix W = diag(π)P of unconditional transition probabilities, which is the main input data for our method. The entry q ij = π i p ij equals the probability or intense of transitions from i to j in the whole ensemble of transitions.
Net Flow and Coherence
While in many biological processes such as catalysis it may be intuitively clear how to define cyclic behavior using application-specific interpretations of the state space, it is much less obvious in the abstract formalism of a Markov state model. Because of the probabilistic aspect it is not meaningful to look for a sequence of states that are visited in one fixed cyclical order. Moreover, a trajectory may not even visit all states as it completes one "iteration" of the cycle. We address these difficulties by combining cycle detection with clustering. Our goal is to partition the set of states into a fixed number of clusters and order them in form of a cycle such that with high probability we will encounter
• transitions from one cluster to the next cluster in cycle direction, or
• transitions within one cluster, but
• no transitions between clusters in backward direction.
To quantify this, we introduce the following measure of non-reversibility between two sets of states.
Definition 1 (net flow). Given two disjoint sets of states
The net flow f (A, B) corresponds to the portion of particles transiting from A to B minus the portion transiting backwards from B to A in one time step. Its value equals the sum of the deviations from the detailed balance conditions (1). The net flow is signed and by definition, f (A, B) = −f (B, A) for all A, B.
To ensure that, at the same time, clusters contain related groups of states, we use the following definition.
Definition 2 (coherence). Given a set of states
The coherence g(A) is hence equal to the unconditional probability of residing and remaining within A given the stationary distribution π. As such, it can be interpreted as a proxy for measuring closeness in the original state space.
Clustering Model
By an m-cycle clustering we denote a partitioning of the set of states into m pairwise disjoint clusters,
endowed with the cyclic order C 1 → C 2 → . . . → C m → C 1 . We are interested in cycle clusterings with large total net flow between consecutive clusters,
and large total coherence of the individual clusters, i.e.,
To use matrix notation, we can encode a clustering in an assignment matrix X ∈ {0, 1} n×m ,
Then our objective can be expressed in terms of the projected matrix of unconditional transition probabilities
Its diagonal entries w kk carry the coherences g(C k ). The net flow values f (C k , C ) equal w k − w k , i.e., they can be read from the off diagonal entries of
By construction, the diagonal entries of ∆ are zero. Furthermore, from π T P = π T it follows that the row sum vector of W equals its column sum vector, i.e., the row sums and column sums of ∆ are all zero.
As a first consequence, ∆ is the zero matrix if m ≤ 2, i.e., a clustering into a 2-cycle cannot exhibit any non-reversibility. In this sense, the smallest interesting case is a 3-cycle clustering. As a second consequence, for any 3-cycle clustering, ∆ must have the special structure
where we may assume ε ≥ 0 after reordering. Hence, in a 3-cycle clustering, the net flow between each two clusters, ε, is identical. Maximizing the total net flow 3ε is equivalent to maximizing pairwise non-reversibility. In our experiments later, we will also focus on this prototypical case of a cycle clustering with m = 3.
Finally, note that the two objectives, non-reversibility in terms of net flow and coherence, are not necessarily aligned: In general, we cannot assume that there will be one clustering that maximizes both criteria at the same time. Hence, we combine both and use a scaling parameter α > 0 to control the emphasis on coherence to obtain the weighted objective In our experiments, we will use a small value of α = 0.001 as a default.
The following gives an example where both criteria are important to detect a meaningful 3-cycle.
Example 3.1. Consider the process shown in Figure 3 , which has nine bins grouped into three "natural" clusters. The unconditional transition probabilities are attached to the edges, scaled by a factor of nine, the number of bins, for better readability. The example is constructed symmetrically such that there is a small cyclic flow between bins 1, 2, and 3. Each of these bins is connected to two more bins in a reversible fashion.
To obtain the highest possible total net flow of 0.3/9, a 3-cycle clustering must assign the states 1, 2, and 3 to different clusters. The assignment of the remaining states has no influence on the net flow and could therefore be performed arbitrarily-unless we take into account coherence. Coherence is maximized by clustering 4 and 5 with 1, 6 and 7 with 2, and 8 and 9 with 3, thus detecting the natural cyclic structure of the process.
Remark 3. In earlier models, we had also experimented with the natural idea of maximizing some measure of reversibility within each cluster. However, this incurs difficulties when the backward and forward probability between two states is zero or very small. First, this introduces a connection between two states that might not be at all or are only very weakly related. Second, it is inherently instable to classify such edges as irreversible or reversible because of the small differences. Coherence, as used here, avoids all these disadvantages.
Mixed-Integer Programming Formulation
In order to actually compute optimal cycle clusterings w.r.t. (3), we use the following MIP model. For each bin i ∈ B = {1, . . . , n} and cluster k ∈ C = {1, . . . , m}, we introduce a binary decision variables x ik with x ik = 1 ⇐⇒ i ∈ C k ⇐⇒ bin i is assigned to cluster k, which correspond to the entries of the assignment matrix X used before. Furthermore, with slight abuse of notation, we introduce continuous variables f k ∈ R ≥0 for the net flow from cluster k to φ(k), where
and continuous variables g k ∈ R ≥0 for the coherence of cluster k ∈ C. Then computing an optimal cycle clustering for a fixed number of m clusters can be expressed as the following MIP model:
s.t.
Constraints of type (5) ensure that each bin i is assigned to exactly one cluster k. Constraints (6) assert that there are no empty clusters. The net flow between two consecutive clusters k and φ(k) is described by constraints of type (7) . The coherence within each cluster k is modeled by constraints of type (8) .
The products of binary variables appearing in constraints (7) and (8) are nonlinear. We have applied a standard reformulation technique [13] to obtain a mixed-integer linear programming formulation that can be solved by standard state-of-the-art MIP solvers. This requires the introduction of additional auxiliary variables, but yields significantly lower solution times than using global mixed-integer nonlinear programming solvers.
Remark 4. We want to point out that the MIP model is even more general than our initial development of the cycle clustering approach. It only requires a non-negative matrix W as input and does not rely on the form W = diag(π)P with P being a stochastic matrix and π its stationary distribution vector.
Complexity of Cycle Clustering
While it is known that mixed-integer programming is N P-hard in general [24] , special subclasses still may be easier. In this section we discuss the complexity of cycle clustering and show that it is N P-hard by a reduction from the multiway cut problem [5] .
Definition 5 (multiway cut). Let G = (V, E) be a graph with non-negative edge weights c(e) ≥ 0 and a set of specified vertices S = {s 1 , . . . , s m } ⊆ V called terminals. A multiway cut is a subset of edges E ⊆ E that separates the terminals s 1 , . . . , s m in the sense that there exists no path from any terminal to any other terminal in (V, E \ E ). The multiway cut problem is that of finding a weight-minimal multiway cut.
The multiway cut problem is N P-hard for any fixed m ≥ 3 [5] , which allows us to prove the following.
Theorem 6. The cycle clustering problem as defined in Section 3.3 is N P-hard for any m ∈ N, m ≥ 3, and any α > 0.
Proof. Suppose we are given a multiway cut instance over an undirected graph G = (V, E) with the set of nodes V = {1, . . . , n}, the set of edges E ⊆ V 2 , and edge weights c(e) ≥ 0. Let S = {s 1 , . . . , s m } be the set of terminals for m ≥ 3. Because edges between terminals contribute a constant offset to the objective value of any multiway cut, we may assume w.l.o.g. that E ∩ S 2 = ∅. Because disconnected non-terminal nodes can be assigned arbitrarily, we may assume w.l.o.g. that v∈V : {uv}∈E c({uv}) > 0 for all u ∈ V \ S. In order to show that this instance can be solved as a cycle clustering problem, we construct a directed graph D = (V, A) with arc set
(auxiliary arcs)
The first two parts split edges into forward and backward arcs and the third set, which may be empty, ensures that the cycle
To define arc weights, we partition the edges of G intǒ
for all a = (s i s j ) ∈ A with j = φ(i), c(e)/2 for all a = (uv) ∈ A, {uv} ∈Ě.
Here M is chosen sufficiently large such that each terminal will later be forced into a different cluster, i.e., From this construction we derive a weighted adjacency matrix Q ∈ R n×n via
Normalization of each row by its row sum Q u· 1 = u ∈V q uu , which by assumption is non-zero, gives a stochastic matrix P ∈ [0, 1] n×n with entries
This transition matrix P has a unique stationary distribution π given by
for u = 1, . . . , n. The corresponding matrix W of unconditional transition probabilities has entries
for u, v = 1, . . . , n, and thus
Hence, only edges between consecutive terminals violate the detailed balance condition and contribute to the net flow. Now let C 1 , . . . , C m be an optimal solution of the cycle clustering problem w.r.t. the constructed matrix P and the stationary distribution π. W.l.o.g., assume s 1 ∈ C 1 . Due to the choice of M , in any optimal clustering, terminal s k must be in cluster C k .
Finally, since the assignment of non-terminal nodes does not affect the net flow, they must be assigned such as to maximize coherence. The following calculation shows that maximizing this remaining part of the objective function is equivalent to minimizing the weight of the edges in the corresponding multiway cut,
c(e) multiway cut weight
To summarize, we gave a polynomial reduction of the multiway cut problem to cycle clustering, proving that cycle clustering is N P-hard.
Computational Experiments
To evaluate our new clustering approach we used both synthetic instances and a well-known system of differential equations that model the interaction of genes [11] . In the first part of this section we describe the set of instances we have used for the computational experiments in more detail. In the second part we discuss the solving environment and the software we have used. Finally, we present our computational results. 
if exp(−β(Ω(x new ) − Ω(x i−1 ))) < u i then 6: 
Testset
Catalytic Cycle. To create data sets that resemble molecular dynamical simulations, a hybrid Monte-Carlo method (HMC) was applied to a synthetic, twodimensional energy landscape Ω as described in [4, 12] . In this variant of an HMC, the system is propagated with a drift to one of the minima defined by the potential Ω and an additional random value, followed by a Metropolis-like acceptance step that assures the convergence of the distribution defined by the function Ω. If the system enters a predefined set the drift is updated for the next state of the cycle. This creates the dynamics of a metastable system with rare asymmetric jumps, that one would expect from a catalytic cycle.
Algorithm 1 yields a sampling of length N , which is used to compute the transition matrix. We extracted n vectors c 1 , . . . , c n from the sampling such that the fill distance
was minimized. The vectors c i are the centers of regions (bins) and following [27] , radial basis functions
with values in (0, 1) were used as membership function, i.e., instead of assigning every x to one bin, it is assigned to bin i with the fraction Φ i (x). The transition matrix P was then defined as
where the notationx k refers to a propagation of the system by a time step t, i.e.,x k is the state of x k after t steps. In the examples we set t = 1.
The method was applied to examples with three, four, and six minima to show the influence of the applied drift on the clustering and the value of maximal flow. The potential functions have their minima arranged on a circle around a single maximum and are of the form
with x = 0.5 and y = 0.5 √ 3. The minima resemble the metastable macroscopic states of the system. Trajectories with N = 10000 steps were simulated to construct matrices with n = 20 bins.
Repressilator. The repressilator is a system of differential equations that describes a synthetic genetic regulatory network [11] consisting of three genes, TetR, γcI, and LacI. Each of the genes produces a protein p that represses the production of mRNA m of another gene. The symmetric system was described in [11] by the equations
with v = 298.2 transcriptions per second, β = 1/5 the ratio of protein decay rate to mRNA decay rate, a growth constant v 0 = 0.03, and a Hill coefficient h = 2.
Trajectories were started at 200 points in the six-dimensional cube of the interval [0, 20] and simulated for 1.5 seconds using the ode45 function by Matlab. The starting points were generated by a Niederreiter sequence (see [19, 20] ) with values from [0,1] and scaled afterwards. The transition matrix was defined similar as above by
Testing Environment
For computing optimal cycle clusterings we used the mixed-integer programming solver SCIP, which is free for academic purposes [14] . Table 1 : Summary of results for all test instances. The repressilator MIP could not be solved to optimality within the time limit of 3600 seconds. Note that the G-PCCA result in the last line are added as a reference and computed by a different clustering algorithm without guaranteed bound on the objective, see [28] .
solving process of SCIP, we implemented three problem-specific heuristics that try to find good primal solutions. They are called at the root node and during the branch-and-bound search:
• First, we implemented a greedy heuristic to construct a feasible clustering by iteratively assigning the bins to clusters. The heuristic starts with the assignment of bin 1 to cluster 1 and assigns all remaining bins iteratively. Therefore, the best possible assignment w.r.t. non-reversibility and coherence is computed in each assignment step.
• Second, inspired by the approach with Schur vectors [28] , we use the solution of the LP relaxation at each node within the branch-and-bound procedure as a starting point for a rounding heuristic that knows the specific problem structure.
• Third, we implemented an improvement heuristic similar to [17] that iteratively tries to identify a bin that can be moved to a different cluster such that the objective function is increased.
Note that none of these procedures is guaranteed to find an optimal clustering or even to succeed at all at finding a feasible solution. However, applied regularly as part of the global solution process of SCIP they help to accelerate the convergence of the primal and dual bound significantly. All tests were run sequentially on identical machines with an Intel Xeon Quad-core with 3.2 GHz and 48 GB of RAM. To balance net flow and coherence in the objective function, we used a value of α = 0.001.
Computational Results
We analyzed results for the two different experimental settings of Section 4.1. In the Catalytic Cycle example, there exist strong metastabilities with a weak non-reversible net flow between them. Our results show that our method is able to identify non-dominant cycles between metastable clusters. The results for the second example Repressilator show that we are also able to find dominating cyclic structures. Moreover, our novel MIP formulation provides biologically meaningful clusterings and outperforms state-of-the-art approaches in that sense. Catalytic Cycle. In the first four rows of Table 1 and in Figure 4 one can see the results of the HMC simulations of potential energy surfaces different number of metastabilities (3, 4, and 6) and a small or larger drift (0.1 and 0.2). Column "best obj." states the objective function value of the best cycle clustering that was computed and is composed of column "net flow" ( k f (C k , C φ(k) )) plus 0.001 times column "coherence" ( k g(C k )). Because SCIP could compute proven optimal cycle clusterings for these four instances, the "best obj." values equal the "obj. bound" values that state the proven upper bound. In all four cases our approach was able to correctly identify the metastabilities and the direction of the drift.
Furthermore, we can observe that the coherence within the clusters is large although α was chosen small. Note that it equals 1 minus the probability of seeing transitions between clusters. By construction, the net flow is comparatively small, but could still be detected consistently. The next example shows that our method is also able to analyze systems with a fast and productive cycle.
Repressilator. For the repressilator model, the last two rows of Table 1 compare the cycle clustering solution (MIP) with a solution of the spectral clustering algorithm (G-PCCA) explained in Section 2 and [10, 28] . Note that here the "drift" column does not apply and G-PCCA was not designed with this objective function in mind and by its nature does not compute any proven objective bound. In this sense we want to emphasize that this comparison does not provide any kind of benchmark.
The resulting MIP problem was significantly larger and computationally more challenging than for the synthetic instances, and SCIP could not solve it to optimality within one hour. Nevertheless, the best clustering solution returned by SCIP exhibits both large net flow and coherence. Furthermore, the objective bound guarantees that it is at most a factor of 1.8 from the objective of an optimal cycle clustering.
To analyze the clusterings in more detail, consider the projected transition matrices in the notation of Chapter 3.3, 
(b) Solution obtained by cycle clustering. with
Here, the cycle C 1 → C 2 → C 3 can be clearly identified. In comparison to this, the matrix In Figure 5a , we have plotted the arithmetic averages of the protein and mRNA concentrations in each cluster both for the G-PCCA clustering and the cycle clustering. In the cycle clustering solution, one can clearly identify a peak of p A , m A in cluster C 1 , a peak of p B , m B in cluster C 2 , and a peak of p C , m C in cluster C 3 . In contrast, the protein and mRNA concentrations in the G-PCCA clusters seem more uniform and-besides a slightly decreased concentration of m C , m A , and m B in cluster C 1 , C 2 , and C 3 , respectively-make it difficult to detect a particular structure.
In this sense, cycle clustering succeeds in separating states in a biologically meaningful way, using only simulation data, without additional knowledge about the defining dynamical system. Each identified cluster of the system corresponds to a biological entity of a protein together with its mRNA. In constrast, the G-PCCA solution does not seem to be interpretable in terms of (separate) biological entities. The high productivity of the system is not reflected by the objective value of the G-PCCA solution, while the MIP solution accounts well for the cyclic nature of the repressilator.
MIP Performance. As can be seen from the running time in the last column of Table 1 , the improved clustering solutions come at the price of increased computing times. While G-PCCA took less than a second, SCIP could not solve the MIP problem to optimality within the time limit of one hour. This is not surprising given Theorem 6, which proves that cycle clustering is a hard combinatorial optimization problem.
However, good cycle clustering solutions are usually computed very early during the solution process and for the repressilator solution the dual bound proves that the best clustering w.r.t. our objective function can be at most 2.6 times as good as the solution stated in Table 1 . In future research, we will focus on improving the performance of MIP solvers for cycle clustering by further dedicated techniques.
Conclusion
Many non-reversible biological processes seem to be mainly reversible on a small time-scale. In order to identify the global cyclic behavior of the system, we formulated an optimization problem for partitioning the state space into certain cluster which are "visited" in a non-reversible manner. Standard approaches which use spectral information of the transition matrix P are constructed such that they find dominant cycles or the strongest metastabilities, but they do not account for non-reversible cycles if these cycles are hidden, i.e., not dominant.
We prove that the new clustering method amounts to solving an N P-hard combinatorial optimization problem. However, computational experiments show that our solution strategy, which uses a mixed-integer programming formulation, effectively finds optimal or near-optimal clusterings. The results for a genetic regulatory network demonstrate that the identified clusters are meaningful in the biological context. This clustering was not found by standard or spectral approaches. One reason for that could be, that the problem of finding a global cycle with maximal net flow is a more complex problem than determining a dominant cycle with the help of spectral analysis, i.e. Schur-decomposition.
