The relative Mishchenko--Fomenko higher index and almost flat bundles I:
  The relative Mishchenko--Fomenko index by Kubota, Yosuke
ar
X
iv
:1
80
7.
03
18
1v
2 
 [m
ath
.K
T]
  2
9 O
ct 
20
18
THE RELATIVE MISHCHENKO–FOMENKO HIGHER
INDEX AND ALMOST FLAT BUNDLES
YOSUKE KUBOTA
Abstract. In this paper, we introduce an alternative definition of the
Chang–Weinberger–Yu relative higher index as a relative analogue of the
Mishchenko–Fomenko index pairing. We use this definition to construct
the dual relative higher index map, which is related to the index pairing
with almost flat bundles.
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2 YOSUKE KUBOTA
1. Introduction
In [CWY15], Chang, Weinberger and Yu introduced a new index theoretic
invariant, called the relative higher index, for spin manifolds with boundary.
It is an obstruction to a collared Riemannian metric with positive scalar
curvature. The aim of this paper is to give a new equivalent definition
of this invariant by using Kasparov’s KK-theory. It enables us to define
the dual higher index map, which relate the relative higher index with the
geometry of hermitian vector bundles on Riemannian manifolds.
For a compact space X with a reference map to BΓ, the higher index
map for X is a homomorphism
µΓ∗ : K∗(X)→ K∗(C
∗(Γ)).
When Γ is torsion-free, the the higher index map for BΓ is called the the
Baum–Connes assembly map and conjectured to be an isomorphism. The
higher index map is defined in several ways with different backgrounds, each
of which has an advantage. Kasparov’s definition [Kas88] using the descent
functor in equivariant KK-theory enables us to define the assembly map with
coefficients. In coarse index theory [Roe96], the higher index is realized as
the boundary homomorphism of an exact sequence of C*-algebras and hence
described without any use of KK-theory. The Mishchenko–Fomenko higher
index [MF79], which is defined only for free Γ-spaces (i.e. Γ-Galois cover-
ings), also has an advantage. Since it is defined as the Kasparov product
with the element of K0(C(X)⊗ C
∗(Γ)) represented by the Mishchenko line
bundle, we can define the dual assembly map
βΓ : K
∗(C∗Γ)→ K∗(BΓ)
which is dual to µΓ∗ .
For a pair (X,Y ) of compact spaces with a reference map to (BΓ, BΛ),
the relative higher index is a homomorphism
µΓ,Λ∗ : K(X,Y )→ K∗(C
∗(Γ,Λ)).
Here, the relative group C*-algebra C∗(Γ,Λ) is defined as the suspension
of the mapping cone of the homomorphism between maximal group C*-
algebras. It was first defined by [CWY15] as a relative version of the coarse
higher index. After that, Deeley and Goffeng gave an alternative defini-
tion in [DG15, DG17] from the viewpoint of Baum–Douglas geometric K-
homology and its variations developed in [Dee16]. The first main result of
this paper, discussed in Section 3, is the third definition of the relative higher
index; a relative version of the Mishchenko–Fomenko index pairing. Here
we define the ‘relative Mishchenko line bundle’ as an element of the group
K0(C0(X
◦)⊗C∗(Γ,Λ)), where X◦ is the interior X \Y . In the same way as
the ordinal Baum–Connes assembly map, our definition enables us consider
the dual
βΓ,Λ : K
∗(C∗(Γ,Λ))→ K∗(BΓ, BΛ).
of the relative assembly map.
The notion of almost flat bundle provides a geometric perspective on the
higher index theory. It was introduced by Connes–Gromov–Moscovici [CGM90]
for the purpose of proving the Novikov conjecture for a large class of groups.
Its central concept is the almost monodromy correspondence, that is, the
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correspondence between almost flat bundles and quasi-representations of the
fundamental group. This almost one-to-one correspondence has been stud-
ied in various contexts such as [CH90,MM01,Dad14,CD15]. In Section 5,
we discuss on a relative version of this correspondence. We define relative
versions of almost flat bundles and group quasi-representations and show
their correspondence following the work of Carrio´n–Dadarlat [CD15]. Our
definition of almost flatness for an element of relative K0-group is inspired
from the one suggested in [Gro96] and [Lis13]. We also introduce a modified
version definition using stably relative bundle, which is more relevant to the
relative higher index of (Γ,Λ).
In [HS06, HS07], Hanke and Schick proved that the higher index of the
Dirac fundamental class [M ] of an enlargeable closed spin manifold M does
not vanish without any assumption on the fundamental group concerned
with the Baum–Connes conjecture. As is reorganized in [Han12], this is
essentially a consequence of the fact that the relative higher index of [M ]
not vanish if M admits an almost flat bundle with non-trivial index pairing.
In their proof, the Mishchenko–Fomenko description of the higher index
and its dual map plays a central role. In Section 6, we establish a relative
version of this theorem by using our Mishchenko–Fomenko description of
the relative higher index. Another application of this technique is concerned
with the codimension 2 obstruction by Hanke–Pape–Schick [HPS15]. Here,
the higher index of an codimension 2 submanifoldW ofM (with a condition
on homotopy groups) is shown to be an obstruction for M \W to have a
non-trivial relative higher index.
A key idea of [HS06] is to treat an infinite family of almost flat bundles
simultaneously and relate the asymptotics of the index pairings with the
higher index. On the other hand, by using the ℓ1(Γ)-valued higher index
instead of C∗(Γ), it can be mapped to a projection up to a small correction by
a single quasi-representation. This map is studied in [CGM90] and compared
with the index pairing with the associated almost flat bundle. In [Dad12],
Dadarlat gives an alternative approach using Lafforgue’s Banach KK-theory.
In Section 7, we generalize this approach for the relative setting. Here
we reformulate the result in [Dad12] in terms of the quantitative K-theory
introduced by Oyono-Oyono and Yu in [OOY15].
In Section 8, we study the relative version of the problem proposed by
Gromov in [Gro96, Section 423 ]. As a consequence of the almost monodromy
correspondence, we know that any almost flat bundle is obtained by pull-
back from the classifying space BΓ. Then it is a natural question whether
any element in K0(BΓ) (or K0(BΓ) ⊗ Q) is represented by an almost flat
bundle. This problem is first considered in [Gro96, Section 81415 ] geometri-
cally for the fundamental group of a Riemannian manifold with non-positive
sectional curvature. After that, Dadarlat gives a KK-theoretic approach to
this problem in [Dad14]. Here we follow this idea to study the almost flat K-
theory class of the pair (BΓ, BΛ). A key ingredient is the Dirac–dual Dirac
method. It is used to show the injectivity of the relative assembly map (this
problem is also studied in [DG17] in a different setting) and, equivalently,
the surjectivity of the dual assembly map. This part is discussed in Section
4. Moreover, the celebrated Tikuisis–White–Winter theorem [TWW17] in
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the theory of C*-algebras enables us to include a large class of residually
amenable groups to the range of our discussion.
The discussion in Section 8 evidences that almost flat relative and sta-
bly relative bundles introduced in Section 5 are geometric counterparts of
the relative higher index theory of (Γ,Λ) and (Γ, φ(Λ)) respectively. On
the other hand, relative almost flat bundles are in one-to-one correspon-
dence with almost flat bundles on the invertible double Mˆ := M ⊔N (−M).
In Section 9, we give a higher index theoretic counterpart of this corre-
spondence. That is, for a manifold M partitioned by a hypersurface N as
M =M1⊔NM2, we relate the relative higher indices of M1 andM2 with the
higher index of M . A key ingredient is the KK-equivalence of the group C*-
algebra of the amalgamated free product with a mapping cone C*-algebra,
which is essentially proved by Pimsner [Pim86]. This relation is useful to
show the non-vanishing of from one to another. In particular, we introduce
two applications. First, we get the non-vanishing of the higher index of M
from that of the hypersurface N in a different approach to [Zad10]. Second,
we discuss the invariance of the non-vanishing of the higher index under the
cutting-and-pasting of a manifold along a hypersurface.
Notation 1.1. Throughout this paper we use the following notations.
• For a C*-algebra A, let A+ denote its unitization A+ C · 1.
• For a C*-algebra A, let M(A) denote its multiplier C*-algebra and
Q(A) :=M(A)/A.
• For a C*-algebra A and a < b ∈ R∪{±∞},let A(a, b) := A⊗C0(a, b).
Similarly we define A[a, b) and A[a, b]. For a Hilbert A-module E,
let E(a, b) denote the Hilbert A(a, b)-module E ⊗ C0(a, b).
• For a ∗-homomorphism φ : A→ B, let Cφ denote the mapping cone
C*-algebra defined as
Cφ = {(a, bs) ∈ A⊕B[0, 1) | φ(a) = b0}.
• For a Hilbert A-module E, let B(E) and K(E) denote the C*-algebra
of bounded adjointable and compact operators on E respectively.
Let U(E) denote the unitary group of B(E).
• We say that a Real C*-algebra is a C*-algebra equipped with an
antilinear involutive ∗-isomorphism a 7→ a¯. An element a ∈ A is
said to be real if a¯ = a. In particular, let S0,1 denote the Real
C*-algebra C0(R) with the complex conjugation f(x) := f(−x).
• For a compact space X and a Hilbert A-module P , let PX denote
the trivial bundle X × P on X.
• Let A be an ungraded C*-algebra and let E = E0 ⊕ E1 be a Z2-
graded Hilbert A-module. For an odd operator F ∈ B(E), we write
F 0 ∈ B(E0, E1) and F 1 ∈ B(E1, E0) for the operators such that
F =
(
0 F 1
F 0 0
)
.
Note that F 1 = (F 0)∗ if F is self-adjoint.
Acknowledgment. The author would like to thank Yoshiyasu Fukumoto
for introducing him to this topic, John Roe for his helpful discussion and
encouragement, and Martin Nitsche and Thomas Schick for their careful
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reading and helpful comments on a previous version of this paper. This
work was supported by RIKEN iTHEMS Program.
2. Preliminary on relative higher index maps
In this section, we review the existing two definitions of the relative higher
index for self-consistency of the paper.
Notation 2.1. For a pair (X,Y ) of locally compact spaces with a defor-
mation retract neighborhood U of Y (for example, a pair of finite CW-
complexes or finite Γ-CW-complexes) and r ∈ [0,∞], set
Yr :=
{
Y × [0, r] for r ∈ [0,∞),
Y × [0,∞) for r =∞,
Xr := X ⊔Y Yr.
For r ∈ [1,∞), let Y ′r := Y × [1, r] ⊂ X∞.
Let Γ and Λ be countable discrete groups and let φ : Λ → Γ be a group
homomorphism. Then we have a continuous map Bφ : BΛ → BΓ. Since
both BΓ and BΛ have the homotopy type of CW-complexes, we may replace
BΓ with the mapping cylinder BΓ ⊔Bφ BΛ[0, 1] and BΛ with BΛ× {1} to
assume that Bφ is injective.
The domain of the relative higher index map is the K-homology or KO-
homology group of the pair (X,Y ) of finite CW-complexes with a reference
map (X,Y ) → (BΓ, BΛ), to which the pull-back Galois coverings Γ →
X˜ → X and Λ → Y˜ → Y are associated. In this paper we employ the
Baum–Douglas geometric K-homology among the equivalent definitions of
the K-homology group. That is, an element of KOi(X,Y ) is represented by
a triplet (M,f,E), where
• M is a compact spin manifold of dimension 8n+i with the boundary
N ,
• f : (M,N)→ (X,Y ) is a continuous map of pairs, and
• E is a real vector bundle on M .
Similarly, a cycle in complex K-homology is represented by a triplet (M,f,E),
where M is a 2n + i-dimensional spinc manifold with the boundary N ,
f : (M,N) → (X,Y ) and E is a complex vector bundle on M . For equiv-
alence relations between such triples, see [BHS07, Definition 5.6] (see also
[RSV09, Section 2] for the KO case).
The range of the relative assembly map is the K-group (or KR-group)
of the relative group C*-algebra. Let C∗max(Γ) denote the maximal group
C*-algebra of Γ, that is, the completion of the group algebra C[Γ] by the
maximal C*-norm. It has the Real C*-algebra structure by the complex
conjugation
∑
aγuγ :=
∑
aγuγ . In this paper we use the same symbol φ for
the induced ∗-homomorphism C∗max(Λ)→ C
∗
max(Γ).
Definition 2.2 ([CWY15, Section 2]). Let φ : Λ → Γ be a homomorphism
of discrete groups. The maximal relative group C*-algebra is defined to be
C∗max(Γ,Λ) := S
0,1 ⊗ Cφ,
where S0,1 is the Real C*-algebra as in Notation 1.1.
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Hereafter we omit the subscript max for simplicity of notations.
Let
ψ : SC∗(Γ)→ Cφ, θ : Cφ→ C∗Λ
denote the inclusion ψ(bs) := (0, bs) and evaluation θ(a, bs) := a respectively.
They induce the homomorphism of the Puppe exact sequence
· · · → KR∗(C
∗Λ)
φ∗
−→ KR∗(C
∗Γ)
ψ∗
−→ KR∗(C
∗(Γ,Λ))
θ∗−→ KR∗−1(C
∗Λ)→ · · · .
The relative higher index is a map
µ∗ = µ
X,Y
∗ : KO∗(X,Y )→ KR∗(C
∗(Γ,Λ))
which have the following properties.
(2.3) It is functorial, that is, if we have a continuous map Φ: (X,Y ) →
(X ′, Y ′) commuting with the reference maps, then µX
′,Y ′◦Φ∗ = µ
X,Y
holds.
(2.4) The diagram
// KO∗(Y )
i∗ //
µY∗

KO∗(X)
j∗ //
µX∗

KO∗(X,Y )
∂ //
µX,Y∗

KO∗−1(Y )
i∗ //
µY∗−1

KO∗−1(X) //
µX∗−1

// KR∗(C
∗Λ)
φ∗// KR∗(C
∗Γ)
ψ∗ // KR∗(C
∗(Γ,Λ))
θ∗ // KR∗−1(C
∗Λ)
φ∗// KR∗−1(C
∗Γ) //
commutes.
By the property (2.3), it defines the relative assembly map
µΓ,Λ∗ : KO∗(BΓ, BΛ)→ KR(C
∗(Γ,Λ)),
where
KO∗(BΓ, BΛ) := lim−→
(X,Y )⊂(BΓ,BΛ)
KO∗(X,Y ).
Hereafter we simply write the relative higher index map as µ∗ or µ
Γ,Λ
∗ instead
of µX,Y∗ .
2.1. Coarse geometric definition by Chang–Weinberger–Yu. The
first definition of the relative higher index is given by Chang–Weinberger–
Yu [CWY15] by using coarse index theory. Here we start with a brief sum-
mary of the coarse index theory. The basic references are [HR00, Yu97,
OOY09].
Let Z be a Riemannian manifold equipped with an ample (i.e. any non-
zero function f ∈ Cc(Z) acts on L
2(Z) noncompactly) regular Borel mea-
sure. For an operator T ∈ B(L2(Z)), its support suppT ⊂ Z2 is the com-
plement of the union of supp f × supp g, where (f, g) runs over all pairs
of compactly supported functions on Z such that gTf = 0. An operator
T ∈ B(L2(Z)) is said to be
• of finite propagation if Prop(T ) := sup{d(x, y) | (x, y) ∈ suppT} is
finite,
• locally compact if Tf, fT ∈ K(L2(Z)) for any f ∈ Cc(Z).
For a Riemannian manifold M with a Γ-Galois covering M˜ and N ⊂M ,
we define four C*-algebras C∗(M˜)Γ, C∗L(M), C
∗
L(M˜)
Γ and C∗L(N ⊂ M) as
following.
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• The Γ-invariant maximal Roe algebra C∗max(M˜)
Γ is the closure of
the Real ∗-algebra C[M˜ ]Γ of Γ-invariant locally compact operators
on L2(M˜) of finite propagation by the maximal norm ‖·‖max among
the C*-norms on it.
• The (resp. Γ-invariant) maximal localization algebra C∗L,max(M) (resp.
C∗L,max(M˜)
Γ) is the closure of the ∗-algebra CL[M ] (resp. CL[M˜ ]
Γ)
of all uniformly continuous families (Tt)t∈R≥0 of (resp. Γ-invariant)
locally compact operators on M (resp. M˜) with Prop(Tt) → 0 as
t→∞.
• For a subset N ⊂ M , we define the ideal C∗L(N ⊂ M) of C
∗
L(M)
as the closure of the ∗-ideal CL[N ⊂ M ] of CL[M ] consisting of
T ∈ CL[M ] with d(N
2, suppTt)→ 0 as t→∞.
These C*-algebras are equipped with the Real structure induced from that
of the Hilbert space L2(M˜). Hereafter we omit the subscripts ‘max’ for
simplicity of notations.
Let (M,f,E) be a representative of an element of KO0(X,Y ). We fix a
Riemannian metric g on M∞ whose restriction to N∞ is a product metric
dr2 + gN . We introduce some homomorphisms between coarse C*-algebras
arising from (M∞, g). Note that an element T ∈ C[M˜1]
Γ is represented by
a kernel function T (x, y), which is a Γ-invariant Borel function on M˜ × M˜ .
• Take a Borel section M2 → M˜2 and let Σ denote its image. Then
we get a Γ-equivariant unitary V : L2(M˜2) → L
2(Σ) ⊗ ℓ2(Γ) which
induces an isomorphism
ζM˜2 := Ad(V ) : C
∗Γ⊗K(L2(Σ))→ C∗(M˜2)
Γ.
• Let N¯2 denote the restriction of the Γ-covering M˜2 to N2 and let
π¯ : N˜2 → N¯2 denote the projection. The composition
φ˜ := ζN¯2 ◦ (φ⊗ id) ◦ ζN˜2
gives a ∗-homomorphism from C∗(N˜2)
Λ to C∗(N¯2)
Γ. The kernel
function of φ˜(T ) is written as
φ˜(T )(x, y) =
∑
π¯(y˜)=y
T (x˜0, y˜), a.e. (x, y) ∈ N¯2 × N¯2
where x˜0 is an arbitrary choice of a point of π¯
−1(x). Thanks to
this description, we also get φ˜L : C
∗
L(N˜2)
Λ → C∗L(N¯2)
Γ (cf. [CWY15,
(2.13)]).
• We write the inclusions as
h : C∗(N2)→ C
∗(M2), hL : C
∗
L(N2)→ C
∗
L(M2).
We also write the composition of similar inclusions of invariant Roe
algebras with φ˜ and φ˜L as
h˜ : C∗(N˜2)
Λ → C∗(M˜2)
Γ, h˜L : C
∗
L(N˜2)
Λ → C∗L(M˜2)
Γ.
We also write h′L for the inclusion C
∗
L(N
′
2 ⊂M2)→ C
∗
L(M2).
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• The map Tt 7→ Tt+κ gives rise to an asymptotic morphism from
C∗(N ′2 ⊂M2) to C
∗(N2). Hence we get an asymptotic morphism
τκ : Ch
′
L → ChL.
• Let π : M˜2 → M2 denote the projection, let R denote the injec-
tivity radius of M2 and let 0 < ε < R/2. For T ∈ B(L
2(M2))
with Prop(T ) < ε, the kernel function T (x, y) uniquely lifts to a
Γ-invariant function T˜ (x, y) on M˜2 × M˜2 with the property that
Prop(T˜ ) < ε and T˜ (x, y) = T (π(x), π(y)) for any x, y ∈ M˜2 with
d(x, y) < ε. Now, θκ : Tt 7→ T˜t+κ gives rise to an asymptotic mor-
phism
θκ : C
∗
L(M2)→ C
∗
L(M˜2)
Γ.
Remark 2.5. We give some remarks on these C*-algebras and homomor-
phisms.
(1) LetDalg(M˜r)
Γ denote the ∗-algebra of finite propagation operators T
on L2(M˜r) which is pseudo-local, that is, [T, f ] is a compact operator
for any f ∈ Cc(M˜r). It includes C[M˜r]
Γ as an algebraic ideal. It is
proved in [OOY09, Lemma 2.16] that an algebraic action x 7→ Tx
is extended to a bounded adjointable endomorphism on C∗(M˜r)
Γ.
Hence Dalg(M˜r)
Γ is identified with a subalgebra of M(C∗(M˜r)
Γ).
(2) Since the inclusion C∗(N¯2)
Γ → C∗(M˜2)
Γ induces the isomorphism
of KR-groups, so is the ∗-homomorphism
ζφ : Cφ⊗K(L
2(Σ))→ Cφ˜ ⊂ Ch˜
given by ζφ(a, bs) = (ζN˜2(a), ζN¯2(bs)).
(3) By the construction of θ and hL, the diagram
C∗L(N2)
hL //
θ
N2
s

C∗L(M2)
θ
M2
s

C∗L(N˜2)
Λ h˜L // C∗L(M˜2)
Γ
commutes. Hence we get an asymptotic morphism
χs : ChL → Ch˜L.
(4) Let F be a 0-th order pseudo-differential operator with Prop(F ) < ε.
Then, its lift F˜ is also a 0-th order pseudo-differential operator on
M˜r and their principal symbols are related as σ(F˜ ) = π
∗σ(F ).
Finally we describe the definition of µCWY0 . Let S = S
0 ⊕ S1 denote the
spinor bundle on M∞ and let SE := S ⊗ E. Let
D : C∞c (M∞, SE)→ C
∞
c (M∞, SE)
denote the Dirac operator on M∞ twisted by E. Since M∞ is a complete
Riemannian manifold, there is a unique self-adjoint extension (see [GL83,
Theorem 1.17]) presented by the same letter D. Choose an odd function χ
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on R whose Fourier transform χˆ is smooth at x 6= 0, supp χˆ ⊂ [−1, 1] and
χˆ(x) = x−1 for x ∈ [−1/2, 1/2]. Then, the operator
Ft := χ(tD) =
1
2π
∫
u∈R
χˆ(u)eiutDdu(2.6)
has propagation less than t−1 by [Roe88, Proposition 2.2].
Let us fix a Borel isomorphism S0E
∼= RNMr
∼= S1E to identify L
2(Mr, S
0
E)
∼=
L2(Mr)
⊕N ∼= L2(Mr, S
1
E) as ∗-representations of C0(Mr). Then Ft is re-
garded as an element ofM2N (M(C
∗
L(M∞))) by Remark 2.5 (1) and (F
0
t )
∗F 0t −
1, F 0t (F
0
t )
∗− 1 are in MN (C
∗
L(M)), where F
0
t is as in Notation 1.1. That is,
the image of F 0t in the Calkin algebra Q(C
∗
L(M∞)) is a unitary.
Let ev0 : Ch˜L → Ch˜ denote the evaluating ∗-homomorphism at t = 0, let
q1 : C
∗
L(M∞)→ C
∗
L(M∞)/C
∗
L(N∞)
q2 : Ch
′
L →
Ch′L
C(C∗L(N
′
2 ⊂M2))
∼= S
C∗L(M2)
C∗L(N
′
2 ⊂M2)
denote the quotients and let
j1 : C
∗
L(M2)/C
∗
L(N
′
2 ⊂M2)→ C
∗
L(M∞)/C
∗
L(N
′
∞ ⊂M∞)
denote the isomorphism induced from the inclusion C∗L(M2)→ C
∗
L(M∞).
Definition 2.7 ([CWY15, Section 2]). The Chang–Weinberger–Yu relative
higher index µCWY0 is given by
µCWY0 ([M,f,E]) := ((ζφ)
−1
∗ ◦ ev0 ◦ χ ◦ τ ◦ (q2)
−1
∗ ◦ β ◦ (j1)
−1
∗ ◦ (q1)∗)(∂[F
0
t ]).
Note that this homomorphism is independent of the choice of an ample
measure on M . It is commented in [DG15, Remark 3.9] that µCWY0 is well-
defined as a homomorphism from the geometric K-homology group. It also
follows from Theorem 3.10 below. According to [CWY15, Theorem 2.18],
this is an obstruction for (M,N) to admit a Riemannian metric with positive
scalar curvature collared at N .
2.2. Geometric definition by Deeley–Goffeng. In [DG15], Deeley and
Goffeng introduce an alternative definition of the relative higher index within
the framework of the geometric K-homology with coefficient in mapping
cone C*-algebras [Dee16]. Here, the assembly map is defined as a homomor-
phism to the group Kgeom∗ (pt, Cφ), which is identified with K∗(C
∗(Γ,Λ))
by using the higher Atiyah–Patodi–Singer index theory (see for example
[LP98,LP03]).
In summary, their relative higher index µDG∗ is defined as following. Let
(M,f,E) be a representative of an element of KO0(X,Y ). Let
V := f∗(X˜ ×Γ C
∗Γ)
be the Mishchenko line bundle over M∞. Let S = S
0⊕S1 denote the spinor
bundle of M and set SE,V := S ⊗ E ⊗ V. Then, the twisted Dirac operator
DV : C
∞
c (M∞, SE,V)→ C
∞
c (M∞, SE,V)
is uniquely extended to an odd regular self-adjoint operator on the Hilbert
C∗(Γ)-module L2(M∞, SE,V) by [HPS15, Theorem 2.3].
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We also define the Mishchenko line bundle
W := (f |N )
∗(Y˜ ×Λ C
∗Λ)
over N and the odd Dirac operator
DW : C
∞
c (N,S
0
E,W)→ C
∞
c (N,S
0
E,W),
which is uniquely extended to a regular self-adjoint operator on L2(N,S0E,W).
Here the restriction of S0 to N is identified with the spinor bundle of N .
Similarly we also define the odd Dirac operator DV acting on L
2(N,S0E,V).
Note that the canonical isomorphism W ⊗φ C
∗Γ ∼= V|N identifies DW ⊗φ 1
with DV .
As is shown in [LP03, Theorem 3] and [LP98, Proposition 10], there is
a smoothing operator C ∈ Ψ−∞(N,SE,V) in Mishchenko–Fomenko calculus
such that DV + C is invertible. Let η be the smooth function supported
on M◦1 such that 0 ≤ η ≤ 1 and η ≡ 1 on M . Now, C˜ := (1 − η)c(v)C
determines an odd bounded operator on L2(M∞, SE,V) and DV + C˜ is a
Fredholm operator. Set
FV ,C˜ := χ(DV + C˜) ∈ B(L
2(M∞, SE,V)).
Then the image of F 0V ,C in the Calkin algebra Q(L
2(M∞, SE,V)) is a real
unitary and hence determine an element
[F 0V ,C ] ∈ KR1(Q(L
2(M∞, SE,V))).
Now we define the b-index as
indb(DV , C) := ∂[F
0
V ,C˜
] ∈ KR0(K(L
2(M∞, SE,V))) ∼= KR0(C
∗Γ).
We also define the Hilbert Cφ-module bundle
X := (f |N )
∗(Y˜ ×Λ Cφ)
over N , where γ ∈ Λ acts on Cφ by multiplication of (uγ , uφ(γ)) ∈ M(Cφ)
from the left. Then the compact operator algebra K(L2(N,SE,X )) is canon-
ically isomorphic to the mapping cone φ˙, where
φ˙ := · ⊗φ 1: K(L
2(N,SE,W))→ K(L
2(N,SE,V)).
Therefore, Cφ˙ has the same KR-groups with Cφ.
Let DV ,C(s) := (1 − s)
−1(DV + sC) for s ∈ [0, 1) and let Cay(x) =
ix+1
ix−1
denote the Cayley transform. Then (Cay(DW),Cay(DV ,C(s)) is a transpose-
invariant unitary of Cφ˙+, which determines an element of KR−1(Cφ˙) by
Remark A.3. Now we define
c(DW , C) := [(Cay(DW),Cay(DV ,C(s))] ∈ KR−1(Cφ˙) ∼= KR−1(Cφ).
Definition 2.8 ([DG15, Theorem 4.9]). The Deeley–Goffeng relative as-
sembly map is defined to be
µDG0 ([M,f,E]) = ψ∗(indb(DV , C)) + c(DW , C).
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Figure 1. The shading shows the value of |ρ(r, s)|.
3. The relative Mishchenko–Fomenko higher index
In this section we give a new definition of the relative higher index, a rel-
ativization of the Mishchenko–Fomenko higher index [MF79]. It is realized
as a Kasparov product in KK-theory. After that, we show that it coincides
with both µCWY∗ and µ
DG
∗ .
3.1. Definition of µMF∗ . Let (X,Y ) be a pair of finite CW-complexes with
a reference map f : (X,Y ) → (BΓ, BΛ). As in Subsection 2.2, let V :=
X˜ ×Γ C
∗Γ, W := Y˜ ×Λ C
∗Λ and X := Y˜ ×Λ Cφ. Note that the inclusion
ψ : SC∗Γ → Cφ induces a fiberwise inclusion of bundles ψY : SV|Y → X .
Set
Er := SC(X,V)⊕C(Y,X ) C0(Y × [0, r),X )
= {(ξ, η) ∈ C(X,SV)⊕ C0(Y × [0, r),X ) | ψY (ξ|Y ) = η|Y ×{0}}.
(3.1)
In other words, Er is the section space C0(X
◦
r , E) of a bundle (more precisely,
a continuous field in the sense of [FD88, Definition 13.4]) of Hilbert Cφ-
modules E over Xr constructed by crutching X → Yr with SV → X at Y
by ψY .
Let
ρ(r, s) = ρs(r) := min{1, 2s + 2r − 3} ∈ C([1, 2] × [0, 1]).(3.2)
We regard it as a continuous function on X∞× [0, 1] by ρ(x, s) := 2s− 1 for
x ∈ X1, ρ(y, r, s) := ρ(r, s) for (r, y) ∈ Y
′
2 and ρ(y, r, s) = 1 for r > 2. Then,
it determines a self-adjoint element of B(Er) such that ρ
2− 1 ∈ K(Er). Now
we define the relative Mishchenko line bundle ℓΓ,Λ as
ℓΓ,Λ = ℓ
X,Y
Γ,Λ := [E∞, 1, ρ] ∈ KKR−1(R, C0(X∞)⊗ Cφ).
Recall that the group KKR−1(R, C0(X∞) ⊗ Cφ) is canonically isomorphic
to KKR(R, C0(X
◦)⊗ C∗(Γ,Λ)).
Definition 3.3. The relative Mishchenko–Fomenko higher index µMF∗ is
defined by the Kasparov product
ℓΓ,Λ ⊗ˆC0(X◦) · : KKR∗(C0(X
◦),R)→ KR∗(C
∗(Γ,Λ)).
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We also use the symbol αΓ,Λ or α
X,Y
Γ,Λ for the homomorphism µ
MF
∗ .
Lemma 3.4. The Mishchenko–Fomenko relative higher index µMF∗ satisfies
(2.3) and (2.4).
Proof. Assume that we have a continuous map Φ: (X,Y ) → (X ′, Y ′). Let
us extend it to a continuous map Φ∞ : X∞ → X
′
∞. By definition we have
Φ∗∞ℓ
X′,Y ′
Γ,Λ = ℓ
X,Y
Γ,Λ , which implies the functoriality (2.3).
To see (2.4), recall that the higher index map µΓ∗ is given by the Kasparov
product with ℓΓ := [C(X,V), 1, 0] (see [Lan15]). Then the commutativity of
the diagram follows from
(β ⊗ ℓΓ) ⊗ˆSC∗(Γ)[ψ] = [SC(X,V), 1, 2s − 1] = ℓΓ,Λ ⊗ˆC0(X◦1 )[ι],
ℓΓ,Λ ⊗ˆCφ[θ] = [C0(Y
◦
2 ,W), 1, ρ0(r)] = (ℓΛ ⊗ β) ⊗ˆC0(Y ◦1 )[i
∗],
where ι : C0(X
◦
1 )→ C(X) denote the restriction and i
∗ : C0(Y
◦
1 )→ C0(X
◦
1 )
denote the open embedding. Note that in the second equality we canonically
identify C0(Y
◦
2 ) with the suspension SC(Y ). 
Remark 3.5. Let U := {Uµ}µ∈I be a finite open cover of X such that the
restriction of X˜ to each Uµ is a trivial bundle. We choose a local trivial-
ization ψµ : X˜|Uµ
∼= Uµ × Γ and let γµν denote the transformation function
ψν(x)ψ
∗
µ(x) (which is independent of x ∈ Uµ ∩ Uν).
Let {ηµ}µ∈I be a family of continuous functions such that supp(ηµ) ⊂ Uµ,
0 ≤ ηµ(x) ≤ 1 and
∑
η2µ = 1. We write MI for the matrix algebra on C
I
and let {eµν}µ,ν∈I denote the matrix unit. Then,
PV :=
∑
µ,ν∈I
ηµην ⊗ uγµν ⊗ eµν ∈ C(X)⊗ C
∗(Γ)⊗MI(3.6)
is a projection whose support is isomorphic to V as Hilbert C∗Γ-module
bundles on X. This means that ℓΓ = [PcV ].
Now, the element ℓΓ,Λ ∈ KR−1(C0(X
◦
1 ) ⊗ Cφ) is represented by the
transpose-invariant unitary (UW , VV ,s) ∈ (C0(X
◦
1 )⊗ Cφ)
+, where
UW := −e
−πiρ0PW + 1− PW ∈ (C0(Y
◦
1 )⊗C
∗Λ⊗MI)
+
VV ,s := −e
−πiρsPV + 1− PV ∈ (C0(X
◦
1 )⊗ C
∗Γ⊗MI)
+.
(3.7)
We give a more explicit description of µMF0 . Let (M,f,E) be a represen-
tative of an element of KO0(X,Y ). Then the corresponding element of the
analytic KO-homology cycle is represented by the Kasparov bimodule
[L2(M∞, SE), f
∗, F := χ(D)],
where D is the Dirac operator on M∞ twisted by E and χ is as in (2.6).
The compact operator algebra on the Hilbert Cφ-module
L2(M∞, SE) := E⊗C0(M∞) L
2(M∞, S)
is isomorphic to the mapping cone Cφ¯, where φ¯ is the composition
K(L2(N∞, SE,W))
·⊗φ1
−−−→ K(L2(N∞, SE,V)) ⊂ K(L
2(M∞, SE,V)).
Let DV denote the Dirac operator on M∞ twisted by V ⊗ E and let DW
denote the Dirac operator on N ×R twisted by W⊗E, which are extended
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to regular self-adjoint operators on the L2-spaces. Let χ be as in (2.6) and
set
FW := χ(DW) ∈ B(L
2(N × R, SE,W)),
FV := χ(DV) ∈ B(L
2(M∞, SE,V)).
Let V : L2(N ×R, SE,V)→ L
2(M∞, SE,V) denote the partial isometry iden-
tifying subspaces L2(N∞, SV) of the domain and the range.
Lemma 3.8. The difference FV − V (FW ⊗φ 1)V
∗ is in B(L2(M1, SE,V)).
Proof. This is essentially proved in [Roe91, Proposition 1.5]. The Fourier
transform presentation (2.6) of χ(DV) implies that the restriction of χ(DV)s
to N × [1,∞) depends only on the restriction of DV and s to N × [0,∞)
(see [Roe88, Lemma 2.1, Proposition 2.2]). In particular, we get
χ(DV)s = V (χ(DW )⊗φ 1)V
∗s
for s ∈ C∞c (M∞, SV ,E) with supp(s) ⊂ N × [1,∞). 
Let σs := (1− ρ
2
s)
1/4. Since σ0 is supported on N × [1, 2], we obtain that
σ0FWσ0 ⊗φ 1 = σ0FVσ0. Hence, by Lemma 3.8, we have
(σ0FWσ0, σsFVσs) ∈ M(Cφ¯) ∼= B(L
2(M2, SE,E)).
Proposition 3.9. Through the isomorphism of KO0(X,Y ) with the an-
alytic K-homology group KKR(C0(X
◦),R), the homomorphism µMF∗ maps
[M,f,E] to ∂[(TW , TV(s))] ∈ KR−1(Cφ¯), where
TW =
(
ρ0 σ0F
1
Wσ0
σ0F
0
Wσ0 −ρ0
)
,
TV(s) :=
(
ρs σsF
1
Vσs
σsF
0
Vσs −ρs
)
.
Proof. According to [Bla98, Proposition 18.3.3], there always exists an F -
connection
(GW , GV(s)) ∈ M(Cφ¯) ∼= B(L
2(M∞, SE,E)).
Note that GW ∈ B(L
2(N∞, SE,W)) and each GV(s) ∈ B(L
2(M∞, SE,V))
are F -connections. Recall that σ0FWσ0 (resp. σsFVσs) is a σ0Fσ0- (resp.
σsFσs-) connection. By [Bla98, Example 18.3.2(c)], we obtain that
σ0FWσ0 − σ0GWσ0 ∈ K(L
2(N∞, SE,W)),
σsFVσs − σsGV(s)σs ∈ K(L
2(M∞, SE,V)).
Now, the operator((
ρ0 σ0G
1
Wσ0
σ0G
0
Wσ0 −ρ0
)
,
(
ρs σsGV(s)
1σs
σsGV(s)
0σs −ρs
))
is a compact perturbation of (TW , TV(s)) and hence is a Fredholm operator
on L2(M∞, SE,E). We apply Lemma A.2 to complete the proof. 
The goal of this section is to prove the following.
Theorem 3.10. The homomorphisms µCWY∗ , µ
DG
∗ and µ
MF
∗ coincides.
3.2. The proof of µCWY∗ = µ
MF
∗ . As in Subsection 2.1, we fix a Borel
isomorphism of bundles S0E
∼= RNM∞
∼= S1E to identify the ∗-representations
L2(M∞, S
0
E)
∼= L2(M∞)
⊕N ∼= L2(M∞, S
1
E) of C0(M∞).
14 YOSUKE KUBOTA
Step 1. Let Ft be as in (2.6). For s ∈ [0, 1], let τs := (1− (2s− 1)
2)1/4. The
continuous function
s 7→ T ′t(s) :=
(
2s− 1 τsF
∗
t τs
τsFtτs 1− 2s
)
∈M2N (M(C
∗
L(M∞)))
on [0, 1] satisfies that T ′t(0)
2 = T ′t(1)
2 = 1. Hence T ′t is a real self-adjoint
element T ′t ∈ M2N (M(SC
∗
L(M∞))) with (T
′
t )
2 − 1 ∈M2N (SC
∗
L(M∞)), that
is, it determines an KR-class
[T ′t ] ∈ KR0(Q(SC
∗
L(M∞)))
and hence ∂[T ′t ] ∈ KR−1(SC
∗
L(M∞)). According to Remark A.3, the corre-
sponding Real self-adjoint KK-class is
[SC∗L(M∞)
⊕2N , 1, T ′t ] ∈ KKR−1(R, SC
∗
L(M∞)).
By Lemma A.2, it coincides with the Kasparov product of the Bott generator
β := [S, 1, 2s − 1] ∈ KKR−1(R, S) with[
C∗L(M∞)
⊕N ⊕ (C∗L(M∞)
op)⊕N , 1,
(
0 F 1t
F 0t 0
)]
∈ KKR(R, C∗L(M∞)).
Hence we obtain that ∂[F 0t ] ∈ KR0(C
∗
L(M∞)) is mapped by the Bott iso-
morphism to ∂[T ′t ] ∈ KR−1(SC
∗
L(M∞)).
Step 2. Let ρs ∈ Cb(M∞) be as in (3.2) and let σs := (1− ρ
2
s)
1/4. Note that
we have σ0F
0
t σ0 ∈ Dalg(N
′
2) and σsF
0
t σs ∈ Dalg(M2). Hence, by Remark 2.5
(1), the function
s 7→ Tt(s) :=
(
ρs σsF
1
t σs
σsF
0
t σs −ρs
)
on [0, 1] is a real self-adjoint element ofM2N (M(ChL)) satisfying Tt(0)
2−1 ∈
C∗(N ′2) and Tt(1)
2 = 1. In this step we will show that
(q−1∗ ◦ β ◦ (j1)
−1
∗ ◦ π∗)(∂[F
0
t ]) = ∂[Tt] ∈ KR−1(ChL).
Let h′L, q1, q2 and j1 be as in Subsection 2.1. Moreover, let k
′
L : C
∗
L(N
′
∞ ⊂
M∞) → C
∗
L(M∞) and ι : SC
∗
L(M∞) → Ck
′
L denote the inclusions, let
q3 : CkL → S
C∗L(M∞)
C∗(N ′∞⊂M∞)
denote the quotient and let j2 : Ch
′
L → Ck
′
L de-
note the inclusion induced from M2 ⊂M∞. Then, the diagram
KR−1(SC
∗
L(M∞))
(q1⊗idS)∗ **❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚
ι∗ // KR−1(Ck
′
L)
(q3)∗∼=

KR−1(Ch
′
L)
(j2)∗oo
(q2)∗∼=

KR−1
(
S
C∗L(M∞)
C∗L(N∞⊂M∞)
)
KR−1
(
S
C∗L(M2)
C∗L(N
′
2⊂M2)
)
(j1⊗idS)∗
∼=
oo
commutes.
Let ρ¯κ,s(r) := κρs(r)+ (1−κ)(2s− 1) and let σ¯κ,s := (1− ρ¯
2
κ,s)
1/4. Then,
T¯ κt (s) :=
(
ρ¯κ,s σ¯κ,sF
1
t σ¯κ,s
σ¯κ,sF
0
t σ¯κ,s −ρ¯κ,s
)
THE RELATIVE HIGHER INDEX AND ALMOST FLAT BUNDLES 15
is a homotopy connecting j2(Tt) and ι(T
′
t) in the set of real self-adjoint
unitaries of Q(CkL). That is, (j˜2)∗(∂[Tt]) = ι∗(∂[T
′
t ]) holds in KR−1(CkL).
Since (j2)∗ is an isomorphism, we get
((q2)
−1
∗ ◦ β ◦ (j1)
−1
∗ ◦ (q1)∗)(∂[Ft])
=((q2)
−1
∗ ◦ (j1 ⊗ idS)
−1
∗ ◦ (q1 ⊗ idS)∗)(∂[T
′
t ])
=((j2)
−1
∗ ◦ ι∗)(∂[T
′
t ]) = ∂[Tt].
Step 3. Let t > 0 be such that
• Tt(0) ∈M2N (M(C
∗(N1))) lifts to T˘ ∈M2N (M(C
∗(N˜2)
Λ)) and
• each Tt(s) ∈M2N (M(C
∗(M1))) lifts to T˜ (s) ∈M2N (M(C
∗(M˜2)
Γ)).
By Remark 2.5 (3), we have h˜L(T˘t) = T˜ (0) and hence (T˘ , T˜ (s)) ∈M2N (M(Ch˜L)).
Consequently we obtain that
µCWY0 ([M, id, E]) = ∂[(T˘ , T˜ (s))] ∈ KR−1(Cφ˜).
Step 4. Let PV ∈ C(M2) ⊗ C
∗Γ ⊗MI be as in (3.6). We define a dense
∗-subalgebra
Kalg(L
2(M2, SE,V)) := PV(K(L
2(M2, SE))⊗alg R[Γ]⊗MI)PV
of K(L2(M2, SE,V)). Let λ denote the left regular representation of Γ. The
bundle isomorphism V⊗λℓ
2(Γ) ∼= M˜r×λℓ
2(Γ) induces a unitary isomorphism
U : L2(Mr, SE,V)⊗λ ℓ
2(Γ)→ L2(M˜r, SE)
for any r ∈ [0,∞]. Then, ϕ(x) := U(x⊗λ 1)U
∗ gives a bijection
ϕ : Kalg(L
2(M2, SE,V))→ R[M˜2]
Γ,
which is extended to a ∗-isomorphism ϕ : K(L2(M2, SE,V)) → C
∗(M˜2)
Γ. It
also induces the ∗-isomorphism between their multiplier algebras. .
Lemma 3.11. Let D˜ denote the Dirac operator on M˜∞. Then we have
ϕ(σsFVσs) = σsχ(D˜)σs ∈ M(C
∗(M˜2)
Γ).
Proof. Since U comes from an isomorphism of flat bundles of Hilbert spaces,
we have U(DV⊗λ1)U
∗ coincides with D˜ on C∞c (M˜∞, SE). By the uniqueness
of self-adjoint extension of D˜ shown in [GL83, Theorem 1.17], they coincide
as closed self-adjoint operators. That is,
U(χ(DV)⊗λ 1)U
∗ = χ(D˜) ∈ D∗alg(M˜∞)
Γ
holds. Now the lemma is proved by multiplying with σs from both sides. 
Now, T˜ (s) and
ϕ(TV(s)) =
(
ρs σsχ(D˜)
1σs
σsχ(D˜)
0σs −ρs
)
are 0-th order pseudo-differential operators on M˜ with the same principal
symbol by Remark 2.5 (4). Hence we get T˜ (s)−ϕ(TV (s)) ∈M2N (C
∗(M˜)Γ).
Similarly we also get T˘ −ϕ(TW ) ∈M2N (C
∗(N˜)Λ). This concludes the proof
of µCWY0 = µ
MF
0 .
3.3. The proof of µDG∗ = µ
MF
∗ .
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Step 1. We apply the theory of noncommutative spectral section developed
in [LP03] to choose a perturbation of DV . For a pair of projections (P,Q) ∈
B(L2(N,SE,V)) such that P − Q is compact, we define the difference class
[P − Q] ∈ K∗(C
∗Γ) as in [Cun83, Remark 1]. Note that, if Q = P − p + q
by compact projections p ≤ P and q ≤ 1− P , then [P −Q] = [p]− [q].
Lemma 3.12. There exists a smoothing operator C ∈ Ψ−∞(N,SE,V) such
that DV + C is invertible and indb(DV , C) = 0.
Proof. Let P be a noncommutative spectral section of DV (in the sense of
[LP03, Definition 3]). By [LP98, Proposition 2.10], there is a self-adjoint
smoothing operator CP ∈ Ψ
∞(N,SE,V) such that DV +CP is invertible and
its positive spectral projection is P. By the spectral flow formula
indAPS(DV ,Q)− indAPS(DV ,P) = [P −Q]
shown in [LP03, Theorem 5] and
indb(DV , CP) = indAPS(DV ,P)
shown in [LP03, Theorem 6], it suffices to show that there is another spectral
section Q such that [P − Q] = − indAPS(DV ,P). Indeed, CQ is the desired
smoothing operator.
It is shown in (the proof of) [LP03, Theorem 2] that P and 1 − P are
full projections in B(L2(N,SE,V)). Hence there are compact projections
p ≤ 1−P and q ≤ P such that [p]− [q] = indb(DV , C). Let Q
′ := P + p− q.
The proof of [LP03, Theorem 3] actually claims that, for any projection
Q′ such that Q′ − DV(1 + D
2
V)
−1/2 is compact, there is a noncommutative
spectral section Q of DV such that ‖Q
′ −Q‖ < 1/2 and hence [Q′−Q] = 0.
Consequently we get [Q− P] = [Q′ − P] = [p]− [q] = indAPS(D,P). 
Step 2. For a continuous function f ∈ Cb(M∞) and s ∈ [0, 1), let f
s denote
the function given by f s|X = f |X and f(y, r) = f(y, sr).
Let C ∈ Ψ−∞(N,SE,V) be a smoothing operator as in Lemma 3.12 and let
C˜ := (1 − η)c(v)C ∈ B(L2(M∞, SE,V)) as in Subsection 2.2. Then, there is
an odd self-adjoint smoothing operator A ∈ Ψ−∞c (M∞, SE,V) with compact
support such that (D + C˜ +A)2 ≥ λ · 1 for some λ > 0.
Let χ be as in (2.6) and let χs(t) := χ((1− s)
−1t). Set
F˜V ,C(s, λ) := χs(DV + sC˜ + λA) ∈ B(L
2(M∞, SE,V)).
Then, F˜V(0, 0) = FV and ‖F˜V(s, 1)
2 − 1‖ → 0 as s→ 1 hold.
Lemma 3.13. We have
‖[ρ(1−s)
2
τ , FV ,C(s, λ)]‖ → 0 as s→ 1
uniformly on (τ, λ) ∈ [0, 1] × [0, 1].
Proof. By definition of C˜, it commutes with ρ
(1−s)2
τ . Hence the commutator
[DV + sC˜ + λA, ρ
(1−s)2
τ ] = c(dρ
(1−s)2
τ ) + s[κA, ρ
(1−s)2
τ ]
(where c(dρ
(1−s)2
τ ) is the Clifford multiplication of the 1-form d(ρ
(1−s)2
τ ) on
the spinor bundle S) has the norm less than ‖d(ρ
(1−s)2
τ )‖ = (1 − s)2 for
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sufficiently large s ∈ [0, 1) such that A(ρ
(1−s)2
τ +1) = (ρ
(1−s)2
τ +1)A = 0. By
the formula [A, eB ] =
∫ 1
0 e
τB [A,B]e(1−τ)Bdτ , we get
‖[eiu(1−s)
−1(DV+sC˜+λA), ρ(1−s)
2
τ ]‖
≤(1− s)−1
∫ 1
0
‖[iu(DV + sC˜ + λA), ρ
(1−s)2
τ ]‖dτ
≤|u|(1− s).
Therefore we obtain that
‖[ρ(1−s)
2
τ , FV ,C(s, λ)]‖ ≤
1
2π
∫
u∈R
χˆ(u)‖[eiu(1−s)
−1(DV+sC˜+λA), ρ(1−s)
2
τ ]‖du
≤ (1− s)
1
2π
∫
t∈R
|χˆ(u)||u|du → 0 as s→ 1. 
For s ∈ [0, 1) and κ ∈ [0, 1], let
T˜ 1κ (s) :=
(
ρ
(1−sκ)2
s σ
(1−sκ)2
s F˜V(κs, κs)
1σ
(1−sκ)2
s
σ
(1−sκ)2
s F˜V(κs, κs)
0σ
(1−sκ)2
s −ρ
(1−sκ)2
s
)
,
T˜ 2κ (s) :=
(
ρ
(1−s)2
sκ σ
(1−s)2
sκ F˜V(s, s)
1σ
(1−s)2
sκ
σ
(1−s)2
sκ F˜V(s, s)
0σ
(1−s)2
sκ −ρ
(1−s)2
sκ
)
,
T˜ 3κ (s) :=
(
ρ
(1−s)2
0 σ
(1−s)2
0 F˜V(s, sκ)
1σ
(1−s)2
0
σ
(1−s)2
0 F˜V(s, sκ)
0σ
(1−s)2
0 −ρ
(1−s)2
0
)
.
Then, they satisfy
(1) T˜ iκ(0) = TV(0),
(2) (T˜ iκ(s))
2 − 1 ∈ K(L2(M∞, SE,V)) for any s ∈ [0, 1) and
(3) ‖(T˜ iκ(s))
2 − 1‖ → 0 as s→ 1,
for any κ ∈ [0, 1] and i = 1, 2, 3. Indeed, (3) for T˜ 2κ and T˜
3
κ follows from
Lemma 3.13, ‖F˜V(s, 1)
2 − 1‖ → 0 and
‖σ
(1−s)2
0 (F (s, λ)
0 − F (s, 1)0)σ
(1−s)2
0 ‖ → 0 as s→ 1
for any λ ∈ [0, 1], which follows from F (s, λ)− F (s, 1) ∈ K(L2(M∞, SE,V)).
Now, (1), (2) and (3) means that (TW , T˜
i
κ(s)) ∈ M(Cφ) satisfies
(TW , T˜
i
κ(s))
2 − 1 ∈ Cφ
for any κ ∈ [0, 1] and i = 1, 2, 3. Since T˜ 11 = T˜
2
1 and T˜
2
0 = T˜
3
1 , we get
µMF0 ([M, id, E]) = [(TW , T˜
1
0 (s))] = [(TW , T˜
3
0 (s))] ∈ K0(Q(Cφ)).
Step 3. Next we use unbounded KK-theory [BJ83] in order to give another
presentation of the element c(DW , C). Let SE,X denote the Hilbert Cφ-
module bundle SE ⊗ X on N . Consider the regular self-adjoint operators
DX ,C := (DW , (1 − s)
−1(DV + sC)),
DX ,C := (DW , (1− s)
−1(DV ,∞ + sc(v)C))
= c(v)
(
(1− s)−1
d
dr
+ DX ,C
)
,
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acting on L2(N,SE,X ) and L
2(N × R, SE,X ) respectively. They have com-
pact resolvent and [L2(N,SE,X ), 1,DX ,C ] determines an real self-adjoint un-
bounded Kasparov R-Cφ bimodule representing c(DW , C). Let α denote
the Bott generator [L2(R),m, i ddt ] ∈ KKR1(C0(R),R) (here m denote the
multiplication representation of C0(R)). By [BJ83, The´ore`me 3.2], we have
α⊗ c(DW , C) =
[
L2(N × R, SE,X ),m,
(
0 − ddr + DX ,C
d
dr + DX ,C 0
)]
=
[
L2(N × R, SE,X ),m1−s,
(
0 − ddr + DX ,C
d
dr + DX ,C 0
)]
=
[
L2(N × R, SE,X ),m(1−s)2 ,
(
0 D∗X ,C
DX ,C 0
)]
,
where ms(f) denote multiplication by f
s. Here, the second equality is given
by a continuous path {m1−κs}κ∈[0,1] of ∗-homomorphisms and the third
equality is given by the adjoint with respect to the unitary Us(f)(x) :=
sf((1− s)−1x) on L2(R).
The corresponding bounded Kasparov bimodule is[
L2(N × R, SE,X ),m(1−s)2 ,
(
0 χs(DX ,C)
χs(DX ,C) 0
)]
.
By Lemma A.2, we get
c(DW , C) = β ⊗C0(R) α⊗ c(DW , C)
= [L2(N × R, SE,X ), 1, (TW , T
′
V(s))],
where
T ′V(s) :=
(
ρ
(1−s)2
0 σ
(1−s)2
0 χs(DX ,C)
∗σ
(1−s)2
0
σ
(1−s)2
0 χ
s(DX ,C)σ
(1−s)2
0 −ρ
(1−s)2
0
)
.
Step 4. Let V : L2(N ×R, SE,X )→ L
2(M∞, SE,E) denote the partial isome-
try identifying two subspaces L2(N∞, SE,X ). For the proof of µ
DG
0 ([M,f,E]) =
µMF0 ([M,f,E]), the remaining task is to show that
V (TW , T˜
3
0 (s))V
∗ = (TW , T
′
V(s)).
This follows from the following lemma since the function σ
(1−s)2
0 is supported
on N × [(1 − s)−1,∞).
Lemma 3.14. For any smooth section ξ ∈ C∞c (N × R, SE,X ) supported on
N × [(1− s)−1,∞), we have
χs(DV + C˜)ξ = V χs(DV ,∞ + sC)V
∗ξ.
Proof. Let SE,X = S
+
E,X ⊕ S
−
E,X denote the eigenspace of c(v) with the
eigenvalue ±i. We decompose ξ ∈ C∞c (N × R, SE,X ) as ξ = ξ
+ + ξ− and
define ξt ∈ C
∞
c (N × R, SE,X ) as
ξt(y, r) := e
−it(DV+C)ξ+(y, r − t) + eit(DV+C)ξ−(y, r + t).
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Then it satisfies supp(ξt) ⊂ N × [(1− s)
−1 − t,∞) and
d
dt
∣∣∣
t=t0
ξt = i
(
c(v)
d
dr
+ c(v)DX + c(v)sC
)
ξt0 = i(DV ,∞ + sC)ξt0 ,
d
dt
∣∣∣
t=t0
V ξt = i
(
c(v)
d
dr
+ c(v)DV + c(v)sC
)
ξt0 = V i(DV + sC˜)ξt0 .
That is, eitDX (s)ξ = ξt and e
itDV ξ = V ξt. This completes the proof by the
Fourier transform presentation (2.6). 
4. Rational injectivity and nondegeneracy
In this section, we investigate the rational injectivity of the relative as-
sembly map by using the Dirac–dual Dirac method. We also study the
non-degeneracy of the pairing of the K-group and K-homology group of
C∗(Γ,Λ) on the image of the relative assembly map. This will be used in
Section 8 to study the almost flat K-group.
It is convenient to work in the categorical framework of the KK-theory and
the Baum–Connes assembly map introduced in [MN06]. Let C∗sepΓ denote
the category of separable Γ-C*-algebras and equivariant ∗-homomorphisms
and let KKΓ denote the equivariant Kasparov category (the category whose
objects are separable Γ-C*-algebras, morphisms are equivariant KK-group
and the composition is given by the Kasparov product).
The functor KKΓ : C∗sepΓ → KKΓ has the universal property [Cun87,
Mey00] that any stable, homotopy invariant and split exact additive functor
F from C∗sepΓ to an additive category factors through KKΓ. That is, an
element ξ ∈ KKΓ(A,B) induces a morphism F (ξ) : F (A) → F (B). For
example, the composition of the maximal crossed product functor
jΓ : C
∗sepΓ → C∗sep, jΓ(A) := A⋊ Γ
with KK factors through an additive functor jΓ : KK
Γ → KK. Indeed, this
is the same thing as the descent functor in [Kas88, Theorem 3.11].
A homomorphism φ : Λ→ Γ induces the pull-back functor
φ∗ : C∗sepΓ → C∗sepΛ.
For a Γ-C*-algebra A, the ∗-homomorphism
ΦA
(∑
γ
aγuγ
)
=
∑
γ
aγuφ(γ)
between algebraic crossed products is extended to a well-defined ∗-homomorphism
ΦA : A ⋊ Λ → A ⋊ Γ. Note that ΦC is the same thing as φ : C
∗Λ → C∗Γ.
The family {ΦA}A∈C∗sepΓ determines a natural transform from jΛ ◦φ
∗ to jΓ.
Let jφ : C
∗sepΓ → C∗sep denote its mapping cone functor. More explicitly,
let jφ(A) := CΦA and jφ(ϕ) : CΦA → CΦB given by
jφ(ϕ)(a, bs) = (((jΛ ◦ φ
∗)(ϕ))(a), (jΓ(ϕ))(bs)).
By the universality, we obtain the functor
jφ : KK
Γ → KK
between the corresponding Kasparov categories.
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We say that a countable discrete group G has the γ-element if there
is a proper G-C*-algebra AG in the sense of [CE01, Definition 1.6] (or,
more generally, AG in the subcategory 〈CI〉 of KK
G in the sense of [MN06,
Definition 4.1]) and
DG ∈ KK
G(AG,C), ηG ∈ KK
G(C, AG),
called the Dirac and dual Dirac elements respectively, such that
DG ⊗ ηG = idAG , Res
K
G (ηG ⊗AG DG) = idC,
for any finite subgroup K of G. Here γG := ηG ⊗AG DG ∈ KK
G(C,C) is
called the γ-element of G.
Let φ : Λ→ Γ be a homomorphism between countable discrete groups. In
this section we work under the following assumptions:
(4.1) The group Γ has the γ-element.
(4.2) For any finite subgroup K ⊂ Γ, the subgroup φ−1(K) ≤ Λ satisfies
γ = 1.
(4.3) The subgroup ker φ is torsion-free.
For example, the condition (4.1) is satisfied if Γ is coarsely embeddable into
a separable Hilbert space [STY02] and the condition (4.2) is satisfied if ker φ
has the Haagerup property [HK01].
By (4.1), we get a homomorphism
jΓ(ηΓ) ◦ µ
Γ
∗ : K
Γ
∗ (EΓ)→ K∗(AΓ ⋊ Γ).
This is nothing but the Baum–Connes assembly map with coefficient AΓ
and hence is an isomorphism by [CEOO03, Corollary 3.7]. Moreover, the
composition
(jΛ ◦ φ
∗)(ηΓ) ◦ µ
Λ
∗ : K
Λ
∗ (EΛ)→ K(AΓ ⋊ Λ)
is actually an isomorphism by the permanence property of the Baum–Connes
isomorphism [CE01, Corollary 3.4].
By the universality of EΓ, there is a Γ-equivariant map fΓ : EΓ → EΓ.
Under the isomorphism K∗(BΓ) ∼= K
Γ
∗ (EΓ), the map K∗(BΛ)→ K∗(BΓ) is
identified with the composition of the isomorphism KΛ∗ (EΛ)
∼= KΓ∗ (EΛ×ΛΓ)
with
Eφ∗ : K
Γ
∗ (EΛ×Λ Γ)→ K
Γ
∗ (EΓ),
where Eφ : EΛ ×Λ Γ → EΓ is the Γ-map induced from the universality of
EΓ. Similarly, let Eφ : EΛ ×Λ Γ → EΓ be the Γ-equivariant map induced
from the universality of EΓ.
Lemma 4.4. Assume (4.3). Then, there are splittings sΓ : K
Γ
∗ (EΓ) →
KΓ∗ (EΓ) and sΛ : K
Γ
∗ (EΛ)→ K
Γ
∗ (EΛ) such that the diagram
KΛ∗ (EΛ)Q
Eφ∗ //
(fΛ)∗

KΓ∗ (EΓ)Q
(fΓ)∗

KΛ∗ (EΛ)Q
Eφ∗ //
sΛ
OO
KΓ∗ (EΓ)Q
sΓ
OO
commutes.
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Proof. For a discrete group Γ, we write FΓ for the C-vector space generated
by finite order elements of Γ on which Γ acts by the conjugation. It is proved
in [BC88, Section 15] (see also [BCH94, Section 7]) that the equivariant
Chern character
chΓ : K
Γ
∗ (EΓ)→ H
Γ
∗ (EΓ,C)
∼= H∗(Γ;FΓ)
gives an isomorphism. By the functoriality of chΓ, the outer and the inner
left and right squares of the diagram
K∗(BΛ)C ∼=
chΛ //
(fΛ)∗

Eφ∗
))
H∗(Λ;C)
φ∗ //
(fΛ)∗

H∗(Γ;C)
(fΓ)∗

K∗(BΓ)C∼=
chΓoo
(fΓ)∗

KΛ∗ (EΛ)C ∼=
chΛ //
Eφ∗
55
H∗(Λ;FΛ)
φ∗ // H∗(Γ;FΓ) K
Γ
∗ (EΓ)C∼=
chΓoo
commute. Consequently so does the inner middle square.
Now, let F0Γ denote the complement of C · e in FΓ. Then assumption
(4.3) implies that φ maps F0Λ to F0Γ. Therefore, the projections FΛ→ C·e
and FΓ → C · e induce sΛ : H∗(Λ;FΛ) → H∗(Λ;C) and sΓ : H∗(Γ;FΓ) →
H∗(Γ;C), which satisfy the desired commutativity. 
Theorem 4.5. Let φ : Λ→ Γ be a homomorphism of groups. Assume (4.1),
(4.2) and (4.3). Then the following hold:
(1) The relative assembly map µΓ,Λ∗ is rationally injective.
(2) If both Λ and Γ are torsion-free, then µΓ,Λ∗ is split injective.
(3) If moreover γΓ = 1 holds (e.g. both Γ and ker φ have the Haagerup
property), then µΓ,Λ∗ is an isomorphism.
Proof. For (2) and (3), apply the five lemma for the following commutative
diagram of exact sequences
K∗(BΛ)
i∗ //
jΛ(ηΓ)◦µ
Λ
∗

K∗(BΛ)
j∗ //
jΓ(ηΓ)◦µ
Γ
∗

K∗(BΓ, BΛ)
∂ //
jφ(ηΓ)◦µ
Γ,Λ
∗

K∗−1(BΛ)
i∗ //
jΛ(ηΓ)◦µ
Λ
∗

K∗−1(BΓ)
jΓ(ηΓ)◦µ
Γ
∗

K∗(AΓ ⋊ Λ)
ΦAΓ// K∗(AΓ ⋊ Γ) // K∗(CΦAΓ)
// K∗−1(AΓ ⋊ Λ)
ΦAΓ // K∗(AΓ ⋊ Γ)
to see that jφ(ηΓ) ◦ µ
Γ,Λ
∗ is an isomorphism. Since jφ(ηΓ) has a right inverse
jφ(DΓ), we obtain that µ
Γ,Λ
∗ = jφ(DΓ) ◦ jφ(ηΓ) ◦ µ
Γ,Λ
∗ is split injective and
isomorphic if γΓ = 1.
For (1), we may replace the coefficient field Q with C. By a diagram
chasing similar to the proof of the injectivity part of the five lemma using
the sections sΛ and sΓ in Lemma 4.4, it is checked that the middle map is
injective. 
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Next, we study the dual higher index map. For a pair (X,Y ) of finite
CW-complexes, let βX,YΓ,Λ denote the Kasparov product
ℓΓ,Λ ⊗C∗(Γ,Λ) · : KK(C
∗(Γ,Λ),C)→ K∗(X,Y ).
It has functoriality dual to (2.3). Hence if (BΓ, BΛ) has the homotopy type
of a pair of finite CW-complexes, we have βX,YΓ,Λ = Φ
∗◦βBΓ,BΛΓ,Λ for any (X,Y )
with the reference map Φ: (X,Y )→ (BΓ, BΛ).
Theorem 4.6. Let Γ and Λ be discrete groups with (4.1), (4.2) and (4.3).
Moreover, assume that the pair (BΓ, BΛ) has the homotopy type of a finite
CW-complex. Then the map
βΓ,Λ,Q : K
∗(C∗(Γ,Λ))Q → K
∗(BΓ, BΛ)Q
is surjective.
Proof. By the universal coefficient theorem, we obtain an isomorphism
K∗(BΓ, BΛ)Q ∼= Hom(K
∗(BΓ, BΛ),Q).
Hence βΓ,Λ,Q is surjective if and only if Im(βΓ,Λ,Q)
⊥ ⊂ K∗(BΓ, BΛ) is zero.
That is, it suffices to show that for any x ∈ K∗(BΓ, BΛ)Q there is y ∈
K∗(C∗(Γ,Λ)) such that
αΓ,Λ(x) ⊗ˆC∗(Γ,Λ) y = x ⊗ˆC0(BΓ◦) βX,Y (y) 6= 0 ∈ KK(C,C)Q
∼= Q.
Let x ∈ K∗(BΓ, BΛ)Q. As is shown in the proof of Theorem 4.5, the
Kasparov product αΓ,Λ(x) ⊗ˆC∗(Γ,Λ) jφ(ηΓ) is non-zero. By assumption (4.1)
and (4.2), both AΓ ⋊ Γ and AΓ ⋊ Λ are in the UCT class and hence so is
CΦA. That is, there is z ∈ K
∗(CΦA) such that
αΓ,Λ(x) ⊗ˆC∗(Γ,Λ) jφ(ηΓ) ⊗ˆCΦAΓ z 6= 0.
Now y := jφ(ηΓ) ⊗ˆCΦAΓ z ∈ K
∗(C∗(Γ,Λ)) is the desired element. 
Remark 4.7. We remark that in the proof of Theorem 4.6 actually shows
that, more strongly, the restriction of βΓ,Λ,Q on the subgroup Im(jφ(ηΓ) ⊗ˆ ·) =
Im(jφ(γΓ) ⊗ˆ ·) is surjective.
Remark 4.8. The surjectivity as in Theorem 4.6 holds even if (BΓ, BΛ) does
not have homotopy type of finite CW-complexes. In this case, the K-group
K∗(BΓ, BΛ) is defined as the K-group of the σ-C*-algebra of continuous
function on BΓ whose restriction to BΛ is zero. The Kasparov product also
works in the category of σ-C*-algebras (for the K-theory and KK-theory of
σ-C*-algebras, see [Phi89, Bon02, AK17]). Then we have the Milnor lim
←−
1-
sequence [PS94, Theorem 3.2] as
0→ lim
←−
1
(X,Y )
K∗+1(X,Y )→ K∗(BΓ, BΛ)→ lim
←−
(X,Y )
K∗(X,Y )→ 0,
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where (X,Y ) runs over all finite subcomplexes of (BΓ, BΛ). Since the pro-
jective system {K∗(X,Y )Q} automatically satisfy the the Mittag-Leffler con-
dition, its lim1-term vanishes. That is, we have an isomorphism
K∗(BΓ, BΛ)Q ∼= lim←−
(X,Y )
K∗(X,Y )Q
∼=Hom( lim−→
(X,Y )
K∗(X,Y ),Q)
∼=Hom(K∗(BΓ, BΛ),Q).
Therefore, the same proof as Theorem 4.6 works.
At the rest part of this section, we study the case that (Γ,Λ) satisfies
(4.1), (4.3) and
(4.2’) The subgroup ker φ of Λ is amenable.
In this case, φ induces ∗-homomorphisms between reduced group C*-algebras
φr : C
∗
rΛ→ C
∗
rΓ and reduced crossed products ΦA,r : A⋊r Λ→ A⋊r Γ. Let
ǫΓ,Λ : Cφ → Cφr denote the quotient. In the same way as the above ar-
gument using the universality of KKΓ, we get the reduced descent functors
jΓ,r, jΛ,r and jφ,r.
Lemma 4.9. Let Γ and Λ be discrete groups and let φ : Λ → Γ be a ho-
momorphism. Assume (4.1) and (4.2’). Then, the image of the Kasparov
product jφ(γΓ) on the K-homology group K
∗(C∗(Γ,Λ)) is included to the
image of (ǫΓ,Λ)∗.
Proof. Since Γ acts on AΓ properly, CΦAΓ and CΦAΓ,r are isomorphic. (We
remark that they are KK-equivalent even if we only assume that AΓ ∈ 〈CI〉).
The lemma follows from the commutativity of the diagram
K0(C∗r (Γ,Λ))
(ǫΓ,Λ)∗

K0(CΦAΓ)
jφ,r(ηΓ) ⊗ˆ · 44❥❥❥❥❥❥❥❥
jφ(ηΓ) ⊗ˆ ·
**❚❚❚
❚❚
❚❚
K0(C∗(Γ,Λ))
since Im(jφ(ηΓ) ⊗ˆ ·) = Im(jφ(γΓ) ⊗ˆ ·). 
Proposition 4.10. Suppose that (Γ,Λ) satisfies (4.1), (4.2’) and (4.3).
Then the composition βΓ,Λ ◦ ǫΓ,Λ is rationally surjective.
Proof. It follows from Remark 4.7 and Lemma 4.9. 
5. Almost flat vector bundles on manifolds with boundary
In this section we investigate a relative version of almost flat vector bun-
dle on a pair of finite CW-complexes. Following the work of Carrio´n and
Dadarlat [CD15], we establish an almost monodromy correspondence be-
tween relative almost flat bundles and relative quasi-representations of the
pair of fundamental groups.
Although our main concern is vector bundles, we work on bundles of
Hilbert C*-modules for the latter use. Throughout this section A denotes
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a unital C*-algebra and P,Q denote finitely generated projective Hilbert
A-modules.
5.1. Almost flatness for relative vector bundles. First, we introduce
the definition of stably flat vector bundle, the main object of this section.
5.1.1. Definitions. The relative K-group K0(X,Y ) is defined as the Grothendieck
construction of the monoid of equivalence classes of triples (E1, E2, u), where
E1 and E2 are vector bundles on X and u is an isomorphism E1|Y → E2|Y
([Kar08, Chapter II, 2.29]). In this paper we call such triple a relative vec-
tor bundle. Now we modify this description of the group K0(X,Y ). For a
unital C*-algebra A, we define the relative K0-group with coefficient in A
by K0(X,Y ;A) := K0(C0(X
◦)⊗A).
Definition 5.1. Let (X,Y ) be a pair of compact spaces. A stably relative
bundle on (X,Y ) with the typical fiber (P,Q) is a quadruple (E1, E2, E0, u),
where E1 and E2 are P -bundles on X, E0 is a Q-bundle on Y and u is a
unitary bundle isomorphism E1|Y ⊕ E0 → E2|Y ⊕ E0.
A stably relative bundle of Hilbert C-modules with the typical fiber
(Cn,Cm) is simply called a stably relative vector bundle of rank (n,m).
We say that stably relative bundles (E1, E2, E0, u) and (E
′
1, E
′
2, E
′
0, u
′)
are isomorphic if there are unitary isomorphisms Ui : Ei → E
′
i for i = 0, 1, 2
such that diag(U2|Y , U0)u = u′ diag(U1|Y , U0). Let Bdls(X,Y ;A) denote the
set of isomorphism classes of stably relative bundles of finitely generated
projective Hilbert A-modules. We consider the equivalence relation ∼ on
Bdls(X,Y ;A) generated by
• (E1, E2, E0, u) ∼ (E
′
1, E
′
2, E
′
0, u
′) if they are homotopic, that is, there
is a stably relative vector bundle (E˜1, E˜2, E˜0, u˜) on (X[0, 1], Y [0, 1])
whose restriction to (X × {0}, Y × {0}) and (X × {1}, Y × {1}) are
isomorphic to (E1, E2, E0, u) and (E
′
1, E
′
2, E
′
0, u
′) respectively,
• (E1, E2, E0, u) ∼ (0, 0, E1|Y ⊕E0, v
∗u) if v is a unitary isomorphism
from E1 to E2, and
• (0, 0, E0, 1E0) ∼ 0.
The summation (E1, E2, E0, u)+ (E
′
1, E
′
2, E
′
0, u
′) := (E1⊕E
′
1, E2⊕E
′
2, E0⊕
E′0, u ⊕ u
′) makes the set Bdls(X,Y ;A)/ ∼ into an abelian monoid. More-
over, [E1, E2, E0, u] has the inverse [E2, E1, E0, u
∗].
Lemma 5.2. The group Bdls(X,Y ;A)/ ∼ is isomorphic to the relative K
0-
group K0(X,Y ;A).
Proof. In the proof, we write as K¯0(X,Y ;A) := Bdls(X,Y ;A)/ ∼. Let
ρ : (C0(X
◦)⊗A)+ → C denote the quotient. We define the map κ : K0(X,Y ;A)→
K¯0(X,Y,A) by
κ([p] − [1n]) = [p(A
N
X), A
n
X , 0, 1n]
for a projection p ∈MN ((C0(X)⊗A)
+) with ρ(p) = 1n.
For a compact space X, let K∗(X;A) := K∗(C(X)⊗A). Let i
∗ : C(X)→
C(Y ) denote the restriction and let j : C0(X
◦)→ C(X) denote the inclusion.
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Consider the homomorphisms
∂¯ : K1(Y ;A)→ K¯0(X,Y ;A), ∂¯[u] = [0, 0, AnY , u],
j¯∗ : K¯
0(X,Y ;A)→ K0(X;A), j¯∗[E1, E2, E0, u] = [E1]− [E2].
Actually, the equivalence relation ∼ is defined in such a way that ∂¯ and j¯
are well-defined and the second row of the commutative diagram
K1(X;A)
i∗ // K1(Y ;A)
∂ // K0(X,Y ;A)
j∗ //
κ

K0(Y ;A)
i∗ // K0(X;A)
K1(X;A)
i∗ // K1(Y ;A)
∂¯ // K¯0(X,Y ;A)
j¯∗ // K0(X;A)
i∗ // K0(Y ;A)
is exact (for the exactness at K1(Y ;A), note that [0, 0, AnY , 1] = [A
n
X , A
n
X , 0, 1] =
[0, 0, AnY , u] if u ∈ U(C(Y ) ⊗ A ⊗Mn) is extended to a unitary in C(X) ⊗
A⊗Mn). Now the lemma follows from the five lemma. 
Remark 5.3. Let f1(r) := min{1,max{0, 1−3r}} and f2(r) := min{1,max{0, 3r−
2}}. The inverse of κ is given by mapping (E1, E2, E0, u) to
[E1, E2, E0, u] := [E1 ⊕ E
op
2 , 1, u˜] ∈ KK(C, C0(X
◦
1 )),
where
E1 := C0(X
◦
1 , E1)⊕C0(Y
◦
1 , E0),
E2 := C0(X
◦
1 , E2)⊕C0(Y
◦
1 , E0),
u˜ := f1(r)1E0 + f2(r)u ∈ B(E1,E2).
Now we introduce the notion of ε-flatness for stably relative bundles of
Hilbert A-modules. Let us recall the definition of almost flat bundle on a
topological space introduced in [MT05].
Definition 5.4. Let X be a locally compact space with a finite open cover
U := {Uµ}µ∈I . For a finitely generated Hilbert A-module P , a U(P )-valued
Cˇech 1-cocycle v = {vµν}µ,ν∈I on U is an (ε,U)-flat bundle on X with the
typical fiber P if ‖vµν(x)− vµν(y)‖ < ε for any x, y ∈ Uµν := Uµ ∩ Uν .
We write Bdlε,UP (X) for the set of (ε,U)-flat bundles with the typical fiber
P . For v ∈ Bdlε,UP (X), we write Ev for the underlying P -bundle.
Definition 5.5. For two (ε,U)-flat bundles v1 = {v
1
µν} and v2 = {v
2
µν}, a
morphism of (ε,U)-flat bundles is a family of unitaries u = {uµ}µ∈I ∈ U(P )
I
such that
sup
µ,ν∈I
sup
x∈Uµν
‖uµv
1
µν(x)u
∗
ν − v
2
µν(x)‖ < ε.
We write Homε(v1,v2) for the set of morphisms of ε-flat bundles. Moreover,
for u ∈ Homε(v1,v2) and δ > 0, let
Gδ(u) :=
{
{u¯µ : Uµ → U(P )}µ∈I |
u¯ν(x)v
1
µν(x)u¯
∗
µ(x) = v
2
µν(x),
‖u¯µ(x)− uµ‖ < δ
}
.
For u¯ ∈ Gδ(u), we use the same symbol u¯ for the induced unitary isomor-
phism u¯ : Ev1 → Ev2 .
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Lemma 5.6. There is a constant C1 = C1(U) > 0 depending only on the
open cover U such that the following hold. Let 0 < ε < 14C1 , v1,v2 ∈
Bdlε,UP (X) and u ∈ Homε(v1,v2).
(1) The set GC1ε(u) is non-empty.
(2) The inclusion GC1ε(u)→ G3C1ε(u) is homotopic to a constant map.
Proof. By replacing v2 with u · v2 := {uµv
2
µνu
∗
ν}µ,ν∈I , we may assume that
uµ = 1 for any µ ∈ I, that is, ‖v
1
µν(x) − v
2
µν(x)‖ < ε. Let {ηµ}µ∈I and
{eµν}µ,ν∈I be as in Remark 3.5 and let {eµ}µ∈I be the standard basis of
CI ∼= Hom(C,CI). For v ∈ Bdl
ε,U
P (X), set
pv(x) :=
∑
µ,ν
ηµ(x)ην(x)vµν(x)⊗ eµν ∈ C(X)⊗ B(P )⊗MI ,
ψvµ(x) :=
∑
ν
ην(x)vνµ(x)⊗ eν ∈ Cb(Uµ)⊗ B(P )⊗ C
I .
(5.7)
Then we have pv(x)ψ
v
µ(x) = ψµ(x) for x ∈ Uµ and ψ
v
µ(x)
∗ψvν (x) = vµν(x)
for x ∈ Uµν . That is, pv is a projection with the support Ev and ψ
v
µ is a
local trivialization of Ev.
By the triangle inequality, we have
‖pv1 − pv2‖ ≤ sup
x∈X
∑
µ,ν
ηµ(x)ην(x)‖v
1
µν(x)− v
2
µν(x)‖ ≤ |I|
2ε.
Hence we get
‖(pv1pv2pv1)
2 − pv1pv2pv1‖ = ‖pv1pv2(pv1 − pv2)pv2pv1‖ ≤ C
′
1ε,
that is, the spectrum of pv1pv2pv1 is included to [−|I|
2ε, |I|2ε]∪[1−|I|2ε, 1+
|I|2ε]. Let f be the continuous function on [−|I|2ε, |I|2ε]∪[1−|I|2ε, 1+|I|2ε]
determined by f |[−|I|2ε,|I|2ε] ≡ 0 and f(t) = t
−1/2 on [1 − |I|2ε, 1 + |I|2ε].
Since |(t−t−1/2)′| = |1+ 12t
−3/2| < 2 on [3/4, 5/4], we have |f(t)−t| ≤ 2|I|2ε
for t ∈ [1− |I|2ε, 1 + |I|2ε]. Therefore we get
‖f(pv1pv2pv1)− pv2‖ ≤ ‖f(pv1pv2pv1)− pv1pv2pv1‖+ ‖pv1pv2pv1 − pv2‖
≤ 2|I|2ε+ |I|2ε = 3|I|2ε.
Let w := pv2pv1f(pv1pv2pv1). Then we have w
∗w = pv1 , ww
∗ = pv2 and
‖w − pv1pv2‖ ≤ 3|I|
2ε. Finally, let C1 := 3|I|
2 and let
uµ(x) := (ψ
v2
µ (x))
∗w(x)ψv1µ (x).
Since pvi(x)ψ
vi
ν (x) = ψ
vi
ν (x), we get ‖uµ(x)− 1‖ < C1ε.
To see (2), let us fix u¯ = {u¯µ} ∈ GC1ε(u). Let B denote the C*-algebra{
{hµ}µ∈I ∈
∏
µ∈I
Cb(Uµ,B(P )) | vνµ(x)hµ(x)vµν(x) = hν(x) ∀x ∈ Uµν
}
and let Bsa,r := {b ∈ B | b = b
∗, ‖b‖ < r} for r > 0. Set δ := 4 sin−1(C1ε/2).
Then, e({hµ}) := {u¯µe
ihµ}µ∈I gives a continuous map e : Bsa,δ → G3C1ε(u).
Moreover, since any u¯′ ∈ GC1ε(u) satisfies ‖u¯µ − u¯
′
µ‖ < 2C1ε, we have
u¯′ = e(−i log(u¯∗µu¯
′
µ)). That is, we obtain
GC1ε(u) ⊂ e(Bsa,δ) ⊂ G3C1ε(u).
Now we get the conclusion since e(Bsa,δ) is contractible. 
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Definition 5.8. Let (X,Y ) be a pair of compact spaces with a finite open
cover U = {Uµ}µ∈I . We write U|Y for the open cover {Uµ ∩ Y }µ∈I of Y .
An (ε,U)-flat stably relative bundle on (X,Y ) with the typical fiber (P,Q)
is a quadruple v := (v1,v2,v0,u), where
• v1 and v2 are (ε,U)-flat P -bundle on X,
• v0 is a (ε,UY )-flat Q-bundle on Y and
• u ∈ Homε(v1|Y ⊕ v0,v2|Y ⊕ v0).
We write the set of (ε,U)-flat stably relative bundles on (X,Y ) with the
typical fiber (P,Q) as Bdlε,UP,Q(X,Y ).
In the particular case that Q = 0, we simply call a triple v = (v1,v2,u)
an (ε,U)-flat relative bundle and write as v ∈ Bdlε,UP (X,Y ). Our main
concern is a (ε,U)-flat stably relative vector bundle, that is, a (ε,U)-flat
stably relative bundle of Hilbert C-modules with the typical fiber (Cn,Cm).
Definition 5.9. For 0 < ε < (4C1)
−1, we associate the K-theory class
[v] := [Ev1 , Ev2 , Ev0 , u¯] ∈ K
0(X,Y ;A)
to v = (v1,v2,v0,u) ∈ Bdl
ε,U
P,Q(X,Y ).
We remark that, for 0 < ε < (12C1)
−1, the element [v] is well-defined
independent of the choice of u¯ ∈ GC1ε(u) by Lemma 5.6 (2).
Remark 5.10. The associated K-theory class in Definition 5.18 depends only
on unitary the equivalence class of v. For v ∈ Bdlε,UP (X) and u ∈ U(P )
I ,
we say that
u · v := {uµvµνu
∗
ν}µ,ν∈I
is unitary equivalent to v. Since v and u · v are cohomologous as Cˇech
1-cocycles, Ev and Eu·v determine the same K-theory class. Similarly, we
say that v ∈ Bdlε,UP,Q(X,Y ) is unitary equivalent to u ·v := (u1 ·v1,u2 ·v2,u0 ·
v0, u · u) for u := (u1,u2,u0) ∈ U(P )
I ×U(P )I ×U(Q)I , where
u · u := {diag(u1,µ, u2,µ, u0,µ)uµ diag(u1,µ, u2,µ, u0,µ)
∗}µ∈I∂ .
Then u induces an isomorphism of the underlying stably relative bundles.
In particular we have [v] = [u · v] ∈ K0(X,Y ;A).
Remark 5.11. For the latter use, we introduce some constructions of open
covers on topological spaces constructed from a pair (X,Y ). For a pair of
compact spaces (X,Y ) and r ∈ [0,∞], let qr denote the continuous map
Xr → X determined by qr|X = idX and qr|Y×[0,r] is the projection to the
first component. For an open cover U of X, we associate an open cover
Un := {U(µ,k) := q
∗
rUµ ∩ Vk}(µ,k)∈I×n
of Xn, where V0 = X
◦
1 , Vi = Y × (i − 1, i + 1) for i = 1, . . . , n − 1 and
Vn = Y × (n− 1, n]. We also associate an open cover Uˆ of
Xˆ := X1 ⊔X1/(ι1(y, r) ∼ ι2(y, 1− r)),
where ιi : X1 → X1 ⊔X1 for i = 1, 2 is an embedding to the first and second
copies respectively, as
Uˆ = {Uµ,i := ιi(q
∗
1Uµ ∩X
◦
1 )}(µ,i)∈I×{1,2}.
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Remark 5.12. We give a correspondence between relative (ε,U)-flat bundles
on (X,Y ) and (ε, Uˆ)-flat bundles on Xˆ, where Uˆ is as in Remark 5.11.
We fix a point xµν ∈ Uµν ∩ Y for each µ, ν ∈ I with Uµν ∩ Y 6= ∅. For
vˆ ∈ Bdlε,UˆP (Xˆ), let vi := {vˆ(µ,i)(ν,i)}µ,ν∈I for i = 1, 2 and u := {uµ :=
vˆ(µ,1)(µ,2)(xµν)} for µ, ν ∈ I with Uµν ∩ Y 6= ∅. Then (v1,v2,u) is a relative
(ε,U)-flat bundle on (X,Y ).
Conversely, for v = (v1,v2,u) ∈ Bdl
ε,U
P (X,Y ), pick u¯ ∈ GC1ε(u) by
Lemma 5.6. Then vˆ = {vˆ(µ,i)(ν,j)} given by
vˆ(µ,i)(ν,j) :=

(ι−1i )
∗((q∗1v
i
µν)|q∗1Uµν∩X◦1 ) if i = j,
(ι−11 )
∗(q∗1(v
2
µν u¯ν)|Uµν×(0,1)) if i = 1, j = 2,
(ι−12 )
∗(q∗1(v
1
µν u¯
∗
ν)|Uµν×(0,1)) if i = 2, j = 1,
is a (2C1ε, Uˆ)-flat bundle on Xˆ. It is straightforward to check that these
constructions are mutually inverse to one another up to small correction.
5.1.2. Almost flat class of the relative K0-group. Next, we define the (resp.
stably) almost flat K0-group K
0
af(X,Y ;A) (resp. K
0
s-af(X,Y ;A)) as sub-
groups of K0(X,Y ;A) and study their permanence property with respect to
the pull-back. The discussion is inspired from the work by Hunger [Hun16].
Let us fix a point xµν ∈ Uµν for each µ, ν ∈ I with Uµν 6= ∅ in the way
that xµν = xνµ.
Lemma 5.13. Let µ, ν, σ ∈ I such that Uµνσ := Uµ ∩ Uν ∩ Uσ 6= ∅. Then,
for v ∈ Bdlε,UP (X), we have
‖vµν(xµν)vνσ(xνσ)− vµσ(xµσ)‖ < 3ε.
Proof. Let us choose a point x ∈ Uµνσ. Then,
‖vµν(xµν)vνσ(xνσ)− vµσ(xµσ)‖
<‖vµν(xµν)vνσ(xνσ)− vµν(x)vµσ(x)‖+ ‖vµσ(xµσ)− vµσ(x)‖
<2ε+ ε = 3ε. 
Lemma 5.14. Let X be a locally compact space with π1(X) = 0 and let U be
its finite good open cover. Then, there is a constant C2 = C2(U) depending
only on U such that HomC2ε(1,v) is non-empty for any v ∈ Bdl
ε,U
P (X).
Proof. Let NU denote the nerve of U . For µ, ν ∈ I with Uµν 6= ∅, we write
〈µ, ν〉 for the corresponding 1-cell of NU whose direction is from ν to µ.
Let us fix a maximal subtree T of NU and a reference point µ0 ∈ I. Then,
for each µ ∈ I there is a unique minimal oriented path ℓµ in T from µ0 to
µ. Since U is an good open cover, X is homotopy equivalent to NU and in
particular we have π1(NU ) = 0. Therefore, the closed loop ℓ
−1
µ ◦ 〈µ, ν〉 ◦ ℓν
is written of the form
Cµν∏
i=1
ℓ−1νi ◦ 〈µi, σi〉 ◦ 〈σi, νi〉 ◦ 〈νi, µi〉 ◦ ℓνi ,(5.15)
where each µi, νi, σi ∈ I satisfies Uµiνiσi 6= ∅ (that is, {µi, νi, σi} is a 2-cell
of NU ).
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For each µ ∈ I, let µ1, . . . , µk ∈ I be the 0-cells of T such that ℓµ :=
〈µk, µk−1〉 ◦ · · · ◦ 〈µ1, µ0〉 and set
uµ := vµkµk−1(xµkµk−1)vµk−1µk−2(xµk−1µk−2) . . . vµ1µ0(xµ1µ0).(5.16)
By Lemma 5.13 and (5.15), we get
‖uµvµνu
∗
ν − 1‖ < 3Cµνε.
Now the proof is completed by choosing C2(U) := 3maxµ,ν∈I Cµν . 
Proposition 5.17. Let U = {Uµ}µ∈I be a finite good open cover of X.
Assume that there is a subset J ⊂ I such that V := {Uµ}µ∈J also covers X.
Then there is a constant C3 = C3(U ,V) depending only on U and V such
that the following hold.
(1) For any v ∈ Bdlε,VP (X) there is v˜ = {v˜µν}µ,ν∈I ∈ Bdl
C3ε,U
P (X) such
that v˜µν = vµν for any µ, ν ∈ J .
(2) Let v,v′ ∈ Bdlε,VP (X) with v˜, v˜
′ ∈ BdlC3ε,UP (X) constructed in (1).
For u ∈ Homε(v,v
′), there is u˜ ∈ Hom(4C3+1)ε(v˜, v˜
′) such that
u˜µ = uµ for any µ ∈ J .
Proof. For σ ∈ I \ J , let Uσ be the open cover {Uσ ∩ Uµ}µ∈I of Uσ. Let
Cσ := C1(Uσ)C2(Uσ), where C1(Uσ) and C2(Uσ) are the constants as in
Lemma 5.6 and Lemma 5.14 respectively. Let C3(U ,V) := 2maxσ∈I\J Cσ.
First we show (1). For σ ∈ I \ J , we apply Lemma 5.14 to the restriction
v|Uσ = {v
σ
µν := vµν |Uµσ} to get a morphism u
σ ∈ HomC2(Uσ)ε(1,v|Uσ ). Let
u¯ ∈ GC1(Uσ)C2(Uσ)ε(u). Then, v˜ := {v˜µν}µ,ν∈I defined by
v˜µν(x) :=

vµν(x) if µ, ν ∈ J ,
uµν (x) if µ ∈ J and ν 6∈ J ,
uσν (x)
∗uσµ(x) if µ, ν 6∈ J.
is a desired Cˇech 1-cocycle.
Next we show (2). For each µ ∈ I \ J , we fix σµ ∈ J such that Uµσµ 6= ∅.
Let
u˜µ := v˜
′
µσµ(xµσµ)uσµ v˜µσµ(xµσµ)
∗.
Then,
‖u˜µv˜µσµ(x)u˜
∗
σµ − v˜
′
µσµ(x)‖
<‖u˜µv˜µσµ(x)u˜
∗
σµ − u˜µv˜µσµ(xµσµ)u˜
∗
σµ‖+ ‖v˜
′
µσµ(xµσµ)− v˜
′
µσµ(x)‖
<2C3ε
and hence
‖u˜µv˜µν(x)u˜
∗
ν − v˜
′
µν(x)‖
<‖u˜µv˜µσµ(x)u˜
∗
σµ − v˜
′
µσµ(x)‖ + ‖u˜σµ v˜σµσν (x)u˜
∗
σν − v˜
′
σµσν (x)‖
+ ‖u˜σν v˜σνν(x)u˜
∗
ν − v˜
′
σνν(x)‖
<(4C3 + 1)ε. 
Here we assume that (X,Y ) is a pair of finite CW-complexes. In this
paper we call U a good open cover of the pair (X,Y ) if it is a good open
cover of X such that U|Y is also a good open cover of Y . Such an open
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cover exists because (X,Y ) is homotopy equivalent to a pair of finite simpli-
cial complexes. For a pair of simplicial complexes, the family of open star
neighborhoods of 0-cells satisfies the desired property.
Definition 5.18. Let (X,Y ) be a pair of finite CW-complex and let U be
a finite good open cover of (X,Y ). An element ξ ∈ K0(X,Y ;A) is (resp.
stably) relative almost flat with respect to U if for any ε > 0 there is a (ε,U)-
flat (resp. stably) relative vector bundle v of finitely generated projective
Hilbert A-modules such that x = [v].
Corollary 5.19. The subgroup consisting of all (resp. stably) relative almost
flat elements of K0(X,Y ;A) is independent of the choice of good open covers.
We write K0af(X,Y ;A) (resp. K
0
s-af(X,Y ;A)) for the subgroup of (resp.
stably) relative almost flat elements.
Proof. Let U and V be two open covers and W := U ∪ V. Assume that
ξ ∈ K0(X,Y ;A) is represented by an (ε,U)-flat stably relative vector bundle
v = (v1,v2,v0,u). By Proposition 5.17 (1), we get (C3ε,W)-flat bundles
w1, w2 and w0. Moreover, by Proposition 5.17 (2), u can be extended to
u˜ ∈ Hom(4C3+1)ε(w1|Y ⊕w0,w2|Y ⊕ w0). Finally, its restriction to V is a
((4C3 + 1)ε,V)-flat stably relative bundle representing ξ. 
Corollary 5.20. Let f be a continuous map from (X1, Y1) to (X2, Y2). If ξ ∈
K0(X2, Y2;A) is almost flat, then so is f
∗ξ ∈ K0(X1, Y1;A). In particular,
the subgroups K0af(X,Y ;A) and K
0
s-af(X,Y ;A) are homotopy invariant.
Proof. Let v = (v1,v2,v0,u) ∈ Bdl
ε,U
P,Q(X,Y ) be a (ε,U)-flat representative
of ξ. Let us choose a good open cover V = {Vν}ν∈J of (X,Y ) which is
a subdivision of f∗U . Let f¯ : J → I be a map with the property that
Vν ⊂ f
∗Uf(ν). Then, f
∗v := (f∗v1, f
∗v2, f
∗v0, f
∗u) defined as f∗vi :=
{f∗vf¯(µ),f¯(ν)}µ,ν∈J for i = 0, 1, 2 and f
∗u := {uf¯(µ)}µ∈J is a (ε,V)-flat bundle
on (X1, Y1) representing f
∗ξ. By Corollary 5.19, f∗ξ is almost flat with
respect to an arbitrary good open cover of (X1, Y1). 
5.1.3. Comparing topological and smooth almost flatness. The notion of al-
most flat bundle is originally defined by Gromov and Lawson in [GL83]
in terms of Riemannian geometry of connections in the following way. Let
(M,g) be a compact Riemannian manifold with a possibly non-empty bound-
ary. A triplet e = (E,∇) is a smooth (ε, g)-flat vector bundle on M if E is a
hermitian vector bundle on M and ∇ is a hermitian connection on E whose
curvature tensor R∇ ∈ Ω2(M,EndE) satisfies
‖R∇‖ := sup
x∈M
sup
ξ∈
∧2 TxM\{0}
‖R∇(ξ)‖End(Ex)
‖ξ‖
< ε.
An element x ∈ K0(M) is said to be almost flat (in the smooth sense)
if for any ε > 0 there is a pair of smooth (ε, g)-flat vector bundles e1 =
(E1,∇1) and e2 = (E2,∇2) such that x = [E1] − [E2]. It is proved in
[Lis13, Proposition 3] that almost flatness of an element of the K0-group is
independent of the choice of the Riemannian metric g on M .
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Definition 5.21. For two smooth (ε, g)-flat vector bundles e1 and e2 on
(M,g), a morphism of smooth (ε, g)-flat bundles from e1 to e2 is a unitary
bundle isomorphism u : E1 → E2 with
‖u∇1u
∗ −∇2‖Ω1 < ε,
where ‖ · ‖Ω1 is the uniform norm on Ω
1(M,End(E2)).
Definition 5.22. Let (M,g) be a compact Riemannian manifold with the
boundary N . For n ≥ 1 and m ≥ 0, a smooth (ε, g)-flat stably relative vector
bundle of rank (n,m) on (M,N) is a quadruple e = (e1, e2, e0, u), where
• e1 = (E1,∇1) and e2 = (E2,∇2) are rank n smooth (ε, g)-flat vector
bundles on M ,
• e0 = (E0,∇0) is a rank m smooth (ε, g)-flat vector bundle on N and
• u : e1|N ⊕ e0 → e2|N ⊕ e0 is a morphism of (ε, g)-flat bundles.
In the particular case of m = 0, we simply call a triplet e = (e1, e2, u) a
smooth (ε, g)-flat relative vector bundle of rank n.
We write [e] for the element of K0(X,Y ) represented by the underlying
stably relative vector bundle (E1, E2, E0, u).
Lemma 5.23. Let (M,g) be a Riemannian manifold and let x, y ∈ C∞(M,Mn)
whose spectra (as elements of C(M)⊗Mn) are included to a domain D ⊂ C.
Let γ be the boundary of a domain D′ which includes the closure of D and
let f be a holomorphic function on a neighborhood of D′. Then there is a
constant C4 = C4(g,D, γ, f) depend only on g, D, γ and f such that
‖d(f(x)− f(y))‖Ω1 ≤ C4(‖dx‖Ω1‖x− y‖+ ‖dx− dy‖),
where ‖ · ‖Ω1 is the uniform norm on the space Ω
1(M,Mn).
Proof. The functional calculus f(x) is given by the Dunford integral
f(x) =
1
2πi
∫
λ∈γ
f(λ)(λ− x)−1dλ.
Since
• d((λ− x)−1) = −(λ− x)−1(dx)(λ− x)−1,
• (λ− x)−1 − (λ− y)−1 = (λ− x)−1(y − x)(λ− y)−1 and
• ‖(λ− x)−1‖ ≤ C ′4 := d(γ,D)
−1,
we obtain that
‖d(f(x)− f(y))‖
≤(2π)−1‖f‖L1 sup
λ∈γ
‖(λ− x)−1dx(λ− x)−1 − (y − λ)−1dy(y − λ)−1‖
≤(2π)−1‖f‖L1
(
sup
λ∈γ
‖((λ− x)−1 − (λ− y)−1)dx(λ− x)−1‖
+ sup
λ∈γ
‖(λ− y)−1dx((λ− x)−1 − (λ− y)−1)‖
+ sup
λ∈γ
‖(λ− y)−1(dx− dy)(λ− y)−1‖
)
≤(2π)−1‖f‖L1(2(C
′
4)
3‖dx‖‖x − y‖+ (C ′4)
2‖dx− dy‖),
where ‖f‖L1 is the L
1-norm of f on γ. Now the proof is completed by
choosing C4 as (2π)
−1‖f‖L1(C
′
4)
2 ·max{2C ′4, 1}. 
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Lemma 5.24. Let 0 < ε < 1/6. Let M be a Riemannian manifold with
a finite open cover U = {Uµ}. Then there exists a constant C5 = C5(g,U)
depending only on g and U such that the following holds: For any w ∈
Bdlε,Un (M), there is v ∈ Bdl
U ,30ε
n (M) such that
• ‖vµν(x)− wµν(x)‖ < 16ε for any x ∈ Uµν and
• each vµν is smooth and ‖dvµν‖Ω1(Uµν ,Mn) < C5ε.
Proof. Let {ηµ}µ∈I be as in Remark 3.5, which is chosen to be a family
of smooth functions, and let {eµ}µ∈I denote the standard basis of C
I ∼=
Hom(C,CI). Let κ := maxµ ‖dηµ‖. Note that ‖d(η
2
µ)‖ = ‖2ηµdηµ‖ ≤ 2κ.
Then
ψ˘µ :=
∑
ην ⊗ wνµ(xνµ)⊗ eµ ∈ C
∞(M)⊗Mn ⊗MI
satisfies
ψ˘µ(x)
∗ψ˘ν(x)− wµν(xµν) =
∑
σ∈I
ησ(x)
2(wµσ(xµσ)wσν(xσν)− wµν(xµν))
and hence
• ‖ψ˘µ(x)
∗ψ˘ν(x)− wµν(xµν)‖ ≤ supx∈M
(∑
ησ(x)
2 · 3ε
)
= 3ε,
• ‖d((ψ˘µ)
∗ψ˘ν)‖ ≤
∑
σ∈I ‖d(η
2
σ)‖ · 3ε = 2κ|I|ε.
By the assumption ε < 1/6, we have that the spectrum σ(ψ˘µ(x)
∗ψ˘µ(x))
−1/2)
is included to the interval [1/2, 3/2]. Let D and D′ be the open disk of
radius 2/3 and 3/4 with the center 1 respectively, let γ = ∂D′ and let
C4 = C4(g,D, γ, z
−1/2) be the constant as in Lemma 5.23. Now we have
• ‖(ψ˘µ(x)
∗ψ˘µ(x))
−1/2 − 1‖ ≤ 6ε and
• ‖d((ψ˘∗µψ˘µ)
−1/2)‖ ≤ C4 · 2κ|I|ε
(for the second inequality, apply Lemma 5.23 to x = 1, y = ψ˘∗µψ˘µ, D and γ
as above and f(z) = z−1/2).
Now, the Cˇech 1-cocycle
vµν(x) := (ψ˘µ(x)
∗ψ˘µ(x))
−1/2ψ˘µ(x)
∗ψ˘ν(x)(ψ˘ν(x)
∗ψ˘ν(x))
−1/2
satisfies
• ‖vµν(x)− wµν(xµν)‖ < 6ε+ 3ε+ 6ε = 15ε,
• ‖dvµν‖ ≤ 2C4κ|I|ε+ 2κ|I|ε + 2C4κ|I|ε = (4C4|+ 2)κ|I|C ′5ε.
Now the proof is completed by choosing C5 := (4C4|+2)κ|I|C
′
5. Indeed, the
first inequality implies that ‖vµν(x)−vµν(y)‖ < 30ε and ‖vµν(x)−wµν(x)‖ <
16ε for any x, y ∈ Uµν . 
Lemma 5.25. Let 0 < ε < 14C1 . There is a constant C6 = C6(U) depending
only on U such that the following holds: For (ε,U)-flat bundles v1 and v2 on
X with ‖dviµν‖ < ε (for i = 1, 2) and u ∈ Homε(v1,v2), there is u¯ ∈ GC1ε(u)
such that ‖du¯µ‖Ω1 < C6ε.
Proof. Let ψiµ := ψ
vi
µ and pi := pvi for i = 1, 2, w and {u¯µ}µ∈I be as in the
proof of Lemma 5.6 (1). As in the proof of Lemma 5.24, let κ := maxµ ‖dηµ‖.
Then we have
‖d((ψv2µ )
∗ψv1µ )‖ ≤
∑
ν∈I
‖d(η2ν)‖ · ‖v
1
µν − v
2
µν‖ < 2κ|I|ε
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and
‖d(p1p2p1)− dp1‖ =‖d(p1(p2 − p1)p1)‖
=
∥∥∥d( ∑
µ,ν,σ,τ
ηµη
2
νη
2
σητ · v
1
µν(v
1
νσ − v
2
νσ)v
1
στ
)∥∥∥
≤
∥∥∥d( ∑
µ,ν,σ,τ
ηµη
2
νη
2
σητ
)∥∥∥ · ε+ ∥∥∥ ∑
µ,ν,σ,τ
ηµη
2
νη
2
σητ
∥∥∥ · (2ε + 2ε2)
≤2κ|I|2ε+ |I|2 · 4ε.
Moreover, we also have
• ‖dψiµ‖ ≤
∑
ν(‖dην‖‖vνµ‖+ ‖ην‖‖dvνµ‖) ≤ κ|I| + |I|ε and
• ‖dpi‖ ≤
∑
µ,ν(‖d(ηµην)‖‖vµν‖+ ‖ηµην‖ · ‖dvµν‖) ≤ 2κ|I|
2 + |I|2ε.
Let C ′6 := max{(κ+ 1)|I|, (2κ + 1)|I|
2}.
Now we apply Lemma 5.23 for x = p1p2p1, y = p1 and f as in Lemma 5.6
(1) and D and γ as in Lemma 5.24 to get a constant C4 = C4(g,D, γ, z
−1/2)
and an inequality
‖dp1 − df(p1p2p1)‖ ≤ C4(C
′
6 · |I|
2ε+ (2κ + 4)|I|2ε),
which implies that
‖du¯µ‖
≤‖d((ψ2µ)
∗(w − p2p1)ψ
1
µ)‖+ ‖d((ψ
2
µ)
∗ψ1µ)‖
≤‖dψ1µ‖‖w − p2p1‖+ ‖w − p2p1‖‖dψ
2
µ‖+ ‖dw − d(p2p1)‖+ 2κ|I|ε
≤2C ′6C1ε+ (‖d(p2p1)‖‖f(p1p2p1)− p1‖+ ‖p2p1‖‖df(p1p2p1)− dp1‖) + 2κ|I|ε
≤(2C ′6C1 + 2C
′
6C1 + C4(C
′
6 + 2κ+ 4)|I|
2 + κ|I|)ε.
Here we use the fact that piψ
i
µ = ψ
i
µ for i = 1, 2. Now the proof is completed
by choosing C6 := 4C
′
6C1 + C4(C
′
6 + 2κ+ 4)|I|
2 + κ|I|. 
Lemma 5.26. Let (M,g) be a Riemannian manifold possibly with a collared
boundary. Let U := {Uµ}µ∈I be an open cover of M such that any two points
x, y in each Uµ is connected by a unique minimal geodesic in Uµ. Then there
is a constant C7 = C7(g,U) depending on g and U such that the following
hold:
(1) Let e = (E,∇) be an ε-flat bundle on M . Then, there exists a local
trivialization ψeµ : Uµ ×C
n → E|Uµ such that the Cˇech 1-cocycle
ve := {veµν(x) := ψ
e
µ(x)
∗ψeν(x)}µ,ν∈I
forms a (C7ε,U)-flat bundle.
(2) Let u : e1 → e2 be a morphism of ε-flat bundles. Then,
u := {uµ := ψ
e2
µ (xµ)
∗u(xµ)ψ
e1
µ (xµ)}
forms a morphism of (ε,U)-flat bundles such that u ∈ GC7ε(u).
For example, an open cover consisting of open balls of radius less than
the injectivity radius of M satisfies the assumption of Lemma 5.26 (when
M has a boundary, take an open cover of the invertible double Mˆ as above
and restrict it to M).
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Proof. Let x, y ∈ Uµ. We write [x, y] for the minimal geodesic connecting x
and y in Uµ and
Dµ(x, y) :=
⋃
z∈[x,y]
[xµ, z].
We define the constant C7 as
C7 := max
µ
sup
x,y∈Uµ
max{d(x, y), 2Area(Dµ(x, y))} <∞.(5.27)
For a path ℓ : [0, t]→M , let Γ∇ℓ : Eℓ(0) → Eℓ(t) denote the parallel trans-
port along ℓ. We fix an identification of Exµ with C
n. Then
ψeµ(x) := Γ[x,xµ] : Ex → Exµ
∼= Cn
gives a local trivialization of E. Let veµν(x) := ψ
e
ν(x)
∗ψeµ(x). Then v
e
µν(y)
∗veµν(x)
is the parallel transport along the boundary of the surfaceDµ(x, y)∪Dν(x, y).
By a basic curvature estimate of the holonomy (see for example [Gro96,
pp.19]), we get
‖veµν(y)
∗veµν(x)− 1‖ < Area(Dµ(x, y) ∪Dν(x, y)) · ‖R
∇‖ < C7ε.
To see (2), it suffices to show that ‖ψe2µ (x)
∗u(x)ψe1µ (x)− uµ‖ < C7ε. Let
x(t) denote the point of [x, xµ] uniquely determined by d(x, x(t)) = t. Since
uΓ∇1[xµ,x]u
∗ − Γ∇2[xµ,x] = Γ
u∇1u∗
[x,y] − Γ
∇2
[xµ,x]
=
∫ d(x,xµ)
0
(u∇1d
dt
u∗ −∇2d
dt
)Γ[xµ,x(t)]dt,
we obtain that
‖Γ∇2[xµ,x]uΓ
∇1
[x,xµ]
− u‖ = ‖uΓ∇1[xµ,x]u
∗ − Γ∇2[xµ,x]‖ ≤ d(x, y)ε ≤ C7ε. 
Lemma 5.28. Let (M,g) and U be as in Lemma 5.26 and let 0 < ε < 1120C1 .
Then there is a constant C8 = C8(g,U) depending only on g and U such that
the following hold.
(1) Let v be a (ε,U)-flat vector bundle. Then, the underlying vector
bundle Ev admits an C8ε-flat connection ∇v.
(2) For u ∈ Homε(v1,v2), there is u¯ ∈ GC8ε(u) such that ‖u¯∇v1 u¯
∗ −
∇v2‖Ω1 < ε.
Proof. By Lemma 5.24, we may assume that vµν is 30ε-flat and ‖dvµν‖ <
C5ε. As in previous lemmas, let κ := maxµ∈I ‖dηµ‖.
The connection
∇µ
v
= d+ avµ :=
∑
ν
η2ν · vµν ◦ d ◦ v
∗
µν = d+
∑
ν
η2νvµνdv
∗
µν
on the trivial bundle CnUµ satisfies v
∗
µν∇
µ
vvµν = ∇
ν
v
and hence gives rise to
a connection ∇v on E. Since ‖dvµν‖ < C5ε, we have ‖a
v
µ ∧ a
v
µ‖ ≤ ‖a
v
µ‖
2 <
(|I|C5ε)
2 and
‖davµ
∥∥∥ ≤ ‖∑
ν
dρν ∧ vµνdv
∗
µν
∥∥∥+ ∥∥∥∑
ν
ρνdvµν ∧ dv
∗
µν
∥∥∥ ≤ κ|I|C5ε+ |I|(C5ε)2.
Therefore, ‖R∇‖ = maxµ∈I ‖da
v
µ + a
v
µ ∧ a
v
µ‖ ≤ (|I|
2C25 + κ|I|C5 + |I|C
2
5 )ε.
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Next, let u ∈ Hom(2C5+1)ε(v1,v2). By Lemma 5.25, there is u¯ ∈ GC1C4ε(u)
such that ‖du¯µ‖ < C6C5ε. Then
u¯µ∇v1 u¯
∗
µ =
∑
ην u¯µv
1
µν ◦ d ◦ v
1
νµu¯
∗
µ =
∑
ηνv
2
µν u¯ν ◦ d ◦ u¯
∗
νv
2
νµ
= ∇v2 +
∑
ηµv
2
µν u¯ν(du¯
∗
ν)v
2
νµ
implies ‖u¯∇v1 u¯
∗ − ∇v2‖Ω1 < |I|C5C6ε. Now the proof is completed by
choosing C8 := max{|I|
2C25 + κ|I|C5 + |I|C
2
5 , |I|C5C6}. 
Proposition 5.29. Let M be a compact Riemannian manifold with the
boundary N . An element x ∈ K0(M,N) is almost flat in smooth sense if
and only if it is almost flat in topological sense (i.e., in the sense of Definition
5.18).
Proof. By Lemma 5.26 and Lemma 5.28, we can associate from smooth or
topological ε-flat stably relative bundles to the other. Since this correspon-
dence preserve the underlying stably relative bundle, we get the conclu-
sion. 
5.2. Relative quasi-representations and almost monodromy corre-
spondence. Let Γ be a countable discrete group and let G be a finite subset
of Γ. Recall that a map π : Γ→ U(P ) is a (ε,G)-representation of Γ on P if
π(e) = 1 and
‖π(g)π(h) − π(gh)‖ < ε
for any g, h ∈ G. Let qRepε,GP (Γ) denote the set of (ε,G)-representations of
Γ on P .
Definition 5.30. Let π1 and π2 be (ε,G)-representations of Γ. An ε-
intertwiner u ∈ Homε(π1, π2) is a unitary u ∈ U(P ) such that ‖uπ1(γ)u
∗ −
π2(γ)‖ < ε.
Let φ : Λ → Γ be a homomorphism between countable discrete groups.
Let G = (GΓ,GΛ) be a pair of finite subsets GΓ ⊂ Γ and GΛ ⊂ Λ such that
φ(GΛ) ⊂ GΓ.
Definition 5.31. A stably relative (ε,G)-representation of (Γ,Λ) is a quadru-
ple pi := (π1, π2, π0, u), where
• π1 : Γ→ U(P ) and π2 : Γ→ U(P ) are (ε,GΓ)-representations of Γ,
• π0 : Λ→ U(Q) is a (ε,GΛ)-representation of Λ, and
• u ∈ Homε(π1 ◦ φ⊕ π0, π2 ◦ φ⊕ π0).
We write qRepε,GP,Q(Γ,Λ) for the set of stably relative (ε,G)-representations
of (Γ,Λ) on (P,Q).
We say that two (ε,G)-representations pi and pi′ are unitary equivalent if
there are unitaries U1, U2 ∈ U(P ) and U0 ∈ U(Q) such that πi = Ad(Ui)◦π
′
i
for i = 0, 1, 2 and u′(U1 ⊕ U0) = (U2 ⊕ U0)u.
Remark 5.32. There is an obvious one-to-one correspondence between qRepε,GP (Γ,Λ)
and qRepε,GP (Γ, φ(Λ)). Moreover, any relative (ε,G)-representation (π1, π2, u)
is unitary equivalent to (π1,Ad(u
∗) ◦ π2, 1). That is, up to unitary equiva-
lence we may assume that u = 1.
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Remark 5.33. There is a correspondence between relative quasi-representations
and quasi-representations of the amalgamated free product Γ ∗Λ Γ.
Let Gˆ ⊂ Γ ∗Λ Γ denote the union of two copies of GΓ ⊂ Γ. For a (ε, Gˆ)-
representation πˆ of Γ∗ΛΓ, let π1 and π2 denote its restrictions to the first and
second copies of Γ. Then, π 7→ (π1, π2, 1) gives a map from qRep
ε,Gˆ
P (Γ ∗Λ Γ)
to qRepε,GP (Γ,Λ).
Conversely, we associate to (π1, π2, 1) ∈ qRep
ε,G
P (Γ,Λ) a (2ε, Gˆ)-representation
πˆ of Γ∗ΛΓ constructed in the following way. Let us fix a set theoretic section
τ : Γ ∗φ(Λ) Γ→ Γ ∗ Γ. Let
πˆ(γ) := π1(γ
1
1)π2(γ
2
1) . . . π1(γ
1
k)π2(γ
2
k)
for γ ∈ Γ ∗Λ Γ such that τ(γ) = γ
1
1γ
2
1 · · · γ
1
kγ
2
k ∈ Γ ∗ Γ. Then πˆ is a (2ε, Gˆ)-
representation of Γ ∗Λ Γ. It is straightforward that these constructions are
mutually inverse to one another up to small correction.
Finally we give the almost monodromy correspondence between almost
flat bundles on a pair of finite CW-complexes and quasi-representations of
the fundamental groups.
Let (X,Y ) be a pair of finite CW-complexes with a good open cover U .
We write Γ := π1(X), Λ := π1(Y ) and φ : Λ→ Γ for the map induced from
the inclusion. Fix a maximal subtree T of the 1-skeleton N
(1)
U of the nerve
of U such that T ∩N
(1)
U|Y
is also a maximal subtree of N
(1)
U|Y
.
Definition 5.34. We say that v ∈ Bdlε,UP (X) is normalized on T if ‖vµν(x)−
1‖ < ε for any 〈µ, ν〉 ∈ T . We also says that v = (v1,v2,v0,u) ∈ Bdl
ε,U
P,Q(X,Y )
is normalized on T if v1, v2 and v0 are normalized on T . Let Bdl
ε,U
P (X)T
(resp. Bdlε,UP,Q(X,Y )T ) denote the set of (ε,U)-flat bundles normalized on T .
Lemma 5.35. Any stably relative (ε,U)-flat bundle v is unitary equivalent
(in the sense of Remark 5.10) to a stably relative (ε,U)-flat bundle normal-
ized on T .
Proof. It suffices to show that, for any v ∈ Bdlε,UP (X), there is u ∈ U(P )
I
such that u·v is normalized on T . Such u is constructed inductively (indeed,
an inductive construction gives a family u = {uµ}µ∈I with the property that
uµ = uνvµν(xµν)
∗ for any 〈µ, ν〉 ∈ T ). 
Now we give a one-to-one correspondence up to small correction between
(resp. stably) relative quasi-representations and (resp. stably) relative al-
most flat bundles normalized on T .
As in Lemma 5.14, a 1-cell 〈µ, ν〉 ∈ N
(1)
U \ T corresponds to an element
γµν := [ℓ
−1
µ ◦ 〈µ, ν〉 ◦ ℓν ] of Γ. Let
GΓ := {γµν | 〈µ, ν〉 ∈ N
(1)
U \ T} ⊂ Γ.
Similarly we define GΛ as the set of elements of Λ of the form γµν for 〈µ, ν〉 ∈
N
(1)
U|Y
\ T . Let FG denote the free group with the generator {sµν | 〈µ, ν〉 ∈
N
(1)
U \ T}. We fix a set theoretic section τ : Γ→ FG such that τ(γµν) = sµν .
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Definition 5.36 ([CD15, Definition 4.2]). For v ∈ Bdlε,UP (X)T , let
α(v)(γ) :=
n∏
k=1
uµk+1vµk+1µk(xµk+1µk)u
∗
µk
for γ ∈ Γ such that τ(γ) = sµ1,µ2 · · · · · sµk−1,µk . Here uµ is as in (5.16).
It is essentially proved in [CD15, Proposition 4.8] that there is a constant
C9 = C9(U) depending only on U such that α(v) is a (C9ε,G)-representation
of Γ in P .
Conversely, suppose that we have a (ε,G)-representation of Γ. Let {ηµ}µ∈I
be as in Remark 3.5, let {eµ} be the basis of C
I ∼= Hom(C,CI). Set
ψ˘πµ :=
∑
ην ⊗ π(γνµ)⊗ eν ∈ C(X)⊗ B(P )⊗ C
I
and
vπµν := ((ψ˘
π
ν )
∗ψ˘πν )
−1/2((ψ˘πν )
∗ψ˘πµ)((ψ˘
π
µ)
∗ψ˘πµ)
−1/2.
It is essentially proved in Lemma 5.24 that ‖vπµν(x) − π(γµν)‖ < 15ε holds
for any µ, ν ∈ I. Hence we obtain that
• ‖vµν(x)− vµν(y)‖ < 30ε and
• ‖vµν(x)− 1‖ < 15ε if 〈µ, ν〉 ∈ T .
That is, {vµν}µ,ν∈I is a (30ε,U)-flat bundle normalized on T .
Definition 5.37. For π ∈ qRepε,GP (Γ), we define β(π) to be {v
π
µν}µ,ν∈I ∈
Bdl30ε,UP (X)T .
We consider the distance in Bdlε,UP (X) and qRep
ε,G
P (Γ) defined as
d(v,v′) := sup
µ,ν∈I
‖vµν − v
′
µν‖,
d(π, π′) := sup
γ∈GΓ
‖π(γ)− π′(γ)‖.
Lemma 5.38. There is a constant C10 = C10(U) > 0 depending only on U
such that the maps α and β satisfy
d(α(v), α(v′)) ≤ d(v,v′) + C10ε,
d(β(π), β(π′)) ≤ d(π, π′) + C10ε,
d(β ◦ α(v),v) ≤ C10ε,
d(α ◦ β(π), π) ≤ C10ε.
Proof. By Corollary 5.20, we may assume that X is a finite simplicial com-
plex and U is the open cover of X consisting of star neighborhoods Uµ of
0-cells µ. We choose xµν as the median of the 1-cell 〈µ, ν〉.
Let GL(P )δ denote the set of T ∈ B(P ) with d(T,U(P )) < ε and let
CrdεP (X)T denote the set of ε-flat coordinate bundles on X normalized on
T . Here, an ε-flat coordinate bundle on a simplicial complex is a family
{vµν} of ε-flat GL(P )ε-valued functions vµν on the union of simplices of
the barycentric subdivision of X included to Uµ ∩ Uν which satisfies the
cocycle relation (for the precise definition, see [CD15, Definition 2.5]). It
is normalized on T if vµν(xµν) = 1 for 〈µ, ν〉 ∈ T . We remark that the
restriction gives a map R : Bdlε,UP (X)T → Crd
ε
P (X)T .
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Let qRep
ε,G
P (Γ) denote the set of (ε,G)-representation which takes value in
GL(P )ε instead of U(P ). In [CD15], Carrio´n and Dadarlat construct maps
αCD : Crd
ε
P (X)→ ∗ qRep
C′10ε,G
P (Γ)T , βCD : ∗ qRep
ε,G
P (Γ)→ Crd
C′10ε
P (X),
which is compatible with our α and β in the sense that
• d(v,v′)− 2ε ≤ d(R(v),R(v′)) ≤ d(v,v′) for any v,v′ ∈ Bdlε,UP (X),
• αCD ◦ R(v) = α(v) for any v ∈ Bdl
ε,U
P (X),
• d(R ◦ β(π), βCD(π)) < (C
′
10 + 15)ε for π ∈ qRep
ε,G
P (Γ).
Here, the second is obvious from the constructions (compare [CD15, Defini-
tion 4.2] with Definition 5.36) and the third follows from βCD(π)µν(xµν) =
π(γµν) (which is obvious from the construction [CD15, Definition 5.3]) and
‖β(π)µν(x)−π(γµν)‖ < 15ε. Now, the lemma follows from [CD15, Theorem
3.1, Theorem 3.3]. 
Lemma 5.39. Let ∆: U(P )→ U(P )I denote the diagonal embedding. There
is a constant C11 = C11(U) depending only on U such that the following hods:
(1) Let π1, π2 ∈ qRep
ε,G
P (Λ). If there exists u ∈ Homε(π1, π2), then
∆I(u) ∈ U(P ) is contained in HomC11ε(β(π1), β(π2)).
(2) Let v1,v2 ∈ Bdl
ε,U|Y
P (Y )T . If there exists u ∈ Homε(v1,v2), then
‖uµ − uν‖ ≤ C11ε and uµ ∈ HomC11ε(α(v1), α(v2)).
Proof. To see (1), let vi := β(πi). By Lemma 5.38, we have
d(v1,u·v2) = d(β(π1), β(Ad(u)◦π2)) < C8ε+d(π1,Ad(u)◦π2) = (C10+1)ε.
This means that ∆I(u) ∈ Hom(C10+1)ε(v1,v2).
Next we show (2). If 〈µ, ν〉 ∈ T , we get
‖uµ − uν‖ ≤ ‖uµv
1
µν(xµν)u
∗
ν − 1‖+ ‖uµ(v
1
µν(xµν)− 1)‖ < 2ε
and hence ‖uµ − uν‖ < 2 diam(T )ε. Moreover,
d(π1,Ad(uµ) ◦ π2) = d(α(v1), α(∆I(uµ) · v2))
≤ d(v1,u · v2) + d(u · v2,∆I(uµ) · u2) + C10ε
≤ (1 + 2diam(T ) + C10)ε.
Now the proof is completed by choosing C11 := C10 + 1 + 2diam(T ). 
Definition 5.40. Let us fix µ0 ∈ I and let C12 = max{C9, 30, C11}. We
define two maps
α : Bdlε,UP,Q(X,Y )T → qRep
C12ε,G
P,Q (Γ,Λ),
β : qRepε,GP,Q(Γ,Λ)→ Bdl
C12ε,U
P,Q (X,Y )T ,
by
α(v1,v2,v0,u) = (α(v1), α(v2), α(v0), uµ0),
β(π1, π2, π0, u) = (β(π1), β(π2), β(π0),∆I(u)).
We define the metric on Bdlε,UP,Q(X,Y ) and qRep
ε,G
P,Q(Γ,Λ) by
d(v, v′) := max{d(v1,v
′
1), d(v2,v
′
2), d(v0,v
′
0), d(u,u
′)}
d(pi,pi′) := max{d(π1, π
′
1), d(π2, π
′
2), d(π0, π
′
0), d(u, u
′)}.
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Proposition 5.41. Let (X,Y ) be a finite simplicial complex and let Γ :=
π1(X) and Λ := π1(Y ).
(1) For v, v′ ∈ Bdlε,UP,Q(X,Y )T , we have d(α(v),α(v
′)) ≤ d(v, v′) + C10ε
and d(β ◦α(v), v) ≤ C11ε.
(2) For pi,pi′ ∈ qRepε,GP,Q(Γ,Λ), we have d(β(pi),β(pi
′)) ≤ d(pi,pi′)+C10ε
and d(α ◦ β(pi),pi) ≤ C10ε.
Proof. It follows fromLemma 5.38 and Lemma 5.39. 
Corollary 5.42. If there is a continuous map f : (X1, Y1)→ (X2, Y2) which
induces the isomorphism of fundamental groups, then K0s-af(X1, Y1;A) is in-
cluded to f∗K0s-af(X2, Y2;A). In particular, if (BΓ, BΛ) has the homotopy
type of a pair of finite CW-comlexes, then K0s-af(X,Y ;A) ⊂ f
∗K0(BΓ, BΛ;A),
where f is the reference map.
Proof. For sufficiently small 0 < ε, let v ∈ Bdlε,U1P,Q (X1, Y1) be a representative
of ξ ∈ K0s-af(X1, Y1;A). By Remark 5.10 and Lemma 5.35, we may assume
without loss of generality that v is normalized on T . Here we write αX,Y
and βX,Y for the map α and β with respect to the pair (X,Y ). Then,
v˜ := βX2,Y2 ◦ αX1,Y1(v) is a (C12(U1)C12(U2)ε,U2)-flat bundle on (X2, Y2)
which satisfies d(v, f∗v˜) < C11(U)ε. Hence [v] = f
∗[v˜]. 
6. Relative index pairing with coefficient in a C*-algebra
In this section, we establish an obstruction for the relative higher index
to vanish arising from an index pairing with coefficient in a C*-algebra. It
has two applications; a relative version of the result of Hanke–Schick [HS06,
HS07] and the non-vanishing of relative higher index in the setting of Hanke–
Pape–Schick [HPS15].
6.1. Index pairing with stably h-relative representations. For a rep-
resentation of the fundamental group Γ = π1(M) of a closed spin manifold
M on a finitely generated projective Hilbert A-module P , i.e., a homomor-
phism π : Γ→ U(P ), the Kasparov product αΓ([M ]) ⊗ˆ[π] ∈ K0(A) coincides
with the index pairing with the flat P -bundle associated to π. Here we de-
velop its relative version. The relative counterpart of group representation
is a pair of representations of Γ whose restriction to Λ are identified ‘up to
stabilization and homotopy’ in the following sense.
Definition 6.1. Let A be a unital C*-algebra and let P1, P2, Q be finitely
generated projective Hilbert A-modules. A stably h-relative representation
of (Γ,Λ) on (P1, P2, Q) is a quintuple Π := (π1, π2, π0, u, π˜), where
• πi : Γ→ U(Pi) for i = 1, 2 and π0 : Λ→ U(Q) are representations,
• u : P1 ⊕Q→ P2 ⊕Q be a unitary, and
• π˜ = {π˜κ}κ∈[1,2] is a continuous family of representations of Λ to
P2⊕Q (that is, π˜ is a homomorphism from Λ to U(B(P2⊕Q)[1, 2]))
such that π˜1 = Ad(u) ◦ (π1 ◦ φ⊕ π0) and π˜2 = π2 ◦ φ⊕ π0.
We associate the following two objects to a stably h-relative representa-
tion. First, let Pi := X˜ ×Γ,πi P for i = 1, 2, let Q := Y˜ ×Λ,π0 Q and let Vκ
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be a continuous family of bundle isomorphisms
Vκ : Y˜ ×Λ,π˜κ (P1 ⊕Q)→ Y˜ ×Λ,π˜2 (P2 ⊕Q)
for κ ∈ [1, 2] such that V2 is the identity. Note that such Vκ exists and
unique up to homotopy. Then, (P1,P2,Q, V1u) is a stably relative Hilbert
A-module bundle with the typical fiber (P,Q).
Second, let P˜i denote the Hilbert A(−1, 1)-module P˜i := Pi(−1, 1) ⊕
Q(−1, 0). We define a KK-class
Π =
[
P˜1 ⊕ P˜2,Π1 ⊕Π2,
(
0 U∗
U 0
)]
∈ KK(Cφ,A(−1, 1)),(6.2)
where
Π1(a, bs)(s) :=
{
(π1 ⊕ π0 ◦ φ)(a) s ∈ (−1, 0),
π1(bs) s ∈ [0, 1),
Π2(a, bs)(s) :=
{
π˜2+s(a) s ∈ (−1, 0),
π2(bs) s ∈ [0, 1),
and U is defined by using functions f1 and f2 as in Remark 5.3 as
U := f1(−s)1Q + f2(−s)u¯ ∈ B(P˜ ).
By a reparametrization of π˜κ, we may assume that π˜κ = π˜1 for κ ∈ [1,
4
3 ] and
π˜κ = π˜2 for κ ∈ [
5
3 , 2]. Then U intertwines Π1 with Π2, that is, UΠ1(x) =
Π2(x)U for any x ∈ Cφ.
Proposition 6.3. The Kasparov product ℓΓ,Λ⊗C∗(Γ,Λ)Π ∈ KK(C, C0(X
◦)⊗
A) is represented by the stably relative bundle (P1,P2,Q, V1u) on (X,Y ).
Proof. The Hilbert C0(X
◦
2 )⊗A-module E2⊗Π2 P˜2 is the section space of the
continuous field
P˜2 :=
⊔
s∈(0,1)
P2 ∪
⊔
s∈(−1,0]
Y˜ ×π˜2+s (P ⊕Q)
of Hilbert A-modules over X◦2 × (−1, 1). Let Z denote its support, that is,
Z := X◦2 (0, 1) ∪ (Y
′
2)
◦(−1, 0].
For i = 1, 2, set
P¯i := C0(Z,Pi)⊕ C0((Y
′
2)
◦,Q).
Then P¯1 is canonically identified with E⊗Π˜1 P˜ and
V¯ (ϕ)(x, s) =
{
ϕ(x, s) s ∈ (0, 1), x ∈ X◦2 ,
V2+s(ϕ(x, s)) s ∈ (−1, 0], x ∈ (Y
′
2)
◦,
gives a unitary isomorphism
V¯ : E⊗Π˜2 P˜ → P¯2.
Moreover, since U intertwines Π1 with Π2, it induces an operator
U¯ : E2 ⊗Π˜1 P˜ → E2 ⊗Π˜2 P˜.
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Figure 2. The shading shows the value of |ρ(r, s)| on Z and
|2s− 1| on X(0, 1) respectively.
In particular, U¯ is a U -connection. By Lemma A.2 we obtain that
ℓΓ,Λ ⊗CφΠ =
[
(E2 ⊗Π˜1 P˜1)⊕ (E2 ⊗Π˜2 P˜2)
op, 1,
(
ρ¯ σ¯2U¯∗
σ¯2U¯ −ρ¯
)]
=
[
P¯1 ⊕ P¯2, 1,
(
ρ¯ σ¯2U¯∗V¯ ∗
σ¯2V¯ U¯ −ρ¯
)]
,
where
ρ¯(x, s) := (ρ⊗Πi 1)(x, s) =
{
ρs(x) (x, s) ∈ X
◦
2 (0, 1),
ρ0(x) (x, s) ∈ (Y
′
2)
◦(−1, 0],
and σ¯ = (1− ρ¯2)1/4. Note that V¯ U¯ = f1(−s)1Q + f2(−s)V1u.
On the other hand, let P˜i := C0(X
◦
2 ,Pi) ⊕ C0((Y
′
2)
◦,Q) for i = 1, 2 and
U˜ := f1(r − 1)1Q + f2(r − 1)V1u. As is mentioned in Remark 5.3, we have
[P1,P2,Q, V1u] =
[
P˜1 ⊕ P˜
op
2 , 1,
(
0 U˜
U˜∗ 0
)]
.
Hence Lemma A.2 implies that
β ⊗ [P1,P2,Q, V2] =
[
P˜1(0, 1) ⊕ P˜
op
2 (0, 1), 1,
(
2s− 1 τ2U˜∗
τ2U˜ 1− 2s
)]
,
where τ = (1− (2s − 1)2)1/4.
Let ι : Z → X(−1, 1) denote the open embedding. We define a continuous
map f : Z → X(0, 1) by f(x, s) = (x, s) for (x, s) ∈ X◦1 (0, 1) and
f(y, r, s) =
{
(y, 1− s, ρ¯(r,s)+1
2
) (y, r, s) ∈ (Y ′2)
◦(−1, 0),
(y, 1, ρ¯(r,s)+1
2
) (y, r, s) ∈ (Y ′2)
◦(0, 1).
Then the ∗-homomorphism f∗ : C0(X
◦
2 (0, 1))→ C0(Z) satisfies f
∗(2s−1) =
ρ¯ ∈ C0(Z). Moreover, by the constructions, there are unitaries Φi : P˜i ⊗f∗
C0(Z) → P¯ of Hilbert C0(Z) ⊗ A-modules for i = 1, 2 such that Φ2(U˜ ⊗f∗
1)Φ∗1 = V¯1U¯ . Consequently we obtain that
ℓΓ,Λ ⊗Π = (β ⊗ [P1,P2,Q, V2])⊗ [f
∗]⊗ [ι∗].
This concludes the proof since ι∗ ◦ f
∗ : C0(X
◦
1 (0, 1)) → C0(X
◦
1 (−1, 1)) is
homotopic to the inclusion X◦2 (0, 1)→ X
◦
2 (−1, 1). 
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6.2. Relative Hanke–Schick obstruction. First, we apply Proposition
6.3 to show a relative version of [Han12, Theorem 3.9].
Definition 6.4. Let M be a compact spin manifold with boundary N .
(1) We say that (M,N) has infinite (resp. stably) relative K-area if there
is an (resp. stably) relative almost flat K-theory class x ∈ K0(M,N)
such that the index pairing 〈x, [M,N ]〉 is non-zero.
(2) We say that (M,N) has infinite (resp. stably) relative C*-K-area if
for any ε > 0 there is a C*-algebra Aε and a (resp. stably) rela-
tive (ε,U)-flat bundle v of finitely generated projective Hilbert Aε-
modules such that the index pairing 〈[v], [M,N ]〉 ∈ K0(Aε) is non-
zero.
In other words, M has infinite (resp. stably) relative K-area if the funda-
mental class [M,N ] is in the complement of the subgroup K0af(M,N) (resp.
K0s-af(M,N)).
Theorem 6.5. Let M be a compact spin manifold with boundary N . Let
Γ := π1(M), Λ := π1(N) and let φ be the homomorphism induced from the
inclusion N →M .
(1) If M has infinite stably relative C*-K-area, then the relative higher
index µΓ,Λ∗ ([M,N ]) does not vanish.
(2) If M has infinite relative C*-K-area, then the relative higher index
µ
Γ,φ(Λ)
∗ ([M,N ]) does not vanish.
Proof. First we show (1). By the assumption, for each n ∈ N there is a
C*-algebra An, a pair of finitely generated projective Hilbert An-modules
(Pn, Qn) and a (
1
n ,U)-flat stably relative bundle vn := (v
1
n,v
2
n,v
0
n,un) with
the typical fiber (Pn, Qn) such that 〈[vn], [M,N ]〉 6= 0 ∈ K0(An). Set
B :=
∏
n∈N
B(Pn ⊕Qn),
p :=
∏
1Pn , P = pB,
q :=
∏
1Qn , Q = qB.
We define the stably relative bundle v = (v1,v2,v0,u) with the typical fiber
(P,Q) as vi = {viµν}µ,ν∈I , v
0 = {v0µν}µ,ν∈I and u = {uµ}µ∈I , where
viµν(x) :=
∏
n∈N
(vin)µν(x) ∈ B(P ),
v0µν(y) :=
∏
n∈N
(v0n)µν(y) ∈ B(Q),
uµ :=
∏
n∈N
(un)µ ∈ B(P ⊕Q),
for i = 1, 2, x ∈ Uµν and y ∈ Uµν ∩N .
Let J :=
⊕
n∈N B(Pn⊕Qn), A = B/J and τ : B → A denote the quotient.
Then we have
• viµν(x)v
i
νσ(x)− v
i
µσ(x) ∈ J and
• (v1µν ⊕ v
0
µν)(y)− uµ(v
2
µν ⊕ v
0
µν)(y)u
∗
ν ∈ J ,
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that is,
τ∗v := ({τ(v
1
µν)}, {τ(v
2
µν )}, {τ(v
0
µν )}, {τ(uµ)})
is a stably relative flat bundle. Let Π ∈ KK(C∗(Γ,Λ), A) denote the Kas-
parov bimodule associated to the stably relative representation α(τ∗v) as in
Definition 5.36. By Proposition 6.3 we obtain that
αΓ,Λ([M,N ]) ⊗ˆΠ = ℓΓ,Λ ⊗C0(M◦) [M,N ] ⊗ˆC∗(Γ,Λ)Π
= [τ∗v] ⊗ˆC0(M◦)[M,N ]
= τ∗([v] ⊗ˆC0(M◦)[M,N ])
= τ∗(
∏
〈[v], [M,N ]〉).
It is non-zero because ker τ∗ is identified with
⊕
K0(An) through the iso-
morphism K0(B) ∼=
∏
K0(An).
The claim (2) is proved in the same way. We only remark that in this
case Π is a relative representation of (Γ,Λ), which is actually a relative
representation of (Γ, φ(Λ)) by Remark 5.32. 
We apply Theorem 6.5 to show the relative version of the result of [HS06,
HS07]. Recall that a Riemannian manifold (M,g) is said to be (resp. area-
) enlargeable if for any ε > 0 there is a covering M¯ and an (resp. area-)
ε-contracting map fε from M¯ to the sphere S
n with the standard metric.
Here we say that fε is area-ε-contracting if ‖Λ
2Txfε‖ ≤ ε for any x ∈ M∞.
Note that any enlargeable manifold is area-enlargeable.
Theorem 6.6. Let (M,g) be a compact Riemannian spin manifold with a
collared boundary N . If M∞ is area-enlargeable, then M has infinite stably
relative C*-K-area.
Lemma 6.7. Let k ∈ N and let (v,w,u) be a (ε,Uk)-flat bundle with the
typical fiber P on (Mk, ∂Mk). Then there is a stably relative (2ε,U)-flat
bundle v of Hilbert A-modules on (M,N) such that [v] = [v,w,u] under the
canonical identification K0(M,N ;A) ∼= K0(Mk, ∂Mk;A).
Proof. For l = 0, . . . , k, we define a (ε,U|N )-flat P -bundle vl on N by
vl := {v(µ,l)(ν,l)|U(µ,l)(ν,l)∩N×{l}}µ,ν∈I
under the canonical identification of (N,U|N ) with (N×{l},Uk|N×{l}). Sim-
ilarly we define wk for k = 0, . . . , n.
For l = 0, . . . , k, fix xµ,l ∈ Uµ,l ∩ N × {l +
1
2}. We define ul = {ul,µ}µ∈I
by
ul,µ :=

v(µ,l+1)(µ,l)(xµ,l) l = 0, . . . , k − 1
u(µ,k) l = k,
w(µ,2k−l)(µ,2k−l+1)(xµ,2k−l+1) l = k + 1, . . . , 2k.
Then we have ul ∈ Hom2ε(vl,vl+1), uk ∈ Homε(vk,wk) and u2k−l ∈
Hom2ε(wl+1,wl) for l = 0, . . . , k − 1.
Let v¯1 and v¯2 be restrictions of v and w to M with the open cover
Uk|M = U respectively. Let Q = P
2n, let v¯0 := v1⊕· · ·⊕vn⊕wn⊕· · ·⊕w1
and let u¯ = {u¯µ}µ∈I , where each u¯µ : P ⊕Q→ P ⊕Q is determined by
u¯µ(ξ0, (ξ1, . . . , ξ2n)) = (u2n,µξ2n, (u0,µξ0, u1,µξ1, . . . , u2n−1,µξ2n−1))
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for ξ0, . . . , ξ2n ∈ P . Then we have
‖u¯µ(v¯
1
µν ⊕ v¯
0
µν)u¯
∗
ν − v¯
2
µν ⊕ v
0
µν‖ < 2ε,
that is, v := (v1,v2,v0,u) is a stably relative (2ε,U)-flat bundle with the
typical fiber (P,Q) on (M,N). It is straightforward to check that [v,w,u] =
[v] in K0(Mk, ∂Mk;A). 
For an open cover U of a compact space M with a covering π¯ : M¯ →M ,
we write U¯ for the open cover of M¯ consisting of connected components of
π−1(Uµ)’s and I¯ for the index set of U¯ . We use the same letter π¯ for the
canonical map I¯ → I.
Lemma 6.8. Let M be a finite CW-complex with an open cover U and let
F → M¯ → M be a covering. Then there is a C*-algebra A, a Hilbert A-
module bundle P and a ∗-homomorphism θ : C0(M¯) → K(C(M,P)) such
that, for any v ∈ Bdlε,U¯n (M¯) which is compactly supported (that is, vµν
∼= 1
except for finitely many µ, ν ∈ I¯), θ∗[v] is represented by an (ε,U)-flat bundle
of finitely generated projective Hilbert A-modules.
Proof. Let σ denote the monodromy representation of Γ := π1(M) on ℓ
2(F )
and let
A := {(T, S) ∈ B(ℓ2(F ))⊕2 | S ∈ σ(C∗(Γ)), T − S ∈ K}.
For the latter use, we remark that the exact sequence
0→ K(ℓ2(F ))
i
−→ A
p
−→ σ(C∗(Γ))→ 0,(6.9)
where i is the embedding to the first component and pr2 is the projection
to the second component, splits.
Let σˆ : Γ→ U(A) be the representation given by σˆ(γ) := (σ(γ), σ(γ)). Let
A denote the C*-algebra bundle M˜×Ad σˆA, which acts on the Hilbert bundle
H := M˜ ×σˆ (ℓ
2(F )⊕2). Then C(M,A) is isomorphic to K(C(M,P)), where
P := M˜ ×σˆ A. Note that L
2(M,H) is isomorphic to L2(M¯)⊕2. Moreover,
the Γ-equivariant inclusion c0(F )→ A given by i induces
θ : C0(M¯) ∼= C(M, C)→ C(M,A),
where C := M˜×Ad σˆ c0(F ). We remark that it is extended to θ : C(M, C
+)→
C(M,A), where C+ := M˜ ×Ad σˆ c0(F )
+.
We fix a local trivialization
χµ : (L
2(Uµ)⊗ ℓ
2(F ))⊕2 → L2(Uµ,H) ∼= L
2(π¯−1(Uµ))
⊕2
coming from that of the covering space ϕµ : Uµ × F → π¯
−1(U) as a fiber
bundle with the structure group σ(Γ). Then there is γµν ∈ Γ for each µ, ν ∈ I
such that χ∗µχν = σˆ(γµν). Let τ be a ∗-homomorphism from C(M,A) to
C(M,A)⊗MI given by
τ(f) :=
∑
µ,ν
ηµην · χ
∗
µ(f |Uµν )χν ⊗ eµν .
For a compactly supported v ∈ Bdlε,U¯n (M¯), consider the element
v˜′µν :=
∏
π¯(µ¯)=µ,π¯(ν¯)=ν
Uµ¯ν¯ 6=∅
diag(vµ¯ν¯ , 1) ∈ (Cb(Uµν , C
+)⊗Mn)
⊕2.
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Then we have that {v˜µν} satisfies the condition of Cˇech 1-cocycle and
v˜µν := χ
∗
µv˜
′
µνχν = σˆ(γνµ) ·Ad(χ
∗
ν)(v˜
′
µ) ∈ B(L
2(Uµ,C
n)⊕2 ⊗ ℓ2(F ))
is contained in Cb(Uµν , A)⊗Mn (indeed, Ad(χ
∗
ν)(v˜
′
µν) is in Cb(Uµν , c0(F )
+)⊗
Mn). Moreover, since each χµ is induced from a homeomorphism
⊔
F Uµν
∼=
π¯−1(Uµν), (ε, U¯)-flatness of v implies that v˜ := {v˜µν}µ,ν∈I is also an (ε,U)-
flat bundle of Hilbert A-modules.
As in (5.7), let
pv˜ :=
∑
µ,ν
ηµην ⊗ v˜µν ⊗ eµν ∈ C(M,A)⊗Mn ⊗MI ,
pv :=
∑
µ,ν
ηµην ⊗ v˜
′
µν ⊗ eµν ∈ C(M, C
+)⊗Mn ⊗MI ,
p1 :=
∑
µ,ν
ηµην ⊗ 1n ⊗ eµν ∈ C(M, C
+)⊗Mn ⊗MI ,
Then we have [p1] = [1n], pv− p1 ∈ C(M, C) ∼= C0(M¯) and the difference
elment [pv, p1n ] ∈ K0(C0(M¯)) is equal to [v]−[1n]. Therefore, the remaining
task is to show that θ∗([pv]− [1n]) = [pv˜]− [1n].
The projection
(τ ◦ θ)(pv) =
∑
σ,τ
∑
µ,ν
ησητηµην ⊗ χ
∗
σ v˜
′
µνχτ ∈ C(M,A)⊗Mn ⊗MI ⊗MI
is equal to the projection as in (5.7) associated to the Cˇech 1-cocycle {χσ v˜µνχτ}(µ,σ),(ν,τ)∈I2
on the open cover U2 := {Uµσ}(µ,σ)∈I2 and the square root of partition of
unity {ηµησ}(µ,σ)∈I2 . At the same time, if we use the square root of partition
of unity {ηµδµσ} (where δµσ denotes the delta function) instead of {ηµησ},
then the corresponding projection is Murray–von Neumann equivalent to
pv˜. That is, the support of (τ ◦ θ)(pv) is isomorphic to that of pv˜. This
concludes the proof. 
Proof of Theorem 6.6. By taking the direct product with T1 if necessary,
we may assume that n := dimM is even. Let E be a vector bundle on Sn
such that cn(E) = 1 and let us fix a hermitian connection. For ε > 0, let
fε : M¯∞ → S
n be an area-ε-contracting map with non-zero degree. Then
the induced connection on f∗εE with the pull-back connection is (ε, g)-flat
in the smooth sense. Let k ∈ N such that fε maps N × [k,∞) to the base
point ∗ of Sn.
Let U be an open cover of M as in Lemma 5.26 and let Uk be as in
Remark 5.11. We consider an open cover U¯k = {Uµ¯}µ¯∈I of M¯k such that
each Uµ¯ is a connected component of π
−1(Uµ) for some µ ∈ I×k. By Lemma
5.26, there is a local trivialization {ψµ¯}µ¯∈I¯ of f
∗
εE such that vµ¯ν¯ = ψ
∗
µ¯ψν¯
is (C7ε, U¯)-flat. Here we remark that the proof of Lemma 5.26 also works
for the noncompact manifold M¯ since the constant C7 = C7(g, U¯k) given in
(5.27) actually coincides with C7(g,Uk). Note that we also have C7(g, U¯k) =
C7(g, U¯1), that is, there is a uniform upper bound for C7(g, U¯k)’s.
The remaining task is to show that the pairing 〈θ∗[v], [M,N ]〉 is non-
trivial. Let ι¯ and ι denote the open embedding of an open ball Uµ ∼= Uµ¯ to
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M¯∞ and M∞ respectively and let β ∈ K0(Uµ) denote the Bott generator.
Since the bundle P is trivial on Uµ, we have
θ∗(ι¯∗(β)) = ι∗(β)⊗ [p],
where p is a rank 1 projection in K(ℓ2(F )) ⊂ A. Moreover, since [E] ∈
Kn(Sn) is the Bott generator up to trivial bundles, we have [f∗εE] = deg(fε)·
ι¯(β). Finally the theorem is proved as
〈θ∗[v], [M,N ]〉 = 〈θ∗(deg(fε) · ι¯∗(β)), [M,N ]〉
= deg(fε)〈ι∗(β)⊗ [p], [M,N ]〉
= deg(fε) · [p] ∈ K0(A).
Note that K0(K(ℓ
2(F )))→ K0(A) is injective since the exact sequence (6.9)
splits. 
Corollary 6.10. Let (M,g) be a Riemannian spin manifold with a collared
boundary N . If M∞ is area-enlargeable, then µ
Γ,φ(Λ)
∗ ([M,N ]) does not van-
ish.
Proof. An immediate consequence of Theorem 6.5 and Theorem 6.6 is the
non-vanishing of µΓ,Λ∗ ([M,N ]). Notice that the almost monodromy quasi-
representation α(v) in proof of Lemma 6.7 is actually a stably relative rep-
resentation of (Γ, φ(Λ)). This proves that, more strongly, µ
Γ,φ(Λ)
∗ ([M,N ])
does not vanish. 
6.3. The Hanke–Pape–Schick codimension 2 obstruction. The sec-
ond application of Proposition 6.3 is concerned with the codimension 2 ob-
struction of positive scalar curvature metric which is first introduced by
Gromov–Lawson [GL83, Theorem 7.5] and generalized by Hanke–Pape–
Schick [HPS15, Theorem 4.3]. Here we show the following theorem.
Theorem 6.11. Let M be an n-dimensional closed spin manifold with an
embedded codimension 2 submanifold N satisfying
• the induced map π1(N)→ π1(M) is injective,
• the induced map π2(N)→ π2(M) is surjective,
• the normal bundle of N is trivial.
Let W ∼= N ×D2 be a closed tubular neighborhood of N , let M0 :=M \W
◦,
let N0 := ∂M0, let Γ := π1(M) and let Λ := π1(N). Then µ
Λ
n−2([N ]) 6= 0
implies that µΓ,Λn ([M0, N0]) 6= 0.
In combination with Theorem 9.2 proved later, Theorem 6.11 implies
that the higher index µΓ([M ]) does not vanish in this setting. In partic-
ular, we obtain that M does not admit any metric with positive scalar
curvature, as is proved in [HPS15, Theorem 4.3]. As is remarked at the
introduction of [HPS15], the stable Gromov–Lawson–Rosenberg conjecture
proved by Rosenberg–Stolz [RS95] and [HPS15, Theorem 4.3] also implies
the non-vanishing of the higher index of M if Γ satisfies the Baum–Connes
injectivity. Here we give a direct proof of this fact without the assumption
of Baum–Connes injectivity.
For the proof, we prepare general lemmas on the boundary map of K-
theory.
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Lemma 6.12. Let 0 → I → D → D/I → 0 be an exact sequence of C*-
algebras. For a pair of projections (q1, q2) ∈ M(D/I)
⊕2 with q1− q2 ∈ D/I,
the element ∂[q1, q2] ∈ K1(I) is represented by a unitary
exp(−2πiq˜1) exp(2πiq˜2) ∈ 1 + I,
where q˜i ∈ M(D) is a self-adjoint lift of qi such that q˜1 − q˜2 ∈ D.
Proof. Let I denotes the kernel of the homomorphism M(D) →M(D/I).
It includes I as an ideal and I ∩D = I holds. Consider the diagram of exact
sequences
0 // I
ι

// D //

D/I //

0
0 // I ⊕I/I I //M(D)⊕Q(D)M(D) //M(D/I) ⊕Q(D/I)M(D/I) // 0.
The vertical morphisms are inclusions into the first component, which induce
isomorphisms of K-theory by the five lemma. Now (q1, q2) ∈ M(D/I)⊕Q(D/I)
M(D/I) is lifted to a self-adjoint element (q˜1, q˜2) ∈ M(D)⊕Q(D)M(D) and
hence
∂[(q1, q2)] = [(e
−2πiq˜1 , e−2πiq˜2)] = ι∗[e
−2πiq˜1e2πiq˜2 ] ∈ K1(I ⊕I/I I),
which shows the lemma by commutativity of the boundary map. The last
equality holds because
(e−2πiq˜1 , e−2πiq˜2) = (e−2πiq˜1e2πiq˜2 , 1) · (e−2πiq˜2 , e−2πiq˜2),
and [(e−2πiq˜2 , e−2πiq˜2)] is in the image of the diagonal inclusion I → I⊕I/I I
(we remark that K1(I) = 0). 
Let A be a C*-algebra and let B := B(HA) and J := K(HA). Let Z1 and
Z2 be bundles of infinitely generated projective Hilbert A-modules with the
typical fiber Z1 and Z2 respectively. Then
Z¯i := B(Zi,HA)/K(Zi,HA)
(where B(Zi,HA) denotes the set of adjointable bounded operators on from
HA to Zi) is a Hilbert B/J-module bundle with B(Z¯i) ∼= Q(Zi) (the B/J-
action from the right, the Q(Zi)-action from the left and the inner product
are induced from the product of operators). Suppose that there is a bundle
homomorphism U : Z1|N0 → Z2|N0 such that U
∗U − 1 ∈ K(C(N0,Z1)) and
UU∗ − 1 ∈ K(C(N0,Z2)). Then it induces a unitary operator U¯ : Z¯1 → Z¯2.
We write [∂B/J ] ∈ KK1(B/J, J) and [∂C(N0)] ∈ KK1(C(N0), C0(M
◦
0 )) for
the KK-classes corresponding to the extensions 0 → J → B → B/J → 0
and 0→ C0(M
◦
0 )→ C(M0)→ C(N0)→ 0 respectively.
Lemma 6.13. Let Zi, U , Z¯i and U¯ as above. Then we have
[Z¯1, Z¯2, U¯ ] ⊗ˆB/J [∂B/J ] = −[Z1|N0 ,Z2|N0 , U ] ⊗ˆC(N0)[∂C(N0)](6.14)
under the isomorphism KK(C, C0(M
◦
0 )⊗J)
∼= KK(C, C0(M
◦
0 )⊗A) given by
the Kasparov product with the imprimitivity bimodule [HA] ∈ KK(J,A).
48 YOSUKE KUBOTA
Proof. First, notice that there are isometries Vi : Zi → HA such that V
∗
2 V1−
U ∈ K(Z1,Z2). Indeed, let S denote a unitary lift of
(
0 U¯∗
U¯ 0
)
and let
W : Z1 ⊕ Z2 → HA be an isometry (which exists by the Kasparov stabi-
lization theorem [Kas80, Theorem 2]). Then V1 := WV
′
1 and V2 := WSV
′
2 ,
where V ′i : Zi → Z1 ⊕ Z2 is the embedding to the i-th direct summand, is
desired isometries. Moreover, by a pull-back with respect to a deformation
retract of N0, we may assume that P1 = P2 on a neighborhood O of N0.
Let ψ be a continuous function supported on O such that 0 ≤ ψ ≤ 1 and
ψ|N0 ≡ 1 and let P
′ := ψP1 + (1− ψ)P2.
Now we apply Lemma 6.12 to determine the left and right hand side of
(6.14). Since (P1, P
′) is a self-adjoint lift of (q(P1), q(P2)) ∈ M(C0(M
◦
0 ) ⊗
B/J)⊕2 to M(C0(M
◦
0 )⊗B)
⊕2 such that P1 − P
′ ∈ C0(M
◦
0 )⊗B, we get
[Z¯1, Z¯2, U¯ ]⊗B/J [∂B/J ]
=∂[q(P1), q(P2)] = [exp(−2πiP1) exp(2πiP
′)] = [exp(2πiP ′)].
Similarly, since (P ′, P2) is a self-adjoint lift of (P1|N0 , P2|N0) ∈ M(C(N0)⊗
J)⊕2 to M(C(M0)⊗ J)
⊕2 such that P ′ − P2 ∈ C(M0)⊗ J , we get
[Z1|N0 ,Z2|N0 , U ]⊗C(N0) [∂C(N0)]
=∂[P1|N0 , P2|N0 ] = [exp(−2πiP
′) exp(2πiP2)] = [exp(−2πiP
′)].
This completes the proof of the lemma. 
We fix a base point x0 ∈ N0 in order to consider the Galois correspondence
of covering spaces. Let M˜ denote the universal covering of M . Let M¯ :=
M˜/Λ = M˜ ×Γ Γ/Λ and π¯ : M¯ → M , π˜ : M˜ → M¯ denote the projections.
Then π¯−1(W ) is the disjoint union of coverings of W indexed by gΛ ∈ Γ/Λ,
each of which has the fundamental group Λ ∩ gΛg−1. In particular, the
connected component W¯ including the base point x0 is diffeomorphic to W
by π¯. Let N¯0 := ∂W¯ .
An essential ingredient of the codimension two obstruction theorem, which
is given in the proof of [HPS15, Theorem 4.3], is the existence of a nice Λ×Z-
Galois covering on M¯ \ W¯ ◦. Here we restate it for our convenience.
Lemma 6.15. There is a Z-Galois covering M˘0 over M˜0 := (π˜ ◦ π¯)
−1(M0)
with the following properties:
• Its restriction to π˜−1(N¯0) ∼= N˜ × S
1 is the universal covering.
• Its restriction to π˜−1(π¯−1(N0) \ N¯0) is trivial.
Proof. We write γ for the closed loop {x0} × S
1 ⊂ N × S1 ∼= N0. Then γ
generates the second component of π1(N0) ∼= Λ×Z[γ]. Let i : N¯ → M¯0 and
j : M¯0 → M¯ denote the inclusions. It is proved in [HPS15, Theorem 4.3]
that there is a splitting
r : π1(M¯ \ W¯
◦)→ Λ× Z
of i∗, that is, r ◦ i∗ = idΛ×Z.
Then the homomorphism prΛ◦r (where prΛ : Λ×Z→ Λ is the projection)
is equal to j∗. Indeed, both prΛ ◦ r and j∗ map [γ] to the trivial element and
the induced homomorphisms from π1(M¯ \ W¯
◦)/〈[γ]〉 to Λ are the inverse of
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the composition
Λ →֒ Λ× Z
i∗−→ π1(M¯ \ W¯
◦)→ π1(M¯ \ W¯
◦)/〈[γ]〉.
Therefore the covering M˘0 of M¯0 associated to r satisfies M˘0/Z = M˘0×Λ×Z
Λ ∼= M˜0. That is, M˘0 is a Z-Galois covering on π˜−1(M¯0).
The equality r ◦ i∗ = idΛ×Z means that the restriction of M˘0 to N¯0 is the
universal covering N˜ ×R of N ×S1. That is, the restriction of the Z-Galois
covering M˘0 to π˜
−1(N¯) ∼= N˜×S1 is the universal covering. At the same time,
the restriction of the Z-Galois covering M˘0 to each connected component of
π˜−1(π¯−1(N) \ N¯) is trivial because it is extended to a connected component
of (π˜ ◦ π¯)−1(W ), which is simply connected. 
Lemma 6.16. Under the assumption of Theorem 6.11, M¯ is an infinite
covering, that is, Γ/Λ is an infinite set.
Proof. Assume that M¯ is a finite covering of M , and hence a closed mani-
fold. The Λ×Z-Galois covering M˘0 → π¯
−1(M0) constructed in Lemma 6.15
extends to a Λ × Z-Galois covering on a spin manifold M¯ \ W¯ ◦. Since its
restriction to the bondary N¯0 ∼= N0 is isomorphic to the universal covering
of N0, we obtain that [N0, f ] = 0 ∈ Ω
spin
n−1(B(Λ × Z)) (where f is the ref-
erence map associated to the universal covering). This contradicts to the
assumption µΛn−2([N ]) 6= 0 (which implies µ
Λ×Z
n−1 ([N0]) 6= 0). 
Proof of Theorem 6.11. Let A := C∗(Λ× Z). We consider two bundles
• V1 := M˘0 ×Λ×Z C
∗(Λ× Z),
• V2 := M˜0 ×Λ C
∗(Λ × Z) (here Λ acts on C∗(Λ × Z) from the left
through the inclusion Λ→ Λ× Z)
of Hilbert A-modules over M¯0, where M˘0 is as in Lemma 6.15. We associate
to them bundles
Zi := π¯!Vi =
⊔
x∈M0
⊕
π¯(x¯)=x
(Vi)x¯
of infinitely generated (by Lemma 6.16) Hilbert A-module bundles on M0,
which are equipped with the canonical flat structures. Let Zi :=
⊕
π¯(x¯)=x0
(Vi)x¯
is the fiber of Zi on x0 and let σi : Γ¯→ U(Zi) denotes the associated mon-
odoromy representation. Note that σ2 factors through Γ.
By the construction of M˘0 in Lemma 6.15, we have an isomorphism of flat
A-module bundles between the restriction of V1 and V2 on π¯
−1(N0) \ N¯0. It
induces a partial isometry U : Z1|N0 → Z2|N0 such that kerU = V1|N¯0 ⊂ Z1,
kerU∗ = V2|N¯0 ⊂ Z2 and
σ2(g)Ux0 = Ux0σ1(g)
for any g ∈ Λ× Z, where Ux0 is a restriction of U to π¯
−1(x0).
As in Lemma 6.13, let Z¯i denote the bundle B(Zi,HA)/K(Zi,HA) of
Hilbert B/J-modules and let Z¯i := (Z¯i)x0 = B(Zi,HA)/K(Zi,HA) for i =
1, 2. Then σi and U above induces σ¯i : Γ¯→ U(Q(Zi)) ∼= U(Z¯i) and U¯ : Z¯1 →
Z¯2 respectively. Then U¯ is a unitary and U¯x0σ¯1(g)U¯
∗
x0 = σ¯2(g) holds for any
g ∈ Λ×Z. This particularly implies that σ¯1(γ) = 1 (where γ is the generator
of Z ⊂ Λ× Z), that is, σ¯1 : Γ¯→ U(Z¯1) factors through Γ.
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Consequently, we obtain that the triplet Π := (σ¯1, σ¯2, U¯) is a relative
representation of (Γ,Λ) and its associated relative B/J-module bundle (in
the sense of Proposition 6.3) is (Z¯1, Z¯2, U¯). Now we apply Proposition 6.3
and Lemma 6.13 to get
((ℓΓ,Λ ⊗C0(M◦0 ) [M0, N0])⊗C∗(Γ,Λ) Π)⊗B/J [∂B/J ]
=(ℓΓ,Λ ⊗C∗(Γ,Λ)Π)⊗B/J [∂B/J ]⊗C0(M◦0 ) [M0, N0]
=[Z¯1, Z¯2, U¯ ]⊗B/J [∂B/J ]⊗C0(M◦0 ) [M0, N0]
=− ([Z1|N0 ,Z2|N0 , U ]⊗C(N0) [∂C(N0)])⊗C0(M◦) [M0, N0]
=(−[V1|N¯0 ] + [V2|N¯0 ])⊗C(N0) [N0]
=− µΛ×Zn−1 ([N × S
1]) + µΛn−1([N × S
1])
=− µΛn−2([N ]) + 0 6= 0.
The last equality is considered under the identification of Kn−2(C
∗(Λ)) with
the second direct summand of
Kn−1(C∗(Λ×Z)) = Kn−1(C
∗Λ⊗C∗(Z)) ∼= Kn−1(C
∗(Λ))⊕Kn−1(C
∗(Λ)⊗S0,1).
For the forth equality, we use the boundary of Dirac is Dirac principle
[∂C(N0)] ⊗C0(M◦0 ) [M0, N0] = [N0] (for the proof, see for example [HR00,
Proposition 11.2.15]). 
7. Relative quantitative index pairing
In this section, we reformulate the index theorem for the image of the
higher index under a quasi-representation developed by Dadarlat [Dad12]
and generalize it to the relative setting. Instead of Lafforgue’s Banach KK-
theory, on which the formulation of [Dad12] is based, we use the quantitative
K-theory introduced by Oyono-Oyono and Yu [OOY15].
7.1. Quantitative K-theory and almost ∗-homomorphism. We start
with a quick review of the quantitative K-theory. The basic reference is
[OOY15]. We say that a filtered C*-algebra is a C*-algebra A equipped
with an increasing family {Ar}r∈[0,∞) of closed subspaces of A such that
A∗r = Ar, Ar ·Ar′ ⊂ Ar+r′ and
⋃
r Ar ⊂ A is dense.
For a unital filtered C*-algebra A, 0 ≤ ε ≤ 14 and r > 0, let
Pε,rn (A) :=
{
p ∈Mn(Ar) | p = p
∗, ‖p2 − p‖ < ε
}
,
Uε,rn (A) :=
{
u ∈Mn(Ar) | ‖u
∗u− 1‖ < ε, ‖uu∗ − 1‖ < ε
}
,
and Pε,r∞ (A) :=
⋃
n∈N P
ε,r
n (A), U
ε,r
∞ (A) :=
⋃
n∈NU
ε,r
n (A). For k ∈ N, let 1k
denote the unit of Mk ⊂ A
+ ⊗Mk. We introduce the equivalence relation
to Pε,r∞ (A)× N and U
ε,r
∞ (A) as
• (p, k) ∼ (q, l) if diag(p, 1l) and diag(q, 1k) are connected by a con-
tinuous path in Pε,r∞ (A),
• u ∼ v if u and v are connected by a continuous path in U3ε,2r∞ (A).
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The quantitative K-groups are defined by
Kε,r0 (A) := P
ε,r
∞ (A)× N/ ∼,
Kε,r1 (A) := U
ε,r
∞ (A)/ ∼ .
We write the elements of quantitative K∗-groups represented by (p, l) ∈
Pε,r∞ (A) and u ∈ U
ε,r
∞ (A) as [p, l]ε,r and [u]ε,r respectively. The summations
[p, k]ε,r + [q, l]ε,r := [diag(p, q), k + l]ε,r and [u]ε,r + [v]ε,r = [diag(u, v)]ε,r
make Kε,r0 (A) and K
ε,r
1 (A) into abelian groups (for the proof, see Lemma
1.14, Lemma 1.15 and Lemma 1.16 of [OOY15]).
For a non-unital filtered C*-algebra A, the unitization A+ is also equipped
with the structure of filtered C*-algebra by A+r := Ar+C1. Let ρ : A
+ → C
denote the quotient. The quantitative K-group is defined by
Kε,r0 (A) := ker(ρ∗ : K
ε,r
0 (A
+)→ Kε,r0 (C)
∼= Z)
and Kε,r1 (A) := K
ε,r
1 (A
+). For any (ε, r), we write ιA for the canonical
homomorphism from Kε,r∗ (A) to K∗(A).
Remark 7.1. Hereafter we often use the norm estimates ‖p‖ ≤ 1 + ε for
p ∈ Pε,r∞ (A) and ‖u‖ ≤ 1 + ε/2 for U
ε,r
∞ (A).
Next, we introduce the notion of complete almost ∗-homomorphism be-
tween filtered C*-algebras.
Definition 7.2. Let A and D be filtered C*-algebras. A bounded linear
map π : Ar → Dκr is a complete (ε, r, κ)-∗-homomorphism if π(a
∗) = π(a)∗
for any a ∈ Ar and
‖πn(ab)− πn(a)πn(b)‖ ≤ ε‖a‖‖b‖
holds for any a, b ∈ Ar ⊗Mn, where πn := π ⊗ idMn .
Remark 7.3. Let π : Ar → Dκr be a completely (ε, r, κ)-∗-homomorphism.
For a ∈ Ar ⊗Mn with ‖a‖ = 1 and ‖πn(a)‖ > ‖πn‖ − ε
′, we have
(‖πn‖−ε
′)2 < ‖πn(a)
∗πn(a)‖ ≤ ‖πn(a
∗a)−πn(a)
∗πn(a)‖+‖πn(a
∗a)‖ ≤ ε+‖πn‖.
This means that ‖πn‖
2 < ‖πn‖ + ε and hence ‖πn‖ < 1 + ε/2. That is,
π is a completely bounded map between operator spaces (a reference on
completely bounded maps and operator spaces is [BO08, Appendix B]). In
particular, π⊗ idB : Ar⊗B → Dκr⊗B is a well-defined completely bounded
map for any nuclear C*-algebra B ([BO08, Corollary B.8]).
A C*-algebra is said to be quasi-diagonal if it admits a faithful representa-
tion π : A→ B(H) with an increasing sequence pn of finite rank projections
such that [π(a), p] → 0 for any a ∈ A (for more details, see for example
[BO08, Section 7]).
Lemma 7.4. Let B be a nuclear quasi-diagonal C*-algebra. Then π ⊗
idB : Ar ⊗B → Dκr ⊗B is a complete (ε, r, κ)-∗-homomorphism.
Proof. First, π ⊗ id∏
n∈NMn
is a complete (ε, r, κ)-∗-homomorphism since
A ⊗ (
∏
nMn) is canonically isomorphic to
∏
n(A ⊗Mn). Since there is an
isomorphism ( ∏
n∈N
Mn
)
/
(⊕
n∈N
Mn
)
∼= lim−→
N→∞
( ∏
n≥N
Mn
)
,
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we obtain that π⊗id∏Mn/
⊕
Mn is also a complete (ε, r, κ)-∗-homomorphism.
Recall that a nuclear C*-algebra B is quasi-diagonal if and only if there is a
faithful ∗-homomorphism ϕ : B →
∏
n∈NMn/
⊕
n∈NMn. Since the diagram
A⊗B
π⊗idB //
idA⊗ϕ

D ⊗B
idD⊗ϕ

A⊗
∏
Mn⊕
Mn
π⊗id∏Mn/
⊕
Mn// D ⊗
∏
Mn⊕
Mn
commutes, π ⊗ idB is also a (ε, r, κ)-∗-homomorphism. 
Proposition 7.5. Let A, B be two unital filtered C*-algebras and let π : Ar →
Bκr be a unital complete (ε, r, κ)-∗-homomorphism. Then, for any δ ≥ 0
such that ε+ 2δ < 14 , it gives rise to continuous maps
π : Pδ,rn (A)→ P
ε+2δ,κr
n (B),
π : Uδ,rn (A)→ U
ε+2δ,κr
n (B),
and hence induces homomorphisms
π♯ : K
δ,r
∗ (A)→ K
ε+2δ,κr
∗ (B).
Proof. Let p ∈ Pδ,rn (A) and u ∈ U
δ,r
n (A). Then we have
‖πn(p)
2 − πn(p)‖ ≤ ‖πn(p)
2 − πn(p
2)‖+ ‖πn(p
2 − p)‖
≤ ε‖p‖2 + ‖π‖cb‖p
2 − p‖
≤ ε(1 + δ) + (1 + ε/2)δ
≤ ε+ 2δ,
‖πn(u)
∗πn(u)− 1‖ ≤ ‖πn(u)
∗πn(u)− πn(u
∗u)‖+ ‖πn(u
∗u− 1)‖
≤ ε‖u∗‖‖u‖+ ‖π‖cbδ
≤ ε(1 + δ)2 + (1 + ε/2)δ
≤ ε+ 2δ.
Similarly we also have ‖πn(u)πn(u)
∗ − 1‖ ≤ ε+ 2δ. 
Remark 7.6. For possibly non-unital filtered C*-algebras A, B and a (ε, r, κ)-
∗-homomorphism π, it is straightforward to see that the unitization ∗-
homomorphism π+ : A+ → B+ defined by π+|A = π and π
+(1A) = 1B
is also a complete (ε, r, κ)-∗-homomorphism. Therefore π induces a homo-
morphism of quantitative K-groups by Proposition 7.5.
7.2. Quantitative index pairing. Let Γ be a finitely generated discrete
group and let e ∈ GΓ ⊂ Γ be a finite set generating Γ. We assume that
γ−1 ∈ GΓ for γ ∈ GΓ. Let ℓΓ denote the word length function on Γ with
respect to GΓ. Since ℓΓ satisfies ℓ(γ ·γ
′) ≤ ℓ(γ)+ ℓ(γ′), it gives the structure
of a filtered C*-algebra on the group C*-algebra C∗Γ, that is,
C∗(Γ)r :=
{ ∑
ℓ(γ)≤r
cγuγ ∈ C[Γ]
}
⊂ C∗(Γ)
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forms an increasing sequence of closed subspaces of C∗(Γ) such that C∗(Γ)r ·
C∗(Γ)r′ ⊂ C
∗(Γ)r+r′ and
⋃
C∗(Γ)r = C[Γ] is dense in C
∗(Γ). For r ∈ Z>0,
we write GrΓ for the set {γ1 · · · γr | γi ∈ GΓ}.
For a (ε,GrΓ)-representation π of Γ on P , we use the same letter π for
the linear map C∗(Γ)r → B := B(P ) given by π(
∑
cγuγ) :=
∑
cγπ(γ).
We say that π is self-adjoint if π(γ−1) = π(γ)∗ holds. Note that for any
(ε,GrΓ)-representation π there is a self-adjoint (70ε,G
r
Γ)-representation π˘ with
d(π, π˘) < 20ε ([CD15, Proposition 5.6]).
Proposition 7.7. Let π be a self-adjoint (ε,GrΓ)-representation of Γ on P .
Then π is a unital complete (|GrΓ|
2ε, r, 1)-∗-homomorphism.
Proof. Let x =
∑
aγuγ and y =
∑
bγuγ be elements in C
∗(Γ)r⊗Mn, where
aγ and bγ are elements of Mn. We remark that ‖aγ‖ ≤ ‖x‖ and ‖bγ‖ ≤ ‖y‖
for any γ ∈ Γ. Indeed, let τ : C∗Γ → C denote the tracial state given by
τ(
∑
cγuγ) := ce. Then we have
‖aγ‖ = ‖(idMn ⊗ τ)(xuγ−1)‖ ≤ ‖xuγ−1‖ = ‖x‖.
Now we obtain that
‖πn(x)πn(y)− πn(xy)‖ =
∥∥∥ ∑
γ,γ′∈GΓ
aγbγ′(π(γ)π(γ
′)− π(γγ′))
∥∥∥
≤
∑
γ,γ′∈GΓ
‖aγ‖ · ‖bγ′‖ · ‖π(γ)π(γ
′)− π(γγ′)‖
≤
( ∑
γ∈GΓ
‖aγ‖
)( ∑
γ′∈GΓ
‖bγ′‖
)
ε
≤ |GrΓ|
2‖x‖‖y‖ε. 
Let X be a finite CW-complex and let Γ := π1(X) (note that Γ is finitely
presented). Let U := {Uµ}µ∈I be a good cover of X and let {γµν}µ,ν∈I
be a flat transition function of the universal covering X˜ → X. Let GΓ :=
{γµν}µ,ν∈I . As is pointed out in Remark 3.5, the projection
PV :=
∑
µ,ν∈I
ηµην ⊗ uγµν ⊗ eµν ∈ C(X)⊗ (C
∗Γ)1 ⊗MI
has the support isomorphic to V. Similarly, for a U(P )-valued Cˇech 1-cocycle
v = {vµν}, the support of the projection
pv :=
∑
µ,ν∈I
ηµηνvµν ⊗ eµν ∈ C(X)⊗B ⊗MI
is isomorphic to Ev.
Proposition 7.8. There is a group homomorphism
αalgΓ : K0(X)→ K
0,3(K(H)⊗ C∗(Γ))
such that ιC∗(Γ)(α
alg
Γ (ξ)) = αΓ(ξ) ∈ K0(C
∗(Γ)) for any ξ ∈ K0(X).
Proof. Let (ϕ1, ϕ2) : C(X) → B(H) ⊲ K(H) be a quasi-homomorphism rep-
resenting ξ ∈ KK(C(X),C). Let P1 := ϕ1(PV) and P2 := ϕ2(PV). Set
V :=
(
P2 1I − P2
1I − P2 P2
)
∈M2(B(H)⊗ C
∗(Γ)1 ⊗MI).
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Then V is a self-adjoint unitary and V diag(P2, 1I − P2)V = diag(1I , 0)
holds. This implies that
V
(
p1 0
0 1I − p2
)
V −
(
1I 0
0 0
)
∈M2(K(H)⊗ C
∗(Γ)3 ⊗MI),
that is, the pair (V diag(P1, 1I − P2)V,diag(1I , 0)) determines a difference
class [V diag(P1, 1I − P2)v,diag(1I , 0)] ∈ K0(K(H) ⊗ C
∗(Γ)). Moreover we
have
[P1, P2] =
[(
p1 0
0 1I − P2
)
,
(
P2 0
0 1I − P2
)]
=
[
V
(
P1 0
0 1I − P2
)
V
,
(
1I 0
0 0
)]
.
Now we define the map αalgΓ as
αalgΓ (ξ) := [V diag(P1, 1I − P2)V, n]0,3.
It is well-defined independent of the choice of a representative (ϕ1, ϕ2) be-
cause a homotopy of quasi-homomorphisms gives rise to a homotopy of (0, 3)-
projections V diag(P1, 1n−P2)V . The above discussion means that this α
alg
Γ
satisfies ιC∗(Γ) ◦ α
alg
Γ = αΓ. 
Definition 7.9. We call the map αalgΓ as in Proposition 7.8 the algebraic
Mishchenko–Fomenko higher index.
Now we reformulate [Dad12, Theorem 3.2] in the framework of quantita-
tive K-theory.
Theorem 7.10. There is a constant C13 = C13(U) depending only on U that
the following holds: For 0 < ε < (4C13)
−1, π ∈ qRep
ε,G3Γ
P (Γ) and ξ ∈ K0(X),
we have
ιB ◦ (idK(H) ⊗ π)♯(α
alg
Γ (ξ)) = 〈β(π), ξ〉 ∈ K0(B).
For the proof, first of all let (ϕ1, ϕ2) : C(X) → B(H) ⊲ K(H) be a quasi-
homomorphism representing ξ ∈ K0(X) and let B := K(H) + ϕ1(C(X)).
Note that B is nuclear and quasi-diagonal.
Let π denote a (GΓ, ε)-representation of Γ and let v := β(π). Let P1, P2
and V be as in the proof of Proposition 7.8. Set
pπ := (idC(X)⊗MI ⊗ π)(PV ) ∈ C(X)⊗B ⊗MI .
Moreover, let pπ,i := ϕi(pπ), pv,i := ϕi(pv) (for i = 1, 2) and
vπ :=
(
pπ,2 1n − pπ,2
1n − pπ,2 pπ,2
)
,
vv :=
(
pv,2 1n − pv,2
1n − pv,2 pv,2
)
.
Lemma 7.11. For 0 < ε < (|G3Γ|
2)−1, both (idB ⊗ π)(V diag(P1, 1 − P2)V )
and vπ diag(pπ,1, 1− pπ,2)vπ are (15|G
3
Γ|ε, 3)-projections and
[(idB ⊗ π)(V diag(P1, 1− P2)V ), n]15|G3Γ|ε,3
=[vπ diag(pπ,1, 1− pπ,2)vπ, n]15|G3Γ|3ε,3
holds.
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Proof. By Lemma 7.4, idB ⊗ π is a (|G
3
Γ|
2ε, 3, 1)-∗-homomorphism. Hence,
by Proposition 7.5, we have
(idB ⊗ π)(V diag(P1, 1− P2)V ) ∈ P
|G3Γ|
2ε,3
I (K(H)⊗B).
Moreover, since
(idB ⊗ π)(ϕi ⊗ idC∗(Γ)) = (ϕi ⊗ idC∗(Γ))(idC(X) ⊗ π)
as completely bounded maps, we have (idB ⊗ π)(Pi) = pπ,i for i = 1, 2 and
(idB ⊗ π)(V ) = vπ. Therefore Proposition 7.7 implies that
‖π(V diag(P1, 1− P2)V )− vπ diag(pπ,1, 1− pπ,2)vπ‖
≤‖V diag(P1, 1− P2)‖ · ‖V ‖ · |G
3
Γ|
2ε+ ‖vπ‖ · ‖diag(P1, 1− P2)‖ · ‖V ‖ · |G
3
Γ|
2ε
≤3|G3Γ|
2ε.
This shows the lemma by [OOY15, Lemma 1.7], which claims that if p
is a (ε, r)-projection and ‖p − q‖ < ε then q is a (5ε, r)-projection and
[p]5ε,r = [q5ε,r]. 
Lemma 7.12. For 0 < ε < (3000|I|2)−1, both vπ diag(pπ,1, 1I − pπ,2)vπ and
vv diag(pv,1, 1I − pv,2)vv are (15|I|
2ε, 3)-projections and
[vπ diag(pπ,1, pπ,2)vπ, n]750|I|2ε = [vv diag(pv,1, pv,2)vv, n]750|I|2ε,r
holds.
Proof. Recall that the Cˇech 1-cocycle v is characterized by the property that
‖vµν(x)−π(γµν)‖ < 15ε (as is commented in the discussion before Definition
5.37). Then we have
‖pπ(x)− pv(x)‖ =
∥∥∥∑
µ,ν
ηµ(x)ην(x)(π(γµν )− vµν(x))⊗ eµν
∥∥∥
≤15|I|2ε.
(7.13)
This implies that ‖pπ,i − pv,i‖ = ϕi(pπ − pv) ≤ 15|I|
2ε and hence
‖vπ − vv‖ =
∥∥∥∥(pπ,2 − pv,2 pv,2 − pπ,2pv,2 − pπ,2 pπ,2 − pv,2
)∥∥∥∥ ≤ 2 · 15|I|2ε = 30|I|2ε.
Therefore we get
‖vπ diag(pπ,1, 1I − pπ,2)vπ − vv diag(pv,1, 1I − pv,2)vv‖
≤‖(vπ − vv) diag(pv,1, 1I − pv,2)vv‖+ ‖vπ diag(pv,1, 1I − pv,2)(vv − vπ)‖
+ ‖vπ diag(pπ,1 − pv,1, pv,2 − pπ,2)vπ‖
≤‖vπ − vv‖+ ‖vπ‖ · ‖vπ − vv‖+ ‖vπ‖
2max{‖pπ,1 − pv,1‖, ‖pπ,2 − pv,2‖}
≤30|I|2ε+ 2 · 30|I|2ε+ 22 · 15|I|2ε = 150|I|2ε.
Here we use the fact ‖pv,i‖ = 1, ‖vv‖ = 1 and ‖vπ‖ ≤ 2, which follows
from ‖v2π − 12I‖ ≤ 4|I|
2ε ≤ 1. Now [OOY15, Lemma 1.7]) concludes the
proof. 
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Proof of Theorem 7.10. Let C13 := max{15|G
3
Γ|
2, 750|I|2}. Then Lemma
7.11 and Lemma 7.12 conclude the proof as
(id ⊗ π)♯(α
alg
Γ (ξ)) =[π(V diag(P1, 1− P2)V ), n]C13ε,3
=[vπ diag(pπ,1, 1− pπ,2)vπ, n]C13ε,3
=[vv diag(pv,1, pv,2)vv, n]C13ε,3. 
Theorem 7.10 is related to the Connes–Gromov–Moscovici index formula
[CGM90, The´ore`me 10], which is generalized in [Dad12]. Let τ be a tracial
state on the C*-algebra A. For a bundle E of finitely generated Hilbert
A-modules, let chτ (E) ∈ Ω
even(M) denote the Chern character defined in
[Sch05, Definition 5.1]. In particular, if A = C and τ is the identity map,
then chτ (E) is the usual Chern character.
Corollary 7.14 (cf. [Dad12, Theorem 3.6]). Let π ∈ qRepε,GP (Γ) for ε <
1/4C13 and let τ be a trace on A. Then, for any elliptic operator D on M
with the principal symbol σ(D), we have
(τ ◦ π♯)(α
δ,r
Γ,Λ([M ])) =
∫
T ∗M
chτ (Eβ(π)) ch(σ(D))Td(TCM).
Proof. Apply Schick’s L2-index theorem [Sch05, Theorem 6.10] for the index
pairing τ(〈v, [M ]〉) = τ(indDEβ(pi)). 
7.3. Relative quantitative index pairing. Now we establish a relative
version of the quantitative index pairing in the above subsection. Let G =
(GΓ,GΛ) denote a generating set of (Γ,Λ). We write G
r := (GrΓ,G
r
Λ) and
|Gr| := max{|GrΓ|, |G
r
Λ|}. Let ℓΓ and ℓΛ denote the word length function
on Γ and Λ with respect to GΓ and GΛ respectively. Then the assumption
φ(GΛ) ⊂ GΛ implies φ(C
∗(Λ)r) ⊂ C
∗(Γ)r. We put the structure of a filtered
C*-algebra on Cφ as
(Cφ)r := {(a, bs) ∈ Cφ | a ∈ C
∗(Λ)r, bs ∈ C
∗(Γ)r}.
As in Remark 3.5, let
UW := −e
−πiρ0PW + 1− PW ∈ (C0((Y
′
2)
◦)⊗ C∗(Λ)1 ⊗MI)
+
VV ,s := −e
−πiρsPV + 1− PV ∈ (C0(X
◦
2 )⊗ (C
∗Γ)1 ⊗MI)
+.
Then (UW , VV ,s) is a (0, 1)-unitary of (C0(X
◦
2 )⊗Cφ)
+ such that [UW , VV ,s] =
ℓΓ,Λ.
Proposition 7.15. There is a group homomorphism
αalgΓ,Λ : K0(X,Y )→ K
0,2
1 (K(H) ⊗Cφ)
such that ιCφ(α
alg
Γ,Λ(ξ)) = αΓ,Λ(ξ) for any ξ ∈ K0(X,Y ).
Proof. Let (ϕ1, ϕ2) : C(X
◦
2 )→ B(H) ⊲K(H) be a quasi-homomorphism rep-
resenting ξ ∈ K0(X,Y ). Let Ui := ϕi(U) and Vi,s := ϕi(VV ,s) for i = 1, 2.
Then
(U1U
∗
2 , V1,sV
∗
2,s) ∈ (K(H)⊗ Cφ)
+
is a (0, 2)-unitary. Now we define the map αalgΓ,Λ as
αalgΓ,Λ(ξ) := [(U1U
∗
2 , V1,sV
∗
2,s)] ∈ K
0,2
1 (K(H) ⊗ Cφ).
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Then it is straightforward to check that αalgΓ,Λ satisfies ιCφ ◦ α
alg
Γ,Λ = αΓ,Λ in
a similar fashion to Proposition 7.8. It is also checked in the same way as
Proposition 7.8 that the map αalgΓ,Λ is well-defined independent of the choice
of (ϕ1, ϕ2). 
Definition 7.16. We call αalg0 as in Proposition 7.15 the algebraic relative
Mishchenko–Fomenko higher index.
Next we construct a (ε, r, κ)-∗-homomorphism from Cφ associated to a
stably relative quasi-representation. Hereafter let (X,Y ) be a pair of finite
CW-complex with a good open cover U . Let Γ := π1(X) and Λ := π1(Y ).
Moreover, we choose a translation function {γµν} of X˜ and {λµν} of Y˜
such that φ(λµν) = γµν for µ, ν ∈ I such that Uµν ∩ Y 6= ∅. We write as
Gr := (GrΓ,G
r
Λ) and |G
r| := max{|GrΓ|, |G
r
Λ|}.
Let
S :=
(
C0[−1, 1) C0[−1, 0)
C0[−1, 0) C[−1, 0]
)
,
S0 :=
(
C0(−1, 1) C0(−1, 0)
C0(−1, 0) C0(−1, 0)
)
and let Sˆ := {(f, g) ∈ S⊕S | f−g ∈ S0}. Then the embedding C0(−1, 1)→
S0 to the left upper component induces a KK-equivalence and hence K∗(S0⊗
B) ∼= K∗−1(B). We write θ for the quasi-homomorphism (pr1,pr2) : Sˆ →
S ⊲S0, where pri (for i = 1, 2) denotes the projection to the i-th component.
Let pi = (π1, π2, π0, u) ∈ qRep
ε,Gr
P,Q (Γ,Λ). Pick a continuous path {u¯s}s∈[1,2]
of unitaries in U(B((P ⊕Q)⊕2)) such that u¯1 = diag(u, u
∗) and u¯2 = 1. We
associate pi with continuous families of (4ε,GrΓ)-representations
π˜1,s(γ) := (s− 1)(diag(π1(φ(γ)), π0(γ), 1P⊕Q))
+ (2− s)u¯∗1(diag(π2(φ(γ)), π0(γ), 1P⊕Q))u¯1,
π˜2,s(γ) := u¯
∗
s(diag(π2(φ(γ)), π0(γ), 1P⊕Q))u¯s
parametrized by s ∈ [1, 2]. Then
π¯(a, b)(s) :=
{
(π1(bs), π2(bs)) s ∈ (0, 1)
(π˜1,2+s(a), π˜2,2+s(a)) s ∈ (−1, 0]
determines a linear map π¯ : (Cφ)r → B ⊗ Sˆ.
Lemma 7.17. For any pi ∈ qRepε,G
r
P,Q (Γ,Λ) which is self-adjoint, the above
π¯ is a complete (4|Gr |2ε, r, 1)-∗-homomorphism.
Proof. It suffices to show that each evaluation evs ◦ π¯ : (Cφ)r →M2⊕M2 is
a complete (4|Gr|2ε, r, 1)-∗-homomorphism. It is already checked in Lemma
7.7. 
Therefore we get a homomorphism
θ ◦ ιCφ ◦ (id ⊗ π¯)♯ : K
δ,r
1 (Cφ)→ K1(S0 ⊗B)
∼= K0(B)
for δ > 0 such that ε+ 2δ < 1/4 and r > 0.
Theorem 7.18. There is a constant C14 = C14(U) depending only on U
that the following holds: For 0 < ε < (4C14)
−1, pi ∈ qRepε,G
2
P,Q (Γ,Λ) and
ξ ∈ K0(X,Y ), we have
(θ ◦ ιCφ ◦ (idK ⊗ π¯)♯)(α
alg
Γ,Λ(ξ)) = 〈ξ,β(pi)〉 ∈ K0(B).
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Let (ϕ1, ϕ2) : C0(X
◦) → B(H) ⊲ K(H) be a quasi-homomorphism repre-
senting ξ ∈ K0(X,Y ) and let B := K(H) + ϕ1(C0(X
◦
2 )). Note that B is
nuclear and quasi-diagonal. Let U i, V is be as in the proof of Proposition
7.15. We consider the unitary
upi,s := (idC0(X◦2 )⊗MI ⊗ π¯)(U, Vs) ∈ C0(X
◦
2 )⊗ Sˆ ⊗B ⊗MI
and set uipi,s := ϕi(upi,s) for i = 1, 2.
Lemma 7.19. For 0 < ε < (64|G2|2)−1, both (idK ⊗ π¯)((U
1, V 1s )(U
2, V 2s )
∗)
and u1pi(u
2
pi)
∗ are (|G2|2ε, 2)-unitaries and
[(idK ⊗ π¯)((U1, V1,s)(U2, V2,s)
∗)]16|G2|2ε,2 = [u
1
pi,s(u
2
pi,s)
∗]16|G2|2ε,2
holds.
Proof. By By Lemma 7.4, we obtain that (idB ⊗ π¯) is well-defined as a
completely bounded map and (idB ⊗ π¯)(U
i, V is )(s) = u
i
pi,s holds for s ∈
(−1, 1). Hence we have
‖(idK ⊗ π¯)((U1, V1,s)(U2, V2,s)
∗)− u1pi,s(u
2
pi,s)
∗‖ ≤ 4|G2|2ε.
This shows the lemma by [OOY15, Lemma 1.7], which claims that if u
is a (ε, r)-unitary and ‖u − v‖ < ε holds then v is a (4ε, r)-unitary and
[u]4ε,r = [v]4ε,r. 
For the proof, it is convenient to rephrase Proposition 6.3 in terms of
unitaries (UW , VV ,s). Let
C(X,Y ) :=
(
C(X2) C0(Y (1, 2])
C0(Y (1, 2]) C0(Y [1, 2])
)
,
C0(X,Y ) :=
(
C0(X
◦
2 ) C0((Y
′
2)
◦)
C0((Y
′
2)
◦) C0((Y
′
2)
◦)
)
and let Cˆ(X,Y ) := {(f, g) ∈ C(X,Y )⊕C(X,Y ) | f−g ∈ C0(X,Y )}. Then the
embedding C0(X
◦
2 )→ C0(X,Y ) to the left upper component induces a KK-
equivalence. Let θX,Y denote the quasi-homomorphism (pr1,pr2) : Cˆ(X,Y )→
C(X,Y ) ⊲ C0(X,Y ). Then the continuous map fs and ι as in Proposition
6.3 induces
ι∗ ◦ f
∗ : C0(X,Y )(0, 1) → C0(X
◦
2 )⊗ S0,
which is extended to a ∗-homomorphism from C(X,Y )(0, 1) to C0(X
◦
2 )⊗ S
denoted by the same letter ι∗ ◦ f
∗.
Let v := β(pi), vj := β(vj) and vj,s := β(π˜j,s) for j = 1, 2 and s ∈ [1, 2].
Let p˜v,j ∈ C(X1, Y1)⊗B ⊗MI for j = 1, 2 denote the projections
p˜v,j(x) :=
{
pvj (x) x ∈ X
◦
1 ,
pvj,r(y) x = (y, r) ∈ Y
′
2 .
Then p˜v,1− p˜v,2 ∈ C0(X,Y )⊗B⊗MI , that is, p˜v := (p˜v,1, p˜v,2) is a projection
in Cˆ(X,Y )⊗B ⊗MI , such that θX,Y [(p˜v,1, p˜v,2)] = [v]. Now, the element
uv,s := p˜ve
2πiρs + 1− p˜v ∈ Cˆ(X,Y )(0, 1) ⊗B ⊗MI
is a unitary satisfying
θX,Y [uv] = [v]⊗ β ∈ K1(C0(X,Y )(0, 1) ⊗B).
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Lemma 7.20. For 0 < ε < (240|I|2)−1, both u1pi,s(u
2
pi,s)
∗ and u1v,s(u
2
v,s)
∗ are
(60|I|2ε, 2)-unitaries and
[u1pi,s(u
2
pi,s)
∗]60|I|2ε,2 = (ι∗ ◦ f
∗)[u1v,s(u
2
v,s)
∗]60|I|2ε,2
holds.
Proof. By the definitions of f , upi,s and uv,s, we have
upi,s(x, s) = −e
−πiρ(s,r)(π1(PV), π2(PV))(x) + 1− (π1(PV), π2(PV))(x),
ι∗f
∗(uv,s)(x, t) = −e
−πiρ(s,r)(pv1 , pv2)(x) + 1− (pv1 , pv2)(x),
for (x, s) ∈ X2(0, 1) and
upi,s(y, r, s) = e
2πi(r−1)(π˜1,2+s(PW), π˜2,2+s(PW))(y)
+ 1− (π˜1,2+s(PW), π˜2,2+s(PW))(y),
i∗f
∗(uv,s)(y, r, s) = e
2πi(r−1)(pv1,2+s , pv2,2+s)(y) + 1− (pv1,2+s , pv2,2+s)(y),
for (y, r, s) ∈ Y ′2(−1, 0]. Hence (7.13) implies that ‖upi,s − ι∗f
∗(uv,s)‖ ≤
15|I|2ε. Again by [OOY15, Lemma 1.7], this conclude the proof. 
Proof of Theorem 7.18. Let C14 := max{60|I|
2, 16|G2|2}. Then Lemma 7.19
and 7.20 prove the theorem as
(id⊗ π¯)♯(α
alg
Γ,Λ(ξ)) =[(idK ⊗ π¯)((U1, V1,s)(U2, V2,s)
∗)]C14ε,2
=[u1pi,s(u
2
pi,s)
∗]C14ε,2
=(ι∗ ◦ f
∗)[u1v,s(u
2
v,s)
∗]C14ε,2. 
Corollary 7.21. Let ε < (4C14)
−1, π ∈ qRepε,G
2
P,Q (Γ) and let τ be a trace on
A. Then we have
(τ ◦ θ ◦ ιCφ ◦ (idK ⊗ π¯)♯)(µ
Γ,Λ
0 ([D])) =
∫
T ∗M
chτ (β(pi)) ch(σ(D))Td(TCM).
Proof. We extend D to an elliptic operator Dˆ on the invertible double Mˆ .
Let i : M◦ → M denote the open embedding and let E1, E2 be vector
bundles on Mˆ such that i∗β(pi) = [E1] − [E2]. Then the L
2-index theorem
[Sch05, Theorem 6.10] for the index pairing
τ(〈β(pi), [D]〉) = τ(〈i∗β(pi), [Dˆ]〉) = τ(ind DˆE1 − ind DˆE2)
shows the corollary since the Chern character form chτ (i∗β(pi)) = chτ (E1)−
chτ (E2) is a compactly supported differential form on M
◦ cohomologous to
chτ (β(pi)) in H
∗
c (M
◦). 
8. Dual assembly map and almost flat bundles
The Kasparov product with the relative Mishchenko line bundle ℓΓ,Λ ∈
KK(C, C0(X
◦)⊗ C∗(Γ,Λ)) over C∗(Γ,Λ) gives a homomorphism
βΓ,Λ : K
∗(C∗(Γ,Λ))→ K∗(X,Y )
which is dual to α, that is,
〈αΓ,Λ(ξ), η〉C∗(Γ,Λ) = 〈ξ, βΓ,Λ(η)〉C0(X◦)
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for any ξ ∈ K∗(X,Y ) and η ∈ K
∗(C∗(Γ,Λ)). In this section we relate this
dual higher index map βΓ,Λ with almost monodromy correspondence studied
in Section 5.
8.1. K-homology group of mapping cone C*-algebras. Let A and B
be nonunital separable C*-algebras and let φ : A→ B be a ∗-homomorphism.
Let us choose ∗-representations σ : A → B(H) and τ : B → B(K) such that
τ and σ¯ := σ⊕ τ ◦ φ are ample representations, that is, τ−1(K(K)) = 0 and
σ¯−1(K(H¯)) = 0 (where H¯ := H ⊕ K). Note that if φ is injective we can
choose σ as the zero representation.
For a C*-algebra D, let Cu(T,D) denote the C*-algebra of A-valued uni-
formly continuous functions on T := [0,∞). Hereafter we identify T with
[0, 1) by a reparametrization t 7→ s = t(1+ t2)−1/2. Following [DWW16], we
define the C*-algebras
D(A) := {T ∈ B(H¯) | [T, σ¯(a)] ∈ K(H¯) ∀a ∈ A},
D(B) := {T ∈ B(K) | [T, τ(b)] ∈ B(K) ∀b ∈ B},
C(A) := {T ∈ D(A) | T σ¯(a) ∈ K(H¯) ∀a ∈ A},
DL(A) := {Ts ∈ Cu(T,D(A)) | [Ts, σ¯(a)] ∈ C0([0, 1),K(H¯)) ∀a ∈ A},
CL(A) := Cu(T,C(A)) ∩DL(A),
D0L(A) := {Ts ∈ DL(A) | T0 = 0},
C0L(A) := {Ts ∈ CL(A) | T0 = 0}.
Note that D(B) ⊂ D(A) as C*-subalgebras of B(H¯). We write Dφ for this
inclusion.
Lemma 8.1. The inclusions
• ι1 : C
0
L(A)→ CL(A),
• ι2 : C
0
L(A)→ D
0
L(A) and
• ι3 : D(A)(0, 1) → D0L(A)
induce isomorphisms of K-groups.
Proof. Note that ι3 is homotopic to the inclusion of D(A)(0, 1) ∼= D(A)(0,
1
2)
into D0L(A). They follow from the vanishing of K-groups of CL(A)/C
0
L(A)
∼=
C(A), D0L(A)/C
0
L(A) and D
0
L(A)/D(A)(0,
1
2 )
∼= DL(A), which are proved
in [HR00, Proposition 5.3.7], [DWW16, Proposition 4.3 (b)] and [DWW16,
Proposition 4.3 (a)] respectively. 
We consider two homomorphisms
ΘA,∗ : K1−∗(D
0
L(A))→ KK∗(A,C0(0, 1))
for ∗ = 0, 1 given by
ΘA([us]) :=
[
H¯(0, 1) ⊕ H¯(0, 1)op , σ ⊕ σ,
(
0 u∗s
us 0
)]
.
ΘA,1([ps]) := [H¯(0, 1), σ¯, 2ps − 1],
for us ∈ U(MN (DL(A)
0)+) and ps ∈ P(MN (D
0
L(A)
+)).
Lemma 8.2. The above ΘA,0 and ΘA,1 are isomorphisms.
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Proof. By Lemma 8.1, it suffices to show that the composition
ΨA,∗ : K1−∗(D(A)(0, 1))
(ι3)∗
−−−→ K1−∗(D
0
L(A))
ΘA,∗
−−−→ KK∗(A,C0(0, 1))
is an isomorphism.
For a locally compact space X, let
D(A,X) := {T ∈ Cstb (X,B(H)) | [T, σ(a)] ∈ C0(X,K(H))},
D0(A,X) := C0(X) ·D(A,X),
where Cstb (X,B(H)) denotes the C*-algebra of bounded strictly continuous
B(H)-valued functions on X, which is isomorphic to the bounded operator
algebra on the Hilbert C0(X)-module H ⊗ C0(X). By the duality of KK-
theory [Tho01, Theorem 3.2] and Kasparov’s generalized Voiculescu theo-
rem [Kas80, Theorem 5], the homomorphisms Θ˜A,X,∗ : K1−∗(D(A,X)) →
KK∗(A,C0(X)) given by
Θ˜A,X,0([ux]) :=
[
C0(X, H¯ ⊕ H¯
op), σ ⊕ σ,
(
0 u∗x
ux 0
)]
,
Θ˜A,X,1([px]) := [C0(X, H¯), σ, 2px − 1],
are isomorphic.
The remaining task is to show that the inclusions
(1) D(A)(0, 1)→ D0(A, (0, 1)) and
(2) D0(A, (0, 1)) → D(A, (−1, 2))
induce isomorphisms of K-groups. Indeed, the composition of these two
inclusions is homotopic to the inclusion D(A)(0, 1) → D(A, (0, 1)).
For (1), apply the five lemma for the map between long exact sequences
of K-groups associated to
0 // D(A)(0, 1) //

D(A)[0, 1) //

D(A) // 0
0 // D0(A, (0, 1)) // D0(A, [0, 1)) // D(A) // 0
Note that D(A)[0, 1) and D0(A, [0, 1)) has trivial K-groups since they are
contractible. For (2), observe that
D(A, (−1, 2))/D0(A, (0, 1)) ∼= D(A, (−1, 0]) ⊕D(A, [1, 2))
and
K∗(D(A, [0, 1))) ∼= KK1−∗(A,C0[0, 1)) = 0. 
It is proved in [DWW16, Proposition 4.2] that DL(A)/CL(A) is canoni-
cally isomorphic to Cu(T,D(A))/Cu(T,C(A)). Hence the ∗-homomorphism
D(A)→ Cu([0, 1),D(A)) mapping T ∈ D(A) to the constant function with
value T induces a ∗-homomorphism
c : D(A)→ Cu(T,D(A))/C
0
u(T,C(A))
∼= DL(A)/C
0
L(A),
where C0u([0, 1),C(A)) := {Ts ∈ Cu(T,C(A)) | T0 = 0}. Set
DL(φ) := {Ts ∈ DL(A) | T0 ∈ D(B), Ts − T0 ∈ C(A)}.
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Then there is a commutative diagram of exact sequences
0 // C0L(A)
// DL(φ)

// D(B) //
c◦Dφ

0
0 // C0L(A)
// DL(A) // DL(A)/C
0
L(A)
// 0.
Let ι4 denote the inclusion C
0
L(A) → DL(φ) and let q denote the quotient
DL(φ)→ D(B).
Lemma 8.3. The diagram
K∗(D(B)(0, 1))
∂ //
ΨB,∗

K∗(C
0
L(A))
ΘA,∗◦(ι2)∗

KK1−∗(B,C0(0, 1))
φ∗ // KK1−∗(A,C0(0, 1))
commutes.
Proof. Let k : C0L(A) → DL(φ) denote the inclusion. We regard an element
f ∈ Ck as a D(A)-valued continuous function on [0, 1]t × [0, 1)s such that
f(0, ·) ∈ C0L(φ), f(t, ·) ∈ DL(φ) for t ∈ (0, 1) and f(1, ·) = 0. Let
ϕ : Ck → S(DL(φ)/C
0
L(A))
∼= SD(B)
denote the quotient (in other words, the evaluating homomorphism at s = 0)
and let l : Ck → C0L(A) denote the evaluating ∗-homomorphism at t = 0.
Since ϕ∗ is an isomorphism and l∗ ◦ (ϕ∗)
−1 = ∂, it suffices to show that the
diagram
K∗(Ck)
l∗ //
ϕ∗

K∗(C
0
L(A))
(ι2)∗

K∗(D(B)(0, 1))
Dφ◦ι3 //
ΨA,∗

K∗(D
0
L(A))
ΘA,∗

K∗(D(B, (0, 1)))
φ∗ // K∗(D(A, (0, 1)))
commutes. The lower square commutes by definition. Since the continuous
path
θκ(f)(s) =
{
f(s, s tan(πκ/2)) κ ∈ [0, 1/2],
f(s tan(π(1− κ)/2), s) κ ∈ [0, 1/2],
of ∗-homomorphisms from Ck to D0L(A) for κ ∈ [0, 1] satisfies θ0 = ι2 ◦ l and
θ1 = ϕ, we obtain that the upper square also commutes. 
Let H˜ denote a Hilbert C0(−1, 1)-module H(−1, 0)⊕K(−1, 1). We define
the ∗-homomorphism σ˜ : Cφ→ B(H˜) by
π(a, bs)(s) =
{
σ¯(a) s ∈ (−1, 0),
σ(bs) s ∈ [0, 1),
and the group homomorphism
Θφ : K1(DL(φ))→ KK(Cφ,C0(R)))
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by
Θφ([us]) :=
[
H˜ ⊕ H˜op, π ⊕ π,
(
0 u∗−s
u−s 0
)]
.
Here we extend us to (−1, 1) as us = u0 for s < 0. In other words, Θφ([us])
is represented by the quasi-homomorphism (Ad(u−s) ◦ σ˜, σ˜) : Cφ→ B(H˜) ⊲
K(H˜).
Lemma 8.4. The diagram
K1(C
0
L(A))
(ι4)∗ //
ΘA,0◦(ι2)∗

K1(DL(φ))
q∗(·) ⊗ˆC β //
Θφ

K0(D(B)(0, 1))
ΨB,1

KK(A,C0(−1, 1))
θ∗ // KK(Cφ,C0(−1, 1))
β ⊗ˆC0(0,1) ψ
∗(·)
// KK1(B,C0(−1, 1))
commutes.
Proof. Let us ∈MN (C
0
L(A))
+ be a unitary. Then we have
(θ∗ ◦ (ι2)∗ ◦ΘA,0)([us]) =
[
H¯(0, 1) ⊕ H¯op(0, 1), σ¯ ⊕ σ¯,
(
0 u∗s
us 0
)]
= −
[
H¯(−1, 0) ⊕ H¯op(−1, 0), σ¯ ⊕ σ¯,
(
0 u∗−s
u−s 0
)]
= −
[
H˜ ⊕ H˜op, σ˜ ⊕ σ˜,
(
0 u∗−s
u−s 0
)]
= −(Θφ ◦ (ι4)∗)([us]).
This means that the left square commutes.
Next, let vs ∈MN (DL(φ)) be a unitary. Let τ˜ denote the ∗-homomorphism
from B(0, 1) to B(K(−1, 1)) given by τ˜(b)(s) = σ(bs) for b = (bs)s∈(0,1) ∈
B(0, 1). Then we have
(ψ∗ ◦Θφ)([vs]) =
[
H˜ ⊕ H˜op, σ˜|B(0,1) ⊕ σ˜|B(0,1),
(
0 v∗−s
v−s 0
)]
=
[
K(0, 1) ⊕K(0, 1)op, τ˜ ⊕ τ˜,
(
0 v∗0
v0 0
)]
= Θ˜B,pt,0([v0])⊗ j∗ ∈ KK(B(0, 1), C0(−1, 1)),
where j : C0(0, 1) → C0(−1, 1) is the inclusion, which induces a KK-equivalence.
Now we recall that
ΨB,1([v0]⊗ β) = Θ˜B,pt,0([v0])⊗ β ∈ KK−1(B,C0(−1, 1))
by the definition of Θ˜B,pt,0 and ΨB,1. Therefore we get
β ⊗ˆC0(0,1)(ψ
∗ ◦Θφ)([vs]) = Θ˜B,π,0([v0])⊗ β = ΨB,1(q∗([vs])⊗ β).
This means that the right square commutes. 
Theorem 8.5. The homomorphism Θφ is an isomorphism.
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Proof. Here we write as S := C0(−1, 1). Apply the five lemma to the dia-
gram of exact sequences
K1(SD(B)) //
ΨB,0

K1(C
0
L(A))
//
ΘA,0◦(ι2)∗

K1(DL(φ)) //
Θφ

K0(SD(B)) //
ΨB,1

K0(C
0
L(A))
ΘA,1◦(ι2)∗

KK(B,S) // KK(A,S) // KK(Cφ, S) // KK1(B,S) // KK1(A,S),
which commutes by Lemma 8.3 and Lemma 8.4. 
8.2. Range of the dual assembly map. Let (X,Y ) be a pair of finite
CW-complexes. Now we determine the rational relative and stably relative
almost flat K0-groups K0af(X,Y )Q and Ks-af(X,Y )Q under the assumption
that Γ := π1(X) and Λ := π1(Y ) satisfy (4.1), (4.2’), (4.3) and
(8.6) Both Γ and Λ are residually amenable.
Here we say that a discrete group Γ is residually amenable if for any nontriv-
ial element γ ∈ Γ there is a homomorphism from Γ to an amenable group
Γ′ which maps γ to a nontrivial element. For example, all residually finite
groups are residually amenable. In particular, all finitely generated linear
groups [Mal40] and 3-manifold groups [Hem87] (thanks to Perelman’s proof
of the geometrization theorem) are examples of residually amenable groups.
Note that they also satisfy 4.1.
Lemma 8.7. Let Γ be a residually amenable group and let A denote the fam-
ily of unitary representations of Γ factoring through amenable quotients of
Γ. Then the completion C∗
A
(Γ) of C[Γ] by the norm ‖x‖A := supπ∈A ‖π(x)‖
is an intermediate completion, that is, there are quotient maps
C∗max(Γ)
ǫΓmax,A
−−−−→ C∗A(Γ)
ǫΓ
A,r
−−→ C∗r (Γ)
such that ǫΓ
A,r ◦ ǫ
Γ
max,A = ǫ
Γ.
Proof. Since Γ is residually amenable, there is a decreasing sequence Nn of
normal subgroups of Γ such that Γn := Γ/Nn is amenable and
⋂
nNn = {e}.
Let λn denote the left regular representation Γ→ U(ℓ
2(Γn)) and let λ denote
the left regular representation Γ→ U(ℓ2(Γ)). Now it suffices to show that λ
is weakly contained in
⊕
n λn. For self-consistency of this paper, we explain
a proof of this well-known fact.
Let ε > 0, let F ⊂ Γ be a finite subset and let ξ ∈ L2(Γ). Pick a
compactly supported function η ∈ cc(Γ) ⊂ ℓ
2(Γ) such that ‖η‖ ≤ ‖ξ‖ and
‖ξ−η‖ < (2‖ξ‖)−1ε. For a sufficiently large n, the restriction of the quotient
qn : Γ→ Γn to (supp η)
−1 · F · (supp η) is injective. Let us choose a section
s : qn(supp η)→ supp η of qn. Then we have
|(λ(γ)ξ, ξ) − (λn(γ)s
∗η, s∗η)| =|(λ(γ)ξ, ξ) − (λ(γ)η, η)|
≤2‖ξ‖ · (2‖ξ‖)−1ε = ε
for any γ ∈ F . This concludes the proof. 
Lemma 8.8. For a residually amenable group Γ, the intermediate com-
pletion C∗
A
(Γ) is quasi-diagonal. Moreover, a homomorphism φ : Λ→ Γ be-
tween residually amenable groups induces the ∗-homomorphism φ : C∗
A
(Λ)→
C∗
A
(Γ).
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Proof. Let Γn and λn be as in Lemma 8.7. By the Tikuisis–White–Winter
theorem [TWW17], the group C*-algebra C∗(Γn) is quasi-diagonal. Pick a
dense sequence {an}n∈N of C
∗
A
(Γ). Then, for each n > 0 there is an increas-
ing sequence {pn,m ∈ B(ℓ
2(Γn))}n≤m of finite rank projections such that
‖[λn(al), pn,m]‖ < 2
−m for all l ≤ m. Then, pm :=
⊕
pn,m is an increasing
sequence of finite rank projections in
⊕
ℓ2(Γn) such that ‖[
⊕
n λn(al), pm]‖ →
0 for all l ∈ N. Since
⊕
n λn is a faithful representation of C
∗
A
(Γ), the proof
of the first part of the lemma is completed.
The second part follows from the fact that φ∗(AΓ) ⊂ AΛ since amenability
is passed to subgroups. 
Theorem 8.9 ([Dad14, Corollary 4.4]). Let Γ be a residually amenable
group which has the γ-element (e.g. Γ is coarsely embeddable into a Hilbert
space). Then, for any finite CW-complex X with π1(X) ∼= Γ, any element
in Im(βΓ ◦ jΓ(γΓ)) ⊂ K
0(X) is almost flat.
Proof. By the same argument as Lemma 4.9, the image of (ǫΓ)∗ includes
jΓ(γΓ)KK(C
∗(Γ),C). Hence so does is the image of (ǫΓmax,A)
∗. By Lemma
8.8, it is quasi-diagonal in the sense of [Dad14, Definition 2.2]. Now the
theorem follows from [Dad14, Corollary 4.4]. 
Now we develop the relative version of Theorem 8.9. To this end, firstly
we construct a finite rank approximation of a representative of each element
x ∈ KK(C∗
A
(Γ,Λ),C). Let (σ,H) and (τ,K) be unital ∗-representations
of C∗
A
(Λ) and C∗
A
(Γ) respectively such that τ and σ¯ := σ ⊕ τ ◦ φA are
ample. Let IA(Γ) and IA(Λ) denote the kernels of the trivial representation
C∗
A
(Γ) → C and C∗
A
(Λ) respectively and let φ0
A
: IA(Λ) → IA(Γ) denote
the restriction of φA. Note that Cφ
0
A
is an ideal of CφA and the inclusion
induces an KK-equivalence since CφA/Cφ
0
A
∼= C0[0, 1). By Theorem 8.5, the
KK-group KK(C∗
A
(Γ,Λ),C) ∼= KK(CφA, S) ∼= KK(Cφ
0
A
, S) is isomorphic
to K1(DL(φ
0
A
)) by the homomorphism Θφ. Let us choose a unitary us ∈
U(MN (DL(φ
0
A
))) such that Θφ[us] = x ∈ KK(Cφ
0
A
, S). Let Au denote the
C*-subalgebra of B(H¯⊕2) generated by
{K(H¯⊕2),diag(u0, 1, u
∗
0, 1),diag(τ(γ), σ(λ), τ(γ), σ(λ)) | γ ∈ Γ, λ ∈ Λ}.
By replacing (K, τ) with (K ⊕ L2(S1), τ ⊕ triv) (where triv is the trivial
representation) and us with diag(us, z) if necessary, we may assume that
Spec(u0) = U(1).
Lemma 8.10. The exact sequence
0→ K(H¯⊕2)→ Au → (C
∗
A(Γ)⊕ C
∗
A(Λ))⊗ C(S
1)→ 0
corresponds to the trivial KK1-class.
Proof. In general, for a C*-algebra B ⊂ B(H) and a unitary v ∈ D(B) with
Spec(v) = U(1), the extension KK1-class represented by
0→ K(H)→ C∗(B, v)→ B ⊗ C(S1)→ 0
is identified with [v] ∈ K1(D(B)) ∼= KK(B,K(H)) ⊂ KK1(B ⊗ C(S
1),C).
We apply this fact to B = C∗
A
(Γ)⊕ C∗
A
(Λ) and v = diag(u0, 1, u
∗
0, 1). 
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Therefore, there is a left inverse Ξ ∈ KK(Au,K(H¯
⊕2)) of the inclusion
i : K(H¯) → Au. Let p and q be the projection onto H and K in the first
copy of H¯⊕2 respectively and set P := pAu, Q := qAu.
Let Πu := (π1, π2, π0, π˜, 1) denote the stably h-relative representation of
(Γ,Λ) on (P,Q) defined by π1 := Ad(u0) ◦ σ, π2 := σ, π0 := τ and
π˜κ(γ) :=
{
u0σ¯(γ)u
∗
0 κ = 1,
u0u
∗
2−κσ¯(γ)u2−κu
∗
0 κ ∈ (1, 2].
LetΠu denote the element of KK(Cφ,A(−1, 1)) associated to Πu as in (6.2).
Since σ and τ factors through C∗
A
(Γ) and C∗
A
(Λ) respectively, the Kasparov
bimodule representingΠu actually determines an element of KK(CφA, Au(−1, 1)),
which is isomorphic to KK(Cφ0
A
, Au(−1, 1)) by the restriction.
Lemma 8.11. For us ∈ U(MN (DL(φ))), the elementΠu ∈ KK(CφA, Au(−1, 1))
satisfies
Πu ⊗Au Ξ = Θφ([us]) ∈ KK(Cφ
0
A, C0(−1, 1)).
Proof. We extend us to a function on (−1, 1) as us = u0 for s < 0. Note
that us ∈ B(P ⊕ Q) for s ∈ [0, 1). As in the previous section, we define
σ˜ : Cφ→ B(P˜ ) as
σ˜(a, bs)(s) =
{
σ¯(a) s ∈ (−1, 0],
σ(bs) s ∈ (0, 1).
Then we have Π1 = Ad(u0) ◦ σ˜ and Π2 = Ad(u0u
∗
−s) ◦ σ˜. Therefore
Πu =
[
P˜ ⊕ P˜ op,Π1 ⊕Π2,
(
0 1
1 0
)]
=
[
P˜ ⊕ P˜ op,Ad(u−s) ◦ π ⊕ π,
(
0 1
1 0
)]
=
[
P˜ ⊕ P˜ op, π ⊕ π,
(
0 u∗−s
u−s 0
)]
= Θφ([us])⊗ [i].
This shows the lemma as
Πu ⊗A Ξ = Θφ([us])⊗K [i]⊗A Ξ = Θφ([us]). 
On the other hand, for a sufficiently large s ∈ [0, 1), we have
‖usu
∗
0(u0σ¯(γ)u
∗
0)u0u
∗
s − σ¯(γ)‖ < ε
for all γ ∈ GΛ. That is, piu := (π1, π2, π0, usu
∗
0) is a stably relative (ε,G)-
representation on (P,Q).
Lemma 8.12. For u ∈ U(MN (DL(φ
0
A
))), the KK-cycle Πu satisfies
ℓΓ,Λ ⊗C∗(Γ,Λ) Πu = [β(piu)].
Proof. We write as vi = β(πi) for i = 1, 2, 0. Since π˜κ = Ad(u0u
∗
2−κ) ◦ (π2⊕
π0), Ad(u0u
∗
2−κ ⊗ 1MI )(pv2 ⊕ pv0) gives a continuous family of projections
connecting pv1 ⊕ pv0 and pv2 ⊕ pv0 . Therefore, there is a continuous path of
partial isometries (vs)s∈[1,2] such that
• vsv
∗
s = pv2 ⊕ pv0 ,
• v∗svs = Ad(u0u
∗
2−s ⊗ 1MI )(pv2 ⊕ pv0) for s ∈ (1, 2],
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• v∗1v1 = pv1 ⊕ pv0 and
• v2 = pv2 ⊕ pv0 .
By the continuity of vs, there is s0 ∈ (1, 2] such that ‖vs1 − vs2‖ < ε for
s1, s2 ∈ [1, s0]. Set
ws :=
{
(pv2 ⊕ pv0)(u2−su
∗
0 ⊗ 1MI ) s ∈ [s0, 2],
(pv2 ⊕ pv0)(u2−s0u
∗
0 ⊗ 1MI )v
∗
s0vs s ∈ [1, s0].
Then ws also satisfies wsw
∗
s = pv2⊕pv0 , w
∗
sws = Ad(u0u
∗
2−s⊗1MI )(pv2⊕pv0)
for s ∈ (1, 2], w∗1w1 = pv1 ⊕ pv0 and w2 = pv2 ⊕ pv0 .
Now, we have
ℓΓ,Λ ⊗C∗(Γ,Λ) Πu = [pv1 , pv2 , pv0 , w1]
by Proposition 6.3. At the same time, we also have
[β(piu)] = [pv1 , pv2 , pv0 , w1].
To see this, let ψvi⊕v0µ be as in (5.7) for i = 1, 2. Then ‖u
∗
2−s0ψ
v2⊕v0
µ u2−s0−
ψv2⊕v0µ ‖ ≤ |I|ε and hence
‖(ψv2⊕v0µ )
∗w1ψ
v1⊕v0
µ − u2−s0u
∗
0‖
=‖(ψv2⊕v0µ )
∗w1ψ
v1⊕v0
µ − u2−s0(ψ
v2⊕v0
µ )
∗ψv2⊕v0µ u
∗
0‖
≤‖(ψv2⊕v0µ )
∗(w1 − u2−s0u
∗
0 ⊗ 1MI )ψ
v1⊕v0
µ ‖+ |I|ε
≤(|I|+ 1)ε,
which means that {(ψv2⊕v0µ )
∗w1ψ
v1⊕v0
µ }µ∈I ∈ G(|I|+1)ε(∆I(u0u
∗
2−s0
)). 
Theorem 8.13. Let φ : Λ → Γ be a homomorphism between countable dis-
crete groups. Assume that (Γ,Λ) satisfies (4.1), (4.2’) and (8.6). Then, any
element x ∈ Im(βΓ,Λ ◦ jφ(γΓ)) ⊂ K
0(X,Y ) is almost flat.
Proof. By Lemma 4.9, any element in jφ(γΓ)KK(Cφ, S) factors through
the quotient ǫΓ,Λmax,A : Cφ → CφA. Therefore, by Lemma 8.11 and Lemma
8.12, it suffices to show that [β(piu)] ⊗Au Ξ ∈ K
0(X,Y ) is represented by
an (ε,U)-flat stably relative vector bundle v on (X,Y ) for any ε > 0 and
u ∈ U(MN (DL(φ
0
A
))).
By Lemma 8.8 and the fact that u := u2−s0u
∗
0 satisfies u − 1 ∈ K(H¯),
there are finite rank projections e ∈ K(H) and f ∈ K(K) such that
• ‖[π1(γ), e]‖ < ε for γ ∈ GΓ,
• ‖(π1(γ)−π2(γ))e
⊥‖ < ε and ‖e⊥(π1(γ)−π2(γ))‖ < ε for any γ ∈ GΓ,
• ‖[π0(γ), f ]‖ < ε for γ ∈ GΛ,
• ‖[u, e⊕ f ]‖ < ε and ‖(e⊥ ⊕ f⊥)(u− 1)(e⊥ ⊕ f⊥)‖ < ε.
Then we have
(1) πei and π
e⊥
i are (2ε,GΓ)-representation for i = 1, 2,
(2) πf0 and π
f⊥
0 are (2ε,GΛ)-representation,
(3) ue⊕f ∈ Homε(π
e
1 ⊕ π
f
0 , π
e
2 ⊕ π
f
0 ),
(4) d(πe
⊥
1 , π
e⊥
2 ) < ε and‖u
e⊥⊕f⊥ − 1‖ < ε.
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Then (1), (2), (3) says that
pie,f := (πe1, π
e
2, π
f
0 , u
e⊕f ),
pie
⊥,f⊥ := (πe
⊥
1 , π
e⊥
2 , π
f⊥
0 , u
e⊥⊕f⊥),
are stably relative (ε,G)-representations of (Γ,Λ) and
d(piu,pi
e,f ⊕ pie
⊥,f⊥) < ε.
Moreover, (4) implies that
d(pie
⊥,f⊥ , (π1, π1, π0, 1)) < ε.
By Proposition 5.41 we have
d(β(piu),β(pi
e,f )⊕ β(pie
⊥,f⊥)) < C12ε,
d(β(pie
⊥,f⊥), (β(π1), β(π1), β(π0), 1)) < C12ε.
Consequently we obtain that
[β(piu)] = [β(pi
e,f )] + [β(pie
⊥,f⊥)] = [β(pie,f )]
if C12ε < 1/4. Since e and f are finite rank projections, the quadruple
(πe1, π
e
2, π
f
0 , u
e⊕f ) determines a finite rank (ε,U)-flat stably relative vector
bundle v with the typical fiber (eH, fH) such that [v]⊗ [i] = [β(pie,f )]. This
completes the proof. 
For a pair of (not necessarily finite) CW-complexes (X,Y ), we say that
an element x ∈ K0(X,Y ) is (resp. stably) relative almost flat if f∗x is (resp.
stably) relative almost flat for any continuous map f from a pair of finite
CW-complexes (Z,W ) to (X,Y ). Then Theorem 8.13, in combination with
Remark 4.7, implies the following.
Corollary 8.14. Let φ : Λ→ Γ be a homomorphism between countable dis-
crete groups. Assume that (Γ,Λ) satisfies (4.1), (4.2’), (4.3) and (8.6).
(1) Any element x ∈ K0(BΓ, BΛ) is stably relative almost flat modulo
torsion.
(2) If φ is injective, any element x ∈ K0(BΓ, BΛ) is relative almost flat
modulo torsion.
Equivalently, we characterize infiniteness of K-area by the characteristic
class.
Corollary 8.15. Let M be a compact spin manifold with a boundary N such
that Γ := π1(M) and Λ := π1(N) satisfies (4.1), (4.2’), (4.3) and (8.6). Let
f denote the reference map from (M,N) to (BΓ, BΛ).
(1) Then (M,N) has infinite stably relative K-area if and only if ch(f∗[M,N ]) =
0 ∈ Hev(BΓ, BΛ;Q).
(2) If φ : Λ → Γ is injective, then (M,N) has infinite relative K-area if
and only if ch(f∗[M,N ]) = 0 ∈ Hev(BΓ, BΛ;Q).
Proof. It immediately follows from Corollary 8.14. We only remark that the
Chern character gives an isomorphism between K0(BΓ, BΛ)Q and
Hev(BΓ, BΛ;Q) :=
∏
n∈N
H2n(BΓ, BΛ;Q) ∼=
(⊕
n∈N
H2n(BΓ, BΛ;Q)
)∗
.

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9. Partitioning and the K-theoretic van Kampen theorem
Let us assume that φ : Λ → Γ is injective. Then, as is pointed out in
Remark 5.12 and Remark 5.33, there are one-to-one correspondences (up to
small correction) as in the vertical arrows of the commutative diagram
Bdlε,UP (X,Y )
oo //
β

Bdlε,UˆP (Xˆ)
β

qRepε,GP (Γ,Λ)
oo //
α
OO
qRepε,GˆP (Γ ∗Λ Γ).
α
OO
Moreover, the correspondence of almost flat bundles is compatible with the
index pairing, that is,
〈[v], [M,N ]〉 = 〈[vˆ], [Mˆ ]〉.
In this section, we give a correspondence between relative higher index µΓ,Λ∗
with the higher index µΓ∗ΛΓ∗ compatible with the above dictionary.
We work in a more general setting. Let φ1 : Λ → Γ1 and φ2 : Λ →
Γ2 be two homomorphisms of groups, let f1 : (X
1, Y ) → (BΓ1, BΛ) and
f2 : (X
2, Y ) → (BΓ2, BΛ) be continuous maps such that f1|Y = f2|Y . Set
Γ := Γ1 ∗Λ Γ2 and Xˆ := X
1
2 ⊔ X
2
2/ ∼, where the relation ∼ identifies
(y, 1 + r) ∈ Y ′2 ⊂ X
1
2 with (y, 2 − r) ∈ Y
′
2 ⊂ X
2
2 for r ∈ [0, 1]. Then f1 and
f2 gives rise to a continuous map
f : X → BΓ1 ⊔BΛ BΓ2 = BΓ
and hence we have assembly maps
µΓi,Λ∗ : K∗(X
i, Y )→ K∗(C
∗(Γi,Λ)),
µΓ∗ : K∗(Xˆ)→ K∗(C
∗(Γ)).
Now, we have the Mayer–Vietoris exact sequence
· · · → K∗(Y )→ K∗(Xˆ)→ K∗(X
1, Y )⊕K∗(X
2, Y )→ K∗−1(Y )→ · · · .
There is a corresponding exact sequence of group C*-algebras. This fol-
lows from the KK-equivalence
C∗(Γ1 ∗Λ Γ2) ∼KKSC(φ1 ⊕ φ2)
=C∗(Γ1,Λ)⊕SC∗(Λ) C
∗(Γ2,Λ),
which is first proved implicitly by Pimsner [Pim86]. It is pointed out in
[Ger97] that this KK-equivalence is given by the inclusion C(φ1 ⊕ φ2) →
C∗(Γ)(−1, 1) mapping (a1, a2) ∈ C(φ1 ⊕ φ2) to
a(s) :=
{
a1(s) s ∈ [0, 1),
a2(−s) s ∈ (−1, 0].
Then, we have ∗-homomorphisms
ψi : S
0,1C(φ1 ⊕ φ2)→ S
0,1Cφi, ψi(f1, f2) = fi,
for i = 1, 2.
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r2
r1
s
X1 Y
′
2
X1Y
′
2
12
21
1
0
−1
Figure 3. The shading shows the value of |ρ˜(r, s)|.
Proposition 9.1. The diagram
· · · // KO∗(Y )
i∗ //
µΛ∗

KO∗(Xˆ)
µΓ∗

(j1)∗⊕−(j2)∗//
K∗(X
1, Y )
⊕
KO∗(X
2, Y )
∂1⊕∂2 //
µ
Γ1,Λ
∗ ⊕µ
Γ2,Λ
∗

KO∗−1(Y ) //
µΛ∗−1

· · ·
· · · // KR∗(C
∗(Λ))
φ∗ // KR∗(C
∗(Γ))
(ψ1)∗⊕(ψ2)∗//
KR∗(C
∗(Γ1,Λ))
⊕
KR∗(C
∗(Γ2,Λ))
(θ1)∗⊕(θ2)∗// KR∗−1(C
∗(Λ)) // · · ·
commutes.
Proof. It suffices to show that the middle square commutes. Let E12 and
E
2
2 denote the Hilbert C0((X
i
2)
◦) ⊗ Cφi-module as in (3.1) for X
1 and X2
respectively and set
Eˆ := {(ξ1, ξ2) ∈ E
1
2 ⊕ E
2
2 | ξ1(y, 1 + r, 0) = ξ2(y, 2− r, 0) for any r ∈ [0, 1]},
which is canonically regarded as a Hilbert C(Xˆ)⊗ C(φ1 ⊕ φ2)-module. For
i = 1, 2, we write ri for continuous functions on Xˆ extending r on X
i
2 as
ri ≡ 2 on Xˆ \X
i
2. We define ρˆ ∈ C(Xˆ)(−1, 1) as
ρˆ(x, s) =
{
ρ(r1(x), s) s ∈ [0, 1)
−ρ(r2(x),−s) s ∈ (−1, 0].
Then the triplet (Eˆ, 1, ρˆ) determines a real self-adjoint Kasparov bimodule
ℓΓ1,Λ,Γ2 := [Eˆ, 1, ρˆ] ∈ KKR1(C, C(X)⊗ C(φ1 ⊕ φ2)).
By definition we have ℓΓ1,Λ,Γ2 ⊗ [ψ1] = ℓΓ,Λ and ℓΓ1,Λ,Γ2 ⊗ [ψ2] = −βΓ2,Λ.
Moreover
ℓΓ1,Λ,Γ2 ⊗ [ι] = [C0(Xˆ, Vˆ)(−1, 1), 1, 2s − 1] = ℓΓ ⊗ β,
where Vˆ is the Mishchenko line bundle on Xˆ with respect to the universal
covering (with the fiber π1(Xˆ) ∼= Γ). That is, the Kasparov product with
ℓΓ1,Λ,Γ2 is equal to the higher index µ
Γ
∗ . Now the proof is completed. 
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Theorem 9.2. Let M1 and M2 be two spin manifolds with the same bound-
ary N such that Λ := π1(N) → π1(M
i) =: Γi are injective. Let M :=
M1 ⊔N M
2 and Γ := Γ1 ∗Λ Γ2. Then,
(ψi)∗ ◦ µ
Γ
∗ ([M ]) = µ
Γi,Λ
∗ ([M
i, N ]).
In particular, the non-vanishing of µΓi,Λ∗ ([M
i, N ]) for one of i = 1, 2 implies
µΓ∗ ([M ]) 6= 0.
Proof. It follows from Proposition 9.1 and (ji)∗([M ]) = [M
i, N ]. 
Corollary 9.3. Let M be a closed spin manifold partitioned to M =M1⊔N
M2 by an oriented hypersurface N . Let Λ := π1(N) and Γ := π1(M). We
assume that Λ→ Γ is injective. Then µΛ∗−1([N ]) 6= 0 implies the nonvanish-
ing of µΓ∗ ([M ]).
Proof. It follows from Theorem 9.2 and the commutative diagram (2.4).
Note that Λ → Γ is injective if and only if both Λ → π1(M
1) and Λ →
π1(M
2) are injective. 
This is analogous to the partitioned manifold index theorem proved in a
completely different way to existing approaches such as [HR00,Zad10]. In
particular, we can apply this corollary to get the non-vanishing of higher
indices for manifolds partitioned by an enlargeable manifold.
Theorem 9.2 is also applied to invariance of non-vanishing of the higher in-
dex under cutting-and-pasting. This is different from the invariance of higher
indices under cutting-and-pasting of Galois coverings studied in [LLK02] in
the sense that the fundamental group can be changed.
Corollary 9.4. Let M be a closed spin manifold partitioned by an oriented
hypersurface N . Assume that µΓ∗ ([M ]) is not in Imφ∗ ⊂ K∗(C
∗(Γ)). Let ψ
be a diffeomorphism of N preserving the spin structure and let Mˆ :=M1⊔ψ
M2 be the spin manifold obtained by cutting-and-pasting. Then µΓˆ∗ ([Mˆ ]) ∈
KR∗(C
∗(Γˆ)) does not vanish, where Γˆ := π1(Mˆ).
Finally we go back to the index theory of invertible doubles. As is pointed
out at the beginning of this section, a spin manifold with boundary has finite
relative K-area if and only if its invertible double has finite K-area. The
corresponding result in higher index is the following.
Corollary 9.5. Let M be a compact spin manifold with the boundary N
and let Γ := π1(M) and Λ := π1(N). Assume that φ : Λ → Γ is injective.
Then µΓ,Λ∗ ([M,N ]) = 0 if and only if µ
Γ∗ΛΓ
∗ ([Mˆ ]) = 0.
Proof. Let χ denote the ∗-homomorphism Cφ→ C(φ⊕φ) given by χ(a, bs) =
(a, bs ⊕ bs). Then, ψi ◦ χ∗ = idCφ and hence
KR∗(C
∗(Γ ∗Λ Γ)) ∼= KR∗(C
∗(Γ,Λ)) ⊕KR∗(C
∗Γ).
Through this isomorphism, µΓ∗ΛΓ([Mˆ ]) is identified with µΓ,Λ∗ ([M,N ]) ⊕
µΓ∗ ([Mˆ ]). Since the higher index of the invertible double µ
Γ
∗ ([Mˆ ]) vanishes
([XY14, Theorem 5.1]), we complete the proof. 
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Corollary 9.6. Let M be a compact spin manifold with the boundary N .
Assume that φ : Λ→ Γ is injective. If its invertible double Mˆ is enlargeable,
then µΓ,Λ∗ ([M,N ]) does not vanish. In particular, for any spin-oriented open
embedding of M◦ to a closed spin manifold M¯ such that Λ → π1(M¯) is
injective, M¯ does not have any metric with positive scalar curvature.
We close this section by introducing an alternative proof of Theorem 9.2
by using the Deeley–Goffeng description µDG∗ . Let V1 and V2 denote the
Mishchenko line bundle onM1 andM2 respectively, let Di denote the Dirac
operator on M i∞ and let Ci denote the smoothing operator as in Subsection
2.2.
Proposition 9.7. Let M i, N , M , Γi, Λ and Γ be as in Theorem 9.2. Then
µΓ∗ ([M ]) = (ψ1)∗ indb(DV1 , C1)− (ψ2)∗ indb(DV2 , C2) + c(DW , C1, C2).
Here, c(DW , C1, C2) := [(U, V
1
s ⊕ V
2
s )] ∈ KR1(C(φ1 ⊕ φ2)), where (U, V
1
s )
and (U, V 2s ) are as in Subsection 2.2 for (M
1, N) and (M2, N) respectively.
Proof. Let P1 ∈ B(L
2(N,SE,V1)) and P2 ∈ B(L
2(N,SE,V1)) denote the pos-
itive spectral subspaces of DV1 and DV2 respectively. Then, the image of
c(DW , C1, C2) in SC
∗Γ determines an element of K1(SC
∗Γ) with the im-
age [P1 − P2]. Now the equality follows from indAPS(DV ,P) = indb(DV, C)
([LP03, Theorem 5]) and the gluing formula
ind(DVˆ) = indAPS(DV1 ,P1)− indAPS(DV2 , C2) + [P1 − P2]
shown in [LP03, Theorem 8]. 
Appendix A. A note on Real Kasparov theory
In this section, we summarize some calculations of Real KK-theory (in
particular the KKR−1-theory) used in this paper.
Lemma A.1. For a pair A, B of σ-unital Real C*-algebras, the group
KKR−1(A,B) is the set of homotopy classes (in the sense of [Bla98]) of
real self-adjoint Kasparov A-B bimodules.
Here we say that a triple (E, π, T ) is a real self-adjoint Kasparov bimodule
if E is a countably generated Real Hilbert B-module, π : A → B(E) is a
Real ∗-representation and T ∈ B(E) is a real self-adjoint operator with
[ϕ(A), T ] ∈ K(E) and ϕ(A)(T 2 − 1) ∈ K(E).
Proof. Let Cℓ0,1 be the Clifford algebra generated by a single element f
with f = −f∗, f = f and f2 = −1. Then the group KKR−1(A,B) is
defined as KKR(A ⊗ˆCℓ0,1, B). A Real Kasparov (A ⊗ˆCℓ0,1)-B bimodule
is a triplet (E, π, F ), where E is a countably generated Z2-graded Hilbert
B-module, ϕ : A ⊗ˆCℓ0,1 → B(E) is a real Z2-graded ∗-homomorphism and
F is a real odd self-adjoint operator with [ϕ(A ⊗ˆCℓ0,1), F ] ⊂ K(E) and
ϕ(A ⊗ˆCℓ0,1)(F
2 − 1) ⊂ K(E). Replacing F with its compact perturba-
tion (F + ϕ(f)Fϕ(f))/2, we may assume that F anticommutes with ϕ(f).
Now, the restriction ϕ(f)|E0 gives an isomorphism E
0 ∼= E1. Under this
identification we have
ϕ(f) =
(
0 −1
1 0
)
,
ϕ|A =
(
π 0
0 π
)
and F =
(
0 T
T 0
)
.
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Consequently we get a triple (E0, π, T ). This correspondence obviously gives
rise to an isomorphism between the set of homotopy classes of real self-
adjoint Kasparov A-B bimodules and KKR−1(A,B). 
Next, we give an explicit calculation of the Kasparov product, an odd
analogue of [Bla98, Theorem 18.10.1]. To this end, we first recall and gen-
eralize a useful formula of the Kasparov product. For a Z2-graded Hilbert
A-module E, we write Eˆ for E ⊕ Eop and E◦ for E with the trivial Z2-
grading.
Lemma A.2. Let A, B and D be σ-unital Real C*-algebras such that A
is separable, let (E1, π1, T1) be a real self-adjoint Kasparov A-B bimodule
and let (E2, ϕ2, F2) be a real Kasparov B-D bimodule. Set E := E1 ⊗B E2,
π := π1 ⊗B 1 and T˜1 := T1 ⊗B 1. Let G =
( 0 G∗0
G0 0
)
∈ B(E) be an odd
F -connection and assume that [π(A), T ] ⊂ K(E), where
T =
(
T˜1 (1− T˜
2
1 )
1/4G∗0(1− T˜
2
1 )
1/4
(1− T˜ 21 )
1/4G0(1− T˜
2
1 )
1/4 −T˜1
)
∈ B(E).
Then, the real self-adjoint Kasparov A-D bimodule (E◦, π, T ) represents the
Kasparov product [E1, π1, T1] ⊗ˆB[E2, π2, F2].
Proof. Let (Eˆ1, ϕ1, F1) be the real Kasparov (A ⊗ˆCℓ0,1)-B bimodule cor-
responding to (E1, ϕ1, F1), that is, ϕ1(f) =
(
0 −1
1 0
)
, ϕ1|A =
(
π1 0
0 π1
)
and
F1 =
(
0 T1
T1 0
)
. Then, the Z2-graded unitary U : Eˆ1 ⊗ˆE2 ∼= Ê◦ given by
(e01 ⊕ e
1
1) ⊗ˆ(e
0
2 ⊕ e
1
2) 7→ ((e
0
1 ⊗ e
0
2)⊕ (e
1
1 ⊗ e
1
2))⊕ ((e
1
1 ⊗ e
0
2)⊕ (−e
0
1 ⊗ e
1
2))
satisfies U(ϕ1 ⊗ˆ 1)(f)U
∗ =
(
0 −1
1 0
)
.
Set K0 := (1− T˜
2
1 )
1/4G0(1− T˜
2
1 )
1/4 and
F = U(F1 ⊗ˆ 1 + ((1− F
2
1 )
1/4 ⊗ˆ 1)G((1 − F 21 )
1/4 ⊗ˆ 1))U∗
=

0 0 T˜1 K
∗
0
0 0 K0 −T˜1
T˜1 K
∗
0 0 0
K0 −T˜1 0 0
 = (0 TT 0
)
∈ B(Ê◦).
Now we apply [Bla98, Theorem 18.10.1], which also holds for Real KK-
groups, to conclude that the Kasparov bimodule (Ê◦,AdU ◦ ϕ,F ), which
corresponds to the self-adjoint Kasparov A-D bimodule (E◦, π, T ), repre-
sents the Kasparov product [E1, π1, T2] ⊗ˆB[E, π2, F2]. 
Remark A.3. In a similar fashion to the case of complex K1-theory, there is
a unitary description of the KR−1-group (a reference is [BL16]). For a Real
C*-algebra A, the group KR−1(A) is defined as the set of homotopy classes
of transpose-invariant unitaries, that is,
KR−1(A) := {u ∈ 1 +A⊗K | uu
∗ = u∗u = 1, u∗ = u}/ ∼homotopy .(A.4)
The identification
KKR−1(R, A) ∼= KR−1(A)
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is given by the composition of the isomorphism KKR−1(R, A) ∼= KR0(Qs(A))
and the boundary homomorphism. It is described explicitly as
[E, 1, T ] 7→ [− exp(−πiT )] ∈ KR−1(K(E)) ∼= KR−1(B).
It T is written as D(1+D2)−1/2 by a Real self-adjoint unbounded Kasparov
bimodule [E, 1,D], then − exp(−πiT ) is homotopic to the Cayley transform
Cay(D) of D.
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