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ABSTRACT
SYN C H R O N IZATIO N  OF CH AO TIC SYSTEM S B Y  USING  
O C C ASIO N AL COUPLING
Moez Feki
M .S. in Electrical and Electronics Engineering 
Supervisor: Assoc. Prof. Dr. Omer Morgiil 
June 1997
Nonlinear and chaotic systems are difficult to control due to their unstable and 
unpredictable nature. Although, much work has been done in this area, synchro­
nization of chaotic systems still remains a worthwhile endeavor.
In this thesis, a method to synchronize systems, inherently operating in a chaotic 
mode, by using occasional coupling is presented. We assume that a master- 
slave synchronizing scheme is available. This approach consists of coupling and 
uncoupling the drive and response systems during some alternated intervals. It is 
then shown how this synchronization method can be used to transmit information 
on a chaotic carrier. The applicability of this method will be illustrated using 
Lorenz system as the chaotic oscillator.
Keywords : Chaotic systems, Lorenz system. Chaos synchronization.
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ÖZET
A R A SIR A  B A Ğ L A N T I Y O L U Y L A  K A O T İK  SİSTEM LERİN
E ŞZA M A N LA M A SI
Moez Feki
Elektrik ve Elektronik Mühendisliği Bölümü Yüksek Lisans 
Tez Yöneticisi: Doç. Dr. Ömer Morgül 
Haziran 1997
Doğrusal olmayan ve kaotik sistemler, çözümlerinin kestirilmesi ve kararsız 
yapıları dolayısıyla kontrol edilmeleri oldukça güç olan sistemlerdir. Bu konuda 
son yıllarda oldukça çalışma yapılmış olmasına rağmen kaotik sistemlerin 
eşzamanlaması hala araştırmaya değer bir konu olarak görülmektedir.
Bu çalışmada kaotik modda çalışan sistemleri arasıra bağlantı yoluyla 
eşzamanlaması metodu incelenmiştir. Bu çalışmada bir sürücü ve bir alıcı sis­
temi eşzamanlayacak bir yönetim önceden var olduğunu kabul edeceğiz. Önerilen 
arasıra bağlantı yönteminde sürücü ve alıcı sistemler ard arda gelen belli zaman 
aralıklarında bağlanacak ve bağlantı kesilecektir. Daha sonra bu yöntemin sürücü 
ile alıcı arasında nasıl bilgi aktarımında kullanılacaği incelenecektir. Bu yöntemin 
uygulanabilirliği Lorenz sistemi kullanılarak gösterilecektir.
Anahtar Kelimeler : Kaotik sistemler, Lorenz sistemler. Kaos eşzamanlaması.
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Chapter 1
Introduction: A New Age of Dynamics
“Until recently  ^ chaotic behavior
was a nuisance in engineering...' ’^ 
L.O. Chua and M. Hasler
1.1 What is chaotic dynamics?
Throughout the history of science, complex nonlinear phenomena have been no­
ticed by experimentalists but more often than not, have been disregarded because 
the concepts for explaining them simply did not exist.
For some, the study of dynamics began and ended with Newton’s law of 
F = m a . We were told that if the forces between particles and their initial posi­
tions and velocities were given, one could predict the motion or history of a sys­
tem forever into the future, given a big enough computer. However, the arrival of 
large and fast computers has not fulfilled the promise of infinite predictability in 
dynamics. In fact, it has been discovered quite recently that the motion of very 
simple dynamical systems cannot always be predicted far into the future. Such 
dynamical systems, which in the papers are dubbed chaotic systems, (or said to
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exhibit chaos: the origin of the word chaos is a Greek verb which means to gape 
open and which was often used to refer to the primeral emptiness of the uni­
verse before things came into being.) Such systems are defined to be aperiodic, 
bounded dynamics in a deterministic systems with sensitive dependence 
on initial conditions, see [1].
Each of these terms has a specific meaning, see [1]:
• Aperiodic: means that the same state is never repeated twice. However, in 
practice, by either graphically iterating or using a computer with finite pre­
cision, we eventually may return to the same value. Although, a computer 
simulation or graphical iteration always leaves some doubt about whether 
the behavior is periodic, the presence of very long cycles or of aperiodic 
dynamics in computer simulations is partial evidence for chaos.
• Bounded: means that on successive iterations the state stays in finite 
range and does not approach ±oo.
• Deterministic: means that there is a definite rule with no random terms 
governing the dynamics (e.g, Lorenz’s equations, Rossler’s equations ...) . 
In principle, for a deterministic system xo can be used to calculate all future 
values of x{t).
• Sensitive dependence on initial conditions.: means that two points 
that cire initially close will drift apart as time proceeds. This is an essential 
aspect of chaos. It means that we may be cible to predict what happens 
for short times, but that over long times prediction will be impossible since 
we can never be certain of the exact value of the initial condition in any 
realistic system.
Loss of information about initial conditions is, indeed, a property of chaotic 
system. Suppose one has the ability to measure a position with accuracy Ao: and 
a velocity with accuracy An, then in the position-velocity plane (known as the 
phase plane) we can divide up the space into areas of size A xA v  cis shown in 
Figure 1.1.
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Figure 1.1; Uncertainty growth in chaotic dynamics.
If we are given initial conditions to the delineated accuracy, we know the sys­
tem is somewhere in the shaded box in the phase plane. But if the system is 
chaotic, this uncertainty grows in time to N{t)  boxes as shown in Figure 1.1-b. 
The growth in uncertainty given by N =  Noe'’* is another property of chaotic 
systems. The constant h is related to Lyapunov exponent, see [2]. Lyapunov ex­
ponents quantify the average exponential rates of separation of trajectories along 
the flow. For instance, the flow in a neighborhood of asymptotically stable tra­
jectory is contracting so the Lyapunov exponents are negative, whereas, sensitive 
dependence on initial conditions results from positive Lyapunov exponents. In 
fact, since chaotic dynamics are bounded, the divergence of chaotic orbits can be 
only locally exponential.
One more characteristics of chaotic vibrations, is the broadness of the spec­
trum of Fourier transform, when motion is generated by single frequency that is 
if we consider, for example, the differential equation
1 . 3
X  - X  —  X  +  X  —  O.ScOSLüt , iO =  1.
we obtain a wide spectrum of the output signal x{t) as shown in Pflgure 1.2.
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Frequency component of a chaotic signal.
Figure 1.2: Broadness of the spectrum of a chaotic signal.
1.2 Where have chaotic vibrations been observed?
Chaotic oscillations are the emergence of random like motions from completely 
deterministic systems. Such motions had been known in fluid mechanics, but 
they have recently been observed in low-order mechanical and electrical systems 
and even in simple one-degree-of-freedom problems, see [3].
In 1963, an atmospheric scientist named E.N.Lorenz of M.I.T proposed a 
simple model for thermally induced fluid convection in the atmosphere. Fluid 
heated from below becomes lighter and rises while heavier fluid falls under gravity. 
Such motions often produce convection rolls similar to the motion of fluid in a 
circular torus as shown in Figure 1.3.
In Lorenz’s mathematical model of convection, three state variables are used 
(x ,y ,z ) .  The variable x is proportional to the amplitude of the fluid velocity 
circulation in the fluid ring, while y and  ^measure the distribution of temperature 
around the ring. The so-called Lorenz equations may be derived formally from
Chapter 1. Introduction: A New Age of Dynamics
the Navier-Stokes partial differential equations of fluid mechanics. The non- 
dimensional forms of Lorenz’s equations are:
X =  a ( p - x )  , 
y ■ —xz A rx — y , 
i  =  xy — bz .
where cr, r and b are some positive real constants.
( 1.1)
Figure 1..3: Motion of heated fluid.
It was Lorenz’s insistence in the years following 1963 that chaotic motions 
produced by the system defined in (1.1) were not artifacts of computer simula­
tion but were inherent in the equations themselves, that led mathematicians to 
study these equations further. Since 1963, hundreds of papers have been written 
about these equations and this example has become a classic model for chaotic 
dynamics.
Chaotic phenomena were also observed in mechanical systems, herein, we cite 
two simple examples, [3], [4]. The first is a thought experiment of an idealized 
billiard ball which bounces off the sides of an elliptical billiard table. When 
damping is neglected (ideally smooth table) and elastic imi^act is assumed, the 
energy remains conserved (boundedness of the motion) but the ball may wonder 
about the table without exactly repeating a previous motion of certain elliptically
Chapter 1. Introduction: A New Age of Dynamics
Figure 1.4: (a) The motion of a ball after several impacts with an elliptically 
shaped billiard table. The motion can be described by a set of discrete numbers 
(sj, $j·) called a map. (b) The motion of a particle in a two-well potential under 
excitation.
shaped tables. Another example, depicted in Figure 1.4-b, is the ball in a two-well 
potential. Here the ball has two equilibrium states when the tcible or base does 
not vibrate. However, when the table vibrates with periodic translating motion 
of large enough amplitude, the ball will jump from one well to the other in an 
apparently random manner, that is an input of one frequency leads to a broad 
spectrum output (broadness of the spectrum).
Chaotic vibrations can also be observed in electric systems. This type of 
chaotic dynamical systems illustrate a revolution in the field of chaos. In fact 
researchers preferred the electrical systems for its being simple and clear enough 
to be analyzed. Indeed, in the rush to exj^lain chaotic dynamics in physical 
systems, there is a temptcition to propose mathematical models that emulate the 
classic chaos paradigms. This could be easily done in the case of electrical circuits, 
rather than in mathematical or fluid systems. Moreover, the chaotic vibration or 
sounds can be clearly observed on oscilloscope or heard in such cases.
A simple circuit which was known to exhibit chaos, is depicted in Figure 1.5 
it was Ccilled the Chua circuit (named after Leon 0 . Chua).
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P'igure 1.5: Chua’s circuit.
A somewhat peculiar aspect in the literature is the choice of Chua’s circuit by 
many authors both as a vehicle of discourse and as a chaotic circuit building block 
for applications. In fact, many other circuits and systems have also been known 
to exhibit chaotic behavior. However, Chua’s circuit appears to be the chaotic 
circuit of choice because it is the simplest chaotic circuit, it has been widely 
studied, it is easily realizable in the laboratory, and it is capable of exhibiting 
virtually all reported generic bifurcation and chaotic phenomena of third order 
autonomous systems. Therefore, it serves as a workhorse for testing concepts, 
comparing results, and designing engineering application.
In the next chapter, we would focus on chaotic phenomena created in three 
dimensional systems, by giving concrete simulation as well as numerical results, 
together with theoretical justifications. In the third chapter we would intro­
duce different methods to synchronize chaotic systems. Next, our new cipproach 
to synchronize chaotic systems will be discussed, and then its use for message 
transmission will be presented. The fifth chapter is devoted to present the ex­
perimental work and results. Eventually we shall conclude this work by stating 
some remarks.
Chapter 2
Three-Dimensional Chaotic Systems
The world is an oo-dimensional 
chaotic system.
2.1 Lorenz System
2.1.1 Mathematical Model
In order to approximate the motion of thermally induced fluid convection in the 
atmosphere, E. N. Lorenz had proposed the following non dimensional system of 
differential equations (the Lorenz model).
i  =  a { y - x )  , 
y - rx — y — xz 
z =  xy — bz .
(2.1)
where the dot refers to the differentiation with respect to time and cr, r, and b are 
real positive parameters. Note that the only nonlinear terms are xz  and xy in 
the second and third equations.
8
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Figure 2.1: Sketch of local motion near the three equilibria for the Lorenz system.
The importance of this model in not that it quantitatively describes the hy­
drodynamic motion, but rather that it illustrates how a simple model can produce 
very rich and varied forms of dynamics, depending on the values of the parameters 
in the equations.
For the parameter values (cr, r, 6) =  (10,28,8/3) (studied by Lorenz) or 
(10, 20, 1) that will be studied in chapter four, there are three equilibrium points, 
all of them unstable. The origin is a saddle point, while the other two are un­
stable foci or spiral equilibrium points (Figure 2.1). Nevertheless, globally one 
can show that the motion is bounded. That is the trajectories do not diverge nor 
converge to a specified limit but remain confined to an ellipsoidal region of phase 
space. Indeed, this was a property established by Lorenz, see [2].
property  2.1 All solutions of the Lorenz system remain bounded in phase space 
for all times.
P roof: lei u =  z — r — a , then (2.1) becomes:
X  =  a { y - x )  ,
y =  - x { u - h a ) - y  , 
z =  xy — b{u -f r -1- cr)
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Now let’s consider the positive definite Lyapunov function
1 o 1
Then we have
V(x,xj,u) = xa{y - x ) -  y{y + x{u + a)) + u{-b{u + r + cr) + xy) 
= axy — ax  ^— y^  — xycr — xyu — bv? — bru — bau + uxy 
= —ax  ^— 2/^  — + ru + au).
(2.2)
Since all constants are positive, it easily follows that for u > 0 or u < — (cr -f r) 
(or equivalently for > a +  r or z < 0, respectively), V <t)  hence the Lyapunov 
function decreases outside a bounded region (e.g. in the region x'^  +  >
2(cr +  r)). This proves that the solutions remain bounded. In the sequel, we will 
use this property to prove some other important facts.
-20 0
Figure 2.2: Dynamics of Lorenz system.(cr, r, 6) =  (10,20,1) (MATLAB simula­
tion)
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2.1.2 Electronic Implementation
An electronic circuit implementation of the Lorenz system has been suggested in 
[5]. In fact, the implementation was not direct, because the state variables of the 
Lorenz system occupy a wide dynamic range with values that exceed reasonable 
power supply limits. A simple remedy to this difficulty, is scaling the state 
variable as follows: x —> x/lO, y —> y/10, z With these new state
variables the Lorenz system equations are transformed to:
X = a - ( y - x )  ,
y =  rx — y — 20xz , 
i  ■- 5xy — bz .
(2.3)
An analog circuit implementation of (2.3) is shown in Figure 2.3. The opera­
tional amplifiers and the associated circuitry perform the operations of addition, 
subtraction, and integration. The multipliers implement the non-linearities in 
the second and third equations. By applying circuit theory techniques to analyze 
the circuit, the following state equations that governs the dynamical behavior of 
the circuit can be obtained.
Figure 2.3: Lorenz-based chaotic circuit.
X =
RsCi
R4
[R i^ ~
R3 / .  R4 \ 
R  ^+  R3^  ^ ^  'R?''·
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y =
1
R15C2
1
R20C3
Rn  /, , Ru , R\2s,. , Rls R i2 R\2
D - , D “  ~ r y  ~jftio “T ^ 1 1  ^ 8  ^ 9  ^ 6  ^ 8  ^ 9
,(2.4)
R19
R
-xy -
R 18
16
(1 +Rn +  ^18 R16
where a;, y and 2; are the voltages measured at the outputs of op-amps 2, 6 and 
8, respectively.
We note that the circuit is large compared to Chua’s circuit. Moreover, it 
contains integrators which are not convenient in electronic circuits design.
The component values  ^ of the circuit can be appropriately chosen to meet 
different parameter combinations by changing i?5, Ru, and Ris, and the circuit 
time scale can be easily adjusted by changing the values of the capacitors. Figure 
2.4 depicts the behavior of the circuit projected onto the xy-plane and xz-plane, 
I'espectively. These data were obtained from H-spice simulation. Note that the 
multipliers were modeled by H-spice nonlinear voltage controlled voltage source, 
due to nonexistence of AD632AD macro-model.
' ‘i K « u r , ‘
^ ....... ' 1.......
/ .........
■ "H  ^  1
........................
:...
.... ..
.......■ ··■ *'....., ‘ , L ........’ .. js .
Figure 2.4: H-spice simulation of the Lorenz-based chaotic circuit. The first and 
second graphs represent: x-signal vs y-signal and x-signal vs z-signal respectively.
iResistors(fei2): Rl, R2, R3, R4, R6, R7, R13, R14, R16, R17, R19=100 R5, R10=49.9 
R8=200 R9, R12=10 Rll=63.4 R15=40.2 R18=66.5 R20=158. Capacitors(pF); Cl, C2, 
C3=500. Op-Amps (1) .. .(8): LF353 Multipliers: AD632AD.
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2.2 Chua’s Circuit
2.2.1 Circuit Dynamics
GiVR +  {G b -G a )E  ijf Vr < - E
GaVR ijf — jE < Vfi < E (2.5)
G\)Vr {Ga — Gb)E ij  ^ v r > E
The Chua’s circuit shown in Figure 2.5-a consists of two capacitors (Ci and C2), 
inductor (L), a linear resistor (G) and only one nonlinear resistor, the charac­
teristic of which, is described by Figure 2.5-b. This characteristic is defined 
analytically as follows:
in =  f{vR) =  <
where E > 0 and Ga < Gh < 0. There are simple and yet very important reasons 
for choosing a piecewise-linear resistor instead of other nonlinear resistors. First 
of all, it is easy to implement. If / ( . )  is, for example, a third order polynomial, 
then it will be extremely difficult to implement. The piecewise-linearity also 
simplifies rigorous analysis in a drastic manner. Namely, the state space can be 
decomposed into three regions in each of which the dynamics is linear so that 
trajectory can be expressed as a composition of linear flow.
G= 1/R
-^WW-
Vc: · Vc.
(a) (b)
Figure 2.5: Chaotic system.(a)Chua’s circuit.(b)Nonlinear resistor characteristic.
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One can write down, then, explicit bifurcation equations. Using Kirchoff’s 
voltage and current laws, this circuit may be described by three ordinary differ­
ential equations. By choosing vci, vc2 and ¿¿as state variables, we obtain the 
following equations:
dviC l
dt
dvc2
dt
dii
dt
G 1
-^{'^02 -  Vci) -  - ^ f { v c i )
G , . 1 .
—  ( U c i  -  V C 2 )  +  7 T * L  ,02 O2
1
(2 .6)
(2.7)
(2.8)
The rich dynamical behavior of Chua’s circuit was confirmed by computer 
simulations and experiments, see [6] [7]. It has been shown that different values of 
circuit elements lead to different dynamics. With an appropriate choice of element 
values, the circuit can be made to behave in the chaotic domain. To investigate 
the circuit, let us substitute (2.5) in (2.6). Then we may decompose the system 
of equations into three distinct affine regions; vci < —E, |uci| < E, and Vci > 
E. We denote these regions by D _ i,D q, andDi, respectively. Using piecewise- 
linear analysis, we examine each region separately, and then superpose all regions 
together. We look at Dq first.
The Middle Region (\vci\ ^ E)
Figure 2.6: Equivalent of Chua’s circuit in the Do region.
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When \vci\ <  jB, the Chua’s circuit is described by the following system.
dvci G G +  Ga
dt = ^^VC2- C, ’
dvc2 G ,  ^ 1 ,
dt = - vc2) +  7T*z, ^2
din 1
dt =  -JVC2 .
The Dq equivalent circuit is simply the linear parallel RLC circuit shown in 
Figure 2.6. This linear circuit has a single equilibrium point at the origin whose 
stability is specified by the eigenvalues of the Jacobian matrix of the system:
G + G a G
0Gi Gi
G G 1
G2 G2 C2
0 0
¿L
Jdo =
By using the element values {L =  \SmH,Ci =  lOnF", (72 =  100?rF, 7? = 
1830ii Ga =  —757fis and Gb =  —411/us), we obtain the following eigenvalues 
of Jdo'·
7o 41233
ao±jLOo ~  -5339 ±i21402
Associated with the unstable real eigenvalue 70 is an eigenvector jB’ (O), whereas 
the complex eigenvector associated with ao ±  ju>o span a complex eigenplane 
denoted by E^(0).
Qualitative Description of the Do Dynamics: “A trajectory starting from some 
initial state in the Do region may be decomposed into its components along the 
complex eigenplane and along the eigenvector £ ’’'(0). When 70 > 0 and
(To <  0, the component along £ ‘^ (0) spirals toward the origin along this plane 
while the component in the direction £ ’’ (0) grows exponentially. Adding the two 
components, we see that a trajectory starting slightly above the stable complex 
eigenplane £^(0) spirals toward the origin along the £* (^0) direction all the while 
being pushed away from £'^(0) along the unstable direction £ ’ (0). As the (stable) 
component along £'^(0) shrinks in magnitude, the unstable component grows
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exponentially, and the trajectory follows a helix of exponentially decreasing radius 
whose axis lies in the direction of see [6].
Now let’s analyze Z)_i and Z)+i 
The Outer Region (\vc\\ > E )
, Chua’s circuit is described by
dvci G G +  Gh
dt C^^C2- Cl '^ci — Inl
dvc2 _  
dt
G
-  VC2) +
1 .
w y  ’
din _ 1
dt -JVC2
where i^L — {Gb — Ga)E when vci < E  (the D_i region) and = {Ga — 
Gb)E when vci > E  (the region). The equivalent circuit consists of a linear 
parallel RLC circuit with shunt DC current source iml as shown in Figure 2.7. 
The equilibrium points P_ and of the outer regions are obtained from the 
DC solution of the equivalent circuit shown in Figure 2.7 by short-circuiting the 
inductor and open-circuiting the capacitors. Therefore the equilibrium points
are:
P_ =
Ga—Gh p 
G+Gk ^
0 p^ =
Gh — Ga p
G^ Gi ^  
0
G(Gfc-Ga) p
L G+Gb ^  J
G{Ga-Gi) P
L G+Gfc ^  J
It is worth noting that these equilibrium points are situated inside their cor­
responding regions, hence, this circuit has three equilibrium points. The stability 
of the equilibrium points is determined by the eigenvalues of the Jacobian matrix
Jd- i,d+i —
G 0Cl Gi
G G 1
C2 G2 C2
0 il 0
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F'igure 2.7: Equivalent of Chua’s circuit in the D±i regions.
Notice that both D -i  and Z)+i regions have the same .Jacobian matrix, hence 
the corresponding dynamical behaviors are similar. The eigenvalues, for the 
corresponding element values are
7i «  -22050 
(Ti±jui  Rs 924 d=i 19188
Qualitative Description of the Dynamics for \vc\ \> E \ “Associated with the 
stable real eigenvalue 71 in the D\ region is the eigenvector E ’ (P+). The real 
and imaginary parts of the complex eigenvectors associated with ai ±  ju i define 
a complex eigenplane
A trajectory starting from some initial state in the D\ region may be de­
composed into its components along the complex eigenplane E^[P^) and the 
eigenvector E'^{P+). When 71 < 0 and cti > 0, the component on E^(P^) spirals 
away from along this plane while the component in the direction of £'’’ ( /+ )  
tends asymptotically toward Adding the two components, we see that a tra­
jectory starting close to that stable real eigenvector £ ’’’ (P+) above the complex 
eigenplane moves toward E ‘^ {P+) along a helix of exponentially increasing radius. 
Since the component along E'’ (P+) shrinks exponentially in magnitude and the 
component on E ‘^ {P+) grows exponentially, the trajectory is quickly flattened 
onto E'^(P+), where it spirals away from P+ along the complex eigenplane. By 
symmetry, the equilibrium P-  has three eigenvalues: 71 and cti i j c o i ,  therefore 
similar dynamics as for , see [6].
The double scroll depicted in Figure 2.8 delineates the stretching and folding
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Figure 2.8: MATLAB simulation of the Chua’s circuit describing system.
of the vector field. These were the results of numerical (MATLAB) simulation of 
the system of differential equations (2.6), (2.7), and (2.8) with the element values 
previously indicated.
2.2.2 Electronic Implementation
The Chua’s circuit has been implemented in many different ways using standard 
electronic components [6], [8], [9], and also simple chip integrated circuit [10], 
[11]. Since all of the linear elements (capacitors, resistor, and inductor) are 
readily available as two terminal devices, the main concern to realize the Chua’s 
circuit is to design the nonlinear resistor (the Chua diode) with the characteristic 
delineated in Figure 2.5-b. Noting that the nonlinear resistor described therein 
is active, i.e., VRifi =  vng{vfi) <  0, then active devices such as transistors or 
operational amplifiers should be used. Several implementation of the Chua diode 
already exist in literature, [8], [6], among which, we have chosen the realization 
depicted in Figure 2.9, to carry out all the simulations and experiments that will 
be investigated in chapter five.
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Figure 2.9: Practical implementation of Chua’s circuit using two op-amps and 
six resistors to realize the Chua diode.
Figure 2.9 shows a practical implementation of Chua’s circuit. The resistance 
values  ^ chosen to implement the Chua diode lead to conductances: Ga =  —Ihlps 
and Gh — —411/is if in addition, the following component values are chosen, 
R =  1830Í), L =  ISmH, C\ =  lOnF and C2 =  lOOnF, the circuit will behave in 
a chaotic mode. The lf351 op-amps in this realization are modeled using Texas 
Instruments macro-model. Figure 2.10 shows a double-scroll Chua attractor ob­
tained from the H-spice simulation of the circuit shown in Figure 2.9. Figure2.11 
shows the time evolution of the state variables vci and its power spectrum den­
sity distributed on a normalized scale. It is clear that the chaotic signal is a 
broadband signal although Chua’s circuit contains a harmonic oscillator of single 
sinusoidal frequency. The evolution of vci is an H-spice simulation output and 
the power spectrum density is a MATLAB Simulation output.
2Rl=R2=220il, R3=2200i2, R4=R5=22¿fi and R6=3300il. 
equivalent.
Op-amps are 11351, or
Chapter 2. Three-Dimensional Chaotic Systems 20
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Figure 2.10: H-spice simulation of the Chua circuit. The first and second graphs 
represent: ucx-signal vs uc2-signal and uci-signal vs ¿¿-signal respectively.
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
time (second)
Figure 2.11: Time evolution of the state variables vci and its power spectrum 
density.
Chapter 3
Synchronizing Chaotic Systems: A Preview
“ T h e a bility to  d esig n  syn c h ro n iz in g  s y s te m s
in n on lin ea r  and, esp ecia lly , ch a o tic  s y s te m s
m a y  op en  in terestin g  o p p o r tu n it ie s .. .”  
T.L. Carroll and L.M. Pécora
Until last decades, most engineers were rather skeptical and reluctant to admit 
that chaotic behavior might have a practical use. Consequently, most research 
in this area focused on how to avoid chaos. But now a much more exciting 
motivation has emerged to exploit and harness the very special and peculiar 
features of chaotic behavior. In particular, self-synchronization of chaotic .systems 
is an intriguing concept, and recently, has received considerable attention. It is 
believed that synchronization plays a crucial role in information processing, in 
living organisms, image processing [12], and neural networks [13]. Moreover, the 
.synchronization property of chaotic circuits has revealed potential applications 
to secure communications, see e.g. [14] [15], [16] [17], [18] [19], [20] [21] [22].
Since the chaotic .systems are deterministic, two trajectories that start from 
identical initial states will follow precisely the same paths through the state space. 
Nevertheless, the problem of obtaining two or more real chaotic circuits oscillating 
in a synchronized way is not a trivial task. As a matter of fact, it is impossible
21
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in practice to construct two systems with identical parameters, let alone to start 
them from identical initial states. Due to the foregoing facts, two nearly identical 
systems starting from infinitesimally close initial states will have divergent orbits, 
and their time evolutions will be completely uncorrelated. However, recent work 
by Pécora and Carroll [23] [24] [25], Amritkar [26] [27] and others, have shown 
that it is possible to synchronize two chaotic systems so that their trajectories 
remain close.
M aster o=h(x) Slave Or=h(Xr)
system system
Figure 3.1: Master-slave configuration.
In this chapter, we consider a set-up where a m a s t e r  s y s t e m  drives a s la v e  
s y s t e m  in order to impose its waveforms. This situation is depicted schemcitically 
in Figure 3.1. Both systems should be thought of as being chaotic. In general, 
the slave system is nothing but a duplication of the master system, except that it 
has an additional control input (non-autonomous) which is either driven directly 
with the transmitted signal o(t), as shown in Figure 3.1, or it is driven by some 
error signal.
Should the transmitted signal o { t )  be appropriately chosen, the output Or{t) 
of the slave system will be forced to copy the waveform of the driving signal o { t ) .  
Assuming the initial states of the two systems to be different, and knowing that 
the evolution of a chaotic system depends on its initial state, we cannot expect 
Or{t) to be identical to o { t ) . Only in the limit, the influence of the initial state 
can be expected to fade away. This justifies the following definition, .see e.g.
Definition 3.1 T h e  s la v e  s y s t e m  s y n c h r o n iz e s  w ith  th e  m a s t e r  s y s t e m  i f
lim ||o(f) -  o.,(i)|| = 0i—>-oo
f o r  a n y  c o m b in a t io n  o f  in itia l s ta te s  o f  th e  m a s t e r  a n d  th e  s la v e  s y s t e m s .
Next, we shall show five methods to synchronize chaotic systems, namely
1. by decomposition into subsystems
2. by linear mutual coupling
3. by linear feedback
4. by the inverse system
5. by observer design
3.1 Synchronization by Decomposition Into Subsystems
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Figure 3.2: Master-slave set-up for synchronizcxtion by decomposition into sub­
systems.
The idea of synchronization by decomposition into subsystems has first been pro­
posed by Pécora and Carroll [23]. This synchronization scheme applies to systems 
that are drive-decomposable. A dynamical system is called drive-decomposable 
if it can be partitioned into two subsystems that are coupled so that the behavior 
of the second (called the response subsystem) depends on that of the first, but 
the behavior of the first (called the drive subsystem) is independent of that of 
the second.
To construct a drive-decomposable system, an ?r-dimensional, ciutonomous, 
continuous-time dynamical system
X -  f(x), x(0) -  Xo (3.1)
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where x  =  (xi, X2 , . . . ,  Xn)'^ ' and f(x ) =  [ / i ( x ) , /2(x ) , . . . /„(x )]^ , is first parti­
tioned into two subsystems
Xi =  f i (x i ,X 2), x i(0 ) =  Xio (3.2)
X2 =  f2(xi,X2), X2(0) =  X2o (3.3)
where Xl (ccj , X2, · · · > ^m) J X2 (^ m-t-r ) j •^ n) )
 ^ / l ( x i ,X 2) ^
f l (x i ,X 2) =
and
f2(x i,X 2)
/ 2(x i,X 2)
/m(xi,X2) )
./‘m-M(xi,X2)  ^
./rre-|-2(xi) X2)
/n(xi,X2) }
An identical (n — 7?z)-dimensionaI copy of the second subsystem, with X2 as 
state variable and x i as input, is appended to form the following (2n — m)- 
dimensional coupled drive-response system:
Xl =  f l (x i ,X 2) , Xl(0) =  Xio (3.4)
X2 =  f2(x i,X 2) , X2(0) =  X2o (3..5)
X2 =  f2(x i,X 2) , ^2(0) =  X20 (3.6)
The ?2-dimensional dynamical system defined by (3.4) and (3.5) is called the 
drive system and (3.6) is called the response subsystem.
Note that the second drive subsystem (3.5) and the response subsystem (3.6) 
lie in state space of dimension R f"-'") and have identical vector field f2 and input 
xi·
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Consider a trajectory x^it) of (3.6) that originates from an initial state 
“close” to X2o- We may think of X2 (t) as a perturbation of x^it)· In particular, 
define the error ex(t) =  X2 (t) — xlit)· Tho trajectory x^it) approaches X2 {t) 
asymptotically (synchronizes) if according to definition 3.1 ||ex|| ^  0 as i oo. 
Equivalently, the response subsystem asymptotically tends to X 2{ t )  when it is 
driven with Xi(t).
Example 3.1 I f  w e  c o n s id e r
X2 =  i/(xi) + Ax2
X2 =  ai^i) +  Ax^ 
w h e r e  A is  a s ta b le  m a tr ix , th en
Cx — A.Cx
h e n c e  ||ea;|| 0 e x p o n e n tia lly  f a s t . □
The synchronization of the response subsystem mciy be determined by exam­
ining the linearization of the vector field along the response signal. The linearized 
response subsystem is governed by
Xi =  D „ f2 (x i( i ) ,x D ’'li X|(0) =  Xl„ (3.7)
where Di.,f2(x i(i) ,X 2) denotes the partial derivatives of the vector field (2  of 
the response subsystem with respect to x .^ This is a linear time-varying system 
whose state transition matrix $ (i,io ) maps a point x/(io) into Xi{t). Thus
xi(t) =  $ ( t ,0)Xio (3.8)
Note that $  is a linear operator. The conditional Lyapunov exponents A,(xig, X2o) 
(hereafter denoted CLE) are defined by
Ai(xio,X2o) =  lim j  M (Ti[$(i,0)], f =  1,2, . . . , ( n - m )  (3.9)t-^ oo I
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whenever the limit exists, and where <t,· denotes the ¿th singular value of the tran­
sition matrix $(¿,0). The term conditional refers to the fact that the exponents 
depends explicitly on the trajectory of the drive system. Based on the CLE, 
Pécora and Caroll proved the following theorem, see [28]
Theorem 3.1 The trajectories X2 {t) andx^it) will synchronize only if the CLE’s 
of the response system are all negative.
Remark 3.1 Note that this is a necessary but not sufficient condition for syn­
chronization. However, if the response and second drive subsystems are identical 
and the initial conditions X2.j and are sufficiently close, and the CLE’s of 
(3.6) are all negative, synchronization will occur. On the other hand, if the sys­
tems are not identical, (in our work we do not assume this case) synchronization 
might not occur, even if all of the CLE’s are negative.
Although we have described it only for an autonomous continuous-time sys­
tem, the drive response technique may also be applied for synchronizing non- 
autonomous and discrete-time circuits, see [29] [30] [31].
The drive-response concept may be extended to the case where a dynamical 
system can be partitioned into more than two parts. A simple two-level drive- 
response cascade is constructed as follows. Divide the dynamical system
into three parts:
X --- f(x ), X;(0) =  Xo (3.10)
Xl = fl(x i,X 2,X 3), Xl(0) =  Xio (3.11)
X2 =  Í2(X1,X2,X3), X2(0) =  X2o (3.12)
X3 =  f3(xi,X2,X3), X3(0) =  Xso (3.13)
Now construct an identical copy of the subsystems corresponding to (3.12) and 
(3.13) with x i{t )  as input:
X2 =  f2(xi,X2,X3)> ^2(0) =  ^2o (•‘^ •14)
X3 =  f3(xi,x^X3)> X 3 (0 )= 4 o
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(3.15)
If all of the CLE’s of the driven subsystem composed of (3.14) and (3.15) 
are negative then, after the transient decays, limt_oo(x2(0 “  ^2(0 ) =  0 
limt_ooX3(i) -  X3(0) =  0·
Proceeding one step further, we reproduce subsystem (3.11): 
x ; =  f i (x 5,x ‘2,X3), x i(0) =  x[^ (3.16)
Similarly, if all of the conditional Lyapunov exponents of (3.16) are negative, 
then using Theorem 3.1 and Remark 3.1, we expect x^(i) to converge to Xi(i) 
and continue to remain in its steps.
In the following two sub-sections, we shall apply this scheme on some concrete 
dynamical systems, namely: Lorenz system and Chua’s circuit.
3.1.1 Synchronization of Lorenz System
We consider the following well-known Lorenz system as the drive system:
x =  ( r { y - x )  , (3.17)
y  = - x z -{■ r x  -  y  , (3.18)
z  =  x y  — b z  . (3.19)
We choose the parameters cr, r and b so that the system (3.17)-(3.19) is in the 
chaotic regime as a  =  10, r =  20, 6 = 1 .  The solution x { t )  of (3.17)-(3.19) will 
be used to synchronize the solutions of the following response system.
Xj· — ( i^yr ^r) ) (3.20)
yr = -x z r  + rx -  y,. , (3.21)
i,. =  Xyr -  bZr . (3.22)
We first note the following simple fact :
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Lemma 3.1 Consider the following system :
w - Aw +  f { t )  , (3.23)
where w € R ” , A G /( · )  ; R+ ^  R " is a differentiable function. Assume
that the matrix A is Hurwitz-stable (i.e. all eigenvalues are in the open left half 
of the complex plane), and that f ( t )  decreases exponentially to zero, i.e. for some 
Ml >  0 and ai >  0, the following holds :
11/(011 < , i > 0 . (3.24)
Then, for any io(0) G R ” , the solution w{t) of (3.23) also decays exponentially 
to zero.
P ro o f : The solution w{t) of (3.23) can be written as :
w{t) — e'^\o{o) +  i  .
J  0
(3.25)
Since A i.s Hurwitz stable, there exist constants > 0 and «2 > 0 such that 
the following holds :
||e"^ '|| < , (3.26)
where | · | in (3.26) is now the induced matrix norm, see e.g. [32]. Hence, the 
first term in the right hand side of (3.25) clearly decays to zero exponentially 
fast. For the second term, note that
II re^('-^)/(r)dr|| < M iM 2e-"^' , (3.27)
Jo Jo
where we used (3.24) and (3.26). Without loss of generality we may assume that 
0!i ^  for otherwise by slightly decreasing ai and/or Q!2 one can easily find 
values for cvi and «2 such that ai ^  «2 and both (3.24) and (3.26) are satisfied. 
Then, simple integration shows that the second term in the right hand side of 
(3.25), and hence also w{t), decay exponentially to zero. □
To prove the synchronization, let us define the synchronization error terms as 
follows ;
 ^ 5 y Vt ?  ^ ') (3.28)
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Lemma 3.2 For any 6j;(0), 6 (^0), 63(0), the errors defined by (3.28) associated 
with the systems (3.17)-(3.19) and (3.20)-(3.22) decay exponentially to zero.
Remark 3.2 The synchronization of (3.17)-(3.19) with (3.21)-(3.22) (i.e for 
e,j and Cz) could be found in [25]. Asymptotic synchronization of (3.17)-(3.19) 
and (3.20)-(3.22) can be found in [18]. Below it will be emphasized that the 
synchronization is in fact exponential. This analysis is based on Lemma 2 and a 
Lyapunov function, dijferent than the one used in [18], □
P ro o f  : By using (3.18)-(3.19) and (3.21)-(3.22) we obtain :
¿ z  =  X C y  —  b C z  .
Let us define the Lyapunov function V as :
V -  -e^ +  -e^
Simple differentiation of V along the solutions of (3.29)-(3.30) results in
V = - e l - b e l  .
(3.29)
(3.30)
(3.31)
(3.32)
Since 6 > 0, this shows that all .solutions of (3.29)-(3.30) globally asymptotically 
decay to zero, see TheoremA.2. Moreover, from (3.31) and (3.32) it easily follows 
that V(t) <  e“ '^^V(0), where k =  2m in{l,6 }. Moreover, since 6 =  1, we have 
V =  —2V, which implies that V{t) — e~^*V(0), hence the errors ey(t) and e^(t) 
in fact decay exponentially to zero. This in particular implies that | ey(t) |< 
e“ '||e(0)|| where ||e(f)|| =  yf^lit) +  e^(t) +  e^(i). Then, using (3.17) and (3.20) 
we obtain :
¿X -  -cre^ +  acy . (3.33)
Since a > 0 and Cy decays exponentially to zero, it follows from Lemma 3.1 that 
e  ^ also decays exponentially to zero. The solution of (3.33) is given as
ex{t) =  e ‘"‘ e.x(0) +  / ae - a { t - T ) ey{T)dT .
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Hence, by taking norms, using the facts given above and cr > 1, we obtain
lk(0 ll < 2 +
8i72 -t lk(o)|| ,
(<7 - i f
which implies that the synchronization is exponentially fast. □
R em ark 3.3 In [25], depending on the synchronization signal, various drive- 
response systems have been proposed. In particular, for Lorenz system, instead of 
(S.20)-(3.22), the following response system can also be used :
Xv =  cr{y -  Xr) , (3.34)
i/r =  -XrZr +  rx,. -  ?/,. , (3.35)
¿r =  xpy — bZr . (3.36)
where, this time y(t) is used for synchronization. It can easily be shown that the 
error signals defined by (3.28) also decay exponentially to zero. □
3.1.2 Synchronization of Chua’s Circuit
Figure 3.3: Synchronization of two Chua’s circuits.
Now, let’s consider the Chua’s circuit as the chaotic dyncimical system. It has 
been shown in the previous chapter that the Chua’s circuit is governed by the 
following state equations:
dvci G . \  ^ ci \
~dT ~  'C 'l^^  -  ^ci) -  ,
dvc2 G 1 .
^  -  »C.) + .
diL 1
dt ~  ■
(3.37)
(3.38)
(3.39)
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Let the circuit parameters be as indicated previously, hence, the circuit is be­
having in the chaotic regime. The voltage signal vci{t) of the drive system 
(3.37)-(3.39) will be used to synchronize the response system having the follow­
ing governing equations, (where the superscript r stands for response):
dv,C l
dt
dvc2
dt
dij
dt
(^C2 ~  ■^ Cl) “  ^ / (^ C l )  i
—  (uci -  UC2) +  >O2 U2
1
= L ■’C2
(3.40)
(3.41)
(3.42)
Figure 3.3 depicts the master-slave configuration described by the drive and 
the response systems, (3.37)-(3.42). In order to show that both systems will 
synchronize, let’s define the corresponding error terms as follows:
^vci ^C1 ^C1 5 ^C2 ^C2 5 -  *L (3.43)
Lem m a 3.3 For any e„pj(0), evc2 i^)i the errors defined by (3.43) as­
sociated with the systems (3.37)-(3.39) and (3.40)-(3.42) decay exponentially to
zero.
P ro o f : By using (3.38)-(3.39) and (3.41)-(3.42) we obtain :
'VC2
■'«L
Xt02 C/2
— zreyC2 ·
(3.44)
(3.45)
We can also write equations (3.44) and (3.45) in matrix form
- - Ae^ . (3.46)
where A  is given by:
A =
1 _ i_
■ RC2 C2
- i  0
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and 02 =  ■ Now the general solution of (3.44) and (3.45) is given by:
e ^ ( t )  =  e ^^B y^to ) . (3.47)
In fact, we can make use of the values of the components, to show that the 
matrix A  is Hurwitz-stable, thus
||e.(i)|| < M e-"(^-‘'>)||e2(io) (3.48)
for some M  > 0 and a > 0, hence the system defined by (3.47) is globally 
asymptotically stable, i.e.
Bzit) — e^^Bzito) ^ 0  as t ^  oo .
Since the parameters G and Ci are positive, also the function / ( . )  is bounded 
in terms of its argument, and ey^^(t) decays to zero exponentially fast, it follows 
from Lemma 3.1 that e„^,j(f) also decays to zero. □
3.2 Synchronization by Linear Mutual Coupling
This is a very simple technique to synchronize two dynamical systems described 
by the following differential equation:
±i =  fi(xi,X2), Xi(0) =  Xio, i =  1,2.
it is merely a linear mutual coupling of the form
Xi =  f l (x i ,X 2) +  K (x 2 -  Xl), Xl(0) =  Xio (3.49)
X2 =  f2(x i,X 2) +  K (x i -  X2), X2(0) =  X2o (3.50)
where x i ,X 2 € R " and K =  diag{kn,k22·,. . . ,  knuY'· Here, the synchronization 
problem may be stated as follows: find K such that
lim ||xi(0 -  X2(0 il =  0t-OO
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In general it is difficult to prove that synchronization occurs, unless an appro­
priate Lyapunov function of the error system e(t) =  Xi(i) — X2(i) can be found. 
However, several examples exist in the literature where mutually coupled chaotic 
systeiTis synchronize over particular ranges of parameters. Next, we will state 
an example of synchronization via mutual coupling technique. Moreover, we will 
provide a proof of the synchronization by using a Lyapunov function.
Exam ple: M utually Coupled Chua’s C ircuit
Consider a linear mutual coupling of two Chua’s circuit as depicted in Fig­
ure 3.4.
----- V^WN----- ---2---- - -----------------+ *
3» V,.J -- c, ' ~ V,.| Cj “
Figure 3.4: Synchronization of two Chua’s circuits by means of resistive coupling.
The system under consideration is:
dviC l
dt
dvc2
dt
dlL
dt
dvci
dt
dvc2
dt
dil
dt
G 1 Gc
=  7r(^C2 -  Vci) -  TT.fi'yci) +  77-( ■'Cl Vci) ,
G .  ^ 1 .
jr i i^ O l -  VC2)  +  >
L/2 2^
-  Vet) -  ^ / ( ”c .)  +  -  -c .)  .
£
Co K l  -  ^C2) + 'Co
1
C2
and the error system is as follows
y^ci ~  ~ {^ y^C2 ~ V^Cl) ~~ Q ^Vci ? ( 3.51)
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G
°^ C2 i^ C^l ^^ 0 2 ) A ^  Ci'i 5O2 U2
1
(iil — ~~^ V^C2·
1
Let us define the Lyapunov function V as:
2 ' 2 <^^2 ' 2
taking the derivative of V along the solutions of (3.51)-(3.53) results in:
V =  + - e ^
V =  -G (e „ „  -  e , „ f  -  2G ceL, -  e , „ i f ( v c )  -  /(» i·,)]  ■
Knowing that
then
- e .c , l / ( « c i ) - /№ ,) l< | G « l l< '^ c i  I
(3.52)
(3.53)
K < -G (e,^ , -  e .„)^  -  (2Gc -  ¡GaDe^^ , (3.54)
if the coupling parameter is chosen such that {2Gc — |f?a|) ^ 0 then V  is nega­
tive, hence the error system is uniformly asymptotically stable. Therefore using 
Theorem A .l and Theorem A.3 in Appendix A we may conclude that the syn­
chronization is exponentially fast.
3.3 Synchronization by Linear Feedback
The point of view of this method is typical for automatic control. We consider 
two identical systems as master and slave, compare their outputs and use the 
difference to control the slave system, see Figure 3.5. This approach has been 
used in [33] [34] [35].
Consider an autonomous ?i-dimensional dynamical system evolving via the 
evolution equation
x =  f ( x , / i ) ,  (3.55)
where x - ( x i , . . . ,  .г’„)^  ^and f(x , p) = { f i { x i , p ) , fn(x«, p)) '^ are ?2-dimensional 
vectors and the function f  depends on the set of parameters p =  ( /q , . . .  ,Pk)^. 
Parameters p are such that the system shows a chaotic behavior.
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f (Xr ,p.)
yr(0
Figure 3.5; Master-slave set-up for synchronization by linear feedback.
If the error signal controls the state variables, the state equations of the whole 
system of Figure 3.5 become
X = f(x,Ai) (3.56)
y(t) =  Cx(i) (3.57)
X,. = f(x,.,/(i) + Ke(i) (3.58)
yr(t) = Cxr(i) (3.59)
e(0 = y i t ) - y r { t ) (3.60)
Our objective is to chose the feedback control matrix K so that the state 
variables x,-(i) of the slave system are forced onto the desired state variable x(i) 
of the master system and consequently ||e(i)|| = ||y(f) — yr(OII  ^ ^
Again, if the master and the slave system started from exactly the same 
initial conditions then at all times, x (i) =  x,.(/), y(t)  =  yr{i)·, and ||e(i)|| = 0. 
It, is indeed, impossible to reproduce the same starting conditions. Nevertheless, 
the system described by (3.56)-(3.60) can reach synchronization under certain 
conditions.
The linear feedback approach can be applied successfully to Chua’s circuit. 
The governing equations of Chua’s circuit can be written in the following form:
X =  A x -h b /(a :i), y  =  C x , (3.61)
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where
and
A =
-  0_GCl
G_
Co
G_
C2
0 - I 0
fi^ ) =
Gj,x + {Gi,-Ga)E if x < - E  
GaX if —E < X < E
GiyX + {Ga ~ Gh)E if X > E
(3.62)
b =  (1, 0, 0)^, y  is the output of the system, and x  =  {xi ,X2 ,x z f '  =  
(^ci, ^C2, *l )^· The slave system is described by the state equation
X,. =  Ax,. +  b/(.ri,.) + K C (x  -  X,.), y,. = Cx,. . (3.6.3)
Subtracting (3.63) from (3.61) we get the synchronization error on the state 
variables e{t) =  x(t) — Xr(t)
é =  ( A - K C ) e  + b ( f ( x i ) - f ( x i , ) ) (3.64)
Note that the right hand side of (3.64) can be interpreted as a homogeneous 
part and an excitation part. The excitation is given by the difference between 
the two piecewise linear functions f (x i )  and f{xir)·
The selection of y  =  Xi =  vc\ (i.e., C =  (1,0,0)) makes the pair ( C,A)  
observable, hence by an appropriate choice of the control K , one may obtain a 
stable matrix A  — K C , since in addition we know that —ej,.i|/(.Ti) — /(.Ti,.)| < 
|fj'a||ea!i|, then by appropricite choice of K  we may obtain synchronization, see 
[36], [3Ï],
Although, we have shown that synchronization is achieved when the feedback 
control is applied only to the state variable, it is our belief that, feedback control 
may also be applied to control the parameters p in order to avoid significant 
parameter mismatch [27].
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3.4 Synchronization by The Inverse System
For this method the setup is somewhat different. Instead of using, as the basic 
building block, an autonomous system with chaotic behavior, we start with a 
master system that is excited by an input signal s(t) and produces an output 
signal y(t). The signal s(t) can be thought of as having a rather regular waveform 
(e.g., the message modulated by a harmonic frequency or the message to be 
transmitted itself), whereas the signal y(t) is intended to be chaotic.
The signal ?/(/), inherently bearing the message, drives a slave system that 
is the inverse of the master system in the sense that, starting from identical 
initial conditions, its output is identical to the input of the master system, i.e., 
Sr(t) =  .s(t) see Figure 3.6.
Figure 3.6: Master-slave set-up for synchronization by the inverse system.
The state equations for the .system depicted above have the form
x =  f(x,  s) (3.65)
y  =  g(x,s)  (3.66)
X,. =  f,.(xr,y) (3.67)
s , . =h ( xr , y )  (3.68)
At first sight, it might seem a formidable task to find an inverse for a nonlinear 
dynamical system. In literature, however, there are evident candidates for inverse 
systems. To make things clearer, we shall present a relevant example of chaotic 
synchronization by the inverse system, see also [38] [39].
Let us consider a second-order non-autonomous system having the following 
state space representation:
(3.69)
(3.70)
X = y
y = —ay X — x  ^+  s{t)
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where
s{t) =  m{t) +  f { t )  — m{t) +  E cosuot
and m{t) is nothing but the message to be transmitted. Note that the system 
described by (3.69)-(3.70) is known to be chaotic if the parameters are chosen 
properly. Let us assume that the signal x{t) is sent to the receiver defined as:
7^’ Ur t
ijr -  +  X -  X^  ·
(3.71)
(3.72)
If we subtract (3.71)-(3.72) from (3.69)-(3.70), then we obtain
Cy -- OiCy “I" 7
where
C x -  X -  Xr, and C y - i y -  ?/,.
From (3.73) and (3.74) we obtain:
s(^) Cy "f~ 4” CiCx
(3.73)
(3.74)
(3.75)
Now since is measurable, then to recover s{t) we just need to differentiate 
and ¿X, then apply them to (3.75). The recovering equation (3.75) seems quite 
simple, since the receiver needs only some linear operations such as differentiation 
and addition. In practice, however, the differentiation is considered to be an 
unstable operation which might doom the system.
3.5 Observer Based Synchronization
This a new technique to synchronize chaotic systems. It has been first proposed 
in [36] and [37]. In this approach, once the drive system is given, the response 
system could be chosen in the observer form, and the drive signal should be chosen 
accordingly so that the drive system satisfies certain conditions. Under some mild
Chapter 3. Synchronizing Chaotic System.?: A Preview 39
conditions, local or global synchronization of drive and observer systems can be 
guaranteed. Hence this synchronization scheme offers a systematic procedure, 
independent of the choice of the drive system.
Consider the nonlinear system given below
X =  A x  +  g(x) , o =  Cx  , (3.76)
where A  G and C G are constant matrices, g : R ” R " is a
differentiable function. Assume that g satisfies the following Lipschitz condition:
l|g(xi) -  g(x2)|| < ^^ ||xi -  X2II , Vxi, X2 G R” , (3.77)
where A; > 0 is a Lipschitz constant and ||.|| is the standard Euclidean norm 
in R' .^ We assume that the pair ( C ,A )  is observable. Now choose a matrix 
K G R ” ”^  ^ such that Ac =  A  — KC is a stable matrix, which is always possible 
due to our assumption that the pair (C, A ) is observable, see [36]. Then for any 
symmetric and positive definite matrix Q G R ” ^" there exists a symmetric and 
positive definite matrix P  G R "^” such that the following well-known Lyapunov 
matrix equation is satisfied, see [32]
A j P - H P A c  =  - Q  . (3.78)
For the system given by (3.76), we choose the following “observer” equation
X,. =  Axr +  g(xr) +  K C (x  — X,.) , (3.79)
which is known as the full order observer, or the Luenberger observer. Let us 
define the error of observation as e =  x — x,.. By using (3.76) and (3.79) we 
obtain the following error equation
é =  (A  -  K C )e +  g(x) -  g(x,.) . (3.80)
Now let the symmetric and positive definite matrices P and Q satisfy (3.78). By 
using the Lyapunov function V =  e^Pe, it can be shown that if
^ m i n ( Q )k <
2A^ax(P) ’ (3.81)
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then we have the following
|e(i)|| <  A /e -” '||e(0)|| , (3.82)
where
M  = -^maxiP ) ^ m i n ( Q )  , „«  =  -  A; > 0 ,
M A ^ i n ( P )  ’ 2 A ^ a x ( P )
and Amax(T), Aniin(T) denote the maximum and minimum eigenvalues of a sym­
metric matrix T, respectively.
In the application of the observer theory given above, the main difficulty is to 
satisfy the Lipschitz property given by (3.77) globally. Should (3.77) be satisfied, 
then the observer given by (3.79) works globally, i.e. for all e(0) G R ", provided 
that (3.81) is satisfied. This condition may be relaxed as follows, but then the 
result (3.82) may hold locally, i.e. in a compact region for e (0).
Lem m a 3.4 Consider the system given by (3.76) and (3.79). Assume that the 
pair (C , A ) is observable, g : R " —>■ R " is differentiable and that the following 
is satisfied:
h)m ||Z)g(x)|| =  0 , (3.83)
where jDg(.) denotes the Jacobian of g. Then there exist a matrix K  G 
and a real number r > 0 such that (3.82) holds if ||e(0)|| < r, and ||x(t)|| < r.
P ro o f  : See [36] and [37] □
R em ark 3.4 Note that the condition given by (3.83) is less stringent than the 
Lipschitz condition (3.77) and (3.81). In applications, the differential equation 
given by (3.76) is obtained by linearization of a nonlinear system around an equi­
librium point. In such cases, the function g necessarily contains at least second 
order terms, consequently (3.83) is satisfied.
The observer design technique given above assumes that an output o(.) which 
is transmitted to the observer is available, see (3.76) and (3.79). However, in 
chaotic systems such an output is not given a priori, and has to be chosen as a
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part of the observer design procedure. In view of the observer theory given above, 
obviously one should choose the output as in (3.76) so that the pair (C, A ) is 
observable. We also note that for some systems, the procedure given above can 
be modified so that the synchronization can be acheived globally, see [36] and 
[37].
Chapter 4
Synchronizing Chaotic Systems: A New 
Approach
^^ The most important motive for study at school, 
at the university, and in life is the pleasure of working
and thej'eby obtaining results which will serve the community. ”
Albert Einstein
4.1 Introduction
Due to its characteristics, a chaotic system seems to be one defying any attempt 
of synchronization. Indeed, its high dependence on the initial conditions would 
magnify any small disturbance. Therefore, any two close-by trajectories rapidly 
diverge in phase space and quickly become uncorrelated.
Nevertheless, recent researches introduced in the previous chapter have shown 
the possibility to match two chaotic signals generated by two chaotic systems. 
Such synchronized systems usually consist of two parts: A generator of chaotic 
signal ( drive system ), and a receiver ( response system ).
42
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In this chapter, we will present a synchronization scheme for chaotic systems. 
As in most synchronization schemes, we assume that a drive and a response 
system are given. The drive system generates chaotic signals among which, a 
few, are transmitted to the response system to be used for synchronization. In 
this approach we assume that a synchronizing scheme for which the synchro­
nization is achieved exponentially fast is available, i.e., the synchronization error 
decays exponentially to zero. We note that this requirement is satisfied in many 
synchronization schemes proposed in literature , see previous chapter. The syn­
chronization scheme proposed in this chapter conceive the following idea: The 
two chaotic systems aimed for synchronization wilt be coupled occasionally, i.e. 
they will be connected and then disconnected during some alternated phases, 
namely the synchronization and the autonomous phases. In the synchronization 
phases the exponential synchronization scheme mentioned above is used to syn­
chronize the drive and the response systems and in the autonomous phases the 
response system is switched to an autonomous system. We show that if the syn­
chronization and the autonomous phase intervals are chosen appropriately, then 
the synchronization can be achieved exponentially fast in the ideal case,(i.e. when 
the measurements are not corrupted with noise and parameters of the drive and 
response systems are exactly matched). We also show that the proposed scheme 
is robust to noise effect and parameters mismatch, i.e. the synchronization error 
remains bounded, and this bound decreases to zero as the noise and parameter 
mismatch magnitudes decrease to zero.
The use of occasional coupling and therefore autonomous phases is motivated 
by various reasons. To state a few: as mentioned in [26], in some cases it might be 
impossible to use only synchronization at all times. Moreover, synchronization 
during some finite intervals may prove to be more cost effective than steady 
synchronization. Another reason might be the possibility of sending chaotically 
masked information in the autonomous phases.
We note that a related idea for synchronization of chaotic systems was pro­
posed in [26]. In [26], drive variables are not continuously used as an input to the 
response system. Instead, for a finite time step r, at discrete instances t — nr for 
=  0, 1, 2, . . . ,  the response system states which correspond to the drive variables 
used for synchronization are set to assume the values of the corresponding drive
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system variables, and it was shown that for sufficiently small values of r, the syn­
chronization is possible. Moreover in the limit of r —»■ 0, this method reduces to 
the method of [25]. Hence in the scheme of [26], the synchronization is achieved 
at discrete times (i.e. not at a time interval), whereas in our scheme, which will 
be described later, the synchronization is achieved in an interval. We note that 
the length of this interval is of crucial importance for the stability analysis in our 
scheme. In the following sections we introduce our scheme and investigate its 
validity.
4.2 Occasional Coupling in Ideal Case
Assume that the drive system is given as follows:
ii =  /(u , ^) , u G R ” , p G (4.1)
where / ( . )  : R ” x R^ R ” is a differentiable function, p G R^ is a parameter 
vector. We assume that p is such that the system (4.1) exhibits chaotic behavior. 
In the response system, some signals generated by (4.1) will be used for synchro­
nization. For the sake of simplicity, let us define an “output” o generated by the 
system given in (4.1) as follows;
o =  h{u) , u G R ” , o G R ” (4.2)
where h{.) : R " —> R ”  ^ is a differentiable function. As a response system we 
consider the following differential equation;
ib — g{o,w,p)  , 10 G R ” , (4.3)
where g(.) : R ”’' x R " x R^ —> R " is a differentiable function. Note that (4.3) 
signifies that the output of the drive system is used as an input to the response 
system for synchronization.
For the drive and the response systems described by (4.1) and (4.3), we assume 
that the following conditions hold:
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A ssum ption  4.1 The following Lipschitz condition is satisfied:
\\f(u,p)-f{v,iJ,)\\<k\\u-v\\ , u, w G R ” , p e W ’ (4.4)
where k > 0 is a Lipschitz constant and ||.|| is the standard Euclidean norm.
A ssum ption  4.2 The following identity is satisfied:
g(h{w),w,p)  =  f (w, p)  , u; G R " , /f G R " (4.5)
A ssum ption  4.3 The drive system given by ( f . l )  and the response system given 
by (4-3) are exponentially synchronized, i.e. there exists constants M  > 0 and a > 
0 such that for any initial time to and for any initial conditions u{to), w{to) G 
R ” , the following inequality is satisfied:
\\u(t) -  u>(i)|| < M e  -  w{to) (4.6)
R em ark 4.1 The Lipschitz condition given by (4-4) might seem restrictive. 
However, since / ( . )  is differentiable, (4-4) is satisfied in any compact ball, i.e. 
for any r > 0, (4-4) is satisfied for  ||u|| < r and ||i(;|| < r. If we asstime that 
the drive system is chaotic, then the solutions of (4-1) which are of interest to us 
are bounded in a region, and consequently the assumption 4A is satisfied in this 
region, (see e.g. the postulate of Lorenz in Property 2.1),
Assumption 4-2 is not very restrictive and is satisfied in many synchronization 
schemes proposed in literature, as mentioned in chapter three. /Is a matter of 
fact, the equality presented in (4-5) implies that the input to the response system 
is nothing but its own output fedback to itself, and hence it behaves autonomously.
Assumption 4-3 might seem restrictive. However, this condition is also satis­
fied in many synchronization schemes proposed in literature, e.g. Lorenz system 
and Chua’s circuit. Recently a general synchronization scheme which guarantees 
exponential synchronization under some mild conditions and is applicable to a 
broad class of chaotic systems has been developed in [36] and [37]. □
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We now state our occasional synchronization scheme, see [40]. Let the real 
positive numbers Tg > 0 and Ta > 0 denote the occasional synchronization and 
the autonomous phase interval lengths, respectively. Our scheme is summarized 
as follows: Letting [i — 1, 2, . . . )
i : ( occasional synchronization phase ) For {i — l)(T!s +  Ta) < t < 
iTg +  (i — i)Ta, use the drive system given by (4.1) and the response system given 
by (4.3).
ii : ( autonomous phase ) For iTg +  (* — l)Ta < t < i{J's +  T'o), use the 
drive system given by (4.1) and the response system described by the following 
differential equation:
w =  g{h{w),w,p)  =  f ( w, p)  (4.7)
Hence in our scheme occasional synchronization and autonomous phases al­
ternate with each other. Note that with (4.7), the response system becomes 
an autonomous system in the autonomous phase. Since in the synchronization 
phase, the error decays to zero exponentially fast ( assumed in (4.6)), at the 
end of this phase error becomes extremely small, provided that Tg is sufficiently 
large. Hence, in the autonomous phase we could substitute the signals of the drive 
system used for synchronization with the corresponding signals of the response 
system, which is the rationale behind using (4.7) instead of (4.3).
At this point, it might be worth noting that by making “limit” choices of Tg 
and Ta, our generalized scheme would resemble those described in [25] and [26]. 
On the one hand, if we let T, —> 0 (i.e. synchronization phase interval is just 
an impulse), and set Ta — t , that is synchronization is performed only at some 
discrete times nr, =  0 , 1 , . . . ,  then our scheme reduces to that of [26]. On the 
other hand, if we choose Ta =  0 (i.e. autonomous phase does not exist), and 
let Tg —>· oo, then our scheme, presented above, reduces to that of [25]. We also 
note that the nonzero length of the synchronization phase Tj > 0 is of crucial 
importance for our stability analysis, see Theorem 4.1, (4.15) and (4.16) below.
For the sake of simplicity, we define T / and T)“ , the starting time of the ¿th
Chapter 4. Synchronizing Chaotic Systems: A New Approach 47
synchronization and autonomous phases respectively, as follows:
Tf =  ( i - l ) { n  +  Ta) , Tt =  i Z  + { i - l ) T a  , ¿  =  1, 2, . . .  (4.8)
We also define the synchronization error e(t) as follows:
e{t) =  u{t) — w{t) (4.9)
By substituting (4.9) in (4.6), the following inequality holds in the ¿th occasional 
synchronization phase:
(4.10)
From (4.1) and (4.7) it follows that the following holds in the ¿th autonomous 
phase:
e{t) =  e[T n  +  j  ( f {n(T) , I , ) - i (w{T) , , i ) )dT  , (4.11)
Taking norms of (4.11) results in:
||e(0|| <\\e(Tt)\\+ J^J\f{u{T),p) -  f{w{T),p)\\dT (4.12)
Substituting (4.4) in (4.12), and using the Bellman-Gronwall lemma, see Ap­
pendix B, we obtain
|e(i)|| < e‘ *'-"'i>IK7)“ )|| , T t < t < T : +1 (4.13)
Combining (4.10) and (4.13), and noting that the error is continuous at switching 
instances T / and we obtain:
||e(f)|| < e^^ie(7l“)||
< (Me('=^“- “ ^^ ))*||e(0)|| , T^<t <T^^^  (4.14)
Now we state our first result:
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T heorem  4.1 Let the assumptions 4.1 — 4.3 be satisfied and consider the oc­
casional synchronization scheme presented above. Let the synchronization and 
autonomous phase intervals Tg and Ta be chosen as:
liiM
Tg>
Ta<
a
aTg — In M
(4.15)
(4.16)
then for any initial e(0), the synchronization error decays to zero asymptotically, 
i.e. limi_oo ||e(i)|| =  0. Moreover, the decay is exponential.
P roof: From (4.14) it is obvious that if we choose Tg and Ta such that the 
following inequality is satisfied,
Me^kTa-aTg  ^ < 1 (4.17)
then we have ||e(T/^ )^|| < ||e(T'/’)||. By using (4.17) we obtain (4.16). To guar­
antee that Ta >  0, we need to have aTg — In M  >  0, and therefrom (4.15) 
follows. Note that (4.15) implies <  1 and hence from (4.10) it follows
that ||e(T'“)|| < ||e(r/)||. By using this result, (4.14) and (4.17) it follows that
limi^co ||e(0 ll =  0.
To show that the error decays exponentially fast, note that (4.14) is valid for 
Tf < t <  which implies that < i- Let us define p =
From (4.14) we obtain
,1,
i e ( i ) l l < ( - ) - 1|e(0)||<e- '^^||e(0)|| , T f < t < T f ^ , (4.18)
where A =  — · Note that since p <  1, we have A > 0, consequently (4.18)
implies that the error decays exponentially to zero.n
R em ark 4.2 Theorem f . l  does not imply that the error is continually decreasing 
to zero. Indeed, during the autonomous phases the error increases. However, 
since ||e(T)!(.j)|| < ||e(T/)||, it follows that the error at the end of an autonomous 
phase is strictly less than the error at the beginning of a preceding synchronization 
phase. Basically for this reason we can find an exponentially decaying function 
which bounds the error.O
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R em ark 4.3 In the development presented above we assume that the interval 
lengths Ts and Ta are invariant for all phases. However, we could vary the interval 
lengths in each synchronization and autonomous phase, and the result of Theorem 
f . l  is still valid as far as (4.15) and (4-16) are satisfied.^
The development presented above could be used to derive further results. For 
instance, assume that the initial error can be confined to satisfy ||e(0)|| < r for 
some positive real r > 0, and it is required that the error satisfy ||e(i)|| < e in 
the autonomous phase, where e > 0 is a given precision level. From (4.14) it 
follows that this requirement can be satisfied provided that the interval lengths 
Ts and Ta are chosen as follows:
lnM  +  l\n^-
T s>
a
Ta<
aTs — In M  — 4 In -
(4.19)
(4.20)
Note that if we take the limit when i oo, (4.19) and (4.20) reduce to (4.15) 
and (4.16). In the .sequel we show the importance of (4.15) and (4.16) when we 
employ our scheme for the transmission of information.
4.3 Robustness with Respect to Noise and Parameter 
Mismatch
Consider the drive and the response system given by (4.1) and (4.3), respec­
tively. Because of the exponential synchronization assumption, we expect that 
the dynamical system governing the behavior of the error (i.e. error dynamics), 
assumes the origin e =  0 as an exponentially stable equilibrium point. We note 
that this assumption holds in most of the synchronization schemes proposed in 
the literature, e.g. [18],[25],[16]. Since exponentially stable systems are robust 
with respect to small perturbations in the dynamics, and since our scheme is 
subsumed under the exponentially fast synchronizing schemes category when op­
erating in the ideal case, we expect that the synchronization scheme suggested in 
the foregoing section is also robust to small perturbations.
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To justify the robustness property analytically, we need to specify the error 
dynamics. First let us assume the ideal case, i.e. noise is suppressed and param­
eters match exactly. For simplicity we assume that the error dynamics is as given 
below:
e =  F{o,u,e ,  p) (4-21)
where F  is a differentiable function of its arguments, o, u and p are as defined 
before. We note that the form of the error dynamics given by (4.21) is not the only 
possible form to conclude the robustness results. We choose this form because it 
could be expected from (4.1), (4.3), and also from the synchronization schemes 
given in [18],[25],[16]. Note that u can be considered as an exogenous signal for 
the error dynamics, hence we can view (4.21) as a time-varying system.
Since we assume exponential synchronization, it follows by a well-known result 
in Lyapunov stability theory, that there exists a Lyapunov function F : R  x R " —> 
R  which satisfies the following:
ci||e||^  < F(f ,e)  <  C2||e||^
I - I' de '
<C 4||e|
(4.22)
(4.23)
(4.24)
for some positive constants Ci,02, 03, 04, see e.g. [41], [42]. We note that the 
existence of such a Lyapunov function is both necessary and sufficient for the 
exponential stability, see [41]. Moreover, the constants in (4.6) can be given as 
M  =  and a  =  see [32].
In the non-ideal case, the occasional synchronization scheme presented in the 
previous section takes the following form:
i :(z*^  occasional synchronization phase) For T¡ < t <  T “ , the drive system 
is given by (4.1) and the response system is given by the following:
wb =  g{o +  n, lu, p') (4.25)
where o is the output of the drive given by (4.2), n represents the noise added 
to the output in the transmission channel, p' is the parameter vector of the
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response system, which is slightly deviated from the parameter vector p of the 
drive system. We note that the noise could be an arbitrary function of time.
ii autonomous phase) For < t <  the drive system is given by
(4.1) and the response system is switched to an autonomous system. Therefore 
in this phase, the drive system is not affected by the measurement noise and is 
given by:
w = f{w ,p ')  (4.26)
For the robustness analysis, we need the following assumptions:
Assumption 4.4 The following Lipschitz conditions are satisfied for some pos­
itive constants ki,k 2 ,k 3 .
\\g(oi,w, p) - g{o2 ,w, p)\\ <  ¿i||oi-02| , 01,02 G R ”", iv € R ", // G R^ (4.27)
\\g{o,w,p) -  g(o,w,p')\\ < k2 \\p -  p'W , o G R"*, to G R ", /  G R^ (4.28)
\\f(u,p) -  f{u,p')\\ < k3\\p-p'W , u e R ' ' , p , p ' e W  (4.29) 
where ||.|| represents the standard Euclidean norm in R ” ,R™,R^. □
We note that these requirement are not very restrictive. Since we assume that 
the signals are chaotic, and therefore bounded, (4.27)-(4.29) may be considered 
as a consequence of differentiability of g with respect to its arguments.
i : Robustness in the occasional synchronization phase
By using (4.1) and (4.3) we obtain F{o^u,e, p) =  f {u ,p )  — g{o,w , p) in the 
ideal case. Hence, by using (4.1),(4.21) and (4.25) we obtain the following error 
dynamics for the non-ideal case:
e =  F(o, u, e, p) -b [g{o, w, p) -  g{o, w, p')] +  [gio, to, p') -  g{o +  n, 10, p')] (4.30)
In the ideal case we have n =  0 and p' =  p, and (4.30) reduces to (4.21). Since 
the latter is exponentially stable, the terms in square brackets in (4.30) represent
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perturbations to an exponentially stable system. By using the exponential sta­
bility of the error dynamics in the ideal case, we can prove the following result 
for (4.30).
T heorem  4.2 Consider the error dynamics given by (4-30). Assume that (4-27) 
and (4-28) hold. Let the noise n satisfy ||n(i)|| < for some positive real number 
>  0 for t > 0 and let us define Ap =  p — p '. Then the error asymptotically 
(i.e. as t ^  oo) satisfies the following inequality:
||e(/)|| < CiUm +  C2\\Ap\
where C\ >  0 and C2 > 0 are some constants.
(4.31)
P roo f: Let us consider the Lyapunov function which satisfies (4.22)-(4.24). 
Since the error dynamics is exponentially stable in the ideal case, such a function 
always exists. By differentiating V along the solutions of (4.30), we obtain:
dV dV dV  
dV
+  - ^  [g{o,w, p') -  g{o +  n,w, p )]
^ -C3||e||(||e|| -  — {kiUyn +  A:2||Ay-ij]))
C3
(4..32)
where we used (4.23),(4.24),(4.27) and (4.28). From (4.32) it follows that if 
||e|| > +  ^2||A^ i||), then F < 0, consequently, error e “decreases” along
the solutions of (4.30). It then follows from the standard invariance arguments 
that (4.31) is asymptotically satisfied, see Appendix C. In particular we could 
choose Cl > ^k\ and C2 > ^A:2, where C3 and C4 are given by (4.23) and (4.24), 
resi^ectively. □
It follows from (4.31) that if and ||Ayti|| cire sufficiently small, then the 
error will be asymptotically small. Hence, we can conclude that synchronization 
schemes for which error dynamics is exponentially stable, is also robust with re­
spect to noise and parameter mismatch. We note that this result is the basic 
reason for the robustness of many schemes proposed for synchronization in lit­
erature. Hence, we can view Theorem 4.2 not only as a result related to the
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synchronization scheme proposed here, but also as a general result related to any 
synchronization scheme, provided that its assumptions are satisfied. We also note 
that the above result is only asymptotical in nature and the required synchro­
nization length Ts can not be specified in general. To estimate the required Ts, 
further assumptions on the form of the error dynamics given by (4.21) may be 
necessary, see [37] [36].
ii : Robustness in the autonomous phase
By using (4.1) and (4.26), we obtain the following in the autonomous phase: 
e{t) =  e{T s)+  i  [f{u{T ),p) -  f{w {T),p)]dT
Ts
+  [  [ / ( « ^ ( r ) ,^ ) - / ( t y ( r ) , / ) ] d r  , t > T s  (4.33)
J  Ts
Taking norms of (4.33) and using (4.4) and (4.29), we obtain:
||e(t)|| <  ||e(r,)|| +  A:3||A/i||(t -  T;)-I- /  A:||e(T)||dr , t > T s
JTs
Now assume that the autonomous phase takes place in the interval Ts < t < 
Ts 4- To. Then, by using Bellman-Gronwall inequality we obtain:
||e(i)||<(||e(T,)|H-fc3||A^||r„)e'= ‘^· , T, <  t < T ,-f  T, (4.34)
Now assume that ]|e(r5)]| <  Cg and we require |]e(t)|| < Ca for Ts < t < Tg +  Ta 
for some precision levels e* > 0 , £„ > 0. Obviously we should have Ca >  e*. Then 
from (4.34) it follows that Ta should satisfy:
e^ Ta ^
+ ’^sllA^IITa
(4.35)
Actually, there exists a T > 0 such that (4.35) is satisfied for all 0 < Ta < T. 
To see that, note that (4.35) is satisfied for Ta — 0. Since the left and right sides 
of (4.35) are strictly increasing and decreasing functions of Ta, respectively, it 
follows that such a T > 0 exists.
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Note that in the ideal case we have Ap — 0 and e« =  Me~°‘'^ r^ where ||e(0)|| < 
r, see (4.35). If Ts satisfies (4.15), then < 1, hence we can choose £„ = r.
With this choice, (4.35) reduces to (4.16) in the ideal case.
From the analysis presented above it is clear that if we choose Ts sufficiently 
large and apply our occasional synchronization scheme, it is possible to keep the 
error below a reasonable precision level. From a practical point of view, Ts and Ta 
should be chosen sufficiently larger and smaller than the bounds given by (4.15) 
and (4.16), respectively.
4.4 Application to Information Transmission
The main application of synchronization of chaotic systems that has been pro­
posed so far is to hide an information carrying signal in a chaotic carrier signal. 
This can be viewed as analog cryptography. The master system is the transmitter 
and the slave system being the receiver. The cryptographic key is the parameter 
set of the chaotic system, namely the parameter vector p. In this section, we 
present a chaotic masking scheme and recovery scheme using the synchronizing 
approach introduced in the preceding section. In this method, the synchroniza­
tion and the message sending phases are separated. During the synchronization 
phase, the transmitter synchronizes the receiver, thereafter, in the autonomous 
phase an information bearing signal m{t) is added to the output o =  h{u) of 
the transmitter chaotic signal and then sent to the receiver. The latter keeping 
on synchronized with the transmitter during the autonomous phase, as already 
shown, produces h{w) ~  h{u) and hence by simple subtraction the information 
carrying signal may be recovered. Next we show how message transmission may 
be performed in ideal conditions as well as in real conditions.
Chapter 4. Synchronizing Chaotic Systems: A New Approach 55
4.4.1 Transmission in Ideal Case
Consider the transmitter and the receiver systems defined by (4.1) and (4.3) 
respectively. Assume that (4.4)-(4.6) are satisfied, additionally we assume the 
following is satisfied
\\h{u) — fi(iy)|| < c||u — ro|| , u,w E R ” (4.36)
for some c > 0. The assumption given in (4.36) seems stringent, however since 
h(.) is differentiable, the arguments stated in Remark 4.1 are also available to 
justify (4.36).
We now state our message transmission method, see [43]. Let m{t) be the 
information bearing signal. Let T* > 0 and Tm > 0 denote the interval lengths of 
the synchronization and message transmission phases, respectively. ( Here, Tm 
and “message transmission” terms substituted Ta and “autonomous” terms. ) 
Our scheme is described below:
i : {Synchronization phase) For 0 < t < J's, send the synchronization signal o 
to the response system given by
w =  g{o ,w ,p)
ii : [Message transmission phase) For Ts < t < Tg +  Tm·, send the masked 
message o[t) +  m[t), to the response system given by
wb =  g{h{w ),w ,p) =  f[w ,p )
iii : [Message recovery) For T* < i < T* +  the information bearing signal 
may be recovered through this operation
nir[t) =  o[t) +  m[t) — h[w[t)) (4.37)
Note that the information carrying signal is sent during the autonomous phase 
during which the error increases and may taint the information, and hence the 
synchronization interval length Tg should be determined accordingly. For this 
purpose we developed the following result
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T heorem  4.3 Consider the systems given by (4N), (4-3) in the synchronization 
phase and (4C), (4·' )^ h^e message transmission phase. Assume that Assump­
tions 4·! nnd 4-3 hold and consider the message transmission-recovery scheme 
given above. Let the initial error satisfy ||u(0) — 'w;(0)|| < r for some r > 0, and 
let (the precision number) e > t) be given. Then, for any Tm >  0 and for any 
message o f length Tm, there exists a synchronization interval length Tg > 0 such 
that in the message transmission phase we have
||m,.(i) -  m{t)\\ < Tj < i < 2's +  Trr (4.38)
Note that mr{t) stands for the recovered signal.
P roof: Similar to the derivations preceding Theorem 4.1, we take norms of 
(4.38) and using (4.1) and (4.7), in addition to Bellman-Gronwall lemma, we 
obtain
||u(f)-u;(t)|| <e"'('-^^)||u(T,)-u;(r,)|| , t > T g  (4.39)
Substituting (4.6) in (4.39) we obtain
h i t )  -  ro(t)|| < -  u;(0)|| , t > Z  (4.40)
The right hand side of (4.40) is maximum at the end of the message sending 
interval, (i.e. at t =  Ts +  Tm), hence for Tg < t < Tg Tm we have
||?7r,.(i) — m(f)|| =  ||/i(u(t)) — /7(iy(t))|| < cMe^ *^ ’^” ~“ ^^ |^|u(0) — to(0)|| (4.41)
where we used (4.2),(4.36),(4.37) and (4.40). It follows from (4.41) that by choos­
ing appropriate Tg and Tm we could successfully send and recover information. 
Eventually, we may easily show using (4.41) that the synchronization interval 
length Tg should satisfy
kT A- In 2M2:
Tg >   ^ □ (4.42)
a
R em ark 4.4 The precision number could be defined in several ways, an alter­
native definition is to choose e > 0 as the maximum magnitude of noise that if 
added to a message it does not spoil it. (i.e. if the message is sound then it 
retains its audibility with acceptable quality.)
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R em ark 4.5 The expression of (f.fO) states that the above theorem is proved for 
the first synchronization and message transmission phases. Actually, the result 
is available for any phases, by performing time shift and considering the error 
at the end of the {i — message transmission phase as the initial error of the
: th synchronization phase, and Tm to be the length of the piece of information
to be transmitted.
4.4.2 Transmission in Real Case
For the real case, the transmission of information will be irritated by the presence 
of noise in addition to parameter mismatch. Therefore, we consider the trans­
mitter and receiver systems defined by (4.1) and (4.25) , for the synchronization 
phase, and the systems defined by (4.1) and (4.26) for the message transmission 
phase. For the synchronization phase results have been developed in the former 
section, whereas for the message transmission phase we present the following 
results
T heorem  4.4 Consider the system given by (4-i) and (4.26) and the message 
transmission scheme given in the previous subsection. Assume that the synchro­
nization interval is sufficiently long so that (4-31) is satisfied. Let e > 0 be a 
given precision number. If
CC4
C3
{hum  +  A:2||Ayu||) < e (4.43)
where the constants used here are as given in Assumption 4-4 equations 
(4-36)(4-23)(4 .2 4 ), then there exists a maximum allowable message transmission 
interval T > 0 such that if Tm < T, then in the message transmission interval 
the following holds:
||?7гr(í) -  m(i)|| < e , Ts < t < Ts T„ (4.44)
P roof: Let us define A =  ^f^{kınm +  A-’2||A^ ||) and B =  A:3||A/7||. Then, 
from (4.34) and (4.36) it follows that such T exists if the following inequality is
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satisfied:
-  A +  BTm
From (4.43) it follows that (4.45) is satisfied when Tm =  0. The left and right 
hand sides of (4.45) are strictly increasing and strictly decreasing functions of 
Tra, respectively. Hence it follows easily that a T > 0 exists. □
Intuitively we note that the error decay, albeit exponential, can not go beyond 
some level created by the presence of noise and parameters mismatch, and any 
larger initial error may be further decreased to that specific level. Therefore, 
based on (4.31) and (4.37) assumption (4.43) is natural. We also note that (4.31) 
gives an upper bound for the error when the synchronization interval is long 
enough, meanwhile it defines a lower bound on the message magnitude level, 
beyond which the message may be confused with error. In most of the message 
transmission schemes proposed in literature, the message magnitude level should 
be significantly small compared to the chaotic signal, and hence can be menaced 
by error distortion, see [20]. We emphasize that in the ideal case, the magnitude 
level of the message is not limited in our scheme, and in the non-idecil case this 
level should be sufficiently higher than the error bounds given by (4.31). This 
flexibility of the message level (i.e. absence of upper bound) may be considered 
as an advantage.
From (4.45) it follows easily that the maximum allowable transmission length 
T depends on and ||Ap|| continuously and that T becomes larger as Um or 
||Ap|| become smaller. In the limit when n„j =  0 and Ap =  0 (ideal case), we 
have T =  oo and for any we can have successful message recovery, provided 
that Tg is sufficiently long. In the non-ideal case, we have T < oo, and the length 
of Tjn does not depend on Tg but solely on the noise level and parameter mismatch 
as (4.45) implies. Therefore, if the message to be transmitted is larger than the 
maximum allowable transmission length Tm > T, then the message should be 
divided into shorter pieces, each of which is less than T. This point may be 
considered as a disadvantage of our scheme.
Chapter 5
Simulation and Experiment Results
“Perfect logic and faultless deduction make a pleasant 
theoretical structure, but it may be right or wrong 
The experimenter is the only one to decide, and he is
always right. ”
L.Brillouin
To validate the new method proposed in the previous chapter, for the syn­
chronization of chaotic systems, we performed numerical (MATLAB) as well as 
electronic (H-SPICE) simulations. Having obtained promising results, we, af­
terwards, performed some laboratory experiments. The results of this work are 
summed up in this chapter.
5.1 Numerical Simulation
Numerical simulations were carried out using MATLAB and specifically the 
SIMULINK package, it is merely an analysis of the system governing equations. 
To start with, we consider the scaled Lorenz system, presented in chapter two,
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as the drive system
X =  a ( y -  x) ,
y =  —20xz + rx — y , (5.1)
i =  5xy — bz .
We choose the parameters a, r and b so that the system (5.1) is in the chaotic 
regime as cr =  10, r =  20, 6 = 1. We note that (5.1) is in the form (4.1). The 
solution x{t) of (5.1) will be used to synchronize the solutions of the following 
response system
Xr = a{yr -  Xr) ,
?/r =  —20xzr +  rx — yr , (5-2)
¿r =  5xyr — bZr .
In our notations we have o =  x, hence m =  1, and with u =  {x y z , we have 
o =  h{u) =  Cu with (7 =  (1 0 0). Also note that the response system is of the 
form given by (4.-3), moreover (4.4) and (4.5) are satisfied.
In order to apply our scheme, we should prove that systems (5.1) and (5.2) 
synchronize exponentially fast. Indeed, this was proved in chapter three. Fur­
thermore, we can show that the error system is globally asymptotically stable if 
we use the following Lyapunov equation
1
I/(t,e) =  -e^  +  ej^  +  4e
thus
F(t, e) =  —2e^ . -f- 2ex&y — 2Cy — 
using the fact 2pq <  we get
V {t,e) < - e l  -  el -  8be
since 6 = 1
V {C e )< -\ \ e r
using TheoremA.2 we conclude that the error system is globally asymptotically 
stable. Moreover from Theorem A.3 that the error system is exponentially stable, 
consequently synchronization is exponentially fast.
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Now since the function /  given by (4.1) and (5.2) is differentiable, it follows 
that (4.4) is satisfied in any compact region in state space. In particular, we have 
k <  sup{|||f|| I ||u|| < r} for any r > 0.
We start by estimating the bounds given by (4.15) and (4.16). By using the 
previous derivations, we notice that (4.22)-(4.24) are satisfied with Ci =  0.1, C2 =  
4, C.3 =  1, and hence (4.6) is satisfied with M  =  6.32 and a =  0.125. Also by 
simulating (5.2), we estimated the Lipschitz constant in (4.4) as k =  18.64, 
see [40]. Applying these constants to the inequality in (4.15) we found that 
Ts >  14.75 sec. is required, and if we choose Ts =  15 sec., the inequality in (4.16) 
requires Ta <  0.02 sec. However, in our simulations we were able to obtain longer 
autonomous phase intervals. This shows that the estimates given in (4.15) and 
(4.16) are quite conservative.
Figure 5.1; Synchronization of Lorenz system by using occasional coupling.(ideal 
case
In the first set of simulations, we considered the ideal case and choose Tg = 
15 sec. and Ta =  20 sec. Since the origin is an equilibrium point of Lorenz system.
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we assigned the initial conditions o;(0) =  0.8, y(0) =  0.1, z(0) — 2 for the drive 
system to commence the chaotic oscillations. For the response system, however, 
we chose zero initial conditions. The results of the simulation are depicted in 
Figure 5.1 . The uppermost graph shows the synchronization and autonomous 
phase intervals delineated by the switch values 1 and 0 respectively. The other 
graphs show the evolution of the errors e^ ,, Cy and e ,^ respectively. We note 
that the errors are decreasing exponentially ( linearly on the logarithmic scale. ) 
during the synchronization phases and increase during the autonomous phases, 
besides, two successive synchronization phases start with different initial errors, 
with the first one having a larger error. It is worth noting that in the autonomous 
phase the divergence is also exponential, and since divergence is governed by the 
Lyapunov exponent, we prefer to use systems with lower Lyapunov exponents.
a
10 20 30 40 50 60 70 80 90
10 20 30 40 50 60 70 80 90
10 20 30 40 50 60 70 80 90
Figure 5.2: Synchronization of Lorenz system by using occasional coupling.(real 
case)
In the second set of simulations we consider the non-ideal case and choose 
Ts — 15 sec. and Ta — 10 sec. We have again used the same initial conditions for
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both the drive and the response systems. The parameters of the response system 
are a' =  10.01, r' =  20.02, b' =  1.001, which corresponds to a mismatch of 0.1%. 
We also added a white noise generated by the computer, to the synchronizing 
signal; the magnitude of the white noise is bounded by Um =  lO“ '*. The results 
of the simulation are shown in Figure 5.2. It can be seen from the figures that 
the errors remain bounded, and its bound is comparable to the noise level.
4 1 /
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Figure 5.3: Transmission of information using chaotic carrier.(Idecil case)
The application of information transmission to Lorenz system was also suc­
cessful. First the method may be summarized as follows, let > 0 be given
and Ts > 0 appropriately chosen then we have
i : (Synchronization phase) For 0 < i < Tj, send the synchronization signal 
x{t) to the response system given by (5.1)
ii : (Message transmission phase) For Tg < t < Tg +  Tm, send the masked 
message x(t) +  m(t), to the response system given by
Xr =  (r(yr -  Xr) ,
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Pr =  -20xrZ,. +  rxr -  Pr , 
Zr =  hXrPr — bZr .
(5.3)
is;
iii : {Message recoverp) For Tg < t < Tg +  Tm, the recovered message m,r{t)
m,r{t) =  x{t) +  m{t) — Xr{t)
Figure 5.3 depicts an example of information transmission. In this case the 
chaotic systems used for transmission are ideal. A speech signal corresponding 
to the sounds of the letters “A” and “B” , was masked, sent and then recovered 
successfully with good audible quality. The sjDeech signal was created using the 
sound tools of Sun Sparcstations, with a sampling frequency of 8 kHz. Note that 
the message level is comparable to the chaotic signal level, thus confirming that 
our scheme is free from any upper bound restrictions.
-0,05
time
Figure 5.4: Transmission of information using chaotic carrier.(Real case)
Figure 5.4 depicts another example of information transmission. In this case 
a white noise bounded by =  10“ '* was added to the transmitted signal. The
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parameters of the response system were mismatched by a percentage of 0.1%, 
i.e. cr' =  10.01, r' =  20.02, b' =  1.001. The resulting systems were used to 
transmit and recover the sentence “wish you good luck” coded by using the 
standard international alphabet code no 2. Since in this case we deal with a 
long message, we divided the message into four parts, and sent each word in one 
message transmission interval, we also note that the message level is very low 
compared to the chaotic signal but high enough not to be corrupted with noise, 
the results showed that the message was successfully recovered.
In the next two simulations we tried to see the effect of the noise and param­
eter mismatch on the message transmission length Tm- First we assumed that 
only noise is present and parameters of drive and response systems are perfectly 
matched.
Figure 5.5: Noise and parameter mismatch effects on the length of transmitted 
message.
We considered a sine wave with fixed amplitude and frequency as the message 
to be transmitted, and used Ts =  15 sec. as synchronization interval length, we 
let the precision level to be less than 5% of the message level. The simulation 
was performed for various noise amplitudes, ranging from 10“ '^  to 10“ ,^ on a 
logarithmic scale. The results are shown in Figure 5.5. As can be seen, Tm 
decreases with increasing noise level, which is expected. Next, we assumed that 
the system is noise-free but systems parameters are p % mismatched. Here p % 
mismatch means that all the parameters of the response system are 1 +  O.Olp 
larger than those of the drive system. We performed this simulation for various
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values of p ranging over [0.02,0.2]. The results shown in Figure 5.5 confirm the 
expectations: Tm decreases with increasing p.
5.2 Electronic Simulation and Experiment
R
Figure 5.6: Wien bridge based chaos generator.
As a fore-step of laboratory work, H-spice simulations were carried out to have 
closer idea on realistic results. The first step was to continue on simulating the 
Lorenz system represented by the circuit introduced in chapter two. However, 
we encountered several difficulties, namely: multipliers needed to be modeled 
using the nonlinear voltage controlled voltage source, and no existing H-spice 
macro-model fulfilled the task. Besides, the simulation of only one Lorenz sys­
tem required long time as well as extremely large memory, which discouraged us 
from going on simulating the whole communication system containing a drive and 
response Lorenz systems in addition to the switch, adder and subtracter. Due to 
the foregoing reasons, we prefered to use Chua’s circuit to substantiate the the­
ory we have presented about our synchronization scheme. Since the circuit to be 
simulated represents a basis for the experimental work, we thought about the dif­
ficulties that we might encounter if we desire to implement Chua’s circuit, indeed 
a high valued inductor may represent an obstacle towards our aim. Actually, most 
of the chaotic signal generators proposed in literature contain inductors, which 
is inconvenient for various reasons. For example, inductors are less standard if 
compared to other circuit elements and have to be prepared separately in most
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applications. They are not as ideal as other circuit elements, and in terms of 
spatial dimensions they are bigger in size than the other circuit elements, unless 
the inductance is rather small. The circuits which contain capacitors instead of 
inductors are more convenient in this sense. To accomplish our aim ( performing 
sirnulcition with a practical circuit ), we used the circuit suggested in [9] which is 
described below and depicted in Figure 5.6.
We note that Chua’s circuit contains two mere parts, namely: The nonlinear 
resistor (Chua diode) and a harmonic oscillator which contains a capacitor and 
an inductor. The idea described in [9] is based on substituting the LC harmonic 
oscillator by a device which does not contain inductors, meanwhile sustaining 
oscillations, for this purpose the Wien bridge oscillator was suggested. Figure 
5.7 shows the chaotic behavior of the circuit shown in Figure 5.6, and with the 
component values stated in Table 5.1.
Components Values/code
Op-amps Texas Instruments lf351
R Ikil in series with IkQ, CITEC CT 10 V
Ri 22kkl
R2 22kQ,
Rs
i?4 2200
2200
Rq 2.2kn
Rr lOOO
Rs lOOO
Rg lOOO
Rio 4700 CITEC CT 10 H
Cl 15nF
C2 2.2pF
Cs 2.2pF
Table 5.1: Component types and values of the experimented circuit. 
Similar to Chua’s circuit, the synchronization of the Wien bridge based chaos
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generator may be proved, indeed, the synchronization has been shown via simu­
lation and experiment.
Figure 5.7: Dynamic behavior of the Wien bridge based chaos generator.(Results 
obtained via H-spice simulation)
Now we consider the overall synchronizing and transmitting system described 
by the block diagram shown in Figure 5.8. The master chaotic system is the 
Wien bridge based circuit, where Vci(t) was used to synchronize and mask the 
information signal in the synchronization and message transmission intervals re­
spectively. Buffers have been used not to doom the chaotic behavior of the circuit, 
since the input I'esistance of the switch and the adder is not high enough and may 
render the chaotic system a stable one. We also note that two inverse sign adders 
were used instead of an adder and a subtracter in order to optimize the size of 
the overall system, and the recovering equation becomes:
’^At) = ~(VS,(t) -  +  mU))}
= Vci(t) + m(t) -  VSA‘ )
Another step to optimization was the use of the ADG413 switch from Analog- 
Devices production containing four switches, two of them are logically inverted 
compared to the others, hence providing “S” and “S” switches in a single chip. 
The filter, however, should be determined according to the type of the sent mes­
sage e.g. for the case of binary messages we used a comparator.
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Figure 5.8: Block diagram of the synchronization and transmission system.
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The simulation results are depicted in Figure 5.9. The upper most graph 
shows the switch controlling voltage which drives the switch “ON” if the voltage is 
high (12V) and “OFF” if the voltage is low (OV). Next two graphs show the error 
between the drive and response signals, namely: vai — v^i and Vc2 ~f^c2 · The sent 
message is shown in the fourth graph, the fifth and sixth graph show the recovered 
message before and after filtering respectively. We note that Tg =  24 msec, and 
Ta =  36 msec, and the message recovery was successfully achieved.
Having obtained promising results, we afterwards started the experimental 
work. We first started by experimenting the Wien bridge chaos generator hav­
ing the same component values found in [9]. This experiment was confronted 
by various difficulties such as high tolerances (e.g. 5% to 10%) of the standard 
resistors and capacitors. As a result the synchronization error was significantly 
high (e.g. 10% — 12% of the synchronizing signal level). Besides, the chaotic os­
cillations were high and depending on the frequency of the Wien bridge oscillator 
(/o =  SS.SkHz), hence it was difficult for the slave system to track the behavior 
of the master system. As a remedy for these difficulties, we had to, pair-wisely, 
select components having closest values and we had to reduce the oscillating fre­
quency of the Wien bridge oscillator while maintaining the system in the chaotic 
regime. Next, we have reduced the frequency of the oscillator to /o =  7.3kHz 
then to /o =  3.4kHz, the experiments carried out at these frequencies showed 
better performances with a synchronizing error of 7% to 10%. Eventually, we have 
reduced the frequency to fo =  72SHz, and we implemented the chaos generator 
shown in Figure 5.6 with the component values given in Table 5.1.
We note that the experiment was carried out using a DC generator Hewlett 
Packard 6628A, a function generator MODEL: GFG-8019G. The outputs were 
obtained using the oscilloscope Hewlett Packard 54600B and plotter Hewlett 
Packard 7475A.
Due to imperfections of the experiment, we expected a regression in the results 
compared to the simulations. Indeed the presence of a significant noise level and 
parameter mismatch in our system reduced the ratio of the autonomous interval 
length Ta to the synchronization interval length Tg. While in the simulations 
Tg =  24msec. and Ta — 30msec., from the experiment we could at best obtain
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Figure 5.9; Information transmission using chaotic masking.(H-spice simulation)
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an autonomous interval length of Ta =  1.84msec. for a synchronization interval 
length Ts =  9.63msec.. We note that since the error is lower bounded by the 
noise level, a longer synchronization phase e.g. T* =  16msec. results in the 
“same” autonomous phase Ta — 1.87msec., the slight difference may be due to 
reading error. Figure 5.10 depicts the switch signal which leaded to the highest 
Ta/Ts ratio we could obtain.
atite Volte/Dlv Cplo flK Lim Inv Prob«
Chan 1 ОП 10.00 V 0.000 V CC Oft Off 10: 1
Chan e Off S.OOO V -10.00 V QC Off Off 10: 1
Main Main
Modo ПМв/OlV Delay
Horizontal Narinal S.aooine/ 0.000
Tima Dalayad 
Hof Tl«e/DiV 
Cntp — — — w-
Delayed
Delay
TrldOar Mode souroa Level Holdoff Slope Couple Reject NaiaoRej
AUtoLvl Ch a i|sa.a«iv aoo.one -Poa OD Off Off
Display Mode: Mcmmal
Figure 5.10: The switch signal that governs Tg and Ta. (Experiment results)
To show that the system is operating in the chaotic regime, we have obtained 
the double scroll shown in Figure 5.11. We note that the depicted double scroll 
is not a limit cycle. Actually, Figure 5.11 also shows the drive signal in addition 
to its power spectrum density. The data describing the time evolution of the 
drive signal was obtained by using the HPTB input deck shown in Api^endix D. 
We note that the drive signal was sampled with a sampling period of 0.02?nsec., 
during an interval of 50msec. Then by using MATLAB we have plotted the 
time evolution as well as the power spectrum density of the drive signal(on a 
normalized frequency scale). The latter shows that the signal is broadband and 
hence the double scroll in Figure 5.11 is not a limit cycle. We note that the
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drive signal plotted using MATLAB is not sufficiently smooth despite the high 
sampling frequency, this is due to inaccurate readings from the oscilloscope.
Figure 5.11; Double scroll Vc\vsVc2 and The drive signal time evolution and its 
power spectrum density
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Chan 2 On 2.000 У 0.000 V DO Off Off lo: t
Haplzontal XV
Oiaplay Meda: horaal Olaplay Mod·; Nbrnal
Figure 5.12: Drive and response signals, Vc\{t) and and Vci vs V(_rC l
Figure 5.12 shows two graphs. The first one depicts the drive signal and the 
response signal time evolution. We may easily note that they are identical for 
all times, hence the system is kept synchronized during the autonomous phases. 
The second graph shows Vc\ versus , which is a clear 45° line confirming that
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the signals are identical. In fact, a small error exists due to noise and parameter 
mismatch. This error was measured by subtracting the response from the drive 
signal and obtained to represent 3% of the signal level (i.e. 260mVpeak to peak).
Figure 5.13 shows signals Vc2 {t) and VQ2 {t) besides Vc2 vs Vq ·^ Again the 
signals are synchronized at all times and a small error was measured to repi'esent 
4% of the signal level (i.e. 2bmVpeak to peak).
Oitplay Mod·: N or··! Dlaplay Moda: Mo p m I
Figure 5.13: Drive and response signals, Vc2 {t) and and Vc2 vs Vq^
Chapter 6
Conclusion
“The secret to creativity is knowing
how to hide your sources. ” 
Albert Einstein
In this work, we presented a new scheme for the synchronization of chaotic 
systems by using occasional coupling. We tried first to give historical background 
then a definition of chaotic motion. Next we selected to present the two most 
widely studied chaotic systems in literature. Afterwards, we introduced the idea 
of synchronization of chaotic systems, and stated the different techniques pre­
sented in literature. Eventually, we introduced our new scheme of synchronizing 
chaotic systems.
The aim of our contribution was to exploit the chaotic behavior of several 
systems to transmit masked information. Our scheme uses the fact that syn­
chronization of some chaotic systems can be reached exponentially fast, and that 
divergence does not occur instantaneously. Hence, we may switch the response 
system to an autonomous one, and guarantee that the drive and response systems 
keep on synchronizing before the error exceeds some predetermined level, beyond 
which synchronization is considered to be violated, and the systems should be 
recoupled again via the synchronizing signal.
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Although the simulation and experiment results were successful, several im­
provements on the scheme proposed in this work are possible. The estimates of 
synchronization and autonomous interval lengths given in chapter four appear to 
be very conservative. Thus instead of using the Lipschitz constant k, one may 
use an appropriate Lyapunov exponent associated with the drive system. More­
over, since the divergence of the systems depends on the Lyapunov exponents, 
one may choose the appropriate system parameters to obtain a chaotic system 
with a small Lyapunov exponents. This may affect the maximum autonomous 
phcxse interval Ta- We expect that as the positive Lyapunov exponents become 
smaller, Ta gets larger. Hence, an optimum relation between Ts and Ta may also 
be obtained. The electronic implementation of our system might be improved, in 
order to transmit useful and meaningful informations.
To the best of our knowledge, our synchronization scheme stands as a novel 
contribution to the chaotic systems synchronization literature while it displays 
similarities with methods proposed in [26] and [25]. In fact, the mere practical 
burden of this method is the presence of high level noise or large parameters 
mismatch. Nevertheless, the new technology achievement may easily overcome 
these difficulties. Indeed, laboratory experiments were successful, showing that 
synchronization had a minimum of robustness, on the other hand, synchronization 
should not be too robust, because otherwise an intruder could synchronize onto 
the transmitted signal without precise knowledge of the parameter values. This 
shows that the design of analog cryptographic systems is still delicate.
At this point of the development, of course, analog cryptography cannot yet 
compete with the highly developed methods of digital cryptography. However, 
due to the intense efforts made by researchers in the domain of chaotic synchro­
nization, results are in progress, moreover they are quite promising.
Appendix A
Stability in the Sense of Lyapunov
The following theorems will be stated without a proof. Proofs are available in 
[32].
T heorem  A .l  The equilibrium point 0 of the system defined by
x(t) =  f ( i ,x )  , t > 0  (A..1)
is uniformly asymptotically stable if there exists a continuously differentiable de­
crescent locally positive definite function (l.p.d.f) V such that —V is an l.p.d.f.
T heorem  A .2 The equilibrium point 0 of (A .l) is globally exponentially stable 
if there exists constants a, b, c > 0, p > 1 and a continuously differentiable 
function V : R+ X R " —> R  such that
a||x||P < V{t , x)  <  6 ||xf , 
V { t , x ) <  -c||x|| , V i > 0  , V x e R ' ’
(A.2)
(A.3)
T heorem  A .3  The equilibrium point 0 of the system defined by
x{t)  =  A{t)x{t )  , t > 0  (A·.4)
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is uniformly asymptotically stable if and only if there exist positive constants 
M  > 0 and a  > 0 such that
\mLto)\\i <  Me~^ *^-^ °'> , y t > t o > 0 (A.5)
Systems satisfying (A.5) are some times referred to as being exponentially 
stable, because, if (A.5) holds, the solutions of (A .4) decay exponentially. The 
import of Theorem (A.3) is thus to show that exponential stability is equivalent 
to uniform asymptotic stability over [0,oo).
Appendix B
Bellman-Gronwall Inequality
T heorem  B .l  Suppose c >  0, r(.) and k{.) are nonnegative valued continuous 
functions, and suppose
Then
fit) < c+  /  k{T)r{r)dT, Vi G [0 ,r] 
Jo
r{i) <  c exp [  k{r)dT , Vi G [0,7'1 
L^ o J
(B .l)
(B.2)
proof: Let s(t) denote the right-hand side of (B .l). Then (B .l) states that
r{t) < s{t) , V i€ [0 ,T ]
s{t) =  k{t)r(t) <  k{t)s{t) , Vi € [OjT'j
i( i)  — A:(i)s(i) <  0 , ViG[0,T']
[i(i) — i;(i)s(i)] exp [  —k(T)dT < 0  , Vi € [0, 2^ ] 
Lvo J
— |s(i)exp J —k[r)dT |  ^  ^ Vi G [0,T]
< 5(0) =  c ,s(i)exp /  —k{T)dT
sit) <  c exp /  k{r)dT 
uo
Now, (B.4) and (B.3) together imply (B.2). □
(B.3)
(B.4)
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Appendix C
Invariance Argument
The following theorem will be stated without a proof. The proof is available in 
[41].
T heorem  C .l  Let D = {x  6. R ” |||a:|| < r } and suppose that f { t , x )  is locally 
Lipschitz in X, uniformly in t, on [0, oo) x D. Let V : [0, oo) x D ^  Ti be a 
continuously differentiable function such that
Ol(||.r|l)<l/(i,.T)< 02(11x11) 
dV dV
(C .l)
(C.2)
Vi >  0,Va: G D, where Oi(.) and 02(·) «xe class JC functions defined on [0, r) and 
W{x)  is continuous on D. Then, all solutions of
X = f(t,x)
with ||x(io)|| < bounded and satisfy
VK(.r(i)) —> 0 as t oo
(C.3)
(C.4)
Moreover, if all the assumptions hold globally and o i(.)  belongs to class /Coo fhe.
oo as ||a;|| —^ oo continuously in x), the statement is true for all
x(to) G R ” .
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Appendix D
HP-IB Program
This is an HP-IB input deck used to collect data produced by the laboratory 
experiments of the circuit shown in Figure 5.8.
program measurement;
uses CRT;
{$! c:\tp\hpib\tbpgpib.inc}·
const
multi=l; 
dcsupply=10; 
comp=21; 
scope=5; 
var
ioport,setting : integer; 
i : integer;
outstr,instr,temp : Istring; 
t : real; 
outfile : text;
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begin
clrscr;
assign(outfile,'vvv.dat'); 
rewrite(outfile);
ioport := $2B8; 
setting := 0;
ieinit(ioport,comp,setting); 
ieabort;
outstr := 'VSET 2,10^ 
ieoutput(dcsupply,outstr); 
delay(200);
outstr := 'VSET 1,10' ; 
ieoutput(dcsupply,outstr); 
delay(200); 
t :=0;
(* ietrig(scope);*) 
delay(lOOO); 
while (t<50e-3) do 
begin
outstr := MEASURE:SOURCE CHANNEL2';
ieoutput (scope,outstr); 
delay(500) ;  
str(t,temp);
outstr := MEASURErVTIME? '+temp; 
ieoutput(scope,outstr); 
delay(500);
(*ietrig(scope);*) 
instr := ' ';
ieenter(scope,instr); 
w r ite (te m p , instr); 
write(outfile,temp,' ') ;
write(outfile,instr);
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outstr := MEASURE:SOURCE CHANNELl'; 
ieoutput (scope,outstr); 
delay(500);
outstr := MEASURE:VTIME? '+temp;
ieoutput(scope,outstr); 
delay(500);
(*ietrig(scope);*) 
instr := ’ ’ ;
ieenter(scope,instr) ; 
writeln(' instr); 
writeln(outfile,' \instr); 
t :=t+0.02e-3; 
end;
close(outfile);
{ for i:=l to 100 do 
begin
str(i/100:4,temp); 
outstr := 'VSET l,'+temp; 
ieoutput(dcsupply,outstr);
instr := ’ ’ ;
ieenter(multi,instr); 
writeln(instr); 
end;}
end.
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