Abstract Considerable effort has been put toward the development of intelligent and natural interfaces between users and computer systems. In line with this endeavor, several modes of information (e.g., visual, audio, and pen) that are used either individually or in combination have been proposed. The use of gestures to convey information is an important part of human communication. Hand gesture recognition is widely used in many applications, such as in computer games, machinery control (e.g., crane), and thorough mouse replacement. Computer recognition of hand gestures may provide a natural computer interface that allows people to point at or to rotate a computer-aided design model by rotating their hands. Hand gestures can be classified into two categories: static and dynamic. The use of hand gestures as a natural interface serves as a motivating force for research on gesture taxonomy, its representations, and recognition techniques. This paper summarizes the surveys carried out in human-computer interaction (HCI) studies and focuses on different application domains that use hand gestures for efficient interaction. This exploratory survey aims to provide a progress report on static and dynamic hand gesture recognition (i.e., gesture taxonomies, representations, and recognition techniques) in HCI and to identify future directions on this topic.
Introduction
Computers have become a key element of our society since their first appearance. Surfing the web, typing a letter, playing a video game, or storing and retrieving data are few examples of tasks that involve the use of computers. Computers will increasingly influence our everyday life because of the constant decrease in the price of personal computers. The efficient use of most computer applications requires more interaction. Thus, HCI has become an active field of research in the past few years [1] . To utilize this new phenomenon efficiently, many studies have examined computer applications and their requirement of increased interaction. Thus, humancomputer interaction (HCI) has been a lively field of research [2, 3] .
Gesture recognition and gesture-based interaction have received increasing attention as an area of HCI. The hand is extensively used for gesturing compared with other body parts because it is a natural medium for communication between humans and thus the most suitable tool for HCI ( Fig. 1) [4] . Interest in gesture recognition has motivated considerable research, which has been summarized in several surveys directly or indirectly related to gesture recognition. Table 1 shows several important surveys and articles on gesture recognition. Comprehensively analyzing published surveys and articles related to hand gesture recognition may facilitate the design, development, and implementation of evolved, robust, efficient, and accurate gesture recognition systems for HCI. The key issues addressed in these research articles may assist researchers in identifying and Fig. 1 The graph shows the different body parts or objects identified in the literature employed for gesturing [4] filling research gaps to enhance the user-friendliness of HCI systems.
Hand gesture analysis approaches
Hand gesture analysis can be divided into three main approaches, namely glove-based analysis, vision-based analysis, and analysis of drawing gestures [11] . The first approach employs sensors (mechanical or optical) attached to a glove that acts as transducer of finger flexion into electrical signals to determine hand posture, as shown in Fig. 2 . 2 The Cyborg Glove: Data glove is constructed with stretch fabric for comfort and a mesh palm for ventilation [13] The relative position of the hand is determined by an additional sensor, and this sensor is normally a magnetic or an acoustic sensor attached to the glove. For some dataglove application, lookup table software toolkits are provided with the glove to be used for hand posture recognition [12] . The relative position of the hand is determined by an additional sensor. This sensor is normally a magnetic or an acoustic sensor attached to the glove. Look-up table software toolkits are provided with the glove for some data-glove applications for hand posture recognition [12] . The second approach, vision-based analysis, is based on how humans perceive information about their surroundings. However, this approach is probably the most difficult to implement. Several different approaches have been tested thus far. One is Scope of analysis -The survey discusses initialization, tracking, pose estimation, and recognition of motion capture systems and discusses the types of information processed -The analysis primarily focuses on gesture recognition -System functionality is broken down into four core processes: initialization, tracking, pose estimation, and recognition -This survey is significant because it provides a comprehensive overview of publications on motion capture for over two decades and of the effect of machine vision on full-body motion capture and discusses the existing state of research in this area as well as future research directions Key issues addressed -System functionality characteristics and field advancements are comprehensively discussed and evaluated. Remarkably, several features (e.g., robustness, accuracy, and speed) are required in a specific domain but not in others -Problems predominant in a domain, such as lack of training data, considerable time required to capture gestures, lack of invariance, and robustness, are explored, and possible solutions, such as using an approach similar to speech recognition and abstracting the motion layer, are investigated -Although these solutions have been successfully applied to a certain extent, almost all approaches are significantly limited by a lack of modularization (Derpanis : 04)- [6] Scope of analysis -The paper reviews vision-based hand gestures for HCI -Various aspects of vision-based gesture recognition problems related to the feature set, classification method, and underlying representation of the gesture set are discussed Key Issues Addressed -Feature extraction, classification methods, and gesture representation should be investigated to facilitate HCI. The problem with most approaches is that they are based on several underlying assumptions that may be suitable for a controlled laboratory setting but not generalizable to arbitrary settings
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by building a three-dimensional model of the human hand. The model is matched to images of the hand by one or more cameras. Parameters that correspond to palm orientation and joint angles are then estimated. These parameters are then used to perform gesture classifications [12] (Tables 2,  3) . The third approach pertains to the analysis of drawing gestures, which usually involves the use of a stylus as an input device. The analysis of drawing gestures can also lead to the recognition of written text. Majority of hand gesture recognition work involve mechanical sensing, most often for direct manipulation of a virtual environment and occasionally for symbolic communication. However, mechanical hand posture sensing (static gesture) has a range of problems, including reliability, accuracy, and electromagnetic noise. Visual sensing has the potential to make gestural interac- Scope of analysis -This paper surveys tools and techniques used to capture hand gestures -Different vision-and sensor-based techniques for hand gesture recognition -The paper also discusses logic issues and design considerations for gesture recognition systems
Key issues addressed -The paper compares the merits and demerits of vision-and sensor-based techniques -These techniques can best be advanced by integrating with modularization and scalability and essentially decentralizing the entire approach from gesture capture to recognition tion more practical, but it probably poses some of the most difficult problems in machine vision [12] .
Enabling technologies for HCI
The two major types of enabling technologies for HCI are contact-and vision-based devices. Contact-based devices used in gesture recognition systems are based on the physical interaction of users with the interfacing device. That is, the user should be accustomed to using these devices; thus, these devices are unsuitable for users with low computer literacy. These devices are usually based on technologies using several detectors, such as data gloves, accelerometers, and multi-touch screens. Other devices, such as the accelerometer of Nintendo Wii, use only one detector. These contact-based devices for gesture recognition can further be classified into mechanical, haptic, ultrasonic, inertial, and magnetic devices [14] . Mechanically primed devices are a set of equipment used by end users for HCI. These devices include the IGS-190, a body suit that captures body gestures, and CyberGlove II and CyberGrasp, wireless instrumented gloves used for hand gesture recognition ( Fig. 2 ) [13] . These devices should be paralleled with other devices for gesture recognition. For instance, the IGS-190 should be used with 18 inertial devices for motion detection. Cybergloves and magnetic trackers are also used to model trajectories for hand gesture recognition. Haptics-primed devices are commonly used, touch-based devices with hardware specially designed for HCI, including multi-touch screen devices such as the Apple iPhone, tablet PCs, and other devices with multi-touch gestural interactions using HMMs [15] . Ultrasonic-based motion trackers are composed of sonic emitters, which emit ultrasound sonic disks that reflect ultrasound, and multiple sensors that time the return pulse. Gesture position and orientation are computed based on propagation, reflection, speed, and triangulation [14] . These devices have low resolution and precision but lack illumination and magnetic obstacles or noise when applied to certain environments. This lack of interference makes these devices popular. Inertial-primed devices operate based on variations in the magnetic field of the earth to detect motion. Schlomer et al. [16] proposed a gesture recognition technique using a Wii controller employing an HMM independent of the target system. Bourke et al. [17] proposed recognition systems that detect normal gestures used in daily activities by using an accelerometer. Noury et al. [18] proposed a system for multimodal intuitive media browsing whereby the user can learn personalized gestures. Variations in the artificial magnetic field for motion detection are measured by magnetic primed devices, which are not preferred because of health hazards related to artificial electromagnetism. Contact-based devices are restrained by their bias toward experienced users and are thus not extensively used. Therefore, vision-based devices are used to capture inputs for gesture recognition in HCI. These devices rely on video sequences captured by one or several cameras to analyze and interpret motion [7] . Such cameras include infrared cameras that provide crisp images of gestures and can be used for night vision (Fig. 3a) . Traditional monocular cameras are cheapest with variations, such as fish eye cameras for wide-angle vision and time-of-flight cameras for depth information. Stereo vision-based cameras (Fig. 3b ) deliver 3D global information through embedded triangulation. Pantilt-zoom cameras are used to identify details in a captured scene more precisely. Vision-based cameras also use hand markers ( Fig. 3c ) to detect hand motions and gestures. These hand markers can be further classified into reflective markers, which are passive in nature and shine only when strobes hit them, and light-emitting diodes, which are active in nature and flash in sequence. Each camera in these systems delivers a marker position from its view with a 2D frame that lights up with either strobe or normal lights. Preprocessing is performed to interpret the views and positions onto a 3D space.
Challenges in vision-based gesture recognition
The main challenge in vision-based gesture recognition is the large variety of existing gestures. Recognizing gestures involves handling many degrees of freedom, huge variability of 2D appearance depending on the camera viewpoint (even with the same gesture), different silhouette scales (e.g., spatial resolution), and many resolutions for the temporal dimension (e.g., variability of gesture speed). The trade-off between accuracy, performance, and usefulness also requires balancing according to the type of application, cost of the solution, and several other criteria, such as real-time performance, robustness, scalability, and user-independence. In real time, the system must be able to analyze images at the frame rate of the input video to provide the user with instant feedback on the recognized gesture. Robustness significantly affects the effective recognition of different hand gestures under different lighting conditions and cluttered backgrounds. The system should also be robust against inplane and out-of-plane image rotations. Scalability facilitates the management of a large gesture vocabulary, which may include a few primitives. Thus, this feature facilitates the Table 4 .
Vision-based gesture taxonomies and representations
Gesture acts a medium for nonvocal communication, sometimes in conjunction with verbal communication, to express meaningful commands. Gesture may be articulated with any of several body parts or with a combination of them. Gestures as a major part of human communication may also serve as important means for HCI. However, the meaning associated with different gestures varies with the culture, which may have an invariable or universal meaning for a single gesture. Thus, semantically interpreting gestures strictly depends on a given culture.
Vision-based gesture taxonomies
Theoretically, research classifies gestures into two types, static and dynamic gestures. Static gestures refer to the orientation and position of the hand in space during an amount of time without any movement. Dynamic gestures refer to the same but with movement. Dynamic gestures include those involving body parts, such as waving the hand , whereas static gestures include single formation without movement, such as jamming the thumb and forefinger to form the OK symbol (i.e., a static pose). According to [19] 
Vision-based gesture representations
Several gesture representations and models that abstract and model the movement of human body parts have been proposed and implemented. The two major categories of gesture representation are 3D model-based and appearancebased methods. The 3D model-based gesture recognition employs different techniques for gesture representation: the 3D-textured kinematic or volumetric model, 3D geometric model, and 3D skeleton model. Appearance-based gesture representation models include the color-based model, silhouette geometry model, deformable gabarit model, and motion-based model. The 3D model-based gesture representation defines the 3D spatial description of a human hand for representation, with the temporal aspect being handled by automation. This automation divides the temporal characteristics of a gesture into three phases [19] : the preparation or prestroke phase, the nucleus or stroke phase, and the retraction or poststroke phase. Each phase corresponds to one or more transitions of the 3D human models spatial states. One or more cameras focus on the real target and compute parameters spatially to match the real target and then follow its motion during the recognition process in a 3D model. Thus, the 3D model has an advantage in that it can update the mod-els parameters while checking the transition consistency in the temporal model, leading to precise gesture recognition and representation. However, it becomes computationally intensive and requires dedicated hardware. Several methods [20] combine silhouette extraction with 3D model projection fitting through the self-oriented location of a target. Three models are generally used: The 3D-textured kinematic or volumetric model provides precise details about the skeleton of the human body and information about the skin surface. 3D-textured kinematic or volumetric models are more precise than 3D geometric models with respect to skin information, but 3D geometric models contain essential skeleton information. Appearance-based gesture representation methods are broadly classified into two major subcategories: the 2D static model-based methods and the motion-based methods. Each subcategory has more variants, and the commonly used 2D models include the color-based model, which uses body markers to track the motion of the body or of a body part. Bretzner et al. [21] proposed a hand gesture recognition method employing multiscale color features, hierarchal models, and particle filtering. Silhouette geometry-based models consider several of the silhouettes geometric properties such as perimeter, convexity, surface, bounding box or ellipse, elongation, rectangularity, centroid, and orientation. The geometric properties of the hand skins bounding box were used to recognize hand gestures [22] . Deformable gabarit-based models are generally based on deformable active contours. Ju et al. [23] used snakes whose motions and other properties were parameterized for the analysis of gestures and actions in technical talks for video indexing. Motion-based models are used for the recognition of an object or its motion based on the motion of the object in an image sequence. A local motion histogram using an Adaboost framework was introduced by Luo et al. [24] for learning action models. Several gesture representations and models that abstract and model the movement of human body parts have been proposed and implemented. The two major categories of gesture representation are 3D model-based and appearance-based methods. The three-dimensional (3D) model-based gesture recognition has different techniques for gesture representation, namely 3D-textured volumetric, 3D geometric model, and 3D skeleton model. Appearance-based gesture representation include color-based model, silhouette geometry model, deformable gabarit model, and motion-based model. The 3D model-based gesture representation defines a 3D spatial description of a human hand for temporal representation via automation. This automation divides the temporal characteristics of gesture into three phases [20] , namely the preparation or prestroke phase, the nucleus or stroke phase, and the retraction or poststroke phase. Each phase corresponds to one or more transitions of the spatial states of the 3D human model. In the 3D model, one or more cameras focus on the real target, compute parameters that spatially match this target, and follow the motion of the target during the recognition process. Thus, the 3D model has an advantage because it updates the model parameters while checking the transition matches in the temporal model. This feature leads to precise gesture recognition and representation, although making it computationally intensive requires dedicated hardware. Many methods [21] combine silhouette extraction with 3D model projection fitting by finding a self-oriented target.
Three kinds of model are generally used. 3D-textured kinematic/volumetric model contains highly detailed information on the human skeleton and skin surface. 3D geometric models are less precise than 3D-textured kinematic/volumetric models with regard to skin information but contain essential skeleton information. Appearance-based gesture representation methods are broadly classified into two major subcategories: 2D static model-based methods and motion-based methods. Each subcategory has several variants. The commonly used 2D models include the following:
• based model uses body markers to track the motion of a body or a body part. Bretzner et al. [22] proposed hand gesture recognition that involves multiscale color features, hierarchical models, and particle filtering.
• Silhouette geometry-based models include several geometric properties of the silhouette, such as perimeter, convexity, surface, bounding box/ellipse, elongation, rectangularity, centroid, and orientation. The geometric properties of the bounding box of the hand skin are used to recognize hand gestures [23] .
• Deformable gabarit-based models are generally rooted in deformable active contours (i.e., snake parameterized with motion and their variants). Ju et al. [24] used snakes to analyze gestures and actions in technical talks for video indexing.
• Motion-based models are used to recognize an object or its motion based on the motion of the object in an image sequence. Luo et al. [25] introduced the local motion histogram that uses an Adaboost framework for learning action models.
Vision-based gesture recognition techniques
Several common techniques used for static and dynamic gesture recognition are described as follows.
• K-means [26] : This classification searches for statistically similar groups in multispectral space. The algorithm starts by randomly locating k clusters in spectral space.
• K-nearest neighbors (K-NN) [27]: This is a method for classifying objects according to the closest training examples in the feature space. K-NN is a type of instance-based or lazy learning where function is only locally approximated and all computations are deferred until classification.
• Mean shift clustering [28] : The mean shift algorithm is a nonparametric clustering technique that requires no prior knowledge of the number of clusters and does not constrain cluster shape. The main idea behind mean shift is to treat the points in the d-dimensional feature space as an empirical probability density function where dense regions in the feature space correspond to the local maxima or modes of the underlying distribution.
• Support vector machine (SVM) [29] : SVM is a nonlinear classifier that produces classification results superior to those of other methods. The idea behind the method is to nonlinearly map input data to some high-dimensional space, where the data can be linearly separated, and thus provide desired classification or regression results. • Hidden Markov model (HMM) [30] : HMM is a joint statistical model for an ordered sequence of variables. HMM is the result of stochastically perturbing variables in a Markov chain (the original variables are thus "hidden").
• Dynamic time warping (DTW) [31] : DTW has long been used to find the optimal alignment of two signals. The DTW algorithm calculates the distance between each possible pair of points out of two signals according to their feature values. DTW uses such distances to calculate a cumulative distance matrix and finds the least expensive path through this matrix.
• Time delay neural networks (TDNNs) [32] : TDNNs are special artificial neural networks (ANNs) that work with continuous data to adapt the architecture to online networks and are thus advantageous to real-time applications. Theoretically, TDNNs are an extension of multilayer perceptrons. TDNNs are based on time delays that enable individual neurons to store the history of their input signals.
• Finite-state machine (FSM) [33] : An FSM is a machine with a limited or finite number of possible states (an infinite-state machine can be conceived but is impracticable). An FSM can be used both as a development tool for approaching and solving problems and as a formal way of describing solutions for later developers and system maintainers.
• Artificial neural networks (ANNs) [34] : An ANN is an information processing paradigm based on the way biological nervous systems, such as the brain, process information. The key element of this paradigm is the structure of the information processing system. An ANN is composed of many highly interconnected processing elements (neurons) working in unison to solve specific problems. Similar to humans, ANNs learn by example [20] . A neural network consists of interconnected processing units that operate in parallel. Each unit receives inputs from other units, sums them up, and then calculates the output to be sent to other units connected to the unit. • Template matching [35] : One of the simplest and earliest approaches to pattern recognition is based on template matching. Matching is a generic operation I-pattern recognition used to determine similarities between two entities (points, cures, or shapes) of the same type. In template matching, a template (typically a 2D shape) or prototype of the pattern to be recognized is available and is matched against the stored template while considering all allowable poses (translation and rotation) and scale changes.
Analysis of existing literature
Research on hand gesture recognition has significantly evolved with the increased usage of computing devices in daily life. This section surveys studies on HCI to classify them according to the gesture representations used for man and machine interaction. Table 5 classifies previous hand gesture interaction research based on gesture representations used, such as 3D model-based or appearance-based gesture representations and the techniques used in proposed systems from 2005 to 2012. An exhaustive list of these studies is given in Table 5 . The list has been made as exhaustive as possible. Detailed analysis of the table reveals interesting facts about ongoing research on HCI in general and vision-based hand gesture recognition in particular. The literature presents various interesting facts that compare and contrast the two object representation techniques: 3D model-and appearance-based techniques. The 3D model-based representation technique is based on computer-aided design through a wired model of the object, whereas the appearance-based technique segments the potential region with an object of interest from the given input sequence. Although the 3D model allows for real-time object representation along with minimal computing effort, the major difficulty with this approach is that the system can handle only a limited number of shapes.
Feature extraction
The main advantages of the feature extraction are three features: Location, orientation and velocity features were used in [63] for recognizing elements. The location feature (L t ) was obtained by finding the average of the total distance calculated from center of the trajectory to each trajectory point; velocity feature was found by finding average velocity between trajectory points. Two orientation features were calculated: one between each of the trajectory points and another between center of the trajectory and each of the tra- 4 Three features: location, orientation, velocity and chain code [63] jectory points. Then chain code as in (Fig. 4) was used for θ 1 t and θ 2 t (referred as motion chain code) to represent the angle of orientations into sequence of numbers. [64, 65] also used such motion chain code to find the orientation. Feature extraction stage extracts out the appropriate features from the motion trajectory obtained in previous stage for representing the input patterns, and lastly, the classification is performed using ANN.
The appearance-based model uses global and local feature extraction approaches. Local feature extraction has high precision with respect to the accuracy of shapes and format. Appearance-based methods use templates to correlate gestures to a predefined set of template gestures and thus simplify parameter computations. However, the lack of precise spatial information impairs the suitability of the method for manipulative postures or gestures as well as their analysis. Appearance-based models are sensitive to viewpoint changes and thus cannot provide precise spatial information. This constraint makes these models less preferred for more interactive and manipulative applications.
Commercial products and software
Hand gestures are considered a promising research focus for designing natural and intuitive methods for HCI for myriad computing domains, tasks, and applications. This section shows several commercially available products and software based on vision-based hand gesture recognition technology for interaction with varied applications. However, these commercial products are still in the initial phases of acceptance but may still be made robust with user requirements and feedback. The criteria considered for designing and developing such products and technological constraints limit the capabilities of these products, which have to be supported by research and development in the associated technological areas. These products should be modified in terms of cost-effectiveness, robustness under different real-life and real-time application environments, effectivity, and end-user acceptability. Table 6 lists several vision-based hand gesture recognition commercial products and software available for interacting with the computing world.
Comparison with other work
This paper summarizes the surveys carried out in humancomputer interaction (HCI) studies and focuses on different application domains that use hand gestures for efficient interaction. The original contributions of this work is to exploratory survey and aims to provide a progress report on static and dynamic hand gesture recognition . It was reported that use of hand shape makes it easier for the gesturer to remember commands. Gestural interfaces based on vision technologies are the most common way for the construction of advanced man-machine interfaces. However, these evaluations do not depend on standard methods in some organized format but have been conducted based on increasing usage in gesture recognition systems.
Conclusion
Numerous methods for gestures, taxonomies, and representations have been evaluated for core technologies proposed in gesture recognition systems. However, these evaluations do not depend on standard methods in some organized format but have been conducted based on increasing usage in gesture recognition systems. Thus, an analysis of the surveys presented in the paper indicates that appearance-based gesture representations are preferred over 3D-based gesture representations in hand gesture recognition systems. Despite the considerable information and research publications on both techniques, the complexity of implementation of 3D model-based representations makes them less preferred. The existing state of the applications of gesture recognition systems indicates that desktop applications are the most implemented applications for gesture recognition systems.
Suggestions for future research
Future research in gesture recognition systems will provide an opportunity for researchers to create efficient systems that overcome the disadvantages associated with core technologies in the existing state of enabling technologies for gesture representations and recognition systems as a whole. Industrial applications also require specific advances in manto-machine and machine-to-machine interactions.
