Abstract-Question Classification is an important stage in Question Answering, and it has been a hot topic in the field of Information Retrieval in recent years. In this paper we explore the role of semantic features and propose two separate tree kernel functions incorporating the semantic features into the Support Vector Machine model. Then Multiple Kernel Learning approach is proposed to combine the two kernels and gather their advantages together. Experimental results show that using the method proposed in this paper is very effective and the accuracy reaches 95.8% which significantly outperforms the state-of-the-art approaches.
I. INTRODUCTION
Current models of mainstream search engines have become mature after dozens of years' development. Most of them rely on the keyword matching mechanism: if the plain text of the documents are matched with the query, then these documents will be represented to the user in the order of relevance. The number of these documents they provide may be huge, but few of them could make full utility of these enormous amount of materials and reduce them into definite answers. They just leave the work of selecting and reasoning these materials behind to users. Therefore, next generation of search engines should be more intelligent: it should understand human language better and make semantic matching instead of keyword matching among the vast materials and reduce related materials into definite and comprehensive answers.
In recent years, many related researches were conducted in this field, among them open-domain Question Answering (QA) is one of hot topics that has been getting many researches and it has been a special track in Text Retrieval Conference (TREC, http://trec.nist.gov) in last decade [1] . QA aims to find one or a few definite answers according to the question the user submitted. For example, for the question What's the height of Mountain Alps?, the QA system gives the answer 4810.45 meters instead of a large number of pages containing the keywords height, Mountain and Alps.
In order to answer the question correctly, one needs to understand what the user is asking for. Question classification acts on this task and categorize the question into one of the predefined semantic types, such as human, location, number, etc. Question classification acts an important role in the entire QA system. It can not only filter out irrelevant documents but also provide appropriate strategies for different categories, for example, if the question classifier judges that the question "Who is George Bush?" is asking for a person, then the QA system can accept the documents about a person only and then conduct name disambiguation to help users distinguish the two American presidents. If the question classifier makes an error, it will have a terrible influence on afterward steps. Results of the error analysis of the QA systems in the TREC QA track showed that 36.4% of the errors were generated by the Question Classification module [2] . Therefore, trying our best to improve the accuracy of question classifier is unarguably meaningful. This paper is organized as follows: section 2 gives a literature review in the field of Question Classification to make it easier to understand the state-of-the-art researches in this field; section 3 presents two kernel functions and three kinds of semantic features; section 4 focuses on the combination of the two kernels using MKL methods. Experimental results are illustrated in section 5, finally we give the conclusion and future work in section 6.
II. LITERATURE REVIEW
Currently, most researchers utilize machine learning methods in Question Classification. Zhang et al. compare several commonly used machine learning techniques, such as Nearest Neighbors, Naïve Bayes, Decision Tree, Sparse Network of Winnows and Support Vector Machine(SVM), and find that with the same plain text features, the SVM model outperforms the other methods [3] . The syntax is an important feature which cannot be expressed using the ordinary plain text. In order to capture the syntactic features, Zhang et al. parse the human sentence into a tree structure and design a tree kernel function to calculate the syntactic tree similarity by comparing their sub-trees. Experimental results show that using this method can improve the accuracy to 90.0% from 85.8%. Moschitti argues that besides syntactic features, the dependency relationships between the words in a sentence can also be used to improve the performance. He presents a dependency tree kernel and the accuracy is improved to 90.4% [4] .
Furthermore, Moschitti et al. improve the designing of the tree kernel function introduced in [3] and propose a new tree kernel function using syntactic and shallow semantic features and get an accuracy of 91.8% [5] . Li et al. use inference network to tackle this problem, by leveraging a large training set and many semantic information and the accuracy is 92.5% [6] . Blunsom et al. adopt a maximum entropy model and the accuracy is 92.6% [7] . Pan et al. propose a Profile Hidden Markov Model to extract the pattern instances of questions and the accuracy reaches 92.2% [8] .
Realizing the importance of the semantic information, in our previous works, Yan Pan et al. present three kinds of semantic features -Named Entities, WordNet and Semantic Classes and propose a new semantic tree kernel function to incorporate such features and finally get an accuracy of 94% [9] . In this paper, we adopt this kernel as one of the kernels used in the Multiple Kernel Learning.
The classical kernel method is based on a single kernel; however, there are many occasions that people want to use multiple kernels simultaneously, for example, different kernels come from different data sources and we want to use all of the available features; there are too many parameters in the kernel function to tune and we want to find an automatic way to do it, and so on. Recent research shows that combining multiple kernels in a proper way can get better results than using just a single kernel [10] [11] [12] .
In this paper, we first present two tree kernel functions to incorporate rich semantic features and then combine them together using the Multiple Kernel Learning (MKL) method. Experimental results show that using MKL can effectively improve the accuracy of question classification compared with the state-of-the-art approaches.
III. DESIGNING OF TWO TREE KERNEL FUNCTIONS
Kernel function represents the similarity between two samples, and the tree kernel function is a special case of kernel function where the samples are trees. Research shows that tree kernel function can represent non-linear relationships in a sentence and thus can extract more information than normal kernel functions for natural language processing problems [13] [14] . The following subsections will first introduce two kinds of tree fragments that are commonly used in tree kernels and then illustrate how we get the semantic features. Then we present the designs of our two tree kernel functions using the semantic features.
A. Tree Fragments
There are various forms of trees, and the syntactic tree is probably the easiest one for people to understand. As we all know, each word has lexical relationship with each other, such as one word modifies the other word and so on. Then we can build the syntactic tree according to these relationships. Currently there are many effective tools to do this kind of task, such as Stanford Parser 1 etc. In tree kernel functions, we can calculate the similarity between two trees by counting the number of their common tree fragments.
There are two kinds of tree fragments: Sub Tree [3] and SubSet Tree [4] . The Sub Tree is composed of one inner node and all of its descendent nodes in the tree while the SubSet Tree is composed of one inner node and a part of or the complete set of its descendent nodes. As can be seen from the definitions of the two fragments, the SubSet Tree fragment is a more general structure than the Sub Tree fragment. The distinct difference between the two kinds of fragments is that all of the leaf nodes of the Sub Tree must also be leaf nodes in the whole tree, while the leaf node of a SubSet Tree can be an internal node of the tree. Figure 1 shows the syntactic parse tree of the sentence The apple is unripe, Figure 2 and Figure 3 show respectively the Sub Tree and SubSet Tree. The syntactic parse tree is generated by Stanford Parser, and the partof-speech(POS) tags it uses if defined and maintained by Penn Treebank [15] . For the completeness of this paper, we list the meaning of used POS tags here. The tag S means the whole sentence, NP means "noun phrase", VP means "verb phrase", DT means "determiner", NN means "noun, singular or mass", VBZ means "verb, 3rd person singular present", ADJP means "adjective phrase", and JJ means "adjective".
B. Semantic Features
Besides syntactic features and dependency relationships, the semantic features also play an essential role in question classification. For example, Li et al. use a rich set of semantic information and the resulting accuracy reaches 92.5% [16] . We adopt three kinds of semantic features.
Before gathering the semantic features from the sentences in the dataset, some pre-processing works are Which country in the world has the largest population?
Its chunked structure is:
Which country has population? We can find a Named Entity of a person Johnny Cash, and after the processing by Stanford NER, we can get the following chunked sentence:
What is color NE PERSON wears on stage?
2) WordNet. WordNet is a famous large lexical database for the English language which is created and maintained by Cognitive Science Laboratory of Princeton University [17] . It groups words into sets of synonyms called synsets and provides semantic hierarchical relations between the synsets. All nouns and verbs can form a hierarchical architecture according to the hypernym-hyponym relations.
In this paper we consider two kinds of semantic information in WordNet: the words that belong to the same synset in WordNet, and the pair of words that one word is the direct hypernym (or hyponym) of the other word. 3) Semantic Classes. Similar to the Named Entities, we define a list of semantic categories. Then we manually construct a list of words for each category according to their semantics. For example, we put the word "actor", "teacher" etc. into the semantic class "Person". The difference between the semantic class and the Named Entities is that the Named Entities are mainly of the names of the persons, organizations and locations while the semantic classes include the words that semantically belonging to the corresponding semantic classes. In the experiment, we define 20 semantic classes and construct a list of nouns for each class where the nouns are from the 5452 sentences in the training set. For each sentence, we replace the noun with the corresponding semantic class. Table I gives an example of 5 semantic classes along with some of the nouns belonging to them.
C. Semantic Tree Kernel
Semantic tree is a kind of tree structure that incorporates semantic features into a syntactic parse tree, and Semantic Tree Kernel is a kernel function for calculating the similarity between semantic trees. Here we give the definition of the Semantic Tree Kernel(STK). Defination 1. Give two trees T 1 and T 2 , the Semantic Tree Kernel (STK) of T 1 and T 2 is defined as:
In this definition, N T1 and N T2 are sets of nodes in T 1 and T 2 respectively, n 1 and n 2 are the root nodes of the tree fragments, d(n 1 ) and d(n 2 ) are depth of the node n 1 and n 2 , µ is a parameter within the range [0,1] and the intuition is to make the kernel function decreases with the average depth of the root nodes of the two tree fragments. ∆ ST K (n 1 , n 2 ) measures the semantic similarity between the node n 1 and n 2 from T 1 and T 2 respectively.
We define the semantic similarity function between two nodes from different trees: Defination 2. Given two nodes n 1 and n 2 , their semantic similarity function ∆ ST K (n 1 , n 2 ) in STK is defined recursively as:
1) If n 1 and n 2 are both leaf nodes in their corresponding trees, then 2) If n 1 and n 2 are both pre-terminal nodes, i.e., the parent nodes of a leaf node, then:
If n 1 and n 2 are neither leaf nodes nor pre-terminal nodes, and the syntactic production rules at n 1 and n 2 are not the same, then
Otherwise,
where nc(n) is the number of node n's children and ch(n, j) represents the j-th child of node n.
In the definition of ∆ ST K (n 1 , n 2 ), the parameters γ, α, β, λ and θ are all in the range of [0,1]. The parameter γ measures the similarity between the words in the same semantic class, α measures the similarity between the synonyms in WordNet, and β measures the similarity between the words that are in hypernym-hyponym relationship in WordNet. We assume that the semantic class features are more important than WordNet features, so the similarity of synonyms and hypernym-hyponym words in WordNet are multiplied by γ. The parameter λ is the weighting factor for the size of the tree fragment, i.e., the number of the production rules in a tree fragment. Parameter θ is the weighting factor for the current root nodes n 1 and n 2 of the two tree fragments . We have the following theorem:
The kernel function STK is positive semidefinite.
Proof: Suppose T 1 and T 2 are any semantic trees, and n 1 and n 2 are any nodes chosen from T 1 and T 2 respectively. Since all the parameters used in the ST K function are in the range of [0, 1], it's easy to find that the minimum of ∆ ST K (n 1 , n 2 ) is zero and cannot be less. ST K(T 1 , T 2 ) is the positively weighted sum of
D. Dependency Tree Kernel
Dependency relations express the grammatical dependency relations between two words in a sentence in natural languages. The grammatical dependency relation is asymmetric and unidirectional between a head word and a modifying word in the sentence. One head word can have many modifying words while a modifying word can have only one head word. In this paper we use MiniPar 3 to extract the Dependency relations. For the sentence "Which city is the capital of China?", the dependency relations extracted by MiniPar are listed in Table II .
In Table II , the root node f in is an abstract node and represents the whole sentence. We can construct the dependency tree using the dependency relations. Figure 4 illustrates the result dependency tree.
Different from the traditional dependency tree kernel described in [4] , in this paper we only consider a special kind of tree fragment: one node in the tree fragment has only one child node. Although traditional dependency tree kernel that uses all of the SubSet Tree structures can generate more structures of the tree and thus extract more features, it would also introduce more noises at the same time. Therefore, we only consider the special structure similar to dependency relation path used in [18] .
Following the idea of constructing Semantic Tree Kernel, we define a new Dependency Tree Kernel (DTK) using semantic information: Figure 4 . The SubSet Tree of the syntactic parse tree Defination 3. Give two trees T 1 and T 2 , the Dependency Tree Kernel (DTK) of T 1 and T 2 is defined as:
Defination 4. Given two nodes n 1 and n 2 , their semantic similarity function ∆ DT K (n 1 , n 2 ) in DTK is defined recursively as:
1) If n 1 = n 2 and both of them have decedent nodes, then
where C n1 , C n2 denotes the descendent node set of n 1 and n 2 respectively. 2) If n 1 = n 2 and at least one of the two nodes have no decedent nodes, then
sim(n 1 , n 2 ) is the same with ∆ ST K (n 1 , n 2 ) when n1, n2 are treated as leaf nodes.
The parameters µ, λ in ∆ DT K are the same with these in ∆ ST K .
Similar with the SDK function, we have the following theorem:
Theorem 2. The kernel function DTK is positive semidefinite.
The proof is similar with that of SDK.
IV. MULTIPLE KERNEL LEARNING
Kernel based method such as Support Vector Machines (SVM) has been successfully applied into many data analysis fields [10] . They employ a so-called kernel function k(x i , x j ) to intuitively calculate the similarity of two samples x i and x j . This makes an implicit abstraction of the data representation, which saves people from spending a lot of time on feature selection. The result of SVM learning is the α-weighted linear combination of kernels with bias b:
where x i , y i (i = 1, ..., n) are training set, x i is the input sample, y i is the label (1 or -1 ) of the sample, and α i and b are to be learned from the training samples. This is the classical kernel method based on the single kernel. However, it is often the case that people have several pretty good kernels at hand and want to combine them together to make further improvement. There is another case that there are several heterogeneous data sources and need to be utilized in a single learning problem.
In our situation, we have two different kernel functions and each of them is good at classifying some kind of questions. Whether can we combine the two kernels' advantages? The answer is affirmative, it can be solved by Multiple Kernel Learning (MKL) theory. To the best of our knowledge, it is the first time to introduce MKL into Question Classification.
A common and direct approach to address this problem is to consider the convex combination of several sub kernels:
Essentially speaking, the problem of MKL is to learn the coefficient α i in kernel k i and the kernel weight β i in a single optimization problem. In recent years, many researchers have provided solutions for MKL. Lankckriet et al. propose a framework which involves joint optimization of the coefficient in a conic combination of kernel matrices and the coefficients of a discriminative classifier [11] . It turns out to be a convex optimization problem -a Quadratically-Constrained Quadratic Program (QCQP) problem. This problem is more challenging than a quadratic problem. In principle, it can be solved by general purpose optimization toolboxes. However, it only suffices for small problems and for large scale problems, it would become intractable rapidly.
What makes the MKL problem difficult is that the problem is non-smooth though it is convex. It can be cast as a minimization problem of a non-differentiable object function subject to linear combinations. However, the local decent methods such as the Sequential Minimization Optimization (SMO) algorithm cannot be applied due to the non-differentiability. To overcome this drawback, Bach et al. construct a smooth approximate problem out of the non-smooth problem and then use SMO to solve this problem [12] . This method can be used to tackle medium scale problems.
Sonnenburg et al. propose another approach and reformulate the QCQP problem as a Semi-Infinite Linear Program (SILP) [10] . It addresses the MKL problem by iteratively solving a classical SVM problem with a single kernel (viewing the linearly combined kernels as a single kernel), and a linear programming problem for which the number of constraints increases along with iterations. The advantage of this formulation is that for both of the classical SVM problem and the linear programming problem, there exists mature techniques and many off-theshell tools can be used and thus can be efficiently solved. Furthermore, this formulation can be easily generalized to a large class of convex loss functions. The SILP framework can be used to tackle large-scale problems (up to 30,000 examples and 20 kernels, according to the authors) within reasonable time. Besides, Sonnenburg et al developed an easily used general purpose machine learning software package -Shogun 4 which is written in C++ and has interfaces to many languages, such as Matlab, Octave, R and Python. Rakotomamonjy et al propose a similar method with [12] called SimpleMKL, it reformulates the QCQP problem and turns it to be a smooth convex optimization problem, then solves it using the reduced gradient method [19] [20] . The advantage of this method is that it has a better time performance than SILP. Xu et al. propose an extended level method for convex-concave optimization and apply it to MKL [21] . It improves the SILP and SimpleMKL method by exploiting all the gradients computed in past iterations and by regularizing the solution via a projection to a level set.
In this paper, we adopt the framework of SILP due to its good generalization ability. Here we give the definition of SILP taken from [10] .
For the binary classification problem in multiple kernel learning, one is given N data points x i , y i (y i ∈ {1, −1}), where x i is translated into K feature spaces
The SILP problem can be represented as:
where S k (α) is defined as:
This problem can be solved by a simple wrapper algorithm or a more efficient chunking algorithm. It is solved by alternatively getting a good β (not necessarily globally optimal) using linear programming and solving a single kernel learning problem to get α. [9] etc.), we categorize the questions into 6 coarsegrained types: ABBR (abbreviation), DESC (description), ENTY (entity), HUM (human), LOC (location) and NUM (number). And we only consider coarse classification too. Following most of other researches in this area, we use the dataset provided by UIUC [16] , USC [22] and TREC [1] , [23] , [24] which is publicly available (http://l2r.cs.uiuc.edu/˜cogcomp/Data/QA/QC/) and becomes the de facto standard in this field. All of the questions are labelled by UIUC [16] . This dataset contains 5952 labeled questions, among which 5452 questions are taken as training set and the other 500 questions are taken as the test set. Among the training set, about 4500 questions are collected by Hovy et al. [22] , 500 questions are manually constructed with rare types and the other questions are from TREC 8 and TREC 9 QA tracks [1] , [23] . The questions of the test set are from TREC 10 [24] . The 5452 training questions are split randomly into 5 different training sets with the size 1000, 2000, 3000, 4000 and 5452 respectively.
B. Experimental Methods
In the process of training each single kernel, there are many parameters to tune in both of the Semantic Tree Kernel and the Dependency Tree Kernel, such as µ, λ, θ, α, β, γ. To overcome the problem of over-fitting, in the experiment, we use K-fold cross validation method to determine these parameters' values. We take a part of questions from training set as the validation set. That is, we divide the training set into K folds with equal size, and take K − 1 folds as training set and leave one fold as the validation set. We conduct the training process on the new training set and test the accuracy on the validation set. In such way we repeat this process K times and average these K results as the final accuracy for the parameters. We select the parameters that make the highest accuracy in the validation process and conduct test on the final test set.
During the SVM learning process, the penalty parameter C is very important for balancing the margin and the loss. The value of parameter C is also determined by Kfold cross validation. In the experiment, we set the K to be 5 and the resulting value of C is 19.
The classical SVM learning (include the MKL learning here) is for binary classification problem, however, Question Classification is a multi-class classification problem. There are two popular strategies that transform the multiclass classification into binary classification: one-againstone and one-against-all. The one-against-one strategy is to build a sub SVM classifier for each pair of classes then sum them up to decide the class label of the test question, while the one-against-all strategy is to train a sub SVM classifier for each class, the role of the sub classifier is to distinguish one class from other classes for the questions. It's obvious that for the one-against-one strategy it needs to train n×(n−1)/2 sub classifiers and for one-against-all the number is n. Here n is the number of classes. Thus it will take less iterations to use the one-against-one strategy than one-against-one strategy. Due to this advantage, in this paper we adopt the one-against-all strategy.
To solve the MKL problem, in the experiment we use the Shogun toolbox because of its ability to tackle with large scale problems, the ability to manage computer memories(it is written in C++) and its good extensibility. We make some improvement to shogun and some of our works are adopted into source code by the author Sorren Sonnenburg.
Among the related works, [3] and [4] adopt a similar model with this paper and they contain no semantic information. So we take them as our baseline to add semantic features and verify its effect. Then, to watch the effect of taking the MKL method, we first adopt [3] and [4] as the base kernels and then combine two semantic kernels proposed in this papers using MKL.
The accuracy, precision, recall and F 1 measure are commonly used measures to evaluate the performance of a classifier. In the case of QC, all questions are labelled, so viewed as a whole, the accuracy, precision and recall are same with each other. For a specific class, however, precision is different from recall because questions of one class might be classified to be another [6] . To make it clear, we show the definition of the 3 measures:
where P denotes the set of predictions that a classifier makes, P c denotes predications that are classified into class c, P + denotes the correct predications the classifier makes, P + c denotes the correct predictions of class c, and Q c denotes all of the questions belonging to class c. Precision and recall are for a specific class only, while the accuracy is a measure over the whole test-set. After get the precision and recall of class c, we can then calculate the F 1 score:
In the experiments, we get all of 4 measures. It should be noted that accuracy is the only measure for the classifiers to improve.
C. Evaluation
To compare the effect of the three semantic features, we first select each individual feature out of the 3 features and put it into the two kernel functions. Then we combine the 3 features together and check the final result. Table   TABLE III III and IV show the results of classifiers using Semantic Tree Kernel and Dependency Tree Kernel respectively. From Table III and IV, we can see that in both Semantic Tree Kernel and Dependency Tree Kernel, the Semantic Classes feature plays the most important role in improving the system accuracy. And the overall improvement over the baseline is significant. This can be further illustrated by the significance test. P-value is an index that measures the difference between two systems using statistical methods like s-test, S-test or T -test [25] . The smaller the P-value is, the more significant the improvement is.
In the experiments, we conduct the s-test to get the Pvalue. The result is presented in tableV. Here n is the number of predictions that classifier A differs from B, and k is the number of predictions on which A is right and B is wrong. STK none and DTK none denotes the baseline algorithms proposed in [3] and [4] and Named Entity feature only make slight improvements both in STK and DTK. They are not statistically significant: both of them are greater that 0.05. However, the improvements made by Semantic Classes feature in STK and DTK are much more significant: the P-values are far less than 0.05. To give a full evaluation of the classifiers, we present the confusion matrices of DTK none , DTK all , STK none and STK all in table VI,VII, VIII and IX(the confusion matrix of STK none was first presented in [3] , we show it here for the convenience of comparison).Each column in the tables denotes the correct labels, and each row in the first 6 rows denotes the predicted labels. The succeeding 3 rows are the recall, precision and F 1 score measures for each class, and the last row is the overall accuracy and the average F 1 score.
From the confusion matrices in table VI,VII, VIII and IX we can see that both in DTK and STK, the F 1 score can be improved for each class. Without semantic features, the most confusable classes are DESC and ENTY: in DTK none , there are 14 ENTY questions labelled as DESC; in STK none , the number is 12. Semantic information can effectively decrease this error: the number of ENTY questions which are mis-classified as DESC are lowered down to 9 in DTK all ; in STK all , the number decreases to 6. It can also be verified from the F 1 score: in DTK,adding semantic features can improve the F 1 score for ENTY questions from 84.9% to 90%; while in STK, it can improve the F 1 score for ENTY questions from 82.5% to 89.9%. The F 1 scores for other classes are also improved in both DTK all and STK all except the ABBR class in STK all which remains the same.
To check the benefit of MKL in Question Classification, we conduct two groups of experiments. We first use MKL to combine the Syntactic Tree Kernel [3] and Dependency Tree Kernel [4] without semantic features (denoted as MKL none ) and see the degree of improvement; then we apply the same method to combine DTK and STK with semantic information(denoted as MKL all ). The results are listed in Table X and Table XI.  Table XII shows the improvement made by MKL viewed from the statistical aspect. From table X, XI and XII we can see that MKL can make improvement in both situations of using and using no semantic features. The improvement is more significant when using semantic features: the P-value when comparing MKL all with DTK all and STK all is respectively 0.002 and 0.003, Based on the previous results, we can get that: 1) Semantic information leads a promising impact on the accuracy of Question Classification. Incorporating semantic information in our dependency tree kernel and semantic tree kernel respectively improves the system accuracy to 93.8% and 94%, the improvements are statistically significant. 2) The MKL approach can combine each kernel's advantages and effectively improve the system performance, and the improvement made by MKL in using semantic information is more significant than not using semantic information. It finally brings an accuracy of 95.8% for the QC problem, which outperforms the state-of-the-art approaches.
VI. CONCLUSION AND FUTURE WORKS
In this paper, we introduce two new tree kernel functions -Semantic Tree Kernel and Dependency Tree Kernel which incorporates a rich set of semantic information in Question Classification. The Semantic Tree is based on syntactic parse tree and then enriched with semantic features, and the Dependency Tree Kernel we proposed is based on traditional dependency tree kernels while we consider a special tree fragment structure.
We add three kinds of semantic information into our two kernels: Named Entities, WordNet and Semantic Classes, and we conduct a series of experiments to compare their ability to improve the system performance. The result shows that among the three kinds of semantic information, the Semantic Classes feature plays the most important role in improving the system accuracy.
We propose to use the Multiple Kernel Learning method to combine the two kernels' advantages. We use the MKL approach in two cases: one is to combine two kernels without semantic information, and the other is to combine the two kernels proposed by ourselves using semantic information. Experimental results show that it's an effective method in both cases; when using MKL with semantic information, the improvement is especially significant.
In this paper we only consider the coarse-grained classification; the fine-grained classification would be an interesting research topic in the future. The coarse categories and fine categories together compose a tree-like structure. Then we can take this structure as a whole and apply the Structural SVM method combined with MKL to tackle this problem. This is also a topic deserving research in the future.
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