We establish L p and L p (l Q ) estimates for singular integral operators with variable operator-valued product kernels. Application to the strong maximal function, double Hilbert transform, Littlewood-Paley inequalities and Fourier multipliers for //-spaces with mixed norm are given.
Introduction. A classical theorem due to Hardy and Littlewood and the improvement given by Fefferman-Stein [6] assert that the maximal function is bounded on L p , 1 < p < oo, and has a vectorial extension M(fj) = (Mfj) bounded in L p (l q ), 1 < p,q < oo. On the other hand, another classical theorem, due to M. Riesz, which asserts that the Hilbert transform
Hf(x) = p.v. Γ &&-dy
x -y is bounded on L p , 1 < p < oo, was improved by Burkholder [5] for L ^-function with values in Banach spaces with the so called UMD property. In particular, the Hilbert transform has a vectorial extension H(fj) = (Hfj) bounded in L p (l q \ 1 <p>q< oo. Recently Rubio de Francia-Ruiz-Torrea [13] and [14] have shown that the maximal operator and the Hilbert transform are operators of same kind: vector-valued singular integral operators. Actually, they improved a theorem on vectorvalued convolution operators due to Benedek-Calderόn-Panzone [2] .
Let us now consider the rectangular (strong) maximal function 1. Vector-valued singular integral operators with product kernels. We begin by recalling the Rubio de Francia-Ruiz-Torrea theorem on vector-valued singular integral operators (see [13] ). 
THEOREM. Suppose E and F denote Banach spaces. For Δ = {(JC, y) G R» XR", x = y), let k e L\ OC (R" XR"-A, L(£, F)) be an operator-valued kernel which satisfies
X R w -Δ, L(E, F)) andL\ oc (R n X R" -A, L(F,G)), respectively, which satisfy (1) / \kj{z 9 w) -k^z,w f ) \ L dz < ς, j = 1,2, J \z-w'\>2\w-w'\ J and (2) ί \\k l (z,w)~k J (z',w)\\ L dw<C J , 7 = 1,2,
where L γ = L(E, F) and L 2 = L{F,G). Let T x and T be linear bounded operators from LP(
, for allp with 1 < p < oo, respectively. Suppose also that T x and T satisfy
for allf e Lf {R m , E) andx £ supp/, and 
Moreover, if / e L~(R m+ ", £) we shall have f y s Lf(R m , E).
Step 2. For all / e M(R m+n , E) and λ > 0, we define H χ f by where χ λ is the characteristic function of the set {|JC| < λ}. Now, if y e R", we define 
We define, forf = (/, 7 ) e L»(R m ,
assume that, for all p with 1 < p < oo, ίΛe operators f x and f are bounded from
and
it follows that the hypotheses of Theorem 1.2 are fulfilled with the kernels k λ and k 2 and the spaces E, F and G replaced by the kernels k λ and k 2 and the spaces l Q (E), l Q (F) and l Q (G), respectively. Hence, the corollary follows as desired.
we have the singular integral operators of convolution type. This particular type of singular integral operators was studied, also in the product case, by the author in [8] . Step 2. The integral singular operator 7\ associated with the kernel k λ is bounded in L P (R) 9 1 < p < oo.
Step 3. The integral given by 2.1(1) is well defined for all / e Lf(R 2 ) and(x, y) & supp/.
Step 4. By iteration we see that H is bounded in L P (R 2 ), 1 < p < oo. Hence, the conditions of Theorem 1.2 are satisfied and the assertion follows.
COROLLARY. In the conditions of Theorem 2.2, for all F
. It follows from Corollary 1.3.
The rectangular maximal function of F.
Zό's type. The following version of a theorem due to F. Zό [19] will be needed to obtain the maximal inequality which we are looking for.
DICESAR LASS FERNANDEZ

THEOREM. Suppose φ e L\R m ) and ψ e L^R"). iw s > 0 ί > 0, let us set φ s (x) = s~mφ(s~ιx) and ψ t (y) = t~nψ(Γ ι y).
We shall also suppose that Therefore, it is enough to prove (4) taking the supremum on Q + X Q + .
Step 2. Fixing an enumeration of the positive rationals, let us denote by Qj the set of rationals with indices in (1,..., j}. For c and d in N, let us set
If /J° and Ifj stand for the complex euclidean spaces C 7 and C /+7 , respectively, equipped with the sup-norm, the non-linear operator M cd can be viewed as a vector-valued linear operator (6) feL?(R" +m )^N cd f= {Ψ t φ ) */)( ! ,, )eft .x δj eΓ(r + ",/S).
The kernel k cd of this operator is a product of the two kernels:
and k given by 
DICESAR LASS FERNANDEZ
Step Proof. Let I λ and J λ be the unit cubes on R m and R", and let us consider the dilated cubes I s and I t with side length s and t, respectively. Now, let φ G C c°°( R m ) and ψ G C? (R n ) such that φ(x) = ψ(y) = 1, for x G /, and y G /, respectively. Then ,.
-l and
Mf(x 9 y) = sup [ [ \f(x-u,y -v)\\I s XJ t \ l χ ί x J (u,υ) dudυ
Now, from Theorem 3.1, the maximal inequality (2) follows at once. 4.3. REMARK. The inequality 4.1(2) in the case m = n = 1 was stated by Stόckert [17] . But the inequality 4.2(2) seems new and it was proved by the author in [8] . (However see Schmeisser [15] and the references quoted there.)
5. Application to the Littlewood-Paley theorem.
PROPOSITION. For f e S(R 2 ) and I and J numerical intervals, the {iterated) partial sum operator is defined by
and we have 
where C is independent of (/, X Jj) and (/ /y ). Moreover, the operator s (f u )
.
DICESAR LASS FERNANDEZ
We shall reverse inequality 5.2(1) for Q = (2,2) and the family of dyadic intervals, i.e. we shall obtain the Littlewood-Paley inequalities for mixed norms. We shall need some preliminaries. 
Proof. See [13] or [14] .
THEOREM.
Let ψ and ψ Z>e g/ί ^w α5 in Lemma 5.3.
for all/e L P (R 2 ), w/ίΛ 1 < P = (/> υ p 2 ) < oo.
Proof. We consider the operator We have to show that Γ is bounded from L p into L p (l 2 ).
Step 1. Γ is well defined. Indeed, by 5. Step 3. 7/ is measurable. Since / 2 (Z 2 ) is separable it is enough to show that Tf is weakly measurable. But for all a = (α /y ) e / 2 (Z 2 ) we have which is obviously measurable.
Step
Step 5. The kernel k φ defined by
is well defined, belongs to L\ OC (R -{0}, L(C, / 2 )) and verifies Hormander's condition.
Step 6. The kernel k^ defined by
is well defined by 5.3 (2) . On the other hand, the mapping is measurable for all a = (α /y ) e / 2 (Z 2 ). Thus, & ψ is measurable, belongs to L^R -{0}, L(/ 2 (Z), / 2 (Z 2 )), and satisfies Hormander's condition.
Step 7. The above results clearly also hold for the cut operators T mn and the respective kernels k™ and k$. Thus, since T mn f = (ψ 7 φ y */; 1 < / < m, 1 < y < «) is a sequence in / 2 we have w, f) Jwdυ.
Step 8. The operators T mn are bounded from L^ίR 2 ) into L P (R 2 , / 2 (Z 2 )), with operator norms bounded by a constant independent of m and ft.
Step 9. From Theorem 1.2 and Corollary 1.4 we obtain 0) II^/IILV^CII/H^, with the constant C independent of m and n.
Step 10. The monotone convergence theorem applied to (3) yields (1), as desired. 5.6. Let Δj be the set of all dyadic intervals in R, and let A = A t X ij be the set of dyadic bi-dimensional intervals. 
Finally, to reverse (3) we use polarization and duality as in the well known cases (see [16] , [14] and [18] ). (2) for all m.
We shall write V(φ) for the infimum of such constants M. Finally, as a consequence of the foregoing results we obtain a multiplier theorem of Lizorkin type. 
