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PREFACE
This thesis explores the control strategies of an air-gapless motor. Air-gapless
motor is a brand new kind of motor in the industry and still needs many excellent
researchers who are willing to dedicate their time to it and make breakthroughs.
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ABSTRACT
Tang, Chuyue. M.S.E.C.E., Purdue University, December 2018. Simulink Simulation
of an Airgapless Motor. Major Professor: Euzeli Cipriano Dos Santos Jr.
Nowadays, electrical motors are widely used in the automotive industry because
of their high efficiency and lossless characteristics. One downside is that the system
is complicated to control and it requires more complex control strategies. Moreover,
compared to other motors, electrical motors produce less torque, which limits its
capability.
Therefore, in this thesis, an air-gapless electric motor is presented. Instead of
having a static air gaps between the rotor and the stator, the gap changes dynamically
creating contact which generates higher torques. A SIMULINK simulation method
is used for this motor in order to show the systems dynamic behaviors.
Five blocks are used in the system: the block to find phase currents, the block to
find phase torque, the block to find self-inductance, the block to obtain mechanical
speed of the motor and the block to simulate the saturation effect. These blocks
are developed based on the analytical relationships between components, which are
shown in Chapter two.
Moreover, saturation effect in the iron cores is taken into consideration in this
thesis due to the fact that it always effects the shape of the magnetic field curves.
And four different materials are discussed and compared in Chapter three. The
findings in this chapter is that carbon steel and silicon steel serve as better materials
of the rotor in the air-gapless motor than soft ferrite and nickel steel because they
tend to have higher torques under same levels of the currents and they have larger
torque stability regions.
xii
As for Chapter four, a current control strategy is proposed with an inverter, this
could simulate the current controller in a real application. Trial and error PID con-
troller tuning method is discussed in Chapter four.
11. INTRODUCTION
The objective of this thesis is to present dynamic analysis of an air-gapless motor using
SIMULINK. This thesis is divided into five chapters. The first chapter will introduce
a comprehensive review of advantages and disadvantages of electrical motors with
emphasis on motors with external rotor. The second chapter proposes a solution
in SIMULINK environment in which five blocks are proposed to define the crucial
components in the motor such as self-inductance, electrical torque and mechanical
speed. The third chapter will focus on the discussion when a saturation effect of the
iron core is considered in motor. The fourth chapter deals with a current controller
as well as a three-phase three-leg inverter. A PWM strategy is used to generate gate
signals of the inverter. The final chapter will be a summary that goes over the above.
1.1 External Rotor Based Electric Motors
Among two major types of motors (hydraulic motors and electric motors), com-
pared to electrical motors, hydraulic motors are more reliable, well suited for a wide
range of higher force applications while electrical motors are limited to some environ-
ments. Hydraulic motors are more flexible because of their structures while electric
motors will be more limited.
In addition, electrical motors have torque density limitations, which is why they
haven’t been considered as competitive as hydraulic motors in the last ten years.
Torque density (ft− lbs of motor torque developed per lb of motor mass) is the key
to define metric. For example, liquid-cooled permanent magnet (PM) motors have the
torque density of 8 ft− lbs, advanced PM motors and high temperature superconduc-
tivity motors have more than 16 ft− lbs. However, none of liquid-cooled permanent
2magnet motors, advanced PM motors or high temperature superconductivity motors
give torque density that could be compared to hydraulic motors.
On the other hand, hydraulic motors face some problems that electric motors do
not have. First of all, they present a range of 6 percent to 40 percent rate of efficiency
which is not as high as electrical motors. Secondly, hydraulic motors have a rather
complex braking system when applied thus they could be more difficult to control
compared to electric motors.
Electrical motors are widely used in the automotive market and there are two
categories of these motors which are well-known, external motors as well as internal
motors.
External motors refer to the motors when the rotor is outside the stator. Internal
motors refer to when rotors are inside stators. An external motor is presented in
this thesis. Advantages of external motors include a decreasing flux leakage due to
the larger area for stator slots, which will protect the motor from a heat loss with
the assistance of the fan. Other advantages would be: 1) since the hub and impeller
are an integrated unit of the short axial on an external motor, the motor is precisely
balanced [1], 2) applying low voltage variation to the external motor makes speed
control possible to access [2], 3) space saving due to the external rotor principle,
making it ideal for some limited space equipment, 4) creates higher torque density,
lower rotating inertia which are essential requirements for some applications, such
as in-wheel automotive applications [3] when motors are installed next to the drive
wheels.
1.2 Discussion of Traditional Air Gaps
The air gap is one of the essential components when it comes to electrical motor
designs. In common applications, rotors and stators are not allowed to touch each
other to avoid damage on both stator and rotor, so that to avoid mechanical deflection
and losses in the supporting bearings. Therefore, the air gaps shall be large enough
3to overcome shaft stiffness due to the unbalanced magnetic field and to prevent the
rotor from striking the stator. Therefore to avoid unsatisfied effects.
However, in order to reach a higher efficiency of electromagnetic devices, a lower
resistance to the passage of field flux provided by the magnetic materials is required.
Air usually has a higher resistance to magnetic flux than the materials used for design,
therefore, it will produce more electrical loss.
Plenty of papers have discussions about how critical it is to design around air
gaps. The common calculation methods involve 1) rotor peripheral speed, 2) core
stack length and 3) rotor peripheral speed. Moreover, calculation of the air gaps are
significantly affected by the characteristics of the motor and its applications.
For instance, when applied to DC machines, the AC field created by the armature
winding and distortion supplied by the DC field are affected by the air gaps. (sta-
tionary magnetic field in the synchronous machine, rotating magnetic field in the DC
machine) Thus causes ”armature reaction”. Hence, in order to reduce this undesired
effect, for these machines, they are more likely to have larger air gaps than other
machines in the industry.
Another example would be seen in the design in a 100 to 750 kilowatts induction
motor, typical air gaps are designed to be 0.2 to 5mm [4]. For induction motors,
gaps are directly proportional to the leakage flux and the inversely proportional to
the mutual flux, therefore, the larger the air gap, the less the rotor EMF, current,
and electric torque. Moreover, the higher the motor speed, the larger the gaps.
As for synchronous machines, field windings are separated from the magnetic field,
which means the EMF is dynamically induced due to relative motion between the field
and conductors instead of inducing from the mutual induction. Thus, air gaps have
a limited impact on the process [5]. Therefore in the cases of synchronous machines,
it is more likely to have smaller air gaps to match their particular requirements.
In addition, large air gaps could also force the flux path through the surrounding
structure of the machine such as the yoke, causing energy losses called ”the flux
fringing effect”. Obviously, it is an unwanted phenomenon which may lead to the
4increased proximity and eddy current loss of the conductors. The eddy effect is an
effect happens in the magnetic materials according to Faraday’s law of induction. As
the coil generates an electromagnetic field when AC currents are injected, it will also
cause magnetically induced circular electric currents in a metal sheet [6]. The eddy
effect may also lead to a heat generation from the metal sheet in which may reduce
the efficiency of the energy transmission in motors.
In other cases, the gaps are not necessarily only composed of air but with water,
plastic, wood or even vacuum. Gaps could also take different forms and shapes. These
are dependent on the applications. However, it is worth mentioning that no matter
how dynamic they could be, gaps must be as uniform as possible or in a regular
changing rate.
A non-uniform gap will cause increased noise as well as vibration [7]. So normally
in a motor, it is common to have a uniform air gap to keep the variation limited to
positive or negative 10 percent as most [8].
As for other applications, such as relays, as the device facilitates moving between
the fixed part and the active part, air gap allows for electrical contact of the relay.
However, in transformers, air gaps are seen as an undesirable component for the role
of the transformer is to deliver the energy between windings, so the loss caused by
air gaps need to be completely avoided [3].
1.3 Motion of the Motor
In the air-gapless external motor, the rotation of the motor is shown in Fig. 1.1,
the stator is always run in the same direction to the rotor but in different speeds.
Therefore the movements of the motor will induce the friction and slight strikes
between the stator and the rotor in real experiments.
As the motor is running, air gaps are changing from the zero to the difference
between the radius of the stator and rotor. It is worth to note that gaps are not
exactly zero to simulate the situation of the contact between stator and rotor because
5Fig. 1.1. This figure shows the rotating direction of the motor
of the roughness of the materials which will leave invisible air gaps between the stator
and the rotor as shown in Fig. 1.2. It is obvious that these gaps consist of two main
parts, bulges and sunk parts as shown in the figure. These uneven distributions exist
but these distributions are hard to be recognized thus could be neglected as the motor
is running. And if air gap is minimized, then a maximized force could be observed
accordingly.
From Fig. 1.3, the movement of the motor is observed from the top view. Fig. 1.3
shows the motor moves counterclockwise and the rotor contacts the stator in different
positions.
As the motor running, the angle of the touching point between the stator and the
rotor is θ and it is shown in Fig. 1.4.
6Fig. 1.2. This figure shows the invisible air gaps between the stator and the rotor
Fig. 1.3. This is the possible positions of the motor
Gaps between these two components are cosine functions, which indicate the po-
sition of the stator and the rotor and these gap functions change along the motor
movements. r1 is the radius of the stator and r2 is the radius of the rotor. To better
show the relationships of the gaps and the angles, Fig. 1.4 is scaled to facilitate the
visualization. From the geometrical laws, gap functions are obtained as following:
g(Θ) = r2 − r21 cos(Θ)−
√
r21 − r22 sin2(Θ) (1.1)
Where,
r21 = r2 − r1 (1.2)
7Fig. 1.4. The possible positions of the motor
And since r1 and r2 are close to each other in this case, then r21 is approximately
equals to zero, therefore, the above equation could be simplified as following:
g(Θ) = r21[1− cos(Θ)] (1.3)
Accordingly, there are six positions of interest in terms of gap measurements (g1a,g2a,
etc.) , which are:
g1a(Θ) = r21[1− cos(Θ− pi/6)] (1.4)
g1b(Θ) = r21[1− cos(Θ + pi/6)] (1.5)
8g2a(Θ) = r21[1− cos(Θ + 3pi/6)] (1.6)
g2b(Θ) = r21[1− cos(Θ + 5pi/6)] (1.7)
g3a(Θ) = r21[1− cos(Θ + 7pi/6)] (1.8)
g3b(Θ) = r21[1− cos(Θ + 9pi/6)] (1.9)
Equivalent circuit method is commonly used in researches. The advantages are vary,
such as equivalent circuit method requires the deconstruction of the circuit into ideal
simple circuit elements so it could simplify the situation and obtain the instant rela-
tionships among components.
Fig. 1.5 shows the equivalent circuit of the motor, where Rs, Rr are the reluctances
of the stator and the rotor which are constants. And R1a, R1b are the reluctance
from the air gaps, which are functions along with the movements of the motor. The
equations of the reluctance are shown in Chapter two.
Fig. 1.5. This figure shows the equivalent circuit of the motor
9Fig. 1.6. This figure shows the flux path in the motor
To have steady movements of the motor, the number of magnetic bi-poles could
not be less than three. The bi-poles will excite magnetic field for each pole pairs that
have two teeth. For one of those two towards to north and the other one towards to
south, which indicates a C-core construction as it is shown in Fig. 1.6.
Flux linkage is induced when the phase currents are injected to the coils and it
mainly flows along the iron cores since air gaps have low conductivity and much more
resistance. An equivalent circuit of flux linkage is shown in Fig. 1.7, which indicates
fluxes from each poles and from one pole to the next pole. Moreover, the relationships
among the different kinds of fluxes in Fig. 1.7 is shown in the matrix in section 2.1.
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2. DYNAMIC SIMULATION OF AN AIR-GAPLESS
MOTOR
Motor control strategies are fairly complicated because of the dynamic factors in one
system, that is why in majority of cases motion sensors are essential to the analysis.
Such factors could be the intriguing voltages, the movements and the forces during
the movements and materials [9]. By using MATLAB-SIMULINK method, setting
up analytical blocks could make motor control easier due to the advantages that
SIMULINK has, such as being able to build up function blocks, having fairly large
power electronic library and being able to run the system spontaneously. By using
SIMULINK simulation, plenty of control Strategies could be taken into consideration
such as current control strategies, hysteresis current control method [10] and since
electric motors are broadly used in industry and researches, there are plenty of papers
demonstrate current control loops [11] [12] [13] [14].
Other studies suggest that by controlling the currents can reduce current ripple
and maintain the rated values of the torque at the same time [15] and SIMULINK
provides this probability a better environment to compile and run more easily.
A table of parameters that have been used in this paper is presented below.
Table 2.1.: Parameters Used in the Simulation.
Parameter Description Value
Bm Coefficient of friction 0.1
Jm Moment of inertia 0.01 (kg.m
2)
Vdc DC-link voltage 20 (V)
µ0 Permeability of air 4pi x 10
−7(H/m)
Continued on next page
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Table 2.1 – continued from previous page
Parameter Description Value
µs Relative permeability of the stator 2000
ls Length of the flux path in the stator 0.1 (m)
lr Length of the flux path in the rotor 0.07 (m)
As Cross-sectional area of the stator 140 x 10
−6(m2)
Ar Cross-sectional area of the rotor 25 x 10
−5(m2)
N Number of turns in each tooth 160
r Series resistance in each winding 3 (Ω)
Rs Stator radius 0.0953(m)
Rr Rotor radius 0.096 (m)
fe Electrical frequency 2 (Hz)
Tload Load torque 0.1 (N.m)
2.1 Block Diagram Representation to Obtain Phase Currents
Block diagrams are used to model situations in the system including the behaviors
of the motor when saturation happens, the system could be simulated in SIMULINK
or another software such as C or C++ [16]. SIMULINK blocks have multiple pa-
rameters which could be used as inputs at the same time and MATLAB-SIMULINK
simulation method is especially useful in the motor analysis because of the complex-
ity of motor control. An assumption was mentioned in [17] is used as basis for these
simulation blocks presented in this thesis.
In the simulation, there are five block diagrams: 1) the block diagram representa-
tion to obtain phase currents in the system, 2) the block diagram representation to
obtain self-inductances, 3) the block diagram representation to obtain phase torque,
4) the block diagram representation to obtain electrical torque as well as shows the
12
relationship between the torque and mechanical speed, and last but the least, 5) the
saturation block diagram representation which will also be discussed in Chapter three.
It is known that the derivation for phase currents in a traditional way is related
to phase voltages and self-inductances. For this air-gapless motor, it is excited by
the currents coming from a bi-pole configuration as it is shown in Fig. 2.1. Both
pole A and pole B constitute the configuration of phase one. Currents i1 goes to the
windings of pole A and pole B. λ1a and λ1b.
Fig. 2.1. Bi-pole of phase one highlighted with windings and flux path
According to the Maxwell’s electromagnetic theory, i1 in the windings produces
magnetic flux linkage, phase voltages and phase currents have a relationship which is
shown in Equ. 2.1 to Equ. 2.3.
v1 = r1i1 +
dλ1a
dt
+
dλ1b
dt
(2.1)
v2 = r2i2 +
dλ2a
dt
+
dλ2b
dt
(2.2)
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v3 = r3i3 +
dλ3a
dt
+
dλ3b
dt
(2.3)
From Equ. 2.1 - 2.3, the derivative is expressed as accumulation in block diagram.
Where,
L1a1a = N(λ1a + λ1b)/i1 (2.4)
L2a2a = N(λ2a + λ2b)/i2 (2.5)
L3a3a = N(λ3a + λ3b)/i3 (2.6)
And,
λ1a = λ1b (2.7)
λ2a = λ2b (2.8)
λ3a = λ3b (2.9)
Fig. 2.2. Phase current model
Phase current i1 thus could be obtained from Equ. 2.1 - 2.9. In the Fig. 2.2, v1
is the phase voltage injected to the system and i1 is the phase current accordingly.
L1a1a is the self-inductance of phase one and R is the resistance of the cores which
is a constant given by the conduct material, the crossing area and the length of the
resistance.
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2.2 Block Diagram Representation to Obtain Self-inductance
The magnetic field will be composed of both self-inductance and mutual-inductance.
Since copper loss is one of the losses of the motor, iron loss and mechanical loss and
these losses is small enough to be neglected [15]. Therefore, flux leakage in the system
is neglected due to the limited dimensions of the motor.
Fig. 2.3. This figure shows the equivalent circuit of the motor
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Fluxes are shown in Fig. 2.3 have relationships which could be expressed as the
following matrix: 
φ1a
φ1b
φ2a
φ2b
φ3a
φ3b

=

1 0 0 −1 0 0
1 0 0 0 −1 0
1 0 0 0 −1 0
1 0 0 0 −1 0
1 0 0 0 −1 0
1 0 0 0 −1 0


φ11
φ22
φ33
φ31
φ21
φ32

(2.10)
Fig. 2.4. This figure shows the equivalent circuit of the motor to
calculate self inductance
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In Fig. 2.3, for instance, φ1a is the flux that generated by i1 on the pole A, φ1b
is the flux that generated by i1 on the pole B, φ11 is the flux that generated between
pole A and pole B of phase one and φ31 is the flux that generated between pole A of
phase one and pole B of phase three.
Fig. 2.5. This figure shows the equivalent circuit of the motor to
calculate self inductance
Both self-inductance and mutual-inductance are essential concepts for an electrical
motor and inductances come from flux linkage of the motor. The relationship between
these two can be found from Equ. 2.4 - 2.6.
Self inductance is defined as the induction of a voltage in a current-carrying wire
when the current in the wire itself is changing. According to Lenz’s law mutual
inductance refers to the fact that a change in the current of one coil has impact on
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the current and voltage in the second coil. Thus for example, L1a1a is self-inductance
and L1a2b is mutual inductance, etc.
To obtain self-inductance and mutual inductance, Fig. 2.4 shows the equivalent
circuit of gaining self-inductance and Fig. 2.5 shows the simplified equivalent of
gaining self-inductance. From Fig. 2.4 and Fig. 2.5, self-inductance is obtained by
the following equations:
L1a1a = Nφ1a/(i1) = N
2/((R1a +R1b +Rr +Rs)//Req1) (2.11)
where,
Req1 = R2a//R2b//R3a//R3b (2.12)
In Fig. 2.6, the gap function block is obtained by the geometrical movement analysis
of the motor which is presented in Chapter one.
From the equations of the air gaps, the functions of reluctance of the motor could
be obtained from:
Rr = lr/(µrAr) (2.13)
Rs = ls/(µsAs) (2.14)
R1a = g1a(Θ)/(µ0As) (2.15)
R1b = g1b(Θ)/(µ0As) (2.16)
R2a = g2a(Θ)/(µ0As) (2.17)
R2b = g2b(Θ)/(µ0As) (2.18)
R3a = g3a(Θ)/(µ0As) (2.19)
R3b = g3b(Θ)/(µ0As) (2.20)
Where µr is the permeability of the rotor, similarly, µs is the permeability of the
stator, lr and ls are the lengths of the flux path in the system. Ar is the surface area
of the rotor. And µ0 is the air permeability which is a constant as it is shown in Fig.
2.6.
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Moreover,
L1a1b = L1a1a (2.21)
Self-inductances of the pole A and mutual inductance between pole A and pole
B of the same phase happen to be the same in this case because the flux linkage at
tooth 1a is due to the fact that a current that is being generated flows across 1b as
well, as it could be seen in Fig. 2.2- 2.3.
Fig. 2.6 is the block diagram representation of self-inductance. The input of the
self-inductance block is the numbers of windings, the permeability of the materials,
and the electrical speed of the motor.
Fig. 2.6. Self-inductance model
And as for mutual-inductances, mutual inductance between poles and the simpli-
fied equivalent circuit are shown in Fig. 2.7 and Fig. 2.8.
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Fig. 2.7. This figure shows the equivalent circuit of the motor to
obtain mutual inductance
Moreover, flux linkagees are given by the following equations:
λ1a = (L1a1a + L1a1b)i1 + (L1a2a + L1a2b)i2 + (L1a3a + L1a3b)i3 (2.22)
λ1b = (L1b1a + L1b1b)i1 + (L1b2a + L1b2b)i2 + (L1b3a + L1b3b)i3 (2.23)
λ2a = (L2a1a + L2a1b)i1 + (L2a2a + L2a2b)i2 + (L2a3a + L2a3b)i3 (2.24)
λ2b = (L2b1a + L2b1b)i1 + (L2b2a + L2b2b)i2 + (L2b3a + L2b3b)i3 (2.25)
λ3a = (L3a1a + L3a1b)i1 + (L3a2a + L3a2b)i2 + (L3a3a + L3a3b)i3 (2.26)
λ3b = (L3b1a + L3b1b)i1 + (L3b2a + L3b2b)i2 + (L3b3a + L3b3b)i3 (2.27)
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Fig. 2.8. This figure shows the equivalent circuit of the motor to
calculate mutual inductance
It is worth to mention that both self-inductance and mutual-inductance are derived
assuming that the reluctance over magnetic cores are ignored and for simplification
purposes, the effects of the other windings (mutual inductance) are neglected since
there will be no overlaps to the voltages applied to the phases initially.
And all the mutual inductances of phase two and phase three can be calculated in
similar ways. Similar to the way to obtain self-inductance, mutual-inductance could
be obtained by Equ. 2.28.
L1a2a = N
2/((R2a +R2b +Rr +Rs)//Req2//R1a) (2.28)
where,
Req2 = R1b//R3a//R3b (2.29)
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For a further simplification, it is assumed that there will be a higher inductance
away from the touching point to the ones closer to the contact point. In this case,
self-inductance could be obtained by the following:
L1a1a = L1b1b =
N2
R1a +R1b
=
N2µ0As
r21[2−
√
3 cos(θ)]
(2.30)
L2a2a = L2b2b =
N2
R2a +R2b
=
N2µ0As
r21[2−
√
3 cos(θ − 2pi/3)] (2.31)
L3a3a = L3b3b =
N2
R3a +R3b
=
N2µ0As
r21[2−
√
3 cos(θ + 2pi/3)]
(2.32)
One thing to note in Fig. 2.6 is that a limit of the gap function is important in the
simulation since the reluctance is the reciprocal coefficient of the gap, which means
reluctance will go to infinity unless it is limited. For this reason, a special gap limit
symbols is used in this block shown in Fig. 2.6.
2.3 Block Diagram Representation to Obtain Phase Torque
Since it is a three-phase electric motor, the electric torque of each phase is referred
as phase torque in this thesis.
As for the energy, the total energy of the system and electromagnetic torque could
be obtained respectively from the following equations:
Wc = (L1a1a + L1b1b)i
2
1 + (L2a2a + L2b2b)i
2
2 + (L3a3a + L3b3b)i
2
3 (2.33)
Te =
dWc
dθ
= 4T1 +4T2 +4T3 (2.34)
And since L1a1a = L1b1b, therefore, in Fig. 2.9, phase torque is defined by the
self-inductance and phase currents of the motor, which is obtained from:
4T1 = 2dL1a1a
dθ
i2a (2.35)
4T2 = 2dL2a2a
dθ
i2b (2.36)
4T3 = 2dL3a3a
dθ
i2c (2.37)
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Fig. 2.9. Phase torque model
According to Equ. 2.20 to Equ. 2.23, phase torques could be obtained by:
4T1 = − 2
√
3r21 sin θN
2µ0As
(2r21 − r21
√
3 cos(θ))2
i2a (2.38)
4T2 = − 2
√
3r21 sin(θ − 2pi/3)N2µ0As
(2r21 − r21
√
3 cos(θ − 2pi/3))2 i
2
b (2.39)
4T1 = − 2
√
3r21 sin(θ + 2pi/3)N
2µ0As
(2r21 − r21
√
3 cos(θ + 2pi/3))2
i2c (2.40)
Only one phase (phase one) is shown in this block diagram (Fig. 2.9), whereas
the other two phases are done in a similar matter.
2.4 Block Diagram Representation to Obtain Mechanical Speed
Fig. 2.13 shows the electrical torque which is dependent on 4T1,4T2, and 4T3
as well as the load torque Tload applied to the system.
And,
Te = 4T1 +4T2 +4T3 (2.41)
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Then the mechanical speed could also be obtained from this block, which is consid-
ered as essential as the torque in the real industrial applications. Then, the equation
for mechanical speed is written as in Equ. 2.42 (Fig. 2.10):
Te + Tload + wmBm = Jm
dWm
dt
(2.42)
In Equ. 2.42, according to Newton’s second law, the external torque equals to
the angular acceleration times the moment of inertia. Where Bm is the damping
coefficient, Tl is the load torque and Jm is the moment of inertia.
Fig. 2.10. Mechanical speed model
Moreover, there is another way to find mechanical speed which is shown below:
It is shown in Fig. 2.11, Fig. 2.12 and Fig. 2.13, both center of the rotor and the
center of the stator are shown. According to the same figure, the angle α is defined
as below:
sinα = AB/r2 (2.43)
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Fig. 2.11. This figure shows the relative positions of the rotor after angle θ
therefore,
α = arcsin(AB/r2) = 2pir21/r2 (2.44)
In Fig. 2.12, length X is needed to be found in order to calculate the angle. The
angle θ is defined below:
X = r2 cosα− r21 (2.45)
θ = cos−1[
r2 cos(2pir21/r2)− r21
r1
] (2.46)
And the mechanical speed could be obtained from the following equation:
ωm = θfe (2.47)
ωm =
θ
2pi
ωe (2.48)
Where,
θ = cos−1[
r2 cos(2pir21/r2)− r21
r1
]
ωe
2pi
(2.49)
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Fig. 2.12. This figure shows the position of the rotor after one electrical period
2.5 Saturation Effect Block Diagram Representation
Because of the permeability factor of the material, machine saturation effect re-
sults in vary machine inductances and the assumption of linear magnetic circuits,
which standard optimization methods are not suitable [18]. Corresponding magneti-
zation curves (B-H curves or B-µ curves) are used to observe the saturation effects [19]
(further discussion is in Chapter three). Therefore adding a saturation block is nec-
essary to emulate a realistic system.
The flux across the core can be written as:
φ = Ni/R (2.50)
where i is the phase current, N is the number of the core windings and R is the
reluctance of the motor.
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Fig. 2.13. This figure shows the angle between the rotor and stator
Fig. 2.14. Permeability model with consideration of saturation
This equation above indicates that the magnate flux depends on the number of
windings, phase currents and reluctances. Then the magnetic field density in a pole
is given by:
B = φ/A (2.51)
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The value of B will be as input of a B−µ look-up table. The look-up table is specified
by core materials. Then the look-up table generates an appropriate new value of µ, as
shown in Fig. 2.12. This permeability will then be fed back to the system to update
the variables in the previous blocks accordingly, such as the self-inductance block,
mechanical speed block and phase torque block. This method is called LUT (look-up
table) method and is used to deal with saturation effect and a further discussion will
be in chapter three of this thesis.
To sum up this chapter, Five SIMULINK simulation block diagrams are presented
in this chapter. The first block is the block to obtain the phase currents, the second
block is the block to obtain the self-inductance and the third block is the block to
obtain phase torque. The last one is the block to obtain the mechanical speed.
Each of these blocks are based on the geometrical configurations of the air-gapless
motor, Kirchhoff’s Voltage Law (KVL), Ohm’s Law, Kirchhoff’s Current Law (KCL)
and the principle of electromagnetic. Equivalent circuit method is used for the sim-
plification matter.
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3. SATURATION EFFECT
3.1 Saturation Effect in Motors and B −H Curve
In the air-gapless motor, an electromagnetic coil will be able to generate magnetic
flux. The magnetic flux is usually expressed by the amount of magnetic lines in the
specific areas. Therefore, the density of the lines is defined as ”Flux Density” with a
symbol B. The unit of B is T as in Tesla.
It was proved by [20], compared to the saturation effect, the unsaturated method
will produce a higher transient torque, a higher transient current and as for other
effects, the rotor speed of the unsaturated model will get to a steady state faster than
the rotor speed of the saturated situation.
Flux density could be significantly increased by increasing the currents cross the
coils or by increasing the number of turns of the coils. Saturation happens when an
increase in the external magnetizing field (H) cannot increase the magnetization of
the material further. So when the total magnetic field (B) levels drop off, it appears
as non-linear relationships between magnetic field and external magnetizing field [21].
µ is hardly a constant but a function of the field intensity which is defined as below:
B = µH (3.1)
In addition, µ0 is known as the permeability of air and µr is the relative perme-
abilities of the coil materials. It is worth to note that in this chapter, the permeability
µ refers to µr versus µ0.
According to [22], the magnetic B −H characteristic of the cores depend on the
up or down shifts on the magnet orientation facing coil axis. Three regulations of the
B −H curve are shown as below: 1) when coil axis is placed by north magnetic pole
And as it is shown in Fig. 3.1, it is translated to the first quadrant, 2) when coil axis
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Fig. 3.1. B-H curve of materials
is placed by south magnetic pole And as it is shown in Fig. 3.1, it is translated to the
third quadrant and 3) since coil axis and permanent magnet axis are perpendicular
to each other so the curve is unsifted.
According to Fig. 3.1, the B − H curve of the materials. In order to reduce
the flux density to zero, a reversed current is necessary to use and the reversed
current will cause the core to be magnetized in an opposite direction to the direction
of the material crystal orientation when it is magnetized in the beginning in which
B −H curve moves from the 3rd quadrant to the 1st quadrant. The process is fairly
symmetrical which indicates a loop that is called magnetic hysteresis loop.
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As for motors and generators, it is important to find a right co-ordinate system
for Maxwell’s field calculations, subsequently no one system attends both rotor and
stator [23]. Once a co-ordinate system is adapted, the process of finding solution of
field equations is a rather difficult task, because of the following two reasons: firstly,
by the complex figures of the magnetic cores of the rotor and stator and secondly,
because of the electrical conductors of the rotor and stator are undefinable [24].
There are studies that have talked about magnetic saturation of motors. 1) The
equivalent circuit method (ECM) and numerical analysis (NA) [25] are used in such
area. Since NA could take non-linearity of the material property into consideration,
it is widely used in researching areas. 2) By using frequency domain instead of time
domain to gain a better accuracy when it comes to deal with certain harmonics. This
theory is shown in [26]. 3) Applying voltage compensation strategy to reduce the
influence of saturation is shown in [27]. 4) To apply 3-D analysis method such as
ANSYS to have a view over the relationships between magnetic force and thermal
effect [28]. 5) By using on-load and no-load condition [29] to analysis saturation effect
happens in electrical motors.
However, in all the years, many researches have been published such as [30] and [31]
and saturation is neglected in these papers since the complexity of considering satura-
tion effect due to the following reasons: 1) is able to be complicated by the convergence
of iteration calculation, 2) computation time, and 3) computational stability [15],
however in [32], though the saturation effect is not neglected, it is only considered up
to a limited number of harmonics [33].
Different kind of B-H curves are used to analyze saturation effect. Proposing
certain efficient materials from the aspect of gaining a higher torque, less ripple is
useful and some ideas are presented in [34] as well as it is discussed in this thesis
using SIMULINK simulation.
The conventional unsaturated model could not predict a dynamic behavior of the
motor that we applied for the simulation. Especially, since the parameters applied
in the SIMULINK system vary, such as the self inductance and the frequency [35],
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taking a saturated situation into consideration is more and more crucial to the motor
control system. Methods used to simulate the saturation effect are shown in section
3.2.
3.2 The Look-up Table (LUT)
There are two common method to deal with saturation effect, one is 1) applying
a look-up table (LUT) and the other one is 2) using Finite element method (FEM).
LUT method costs less efforts and generates the saturation effect intuitively. FEM
is a very time consuming method, especially when the phase voltage is generated by
an inverter.
As it is shown in Fig. 3.2, by applying LUT method, the tooth flux density
is calculated in the Motor Motion Information block according to the SIMULINK
simulation models that is mentioned in the previous chapter.
And by applying the look-up table (LUT) of B − µ curve, the new material per-
meabilities are obtained from the Saturation Block in Fig. 3.2. It is worth to mention
that when applying the look-up table, there are forms of function such as exponential
function [36], polynomial function [37] which differ from material to material.
The B − µ curves are obtained from the data sheets of the certain materials. In
this thesis, materials such as carbon steel, soft ferrite, nickel steel and silicon steel are
discussed in section three. Then apply these new permeabilities back to the existing
Analytical Block. This method is like a feedback of the simulation. The proposed
model has been used in MATLAB-SIMULINK environment.
When the input current of the motor increases over the specified limitation [38]
and increases the magnetic field density B which is defined by the look-up table, the
according permeability of the iron core changes, which also indicates that the self
inductance changes accordingly.
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Fig. 3.2. Flow chart including saturation block
3.3 Different B − µ Curves of Four Different Materials
The magnetic saturation of the iron core depends on three essential conditions [39]:
1) the core materials, 2) the magnetic field currents in the rotor, 3) the stator phase
currents and 4) the relative position of the rotor which was mentioned in previous
chapter.
As for good ferromagnetic material for electric machines, certain magnetic proper-
ties of the magnet materials are considered essential and closely rely on the direction
of the quartzes of those materials, the dimensions of the machines, instrumentation
for specific ratings, operation efficiency and excitation arrangement.
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Here are some related properties to be considered as standards to better magnetic
materials: 1) to maintain a rather small loss of eddy current effect therefore obtain a
higher electrical resistivity over the voltages, 2) consider to reduce the hysteresis loss
and increase the efficiency. It is more desired to have a tapered hysteresis loop or a
rather less coercivity [33] 3) a higher temperature capability and 4) having a great
energy product [40].
Apparently, there are five different categories of magnetic materials, such as Para-
magnetic, Diamagnetic and Ferromagnetic, Antiferromagnetic materials and Ferri-
magnetic. Moreover, there are arduous, Soft Magnetic materials and Permanent
Magnetic materials. This thesis applies saturation effect to different materials and
the upcoming discussion about these materials is in the next section.
3.4 Simulation Results
Behaviors affected by saturation vary from different kinds of materials. They are
fairly dependent on the B − µ curve. For instance, by adding additive materials to
the iron metal like nickel could obtain a rather small coercive force, which leads to
a smaller hysteresis loop which will change the saturated results. However, having
narrow hysteresis loops do not have to appear under the addition of outer material,
soft ferromagnetic materials could also cause similar effect.
Applying these kinds of materials are known to generate a higher conduction
and obtain an even better conductive behavior, therefore listed as better magnetic
materials when it comes to uses of relays, solenoids as well as transformers since they
could be magnetized and demagnetized more easily [41].
In addition, the smaller the hysteresis loop, the less the thermal loss of the mate-
rials due to the fact that coercive forces are used to conquer the residual magnetism.
The residual magnetism will be dissipated through heat. Therefore torque with the
saturation effect will have an increased capability and the motor torque stability re-
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Fig. 3.3. B-µ curve of carbon steels
gion also could be increased. As it is said in [42], the torque stability region could
increase at most 21 N.m with different saturation materials.
Also it is noted that the power factor is increased when saturation occurs. This
is because the dependency of the motor changes.
3.4.1 Carbon Steel
It is known that carbon steel is a kind of hard magnetic material. Carbon steel
is also known as a permanent magnetic material. This material has massive size
hysteresis loop and bit by bit rising magnetization curve as it could be seen in Fig.
3.3.
Magnetic flux density of carbon steels is shown in Fig. 3.4. It is obvious that after
a certain amount, the curves bend over and become falter on the top, which is an
evidence that the saturation occurs. Other permanent materials are tungsten steel,
cobalt steel and alnico.
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(a) phase current:1A (b) phase current:6.6A
(c) phase current:15A (d) phase current:25A
Fig. 3.4. Magnetic flux density occurs in carbon steels
3.4.2 Soft Ferrite
Soft ferrite is a kind of soft magnetic materials. Soft magnetic materials are
commonly used for the poles of DC machines as well as the rotors of turbo generator.
36
Fig. 3.5. B-µ curve of soft ferrite
Soft ferrite has a tiny size hysteresis loop and a steep magnetization curve. Other
soft magnetic materials are forged iron, cast steel, rolled steel and solid steel.
The B − µ curve is shown in Fig. 3.5. Magnetic field density of soft ferrite is
shown in Fig. 3.6, compared to the magnetic field density of the carbon steel, it has a
wider retention when the curve reaches to the magnitude. In this case, the saturation
effect is more pronounced.
3.4.3 Nickel Steel
Nickel iron alloy has higher permeability and the addition of chromium ends up
making it as a better magnetic material. The B − µ curve of nickel iron is shown
in Fig. 3.7. the size of hysteresis loop of nickel iron is very narrow compared to
both carbon steels and soft ferrite, which means nickel iron has a better magnetized
behavior and it is list as a better magnetic material. Moreover, the curve of nickel
iron could reach to a high permeability within in a small amount of time.
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(a) phase current:1A (b) phase current:6.6A
(c) phase current:15A (d) phase current:25A
Fig. 3.6. Magnetic flux density occurs in soft ferrite
The magnetic field density of nickel steel is shown in Fig. 3.8. In general, it has
two characteristic: 1) higher average magnitude and 2) it shows a rather rapid change
which leads to a larger slope compared to both carbon steel and soft ferrite.
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Fig. 3.7. B-µ curve of nickel steels
3.4.4 Silicon Steel
Silicon steel is a mix type of a approximately 0.3 percent of iron and a 4.5 percent
of silicon. The idea is to reduce the aging of the materials and cut back the core
loss by adding a small amount of silicon. Small silicon contented steels or dynamo
grade steel is commonly applied in electric motors. Silicon steel generates higher flux
density.
In fact, a great contented silicon steel with more percentage of silicon is applied in
transformers. It is shown in Fig. 3.9 that silicon steel also has a rather rapid growth
when B is 0 and it reaches to almost 6000 in a very small amount of time which
indicates that silicon steel could also be used as a good magnetic core material.
However, the B − µ curve of silicon steel stays longer as B increases compared to
nickel steel. In this case, it might not be as competitive as nickel steel. B−µ curve of
nickel steel is shown in Fig. 3.9 and the magnetic flux density under different currents
are shown in Fig. 3.10. It is seen in Fig. 3.10, silicon steel gives a higher magnetic
field density. This is because silicon steel has a wider hysteresis loop.
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(a) phase current:1A (b) phase current:6.6A
(c) phase current:15A (d) phase current:25A
Fig. 3.8. Magnetic flux density occurs in nickel steels
Two methods are applied to start the analysis of these electric torques. The first
one is to compare the torques under the same current conditions. The second method
is to compare the torques among four different materials.
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Fig. 3.9. B-µ curve of silicon steels
As it is shown in Fig. 3.11 - Fig. 3.14, there are four levels of currents applied
to the system and it is obvious that the more the currents which are injected to the
coil, the higher the magnitudes of the torques.
Along with the increase of the currents cross the coil, the torque reaches to a
certain negative value.
A negative torque is captured because torques are derivatives of self-inductance
versus time. Self inductance is the results of N2 divide by the total reluctance.
Reluctance in the saturated situation is the sum of the reluctance which is caused by
the gap function as shown in the previous chapter and the reluctance that is caused
by the new µ. The component with the new material permeability µ is a real variable
which come from the LUT (the Look-up table of different materials).
The derivative of the self-inductance not only depends on the gap function but also
depends on the dynamic B − µ curve. It could be observed that different materials
tend to show a different tolerance level of the negative torques.
For instance, both carbon steel and silicon steel only have negative torques when
the magnitudes of the phase currents are greater than 6.6A. On the other hand, both
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(a) phase current:1A (b) phase current:6.6A
(c) phase current:15A (d) phase current:25A
Fig. 3.10. Magnetic flux density occurs in silicon steels
soft ferrite and nickel steel appear a lower tolerance since they tend to have negative
torques when the magnitude of the phase currents are greater than 1A.
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(a) phase current:1A (b) phase current:6.6A
(c) phase current:15A (d) phase current:25A
Fig. 3.11. Torque of carbon steels
In this case, if torques are required to be positive all the time, it would be essential
to take a look at the actual materials which are used in the system because after the
saturation happens in application, this factor would be able to affect the results,
which is why saturation should be take into consideration in any further discussions
in the motor modeling methods.
Moreover, comparing to nickel and soft ferrite materials, carbon steel and silicon
steel actually generate higher torques. So even they are not as conductive as soft
ferrite or nickel steel, in the case of torque generations, they give higher torques than
nickel steel and soft ferrite. The characteristics of these four materials are presented
in the Table 3.1. Table 3.1 shows three characteristics with phase currents at 6.6A.
It describes the characteristics of the B − µ curves of these four materials. Carbon
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Table 3.1.
Characteristics of the Materials with saturation
Material B − µ curve B (T) Torque (N.m)
Carbon steel wide hysteresis loop 1.80 0.45
Soft ferrite narrow hysteresis loop 0.45 0.10
Nickel steel narrow hysteresis loop 0.51 0.20
Silicon steel wide hysteresis loop 1.90 0.62
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(a) phase current:1A (b) phase current:6.6A
(c) phase current:15A (d) phase current:25A
Fig. 3.12. Torque of soft ferrite
steel and silicon steel have wider hysteresis loops compared to soft ferrite and nickel
steel. Wider hysteresis loops usually give larger torque stability regions. Thus in the
third column, both carbon steel have higher torques.
To sum up this chapter, by applying the SIMULINK simulation blocks that are
mentioned in Chapter two, magnetic field densities of the four different materials are
obtained. Applying a look-up table is an efficient method to deal with the saturation
situation in the motor. Magnetic field density is used as input of the look-up table
and the output of it is the new material permeability. This material permeability
is then applied to the Analytical Block of the motor which is shown in Fig. 3.2.
Therefore, variables in the Analytical Block are changed accordingly, such as phase
currents, self-inductance and eventually the torques.
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(a) phase current:1A (b) phase current:6.6A
(c) phase current:15A (d) phase current:25A
Fig. 3.13. Torque of nickel steels
This chapter compares four different saturated materials which are applied to
an air-gapless motor to observe how the torque would be affected. The materials
presented are carbon steel, soft ferrite, nickel steel and silicon steel. From Table. 3.1,
both silicon steel and Carbon steel generate higher electrical torques. Although silicon
steel is more expensive than these other materials, it reveals a critical discussion in
the field. This cost plays an important role on why carbon steel is used widely in
industry.
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(a) phase current:1A (b) phase current:6.6A
(c) phase current:15A (d) phase current:25A
Fig. 3.14. Torque of silicon steels
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4. CURRENT CONTROLLER
In this chapter, firstly, a three-phase inverter is proposed to the system and the in-
triguing gate signals are generated by the Pulse Width Modulation (PWM). Secondly,
a ProportionalIntegralDerivative (PID) current controller is presented in this chap-
ter to generate rectified phase currents of the motor. And PID tuning methods are
discussed in the end of this section.
Fig. 4.1. flow chart of the system with the inverter
In Fig. 4.1, A flow chart of the system is shown with the PWM block and the
inverter block. So phase currents are measured in the analytical block and are sent
to the PID controller block. In the PID controller block (Fig. 4.2), three-phase
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rectified reference currents are provided to the system in order to control the currents
in specific shapes.
Fig. 4.2. H-bridge inverter configuration
The reason of using rectified currents instead of using square waveforms as the
reference currents of the PID controller as most other studies do [43] is because
rectified currents are much more realistic than square waveforms in real applications.
In real applications, rapid changes in the square waveforms do not exist. These
rectified signals are then given to the comparator of the PWM block (Fig. 4.4) along
with the triangle waveforms to generate gate signals to the inverter. Moreover, the
accuracy of the inverter increases as the frequency of the triangle waveform increases.
After the inverter, actual voltages are captured at the end of each phase and then
are injected to the analytical block again as a main feedback of the simulation.
4.1 Three-phase H-bridge Inverter
4.1.1 Advantages of H-bridge Inverter
PWM motivated inverters are widely used in the industry and the configuration is
shown in Fig. 4.3. Inverters with the PWM modeling strategy provides better results
especially when the frequency are increased.
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There are majority of drive manufactures and many topologies related to voltage-
source converters, for instance, 1) three-level neutral-point clamped converter, 2)
cascaded H-bridge converters and 3) four-level flying capacitor converter. Different
kind of topologies generate different levels of voltage of each phase. However, H-bridge
inverters are usually being considered as most efficient ones [44].
Here are two main advantages of PWM controlled H-bridge inverter: 1) very effi-
cient: PWN controlled H-bridge inverter has distortion higher than linear amplifier,
but a linear amplifier has, 50 percent efficiency at most 2) very commonly used for
motor drives where voltage and frequency control are needed.
Fig. 4.3. H-bridge inverter configuration
Faults in the inverter often happen and depend on the level of inverters, which may
leads to dis-functions of certain mechanical parts. Meanwhile, aging of the mechanical
parts as well as total deterioration could be found along these faults, which differ from
method to method. Faults could also cause high inertia and vibrations. Such faults
are: 1) high impedance type failure of a single IGBT switch, 2) low impedance type
failure of a single IGBT switch and 3) asymmetric cross-faults [45].
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For example, after the rectified phase currents being injected to the model, there
are some expected spikes coming along with the signals, as seen in Fig. 4.7. The
spikes could be avoided using a second order low pass filter by getting rid of the certain
harmonics. Many studies have been dedicated in this field [46] [47] [48] regarding to
the power loss in the inverter.
4.1.2 Gate Signals of H-bridge Inverters
The inverter has eight switch states in order to make the circuit satisfy the KVL
and the KCL, both of the switches in the same leg cannot be turned on at the same
time due to the fact that it would short the voltage source. Thus the behaviors of the
two switches from the same leg are complementary. In Fig. 4.4, this block diagram
is used to demonstrate how gate signals in the inverter is obtained. There are two
signals, one is the phase voltage signal and the other one is the triangle waveform as it
is shown in Fig. 4.6, the orange lines are the phase voltage signals and the blue lines
are the triangle waveforms. Both of these two signals are injected to the comparator
as shown in Fig. 4.4. The signal that is captured from the comparator is one of the
gate signal and since switching gate signals are complementary, which is why a NOT
gate is applied in Fig. 4.4.
Fig. 4.4. PWM set-up
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Fig. 4.5. PWM set-up
The gate signals generated from the comparator are shown in Fig. 4.6.
In Fig. 4.7, according to SIMULINK, the data type of the gate signals captured
from the comparator are ”Double” which means for each phase, both ON and OFF
information contain in the same signal. As it is shown in Fig. 4.7, Orange lines
depict the ON information and blue lines depict the OFF information. It is worth to
mention that OFF information is the ON information after a NOT gate.
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(a) phase one (b) phase two
(c) phase three
Fig. 4.6. Obtain gate signals for PWM Configuration
4.2 PID Tuning Method
The Proportional-Integral-Derivative (PID) controllers are mostly used in control
industry no matter what advantages that other theories, these industries such as
heating boilers, stirred-tank plant reactors and batch chemical reactors.
PID controllers are widely used for Multi-Input-Multi-Output (MIMO) systems,
Single-Input-Single-Output (SISO) systems [49], stable systems [50] and unstable
systems. An example which could be found in [51] is an application of using PID
controller for a stable system.
PID controllers simplify systems, comparing to modern control techniques [52],
gives a better understanding to control designers. Because of the increased computa-
tional power applied in distributed controllers, the needs of selecting PID gains are
53
(a) phase current:1A (b) phase current:6.6A
(c) phase current:25A
Fig. 4.7. Gate signals of the inverter
more important. Obtaining PID gains is not a easy task since it has to be re-tuned
and reconsidered every time in the closed loops which may include adverse conditions
and physical damages.
There are four commonly used tuning methods: 1) automatically tuning 2) man-
ually tuning 3) Ziegler-Nichols [53] 4) Cohen-Coon [54]. It was reported in [55], [56]
and [57] presents that he particle swarm optimization is used for PID tuning methods
with PSO algorithm. Meanwhile Bat Algorithm is proposed by [58], [59] and [60].
As for other algorithms, for instance the Genetic Algorithm [61], Ant System Algo-
rithm [62], and Firely Algorithm [63] have also been proposed. Moreover, certain
advantages are obtained from these algorithms, such as 1) increasing rise time, 2)
settling time, 3) decreasing overshot as well as 4) steady state error [64].
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However among all these methods, Trial and error method is the most commonly
used way. Trial and error method takes more time but could obtain more effectiveness
that depends on the experience of the person who is tuning it.
Fig. 4.8. Elements versus Time after the first step
In addition, even for Trial and error method, it is not random but here are some
basic steps that could be used for low voltage motors or motors in small dimensions:
1) set all gains to zero. Increase the P gain until the response to a disturbance is
close to a steady oscillations as it is shown in Fig. 4.8. 2) Increase the D gain to
reduce oscillations 3) Repeat steps 2 and 3 until increasing the D gain does not stop
the oscillations. Then set P and D to the last stable values [65].
4.3 Simulation Results
Simulation results of the current controller are presented in this section when the
magnitude of the phase currents are 6.5A. In Fig. 4.9, the orange lines in the figure
indicate the currents generated by the PID controller and the blue lines represent for
the reference currents which are rectified and are injected to the system manually.
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(a) current of phase one (b) current of phase two
(c) current of phase three
Fig. 4.9. Currents of each phase
As it could be seen in the results, these two kinds of currents are merged accord-
ingly due to the PID controller in Fig. 4.2. It is also worth to mention that choosing
gains of the controller could be essential in this case because auto tuning is disabled
since the system is non-linear after the inverter and Trail and error method is used
in this thesis.
The voltages coming from the ends of the inverter is shown in Fig. 4.10 and
the torque is generated in the end which is shown in Fig. 4.11. After applying the
inverter, the system remains the same because of the PID current controllers.
The whole SIMULINK block diagram representation is shown in Fig. 4.12. All
the block diagram representation s that are mentioned in Chapter two are presented
in this figure. It is worth to mention that only one phase of the motor is shown in
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(a) voltage of phase one (b) voltage of phase two
(c) voltage of phase three
Fig. 4.10. Voltages come from the inverter
Fig. 4.12. For example, 4T1 is the phase torque captured by the phase torque block,
4T2 and 4T3 are captured in the same way as it is shown in the schematic block
diagram. The purpose of this diagram is to give a clear understanding of the overall
layout.
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Fig. 4.11. This is the torque coming from the inverter
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Fig. 4.12. Schematic block diagram of the SIMULINK Simulation
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5. SUMMARY
In this thesis, a air-gapless motor is presented. In Chapter 1, it introduces the ad-
vantages and disadvantages of this new kind of motor when it is in the external case.
In Chapter 2, according to the relationships between certain terms, simulation blocks
are set up in SIMULINK environment. In Chapter 3, saturation effect is taken into
counts. And by using different four kinds of coil iron. A comparison is made to
improve the behavior of the motor in a future scope. In Chapter 4, a PID controller
and PID tuning methods are discussed and well applied with PWM inverter, which
indicates the real situation that this motor may run into in applications. This paper
is devoted to bring new control strategies to explore this brand new kind of motor.
Instead of avoiding rotor and stator touch each other to reduce frictions, this motor
allows them to touch to increase efficiency. This motor could be competitive and be
widely used in the future as long as it could increase the torque.
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