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For a graphG = (V, E)with V = {1, . . . , n}, let S(G) be the set of all
real symmetric n × nmatrices A = [ai,j] with ai,j = 0, i = j if and
only if ij ∈ E. We prove the following results. If G is the complement
of a partial k-tree H, then there exists a positive semidefinite matrix
A ∈ S(G) with rank(A)  k + 2. If, in addition, k  3 or G is k-
connected, then there exist positive semidefinite matrices A ∈ S(G)
and B ∈ S(H) such that rank(A) + rank(B)  n + 2.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
For a graph G = (V, E)with V = {1, . . . , n}, let S(G) be the set of all real symmetric n×nmatrices
A = [ai,j]with ai,j = 0, i = j if and only if ij ∈ E. Theminimum rank of G, denotedmr(G), is defined as
mr(G) = min{rank(A)|A ∈ S(G)},
and theminimum semidefinite rank of G, denoted mr+(G), is defined as
mr+(G) = min{rank(A)|A ∈ S(G), A is positive semidefinite}.
Clearly, mr(G)  mr+(G).
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For many classes of graphs a combinatorial characterization of the minimum rank has been estab-
lished. For example, Johnson and Leal Duarte [13] showed that the minimum rank of a tree equals the
minimumnumber of disjoint paths needed to cover all vertices of the tree. Barrett et al. [2] gave a com-
binatorial characterization of the class of graphs G with mr(G)  2. Also for the class of complement
of trees, the minimum rank has been determined [10]. Hogben [11] determined the minimum rank of
the complement of 2-trees. See Hogben and Fallat [9] for a survey on the minimum rank problem. Let
us now first recall some definitions from graph theory.
If G = (V, E) is a graph, the complement of G is G = (V, E), where E = {vw|v,w ∈ V, v =
w and vw ∈ E}. A k-tree is defined recursively as follows:
1. A complete graph with k + 1 vertices is a k-tree.
2. IfG = (V, E) is a k-tree and v1, . . . , vk form a clique inGwith k vertices, thenG′ = (V∪{v}, E∪{viv|1  i  k}), with v a new vertex, is a k-tree.
A partial k-tree is a subgraph of a k-tree. A graph has tree-width k if it is a partial k-tree. The proof
of Theorem 35 of Bodlaender [3] shows that if a graph G has tree-width k, then G is a subgraph of
a k-tree with the same vertex-set as G. So any partial k-tree G = (V, E) can be extended to a k-tree
H = (V, E′). We refer to [3] for a survey on tree-width and to Diestel [8] for notations and terminology
used in graph theory.
In this paper, we show that if G is the complement of a partial k-tree, then mr+(G)  k + 2.
The Graph Complement Conjecture, or GCC for short, asserts that for any graph G on n vertices,
mr(G) + mr(G)  n + 2. (1)
This conjecturewas posed at an 2006AIMworkshop. In a subsequent AIMworkshop a stronger version
of this conjecture was posed: for any graph G on n vertices,
mr+(G) + mr+(G)  n + 2, (2)
or, equivalently, for any graph G on n vertices, there exist positive semidefinite matrices A ∈ S(G) and
B ∈ S(G) such that rank(A) + rank(B)  n + 2. In this paper, we show that (2) holds for graphs with
tree-width 3 and for k-connected partial k-trees.
The outline of the paper is as follows. In Section 2, we show that if G = (V, E) is the complement
of a k-tree, then there exists a positive semidefinite matrix A = [ai,j] ∈ S(G) with ai,i = 0 for i ∈ V
such that rank A  k+ 2. In Section 3, we show that the matrix A found in Section 2 satisfies a certain
condition, called the Strong Arnold Hypothesis. We then show that if G = (V, E) is the complement
of a partial k-tree, then mr+(G)  k + 2. In Section 4, we show that the GCC holds for graphs G with
tree-width 3.
2. Orthogonal representations
An orthogonal representation of a graph G = (V, E) in Rk is a mapping v → −→v , v ∈ V , such
that for distinct vertices v and w,
−→
v and
−→
w are orthogonal if and only if v and w are non-adjacent.
An orthonormal representation of a graph G = (V, E) in Rk is an orthogonal representation with the
additional property that each vector in the representation is a unit vector. It is easy to verify that a
graph G has an orthogonal representation in Rk if and only if mr+(G)  k. In this section, we show
that the complement of a k-tree has an orthonormal representation inRk+2.
If L is a linear subspace ofRn, we denote L⊥ = {x ∈ Rn|xTy = 0, y ∈ L}.
The next lemma allows us to reduce the number of cases in the proof of Theorem 2.
Lemma 1. Let K, L be linear subspaces ofRn with dim K = dim L. Then dim(L∩K⊥) = dim(L⊥ ∩K).
Proof. We have
n = dim L + dim K⊥ = dim(L ∩ K⊥) + dim(L + K⊥),
and (L⊥ ∩ K)⊥ = L + K⊥. Hence dim(L ∩ K⊥) = dim(L⊥ ∩ K). 
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For a setW of vertices, spanW denotes the linear subspace span{−→u |u ∈ W}.
Theorem 2. If G = (V, E) is a k-tree, then there exists an orthonormal representation of the complement,
G, of G inRk+2.
Proof. We prove a stronger statement. There exists an orthonormal representation v → −→v , v ∈ V ,
of G intoRk+2 that satisfies the following two conditions:
(a) For every k-clique C of G and v ∈ C, −→v ∈ span C.
(b) For every pair of k-cliques C,D of G, dim(span(C)⊥ ∩ span(D))  1.
Notice that from Lemma 1 it follows that (b) is a condition on unordered pairs C,D only. The proof
of the existence of an orthonormal representation v → −→v , v ∈ V , of G into Rk+2 that satisfies the
conditions (a) and (b) is by induction on the number of vertices in the k-tree.
If G = Kk+1, then it is easily verified there exists an orthonormal representation v → −→v , v ∈ V , of
G in Rk+2 that satisfies the conditions (a) and (b). Now assume the theorem to be true for all k-trees
with n vertices. Let G′ = (V ′, E′) be a k-tree obtained from a k-tree G = (V, E) with n vertices by
adding a new vertex z adjacent to each vertex of a k-clique Q = {v1, . . . , vk} of G.
For i = 1, . . . , k, define Qi = Q\{vi} ∪ z.
The orthonormal representation v → −→v , v ∈ V , of G inRk+2 can be extended to an orthonormal
representation v → −→v , v ∈ V ′, of G′ inRk+2 such that the conditions (a) and (b) hold. To see this, we
first show the existence of a unit vector
−→
z ∈ L = span(Q)⊥ such that
• −→z ∈ span(−→w )⊥ for each w ∈ V(G)\Q ,
• −→z ∈ spanD for every k-clique D of G,
• L ∩ span(−→z )⊥ ⊆ spanD for every k-clique D of G, and
• −→z ∈ span((Qi\{z}) ∪ {w}) for each i ∈ {1, . . . , k} and each w ∈ Qi.
Now, for each w ∈ V(G)\Q , −→w ∈ spanQ , so for each w ∈ V(G)\Q , dim(L ∩ span(−→w )⊥) = 1. So
we want
−→
z ∈ L to avoid the 1-dimensional subspaces
L ∩ span(−→w )⊥, w ∈ V(G)\Q . (3)
From condition (b), it follows that dim(L ∩ spanD)  1 for every k-clique D of G. So we want −→z ∈ L
to avoid the subspaces
L ∩ spanD, D a k-clique of G, (4)
which all have dimension  1. By condition (b), dim(L ∩ spanD)  1 for every k-clique D of G.
If L ∩ spanD = {0}, then trivially any unit vector −→z ∈ L satisfies L ∩ span(−→z )⊥ ⊆ spanD. If
dim(L ∩ spanD) = 1, then the condition that L ∩ span(−→z )⊥ ⊆ spanD is equivalent to −→z ∈
L ∩ span(D)⊥. So we want −→z ∈ L to avoid for all k-cliques D of G with dim(L ∩ spanD) = 1 the
1-dimensional subspaces
L ∩ span(D)⊥. (5)
As span(Qi\{z}) ⊥ L, dim(L ∩ span((Qi\{z}) ∪ {w}))  1 for i = 1, . . . , k. So we want −→z ∈ L to
avoid the subspaces
L ∩ span((Qi\{z}) ∪ {w}), i = 1, . . . , k, (6)
which all have dimension 1.
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Since the subspaces in (3), (4), (5), and (6) have dimension 1, we can find a unit vector −→z ∈ L
avoiding them.
We next show that v → −→v , v ∈ V ′, is an orthonormal representation of G′ in Rk+2 that satisfies
the conditions (a) and (b).
The condition that
−→
z ∈ span(w)⊥ for eachw ∈ V(G)\Q and−→z ∈ L ensures that v → −→v , v ∈ V ′
is an orthonormal representation of G′ inRk+2.
For every vertex w ∈ V(G)\Qi, the condition −→z ∈ span((Qi\{z}) ∪ {w}) is equivalent to the
condition
−→
w ∈ spanQi. To see that −→z ∈ span((Qi\{z}) ∪ {w}) implies −→w ∈ spanQi, let −→z ∈
span((Qi\{z}) ∪ {w}) and −→w ∈ spanQi. Then there are real numbers β, αj , j ∈ {1, . . . , k}\{i} such
that
−→
w = β−→z +∑j =i αj−→vj . If β = 0, then −→z ∈ span((Qi\{z}) ∪ {w}). Hence −→w = ∑j =i αj−→vj .
However, ifw = vi, then−→w ∈ spanQ by assumption, a contradiction. Ifw = vi, then−→w is orthogonal
to span(Qi\{z}), a contradiction. The other implication follows from the fact that −→z is orthogonal to
spanQ .
The conditions
−→
z ∈ spanD for every k-clique D of G and −→w ∈ spanQi, for every i ∈ {1, . . . , k}
and every vertex w ∈ V(G)\Qi ensure that
−→
v ∈ span C
for every k-clique C of G′ and v ∈ C.
By induction, the condition dim(span(C)⊥ ∩ span(D))  1 holds for every pair of k-cliques C,D of
G. The condition that L∩ span(−→z )⊥ ⊆ spanD for every k-clique D of G ensures that dim(span(C)⊥ ∩
span(D))  1, for every pair of k-cliques C,D of G′. To see this, notice that the new k-cliques in G′ are
Q1, . . . ,Qk . Choose x ∈ L ∩ span(−→z )⊥ with x = 0. Then span(Qi)⊥ = span{−→vi , x}. So
dim(span(Qi)
⊥ ∩ span(Qj))  1
for i, j ∈ {1, . . . , k}. As L ∩ span(−→z )⊥ ⊆ spanD for every k-clique D of G, x ∈ spanD. Hence
dim(span(Qi)
⊥ ∩ span(D))  1
for i = 1, . . . , k and each k-clique D of G.
By induction the theorem holds for every k-tree. 
Corollary 3. If G = (V, E) is the complement of a k-tree G = (V, E), then there exists a positive
semidefinite matrix A ∈ S(G) with rank(A)  k + 2 and ai,i = 0 for i ∈ V.
3. The Strong Arnold Hypothesis
For amatrixA, the nullity ofA is denoted bynull(A). For a graphG, themaximumnullity ofG, denoted
M(G), is defined as
M(G) = max{null(A)|A ∈ S(G)},
and themaximum semidefinite nullity of G, denotedM+(G), is defined as
M+(G) = max{null(A)|A ∈ S(G) is positive semidefinite}.
Clearly, mr(G) + M(G) = n and mr+(G) + M+(G) = n if G has n vertices.
If H is an induced subgraph of G, then mr(H)  mr(G). So the minimum rank of any induced
subgraph of G is a lower bound for theminimum rank of G. A similar statement holds for theminimum
semidefinite rank of a graph. The maximum nullity of a graph does not have this property. However,
adding a certain condition to the definition proves to be fruitful. This condition is called the Strong
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Arnold Hypothesis and was introduced by Colin de Verdière in his work on μ(G), νR(G), and νC(G);
see [4–7]. The Strong Arnold Hypothesis is also used in the parameter ξ(G), which was introduced
by Barioli et al. [1]. A matrix A = [ai,j] ∈ S(G) satisfies the Strong Arnold Hypothesis if there is no
nonzero real symmetric matrix X = [xi,j] with xi,i = 0 if i ∈ V , xi,j = 0 if ij ∈ E, and AX = 0. The
parameter νR(G) is defined as the maximum nullity of any positive semidefinite A ∈ S(G) satisfying
the Strong Arnold Hypothesis. The parameter ξ(G) is defined as the maximum nullity of any matrix
A ∈ S(G) satisfying the Strong Arnold Hypothesis.
If e ∈ E, then G/e denotes the graph obtained from G by deleting e and identifying the ends of e. We
say that G/e is obtained from G by contracting edge e. A graph H that is obtained from a subgraph of G
by contracting a series of edges is called aminor of G. We say that G has an H-minor if H is isomorphic
to a minor of G. The parameters νR(G) and ξ(G) are minor-monotone, that is, if H is a minor of G, then
νR(H)  νR(G)
and
ξ(H)  ξ(G).
Clearly M+(G)  νR(G) and M(G)  ξ(G), so for any minor H of G, νR(H) is a lower bound for the
maximum semidefinite nullity of G, and ξ(H) is a lower bound for the maximum nullity of G.
Theorem 4. Let G = (V, E) be the complement of a k-tree G = (V, E). Then each positive semidefinite
matrix A ∈ S(G) with ai,i = 0 for all i ∈ V satisfies the Strong Arnold Hypothesis.
Proof. We prove this by induction on the number of vertices in G.
If the number of vertices is k + 1, then the statement is easily verified.
Assume the theorem holds for every k-tree with n vertices. Let G = (V, E) be a k-tree with n + 1
vertices and let v be a vertex of Gwhose neighborhood is a k-clique C = {v1, . . . , vk} in G. There exists
a matrix U of full row rank and with no zero columns such that A = UTU. Since ai,j = 0 for ij ∈ E and
U has no zero columns, uTviuvj = 0 for i, j ∈ {1, ...k} with i = j. From this it follows that the vectors
uv1 , . . . , uvk are linearly independent.
Let X = [xi,j] be a symmetric real matrix with xi,i = 0 for all i ∈ V , xi,j = 0 for all pairs of adjacent
vertices i, j in G, and AX = 0. So xi,i = 0 for all i ∈ V and xi,j = 0 for all ij ∈ E. Since A = UTU and
U has full row rank, UX = 0. As uv1 , . . . , uvk are linearly independent, the vth column of X is equal to
zero. Let H = (W, F) = G − v. The matrix Y = [yi,j] = X[W] has yi,i = 0 for all i ∈ W and yi,j = 0
for all ij ∈ F . By induction, A[W] has the Strong Arnold Hypothesis, and so Y = 0. Thus, X = 0. 
Theorem 5. Let G = (V, E) be the complement of a partial k-tree G = (V, E) on n vertices. Then
νR(G)  n − k − 2, especiallymr+(G)  k + 2.
Proof. We can extend the partial k-tree G to a k-tree H = (V, F). By Theorem 2 there exists a positive
semidefinite matrix A = [ai,j] ∈ S(H) with ai,i = 0 for i ∈ V and rank(A)  k + 2. By the previous
theorem, A satisfies the Strong Arnold Hypothesis. Then νR(H)  n− k− 2. Since G is subgraph of H,
H is a subgraph ofG. Hence νR(G)  n−k−2. HenceM+(G)  n−k−2, and somr+(G)  k+2. 
4. The Graph Complement Conjecture
Recall from the introduction that the Graph Complement Conjecture, or GCC for short, asserts that
for any graph G on n vertices,
mr(G) + mr(G)  n + 2.
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The GCC can be rephrased as: for any graph G on n vertices,
M(G) + M(G)  n − 2. (7)
Kotlov et al. [14] posed a similar conjecture for the Colin de Verdière invariant μ(G): for any graph G
on n vertices,
μ(G) + μ(G)  n − 2.
Conjecture (2) can be rephrased as: for any graph G on n vertices
M+(G) + M+(G)  n − 2. (8)
In this section, we prove that (8) is valid for all graphs with tree-width 3. In fact, we will show the
stronger statement that
νR(G) + νR(G)  n − 2 (9)
for any graph G on n vertices with tree-width 3.
A class G of graphs is calledminor-closed if each graph isomorphic to aminor of a graph in G belongs
to G. A graph H is a forbidden minor of a minor-closed class of graphs G if H does not belong to G but
each minor unequal to H does. Any minor-closed class of graphs can be characterized by means of a
collection of forbidden minors, and the well-quasi-ordering theorem of Robertson and Seymour [15]
tells that the collection of forbidden minors is finite.
If H is a minor of a graph G, then the tree-width of H is at most the tree-width of G. Therefore, for
any fixed integer k  0, the class of graphs G with tree-width  k is a minor-closed class of graphs
and thus can be characterized by means of a finite collection of forbidden minors. The collection of
forbidden minors for the class of graphs Gwith tree-width 1 contains only K3, and the collection of
forbidden minors for the class of graphs G with tree-width 2 contains only K4; see Diestel [8].
For the proof of (9) for graphs with tree-width 3, we need the following lemma. (We include a
proof for completeness.)
Lemma 6. νR(K1) = 1, and if n > 1, then νR(Kn) = n − 1.
Proof. To see that νR(K1) = 1, let A be the 1× 1 zero real matrix. Then A is positive semidefinite, the
nullity of A is 1, and A satisfies the Strong Arnold Hypothesis. So νR(K1)  1. Clearly νR(K1)  1.
To see that νR(Kn) = n − 1 if n > 1, let A be the n × n all 1 real matrix. Then A is positive
semidefinite, the nullity of A is n−1, and A satisfies the Strong Arnold Hypothesis. So νR(Kn)  n−1.
Clearly νR(Kn)  n − 1. 
We now prove (9) for graphs with tree-width 3.
Theorem 7. Let G be a graph on n vertices. If G has tree-width 3, then νR(G) + νR(G)  n − 2.
Proof. If G has tree-width 1, then, by Theorem 5, νR(G)  n − 3. Since νR(G)  νR(K1) = 1, we
obtain νR(G) + νR(G)  n − 2.
If G has tree-width 2, then G has a K3-minor. Therefore, ν
R(G)  νR(K3) = 2. By Theorem 5,
νR(G)  n − 4. Hence νR(G) + νR(G)  n − 2.
If G has tree-width 3, then G has a K4-minor. Therefore, ν
R(G)  νR(K4) = 3. By Theorem 5,
νR(G)  n − 5. Hence νR(G) + νR(G)  n − 2. 
In [12] it was shown that νR(G)  k for any k-connected graph G. Using this result, we obtain
Theorem 8. Let G be a partial k-tree on n vertices. If G is k-connected, then νR(G) + νR(G)  n − 2.
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Proof. By Theorem 5, νR(G)  n−k−2. Since G is k-connected, νR(G)  k. Thus νR(G)+νR(G) 
n − 2. 
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