We propose a hybrid method which combines the Bloch decomposition-based time Around the band-crossing a BDTS method is used to capture the inter-band transitions, and away from the crossing, a BDGB method is applied in order to improve the efficiency. Numerical results show that this method can capture the inter-band transitions accurately with a computational cost much lower than the direct solver. We also compare the Schrödinger equation with its Dirac approximation, and numerically show that, as the rescaled Planck number ε → 0, the Schrödinger equation converges to the Dirac equations when the external potential is zero or small, but for general external potentials there is an O(1) difference in between the solutions of the Schrödinger equation and its Dirac approximation.
. The asymptotic behavior of the solution ψ ε of (1.1) as ε → 0 has been intensively studied. One of the most striking effects is that the electrons remain semiclassically in a certain quantum subsystem, "move along the m-th band" and the dynamics is given bẏ r = ∂ k E m (k),k = −∂ r U , where E m is the energy corresponding to the m-th Bloch band [9] , and U is the external potential. This result has been justified both from a physical point of view in, e.g. [4, 42] , and from a mathematical point of view in, e.g. [30, 18, 6, 7] . Higher order corrections relevant to the Berry phase can be included, see e.g. [34, 35, 15] . One remark is that all of these results use the adiabatic assumption, namely different Bloch bands are wellseparated and there is no band-crossing. Nevertheless the inter-band transition effect should be considered whenever the transitions between energy bands of the quantum system play an important role. This may happen when the gap between the energy bands becomes small enough in comparison to the scaled Planck constant ε or at conical crossings where the bands intersect. The study of such "quantum tunnelings" is important in many applications, from quantum dynamics in chemical reaction [39] , semiconductors to Bose-Einstein condensation [10] . Mathematical studies on band-crossings can be found in e.g. [20, 26, 29] . One of the most interesting applications of (1.1) is when Γ has a honeycomb lattice structure, which
can be used to model the electronic behavior in a graphene layer. The Dirac equation has been used to study the electronic properties of graphene [33] and its connection with the Schrödinger equation has been studied in [2, 1] . The existence of the Dirac points in a honeycomb lattice and the convergence of the solution in the semiclassical limit have been proved in [16, 17] , and in the weak nonlinear case in [3] .
A review of mathematical and computational method of semiclassical Schrödinger equation can be found in [25] . The direct numerical simulation of (1.1) is usually very expensive due to the small parameter ε and the highly oscillating structure of V Γ . The standard timesplitting spectral method [5] requires both the mesh size and the time step much smaller than ε. A Bloch decomposition-based time-splitting (BDTS) method [21, 22] can relax the time step requirement to be O(1), which has a huge advantage in saving the computational time.
However the BDTS still requires a mesh size of O(ε), which is expensive especially for very small ε and higher dimensions. For the asymptotic methods, a modified WKB method based on Bloch decomposition was derived in [8] , which leads to a system of eikonal and transport
equations. An approximation by system of eikonal and transport equations can be derived using the Bloch decomposition and a modified WKB method. However the WKB approximation do not give a good accuracy around caustics. A Gaussian beam method based on the Bloch decomposition developed in [24] provides an efficient approximate method that allows an accurate solution to (1.1) around caustics. A common assumption of these approaches is that the Bloch bands are well separated. When band-crossing happens, the approximations cannot handle the inter-band transition effect. Different multi-band models have been developed in order to capture the inter-band transitions, e.g. [11, 32, 31] . In [13] the authors derived a semiclassical model for the Schrödinger equation with periodic potentials (1.1)
that account for band-crossings using Wigner-Bloch theory and proposed a hybrid method for multiscale computation.
In this paper, we develop a new Bloch decomposition-based Gaussian beam (BDGB) approximation in the momentum space to solve the Schrödinger equation (1.1) away from the band-crossings. The BDGB method is derived in the momentum space by taking the Bloch transformation to the Schrödinger equation, which is different from the physical space Gaussian beam method that was developed in [24] . To deal with the band-crossings (which happen in the momentum space), we couple the BDGB method with the BDTS method in a natural way: away from the band-crossing zone the BDGB method is applied, around the band-crossings the BDTS method is applied, and the exchange of data between different zones is achieved simply by Gaussian beam decomposition [38] . We also numerically investigate the Dirac approximation that Fefferman and Weinstein proposed in [16, 17] . By comparing the Schrödinger solutions and the Dirac solutions in different external potential cases, we show that the Dirac system is a good approximation only when the external potential is zero or small. 
The lattice potential and Bloch transformation
Given a lattice Γ, one can transform it to the standard square lattice by changing vari-
where
the gradient on r can be replaced by
whereṼ Γ is a periodic potential on the standard square latticeΓ defined by the lattice vectors
For example in the two dimensional case, a typical example is the following honeycomb lattice potential [16, 17] (appears in the model of 2D graphene by the Dirac equation, with the vertices of the lattice corresponding to Dirac points)
and then corresponding lattice vectors are 4) with the reciprocal lattice vectors as 
It has been shown in [40] that {E m , Ψ m } m∈N have the following properties:
(a) The eigenvalues E m = E m (ξ) are Lipschitz continuous and Γ * −periodic in ξ and can be ordered according to
, one has the following Bloch decomposition:
For example, in Figure 2 .3, we plot the first eighth bands for V Γ (x) = cos(x) in the 1D case. One can see that some of the band gaps are very small around ξ = 0, ±0.5, e.g. , the minimal band gap between E 6 and E 7 is around 6.76 × 10 −5 . In Figure 2 .4 we plot the first two bands for V Γ (x 1 , x 2 )) = cos(x 1 ) + cos(x 2 ) + cos(x 1 + x 2 ) in the 2D case at ξ = (2/3, 1/3) and ξ = (1/3, 2/3). Actually, it has been proven in [16] that the first two bands for V Γ (x 1 , x 2 ) = cos(x 1 ) + cos(x 2 ) + cos(x 1 + x 2 ) feature two conical crossings (at the Dirac points) in the first Brillouin zone.
The Schrödinger equation under the Bloch transformation
To consider the Schrödinger equation in the quasi-momentum space, we introduce a new functionψ ε by taking the Bloch transformation [35, 21] T of the wave function ψ ε as
It is easy to see thatψ ε is quasi-periodic with respect to y and periodic with respect to ξ,
i.e. ,ψ ε (y + γ, ξ) =ψ ε (y, ξ)e iγ·ξ , ∀ γ ∈ Γ, (2.13) 
Notice that it satisfies
so it is natural to define the inverse Bloch transformation T −1 by
It is easy to find the following pseudo-differential relations:
Actually one can verify them by a formal calculation as follows,
Now let us apply T (·)T −1 to the Schrödinger equation (2.7) and obtain an equation forψ
where we use the pseudo-differential operator U (iε∇ ξ + εy) to denote T U (x)T −1 .
Since for every ξ ∈ B, the Bloch functions
form an orthonormal basis of L 2 (C), the solution of (2.17) can be decomposed as 18) with the Bloch coefficient
Then by taking inner product of (2.17) w.r.t Ψ n , one obtains the equation for c n in the momentum space 20) where the last term represents the band coupling:
Formally when U is smooth, the terms R nm c m are small (= O(ε)), so by ignoring them, one finds the decoupled equations
Actually it has been proved rigorously in [12, 34, 19] , using different analytical approaches, that when the bands are well-separated and U is smooth, (2.21) gives ψ ε as an O(ε) approximation solution of (1.1).
Bloch decomposition-based methods
In this section, we propose a Bloch decomposition-based Gaussian Beam method in the momentum space in order to solve the periodic Schrödinger equation (1.1) in the semiclassical regime efficiently. We also review the Bloch decomposition-based time splitting method and adapt it to a local direct solver for (1.1).
The Bloch decomposition-based Gaussian beam method
The approximation. If initially the Bloch coefficient c m (0, ξ) has a Gaussian beam decomposition ( e.g. [38] ) 
where Ψ m is the m-th Bloch function,
imaginary part of M m will be chosen as negative definite, i.e. , all the eigenvalues of ImM m are positive. 
From (3.2) one can compute:
Doing Taylor expansion of U (iε∇ ξ ) at x m up to 2nd order, one finds
(3.5)
Plugging (3.4) and (3.5) into (2.17), matching the same order of ε, one obtains the O(1) 6) and the O(ε) terms
Taking derivatives w.r.t ξ to (3.6) gives
By evaluating (3.6) -(3.9) at ξ = p m and using dp m dt = −∇ x U , we have dp
Note that in (3.10e) A m = ∇ ξ Φ m , Φ m is the so-called Berry-connection [12, 35] . Notice that we have gauge freedom in choosing Bloch functions, i.e. , for any real function θ(ξ), e iθ(ξ) Ψ m also provides a set of Bloch functions. In general this make it is difficult in numerical to select the smooth phase dependent Bloch waves, such that the gradient in the Berryconnection make sense. We remark here that for the numerical examples we proposed in this paper, the smooth Bloch waves are selected in advance. On the other hand, we refer to [14] for a technique in getting the gauge invariant approximation of (3.10e).
The equations (3.10a)-(3.10b) are the ray-tracing equations, (3.10d) is a Riccati equation
for the Hessian M m , which can be solved by the dynamic first order system of ray tracing
Then, we can solve (3.10) with initial conditions 
Then the wave functionψ ε can be approximated byψ ε GB reconstructed from the beam summatioñ
A numerical test. In order to test the accuracy of the Bloch decomposition-based Gaussian beam method, we take one example in 1D for the periodic potential V Γ (x) = cos(x).
The initial data is chosen as 15) and the external potential is chosen as the harmonic potential
We solve the Schrödinger equation (2.7) up to time t = 1/4 using the BDGB method and compare the result with the "exact" solution which is computed using the Bloch decomposition-based time splitting (BDTS) method with the mesh size and time step chosen small enough.
In Table 3 .1, we show the L 2 -errors between the Schrödinger solution ψ ε and the Gaussian beam solution ψ ε GB . The convergence rate in ε is about of order 0.5. In Figure 3 .1 we plot the densities and the absolute errors for different ε. 
The Bloch decomposition-based time splitting method
In this section, the Bloch decomposition-based time splitting (BDTS) method [21, 22] is briefly reviewed. In particular we implement this method locally in the momentum space.
The BDTS method solves the Schrödinger equation (2.7) in two steps, one for the free periodic Schrödinger equation and the other for the external potential part.
Step 1. Solve the free Schrödinger equation with periodic potential
for one time step using the Bloch decomposition method, of which the intermediate steps shall be presented as follows.
Step 1.1. Take the Bloch transformation (2.12) of ψ ε in (3.16), to obtainψ ε .
Step 1.2. Decomposeψ ε as a summation of the Bloch functions
Step 1.3. Evolve the equation for c m (t, ξ) for one time step, where c m (t, ξ) satis- 18) and one gets
Step 1.4. Obtainψ ε at t = t + ∆t from
Step 1.5 Apply the inverse Bloch transformation toψ ε to get ψ ε at t + ∆t.
Step 2. Solve the ordinary differential equation
for one time step.
Clearly, the algorithm given above is frst order in time. But one can easily obtain a second order scheme by the Strang splitting method, i.e. perform
Step 1 with time-step ∆t/2, then Step 2 with ∆t, and finally once again Step 1 with ∆t/2.
As pointed out in [21, 22] , for ε 1, the BDTS method converges for the physical observables with a mesh size O(ε) and time step O(1), and thus has a huge advantage in improving the computational efficiency in comparison to the classical time splitting spectral method. However, such a mesh size is still too expensive in high dimension simulations and very small ε. In Section 4, we will propose a hybrid method which applies the BDTS method locally around the band-crossings to get the necessary quantum information, and for the rest part of domain, we apply the BDGB method to save the computational cost.
For this purpose, we first implement the BDTS method locally around one point in the quasi-momentum space.
The local BDTS method. We give an 1D spatially discrete version of the Bloch decomposition method to show how to realize it and the extension to higher dimension is Suppose that at time t we are given ψ ε (t, x ,r ) = ψ ,r , then we do the following steps to obtain ψ ,r at time t + ∆t T S .
Step 1. Step 1.3. Evolve c m, up to time t + ∆t T S by
Step 1.4. Sum up all band contributions to obtaiñ
Step 1.5 Take the inverse Bloch transformation toψ to find
Step 2. Evolve the external potential part by
Then one obtains ψ ,r as approximation of ψ ε (t + ∆t T S , x ,r ) and one can repeat the above steps to get the final approximate solution.
A hybrid method
In this section we propose a hybrid method which combines the Bloch decomposition based Gaussian beam solver and time-splitting solver together. We want to gain the advantages from both of these two methods: the high efficiency of the BDGB method away from the band-crossing zone, and the high accuracy of the BDTS method around the bandcrossings. A buffer zone is designed in order to exchange the data between the BDGB and BDTS solvers.
Without loss of generality, we assume that the only band-crossing point is the origin of the Brillouin zone. The basic idea of the hybrid method is shown in 
The main algorithm
We discretize the time by t n = n∆t, and denote the time step using for the BDTS and BDGB as ∆t T S and ∆t GB respectively. Note that ∆t is different from ∆t T S and ∆t GB . It is the time step between two steps of conversions in the buffer zones between Schrödinger waves and Gaussian beams. Generally, we choose ∆t ≤ O( √ ε) and ∆t > ∆t GB > ∆t T S .
Then we proceed for the hybrid method in the following steps: and reconstruct the Schrödinger solution ψ ε (t, x) using (2.18) and (2.15).
Basically the two subroutine Sch2GB and GB2Sch decompose f m into Gaussian beams in the buffer zone, and check their directions of motion. If a Gaussian beam is in Buffer II and it is going outwards from the origin, we subtract it from f m and add it to g m ; if a Gaussian beam is in Buffer I and it is going towards the origin, we subtract it from g m and add it to f m .
The data exchange routines
The algorithm Sch2GB. Input: (f, g); Output (f, g). This subroutine is used to extract Gaussian beams from the wavefunction in the buffer zone. We use tol 1 and tol 2 to denote two (small) numerical tolerances.
Determine whether to start the conversion. Define a smooth damping function
and check if (P < tol 1 ). If so, which means the wavefunction f is small enough, then end this algorithm and return; Let g tmp = 0;
!#g is going towards the origin. Do not convert.
Break the do loops;
end if
end while 4. Subtract the outgoing Gaussian beams from the wavefunction f , i.e. f = f −g tmp .
The algorithm GB2Sch. Input: (f, g); Output (f, g). This subroutine is used to convert the Gaussian beams to the wavefunction, and is applied to each beam in the buffer zone. The method we used in the algorithm Sch2GB to extract Gaussian beams from a oscillatory function comes from [23, 38] . It looks for the Gaussian beam parameter that minimize the difference between the given oscillatory function and the Gaussian beam.
The numerical example for the hybrid method

The numerical example in 1D
In this subsection we give an example of the hybrid method in one dimensional space.
We solve the Schrödinger equation (2.7) with the periodic potential V Γ (x) = cos(x). The initial data is chosen as a wave packet projected on to the 4-th Bloch band with the following
The external potential is chosen as a linear potential U (x) = −x. 
We compare the result computed from the hybrid method with the "exact" solution which is computed using the BDTS method with the mesh size and time step small enough.
In Table 4 .1, we show the L 2 -errors between the Schrödinger solution ψ ε and the solution ψ ε hyb by the hybrid method. In Figure 4 .3 we plot the densities and the absolute errors for different ε. In Figure 4 .4 we plot the population at the lower Bloch band as a function of time and one can see that transitions happen around time t = 0.25 when the wave packet hits the crossing point. 
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A numerical example in 2D
We give an example for the 2D Schrödinger equation (2.7) with a honeycomb lattice potential given in (2.6). Set ε = 2 −10 and the initial data is chosen as
where ξ 0 = (1/2, 1/2). This will generate a wave packet located at ξ 0 in the quasi-momentum space. The external potential is given by We remark here that the Schrödinger equation with a honeycomb lattice potential can be used to model the electron motion in a Graphene layer, and due to the existence of the Dirac point, inter-band transitions are very important in the simulations. But since this problem is defined in two dimensional space, when ε is small, to solve (1.1) using the BDTS method will be a huge challenge for the memory and cpu time. With the help of the hybrid method, this example can be done in one hour on a personal laptop.
The Klein paradox in the Schrödinger equation
We use the Schrödinger equation with a honeycomb lattice potential to model the motion of electron in a graphene sheet structure. One of the important phenomena in graphene is
Klein tunneling (e.g. [27, 37, 41] ), which is a form of potential scattering originally associated with the Dirac equation. The Klein paradox happens when a particle approaches a sharp rectangular potential barrier. In nonrelativistic quantum mechanics, electron tunneling into a barrier is observed with exponential damping. But for the relativistic particle the barrier can be nearly transparent, which is the so called Klein tunneling [28] . For the Graphene layer, due to the band structure and the existence of the Dirac points (as shown in Figure   2 .4), one can expect to see the Klein tunneling [27] , first observed in graphene experimentally in [37, 41] . Most of the studies on the Klein tunneling were considering step potentials or square barriers which are highly idealized. In [36] the Klein tunneling was investigated using a smooth potential which is given by hyperbolic tangent functions. In this subsection, we explore this idea to approximate a step potential by a hyperbolic tangent function and give a numerical example applying the hybrid method.
We consider the Schrödinger equation (2.7) with the honeycomb lattice potential given in (2.6), and the external potential given by
where U 0 is a constant that corresponds to the height of the step potential and w is a constant corresponding the transition distance of the step potential. Notice that when w → 0, U (x) approximates a step potential that attains the value 0 for x 1 ≤ 0 and U 0 for x 1 > 0. The which is smaller than the step height U 0 . We then apply the hybrid method in solving this problem numerically. As time evolves, the wavepacket moves towards to the step potential and we show the numerical position density in Figure 4 .6. Notice that in Figure 4 .6 we plot the results in the real spatial r-coordinate instead of the computational x-coordinate, where r and x are related by the lattice transformation r = Qx in (2.1). We can see initially (top plot) the wave packet away from the step (whose location is indicated by the light straight line across the diagonal), and it "hits" the potential step at t = 3 (middle plot). One can see the major part of the wavepacket "tunnels" through the potential step while only a slight part is reflected (bottom plot).
5 The Dirac approximation
The Dirac equation as the limit of the Schrödinger equation
At the Dirac point, it has been shown that the Schrödinger equation (1.1) has a limit governed by the 2D Dirac equation [16, 17, 3] .
We consider the Schrödinger equation ( 
In [16] , it has been shown that the first two Bloch bands denoted by E 1 (p) and E 2 (p), with corresponding eigenfunctions Ψ 1 (r, p) and Ψ 2 (r, p) respectively, have conical crossings at the Dirac points. Assuming K * is a Dirac point of K or K type for the honeycomb lattice potential V Γ , and at in which the matrix R is the 2π/3-clockwise-rotation matrix:
corresponding to the eigenvalue µ such that the following statements hold:
2. Ψ 2 (r) := Ψ 1 (−r) is also an eigenfunction corresponding to the eigenvalue µ;
5. {Ψ 1 , Ψ 2 } spans the eigenspace corresponding the eigenvalue µ.
We call Ψ 1 and Ψ 2 the Dirac-eigenfunctions.
From now on, in this section we will denote Ψ 1 = Ψ 1 (r, K * ) and Ψ 2 = Ψ 2 (r, K * ) as the two Dirac-eigenfunctions satisfying the properties in Proposition 5.2. Assume that the initial data of (1.1) are given by
We look for the solution with the ansatz
Formally if one assumes U = O(ε), neglects the O(ε 2 ) term in (5.6), and takes inner product w.r.t Ψ 1 and Ψ 2 , one gets
From Theorem 4.1 and Proposition 4.2 of [16] , one has
where λ is a complex-valued constant. Then from (5.7) one gets the following Dirac equations:
(5.10)
So now formally one has the Dirac equations (5.10) as a limit of the Schrödinger equation (1.1). We refer to [17] for the rigorous proof of this limit when U is zero or small, however in the case of U = O(1) the limit is not clear and formally it violates the asymptotics in getting (5.7).
Numerical verification of the Dirac limit
In this subsection, we numerically test the Dirac approximation to the Schrödinger equation when ε is small in different cases. For the convenience of computation, we use the x-variable representation, that is x = (x 1 , x 2 ) T = A T r, and (5.10) is equivalent to the following Dirac type system Then from the solution of (5.11) one can construct ψ ε Dirac (t, x) = e −iµt/ε α 1 (t, x)Ψ 1 x ε + α 2 (t, x)Ψ 2 x ε , (5.12)
as an asymptotic solution of iε∂ t ψ ε (t, x) = − ε The errors for different potential U and ε are shown in Table 5 .1, where we have used Err ε i to denote the L 2 error when U = U i . We can see that when the external potential is small (U ≡ 0 and U = ε(x − π) 2 ) the errors are of O(ε), which indicates that the Dirac equation is a good approximation to the Schrödinger equation in the semiclassical regime.
However, when choosing U = (x − π) 2 , the errors are O(1), which means that the Dirac solution does not converge to the Schrödinger solution as ε deceases. As we have seen from (5.10), the O(1) external potential U will break down the formal asymptotics and forcing the momentum away from the Dirac point, which cause the O(1) errors. 5.31E-01 6.64E-01 8.47E-01 1.04E00
Conclusion
In order to deal with inter-band transitions in the case of band-crossing, we have built up a Bloch decomposition-based hybrid method. The Bloch decomposition-based Gaussian beam method is used away from the crossing point and the Bloch decomposition-based time splitting method is used locally around the crossing point. We have seen that this method has a great advantage in saving computational cost while it can capture the inter-band transition phenomena properly. Moreover, this method can be used in simulating electronic behavior in a graphene layer as shown in the numerical examples. In addition, we show that the Schrödinger equation converges to the Dirac equations when the external potential is zero or small, but does not converge for general external potentials.
