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A Cheeger-Mu¨ller theorem for symmetric bilinear
torsions on manifolds with boundary
Guangxiang Su∗
Abstract
In this paper, we extend Su-Zhang’s Cheeger-Mu¨ller type theorem for
symmetric bilinear torsions to manifolds with boundary in the case that the
Riemannian metric and the non-degenerate symmetric bilinear form are of
product structure near the boundary. Our result also extends Bru¨ning-Ma’s
Cheeger-Mu¨ller type theorem for Ray-Singer metric on manifolds with bound-
ary to symmetric bilinear torsions in product case. We also compare it with
the Ray-Singer analytic torsion on manifolds with boundary.
1 Introduction
Let F be a unitary flat vector bundle on a closed Riemannian manifold X . In [26],
Ray and Singer defined an analytic torsion associated to (X,F ) and proved that it
does not depend on the Riemannian metric on X . Moreover, they conjectured that
this analytic torsion coincides with the classical Reidemeister torsion defined using
a triangulation on X (cf. [21]). This conjecture was later proved in the celebrated
papers of Cheeger [10] and Mu¨ller [23]. Mu¨ller generalized this result in [24] to
the case where F is a unimodular flat vector bundle on X . In [4], inspired by the
considerations of Quillen [25], Bismut and Zhang reformulated the above Cheeger-
Mu¨ller theorem as an equality between the Reidemeister and Ray-Singer metrics
defined on the determinant of cohomology, and proved an extension of it to the case
of general flat vector bundles over X . The method used in [4] is different from those
of Cheeger and Mu¨ller in that it makes use of a deformation by Morse functions
introduced by Witten [33] on the de Rham complex.
On the other hand, if there is a non-degenerate symmetric bilinear form bF on
F , Burghelea and Haller [8], defined a complex valued analytic torsion in the spirit
of Ray and Singer [26]. In [8], they also made an explicit conjecture between the
complex valued analytic torsion and the Turaev torsion (cf. [14], [31]). In [30], Su
and Zhang used the approach developed by Bismut-Zhang [4, 5], making use of the
Witten deformation, proved the conjecture in full generality. In [9], Burghelea and
Haller proved their conjecture, up to sign, in the case whereX is of odd dimensional.
Now consider X with the boundary Y 6= ∅. In [19], [32] and [18], the authors
studied the Ray-Singer analytic torsion under the assumption that the Hermitian
metric hF on F is flat and the Riemannian metric gTX has product structure near
the boundary. Dai and Fang [12] studied the case that the Hermitian metric hF is
flat but without assuming a product structure for gTX near Y . In [6], Bru¨ning and
Ma studied the general case without assumption on hF and gTX associated to the
absolute boundary condition on X . In [7], Bru¨ning and Ma studied the results for
the relative boundary condition on X , proved a Cheeger-Mu¨ller type theorem for
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the Ray-Singer metric on the manifolds with boundary and applied it derived the
gluing formula for the analytic torsion in general setting.
For the complex-valued analytic torsion, Molina [22] extended the Burghelea-
Haller analytic torsion to compact manifolds with boundary under the relative
boundary condition and the absolute boundary condition.
In this paper, we extend the main result in [30] to manifolds with boundary
for the couple (gTX , bF ) are of product structure near the boundary. We use the
method in [7]. We first doubleX along the boundary Y and get a closed Riemannian
manifold X˜ = X ∪Y X with Riemannian metric gTX˜ , then there is a Z2-action on
X˜ induced by the natural involution φ on it. Also the flat bundle F extends to a
flat bundle F˜ on X˜ which has a non-degenerate symmetric bilinear form bF˜ . The
metric gTX˜ and the form bF˜ are all invariant under the action of φ. So we first
extend the main result in [30] to Z2-equivariant case. Then we compare this Z2-
equivariant symmetric bilinear torsions on X˜ to the symmetric bilinear torsions on
X with relative boundary condition and absolute boundary condition. Combining
these and the result in [30], we get the main theorem in this paper. In a next paper,
I will apply the techniques in this paper to deal with the Cappell-Miller analytic
torsion [11].
The rest of the paper is organized as follows. In Section 2, we review the
symmetric bilinear analytic torsion on manifolds with boundary and the anomaly
formula from [22]. In Section 3, we define the symmetric bilinear Milnor torsion
on manifolds with boundary. In Section 4, we study the doubling formulas for
symmetric bilinear torsions and extend the result in [30] to Z2- equivariant case. In
Section 5, we prove the Cheeger-Mu¨ller type theorem in current case. In Section
6, we compare the symmetric bilinear analytic torsion with the Ray-Singer analytic
torsion on manifolds with boundary.
2 Symmetric bilinear analytic torsion on manifolds
with boundary
In this section, we will review the definition of the symmetric bilinear analytic
torsion on manifolds with boundary and the anomaly formula of it.
Let X be a compact oriented Riemannian manifold with boundary Y . Let F
be a flat complex vector bundle over X . We assume that there is a non-degenerate
symmetric bilinear form bF on F . If the Riemannian metric gTX and the form bF
are of product structure near the boundary Y . By the (gTX , bF ), we can define a
non-degenerate symmetric bilinear form on Ω∗(X,F ), i.e., for ω1, ω2 ∈ Ω∗(X,F ),
then
〈ω1, ω2〉b =
∫
X
Tr(ω1 ∧ ∗bF ω2), (2.1)
where ∗bF = ∗ ⊗ bF : Ω∗(X,F ) → Ω∗(X,F ′) and bF : F → F ′ is induced by the
form bF , ∗ is the Hodge star operator (cf. [34]). Let dF#b be the formal adjoint of
dF with respect to the form in (2.1). Then we have the Laplacian operator
∆Fb = (d
F + d
F#
b )
2 = dF d
F#
b + d
F#
b d
F . (2.2)
We can impose the relative boundary condition or the absolute boundary condition
on Y for the operator ∆b (cf. [22]). That is, for ω ∈ Ω∗(X,F ),
i∗ω = 0, i∗dF#b ω = 0
2
or
i∗ ∗bF ω = 0, i∗dF
′
#
b ∗bF ω = 0.
We denote by Ω∗(X,F )r(resp. Ω∗(X,F )a) the complex (Ω∗(X,F ), dF ) with the
relative (resp. absolute) boundary condition. Then we have
H•(Ω∗(X,F )r, dF ) ∼= H•(X,Y, F ), H•(Ω∗(X,F )a, dF ) ∼= H•(X,F ).
For any k ≥ 0, let Ω∗[0,k](X,F )r (resp. Ω∗[0,k](X,F )a) denote the generalized
eigenspace of ∆b on Ω
∗(X,F )r (resp. Ω∗(X,F )a) with respect to the general-
ized eigenvalues with the absolute value in [0, k]. Let bdetH•(Ω∗
[0,k]
(X,F )r) (resp.
bdetH•(Ω∗
[0,k]
(X,F )a)) be the induced symmetric bilinear form on detH
•(Ω∗[0,k](X,F )r)
(resp. detH•(Ω∗[0,k](X,F )a)) via the canonical isomorphisms
detH•(Ω∗[0,k](X,F )r) ∼= det(Ω∗[0,k](X,F )r),
detH•(Ω∗[0,k](X,F )a) ∼= det(Ω∗[0,k](X,F )a).
For the subcomplex (Ω∗[k,+∞)(X,F )r, d
F ) (resp. (Ω∗[k,+∞)(X,F )a, d
F )), we have the
regulized zeta-determinant (cf. [15], [27], [28])
det
(
∆Fb |Ωi
[k,+∞)(X,F )r
)
and det
(
∆Fb |Ωi
[k,+∞)(X,F )a
)
.
Then we can define the symmetric bilinear torsion bdetH•(X,Y,F ) (resp. bdetH•(X,F ))
on detH•(X,Y, F ) (resp. detH•(X,F )) by
bdetH•(X,Y,F ) = bdetH•(Ω∗
[0,k]
(X,F )r) ·
dimX∏
i=0
(
det
(
∆Fb |Ωi
[k,+∞)(X,F )r
))(−1)ii
(2.3)
and
bdetH•(X,F ) = bdetH•(Ω∗
[0,k]
(X,F )a) ·
dimX∏
i=0
(
det
(
∆Fb |Ωi[k,+∞)(X,F )a
))(−1)ii
, (2.4)
which are independent of k ≥ 0.
Let θ(F, bF ) ∈ Ω1(M) be the Kamber-Tondeur form defined by (cf. [8, (4)])
θ(F, bF ) = Tr
[
(bF )−1∇F bF ] .
Now we state the anomaly formulas. If (gTX0 , b
F
0 ) and (g
TX
1 , b
F
1 ) are two couple
of metric and symmetric bilinear form which are of product structure near the
boundary (cf. (4.1), (4.2)) and in a same homotopy class . Then by [22, Theorem
3], we have
log
(
b0,detH•(X,Y,F )
b1,detH•(X,Y,F )
)
=
∫
X
log
(
b0,detF
b1,detF
)
e
(
TX,∇TX1
)
−
∫
X
θ(F, bF0 )(∇f)∗
(
ψ(TX,∇TX0 )− ψ(TX,∇TX1 )
)
− 1
2
∫
Y
log
(
b0,detF
b1,detF
)
e
(
TY,∇TY1
)− 1
2
∫
Y
e˜(TY,∇TY1 ,∇TY0 )θ(F, bF0 ), (2.5)
and
log
(
b0,detH•(X,F )
b1,detH•(X,F )
)
=
∫
X
log
(
b0,detF
b1,detF
)
e
(
TX,∇TX1
)
−
∫
X
θ(F, bF0 )(∇f)∗
(
ψ(TX,∇TX0 )− ψ(TX,∇TX1 )
)
+
1
2
∫
Y
log
(
b0,detF
b1,detF
)
e
(
TY,∇TY1
)
+
1
2
∫
Y
e˜(TY,∇TY1 ,∇TY0 )θ(F, bF0 ), (2.6)
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where e(TX,∇TX) is the Euler form, e˜(TY,∇TY1 ,∇TY0 ) is the Chern-Simons class
(cf. [4, Chapter 4]) and ψ(TX,∇TX) is the Mathai-Quillen current on TX con-
structed in [4, Chapter 3].
Remark 2.1. Throughout this paper, for complex numbers a, b ∈ C, log a = b means
that a = eb.
Remark 2.2. In [22], (gTX , bF ) does not need the product structure near the bound-
ary.
Remark 2.3. If dimX = m is odd, then the first two terms in the right hand side
of (2.5) and (2.6) vanish.
3 Symmetric bilinear Milnor torsion on manifolds
with boundary
Let f be a Morse function on X and f |Y be the restriction of f on Y . Set
B = {x ∈ X ; df(x) = 0}, B∂ = {x ∈ Y ; d(f |Y )(x) = 0}. (3.1)
For x ∈ B, let ind(x) be the index of f at x, i.e., the number of negative eigenvalues
of the quadratic form d2f(x) on TxX .
Consider the differential equation
∂y
∂t
= −∇f(y), (3.2)
and denote by (ψt) the associated flow.
For x ∈ B, the unstable cell Wu(x) and the stable cell W s(x) of x are defined
by
Wu(x) = {y ∈ X ; lim
t→−∞ψt(y) = x}, (3.3)
W s(x) = {y ∈ X ; lim
t→+∞
ψt(y) = x}.
The Smale transversality condition means that
for x, y ∈ B, x 6= y, Wu(x) and W s(y) intersect transversally. (3.4)
Let n be the normal bundle to Y in X .
Lemma 3.1. ([7, Lemma 1.5]) There exists a Morse function f on X such that
f |Y is a Morse function on Y , B∂ = B ∩ Y , and d2f(x)|n > 0 for x ∈ B∂. More-
over, there exists a gradient vector field ∇f of f , verifying the Smale transversality
condition (3.4) and ∇f |Y ∈ TY .
From now on, we choose a Morse function f on X fulfilling the condition of
Lemma 3.1. For x ∈ B∂ , set
WuY (x) =W
u(x) ∩ Y, W sY (x) =W s(x) ∩ Y. (3.5)
As d2f(x)|n > 0, for x ∈ B∂ , and ∇f |∂X ∈ T∂X , we know that ∇f |∂X verifies also
the Smale transversality condition (3.4).
For x ∈ B, we denote by [Wu(x)] the complex line generated by Wu(x), and by
[Wu(x)]∗ the dual line. Set
Cj(W
u, F ∗) =
⊕
x∈B,ind(x)=j
[Wu(x)]⊗ F ∗x , (3.6)
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Cj(W
u
Y , F
∗) =
⊕
x∈B∩Y,ind(x)=j
[Wu(x)]⊗ F ∗x .
There is a map ∂ : Cj(W
u, F ∗) → Cj−1(Wu, F ∗) with ∂2 = 0, which defines the
Thom-Smale complex (C•(Wu, F ∗), ∂) (cf. [29], [4, (1.30)]), which calculates the
homology H•(X,F ∗). As d2f(x)|n > 0, for x ∈ B∂ , and ∇f |∂X ∈ T∂X , we know
that
∂Cj(W
u
Y , F
∗) ⊂ Cj−1(WuY , F ∗), (3.7)
thus the Thom-Smale complex (C•(WuY , F
∗), ∂) is a sub-complex of (C•(Wu, F ∗), ∂).
Let (C•(Wu, F ), ∂˜) and (C•(WuY , F ), ∂˜) be the dual complex of (C•(W
u, F ∗), ∂) and
(C•(WuY , F
∗), ∂), respectively. Then the complex (C•(Wu, F ), ∂˜) and the complex
(C•(WuY , F ), ∂˜) calculate the cohomology H
•(X,F ) and H•(Y, F ).
Let  be the natural morphism of complexes
 : C•(Wu, F )→ C•(WuY , F ). (3.8)
Define
C•(Wu/WuY , F ) := Ker, (3.9)
and denote byH•(C•(Wu/WuY , F ), ∂˜) the cohomology of (C
•(Wu/WuY , F ), ∂˜). Then
we have a canonical isomorphism
H•(C•(Wu/WuY , F ), ∂˜) ∼= H•(X,Y, F ). (3.10)
We now introduce a symmetric bilinear form on each [Wu(x)]∗ ⊗ Fx such that
for any f, f ′ ∈ Fx,
〈Wu(x)∗ ⊗ f,Wu(x)∗ ⊗ f ′〉 = 〈f, f ′〉bFx . (3.11)
Let bC
•(Wu/WuY ,F ) be the symmetric bilinear form on C•(Wu/WuY , F ) induced by
the form on C•(Wu, F ). Finally, let bdetC•(Wu/Wu
Y
,F ) be the form on the complex
line
detC•(Wu/WuY , F ) =
dimX⊗
j=0
(
detCj(Wu/WuY , F )
)(−1)j
. (3.12)
Definition 3.2. Let bM,∇fdetH•(X,Y,F ) be the symmetric bilinear form on detH
•(X,Y, F )
corresponding to bdetC•(Wu/Wu
Y
,F ) via the canonical isomorphism
detH•(X,Y, F ) ∼= detC•(Wu/WuY , F ).
The form bM,∇fdetH•(X,Y,F ) will be called the symmetric bilinear Milnor torsion.
Remark 3.3. We can also define the symmetric bilinear Milnor torsion bM,∇fdetH•(X,F )
on detH•(X,F ).
4 Doubling formulas for symmetric bilinear tor-
sions
In this section, we will study the doubling formulas for symmetric bilinear torsions
and extend the main theorem in [30] to the Z2-equivariant case.
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4.1 Doubling formula for symmetric bilinear Ray-Singer tor-
sion
We assume that the Riemannian metric gTX is product near the boundary Y , i.e.,
there exists a neighborhood Uε of Y and an identification Y × [0, ε)→ Uε, such that
for (y, xm) ∈ Y × [0, ε),
gTX |(y,xm) = dx2m ⊕ gTY (y). (4.1)
This condition insures that the manifold X˜ := X ∪Y X has a canonical Riemannian
metric gTX˜ = gTX ∪Y gTX . The natural involution on X˜ will be denoted by φ, it
generates a Z2-action on X˜ . Let jk : X → X˜ be the natural inclusion into the k-th
factor, k = 1, 2, which identifies X with jk(X).
Let F be a complex flat vector bundle over X with flat connection ∇F . Suppose
that there exists a non-degenerate symmetric bilinear form bF on F . we trivialize
F on Uε using the parallel transport along the curve u ∈ [0, 1)→ (y, uε) defined by
the connection ∇F , then we have F |Uε = π∗εF |Y , where πε : Y × [0, ε) → Y is the
obvious projection on the first factor. We also assume that
bF = π∗εb
F |Y on Uε. (4.2)
Let F˜ = F ∪Y F be the flat complex vector bundle with non-degenerate sym-
metric bilinear form bF˜ on X˜ induced by (F, bF ).
For the couple (X˜, F˜ ), with the Riemannian metric gTX˜ and the non-degenerate
symmetric bilinear form bF˜ , we denote by Db the operator defined as in [30, (2.20)].
Let 〈 , 〉b be the symmetric bilinear form on Ω∗(X˜, F˜ ) defined as in (2.1).
For any a ≥ 0, let Ω∗[0,a](X˜, F˜ ) be the generalized eigenspace corresponding to
the generalized eigenvalue of D2b with absolute value in [0, a]. Let bΩ∗
[0,a]
(X˜,F˜ ) be
the induced symmetric bilinear form on Ω∗[0,a](X˜, F˜ ). As it in [30], we know that
it is non-degenerate. Let Ω∗[0,a](X˜, F˜ )
± be the ±1-eigenspace of φ on Ω∗[0,a](X˜, F˜ ).
Let bΩ∗
[0,a]
(X˜,F˜ )± be the induced symmetric bilinear forms on Ω
∗
[0,a](X˜, F˜ )
± from
bΩ∗
[0,a]
(X˜,F˜ ). It is easily to see that Ω
∗
[0,a](X˜, F˜ )
+ and Ω∗[0,a](X˜, F˜ )
− are orthogonal
with respect to bΩ∗
[0,a]
(X˜,F˜ ), then bΩ∗
[0,a]
(X˜,F˜ )± are non-degenerate.
Let Ω∗(a,+∞)(X˜, F˜ ) be the 〈 , 〉b-orthogonal complement of Ω∗[0,a](X˜, F˜ ). For any
0 ≤ i ≤ m, let D2b,i be the restriction of D2b on Ωi(X˜, F˜ ). Then for g ∈ Z2, we can
define the regularized equivariant zeta determinant
det′g
(
D2b,(a,+∞),i
)
= exp
(
− ∂
∂s
∣∣∣∣
s=0
Tr
[
g
(
D2b,i|Ω∗
(a,+∞)(X˜,F˜ )
)−s])
. (4.3)
Let bdet(H•(X˜,F˜ )±) be the symmetric bilinear form on det(H
•(X˜, F˜ )±) induced
by the finite dimensional subcomplex of the de Rham complex according the ±1-
eigenvalue. Then for µ = (µ1, µ2) ∈ det(H•(X˜, F˜ ),Z2), g ∈ Z2, the equivariant
symmetric bilinear Ray-Singer torsion is defined by
bRS
det(H•(X˜,F˜ ),Z2)
(µ)(g) = bdet(H•(Ω∗
[0,a]
(X˜,F˜ ))+)(µ1)
· bχ(g)
det(H•(Ω∗
[0,a]
(X˜,F˜ ))−)
(µ2) ·
dimX∏
i=1
(
det′g
(
D˜2b,(a,+∞),i
))(−1)ii
, (4.4)
which is independent of the choice of a ≥ 0 (cf. [5, Theorem 1.4] and [8, Proposition
4.7]).
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Denote by (b
(a,+∞),(X˜,gTX˜ ,bF˜ ))(g) the product
dimX∏
i=1
(
det′g
(
D˜2b,(a,+∞),i
))(−1)ii
and similarly by b(a,+∞),(X,Y,gTX ,bF ), b((a,+∞)),(X,gTX ,bF ) the corresponding parts
in (2.3) and (2.4). Let C+, C− be the trivial and nontrivial one dimension complex
Z2-representation, respectively. Then by the same argument in [7, Proposition 2.1],
we have
Proposition 4.1. (Doubling formula for symmetric bilinear analytic torsion) For
λ ≥ 0, let Ω∗{λ}(X˜, F˜ ) be the generalized eigenspace of D2b corresponding to the
generalized eigenvalue with absolute value equals λ, we have a Z2-equivariant map
φ˜ : Ωp{λ}(X˜, F˜ )→ Ωp{λ}(X,F )⊗ C+ ⊕ Ωp{λ}(X,Y, F )⊗ C−, (4.5)
φ˜(σ) =
√
2
2
(σ + φ∗σ)|X ⊗ 1C+ +
√
2
2
(σ − φ∗σ)|X ⊗ 1C− .
The map φ˜ preserves the non-degenerate symmetric bilinear forms. In particular,
with χ the nontrivial character of Z2, we have for g ∈ Z2,(
b(0,+∞),(X˜,gTX˜ ,bF˜ )
)
(g) = b(0,+∞),(X,gTX ,bF ) ·
(
b(0,+∞),(X,Y,gTX ,bF )
)χ(g)
. (4.6)
Proof. By the same argument in [19, Proposition 1.27], one finds that φ˜ is well-
defined and injective. For the surjectivity, we need to show that for ω ∈ Ωp{λ}(X,F ),
ω˜ = ω on X , and ω˜ = φ∗ω on φ(X) is a smooth form on X˜ with coefficients in F˜ ,
and thus ω˜ ∈ Ωp{λ}(X˜, F˜ ). First as the case in [19, Proposition 1.27], ω˜ is smooth on
X˜\Y and continuous on X˜ . Let P{λ} be the spectral projection onto Ω∗{λ}(X˜, F˜ ),
then we have the decomposition
L2
(
Ω∗(X˜, F˜ )
)
= P{λ}
(
L2
(
Ω∗(X˜, F˜ )
))
⊕ (Id− P{λ})
(
L2
(
Ω∗(X˜, F˜ )
))
. (4.7)
So that
ω˜ = P{λ}(ω˜) + (Id− P{λ})(ω˜). (4.8)
Let i : X → X˜ = X∪Y X be the inclusion onto the first summand. Then similar
as it in [19, Proposition 1.27], for any η ∈ Ω∗(X˜, F˜ ), we have
〈ω˜, η〉b˜ = 〈ω, i∗η〉b + 〈ω, i∗φ∗η〉b. (4.9)
Then by (4.9), the similar discussion in [19, Proposition 1.27] and the fact that for
λ 6= µ, Ω∗{λ}(X,F )a and Ω∗{µ}(X,F )a are 〈 , 〉b-orthogonal (cf. [22]), one finds
〈(Id− P{λ})(ω˜), η〉b˜ = 〈ω˜, (Id− P{λ})η〉b˜ = 0, (4.10)
then (Id− P{λ})(ω˜) = 0. So we have ω˜ = P{λ}(ω˜). Since ω˜ is continuous, then we
get that ω˜ is smooth.
By Proposition 4.1 for λ = 0, we have a natural isomorphism of Z2-vector spaces
φ˜ : Ω•{0}(X˜, F˜ )→ Ω•{0}(X,F )a ⊗ C+ ⊕ Ω•{0}(X,F )r ⊗ C−,
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φ˜(σ) =
√
2
2
· (σ + φ∗σ)|X +
√
2
2
· (σ − φ∗σ)|X . (4.11)
Then φ˜ preserves the non-degenerate symmetric bilinear form. From [22, Proposi-
tion 3], we have that the inclusion i : Ω∗{0}(X,F )r → Ω∗(X,F )r induces an isomor-
phism on cohomology. We also denote by φ˜ the induced map on the cohomology.
Let bdetH•(Ω•{0}(X˜,F˜ )±)
be the induced non-degenerate symmetric bilinear form
on detH•(Ω•{0}(X˜, F˜ )
±). Then for µ = (µ1, µ2) ∈ det(H•(X˜, F˜ ),Z2), g ∈ Z2, the
equivariant Ray-Singer symmetric bilinear torsion is defined by
log
(
bRS
det(H•(X˜,F˜ ),Z2)
(µ)
)
(g) = log
(
bdet(H•(Ω•{0}(X˜,F˜ ))+)
(µ1)
)
+ χ(g) log
(
bdet(H•(Ω•{0}(X˜,F˜ ))−)
(µ2)
)
+ log
(
b
(0,+∞),(X˜,gTX˜ ,bF˜ )
)
(g). (4.12)
Note that φ˜ in (4.11) induces isomorphisms
φ˜1 : H
•(X˜, F˜ )+ → H•(X,F ), φ˜2 : H•(X˜, F˜ )− → H•(X,F ).
By (4.6), (4.11) and (4.12), for µ = (µ1, µ2) ∈ det(H•(X˜, F˜ ),Z2), g ∈ Z2,
log
(
bRS
det(H•(X˜,F˜ ),Z2)
(µ)
)
(g)
= log
(
bRSdetH•(X,F )(φ˜1µ1)
)
+ χ(g) log
(
bRSdetH•(X,Y,F )(φ˜2µ2)
)
. (4.13)
From (4.13) and the anomaly formula [22, Theorem 3], one can get the following
anomaly formula
Theorem 4.2. Let gTXu be a smooth one-parameter Riemannian metrics on X
which is product near Y and bFu is a smooth one-parameter non-degenerate symmet-
ric bilinear forms which is product near Y such that gTX0 = g
TX , gTX1 = g
′TX and
bF0 = b
F , bF1 = b
′F , then The following identity holds,(
b′RS
det(H•(X˜,F˜ ),Z2)
bRS
det(H•(X˜,F˜ ),Z2)
)
(φ) = exp
(∫
Y
log
(
det
((
bF
)−1
b′F
))
e
(
TY,∇TY ))
· exp
(
−
∫
Y
θ
(
F, b′F
)
e˜
(
TY,∇TY ,∇′TY )) . (4.14)
4.2 Doubling formula for symmetric bilinear Milnor torsion
Let F˜ = F ∪Y F be the flat complex vector bundle with non-degenerate symmetric
bilinear form bF˜ on X˜ = X ∪Y X induced by (F, bF ).
Let f be a Morse function on X satisfying Lemma 3.1, which is induced by a
Z2-equivariant Morse function f˜ on X˜ with critical set B˜ = {x ∈ X˜; df˜(x) = 0}.
Let W˜u(x) be the unstable set of x ∈ B˜ ⊂ X˜ .
Let C•(W˜u, F˜ )± and H•(X˜, F˜ )± be the ±1-eigenspaces of the Z2-action in-
duced by φ on C•(W˜u, F˜ ) and H•(X˜, F˜ ); then H•(X˜, F˜ )± is the cohomology of
the complex (C•(W˜u, F˜ )±, ∂˜).
LetC+, C− be the trivial and nontrivial one dimension complex Z2-representation,
respectively, and let 1C+ , 1C− be their unit elements.
Following [5, (1.10)], we define
det
(
H•(X˜, F˜ ),Z2
)
= det
(
H•(X˜, F˜ )+
)
⊗ C+ ⊕ det
(
H•(X˜, F˜ )−
)
⊗ C−. (4.15)
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Let bdetH•(X˜,F˜ )± be the symmetric bilinear form on detH
•(X˜, F˜ )± defined via
the canonical isomorphism
detH•(X˜, F˜ )± ∼= detC•(W˜u, F˜ )±.
For µ = (µ1, µ2) ∈ det(H•(X˜, F˜ ),Z2), φ ∈ Z2, and χ the nontrivial character of Z2,
we introduce the equivariant symmetric bilinear Milnor torsion by
bM,∇f
det(H•(X˜,F˜ ),Z2)
(µ)(φ) = bdetH•(X˜,F˜ )+(µ1) · bχ(φ)detH•(X˜,F˜ )−(µ2)
= bdetH•(X˜,F˜ )+(µ1) · b−1detH•(X˜,F˜ )−(µ2). (4.16)
We have a Z2-equivariant isomorphism of complexes
γ : C•(Wu, F )⊗ C+ ⊕ C•(Wu/WuY , F )⊗ C− → C•(W˜u, F˜ ), (4.17)
given by
γ(a∗ ⊗ 1C+ ⊕ b∗ ⊗ 1C−)
=
√
2
2
((j−11 )
∗
a
∗ + (j−12 )
∗
a) +
√
2
2
((j−11 )
∗
b
∗ − (j−12 )∗b∗), (4.18)
which induces a Z2-isomorphism
γ : H•(X,F )⊗ C+ ⊕H•(X,Y, F )⊗ C− → H•(X˜, F˜ ). (4.19)
Note that as complex vector spaces, we have
Cj(Wu, F ) =
⊕
x∈B,ind(x)=j
[Wu(x)]∗ ⊗ Fx, (4.20)
Cj(Wu/WuY , F ) =
⊕
x∈B\Y,ind(x)=j
[Wu(x)]
∗ ⊗ Fx.
Then γ as a map from Cj(Wu/WuY , F )⊗C+⊕Cj(Wu/WuY , F )⊗C− into C•(W˜u, F˜ )
preserves the symmetric bilinear form and for a∗ ∈ [Wu(x)]∗ ⊗ Fx with x ∈ Y , we
have
γ(a∗ ⊗ 1C+) =
√
2a∗. (4.21)
Let b
detC•(W˜u,F˜ )± be the symmetric bilinear form on detH
•(X˜, F˜ )±. For µ =
(µ1, µ2) ∈ det(H•(X˜, F˜ ),Z2), g ∈ Z2, and χ the nontrivial character of Z2, we have
defined the equivariant Milnor symmetric bilinear torsion by
bM,∇f
det(H•(X˜,F˜ ),Z2)
(µ)(g) = bdetC•(W˜u,F˜ )+(µ1) · (bdetC•(W˜u,F˜ )−(µ2))χ(g). (4.22)
Now γ in (4.19) induces isomorphisms
γ−11 : H
•(X˜, F˜ )+ → H•(X,F ),
γ−12 : H
•(X˜, F˜ )− → H•(X,Y, F ). (4.23)
From (4.21), (4.22) and (4.23), we get for µ = (µ1, µ2) ∈ det(H•(X˜, F˜ ),Z2), g ∈ Z2,
log
(
bM,∇f
det(H•(X˜,F˜ ),Z2)
(µ)
)
(g) = log(2)
∑
x∈B∩Y
(−1)ind(x)rk(F )
+ log
(
bM,∇fdetH•(X,F )(γ
−1
1 µ1)
)
+ χ(g) log
(
bM,∇fdetH•(X,Y,F )(γ
−1
2 µ2)
)
. (4.24)
From (4.24) and the anomaly formulas for bM,∇fdetH•(X,F ), b
M,∇f
detH•(X,Y,F ), we easily
get the following anomaly formula
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Proposition 4.3. Let bFu , 0 ≤ u ≤ 1, be a smooth one-parameter non-degenerate
symmetric bilinear forms which are product near the boundary Y , then we havebM,∇f1,det(H•(X˜,F˜ ),Z2)
bM,∇f
0,det(H•(X˜,F˜ ),Z2)
 (φ) = ∏
x∈BY
(
det
(
bFx1
bFx0
))(−1)indY (x)
. (4.25)
4.3 Comparison of b
M,∇f
det(H•(X˜,F˜ ),Z2)
and bRS
det(H•(X˜,F˜ ),Z2)
In this section, we will compare bM,∇f
det(H•(X˜,F˜ ),Z2)
and bRS
det(H•(X˜,F˜ ),Z2)
, we will use the
method in [30].
Theorem 4.4. (Compare with [5, Theorem 5.1]) Let φ ∈ Z2 be element induced by
the involution on X˜, then the following identity holds,
bRS
det(H•(X˜,F˜ ),Z2)
bM,∇f
det(H•(X˜,F˜ ),Z2)
(φ) =
exp
(
−
∫
Y
θ(F˜ , bF˜ )(∇f)∗ψ(TY,∇TY ) + rk(F )χ(Y ) log(2)
)
. (4.26)
Remark 4.5. By Theorem 4.2, Proposition 4.3 and [5, Section 4], we can assume
that gTX˜ and f˜ verifies the condition in [5, Section 5 b)]. Moreover, we may assume
that bF˜ is flat on an open neighborhood of the zero set B˜. By [8, Theorem 5.9],
from bF˜ we can get a Hermitian metric gF˜ , which can also be assumed to be flat
on an open neighborhood of the zero set B˜.
For any T ∈ R, let bF˜T be the deformed symmetric bilinear form on F˜ defined by
bF˜T (u, v) = e
−2TfbF˜ (u, v). (4.27)
Let d
F˜#
bT
be the associated formal adjoint in the sense of (2.1). Set
DbT = d
F˜ + d
F˜#
bT
, D2bT =
(
dF˜ + d
F˜#
bT
)2
= dF˜d
F˜#
bT
+ d
F˜#
bT
dF˜ . (4.28)
Let Ω∗[0,1],T (X˜, F˜ ) be defined as in Section 2 with respect to D
2
bT
, and let
Ω∗[0,1],T (X˜, F˜ )
⊥ be the orthogonal complement with respect to the symmetric bilin-
ear form. Let P
(1,+∞)
T be spectral projection onto Ω
∗
[0,1],T (X˜, F˜ )
⊥.
In the current case, comparing with the notations in [5, p. 168], we introduce
χφ(F˜ ) = rk(F˜ )χ(Y ),
χ˜′φ(F˜ ) = rk(F˜ )
∑
x∈B∂
(−1)indY (x)ind(x) = rk(F˜ )
∑
x∈B∂
(−1)indY (x)indY (x)
and
TrB∂s [f ] = rk(F˜ )
∑
x∈B∂
(−1)indY (x)f(x),
where we used the fact that d2f(x)|n > 0 for x ∈ BY .
LetN be the number operator on Ω∗(X˜, F˜ ) acting on Ωi(X˜, F˜ ) by multiplication
by i. Let P
[0,1]
T be the restriction of the de Rham map P∞ (cf. [30, (3.1)-(3.6)]) on
Ω∗[0,1],T (X˜, F˜ ), and let P
[0,1],detH
T be the induced isomorphism on cohomology.
We now state several intermediate results whose proofs will be given later. Note
that φ acts as Id on F˜x for x ∈ Y .
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Theorem 4.6. The following identity holds:
lim
T→+∞
P
[0,1],detH
T (bdet((H•(Ω∗[0,1],T )),Z2))
bM,∇f
detH•((X˜,F˜ ),Z2)
(φ)
(
T
π
)m
2 χφ(F˜ )−χ˜′φ(F˜ )
exp(2TrB∂s [f ]T )
= 1. (4.29)
Theorem 4.7. For any t > 0,
lim
T→+∞
Trs
[
φN exp(−tD2bT )P
(1,+∞)
T
]
= 0. (4.30)
Moreover, for any d > 0 there exist c > 0, C > 0 and T0 ≥ 1 such that for any
t ≥ d and T ≥ T0,∣∣∣Trs [φN exp (−tD2bT )P (1,+∞)T ]∣∣∣ ≤ c exp(−Ct). (4.31)
Theorem 4.8. The following identity holds
lim
T→+∞
Trs
[
φNP
[0,1]
T
]
= χ˜′φ(F˜ ). (4.32)
Also
lim
T→+∞
Trs
[
φD2bTP
[0,1]
T
]
= 0. (4.33)
Theorem 4.9. As t→ 0, the following identity holds,
Trs
[
φN exp(−tD2T )
]
=
m
2
χφ(F˜ ) +O(t) if m is even,
= rk(F )
∫
Y
∫ B
L exp
(
− R˙
TY
2
)
· 1√
t
+O(
√
t) if m is odd, (4.34)
where L is defined similar as [4, (3.52)] on Y .
Theorem 4.10. There exist 0 ≤ α ≤ 1, C > 0 such that for any 0 ≤ t ≤ α,
0 ≤ T ≤ 1t , then∣∣∣∣∣Trs [φN exp (−(tDb + T ĉ(∇f))2)]− 1t
∫
Y
∫ B
L exp(−BT 2)rk(F˜ )
−T
2
∫
Y
θφ(F˜ , b
F˜ )
∫ B
d̂f exp(−BT 2)−
m
2
χφ(F˜ )
∣∣∣∣∣ ≤ Ct. (4.35)
Theorem 4.11. For any T > 0, the following identity holds
lim
t→0
[
φN exp
(
−
(
tDb +
T
t
ĉ(∇f)
)2)]
= rk(F˜ ) ·
(
1
1− e−2T
(
(1 + e−2T )
∑
x∈Y ∩B
(−1)indY (x)indY (x)− dimY e−2Tχ(Y )
))
− rk(F˜ )1
2
(
sinh(2T )
cosh(2T ) + 1
− 1
)
χ(Y ). (4.36)
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Theorem 4.12. There exist α ∈ (0, 1], c > 0, C > 0 such that for any t ∈ (0, α],
T ≥ 1, then∣∣∣∣∣Trs
[
φN exp
(
−
(
tDb +
T
t
ĉ(∇f)
)2)]
− χ˜′φ(F˜ )
∣∣∣∣∣ ≤ c exp(−CT ). (4.37)
Now we give a proof of Theorem 4.4.
Theorem 4.13. The following identity holds,
bRS
det(H•(X˜,F˜ ),Z2)
bM,∇f
det(H•(X˜,F˜ ),Z2)
(φ) =
exp
(
−
∫
Y
θ(F˜ , bF˜ )(∇f)∗ψ(TY,∇TY ) + rk(F )χ(Y ) log(2)
)
. (4.38)
Proof. First of all, by the anomaly formula (4.14), for any T ≥ 0, one has
P
[0,1],detH
T
(
bRS
detH∗
(
Ω∗
[0,1],T
(X˜,F˜ ),Z2
)
)
bM,∇f
det(H∗(X˜,F˜ ),Z2)
(φ)
·
m∏
i=0
(
det
(
D2bT |Ω∗
[0,1],T
(X˜,F˜ )⊥∩Ωi(X˜,F˜ )
)
(φ)
)(−1)ii
=
P detH∞
(
bRS
det(H∗(X˜,F˜ ),Z2)
)
bM,∇f
det(H∗(X˜,F˜ ),Z2)
(φ) exp
(
−2T rk(F )
∫
Y
fe
(
TY,∇TY )) . (4.39)
From now on, we will write a ≃ b for a, b ∈ C if ea = eb. Thus, we can rewrite
(4.39) as
log
P detH∞
(
bRS
det(H∗(X˜,F˜ ),Z2)
)
bM,∇f
det(H∗(X˜,F˜ ),Z2)
(φ)

≃ log
P
[0,1],detH
T
(
bRS
detH∗
(
Ω∗
[0,1],T
(X˜,F˜ ),Z2
)
)
bM,∇f
det(H∗(X˜,F˜ ),Z2)
(φ)

+
m∑
i=0
(−1)ii log
(
det
(
D2bT |Ω∗
[0,1],T
(X˜,F˜ )⊥∩Ωi(X˜,F˜ )
)
(φ)
)
+ 2T rk(F )
∫
Y
fe
(
TY,∇TY ) . (4.40)
Let T0 > 0 be as in Theorem 4.7. For any T ≥ T0 and s ∈ C with Re(s) ≥ m+1,
set
θφ,T (s) =
1
Γ(s)
∫ +∞
0
ts−1Trs
[
φN exp
(−tD2bT )P (1,+∞)T ] dt. (4.41)
By (4.31), θφ,T (s) is well defined and can be extended to a meromorphic function
which is holomorphic at s = 0. Moreover,
m∑
i=0
(−1)ii log
(
det
(
D2bT |Ω∗
[0,1],T
(X˜,F˜ )⊥∩Ωi(X˜,F˜ )
)
(φ)
)
≃ − ∂θφ,T (s)
∂s
∣∣∣∣
s=0
. (4.42)
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Let d = α2 with α being as in Theorem 4.12. From (4.41) and Theorems 4.7-4.9,
one finds that
lim
T→+∞
∂θφ,T (s)
∂s
∣∣∣∣
s=0
= lim
T→+∞
∫ d
0
(
Trs
[
φN exp
(−tD2bT )]− a−1√t − m2 χφ(F˜ )
)
dt
t
− 2a−1√
d
− (Γ′(1)− log d)
(m
2
χφ(F˜ )− χ˜′φ(F˜ )
)
, (4.43)
where we denote for simplicity that
a−1 = rk(F )
∫
Y
∫ B
L exp
(
− R˙
TY
2
)
.
To study the first term in the right hand side of (4.43), we observe first that for
any T ≥ 0, one has
e−T f˜D2bT e
T f˜ =
(
Db + T ĉ(∇f˜)
)2
. (4.44)
Thus, one has
Trs
[
φN exp
(−tD2bT )2] = Trs [φN exp(−t(Db + T ĉ(∇f˜)))] . (4.45)
By (4.45), one writes∫ d
0
(
Trs
[
φN exp
(−tD2bT )]− a−1√t − m2 χφ(F˜ )
)
dt
t
= 2
∫ √dT
1
(
Trs
[
φN exp
(
−
(
t√
T
Db + t
√
T ĉ(∇f˜)
)2)]
−
√
T
t
a−1
−m
2
χφ(F˜ )
) dt
t
+ 2
∫ 1√
T
0
(
Trs
[
φN exp
(
−
(
tDb + tT ĉ(∇f˜)
)2)]
− a−1
t
− m
2
χφ(F˜ )
)
dt
t
. (4.46)
In view of Theorem 4.10, we write∫ 1√
T
0
(
Trs
[
φN exp
(
−
(
tDb + tT ĉ(∇f˜)
)2)]
− a−1
t
− m
2
χφ(F˜ )
)
dt
t
=
∫ 1√
T
0
(
Trs
[
φN exp
(
−
(
tDb + tT ĉ(∇f˜)
)2)]
−1
t
rk(F )
∫
Y
∫ B
L exp
(−B(tT )2)
− tT
2
∫
Y
θ(F, bF )
∫ B
d̂f˜ exp
(−B(tT )2)− m
2
χφ(F˜ )
)
dt
t
+
∫ 1√
T
0
(
1
t
rk(F )
∫
Y
∫ B
L exp
(−B(tT )2)− a−1
t
)
dt
t
+
∫ 1√
T
0
tT
2
∫
Y
θ(F, bF )
∫ B
d̂f˜ exp
(−B(tT )2) dt
t
. (4.47)
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By [4, Definitions 3.6, 3.12 and Theorem 3.18], one has that, as T → +∞,
∫ 1√
T
0
tT
2
∫
Y
θ(F, bF )
∫ B
d̂f˜ exp
(−B(tT )2) dt
t
→
1
2
∫
Y
θ(F, bF )(∇f)∗ψ (TY,∇TY ) . (4.48)
From [4, (3.54)], [30, (3.35)] and integration by parts, we have
∫ 1√
T
0
(
1
t
rk(F )
∫
Y
∫ B
L exp
(−B(tT )2)− a−1
t
)
dt
t
= −
√
T rk(F )
∫
Y
∫ B
L exp(−BT ) +
√
Ta−1
− T rk(F )
∫
Y
f
∫ B
exp(−BT ) + T rk(F )
∫
Y
f
∫ B
exp(−B0). (4.49)
From Theorems 4.10, 4.11, [4, Theorem 3.20], [4, (7.72) and (7.73)] and the
dominate convergence, one finds that as T → +∞,
∫ 1√
T
0
(
Trs
[
φN exp
(
−
(
tDb + tT ĉ(∇f˜)
)2)]
−1
t
rk(F )
∫
Y
∫ B
L exp
(−B(tT )2)
− tT
2
∫
Y
θ(F, bF )
∫ B
d̂f˜ exp
(−B(tT )2)− m2 χφ(F˜ )
)
dt
t
=
∫ 1
0
(
Trs
[
φN exp
(
−
(
t√
T
Db + t
√
T ĉ(∇f˜)
)2)]
−
√
T
t
rk(F )
∫
Y
∫ B
L exp
(
−B(t√T )2
)
− t
√
T
2
∫
Y
θ(F, bF )
∫ B
d̂f˜ exp
(
−B(t√T )2
)
− m
2
χφ(F˜ )
)
dt
t
→
∫ 1
0
{
1
1− e−2t2
((
1 + e−2t
2
)
χ˜′φ(F˜ )− dimY e−2t
2
χφ(F˜ )
)
− rk(F˜ )1
2
(
sinh(2t2)
cosh(2t2) + 1
− 1
)
χ(Y )
+
1
2t2
rk(F˜ )
∑
x∈BY
(−1)indY (x)(dimY − 2indY (x)) − m
2
χφ(F˜ )
}
dt
t
=
1
2
rk(F˜ )
{ ∑
x∈BY
(−1)indY (x)indY (x) − 1
2
χ(Y )dimY
}
·
∫ 1
0
(
1 + e−2t
1− e−2t −
1
t
)
dt
t
− rk(F˜ )1
4
χ(Y ) ·
∫ 1
0
sinh(2t)
cosh(2t) + 1
dt
t
. (4.50)
On the other hand, by Theorems 4.11, 4.12 and the dominate convergence, we
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have that as T → +∞,
∫ √Td
1
(
Trs
[
φN exp
(
−
(
t√
T
Db + t
√
T ĉ(∇f˜)
)2)]
−
√
T
t
a−1 − m
2
χφ(F˜ )
)
dt
t
=
∫ √Td
1
(
Trs
[
φN exp
(
−
(
t√
T
Db + t
√
T ĉ(∇f˜)
)2)]
− χ˜′φ(F˜ )
)
dt
t
+
1
2
χ˜′φ(F˜ ) log(Td) + a−1
√
T
(
1√
Td
− 1
)
− m
4
χφ(F˜ ) log(Td)
=
∫ +∞
1
{
1
1− e−2t2
((
1 + e−2t
2
)
χ˜′φ(F˜ )− dimY e−2t
2
χφ(F˜ )
)
−rk(F˜ )1
2
(
sinh(2t2)
cosh(2t2) + 1
− 1
)
χ(Y )− χ˜′φ(F˜ )
}
dt
t
+
1
2
χ˜′φ(F˜ ) log(Td) + a−1
√
T
(
1√
Td
− 1
)
− m
4
χφ(F˜ ) log(Td) + o(1)
= rk(F˜ )
{ ∑
x∈BY
(−1)indY (x)indY (x) − 1
2
χ(Y )dimY
}
·
∫ +∞
1
e−2t
1− e−2t
dt
t
− rk(F˜ )1
4
χ(Y )
∫ +∞
1
(
sinh(2t)
cosh(2t) + 1
− 1
)
dt
t
+
1
2
(
χ˜′φ(F˜ )−
m
2
χφ(F˜ )
)
log(Td) +
a−1√
d
−
√
Ta−1 + o(1). (4.51)
Combining (4.29), (4.39) and (4.46)-(4.51), one deduces, by setting T → +∞,
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that
log
P detH∞
(
bRS
det(H∗(X˜,F˜ ),Z2)
)
bM,∇f˜
det(H∗(X˜,F˜ ),Z2)
(φ)
 ≃
− 2TrB∂s [f ]T +
(
χ˜′φ(F˜ )−
m
2
χφ(F˜ )
)
logT −
(
χ˜′φ(F˜ )−
m
2
χφ(F˜ )
)
log π
−
∫
Y
θ(F, bF )(∇f)∗ψ (TY,∇TY )
+ 2
√
T rk(F˜ )
∫
Y
∫ B
L exp(−BT )− 2
√
Ta−1 + 2T rk(F˜ )
∫
Y
f
∫ B
exp(−BT )
− 2T rk(F˜ )
∫
Y
f
∫ B
exp(−B0)
− rk(F˜ )
{ ∑
x∈BY
(−1)indY (x)indY (x)− 1
2
χ(Y )dimY
}
·
(∫ 1
0
(
1 + e−2t
1− e−2t −
1
t
)
dt
t
+
∫ +∞
1
2e−2t
1− e−2t
dt
t
)
+ 2rk(F˜ )
1
4
χ(Y ) ·
(∫ 1
0
sinh(2t)
cosh(2t) + 1
dt
t
+
∫ +∞
1
(
sinh(2t)
cosh(2t) + 1
− 1
)
dt
t
)
−
(
χ˜′φ(F˜ )−
m
2
χφ(F˜ )
)
log(Td)− 2a−1√
d
+ 2
√
Ta−1
+2T rk(F˜ )
∫
Y
fe
(
TY,∇TY )+ 2a−1√
d
− (Γ′(1)− log d)
(
χ˜′φ(F˜ )−
m
2
χφ(F˜ )
)
+ o(1).
(4.52)
By [4, Theorem 3.20] and [4, (7.72)], one has
lim
T→+∞
(
2T rk(F˜ )
∫
Y
f
∫ B
exp(−BT )− 2TTrB∂s [f ]
)
= −rk(F˜ )
{ ∑
x∈BY
(−1)indY (x)indY (x)− 1
2
χ(Y )dimY
}
, (4.53)
lim
T→+∞
2
√
T rk(F˜ )
∫
Y
∫ B
L exp(−BT )
= 2rk(F˜ )
{ ∑
x∈BY
(−1)indY (x)indY (x)− 1
2
χ(Y )dimY
}
. (4.54)
On the other hand, by [4, (7.93)] and [5, (5.55)], one has∫ 1
0
(
1 + e−2t
1− e−2t −
1
t
)
+
∫ +∞
1
2e−2t
1− e−2t
dt
t
= 1− log π − Γ′(1), (4.55)
∫ 1
0
(
sinh(2t)
cosh(2t) + 1
)
dt
t
+
∫ +∞
1
(
sinh(2t)
cosh(2t) + 1
− 1
)
dt
t
= − log π − Γ
′
Γ
(
1
2
)
. (4.56)
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From (4.52)-(4.56), we get
bRS
det(H•(X˜,F˜ ),Z2)
bM,∇f
det(H•(X˜,F˜ ),Z2)
(φ) = exp
(
−
∫
Y
θ(F˜ , bF˜ )(∇f)∗ψ(TY,∇TY )
−1
4
∑
x∈B∂
rk(F )(−1)indY (x)
(
2
Γ′
Γ
(
1
2
)
− 2Γ′(1)
))
. (4.57)
By [5, (5.53)], we know
Γ′
Γ
(
1
2
)
− Γ′(1) = −2 log(2). (4.58)
Then from (4.57), (4.58) and Lemma 3.1, we get (4.38).
4.4 Proofs of the intermediate results
The purpose of this subsection is to prove the intermediate results. Since the meth-
ods of the proofs of these theorems are essentially the same as the corresponding
theorems in [30], so we refer to [30] for related definitions and notations directly
when there will be no confusion, such as Bb,g, Ab,t,T , Ag,t,T , Ct,T , · · · .
4.4.1 Proof of Theorem 4.6
First, as it in [30, (4.45)], we have
P
[0,1],detH
T (b
RS
det(H•(Ω∗
[0,1],T
(X˜,F˜ )),Z2)
)
bM,∇f
det(H•(X˜,F˜ ),Z2)
(φ)
=
m∏
i=0
det
(
P#∞,TP∞,T |Ωi
[0,1],T
(X˜,F˜ )
)(−1)i+1
(φ). (4.59)
From [30, Propositions 4.4 and 4.5], one deduces that as T → +∞,
det
(
P#∞,TP∞,T |Ωi
[0,1],T
(X˜,F˜ )
)
(φ)
= det
(
eT e
#
T P
#
∞,TP∞,T |Ωi
[0,1],T
(X˜,F˜ )
)
(φ) · det−1
(
eT e
#
T |Ωi
[0,1],T
(X˜,F˜ )
)
(φ)
= det
(
(P∞,T eT )#P∞,T eT |Ci(Wu,F˜ )
)
(φ) · det−1
(
e#T eT |Ci(Wu,F˜ )
)
(φ)
= det
(
(1 +O(e−cT ))#
( π
T
)N−m/2
e2TF(1 +O(e−cT ))|Ci(Wu,F˜ )
)
(φ) (4.60)
From (4.59) and (4.60), we get the result immediately.
4.4.2 Proof of Theorem 4.7
The proof of Theorem 4.7 is the same as the proof of [30, Theorem 3.4] given in [30,
Section 5].
4.4.3 Proof of Theorem 4.8
Recall that the operator eT : C
∗(Wu, F˜ )→ Ω∗[0,1],T (X˜, F˜ ) has been defined in [30,
(4.38)], and in the current case, we also have that eT commutes with Z2. So by
[30, Proposition 4.4], we have that for T ≥ 0 large enough, eT : C∗(Wu, F˜ ) →
Ω∗[0,1],T (X˜, F˜ ) is an identification of Z2-spaces. So (4.32) follows. Also (4.33) is
from [30, proposition 4.2].
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4.4.4 Proof of Theorem 4.9
In this section, we provide a proof of Theorem 4.9, which computes the asymptotic
of Trs[gN exp(−tD2bT )] for fixed T ≥ 0 as t → 0. The method is essentially the
same as it in [30].
By [30, (6.4)], we have
e−tD
2
b = e−tD
2
g +
m∑
k=1
(−1)ktk
∫
∆k
e−t1tD
2
gBb,ge
−t2tD2g · · ·Bb,ge−tk+1tD
2
gdt1 · · · dtk
+ (−1)m+1tm+1
∫
∆m+1
e−t1tD
2
gBb,ge
−t2tD2g · · ·Bb,ge−tm+2tD2bdt1 · · · dtm+1, (4.61)
where ∆k, 1 ≤ k ≤ m+1, is the k-simplex defined by t1+ · · ·+tk+1 = 1, t1 ≥ 0, · · · ,
tk+1 ≥ 0. Also, by the same proof of [30, Proposition 6.1], we have the following
result.
Proposition 4.14. As t→ 0+, one has
tm+1
∫
∆m+1
Trs
[
φNe−t1tD
2
gBb,ge
−t2tD2g · · ·Bb,ge−tm+2tD2b
]
dt1 · · · dtm+1 → 0.
(4.62)
Now for 1 ≤ k ≤ m, we want to prove
lim
t→0+
tk
∫
∆k
Trs
[
φNe−t1tD
2
gBb,ge
−t2tD2g · · ·Bb,ge−tk+1tD
2
g
]
dt1 · · · dtk = 0. (4.63)
First from [13, Theorem 3.3], in our case, we have, as t→ 0+,
tk
∫
∆k
Trs
[
φNe−t1tD
2
gBb,ge
−t2tD2g · · ·Bb,ge−tk+1tD2g
]
dt1 · · · dtk
=
∑
|λ(k)|≤m−k
(−1)|λ(k)|
λ(k)!λ˜(k)!
Trs
[
φDλ(k)t exp(−tD2g)
]
+O(
√
t), (4.64)
where
Dλ(k)t = tk+|λ(k)|NB[λ1]B[λ2] · · ·B[λk],
B[0] = Bb,g, B
[k] =
[
D2g, B
[k−1]
]
,
and we refer to [13, (3.22)-(3.26)] the other notations.
Let NY = TX/TY be the normal bundle to Y in X . We identity NY with
the orthogonal bundle to TY in TX . By standard estimates of heat kernel, the
problem in calculating t → 0+ in (4.64) can be localized to an open neighborhood
Uε of Y in X . Using normal geodesic coordinates to Y in X , we will identity Uε to
an ε-neighborhood of Y in NY .
Since we have used normal geodesic coordinates to Y in X , if (y, z) ∈ NY ,
φ−1(y, z) = (y, φ−1z). (4.65)
Let dvY , dvNY be the Riemannian volumes on TY , NY induced by g
TX˜ . Let
k(y, z) (y ∈ Y, z ∈ NY , |z| < ε) be defined by
dvX = k(y, z)dvY (y)dvNY (z). (4.66)
Then
k(y, 0) = 1. (4.67)
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Let ρ(Z) be a smooth function which is equal to 1 if |Z| ≤ 14ε and equal to 0
if |Z| ≥ 12ε. Take x0 ∈ Y , let Fx0 be the smooth sections of (Λ(T ∗X˜) ⊗ F˜ )x0 over
Tx0X˜. Let ∆
TX˜ be the standard Laplacian on Tx0X˜ with respect to the metric
gTX˜ .
Let J1t be the operator acting on Fx0
J1t = (1 − ρ2(Z))(−t∆Tx0 X˜) + ρ2(Z)tD2g. (4.68)
Let Ht be the linear map
s(Z) ∈ Fx0 → s
(
Z√
t
)
∈ Fx0 . (4.69)
Set
J2t = H
−1
t J
1
tHt. (4.70)
Let e1, · · · , em−1 be an oriented orthonormal base of Tx0Y and let em be an
orthonormal base of NY .
Let J3t be the operator obtained from J
2
t by replacing c(ei), ĉ(ei), 1 ≤ i ≤ m− 1
by
ct(ei) =
ei
t
1
4
∧ −t 14 iei , ĉt(ei) =
êi
t
1
4
∧+t 14 iêi , 1 ≤ i ≤ m− 1. (4.71)
Let Gt be the process of (4.70) and (4.71) in the above. Let Pt be the smooth
kernel of exp(−tD2g) and let P it (z, z′) (z, z′ ∈ Tx0X˜, i = 1, 2, 3) be the smooth kernel
associated to exp(−J it ) with respect to dvTx0 X˜(z
′). Then we have
lim
t→0+
Trs
[
φDλ(k)t exp
(−tD2g)] = lim
t→0+
∫
Uε/8
Trs
[
φDλ(k)t Pt(φ−1x, x)
]
dvX(x) =
lim
t→0+
∫
y∈Y
∫
z∈NY ,|z|≤ε/8
Trs
[
φDλ(k)t Pt(φ−1(y, z), (y, z))
]
k(y, z)dvY (y)dvNY (z).
(4.72)
By (4.68) and the finite propagation speed, there exist c, C > 0 such that for
z ∈ NY , |z| ≤ 18ε, 0 < t ≤ 1, we have∣∣Pt(φ−1(y, z), (y, z))k(y, z)− P 1t (φ−1z, z)∣∣ ≤ c exp(−Ct2
)
. (4.73)
Let [Gt
(
Dλ(k)t
)
P 3t
(
φ−1z, z
)
]max ∈ End(Λ∗(NY )) ⊗ EndF˜ be the coefficient of
e1 ∧ · · · em−1 ∧ ê1 · · · ∧ · · · ∧ êm−1 in the expansion of it. Then by [4, Proposition
4.11], we have
Trs
[
φDλ(k)t P 1t (φ−1z, z)
]
= 2m−1(−1) (m−1)m2 1√
t
Trs
[
φ
[
Gt
(
Dλ(k)t
)
P 3t
(
φ−1z√
t
,
z√
t
)]max]
. (4.74)
Then
lim
t→0+
∫
z∈NY ,|z|≤ε/8
Trs
[
φDλ(k)t P 1t (φ−1z, z)
]
dvNY (z) = lim
t→0+
∫
z∈NY ,|z|≤ε/8
2m−1(−1) (m−1)m2 1√
t
Trs
[
φ
[
Gt
(
Dλ(k)t
)
P 3t
(
φ−1z√
t
,
z√
t
)]max]
dvNY (z). (4.75)
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Let a > 0 be the injectivity radius of (X˜, gTX˜). We identify the open ball
BTxX˜ (0, a2 ) with the open ball B
X˜(x, a2 ) in X˜ using geodesic coordinates. Then
y ∈ TxX˜, |y| ≤ a2 , represents an element of BX˜(0, a2 ). For y ∈ TxX˜, |y| ≤ a2 , we
identify TyX˜ , F˜y to TxX˜, F˜x by parallel transport along the geodesic t ∈ [0, 1]→ ty
with respect to the connections ∇TX˜ , ∇F˜ ,u respectively.
Let ΓTX˜,x, ΓF˜ ,u,x be the connection forms for ∇TX˜ , ∇F˜ ,u in the considered
trivialization of T X˜. By [1, Proposition 4.7], one has
ΓTX˜,x =
1
2
RTX˜x (y, ·) +O(|y|2),
ΓF˜ ,u,xy = O(|y|). (4.76)
Then by direct computation, we find that as t→ 0+,
Gt
(
tl+1B[l]
)
= O(
√
t), l ≥ 0, (4.77)
and
Gt(N) =
1
2
√
t
m−1∑
i=1
ei ∧ êi +O(1) = 1√
t
L|Y +O(1), (4.78)
then
lim
t→0+
Gt
(
Dλ(k)t
)
exists and lim
t→0+
Gt
(
Dλ(k)t
)
= 0, 1 < k ≤ m. (4.79)
Using [4, (4.29)], one can find that as t→ 0+,
J3t → J30 = −∆Tx0X˜ +
1
2
R˙TY . (4.80)
Then by (4.75), (4.77), (4.78) and (4.80), we have
lim
t→0+
∫
z∈NY ,|z|≤ε/8
Trs
[
φDλ(k)t P 1t (φ−1z, z)
]
dvNY (z)
= 2m−1(−1) (m−1)m2
∫
z∈NY
Trs
[
φ
[
G0
(
Dλ(k)0
)
P 30 (φ
−1z, z)
]max]
dvNY (z). (4.81)
Then by (4.64), (4.72), (4.73), (4.79), (4.80) and (4.81), we have that for any
1 < k ≤ m,
lim
t→0+
tk
∫
∆k
Trs
[
φNe−t1tD
2
gBb,ge
−t2tD2g · · ·Bb,ge−tk+1tD2g
]
dt1 · · · dtk = 0, (4.82)
while for k = 1, 0 ≤ t1 ≤ 1, using the standard heat kernel on Rn, φ−1z = −z, [30,
(6.16)] and
1
2
√
πt
∫
R
exp
(
−4|y|
2
4t
)
dy =
1
2
, Trs [c(em)ĉ(em)] = −2,
we have
lim
t→0+
tTrs
[
φNe−t1tD
2
gBb,ge
−(1−t1)tD2g
]
= lim
t→0+
tTrs
[
φNBb,ge
−tD2g
]
=
1
2
∫
Y
∫ B
Tr
φ
m−1∑
i,j=1
ei ∧ êj(∇ueiωF (ej)) +
1
2
[
ωF , ω̂Fg − ω̂F
]
· L exp
(
− R˙
TY
2
)
. (4.83)
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So by [5, (2.13)], and proceeding as in [30, (6.26)-(6.28)], we have
lim
t→0+
tTrs
[
φNe−t1tD
2
gBb,ge
−(1−t1)tD2g
]
= 0. (4.84)
From (4.61), (4.62), (4.82) and (4.84) and [5, Theorem 5.9], one can get the
result.
4.4.5 Proof of Theorem 4.10
In order to prove (4.10), one needs only to prove that under the, conditions of
Theorem 4.10, there exists a constant C” > 0 such that∣∣Trs [φN exp (−(tDb + T ĉ(∇f))2)]− Trs [φN exp (−(tDg + T ĉ(∇f))2)]
−T
2
∫
Y
(θφ(F˜ , b
F˜ )− θφ(F˜ , gF˜ ))
∫ B
d̂f exp(−BT 2)
∣∣∣∣∣ ≤ C”t. (4.85)
By [30, (7.8)], we have
e−A
2
b,t,T = e−A
2
g,t,T
+
m∑
k=1
(−1)k
∫
∆k
e−t1A
2
g,t,TCt,T e
−t2A2g,t,T · · ·Ct,T e−tk+1A
2
g,t,T dt1 · · · dtk
+ (−1)m+1
∫
∆m+1
e−t1A
2
g,t,TCt,T e
−t2A2g,t,T · · ·Ct,T e−tm+2A2b,t,T dt1 · · · dtm+1. (4.86)
From the proof of [30, (7.21)], we have that there exists C1 > 0 such that for any
t > 0 small enough and T ∈ [0, 1t ],∣∣∣∣∣
∫
∆m+1
Trs
[
φNe−t1A
2
g,t,TCt,T e
−t2A2g,t,T · · ·Ct,T e−tm+2A2b,t,T
]
dt1 · · · dtm+1
∣∣∣∣∣
≤ C1t (4.87)
By the standard heat kernel expansion, we see that for 1 ≤ k ≤ m, our problem
can be localized near Y .
Now for any x ∈ Y , let e1, · · · , em−1, em be a orthonormal basis of T X˜|Y such
that e1, · · · , em−1 is an orthonormal basis of TY and em is the normal vector field
along Y . Then we use the Getzler rescaling (cf. [2], [16], [17]) introduced in (4.71),
with t there replaced by t2 here. By using [30, (7.7)], one has
Gt2(Ct,T ) = Gt2(t
2Bb,g) + tTω
F (∇f). (4.88)
By (4.78), we have
Gt2(N) =
1
2t
m−1∑
i=1
ei ∧ êi +O(1) = 1
t
L|Y +O(1). (4.89)
By (4.88), (4.89), replacing (4.68) by [4, (13.8)], that is,
J1t =
(
1− ρ2(Z)) (−t2∆Tx0 X˜ + T 2)+ ρ2(Z) (tDg + T ĉ(∇f))2 , (4.90)
using Z2-equivariant version of [4, Proposition 13.3] (cf. [3, Proposition 11.5]) and
applying the steps (4.64)-(4.84), we have that there exists C2 > 0, 0 < d < 1 such
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that for any 1 < k ≤ m, 0 < t ≤ d, T ≥ 0 with tT ≤ 1,∣∣∣∣∫
∆k
Trs
[
φNe−t1A
2
g,t,TCt,T e
−t2A2g,t,T · · ·Ct,T e−tk+1A2g,t,T
]
dt1 · · · dtk
∣∣∣∣
≤ C2t. (4.91)
For k = 1, we have
Trs
[
φNe−t1A
2
g,t,TCt,T e
−(1−t1)A2g,t,T
]
= Trs
[
φNCt,T e
−A2g,t,T
]
. (4.92)
From (4.88), (4.89), (4.92) and proceeding as above, one has for any 0 < t ≤ d,
T ≥ 0 with tT ≤ 1 and 0 ≤ t1 ≤ 1,
∣∣∣∣∣Trs [φNe−t1A2g,t,TCt,T e−(1−t1)A2g,t,T ]− T
∫
Y
∫ B
Tr
[
φωF (∇f)]L exp(−BT 2)
∣∣∣∣∣
≤ C2t. (4.93)
Now similar as [30, (7.25)], we have∫
Y
∫ B
Tr
[
φωF (∇f)]L exp(−BT 2)
=
1
2
∫
Y
(
θφ(F˜ , g
F˜ )− θφ(F˜ , bF˜ )
)∫ B
∇̂f exp(−BT 2). (4.94)
From (4.86)-(4.94), we get (4.85), which completes the proof.
4.4.6 Proof of Theorem 4.11
In order to prove Theorem 4.11, we need only to prove that for any T > 0,
lim
t→0+
(
Trs
[
φN exp
(
−A2
b,t,T
t
)]
− Trs
[
φN exp
(
−A2
g,t,T
t
)])
= 0. (4.95)
By [30, (8.2) and (8.4)], there exists 0 < C0 ≤ 1, such that when 0 < t ≤ C0,
one has the absolute convergent expansion formula
e
−A2
b,t, T
t − e−A
2
g,t, T
t
=
+∞∑
k=1
(−1)k
∫
∆k
e
−t1A2
g,t, T
t Ct,T
t
e
−t2A2
g,t, T
t · · ·Ct,T
t
e
−tk+1A2
g,t, T
t dt1 · · · dtk, (4.96)
and that
+∞∑
k=m
(−1)k
∫
∆k
φe
−t1A2
g,t, T
t Ct,T
t
e
−t2A2
g,t, T
t · · ·Ct, T
t
e
−tk+1A2
g,t, T
t dt1 · · · dtk (4.97)
is uniformly absolute convergent for 0 < t ≤ C0.
Proceeding as in [30, Section 8], for any (t1, · · · , tk+1) ∈ ∆k\{t1 · · · tk+1 = 0},
one has that∣∣∣∣Trs [φNe−t1A2g,t, Tt Ct, Tt e−t2A2g,t, Tt · · ·Ct,Tt e−tk+1A2g,t, Tt
]∣∣∣∣
≤ C3tk(t1 · · · tk)− 12Tr
[
e−
A2
g,t, T
t
2
]∥∥∥∥ψe− tk+12 A2g,t, Tt ∥∥∥∥ (4.98)
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for some positive constant C3 > 0.
Also by [30, (8.4)], (4.98) and the same assumption in [30] that tk+1 ≥ 1k+1 , one
gets∣∣∣∣∫
∆k
Trs
[
φNe
−t1A2
g,t, T
t Ct,T
t
e
−t2A2
g,t, T
t · · ·Ct,T
t
e
−tk+1A2
g,t, T
t
]
dt1 · · · dtk
∣∣∣∣
≤ C4tk−m
∥∥∥∥ψe− 12(k+1)A2g,t, Tt ∥∥∥∥ (4.99)
for some constant C4 > 0.
From (4.96), (4.97), (4.99), [30, (8.9) and (8.10)] and the dominate convergence,
we get (4.95).
Remark 4.15. The right hand side of (4.36) is not stated in [5], so we explain it in
our case. First by direct computation, it equals
1
1− e−2T
((
1 + e−2T
)
χ˜′φ(F˜ )− e−2T (m− 1)χφ(F˜ )
)
+
e−T
eT + e−T
χφ(F˜ ). (4.100)
Since near x ∈ BY , φ = 1 in TxY and φ = −1 in NY . So the first term of (4.100) is
just from [5, Theorem A.2] corresponding to φ = 1. On NY , by [5, (8.15)], as the
proof of [5, Theorem 5.12], we need to compute
∫
y∈NY ,|y|≤ε
(
Te2T
2πt2 sinh(2T )
) 1
2
exp
{
−T (cosh(2T ) + 1)
t2 sinh(2T )
y2
}
dy
× TrΛ(NY )s
[−N exp[−2T (N+ + indNY (x)−N−)]]χφ(F˜ ). (4.101)
Since indNY (x) = 0, N
− = 0, then as t→ 0+, (4.101) equals
eT
eT + e−T
× e−2Tχφ(F˜ ),
which is equal to the second term in (4.100).
4.4.7 Proof of Theorem 4.12
In order to prove Theorem 4.12, we need only to prove that there exist c > 0, C > 0,
0 < C0 ≤ 1 such that for any 0 < t ≤ C0, T ≥ 1,∣∣∣Trs [φN exp(−A2b,t,T
t
)]
− Trs
[
φN exp
(
−A2g,t,T
t
)]∣∣∣ ≤ c exp(−CT ). (4.102)
First of all, one can choose C0 > 0 small enough so that for any 0 < t ≤ C0,
T > 0, by (4.96), we have the absolute convergent expansion formula
e
−A2
b,t, T
t − e−A
2
g,t, T
t
=
+∞∑
k=1
(−1)k
∫
∆k
e
−t1A2
g,t, T
t Ct,T
t
e
−t2A2
g,t, T
t · · ·Ct,T
t
e
−tk+1A2
g,t, T
t dt1 · · · dtk (4.103)
from which one has
Trs
[
φN exp
(
−A2
b,t,T
t
)]
− Trs
[
φN exp
(
−A2
g,t,T
t
)]
=
+∞∑
k=1
(−1)k
∫
∆k
Trs
[
φNe
−t1A2
g,t, T
t Ct,T
t
e
−t2A2
g,t, T
t · · ·Ct,T
t
e
−tk+1A2
g,t, T
t
]
dt1 · · · dtk.
(4.104)
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Thus, in order to prove (4.102), we need only to prove
+∞∑
k=1
∣∣∣∣∫
∆k
Trs
[
φNe
−t1A2
g,t, T
t Ct,T
t
e
−t2A2
g,t, T
t · · ·Ct, T
t
e
−tk+1A2
g,t, T
t
]
dt1 · · · dtk
∣∣∣∣
=
+∞∑
k=1
∣∣∣∣∫
∆k
Trs
[
φNe
−(t1+tk+1)A2
g,t, T
t Ct,T
t
e
−t2A2
g,t, T
t · · ·Ct,T
t
]
dt1 · · · dtk
∣∣∣∣
≤ c exp(−CT ). (4.105)
By [30, (8.6)], we have for any t > 0, T ≥ 1, (t1, · · · , tk+1) ∈ ∆k\{t1 · · · tk+1 =
0},
Trs
[
φNe
−(t1+tk+1)A2
g,t, T
t Ct,T
t
e
−t2A2
g,t, T
t · · ·Ct,T
t
]
= Trs
[
φNψe
−(t1+tk+1)A2
g,t, T
t Ct,T
t
ψe
−t2A2
g,t, T
t · · ·ψe−tkA
2
g,t, T
t Ct,T
t
]
. (4.106)
From (4.106), [30, (9.18) and (9.19)], one sees that there exists C5 > 0, C6 > 0
and C7 > 0 such that for any k ≥ 1,∣∣∣∣∫
∆k
Trs
[
φNe
−t1A2
g,t, T
t Ct,T
t
e
−t2A2
g,t, T
t · · ·Ct,T
t
e
−tk+1A2
g,t, T
t
]
dt1 · · · dtk
∣∣∣∣
≤ C5(C6t)k T
m
2
tn
exp
(
−C7T
4
)
, (4.107)
from which one sees that there exists 0 < c1 ≤ 1, C8 > 0, C9 > 0 such that for any
0 < t ≤ c1 and T ≥ 1, one has∣∣∣∣∣
+∞∑
k=m
∫
∆k
Trs
[
φNe
−t1A2
g,t, T
t Ct,T
t
e
−t2A2
g,t, T
t · · ·Ct,T
t
e
−tk+1A2
g,t, T
t
]
dt1 · · · dtk
∣∣∣∣∣
≤ C8 exp(−C9T ). (4.108)
On the other hand, for any 1 ≤ k < m, by proceeding as in (4.99), one has that
for any 0 < t ≤ c1, T ≥ 1,∣∣∣∣∫
∆k
Trs
[
φNe
−t1A2
g,t, T
t Ct,T
t
e
−t2A2
g,t, T
t · · ·Ct,T
t
e
−tk+1A2
g,t, T
t
]
dt1 · · · dtk
∣∣∣∣
≤ C10tk−m
∥∥∥∥ψe− 12(k+1)A2g,t, Tt ∥∥∥∥ (4.109)
for some constant C10 > 0.
From (4.109) and [30, (9.23)], one sees immediately that there exists C11 > 0,
C12 > 0 such that for any 1 ≤ k ≤ m− 1, 0 < t ≤ c1 and T ≥ 1, one has∣∣∣∣∫
∆k
Trs
[
φNe
−t1A2
g,t, T
t Ct,T
t
e
−t2A2
g,t, T
t · · ·Ct,T
t
e
−tk+1A2
g,t, T
t
]
dt1 · · · dtk
∣∣∣∣
≤ C11e−C12T . (4.110)
From (4.104), (4.108) and (4.110), one gets (4.102).
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Remark 4.16. From [5, (11.17)], we see that there exist c > 0, C > 0 such that if
t ∈ (0, 1], T ≥ 1,∣∣∣∣∣
∫
y∈NY ,|y|≤ε
(
Te2T
2πt2 sinh(2T )
) 1
2
exp
(
−T (cosh(2T ) + 1)
t2 sinh(2T )
y2
)
dy
×TrΛ(NY )s
[−N exp[−2T (N+ + indNY (x) −N−)]]χφ(F˜ )∣∣∣
=
∣∣∣∣∣
(
e2T
2π(cosh(2T ) + 1)
) 1
2
∫
|y|≤( cosh(2T )+1sinh(2T ) )
1
2 ε
√
T
t
e−y
2
dy × e−2Tχφ(F˜ )
∣∣∣∣∣
≤ e
−Tχφ(F˜ )
eT + e−T
(
1 + c exp
(
−CT
t2
))
. (4.111)
Then from the discussion in Remark 4.15, [5, Section 11], [5, Theorem A.3] and
(4.111), we see that (4.37) holds for Dg.
5 A Cheeger-Mu¨ller theorem for symmetric bilin-
ear torsion on manifolds with boundary
In this section, we will get the main theorem of this paper.
Theorem 5.1. If the metric gTX and the non-degenerate symmetric bilinear form
bF satisfy the conditions (4.1) and (4.2). Then for the relative boundary condition,
we have(
bRSdetH•(X,Y,F )
bM,∇fdetH•(X,Y,F )
)2
= 2−rk(F )χ(Y ) × exp
(
−2
∫
X
θ(F, bF )(∇f)∗ψ(TX,∇TX)
+
∫
Y
θ(F, bF )(∇f)∗ψ(TY,∇TY )
)
, (5.1)
and for the absolute boundary condition, we have(
bRSdetH•(X,F )
bM,∇fdetH•(X,F )
)2
= 2−rk(F )χ(Y ) × exp
(
−2
∫
X
θ(F, bF )(∇f)∗ψ(TX,∇TX)
−
∫
Y
θ(F, bF )(∇f)∗ψ(TY,∇TY )
)
. (5.2)
Proof. Assume first that f is a Morse function on X induced by a Z2-equivariant
Morse function f on X˜ = X ∪Y X as in the proof of [7, Lemma 1.5].
We denote by C•(W˜u/WuY , F˜
∗) = ⊕x∈B˜\Y [Wu(x)]⊗ F˜ ∗x . Let PH∞ be the isomor-
phism on the cohomology induced by the de Rham map P∞, then for σ ∈ H•(X˜, F˜ ),
(γ ◦ PH∞ ◦ φ˜1 ◦ PH,−1∞ )(σ)|C•(WuY ,F∗) =
√
2
2
γ(σ + φ∗σ)|C•(WuY ,F∗)
= 2σ|C•(WuY ,F∗), (5.3)
(γ ◦ PH∞ ◦ φ˜ ◦ PH,−1∞ )(σ)|C•(W˜u/WuY ,F˜∗) = σ|C•(W˜u/WuY ,F˜∗), (5.4)
where γ is defined in (4.17)-(4.19).
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Set
τ± = γ ◦ PH∞ ◦ φ˜ ◦ PH,−1∞ : H•(X˜, F˜ )± → H•(X˜, F˜ )±. (5.5)
By (5.4), we get (cf. [7, (2.22)])
m∏
j=0
(
detτ+|Hj(X˜,F˜ )+
)(−1)j
= 2χ(Y )rk(F ),
m∏
j=0
(
detτ−|Hj(X˜,F˜ )−
)(−1)j
= 1. (5.6)
By (4.24), (5.4), (5.6) and (4.13), for g ∈ Z2 and χ the nontrivial character,
log
bRSdet(H•(X˜,F˜ ),Z2)
bM,∇f
det(H•(X˜,F˜ ),Z2)
 (g)
= χ(Y )rk(F ) log(2) + log
(
bRSdetH•(X,F )
bM,∇fdetH•(X,F )
)
+ χ(g) log
(
bRSdetH•(X,Y,F )
bM,∇fdetH•(X,Y,F )
)
. (5.7)
We denote by ψ(T X˜,∇TX˜), ψ(TY,∇TY ) the Mathai-Quillen current on T X˜,
TY , respectively. Then by [30, Theorem 3.1] and Theorem 4.4, we get
log
bRSdetH•(X˜,F˜ )
bM,∇f
detH•(X˜,F˜ )
 = − ∫
X˜
θ
(
F˜ , bF˜
)
(∇f)∗ψ(T X˜,∇TX˜),
log
bRSdet(H•(X˜,F˜ ),Z2)
bM,∇f
det(H•(X˜,F˜ ),Z2)
 (φ) = − ∫
Y
θ
(
F, bF
)
(∇f)∗ψ(TY,∇TY )
+ rk(F )χ(Y ) log 2. (5.8)
By (5.7) and (5.8), we get (5.1) and (5.2).
We established until now Theorem 5.1 for a special Morse function f on X
induced by a Z2-equivariant Morse function f on X˜. By combining this with the
argument in [4, Section 16], we know that Theorem 5.1 holds for any f verifying
Lemma 3.1.
Remark 5.2. If ∂X = Y ∪V , the metric gTX and the symmetric bilinear form bF are
product near ∂X . We impose the relative boundary condition on Y and absolute
boundary condition on V , then by the same proof of [7, Theorem 2.2], we have
(
bRSdetH•(X,Y,F )
bM,∇fdetH•(X,Y,F )
)2
= 2−rk(F )χ(∂X) exp
(
−
∫
V
θ(F, bF )(∇f)∗ψ(TY,∇TY )
)
· exp
(
−2
∫
X
θ(F, bF )(∇f)∗ψ(TX,∇TX)
+
∫
Y
θ(F, bF )(∇f)∗ψ(TY,∇TY )
)
. (5.9)
Remark 5.3. By the anomaly formula [22, Theorem 3] and the argument in [7, Proof
of Theorem 0.1], we can easily extend Theorem 5.1 to the case that gTX is not of
product structure near the boundary.
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6 Compare with the Ray-Singer analytic torsion
In this section, we assume that m is odd and χ(Y ) = 0. We will compare the
symmetric bilinear analytic torsion to the Ray-Singer analytic torsion.
First from the anomaly formula of Ray-Singer metric on manifolds with bound-
ary [7, (3.25)] for the case that metrics (gTX , hF ) are product near boundary, we
see that
log
(‖ · ‖RSdetH•(X,Y,F ),1
‖ · ‖RSdetH•(X,Y,F ),0
)2
= −1
2
∫
Y
log
(‖ · ‖detF,1
‖ · ‖detF,0
)2
e
(
TY,∇TY0
)
− 1
2
∫
Y
e˜
(
TY,∇TY0 ,∇TY1
)
θ
(
F, hF1
)
. (6.1)
By an observation due to Ma and Zhang [20], we know that by combining [4,
Theorem 6.1] and (6.1), we have that
‖ · ‖RS,2detH•(X,Y,F ) · ‖ · ‖RSdetH•(Y,F ) (6.2)
is independent of the metrics (gTX , hF ). In the same way, from the anomaly for-
mulas [8, Theorem 4.2], [30, Theorem 2.1] and [22, Theorem 3], we get that
bRS := bRS,2detH•(X,Y,F ) · bRSdetH•(Y,F ) (6.3)
does not depend on the choice of gTX and the smooth deformations of the non-
degenerate symmetric bilinear form bF .
Let hF be a Hermitian metric on F . Then one can construct the Ray-Singer
analytic torsion as inner products on detH•(X,Y, F ) and detH•(Y, F ), we denote
them by hRSdetH(X,Y,F ) and h
RS
detH(Y,F ), respectively. Then by as it in 6.1, we have
hRS :=
(
hRSdetH(X,Y,F )
)2
· hRSdetH(Y,F )
is independent of the choice of (gTX , hF ) and by [4, Theorem 0.2], [7, Theorem 2.2],
we have(
hRSdetH(X,Y,F )
)2
· hRSdetH(Y,F )(
hM,∇fdetH(X,Y,F )
)2
· hM,∇fdetH(Y,F )
= exp
(
−2
∫
X
θ(F, hF )(∇f)∗ψ(TX,∇TX)
)
, (6.4)
where we used the assumption χ(Y ) = 0.
On the other hand, if there exists a non-degenerate symmetric bilinear form
bF on F which is product near the boundary Y , then by [30, Theorem 3.1] and
Theorem 5.1, we have(
bRSdetH(X,Y,F )
)2
· bRSdetH(Y,F )(
bM,∇fdetH(X,Y,F )
)2
· bM,∇fdetH(Y,F )
= exp
(
−2
∫
X
θ(F, bF )(∇f)∗ψ(TX,∇TX)
)
. (6.5)
Then by (6.4) and (6.5), we have
bRS
hRS
=
(
bRSdetH(X,Y,F )
)2
· bRSdetH(Y,F )(
hRSdetH(X,Y,F )
)2
· hRSdetH(Y,F )
=
(
hM,∇fdetH(X,Y,F )
bM,∇fdetH(X,Y,F )
)2
·
(
hM,∇fdetH(Y,F )
bM,∇fdetH(Y,F )
)
· exp
(
−2
∫
X
(θ(F, bF )− θ(F, hF ))(∇f)∗ψ(TX,∇TX)
)
. (6.6)
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Since χ(Y ) = 0, θ(F, bF ) = θ(F, hF ) in a neighbouhood of B ∩ Y , then by [8,
(46)] and [30, (10.14)], we get ∣∣∣∣∣h
M,∇f
detH(Y,F )
bM,∇fdetH(Y,F )
∣∣∣∣∣ = 1. (6.7)
By [7, (3.18)] and χ(Y ) = 0, similarly we have∣∣∣∣∣h
M,∇f
detH(X,Y,F )
bM,∇fdetH(X,Y,F )
∣∣∣∣∣ = 1. (6.8)
Since m is odd, Re
[
θ(F, bF )
]
=
[
θ(F, gF )
]
and θ(F, bF ) = θ(F, hF ) in a neigh-
borhood of B, then by an analogue formula of [7, (3.53)], we have∣∣∣∣exp(−2 ∫
X
(θ(F, bF )− θ(F, hF ))(∇f)∗ψ(TX,∇TX)
)∣∣∣∣ = 1. (6.9)
Then by (6.6)-(6.9), we get
∣∣∣∣ bRShRS
∣∣∣∣ =
∣∣∣∣∣∣∣
(
bRSdetH(X,Y,F )
)2
· bRSdetH(Y,F )(
hRSdetH(X,Y,F )
)2
· hRSdetH(Y,F )
∣∣∣∣∣∣∣ = 1. (6.10)
Remark 6.1. For the absolute boundary condition, we have
‖ · ‖RS,2detH•(X,F )
‖ · ‖RSdetH•(Y,F )
and
bRS,2detH•(X,F )
bRSdetH•(Y,F )
are independent of (gTX , hF ) and (gTX , bF ) respectively. Also,∣∣∣∣∣∣∣
(
bRSdetH(X,F )
)2
·
(
bRSdetH(Y,F )
)−1
(
hRSdetH(X,F )
)2
·
(
hRSdetH(Y,F )
)−1
∣∣∣∣∣∣∣ = 1.
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