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61 Introduction
In their Nobel Prize-winning research Carlsson and colleagues discovered that
pharmacological disruption of catecholamine synthesis in mice and rabbits led to
sedation and complete unresponsiveness (Carlsson et al. (1957)). In a modern
version of Carlsson’s key experiments by genetic inactivation of tyrosine hydroxylase,
the rate limiting enzyme of dopamine synthesis, mice showed dramatic impairments
of locomotion and motivation (Zhou and Palmiter (1995)). Thus, the dopamine
system is essential for motivated behaviour and in the absence of dopamine there
would be little motivation left in our lives. The temporal changes of dopamine (DA)
signalling – both electrical and chemical – are highly dynamic. Tonic background
activity alternates with brief increases of spike frequency and these phasic DA
burst signals are essential for context-dependent ﬂexible switching of behavioural
strategies. Since its discovery DA has been associated with a variety of physiological
brain functions like motor control, exploration, motivation, nutrition, coding
of reward, aversion, salience, uncertainty and novelty. Pathophysiological DA
signalling is involved in diseases like schizophrenia, drug addiction, attention deﬁcit
hyperactivity disorder and particularly in Parkinson’s disease.
1.1 The heterogeneous dopamine midbrain system
1.1.1 The neurotransmitter dopamine
The neurotransmitter dopamine belongs to the class of biogenic amines. It is pre-
dominant among the catecholamines, constituting about 80% of their total content
in the brain (Vallone et al. (2000)). The chemical structure and biosynthesis of
DA is illustrated in Figure 1.1. First, tyrosine hydroxylase (TH) converts the
aromatic amino acid tyrosine to L-DOPA (L-3,4-dihydroxyphenylalanine), this is
the rate-limiting step during DA synthesis. TH is phosphorylated in its active
state, requires tetrahydrobiopterin and Fe2+ as co-factors and is utilised as a
marker enzyme for identiﬁcation of catecholaminergic neurons. Second, L-amino
acid decarboxylase converts L-DOPA to DA. After synthesis, DA is transported to
synaptic terminals and packed into vesicles via the vesicular monoamine transporter
2 (VMAT2; Purves et al. (2001)). Following exocytosis and receptor binding, DA
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Figure 1.1: Dopamine biosynthesis
In two enzymatic reactions dopamine is synthesised from its precursor tyrosine.
For details, see text. Modiﬁed from Purves et al. (2001).
is removed from the synaptic cleft via terminal Na+-dependent DA transporters
(DAT), which according to Rice et al. (2011) are exclusively expressed by DA neu-
rons. Cytoplasmic enzymes monoaminooxydase and catechol-O-methyltransferase
degrade DA (Vallone et al. (2000)).
DA is released from axon terminals through synaptic vesicle fusion, which is
controlled by action potential mediated calcium inﬂux. DA is additionally released
from the somatodendritic compartment. Somatodendritic release also occurs by a
Ca2+-triggered exocytotic mechanism, which depends on DA neuron ﬁring activity
and therefore plays an important role for DA neurotransmission in the local SN
network (Ford et al. (2010), Rice et al. (2011)). Notably, some DA neurons co-
release the excitatory neurotransmitter glutamate (GLU). Recent elegant studies
using optogenetic stimulation of GLU release and DA cell-selective, conditional
knockout mice lacking vesicular glutamate transporter 2 (VGLUT2) demonstrated
VGLUT2-mediated GLU release from ventral striatal DA terminals. VGLUT2 is
not only required for vesicular transport of GLU itself but also facilitates packaging
of DA by increasing the pH gradient across the synaptic vesicle membrane, which
drives VMAT2 activity (Hnasko et al. (2010), Stuber et al. (2010)). Collectively,
these ﬁndings provide direct in vivo evidence that VTA DA neurons projecting
to the nucleus accumbens (NAc) shell are capable of axonal GLU release in the
adult brain. On the contrary, no DA and GLU co-transmission was detected in
the dorsal striatum. Excitatory GLU signalling is faster than neuromodulatory
DA acting via metabotropic receptors. Thus, within the mesocorticolimbic system
co-released GLU might transmit temporally precise information about rewarding
or salient stimuli (Hnasko and Edwards (2012)). In addition, the neuropeptide
transmitters cholecystokinin and neurotensin were shown to co-localise in TH-
positive cell bodies in the VTA and SN midbrain nuclei (Seroogy et al. (1988)).
Another intriguing and unique feature of DA signalling is that this neurotrans-
mitter is not exclusively released from DA terminals. Its release also occurs from
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noradrenergic (NA) neurons, where DA acts as a precursor during NA synthesis.
In many regions a discrepancy of DA innervation and presence of receptors is
striking (Devoto and Flore (2006), Luft and Schwarz (2009)). Diﬀerential or con-
certed actions of DA and co-released NA, neuropeptides and GLU in various brain
regions and the physiological relevance of this co-transmission remain to be resolved.
Five DA receptors (D1-D5R) were identiﬁed, which are metabotropic 7-trans-
membrane G-protein-coupled receptors. Due to biochemical and pharmacological
properties they are classiﬁed into two sub-categories. The D1 and D5 receptors
belong to the D1-like family, whereas D2 (including its two splice variants, D2L long
and D2S short), D3 and D4Rs together form the D2-like family. DA receptors are
expressed in many brain areas, whereas D1 and D2 are most common. D2 receptors
are not only expressed postsynaptically but also presynaptically as autoreceptors on
DA neurons. In a negative feedback loop locally released DA regulates the electric
activity of SN and VTA DA cells via these somatodendritic D2Rs. Presynaptic
axonal D2Rs in the striatum inhibit DA release in response to enhanced neuronal
activity. Selective DA receptor agonists and antagonists are used to distinguish
these two receptor classes. D1 and D5Rs are excitatory and activate cytoplasmic
adenylate cyclase and cAMP signalling cascades. Alternatively D2, D3 and D4
receptors exert inhibitory eﬀects. They inhibit the adenylate cyclase via the Gi 
subunit and the  complex activates potassium channels, in this way D2Rs are
directly coupled to GIRK2 channels (Vallone et al. (2000), Rankin et al. (2010)).
1.1.2 Anatomy of the mesostriatal and mesocorticolimbic DA system
DA neurons are mainly located in two midbrain nuclei, the substantia nigra pars
compacta (SNc, A9) and the neighbouring ventral tegmental area (VTA, A10).
The retrorubral area (A8) contains additional DA midbrain cell groups. A few
cells that exhibit similar general properties are scattered ventrally in the SN pars
reticulata (SNr) (Björklund and Dunnett (2007), Tepper and Lee (2007)). The
DA midbrain system has widespread projections throughout the brain. SN DA
neurons project to the dorsal striatum (nigrostriatal DA system), whereas distinct
populations of VTA neurons innervate the shell and core compartments of the NAc.
Projections to the prefrontal cortex as well as to the amygdala are also part of this
mesocorticolimbic DA system. Previous work including studies from our group
characterised the diﬀerential properties and heterogeneity of midbrain DA neurons
in acute brain slices (Neuhoﬀ et al. (2002), Lammel et al. (2008), Margolis et al.
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(2008)). Combining retrograde tracing, brain slice patch-clamp recordings and
mRNA expression proﬁling in adult mice, Lammel and colleagues demonstrated
that the DA system is composed of distinct subtypes of DA neurons. Based on
their axonal projections to other brain regions, subpopulations were functionally
and molecularly deﬁned and shown to form a dual system. The segregation of the
mesocorticolimbic DA system also accounts for circuit-speciﬁc synaptic connectivity
and its modulation by rewarding and aversive stimuli (Lammel et al. (2011)).
Further heterogeneity in terms of input speciﬁcity or intrinsic properties even
within DA neurons projecting to the same target region are conceivable (Morikawa
and Paladini (2011)).
Unlike the mesocorticolimbic system, SN DA neurons were thought to form
a more homogenous group with regard to their intrinsic electrical properties,
striatal projection target and functional signiﬁcance. But expression of the calcium-
binding protein calbindin in SN DA neurons was ﬁrst associated with projections
to neurochemically distinct striatal compartments (Gerfen et al. (1987)) and more
recently with diﬀerent in vivo activities (Brown et al. (2009)). Furthermore,
dendritic architecture and synaptic input organisation contribute considerably
to nigral DA neuron diversity (Henny et al. (2012)). In the intact network DA
midbrain neurons generally exhibit a variety of neuronal ﬁring characteristics
(Chiodo et al. (1980), Steinfels et al. (1983a), Kiyatkin and Rebec (1998)). Based
on in vivo recordings the present PhD thesis focussed on the identiﬁcation and
deﬁnition of DA subpopulations within the SN.
1.1.3 DA signalling within the basal ganglia network
1.1.3.1 Functional connectivity of the basal ganglia
DA is a key neurotransmitter in the basal ganglia (BG) network (Rice et al.
(2011)). According to the functional model of the BG, cortical inputs enter the
BG network through the striatum (caudate nucleus and putamen in primates) or
the subthalamic nucleus (STN; see Fig. 1.2). The substantia nigra pars reticulata
(SNr) and the internal globus pallidus (GPi) serve as output nuclei. Via the direct
pathway (monosynaptic GABA projection) or the indirect pathway (polysynaptic
pathway with relays in the external globus pallidus (GPe) and STN) information
coded by striatal medium spiny neurons (MSN) is transmitted to the GPi and
SNr. Their GABA projections keep thalamus and brainstem targets under tonic
inhibitory control. By a disinhibitory pathway, this tonic suppression is interrupted
by phasic inhibitory signals arising in the direct striato-nigral-pallidal system,
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thereby releasing the thalamus from inhibition and allowing motor actions to
proceed (Redgrave et al. (2010b)).
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Figure 1.2: Schematic illustration of the three parallel cortico-basal ganglia
circuits – the direct, indirect and hyperdirect pathway
The direct pathway is a monosynaptic projection from the striatum to the
GPi/SNr that facilitates motor output by disinhibition of thalamocortical
projections, DA controls direct-pathway MSNs via D1Rs (green: movement
facilitation). In contrast, movement inhibition (red) is signalled by the
indirect pathway, which involves polysynaptic connections via the striatum –
GPe – STN – GPi/SNr and is modulated by D2R-mediated DA transmission.
Along the so-called hyperdirect pathway cortical information enters the BG
through the STN (dashed red line), which in turn activates the GPi/SNr and
thus increases inhibitory BG output to the thalamus and cortex. Adapted
from Schiemann (2005) and Mathai and Smith (2011).
In addition to corticostriatal projections a complementary corticosubthalamic
entry system exists. Through this hyperdirect pathway the STN receives excitatory
projections from the primary motor cortex (M1) and by activating the GPi/SNr it
promotes an inhibitory BG output (Mathai and Smith (2011)). Temporal activa-
tion patterns of the hyperdirect, direct and indirect pathways enable sequential
information processing and speciﬁc timing of motor programmes. It was proposed
that the short-latency hyperdirect pathway initially conveys general inhibition of
thalamic and cortical areas, which are involved in the selected and competing motor
programmes. Corollary disinhibition transmitted along the direct corticostriatal
pathway then releases only the GPi neurons that are related to the planned action
and initiates the selective motor programme. Subsequently thalamocortical activa-
tion is terminated by the indirect pathway (Nambu et al. (2002)). In agreement
111 Introduction
with this model, cortical stimulation elicits triphasic responses in pallidal neurons
(excitation, inhibition, excitation). The interplay of these three cortico-BG circuits
would allow timed initiation, execution and termination of selected motor acts and
the concomitant suppression of other competing programmes (Mathai and Smith
(2011), Wichmann et al. (2011)).
Corticostriatal transmission is modulated by DA, which is released by aﬀerents
arising in the SN pars compacta and initiates a dual eﬀect. On one hand direct-
pathway MSN expressing D1 receptors are excited by DA, on the other hand
indirect-pathway MSN expressing D2 receptors are inhibited. Accordingly, under
normal conditions D1-direct pathway activation facilitates movement (Go), whereas
D2-indirect circuits lead to movement inhibition (NoGo). By this, the basal ganglia
network is segregated into two antagonistic paths of information ﬂow, each endowed
with a selective set of DA receptors (Redgrave et al. (2010b), Frank et al. (2004)).
Electrical activity of DA neurons is critical for balanced control of this Go/NoGo
system and behavioural activation. While tonic low frequency activity (4Hz) of
DA midbrain neurons is suﬃcient to activate D2 receptors in the striatum (thereby
dampening the NoGo pathway), transient high frequency (i.e. burst, 20Hz)
discharges are necessary to activate low aﬃnity D1 receptors and thereby the Go
pathway for locomotor activation (Bromberg-Martin et al. (2010), Schultz (2007b),
Kravitz et al. (2010)). Coordinated D1 and D2 receptor activation modulates motor
and cognitive functions and facilitates behavioural ﬂexibility by distinctive control
of striatal plasticity (Zweifel et al. (2009)). It needs to be mentioned, however, that
this is a simpliﬁed view of the BG network, disregarding additional and reciprocal
connections between BG nuclei. For example, SNc neurons also innervate STN,
GPe and SNr neurons (Mathai and Smith (2011), Bevan et al. (2002)) and DA
exerts direct eﬀects on these crucial BG relay and output stations.
During DA depletion, as it occurs in Parkinson’s disease (PD), activity of Go/D1
MSNs is dampened, whereas NoGo/D2 MSN activity is ampliﬁed. Via the GPe
the latter leads to disinhibition of subthalamic neurons, which in turn excite the
inhibitory GPi/SNr output nuclei. Phasic direct pathway-mediated disinhibition
of these BG output nuclei is reduced, and consequently these modulatory signals
lead to excessive activation of inhibitory BG output (Redgrave et al. (2010b)). In
a sophisticated study Kravitz et al. (2010) dissected direct and indirect circuits
by selective, optogenetic control of D1- and D2-MSN neurons. Their ﬁndings
provide direct evidence supporting the classical view of BG function by the fact
that optogenetic activation of the indirect pathway reduced motor output and
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induced parkinsonian-like symptoms. Light stimulation of the direct pathway not
only increased locomotion under normal condition but was also suﬃcient to rescue
motor deﬁcits in a PD mouse model. These ﬁndings highlight the importance of
therapeutic treatments in PD aiming at modulation of direct-pathway circuitry to
ameliorate motor deﬁcits (Kravitz et al. (2010)).
1.1.3.2 DA acts as a critical teaching signal in corticostriatal circuits
The DA-controlled basal ganglia circuitry is topographically organised (Haber
and Knutson (2010), Balleine and O’Doherty (2010)). DA projections from the
midbrain target all intrinsic BG nuclei, however, the vast majority innervate the
dorsal and ventral striatum (Redgrave et al. (2010b)). Axons of individual DA
neurons arborise extensively in the neostriatum, resulting in widespread innervation
of striatal regions by a single neuron and hence overlapping axonal arbors of
neighbouring DA cells (Matsuda et al. (2009)). Ventral striatal areas (limbic loop)
predominantly control Pavlovian reinforcement learning, dorsomedial striatal areas
(DMS, associative loop) are involved in ﬂexible goal-directed behaviour, while the
dorsolateral striatum (DLS, sensorimotor loop) is relevant for stimulus-response
learning and habit formation. In terms of cell types, micro-circuits and input-
output computation of these three regions are comparable, however, they are
signiﬁcantly diﬀerent in terms of function and behavioural outcome (see below).
The parallel basal ganglia circuits that act either synergistically or antagonistically
are controlled by DA release at a critical node – the corticostriatal glutamatergic
synapse (Schultz (2007b)). Here, DA is a crucial factor of the heterosynaptic
plasticity, where glutamatergic and dopaminergic aﬀerents converge on striatal
medium spiny neurons (MSNs). The complexity of cortex and basal ganglia circuits
is mirrowed in its neuroanatomy, and approximately 1000 DA and 5000-10000
cortical synapses converge on individual MSNs (Schultz (2002)). Diﬀerent inputs
overlap on dendritic spines, are integrated in dendritic compartments of MSNs
to select diverse aﬀerent information and generate eﬀerent output. In this way
the BG receive ongoing cortical activity and select one of the competing options –
according and appropriate for the speciﬁc situation – while suppressing all others
(selection function of the BG; Redgrave et al. (2011)).
DA terminals are apposed to the dendritic spine neck, whereas glutamate synapses
arising from diﬀerent association cortices innervate the head of spines. Both
neurotransmitter systems are crucial for long-term and short-term striatal plasticity.
DA modulates cortical and thalamic glutamate signals on MSNs, it potentiates
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strong cortical signals, suppresses weak ones and highlights the most salient signals
arriving from the cortex. Thus, DA facilitates the choice of appropriate actions in
each situation and tonic DA release is essential for normal selective functions. In
addition, DA has a key role in long-term modulation of corticostriatal glutamate
transmission and motor learning, whereas sensory-evoked phasic DA neuron ﬁring
provide the essential teaching signal. Plastic changes of excitatory inputs and
accordingly neuronal activity were seen in striatal circuits during motor skill learning
(Pennartz et al. (2009), Schultz (2002), Gerfen and Surmeier (2011), Yin et al.
(2009)). Impaired DA neurotransmission (e.g. as in Parkinson’s disease) aﬀects
synaptic plasticity and alters complex basal ganglia functions leading to PD motor
deﬁcits (Redgrave et al. (2010b)).
1.1.3.3 Information transfer in parallel basal ganglia loops
The striatum of rodents and humans can be diﬀerentiated into functionally homo-
logues territories engaged in diﬀerent computational tasks and learning paradigms.
Goal-directed behaviours are computed by the DMS in rodents, respectively the
anterior caudate nucleus in humans. Both areas interact with prefrontal cortex
and hippocampus entorhinal cortex regions. Goal-oriented responses are voluntary
decisions characterised by high ﬂexibility and explicit performance. In contrast,
dorsolateral parts (DLS in rodents, posterior lateral putamen in humans) are
concerned with habit formation. Habitual actions are rapid, automated stimulus-
response routines requiring low cognitive eﬀort (Balleine and O’Doherty (2010),
Lex and Hauber (2010a), Redgrave et al. (2010b)). The separation of functionally
distinct cortical-BG circuits that either integrate sensorimotor, limbic or associative
signals is maintained throughout BG information ﬂow. Serial, largely segregated
striato-nigro-striatal loop components connect the ventromedial with the dorso-
lateral striatum, allowing parallel and integrative processing. This feedforward,
spiralling architecture enables reward-related limbic regions to inﬂuence motor and
cognitive processes via DA neurotransmission (Haber and Knutson (2010), Darvas
and Palmiter (2009)). Hence, along with the transition from goal-directed to habit-
driven performance during learning of new procedures its neural representation
is transferred from medioventral to dorsolateral cortico-BG circuits (Haber and
Knutson (2010)). This feedforward striatal-midbrain link allows ﬂexible switching
between this dual system of action control and an adaptation of goal-directed
behaviours, which are essential in response to environmental changes. For exam-
ple, a rapid switch from habitual to goal-directed computation is induced by the
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occurrence of unpredicted, surprising stimuli (Redgrave et al. (2010b)).
Lesioning studies revealed that by disrupting sensorimotor, dorsolateral areas
habit formation and performance of well-trained action sequences was impaired,
while sequence-learning was maintained. In contrast, DMS lesions aﬀected associa-
tive regions and inhibited acquisition of new motor sequences, whereas well-learned
action performance was not impaired (Redgrave et al. (2010b), Lex and Hauber
(2010b)). Strict job sharing by striatal territories was questioned by restoring DA
transmission selectively in ventromedial and dorsolateral striatum in DA-deﬁcient
mice. Both strategies rescued similar aspects of cognitive learning behaviour
(Darvas and Palmiter (2009), Darvas and Palmiter (2010)), however to conﬁrm
their conclusions, sophisticated tests to diﬀerentiate goal-directed and habit-driven
behaviours needed to be performed (e.g. outcome devaluation and contingency
degradation (Balleine and O’Doherty (2010)) tests or those established by Wang
et al. (2011)).
1.1.4 Functions of the DA system – phasic burst ﬁring, reward prediction
error and beyond
Early in evolution and already apparent in Drosophila, DA subserved more than
one function. Here, a subset of DA neurons is involved in reinforcement learning,
while other DA subpopulations control the expression of conditioned behaviour
by monitoring the nutritional state (Krashes et al. (2009)). In the mammalian
brain, DA midbrain neurons also integrate nutritional signals and synaptically
relayed sensory inputs to select and learn motor programmes (Bromberg-Martin
et al. (2010), Redgrave et al. (2010b), Palmiter (2007), Schultz (2007b)). DA
subpopulations that innervate diﬀerent areas of the cortex and the basal ganglia
(Lammel et al. (2008)) constitute a corticostriatal network controlling, learning,
prioritising and updating motor decisions in a context- and reward-dependent
manner (Haber and Knutson (2010), Tobler (2010)).
Basal DA functions within distinct circuits were explored in studies by Palmiter
and colleagues using dopamine-deﬁcient mice, which lack functional TH selective in
DA neurons (Zhou and Palmiter (1995)). In these mice normal feeding behaviour
was abolished leading to aphagia and starvation, often animals were in a semi-
awake state. Mice had severe motor diﬃculties, were hypoactive and impaired in
procedural motor learning. They were unable to learn the simplest associations,
to integrate sensory input and motor output, to identify relevant stimuli and to
choose appropriate actions. Restoration of DA transmission by L-DOPA or more
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recently by viral gene-therapy procedures were essential for survival (Hnasko et al.
(2006), Darvas and Palmiter (2009)). Restoration of DA signalling in the dorsal
striatum normalised most behavioural deﬁcits (such as goal-directed behaviour,
learning, ﬂexible strategies, motivation, feeding and locomotion). Recently, burst
activity of DA midbrain neurons in vivo has been identiﬁed to code deﬁned start
and stop signals of learned action sequences, indicating a more speciﬁc role of DA
and the BG for motor planning and action selection (Jin and Costa (2010)).
In 1973, Bunney and colleagues were the ﬁrst to describe the activity of putative
DA midbrain neurons recorded in anaesthetised or in awake, paralysed rats (Bunney
et al. (1973)). In vivo DA neurons discharge either in a single spike mode of 4-6Hz
or display high-frequency burst activity (>13Hz). Compared to tonic background
spiking, phasic bursts of DA neurons were shown to induce supralinear DA release
(Gonon (1988)). Recordings in freely moving animals, which were for the ﬁrst
time performed by Steinfels et al. (1981), revealed the behavioural correlates of
DA neuron ﬁring. DA neuron ﬁring was shown to be generally related to arousal
and attention, moreover, environmental events, such as sensory stimulation and
conditioned stimuli that initiate behavioural reactions inﬂuence impulse activity
(Strecker and Jacobs (1985), Freeman and Bunney (1987)). When monkeys were
engaged in a deﬁned behavioural task short bursts of action potentials occurred
time-locked with a latency of about 65ms to stimuli triggering a motor reaction
to gain a food reward (Schultz (1986)). Later Ljungberg et al. (1992) discovered
that SN DA neurons respond with phasic bursts to novel, unexpected events (see
below, section 1.1.5). Single-unit recordings in primates performing an operant
task involving visual cues signalling a natural reward led to the reward prediction
error hypothesis (Schultz et al. (1997)). According to this well-established concept,
phasic ﬁring in the DA system code the discrepancy between an expected reward
and the actual outcome. Reward-related cues as well as unexpected rewards elicit
burst discharges. Based on a sophisticated reissue of Wolfram Schultz’s classic
experiments in awake monkeys and detailed statistical analysis of DA spike trains,
Bayer et al. (2007) reported intraburst rates of 20Hz for sensory stimuli and 35Hz
for bursts coding maximal reward prediction errors. In addition, the number
and frequency of action potentials per burst were related to the relative value
and the behavioural importance of environmental cues, e.g. to the amplitude
of reward prediction error (Roesch et al. (2007), Bayer et al. (2007)). Notably,
the omission of expected rewards had the opposite eﬀect on DA impulse activity,
silent periods were associated with these negative reward prediction errors (Schultz
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et al. (1997)). Hence, high-frequency bursts and pauses are relevant for evaluating
predicted outcomes of behavioural actions and for reward-based learning in various
contexts. To induce DA neuron plasticity during conditioned learning the relative
timing of excitatory synaptic inputs and postsynaptic bursting is crucial (burst-
timing dependent plasticity, Harnett et al. (2009)). Along with salient aspects,
60-80% of cells in the VTA and SN are sensitive to these paradigms and beyond
that integrate reward probability, uncertainty, temporal and motivational aspects
(Schultz (2007b), Fiorillo et al. (2003), Morikawa and Paladini (2011)). The concept
of reward prediction error coding was recently reconﬁrmed based on optogenetic
single cell identiﬁcation (Cohen et al. (2012)). As expected, VTA neurons, which
were phasically excited by reward or related cues and inhibited by reward omission
as in Schultz’s studies, were veriﬁed to be dopaminergic. Subpopulation projection-
speciﬁcity of mesocorticolimbic DA neurons (Lammel et al. (2008), Lammel et al.
(2011)) was not addressed in the study by Cohen and colleagues.
Most VTA DA cells decrease their ﬁring in response to aversive stimuli, but
notably a few identiﬁed DA neurons are activated and encode aversion and negative
emotional values (Ungless et al. (2004), Brischoux et al. (2009), Henny et al. (2012),
Mileykovskiy and Morales (2011), Wang and Tsien (2011)). VTA GABA neurons
also play a role in normal-reward processing, contribute to reward- and aversion-
based learning and might encode information conventionally assigned to the DA
system. Sharing similar aﬀerent and eﬀerent connectivity, fast-ﬁring GABA neurons
might be more suitable to transfer temporally precise information about salient
events rather than modulatory DA transmission. In addition, GABAA-mediated
control of phasic DA signalling was shown to be directly involved in decision-making
and reward-based learning. Thus, concomitant activation of DA and GABA neu-
rons and coordinated VTA activity could orchestrate functional networks that
distinguish between expected appetitive or aversive outcomes (Kim et al. (2010),
Kim et al. (2012), Cohen et al. (2012), Parker et al. (2011), Rice et al. (2011)).
D’Ardenne and co-workers conﬁrmed the reward prediction error hypothesis in
humans and showed selective blood oxygen level-dependent (BOLD) responses of
the midbrain VTA region in high-resolution functional magnetic resonance imag-
ing (fMRI). Remarkably, activation of the VTA was signiﬁcantly correlated with
positive reward prediction errors (D’Ardenne et al. (2008)).
With respect to learning paradigms, an essential role of phasic DA ﬁring was
recently demonstrated (Zweifel et al. (2009), Wang et al. (2011)). Disruption
of NMDA-induced bursting clearly impaired associative cue-dependent reward
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and goal-oriented learning and habit formation. Using a cell-selective optogenetic
approach to control DA neuron ﬁring frequency, Tsai et al. (2009) demonstrated
that phasic stimulation of VTA DA neurons is suﬃcient to induce behavioural
changes and conditional learning in a place preference paradigm. These experiments
indicate that burst-like activation at 50Hz has a causal role in conditioning, whereas
tonic 1Hz-stimulation was ineﬀective.
In summary, DA plays diﬀerent roles on diﬀerent time scales, with phasic response
related to reward, intermediate changes to uncertainty, aversion or motor sequences
and tonic signals to movement, motivation and cognition (Schultz (2007b)).
1.1.5 Novelty coding by DA neurons
Both humans and animals are highly interested in novel information. Novelty was
shown to trigger DA neuron bursts in rodents (Ljungberg et al. (1992), Lisman
and Grace (2005), Kim et al. (2010)) and a recent, high-resolution fMRI study
identiﬁed a rostral part of the medial SN/VTA that was exclusively modulated by
stimulus novelty (Krebs et al. (2011)). Novelty serves as salient information and
stimulates learning, as the brain has to update its predictions about stimulus-reward
or action-outcome contingencies. Novelty increases the exploratory tendency, it
can be seen as a motivating signal emphasising active exploration over exploitation.
Usually an unexpected event attracts our attention and requires goal-directed
behaviour according to positive or negative consequences. In particular, unfamiliar
environments are behaviourally signiﬁcant implying new options and potentially
valuable outcomes (Ljungberg et al. (1992), Wittmann et al. (2008), Krebs et al.
(2009b)). Novelty shares characteristics with other forms of salience as uncertainty,
unpredictability, rareness, emotional arousal and behavioural activation (Bunzeck
and Düzel (2006)). Novelty itself is a potential reward and reinforcer, hence some
authors deﬁne novelty as a motivational bonus to explore an environment and
search for potential rewards ("exploration bonus", Bunzeck and Düzel (2006),
Krebs et al. (2009b)). In this context, Garris et al. (1999) interpreted DA signalling
as a neuronal substrate for the unpredictability and novelty of events associated
with reward expectation, rather than representing the hedonistic value of reward
itself. Obviously, the downsides of novelty-seeking traits in human individuals are a
potential reinforcement of risk-behaviours and pathological drug-addiction (Krebs
et al. (2009a)).
Initial detection of novel, unfamiliar stimuli in the environment and subsequent
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attention-generating and motivating signals are signiﬁcant prerequisites for learning
and, as coded by phasic excitation of DA neurons, DA bursts serve as a "teaching
signal" (Frank et al. (2004), Redgrave and Gurney (2006)). It plays a prominent
role in adaptation to altered external demands, learning of stimulus contingency
associated with appetitive or aversive values and the acquisition of new procedures,
therefore DA neuron activity relates to goal-directed, purposeful actions. A func-
tional loop between the VTA DA system and the hippocampus conveys contextual
information to the midbrain and is required to regulate motivational behaviours
and to assess novelty. Naturally occurring novel events trigger DA release and
thereby enhance long-term potentiation in the hippocampus (Bunzeck and Düzel
(2006), Lisman and Grace (2005), Luo et al. (2011)). According to the facilitation
of learning and habit formation by DA, a stimulus looses its incentive value and
DA neuron responsiveness is diminished, when routine habitual performance rather
than a particular goal drives behaviour (Ljungberg et al. (1992)).
1.1.6 Parkinson’s disease: pathophysiology of the DA system
Parkinson’s disease (PD) is the second most common neurodegenerative disease
characterised by a progressive loss of SN DA neurons. In sporadic human PD
more than 60% of these neurons are already degenerated at clinical symptom onset,
which usually occurs at the age of 65-75 years (Damier et al. (1999), Redgrave
et al. (2010b), Hardy (2010), Dauer and Przedborski (2003)). At the beginning
of the 19th century James Parkinson, an English neurologist, was the ﬁrst to
describe in his famous paper "An essay on the shaking palsy" (Parkinson (1817))
the disease that today bears his name. The reduced number of DA producing
cells and concomitantly reduced striatal DA release cause motor manifestations
as rigidity, bradykinesia (also termed akinesia or hypokinesia) and resting tremor,
named as the classical triad of PD (Dauer and Przedborski (2003)). Postural
instability has been attributed as an additional cardinal symptom in later disease
stages (Turbanski (2008), Corti et al. (2011)). These motor impairments are the
most obvious signs of PD. Tremor is a rhythmic, involuntary movement that in
most patients involves the upper and/or lower extremities, it predominantly occurs
at rest and begins unilaterally in one extremity. Parkinsonian rigidity is present
predominantly in skeletal muscles of the face, hand and extremities. Bradykinesia
describes diﬃculties like slowness of movements, disturbed ﬁne motor coordination,
reduced arm swing while walking and freezing of gait. Furthermore, a ﬂexed
posture and a shuﬄing gait are obvious in most patients with PD (Agid and
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Hartmann (2010), Turbanski (2008)). Additional non-motor impairments such as
psychiatric problems like depression, cognitive deﬁcits or autonomic nervous system
dysfunction that often precede the motor phase are attributed to lesions of other
neurotransmitter systems (e.g. cholinergic, noradrenergic and serotonergic; Hawkes
et al. (2010), Corti et al. (2011)).
PD diagnostic criteria are a combination of asymmetry of clinical symptoms, the
presence of at least two cardinal symptoms, and a good response to DA-medication.
L-DOPA medication substitutes endogenous DA, alternatively DA receptor ago-
nists are administered to compensate for reduced DA levels. Although signiﬁcant
advances have been made in the last decades there are still no curative treatments,
no strategy has been proven to slow the progression of DA neurodegeneration.
High-frequency deep brain stimulation (DBS) is an eﬀective strategy to ameliorate
motor symptoms in PD patients. DBS targets the GPi or STN, but mechanistically
the relevant target cell types and its impact on basal ganglia network function
remain largely unexplained (Brown and Eusebio (2008)). It was shown that stim-
ulation of aﬀerent axonal projections from cortical layer V motor neurons to the
STN contribute to the therapeutic eﬀects of STN DBS (Gradinaru et al. (2009)).
In human PD patients vulnerability is predominant in ventrolateral parts of the
caudal SN (Damier et al. (1999), Fearnley and Lees (1991), Björklund and Dunnett
(2007)). Accordingly, DA innervation is preferentially lost in sensorimotor regions of
the posterior lateral putamen, which is engaged in the control of habitual behaviour.
PD patients therefore more and more rely on goal-directed action control computed
in the rostromedial striatum (Redgrave et al. (2010b)).
Today approximately 1-2% of the older population (>60 years) suﬀer from PD.
The majority of patients suﬀer from sporadic, idiopathic PD (>85% of all cases).
Moreover, several gene mutations, which cause heritable forms of parkinsonism, were
recently identiﬁed and provided new insights into molecular and cellular pathologic
causes of PD. In the European population identiﬁed high-risk loci account for
10-15% of cases (Hardy (2010), Agid and Hartmann (2010)). To date, 16 gene loci
have been associated with familial forms of the disease (PARK1-PARK16; Corti
et al. (2011)).
-Synuclein (PARK1) was the ﬁrst gene linked with PD. -synuclein accumu-
lates in vulnerable neurons and is the major component of cytoplasmic Lewy-body
protein aggregations, which occur in both, genetic and sporadic forms. Duplica-
tion/triplication of the -synuclein locus result in pathogenic protein overexpression.
The physiological function of the protein is poorly understood, it is localised in
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presynaptic terminals and potentially modulates vesicle release (Anwar et al. (2011),
Venda et al. (2010), Burré et al. (2010)). Leucine-rich repeat kinase 2 (LRRK2,
PARK8), which is also associated with synaptic transmission and enhances vesicular
release, was recently identiﬁed as a PD causing gene. Several LRRK2 missense
mutations induce a pathogenic gain-of-function and are common causes of fa-
milial PD (Rice et al. (2011)). Both, -synuclein and LRRK2 mutants cause
autosomal-dominant forms of PD (Corti et al. (2011)).
Autosomal recessive forms of PD are caused by parkin, PINK1 and DJ-1 gene
mutations, which are unequivocally associated with a high risk to develop early
disease onset parkinsonism. Recessive alleles often result in inactivity or absence
of the encoded protein (loss-of-function; Corti et al. (2011)). Loss-of-function
mutations of parkin (PARK2), an E3 ubiquitin ligase, are the most common causes
of juvenile and early-onset hereditary PD. PINK1 (PTEN-induced kinase, PARK6)
is a mitochondrial serine-threonine kinase, its rare loss-of-function mutations lead
to impaired complex I activity (Bishop et al. (2010), Gispert et al. (2009)). DJ-1
(PARK7) has a protective role in antioxidative stress reactions (Guzman et al.
(2010)). A homozygous missense mutation destabilises the protein and impairs
its neuroprotective action (Corti et al. (2011)). Transgenic animals targeting PD-
related genes were generated, but most of these models do not mimic DA neuron
loss. Only a very recently developed PD mouse model based on overexpression of
the newly identiﬁed parkin interacting substrate PARIS is suitable to reproduce
the progressive and selective loss of nigrostriatal DA neurons (Shin et al. (2011)).
In contrast, a mouse model characterised by overexpression of native human -
synuclein controlled by the Thy-1 promotor, although mimicking most features of
sporadic PD including progressive degeneration of nigrostriatal terminals, did not
exhibit death of SN DA neurons (Chesselet et al. (2012)). Similarly, no reduction
of TH-positive cells occurred in the SN of PINK1-, Parkin- or DJ-1-deﬁcient mice
(Gispert et al. (2009), Goldberg et al. (2003), Pham et al. (2010)), supposedly DA
neuron degeneration is only induced in combination with further trigger factors
(Bishop et al. (2010)). Synaptic vesicle fusion and striatal DA release are impaired
in most of these transgenic PD mouse models, potentially indicating common
pathology and functional changes (Rice et al. (2011)).
Calcium and protein overload, excitotoxicity, oxidative stress and mitochondrial
damage have been discussed as potential factors for neurodegeneration in PD
(Surmeier et al. (2011), Sulzer (2007)). Multiple molecular mechanisms for the
diﬀerential vulnerability of DA midbrain neurons were proposed. Our group
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previously demonstrated that ATP-sensitive potassium channels (KATP, see section
1.3) promote neurodegeneration only in highly vulnerable SN but not in more
resistant VTA DA neurons in chronic mouse models of PD (Liss et al. (2005)). SN
DA neurons in KATP channel-deﬁcient mice were rescued from genetic or MPTP-
neurotoxicity and mitochondrial reactive oxygen species (ROS) activate KATP
channels. But how KATP channels, which act as protective energy sensors and
dampen excitability in response to metabolic challenges in many cell types (Nichols
(2006)), cause selective degeneration of SN DA neurons remains unknown. Another
ion channel has also been implicated in the pathophysiology of PD. Calcium inﬂux
through Cav1.3, a voltage-gated L-type calcium channel, which is continuously
active during normal pacemaker ﬁring of SN but not VTA DA neurons, was
demonstrated to cause mitochondrial oxidative stress (Chan et al. (2007)). Basal
oxidation levels were already higher in SN compared to VTA DA neurons and
further increased in DJ-1 knockout mice (Guzman et al. (2010)). Blockade of
L-type channels were neuroprotective in a toxin-based PD mouse model (Ilijic
et al. (2011)). Thus, KATP and Cav1.3 channel-mediated neurodegeneration might
converge on common pathomechanisms involving metabolic and oxidative stress,
mitochondrial dysfunction and, given the central role of mitochondria in Ca2+
homeostasis, Ca2+ handling deﬁcits. In combination with environmental or genetic
factors that impair antioxidative mechanisms or proteasomal function this might
result in the selective vulnerability of SN DA neurons (Surmeier et al. (2011)).
Normal aging also leads to a loss of DA neurons. Compared to PD, dissimilar
regions of the SN DA system are aﬀected and it is debated whether common or
diverting cellular mechanisms underlie the neurodegenerative processes (Collier
et al. (2011), Damier et al. (1999), Fearnley and Lees (1991)).
1.2 Electrophysiological properties of DA midbrain neurons
1.2.1 Tonic and phasic DA neuron activity in vivo
Early in the 1950s extracellular recordings of single-units in the central nervous
system were established to address the basic principles of brain organisation (e.g.
Kuﬄer (1953), Mountcastle (1957), Hubel and Wiesel (1959)). In vivo recordings of
putative, electrophysiologically identiﬁed DA midbrain neurons were ﬁrst reported
by Bunney et al. (1973). Later, intracellular recordings of DA neurons using sharp
microelectrodes in vivo were combined with histochemical identiﬁcation (based on
catecholamine ﬂuorescence) to unambiguously identify and correlate DA neurons
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with a characteristic biophysical proﬁle (Grace and Bunney (1980)). The criteria
for identiﬁcation and analysis of DA neurons in vivo were established in a series of
landmark studies by these authors (Grace and Bunney (1983a), Grace and Bunney
(1984a), Grace and Bunney (1984b)) and are still widely-used today. Midbrain DA
neurons exhibit two distinct activity patterns in vivo: tonic ﬁring or phasic ﬁring.
Tonic activity is described as either regularly or irregularly spaced single action
potentials (AP) with frequencies ranging between 1-10Hz. In contrast, phasic
ﬁring is characterised by brief bursts, which are embedded in single background
spikes and have a typically duration of 200-400ms. A single burst consists of 2-10
APs discharged at a frequency of 13-20Hz (or up to 80Hz in awake animals in
various behavioural contexts; Robinson et al. (2004), Bayer et al. (2007)). Within
first ISI: <80 ms
last ISI: >160 ms
a b c
Figure 1.3: Phasic burst activity of DA neurons in vivo
(a) A spontaneous burst of an identiﬁed SN DA neuron recorded extracellu-
larly in vivo. Note progressively decreasing spike amplitudes and increasing
ISI duration. Burst onset was deﬁned as a ﬁrst ISI of less than 80ms and
burst termination as an ISI longer than 160ms (Grace and Bunney (1984a)).
Scale bar represents 0.1mV and 0.1s.
(b) Intracellular in vivo recordings of DA neurons revealed that bursts ride
on a depolarisation wave. Similar as in the extracellular recording trace,
action potential amplitudes decline and spike lengths increase during burst
progression. Scale bar 5mV, 0.1s.
(c) Extracellularly recorded spikes of one burst were overlaid to demonstrate
the observed changes of action potential shape. Scale bar 0.1mV, 1ms.
Panels a-c adapted from Grace and Bunney (1984a).
a burst the ﬁrst interspike interval (ISI) often is the shortest and consecutive ISIs
tend to elongate, each burst is followed by a silent post-burst period (350ms).
Usually amplitudes of intraburst spikes decline and AP durations increase (Grace
and Bunney (1984a,b)). Figure 1.3 illustrates the characteristics of DA neuron in
vivo burst discharges. To capture and quantitatively analyse burstiness a criterion
was deﬁned by Grace and Bunney (1984a). According to empirical data, they
classiﬁed the burst onset as an ISI of less than 80ms and burst termination as an
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ISI longer than 160ms (80/160ms criterion).
Phasic burst activity plays a key role in DA neuron physiology and its actions
throughout the brain. Intrinsic and extrinsic mechanisms that control burst ﬁring
will be addressed in the following paragraphs (especially in section 1.2.4). For
a detailed description of behavioural correlates of burst ﬁring see above (section
1.1.4), for the eﬀects of tonic and phasic ﬁring on DA release refer to section 1.2.5.
As very recently reviewed by Ungless and Grace (2012) a clear-cut diﬀerentiation
of DA and nonDA single-units is essential, but diﬃcult when solely based on
electrophysiological characteristics. Unequivocal designation of the neuronal pheno-
type can be achieved in vivo using the juxtacellular single-cell labelling technique
(Pinault (1996)), by which Ungless et al. (2004) determined a criterion for DA
neurons based on their action potential duration. Also in the present study SN
and VTA DA neurons were identiﬁed by juxtacellular labelling. The heterogeneity
of DA midbrain neurons is also reﬂected in their electrical properties. Although,
during whole-cell patch-clamp recordings in brain slices spontaneous activity of DA
subtypes resemble a regular pacemaker mode (Lammel et al. (2008)), extracellular
recordings revealed that also in vitro their ﬁring is variable and shows a high degree
of irregularity (Berretta et al. (2010)).
1.2.2 Ion channels regulate DA neuron activity
Ion channels and neurotransmitter receptors play key roles in the control of DA
neuron excitability. Their complex interplay and intrinsic gating properties generate
single action potentials, determine exact spike timing, frequency, pattern and
pauses and underlie subthreshold conductances during interspike intervals. Figure
1.4 depicts the ion channels that are mainly involved in generating spontaneous
pacemaker and burst activity of classic DA midbrain neurons.
In synaptic isolation in brain slice preparations DA neurons display intrinsic
single spike activity with frequencies of 1-3Hz, which is more regular than that
observed in the intact brain, in particular burst ﬁring does not occur in vitro
(Shepard and Bunney (1988)). Intracellular recordings revealed that DA neurons
rather than having a stable, hyperpolarised potential generate suprathreshold
membrane oscillations that lead to rhythmic spiking in vitro (Grace and Onn
(1989)). Voltage-gated ion channels are the key components of the autonomous
pacemaker (see Fig. 1.4), in particular voltage-gated sodium and low-threshold
calcium channels (Nav and Cav) drive depolarisation during the interspike interval
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Figure 1.4: Multiple ion channels and neurotransmitter receptors control the elec-
trical activity of DA neurons
In a tight interplay diﬀerent classes of sodium, potassium and calcium ion channels
and ionotropic receptors control the excitability and ﬁring patterns of DA neurons.
See text in sections 1.2.2 and 1.2.4 for details and abbreviations.
(Liss and Roeper (2008)). In classic SN DA neurons pacemaking has a dominant
Ca2+ component and blockade of Ca2+ channels stopped spontaneous ﬁring (Mercuri
et al. (1994)). Ca2+ inward currents during ISIs are predominantly mediated by
L-type Cav1.3 channels, while P/Q-type Cav and Nav channels were also shown
to contribute to interspike depolarisation (Puopolo et al. (2007)). In contrast
to constant Ca2+ inﬂux and this unusual reliance on L-type channels of adult
nigral neurons, DA cells in postnatal mice as well as mesocorticolimbic VTA DA
subtypes rely on a Nav and HCN channel-driven pacemaker mechanism (Chan
et al. (2007), Khaliq and Bean (2010), Liss and Roeper (2010)). At subthreshold
potentials Na+ inﬂux through hyperpolarisation-activated cyclic nucleotide-gated
cation (HCN) channels, which are composed of HCN2, 3 and 4 subunits and underlie
the Ih current in DA midbrain neurons, augments the pacemaker frequency. In
addition, fast-inactivating T-type Cav3 and A-type Kv4 are essential for ﬁne-tuning
of pacemaker frequency control. Kv4.3L/KChip3.1-mediated IA currents, that are
also active during ISIs in nigrostriatal DA neurons, delay and counteract HCN-
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driven subthreshold depolarisation, thereby decelerating the pacemaker (Liss et al.
(2001), Neuhoﬀ et al. (2002)).
Oscillatory membrane potential depolarisations repetitively reach the threshold
(about -40mV in DA neurons in vitro) and activate further Nav and L-, N-, P/Q-,
T-type Cav channels for AP generation. Spikes are initiated at the axon initial
segment and backpropagate to the somatodendritic compartment (Häusser et al.
(1995), see Bean (2007b) for a recent review of AP generation). In a negative
feedback mechanism, intrinsic Nav- and Cav-inactivation kinetics and recruitment of
voltage-gated and Ca2+-activated potassium channels (Kv and KCa) terminate the
AP by repolarising the membrane. The medium-duration afterhyperpolarisation
(mAHP) is mainly carried by small-conductance, calcium-sensitive SK3 channels.
While being active following a spike or at subthreshold potentials during ISIs, SK3
together with delayed rectiﬁer M-type Kv7 and ether-a-gogo-related Kv11 channels
critically inﬂuence pacemaker stability and modulate neuronal excitability (Wolfart
et al. (2001), Liss and Roeper (2010)). SK channel conductance might underlie
the regular spike pattern observed in vitro and pharmacological blockade of SK
channels induced a switch to burst-like ﬁring patterns in some SN DA neurons (Kita
et al. (1986), Shepard and Bunney (1988)). DA cells possess a relatively positive
resting potential, which due to depolarising cation leak channels (e.g. transient
receptor potential TRPC, TRPV and acid-sensing ion channels ASIC) and little
hyperpolarising background conductances (via Kir2 inward rectiﬁer and two-pore
domain K+ channels) supports pacemaking (Liss and Roeper (2010)).
Most biophysical mechanisms have been investigated in in vitro slice prepara-
tions, a reductionist approach that neglects network activity. Synaptic inputs and
additional modulatory inﬂuences on ion channel gating create a more complex
picture. Various metabolic signals that are operative in vivo inﬂuence DA neurons
via KATP channels. Furthermore, endogenous DA exerts signiﬁcant control over
SN and most VTA DA neurons in vivo (Lammel et al. (2008), Margolis et al.
(2008)). Local DA release from somatodendritic sites can occur via reversal of
DA transporters or its Ca2+-dependent exocytosis is triggered by backpropagating
APs (Rice et al. (2011), Ford et al. (2010)). Somatodendritic D2-like autoreceptors
activate G-protein coupled inward rectifying potassium (GIRK2, Kir3.2) channels
that hyperpolarise and dampen DA neuron ﬁring. D2/GIRK2-mediated inhibitory
postsynaptic currents (IPSCs) possibly terminate burst discharges and are predomi-
nant during interburst intervals (Groves et al. (1975), Pucak and Grace (1994),
Beckstead et al. (2004)).
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Taken together, distinct sets of ion channels, regulatory inﬂuences and complex
interactions are thought to endow each DA subtype with a unique functional
identity. For example, medial VTA DA neurons express low levels of SK3 and HCN
channels and mesocortical ones do not possess functional D2-GIRK2 autoreceptor
responses. Most notably, the lateral-to-medial gradients of BG circuitry described
above, correspond to a topographic organisation of ion channels and biophysical
properties throughout the midbrain DA system (Wolfart et al. (2001), Neuhoﬀ
et al. (2002), Lammel et al. (2008), Morikawa and Paladini (2011)). By ﬂexible
adaptations of their ion channel compositions at the molecular level individual DA
neurons maintain their biophysical proﬁle in terms of a homeostatic plasticity (Liss
and Roeper (2008)).
1.2.3 Aﬀerent inputs control SN DA neuron ﬁring
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Figure 1.5: Aﬀerent projection areas of the SN pars compacta
Schematic parasagittal view depicting the aﬀerent projection areas of the
SNc (black). Basal ganglia nuclei like the SNr, dorsal striatum (DS), globus
pallidus externus (GPe) as well as glutamatergic input areas the frontal
cortex (FC), subthalamic nucleus (STN), lateral habenula (LHb), superior
colliculus (SC), the two mesopontine tegmental nuclei known to project to
the SN, the pedunculopontine tegmental nucleus (PPN) and rostromedial
tegmental nucleus (RMTg) and the serotonergic dorsal raphe nucleus (DRN),
are depicted in the parasagittal outline. GABAergic nuclei and projections
are coloured red, glutamatergic green, cholinergic yellow and serotonergic
grey.
In addition to intrinsic membrane properties, synaptic inputs control DA neuron
activity. Figure 1.5 illustrates the main aﬀerent input areas projecting to the SN
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pars compacta. SN DA neurons receive strong inhibitory input from GABAergic
basal ganglia nuclei like the dorsal striatum, external segment of the globus pallidus
and SN pars reticulata (Tepper and Lee (2007), Lee et al. (2004), Celada et al.
(1999)). In contrast to direct striatonigral and pallidonigral aﬀerents, the SNr sends
axon collaterals from its thalamic projections to SNc DA neurons (Zhou and Lee
(2011)). GABAergic inputs can be identiﬁed immunohistochemically, e.g. by ex-
pression of the vesicular GABA transporter (VGAT). In a recent, elaborate electron
microscopy study synaptic inputs of SN DA neurons were quantiﬁed and mapped
according to distinct somatodendritic domains (Henny et al. (2012)). On average a
single DA neuron is innervated by 8000 synapses, whereas VGAT+ terminals
are most numerous and account for 40-70% of all synapses. Ventral dendrites that
project into the SNr receive the densest GABA innervation (Henny et al. (2012)).
Two tegmental nuclei, the rostromedial tegmental (RMTg) and pedunculopontine
nucleus (PPN), also send GABAergic projections (Jhou et al. (2009a), Jhou et al.
(2009b), Okada et al. (2009)). Additional GABA inputs to SN DA neurons arise
from the superior colliculus (SC), lateral habenula (LHb) and amygdala (Tepper
and Lee (2007), not shown in Fig. 1.5). The PPN additionally contains cholin-
ergic as well as glutamatergic cell groups, which also project to SN DA neurons
(Mena-Segovia et al. (2004)). Besides, the main excitatory inputs to the DA sys-
tem come from glutamatergic brain regions, prefrontal cortex, lateral habenula,
superior colliculus and STN (Naito and Kita (1994), Henny et al. (2012), Mat-
sumoto and Hikosaka (2007), Balcita-Pedicino et al. (2011), Comoli et al. (2003)).
Approximately 30% of all DA neuron inputs are glutamatergic. Projections with
cortical origin, e.g. from prefrontal or frontal regions, express vesicular glutamate
transporter 1 (VGLUT1, Henny et al. (2012)). PFC stimulation elicits burst ﬁring,
whereas the PFC exerts its eﬀects mainly by di- or polysynaptic pathways and
only a few SN or VTA DA neurons receive direct cortical innervation. Excitatory
control can also be transmitted disynaptically via another GLU nucleus (e.g. STN)
or GABA neurons (e.g. those within the VTA or MSNs) that relay excitatory or
inhibitory signals, respectively (Gao et al. (2007)). Inputs from subcortical regions
(STN, PPN) utilise VGLUT2 and the direct projections from the superior colliculus
are VGLUT3-positive (Martín-Ibañez et al. (2006)). SC activation triggered phasic
DA neuron bursts and SC disinhibition via local GABAA blockade reconstituted
visually evoked bursting under anaesthesia (Dommett et al. (2005), Redgrave et al.
(2010a)). Further neuromodulatory inputs arise from serotonergic dorsal raphe
nucleus (5-HT3 receptors), noradrenergic locus coeruleus (1 adrenergic recep-
tors) and histaminergic tuberomammillary system (Shi et al. (2004), Henny et al.
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(2012)). Neuropeptides like cholecystokinin and neurotensin also exert excitatory
eﬀects on nigral DA neuron ﬁring rate and burstiness (Freeman and Bunney (1987)).
These diverse aﬀerent projections, which signal a variety of environmental aspects,
converge on DA neurons (Morikawa and Paladini (2011)) and ﬂexibly act in concert
or in competition to control in vivo activity of SN DA neurons, most importantly
phasic burst ﬁring, which will be explained in the following paragraphs.
1.2.4 Mechanisms underlying burst ﬁring in SN DA neurons
Burst ﬁring is not an intrinsic property of DA cells and in synaptic isolation –
without extrinsic network and basal ganglia inputs – they do not generate bursts.
However, in the intact brain in vivo DA neurons ﬁre spontaneous bursts and
relative to their single spike background activity the eﬀective rate is potentiated
three- to ﬁvefold during these phasic discharges (Fig. 1.3). Of note, intraburst
frequencies of 13-20Hz are rather slow compared to burst frequencies occurring
in other neuronal assemblies (50-350Hz; Hyland et al. (2002), Schultz (2002)).
Only a few in vivo intracellular studies gave insight into membrane potential
kinetics and synaptic conductances underlying burst discharges within the network
(Grace and Bunney (1984a)). Mostly, patch-clamp recordings in in vitro brain slice
preparations, where high-frequency ﬁring can be induced by pharmacological or
electrical manipulations, helped to identify ionic and synaptic mechanisms of DA
neuron burst activity. The known burst mechanisms will be introduced separately
in the following paragraphs. Various protocols (such as somatic or dendritic current
injection, electrical stimulation of aﬀerents, selective pharmacology, local or bath-
application of various drugs, e.g. Johnson et al. (1992), Blythe et al. (2007), Deister
et al. (2009), Brazhnik et al. (2008); for details see below) are in use to evoke
burst-like activity in vitro. Further non-standardised conditions, like diﬀerent
age of experimental animals, recording conﬁgurations (whole-cell, cell-attached,
perforated-patch) and various receptor antagonist mixtures to synaptically isolate
neurons, point to more than one mechanism and a complicated translation to
natural bursting in vivo.
1.2.4.1 NMDA receptors trigger DA neuron burst activity
In their pioneering in vivo intracellular recordings Grace and Bunney (1984a,b)
discovered that bursts ride on depolarisation plateaus that are mediated by Ca2+
inﬂux. Further pharmacological studies in anaesthetised rodents identiﬁed Ca2+-
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permeable NMDA receptors (NMDAR) as important regulators of in vivo bursting.
Excitatory glutamatergic inputs arising from the FC, STN, LHb or PPN (see sect.
1.2.3) were shown to act on postsynaptic NMDAR (Chergui et al. (1993), Zhang
et al. (1992), Overton and Clark (1992)). In two recent elegant studies, selective
genetic inactivation of the essential NMDAR NR1 subunit disrupted spontaneous
and PPN stimulation-evoked bursting of VTA DA neurons in awake mice and
inﬂuenced diﬀerent aspects of their behaviour, for example habit formation (Zweifel
et al. (2009), Wang et al. (2011)). Interestingly, this NR1 deletion as well as
NMDAR antagonists (Overton and Clark (1997)) consistently decreased phasic
burst ﬁring but did not aﬀect tonic single spike patterns.
In addition to these in vivo studies, recordings in brain slices shed light on the
exact mechanisms underlying GLU-induced burst discharges. Blythe et al. (2007)
demonstrated that AMPARs are also required for burst ﬁring when evoked in vitro
by local synaptic stimulation in the presence of GABAA,B and D2R antagonists.
The suggested contribution of AMPARs is contradictory to the studies cited above,
which state that NMDAR activation alone drives the transition to burst ﬁring in
DA neurons. Mechanistically, AMPAR activation, which is synaptically relayed in
a sustained or time-locked manner, might depolarise the membrane potential and
release the Mg2+-block of NMDARs (Blythe et al. (2007)). The voltage sensitivity
of NMDARs was shown to be crucial for bursting. In synergism with voltage-
gated ion channels it generates somatic or dendritic membrane oscillations with
a frequency spectrum resembling the in vivo burst range (Deister et al. (2009)).
For these intrinsic, spike-independent oscillations ionic conductances distinct from
those active during pacemaking are engaged. In the depolarised state Na+ and Ca2+
inﬂux through active NMDAR contribute to depolarisation and increased inward
currents potentiated burst activity. The voltage-dependent Mg2+-block of NMDARs
itself enhances hyperpolarisation and experimental disruption of the essential Mg-
block prevented high-frequency oscillations. Thus, NMDA receptor currents vary
phasically with the oscillations (Deister et al. (2009), Morikawa and Paladini (2011)).
Large synaptic, predominantly Ca2+-mediated EPSCs overcome burst limitation
by SK currents that during single spike activity underlie AP afterhyperpolarisation.
Compartment-speciﬁc patch-clamp recordings and pharmacological manipulation
revealed that currents through somatic and proximal dendritic glutamate receptors
eﬃciently control high-frequency activity of SN DA neurons, resulting in fast
AP series generated at the axon initial segment (Blythe et al. (2009), Häusser
et al. (1995)). Intrinsic conductances like K+ and Ca2+ ion channels contribute
to NMDA-induced high-frequency activity (Grace and Bunney (1984a), Liss and
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Roeper (2010)). However, glutamate-evoked burst ﬁring was demonstrated neither
to depend on Cav1 channels nor on mGluR1 or mAChRs G-protein-mediated
reduction of SK channels (Blythe et al. (2007, 2009)). Notably, to induce a robust
switch from single spike to burst ﬁring in vitro a constant negative current (50-
400pA) in addition to bath-applied NMDA (10-30M) was necessary (Johnson
et al. (1992), Johnson and Wu (2004)). Increased Na+ inﬂux through NMDARs
during bursts recruited Na+-K+-ATPase and its electrogenic activity was shown
to underlie post-burst hyperpolarisation (Johnson et al. (1992)). Elevated ATP
consumption by the Na+-K+-pump could lead to opening of KATP channels, which
might contribute a hyperpolarising component.
1.2.4.2 GABA disinhibition results in DA neuron burst activity
In addition to burst-promoting excitatory aﬀerents, GABA inputs exert prominent
inhibitory control over DA spike train patterns. Although GABA synapses are
most numerous on SN DA cells (40-70%, Henny et al. (2012)) and two of these
GABA aﬀerents ﬁre constantly with high frequencies (GPe: 50Hz, SNr: 30Hz
(Celada et al. (1999), Zhou and Lee (2011))) DA neurons are not silenced but
active in vivo. The main GABA projections from DS, GPe and SNr to SNc
DA neurons are primarily transmitted by somatodendritic ionotropic GABAA
receptors, which constitute Cl -permeable channels mediating the IPSCs. Local
inhibition of GABAA in vivo evoked a robust burst pattern. DA neurons also
express metabotropic GABAB receptors that activate GIRK2 channels and increase
the K+ conductance thereby leading to membrane potential hyperpolarisation.
In vivo GABAB blockade attenuated bursting and irregularity. As a presynaptic
autoreceptor GABAB inhibition increased GABA release from DS, GPe and SNr
terminals resulting in DA neuron inactivation, opposing GABAA actions (Tepper
et al. (1995), Paladini and Tepper (1999)). Thus, GABAA but not GABAB receptors
are involved in generating high-frequency phasic ﬁring in vivo.
In contrast to studies performed in rats, GABAB in DA neurons in mice were
shown to contribute to postsynaptic inhibitory actions of the three major GABA
aﬀerents (Brazhnik et al. (2008)). Beside these direct postsynaptic mechanisms,
striatonigral and pallidonigral BG aﬀerents innervate both, SNc DA and SNr GABA
cells and local SN network interactions are crucial for BG function. For example,
GPe activation more easily decreases SNr GABA and thereby increases SNc DA
neuron excitability in a disynaptic pathway. GPe-mediated disinhibition of the SNc
from tonic SNr GABA transmission dominates ﬁring pattern control and facilitates
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DA neuron bursting (Tepper and Lee (2007), Celada et al. (1999), Lee et al. (2004)).
DA neurons receive tonic excitatory NMDAR drive and tonic GABAA inhibition.
These two inputs are balanced in vivo (Lobb et al. (2010)) and bursting can be either
evoked by transiently increased excitation or decreased inhibition. It was proposed
that neither NMDAR (nor AMPAR) activation, as for example phasic sensory-
related signals transmitted to DA neurons from the superior colliculus (Dommett
et al. (2005)), might be able to generate precise bursts as their activity in vivo
must counteract strong GABA-mediated hyperpolarisation (Lobb et al. (2011b)).
Recent dynamic clamp studies by Lobb and colleagues shed light on the cooperation
of phasic NMDAR stimulation and GABA disinhibition burst mechanisms. In
a balanced NMDAR/GABAA high conductance state transient and synchronous
removal of GABAA inhibition enabled phasic burst-like DA activity in vitro. Based
on its negative slope conductance due to the Mg-block, NMDAR could maintain
a balance between excitation and inhibition, by increasing the input resistance
and counteracting its decrease following GABAA activation (Lobb et al. (2011b)).
It is plausible that such balanced states might also be operative during high-
frequency, short-latency burst control in SN DA neurons in vivo. A disinhibition
scenario would enable rapid and dynamic control of burst timing and frequency,
phasic cortical output would be relayed to DA neurons within milliseconds via the
descending inhibitory forebrain pathways (Morikawa and Paladini (2011)). In a
simpliﬁed view on the BG, disinhibition burst may be triggered by activation of the
striatal D1R direct pathway. DS MSNs project to the SNr and send collaterals to
the GPe, whereby two major GABA inputs are silenced and the SNc is disinhibited.
Concomitantly increased STN excitation additionally potentiates phasic SN DA
neuron activity (Lobb et al. (2011a)). Moreover, disinhibition bursts would allow
precise timing and rapid adaptation of burst properties, e.g. dependent upon the
degree of disinhibition the scaling of intraburst rates according to environmental
stimuli. As a consequence, BG network inputs and modulation or plasticity of
NMDAR and GABAA would impact burst ﬁring and behaviour in awake animals.
Imbalanced tonic inputs would result in either hyperpolarisation or depolarisation
block, accounting for silent DA neurons (Dai and Tepper (1998)). This extrinsic
mechanism might also underlie pauses of DA neuron activity and transiently
increased GABA input cause brief synaptic GABAA- or elongated extrasynaptic
GABAB-mediated hyperpolarisation (Brazhnik et al. (2008)). GABAA-mediated
inhibition is less eﬃcient in DA compared to GABA SN neurons (Gulácsi et al.
(2003)), thus local network interactions are likely to contribute to disinhibitory
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burst control of nigral DA neurons.
Taken together, the presence of tonic inhibitory GABA input enables bidirectional
control of SN DA neuron ﬁring rate and tonic/phasic patterns via disinhibition
circuits (Lobb et al. (2010, 2011b)).
1.2.4.3 Cholinergic control of DA neuron burst activity
Diﬀerent subtypes of nicotinic (nAChR) and muscarinic ACh receptors (mAChR)
diﬀerentially aﬀect phasic and tonic activity of DA midbrain neurons (Maskos
(2010)). In the VTA pharmacological activation of mAChRs increased burst ﬁring
(Gronier and Rasmussen (1998)), whereas genetic deletion of 2 or 4 nAChR
subunits impaired spontaneous or nicotine-induced burst ﬁring of DA neurons,
respectively (Mameli-Engvall et al. (2006), Exley et al. (2011)). Regarding aﬀerent
cholinergic inputs to the DA system, PPN neuroanatomy is an example for complex
co-transmission regulating DA neuron activity, as in addition to GABA and GLU
neurons it also contains cholinergic compartments and forms a strong excitatory
input to DA neurons. PPN signals transmitted via nAChRs exert a dominant
control over phasic activity patterns and PPN stimulation increased NMDAR-
mediated burst ﬁring in the VTA (Floresco et al. (2003), Zweifel et al. (2009)).
Additional cholinergic innervation of VTA neurons arises from the laterodorsal
tegmental nucleus (Holmstrand and Sesack (2011)), but the speciﬁc contribution
of ACh to SN DA neuron bursting has yet to be elucidated.
1.2.4.4 Blockade of SK channels mediates DA neuron burst activity
Burst-like ﬁring of SN DA neurons in vitro can also be evoked by application of the
bee venom apamin. Apamin inhibits small conductance Ca2+-activated potassium
(SK) channels that mediate AP afterhyperpolarisation (Shepard and Bunney (1988),
Shepard and Bunney (1991)) and diminished AHP amplitudes shorten the interval
between two consecutive spikes, thus enabling faster ﬁring frequencies. Johnson
and Wu (2004) demonstrated that distinct mechanisms underlie bursts generated
by either NMDAR activation or SK channel inactivation in DA neurons. NMDA-
evoked bursts were facilitated by hyperpolarisation and independent of L-type
Ca2+ channels. In contrast, L-type channel-mediated depolarisation and membrane
potential oscillations were essential for apamin-bursts. Wolfart and Roeper (2002)
described the functional coupling of SK3 to T-type Ca2+ channels. While being
the upstream Ca2+ source, T-type channel inhibition was suﬃcient to elicit burst
ﬁring in a subset of nigral DA neurons in vitro.
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Also in vivo SK3 channels act as negative modulators of burst activity and
control tonic-to-phasic transitions of DA neuron ﬁring. Local or systemic SK
channel inhibition increased burst ﬁring under anaesthesia (Waroux et al. (2005), Ji
and Shepard (2006)), however, the rhythmic burst pattern with long, high-frequency
AP clusters were slightly diﬀerent from natural phasic bursts. G-protein-coupled
receptors physiologically modulate SK channels and spike AHP and may control
bursting. For example, mGluR1 receptors activate SK channels by mobilising
Ca2+ from intracellular stores and thus GLU input to DA neurons can mediate a
slow IPSP (Fiorillo and Williams (1998), Liss and Roeper (2010)). Another study,
however, reported that in the presence of SK-blockers mGluR1 activation induced
bursting in vitro (Prisco et al. (2002)).
Other intrinsic mechanisms facilitate the switch between single spike and burst
ﬁring. Systematic blockade of M-type Kv7 channels potentiated in vivo bursting in
the presence of GABAA and SK channel antagonists (Drion et al. (2010)), without
aﬀecting tonic ﬁring rates. Also, DA acting via D2 autoreceptors and GIRK2 chan-
nels was proposed to be essential for hyperpolarisation following and terminating
the burst (Beckstead et al. (2004)). However, in awake DA-deﬁcient mice midbrain
DA neurons were fully functional and spike properties appeared normal (Robinson
et al. (2004)), diﬀerences to control mice were caused non-selectively by anaesthesia
(Paladini et al. (2003)). Theoretical models to simulate how this complex interplay
of neurotransmitter receptor activation, ion channel kinetics and compartimental
membrane potential changes aﬀects DA neuron activity were developed recently
(e.g. Kuznetsova et al. (2010), Oster and Gutkin (2011)).
In conclusion, phasic bursts of DA neurons are triggered by fast excitatory
or disinhibitory synaptic inputs. Various neurotransmitters can modulate DA
signalling and selectively alter phasic responses to aﬀerent inputs, without aﬀecting
tonic low-frequency activity. Moreover, intrinsic ion channel conductances ﬁne-tune
the membrane resonance properties of DA neurons susceptible for high-frequency
discharges. Distinct subpopulations of DA neurons possibly employ diﬀerent burst
mechanisms.
1.2.5 Modes of DA release in projection targets
How do these diﬀerent tonic and phasic ﬁring patterns correlate with DA release in
eﬀerent projection areas? Single spike activity of DA midbrain neurons constitutes
a tonic background level of DA in eﬀerent projection areas like the striatum and
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enables motor, cognitive and motivational functions. Tonic DA levels underlie slow
changes, determined by the number of active neurons per time. Enhanced DA
neuron ﬁring during brief bursts (300ms) induces a transient, two- to threefold
increase of DA, which saturates terminal DA uptake and is suﬃcient to activate
low-aﬃnity D1 receptors (Schultz (2007b)). Various studies directly demonstrated
that high-frequency bursts are more potent to enhance DA release than regularly
spaced action potentials (Gonon (1988), Floresco et al. (2003), Tsai et al. (2009)).
Using a computational model, Dreyer et al. (2010) investigated D1 and D2 receptor
activation depending upon DA neuron ﬁring patterns and DA release. High aﬃnity
D2Rs (EC50: 10nM) are activated by regular, tonic single spike ﬁring, which
constitutes a basal DA level of 40nM. The eﬀective radius for D2R stimulation
after quantal DA release corresponds to a sphere of 7-8m. Phasic, high frequency
discharges only slightly changes D2R occupancy. In contrast, D1Rs are characterised
by lower DA aﬃnity (EC50: 1M) and are only activated by localised, transient
DA increase (up to 300nM, eﬀective radius <2m; Rice and Cragg (2008), Rice
et al. (2011)) during synchronous burst activity.
However, due to highly selective temporal and spatial regulatory mechanisms
of DA release its correlation with midbrain neuronal activity is more intricate
(Rice et al. (2011)). Complex negative feedback loops exist for the control of
synthesis, release and presynaptic mechanisms (see below). For most functions
(except reward-coding) DA neurons might only provide DA synthesis and release to
maintain a steady-state concentration, ﬁne regulation occurs via local mechanisms
in the terminal areas. In this regard, DA would only play a permissive role without
encoding information in time, and thereby acting like a neuromodulator (Schultz
(2007b)).
Moreover, as recently reviewed by Rice and colleagues, DA neurotransmission
in the basal ganglia has some unconventional characteristics (Rice et al. (2011)).
First, DA is not only released from axon terminals, but also in a VMAT2 and Ca2+-
dependent manner from somatodendritic compartments in the midbrain. Based
on the lack of well-deﬁned pre- or postsynaptic specialisations, an extrasynaptic
mode of transmission was assumed. But by using amperometry with high temporal
resolution, fast release and clearance kinetics of DA transients in the midbrain have
been recorded (Ford et al. (2009)). Within the SN pars compacta DA acts in a
paracrine fashion via an inhibitory pathway involving D2R/GIRK2. Furthermore,
DA-releasing dendrites projecting into the SN pars reticulata control GABA neurons
via D1R (Rice et al. (2011)), but how these two local feedback mechanisms regulate
SN DA neuron single spike or burst activity are unknown. Second, DA signalling
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in the striatum is not a simple readout of DA neuron ﬁring nor does endogenous
DA constitute a diﬀuse background tone in vivo. Release probability is inﬂuenced
by multiple dynamic processes, thus direct stimulation of midbrain DA neurons
did not translate one-to-one into altered axonal DA release (Garris et al. (1999)).
Montague and colleagues observed rapid and dynamic changes of DA release in
response to complex stimulation patterns of midbrain neurons. According to
their proposed model, adaptive mechanisms inﬂuence presynaptic DA release on
diﬀerent time-scales. Short-lasting facilitation occurs through cumulative eﬀects
of repetitive spiking that increase release probability and replenish the releasable
pool of synaptic vesicles. On the other hand, short-term depression is mediated
through terminal D2 autoreceptors and a long-lasting component might be due
to limited DA biosynthesis and vesicular packaging (Montague et al. (2004)).
Recently, an elaborate approach using ﬂuorescent false neurotransmitters revealed
stimulus frequency-dependent and D2R-controlled heterogeneity of striatal DA
release suggesting a prominent presynaptic role in information ﬂow (Gubernator
et al. (2009)). Also the quantum size is tightly regulated, packaging of the co-
transmitter GLU determines VMAT2-eﬃciency (Hnasko et al. (2010)). Other potent
presynaptic mechanisms and local network eﬀects, like H2O2 and NO signalling,
KATP channels and various neurotransmitters (i.e. glutamate, GABA, ACh and
cannabinoid) receptors, act in concert to generate diverse, subsecond DA signals
or to suppress release independent of continuing DA neuron activity. Despite
widespread innervation of striatal areas by individual DA neurons, these regulations
at release sites facilitate precise timing, regional selection and plasticity in the BG
(Rice et al. (2011), Matsuda et al. (2009)).
In some aspects striatal DA signalling resembles a modulatory volume trans-
mission mode rather than a precise point-to-point information transfer. There is
evidence that DA acts via volume transmission in nigral as well as striatal areas.
DA release sites are optimised for volume transmission, DA spills over from synaptic
clefts to reach extrasynaptic D1R and D2R. Despite a perisynaptic localisation on
DA terminals, DATs play a limited role for DA re-uptake due to their slow activity.
Transport kinetics are neither suitable to modulate fast, peak DA concentrations
within 1m of release sites nor to limit the initial DA overﬂow (Rice and Cragg
(2008)). In contrast, more rapid diﬀusion and dilution are key factors regulating
extracellular DA concentrations. Challenging the classical view of DA neurotrans-
mission within the BG, DA released during bursts is not restricted to the synaptic
cleft. DAT-mediated re-uptake is too slow and via diﬀusion DA acts at D1 and D2
receptors in larger spheres (Rice et al. (2011)). Synchronised SN neuron activity as
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well as temporal and spatial summation of DA transients elongate the presence
of DA and thereby enhance DAT-mediated clearance. Accordingly, the relative
contributions of DATs on striatal DA levels vary between tonic and phasic DA
midbrain ﬁring.
1.3 ATP-sensitive potassium (KATP) channels
ATP-sensitive potassium channels (KATP) are unique in their direct coupling of
the cell’s energy status to its electric activity. KATP channels function as ATP
and ADP sensors, which are gated by ATP and Mg-nucleotides (MgATP and
MgADP) nucleotides (Nichols (2006), see below for details). Functional channels
are octameric complexes composed of Kir6.1 or Kir6.2 (inward rectiﬁer potassium
channel subtypes) and regulatory SUR subunits, (sulfonylurea receptors, type 1 or
2) in a 4:4 stoichiometrie (Fig. 1.6a). SN and VTA DA neurons that are in the
focus of the present study express Kir6.2 and SUR1 subunits (Liss et al. (2005)).
Four Kir6 subunits form the channel pore consisting of two transmembrane domains
Kir6.2 SUR1
a b
Figure 1.6: Structure and function of Kir6.2/SUR1 KATP channels
(a) ATP-sensitive potassium channels in most excitable cells and also in DA
neurons are formed by Kir6.2 and SUR1 subunits. For details, see text.
(b) Dependent on blood glucose and intracellular energy levels KATP channels
control insulin release in pancreatic -cells. See text for details. (a) and (b)
adapted from Nichols (2006).
(TM1, TM2) and the connecting pore loop, N- and C-terminal ends extend into the
cytoplasma. SUR consists of 17 TM domains, arranged in three clusters and linked
via cytoplasmic sequences. They belong to the ATP-binding cassette (ABC) protein
family with two characteristic intracellular nucleotide binding folds (NBF1 and 2;
Liss and Roeper (2001), Nichols (2006)). SUR subunits participate in membrane
traﬃcking of Kir6 proteins, which due to a C-terminal retention signal is retained in
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the endoplasmatic reticulum (ER) after synthesis. Only if the traﬃcking sequence
is masked upon KATP complex formation, functional channels are transported and
inserted to the plasma membrane (Zerangue et al. (1999)).
In a complex interplay two opposing molecular gating mechanism convey the
metabolic sensitivity of KATP channels. In the absence of ATP single channels
spontaneously alternate between open and close states (ligand-independent, in-
trinsic gating kinetics). In the presence of ATP its non-hydrolytic binding to the
cytoplasmic domain of one Kir6.2 subunit in the open or closed state induces a
global conformational change, which leads to pore closure, stabilisation of the
closed conﬁguration and KATP channel inactivation. Interactions with both, the
proximal C-terminus and proximal N-terminus contribute to the inhibitory eﬀects
of ATP. The binding of ATP to each Kir6.2 subunit is independent, but the four
ATP-binding sites are additive and act in concert as a single gating unit (Craig
et al. (2008), Nichols (2006), Tucker et al. (1998)). The overall dissociation con-
stant for ATP binding to the Kir6.2 subunits in the open state is 75M. At a
physiological range of intracellular ATP concentrations of 1-10mM, ATP is bound
for more than 90% of the time (Craig et al. (2008), Nichols (2006)), and thus
potent stimulatory eﬀects have to overcome KATP channel inhibition. Opening of
KATP channels is triggered by interaction of Mg-bound nucleotides with the SUR
subunits. The NBFs bind Mg-nucleotides, resulting in an active state conformation.
MgADP is more eﬃcient in activating the channel than MgATP, which must be
hydrolysed at the binding site before being eﬀective (Proks et al. (2010), Nichols
(2006)). SUR1 also endows KATP channels with sensitivity for pharmacological
activators (e.g. diazoxide) as well as antagonists, e.g. the sulfonylurea drugs
glibenclamide and tolbutamide (Seino et al. (2000)). KATP channels are not only
sensitive to global ATP consumption in the cytoplasm, also ATP/ADP changes in
microdomains are detected via submembraneous signalling complexes (e.g. KATP
channel and ATPase co-localisation). The ATP/ADP dependence of KATP channel
gating enables direct metabolic control of neuronal excitability (e.g. Alekseev et al.
(2005)). Furthermore, KATP channel activity is also modulated by various intra-
and extracellular factors such as low pH, adenosine, various G-protein-coupled
processes, the cytoskeleton, nitric oxide (NO), hydrogen peroxide (H2O2; Lin et al.
(2004), Avshalumov et al. (2007), Rice (2011)). PIP2 plays a key role as a direct
competitor of ATP-mediated channel inhibition. PIP2 binding to Kir6.2 reduces
the ATP sensitivity and increases the open probability (Haider et al. (2007)).
KATP channels were ﬁrst described and are best studied in pancreatic -cells,
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where they regulate insulin release. As illustrated in Fig. 1.6b high glucose levels
increase the intracellular ATP/ADP ratio. According to the mechanism described
above, high ATP and low ADP concentrations lead to inhibition of KATP channels.
Subsequent depolarisation activates voltage-gated calcium channels, Ca2+ inﬂux
in turn triggers insulin release, which then decreases blood-glucose concentrations
(Nichols (2006)). Similarly, KATP channels in hypothalamic glucose-responsive
neurons act as metabolic sensors, they not only regulate neuronal ﬁring frequency
but are part of a central network that controls peripheral glucose levels (Miki
et al. (2001), Levin et al. (2001)). MCH neurons in the lateral hypothalamus and
POMC neurons in the arcuate nucleus are excited by glucose in a KATP channel-
dependent manner. Disruption of glucose sensing in these nuclei impaired peripheral
blood-glucose homeostasis (Kong et al. (2010)). KATP channel deﬁcient mice were
generated by deletion of the Kir6.2 gene (Kir6.2-/-; Miki et al. (1998)). These
knockout mice, which were used in the present study, showed no hypothalamic
glucose-sensing. Moreover, glucose-induced insulin secretion was defective leading
to transient neonatal hyperglycemia. However, due to a glucose/KATP-independent
mechanisms insulin secretion was not completely abolished (Miki et al. (2001),
Seino et al. (2000)).
Quantitative autoradiographic sulfonylurea binding studies revealed that within
the CNS the substantia nigra is one area with exceptionally high abundance of
KATP channels (Mourre et al. (1989), Mourre et al. (1990), Amoroso et al. (1990)),
although it is worth noting that SUR binding sites do not necessarily reﬂect KATP
expression because sulfonylureas also target other protein complexes (e.g. Zhang
et al. (2009)). As summarised in Figure 1.7, KATP channels are present at various
sites within the local SN network. First, channels composed of Kir6.2 and SUR1
Striatum 
KATP 
KATP   
K ATP   
K ATP   
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SNc DA
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Figure 1.7: KATP channels are expressed at multiple sites within the local substantia
nigra network
KATP channels are localised postsynaptically in DA as well as in GABA SN neurons
and in local and striatonigral presynaptic terminals. See text for details.
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subunits are expressed in DA projection neurons of the SN pars compacta as well
as in GABA neurons of the pars reticulata. For SNc DA neurons Avshalumov et al.
(2005) demonstrated in vitro that KATP channels were activated by H2O2, which is
produced during spontaneous activity, and inhibited ﬁring and somatodendritic DA
release. In addition, by a similar mechanism presynaptic KATP channels modulate
DA release in the striatum (Patel et al. (2011)). In SNr GABA cells postsynaptic
KATP-activation was essential for hypoxia-induced silencing of reticulata neurons,
representing a cellular correlate for protection against seizure propagation during
metabolic stress (Yamada et al. (2001)). Second, KATP channels are abundantly
localised in nerve terminals of striatal aﬀerents and SNr GABA axon collaterals that
innervate DA neurons. These presynaptic KATP channels regulate GABA release
and have a key position for modulating local GABA input to DA neurons. E.g.
channel closure in response to high metabolic levels depolarises GABA-containing
terminals and inhibits DA neurons (Amoroso et al. (1990), Liss et al. (1999),
Yamada et al. (2001)). It was demonstrated that KATP channels directly couple
extracellular glucose concentrations to SN GABA release and DA activity. As
energetic changes thereby aﬀect striatal DA levels, foraging strategies and motor
activity related to food intake are possibly controlled by this metabolically sensitive
nigrostriatal loop (Levin (2000)).
In contrast to its known involvement in glucose homeostasis, SNr activity and
presynaptic GABA release, the physiological functions of KATP channels in DA
midbrain neurons are not understood. Promoting neurodegeneration in vulnerable
SN DA neurons in chronic mouse models of PD as shown by Liss et al. (2005) is
certainly not the principle reason for the existence of KATP channels, it rather
seems to be the high prize for their important physiological role. To address this
issue, in the present study electrophysiological in vivo recordings of single identiﬁed
DA neurons were performed in control mice and those lacking functional KATP
channels.
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1.4 Objectives of the study
1. In vivo electrophysiological characterisation of dopamine neuron subpopula-
tions in the substantia nigra and ventral tegmental area of C57BL/6 wildtype
mice. To enable the identiﬁcation of individual neurons in vivo single-unit
recordings combined with juxtacellular neurobiotin labelling were established
as a novel in vivo technique in our laboratory.
2. Comparative analysis of tonic and phasic ﬁring patterns in wildtype and global
Kir6.2 knockout mice to elucidate the physiological role of ATP-sensitive
potassium channels for DA neuron activity in vivo.
3. Establishment of virus-based DA cell-selective silencing of KATP channel
function in vivo to deﬁne how postsynaptic KATP channels contribute to the
electrical activity of DA neuron subtypes.
4. Analysis of the context-dependent exploratory behaviour of mice lacking
KATP channel signalling in DA midbrain neurons.
Data of the present PhD thesis partially overlap with the related publication
Schiemann et al. (2012).
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2.1 Animals
Experiments were performed on adult male C57BL/6N and Kir6.2 knockout mice
(10-16 weeks of age). Kir6.2-/- mice lack the essential pore-forming subunit of
ATP-sensitive potassium channels (Kir6.2, KCNJ11). Kir6.2-/- were generated and
backcrossed to C57BL/6 mice as described earlier (Miki et al. (1998), Liss et al.
(2005)). Procedures were approved by the German Regierungspräsidium Gießen and
Darmstadt (license numbers: V54-19c20/15-F28/07 and V54-19c20/15-F40/28).
C57BL/6N mice were obtained from Charles River (Sulzfeld, Germany). Kir6.2-/-
mice were bred at mfd diagnostics (Mainz, Germany). Animals were housed in
transparent acrylic cages (35x19x13.5cm) and for a few weeks throughout duration
of the experiments they were kept on site in Scantainers (Scanbur A/S, Karlslunde,
Denmark; 24 C and 35-40% relative humidity). Animals were maintained under
a 12h dark/light cycle (lights on at 8a.m.) and housed in groups of two or three
animals (Võikar et al. (2005)), unless surgical procedures or ﬁghting between male
mice necessitated separation into single cages. Food (R/M-keeping, Ssniﬀ, Soest,
Germany) and water were available ad libitum. Nesting material (paper tissue, paper
tubes) and a red acrylic glass shelter (mouse house, Tecniplast, Hohenpeissenberg,
Germany) were used as enrichment, cage bedding was changed twice per week.
Stock breeding conditions were standardised for behavioural experiments.
For a set of pilot experiments, knock-in mice carrying a ﬂoxed Kir6.2 gene
(Kir6.2ﬂoxed_neo, provided by Prof. Dr. Susumo Seino (Kobe University, Japan)),
were used. Kir6.2ﬂoxed_neo mice were generated on a hybrid genetic background
of C57BL/6-Sv129, but were not yet backcrossed to C57BL/6 and still contained
the neomycin selection cassette (neo).
2.2 Chemicals, solutions and equipment
Chemicals and equipment are described in the corresponding method sections.
Composition of solutions for in vivo electrophysiology, infusions and immunohis-
tology experiments are speciﬁed below (abbreviations in squared brackets denote
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terminology as used in chapters 2, 3 and 4). If not stated diﬀerently, substances
were from Sigma Aldrich (Munich, Germany).
2.2.1 In vivo electrophysiology
 Neurobiotin pipette solution: 1.5% neurobiotin (NB; Vector Laboratories,
Burlingame, CA) in 0.5M NaCl, 10mM Hepes; pH 7.4 (stored at -20 C for
several weeks, ﬁltered before use (0.02m pores; Whatman, Schleicher and
Schuell, Maidstone, UK))
2.2.2 In vivo infusions
 Artiﬁcial cerebrospinal ﬂuid (in mM): 150 Na+, 3.0 K+, 1.4 Ca2+, 0.8 Mg2+,
1.0 PO4
2 , 155 Cl  (Harvard Apparatus, Holliston, MA) [ACSF]
 Atropine: 50mg (atropine sulfate, Braun, Melsungen, Germany) per ml aqua
destillata (a.d.), 0.1mg/kg body weight in 50l/g, intraperitoneally (i.p.)
 Diazoxide: 30mM diazoxide (Tocris Bioscience, Bristol, UK) in 100% dimethyl-
sulfoxide (DMSO) in ACSF (Harvard Apparatus), 2l (1l/min), intracere-
broventricular (i.c.v.) [DIAZ]
 Eticlopride: 0.133mM S-eticlopride in sterile 0.9% NaCl isotonic solution,
0.5mg/kg in 10l/g, i.p. [ETIC]
 Glibenclamide: 100 or 400M glibenclamide (Tocris) in 5% DMSO in ACSF
(Harvard), 1.4l (1l/min), i.c.v. [GLIB]
 Glucose: 5% glucose in a.d.; pH5.1, 278mosm/l (Braun), 1g/kg in 500l,
subcutaneously (s.c.)
 Ringer (in mM): 147 Na+, 4.0 K+, 2.2 Ca2+, 156 Cl ; pH5.9, 309mosm/l
(Braun)
2.2.3 Immunohistochemistry
 Blocking solution: 10% horse or goat serum (Vector Labs), 0.2% bovine serum
albumin (BSA), 0.5% Triton X-100 in 0.01M PBS
 Carrier solution: 1% horse or goat serum (Vector Labs), 0.2% BSA, 0.5%
Triton X-100 in 0.01M PBS
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 DAB solution (standard concentration): 4% DAB, 2% NiCl2-solution, 2%
H2O2 in 50mM Tris
 DAB solution (low concentration): 0.4% DAB, 0.2% NiCl2-solution, 0.2%
H2O2 in 50mM Tris
 Perfusion and ﬁxation: 4% paraformaldehyde, 15% picric acid in 0.1M PBS,
pH 7.4
 PBS: 137mM NaCl, 2.7mM KCl, 10mM phosphate buﬀer (NaH2PO4 and
Na2HPO4), pH 7.4 (0.01M PBS, by dissolving ﬁve tablets in 1000ml a.d.)
 Storing solution: 10% saccharose, 0.05% NaN3 in 0.01M PBS
 Tris buﬀer: 50mM Trizma base in a.d., pH 7.4
2.2.4 Primary and secondary antibodies
Primary and secondary antibodies and ﬂuorescent dyes utilised for immunostainings
are listed in alphabetical order in Tables 2.1, 2.2 and 2.3. For each antibody an
abbreviated code is deﬁned and used throughout the text. For the immunohis-
tological analysis of synaptic terminals (see section 2.9.3) highly-cross absorbed
secondary antibody preparations (Molecular Probes, Eugene, OR) were applied,
these alternative versions are marked with ? in Tab. 2.3.
2.3 Anaesthesia and surgical procedures
2.3.1 Surgical operation procedures for in vivo experiments
For in vivo electrophysiological recordings, adult mice weighing 19-32g were pre-
medicated with atropine 20 minutes before anaesthesia for vegetative stabilisation,
bronchial dilatation and saliva reduction. Mice were anaesthetised with isoﬂurane
(Forene, Abott, Wiesbaden, Germany); anaesthesia was induced by 2.5% isoﬂurane
in O2 ﬂowing into the induction chamber at a rate of 0.35l/min. For maintenance
of inhalation anaesthesia isoﬂurane concentration was 0.8-1.4%. The level was
adjustable and reversible using a vaporiser (Uno, Zevenaar, Netherlands), isoﬂurane
concentrations were reduced 0.1% per 2h (individual adjustment for each animal)
and stable anaesthesia could be maintained for up to 10hours. Xylocaine gel (2% li-
docaine hydrochloride, AstraZeneca, Wedel, Germany) at incision sites was used for
local analgesia. Eye gel (Vidisic, Bausch & Lomb, Berlin, Germany) avoided corneal
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primary antibody code species dilution producer
anti-calbindin-D28K
(monoclonal)
CB mouse 1:750 Swant, Bellinzona,
Switzerland
anti-Cre-recombinase
(monoclonal)
Cre mouse 1:1000 Chemicon, Millipore,
Billerica, MA
anti--aminobutyric
acid (monoclonal)
GABA mouse 1:500 Sigma, Saint Louis,
MO
anti-GIRK2 (Kir3.2)
(polyclonal)
GIRK2 rabbit 1:500 Alomone Labs,
Jerusalem, Israel
anti-hemagglutinin
(monoclonal)
HA.11 mouse 1:1000 Covance, Princeton,
NJ
anti-synapsin1
(polyclonal)
Syn1 rabbit 1:1000 Synaptic Systems,
Goettingen, Germany
anti-tyrosine hydroxy-
lase (polyclonal)
TH rabbit 1:1000 Calbiochem, Merck,
Darmstadt, Germany
anti-VGAT
(polyclonal)
VGAT guinea-pig 1:1000 Synaptic Systems
anti-VGLUT1
(polyclonal)
VGLUT1 guinea-pig 1:1000 Synaptic Systems
anti-VGLUT2
(polyclonal)
VGLUT2 guinea-pig 1:1000 Synaptic Systems
Table 2.1: Primary antibodies used for standard immunostainings
dehydration. Animals were placed on a heating plate and ﬁxed in a stereotaxic
frame (Kopf, Tujunga, CA). 500l (per 25g body weight) of a 5% glucose solution
were injected s.c. before recording sessions to maintain physiological glucose concen-
trations and hydration throughout the experiment. Rectal temperature (33-36 C),
heart rate (5-7Hz), respiration (1-2Hz) and electrocorticograms (ECoG; Magill
et al. (2006), see section 2.3.2) were constantly monitored. The ECoG was recorded
with a 1mm diameter stainless steel screw above the left cortex (M1/M2; x: 1.2mm
lateral, y: 2.1mm anterior of bregma, according to the mouse brain atlas Franklin
and Paxinos (2001)) and was referred to a second screw above the ipsilateral cere-
bellum (x: 1.2mm, y: -5.5 to -6.5mm). Craniotomies (0.75mm diameter drill) were
positioned distant to superﬁcial veins and special care was taken while drilling and
screw ﬁxation to avoid rupture of vessels to minimise bleeding. ECoG signals were
ampliﬁed 50000x (pre-ampliﬁer: 500x; input impedance 10M
/5pF) and low-pass
ﬁltered at 1000Hz with custom-made electrical devices. Breathing muscle activity
often interfered with ECoG recordings. Trials to eliminate these breathing artifacts
failed (e.g. diﬀerent stereotaxic positions and electrode conﬁgurations, substracting
muscle activity via recording it with skin electrodes). An additional notch-ﬁlter
adjustable to breathing rate (1.1-2Hz) diminished the artifacts and both, low-pass
452 Methods
secondary
antibody
code species dilution producer
biotinylated
anti-rabbit
rabbit_biotin goat 1:1000 Vector Labs
biotinylated
anti-mouse
mouse_biotin horse 1:1000 Vector Labs
AlexaFluor-568
anti-guinea-pig ?
gp_568 goat 1:750 Molecular Probes
AlexaFluor-488
anti-mouse ?
mouse_488 goat 1:750 Molecular Probes
AlexaFluor-568
anti-mouse
mouse_568 goat 1:750 Molecular Probes
AlexaFluor-647
anti-mouse
mouse_647 goat 1:750 Molecular Probes
AlexaFluor-568
anti-rabbit
rabbit_568 goat 1:750 Molecular Probes
AlexaFluor-647
anti-rabbit ?
rabbit_647 goat 1:750 Molecular Probes
Table 2.2: Biotin- or ﬂuorophore-coupled secondary antibodies used for standard
DAB- or immunoﬂuorescent stainings
ﬂuorescent dye code dilution producer
AlexaFluor
streptavidin-488
streptavidin_488 1:1000 Molecular Probes
AlexaFluor
streptavidin-568
streptavidin_568 1:1000 Molecular Probes
Table 2.3: Streptavidin-coupled ﬂuorescent dyes used for detection of neurobiotin-
ﬁlled neurons
as well as notch-ﬁltered traces were recorded and stored via PatchMaster software
(Heka, Lambrecht, Germany). For online monitoring cortical activity was displayed
on a digital oscilloscope (TDS3014B, Tektronix UK Ltd., Berkshire, UK).
Discrete craniotomies were performed bilaterally above the medial SN (m-SN),
lateral SN (l-SN) and VTA for single-unit recordings in these midbrain regions
using the coordinates listed in Tab. 2.4. Skull bone thickness was estimated to be
0.4mm, z-coordinates refer to the distance from brain surface to midbrain regions.
y-coordinates were adjusted according to skull size using an empirically derived
formula (Schiemann (2005), in mm, BL= empirical distance between bregma and
lambda, 4.2=bregma-lambda distance according to the mouse brain atlas):
yadjusted = -
y
4:2 * BL + 0.2
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DA midbrain region lateral (x) caudal (y) ventral (z)
medial SN (m-SN) 0.8 -3.08 3.7 - 4.4
lateral SN (l-SN) 1.4 -3.08 3.7 - 4.2
VTA 0.1 - 0.4 -3.6 3.5 - 4.3
Table 2.4: Stereotaxic coordinates for electrophysiological in vivo recordings of the
three DA midbrain regions m-SN, l-SN and VTA
Values are given in mm relative to bregma according to the mouse brain atlas
(Franklin and Paxinos (2001)).
2.3.2 Brain states under isoﬂurane anaesthesia
Isoﬂurane anaesthesia in mice induced a burst-suppression (BS) pattern, which is
characterised by periods of low cortical activity (suppression) and cortical bursts of
high frequency and large amplitudes (Alkire et al. (2008)). A representative example
of a typical ECoG trace is shown in Figure 2.1. At a medium anaesthesia level as
adjusted for single-unit recordings, ECoG burst and suppression phases alternated
almost regularly, with approximately 8-15 bursts per minute, a mean duration
of ECoG bursts of 2-6s and suppression lengths of 2-10s. Burst duration and
frequency increased at low isoﬂurane concentrations. In contrast, deep anaesthesia
silenced cortical activity and caused elongated suppression phases with rare and
short bursts (1-2 per minute). Accordingly, the burst-suppression ratio which is
deﬁned as
BS ratio =
duration of bursts (in s)
duration of suppression (in s)
(2.1)
varied (2 at light and <0.5 at deep anaesthesia) and could be used for estimation
of the anaesthetic state (van den Broek et al. (2006), Weigand (2011)). Burst-
suppression activity was observed and investigated primarily in rats, cats and
humans (Akrawi et al. (1996), Steriade et al. (1994)) and usually is a sign of
very deep anaesthesia (Alkire et al. (2008)). ECoG recordings using the volatile
anaesthetic isoﬂurane in mice were not described previously. In my hands, BS
was the dominant ECoG pattern when mice were anaesthetised with isoﬂurane.
Slow wave oscillations in the delta frequency range (0.5 - 4Hz) typical for sleep
activity were never observed. Dose reduction of isoﬂurane was not feasible as it
resulted in awakening of mice, noticeable by eye blinking, spontaneous movements
and re-occurrence of reﬂexes.
In WT and Kir6.2-/- mice isoﬂurane concentrations for maintenance of anaesthe-
sia during recording of DA midbrain neurons were identical (Table 2.5, n denotes
number of single-units) and induced the same brain states and EEG-patterns
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suppression burst
see b
a
b
Figure 2.1: Electrocorticogram of the characteristic burst-suppression pattern under
isoﬂurane anaesthesia
(a) Original recording trace of cortical activity (ECoG, 30s, scale bar 10 V, 2s)
representing the typical burst-suppression pattern of mice under isoﬂurane (0.95%).
Burst phases are highlighted in green, suppression phases in grey.
(b) A 2s burst period in higher magniﬁcation (scale bar 10V, 0.2s), which is
characterised by transient large amplitudes and high frequency of cortical activity.
(BS-ratio p=0.76, Weigand (2011)). As summarised in Table 2.5, under isoﬂurane
anaesthesia I observed no signiﬁcant diﬀerences between both strains regarding
respiration and body temperature. Heart rate was signiﬁcantly higher in global
Kir6.2 knockout compared to WT mice, which might be explained by the lack of
cardiac KATP channels composed of Kir6.2 and SUR2 subunits (Ashcroft (2007)).
Although under basal in vitro conditions in excised hearts sinus node cycle length
was not diﬀerent in WT and Kir6.2-/-, isoﬂurane is known to activate cardiac
KATP channels (Fukuzaki et al. (2008), Kersten et al. (1997)) and by elongation of
sinoatrial node action potentials might thus decrease heart rate in WT but not in
Kir6.2-/- mice.
However, in SN DA neurons isoﬂurane – at concentrations similar to those used
in the present study – does not interfere with KATP channel activation in vitro
(Ishiwa et al. (2004)). Accordingly, also in vivo isoﬂurane-mediated eﬀects on
postsynaptic SN DA KATP channels and consequent diﬀerences between WT and
Kir6.2-/- mice are unlikely.
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WT Kir6.2-/- WT vs. Kir6.2-/-
mean s.e.m. n mean s.e.m. n
p-value
1.1 0.02 1.1 0.02 0.37 46 58
1.3 0.06 1.2 0.05 0.11
7.0 0.2 7.6 0.1
33.8 0.2 33.7 0.1
anaesthesic concentration
isoflurane % 
physiological parameters
breath rate
heart rate
body temperature
t-test
Hz 
Hz 
°C 
46 58
0.004
0.74
Table 2.5: Physiological parameters monitored in WT and Kir6.2-/- mice under
isoﬂurane anaesthesia
2.4 Extracellular in vivo single cell recordings
2.4.1 In vivo single-unit recordings of DA neurons
The spontaneous electrical activity of individual DA neurons (i.e. single-units) was
recorded using glass microelectrodes (G120F-4, outer/inner diameter: 1.2/0.69mm,
respectively; containing a microﬁlament fused to the inner wall, Warner Instruments,
Harvard Apparatus) with long shafts (7mm) and resistances (Rel) of 15-25M
,
which were produced using a horizontal puller (DMZ-Universal Puller, Zeitz,
Martinsried, Germany; protocol see Table 2.6). Rel was adjusted by variation
of the time delay between pre- and main pull (? P(B) t(F1) delay: 030 - 090) and
heat of the main pull (?? P(B) H: 520 - 800).
pre-pull P(A) main pull P(B)
H 500 t(F1) 000 H ?? 520 t(F1) ? 070
F(TH) 020 F1 000 F(TH) 020 F1 060
s(TH) 100 s(F2) 000 s(TH) 008 s(F2) 004
t(H) 052 F2 000 t(H) 030 F2 070
s(H) 040 AD 111 s(H) 000 AD 000
Table 2.6: Electrode puller programme settings
When the electrode contacted the brain surface and in following consecutive steps
of 500m, Rel was tested in the tissue using the electrode resistance test of the
extracellular ampliﬁer (ELC-03M, npi electronics, Tamm, Germany; application
of square current test pulses 1nA, sensitivity 100mV/M
). With electrode
resistances of Rel 15-25M
 extracellular activity was detected at close range,
well-isolated single-units had a signal-to-noise ratio of at least 5:1 to 10:1 and ampli-
tudes were big enough for labelling. In contrast, with electrodes of Rel<15M
 cells
were found more frequently, but mostly in small amplitude, multi-unit assemblies.
Electrodes with Rel<12M
 were avoided due to the risk of unspeciﬁc neurobiotin
stainings ("ghost cells"). If electrode tips clogged during tissue passage, they could
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be cleaned mechanically by brieﬂy activating a BUZZ circuit, which generates
high frequency oscillations by overcompensation of the capacitance compensation
system, or by knocking the stereotaxic frame holding the electrode slightly with
a pen. Micropipettes clogging persistently or multiple times were unsuitable for
extracellular recordings and were exchanged.
Glass microelectrodes contained a 0.5M NaCl, 1.5% neurobiotin (NB) pipette
solution buﬀered with Hepes (pH 7.4) to augment NB solubility. Micropipettes were
back-ﬁlled by placing the capillary end into the solution and then up to half using
a microﬁl syringe adapter (World Precision Instruments, WPI, Berlin, Germany).
Under a microscope the electrode shaft was inspected for air bubbles and the tip
for contamination and integrity. Filled micropipettes were attached to an electrode
holder (Harvard Apparatus) with a silver wire (Ag+/AgCl, chlorided regularly in
12% sodium hypochloride (NaOCl)) and connected to the pre-ampliﬁer. Using a
micromanipulator (SM-6, Luigs & Neumann, Ratingen, Germany) electrodes were
lowered with a speed of 10m/s and positioned 250-500m above the midbrain
region of interest. Here the electrode was stopped for 5min for tissue relaxation
and further advanced manually in a slower mode (2-5m/step, approximately one
step per second) to search for extracellular single cell activity. Once a signal was
detected, it was observed from distant position for about one minute to stabilise the
recording conﬁguration. The micromanipulator hand wheel was used for further
careful 1-2m approaches towards the neuron, thereby increasing signal amplitudes.
In an ideal electrode-cell-conﬁguration the neuron was located directly below the
electrode tip and the action potential signal-to-noise ratio improved with every m
step. If the neuron was lateral in the track, amplitudes remained small and cells
could hardly be recorded or labelled. Mostly, single-units with a signal-to-noise
ratio of at least 5:1 were recorded for 12minutes, virally transduced neurons for
10minutes.
For vibration absorption the setup and stereotaxic apparatus were placed on a
pneumatically controlled table (Newport Corporation, Irvine, CA) and for elec-
tromagnetic shielding within a faraday cage. Extracellular signals were ampliﬁed
1000x via a pre-ampliﬁer (headstage) and ELC-03M (npi electronics) module. For
grounding, the GND input of the headstage was connected to a chlorided silver wire
coated with electrode creme (GE Medical Systems Information Technologies GmbH,
Freiburg, Germany) and positioned under the incised skin. For signal ampliﬁcation
of the small ionic currents, the ELC-03M had a high input resistance of 1013 
.
Extracellular single-units were recorded AC coupled and in current clamp (CC)
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operation mode. Oﬀset of the electrode preampliﬁer output was set to 0mV and
electrode capacity was compensated (C. Comp.; range 0-30pF). In the CC mode, a
BRIDGE balance circuit was activated for compensation of the electrode artifact
and for accurate application of current stimuli. Potential deﬂections caused at
the electrode resistance during current ﬂow were adjusted with a bridge balance
potentiometer (Br. Bal.; range 0-100M
; see ELC-03M-manual (2006) for technical
details). For adjustment of electrode capacity and potential deﬂections a test pulse
of 1nA was applied above the VTA/SN region (at z = 3/3.5mm). The bridge was
balanced according to Rel (for example Rel: 20M
, Br. Bal.: 20M
) and capacity
was compensated (e.g. Rel: 20M
, C. Comp.: 3pF) to eliminate switching artifacts.
Signals were notch- and bandpass-ﬁltered at 50Hz - 5kHz (single-pole, 6dB/octave,
DPA-2FS, npi electronics) and data were acquired with an EPC-10 A/D converter
(Heka) and PatchMaster software (Heka). Sampling rates were set at 12.5kHz for
spike train analyses and at 20kHz for AP waveform analyses. In addition, signals
were displayed on an analogue-digital oscilloscope (HM1008-2, Hameg Instruments
GmbH, Reutlingen, Germany) and an audio monitor (AUDIS-01, npi electronics).
DA midbrain neurons were electrophysiologically identiﬁed by broad triphasic
action potentials, which had a characteristic low-pitch sound. DA midbrain neurons
were spontaneously active with frequencies ranging from 0.5 to 10Hz and ﬁred in
single spike-oscillatory, single spike-irregular, bursty-oscillatory or bursty-irregular
patterns. For data analyses see section 2.5.
2.4.2 Juxtacellular single-cell labelling with neurobiotin
After in vivo recording, single DA neurons were labelled with NB using the
juxtacellular technique, which was invented by Pinault (1996) and ﬁrst applied to DA
neurons by Ungless et al. (2004). NB is a positively charged biotin-derivate (biotin
coupled to E-amino group of lysine, N-(2-aminoethyl) biotinamide hydrochloride).
Its high aﬃnity to avidin is utilised for histochemical identiﬁcation (see section
2.9.2) of individual neurons recorded and NB-ﬁlled in vivo. As the juxtacellular
labelling is the key technique, which I independently established in our laboratory
as part of my PhD thesis, it will be explained in detail. (For further descriptions
see Pinault (1996) and Duque and Zaborszky (2006).)
Stable single-unit recordings with uniform AP amplitudes >1mV indicated close
proximity to the cellular membrane (juxtasomatic or juxtadendritic position) and
were a prerequisite for single-cell labelling. Immediately before starting the labelling
protocol, the electrode was further advanced towards the membrane by 5-15m.
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Figure 2.2: Juxtacellular single-cell labelling of a DA neuron
(a) Modulated electrical activity of a DA single-unit during the juxtacellular la-
belling protocol. The DA unit was entrained by the current and ﬁred selectively
in the ON pulse (highlighted in green) usually with 2-6 spikes, corresponding to a
frequency of 15Hz in this example. No spikes were elicited during OFF pulses.
Scale bar 0.2mV, 0.2s; grey arrowheads indicate pulse switching artifacts at current
onset and oﬀset.
(b) Selected ON and OFF pulse activity in higher time resolution. Scale bar 0.2mV,
0.1s.
(c) Action potential waveforms before and after labelling. After successful modu-
lation the single-unit continued ﬁring with broad, biphasic action potentials. For
comparison, initial AP duration is indicated in the single spike traces as a vertical
dashed line. Due to resealing of electroporation-pores spike shape and ﬁring proper-
ties recovered. AP amplitudes were normalised to the height of the ﬁrst positive
peak; scale bar 1ms.
Positive current pulses (1-10nA, 200ms ON/OFF pulse; ELC-03M, npi electronics;
EPC-10 as external trigger (5V TTL signal via ELC-03M gate connector)) were
applied via the recording electrode with careful and continuous monitoring of the
single-unit activity. For current application, the bridge balance circuit (BRIDGE
mode) was activated. Positively charged NB was expelled from the pipette by
positive pulses during the protocol. The current was increased slowly, while the
bridge circuitry (Br. Bal.) and capacity (C. Comp.) of the electrode were balanced
simultaneously. Sometimes ﬁrst signs of single-unit activation were evident (e.g.
increased background noise or transient AP stimulation during single ON pulses)
and the begin of modulation of ﬁring activity was gentle and controllable. In other
cases, if stimulation started suddenly, current was decreased immediately to avoid
overstimulation (depolarisation block) while holding the neuron in the modulation
mode and carefully adjusting Br. Bal. and C. Comp.. If cells did not respond to
currents up to 5nA, the protocol was interrupted, the electrode was moved closer
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and the procedure was repeated.
NB labelling of DA neurons was successful if modulation of activity during
current application, i.e. increased frequency during the ON pulse and no or only
occasional spikes during the OFF pulse (also called entrainment, see Duque and
Zaborszky (2006)) was stable for at least 25s (see Figure 2.2a,b). It was aimed to
hold cells in modulation for 60-180s, sometimes up to 300s. On the audio monitor
a well-entrained DA neuron sounded like a "galopping horse". Current application
was stopped by decreasing the intensity and careful withdrawal of the electrode a
few microns as soon as neurons displayed signs of exhaustion (i.e. less spikes during
the ON pulse, occasional OFF pulse spiking and broadening of action potentials
clearly audible via the audio monitor by a lower pitch). Substantially stimulated
activity during both, ON and OFF phases as well as increased background noise
indicated the risk of cellular damage. At this point, especially slow ﬁring neurons,
like DA cells, were often irreparably damaged and unveriﬁable after histological
processing. Successfully labelled neurons continued to ﬁre after modulation with
broad action potentials (duration from start-to-trough >2.5ms). AP broadening
indicates a membrane leak, which argues for the hypothesis of local electroporation
as the underlying mechanism of NB uptake via small pores (see below, Pinault
(1996)). The electrode tip was carefully retracted 20-30m immediately after
current application and post-labelling activity was further monitored. Ideally, the
AP shape (see Fig. 2.2c), which became slightly smaller due to removal from the
juxtacellular position, and basal discharge properties recovered to pre-labelling
conditions. The electrode was slowly lifted another 300m and removed from the
track. Consecutive recordings in the same hemisphere were positioned 200m
distant from tracks with successful labelling and even more if labelling success was
unsure (i.e. stable entrainment for less than 25s, indications of cellular damage or
depolarisation block due to overstimulation), to guarantee deﬁnite, unequivocal
single-unit allocation. Sometimes unspeciﬁc labelling of single cells was detected,
it was therefore crucial to note the exact position of each recording track, all
labelling trials and success probability. If not clogged, electrodes could be re-used
in consecutive tracks. In rare cases of multi-unit recordings, the labelling protocol
was only performed if the amplitudes of the two units were clearly distinguishable
(ratio of 6:1) and the recorded (i.e. bigger) unit was selectively modulated under
juxtacellular control to obtain individual labelling and unambiguous assignment.
Single-cell labelling allowed me to precisely map the anatomical localisation of
recorded neurons within DA subnuclei according to the mouse brain atlas (Franklin
and Paxinos (2001)) and to identify their neurochemical phenotype using tyrosine
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hydroxylase and calbindin-D28K immunostainings.
Juxtacellular labelling is biophysically similar to electroporation (Houweling et al.
(2010)). Pinault (1996) suggested a mechanism similar to iontophoresis whereby
the neurons is "tickled" by the juxtamembraneous current pulses. Neuronal ﬁlling
probably occurs during a transient, electrically induced physical micro-damage of a
somatic or dendritic membrane patch. The critical moment – when modulation
starts and extracellular pulses become juxtacellular – could be due to penetrating
the surrounding glial cover and the electrode tip becoming close to the charge
surface of the neuronal membrane (Pinault (1996)). During this electroporation
NB crossed the cellular membrane to be internalised and no adjacent cellular
contamination was detected.
2.4.3 In vivo single-unit recordings of SN GABA neurons
Similarly as described for DA midbrain neurons, I recorded putative SN reticulata
(SNr) GABA neurons for 10 minutes in adult WT and Kir6.2-/- mice in vivo using
the following stereotaxic coordinates: m- and l-SNr (in mm, relative to bregma)
x: 1.0-1.4, y: -3.08, z: 4.0-4.8. A subset of cells (n=8/28) was juxtacellularly
labelled with NB. NB-ﬁlled (streptavidin_488) SNr cells were localised ventral to
see b
a b
Figure 2.3: Juxtacellular single-cell labelling of SN GABA neurons
(a) Modulated electrical activity of a SNr GABA single-unit during the juxtacellular
labelling protocol. The GABA unit was strongly modulated by the current, ﬁring
with frequencies of 285Hz during ON pulses (green) and an OFF pulse rate of
about 80Hz. Scale bar 1mV, 0.2s.
(b) ON and OFF pulse activity in higher time resolution. Scale bars 1mV, 0.1s
and 1mV, 0.01s (inset).
the SN compacta zone, their nonDA phenotype was conﬁrmed by GABA reactivity
(anti-GABA, mouse/anti-mouse_568 antibodies) and absence of TH expression
(anti-TH, rabbit/anti-rabbit_647; for procedures see section 2.9.2).
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2.5 Analyses of electrophysiological datasets
2.5.1 Spike train and action potential analysis
Data were exported from PatchMaster software and analysed with IgorPro 6.02
(WaveMetrics, Lake Oswego, OR), Spike2 (6.11, Cambridge Electronic Design,
Cambridge, UK), R statistical computing (www.r-project.org), CVI 5.01 (National
Instruments, Munich, Germany) and NeuroExplorer 4 (Nex Technologies, Littleton,
MA) software. Spike times were extracted with IgorPro using a threshold for
spike detection, which was individually set and systematically scanned for each
single-unit according to AP amplitudes and signal-to-noise ratio. Interspike interval
(ISI) histograms were plotted in bins of 10ms. Rate stability and stationarity were
observed by plotting ISIs and frequency against recording time. For analyses of
phasic activity the classical 80/160ms criterion for burst detection was used, which
was established by Grace and Bunney (1984a). According to this a burst onset is
deﬁned as an ISI <80ms and burst termination as an ISI >160ms. The percentage
of spikes ﬁred in bursts (%SFB) and intraburst properties (i.e. mean spikes per
burst; percentage of 2-spike, 3-spike, 4-spike and >4-spike bursts; frequency within
a burst (for ﬁrst, mean and last ISI); codes were programmed with the aid of Dr.
Rainer Hartmann, Institute for Neurophysiology, University of Frankfurt) were
calculated. Mean action potential waveforms were derived by averaging 10-30
uniform spikes. For detailed description of the AP shape, distinct time points
a
b
c
e
d
Figure 2.4: Phase attribution of extracellularly recorded, triphasic action potentials
(a-e) were deﬁned as indicated in Figure 2.4. Duration a-c corresponds to time
from spike beginning to ﬁrst trough and is 1.1ms for DA neurons (Ungless et al.
(2004)). Spike duration (a-c, a-e), amplitudes and amplitude ratios (c/b and d/b)
were analysed. For choosing adequate band-pass ﬁlter settings it should be taken
into consideration that the AP waveform critically depends on ﬁltering. Biphasic
shapes are usually seen with broad band-pass ﬁltering and become triphasic by
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narrowing it (Brown et al. (2009), Ungless and Grace (2012)).
2.5.2 ACH-based classiﬁcation of ﬁring patterns
single spike - oscillatory
bursty - irregular
* * *
single spike - irregular
bursty - oscillatory
* * * * * * * *
a
c
b
d
Figure 2.5: Four distinct in vivo ﬁring patterns of DA neurons
DA neurons display four distinct ﬁring patterns in vivo. Single-unit activity of
four DA cells recorded in isoﬂurane anaesthetised mice are shown as sample raw
traces. DA neurons ﬁred either in a tonic single spike mode with oscillatory (a) or
irregular (b) action potentials. In addition, DA neurons can ﬁre in a phasic burst
mode with bursts occurring as regularly oscillating groups of action potentials (c)
or irregularly embedded in single background spikes (d). Burst ﬁring as deﬁned by
Grace and Bunney (1984a) is marked with asterisks, scale bars in a - d: 0.2mV, 1s.
Modiﬁed from Bingmer, Schiemann et al. (2011).
Schematic spike train representations (rasterplot) and autocorrelation histograms
(ACH, bins of 1ms, smoothed with Gaussian ﬁlter (20ms)) were plotted using
R statistical computing software. R-codes were written by Dr. Gaby Schneider
(Institute of Computer Science and Mathematics, Goethe-University Frankfurt).
We used the following established criteria for classiﬁcation of DA neuron in vivo
ﬁring patterns based on visual inspection of the autocorrelograms (Wilson et al.
(1977), Tepper et al. (1995), Paladini et al. (2003)).
1. Single spike-oscillatory (pacemaker): three or more equidistant peaks with
decreasing amplitudes reﬂecting regularity.
2. Single spike-irregular: less than three or no peaks, increasing from zero
(refractory period) approximating a steady state.
3. Bursty-irregular: narrow peak with steep increase at short ISIs, in addition
the corresponding rasterplot was inspected for burst occurrence.
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4. Bursty-oscillatory: narrow peak with steep increase at short ISIs (reﬂecting
fast intraburst ISIs) followed by a clear trough and repetitive broader peaks
(reﬂecting long regular interburst intervals).
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Figure 2.6: Rasterplots and ACHs of the four distinct in vivo ﬁring patterns
Rasterplots (left) and autocorrelation histograms (right) of the four empirical spike
trains shown in Fig. 2.5. Raw ACHs are shown in grey, black curves represent
ACHs smoothed with a Gaussian ﬁlter. Modiﬁed from Bingmer, Schiemann et al.
(2011).
The bursty-oscillatory pattern was newly deﬁned to capture an observed ﬁring
mode characterised by regularly occurring burst packages, which was not described
before (see section 3.1.2). Representative examples for each discharge pattern are
depicted in Figures 2.5 and 2.6.
2.5.3 GLO-based classiﬁcation of ﬁring patterns
In order to describe, quantify and classify the ﬁring patterns occurring in DA
neurons in vivo, a quantitative spike train model was developed in close cooperation
with Dr. Gaby Schneider and Markus Bingmer (Institute of Computer Science
and Mathematics, Goethe-University Frankfurt). The approach combines the
measurement of bursty and single spike (non-bursty) activity in cells showing
regularly oscillating activity. The proposed doubly stochastic model was termed
Gaussian Locking to a free Oscillator (GLO). Figure 2.7 illustrates the main
principle and parameters of the GLO spike train model. For classiﬁcation of DA in
vivo ﬁring patterns the GLO is ﬁtted to the empirical ACH. Goodness of ﬁt and
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ACH shape determine bursty (existence of an initial, narrow peak) and oscillatory
(existence of multiple, consecutive peaks) nature.
| | | | | |
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Figure 2.7: Gaussian Locking to a free Oscillator (GLO): a quantitative spike train
model to capture ﬁring characteristics of DA neurons in vivo
Schematic representation of the GLO model: an oscillatory background rhythm is
represented by independent and normally distributed intervals with mean  and
standard deviation 1 (1st line). Each backbone beat Bi (blue ticks) gives rise to a
number Ni of spikes (red ticks) that are placed according to a normal distribution
(normally shaped intensity) with mean Bi, standard deviation 2 and area  (2nd
line). The parameter  represents the average number of spikes per backbone beat.
The number Ni of spikes at each backbone beat depends on the selected ﬁring mode:
for a single spike pattern (m = 0, non-bursty), the probability of observing a spike
is given by 0<  1 (3rd line). In a bursty spike train (m = 1), the probability
of observing multiple spikes is given by a Poisson distribution with the parameter
>0 (4th line).
The proposed GLO contains two primary components: a background rhythm
with independent and normally distributed intervals with mean  and standard
deviation 1 is used to characterise the regularity of the oscillation. In a second
step, single or clustered spikes are placed around the backbone beats according to a
normal distribution with standard deviation 2. For each backbone beat, a random
number of spikes is drawn independently contingent on the ﬁring mode m. In the
single spike mode (m=0), one spike is ﬁred with probability 0<  1, otherwise
no spike is placed. In the bursty case (m=1) a Poissonian number of spikes with
parameter >0 is elicited. The parameter  denotes the expected number of spikes
per backbone beat and thus, / is the mean ﬁring rate of the process. For m=1,
the parameter 2 represents the width of the bursts, and in the single spike mode,
2 is necessary to describe variations in ISIs even when the background rhythm is
regular. Since the model intends to describe regular oscillations with distinguishable
bursts, 1 and 2 should be small relative to . Spike train regularity is calculated
by number and relative height of the side peaks. In addition to visual pattern
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classiﬁcation, the model was applied here for independent, quantitative analysis of
ﬁring activity (GLO-model ﬁts and results presented in sections 3.1, 3.2 and 3.3).
The GLO model and its application to spike train datasets were already published
as a neurocomputational research article in Journal of Neuroscience Methods
(Bingmer, Schiemann et al. (2011)). For details about the GLO assumptions,
parameter estimation, construction of conﬁdence intervals including classiﬁcation
precision see also PhD thesis of Markus Bingmer (prep).
2.6 Application procedures for in vivo pharmacology
experiments
Substances and concentrations used for pharmacological in vivo manipulations
combined with simultaneous extracellular recordings are listed in section 2.2.2.
2.6.1 Pharmacological manipulation of KATP channels in the brain
To study the role of KATP channels on DA ﬁring activity, eﬀects of the selective
KATP channel opener diazoxide [DIAZ] and inhibitor glibenclamide [GLIB] were
tested in vivo. Both compounds do not cross the blood-brain-barrier (Mourre et al.
(1990), Heptner et al. (1969), Kellner et al. (1969)) and were therefore applied to the
CNS intracerebroventricularly (i.c.v., Lam et al. (2007)) via an acutely implanted
cannula (30gauge, 3mm; Brain Infusion Kit3, Alzet, Cupertino, CA). The cannula
was targeted to the left lateral ventricle at x: 1.0 lateral, y: -0.22mm stereotaxic
coordinates and ﬁxed with tissue adhesive (histoacryl, Braun). Compounds were
infused using a micropump (UMP3-1, WPI, 1000nl/min) adapted to a 10l syringe
and a 4-channel adaptor (QuadSilﬂex, WPI, custom-made to minimise dead volume
of the infusion system). One channel was ﬁlled with ACSF for ﬂushing tubes
between consecutive drugs. Activity of DA single-units at baseline was recorded
for 10min before injection (pre). When measurements were stable, diazoxide
solution (30mM, 1l) was injected ﬁrst. Eﬀects of DIAZ were observed for 8min
(post_DIAZ) before the antagonist, the KATP channel blocker glibenclamide, was
infused (0.4mM, 1.4l). Single neuron activity was recorded for additional 16-
24min (post_GLIB). Drug eﬀects were not reversible, only one neuron was tested
per animal.
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2.6.2 Systemic blockade of DA D2-autoreceptors
To investigate the D2/GIRK2-mediated DA autoreceptor response in WT and
Kir6.2-/- mice, the D2-receptor antagonist eticlopride ([ETIC] 0.5mg/kg, see section
2.2.2) was injected systemically during recording of a single-unit in vivo. Besides
the D2/D3-receptor agonist quinpirole, the selective antagonist eticlopride is widely
used for pharmacological identiﬁcation of DA neurons in vivo. Using systemic
application routes a dose of 0.5mg per kg body weight was shown to be eﬀective
to antagonise endogenous DA and enhance ﬁring rates of DA neurons in C57BL/6
by 2.5-fold (Robinson et al. (2004), Paladini et al. (2003), Zweifel et al. (2009),
Zweifel et al. (2011), Luo et al. (2008a)). Final drug concentrations in the brain
tissue and autoreceptor-selective doses (Jeziorski and White (1989)) are diﬃcult to
determine and to titrate in vivo. But Pucak and Grace (1994) demonstrated that
systemically administered DA receptor antagonists predominantly aﬀected SN DA
neurons via inhibition of somatodendritic autoreceptors, antagonistic eﬀects were
unchanged after removing striatonigral connectivity.
During surgery I implanted and ﬁxed a catheter (1ml syringe, 36cm silicon tubing
and 25gauge needle) for intraperitoneal administration of eticlopride. Baseline
activity of DA single-units was recorded for 12min before injection (pre). If the
measurement was stable, ETIC solution was injected manually (10l/g, over a
period of 45s), continuing activity was recorded for 20min (post) and, if possible,
the neuron was then labelled juxtacellularly with NB or alternatively the recording
site was marked by an extracellular deposit (using ejection currents of 20-100nA).
As the antagonist was not reversible, only one neuron per animal could be tested.
2.7 Stereotaxically-guided virus-mediated gene transfer in
vivo
2.7.1 rAAV2-mediated KATP silencing in SN DA neurons
To target postsynaptic KATP channels speciﬁcally in SN DA neurons, I established
virally mediated gene expression as a second key technique of this PhD project.
Custom-made recombinant adeno-associated virus serotype 2 (rAAV2) vectors were
ordered from GeneDetect (Auckland, New Zealand). rAAV2 vectors were shown
to preferentially transduce DA neurons and via extrachromosomal vector genomes
result in stable, long-term expression of the transgene (Nakai et al. (2003)).
For rAAV2-mediated DA-cell selective silencing of KATP channels a dominant-
negative Kir6.2 pore-mutant (Kir6.2_DN) of murine Kir6.2 subunits was utilised.
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The point mutation (Gly132Ser) was targeted to the selectivity ﬁlter (amino acid
motif GFG changed to SFG) and disrupted the potassium conductance (Miki et al.
(1997)). Following establishment of rAAV2-mediated protein expression in DA
midbrain neurons and diﬀerent long-term control experiments (see chapter 3.3.1),
for Kir6.2_DN a ﬁnal titer of 1.3*1010 genomic particles (gp)/ml was determined
for electrophysiology and behaviour experiments. Viral vectors expressing native
murine Kir6.2 subunits (Kir6.2_WT; titer of 1.2*1010 gp/ml) were used as control.
Encoded gene expression was under control of a CAG promoter (chicken beta actin
promoter hybridised with cytomegalovirus immediate early enhancer sequence) for
eﬃcient transduction. The promotor itself did not induce speciﬁcity for DA neurons.
Stereotaxic operation procedures for rAAV2 injections were performed as de-
scribed for in vivo recordings above (section 2.3.1). Here, isoﬂurane anaesthesia was
deeper (1.2-1.8%) and lidocaine was used for acute pre- and post-operative local
analgesia. For systemic analgesia, 1-2 days pre and post operation, paracetamol
(Benuron, Bene, Munich, Germany) was added to the drinking water (16mg/100ml).
Given a liquid intake of approximately 5ml per day, mice incorporated 32mg/kg
paracetamol (ED50 for minor to medium pain is 17mg/kg; Messier et al. (1999)).
Oral application was preferred to circumvent stressful injection procedures. For
recovery experiments the scalp was sutured (Prolene, Ethicon, Johnson & Johnson
Medical GmbH, Norderstedt, Germany) after the infusion and mice awoke within
5-15minutes and completely recovered within 1-2hours. Animals were regularly
observed during survival periods lasting 3days to 3month.
Virus solutions were diluted in [ACSF] and infused bilaterally or unilaterally (for
control experiments addressing rAAV2 speciﬁcity) directly into the substantia nigra.
A volume of 1.8 l and 1.1 l was injected at a medial (m-SN, x: 0.8, y: -3.03, z:
4.0 (relative to bregma, in mm)) and/or a lateral (l-SN, x: 1.4, y: -3.18, z: 3.7)
site, respectively. A micro-pump (UMP3-1, WPI; 10l nanoﬁl syringe, 33 gauge
steel needle) with a ﬂow rate of 100nl/min was used. It was crucial to prevent air
bubbles and to clean and sonicate the needles after each track to avoid obstruction
by tissue. While selective injections into the l-SN did not spread into more medial
regions, selective injections into the m-SN showed additional viral transduction in
lateral areas. Even with smaller volumes (0.5l) selective – and at the same time
complete – targeting of only the m-SN was not possible.
Animal behaviour was assessed on post-operative day 13-14, in vivo or in
vitro recordings were carried out on day 14-15. To test functional silencing of
KATP channels, ATP washout currents of virally transduced DA neurons were
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recorded in midbrain slices. These in vitro whole-cell patch-clamp experiments
were performed by Prof. Dr. Jochen Roeper (Institute for Neurophysiology,
Goethe-University Frankfurt). For subsequent immunohistochemical veriﬁcation
of rAAV2-mediated transgene expression Kir6.2_DN and Kir6.2_WT constructs
were tagged with hemagglutinin (HA-tag), a nine amino acid sequence added
to the C-terminus. A mouse anti-HA.11 primary antibody was used to assess
transduction eﬃciency in the SN and identiﬁcation of transduced, electrophysio-
logically recorded neurons. To quantify transduction eﬃciency and selectivity, TH-
and HA-immunopositive neurons were counted using confocal images (40x/1.3
oil objective, LSM 510 Meta, Zeiss) throughout the medial-lateral and rostral-
caudal extent of the SN and VTA (N=3 mice for Kir6.2_DN and Kir6.2_WT;
quantiﬁcation method similar as described by Gradinaru et al. (2009)). For further
control experiments, vectors without transgene expression (empty vector), eGFP
(enhanced green ﬂuorescent protein)-expressing constructs or bicistronic vectors
carrying the dominant-negative pore-mutant Kir6.2_DN and eGFP (Kir6.2-eGFP)
were also studied. Electrophysiological recordings of SN DA neurons transduced
with eGFP control vectors were carried out 6-7days post infusion.
construct coding sequence titer (gp/ml)
Kir6.2_DN rAAV2-SAR-CAG-Kir6.2G132S-HA-WPRE-BGH-polyA 1.3*1010
Kir6.2_WT rAAV2-SAR-CAG-Kir6.2WT-HA-WPRE-BGH-polyA 1.2*1010
empty rAAV2-SAR-CAG-empty-WPRE-BGH-polyA 1.1*1012
eGFP rAAV2-SAR-CAG-eGFP-WPRE-BGH-polyA 1.1*1012
Kir6.2-eGFP rAAV2-SAR-CAG-Kir6.2G132S-IRES-eGFP-WPRE-
BGH-polyA
1.1*1012
Table 2.7: rAAV2 constructs for virally mediated gene expression in SN DA neurons
in vivo
SAR: scaﬀold attachment region to promote interactions between vector and host
DNA
CAG: chicken beta actin promoter hybridised with cytomegalovirus immediate
early enhancer sequence
IRES: internal ribosome entry sites
WPRE: Woodchuck post-transcriptional regulatory element to ensure high tran-
scription following transduction
BGH-polyA: bovine growth hormone polyadenylation sequence
622 Methods
2.7.2 CAV2-mediated Cre-recombinase expression in SN DA neurons
As a second, independent viral strategy I established retrograde canine adenovirus
serotype 2 (CAV2)-mediated expression of Cre-recombinase (CAV2-Cre). After
infusion of CAV2-Cre vectors into the dorsal striatum (DS), uptake by neuronal
processes and retrograde axonal transport the combination of Cre expression with
a ﬂoxed system (e.g. ﬂoxed Kir6.2 mice, see sect. 2.1; for review of the Cre/loxP
system see Nagy (2000)) would allow projection- and cell-speciﬁc suppression
of KATP channel function in nigrostriatal SN neurons. CAV2-Cre vectors were
produced and provided by Prof. Dr. Miguel Chillon (Autonomous University of
Barcelona, Spain). Stock preparations had at a titer of 2.3*1012 physical particles
(pp)/ml (4.5*1011 infection units per ml). Stereotaxic operation-procedures for
CAV2 injections were performed as described for in vivo recordings (deep isoﬂurane
anaesthesia (1.2-1.8%), lidocaine for acute local and paracetamol (32mg/kg) for
systemic analgesia, pre- and post-operative). 3.3l of virus solutions were infused
bilaterally into the dorsal striatum at three diﬀerent injection sites (see Tab. 2.8;
1.1l each; using a micro-pump (100nl/min, 10l nanoﬁl syringe, 33 gauge steel
needle; WPI)).
DS injection lateral (x) rostral (y) ventral (z)
site 1 1.4 1.3 2.25
site 2 1.6 0.62 2.65
site 3 2.0 -0.1 2.25
Table 2.8: Stereotaxic coordinates for CAV2 infusions into the dorsal striatum
Values of the three diﬀerent injection sites are given in mm relative to bregma
according to the mouse brain atlas (Franklin and Paxinos (2001)).
Immunohistochemical veriﬁcation of CAV2-mediated Cre expression in the SN and
identiﬁcation of transduced, electrophysiologically recorded neurons was performed
two weeks post infusion as described below using mouse anti-Cre-recombinase
primary antibody. For quantiﬁcation of transduction eﬃciency and selectivity, TH-
and Cre-immunopositive neurons were counted using confocal images (40x/1.3 oil
objective, LSM 510 Meta) throughout the medial-lateral and rostral-caudal extent
of the SN and VTA (N=2 mice).
Stereotaxic infusion of CAV2-Cre vectors into the striatum, its uptake by neu-
ronal processes and retrograde axonal transport resulted in eﬃcient and selective
transduction of SN DA neurons after two weeks, see Figure 2.8a,b. Previous studies
reported eﬃcient Cre-recombinase induced eﬀects after one week, which were stable
up to several month. For striatal injections similar titers of CAV2 but higher
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Figure 2.8: CAV2-mediated Cre-recombinase expression in SN DA neurons in vivo
(a) - (b) After infusions of CAV2-Cre vectors into the dorsal striatum, synaptic
uptake and retrograde axonal transport Cre-recombinase (Cre) was expressed in
the SN pars compacta (entire medio-lateral and rostro-caudal parts). Fluorescent
labelling (a, scale bar 100m) immunohistochemistry shows eﬃcient and highly
selective expression of Cre-recombinase (white) in TH-immunopositive (blue) SN
neurons. Confocal images at higher magniﬁcation (b, scale bars 20m and 10m)
show the overlay of nuclear Cre- and cytosolic TH-signals.
(c) Quantiﬁcation of retrograde transduction eﬃciency and Cre expression in DA
neurons across the SN. Note the high selectivity of Cre expression in SN TH+
neurons. In the VTA only a minor fraction of TH+ cells was transduced. n-numbers
indicate investigated cells, %-values indicate relative proportion of transduced neu-
rons.
(d) Confocal images demonstrating that in vivo recording and juxtacellular la-
belling with NB (green) of a retrogradely transduced and anatomically identiﬁed
medial nigrostriatal TH+ (blue) neuron expressing Cre (white) was established and
technically feasible (scale bar 10m).
volumes were applied in this study compared to previous reports (titer 6*1012
pp)/ml, volume 0.5-1l; Sotak et al. (2005), Hnasko et al. (2006), Robinson et al.
(2007)). The transduction eﬃciency was comparable to results by Bru et al. (2010)
and Peltékian et al. (2002) (>70% and >40-50%, respectively), as illustrated in
Fig. 2.8c. It is important to mention that degeneration aﬀecting TH terminals
in the striatum and TH neurons in the SN four weeks after CAV2-Cre infusion
were observed. Therefore, optimisation of the injection protocol will be necessary
in future studies, e.g. avoidance of mechanical damage and reduction of titer and
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volume, similar as described for the rAAV2 system (see 3.3.1). In a set of pilot
experiments, in vivo recordings of m-SN DA neurons were carried out 13-14 days
post CAV2-Cre infusion. Juxtacellular NB labelling of retrogradely transduced,
Cre-expressing nigrostriatal neurons was established and technically feasible as
shown in Fig. 2.8d.
2.8 Retrograde tracing of nigrostriatal connectivity
Fluorescent microbeads (green retrobeads, Lumaﬂuor, Naples, F) were injected into
the posterior dorsomedial striatum, pDMS (lateral, posterior, ventral to bregma,
in mm; x: 1.55, y: 0, z: 2.2) and into the posterior dorsolateral striatum, pDLS (x:
2.65, y: 0.3, z: 2.3) at a volume of 50nl using a micro-pump (100nl/min, UMP3-1,
WPI) with a 33gauge steel needle. After infusion, needles were left at injection
depth for additional ﬁve minutes to reduce draw up of beads along the track.
Surgical procedures and post-operative care were described above (see sect. 2.3.1
and 2.7.1). After a survival period of seven days, animals were perfused, striatal and
midbrain sections were processed for nissl staining or TH immunohistochemistry to
visualise striatal injection sites and, respectively, nigral localisation of microbeads
after retrograde transport. Tracing protocols were similar as described in detail by
Lammel (2008).
2.9 Immunohistological procedures
Immunohistochemical detection is based on binding of a primary antibody to a spe-
ciﬁc group or epitope of a protein (antigene) in the brain tissue section. Subsequent
staining using secondary antibodies, which are conjugated to ﬂuorescent labels
(indirect-immunoﬂuorescence technique; Cuello et al. (1983)) or enzymatic labels
(indirect-labelled immunoenzyme technique; e.g. peroxidase), and microscopic
analysis allowed visualisation of primary antibody-antigene complexes and revealed
expression of marker proteins. With this technique single cells ﬁlled with NB in vivo
can be unequivocally characterised by co-immunolabelling with e.g. TH, GABA or
calbindin. Moreover, viral transduction constructs can be detected in individual
cells. For description of antibodies and concentrations see Tables 2.1 and 2.2, for
solutions see section 2.2.3.
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2.9.1 Perfusion and tissue ﬁxation
For preservation of cellular structures during histological processing tissue ﬁxation
must be performed. Thereby tissue water content (80%) is substituted by ﬁxative,
tissue is hardened for sectioning and aldehyde groups of ﬁxatives (e.g. paraformalde-
hyde) bind amino acid amino groups (primarily of lysine) and crosslink proteins.
Fixation enables immunohistological antigene detection as protein structure and
antigene properties remain intact.
Following in vivo recording or post-injection survival periods (virus-infusion,
retrograde tracing) anaesthetised animals (1.6g/kg sodium-pentobarbital; Narcoren,
Merial GmbH, Hallbergmoos, Germany) were transcardially perfused with 4%
paraformaldehyde (PFA) in PBS (pH 7.4). Picric acid (15%) was added to the
ﬁxative to optimise immunostainings and to enhance resolution of ﬁne morphological
structures (Somogyi and Takagi (1982)). Deeply anaesthetised mice (areﬂexic state)
were ﬁxed in a dorsal position, thorax was opened, pericard was removed, aorta
descendens and aortae thoracica internae were pinched oﬀ. Heparin (50l, 250
injection units, Ratiopharm, Ulm, Germany) was injected to the left ventricle to
avoid coagulation. A blunt needle (21gauge) with continuous, bubble-free PFA
solution ﬂow was inserted into the left ventricle, the right artrium was opened for
venous drainage. After perfusion for ﬁve to eight minutes the brain was dissected
and post-ﬁxed at 4 C in PFA overnight. Accordingly, brain slices from patch-clamp
recordings (250m) were post-ﬁxed in PFA overnight. For longer storage the tissue
was kept in storing solution (at 4 C) containing NaN3 to inhibit fungal or bacterial
aﬀection.
2.9.2 Multi-labelling immunocytochemistry of recorded DA neurons
After post-ﬁxation coronal midbrain sections (60m) were prepared (VT1000S
microtome, Leica, Wetzlar, Germany). Sections were rinsed in PBS (4x 10min)
and then incubated in blocking solution (1hour) for saturation of unspeciﬁc
binding sites and reduction of background staining. Following brief PBS rinse,
primary antibodies (Tab. 2.1) were diluted in carrier solution, which contained
0.5% triton X-100 as a detergent for membrane permeabilisation and enhanced
antibody penetration, and incubated at 22 C overnight on a 3D shaker. Sections
were rinsed in PBS (4x 10min) and incubated with streptavidin_488 or 568 and
ﬂuorescent dye-coupled AlexaFluor secondary antibodies (Tab. 2.2) in carrier solu-
tion at 22 C overnight. The sections were rinsed in PBS again (4x 10min), sorted
according to caudal-rostral anatomical landmarks and ﬁnally mounted on object
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slides (76x26mm, Menzel, Braunschweig, Germany) using Vectastain (Vector Labs)
mounting medium.
For standard immunohistochemical characterisation of in vivo recorded and
juxtacellularly labelled neurons in the VTA or SNc, sections were co-labelled for
NB (streptavidin_488), TH (anti-TH, rabbit/anti-rabbit_568 or 647) and calbindin
(anti-CB, mouse/anti-mouse_647 or 568)1. Typical ﬂuorescence staining signal
features of a DA neuron are illustrated in Figure 2.9. Following successful and long-
lasting (>100s) entrainment during juxtacellular labelling the soma and dendrites
(proximal, main dendrites sometimes traced up to 500m) were ﬁlled with NB,
the thin axon was only rarely detected. Tyrosine hydroxylase is a cytoplasmic
enzyme and TH signals are characterised by intense staining of the somatodendritic
compartment, whereas the nucleus was devoid of ﬂuorescence. Calbindin also
displays a characteristic cellular distribution, with high abundance in the nucleus,
but distinct sparing of the nucleolus (arrow in Fig. 2.9), and a frequently less
intense cytoplasmic staining (for comparison see Fig.2 in Gaspar et al. (1994)).
The level of calbindin expression was variable and quantitatively diﬀerent within
the CB-positive DA neuron subpopulation. Therefore, during confocal microscopy
analysis the gain was carefully adjusted and it was essential to avoid cross-talk
between ﬂuorescent channels (note confocal microscope settings, sect. 2.10). Brain
neurobiotin (NB) tyrosine hydroxylase (TH) calbindin (CB) merge
Figure 2.9: Characteristic expression proﬁle and cellular distribution of tyrosine hy-
droxylase and calbindin in DA neurons
Multi-labelling confocal microscope image of a neurobiotin-ﬁlled (NB, green), tyro-
sine hydroxylase (TH, blue) and calbindin (CB, red) immunopositive DA neuron.
Right: three-colour merged image, see text for details. The deﬁned signal colour-code
is used uniformly throughout the document.
slices from patch-clamp experiments were co-stained only for NB (streptavidin_488)
and TH (anti-TH, rabbit/anti-rabbit_568). CB is washed out within 2-3minute
and therefore unveriﬁable following whole-cell recordings.
rAAV2 transduction of NB-ﬁlled (streptavidin_568) DA cells from in vivo or
in vitro recordings was conﬁrmed by co-expression of TH (anti-TH, rabbit/anti-
1Sigrid Petzoldt (Institute for Physiology and Pathophysiology, Philipps University Marburg)
and Harald Schalk (Institute for Neurophysiology, Goethe-University Frankfurt) provided
technical support in routine immunohistological procedures.
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rabbit_647) and the virally-coded hemagglutinin tag, HA.11 (anti-HA.11, mouse/anti-
mouse_488). Calbindin subpopulations could not be diﬀerentiated for these viral
experiments, due to cross-reactivity of the antibodies listed in Tab. 2.9 and
combined immunostainings of NB, TH, HA, CB were not feasible.
antibody code species dilution producer
anti-tyrosine hydroxy-
lase (polyclonal)
TH sheep 1:1000 Chemicon
anti-hemagglutinin
(monoclonal)
HA.11 mouse 1:1000 Covance, Princeton, NJ
anti-calbindin-D28K
(polyclonal)
CB rabbit 1:1000 Swant
AlexaFluor-488
anti-sheep
sheep_488 donkey 1:750 Molecular Probes
AlexaFluor-405
anti-mouse
mouse_405 goat 1:250 Molecular Probes
AlexaFluor-647
anti-rabbit
rabbit_647 goat 1:750 Molecular Probes
Table 2.9: Primary and secondary antibodies tested for quadruple immunostainings
To analyse axonal transport of rAAV2 constructs, brains were cut (100m,
coronal or parasagittal sections), counterstained with nissl (see below, section 2.9.5)
and aﬀerent input areas innervating the SN were analysed for HA.11 expression.
Using the established midbrain injection protocol (2.9l, 1010 gp/ml), Kir6.2_DN
or Kir6.2_WT, KATP channel subunits were neither transported retrogradely nor
anterogradely, e.g. to the striatum. In contrast, eGFP constructs were detectable
in striatal target regions.
2.9.3 Multi-labelling immunocytochemistry of synaptic terminals
To address the speciﬁcity of rAAV2-mediated expression of HA-tagged Kir6.2-
subunits, in particular to exclude their expression in synaptic terminals, stereotaxic
Kir6.2_DN injections (unilateral into right SN, standard protocol as described
above) were combined with multiple immunoﬂuorescent labelling of synapses (stain-
ing procedure as above, but using 40m coronal midbrain sections and 10% and 1%
goat serum instead of horse serum). We investigated co-localisation of HA-tagged
Kir6.2_DN with synaptic proteins in terminals on TH+/HA+ SN DA neurons. An
antibody against synapsin1, which is a ubiquitous synaptic marker protein, served
for identiﬁcation of synapses. Selective antibodies directed against vesicular GABA
transporter (VGAT), vesicular glutamate transporter 1 (VGLUT1) and vesicular
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glutamate transporter 2 (VGLUT2) diﬀerentiated inhibitory and excitatory inputs.
Control experiments to test antibody speciﬁcity of synapsin1, VGAT, VGLUT1
and VGLUT2 included omission of primary antibodies and pre-absorption with
corresponding control peptides (all from Synaptic Systems). First, synaptic locali-
sation of VGAT, VGLUT1 and VGLUT2 (guinea-pig/anti-guinea-pig_568) was
demonstrated via co-staining with synapsin1 (anti-Syn1, rabbit/anti-rabbit_647).
Second, VGAT, VGLUT1 and VGLUT2 were combined with HA (anti-HA.11,
mouse/anti-mouse_488) and TH (anti-TH, rabbit/anti-rabbit_647) immunostain-
ings (highly cross-absorbed secondary antibodies, see section 2.2.4). Confocal
laser-scanning microscopy was performed to analyse synaptic co-localisation in a
qualitative and quantitative manner (for details see 2.10).
2.9.4 DAB staining and conversion of neurobiotin labelled cells
3,3’-diaminobenzidine (DAB) stainings were carried out using a similar protocol
as described above (sect. 2.9.1 and 2.9.2) with only minor diﬀerences: section
thickness was 50m and PBS rinsing 3x 10min. Biotinylated secondary antibodies
were incubated for 2h and further processed using the Vectastain ABC Staining Kit
(Vector Labs, incubation time 2h). The biotinylated C-terminals of the secondary
antibody provide high-aﬃnity binding site for pre-formed avidin-biotin-complexes
(pre-incubation in PBS of avidin and biotinylated horse-radish peroxidase for
30min, 1:100 (standard concentration) or 1:1000 (low concentration, for TH DAB
stainings)). Sections were rinsed in PBS (1x 10min) and Tris (2x 10min) buﬀer.
Thereafter, antibody localisation was detected by a nickel-enhanced DAB-reaction,
during which the 3,3’-DAB was oxidised by horse-radish peroxidase and H2O2
(substrate, DAB as hydrogen donor) accompanied by a colour change to brown.
Optionally, nickel enhances precipitation and intensiﬁes the signal (black colour).
In Tris buﬀer DAB stainings (DAB Substrate Kit for peroxidase, Vector Labs,
standard or low concentration, see 2.2.3) were developed for 20s to 5min until
well-deﬁned stainings were visible. Reaction was stopped by adding Tris buﬀer.
H2O2
peroxidase
! H2O + 1
2O2
DAB (colourless) + O2 + NiCl2 ! DAB (black)
Sections were mounted on gelatine-covered slides, dried overnight, dehydrated in
increasing alcohol concentrations (ethanol: 50, 70, 90 and 2x 100%, xylol: 2x 100%,
10min each), mounted (Vectamount, Vector Labs) and documented with light
microscopy (BX61, Olympus, Hamburg, Germany).
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DAB stainings were either applied as a ﬁrst screen for testing new antibodies
or during establishment of rAAV2-mediated gene-transfer for estimates of sur-
viving DA or virus-transduced neurons using TH and HA.11 primary antibodies,
respectively. Additionally, a set of NB-ﬁlled cells were converted to DAB staining
(DAB conversion) for light-microscopy of cellular morphology and long-term doc-
umentation. Cover slips were removed using acetone, glass slides were rinsed in
PBS overnight and sections were separately detached afterwards. Sections were
incubated in avidin-biotin-complex (1:100, pre-incubated for 1h, Vectastain Elite
Kit, Vector Labs) and DAB, H2O2 and NiCl (precipitation reaction for 3-5min,
0.5-fold standard concentration) and permanently mounted on slides (Vectamount).
The Vectastain Elite Kit forms smaller complexes for better resolution of ﬁne
neuronal structures. Morphological analyses of NB-ﬁlled neurons revealed no corre-
lation of neuroanatomical and electrophysiological properties; reconstructions were
performed by Sigrid Petzoldt (Philipps University Marburg) using Neurolucida 6.0
software (MicroBrightField Inc. Bioscience, Magdeburg, Germany).
2.9.5 Nissl staining
Brain sections (100m) containing nuclei innervating SN DA neurons were coun-
terstained with red nissl (530-615nm; Invitrogen, Darmstadt, Germany) to rule
out unspeciﬁc transduction of input areas after virus infusion into the midbrain.
Furthermore, to control for correct deposit of green microbeads in retrograde trac-
ing experiments the striatum was cut (100m, coronal) and stained with red or
green (500-525nm) nissl. For this, brain slices were rinsed in PBS (4x 10min),
incubated in nissl dye (1:100 in PBS, 20 minutes), washed in PBS (at 22 C,
overnight), mounted on slides using Vectashield mounting medium and analysed
using a ﬂuorescent (BX61, Olympus) or a confocal microscope.
2.10 Confocal laser-scanning microscopy
For confocal analyses, multi-labelling ﬂuorescent immunostainings were imaged
with a laser-scanning microscope (LSM 510 Meta, Zeiss). The key of confocal
imaging are spatial ﬁlter techniques, which remove out-of-focus light rays and
enable deﬁned excitation of focal planes and high optical resolution. Laser-scanning
microscopy is based on excitation of a ﬂuorochrome at a particular wavelength.
For sharp deﬁnition, ﬁlters are required to eliminate undesired wavelength in
the excitation and emission bands (Olympus (2011), Cuello et al. (1983)). The
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excitation light of the multiple monochromatic lasers is divided into separate
beams by dichromatic mirrors (for LSM 510: main dichroic beam splitter HFT
405/488/568/633) and optical ﬁlters, which together allow simultaneous excitation
of diﬀerent ﬂuorophores for co-localisation studies. Three parallel monochromatic
laser beams were standardly used for excitation of ﬂuorescent dyes (AlexaFluor_488,
568 and 647, conjugated to secondary antibodies or to streptavidin):
1. Argon-laser 488nm (emission ﬁlter bandpass 505-530nm)
2. Helium-Neon-laser 543nm (adjustable emission ﬁlter 580-625nm)
3. Helium-Neon-laser 647nm (high-pass emission ﬁlter 650nm)
Some sections were stained with AlexaFluor_405 conjugates and detection required
an additional channel:
4. Laser-diode 405nm (emission ﬁlter 430-475nm)
Fluorescence dye absorption and emission spectra, laser and ﬁlter settings for the
used microscope are illustrated in Figure 2.10.
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Figure 2.10: Fluorescence spectra of AlexaFluor dyes (Molecular Probes)
The diagram illustrates the absorption (dashed lines) and ﬂuorescence emission
spectra (continuous lines) of the four AlexaFluor antibody-conjugated dyes used
for multi-labelling immunohistochemistry in this study. For each dye spectra
are normalised to 100% using maximum emission and excitation. Arrows mark
corresponding excitation wavelengths of monochromatic lasers, colour-coded trans-
parent boxes indicate emission ﬁlter bandpass settings for each channel. Note
clear separation of ﬂuorescent spectra allowing simultaneous imaging of diﬀerent
neuronal markers. Image was created based on SpectraViewer (Invitrogen (2011)).
The laser beams are deﬂected by rotating mirrors, which direct the excitation
scans, and are subsequently focussed onto the specimen by object lenses. The light
generated and emitted by ﬂuorophores at the focally illuminated region passes back
through the dichromatic mirrors and is collected by an objective. A pinhole in
front of the detector spatially ﬁlters back passing light, limits detection of photons
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from outside the focus plane and determines optical resolution. An increase of
pinhole diameter results in thicker optical sections with reduced resolution, a
decrease enhances resolution and precision, generating thinner optical sections
at the cost of brightness (Cuello et al. (1983), Frostig (2009)). Pinhole and
sequential excitation of ﬂuorochromes in the multi-track conﬁguration limit overlap
of the ﬂuorescent signals of diﬀerent wavelengths and hinder cross-talk. For each
microscope conﬁguration adequate settings were deﬁned (see summary in Tab.
2.10; Zeiss Plan-Neoﬂuar objectives were used, parameter ranges for the diﬀerent
channels are given). Confocal optical planes were scanned sequentially at diﬀerent
wavelengths and overlaid digitally, immunostainings were then analysed with LSM
ImageBrowser software (4.0, Zeiss).
objective zoom pinhole optical slice application
10x/0.3 1x 424m <60m overview images of the midbrain
40x/1.3
oil DIC
1x 196-228m <2.8m TH/HA & TH/Cre quantiﬁcation
63x/1.4
oil DIC
2x 332-432m <3.2m NB-ﬁlled single cell identiﬁcation
63x/1.4
oil DIC
4x 56-69m <0.6m synaptic co-localisation
Table 2.10: LSM 510 microscope settings for confocal image scans
For synaptic co-localisation studies settings were identical for all images (see
section 2.9.3), 10-15 neurons were scanned per injection site (n=4, in N=3 animals).
Synapsin1 and VGAT- or VGLUT1- or VGLUT2-positive structures without spatial
separation from the surface of HA+/TH+ somata (scanned at plane of the nucleus)
were recognised as putative synapse (Martín-Ibañez et al. (2006)). In a second
step, synaptic localisation of viral HA-tag and its co-expression with vesicular
neurotransmitter transporters in GABAergic (VGAT) and glutamatergic synapses
(VGLUT1 or 2) was quantitative analysed.
2.11 Open ﬁeld behavioural tests
To assess basal locomotor activity (horizontal activity) and directed, unconditioned
exploration (vertical activity, rearing) mice were tested in an open ﬁeld (OF; Deacon
et al. (2006) and Ludwig (2007)). Before behavioural testing, mice were handled
for 5min on two consecutive days preceding the experiments. To habituate mice
to the experimentator and procedures, they were taken out of the cage, placed on
experimenter’s hands, primary ﬁxed by the tail to avoid escaping and lifted by
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the tail several times during the 5th minute. Pre-test habituation handling had
anxiolytic eﬀects in behavioural experiments (Schmitt and Hiemke (1998)); mice
laying their tail around the experimenter’s hand for stabilisation implied reduced
anxiety and enhanced conﬁdence. As all materials used in OF experiments, gloves
were cleaned with 0.1% acetic acid solution to eliminate the odour of the mouse
tested or handled before. Animals were handled and tested during daytime (lights
on). Behavioural tests of WT and Kir6.2-/- mice and all data analyses were done
by myself, tests of rAAV2-injected mice were carried out by Dr. Verena Klose
(Institute for Neurophysiology, Goethe-University Frankfurt).
a b
Figure 2.11: Open ﬁeld behavioural tests
(a) Kir6.2-/- albino mouse rearing in a corner of the square open ﬁeld, which was
used for testing spontaneous locomotor and exploratory activity.
(b) Track record (blue) of a mouse during 20minutes in the open ﬁeld (Viewer II
software. At bottom the white arm of the experimenter while placing the animal
into the arena at start is seen.)
Spontaneous locomotor and exploratory activity (track length (cm) and number
of rearings (n per minute)) of wildtype, Kir6.2-/- and virus-injected animals (m+l-
SN or l-SN (see section 2.7.1) handled two times on consecutive days 10days and
tested 13-14days post infusion) were analysed in a square open ﬁeld using an
automated video tracking system (Viewer II, Biobserve, Bonn, Germany). The
OF was a dark grey PVC arena sized 50x50cm (height: 40cm) and stood in a
sound-proof room. The center area was deﬁned as 30x30cm, activity in peripheral
and central zones could be analysed diﬀerentially. Red light illumination at 3lux
was used and because mice do not possess trichromatic colour vision to perceive
red light (Smallwood et al. (2003)), these dark conditions in the OF represented a
non-aversive environment. OF conditions were therefore not designed for testing
anxiety or aversive aspects. As a measure for exploratory behaviour and three-
dimensional spatial mapping, rearings (which are also a measure for curiosity)
were counted via beam breaks of a photoelectric barrier installed at a height of
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4.5cm (additional Viewer II software plug-in). Each mouse was placed into the
same corner of the OF at start and was allowed to freely explore the environment
for 20minutes. The open ﬁeld was novel to all animals on day 1 (OF1, forced
novelty), WT and Kir6.2-/- were also tested on consecutive day 2 (OF2). To
address anxiety-mediated behavioural inhibition, also center avoidance parameters
as wall distance (cm), center visits (n per minute) and total time spent in the
center (s) were measured. Locomotor and exploratory actions were analysed in
timeframes of one minute. Two diﬀerent phases were determined after testing
on the basis of obvious activity variation in time (initial phase: 1-2min; steady
state: 3-20min) and in addition, time responses were directly analysed (repeated
measurement ANOVAs with Bonferroni post hoc test).
2.12 Statistical analyses
Data in all ﬁgures and tables are presented as means.e.m.. Kolmogorov-Smirnov
normality tests and Levene tests for equal variances (for conﬁrmation of test
assumptions), student’s unpaired or paired t-tests (two-tailed), Mann-Whitney-U-
tests (two-tailed), one-way or repeated measure ANOVAs (with Bonferroni post
hoc tests) were calculated using SPSS 18.0 (PASW, IBM, Munich, Germany). Tests
are speciﬁed for each application in the respective sections. Statistical signiﬁcance
was set at p<0.05 (*), p<0.01 (**) and p<0.001 (***).
The distribution of neuronal activity patterns, i.e., the number of patterns in
each category, were analysed with R statistical computing software (R codes written
by Markus Bingmer) using a permutation test with Pearson’s Chi-squared test
statistic (due to small cell numbers the distribution of the test statistics under
the null hypothesis was derived by random permutation in 106 simulations). In
case of signiﬁcant results, individual tests were performed using Fisher’s Exact test
for each category, pooling the counts in the remaining categories. Additionally,
for analysis of overall burstiness, bursty-oscillatory and bursty-irregular patterns
were pooled (except for data presented in Fig. 3.10). The resulting p-values were
compared to Bonferroni-corrected alpha level. See sect. 2.5 for visual inspection
criteria of ACH-based classiﬁcation according to Wilson et al. (1977), for a detailed
description of the stochastic GLO model refer to Bingmer, Schiemann et al. (2011).
Graphs were plotted with GraphPad Prism (5.0c, San Diego, CA), confocal images
were illustrated and analysed with LSM ImageBrowser software (4.0, Zeiss). Figures
were designed using Illustrator CS5 (Adobe Systems, Munich, Germany).
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3.1 Functional topography of the dopamine midbrain
system in vivo
3.1.1 In vivo ﬁring characteristics of identiﬁed DA neurons in the
substantia nigra and the ventral tegmental area
Previous work from our group identiﬁed the diﬀerential properties and heterogeneity
of DA midbrain neurons in brain slices (Neuhoﬀ et al. (2002), Lammel et al. (2008)).
To address the diversity and functional topography of the DA system also in the
intact network, in the present study a set of DA neurons in adult C57BL/6 wildtype
mice was characterised by in vivo electrophysiology, immunohistochemistry and
neuroanatomical position (Figures 3.1-3.7). The combination of single-unit record-
ings with juxtacellular neurobiotin labelling (see section 2.4.2), multi-ﬂuorescence
immunocytochemistry and confocal microscopy allowed a basic characterisation
of the DA system with single cell resolution in vivo. 46 neurons were recorded,
NB-ﬁlled and identiﬁed as dopaminergic by expression of tyrosine hydroxylase (TH)
and their localisation in either the ventral tegmental area, the medial or lateral sub-
stantia nigra pars compacta according to anatomical landmarks based on the mouse
brain atlas (Franklin and Paxinos (2001)). Spontaneous electrical activity of DA
neurons was characterised in vivo by broad, triphasic extracellular action potentials
with a phase duration of 1.1ms from start to trough (phases a-c, see sect. 2.4.1,
Ungless et al. (2004)). DA neurons had mean in vivo ﬁring frequencies of 4-5Hz
and their activity occurred in a single spike or burst mode. For burst detection
the conventional 80/160ms criterion (Grace and Bunney (1984a)) was applied. In
addition, autocorrelation histograms of DA spike trains were calculated to deﬁne
the dominant discharge pattern (Wilson et al. (1977), Tepper et al. (1995)). Single
spike or burst patterns were either oscillatory or irregular (note Fig. 2.5 and 2.6 in
sect. 2.5). Additionally, to achieve a quantitative ACH description we established
a doubly stochastic model of spike generation in close collaboration with Dr. Gaby
Schneider and Markus Bingmer (Goethe-University Frankfurt). This "Gaussian
Locking to a free Oscillator" (GLO) model measures bursts and oscillations jointly
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Figure 3.1: In vivo characteristics of an identiﬁed DA midbrain neuron in adult WT
mice under isoﬂurane anaesthesia
In vivo single-unit recording of a lateral SN DA cell shown as original recording
trace (a, scale bar 0.2mV, 1s) and rasterplot (b, scale bar 1s). Burst discharges
are highlighted by green horizontal bars and were deﬁned using the 80/160ms
criterion. The bursty-oscillatory pattern is reﬂected in the biphasic interspike
interval histogram (ISIH, c, note arrow at 2nd peak; insert: triphasic extracellular
AP in high resolution (averaged waveform, 0.1mV, 1ms)) and as a prominent
ﬁrst peak in the autocorrelation histogram (d, grey lines indicate raw and black
smoothed ACH, green line GLO-model ﬁt). Juxtacellular single-cell labelling, multi-
labelling immunohistochemistry and confocal laser-scanning microscopy (e) revealed
dopaminergic phenotype and anatomical position of the corresponding recorded
neuron. The neurobiotin (NB, green)-ﬁlled cell expressed tyrosine hydroxylase
(TH, blue, scale bar 10m) and was located in the dorsal tier of the l-SN (green
dot, coronal plane at bregma -3.28mm (Franklin and Paxinos (2001)), vertical line
separates SN lateral and medial parts).
and is well-suited to detect regular oscillations underlying spike generation. For
details see Methods 2.5.3 and the corresponding publication Bingmer, Schiemann
et al. (2011). GLO-based ﬁts of the respective ACHs are shown as green lines in
the following ﬁgures, which represent examples of in vivo single-unit activity of
NB-labelled and immunohistochemically identiﬁed DA neurons in the lateral SN
(l-SN), medial SN (m-SN) and VTA. The quality of the GLO-ﬁts is representative
for the whole dataset.
Figure 3.1 illustrates a 6s original data trace of electrical in vivo activity of a l-SN
763 Results
DA neuron (left, upper panel) and a schematic spike train representation on a more
compressed time scale (25s, rasterplot). In the right upper panel the corresponding
interspike interval distribution for >10minutes of continuous and stable activity
is plotted, indicating the two-peaked proﬁle of bursting DA neurons. The insert
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Figure 3.2: Medial SN DA neuron ﬁring in a bursty-irregular mode
Data presented as in Fig. 3.1. Here and in other representative single-unit ex-
amples shown throughout chapter 3, electrophysiological parameters and confocal
microscopy images of NB-labelling correspond to the same recording.
shows the triphasic AP waveform typical for DA midbrain neurons. The lower right
panel depicts the ACH displaying the characteristic initial-peak shape of a burst
discharge pattern. Pictures below show the immunohistochemical identiﬁcation
(NB and TH-positive, i.e. dopaminergic) of the corresponding neuron, which was
located in the dorsal tier of the lateral SN. Similarly, Figure 3.2 represents typical
in vivo ﬁring properties of a DA neuron in the m-SN also identiﬁed by NB- and
TH co-localisation.
To address the neuroanatomical projection targets of medial and lateral SN
regions that were discriminated electrophysiologically, retrograde axonal tracing
experiments of striatal subregions were performed. Tracer injection into the
posterior dorsolateral striatum (pDLS) and posterior dorsomedial striatum (pDMS)
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Figure 3.3: Retrograde tracing of striatal subregions revealed selective connectivity
of medial and lateral SN DA neurons
(a) Injection sites of green ﬂuorescent microbeads used as retrograde tracers in
the posterior dorsolateral striatum (pDLS, left) and dorsomedial striatum (pDMS,
right), overlaid by the corresponding mouse brain atlas plane (white) at bregma
0.02mm. (One representative example of n=5 medial and lateral injections is
shown.)
(b) Localisation of microbeads (green) after retrograde transport (7 days in vivo)
in the SN (TH blue, scale bars 100m). Note the distinct medial-lateral projection
system: DA neurons in the l-SN (left) mainly projected to the pDLS, whereas the
m-SN (right) innervated the pDMS. Insets: somata of DA neurons with ﬂuorescent
beads, which have been retrogradely transported after selective tracer injection into
the pDLS (left) or pDMS (right; TH blue, scale bars 10m).
revealed a selective medial-lateral connectivity of the nigrostriatal system. As
shown in Fig. 3.3, axons of l-SN DA neurons primarily terminated in lateral parts
of the striatum, whereas m-SN DA cells projected to pDMS regions.
VTA DA neurons that constitute the mesocorticolimbic system were also charac-
terised (Fig. 3.4) and compared to nigrostriatal m- and l-SN DA neurons. These
three neuroanatomically distinct DA subpopulations, had similar basal ﬁring prop-
erties in vivo (Fig. 3.5). The mean discharge rate and coeﬃcient of variation (CV),
which is an arithmetic measure for spike train regularity, were not diﬀerent. Also,
single AP waveforms were similar between VTA, m-SN and l-SN DA cells. The
relative distribution of single spike and bursty ﬁring patterns as classiﬁed by ACH-
and GLO-analysis did not signiﬁcantly diﬀer between groups (see Fig. 3.6). In
VTA, m-SN and l-SN groups, the four distinct patterns occurred in comparable
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Figure 3.4: Lateral VTA DA neuron ﬁring in a single spike-irregular pattern
Data presented as in Fig. 3.1, note ﬂat ACH of the single spike-irregular mode.
proportions. But note that the l-SN had the highest percentage of bursty neurons
(>50%). Regarding burst ﬁring, signiﬁcant and region-selective diﬀerences of
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Figure 3.5: Basal ﬁring properties are similar between VTA, m-SN and l-SN DA
neurons in vivo
(a) Mean ﬁring frequencies for VTA, m-SN and l-SN midbrain nuclei. Single-unit
examples were presented in Figures 3.1, 3.2 and 3.4; data are given as mean s.e.m..
(b) Coeﬃcient of variation of VTA, m-SN and l-SN DA cells.
(c) Mean spike duration (phases a-c) of extracellular action potentials. These three
basal parameters were not diﬀerent between the groups.
intraburst properties were found, suggesting the presence of distinctive in vivo
burst mechanisms in DA subtypes. As shown in Fig. 3.7, signiﬁcantly longer bursts
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Figure 3.6: Distribution of ﬁring patterns in VTA, m-SN and l-SN DA neurons
Similar relative distributions (in %) of the four distinct ﬁring patterns: single
spike-oscillatory, single spike-irregular, bursty-oscillatory and bursty-irregular in the
three DA subregions, deﬁned by ACH- (a) and GLO-based (b) classiﬁcation.
were elicited in l-SN compared to m-SN DA neurons. Moreover, in contrast to
nigrostriatal neurons, signiﬁcantly higher frequencies within bursts were detected
in the VTA. Notably, n=3 out of 14 identiﬁed VTA DA neurons ﬁred intraburst
frequencies of >30Hz up to 100Hz. For better overview, electrophysiological pa-
rameters and statistics for VTA, m-SN and l-SN DA neurons recorded in WT mice
are summarised in Table 3.1.
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Figure 3.7: Regional diﬀerences of in vivo burst ﬁring in the DA midbrain system
(a) Percentage of spikes ﬁred in bursts (%SFB, 80/160 ms burst criterion) in VTA,
m- and l-SN subtypes.
(b) Distinct region-selective diﬀerences of burst ﬁring properties for the three DA
subregions. Note signiﬁcantly longer bursts in l-SN compared to m-SN DA neurons.
(Intraburst properties were only analysed for spike trains with SFB>2%.)
(c) VTA DA neurons displayed signiﬁcantly faster intraburst frequencies.
3.1.2 A novel oscillatory burst ﬁring pattern in calbindin-positive SN DA
neurons
In addition to this functional topography and neuroanatomical segregation, DA
midbrain neurons can also be distinguished by the diﬀerential expression of calcium-
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VTA m-SN l-SN one-way ANOVA
mean s.e.m. n mean s.e.m. n mean s.e.m. n Bonferroni post hoc
spike train properties p-value
mean frequency Hz 5.0 0.6 14 4.2 0.3 19 4.5 0.6 13 0.23
CV % 94.6 17.1 14 74.3 6.8 19 75.5 13.4 13 0.43
SFB % 40.0 9.8 14 22.3 5.3 19 27.5 8.8 13 0.26
intraburst properties A B C
spikes per burst  # 3.7 0.3 11 3.1 0.2 17 4.4 0.7 8 0.58 0.64 0.044
short bursts (2-spikes) % 39.0 6.1 11 55.3 4.6 17 27.0 5.5 8 0.1 0.53 0.004
long bursts (>4-spikes) % 18.8 4.1 11 13.1 3.6 17 30.2 6.1 8 1 0.33 0.036
mean burst frequency Hz 21.5 4.2 11 13.8 0.3 17 13.6 0.9 8 0.047 0.11 1
action potential waveform
AP duration (a-c) * ms 1.42 0.06 14 1.47 0.05 19 1.33 0.07 13 0.26
relative pattern distribution
Chi-square
% # n % # n % # n ACH-based classification
single spike - oscillatory
single spike - irregular
bursty - oscillatory
bursty - irregular
21.4 3 14 31.6 6 19 30.8 4 13 0.85
35.7 5 31.6 6 15.4 2
14.3 2 15.8 3 30.8 4
28.6 4 21.1 4 23.1 3
GLO-based classification
single spike - oscillatory
single spike - irregular
bursty - oscillatory
bursty - irregular
21.4 3 14 23.6 5 19 38.5 5 13 0.098
42.9 6 31.6 6 0.0 0
7.1 1 10.5 2 38.5 5
28.6 4 31.6 6 23.1 3
A VTA vs m-SN
B VTA vs l-SN
C m-SN vs l-SN
Table 3.1: In vivo electrophysiological properties of identiﬁed DA neurons in the
VTA, medial SN and lateral SN in C57BL/6 mice
The table summarises the in vivo electrophysiological properties of the three anatom-
ically segregated subpopulations of DA midbrain neurons of adult C57BL/6 WT
mice under isoﬂurane anaesthesia (0.8-1.4% in O2). Neurons in the VTA, m-SN or
l-SN were recorded and juxtacellularly labelled in vivo and immunohistochemically
identiﬁed. For each group, spike train properties, intraburst properties (analysed
only if SFB>2%), AP characteristics and pattern classiﬁcation are given as mean,
s.e.m. and cell numbers (n). p-values in the right column denote results of a one-way
ANOVA or, where three values are given, of a corresponding Bonferroni post hoc
test if ANOVA was signiﬁcant. Statistically signiﬁcant diﬀerences between VTA,
m-SN or l-SN DA subpopulations are highlighted in green. Relative distribution
of ﬁring patterns (based on ACH- and GLO classiﬁcation, see sect. 2.7) as single
spike-oscillatory, single spike-irregular, bursty-oscillatory and bursty-irregular activity
were analysed using Pearson’s Chi-squared test (based on 106 replicates). For phase
deﬁnition of AP waveform (?) see Fig. 2.4.
binding proteins like calbindin-D28K (CB) (Gerfen et al. (1987), Lammel et al.
(2008)). The preferential survival of CB-positive SN DA neurons has been shown
in Parkinson’s disease (Yamada et al. (1990)), establishing CB as a marker for less
vulnerable DA midbrain subpopulations. Neurobiotin single-cell labelling enabled
to examine the expression of CB in the WT dataset. CB expression was probed
in all identiﬁed, TH-immunopositive SN and VTA neurons to test whether the
neurochemical phenotype was associated with diﬀerent in vivo ﬁring properties.
While no diﬀerences were detected in VTA DA neurons (data not shown), Figure3.8
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Figure 3.8: Calbindin-positive SN DA neurons display a novel in vivo discharge pat-
tern characterised by oscillatory bursting
(a) Confocal images of a NB-labelled (green), TH-positive (blue) and calbindin-
negative (red) neuron (l-SN, scale bar 10m). Corresponding in vivo single-unit
activity of the identiﬁed DA neuron shown as sample raw trace (scale bar 0.2mV,
1s), rasterplot (scale bar 1s), single AP (scale bar 0.1mV, 1ms), ISIH and auto-
correlogram. Note characteristic ﬁrst peak, typical for burst pattern in the ACH,
green line represents ACH-ﬁt by our quantitative GLO spike train model.
(b) Confocal images of a NB-labelled, TH- and CB-positive neuron (l-SN). Note
the bursty-oscillatory pattern of CB-positive DA neuron in raw trace, rasterplot
and ISIH. Oscillatory bursting was also reﬂected by two distinct peaks in the ACH
and captured by the GLO-model ﬁt (green line). Scale bars as in a.
highlights the dramatically diﬀerent burst properties of CB-positive (CB+) and
CB-negative (CB–) DA neurons observed in the SN (pooled m- and l-SN data). The
representative CB– SN DA neuron (Fig. 3.8a) showed only a few burst discharges
embedded in irregular single background spikes typical for the bursty-irregular
pattern. In contrast, the majority of CB+ SN DA neurons displayed a unique
type of burst activity characterised by oscillatory, regularly spaced burst packages
(Fig. 3.8b). The distinct burst pattern occurrence was irrespective of the neurons’
position along the medial-lateral SN axis (not shown).
The bursty-irregular and bursty-oscillatory patterns were stable over the entire
recording time of 12minutes (see Fig. 3.9). To capture this CB-dependent novel
regular bursting pattern, an additional ACH-based signature was introduced, which
is characterised by an initial intraburst peak in combination with a slow oscillatory
pattern reﬂecting the regular interburst pauses (section 2.5.2). The framework
of the GLO-spike train model, which considers burstiness and regularity simulta-
neously, was well-adapted to describe the oscillatory burst process. Accordingly,
823 Results
0 200 400 600
time (s)
0
0.5
1
1.5
2.5
2
A
C
H
,
 
t
i
m
e
 
(
s
)
0
0.02
0.04
0.06
0 200 400 600
time (s)
0
0.5
1
2
1.5
I
S
I
,
 
t
i
m
e
 
(
s
)
0
0.08
0.04
0.12
0
0.5
1
1.5
2.5
2
0 200 400 600
time (s)
A
C
H
,
 
t
i
m
e
 
(
s
)
0 200 400 600
time (s)
0
0.5
1
2
1.5
I
S
I
,
 
t
i
m
e
 
(
s
)
SN DA calbindin–negative
SN DA calbindin–positive
a
b
Figure 3.9: Temporal stability of bursty-irregular and bursty-oscillatory ﬁring pat-
terns
(a) The bursty-irregular pattern of the SN DA CB– neuron shown in Fig. 3.8a
was stable over the entire recording time of 720s. Plotting of ISIs against time
showed clustering of burst and single spike discharges at short intervals (0.1-0.2s)
and irregularly occurring longer intervals (up to 0.8s). In the right panel the
corresponding autocorrelograms (5ms bins, ACH) were plotted against time (10s
bins). Colours code for the probability of the next spike as a function of time (right
colour scale). The yellow-green band at brief intervals (arrow) represents the high
probability of consecutive spikes in bursts.
(b) The bursty-oscillatory pattern (SN DA CB+, Fig. 3.8b) is characterised by
intraburst ISIs clustered at brief intervals (<0.1s) and regular interburst pauses
with consistently long intervals (0.8-1.3s). Right: The plot of ACH against time
also revealed temporal stability of the bursty-oscillatory pattern. Brief intervals
within bursts were reﬂected as high probability at short ISIs (yellow- turquoise band,
arrow). In contrast to (a), spike times following bursts were highly organised as
regular pauses with low (dark blue, corresponding to ACH trough in Fig. 3.8b) and
high spike probability of consecutive burst packages (light blue band at 1.3-1.6s,
analog of the second ACH peak). Bins as in a.
ACH- and GLO-based classiﬁcation strategies enabled a quantitative comparison
of spike patterns between CB+ and CB– SN DA neurons. The above described
qualitative diﬀerences were conﬁrmed and statistically signiﬁcant for both medial
and lateral SN subtypes (Figure 3.10, p=0.0002 ACH-based, p=0.016 GLO-based
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classiﬁcation). The single spike-oscillatory pattern was prevalent among SN DA
CB– neurons (single spike-oscillatory: CB– 52.6%, CB+ 0%; p=0.0017; Fisher’s
exact test). In CB+ subtypes this pattern was completely replaced by the dominant
bursty-oscillatory mode (bursty-oscillatory: CB– 0%, CB+ 53.8%; p=0.0005).
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Figure 3.10: Dominance of a bursty-oscillatory ﬁring pattern in CB+ SN DA neu-
rons
(a) ACH-based classiﬁcation of identiﬁed SN DA units revealed a highly signiﬁ-
cant diﬀerence of ﬁring pattern distribution between calbindin-negative (n=19)
and calbindin-positive (n=13) neurons. In CB– SN DA neurons the tonic single
spike-oscillatory pattern was dominant, whereas in CB+ SN DA neurons the
bursty-oscillatory pattern prevailed.
(b) GLO-based classiﬁcation conﬁrmed the signiﬁcant burst pattern shift between
CB– and CB+ neurons. Findings applied to both m-SN and l-SN subpopulations
(data not shown).
Although the dominance of bursty discharge patterns suggested that in calbindin-
expressing SN DA neurons most of the spikes were ﬁred as bursts, a signiﬁcant
diﬀerence of the percentage of spikes in bursts was not detected between CB+ and
CB– (Fig. 3.11a). Using the classical burst criterion the deﬁned threshold of <80ms
was sometimes missed, ISIs at the onset of a burst cluster were sometimes slightly
longer. Furthermore, intraburst properties (e.g. burst duration, relative number of
short and long bursts, frequency within a burst, see Tab. 3.2) were not diﬀerent
between the two neurochemically distinct groups. Bursty-oscillatory spike trains
display a strictly regular pattern, see examples in Fig. 3.8b and 3.9b. But due to
the alternation of short and long ISIs in CB+ neurons the calculated coeﬃcient
of variation was signiﬁcantly higher compared to CB–. In this respect, the CV
failed as a measure for spike train regularity and contrasted the ACH-based pattern
classiﬁcation, which in this case was more reliable. In terms of ﬁring frequency, it
was observed that expression of CB was associated with decreased mean rates (Fig.
3.11). See Table 3.2 for detailed in vivo properties and comparative statistics of
CB– and CB+ SN DA neurons. In conclusion, calbindin-positive SN DA neurons
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Figure 3.11: Slow ﬁring frequencies in CB+ SN DA neurons
(a) Using the 80/160ms deﬁnition the proportion of spikes in bursts (%SFB) was
not signiﬁcantly diﬀerent between CB– and CB+ SN DA cells.
(b) The coeﬃcient of variation of CB+ neurons was signiﬁcantly higher.
(c) Signiﬁcant decrease of mean frequency in the neurochemically heterogeneous
subpopulation CB+ compared to CB–.
were selectively associated with a novel highly regular burst ﬁring pattern.
Given this detailed functional landscape of how in vivo burst and ﬁring prop-
erties of identiﬁed DA neurons varied according to their anatomical position and
calbindin expression in wildtype mice, it was now possible to address the in vivo
function of ATP-sensitive potassium (KATP) channels for the activity of DA neuron
subpopulations.
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calbindin–negative calbindin–positive unpaired t-test
mean s.e.m. n mean s.e.m. n p-value
spike train properties
mean frequency Hz 5.1 0.4 19 3.1 0.4 13 0.001
CV % 59.4 6.5 19 97.4 10.6 13 0.003
SFB % 19.4 5.2 19 31.7 * 8.5 13 0.2
intraburst properties
spikes per burst  # 3.6 0.4 14 3.4 0.3 11 0.67
short bursts (2-spikes) % 50.8 5.6 14 40.5 7.1 11 0.26
long bursts (>4-spikes) % 18.8 4.2 14 18.3 6.0 11 0.95
mean burst frequency Hz 13.2 0.5 14 14.4 0.4 11 0.11
action potential waveform
AP duration (a-c) ms 1.47 0.05 19 1.33 0.06 13 0.09
relative pattern distribution Chi-square
(Fisher`s exact test)
ACH-based classification % # n % # n 0.0002
single spike - oscillatory 52.6 10 19 0.0 0 13 0.0017
single spike - irregular 21.1 4 30.8 4 0.68
bursty - oscillatory 0.0 0 53.8 7 0.0005
bursty - irregular 26.3 5 15.4 2 0.67
GLO-based classification 0.016
single spike - oscillatory 47.4 9 19 7.7 1 13 0.024
single spike - irregular 21.1 4 15.4 2 1
bursty - oscillatory 5.3 1 46.2 6 0.01
bursty - irregular 26.3 5 30.7 4 1
Table 3.2: In vivo electrophysiological properties of CB– and CB+ SN DA neurons
(C57BL/6, under isoﬂurane anaesthesia)
The table summarises the in vivo activity (spike train, burst and AP properties
and pattern classiﬁcation) of identiﬁed calbindin-negative and -positive WT SN DA
neurons, juxtacellularly labelled with NB after recording (SN single-units are the same
as presented in Figure 3.1, 3.2 and Table 3.1, m- and l-SN subtypes were pooled and
instead groups were separated based on their neurochemical phenotype). Mean, s.e.m.
and cell numbers are given. p-values in the right column denote results of unpaired
t-tests between the CB– and CB+ subtypes. Statistically signiﬁcant diﬀerences
are highlighted in green. The mean frequency of CB+ was signiﬁcantly decreased
compared to CB– SN DA cells. Due to the alternation of short and long ISIs in CB+
bursty-oscillatory spike trains the mean CV was signiﬁcantly increased compared
to CB–. Using the classical 80/160ms burst criterion, the proportion of spikes
in bursts (%SFB) and intraburst properties (for SFB>2%) were not signiﬁcantly
diﬀerent between these neurochemically heterogeneous subpopulations. Although
the discharge pattern suggested that in CB+ neurons most spikes were ﬁred as
bursts, the deﬁned threshold of <80ms was often missed (?). Relative distribution
of activity patterns according to ACH- and GLO-based classiﬁcations were analysed
using Pearson’s Chi-squared test (black) followed by Fisher’s exact test (grey italic)
for each pattern. Both classiﬁcation strategies revealed statistically highly signiﬁcant
diﬀerences regarding the percentage of single spike-oscillatory and bursty-oscillatory
patterns.
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3.2 Characterisation of in vivo activity in deﬁned
subpopulations of midbrain neurons in WT and Kir6.2-/-
mice
To deﬁne the unknown physiological function of KATP channels in DA midbrain
neurons in vivo, I recorded their activity in global KATP channel knock-out mice
(Kir6.2-/-, KO), which lack the pore-forming Kir6.2 subunit (Miki et al. (1998)).
3.2.1 KATP channels gate burst ﬁring in medial but not in lateral SN DA
neurons
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Figure 3.12: KATP channels selectively control in vivo burst ﬁring in m-SN DA
neurons
(a) In vivo single-unit activity of a m-SN DA neuron in an anaesthetised WT
mouse ﬁring in a bursty-oscillatory pattern presented as sample trace, rasterplot
(scale bars 0.2mV, 1s), biphasic ISIH (insert: single AP; 0.1mV, 1ms) and ACH
(green line: GLO model ﬁt). The recorded neuron was neurochemically identiﬁed
by NB-ﬁlling (green) combined with TH-expression (blue, scale bar 10m).
(b) In vivo single-unit activity of a m-SN DA neuron in a KATP channel knock-out
(Kir6.2-/-) mouse ﬁring in a single spike-oscillatory pattern. Data presented as
above (see a). The recorded neuron was identiﬁed by NB-ﬁlling combined with
TH immunolabelling.
In Kir6.2-/- mice we found a fundamental change of in vivo activity selectively
in the medial subpopulation of SN DA neurons. In contrast to WT (Figure 3.12a),
these DA neurons were locked in a highly regular, single spike pattern (Fig. 3.12b).
This dramatic pattern shift occurred without changes in the mean ﬁring frequencies
(Fig. 3.14a), but entailed a CV reduction indicating increased spike train regularity
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(Tab. 3.3). Burst ﬁring – both oscillatory and irregular – was almost completely
absent in Kir6.2-/- (%SFB m-SN WT 22.35.3, n=19; Kir6.2-/- 6.81.5, n=21;
p=0.005, Fig. 3.14b). ACH- and GLO-based pattern classiﬁcations conﬁrmed
the selective shift from bursty to regular single spike ﬁring in m-SN DA neurons.
Both classiﬁcation strategies detected a signiﬁcantly decreased proportion of bursty
ﬁring patterns concomitant with an increased proportion of single-spike oscillatory
pacemaker neurons in Kir6.2-/- compared to WT m-SN regions (see Fig. 3.14c).
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Figure 3.13: Burst ﬁring in l-SN DA neurons is independent of KATP channel activ-
ity
(a) In vivo single-unit activity of a representative WT l-SN DA neuron ﬁring in a
bursty-oscillatory pattern shown as sample raw trace, rasterplot (scale bars 0.2mV,
1s), ISIH, ACH (with GLO ﬁt) and single AP (scale bars 0.1mV, 1ms). Lower
panel illustrates TH-expression in the NB-ﬁlled neuron (scale bar 10m) and its
position in the lateral SN.
(b) In vivo single-unit activity of a Kir6.2-/- l-SN DA neuron. The representative
DA neuron in the lateral SN of Kir6.2-/- displayed similar prominent burst activity
as the WT example in a. This neuron was ﬁlled with NB and also expressed TH.
Scale bars as in (a).
Firing properties of DA neurons located in the lateral SN were not aﬀected
by the lack of KATP channels as demonstrated in Fig. 3.13 and 3.14, for data
summary see Tab. 3.3. Figure 3.14d displays the regional selectivity indicating that
KATP channels aﬀected burst ﬁring in vivo only in the medial SN. The functional
map illustrates burstiness (%SFB, coded as symbol size) in correlation with the
localisation of single-units within the SN. In WT topography no diﬀerence of burst
probability along the medio-lateral extent was detected. In contrast, in Kir6.2-/-
small dots representing low burst ﬁring were clustered in the medial SN, whereas
the l-SN showed bursting at WT level. Recording sites were pooled on one atlas
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Figure 3.14: Signiﬁcant reduction of burst ﬁring in m-SN DA neurons in Kir6.2-/-
(a) No changes in the mean ﬁring frequency of m-SN and l-SN DA neurons in WT
and Kir6.2-/-.
(b) Spikes ﬁred in bursts were selectively reduced (3.3-fold) in m-SN DA neurons
in Kir6.2-/- compared to WT.
(c) Decrease of burst activity in Kir6.2-/- m-SN DA neurons compared to WT was
conﬁrmed by respective changes in ACH- and GLO-based classiﬁcations. Firing
pattern distributions diﬀered signiﬁcantly between m-SN Kir6.2-/- and WT.
(d) Functional burst map: WT (left) and Kir6.2-/- (right) DA neurons were plotted
according to their position within the SN (bregma -3.08mm). The substantia
nigra is surrounded by a solid black line, l-SN and m-SN deﬁne lateral and medial
parts which are separated by the green vertical bar. More medially, the VTA has
less clearly deﬁned borders. Symbol size scales with %SFB. Note the cluster of
non-bursting m-SN DA neurons in Kir6.2-/- (small symbols).
plane (-3.08mm posterior to bregma). For the sake of completeness, the exact
position of each recorded neuron along the rostrocaudal axis is illustrated along
with burst characteristics and calbindin expression in a more detailed map in Fig.
3.18.
3.2.2 No KATP channel-dependent burst control in VTA DA cells
Additionally, no signiﬁcant changes in burst ﬁring and spike patterns were observed
in VTA DA neurons between Kir6.2-/- and WT mice. Figure 3.15 depicts repre-
sentative examples of identiﬁed VTA DA neurons in WT and Kir6.2-/- showing
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Figure 3.15: In vivo activity of VTA DA neurons in WT and Kir6.2-/- mice
Both representative VTA DA neurons – WT (a) and Kir6.2-/- (b) – ﬁred in
a similar single spike-irregular mode. Rare bursts were detected in the original
recordings and rasterplot representations. ISI histograms were unipolar and broad,
ACHs showed the typical ﬂat proﬁle of single spike-irregular activity. Lower panels
demonstrate TH-expression and VTA localisation of both neurons. Scale bars as
in Fig. 3.13.
similar ﬁring activity. Both cells were localised in the lateral VTA (parabrachial
pigmented nucleus). This mesolimbic DA subpopulation was shown to project
to the lateral shell of the Ncl. accumbens and has in vitro properties similar to
classical nigrostriatal neurons (Lammel et al. (2008)). An analogue retrograde
identiﬁcation of mesocorticolimbic DA neurons in vivo is diﬃcult (see sect. 4.1.3
for discussion) and was not the aim of this study. Despite being aware of the
heterogeneity within the VTA, cells were analysed as one group.
In the VTA KATP channels contribute to tonic, single spike ﬁring under phys-
iological conditions, as in Kir6.2-/- mean frequency was reduced in comparison
to WT (Fig. 3.16a). As shown in 3.16b,c overall burstiness was not signiﬁcantly
reduced in Kir6.2-/- compared to WT. The trend to less burst activity in Kir6.2-/-
was not conﬁrmed by pattern classiﬁcation, the relative frequency distribution of
the four ﬁring modes was similar (see Table 3.3 for data values and statistics). Note
the equal distribution of bursty DA neurons across the VTA in WT and Kir6.2-/-
mapped in Fig. 3.17. For exact rostrocaudal position and correlation with CB
expression see Fig. 3.18.
Taken together, the data of the present PhD thesis indicate that KATP channels
are essential for the pacemaker-burst switch – i.e. the crucial tonic-to-phasic ﬁring
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Figure 3.16: Burst ﬁring of VTA DA neurons is independent of KATP channels
(a) The heterogeneous group of VTA DA neurons showed an overall signiﬁcant
1.5-fold reduction of mean ﬁring frequency in Kir6.2-/- compared to WT. WT
VTA dataset as in Table 3.1.
(b) Phasic neural activity analysed by %SFB was not signiﬁcantly diﬀerent in
VTA DA cells of Kir6.2-/- compared to WT mice.
(c) The relative distribution of VTA DA ﬁring patterns were similar in Kir6.2-/-
and WT mice using both, ACH- and GLO-based classiﬁcation strategies.
VTA m-SN l-SN WT vs Kir6.2-/-
mean s.e.m. n mean s.e.m. n mean s.e.m. n VTA m-SN l-SN
spike train properties p-values
mean rate Hz 3.3 0.5 18 4.5 0.4 21 4.6 0.4 19 0.03 0.5 0.85
CV % 84.9 14.0 18 52.6 5.5 21 66.7 5.8 19 0.66 0.016 0.5
SFB % 22.9 6.5 18 6.8 1.5 21 29.1 5.5 19 0.15 0.005 0.87
intraburst properties
spikes per burst  # 3.0 0.3 13 3.4 0.3 15 3.8 0.3 16 0.09 0.46 0.31
short bursts (2-spike) % 54.4 6.7 13 48.7 5.3 15 40.7 4.4 16 0.11 0.35 0.08
long bursts (>4-spikes) % 10.9 4.1 13 16.5 5.1 15 20.5 4.4 16 0.19 0.58 0.21
mean burst frequency Hz 20.6 4.4 13 12.8 0.6 15 14.0 0.4 16 0.89 0.14 0.64
action potential waveform
AP duration (a-c) ms 1.40 0.07 18 1.43 0.06 21 1.34 0.04 19 0.86 0.65 0.9
relative pattern distribution
Chi-square % # n % # n % # n
ACH-based classification 18 21 19
single spike - oscillatory 16.7 3 71.4 15 21.1 4 0.58 0.03 0.88
single spike - irregular 55.6 10 19.0 4 15.8 3
bursty - oscillatory 5.6 1 0.0 0 15.8 3
bursty - irregular 22.2 4 9.5 2 47.4 9
GLO-based classification 16 21 17
0.63 0.03 0.36 single spike - oscillatory 25.0 4 61.9 13 29.4 5
single spike - irregular 56.3 9 28.6 6 17.6 3
bursty - oscillatory 6.3 1 0.0 0 11.8 2
bursty - irregular 12.5 2 9.5 2 41.2 7
Table 3.3: In vivo electrophysiological properties of identiﬁed DA neurons in the
VTA, m-SN and l-SN in Kir6.2-/- mice under isoﬂurane anaesthesia and
statistical comparison with the corresponding WT groups
Identiﬁed VTA, m-SN and l-SN DA neurons in anaesthetised Kir6.2-/- mice displayed
diﬀerent in vivo spike train properties compared to wildtype (WT dataset, sum-
marised in Table 3.1). p-values indicate results of unpaired t-tests between Kir6.2-/-
and the corresponding WT groups. Pattern distribution according to ACH- and
GLO-based classiﬁcations were analysed using Pearson’s Chi-squared test. Statis-
tically signiﬁcant diﬀerences are highlighted in green. Note the selective reduction
of burst ﬁring and increased regularity in m-SN Kir6.2-/- compared to m-SN WT,
validated by the three independent parameters SFB, CV and spike train pattern.
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Figure 3.17: Functional burst map of VTA DA neurons in WT and Kir6.2-/- mice
DA midbrain neurons recorded in WT (left) and Kir6.2-/- (right) were plotted
according to their position in the VTA (bregma -3.40mm). Symbol size codes
for %SFB. As illustrated, DA VTA neurons in Kir6.2-/- ﬁred bursts to a similar
extent as in WT mice.
pattern switch – in a selective dopaminergic subpopulation of the rostral medial
SN. These DA neurons project to the posterior dorsomedial striatum. Burst ﬁring
in neuroanatomically distinct DA subtypes located in the lateral SN and the VTA
was not aﬀected by the lack of KATP channels.
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Figure 3.18: Detailed functional topography of WT and Kir6.2-/- DA neurons
The positions of all recorded WT (left) and Kir6.2-/- (right) DA neurons were
plotted in four coronal planes along the rostrocaudal axis of the midbrain (bregma
-3.08, -3.16, -3.40 and -3.52mm; derived from mouse brain atlas (Franklin and
Paxinos (2001)). Neuroanatomical and histochemical properties are colour-coded:
black/grey SN, blue VTA; solid circles calbindin-negative (CB–), dark-grey/light-
blue ﬁlled circles calbindin-positive (CB+); solid light-grey circles denote recordings
without single-cell labelling (n=14 l-SN cells in Kir6.2-/-). Symbol size codes
for the percentage of spikes ﬁred in bursts (%SFB). Note the cluster of small
symbols in m-SN in Kir6.2-/- mice, representing low burstiness speciﬁc for this
subpopulation.
3.2.3 KATP conductance and burst ﬁring is impaired in ﬂoxed Kir6.2 mice
A set of pilot electrophysiological recordings of m-SN DA neurons in transgenic
knock-in mice with a ﬂoxed Kir6.2 gene (Kir6.2ﬂoxed_neo, still containing the
neomycin selection cassette) revealed reduced burst activity and a shift from bursty
923 Results
to single spike-oscillatory ﬁring in vivo. The burst level of 6.52.8%SFB (n=17) was
similar as observed in global Kir6.2-/- mice. Again, mean frequency was unchanged
(4.30.4Hz) in Kir6.2ﬂoxed_neo m-SN DA cells. In vitro patch-clamp experiments
that were performed by Prof. Dr. Jochen Roeper (Goethe-University Frankfurt)
conﬁrmed the lack of functional KATP channels. SN DA neurons of Kir6.2ﬂoxed_neo
mice showed no KATP washout currents during whole-cell recordings. These eﬀects
on KATP channel function suggested that either the loxP-sites ﬂanking the gene
locus or the neomycin cassette interfered with transcription of Kir6.2. The resulting
phenotype of Kir6.2ﬂoxed_neo mice conﬁrmed the Kir6.2-/- dataset in a second,
independent transgenic animal model, but at this stage precluded further use of
the mice in a Cre/loxP system.
3.2.4 Pharmacological manipulation of DA neurons and KATP channels in
vivo
3.2.4.1 Modulation of KATP channels in vivo by diazoxide and
glibenclamide
It was aimed to pharmacologically modulate KATP channels in vivo (see Methods
2.6.1). The sulfonylureas diazoxide [DIAZ] and glibenclamide [GLIB], which activate
or inhibit KATP channels, respectively by interaction with the SUR subunit, do
not cross the blood-brain-barrier (Mourre et al. (1990)). Although the drugs were
administered directly into the lateral ventricle during simultaneous recording of
SN DA neurons in vivo, no clear eﬀects on single spike or burst ﬁring activity were
observed (data not shown).
As the pharmacology data are stand-alone results, taken out of the main context
of this project, they will be discussed brieﬂy at this point. Lam and colleagues
previously demonstrated the eﬀectiveness of i.c.v. administration of glibenclamide
for blocking hypothalamic KATP channels and their role in glucose homeostasis
(Lam et al. (2005), Lam et al. (2007)). Applied doses (100M in 5% DMSO)
were similar to the present experiments. Tissue diﬀusion kinetics of glibenclamide
were tested using a ﬂuorophore-coupled derivative. But 40minutes after i.c.v.
application ﬂuorescence was only observed a few m around the ventricle walls
(aqueduct, 3rd and lateral ventricle), indicating that GLIB did not reach DA neurons
at the recording site in the SN. Thus, acute drug eﬀects within the time frame of
single-unit recordings cannot be expected. Lam et al. (2005, 2007) actually studied
eﬀects in the hypothalamus, a region with an open blood-brain-barrier, for up to
6h. The high concentration of DMSO needed to dissolve the lipophilic compounds
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Figure 3.19: In vivo characterisation of m-SN DA neurons in Kir6.2ﬂoxed_neo mice
(a) Single-unit activity of a m-SN DA neuron shown as sample raw trace, rasterplot,
ISIH (insert: single AP) and ACH. Identiﬁed m-SN DA neurons in anaesthetised
Kir6.2ﬂoxed_neo mice displayed minor burst ﬁring and dominant single spike-
oscillatory activity in vivo. The representative TH-positive neuron was labelled
with NB. Scale bars as in Fig. 3.13.
(b) Functional burst map of n=17 m-SN DA neurons recorded in vivo in
Kir6.2ﬂoxed_neo mice. Symbol size represents %SFB, note the low burst ac-
tivity.
(c) While mean rate was unchanged, bursting was reduced in Kir6.2ﬂoxed_neo
m-SN DA cells. Data from WT (light grey) and Kir6.2-/- (dark grey) m-SN DA
neurons are plotted for comparison as dashed lines. Note dramatic reduction of
burstiness similar to levels observed in global Kir6.2-/- animals.
(d) ACH- and GLO-based classiﬁcation of ﬁring patterns conﬁrmed the burst-
pacemaker switch. The single spike-oscillatory pattern was predominant.
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(especially for DIAZ) posed an additional problem, as it would most likely have
unwanted side-eﬀects. Local application via the microelectrode (by passive diﬀusion
or iontophoresis) was also hindered by the chemical properties of the sulfonylureas.
Novel KATP-selective compounds and alternative administration routes should be
explored in future studies. In conclusion, combining single-unit recordings with
pharmacological manipulation of KATP channels in vivo was technically complex
and not feasible.
3.2.4.2 Attenuation of the D2 autoreceptor response in Kir6.2-/- mice
In an additional in vivo pharmacological experiment I investigated the D2-mediated
autoreceptor response in DA neurons of WT and Kir6.2-/- mice. The selective
D2-receptor antagonist eticlopride [ETIC] was injected systemically (i.p.) during
recording of a DA single-unit in the medial SN. Endogenous, somatodendritically
released DA constantly activates D2 autoreceptors under baseline conditions. As
introduced in Fig. 1.4, GIRK2 channels are directly activated by D2R G-protein -
subunits and in turn hyperpolarise DA neurons (Kim et al. (1995), Beckstead et al.
(2004)). As an antagonist, eticlopride blocks this D2/GIRK2 cascade, leading to
disinhibition of DA neurons. Besides, this eﬀect can be utilised for pharmacological
conﬁrmation of the dopaminergic phenotype of recorded neurons (‘conﬁrmation
drug’, e.g. Robinson et al. (2004), Zweifel et al. (2009)).
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Figure 3.20: Decreased DA neuron D2 receptor response in Kir6.2-/-
(a) Eﬀects of systemically administered eticlopride on m-SN DA neurons in WT and
Kir6.2-/- mice. Time curve of normalised ﬁring frequency depicts the spontaneous
ﬁring activity 12min before (pre, analysed in 3min intervals) and 20min after
ETIC injection (post, analysed in 1min intervals). Note that frequency increase is
more pronounced in WT compared to Kir6.2-/-.
(b) Mean frequencies were signiﬁcantly elevated in both WT and Kir6.2-/- m-SN
DA cells, but the diﬀerence being smaller in Kir6.2-/-.
(c) %SFB was enhanced only in WT after ETIC administration. Note the dramatic
diﬀerence of burstiness in WT pre and post condition compared to overall low
levels in Kir6.2-/- m-SN DA neurons.
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As illustrated by ﬁlled diamonds in Figure 3.20a the expected, excitatory re-
sponse to ETIC (0.5mg/kg, injected at time 0) in WT mice was conﬁrmed. Over
time the normalised ﬁring rate rised to 130%, also apparent in the statistical
pre-post comparison (Fig. 3.20b, frequency pre (Hz): 3.40.3, post: 4.50.5,
p=0.011, n=6; paired t-test), these eﬀects are similar to previous reports (Luo et al.
(2008a), Robinson et al. (2004)). Moreover, burstiness was signiﬁcantly increased
after ETIC injection (Fig. 3.20c, %SFB pre: 17.17.9, post: 36.59.4, p=0.016).
The GLO model conﬁrmed these ﬁndings in WT mice and also quantitatively
described changes of spike train parameters (compare Figure10 in Bingmer et al.
(2011)). In contrast, in Kir6.2-/- a less pronounced eﬀect of eticlopride on the
mean discharge rate was detected. The ﬁring frequency was increased slightly,
but signiﬁcantly to 110% (frequency pre (Hz): 4.40.4, post: 4.90.4, p=0.043,
n=5). Burst ﬁring was not enhanced by ETIC (%SFB pre: 0.70.6, post: 3.83.5,
p=0.36). Note the extremely low burstiness in Kir6.2-/-, conﬁrming the observation
of KATP channel-mediated burst ﬁring in another independent experimental setting.
In conclusion, KATP channels seem to be involved in the D2-mediated autoinhi-
bition of m-SN DA neurons. Immunohistochemical analysis revealed that protein
levels of GIRK2, the ion channel activated in the D2R cascade, were not obviously
diﬀerent in WT and Kir6.2-/- mice. A diminished D2R response in Kir6.2-/- in
vivo is in line with a direct activation of KATP channels by D2 receptors, as already
suggested by Roeper et al. (1990). Here, the KATP blocker tolbutamide reversed
the actions of a D2R agonist in in vitro perforated patch-clamp recordings on
isolated SN neurons1. Alternatively, burst ﬁring is a prerequisite for eﬀective soma-
todendritic DA release and impaired bursting in Kir6.2-/- might lead to altered D2
autoreceptor expression or sensitivity.
3.2.5 KATP channels do not control in vivo activity of SN reticulata
neurons
To identify the cellular localisation of those KATP channels that are causal for the
burst-pacemaker switch phenotype, I also recorded from putative SNr GABA neu-
rons in Kir6.2-/- mice and WT controls. Two examples of SNr neuron activity are
represented in Figure 3.21. SNr cells can be identiﬁed in vivo by higher frequencies
1The underlying mechanisms of the D2/GIRK2-cascade coupling to ion channels (e.g. Cav1.3
and KATP channels) are currently investigated in further in vitro studies by Dr. Elena
Dragicevic (group of Prof. Dr. Liss, Institute of Applied Physiology, Ulm University; see
conference abstract Dragicevic et al. (2010)).
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Figure 3.21: KATP channels exert no control over in vivo activity of SN reticulata
neurons
(a) Activity of a representative SNr GABA neuron shown as 3s recording trace
(scale bar 0.2mV, 0.5s), 8s rasterplot (bar 0.5s), ISIH and single AP (0.1mV,
1ms). The ACH initial brief trough proﬁle reﬂects the typical fast and irregular
pattern of SNr neurons (arrow in inset marks IBT within the initial 80ms).
(b) Some SNr cells were juxtacellularly labelled after recording in vivo. The NB-
ﬁlled cell shown in (a) was GABA-positive (red) and TH-negative (blue, 10 m).
It was located in the SNr slightly below the compacta zone.
(c) Single-unit activity of a SNr GABA neuron in Kir6.2-/- (presented as in a).
The fast tonic, irregular state closely resembles WT ﬁring.
(d) Mean ﬁring rate, CV and spike patterns of GABA SNr cells did not diﬀer
between WT and Kir6.2-/-.
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ranging from 0.4-42Hz and narrower action potentials (a-c: 0.6ms), compared to
SN DA cells. Regarding ﬁring frequency and coeﬃcient of variation no diﬀerences
were found between WT and Kir6.2-/-. Spike train patterns were also independent
of KATP channels. Based on widely used visual ACH inspection criteria according
to Wilson et al. (1977), SNr single-units were classiﬁed as initial brief trough (IBT),
slow-IBT or regular and irregular patterns, which were similarly distributed in
WT and Kir6.2-/-. Data and statistics are summarised in Fig. 3.21d and Tab.
3.4. Juxtacellular labelling of a subset (n=8/28) of these neurons conﬁrmed their
GABAergic identity. Despite not being distinguishable by their electrophysiological
properties, two other labelled SNr cells were GABA-immunonegative and therefore
excluded from analysis.
SNr WT SNr Kir6.2-/- WT vs Kir6.2-/-
mean s.e.m. n mean s.e.m. n
p-value
14.3 2.5 11 18.0 3.2 17 0.41
254.6 70.9 11 234.5 72.4 17 0.85
0.59 0.02 11 0.64 0.02 17 0.17
Chi-square % # n % # n
11 17
9.0 1 0.0 0 0.86
45.5 5 47.0 8
27.3 3 35.3 6
spike train properties
mean rate Hz
CV %
action potential waveform
AP duration (a-c) ms
relative pattern distribution
ACH-based classification
regular
irregular
initial brief trough (IBT)
irregular / slow IBT 18.2 2 17.7 3
t- / U-test
Table 3.4: In vivo electrophysiological properties of SN reticulata neurons in WT
and Kir6.2-/- mice
In vivo activity of electrophysiologically identiﬁed GABA SN reticulata neurons in
WT and Kir6.2-/- mice. No diﬀerences of mean frequency, regularity, AP shape and
ﬁring pattern between Kir6.2-/- and WT were observed. SNr discharge patterns were
classiﬁed as described by Wilson et al. (1977).
In conclusion, in vivo activity of electrophysiologically identiﬁed SNr neurons
was not aﬀected by the lack of KATP channels under standard metabolic conditions.
SNr neurons sending GABAergic axon collaterals to SN DA neurons constitute one
main aﬀerent input, which is known to control DA burst ﬁring monosynaptically
and which integrates striatonigral projections relaying them disynaptically to the
pars compacta (Zhou and Lee (2011)). As SNr in vivo activity in Kir6.2-/- is not
changed, network eﬀects can be disregarded as the primary mechanism underlying
KATP channel-gated bursting in the ﬁrst instance. Accordingly, the focus of this
PhD project was on postsynaptic KATP channels present in SN DA neurons.
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3.3 Virus-mediated DA cell-selective silencing of KATP
channel function in vivo
The results reported so far were all generated in Kir6.2-/- mice. This global knockout
model did not allow direct conclusions about the role of postsynaptic KATP channels
for the in vivo activity of DA neurons, as network and developmental eﬀects could
not be excluded. On one hand as already noted above (see Introduction 1.2.4),
multiple brain regions inﬂuence burst ﬁring of SN DA neurons. KATP channels
present at various pre- and postsynaptic sites within the basal ganglia network
potentially control DA phasic activity. On the other hand, in Kir6.2-/- mice KATP
channels are absent throughout life. Neurons may have remodelled their ion channel
and receptor composition to adapt to the lack of KATP channels in order to recover
to their initial state (homeostatic plasticity).
Novel virus-based gene-transfer techniques enable targeting and manipulation of
neurons in the adult brain (Luo et al. (2008b)). Highly selective, neurotropic viral
vectors were designed for cell-speciﬁc transduction and transgene expression for
days or long-term application up to several years. To silence postsynaptic KATP
channels in SN DA neurons in adult mice, an in vivo method for gene-delivery via
recombinant adeno-associated virus serotype 2 (rAAV2) constructs was developed.
3.3.1 Establishing rAAV2-mediated gene-transfer in vivo
Kir6.2_DN
Kir6.2
G132S-HA
Kir6.2_WT
Kir6.2-HA
a
eGFP
eGFP
rAAV2 empty
b
Figure 3.22: Diagrammed rAAV2 vector constructs for in vivo gene-transfer
(a) For silencing of KATP channels in SN DA neurons rAAV2 hemagglutinin-tagged
dominant-negative Kir6.2 subunits (Kir6.2G132S-HA=Kir6.2_DN) were used,
with HA-tagged wildtype Kir6.2 subunits (Kir6.2-HA=Kir6.2_WT) serving as
control.
(b) eGFP expressing viral constructs (eGFP) or empty vectors (rAAV2 empty)
were tested in further control experiments.
In adult SN DA neurons I established and validated rAAV2-mediated, cell-
selective expression of dominant-negative or wildtype KATP channel subunits
(Kir6.2_DN and Kir6.2_WT, respectively). Dominant-negative Kir6.2_DN pore-
mutants have a point mutation in the selectivity ﬁlter. Glycine at position 132
is exchanged for serine (G132S) and integration of one mutant Kir6.2 subunit
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into the ion channel octamer disrupts potassium conductance (Miki et al. (1997)).
rAAV2 constructs are schematised in Figure 3.22, eGFP (enhanced green ﬂuorescent
protein)-expressing and empty vectors were used for test experiments.
3.3.1.1 High levels of protein expression are toxic for SN DA neurons
At ﬁrst, rAAV2 titer and volume for stable, non-pathogenic and locally restricted
transgene expression after stereotactic infusion into the midbrain were determined.
ACSF infusions were performed to check for potential mechanical tissue damage.
As an additional reference, empty rAAV2 vectors, not containing the transgene
cassette, were applied to test for the eﬀects of virus transduction and integration
itself. 2x2l were infused unilaterally into the medial and lateral SN (see Methods
2.7.1), with the non-injected side serving as control. As depicted in Figure 3.23,
ACSF and rAAV2 empty infusions did not aﬀect neuroanatomical integrity of
the DA midbrain system in long-term experiments lasting 12 weeks. The axonal
compartment of DA neurons in the striatum was also intact.
ACSF control
12 weeks, 4µl, n=3
rAAV2 empty
1.1*10
12 gp/ml
12 weeks, 4µl, n=6
Kir6.2_DN
1.3*10
12gp/ml
3 weeks, 4µl, n=2
Kir6.2_DN
1.3*10
10gp/ml
3 weeks, 2.9µl, n=4
Kir6.2_WT
1.2*10
10 gp/ml
3 weeks, 2.9µl, n=2
T
H
 
D
A
B
Figure 3.23: Titer and volume optimisation prevented toxicity of rAAV2-mediated
in vivo gene-transfer
Tyrosine hydroxylase DAB stainings revealed the integrity of the DA system at
diﬀerent time points after infusion of control and rAAV2 expression constructs. To
check mechanical damage, ACSF was infused (1st panel) and to test for eﬀects of
the viral transduction itself an empty rAAV2 vector (at a titer of 1.1*1012 genomic
particles (gp) per ml; 2nd panel) was applied. Both control experiments showed no
damage of the DA midbrain system after 12weeks (scale bar 100m). In contrast,
undiluted high-titer (1.3*1012 gp/ml) rAAV2 vectors expressing Kir6.2_DN (at
concentrations similar to rAAV2 empty vectors) caused a massive loss of TH+
neurons (middle panel) three weeks after virus injection. 100-fold dilution (1.3*1010
gp/ml) in addition to 30% volume reduction yielded stable, eﬃcient and selective
in vivo expression of Kir6.2_DN and Kir6.2_WT without cell loss (3weeks, right
panels or 12weeks (N=2, not shown)).
In contrast, high concentrations of Kir6.2_DN (titer: 1.3*1012 genomic particles
(gp)/ml) resulted in massive loss of nigrostriatal DA neurons already after three
weeks. DAB staining and light-microscopic analysis revealed that almost all tyrosine
hydroxylase-positive neurons were degenerated (Fig. 3.23, middle panel). Toxicity
was independent of the type of protein, similar results were obtained for constructs
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expressing Kir6.2_WT, eGFP or both (bicistronic vectors). Degeneration was
probably caused by high levels of protein expression (Ulusoy et al. (2009)), as a
decrease of the infused volume (2.9l instead of 4l) and titer (1:100 dilution to
1.3*1010 gp/ml) resulted in the complete survival of DA neurons and stable Kir6.2
transgene expression (Fig. 3.23, right panels). Even after 12 weeks TH-positive
neurons were still vital (data not shown). Moreover, with lower titers (1010 gp/ml)
a locally restricted transduction of midbrain neurons could be achieved (see below),
whereas high vector concentrations (1012 gp/ml) caused widespread, non-selective
expression of HA-tagged subunits at the injected site.
Thus, dose and volume optimisation were crucial for long-term stable, non-
pathogenic expression of rAAV2-coded proteins.
3.3.1.2 rAAV2-mediated eGFP expression aﬀects in vivo ﬁring patterns of
SN DA neurons
In addition to neurotoxicity, functional in vivo studies revealed that eGFP ex-
pression in SN DA neurons impaired spontaneous activity. eGFP-transduced DA
neurons were recorded and juxtacellularly labelled in vivo 6-7days after rAAV2
injection (titer: 1.1*1012 gp/ml). While tonic neural activity was unchanged (WT
4.40.5Hz, n=17; eGFP 4.10.5Hz, n=10; p=0.68), bursting was signiﬁcantly
reduced in eGFP+ compared to position-matched, non-transduced wildtype cells
(%SFB WT 27.77.1, n=17; eGFP 7.02.0, n=10; p=0.038). Recording examples
and statistics are presented in Fig. 3.24. Moreover, ACH-based classiﬁcation of
ﬁring patterns conﬁrmed the burst suppression by eGFP (n=3/10 single spike-
oscillatory, n=7/10 single spike-irregular, n=0/10 bursty).
These signiﬁcant functional eﬀects of eGFP expression alone precluded further
use of eGFP-containing constructs in this study. Thus as already mentioned above,
a hemagglutinin (HA)-tag added to Kir6.2_DN or Kir6.2_WT constructs was
utilised for virus expression control on a single-cell level.
3.3.1.3 Regional selectivity and high transduction eﬃciency of
rAAV2-mediated Kir6.2 subunit expression
The optimised virus injection protocol was used for Kir6.2_DN and Kir6.2_WT
electrophysiology, behavioural tests and further histological conﬁrmation, in each
case experiments were performed 13-15 days post infusion. It yielded region-
selective transduction of the SN pars compacta, as illustrated in overview screens
in Fig. 3.25a,b and somatic co-expression of viral HA-tag and TH in Fig. 3.25c.
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Figure 3.24: rAAV2-mediated eGFP expression suppressed burst ﬁring in vivo
(a) In vivo single-unit activity of a SN DA neuron transduced with eGFP-expressing
rAAV2 constructs shown as sample raw trace, rasterplot (scale bars 0.2mV, 1s),
ISIH (insert: single AP, scale bar 0.1mV, 1ms) and ACH. rAAV2-mediated
expression of eGFP impaired burst ﬁring and resulted in tonic single spike-irregular
activity in identiﬁed DA neurons.
(b) The representative neuron shown in (a) was labelled with neurobiotin to
demonstrate TH (blue) and eGFP co-expression (white, scale bar 10m).
(c) Tonic neural activity was unchanged, but bursting was signiﬁcantly reduced in
eGFP+ compared to position-matched, non-transduced wildtype cells.
(d) Functional burst map of position-matched, non-transduced controls (left, black
circles, TH+ SN WT; extract from m-/l-SN dataset shown in Fig. 3.5 and Tab.
3.1) and eGFP-transduced DA neurons (right, green circles, TH+ SN eGFP+).
Symbol size represents %SFB.
Quantiﬁcation of TH- and HA-immunopositive neurons in confocal microscopy
images conﬁrmed a highly eﬃcient (82%, 408 of 499 SN DA cells were transduced
with Kir6.2_DN and HA+) and selective (89%, 408 of 459 Kir6.2_DN transduced
cells were TH+) transduction of nigrostriatal DA neurons (SN Kir6.2_WT: 76.1%
TH+/HA+, 10% TH+/HA , 13.9% TH /HA+, n=618; SN Kir6.2_DN: 74.2%,
16.5%, 9.3%, n=550; N=6 animals; see Fig. 3.25d). Restricted Kir6.2_DN
expression in the m-SN by locally infusing minute volumes was not feasible because
a spread to lateral parts could not be avoided. In the VTA only a minor fraction
of DA neurons was virus-transduced (VTA Kir6.2_WT: 34.9% TH+/HA+, 38%
TH+/HA , 27.1% TH /HA+, n=939; VTA Kir6.2_DN: 32.9%, 57.6%, 9.5%,
n=575; N=6 animals; data not shown).
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Figure 3.25: Regional selectivity and high transduction eﬃciency of rAAV2-
mediated expression of dominant-negative Kir6.2 pore-mutants
DAB (a) (scale bar 500m) and ﬂuorescent labelling (b) (scale bar 200m)
immunocytochemistry shows region selective and eﬃcient expression of HA-tagged
Kir6.2_DN subunits (white) in SN DA neurons (i.e. TH-immunopositive, blue).
Note that Kir6.2_DN expression was found across the entire medial and lateral SN
compacta. Inset in (b) indicates high tropism of rAAV serotype 2 vectors for DA
neurons: a scattered TH+ neuron in the SN reticulata was selectively transduced
in contrast to neighbouring SNr cells (scale bar inset: 40m).
(c) Confocal images show the overlay of HA- and TH-signals in the somatodendritic
domain at higher magniﬁcation (scale bars 20m and 10m).
(d) Quantiﬁcation of transduction eﬃciency (n, number of TH-positive and HA-
positive neurons counted) across the entire SN. TH+ neurons expressed mutant
and wildtype Kir6.2-HA constructs to a similar extent (75%, left Kir6.2_WT
and right Kir6.2_DN).
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3.3.1.4 No expression of virally coded Kir6.2 subunits in aﬀerent input
areas projecting to the SN
To rule out non-selective transduction of other brain regions, the expression of
viral proteins in the most important aﬀerent projection areas and their respective
synaptic terminals on m-SN DA neurons was carefully investigated. The expression
of HA-tagged Kir6.2_DN subunits in input areas projecting to the SN pars com-
pacta (i.e. striatum, globus pallidus externus, frontal cortex, SN pars reticulata,
subthalamic nucleus, lateral habenula, superior colliculus, pedunculopontine and
rostromedial tegmental nucleus, dorsal raphe nucleus (see Introduction 1.2.3, Haber
and Knutson (2010))) was compared between the virally injected and non-injected
hemisphere 14days after unilateral rAAV2 infusion into the midbrain. No evidence
for retrograde transport of HA-tagged Kir6.2_DN as found, as indicated by the
absence of respective immunoreactivity in all aﬀerent input areas (Fig. 3.26).
No HA+ cells (n=0) were found in frontal cortex (1), lateral habenula (LHb, 2),
superior colliculus (SC, 3), DRN (4), PPN (5), RMTg (6), STN (8), GPe (9) and
striatum (10) regions. Only in the SNr (7), just underlying the virus injection
site, a small number of nonDA HA+ cells were observed (n=29, complete serial
analysis of SNr in N=2 mice; for comparison, an estimated number of 4100 DA
HA+ neurons were present in the SNc, given the SN DA transduction eﬃciency
of 81.8% and a total number of 5000 SN DA neurons, Liss et al. (2005)). This
comparison (15 HA+ nonDA SNr to 4100 HA+ DA SNc per animal) eﬀectively
ruled out any signiﬁcant contribution from nonDA SNr neurons to the observed
phenotypes and also indicated the high tropism of rAAV serotype 2 for DA neurons
given the close proximity of SNc and SNr. These ﬁndings demonstrate that, after
local injection into the midbrain, rAAV2 vectors were not taken up by synapses and
retrogradely transported to areas projecting to the SN. Virally coded, HA-tagged
Kir6.2_DN constructs were not expressed in somata of aﬀerent projection areas
and KATP channel-mediated changes of electrical activity in these brain regions
can be excluded.
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Figure 3.26: rAAV2 vectors are not retrogradely transported and Kir6.2_DN pore-
mutants are not expressed in input areas projecting to the SN
Neuroanatomical scheme illustrating the aﬀerent projection areas of SNc (black)
DA neurons. For abbreviations see text, colours code for neurotransmitters: GABA
red, glutamate green, acetylcholine yellow, serotonin grey. Coronal histological
sections (1-10) show the corresponding input areas of left and right hemisphere
(viral HA-tag green and red-nissl counterstain, white lines in left images delineate
neuroanatomical boundaries of the represented nuclei, scale bars 200m). rAAV2
Kir6.2_DN vectors were stereotactically injected into the right SNc using the
standard protocol. Expression of HA-tagged KATP channel subunits was restricted
to the right SN (see image 7, TH blue). No Kir6.2_DN expression was detected in
neuronal somata of input areas projecting to the SNc (N=3 mice). Note complete
absence of HA-positive neurons in ipsilateral (right, side of SN injection) and
contralateral (left) immunohistological images.
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3.3.1.5 No expression of virally coded Kir6.2 subunits in synaptic
terminals innervating SN DA neurons
Additional histological analyses veriﬁed that dominant-negative KATP subunits
were also not expressed in synaptic terminals on SN DA neurons. Antibodies
b
a
HA-tag VGAT TH merge
HA-tag VGLUT1 TH merge
c
HA-tag VGLUT2 TH merge
Figure 3.27: HA-tagged Kir6.2_DN pore-mutants are not expressed in synaptic ter-
minals on SN DA neurons
(a) Confocal images of multiple immunoﬂuorescent labelling of a virally trans-
duced, HA-tag and TH expressing m-SN neuron soma (upper image) and proximal
dendrite (lower image) surrounded by punctate axon terminals immunopositive for
vesicular GABA transporter (VGAT red, HA-tag green, TH blue, scale bars 5 m).
Inset: high magniﬁcation of closely apposed terminals (arrowheads in merged
images, scale bar 0.5m).
(b) Punctate vesicular glutamate transporter 1 (VGLUT1, red) immunopositive
terminals forming synapses with HA+ TH+ neuron soma and proximal dendrite
(presented as in a). Note that HA-tagged Kir6.2_DN did not co-localise with
VGLUT1+ terminals, which was also quantitatively conﬁrmed (see Fig. 3.28).
(c) Vesicular glutamate transporter 2 (VGLUT2, red) terminals closely apposed
to HA+ TH+ cell soma and dendrite (presented as in a). No co-localisation of
HA-tag and VGLUT2+ axon terminals. Punctate VGAT and VGLUT1/2 im-
munoreactivity overlapped with expression of the general synapse marker protein
synapsin1 (not shown).
directed against synapsin1 were utilised as a general synaptic marker, vesicular
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GABA transporter (VGAT) and vesicular glutamate transporters (VGLUT1 and
VGLUT2) for diﬀerentiation of inhibitory or cortical and subcortical excitatory
synapses, respectively. VGLUT3-immunoreactivity, which is selectively for aﬀerents
from the superior colliculus (Martín-Ibañez et al. (2006)), was not investigated.
Using multi-labelling immunocytochemistry and confocal microscopy of synaptic
terminals on SN DA neurons co-localisation of HA-tagged viral proteins with
diﬀerent synaptic proteins was not observed. Figure 3.27 displays representative
DA neuron somata and aﬀerent synaptic contacts co-stained for HA and synaptic
markers. The quantitative analysis presented in Fig. 3.28 conﬁrmed that only
very few inhibitory synapses contained Kir6.2-subunits (98.5% VGAT+/HA ,
1.5% VGAT+/HA+, n=340; N=3 animals). Similarly, HA-tagged Kir6.2_DN
was localised very rarely in excitatory terminals (97.3% VGLUT1+/HA , 2.7%
VGLUT1+/HA+, n=338; 99.4% VGLUT2+/HA , 0.6% VGLUT2+/HA+, n=334;
N=3 animals).
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Figure 3.28: Quantitative analyses of Kir6.2_DN subunit expression in synaptic
terminals
Only a minor fraction of inhibitory terminals identiﬁed by VGAT expression
showed HA expression (1st panel). Also in excitatory terminals (VGLUT1 2nd
panel, VGLUT2 3rd panel panel), HA-tagged Kir6.2_DN subunits were rarely
expressed. Overall, no signiﬁcant histological evidence was found for expression of
virally coded Kir6.2_DN subunits in axon terminals. See text for details.
Taken together, Kir6.2_DN subunits were neither expressed in the input areas
nor in inhibitory or excitatory presynaptic terminals projecting to the SN. Both
control experiments argued against signiﬁcant contributions from aﬀerent or local
network inputs after viral delivery of dominant-negative Kir6.2 subunits.
3.3.2 Functional KATP silencing by expression of dominant-negative
pore-mutants in SN DA neurons
To test, if dominant-negative Kir6.2G132S pore-mutants functionally and completely
suppressed KATP channel conductance, KATP currents were studied in SN DA
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neurons transduced with either Kir6.2_WT or Kir6.2_DN subunits using patch-
clamp recordings in brain slices. These in vitro conﬁrmation experiments were
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Figure 3.29: Suppression of functional KATP channels by Kir6.2_DN in SN DA neu-
rons
KATP washout currents were absent in vitro during whole-cell patch-clamp record-
ings of Kir6.2_DN-transduced SN DA neurons (open diamonds). Kir6.2_WT
expression did not aﬀect KATP channel activation (ﬁlled diamond symbols), a
steady washout current developed over a time course of ten minutes. Right: no
mean steady-state washout currents in Kir6.2_DN (1.44.6pA, n=6) compared
to Kir6.2_WT (118.739.7pA, n=4; p=0.0028, Wilcoxon rank test). TH and
HA co-expression was conﬁrmed for recorded neurons by intracellular neurobiotin-
ﬁlling and confocal analyses (not shown). (Data provided by Prof. Dr. Jochen
Roeper.)
performed by Prof. Dr. Jochen Roeper (Goethe-University Frankfurt). Maximal
KATP channel activation was achieved by dialysis with ATP-free pipette solutions.
Expression of Kir6.2_DN led to a complete silencing of functional KATP channels
in SN DA neurons two weeks post in vivo transduction (Fig. 3.29). In contrast,
transduction with Kir6.2_WT did not aﬀect the maximal washout currents.
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Figure 3.30: No rescue of KATP washout currents in Kir6.2-/- mice
KATP washout currents were absent in vitro during whole-cell patch-clamp record-
ings of Kir6.2-/- SN DA neurons transduced with Kir6.2_WT. TH and HA
co-expression was conﬁrmed by NB-ﬁlling and confocal analyses (not shown).
(Data provided by Prof. Dr. Jochen Roeper.)
Trials to re-express KATP channels in SN DA neurons of global Kir6.2-/- mice
failed, as depicted in Figure 3.30 after infusion of Kir6.2_WT vectors no washout
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currents were detected in vitro (recordings by Prof. Dr. Jochen Roeper). Hence,
rAAV2-expressed wildtype Kir6.2 subunits were not suﬃcient to rescue functional
KATP channels in Kir6.2-/- mice.
3.3.3 Postsynaptic KATP channels control m-SN DA burst ﬁring in vivo
The data presented above conﬁrmed the selectivity of rAAV2 vector constructs
for DA neurons (sections 3.3.1.4 and 3.3.1.5) and argued against KATP channel-
mediated changes of electrical activity in other brain regions or network eﬀects.
Furthermore, functionality of rAAV2-mediated KATP inactivation was demonstrated
in vitro in SN DA neurons (sect. 3.3.2).
Finally, rAAV2-based KATP channel silencing was combined with in vivo recording
and juxtacellular ﬁlling to unequivocally deﬁne the in vivo phenotype of single,
virally transduced DA neurons (n=30). As shown in Fig. 3.31, expression of the
dominant-negative Kir6.2_DN subunits but not of wildtype Kir6.2_WT subunits
prevented burst ﬁring in medial SN DA neurons. Burstiness was signiﬁcantly
reduced (%SFB Kir6.2_WT 22.14.0, n=9; Kir6.2_DN 9.13.8, n=8, p=0.033) to
a similar degree as in global Kir6.2-/- mice. Again, burst inhibition occurred without
changes of mean ﬁring frequencies (Fig. 3.31c). In contrast to Kir6.2_WT controls,
m-SN DA neurons expressing Kir6.2_DN were locked in a regular single spike
mode. The dramatic pattern change was conﬁrmed by ACH-based classiﬁcation
(Fig. 3.31e) and a signiﬁcantly decreased coeﬃcient of variation (see Table 3.5 for
data and statistics). Closer inspection of spike waveforms revealed that extracellular
action potentials of Kir6.2_DN but not of Kir6.2_WT transduced m-SN DA cells
showed a delayed repolarisation phase. In Kir6.2_DN-expressing neurons spike
duration was signiﬁcantly longer, mean average APs are plotted in Fig. 3.32.
The functional map in Figure 3.33 summarises KATP channel-mediated eﬀects on
burst ﬁring in medial and lateral SN neurons. The changes in ﬁring pattern and AP
repolarisation, which were induced by Kir6.2_DN in medial SN DA, were not signiﬁ-
cant in virally transduced lateral SN DA neurons (n=13, see Figures 3.34 and 3.35).
Although l-SN neurons expressing Kir6.2_DN also showed less burst discharges
compared to Kir6.2_WT expressing cells, all three parameters describing burstiness
and regularity (i.e. %SFB, CV and pattern classiﬁcation, comp. Tab.3.5) were
not signiﬁcantly diﬀerent in lateral SN subpopulations. Accordingly, the observed
reduction of burst ﬁring – caused by silencing of postsynaptic KATP channels – was
signiﬁcant and selective for medial but not lateral SN DA subtypes. Spike duration
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Figure 3.31: Cell-selective rAAV2-based silencing of KATP channels is suﬃcient to
prevent burst ﬁring in m-SN DA neurons
(a) In vivo single-unit activity of m-SN DA neuron, transduced with rAAV2
constructs expressing wildtype Kir6.2 subunits (Kir6.2_WT). Similar to m-SN
DA WT cells (comp. Fig. 3.2), it ﬁred in a bursty pattern as shown in the
raw trace, rasterplot (scale bars 0.2mV, 1s), ISIH (insert: single AP, scale bars
0.1mV, 1ms) and ACH with GLO-model ﬁt. NB-labelling (green) of the recorded
neuron identiﬁed transduction with HA-tagged Kir6.2_WT constructs (white)
and co-expression with TH (blue, 10m).
(b) Selective silencing of postsynaptic KATP channels in medial SN DA neurons
prevented burst ﬁring. Expression of the dominant-negative Kir6.2 pore-mutant
(Kir6.2_DN) resulted in single spike activity. Data presented as above (see a).
The NB-ﬁlled neuron co-expressed HA-tagged Kir6.2_DN and TH and was located
in the m-SN.
(c) No changes of mean ﬁring frequencies for Kir6.2_WT and Kir6.2_DN express-
ing m-SN DA neurons.
(d) Spikes ﬁred in bursts were signiﬁcantly reduced (2.4-fold) in m-SN Kir6.2_DN
compared to Kir6.2_WT.
(e) Decrease of burst activity in Kir6.2_DN m-SN DA neurons compared to
Kir6.2_WT was also reﬂected in ACH- and GLO-based classiﬁcations of ﬁring pat-
terns. Relative pattern distributions diﬀered between Kir6.2_DN and Kir6.2_WT
(ACH p=0.041; GLO p=0.053).
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Figure 3.32: Prolonged spike duration in Kir6.2_DN expressing m-SN DA neurons
(a) Overlaid plot of mean average spike shapes of m-SN neurons expressing
Kir6.2_WT (black line with blue s.e.m. bars) and Kir6.2_DN (black with green
s.e.m. bars). Note prolonged AP duration in Kir6.2_DN compared to Kir6.2_WT.
(b) Bar diagram representing mean average action potential duration. Analysed
phases a-c are marked by arrows in (a). Kir6.2_WT and Kir6.2_DN values were
also compared to spike durations from WT and Kir6.2-/- mice (grey; one-way
ANOVA with Bonferroni post test).
was approximately 1.3ms for all l-SN DA groups independent of Kir6.2_DN (see
Fig. 3.35). Thus, KATP channels do not contribute to AP repolarisation of l-SN
DA neurons and might be closed in vivo until activated by upstream factors.
Kir6.2_DN Kir6.2_WT
VTA
m-SN l-SN
-3.08
VTA
m-SN l-SN  
SFB: <5% <80%
m-SN l-SN m-SN l-SN
Figure 3.33: Functional burst map of Kir6.2_WT and Kir6.2_DN SN DA neurons
Kir6.2_WT (left) and Kir6.2_DN (right) transduced DA neurons were plotted
according to their position within the SN (bregma -3.08mm). Symbol size scales
with %SFB. Note cluster of non-bursting DA neurons in the m-SN of Kir6.2_DN
(small symbols) compared to Kir6.2_WT.
In conclusion, cell-selective rAAV2-mediated silencing of KATP channels in SN
DA neurons phenocopied the ﬁring pattern of global Kir6.2-/- mice. Inhibition of
postsynaptic KATP channels was suﬃcient to reduce burst discharges and to induce
the burst-pacemaker-switch selectively in medial SN DA neurons.
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Figure 3.34: Eﬀects of rAAV2-mediated KATP channel silencing on l-SN DA neu-
rons
(a) l-SN DA neuron transduced with Kir6.2_WT showed bursty-irregular activity
in vivo. The illustrated cell ﬁred long irregular bursts at high frequency. Juxta-
cellular NB-labelling proved expression of HA-tagged Kir6.2_WT and TH and
position in the l-SN. (Panels and scale bars as in Fig. 3.31.)
(b) Similarly, the l-SN DA neuron expressing Kir6.2_DN displayed a bursty-
irregular pattern in vivo.
(c) No changes of mean frequencies for Kir6.2_WT and Kir6.2_DN expressing
l-SN DA neurons.
(d) Burst discharges deﬁned by the 80/160ms criterion were reduced 3.8-fold in
l-SN Kir6.2_DN compared to _WT expressing neurons. The latter group dis-
played high variability of %SFB and the diﬀerence was statistically not signiﬁcant
(p=0.16).
(e) The relative distribution of ﬁring patterns did not diﬀer between l-SN
Kir6.2_DN and Kir6.2_WT. Note that the single spike-oscillatory mode is missing
in Kir6.2_WT transduced DA l-SN neurons.
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Figure 3.35: Unchanged spike duration in Kir6.2_DN expressing l-SN DA neurons
(a) Overlaid plot of extracellular mean average spike shapes of l-SN neurons
expressing Kir6.2_WT (black line with blue s.e.m. bars) and Kir6.2_DN (green
s.e.m.). Arrows mark AP phases a and c.
(b) Bar diagram representing the mean average AP duration (a-c) of Kir6.2_WT
and Kir6.2_DN as well as of WT and Kir6.2-/- mice (grey).
m-SN Kir6.2_WT m-SN Kir6.2_DN l-SN Kir6.2_WT l-SN Kir6.2_DN WT vs DN
mean s.e.m. n mean s.e.m. n mean s.e.m. n mean s.e.m. n m-SN l-SN
spike train properties p-values
mean rate Hz 4.4 0.4 9 5.4 0.6 8 4.0 0.5 7 3.7 0.8 6 0.18 0.72
CV % 76.9 6.2 9 42.3 4.9 8 80.9 15.1 7 66.6 15.4 6 0.001 0.52
SFB % 22.1 4.0 9 9.1 3.8 8 24.4 10.7 7 6.5 4.0 6 0.033 0.16
action potential waveform
AP duration (a-c) ms 1.31 0.07 9 1.63 0.07 8 1.31 0.05 7 1.31 0.10 6 0.005 0.95
AP duration (a-e) ms 4.24 0.18 9 4.99 0.19 8 4.29 0.21 7 4.30 0.29 6 0.013 0.97
AP amplitude (b-c) mV 1.3 0.2 9 0.9 0.2 8 1.6 0.4 7 1.1 0.1 6 0.14 0.32
relative pattern distribution Chi-square
% # n % # n % # n % # n
ACH-based classification 9 8 7 6 p-values
single spike - oscillatory 33.3 3 62.5 5 0.0 0 16.7 1 0.041 1
single spike - irregular 11.1 1 37.5 3 71.4 5 66.7 4
bursty - oscillatory 11.1 1 0.0 0 14.3 1 16.7 1
bursty - irregular 44.4 4 0.0 0 14.3 1 0.0 0
GLO-based classification 8 8 7 6
single spike - oscillatory 25.0 2 87.5 7 0.0 0 50.0 3 0.053 0.22
single spike - irregular 50.0 4 12.5 1 71.4 5 33.3 2
bursty - oscillatory 12.5 1 0.0 0 14.3 1 16.7 1
bursty - irregular 12.5 1 0.0 0 14.3 1 0.0 0
Table 3.5: Electrophysiological in vivo properties of DA neurons in the m-SN and
l-SN transduced with Kir6.2_WT or Kir6.2_DN rAAV2 constructs
n=30 neurons were recorded and juxtacellularly labelled in vivo 14-15days after
infusion in adult C57BL/6 WT mice under isoﬂurane anaesthesia. m-SN DA neurons,
in which KATP channels were silenced by viral Kir6.2_DN expression, displayed a
similar reduction of burst ﬁring compared to m-SN DA neurons of global Kir6.2-
/- mice (comp. Tab. 3.3). p-values in the right column denote unpaired t-tests
between Kir6.2_DN and corresponding Kir6.2_WT controls. Statistically signiﬁcant
diﬀerences are highlighted in green.
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3.4 KATP channels in medial SN DA neurons are necessary
for novelty-induced exploratory behaviour
Phasic burst signals within the DA system code behaviourally relevant information
(see Introduction 1.1.4 and 1.1.5 for details). To explore if the decrease of burst
ﬁring, which was observed in vivo under isoﬂurane anaesthesia, also has behavioural
consequences in awake animals, the spontaneous open ﬁeld (OF) activity of WT and
Kir6.2-/- mice was tested. Two-dimensional, horizontal motor activity (locomotion)
in the OF area as well as three-dimensional, vertical activity when mice sat up
(rearing) were recorded using a video tracking system. After two days of pre-test
handling, animals were studied over a period of twenty minutes, an initial phase
(minute 1-2) and a later phase (minute 3-20) were diﬀerentiated. On the ﬁrst day
(open ﬁeld day 1, OF1) the environment and testing situation was novel to all
animals. Activity was also analysed on the subsequent day (open ﬁeld day 2, OF2)
to diminish novelty-related circumstances.
3.4.1 Reduced exploration of Kir6.2-/- compared to WT mice in a novel
open ﬁeld
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Figure 3.36: Decreased novelty-induced locomotion and rearing in Kir6.2-/- (unfa-
miliar open ﬁeld, OF1)
(a) Locomotion in a novel open ﬁeld (track length per minute). Note initially
decreased locomotion in Kir6.2-/- mice compared to increased locomotion in WT
controls. Insert: cumulative locomotion in the ﬁrst two minutes was signiﬁcantly
smaller in Kir6.2-/- compared to WT. In contrast, no signiﬁcant diﬀerence in
cumulative locomotion was observed in minute 3-20. See text for details and Table
3.6 for statistics.
(b) Rearings in the novel OF (n per minute). Number of rearings was signiﬁcantly
smaller in Kir6.2-/- compared to WT (minute 1-20).
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We identiﬁed a selective reduction of initial locomotor activation in Kir6.2-/-
mice compared to WT controls in a novel open ﬁeld (OF1, Figure 3.36a). WT mice
were excited and assiduously explored the new environment, displaying initially
stimulated movement with a decline over time (habituation). Compared to WT,
motor activity was signiﬁcantly decreased in Kir6.2 in minute 1-2 (p=0.011), but
rose in the course of time. Thus, during the late phase no diﬀerences of motor
activity were observed (minute 3-20, p=0.27). In addition, rearing frequencies were
signiﬁcantly lower in Kir6.2-/- compared to WT mice. As illustrated in Figure
3.36b, the number of rearings increased over time, whereas divergence between
WT and Kir6.2-/- was steady throughout the entire testing period (minute 1-20,
p<0.0001).
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Figure 3.37: Normalised locomotion and constantly reduced rearing in Kir6.2-/- (fa-
miliar open ﬁeld, OF2)
(a) Locomotion in the open ﬁeld on day 2 (OF2). Cumulative locomotion in the
initial phase was slightly, but not signiﬁcantly higher in Kir6.2-/- compared to
WT (inset).
(b) Rearings in the familiar OF. Similar to OF1, number of rearings was signiﬁ-
cantly smaller in Kir6.2-/- compared to WT on day 2.
The diﬀerence in initial locomotion was not observed when the OF test was
repeated on the next day (OF2, see Figure 3.37). Contrary to OF1, initial locomotor
activity during OF2 was not lower, but rather slightly elevated in Kir6.2 compared
to WT (p=0.068). This indicates a novelty-selective phenotype, apparent only in a
novel, non-familiar test condition. In contrast, rearing was also diﬀerent between
groups during consecutive open ﬁeld sessions (minute 1-20, p=0.0021). Based on
a previous, more detailed study addressing Kir6.2-/- behaviour, general motor
impairments of Kir6.2-/- mice can be ruled out (Deacon et al. (2006)). These
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results, which were twice replicated in additional Kir6.2-/- and WT mouse cohorts
(data not shown), indicated a clear novelty-dependent deﬁcit in the initiation of
exploratory behaviour in KATP channel knockout mice.
3.4.2 Virus-mediated silencing of KATP channels in m-SN DA neurons
phenocopies the novelty-exploration deﬁcit of global Kir6.2-/- mice
To specify the contribution of KATP channels in SN DA neurons to the behavioural
phenotype, open ﬁeld exploration of rAAV2-injected mice was also tested. For DA
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Figure 3.38: Functional KATP channels in medial SN DA neurons are necessary for
novelty-dependent exploratory behaviour
(a) Immunohistochemical conﬁrmation of SN-selective bilateral viral transduction
of DA neurons in mice for OF testing (13-14days after injection). HA-tagged
Kir6.2_DN viral constructs (white) are expressed in most SN DA cells (TH blue,
scale bars 100m). Expression was either targeted at the entire SN (m+l-SN, left)
or restricted to the l-SN (control, right).
(b) Locomotion in the novel OF of mice after bilateral transduction with
Kir6.2_DN in both medial and lateral SN or only the lateral SN. Note absence
of initially increased locomotion in Kir6.2_DN m+l-SN mice compared to l-SN
controls. Insert: cumulative locomotion in minute 1-2 was signiﬁcantly reduced
in Kir6.2_DN m+l-SN compared to l-SN. A signiﬁcant diﬀerence in cumulative
locomotion was also observed in minute 3-20. See text and Table 3.6 for statistical
details.
(c) Rearings in the novel OF of mice, where the entire or only lateral SN was
transduced with Kir6.2_DN. Number of rearings was signiﬁcantly smaller in
Kir6.2_DN m+l-SN compared to l-SN. (OF tests with rAAV2-injected mice by
Dr. V. Klose.)
subtype-selective KATP silencing in the complete SN, dominant-negative Kir6.2
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subunits were infused bilaterally into the medial and lateral SN (Kir6.2_DN m-
+l-SN). Mice with bilateral injections only to the lateral SN (Kir6.2_DN l-SN)
served as controls. Figure 3.38a presents corresponding histological conﬁrmation
of subregion restricted Kir6.2_DN expression. Since in vivo recordings revealed
selective eﬀects on burst ﬁring in m-SN DA neurons (section 3.2.1 and 3.3.3), this
was an appropriate strategy to dissect the role of KATP channels for motor activity
in medial vs. lateral SN subregions, which beyond are integrated in a distinctive
striatal connectivity.
First, the Kir6.2_DN l-SN control group was validated in comparison to non-
treated WT animals. Mice, in which KATP channels were suppressed selectively
in the lateral SN, showed no obvious variations (compare ﬁlled diamond lines
in Fig. 3.36 and 3.38 and absolute values in Tab. 3.6). Remarkably, track
length and rearing were nearly identical in WT and l-SN injected mice. Their OF
locomotor activity was characterised by initial novelty-induced activation followed
by habituation and for rearing activity the typical time-dependent rise was apparent.
Therefore, silencing of KATP channels only in the l-SN had no signiﬁcant eﬀects
on locomotion (p=0.92) and rearing (p=0.61) compared to WT mice. In contrast,
after bilateral Kir6.2_DN injections to the complete SN open ﬁeld behaviour
of mice was dramatically changed. Virus-mediated KATP-silencing in SN DA
neurons (Kir6.2_DN m+l-SN) phenocopied the selective deﬁcit in novelty-induced
locomotor activation and reduction in rearing frequencies. Figure 3.38b highlights
the signiﬁcantly lower locomotion in the initial phase of Kir6.2_DN m-+l-SN
compared to only l-SN injected controls (minute 1-2, p=0.042). Though Kir6.2_DN
m-+l-SN displayed no obvious suppression, activity was constant over the testing
period of 20 minute without initial behavioural activation. In this setting a group
diﬀerence of locomotion also prevailed in the later phase (minute 3-20, p=0.046).
In almost the same manner as in Kir6.2-/- mice, rearings were less frequent in
Kir6.2_DN m-+l-SN compared to l-SN controls (minute 1-20, p=0.0028; Fig.
3.38c). Parameter values and statistics are summarised in Table 3.6.
3.4.3 Absence of anxiety-related behavioural inhibition
Finally anxiety aspects were addressed to rule out the possibility of fear and aversion
inﬂuencing motor activity in the OF and thereby result in the diﬀerences observed
in exploratory behaviour. A center zone was deﬁned (OF center: 30x30cm) for
this additional analysis, as rodents spontaneously prefer the safer periphery to the
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WT vs Kir6.2-/-
p-value
0.011
0.269
< 0.0001
WT Kir6.2-/-
mean s.e.m. N mean s.e.m. N
locomotion OF1
track length
cm 1230 45 20 856 141 17 minute 1-2
minute 3-20 8237 167 20 8785 492 17
rearing OF1
minute 1-20 / min 290 9 20 201 15 17
cm
t-test
Open field day 1 (OF1)
p-value
0.042
0.046
0.003
mean s.e.m. N mean s.e.m. N
locomotion
track length
cm 1240 118 6 934 70 7 minute 1-2
minute 3-20 8562 472 6 7249 357 7
rearing
minute 1-20 / min 280 17 6 201 12 7
cm
Kir6.2_DN l-SN  Kir6.2_DN m+l-SN l-SN vs m+l-SN
t-test
Open field day 1 (OF1)
WT vs Kir6.2-/-
p-value
0.068
0.406
0.0021
WT Kir6.2-/-
mean s.e.m. N mean s.e.m. N
locomotion OF2
track length
cm 913 67 13 1198 141 11 minute 1-2
minute 3-20 7112 222 13 7536 478 11
rearing OF2
minute 1-20 / min 304 11 13 212 26 11
cm
t-test
Open field day 2 (OF2)
Table 3.6: Open ﬁeld behaviour of WT, Kir6.2-/- and Kir6.2_DN-injected mice
(novel OF day 1 and familiar OF day 2)
The table lists locomotor and rearing behaviour of WT versus Kir6.2-/- in the novel
OF1 condition (upper table), WT versus Kir6.2-/- in the familiar OF2 condition
(middle) and Kir6.2_DN l-SN-injected versus Kir6.2_DN m-+l-SN-injected mice
(lower table) in OF1. Data are presented as mean, s.e.m. and number of tested
animals (N). p-values in the right column denote results of unpaired t-tests between
given groups. Statistically signiﬁcant diﬀerences are highlighted in green.
exposed center of the open ﬁeld (Prut and Belzung (2003)). Figure 3.39 illustrates
that center avoidance parameters between Kir6.2_DN l-SN and m-+l-SN injected
mice were not changed. Wall distance, number of center visits as well as time spent
in the center did not diﬀer between both rAAV2-injected experimental groups,
neither in the initial (inset in Fig. 3.39a,b,c, respectively) nor in the later phase.
Accordingly this analysis suggests that KATP channels in SN DA neurons are not
involved in stress-induced or anxiety-mediated behavioural inhibition.
As a ﬁrst insight to more complex behavioural control, OF tests indicate that
KATP signalling in medial but not lateral SN DA neurons is necessary for wildtype-
like exploration patterns. To test whether KATP channel activity in m-SN DA
neurons is also suﬃcient for initiation of exploratory behaviour, a rescue experi-
ment was attempted by expressing Kir6.2_WT subunits in a Kir6.2-/- background.
However, this strategy did not reconstitute functional channels in SN DA neurons
as demonstrated above (comp. Fig. 3.30).
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Figure 3.39: No anxiety-mediated behavioural inhibition in Kir6.2_DN-injected
mice
(a) Wall distance (cm). Time course over 20min and bar diagram of the initial
phase (minute 1-2). Kir6.2_DN l-SN-injected and Kir6.2_DN m-+l-SN-injected
mice moved in a similar distance to side walls of the open ﬁeld arena during the
novel OF1 (p=0.42).
(b) The frequency of entries to the OF center (center visits, n per minute) was
not signiﬁcantly diﬀerent between Kir6.2_DN l-SN- and m-+l-SN-injected mice.
Insert: cumulative center visits in minute 1-2 (p=0.08).
(c) The time mice spent in the center of the OF (center time, s) did also not diﬀer
between both groups, neither over time nor in the initial phase (p=0.31). Colours
and N-numbers as in (a).
In conclusion, the results of the present PhD thesis deﬁne a crucial novel role
of KATP channels in gating burst ﬁring in medial SN DA neurons and as essential
regulators of context- and novelty-dependent exploratory behaviour.
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In the following chapter the ﬁndings of the present doctoral thesis will be discussed
in context of the current literature. Corresponding to the order of results in chapter
3, in vivo topography and electrophysiological activity of the DA midbrain system
in WT mice and, in particular, the functional signiﬁcance of KATP channels for
burst ﬁring of medial SN DA cells are discussed. This section also includes an
interpretation of the role of KATP channels and m-SN neurons for novelty-induced
behaviour as observed in this study. Moreover, implications with respect to the
neurodegeneration of DA neurons and the pathomechanism of Parkinson’s disease
will be considered. Finally, technical aspects of the applied and newly developed in
vivo techniques and perspectives for future research studies are addressed.
4.1 In vivo activity of identiﬁed DA midbrain neurons
DA neurons display diﬀerent activities under various in vivo conditions. Extracel-
lularly recorded single-unit properties of this study in anaesthetised, adult mice
comply with the commonly used electrophysiological "ﬁngerprints" of DA midbrain
neurons (Grace and Bunney (1980-1984a,b)). The juxtacellular labelling technique
that was applied here enabled the unequivocal identiﬁcation of 145 DA neurons
in vivo. DA neurons had broad mostly triphasic action potential waveforms with
a characteristic low-pitch sound on the audio monitor. Some spikes showed a
notch in the initial positive phase reﬂecting initial-segment and somatodendritic
components (Häusser et al. (1995)). Firing frequencies ranged between 1-10Hz,
either in a single spike or bursty mode. A typical burst consisted of 2-10 APs
that were characterised by decreasing spike amplitudes, increasing spike width and
intervals, which indicate cumulative inactivation of Nav and Cav channels during
high burst frequencies (Grace and Bunney (1984a), Liss and Roeper (2010)).
The following section compares the electrophysiological properties of immunohis-
tochemically and anatomically identiﬁed SN and VTA DA neurons of the present
study to published datasets from rodents or cats, monkeys and also humans. For
better overview, spike train characteristics of identiﬁed or putative SN DA neurons
from previous studies performed under anaesthesia are summarised in Table 4.1,
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data from awake recordings are listed in Table 4.2.
4.1.1 SN DA single-unit activity under isoﬂurane anaesthesia
The focus of this paragraph ﬁrst is on the eﬀects of isoﬂurane anaesthesia on DA
single-unit activity, in particular as the present study is the ﬁrst reporting DA
single-unit data recorded under isoﬂurane in adult mice. Already since recordings of
the electrical activity of DA neurons were performed nearly 40 years ago, questions
arose regarding the eﬀects of anaesthesia on their spike activity. Accordingly,
Steinfels et al. (1981) made ﬁrst recordings of putative DA neurons in awake, freely
moving rats. Regarding physiological wake-sleep transitions it was demonstrated
that spontaneous ﬁring rate and pattern of SN DA neurons were not altered by
diﬀerent states of wakefulness. DA single-unit activity was constant across states
and was not correlated with characteristic ECoG patterns, like e.g. sleep spindles
(Steinfels et al. (1983a), Steinfels et al. (1983b)). However, other studies revealed
signiﬁcant changes of physiological properties of DA midbrain neurons due to anaes-
thesia. Already in the pioneering work by Bunney et al. (1973), DA neuron ﬁring
was compared between anaesthetised and awake, paralysed rats1. Under similar con-
ditions Grace and Bunney (1984a,b) carried out extra- and intracellular recordings
and reported unchanged tonic/phasic activity patterns, but – by deﬁnition of their
new 80/160ms criterion – bursts were shorter under anaesthesia compared to awake
states. Similarly, Freeman et al. (1985) observed decreased ﬁring and burstiness in
anaesthetised compared to awake, freely moving rats. DA neuron recordings during
wakefulness, light and deep chloralhydrate narcosis conﬁrmed that the percentage
of bursting cells and the number of spikes ﬁred in bursts were signiﬁcantly inhibited
proportional to anaesthesia depths (bursting cells: 72, 55, 5% and SFB: 23, 13,
0.5% , respectively), whereas tonic discharge rates were stable (Fà et al. (2003)).
Spike trains acquired under deep urethane anaesthesia displayed lowest levels of
bursting (e.g. Tepper et al. (1995), Kelland et al. (1990)). As discussed in detail
below, compared to these classic narcotic drugs, burst properties were basically less
aﬀected under isoﬂurane. For further discussion how various anaesthetic drugs alter
DA activity, release and receptor agonist/antagonist sensitivity see also Kelland
et al. (1990) and Schiemann (2005).
1In contrast to all following studies, here chloralhydrate and halothane increased ﬁring rate and
burst pattern. Rats were awake, but paralysed and ventilated, therefore possibly suﬀering
from pain and distress. Elevated DA neuron ﬁring and bursting in this situation probably
reﬂected the positive aspects of pain relief due to induction of anaesthesia.
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Tab. 4.1 summarises the in vivo properties of m- and l-SN DA neurons of the
present and previous studies, which were mostly performed under chloralhydrate
or urethane anaesthesia. As none of the cited studies diﬀerentiated medial and
lateral nigral subpopulations, in the following comparison SN subtypes are ﬁrst
considered as one group but discussed separately in the next section (4.1.2). Spike
duration is in accordance with the Ungless criterion (1.1ms) and another study
from this group (Ungless et al. (2004), Brown et al. (2009)). Remarkably, SN DA
neurons under isoﬂurane had faster ﬁring rates (4.2-4.5Hz) than all previous studies
(<4Hz; except Grace and Bunney (1984,b), compare Tab. 4.1), which were mostly
performed in rats. Increased frequencies might be attributable to interactions of
isoﬂurane with A-type Kv4.3 channels, which are crucial modulators of DA neuron
single spike frequency (Liss and Roeper (2010), Liss et al. (2001)). By prolonging
Kv4.3 inactivation states, low concentrations of isoﬂurane in vitro (1.5%, which
correspond to 400M in the perfusing solution) attenuated their hyperpolarising
inﬂuence leading to increased DA neuron excitability in brain slices (Ishiwa et al.
(2008)) and might consistently enhance ﬁring rates in vivo. Coeﬃcient of variation
(CV) and spikes ﬁred in bursts (SFB) are both slightly higher, but in general
comply with published results. Intraburst parameters also nicely overlap, frequency
within bursts is identical to the classical Grace and Bunney (1984a,b) results. Also
as in other studies, on average approximately three spikes were elicited per burst
in m-SN neurons. In contrast, bursts were signiﬁcantly longer in l-SN subtypes,
suggesting diﬀerent burst mechanisms in medial and lateral SN regions (see sections
4.1.2 and 4.3.3 for further discussion).
Only a few groups analysed spike train patterns. Compared to studies that used
similar classiﬁcation criteria based on ACH-analysis, the present dataset apparently
contains more neurons of a bursty type. In m-SN and l-SN subgroups, 37% and 53%
were either irregular or oscillatory bursters, respectively, compared to only 5%, 7%,
or 11% of bursty cells in other studies performed under urethane anaesthesia (see
Tab. 4.1). In our dataset the burst mode was increased primarily at the expense of
single spike-irregular ﬁring. Isoﬂurane therefore seems to suppress burstiness to a
minor extent than the classically used anaesthetic drugs.
Tab. 4.2 gives an overview of presumed SN DA neurons recorded in awake
mammals. Mean ﬁring rates of SN DA neurons under isoﬂurane are similar to
wakefulness, ranging from 3.5-5.5Hz. Spike train regularity is reduced in awake
animals, CV values also matches with the current data. %SFB is similar to reports
in rats by Hyland et al. (2002) and Fà et al. (2003), but other studies found bursti-
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ness to be approximately twofold higher in the awake state. As phasic burst signals
are behaviourally most relevant, intraburst parameters were routinely assessed in
awake animals. Frequency within bursts tends to be higher in awake compared
to the anaesthetised condition employed here. In contrast, the mean number of
spikes per bursts did not diﬀer between anaesthesia and wakefulness. Again, spike
train patterns were not consistently evaluated. Thus, a comparison of this crucial
parameter between anaesthetised and awake states unfortunately is not possible.
Note the dominance of bursty-oscillatory ﬁring in the dataset from Parkinson’s
disease patients by Zaghloul et al. (2009), which was re-analysed according to the
criteria applied in this PhD project.
In conclusion, the results detected here are consistent with previous observa-
tions. Thus, the established isoﬂurane anaesthesia protocol is suitable for in vivo
single-unit recordings, brain states and DA neuron activity are not globally altered.
Compared to other anaesthetic agents isoﬂurane slightly enhances the ﬁring fre-
quency of SN DA neurons. Other electrophysiological parameters, in particular
burst ﬁring, are in good agreement to many previous in vivo studies. In terms of
diﬀerences between awake and anaesthesia states, attenuation of phasic bursts is a
general phenomenon of anaesthesia. Note lower levels of SFB under narcosis in Tab.
4.1 compared to wakefulness (Tab. 4.2). This due to the fact that most anaesthetics
target NMDA receptors, which are essential for burst induction. Isoﬂurane, for
example, inhibits NMDARs by competing with the co-agonist glycine (Franks
(2008)) and hence, diminished bursting is also mirrowed in my dataset. But as
bursty spike patterns were frequently observed in the recordings, a minor inhibition
of burstiness by isoﬂurane is assumed. This also agrees with low narcotic depth,
which was reliably and easily adjustable using inhalation anaesthesia. Mice were
kept under light anaesthesia close to the awake state2. Though, given that phasic
excitation of DA neurons relates to salient, behaviourally signiﬁcant events in the
awake state, the important question of what spontaneous bursts in unconscious
animals are coding remains.
4.1.2 Medial and lateral subpopulations of SN DA neurons
Juxtacellular labelling allowed to correlate spike activity of single-units with their
exact neuroanatomical position in the SN. Accordingly medial and lateral subtypes
2Although brain states dominated by burst-suppression usually are signs of deep anaesthesia
levels (Alkire et al. (2008)).
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of SN DA neurons were classiﬁed and I observed diﬀerent burst ﬁring characteristics
between m-SN and l-SN cells. l-SN DA neurons ﬁred signiﬁcantly longer bursts
indicative of distinct underlying burst mechanisms (see section 4.3.3). Mean
rate, CV and activity patterns were similar between both groups. In terms of
projection target speciﬁty, retrograde tracing experiments revealed that m- and
l-SN DA neurons project to diﬀerent striatal territories, namely the dorsomedial
and dorsolateral striatum, respectively. A very similar medio-lateral topography of
nigrostriatal projections was already described previously in a retrograde tracing
study (Guyenet and Aghajanian (1978)3). Moreover, despite mislabelling it as
part of the VTA, Darvas and Palmiter (2010) also detected locally restricted
transduction of medial SN regions after injection of retrograde viruses into the
medial striatum4. The medio-lateral topography of nigrostriatal projections is
supported by feed-forward loop architecture of the corticobasal ganglia network
with a strict medial-to-lateral organisation (Haber and Knutson (2010)). On
the contrary, huge arborisation and widespread innvervation of striatal areas by
individual SN DA neurons as recently demonstrated by Matsuda et al. (2009)
contrasts the present ﬁnding. The diﬀerent functional roles of DMS and DLS
territories will be discussed in the context of behavioural analyses (see sect. 4.4.2).
4.1.3 Heterogeneous electrical properties of VTA DA neurons
In vivo activity of identiﬁed DA neurons in the VTA was also recorded and will
be discussed here with respect to the current SN dataset and previous studies.
For data summary see Table 4.3. Electrical properties of putative DA neurons
located either in the VTA or the SN were compared systematically in vivo before.
Both populations had similar tonic spike rates, but VTA neurons ﬁred more irreg-
ular and bursty compared to SN cells (Clark and Chiodo (1988), Grenhoﬀ et al.
(1988), Zhang et al. (2008)). Quite diﬀerent from those observations, the present
study showed no diﬀerences between the VTA and SN in terms of basal electrical
properties, i.e. rate, CV and SFB. This discrepancy may be related to reﬁned
diﬀerentiation of neuronal subtypes performed here. Single-cell labelling enabled
to unambiguously determine the DA identity as well as the exact position of each
neuron within the distinct DA nuclei. As such identiﬁcation criteria were not set in
the studies cited above, those datasets most probably contain also nonDA neurons,
which cannot be diﬀerentiated from DA subtypes based on their electrophysiological
3Note overlapping topography of our maps with Figure 1 of Guyenet and Aghajanian (1978).
4Note transduction of DMS and m-SN regions in Figure 1 of Darvas and Palmiter (2010).
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characteristics (e.g. Ungless et al. (2004), Luo et al. (2008a)). Similarly, I found
a few VTA neurons which showed DA-like properties but were proven to be TH-
negative by means of juxtacellular labelling and subsequent immunocytochemistry.
Due to the small sample size nonDA neurons were not included in the present study.
Similar to our ﬁndings in the SN, spike duration of VTA DA neurons perfectly
matches previous criteria (Ungless et al. (2004)). Again, mean ﬁring frequency
under isoﬂurane was higher (5Hz) compared to all other studies (mostly <4Hz),
but closely resembles frequencies observed in awake animals (5-6Hz). VTA DA
neurons recorded here had greater CV and SFB values similar to awake states,
indicative of increased irregularity and burstiness in contrast to chloralhydrate or
urethane anaesthesia. Intraburst frequencies were only analysed in one study, which
reported burst rates up to 160Hz in awake rats (Kiyatkin and Rebec (1998)) far
above those observed in the present experiments. The number of spikes per burst
was somewhat greater compared to other VTA studies. Again, spike train patterns
were not consistently analysed by other groups. The slow oscillation mode (SO, see
next section) deﬁned by Shi (2005) is qualitatively similar to our bursty-oscillatory
pattern, but in their hands was more frequently detected in VTA DA neurons.
As a consequence of well-known heterogeneity of VTA DA neurons, a broad
spectrum of in vivo ﬁring characteristics was detected among them, which is
reﬂected in the high variability of the dataset. Dependent upon the respective
brain area to which they project, distinct electrical and functional properties
were described for VTA DA subpopulations in vitro (Lammel et al. (2008)). For
example, some DA neurons encode aversive stimuli and negative emotional values.
Spontaneous in vivo ﬁring of identiﬁed subpopulations in the dorsal VTA and also
those SN DA neurons that extent dendrites ventrally into the SNr was inhibited
by an aversive foot pinch in anaesthetised or fear-conditioned stimuli in awake
rats (Ungless et al. (2004), Henny et al. (2012), Mileykovskiy and Morales (2011)).
Importantly, DA neurons were neurochemically identiﬁed by juxtacellular single-cell
labelling by these authors. Two follow-up studies revealed the existence of DA
subtypes in the VTA that, in contrast, were phasically excited by noxious or fearful
stimuli (identiﬁed DA cells in the paranigral nucleus or putative ones; Brischoux
et al. (2009), Wang and Tsien (2011), respectively). Functionally and anatomically
distinct DA systems for reward and aversion were discovered by Lammel et al.
(2011) in a combined tracing and patch-clamp study. A systemic injection of the
addictive drug cocaine changed the eﬃcacy of glutamatergic synapses (increased
AMPAR/NMDAR ratio) in DA neurons projecting to the NAc medial shell. In
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contrast, a painful stimulus (local formalin injection to the hind paw) aﬀected
mesocortical DA neurons. NAc lateral shell-projecting VTA DA cells were similarly
modiﬁed by both in vivo manipulations and thus might code a salient signal. Taken
together, aversive stimuli promote synaptic plasticity and burst ﬁring in 10-25% of
DA neurons, which might be part of the mesocortical VTA subsystem (Brischoux
et al. (2009), Wang and Tsien (2011), Mileykovskiy and Morales (2011), Lammel
et al. (2011)).
It was beyond the scope of this project to target and diﬀerentiate between
distinct VTA DA subpopulations. In a pilot study performed in cooperation with
Sabine Krabbe (Goethe-University Frankfurt) we combined retrograde tracing of
DA projection areas, in vivo recording and juxtacellular labelling, however the
chance of striking a neuron ﬁlled with beads was very low. Especially for sparse
mesocortical projecting neurons this is obviously not an ideal strategy to identify
VTA subtypes.
A small subpopulation of identiﬁed DA neurons in the VTA (15%) displayed
very high intraburst frequencies (>100Hz). An example for these atypical burst
discharges is shown in Fig. 4.1, the clusters usually consisted of doublets or triplets
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Figure 4.1: Some identiﬁed VTA DA neurons display unconventional fast-
bursting properties
(a) In vivo extracelllar recording trace of an identiﬁed, juxtacellularly labelled
VTA DA neurons displaying unconventional fast-frequency bursts (scale bar
0.2mV, 1s). Each vertical line represents a cluster of high-frequency spikes,
see (b).
(b) Higher time resolution (0.2mV, 0.01s) of the burst highlighted in (a).
Note the doublet’s intraburst frequency of 100Hz and decreasing spike
amplitude.
ISIH (c) and ACH (d) of the fast-bursting VTA DA neuron. Note narrow
initial peaks (green arrows) reﬂecting high intraburst frequencies.
characterised by decreasing amplitudes. Often the last ISI within the burst was the
shortest. Mostly the pattern was a robust rhythm of repetitive bursts (occurring
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with interburst ISIs of 0.2-0.5s) and rare single spikes were elicited, like a fast-
burster variant of the bursty-oscillatory pattern. Although similarly fast burst rates
were recognised earlier (e.g. Kiyatkin and Rebec (1998), Wang et al. (2011)) in the
VTA of awake rodents, deﬁnite identiﬁcation of their DA and nonDA phenotype
was missing. The present study is the ﬁrst to provide such evidence and proves
that these fast-bursting neurons are indeed TH-positive ones.
There are two possible explanations for such atypical fast-bursts: they could
either represent a speciﬁc DA subpopulation or alternatively reﬂect an artifact of
the extracellular recording conﬁguration. Grace and Bunney (1983b) described
rare cases of multi-unit settings of electrotonically coupled SN DA neurons. Near
simultaneously spiking pairs were observed for some neurons ﬁring in a bursty
pattern. Multi-unit burst frequencies ranged from 35-200Hz and AP clusters
showed increasing rates during discharge progression. The characteristics are very
similar to those demonstrated here. Hence, detection of synchronously ﬁring cells is
a plausible scenario and may result in false-positive high frequency bursts. The fact
that no TH-positive neuron was found in close proximity to the neurobiotin-labelled
atypical fast-burster in for 4 out of 5 cases, supports the notion that a dendritic
current source underlay the second units, in line with their small amplitudes.
On the other hand, atypical fast-bursting DA neurons might represent a speciﬁc
DA neuron subtype. If this hypothesis is correct, one might speculate that these
are the "unconventional" mesocorticolimbic DA neurons previously identiﬁed in
our laboratory, possibly the ones projecting to the prefrontal cortex (PFC, Lammel
et al. (2008)). Several lines of information indicate that this might be the case.
First, Lammel et al. (2008) demonstrated that mesoprefrontal DA neurons had
unconventional fast-ﬁring properties in vitro. Moreover in terms of neuroanatomy
the in vivo candidates also closely resemble their results. Fast-bursting DA neurons
were located in the ventromedial VTA and in 80% expressed calbindin. Second,
the frequency band of 2-5 bursts/s is in line with a synchronised neuronal 4Hz-
oscillation (2-5Hz) observed in coherent PFC-VTA circuits (Fujisawa and Buzsáki
(2011)). Third, a subgroup of identiﬁed serotonin neurons of the dorsal raphe
nucleus (DRN) showed similar high-frequency burst activity in vivo (2-3 spikes
of 126Hz, Schweimer and Ungless (2010)). Similar to the VTA, the DRN is re-
ciprocally connected with the prefrontal cortex (Cid-Pellitero and Garzón (2011),
Vázquez-Borsetti et al. (2011)). Therefore, fast-bursting might be a feature of
special catecholamine neurons in the VTA as well as the DRN, possibly the ones
projecting to the prefrontal cortex.
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In summary, in vivo electrophysiogical characteristics of identiﬁed VTA DA
neurons observed here are in accordance with previously published datasets. The
VTA contains diverse DA neuron subtypes. But, except for the speculation re-
garding the atypical mesoprefrontal subtypes, no in vivo correlates for diﬀerent
projection targets of VTA DA cells were deducible from juxtacellular recordings
and no further diﬀerentiation was accomplished in this project. Hence, challenging
questions remain concerning their diverse properties, in vivo functions and their
role for behaviour. Future studies need to be directed towards correlating in
vivo activity and axonal projection targets of DA neuron subtypes. Combining
selective viral targeting and tracing techniques with optogenetics (e.g. Tsai et al.
(2009), Gradinaru et al. (2009), Kravitz et al. (2010)) and the optimisation of these
techniques for DA subsystems are promising strategies to elucidate the precise
functions of diﬀerent DA midbrain neurons.
4.1.4 Calbindin and rhythmic burst ﬁring
Calbindin-D28K is a calcium-binding protein, which is expressed in a subset of
SN DA neurons (mouse: 10-15%, human: 11-24%). CB-negative and -positive DA
subsystems are anatomically segregated with respect to their position in the SN
and their projection to neurochemically diﬀerent striatal compartments. CB– DA
neurons are located in a ventral tier of the SN and project to patch compartments
in the striatum, whereas CB+ are clustered in a dorsal tier projecting to the striatal
matrix (Gerfen et al. (1987), Gerfen (2010), Haber and Knutson (2010)). The
functional signiﬁcance of this patch-matrix connectivity and also the physiological
role of Ca2+-binding proteins as CB in DA neurons, as well as in other neuronal
cell-types, remain poorly understood. A potential role for integration of intracellular
Ca2+ dynamics was proposed by Ladewig et al. (2003).
In terms of diﬀerential vulnerability of DA neurons, calbindin has gained parti-
cular importance since SN cells expressing it were shown to be more resistant in
Parkinson’s disease. Histological analyses of post mortem brain tissue from human
PD patients and in animal models revealed the survival of CB+ DA subtypes (Ya-
mada et al. (1990), Damier et al. (1999), Gaspar et al. (1994)). Endogeneous CB
is not causal for neuroprotection, in CB knockout mice nigrostriatal degeneration
was identical to wildtype controls in genetic or toxin-based PD models (Airaksinen
et al. (1997)). A compensatory up-regulation of other calcium-binding proteins (i.e.
calretinin or parvalbumin) was excluded and the factors mediating the resistance
of CB+ DA neurons are not yet elucidated.
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To investigate the diﬀerential ﬁring properties of neurochemically heterogeneous
subtypes in vivo, DA midbrain neurons recorded and labelled in this study were
further diﬀerentiated based on calbindin expression. It was found that in the SN of
WT mice CB+ cells had signiﬁcantly slower mean discharge rates compared to cells
without CB expression. Most evidently, CB+ SN DA neurons were associated with
a novel, highly regular burst ﬁring pattern, characterised by a very robust rhythm
of alternating burst discharges. This bursty-oscillatory mode in CB+ completely
replaced the single spike-oscillatory mode in CB– subtypes. The pattern was
independent of burst-suppression brain state changes and stable over the whole
recording period. More than a phasic, random signal it resembled a tonic mode
of bursting, in way of a "burst-pacemaker". An oscillatory (intrinsic or extrinsic)
background rhythm might determine the spike time by depolarising the membrane
to AP threshold, but instead of only a single AP a burst of APs is elicited. In-
tracellular conditions might facilitate high frequency spike clusters and then, in a
negative feedback, also terminate the burst. The association with CB expression
suggests that Ca2+ dynamics might contribute to such a scenario: Ca2+ enters
during the burst and opens Ca2+-activated ion channels (e.g. SK channels) for
repolarisation, whereas the kinetics of Ca2+-activation would be tightly controlled
by the cytoplasmic Ca2+ buﬀering capacity.
So far only few studies addressed the diﬀerential electrophysiological properties
of CB– and CB+ DA neurons. As CB is washed out during standard whole-cell
recordings, also in vitro it is diﬃcult to distinguish the neurochemical subpop-
ulations. The present results correspond to two previous reports of CB– and
CB+ DA units. Identiﬁed CB+ SN DA neurons also showed low ﬁring rates in
vitro in a perforated-patch-clamp study addressing intrinsic membrane proper-
ties of DA subpopulations. Pacemaker frequency control in CB+ subtypes was
independent of hyperpolarisation-induced Ih currents, and accordingly CB+ had
smaller Ih amplitudes and slower rebound delays compared to faster ﬁring CB–
neurons (Neuhoﬀ et al. (2002)). In two previous in vivo studies the juxtacellular
technique was applied to identify and characterise SN DA subpopulations based on
CB expression in urethane-anaesthetised rats. Morphologically dendritic size and
complexity was not diﬀerent in CB+ and CB– SN DA neurons (Henny et al. (2012)).
Similar to the current ﬁndings, CB+ ﬁred action potentials at signiﬁcantly slower
rates compared to CB– (Brown et al. (2009)). Pattern classiﬁcation into the sin-
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gle spike or burst categories did not diﬀer, oscillatory burst ﬁring was not detected 5.
Patterns of rhythmic burst-like ﬁring were observed previously, but the present
study is the ﬁrst to show the coincidence of its occurrence with CB expression. In
this study 22% of CB+ SN DA and 14% of VTA DA neurons (n=2, one CB+, one
CB–) were classiﬁed as oscillatory bursters. Zhang et al. (2008) and Shi (2005)
detected that 21% of SN and 50% of VTA DA cells ﬁred spikes in repetitive clusters,
respectively, while they termed the pattern "slow oscillation" (SO) mode. Not only
the classiﬁcation criteria, but also anaesthesia and experimental conditions were
quite diﬀerent from those in the present study. Notably, the rhythmic pattern was
diﬀerentiated from classical 80/160ms bursting, as often the clusters did not overlap
with the deﬁned ISIs thresholds and the oscillatory component was independent
from the incidence of traditional 80/160ms-bursts (Shi (2005)). Despite the fact
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Figure 4.2: Coherence of spike train patterns and basal ﬁring properties
(a) According to their dominant ﬁring pattern SN DA (m+l-SN of WT,
n=32) neurons were re-analysed. The four ﬁring patterns were associated
with distinct basal electrophysiological properties. Single-spike oscillatory
pacemaker neurons ﬁred at signiﬁcantly higher rates compared to the three
other groups (one-way ANOVA, p=0.0006).
(b) The coeﬃcient of variation (CV) covaries with the dominant spike pattern.
Bursty neurons display signiﬁcantly higher CVs than single spiking cells
(p<0.0001).
(c) Consistent with their deﬁnition bursty-oscillatory spike trains ﬁred most,
but not all spikes in bursts (80/160ms criterion), SFB was signiﬁcant higher
compared to single spike modes (p=0.0009).
that also in the current dataset some repetitive AP clusters did not consistently
match the 80/160ms deﬁnition, I speciﬁed the pattern as bursty-oscillatory, in line
5Dr. Matthew Brown, personal communication
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with the assumptions of our GLO spike train model and given that burstiness and
regularity are considered as two dimensions of neuronal activity. In fact, re-analysis
of the SN DA dataset taking into account the diﬀerent ﬁring modes showed that
bursty-oscillatory patterns signiﬁcantly coincides with high levels of classical bursts
(see Fig. 4.2).
Bursty-oscillatory ﬁring modes of putative DA neurons were likewise observed
by some other groups. Hyland et al. (2002) described high-bursting neurons in
awake rats and already Wilson et al. (1977) noted repetitively burst ﬁring cells
in the SN. Moreover, in a study by Ishida et al. (2009) rasterplot, ISI and AC
histogram of a typical bursty-oscillatory cell are presented. The relatively high
prevalence of oscillatory bursting SN neurons in the present study could reﬂect
the fact that 13 out of 32 labelled DA neurons were CB+. This proportion is
in well agreement with a high level of CB expression in the dorsal rostral SN
region (40-50%, Foehring et al. (2009)), which was targeted in the present in vivo
recordings. A bias towards labelling CB+ units with the juxtacellular technique can
be excluded. Thus, rhythmic bursting is a general phenomenon of DA neurons in
vivo and occurred under diﬀerent recording conditions independent of anaesthesia.
The underlying mechanisms of episodic burst discharges, which according to the
present study coincide with CB expression in SN DA subtypes are not resolved.
It is not even known if the presence of CB is causal for or at least related to the
novel bursty-oscillatory pattern. Systematic biophysical approaches addressing
CB-dependent intra- and interburst mechanisms were beyond the scope of this
in vivo study. The potent role of calcium for burst ﬁring of SN DA neurons
was already described by Grace and Bunney (1984a), who proposed that high
DA neuron impulse activity leads to increased Ca2+ inﬂux, which initiates burst
discharges. Intracellular injections of Ca2+ or the Ca2+ chelator EGTA during
in vivo recordings indeed increased excitability and induced burst ﬁring. Also in
other cell-types (e.g. cerebellar or neocortical neurons) it was previously shown
that variations in calcium concentrations modulate neuronal discharge patterns.
Cytosolic Ca2+ buﬀer conditions were systematically manipulated by calcium
chelators (EGTA or BAPTA) via the recording electrode. High intracellular chelator
concentrations triggered a burst-spike mode in vitro (Friedman and Gutnick (1989),
Lorenzon and Foehring (1995)). Using a similar experimental patch clamp approach
combined with a theoretical model, Roussel and colleagues identiﬁed the calcium
buﬀering capacity as a key regulator of neuronal excitability. Increase of the
cytosolic calcium buﬀer capacity induced a transition from single spike to burst
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ﬁring. Rhythmic burst discharges along with higher irregularity were elicited by
elevated intracellular BAPTA concentrations. Mechanistically this switch of activity
patterns was explained by a Ca2+-dependent transition between stable and unstable
membrane potential oscillations, a slowdown of Ca2+ dynamics and concomitantly
the inactivation of calcium-activated currents (IK Ca, ICa Ca; Roussel et al. (2006),
Friedman and Gutnick (1989)). It was recently demonstrated that synaptic activity
can alter subcellular localisation, intracellular mobility or expression levels of
calcium-binding proteins. In a more general way, these activity-dependent changes
are proposed to be involved in controlling spike and burst activity (Roussel et al.
(2006)), which underlines the physiological relevance of Ca2+-binding proteins.
As active in various cell-types, like cerebellar granule and neocortical neurons
as well as hormone-secreting cells, the direct link between Ca2+ handling and
excitability constitutes a common principle, which might also exist in DA neurons.
The ratio of free to bound cytosolic Ca2+ in SN DA neurons is tightly regulated.
As shown by Foehring et al. (2009), only a minute fraction of Ca2+ entering the
cytoplasm at steady state remains unbound (0.5-1%). Next to mitochondria and
internal calcium stores, the endogenous Ca2+ buﬀers calretinin and calbindin are
crucial elements controlling the cytosolic Ca2+ concentration in DA neurons. Taken
together, previous studies and the present data suggest that the bursty-oscillatory
ﬁring mode found in a subset of SN DA neurons in vivo is directly linked to CB
expression.
Future experiments need to be directed towards elucidating the intrinsic calcium
buﬀering capacity in DA neuron subpopulations. One intriguing feature is its
interaction with ion channels known to trigger burst discharges. In this respect, the
role of Ca2+-activated small conductance potassium (SK) channels is particularly
interesting, as its inhibition facilitates a rhythmic burst pattern in vitro and in vivo
(Shepard and Bunney (1991), Waroux et al. (2005)). DA neurons containing CB
have a high Ca2+ buﬀering capacity, low free Ca2+ and slow dynamics. As a direct
consequence SK channels may be less eﬃciently activated, resulting in decreased
afterhyperpolarisation and, analogue to apamin-induced SK-blockade, facilitation
of high-frequency burst discharges. In addition, the eﬀects of cumulative Ca2+
inﬂux and metabolic changes on conductances, which are active during interburst
intervals and which mediate the pause between repetitive AP clusters, should be
taken into consideration (e.g. KATP channels, see below).
The bursty-oscillatory pattern could also be network phenomenon, via rhyth-
mically alternating synaptic input from another brain regions that entrains SN
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DA neurons. In the VTA rhythmic burst-like discharges were functionally cou-
pled to the activity of prefrontal cortex neurons, in a 4Hz-oscillation encoding
PFC information and task-related neuronal activity (Shi (2005), Gao et al. (2007),
Fujisawa and Buzsáki (2011)). The analogue cortico-nigral projection arising in
the prefrontal cortex (Naito and Kita (1994)) is a good candidate to trigger burst
oscillations in SN subpopulations. Simultaneous recordings of cortical and nigral
activity are required to elucidate potential coupling. Based on own ﬁndings the
SN reticulata and STN can be excluded to be such a trigger. Under identical in
vivo recording conditions neither nuclei displayed episodic activity in the range of
1-1.5Hz resembling burst-pause kinetics of CB+ SN DA neurons (section 3.2.5
and Weigand (2011)). Moreover, to directly test if repetitive bursting of SN DA
neurons is controlled by synaptic or intrinsic factors, in vivo intracellular patch-
clamp recordings detecting postsynaptic excitatory and inhibitory inputs would
be necessary. Virus-mediated inactivation or additional expression of CB in DA
neurons might elucidate its function for controlling in vivo ﬁring patterns. In
addition to Ca2+ chelators, Ca2+-binding proteins with manipulated Ca2+-aﬃnity
could be useful to titrate the cytoplasmic Ca2+ buﬀering capacity also in vivo.
In conclusion, CB– and CB+ SN DA neurons diﬀer in many respects. Be-
yond their established distinct neuroanatomical connectivity, cellular morphology
and speciﬁc subsets of ion channels, a novel correlation of CB expression with
bursty-oscillatory ﬁring was discovered in the present thesis. A direct mechanistic
involvement of the calcium buﬀer CB for the control of SN DA burst activity is plau-
sible. Alternatively, aﬀerent inputs to CB+ neurons might underlie input-generated
rhythmic bursting in vivo. Neuronal network oscillations have be shown to underlie
important brain functions, like synaptic plasticity, input selection, temporal coding
and synchronisation of cell assemblies (Buzsáki and Draguhn (2004)). Accordingly,
the unique bursty-oscillatory ﬁring mode of DA neurons might have important
implications for tonic or phasic DA release and behaviour on the one hand and for
the survival of CB+ SN neurons in PD on the other hand (see sect. 4.1.5 and 4.5).
4.1.5 Phasic and tonic ﬁring patterns critically control DA release
In the following section eﬀects of tonic single spike and phasic burst activity of DA
midbrain neurons for neurotransmitter release in their respective projection areas
will be discussed, with special emphasis on functional signiﬁcance of the newly
deﬁned bursty-oscillatory pattern. Respective mechanisms and regulatory factors
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of striatal DA release are explained in the Introduction (1.2.5).
Single spike activity of DA neurons enables a tonic background concentration
of DA in projection areas, whereas bursts trigger phasically increased DA levels
suﬃcient to activate low-aﬃnity D1 receptors (Schultz (2007b)). Accordingly,
bursting in a repetitive, oscillatory pattern is probably the most eﬃcient way
to release DA. Simultaneous measurement of DA ﬁring activity and DA release
in vivo in awake animals, revealed DA ﬂuctuations on a subsecond time scale.
These extracellular DA transients in the NAc corresponded to phasic VTA DA
neuron activity and were attenuated by reduced bursting, indicating that phasic
DA activity resulted in synaptic spillover in target regions (Sombers et al. (2009)).
In resting animals and under basal conditions DA peaks oscillated with a frequency
of 0.3Hz, roughly resembling phase kinetics of bursty-oscillatory neurons (burst-
pause periodicity of 0.55-0.9Hz). Yet this interpretation disregards the fact that
here rhythmic bursting was typically observed in the SN, but Sombers et al. (2009)
reported DA ﬂuctuations only for ventral and not for dorsal regions of the striatum.
DA synthesis, release and presynaptic mechanisms are controlled by various
factors. Furthermore, local feedback mechanisms regulate SN DA neuron activity
(Rice et al. (2011)), but the diﬀerential inﬂuences of single and burst discharges
are unknown. A plausible scenario for the bursty-oscillatory pattern is that D2-
autoreceptors are stimulated during burst and the subsequent hyperpolarising
current contributes to the interburst intervals. According to modelled DA receptor
occupancy (Dreyer et al. (2010)), high aﬃnity D2Rs are activated by tonic ﬁring
and high frequency bursting only minimally changes D2R occupancy. Thus, in vivo
the single spike-oscillatory pattern is most eﬃcient for D2R stimulation. In contrast,
high DA levels caused by synchronous burst activity are required to stimulate
D1Rs (Rice and Cragg (2008), Rice et al. (2011)). One intriguing hypothesis
raised by Dreyer et al. (2010) is the functional signiﬁcance of pauses. Pauses
between bursts are proposed to signal important information and burst-pause
spiking to mediate a diﬀerent code than individual burst discharges. During silent
periods simulated DA levels decayed to zero within 200ms due to fast diﬀusion
and re-uptake kinetics. In the bursty-oscillatory neurons found here the inactive
periods following a burst had a duration of 0.8-1.3s. According to the model,
striatal DA transients rapidly follow each cycle and during the pauses D2Rs might
be unoccupied and permanent D2R-signalling is interrupted. Consequently, the
rhythmic burst-pause mode transiently silences D2Rs, while at the same time it
ampliﬁes D1R stimulation and the movement-facilitating direct pathway. The dual
eﬀect of the oscillatory burst pattern thus seems to be most eﬃcient for mediating
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the excitatory functions of DA in the striatum.
Taken together, the background DA level and DA transients critically depend on
the balance of tonic and phasic ﬁring, population activity and striatal regulatory
microcircuits. Dynamic presynaptic mechanisms control local DA release, which is
either facilitated (e.g. enhanced release probability, increased reﬁlling of the vesicle
pool available for fusion, changes in uptake kinetics) or depressed (e.g. inhibition
via terminal D2 autoreceptors, limited DA synthesis and packaging; Montague et al.
(2004)). It is therefore diﬃcult to capture, how SN DA impulse activity translates
into striatal transmitter release with high spatial and temporal precision. Bursts
and pauses occurring asynchronously in neighbouring neurons would obliterate
each other and result in blurred population output. The degree of synchronisation
of bursty-oscillatory ﬁring between groups of neurons is of particular interest, but
remains unclear. Based on single-unit recordings as performed in the present and
most previous in vivo studies, the actual degree of synchronised activity can hardly
be estimated. Wilson et al. (1977) recorded 14 pairs of putative SN DA neurons,
of which only two showed a tendency for simultaneous ﬁring. Grace and Bunney
(1983b) proposed electrical coupling of DA neuron pairs and later studies provided
more evidence for neuronal synchrony. In vitro multi-electrode array recordings
showed that 12% of SN neurons discharged in synchrony (Berretta et al. (2010)),
and in vivo the temporal correlation of SN DA neurons increased during reward
coding (Joshua et al. (2009)). Also in the VTA coordination of unit activity was
recently described (Kim et al. (2012)). Nevertheless, simultaneous bursting of
50-100 nigral DA neurons as assumed in the model by Dreyer et al. (2010) remains
most theoretical.
In vivo multi-unit recordings combined with voltammetric measurements could
elucidate the direct, functional coupling of spontaneous and presumably synchro-
nised midbrain DA neuron ﬁring and striatal DA levels. Targeting nigral and
striatal subregions in awake, behaving animals are required to shed light on spe-
ciﬁc behavioural correlates (Garris et al. (1999)). Advanced optogenetic tools to
manipulate selective cell-types within the basal ganglia circuitry are established
(Kravitz et al. (2010), Tsai et al. (2009), Gradinaru et al. (2009)) and might enable
further detailed studies of release control and DA neurotransmission.
In conclusion, the ratio of tonic-to-phasic activity and, in particular the balance
between bursts and pauses as well as the total number of active, synchronised
neurons inﬂuence striatal DA release. A complex interplay along with modulatory
pre- and postsynaptic processes determine the diﬀerential activation of D1 and
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D2 receptor subtypes and accordingly basal ganglia output. In a simpliﬁed view,
repetitive bursts maximally activate D1Rs, whereas the burst-pause mode dampens
D2Rs, therefore strengthening the D1-mediated permissive direct-pathway. As
DA usually acts synergistically on the D1/Go and D2/NoGo pathway, increasing
the relative D1/D2 signalling strength by the oscillatory bursting mode possibly
enables additional ﬁne-tuning of temporal and spatial coding in striatal subregions.
A center-surround lateral inhibition scheme with enhanced D1/Go signalling in the
center and decreased D2/increased NoGo output in the periphery is conceivable.
4.2 A novel, exciting role of KATP channels in m-SN DA
neurons
All data addressed so far focussed on a detailed in vivo characterisation of the
DA system in normal C57BL/6 wildtype (WT) mice. The next paragraphs deal
with changes of DA neuron activity and corresponding behaviours observed due
to deletion or functional suppression of ATP-sensitive potassium (KATP) channels
in mice. The main result of the present thesis is a signiﬁcant reduction of burst
ﬁring found in a selective subpopulation of SN DA neurons lacking KATP channels.
In Kir6.2-/- mice the fundamental change of in vivo ﬁring activity, a switch from
phasic burst to tonic single spike patterns was selective to a subpopulation located
in the medial part of the SN as revealed by single-cell labelling and topographical
mapping. Kir6.2-/- m-SN DA showed a signiﬁcantly reduced percentage of spikes
in bursts and higher regularity compared to WT m-SN DA cells, whereas the
mean spike frequency was unchanged. Consistently lower SFB and CV values
were accompanied by increased single-spike oscillatory and decreased bursty spike
train patterns as conﬁrmed by both classiﬁcation strategies (ACH and GLO). In
contrast, l-SN DA neurons did not diﬀer between WT and Kir6.2-/- in any of
the parameters. In accordance with unchanged tonic ﬁring rates, previous study
detected no changes of striatal extracellular DA and DOPAC content in Kir6.2-/-
compared to WT mice (Liss et al. (2005)). However, striatal subregions were
not considered diﬀerentially and high-resolution fast-scan voltammetry to analyse
phasic DA release was not performed. It is tempting to speculate that observing
the burst phenotype of Kir6.2-/- mice was rendered possible by the use of isoﬂurane.
As shown in section 4.1.1 other narcotic drugs like chloralhydrate and urethane
suppressed burst patterns and thereby could have masked the diﬀerences between
WT and Kir6.2-/-.
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Phasic activity of VTA DA cells was not signiﬁcantly altered, relative distri-
butions of ﬁring patterns completely overlapped between both genotypes. Mean
frequency was slower in Kir6.2-/-, suggesting KATP interaction with other ion
channels that control VTA DA neuron activity (Liss and Roeper (2010)). VTA
subtypes were not further investigated here, instead analysis was focussed on the
mechanistic role of postsynaptic KATP channels in m-SN DA neurons.
I established and validated virus-mediated, cell-selective expression of dominant-
negative (pore-mutant with a point mutation in the selectivity ﬁlter) or wildtype
Kir6.2 subunits (Kir6.2_DN and Kir6.2_WT, respectively). Kir6.2_DN was suf-
ﬁcient to inhibit KATP channel function in vitro. Careful control experiments
revealed no evidence for any signiﬁcant contributions from KATP channels in the
main aﬀerent projection areas, local presynaptic terminals or local nonDA neurons
after viral delivery of Kir6.2_DN subunits. For discussion of neurotropism, selec-
tivity and side-eﬀects of virus-mediated Kir6.2 subunit expression see section 4.6.5.
rAAV2-based KATP channel silencing was combined with juxtacellular recording
and labelling to unravel the in vivo activity of single identiﬁed, virally transduced
DA neurons. Expression of dominant-negative Kir6.2_DN but not of Kir6.2_WT
control subunits impaired burst ﬁring in medial SN DA neurons to a similar degree
compared to global Kir6.2-/- mice; again, without changes of average spike fre-
quencies. In addition to the Kir6.2_DN-induced pattern change, a delay in action
potential repolarisation was observed. This might indicate that open KATP channels
signiﬁcantly contribute to the total potassium conductance that repolarises the AP
in vivo under control conditions and that their loss is developmentally compensated
in the Kir6.2-/- mouse but not when virally down-regulated in the adult.
In conclusion, a novel function of KATP channels for the control of phasic activity
of DA neurons was discovered. The selective viral strategy veriﬁed that postsynaptic
KATP channels are necessary for the critical pacemaker-burst switch in a selective
subpopulation of m-SN DA neurons that project to the dorsomedial striatum.
4.3 Mechanisms of KATP channel-triggered burst discharges
An ensemble of ion channels and ionotropic receptors are known to regulate DA
neuron burst ﬁring (see Introduction 1.2.2). In VTA DA neurons pharmacological
and recent molecular studies point to a key function of NMDA receptors for phasic
signalling in vivo (Zhang et al. (1992), Zweifel et al. (2009), Wang et al. (2011)).
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In addition, GABAergic disinhibition plays an important role in gating of in
vivo bursting (Tepper et al. (1995), Celada et al. (1999), Tepper and Lee (2007),
Brazhnik et al. (2008)). Bursting in DA neurons is also facilitated by activation
of nicotinic ACh receptors (Mameli-Engvall et al. (2006)) and mGluRs (Harnett
et al. (2009)), M-type channels (Drion et al. (2010)) as well as by inhibition of
SK channels (Ji and Shepard (2006), Ji et al. (2009), Herrik et al. (2010), Waroux
et al. (2005), Wolfart and Roeper (2002)). In the following sections biophysical
mechanisms, network contributions and metabolic aspects of KATP channel-gated
bursting will be discussed in more detail. It was not attempted to identify the
speciﬁc aﬀerent sources, neurotransmitters and modulators relevant for bursting in
m-SN DA neurons.
4.3.1 KATP channels control burst ﬁring in various cell-types
Potassium channels are expected to hyperpolarise neurons and reduce excitability.
At ﬁrst glance it might therefore be counterintuitive how KATP channels would
increase burst excitability. However, the ﬁnding of its burst-promoting role is
not unprecedented as KATP channel opening facilitates burst discharges in other
cell types and is a well-described phenomenon. Pancreatic -cells recorded in
vivo displayed a transition from continuous to oscillatory activity in response to
moderate activation of KATP channels, which was either induced by a decrease
in blood glucose levels or by diazoxide (Gomis and Valdeolmillos (1998)). The
duration of alternating active and silent phases occurring in the range of seconds
depended on the open-probability of KATP channels, e.g. KATP opening by diazox-
ide sped up phase changes. Thus, KATP activity modulates pulsatile insulin release.
In contrast, rhythmic electrical activity was transformed to a tonic pattern by
tolbutamide-induced KATP inactivation (see Figure 4.3a, Gomis and Valdeolmillos
(1998)), consistent with the burst-pacemaker switch observed in m-SN DA neurons
of global Kir6.2-/- mice. Similarly, Kanno et al. (2002) showed that KATP channel
inactivation also resulted in burst termination and a switch to continuous ﬁring of
-cells in vitro. Based on this concentration-dependent regulation of KATP opening
and closure, pancreatic islets respond to elevated blood glucose with enhanced
electrical activity and insulin release in a graded fashion. Furthermore, KATP chan-
nels are crucial for maintaining cyclic activity of neurosecreting cells (Roennekleiv
et al. (2010)). In gonadotropin-releasing hormone (GnRH) neurons hyperpolari-
sation by KATP and GIRK2 channels recruits excitatory channels important for
burst induction. Pharmacological inhibition of KATP currents impaired the robust
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a
tolbutamide (5 mM i.v.)
pancreatic β-cell in vivo
-68mV
tolbutamide (100 µM)
GnRH neuron in vitro
b
Figure 4.3: Blockade of KATP channels disrupts burst ﬁring in diﬀerent cell-types
(a) Eﬀects of tolbutamide on the electrical in vivo activity of a pancreatic -cell.
Inactivation of KATP channels induced a transition from rhythmic to continuous
pattern. Scale bar 5mV, 10s. Adapted from Gomis and Valdeolmillos (1998).
(b) Contribution of KATP channels to burst ﬁring in neurohormone-secreting
neurons. After blocking of KATP channels, ﬁring switched to a continuous mode.
Scale bar 20mV, 30s. Adapted from Roennekleiv et al. (2010).
post-burst hyperpolarisation, resulted in tonic depolarisation and a subsequent
switch from phasic to continuous activity (comp. Fig. 4.3b). Hormone-secreting
cells displayed obviously diﬀerent kinetics of active/inactive phases, with a single
burst duration of >10s. Despite the discrepancy in terms of temporal dynamics,
KATP-induced bursting resembled the bursty-oscillatory mode of CB+ SN DA
neurons in vivo. One might speculate about a more generalised role of KATP
channels and its functional signiﬁcance for an analogue pulsatile nature of DA
release, in particular given the apparent lack of bursty-oscillatory ﬁring patterns in
Kir6.2-/- mice. In support of a direct action of KATP channels for repetitive burst
activity in DA neurons, in the present PhD study no oscillatory burster were found
in the m-SN and only a few (3/19 units) in the l-SN of Kir6.2-/-.
4.3.2 KATP channels enable NMDA-mediated bursting in m-SN DA
neurons in vitro
For subthalamic neurons it was recently shown that NMDA receptor stimulation
in vitro induced the co-activation of KATP channels, which here in turn limited
NMDA-mediated burst ﬁring (Shen and Johnson (2010), Johnson et al. (1992)).
KATP channels might be similarly recruited in SN DA neurons to continuously
adjust their excitability and inﬂuence ﬁring patterns. Given the relevance of NMDA
receptors for burst ﬁring and its known interactions with KATP channels the present
study focussed on postsynaptic KATP channels and KATP-NMDAR co-activation
particularly in the m-SN DA population.
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The best method to study biophysical mechanisms of how KATP channels gate
burst ﬁring in SN DA neurons are in vitro preparations. By selective pharmacology
KATP channels can be activated or inhibited in adult midbrain slices, without the
diﬃculties discussed for in vivo drug application. To maintain physiological intra-
m-SN WT control
lag (s)
0.5 1 1.5 2 0
10 µM NN414 + 30 µM NMDA
-40mV
lag (s)
0.5 1 1.5 2 0
10 µM NN414 + 30 µM NMDA – whole cell
a
b
c
Figure 4.4: Co-activation of KATP channels and NMDA receptors is suﬃcient
to induce in vitro bursting in WT m-SN DA neurons
(a) In vitro somatic on-cell recording trace (voltage clamp, scale bars 2pA, 1s),
rasterplot (25s, scale bar 1s) and ACH (grey lines raw and black smoothed
ACH) of a synaptically isolated medial SN DA neuron in a midbrain slice
preparation from 3-month old WT mouse under control conditions.
(b) Co-application of the KATP-channel opener NN414 (10m) and NMDA
(30M) enhanced the spike rate and induced a clear pacemaker-burst switch
and in vivo-like bursts. Green bars above the on-cell trace indicate bursts
deﬁned by the 80/160ms criterion. Note the bursty-irregular pattern and
prominent initial peak in the ACH.
(c) Whole-cell recording from the same cell was established (current clamp,
scale bar 10mV, 1s) to monitor subthreshold membrane dynamics underlying
burst discharges. Note bursts riding on depolarising waves separated by
rhythmic prominent hyperpolarisations. Inset: exemplary burst in higher
time resolution (10mV, 0.1s). Compare to Fig. 4.5, see Fig. 4.6 for statistics.
(Data provided by Prof. Dr. J. Roeper.)
cellular concentrations some recordings were carried out in the on-cell conﬁguration
(Tanner et al. (2011)). The in vitro patch-clamp experiments depicted here were
performed and data were provided by Prof. Dr. Jochen Roeper (Institute for
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Neurophysiology, Goethe-University Frankfurt). Data analysis, statistical tests and
graphical illustrations were done by myself.
m-SN Kir6.2-/- control
lag (s)
0.5 1 1.5 2 0
10 µM NN414 + 30 µM NMDA
-40mV
VTA
m-SN l-SN
-3.08
lag (s)
0.5 1 1.5 2 0
10 µM NN414 + 30 µM NMDA – whole cell
a
b
c
Figure 4.5: Co-activation of KATP channels and NMDA receptors does not
trigger in vitro bursts in Kir6.2-/- m-SN DA neurons
(a) In vitro on-cell recording trace, rasterplot and ACH of a synaptically
isolated medial SN DA neuron in 3-month-old Kir6.2-/- (control). Data
presented as above (see Fig. 4.4).
(b, c) Co-application of NN414 and NMDA increased the ﬁring rate but did
not induce burst ﬁring in Kir6.2-/-. Note continuous single spike-oscillatory
ﬁring, in both on-cell (b) and whole-cell (c) recording of the same cell. Brain
atlas drawing (lower right) delineates the region in the rostromedial SN
(blue), where all in vitro recordings were performed. (Data provided by Prof.
Dr. J. Roeper.)
Based on previous studies, which demonstrated in vitro bursting in DA midbrain
neurons by combining bath application of NMDA with injection of hyperpolarising
current (Johnson et al. (1992)), ﬁrst the hypothesis was tested that activation of
KATP channels was suﬃcient to induce in vitro bursting in synaptically isolated
(10M Gabazine, 20M CNQX, 1M sulpiride, 1M CGP-55845; Blythe et al.
(2007)) m-SN DA neurons in the presence of NMDA. Consistent with those previous
reports, pharmacological activation of KATP channels in SN DA neurons by the
SUR1-selective agonist NN414 (10M, Dabrowski et al. (2003), Tanner et al. (2011))
1444 Discussion
reduced the spontaneous ﬁring rates (see Fig. 4.11 below). In the presence of
10M NMDA, NN414 induced a signiﬁcant ﬁring pattern shift and decreased the
pacemaker stability in WT but not in Kir6.2-/- mice (CV WT control: 12.93.0%,
WT NN414: 31.96.1%, n=12; Kir6.2-/-: 8.82.8% and 12.82.8%, n=10; p<0.05,
two-way repeated measure ANOVA). AP waveform parameters were not analysed
for this dataset. That KATP channel activation in vitro increases DA neuron
irregularity agrees with a recent study by Berretta et al. (2010). Multi-unit
extracellular recordings in midbrain slices revealed that 45% of SN DA neurons
did not ﬁre like pacemakers as expected from whole-cell recordings, but rather in
a more irregular fashion with a CV of 72%6. This might be due to the fact that
KATP channels are active also in vitro, if physiological intracellular ADP/ATP
concentrations remain unmodiﬁed. In the presence of 30M NMDA (Fig. 4.4)
NN414-mediated KATP activation was suﬃcient to trigger robust burst discharges
in WT mice. This NN414-induced eﬀect was absent in medial SN DA neurons from
Kir6.2-/- mice (Fig. 4.5 and 4.6) demonstrating the essential role of KATP channel
activation for NMDA-mediated in vivo bursting.
Second, the inﬂuence of KATP channel opening in vitro on responses of m-SN
DA neurons to somatic current injection (2s, from -70mV, increments of 50pA)
were investigated. (Patch-clamp experiments by Prof. Dr. J. Roeper.) NN414-
mediated KATP channel activation alone was suﬃcient to shift maximal ﬁring rates
of medial SN DA neurons by somatic current injection towards the in vivo burst
ﬁring range (20Hz, Fig. 4.7a). By contrast, maximal ﬁring rates in Kir6.2-/-
or during pharmacological inhibition of KATP channels in WT mice by 300M
tolbutamide remained signiﬁcantly below the burst frequency threshold (<12.5Hz).
Note signiﬁcantly prolonged ISIs after the initial spike with tolbutamide or in
Kir6.2-/- mice (Fig. 4.7b-d).
Third, changes in subthreshold characteristics of m-SN DA neurons triggered by
activation or inhibition of KATP channels were studied. In these whole-cell patch-
clamp experiments KATP channels were activated by washout of ATP using pipette
solutions containing 0mM ATP and elevated sodium ion concentrations (20mM).
Ramp current injections induced subthreshold membrane oscillations in the burst
frequency range (29.03.6Hz, n=8, Fig. 4.8a). Subthreshold oscillations were
locked in the pacemaker frequency range by pharmacological or genetic inactivation
of KATP channels (Fig. 4.8bc; tolbutamide: 4.10.4Hz, n=8, p<0.0001; Kir6.2-/-:
4.70.2Hz, n=5, p<0.0001; one-way ANOVA with Bonferroni post test). These
6In contrast to the extracellular in vitro recordings presented here experiments by Berretta and
colleagues were performed without pharmacological inhibition of local synaptic inputs.
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Figure 4.6: NN414 and NMDA induce a signiﬁcant pacemaker-burst switch
(a) Mean ﬁring frequencies for m-SN DA neurons in WT and Kir6.2-/-
midbrain slices. Bath-application of NN414 and NMDA signiﬁcantly enhanced
in vitro spike frequencies (WT: 2.40.2Hz and 7.70.3Hz, p<0.0001, n=8;
Kir6.2-/-: 2.10.3Hz and 6.10.2Hz, p<0.0001, n=8; paired t-tests).
(b) Spikes ﬁred in bursts were signiﬁcantly increased after NN414+NMDA
administration in vitro selectively in WT (1.10.4% and 54.59.9%, p=0.001)
but not in Kir6.2-/- (1.10.6% and 6.43.9%, p=0.24) m-SN DA cells.
(c) KATP channel- and NMDA receptor-mediated increase of burst activity
in WT m-SN DA neurons compared to Kir6.2-/- was conﬁrmed by respective
changes in ACH-based classiﬁcations. Firing pattern distributions diﬀered
signiﬁcantly for WT (p=0.0002) but not Kir6.2-/- (p=0.2). (Data provided
by Prof. Dr. J. Roeper.)
data suggest a simple model where KATP channel activation promotes burst ﬁring
by inducing a novel resonance frequency of electrical excitability. An increase
of excitability is consistent with a general role of K+ channels during fast ﬁring
(e.g. Kv3 channels in interneurons, Lien and Jonas (2003)), where repolarisation
mediated by open K+ channels facilitates the recovery from inactivation of sodium
or calcium channels. Mechanistically this might act in concert with a similar
neuronal oscillator that engages voltage-sensitive NMDAR (Deister et al. (2009)).
Moreover, it was proposed that in hippocampal neurons, where KATP channels
are known to be active at resting membrane potential, their stochastic opening
modulates burst ﬁring and underlies membrane potential oscillations (Chen and
Wu (2011)). Experimental and simulated data suggested that an optimum of KATP
activity delimits eﬃcient burst generation in response to depolarisation.
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Figure 4.7: KATP activation potentiates spiking in the burst frequency range
(a) Left: in vitro whole-cell patch-clamp recordings (current clamp) of a m-SN DA
WT neuron showing spike discharges in response to consecutive depolarising current
steps (50pA, 2s; a time frame of 225ms is shown with time relative to stimulus onset
(t=0); scale bars 10mV, 20ms). KATP channels were activated by the potent and
highly selective SUR1 KATP channel opener NN414 (bath application via perfusion
system). Grey lines indicate an ISI of 80ms following the initial-spike, corresponding
to the burst onset threshold deﬁned in vivo. Note high spike probability within
this phase. Right: Post initial-spike time histogram. Current steps of increasing
amplitude triggered high-frequency, burst-like discharges.
(b) In vitro whole-cell patch-clamp recordings (current clamp) of a m-SN DA WT
neuron in the presence of tolbutamide, a blocker of KATP channels (presented as
in (a)). Inhibition of KATP channels decreased spike probability at brief ISIs after
stimulus onset.
(c) In vitro whole-cell patch-clamp recordings of a m-SN DA neuron in Kir6.2-/-
mice (current clamp protocol as in a). Note signiﬁcantly prolonged intervals in the
absence of functional KATP channels.
(d) Activation of KATP channels in vitro induced fast ﬁring frequencies between
the initial and the ﬁrst somatodendritic spike. When KATP channels were open,
stimulus-triggered burst-like discharges had a frequency of 19.31.5Hz, which
was clearly above the in vivo burst threshold (grey line at 12.5Hz). In contrast,
pharmacological or genetic inactivation of KATP channels using tolbutamide or
Kir6.2-/- mice resulted in signiﬁcantly slower discharge rates (11.40.6Hz and
11.61.9Hz, respectively; p=0.0024, one-way ANOVA with Bonferroni post tests).
(Data provided by Prof. Dr. J. Roeper.)
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Figure 4.8: KATP channels determine the frequency of subthreshold oscillations in
medial SN DA neurons in vitro
(a) In vitro whole-cell patch-clamp recordings (current clamp) of a m-SN DA WT
neuron showed KATP channel-dependent high frequency subthreshold oscillations
and fast AP ﬁring in response to a ramp current injection (150pA) from -60mV.
Scale bar 10mV, 500ms; dashed line at -40mV. Insert: high resolution of fast
subthreshold oscillations (scale bar 50ms).
(b) In vitro whole-cell patch-clamp recordings (current clamp) of a m-SN DA WT
neuron showed KATP channel-independent slow frequency subthreshold oscillations
and ﬁring (ramp like in a) in the presence of 100M tolbutamide, a blocker of
KATP channels.
(c) In vitro whole-cell patch-clamp recordings (current clamp) of a m-SN DA Kir6.2-
/- neuron showed slow frequency subthreshold oscillations and ﬁring (ramp like a)
in the absence of functional KATP channels.
(d) Metabolic activation of KATP channels in vitro induced fast subthreshold os-
cillations with a mean frequency resembling twice the intraburst rates in vivo. In
contrast, slow pacemaker-like subthreshold oscillations were observed with phar-
macological inhibition (tolbutamide) or genetic KATP (Kir6.2-/-) channel deletion.
(Data provided by Prof. Dr. J. Roeper.)
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In an attempt to transfer the in vitro results to burst activity within the network,
I applied the NMDAR antagonist MK-801 in vivo to modulate glutamatergic trans-
mission by systemic pharmacologically. When 1mg/kg MK-801 was administered
i.p. during m-SN DA single-unit recordings in WT, it slightly increased the ﬁring
rate (+8.1%, n=4) but did neither change burstiness, regularity nor pattern. These
ﬁndings highlight the complexity of pharmacological manipulation in vivo and
are in accordance with previous studies reporting diverse and opposing eﬀects of
NMDAR blockade in intact circuits (Zhang et al. (1992), Connelly and Shepard
(1997), Kravitz et al. (2010)).
The in vitro datasets clearly demonstrate that selective KATP channel activation
is necessary and suﬃcient to induce NMDA-mediated burst ﬁring in intact m-SN
DA neurons. In accordance with previous in vitro studies in DA midbrain neurons
(Johnson et al. (1992), Deister et al. (2009)) NMDA receptor stimulation also
induced robust bursting in m-SN DA neurons, but only when KATP channels were
co-activated in these neurons. Opening of KATP channels in m-SN DA neurons
enabled depolarisation-induced maximal ﬁring rates in the burst frequency range.
Pharmacological studies have already indicated the relevance of NMDA receptors for
in vivo bursting in DA midbrain neurons (Zhang et al. (1992), Overton and Clark
(1997), Morikawa and Paladini (2011)). More recent elegant studies employing
DA-selective NMDAR1 knockout mice (DA-NR1-KO) conﬁrmed their important
role for bursting in the VTA (Zweifel et al. (2009) and Wang et al. (2011)). Very
similar to the eﬀects of KATP inactivation in m-SN DA neurons in the present study,
tonic neural activity was not changed but bursting was signiﬁcantly decreased (by
3.5-fold from 61.4 to 17.3%SFB or by 1.7-fold from 34.7 to 21.1%SFB, respec-
tively). Both groups focussed their awake electrophysiological recordings on VTA
DA neurons, but as single-cell labelling was not employed in these experiments, the
exact contribution of NMDA receptors for bursting in distinct VTA DA groups or
the neighbouring medial SN DA subpopulation – highlighted in the present thesis –
remains unknown. Based on the ﬁndings that co-activation of NMDA receptors
and KATP channels is crucial for m-SN DA neuron bursting in vitro, a similar
inhibition of phasic activity in DA-NR1-KO mice however is plausible. Beyond
these electrophysiological data both studies also established a crucial role of DA
neuron burst ﬁring for behavioural outcome consistent with the current results (see
below 4.4).
But what is linking electrical activity and opening of KATP channels? It has been
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found that ATP-consumption by the sarco-endoplasmatic reticulum Ca2+-ATPase
correlates with KATP channel activation. Calcium inﬂux during burst episodes is
associated with pump activity, leading to ATP hydrolysis and metabolic stimulation
of KATP channels, which thereby constitute a repolarising current terminating the
burst (Kanno et al. (2002)). Accordingly, in rhythmically active, respiratory
neurons Haller et al. (2001) described the dynamic activation of Kir6.2/SUR1
channels and their classical, metabolic role in activity-correlated adjustment of
neuronal excitability. Synaptically induced, highly intense rhythmic bursting
changes the transcellular ion concentrations, which are restored by the Na+-K+-
ATPase under high metabolic demand. Periodic ﬂuctuations in the ATP/ADP
ratio within submembraneous domains (range 5-40M) subsequently inﬂuence the
open probability of local KATP channels. Taken together, the electrogenic sodium
pump along with KATP channels underlie the hyperpolarisation following a burst.
Essentially similar, this mechanism was described for NMDA-induced bursting in
DA neurons (Johnson et al. (1992)).
4.3.3 KATP-dependent and KATP-independent mechanisms underlie burst
ﬁring in SN DA neurons
The results of this thesis point to a selective role of KATP channels for phasic burst
ﬁring in a subpopulation of DA neurons located in the medial SN. In contrast, in
vivo burst activity in lateral SN neurons is KATP-independent and not aﬀected by
channel inactivation. In line with these, Johnson and Wu (2004) suggested a dual
mechanism for bursting in DA neurons. First, activation of glutamate receptors via
NMDA evoked burst ﬁring in vitro. In addition to bath-applied NMDA (10-30M)
a hyperpolarising current was necessary for burst induction. One component of this
hyperpolarisation is mediated by Na+-K+-ATPase activity (Johnson et al. (1992)).
Based on the in vitro patch-clamp data, it can be proposed that KATP channels
form an additional essential element of this negative conductance. ATP-washout at
-50mV in SN DA cells generated whole-cell currents of 200pA (see Fig. 4.10 and
Liss et al. (2005)), resembling the 50-400pA applied in the protocol by Johnson and
colleagues. Furthermore, KATP-activation indeed increased membrane excitability
and triggered spiking in the burst frequency range in diﬀerent experimental settings.
How NMDA receptors and KATP channels are coupled is not yet clear. Activation
of Na+-K+-ATPases by increased Na+ inﬂux during bursts as shown by Johnson
et al. (1992) and the subsequent recruitment of KATP channels by a decrease of
ATP in the submembraneous domain is a plausible mechanism.
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Figure 4.9: SK3 channel function is predominant in lateral SN DA neurons
(a) Functional topography of SK3-mediated afterhyperpolarisation currents (IAHP)
in DA midbrain neurons in vitro. IAHP amplitudes (pA, coded by symbol size) are
relatively small in the VTA, but are of similar size in medial and lateral SN areas.
(b) Blockade of SK channels revealed region-selective eﬀects on spike train irregu-
larity in vitro. As indicated by symbol size, the apamin-induced increase of the CV
is more pronounced in l-SN compared to m-SN (and VTA) DA neurons. Adapted
from Wolfart et al. (2001).
A second, alternative way to induce burst ﬁring in vitro is the inhibition of
SK channels. In contrast to NMDA-induced bursting, this burst mode depends
on depolarisation and L-type Ca2+ channel activity (Johnson and Wu (2004)).
Also in vivo a switch from single spike to burst ﬁring was demonstrated following
SK-blockade in VTA and SN DA neurons (Waroux et al. (2005), Ji and Shepard
(2006)). Detailed in vitro mapping of SK3 expression and function by Wolfart et al.
(2001) indicated a diﬀerential role of these channels in ﬁring control of m- and l-SN
DA neurons. As illustrated in Fig. 4.9, spike train irregularity induced by the
SK-channel blocker was more prominent in lateral parts of the SN.
It is worth noting that in the present study burst ﬁring of VTA DA cells was
also found to be KATP channel independent. Two recent studies demonstrated a
NMDA-mediated mechanism underlying in vivo phasic activity in these mesolimbic
DA neurons (Zweifel et al. (2009), Wang et al. (2011)).
Taken together, these previous and present data denote two diﬀerent intrinsic
burst mechanisms with topographical prevalence in subregions of the substantia
nigra. In the medial SN burst discharges are triggered by synaptic activation of
NMDA receptors and recruitment of KATP channels. In contrast, burst ﬁring in the
lateral SN is KATP-independent and bursts are primarily evoked by inactivation of
SK channels. With respect to basal ganglia computing this might have functional
consequences for behavioural plasticity and the ﬂexible adaptation between goal-
directed behaviours mediated by the DMS and habitual control by the DLS. Under
low nutritional energy conditions KATP channel-gated burst ﬁring in the m-SN
would increase DA release in the DMS, thus initiating a Go signal that overrides
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habit-driven action control from the DLS. Hence, m-SN DA signalling has a
potential role for switching behavioural strategies from habitual to explorative
modes, inducing exploration of novel contexts and increasing the chance to detect
food sources (Kindt et al. (2007)).
4.3.4 Metabolic aspects of KATP channel-gated bursting
While pharmacological co-activation of NMDA receptors and KATP channels in-
duced robust bursting in vitro in m-SN DA neurons and indicated that their
interplay might also be suﬃcient in vivo to generate bursting, an important diﬀer-
ence remained. Under in vitro conditions, KATP channels in intact DA neurons
were not suﬃciently activated to induce a switch to the burst mode in the pres-
ence of NMDA. This implies that KATP channels in vivo possess a higher open
probability due to yet unidentiﬁed metabolic or transduction mechanism. Various
metabolic signals and extracellular nutrient concentrations regulate DA neuron and
KATP channel activity. Acute glucose administration enhanced GABA release and
directly suppressed SN DA neuron ﬁring (Saller and Chiodo (1980), Levin (2000)).
In addition, hormones like leptin (Leinninger et al. (2009), Leshan et al. (2010),
Opland et al. (2010)) or ghrelin (Andrews et al. (2009)) are operative in vivo in
the DA midbrain system and might enhance KATP channel gating in m-SN DA
neurons suﬃciently to be engaged in bursting and thereby inﬂuence DA-dependent
behaviours, in particular ﬂexible foraging strategies (Wang et al. (2006)). Palmiter
and colleagues showed that the nigrostriatal DA system is essential for the mainte-
nance of feeding behaviour, suﬃcient for survival and acts as powerful upstream
control of hypothalamic feeding centers (Palmiter (2007)). However, the detailed
synaptic and metabolic upstream mechanisms that control KATP channel-gated
bursting in SN DA neurons need to be addressed in future studies.
KATP channels have two well-established cellular functions. On one hand they
are essential components of metabolic sensor cells that monitor important variables
of global energy metabolism – most prominently, the extracellular glucose concen-
tration (Nichols (2006)). Glucose-dependent changes in KATP channel gating are
responsible for the release of important endocrine hormones like insulin or glucagon
(Ashcroft (2007)). In the brain, various hypothalamic and brainstem neurons utilise
KATP channel signalling for central glucose sensing (Coll et al. (2007), Levin et al.
(2001), Jordan et al. (2010), Kong et al. (2010)). On the other hand and in addition
to this network of metabolic sensor cells, KATP channels are widely expressed in
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excitable tissues (Karschin et al. (1997)). KATP channels exert a protective role in
response to acute metabolic challenges. Accordingly, while physiological parameters
and behaviours were not diﬀerent in WT and KATP channel-deﬁcient mice under
basal conditions, hypoxia or metabolic demand conditions revealed dramatically
reduced stress tolerance as well as impaired neuronal and muscular performance
in Kir6.2-/- (Deacon et al. (2006), Miki and Seino (2005), Yamada et al. (2001),
Clark et al. (2010), Zingman et al. (2002)). Taken together, KATP channels act
as metabolically controlled excitation brakes by matching excitability to cellular
energy states (Nichols (2006), Liss and Roeper (2001)).
The present study demonstrates a novel function of ATP-sensitive potassium
channels in the brain, which is directly opposed to this conventional role. As
shown here KATP channels in SN DA neurons in vivo act as cell-type selective
accelerators of excitatory burst ﬁring, without changing overall discharge rates.
As KATP channels gate burst ﬁring already under control conditions in m-SN DA
neurons, metabolic challenges as well as calcium and oxidative loads, might further
increase their open probability thereby enhancing cellular excitability.
4.3.5 The local SN network does not contribute to KATP-mediated burst
ﬁring of m-SN DA neurons
DA midbrain neurons are part of a local network and the basal ganglia system,
both are characterised by complex feedback and feedforward control loops. DA, for
example, is locally released from dendrites in the SNr and via D1Rs potentiates
GABA release from striatonigral terminals. Consequently, DA directly modulates
frequency and pattern of GABA SNr neurons, which in turn project back to DA
neurons (Rice et al. (2011)). Furthermore, KATP channels composed of Kir6.2 and
SUR1 subunits are highly abundant at multiple sites in the local SN network. They
exert various functions within the circuit, e.g. they play central roles in local and
striatal GABA as well as DA release and thus have a key position for modulating
the local GABAergic input to DA neurons (see section 1.3, Fig. 1.7; Patel et al.
(2011), Avshalumov et al. (2005), Amoroso et al. (1990)). These interactions
indicate a more complex picture of DA and KATP channel functions, which might
be aﬀected in global Kir6.2-/- mice or after viral delivery of dominant-negative
Kir6.2 subunits. Although our DA cell-selective viral approach argues against
functional contributions from aﬀerent and local network inputs (see below, sect.
4.6.5), intranigral and BG circuits should be considered to identify the cellular
localisation of those KATP channels that are causal for the burst-pacemaker switch
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phenotype and to consistently interpret the role of KATP channels for m-SN DA
neuron bursting.
4.3.5.1 KATP channels do not control in vivo activity of SNr neurons
Half of the synapses innervating SN DA neurons are GABAergic, which mainly
terminate on dendrites that extent into the SN reticulata. The SNr comprises one
major GABAergic input to the SN DA system and exerts signiﬁcant control over
DA neuron in vivo burst ﬁring (Tepper and Lee (2007), Brazhnik et al. (2008),
Henny et al. (2012)). Possible eﬀects of KATP channel knockout in GABA SNr
neurons were explored. In vivo baseline ﬁring rate, pattern and AP waveforms of
identiﬁed GABA SNr neurons were consistent with previous studies (Murer et al.
(1997), Celada et al. (1999), Zhou and Lee (2011)) and did not diﬀer between WT
and Kir6.2-/- mice. These results agree with an in vitro study by Yamada et al.
(2001), where GABA SNr neuron ﬁring frequencies in WT and Kir6.2-/- mice were
not diﬀerent under metabolic control conditions in an acute brain slice preparation.
The absence of altered SNr ﬁring properties in Kir6.2-/- mice demonstrated that
local network activity had no prominent role in the KATP channel-gated bursting of
m-SN DA neurons. KATP channels in SNr GABA neurons do neither regulate their
frequency nor pattern generation, but this ﬁnding does not rule out altered GABA
release from SNr boutons innervating SNc DA neurons. One shortcoming of the
present study is that medial and lateral parts of the SNr were not diﬀerentiated,
it is unknown if the SNr shows a similar medial-lateral topography as the SN DA
system. Also, major contributions from other basal ganglia nuclei (e.g. striatum,
globus pallidus) were not investigated directly in this study. However, these SNr
experiments provided no evidence for altered basal ganglia network activity in the
Kir6.2-/- mouse, which would have potentially perturbed both SNc and SNr ﬁring.
In addition, as only a negligible number of SNr GABA neurons was transduced
with Kir6.2 dominant-negative constructs, our viral approach conﬁrmed that the
SNr has no role in KATP-mediated burst ﬁring of m-SN DA neurons.
4.3.5.2 No functional KATP channels in GABA neurons intrinsic to the SN
pars compacta
As cell-selective promotors were not employed in our rAAV2 vector constructs, in
contrast to other studies (e.g. Tsai et al. (2009)) expression of viral proteins was
not genetically limited to DA neurons. To rule out non-selective transduction of
other brain regions, I carefully investigated the expression of viral proteins in the
1544 Discussion
most important aﬀerent projection areas and their respective synaptic terminals
on m-SN DA neurons. In accordance with Burger et al. (2004), no evidence was
found for retrograde or anterograde transport of HA-tagged Kir6.2_DN indicated
by the absence of respective immunoreactivity in all aﬀerent input areas as well as
in inhibitory or excitatory presynaptic terminals innervating m-SN DA neurons.
Admittedly a few nonDA neurons intrinsic to the SN pars compacta expressed
Kir6.2_DN subunits and overall accounted for about 9% of transduced cells.
Aﬀerent and eﬀerent connections of these small TH-negative, GABA-positive SN
neurons are not yet resolved and it is unknown how they are integrated into the
local network of DA neurons. Not even is their presumed interneuron identity
proven (Tepper et al. (1995)). However, they potentially inﬂuence burst ﬁring of
m-SN DA neurons.
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Figure 4.10: Lack of KATP channels in nonDA SN pars compacta neurons
No functional KATP channels in non-dopaminergic neurons (nonDA) of the
SN pars compacta. KATP washout currents were absent in vitro during
whole-cell patch-clamp recordings of SN nonDA neurons. Right: no mean
steady-state washout currents in nonDA (-2.15.3 pA, n=8; means.e.m.)
compared to DA (193.415.7 pA, n=22; p<0.0001, unpaired t-test) SN
cells. (Data provided by Prof. Dr. J. Roeper.)
Standard whole-cell and on-cell recordings on these fast-ﬁring nonDA SN neurons
were carried out by Prof. Dr. Jochen Roeper to probe for functional KATP channels.
In vitro patch-clamp experiments revealed that they showed no KATP washout
currents (Figure 4.10) or changes in ﬁring in response to the SUR1-selective KATP
channel opener NN414 (Dabrowski et al. (2003)). As illustrated in Fig. 4.11
application of the high potency KATP channel opener NN414 signiﬁcantly reduced
ﬁring frequencies of SN DA neurons (n=6, pre: 3.00.16Hz, NN414: 2.30.1Hz,
p=0.0005), but did not aﬀect SN nonDA neurons (n=4, pre: 12.91.3Hz, NN414:
13.21.5Hz, p=0.25; paired t-tests). This ﬁnding is further supported by a previous
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study, where no expression of KATP channel subunits (Kir6.1, Kir6.2, SUR1 or
SUR1) was found using single-cell RT-PCR of identiﬁed GABAergic interneurons
of the SN pars compacta (Liss et al. (1999)).
Taken together, in vivo recording and juxtacellular labelling of m-SN DA neurons
transduced with Kir6.2_DN subunits unequivocally demonstrated that postsynaptic
KATP channels are necessary for burst ﬁring. In vitro patch-clamp recordings
indicated an essential role of KATP channels for NMDAR-mediated bursting. Careful
control experiments demonstrated that neither aﬀerent or local network inputs
nor fast-ﬁring GABA SN neurons underlie the KATP-gated pacemaker-burst-switch
operative in m-SN DA neurons in vivo.
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Figure 4.11: No eﬀects of KATP activation in fast-ﬁring nonDA SNc neurons
(a) In vitro somatic on-cell recording traces of a medial SNc DA neuron
(voltage clamp, scale bars 1s, 2pA). DA identity was conﬁrmed by establish-
ing a whole-cell conﬁguration of the same cell. Note the typical broad AP
shape shown in inset (10mV, 1ms; horizontal line at -40mV). Upper panel:
spontaneous ﬁring rate (pre) and lower panel: activity after application of
the KATP channel opener NN414, which slowed down spiking of the SNc
DA neuron.
(b) In vitro on-cell recording traces of a SNc nonDA neuron (1s, 20pA).
Its nonDA identity was conﬁrmed by establishing a whole-cell conﬁguration,
note the short-duration intracellular AP. NN414 did not change ﬁring rate
of this nonDA neuron.
(c, d) Corresponding 12s rasterplot representations (scale bars 0.5s) of the
DA and nonDA neurons shown in (a) and (b). Note decreased frequency of
the DA cell due to NN414-induced KATP channel opening.
(e) Normalised frequency of SNc DA (black) and nonDA (white) neurons
pre and post administration of NN414. NN414 signiﬁcantly decreased the
mean rate of SNc DA neurons to 78.1%, but did not aﬀect SNc nonDA
neurons. (Data provided by Prof. Dr. J. Roeper.)
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4.4 The role of m-SN DA neurons for exploratory behaviour
To assess if KATP channels and burst ﬁring in DA midbrain neurons guide behaviour,
the exploratory activity of WT and Kir6.2-/- as well as virus-injected mice was
analysed. Upon initial contact with an unfamiliar environment (open ﬁeld) WT
and Kir6.2_DN l-SN control animals showed novelty-induced excitation, charac-
terised by increased locomotion. In contrast, locomotor activity of Kir6.2-/- and
Kir6.2_DN m+l-SN mice, in which KATP channels and burst ﬁring in medial SN
DA neurons was disrupted, was signiﬁcantly reduced. Moreover, rearing frequencies
in both groups of mice lacking functional KATP subunits in m-SN DA cells were
signiﬁcantly decreased compared to controls throughout the testing period. Before
the implications of KATP channel-gated burst ﬁring for novelty processing will be
discussed in light of previous literature, open ﬁeld test conditions should brieﬂy be
evaluated.
4.4.1 Open ﬁeld behavioural tests
For analysis of motor activity and unconditioned exploration in rodents the open
ﬁeld is one of the most common procedures (Ludwig (2007)). Horizontal locomotion
and vertical activity (frequency of rearing or leaning) are monitored usually over
a period of 2 to 20 minutes. Often testing involves forced confrontation with the
situation. When rats or mice are placed in a corner or the center of the apparatus,
they spontaneously prefer the OF periphery and walk close to the walls, a reaction
called thigmotaxis (Prut and Belzung (2003)). OF tests were developed originally
for testing anxiety and emotionality. Anxiety is caused by separating the animal
from its group and by the OF arena, which is much larger than the animal’s
natural home cage environment. Also, OF behaviour critically depends on lighting
conditions. Certainly a wide, unknown, brightly illuminated area from which escape
is prevented is frightening for rodents (Prut and Belzung (2003)).
Test conditions of the present work were designed to minimise anxiety or aversive
eﬀects. First, a dark, neutral OF environment using 3lux dimmed, red light
illumination was set up. Red light is not perceived by mice due to their lack
of trichromatic colour vision (Smallwood et al. (2003)). Second, according to
well-known anxiolytic eﬀects of pre-test handling, all mice were habituated to the
experimenter and procedures prior to OF analysis (Schmitt and Hiemke (1998)). To
control for group diﬀerences of anxiety-mediated inhibition of exploratory behaviour
in our OF setting, center avoidance parameters were carefully examined. Wall
distance, center visits and time spent in center were not signiﬁcantly diﬀerent in
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Kir6.2_DN injected animals (m+l-SN vs. l-SN control), which led to the conclusion
that KATP channel function in m-SN DA neurons does not interfere with anxiety.
Consistent with a more complex picture of anxiety-related behaviour in global
Kir6.2-/- mice (Deacon et al. (2006), see below), the number of center visits was
signiﬁcantly reduced compared to WT mice. To exclude overall eﬀects of anxiety
the application of anxiolytics prior to behavioural tests would be necessary. As
KATP channels are ubiquitously expressed throughout the brain, their speciﬁc role
in the various neurotransmitter systems and neuronal circuits that are involved in
anxiety behaviour remains enigmatic.
In terms of novelty-processing the open ﬁeld is not the best test paradigm,
in particular as it was forced exposure to the novel environment instead of a
free-choice novelty task. Allowing free access to the OF from a familiar cage
may reduce stressful aspects and provide a better measure of approach responses
towards novelty (Rebec et al. (1997), Prut and Belzung (2003)). In this context
I performed a pilot experiment, in which mice were placed into the OF sitting
inside a "mouse house", to which they were familiarised in their home cage. From
this shelter they could voluntarily explore the OF, but mice mostly stayed in or
on top of the house and locomotor activity could not be evaluated. In future
experiments one should implement a suitable free-choice setup and more complex,
sophisticated behavioural tasks selective for testing novelty-driven exploration (e.g.
novel stimulus presentation, Smith et al. (2009)).
4.4.2 KATP channels in m-SN DA cells control novelty-induced exploration
It was shown here that selective KATP channel-gated bursting in medial SN DA
neurons has important consequences for the behavioural output of the DA midbrain
system. Exploratory activity in a novel environment was signiﬁcantly impaired in
mice lacking m-SN DA KATP channels.
That motor activity is related to DA neurotransmission was already described by
Hoﬀman and Beninger (1985), a selective D1R antagonist suppressed locomotion
and rearing in rats. Also, the current ﬁndings are in line with a previous, more
comprehensive behavioural characterisation of Kir6.2-/- mice (Deacon et al. (2006)).
Most interestingly, the behaviour of Kir6.2-/- and WT controls diﬀered apparently
in unfamiliar situations. In tasks engaging novelty (like a new environment, novel
food or burrowing materials) Kir6.2-/- were signiﬁcantly slower in approaching
the unknown condition. Consistent with the results disclosed here, Kir6.2-/- were
less active in a novel OF showing signiﬁcantly decreased locomotor activity and
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rearings compared to WT. The testing period of three minutes nicely overlaps
with the initial phase deﬁned for the OF test and during which the predominant
diﬀerences of motor activity were found. Due to brief testing, time responses were
not further analysed by Deacon et al. (2006). Altered anxiety behaviours could not
be excluded during task performance and in the OF, which was under standard
room illumination7, hence brighter and more aversive than test conditions of the
present study. In familiar situations (e.g. within their home cage or an environment
resembling it, familiarity of used items) motor activity and spontaneous exploration
of Kir6.2-/- were unchanged. In addition, similar performance of Kir6.2-/- and WT
mice in most tests assessing motor coordination and strength excluded primary
motor deﬁcits. The behavioural role of KATP channels also indicates that they are
activated in part under physiological, metabolic control conditions. Based on slowed
decision-making and attenuated exploratory drive apparent in unfamiliar situations,
Deacon et al. (2006) concluded an altered response to novelty, being in perfect
agreement with the results presented here. Moreover, it is now possible to specify
the cellular substrate for the behavioural phenotype, namely KATP-dependent
burst ﬁring in a medial subpopulation of midbrain DA neurons. By generating a
m-SN DA neuron speciﬁc KATP channel knockout using viruses, the present PhD
thesis goes even beyond that. Admittedly, functional and selective reconstitution
of KATP channels on the Kir6.2-/- background to prove that KATP channels in
m-SN DA neurons are suﬃcient to guide behaviour, was unfortunately not feasible.
Re-expression of viral Kir6.2_WT subunits did not rescue KATP conductance in
Kir6.2-/- DA neurons. SUR1 expressionis presumably impaired in Kir6.2-/-, and,
if the ER retention motif in Kir6.2 is not masked by SUR1 subunits, forward traﬃc
of functional KATP channels to the plasma membrane is blocked (Zerangue et al.
(1999)).
With respect to the role of KATP channels as an energy sensor, it was long ago
shown that high energy states after glucose administration aﬀect KATP channel
activity and via SNr-SNc interactions (see section 1.3) lead to decreased DA neuron
ﬁring, which in turn resulted in inhibition of locomotor activity (Shimomura et al.
(1988), Saller and Chiodo (1980), Amoroso et al. (1990)). Levin (2000) suggested
a physiological role for metabolically sensitive SN DA and GABA neurons in
energy homeostasis, namely that SN DA cells monitor nutrient concentrations and
along with their decline facilitate movement and food intake. In this respect the
novel ﬁnding of KATP-gated bursting in m-SN DA neurons adds another important
7Dr. Robert Deacon, University of Oxford, personal communication
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aspect. Decreased blood and correspondingly brain glucose levels might open
KATP channels thereby enhancing phasic DA activity and exploratory behaviour.
Quantitatively the relation between glucose levels and exploration might resemble
an inverted U-shape, with an optimum of KATP channel activity that triggers high
burst ﬁring and exploration, whereas inhibitory eﬀects would prevail with maximal
KATP conductance in extreme conditions. In summary, KATP channels in SN DA
neurons and as part of the local SN and global BG network may serve as a critical
gateway of energy metabolism and motor control.
KATP channel-dependent bursting occurs selectively in rostromedial SN DA
neurons that project to posterior aspects of the dorsomedial striatum (pDMS),
where DA release controls a corticostriatal loop that is mainly involved in cognitive
function and goal-directed behavioural activation (Redgrave et al. (2010b), Haber
and Knutson (2010), Balleine and O’Doherty (2010)). Selective depletion experi-
ments in the pDMS indicated that DA release in this striatal region is important
for responding to contextual changes within goal-directed behavioural strategies
(Lex and Hauber (2010b), Lex et al. (2011), Yin et al. (2005)). This is in line
with the strong input to pDMS from entorhinal cortex (Lex and Hauber (2010a)),
which reads out a hippocampal spatial novelty signal. In turn the hippocampal
formation, where incoming events are matched with stored information, facilitates
DA neuron burst excitation by a disinhibiting pathway via subiculum, ventral
striatum and ventral pallidum – forming a functional hippocampus-VTA/SN loop
(Lisman and Grace (2005), Leutgeb et al. (2007)). Remarkably, robust activation
of the hippocampus, the ventral as well as the dorsal striatum by novel stim-
uli was actually found in human imaging studies (Guitart-Masip et al. (2010),
Wittmann et al. (2008), Bunzeck and Düzel (2006)). Many other brain regions
that are engaged in novelty-coding have direct or indirect interactions with the DA
midbrain system. Noradrenergic locus coeruleus neurons ﬁred in response novel
environmental changes (Hervé-Minvielle and Sara (1995)). Furthermore, novelty
signals generated in the SN pars compacta inﬂuence SNr neuron ﬁring, which was
diﬀerent in response to new and familiar events. As a basal ganglia output nucleus
the SNr is in a potential position to adjust ongoing learning processes (Joshua et al.
(2010)). It was demonstrated that the superior colliculus detects unexpected visual
stimuli and relays a short-latency, phasic signal to the SN (Dommett et al. (2005),
Redgrave and Gurney (2006)). Despite being functional for sensory driven simple
visual inputs, no superior colliculus activity was apparent in human fMRI studies
during discrimination of novel and repeatedly presented complex images (Bunzeck
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and Düzel (2006)).
Burst discharges have been identiﬁed as crucial temporal signals of the DA
system, not only tightly coupled to phasic increases of DA release but also coding
for important motivational signals, essential in reward-based learning, behavioural
selection and activation (Bromberg-Martin et al. (2010), Redgrave et al. (2010b),
Schultz (2007b)). As recently demonstrated, phasic but not tonic stimulation of the
VTA was suﬃcient to induce place preference in mice (Tsai et al. (2009)). Although
the stimulation paradigm (1Hz tonic, 50Hz phasic, 25 spikes) did not reﬂect
physiological ranges of in vivo single spike or burst frequencies (4-6Hz and 15-30Hz,
3-6 spikes, e.g. Hyland et al. (2002)) the study by Tsai and colleagues established a
causal link of DA neuron phasic activation with behavioural conditioning. Recent
evidence identiﬁed burst ﬁring of DA neurons as creating a striatal D1R-dependent
Go-signal for locomotor initiation and self-paced action sequences (Kravitz et al.
(2010), Jin and Costa (2010)). Accordingly, it was shown here that cell-selective
KATP channel function in m-SN DA neurons in mice is necessary not only to
gate in vivo burst ﬁring but also has important consequences for behaviour. The
persistent decrease of rearing frequencies, which was independent of a novel context,
can be interpreted as diminished initiation of exploratory motor actions, while
characteristics of single rearing events8 were unchanged.
As discussed above the degree of in vivo baseline bursting of DA neurons under
isoﬂurane anaesthesia in the present study is similar to that in awake rodents
and primates (Hyland et al. (2002), Bayer et al. (2007), see Table 4.2). But
one main shortcoming of the current study is that a direct correlation of phasic
spiking and behavioural outcome is missing. Electrical activity of identiﬁed medial
SN DA neurons should be recorded in awake animals during exploration of a
novel environment, ideally with simultaneous DA release measurements in the
pDMS. The comparison of normal mice and those lacking functional KATP channels
and thus burst ﬁring selectively in m-SN DA neurons would be of particular
interest. Without having direct proof, it was reasoned that KATP channel-gated
burst ﬁring in m-SN DA neurons might be functionally relevant in awake, freely
moving mice. But notably, one study that showed attenuated DA neuron burst
ﬁring by cell-speciﬁc NMDA receptor knockout, is seemingly in disagreement with
these behavioural results and interpretation. Locomotion of DA-NR1-KO mice,
was not changed in a novel environment (Zweifel et al. (2009)). Experimental
8E.g. rearing duration average in Kir6.2_DN l-SN and m+l-SN injected mice
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design and analyses used in their study were, however, quite diﬀerent from those
applied here. Locomotor activity was analysed in intervals of ﬁve minutes and
novelty-induced exploration, which in the present study was only apparent during
initial contact and in the ﬁrst two minutes, might have been overlooked. Many
other studies support the behavioural data and conclusions are consistent with
ﬁndings in rats, cats, primates and also humans. Already Steinfels et al. (1983a)
reported that unexpected, novel events (like opening of the door or appearance of
the experimenter) elicited brief bursts in putative DA midbrain neurons, which
were located in the medial SN9. Event-related phasic excitation was followed by
suppression of m-SN DA unit ﬁring and a behavioural orienting response of freely-
moving cats. Similarly, extracellular in vivo recordings in monkeys revealed burst
activation of SN DA10 neurons triggered by novelty and salience of an unexpected
stimulus (Ljungberg et al. (1992)). Kim and colleagues clearly showed that putative
DA and GABA neurons are responsive to novelty. Multi-electrode arrays were
targeted to the VTA (Kim et al. (2010)), but it is worth noting that unambiguous
distinction of single-units recorded in the VTA or the adjacent medial SN region
is not possible with this technique. It was proposed that information about novel
cues, which necessarily must be temporally precise, is signalled by concomitant
activation of fast-acting GABA neurons that innervate similar target structures.
In the overlapping projection areas DA then acts on a slower time-scale, according
to the rather modulatory nature of DA volume transmission (Kim et al. (2010),
Rice et al. (2011)).
When rats explored a novel environment, to which they had free access from
their home cage, a transient rise in DA neurotransmission in the mPFC and ventral
striatum was observed (Rebec et al. (1997)). Similar as found here, behavioural
activation and high catecholamine signals were apparent only in the initial phase
(1st minute) after entering the novel open ﬁeld compartment. But in contrast, no
changes were found in the neostriatum. It should be emphasised that DA clearance
is faster in dorsal striatal compared to ventral or cortical regions, and slow-scan
voltammetry with 60s-sampling intervals limited the detection of rapid changes.
Moreover, neither were striatal subregions considered nor recording sites speciﬁed
by Rebec et al. (1997). According to the present data one would not expect
increased DA release in dorsolateral parts, on the contrary dorsomedial regions of
9For overlap of anatomical position with the present study see Fig. 10 in Steinfels et al. (1983a)
10This study is incorrectly cited by Lisman and Grace (2005), the original recordings in the SN
were misinterpreted as a novelty response of VTA DA cells. Compare Fig. 1b by Lisman and
Grace (2005) and Fig. 8 by Ljungberg et al. (1992).
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the striatum should selectively be engaged in computing novelty. Goal-oriented
performances and habitual actions are processed in these distinct striatal territories,
the DMS and DLS, respectively. The functional diﬀerentiation along a medial-
lateral gradient is also reﬂected in a topographical cortico-striato-nigro-striatal loop
architecture (Balleine and O’Doherty (2010), Haber and Knutson (2010)). Given
the fact that burst ﬁring is disrupted in m-SN neurons projecting to the DMS,
one would expect not only deﬁcits of novelty-processing but also of motivation,
reward-based, action-outcome and motor learning (Redgrave et al. (2010b), Jin and
Costa (2010)). However, more complex, speciﬁed behavioural tests concerning these
other aspects of DMS signalling were beyond the scope of this and a previous study
(Deacon et al. (2006)). In terms of diﬀerent learning paradigms (goal-directed vs.
habit learning) future studies need to be directed towards elucidating the eﬀects
of KATP channels on burst ﬁring and on DA release in diﬀerent midbrain and
striatal subregions, respectively. For example, in DA-NR1-KO mice habit learning
was signiﬁcantly impaired (Wang et al. (2011)), but attenuated bursting was only
shown for VTA not for DLS-projecting l-SN DA neurons, which are supposed to
be directly related to habit formation.
Most notably, human imaging studies have demonstrated that novel cues lead to
strong hemodynamic responses of putative DA areas in the VTA/SN region. Abso-
lute stimulus novelty is coded in the DA midbrain system, its activation strength is
related to exploratory excitability and novelty-driven choice behaviour is associated
with striatal activity (Bunzeck and Düzel (2006), Krebs et al. (2009a), Wittmann
et al. (2008)). More recent high-resolution functional imaging dissociated clusters
of the DA midbrain system with discrete coding of novel and rewarding events.
Responses to novelty were primarily found in a subpopulation of neurons located
in the rostral part of the medial SN/VTA (Krebs et al. (2011)). Thus, functional
human imaging data are in good agreement to electrophysiological and behavioural
data of mice revealed in this PhD thesis.
In conclusion, the present results are consistent with a selective behavioural
function of KATP channel-gated bursting in m-SN DA neurons as an essential
trigger for DA-dependent initiation of exploratory behaviour, either in response to
contextual changes or as a constant bias in explore-exploit conﬂicts.
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4.5 The role of KATP channels in Parkinson’s disease
It was previously demonstrated that the presence of KATP channels promotes
neurodegeneration selectively in vulnerable SN but not in more resistant VTA DA
neurons in chronic mouse models of Parkinson’s disease (Liss et al. (2005)). This
study ﬁrst established a direct link between KATP channels and the pathomechanism
of PD. Other ion channels, like L-type calcium channels, have also been implicated
in the diﬀerential vulnerability in PD (Chan et al. (2007), Guzman et al. (2010)).
However, how ion channels contribute to the pathophysiology of human SN DA
neurons in PD is unknown. The potential impacts of dysregulated KATP channel
function and burst ﬁring in m-SN DA neurons for the behaviour of PD patients,
were already brieﬂy mentioned above. In the following chapter consequences
and mechanistic implications of the newly described burst-promoting role of KATP
channels for the neurodegeneration of DA midbrain neurons will be considered. First,
novel data regarding the expression of KATP subunits and functional properties of
human SN DA neurons in PD patients will be depicted.
4.5.1 Up-regulation of KATP channel subunit SUR1 in SN DA neurons of
PD patients
Prof. Dr. Birgit Liss and Dr. Falk Schlaudraﬀ (Institute of General Physiology, Ulm
University) proﬁled mRNA expression levels of the KATP channel subunits Kir6.2,
SUR1 and SUR2 in human DA neurons from PD patients and controls. In addition,
transcripts of the calcium-binding protein calbindin, which is expressed by more
resistant neurons in PD, and of the essential NMDA receptor subunit NR1, which
was implicated in DA burst activity (Zweifel et al. (2009), Wang et al. (2011)), were
also analysed. Molecular biology experiments and data analyses were performed by
Dr. Falk Schlaudraﬀ based on established UV laser-microdissection and quantitative
expression proﬁling techniques of human brain tissue (Gruendemann et al. (2008)).
For a detailed description of experimental protocols refer to Gruendemann et al.
(2011) and Schlaudraﬀ (2010).
In accordance to the preferential survival of CB+ SN DA neurons in PD (Yamada
et al. (1990), Damier et al. (1999)), increased CB expression was detected in
surviving medial SN DA neurons from PD brains (N=5-8) compared to controls
(N=5, Figure 4.12c, data are summarised in Table 4.4). In addition, mRNA levels of
the regulatory KATP channel subunit SUR1 were 1.8-fold higher in SN DA neurons
from PD patients and signiﬁcant compared to controls. Also, mRNA levels of the
NMDAR1 subunit were signiﬁcantly elevated in PD. In contrast, mRNA expression
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Figure 4.12: Increased mRNA levels of the KATP channel subunit SUR1 in SN DA
neurons of PD patients
(a) Neuromelanin-positive SN neurons isolated via laser-microdissection (UV-LMD)
from cresylviolet-stained cryosections of human post mortem midbrain tissue (scale
bar 100m).
(b) Individual midbrain neurons from brains of control subjects (middle) and PD
patients (PD, right) before and after UV-LMD (20m).
(c) Selective transcriptional dysregulation of the KATP channel subunit SUR1 in
SN DA neurons from human PD midbrains. Cell-speciﬁc average mRNA levels of
SUR1 were signiﬁcantly increased in SN DA neurons from PD brains compared
to matched controls, while mRNA levels of Kir6.2 or SUR2 were not diﬀerent.
mRNA of calbindin and the NMDA receptor subunit NR1 were also signiﬁcantly
higher in PD compared to control DA neurons. (Data provided by Prof. Dr. B.
Liss and Dr. F. Schlaudraﬀ.)
of SUR2 and the pore-forming subunit Kir6.2 were not altered.
These quantitative expression proﬁling experiments demonstrated higher mRNA
abundance of the KATP channel subunit SUR1 in human SN DA neurons in PD.
As SUR1 promotes surface expression of KATP channels (Zerangue et al. (1999)),
its up-regulation is likely to increase the number of functional channels.
4.5.2 Increased burstiness in SN DA neurons of PD patients
As the present mouse data suggest that increased KATP channel numbers in SN
DA neurons lead to enhanced burst ﬁring without altering tonic activity, in vivo
ﬁring rates and patterns of putative DA neurons from the human SN were analysed.
The unique set of human spike train data, which were intraoperatively recorded
from PD patients undergoing DBS surgery (Zaghloul et al. (2009)), was kindly
provided by Dr. Kareem A. Zaghloul (National Institute of Neurological Disorders
and Stroke, Bethesda, USA) and re-analysed identical to the mouse dataset (see
section 2.5). Based on expected mean rate and stationarity, 13/15 of the presumed
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control (N=5-8) PD (N=5) Wilcoxon rank test
mean s.e.m. n mean s.e.m. n p-value
K-ATP channel subunits
SUR2 pg 66.6 6.8 9 72.7 6.7 6 0.53
SUR1 pg 118.2 10.3 16 207 24.5 23 0.01
Kir6.2 pg 67 5.2 30 63.8 5.1 23 1.00
Calcium-binding proteins
calbindin pg 55.4 13.1 20 317.7 54.8 33 <0.0001
NMDA receptor subunits
NR1 pg 4.6 1.8 9 46.7 6.9 40 <0.0001
Table 4.4: mRNA expression levels of human SN DA neurons from controls and
Parkinson’s disease patients
The table summarises mRNA expression levels of diﬀerent channel subunits (KATP
channels, NMDA receptors) and calbindin in post mortem midbrains of Parkinson’s
disease patients and matched controls. (mRNA levels per cell are given as picogram-
equivalents of total cDNA, in pools of 15 neuromelanin-positive medial SN neurons.
Data are presented as mean, s.e.m. and number of cell pools (n). p-values in the right
column denote results of Wilcoxon rank tests. Statistically signiﬁcant diﬀerences
between control and PD subjects are highlighted in green.
SN DA neurons were selected for analysis. Phases of inconsistent baseline ﬁring
and frequencies >100Hz were excluded from original recording traces.
These PD SN DA neurons indeed showed no diﬀerence in mean rates but displayed
twofold higher burst ﬁring (%SFB) as well as higher variability compared to record-
ings from mice in this study. Burstiness and irregularity measures were also higher
than those from awake rodents (Hyland et al. (2002)) and primates (Bayer et al.
(2007)), which are added as grey lines in Fig. 4.13b,c. The ACH- and GLO-pattern
analyses conﬁrmed the dominance of burst activity in surviving SN DA neurons
from PD patients. Electrical properties of putative SN DA neurons in human PD
patients and statistical comparison to the mouse dataset are listed in Tab. 4.5. In
the absence of genuine control recordings from healthy human subjects, SN DA data
from awake primates are currently the most suitable choice for comparative analysis.
Taken together, it was demonstrated that elevated mRNA expression of KATP
channel and NMDA receptor subunits and a high degree of in vivo bursting exist
in human SN DA neurons from PD patients. In combination with the ﬁndings in
mice this supports the notion of a novel role for KATP channel-gated burst ﬁring in
SN DA neurons in the pathophysiology of PD. However, a challenging question
remains regarding the interpretation of these observations. Is stressful bursting of
SN DA neurons via up-regulated KATP channels a functional compensation for DA
depletion or the cause for SN DA neuron death in PD? Or, in other words, are
these bursts "good" or "bad"?
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Figure 4.13: High levels of burst ﬁring of human SN DA neurons from PD patients
(a) Firing activity of a putative SN dopamine neuron recorded in a PD patient
presented as rasterplot (scale bar 1s), ACH and ISIH.
(b) Mean frequency and CV of 13 putative DA neurons recorded from PD patients
are plotted in comparison to SN DA neurons from WT mice in this study (n=32,
Fig. 3.5), awake rats (Hyland et al. (2002); dark grey, dashed line) and awake
monkeys (Bayer et al. (2007); grey, dashed line). Mean frequencies were similar,
but note higher irregularity in PD.
(c) High burst ﬁring in human SN DA neurons of PD patients. SFB was 2.4-fold
higher in PD patients compared to rodents (anaesthetised mice and awake rats
(grey line as in a)).
(d) Dominance of bursty-oscillatory ﬁring pattern (solid black bar) in human PD
SN DA neurons revealed by ACH- and GLO-based classiﬁcation. (Human spike
train data provided by Dr. K. Zaghloul.)
4.5.3 Stressful or compensatory bursting of SN DA neurons via
up-regulated KATP channels
Expression data and functional recordings from human SN DA neurons demon-
strated elevated KATP subunit expression in PD as well as high burst ﬁring, which
do not prove but are consistent with an increased number of functional KATP chan-
nels. In concert with concomitantly enhanced NMDA receptors, KATP channels may
facilitate bursting, as suggested by in vivo as well as in vitro electrophysiological
recordings in mice. The dataset presented here, is currently the most direct evidence
for the contribution of altered ion channel expression to the electrophysiological
phenotype of DA midbrain neurons in PD. Despite the lack of direct evidence, the
burst-promoting function of KATP channels in m-SN DA neurons might already
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human SN DA t / U-test *
mean s.e.m. n p-value
spike train properties
mean frequency Hz 3.5 0.4 13 0.17
CV % 154.9 15.6 13 <0.0001
SFB % 57.9 3.1 13 0.0001
intraburst properties
spikes per burst  # 3.3 0.2 13 0.65
short bursts (2-spikes) % 45.3 3.0 13 0.88
long bursts (>4-spikes) % 17.8 3.2 13 0.89
mean burst frequency Hz 20.2 0.6 13 <0.0001
relative pattern distribution Chi-square
(Fisher`s exact test)
ACH-based classification % # n 0.0045
single spike - oscillatory 0.0 0 13 0.042
single spike - irregular 30.8 4 0.72
bursty - oscillatory 69.2 9 0.0051
bursty - irregular 0.0 0 0.09
GLO-based classification 0.015
single spike - oscillatory 0.0 0 13 0.042
single spike - irregular 15.4 2 1
bursty - oscillatory 69.2 9 0.0051
bursty - irregular 15.4 2 0.47
Table 4.5: In vivo electrophysiological properties of putative SN DA neurons from
human PD patients (awake, during DBS surgery)
In vivo electrophysiological properties of putative SN DA neurons recorded in awake
Parkinson’s disease patients during DBS surgery (Zaghloul et al. (2009)). SN DA
neurons in PD displayed a higher percentage of burst ﬁring and larger CV compared
to mouse SN DA neurons in this study as well as those recorded in awake primates
and rodents. ? p-values indicate unpaired t-tests or U-tests between human SN
DA from PD patients and mice SN DA presented in this study. Activity pattern
distributions (ACH- and GLO-based) were analysed using Pearson’s Chi-squared
and Fisher’s exact tests. Statistically signiﬁcant diﬀerences between the diﬀerent
datasets are highlighted in green.
be disturbed during an early stage of PD. Clinical studies documented reduced
exploratory excitability, novelty-seeking and choice perseveration in PD patients
(Bódi et al. (2009), Frank et al. (2004)). There is behavioural evidence for compen-
satory up-regulation of burst-dependent phasic signalling, which is associated with
learning rates in foraging tasks (Rutledge et al. (2009)). Not only do PD patients
oﬀ medication maintain similar learning rates from positive feedback compared to
age-matched controls despite their DA depletion, but they have signiﬁcantly higher
learning rates on L-DOPA. Based on current reinforcement learning theories this is
best explained by increased burst signalling in SN DA neurons in PD as shown
here. Consistent with the functional data on calbindin-positive SN DA neurons
in mice, most (>65%) of the human SN DA neurons from PD patients showed a
bursty-oscillatory spike pattern. The increase of bursting, which is most eﬃcient
for DA release (Gonon (1988), Montague et al. (2004), Schultz (2007a)), might
be a compensatory response of remaining SN DA neurons in order to maintain
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striatal DA levels, when faced with the loss of these DA midbrain neurons in PD.
This adaptive strategy will also bias the Go-NoGo basal ganglia learning system,
but how the very robust bursty-oscillatory pattern inﬂuences BG computation and
ﬂexible behaviours, however, is not understood.
In addition to a potentially compensatory role, a chronically altered pattern of
excitation might have also implications for the degeneration process itself. Enhanced
KATP channel expression and burst ﬁring of surviving human SN DA neurons from
PD patients might indicate a pathophysiological role of increased KATP function
in this progressive neurodegenerative disorder. The in vivo burst-gating function
of KATP channels in SN DA neurons may also explain their previously identiﬁed
but enigmatic role for diﬀerential vulnerability of DA neurons, where genetic
inactivation of KATP channels resulted in a selective protection of highly vulnerable
SN DA neurons (Liss et al. (2005), Michel et al. (2006)). Metabolic stress and
mitochondrial dysfunction are important trigger factors for PD (Chan et al. (2007),
Guzman et al. (2010), Surmeier et al. (2009)). In contrast to the well deﬁned
function of KATP channels as cell-protective excitation brakes (Nichols (2006), Miki
and Seino (2005)), they have an opposite function in SN DA neurons where they
facilitate excitatory burst ﬁring already under metabolic control conditions. Thus,
metabolic challenges might further increase their open probability and thereby
enhance cellular excitability as well as calcium and oxidative loads. A previous
study showed that genetic inactivation of KATP channels rescued all SN DA neurons
in PD mouse models (Liss et al. (2005)). Given that under control conditions KATP
channels were essential only in medial SN DA neurons for in vivo bursting in mice,
this might also indicate that KATP channels acquire or enhance their function as
burst gates throughout the entire SN during chronic metabolic challenges. Increased
mRNA levels of the KATP channel subunit SUR1 in human SN DA neurons from PD
patients indicate that this gain-of-function process has a signiﬁcant transcriptional
component. Moreover, increased burst ﬁring of surviving SN DA neurons in PD
patients without changes in overall ﬁring rates is consistent with an increased
number of functional KATP channels according to mouse data from the present
thesis.
In light of a self-defeating, maladaptive strategy KATP channel-gated in vivo
burst ﬁring in already metabolically challenged human PD SN DA neurons is likely
to promote excitotoxicity and increased calcium loading, synergistically with NMDA
receptors and voltage-gated L-type Ca2+-channels (Chan et al. (2007), Guzman et al.
(2010), Deister et al. (2009)). Defects in PARK genes and environmental factors fur-
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ther reduce mitochondrial Ca2+ buﬀering capacities and accelerate Ca2+-triggered
ROS production (Hardy (2010), Guzman et al. (2010)). Mitochondria-generated
ROS in turn activate KATP channels in highly vulnerable SN DA neurons (Liss et al.
(2005)) and could lead to a vicious spiral of metabolically ampliﬁed, burst-triggered
excitotoxicity and calcium overload. This positive feedback might lock SN DA
neurons in a highly "stressful bursting" state in vivo, potentially resulting in their
degeneration. This view is contrary to the interpretation of "stressful pacemaking"
of DA neurons, during which Ca2+ was proposed to enter constantly through Cav1.3
channels (Chan et al. (2007), Bean (2007a)). This conclusion, however, is solely
based on in vitro brain slice recordings in juvenile mice without recording the actual
in vivo activity of vulnerable SN DA neurons or at least deﬁning L-type channel
contributions to the complex ﬁring patterns in vivo. In striking contrast, the
ﬁndings by Liss et al. (2005) together with the present data suggest that stabilising
an in vivo single spike mode by KATP channel inhibition might be neuroprotective
for SN DA neurons by attenuating the metabolic demands of bursting. Although
bursts are important coding signals in the DA system they increase the cytosolic
Ca2+ burden. Usually Ca2+ concentrations are maintained in a narrow range,
Ca2+ overload leads to mitochondrial oxidative and energetic stress and is the
key determinant for DA vulnerability (Chan et al. (2009), Sulzer (2007), Bishop
et al. (2010)). Despite the apparent diﬀerences mentioned above, L-type and KATP
channel-mediated neurodegeneration share these common downstream targets at
the mitochondria level (Liss et al. (2005), Guzman et al. (2010)). The crucial role
of Ca2+ is also consistent with the relative sparing of CB+ SN DA neurons in
PD (Yamada et al. (1990)), the CB mRNA expression results and functional data
on CB+ SN DA neurons in mice presented here (see section 3.1.2). High burst
rates during bursty-oscillatory ﬁring of CB+ neurons at ﬁrst glance contrasts their
preferential survival and contradicts the above mentioned interpretation. But on
the other hand, it stresses the functional signiﬁcance of CB for protecting neurons
against burst-triggered and Ca2+-mediated toxicity. Future studies in chronic PD
mouse models with DA-selective manipulation of KATP channel expression and
gating are needed as a next step to resolve these open questions.
Increased excitability of remaining DA neurons in PD is supported by previous
ﬁndings in toxin-based or transgenic animal models. Agid et al. (1973) observed
accelerated DA turnover in a 6-OHDA rodent model and already suggested electro-
physiological changes and hyperactivity of surviving DA neurons as a compensation
for DA deﬁciency in striatal projection areas. Indeed, Hollerman and Grace (1990)
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could show that extensive 6-OHDA lesions (>96% loss of striatal DA following i.c.v.
administration of 6-OHDA) increased burst ﬁring of surviving DA neurons threefold
compared to baseline control levels. In in this study, DA depletion of <96% did not
aﬀect burstiness days or weeks post lesioning. In another partial lesion 6-OHDA
model ﬁring rate, irregularity and burst activity of remaining SN DA neurons were
signiﬁcantly elevated. A mechanistic explanation for this hyperexcitability that
possibly results in excitotoxicity is increased STN and PPN activity along with
enhanced glutamatergic drive of nigral neurons. These changes were described in
PD and its animal models (Chen et al. (2009)), whereas the PPN itself degenerates
in the real human disease. Structural re-organisation and changed activity of the
DA-depleted basal ganglia network in PD are intensively discussed (Wichmann and
Dostrovsky (2011)). According to Murer et al. (1997) post 6-OHDA-lesioning SNr
GABA neurons ﬁred also more irregular and switched to a bursty pattern, which
might indirectly inﬂuence ﬁring of nigral DA neurons. Exaggerated oscillations in
the -frequency range and pathological synchronisation within diﬀerent BG nuclei
and the cortex were found in 6-OHDA rodent models and PD patients (Mallet
et al. (2008b), Moran et al. (2011)). Moreover, Bishop and colleagues studied
the electrical properties of vulnerable SN DA neurons in a genetic PD-model
using PINK1-deﬁcient mice. In vitro and in vivo electrophysiological recordings
revealed that SN DA neurons in PINK1-deﬁcient mice ﬁred more irregular and
more bursty compared to WT controls. Mechanistically increased irregularity
and burstiness were paralleled by a functional reduction of SK channel activation,
caused by disturbed cytoplasmic calcium signalling (impaired Ca2+ release from ER
and mitochondria). PINK1-related changes were selective for SN pars compacta
neurons, whereas VTA DA and SNr GABA neurons were not aﬀected (Bishop
et al. (2010)). It is a matter of debate if similar or diverse mechanisms underlie
neurodegeneration in PD and normal aging (Fearnley and Lees (1991), Thal et al.
(2004), Collier et al. (2011)). Age-dependent changes of SN ﬁring activity were
described as a DA subpopulation-selective increase in ﬁring frequency in aged mice
(>20 month, Bauer et al. (2010)) or high irregularity and burstiness in old rats (18
and 24 month of age, Ishida et al. (2009)). Future studies should specify changes
for DA subpopulations and address potential correlations between aging and the
development of PD in animal models. Moreover, it will be of critical importance to
employ optimised and more selective animal models that target the sensorimotor
striatum, better reﬂect aspects of the real human disease and closely resemble the
cellular pathomechanisms. Further research is required to clarify if in PD all these
changes ﬁnally lead to disturbed tonic pacemaker-/rate or phasic burst-/pattern
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coding within the BG and their BG output nuclei (Redgrave et al. (2010b)).
Hence, altered DA neuron excitability may precede neurodegeneration. By con-
trolling electrical activity, ion channels and their modulators seem to play a central
role for the preferential susceptibility of SN DA neurons and may constitute a
common pathomechanism (Bishop et al. (2010)) and potential therapeutical targets,
e.g. blockade of L-type Cav or KATP channels were previously shown to prevent
neurodegeneration of SN DA neurons in toxin-induced PD models (Liss et al. (2005),
Chan et al. (2007)). In addition, ﬁndings by Giustizieri et al. (2007) support bene-
ﬁcial eﬀects and clinical relevance of KATP channel blockade in PD and its animal
models. Memantine, in addition to its action as a NMDA receptor antagonist, was
shown to decrease KATP channel conductance in DA neurons (Giustizieri et al.
(2007)). Thus, according to the present data, the neuroprotection by memantine in
PD, might be best explained by its dual role in inhibiting NMDA receptors as well
as KATP channels thereby reducing detrimental bursting and excitotoxicity. Beyond
that, sulfonylurea drugs that close KATP channels are taken daily by millions of
diabetic patients to stimulate insulin release (Ashcroft (2007)). Results concerning
a correlation of diabetes and PD are controversial, in particular as multiple factors
(like experimental design, diabetes medication, comorbidity, lifestyle, environmental
background) inﬂuence epidemiological analyses. One prospective study associated
type 2 diabetes with an increased risk of idiopathic PD (Hu et al. (2007)). On the
contrary, two retrospective case-control studies reported a signiﬁcantly lower risk of
PD (Powers et al. (2006), Scigliano et al. (2006)). A reduced prevalence of PD by
antidiabetic sulfonylurea treatment would be consistent with the hypothetical role
of KATP channels for neurodegeneration. Potential KATP channel-based therapeutic
strategies for PD must strike a balance between promoting compensatory functions
and neuroprotection, while also preserving its important physiological roles.
In conclusion, KATP channel-gated bursting provides one conceivable cell-speciﬁc
explanation for the pathomechanism of Parkinson’s disease that helps to unify
diﬀerent PD-trigger factors like mitochondrial dysfunction, oxidative stress, excito-
toxicity and calcium overload into to a coherent pathophysiological scenario – as a
potentially maladaptive strategy of SN DA neurons in an attempt to compensate
for the progressive DA depletion.
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4.6 Technical aspects of in vivo experiments
4.6.1 Characteristic in vivo properties of DA single-units
As discussed in detail above (see sect. 4.1) the electrophysiological properties of DA
neurons recorded in the context of this PhD project in anaesthetised mice in vivo
are in good agreement with the previously described proﬁle of these cells. Only well-
isolated single-units (signal-to-noise ratio >5:1, uniform action potential amplitudes
of >1mV and stable baseline) were recorded in a juxtacellular conﬁguration. In
cases when a prominent second unit arose during recording, which was often ﬁrst
noticed on the audio monitor, the measurement was aborted. To assure that the
same neuron was recorded throughout each trial, the oscilloscope was set to display
individual APs in high magniﬁcation. With the reﬁned stereotaxic coordinates
DA single-units were reliably found in 95% of all sessions. Given stable baseline,
spike amplitude and a signal-to-noise ratio of >5:1 neuronal activity was recorded
for 10-12 minutes, which exceeded the standard recording times of most previous
studies. In the complex in vivo setting 30-40% trials had to be aborted prematurely
because of sudden break, decreasing spike heights or vanishing of the unit.
4.6.2 Juxtacellular labelling enables identiﬁcation of DA subpopulations in
vivo
As part of this PhD project I established in vivo single-unit recordings and juxtacel-
lular neurobiotin labelling in the laboratory of Prof. Dr. Jochen Roeper. Technical
aspects and advantages of these key in vivo techniques will be discussed in detail
here. Extracellular recording combined with juxtacellular labelling of single-units
allowed direct one-to-one correlation of physiology and anatomical, morphological
and immunohistological parameters at a single cell level in vivo (Ungless and Grace
(2012)). To achieve rough functional mapping, reﬁne analysis and diﬀerentiate DA
from nonDA neurons, electrode positions in SN or VTA regions were veriﬁed and
antidromic stimulation protocols or pharmacological tests were applied already in
early reports (Bunney et al. (1973), Wilson et al. (1977), Steinfels et al. (1981),
Clark and Chiodo (1988)). By intracellular recordings, L-DOPA ﬁlling and sub-
sequent ﬂuorescence histochemistry for veriﬁcation of the DA phenotype one of
these very ﬁrst in vivo studies even succeeded in neuronal identiﬁcation of single
cells (Grace and Bunney (1980)). Despite critical assessment these intracellular
recordings with sharp microelectrodes disrupt membrane integrity and are more
invasive than the juxtacellular technique (Pinault (1996)) that was performed in the
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present study. Due to the extra-/juxtacellular conﬁguration spontaneous activity,
neuron physiology and cytoplasmic ion concentrations remain undisturbed.
For juxtacellular labelling, as introduced in section 2.4.2, neurobiotin or biocytin
can be used and both substances provided similar results. After uptake they
diﬀuse within somatodendritic compartments and as tracer substances they are
also transported anterogradely along the axon (transport speed: 1mm/h). NB is
more soluble, better suitable for iontophoresis and remains in cells longer. However,
both compounds are degraded after long survival periods (>40h; Lapper and
Bolam (1991), Duque and Zaborszky (2006)) and are not suitable for long-range
tracing experiments to identify projection targets of individually recorded neurons.
NB or biocytin neither stained complete axons nor synaptic terminals of DA
neurons11. Juxtacellular labelling trials with other substances, e.g. own pilot
experiments with the anterograde tracer PHA-L or negatively charged DNA-vectors
coding for synaptic proteins12, were without results. Matsuda et al. (2009) recently
described a successful viral approach to reconstruct axonal arborisations of single DA
neurons in the striatum, however without linking anatomical details to functional
or electrophysiological data.
Following in vivo recording the juxtacellular technique yielded unequivocal
identiﬁcation of 145 neurons in the present study. With training and experience the
success rate of labelling DA neurons was >80%. Extracellular NB deposits were
never detected and juxtacellular labelling always resulted in ﬁlling of only a single
cell. Accordingly, Lin et al. (2003) did not detect diﬀusion of NB between SN DA
neurons after whole-cell recordings in brain slices. However, several lines of evidence
indicate electrotonic coupling of DA neurons. Based on in vivo extracellular
recordings of almost simultaneously spiking neurons as well as intracellularly
recorded EPSPs and dye-coupling experiments, Grace and Bunney (1983b) ﬁrst
proposed the existence of electrical or gap junctions between neighbouring SN DA
neurons. Dual whole-cell patch-clamp recordings of neuron pairs in rat brain slices
conﬁrmed that functional electrical synapses link nigral DA neurons (Vandecasteele
et al. (2005)). The discrepancies between these studies and the current observations
might be explained by diﬀering experimental conditions (e.g. diﬀerent labelling
techniques, species and developmental stages).
The labelling protocol was only applied to stable single-units ideally with spike
amplitudes >1mV. Neuronal responses were carefully monitored and impulse ac-
11Dr. Peter J. Magill, University of Oxford, personal communication
12Dr. Pablo Henny, University of Oxford, personal communication
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tivity had to be modulated for at least 25s for the cell to be labelled certainly.
Current application without entrainment of the neuron did not result in labelling.
Local electroporation by juxtamembraneous current pulses and NB uptake via
transient pores in somatic or dendritic membrane patches were proposed as un-
derlying biophysical mechanisms (Houweling et al. (2010), Pinault (1996), Duque
and Zaborszky (2006)). Based on various control experiments these studies also
provided convincing proof that the recorded and entrained neuron is always the
one labelled. Labelling quality and extent depended on duration and intensity of
modulation during juxtacellular current application. Labelling of the cell soma was
suﬃcient to verify co-localisation of NB and diﬀerent marker proteins (e.g. TH, CB,
HA-tag) and to determine the neuron’s position within midbrain nuclei. Dendrites
and in rare cases also the axon were only ﬁlled with NB at short distance (maximally
up to 0.5mm). Detailed morphological reconstructions were beyond the scope
of this study. To reveal dendritic and axonal morphology electrical stimulation
should continue for up to 20 minutes (Henny et al. (2012)). A more direct way to
label single neurons in vivo would be an intracellular approach where the tracer is
diﬀusing from the pipette to the cytoplasm. Recently described nanostimulation
is a clever advancement of the juxtacellular labelling technique (Houweling and
Brecht (2008), Houweling et al. (2010)), further in vivo recording techniques will
be discussed below (sect. 4.7.2).
To my knowledge, the present study is the most comprehensive analysis comparing
immunohistochemically identiﬁed subpopulations of DA neurons in the SN and
VTA (but see juxtacellular studies by Ungless et al. (2004), Luo et al. (2008a),
Brown et al. (2009), Brischoux et al. (2009), Henny et al. (2012)). Altogether 145
neurons were characterised and labelled in vivo, whereas 40 of these were transduced
with rAAV2 vectors prior to in vivo recording. The unique and novel combination
of techniques established here – i.e. virus-mediated gene-transfer plus in vivo
recording, NB labelling and single-cell identiﬁcation – was not reported before.
Though resolution at a single cell level is particularly relevant to unequivocally
deﬁne the functional in vivo phenotypes of genetically altered neurons.
4.6.3 Analysis of burstiness and ﬁring patterns of DA neurons
4.6.3.1 Limitations of burst detection algorithms
The detection of bursts in neuronal spike trains by visual inspection may be clear-cut
and intuitive (for example see Fig. 3.2). Bursts are brief periods of AP discharges
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with a higher frequency than background activity and usually occur rarely and
surprisingly. However, a general concept and reliable detection algorithms for
bursts are still missing, in particular as burst characteristics are highly variable in
diﬀerent types of neurons (Gourévitch and Eggermont (2007)). For DA neurons a
heuristic for burst detection was established by Grace and Bunney (1984a) based
on numerical analysis of 75 DA neurons recorded in vivo. Accordingly, a burst
begins with two concurring spikes within an ISI shorter than 80ms and ends with
the following ﬁrst ISI that exceeds 160ms. This classical 80/160ms criterion is
widely used since nearly 30 years and has proven to be useful for many recording
conditions. However as the 80/160ms criterion is a somewhat arbitrary deﬁnition,
the detection of "real" bursts and the physiological relevance of provided information
are debatable. One major limitation is its dependence on absolute ﬁring rates, high
ﬁring frequencies correlate with a high percentage of bursts. Although continuous
ﬁring at burst onset rates of >12.5Hz are out of the normal range of DA neuron
activity, the lower threshold of 6.25Hz is not. Hence, along with a high degree of
irregularity false-positive results might be obtained.
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Figure 4.14: Correlation of spike train parameters
(a) The percentage of spikes ﬁred in bursts plotted against frequency for
m-SN, l-SN and VTA DA neurons of the present in vivo dataset (n=46)
recorded in WT mice. Corresponding ﬁring patterns are colour-coded (ACH-
based classiﬁcation). Note correlation of SFB and frequency and particular
overlap of high SFB levels with bursty spike modes.
(b) SFB plotted against coeﬃcient of variation for m-SN, l-SN and VTA WT
DA neurons. Note that also ﬁring patterns (colour-code as in a) overlap with
both parameters. Single spike modes mainly cluster at relatively low levels
of CV and SFB, whereas most cells classiﬁed as bursty are characterised by
higher CV and SFB values.
In accordance, also the dataset of the present study (WT, n=46 DA cells) showed
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correlated burst and frequency parameters. The correlation of %SFB and ﬁring rate
was statistically signiﬁcant (r=0.505, p=0.0003), see Fig. 4.14a, which also provides
corresponding information about spike patterns. Pattern classiﬁcation conﬁrmed the
parametric burst analysis, most bursty-irregular and bursty-oscillatory spike trains
(red, orange) displayed high levels of %SFB, while neurons ﬁring in single spike
modes generally had lower levels. But note the cluster of single spike-oscillatory
pacemaker cells (green) at fast ﬁring frequencies occasionally with false-positive
SFB values. Statistical comparison of mean rates between the four groups conﬁrmed
that single spike-oscillatory neurons ﬁred signiﬁcantly faster than irregular and
bursty ones (see above, Fig. 4.2). Moreover, Fig. 4.14b reveals a direct correlation
of irregularity and burstiness (r=0.508, p=0.0003), again spike patterns match
with %SFB and %CV. No correlation was detected between ﬁring rate and CV
(r=-0.176). The tested parameter correlations are very similar to previous reports
(e.g. Shi (2005)).
In summary, the classical 80/160ms criterion provided a fairly reliable estimation
of burstiness in DA neurons when applied to a narrow frequency range. Here,
SFB, CV, rasterplot- and ACH-based pattern analyses were combined as three
independent measures of burstiness, which all pointed into the same direction and
conﬁrmed the main ﬁndings of the present study.
In collaboration with the group of Dr. Gaby Schneider (Felipe Gerhard and
Markus Bingmer, Goethe-University Frankfurt) we tested diﬀerent nonparametric
approaches to detect bursts in DA spike trains. The Poisson-surprise method,
which compares the actual number of spikes in a given time window to the expected
number based on a Poisson process of the same rate, failed. Due to the regular
oscillations underlying spike generation, ISIs of DA neurons were neither Poisson
distributed nor independent. Also a rank-surprise method, which is based on the
ranks of ISIs instead of their absolute durations (Gourévitch and Eggermont (2007)),
was not applicable mainly because of the non-stationarity of DA neuron activity
(Gerhard, Schiemann et al., unpublished observation). A quantitative description
of non-stationary spike train properties is currently developed by Schneider and
colleagues.
Previous DA in vivo studies suggested alternative pattern classiﬁcation strategies
and burst detection methods. E.g., to better capture changes of DA neurons
in nACh receptor knockout mice, Mameli-Engvall et al. (2006) deﬁned diﬀerent
activity modes based on relative burstiness and rate. For description of a novel
subtype of fast-ﬁring VTA neurons a frequency independent algorithm was applied
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(Luo et al. (2008a), Kaneoke and Vitek (1996)). Furthermore, employing the dataset
of the present PhD thesis, a new model for measuring burstiness and regulatory
activity in oscillatory spike trains was developed in close cooperation with Dr.
Gaby Schneider and Markus Bingmer (Bingmer, Schiemann et al. (2011)).
4.6.3.2 Comparison of ACH- and GLO-based classiﬁcation methods
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Figure 4.15: Evaluation of the ACH- and GLO-based pattern classiﬁcation methods
4x4 table comparing ACH-based classiﬁcation (horizontal, by visual inspection of
the ACH) with GLO-based classiﬁcation (vertical, by quantitative ACH-ﬁtting) of
DA neuron in vivo spike trains into the four diﬀerent ﬁring patterns. Each symbol
denotes a single DA midbrain neuron presented in this PhD thesis (n=142; open
circles: human PD SN DA neurons). Note prevalence of symbols in the diagonal
(79.6%) indicating good agreement of both methods.
The GLO-spike train model (Gaussian Locking to a free Oscillator; Bingmer,
Schiemann et al. (2011)) was applied as a second, independent method to classify
spike trains of all DA neurons recorded extracellularly in vivo. As illustrated in
Figure 4.15, pattern classiﬁcation based on the GLO model agreed with results
obtained from visual inspection of the ACH (Wilson et al. (1977), Tepper et al.
(1995)). We observed considerable overlap of both methods, 79.6% of single-units
were classiﬁed identically (n=113 out of 142). Overall, only ﬁve spike trains could
not be well ﬁtted by the GLO (5/147, 3.4%). For statistical evaluation see Table 3
in Bingmer, Schiemann et al. (2011). Details of the newly deﬁned bursty-oscillatory
ﬁring pattern were already discussed above (sect. 4.1.4). In conclusion, the novel
GLO spike train model ideally captured the various aspects of DA neuron in vivo
activity and can reliably be used as an objective method for pattern classiﬁcation.
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4.6.4 Isoﬂurane anaesthesia induces a cortical burst-suppression pattern
Despite negative eﬀects of narcotic drugs on neuronal activity and apparent changes
compared to the awake state, in vivo recordings under anaesthesia provide important
insights into single cell and brain network functions. Due to the advantages of
relieving animal pain and distress during the experiments they are widely used.
Recent developments of recording techniques in awake, behaving and freely moving
or head-ﬁxed rodents are outlined below (section 4.7). General anaesthetics cause
unconsciousness (in humans and accordingly loss of the righting reﬂex (LORR) in
animals), analgesia and amnesia. The neural basis for the loss of consciousness
was suggested to be a deﬁcit of integrative information processing due to altered
activity within the corticothalamic system and uncoupling of intracortical loops
(Alkire et al. (2008), Franks (2008)). Continuous neuronal activity of the awake
state switches to oscillating up- and down-states under light anaesthesia and then
to bistable burst-suppression. Under deep anaesthesia the BS mode is characterised
by brief high-frequency, high-amplitude bursts alternating with prolonged periods
of silence and a ﬂattened ECoG, reﬂecting global on-oﬀ phases (Alkire et al. (2008)).
Although crucial for the interpretation of single-unit data, simultaneous assessment
of brain states during in vivo recordings were not routinely performed in most
previous studies of DA neurons. In parallel to midbrain recordings, in the current
experiments cortical network activity was continuously monitored using a steel screw
(plus reference) above the frontal cortex. In mice anaesthetised with isoﬂurane the
burst-suppression pattern described above (see Methods 2.3.2) was consistently
observed. ECoG activities in WT and Kir6.2-/- mice under isoﬂurane were identical.
However, direct phase correlations of cortical states and single-unit activity (e.g.
as in Mallet et al. (2008a) and Weigand (2011)) were not performed in the present
study.
Even though BS induced by diﬀerent anaesthetic agents was investigated in-
tensively, the exact underlying mechanisms remain enigmatic, in particular as it
seems to be a heterogeneous rather than uniform neurophysiological state. Extra-
and intracellular recordings revealed cellular correlates of BS. 95% of cortical and
60-70% thalamic neurons were highly correlated with the ECoG pattern, i.e. active
during burst and due to increased hyperpolarising potassium conductance inactive
during suppression phases (Akrawi et al. (1996), Steriade et al. (1994)). Under
isoﬂurane-induced BS a state of cortical hyperexcitability was described. Inhibitory
inputs (IPSPs) of cortical neurons were completely abolished leading to reduced in-
hibition and augmented burst-like activation in response to sensory stimuli (Ferron
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et al. (2009), Hudetz and Imas (2007)).
Although narcotic drugs are a structurally diverse group of compounds, they
interact with common molecular targets in the CNS. In general, to dampen neuronal
excitation and to induce unconsciousness/LORR NMDA receptor function has to
be attenuated, whereas inhibitory conductances (GABAA receptors and two-pore-
domain K+ channels) are to be potentiated (Franks (2008)). Volatile anaesthetics
mainly act on two of these targets. Isoﬂurane has been shown to activate two-
pore-domain K+ channels and to cause membrane hyperpolarisation via these
background channels that ﬁne-tune neuronal excitability. It also inhibits NMDA
receptors by competing with the co-agonist glycine (Franks (2008)). Notably,
the speciﬁc eﬀects of isoﬂurane on ion channels present in DA neurons were
investigated by Ishiwa et al. (2008). Isoﬂurane accelerated inactivation of A-
type potassium channels and delayed their recovery from inactivation. This is
of functional signiﬁcance since A-type channels control the pacemaker frequency
of DA neurons. Accordingly, a functional reduction in the number of A-type K+
channels increased SN DA neuron excitability and ﬁring rate in vitro (Ishiwa et al.
(2008), Liss et al. (2001)). In contrast, isoﬂurane had no eﬀect on delayed rectiﬁer
K+ channels. As already mentioned in section 2.3.2, it should be emphasised
that isoﬂurane in the concentration range used here did not change KATP channel
activity (Ishiwa et al. (2004)), the ion channel in the focus of this study.
Isoﬂurane does not only interfere with electrical activity but was shown to also
have eﬀects on DA release and brain metabolism. In isoﬂurane-anaesthetised
mice striatal DA release was increased (Opacka-Juﬀry et al. (1991)), which via
presynaptic D2 autoreceptors and striatonigral feedback mechanisms may alter DA
neuron activity in vivo. Moreover, isoﬂurane dramatically increased extracellular
lactate levels in the brain by 300-400% (Horn and Klein (2010)). Cerebrospinal
ﬂuid and blood lactate concentrations were also elevated, whereas glucose levels
were unchanged in all three tissue samples. Being an alternative energy source
in the brain, lactate was shown to close KATP channels (Song and Routh (2005)).
Thus, these prominent changes of metabolites and correspondingly energy balance
might decrease KATP channel activity and increase neuronal excitability. However,
controlling the eﬀects of isoﬂurane on metabolism, DA neuron ﬁring and DA release
were beyond the scope of the present study.
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4.6.5 Neuronal speciﬁcity and toxicity of virus-mediated gene-transfer
4.6.5.1 Neurotropism and DA neuron selectivity
In addition to juxtacellular single-cell labelling, I established virus-mediated gene-
transfer as a second, novel in vivo technique in our laboratory as part of my
PhD project. Using rAAV2 vectors coding for a dominant-negative Kir6.2 variant
(Kir6.2_DN) KATP channels were eﬀectively silenced in DA midbrain neurons, in
agreement with disrupted potassium conductance by the Kir6.2G132S mutation
(Miki et al. (1997)). As in SN DA neurons of Kir6.2-/- mice (Liss et al. (2005)), a
functional knockout was achieved, but here using a cell-type selective strategy tar-
geting the adult nervous system. Therefore, acute eﬀects of ion channel suppression
could be addressed without interfering with homeostatic and developmental aspects.
Kir6.2_WT expression did not increase KATP conductance, in accordance with the
ER retention motif on Kir6.2 subunits (Zerangue et al. (1999)). If the ER retention
motif in Kir6.2 is not masked by a matching increase of SUR1 subunits, forward
traﬃc of functional KATP channels towards the Golgi apparatus and eventually the
plasma membrane is blocked. Probably for similar reasons the attempted rescue of
KATP function by expression of Kir6.2_WT in SN DA neurons of Kir6.2-/- mice
failed. Being adjacent to the Kir6.2 gene locus, SUR1 expression is presumably
impaired in genetically modiﬁed Kir6.2-/-. This result also suggests that the level
of functional channels is closely controlled by SUR1 availability. Quantitative
expression proﬁling is required to determine the status of SUR1 in Kir6.2-/- mice.
Neuronal infection with rAAV2 is initiated by binding to selective cell-surface
attachment proteins and co-receptors (heparan sulfate proteoglycan, 5V integrin,
ﬁbroblast growth factor receptor 1). The prevalence of those receptors determines
transduction eﬃciency and underlies diﬀerences in cellular tropism (Ding et al.
(2005)), e.g. the preferential transduction of DA midbrain neurons by rAAV2
serotypes (Burger et al. (2004), Ulusoy et al. (2008)). For this reason rAAV2 vector
constructs were employed in many animal models as well as clinical trials aiming
at a gene-therapy for PD. Predominant neurotropism for DA neurons was appa-
rent also in our study. First, SN DA neurons expressed high levels of HA-tagged
subunits, wheres surrounding nonDA cells were rarely transduced. In accordance
to published observations, expression was locally restricted to m-SN and l-SN and
to a lesser extent also VTA neurons. Hence, high transduction eﬃciency (82%)
and selectivity (89%) for DA neurons was achieved after local midbrain infusion
of rAAV2 Kir6.2 constructs with the established protocol. Second, in agreement
with Burger et al. (2004)) no evidence for retrograde or anterograde transport of
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HA-tagged Kir6.2 subunits was found in nine out of ten input areas, the exception
being the SNr, in which just a few TH–/HA+ cells were observed (n30 SNr
nonDA HA+ neurons per animal, complete serial analysis of SNr in N=2 mice,
compared to an estimated total number of n4100 SNc DA HA+ neurons per
animal, N=3 mice; indicating an eﬃcacy of SNc versus SNr transduction of 1:140).
In line with this no respective immunoreactivity in synaptic terminals innervating
SN DA neurons was detected. Thus, transduction was eﬀectively limited to SN DA
neurons rather than the cells that innervate them. nonDA Kir6.2_DN transgene
expression was present in small, putative GABA neurons intrinsic to the SNc, but
ﬁrst they only accounted for about 9% of transduced cells in the SNc. And second,
in vitro patch-clamp recordings ruled out the existence of functional KATP channels
in these fast-ﬁring neurons, consistent with the lack of KATP channels subunit
mRNA in these cells (Liss et al. (1999)). In other studies not even approaches using
transgenic animals were suﬃcient to completely abolish leak expression, although
cell-type selective promotors should limit viral protein expression to targeted neuron
subpopulations. E.g. Kravitz et al. (2010) reported that up to 5% of interneurons
in the striatum were non-selectively transduced. In this respect, the degree of
non-selective Kir6.2_DN expression in local nonDA neurons (9% HA+/TH– SNc
neurons) in the present study is not half bad.
Taken together, rAAV2-mediated silencing of KATP channels was eﬀective and
selective for DA midbrain neurons. In vivo recordings using control Kir6.2_WT
vector constructs ensured that virus transduction and Kir subunit expression itself
did not compromise neuronal activity. Functional as well as qualitative and quanti-
tative histological control experiments demonstrated the absence of any signiﬁcant
contributions from extrinsic aﬀerent or local network inputs after viral delivery of
dominant-negative Kir6.2 subunits.
Similar viral strategies were utilised in basal ganglia and DA neurons before.
For example, lentiviral re-expression of selective receptor subunits restored normal
ﬁring patterns of VTA DA neurons in global knockout mice (Mameli-Engvall et al.
(2006)). VTA neurons were recorded extracellularly in vivo, but transduction and
DA identity were not conﬁrmed for individual neurons. Thus, the observed eﬀects
could also arise from local interactions and nonDA neurons. As in the current
study DA cell-speciﬁc promotors were not utilised. Neither control experiments
nor quantiﬁcation demonstrating locally restricted expression of vector constructs
in the small VTA region, but not in neighbouring SN parts were presented by
Mameli-Engvall et al. (2006). A very recent study by Cazorla et al. (2012) applied
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techniques that are nearly identical to those established here. Kir2.1 channels
in striatal MSN were downregulated using a dominant-negative variant with a
pore-motif point mutation, rAAV constructs were also HA-tagged and dominant-
negative eﬀects were veriﬁed in whole-cell patch-clamp recordings. In contrast
to the present PhD study, however, the electrophysiological proﬁle of transduced
neurons was not tested in vivo.
An alternative approach to achieve even higher transduction selectivity is the
use of a Cre-lox system. At this, cell-type speciﬁcity is either realised by DA
selective-promotors (transgenic mice with TH- or DAT-driven Cre-expression) or
by taking advantage of the selective connectivity within basal ganglia circuits
(e.g. Hnasko et al. (2006)). High-eﬃciency Cre-recombinase expression in SN DA
neurons using striatal injections of CAV2-Cre viral vectors designed for retrograde
transport were also established as part of this project and yielded eﬃcient (75%
of TH+ neurons expressed Cre) and selective (98% of all Cre-transduced neurons
were TH+) transduction of nigrostriatal DA neurons. Unfortunately, ﬂoxed Kir6.2
transgenic mice had impaired KATP channel function and consistently reduced
burst levels in SN DA neurons. These disturbances are possibly caused by lox-site
insertion or the neomycin selection cassette. Further breeding requirements and
backcrossing to C57BL/6 genetic background exceeded the time frame of the PhD
project. Ideally, to maximise DA cell speciﬁcity, CAV2 viruses, in which Cre
expression is driven by the TH-promotor should be used in ﬂoxed Kir6.2 mice.
Even better would be the use of DAT-Cre transgenic mice in combination with
Cre-inducible viral vectors (CAV2, AAV) carrying a double-ﬂoxed inverted open
reading frame encoding the HA-tagged, dominant-negative Kir6.2G132S subunit in
antisense orientation (Tsai et al. (2009), Yizhar et al. (2011)). Upon transduction,
Cre-expressing neurons (DAT+ TH+) would invert the open reading frame of the
vector construct resulting in stable, DA neuron selective Kir6.2_DN expression.
4.6.5.2 Neurotoxicity
High doses of rAAV2 infectious particles induced a massive degeneration of DA
neurons. By reducing titer and infusion volume DA neurons were vital and survived
after stable, long-term expression of virally coded proteins. Although similar
protocols were used (1012-1013 viral genomes/ml) other studies did not report cell
death (e.g. Ries et al. (2006), Seo et al. (2006)). Production and puriﬁcation
of recombinant viral vectors critically impact on the concentration of infectious
particles and the quality of the ﬁnal rAAV preparation (Ulusoy et al. (2008)).
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Reproducibility cannot be guaranteed, as each laboratory has own standards.
Titers and infectivity must be determined for each application. rAAV2 vectors
from this study were prepared as highly puriﬁed stock solutions from a specialised
company (GeneDetect), which had to be diluted for non-toxic use in vivo. Ulusoy
et al. (2009) demonstrated that high levels of gene expression are toxic for SN DA
neurons. Similar to the current results, high titers of short-hairpin RNA or GFP
vectors caused unexpected cell death of nigrostriatal neurons, whereas reducing
titers and deﬁning a safe dose window prevented toxicity. Pathophysiological eﬀects
of rAAV2 transduction among other things could be attributable to virus-gene
integration into active genes of the host chromosome (Nakai et al. (2003)). One
could speculate that degeneration, in particular of vulnerable cell populations like
DA neurons, may have occurred in other studies and experiments may have been
performed in a pre-degenerative state.
4.6.6 Functional consequences of eGFP expression in DA neurons
In addition to toxicity, it was found that rAAV2-mediated eGFP expression aﬀected
ﬁring activity in vivo. Burst ﬁring was nearly completely abolished in eGFP-
expressing SN DA neurons. In striking contrast, no changes of the in vitro single
spike patterns and basic biophysical properties of eGFP-positive SN DA neurons
were detected (virus infusion by Julia Schiemann, patch-clamp experiments by Prof.
Dr. Jochen Roeper; data not shown). From this it follows that in vitro studies are
not appropriate to control for side-eﬀects caused by virus transduction, protein or
GFP (over)expression. But in most studies using viruses or virus-based optogenetic
approaches conﬁrmation experiments were only performed in vitro, without careful
and systematic in vivo control recordings of spontaneous ﬁring rate and pattern
(e.g. Tsai et al. (2009), Gradinaru et al. (2009), Kravitz et al. (2010)13) and thus,
how the insertion of light-inducible ion channels impact on DA physiology has yet
to be determined (Ungless and Grace (2012)). In contrast to the results presented
here, no diﬀerences between presumed eGFP-expressing and non-transduced VTA
DA neurons were detected in vivo several weeks after lentivirus injection (Mameli-
Engvall et al. (2006)). It should be emphasised that in our experiments high eGFP
titers were used, which are known to cause neurodegeneration in the long term.
The ‘dark side of GFP’ (Baens et al. (2006)) is not unprecedented and consistent
with the present observation a number of side-eﬀects of eGFP expression have been
13In these optogenetic studies only extracellular waveforms of spontaneous and light-induced
action potentials were compared.
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reported. eGFP was shown to induce apoptosis (Liu et al. (1999)) and to inhibit
polyubiquitination and thereby impairs various cellular processes, e.g. proteasomal
function (Baens et al. (2006)). Increased viral protein load along with decreased
protein degradation, might be detrimental for vulnerable DA neurons, in particular
as proteasome dysfunction is discussed as a PD trigger factor. These limitations
regarding the use of GFP do not only account for viral approaches. Additionally, it
will be of critical importance to investigate eﬀects of GFP and similar ﬂuorescent
proteins (YFP, mCherry, Venus etc.) on burst activity in DA neurons also in other
research models, e.g. transgenic mouse lines as TH-GFP or DAT-GFP mice14. DA
neurons seem to be particularly susceptible to viral protein overexpression and
respond with early changes of ﬁring properties, which might inﬂuence proper BG
circuit function and ﬁnally lead to cell death.
In summary, critical establishment of viral gene-transfer techniques is of utmost
importance to ensure safe, non-toxic utilisation of viral vectors that does not
interfere with cellular physiology.
4.7 Perspectives
In the present thesis a selective subpopulation of DA neurons in the medial SN was
identiﬁed, where activity of KATP channels is necessary to generate NMDA-induced
in vitro as well as spontaneous in vivo burst ﬁring in anaesthetised mice. By
virus-mediated DA cell-selective silencing it was demonstrated that KATP channel-
gated bursting is crucial for novelty-dependent exploratory behaviour. In this
ﬁnal paragraph more sophisticated in vivo techniques will be discussed providing
perspectives for future studies aiming at a better understanding of DA neuron and
KATP channel functions in vivo.
4.7.1 In vivo recordings in awake, behaving animals
First, it will be of critical importance to investigate DA neuron functions in awake
freely-moving animals (e.g. Jin and Costa (2010)). Various brain states profoundly
inﬂuence network activity, thus single-unit recordings in conscious animals are
generally preferred (Gentet et al. (2010)). Some experimental designs might require
head-ﬁxation, nevertheless elegant techniques implemented locomotion or deﬁned
goal-directed motor actions and even more complex behavioural tasks (Margrie et al.
14In TH-GFP mice in vivo burst activity of DA neurons seems to be disturbed; Dr. Carlos
Paladini, University of Texas, personal communication.
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(2002), Harvey et al. (2009), Komiyama et al. (2010)). Needless to say painless
procedures, careful habituation and extensive training of mice or rats prior to the
experiments are crucial. To investigate motor cortex microcircuit organisation
during voluntary movements juxtacellular single-cell labelling was for the ﬁrst time
applied in awake, head-ﬁxed rats by Isomura et al. (2009). A recent study used
a modiﬁed neurobiotin protocol15 to label DA neurons in awake, restrained rats
(Mileykovskiy and Morales (2011)). Given the involvement of DA in coding reward,
motivation and novelty, only by leaving the animals completely unrestrained and
allowing natural behaviour and active exploration of their environments the genuine
roles of DA midbrain neurons can be addressed. One should monitor neuronal
activity during diﬀerent behavioural tests and in context of the present ﬁndings
particularly advanced novelty- and learning paradigms (e.g. Wang et al. (2011)), also
in suitable PD animal models. Optogenetic methods enable selective stimulation
and diﬀerentiation of distinct BG circuits and DA neuron subtypes in the VTA
(Tsai et al. (2009), Cohen et al. (2012)) or the SN, and neuronal populations can
be manipulated in a cell-type-speciﬁc manner (Kravitz et al. (2010)). However, it
should be emphasised that viral strategies including optogenetics have some pitfalls
(note section 4.6.5). One should also keep in mind that optogenetic stimulation
often cannot mimic complex in vivo physiology, it might artiﬁcially synchronise
network activity and overestimate the contribution of distinct cell groups (Kreitzer
and Berke (2011)).
4.7.2 In vivo whole-cell patch-clamp recordings
Second, single-cell identiﬁcation following electrophysiological in vivo recordings is
crucial for directly correlating biophysical proﬁles and anatomical properties (marker
proteins, localisation and cellular morphology, connectivity and projection targets)
of individual neurons within heterogeneous networks. One intriguing feature of the
present study is the detailed characterisation and diﬀerentiation of distinct DA
midbrain neurons in vivo, which was achieved by juxtacellular labelling. However,
extracellular recording conﬁgurations have a bias for active, strongly responding
neurons and only limited information can be obtained. A question arising from the
experimental observation of the present study regards the mechanisms of NMDA
receptor and KATP channel interaction and how the integrative sum of these and
15Sinusoidal instead of rectangular pulses were applied, however, the modiﬁed protocol does not
seem highly selective for controlled single-cell modulation. The presented labelling example
obviously shows a multi-unit conﬁguration rather than a well-isolated single-unit response,
see Fig. 2f in Mileykovskiy and Morales (2011)).
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other ion channels or aﬀerent inputs contribute to bursting of DA neurons in
vivo. Accordingly, direct intracellular recordings of passive electrical properties,
excitatory and inhibitory synaptic inputs, subthreshold neuronal responses and
membrane potential dynamics are required. First sharp-microelectrode intracellular
recordings in vivo in the intact mammalian brain combined with immunoﬂuorescent
neurochemical single-neuron identiﬁcation were performed by Grace and Bunney
(1980) and more sophisticated, reliable techniques for in vivo whole-cell recordings
were recently established (Margrie et al. (2002)), which one can even carry out
in awake, head-ﬁxed but behaving rodents. Despite the proposal that it might
almost be impossible to record in deep subcortical regions (Duque and Zaborszky
(2006)), intracellular whole-cell recordings up to 5mm from the brain surface were
realised by Margrie et al. (2002) and also targeting small subcellular structures (like
mossy ﬁbre boutons, Rancz et al. (2007)) is feasible in vivo. DNA plasmids can be
delivered during whole-cell patch-clamp recordings, which oﬀers the possibility for
selective genetic in vivo manipulation of biophysically characterised, single neurons
(Rancz et al. (2011)). Moreover, intracellular or juxtacellular nanostimulation
allows eﬀective electrical modulation of individual neurons and the correlation
of single-cell activity with sensory events or motor actions (Brecht et al. (2004),
Houweling and Brecht (2008)).
In future studies novel combinations of these techniques should reﬁne the implica-
tions of KATP channel-mediated bursting in m-SN DA neurons for novelty-processing
and also its putative function in Parkinson’s disease.
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Phasic burst activity is a key feature of dopamine (DA) midbrain neurons. This
particular pattern of excitation of DA neurons occurs via a synaptically triggered
transition from low-frequency background spiking to transient high-frequency dis-
charges. Burst-ﬁring mediated phasic DA release is critical for ﬂexible switching of
behavioural strategies in response to unexpected rewards, novelty and other salient
stimuli. However, the cellular and molecular bases of burst signalling in distinct DA
subpopulations of the substantia nigra (SN) or the ventral tegmental area (VTA)
are unknown. DA neuron excitability is controlled by synaptic network inputs,
neurotransmitter receptors and ion channels, which generate action potentials
and determine frequency and pattern of electrical activity in a complex interplay.
ATP-sensitive potassium (KATP) channels are widely expressed throughout the
brain, where in most cases they are believed to act as metabolically-controlled
‘excitation brakes’ by matching excitability to cellular energy states. However, their
precise physiological in vivo function in DA neurons remains elusive.
To study burst ﬁring and the underlying ionic mechanisms with single cell reso-
lution, in vivo single-unit recordings were combined with juxtacellular neurobiotin
labelling as well as immunohistochemical and anatomical identiﬁcation of individual
DA neurons. In vivo recordings were performed in adult isoﬂurane-anaesthetised
wildtype (WT) and global KATP channel knockout mice, lacking the pore forming
Kir6.2 subunit (Kir6.2-/-). In addition, DA cell-selective functional silencing of
KATP channel activity in vivo was established using virus-mediated expression of
dominant-negative Kir6.2 subunits. Careful control experiments ruled out any sig-
niﬁcant contributions from nonDA neurons as transduction was eﬀectively limited
to SN DA neurons rather than aﬀecting those cells that innervate them. Virus-based
KATP channel silencing in combination with juxtacellular recording and labelling
was achieved to deﬁne the electrophysiological phenotype of individually identiﬁed,
virally-transduced DA neurons in vivo.
Single-unit recordings revealed that KATP channels – in contrast to their conven-
tional hyperpolarising role – in a subpopulation of DA neurons located in the medial
SN (m-SN) act as cell-type selective gates for excitatory burst ﬁring in vivo. The
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percentage of spikes in bursts was threefold reduced in Kir6.2-/- compared to WT
mice. Classiﬁcation of ﬁring patterns based on visual inspection of autocorrelation
histograms and on a newly developed spike-train-model conﬁrmed the dramatic
shift from phasic burst to tonic single-spike oscillatory ﬁring in Kir6.2-/-. This
signiﬁcant decrease of burstiness was selective for m-SN DA neurons and was
not exhibited by DA cells in the lateral SN or VTA. Virus-based KATP channel
silencing in vivo unequivocally demonstrated that the activity of postsynaptic
KATP channels was suﬃcient to disrupt bursting in m-SN DA neuron subtypes.
Patch-clamp recordings in brain slices indicated an essential role of KATP channels
for NMDA-mediated in vitro bursting. In accordance with previous studies in DA
midbrain neurons, NMDA receptor stimulation triggered burst-like ﬁring in m-SN
DA cells in vitro, but only when KATP channels were co-activated in these neurons.
KATP channel-gated burst ﬁring in m-SN DA neurons might be functionally relevant
in awake, freely moving mice. To explore the behavioural consequences of SN DA
neuron subtype-selective KATP channel suppression, spontaneous open ﬁeld (OF)
behaviour of mice with bilateral KATP silencing across the whole SN (medial +
lateral) or in only the lateral SN was tested. Analysis of WT and global Kir6.2-/-
mice showed reduced exploratory locomotor activity of Kir6.2-/- in a novel OF en-
vironment. Remarkably, KATP channel silencing in m-SN DA neurons phenocopied
this novelty-exploration deﬁcit, indicating that KATP channel-gated burst ﬁring in
medial but not lateral SN DA neurons is crucial for WT-like novelty-dependent
exploratory behaviour.
In summary, a novel role of KATP channels in promoting the excitatory switch
from tonic to phasic ﬁring in vivo in a cell-type speciﬁc manner was discovered. The
present PhD thesis provides several important insights into the pivotal function of
KATP channels in medial SN DA cells, which project to the dorsomedial striatum,
for burst ﬁring and its important consequences for context-dependent exploratory
behaviour. In collaboration with two other research groups transcriptional up-
regulation of KATP channel and NMDA receptor subunits and high levels of in vivo
burst ﬁring were detected in surviving SN DA neurons from Parkinson’s disease
(PD) patients – providing a potential link of KATP channel activity to neurode-
generative pathomechanisms of PD. Using high-resolution fMRI imaging another
study in humans has recently identiﬁed distinct DA midbrain regions that are
preferentially activated by either reward or novelty. Taken together, these human
data and the results of the present PhD thesis suggest that burst-gating KATP chan-
nel function in SN DA neurons impacts on phenotypes in disease as well as in health.
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Figure 5.1: Graphical summary
A novel exciting role of KATP channels in SN DA neurons
in vivo
(a) Co-activation of NMDA receptors and ATP-sensitive potassium channels
facilitates phasic burst activity in dopamine neurons of the medial substantia
nigra. KATP channel-gated burst ﬁring in these m-SN DA neurons is
crucial for novelty-induced exploratory behaviour in mice. DA cell-selective
silencing of KATP channels in vivo inhibited burst ﬁring and led to a
novelty-exploration deﬁcit.
(b) A potential pathophysiological implication of KATP channel activity for
the neurodegeneration of SN DA neurons in Parkinson’s disease. Single-cell
molecular and electrophysiological data from human PD patients suggest that
increased KATP channel-gated burst ﬁring might contribute to the phenotype
of surviving SN DA neurons in PD. These changes might reﬂect burst-related
excitotoxicity or a homeostatic adaptation of the nigrostriatal midbrain
system. To compensate for the loss of most other DA neurons, the remaining
ones possibly switch to a NMDA receptor-/KATP channel-mediated burst
mode, which is the most eﬃcient way to release DA in striatal target regions.
Keywords: dopamine, substantia nigra, ATP-sensitive potassium (KATP) channels,
burst ﬁring, novelty coding
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Seit seiner mit dem Nobelpreis gewürdigten Entdeckung in den 1950er Jahren
wurde der Neurotransmitter Dopamin (DA) mit einer Vielzahl von physiologischen
Gehirnfunktionen in Verbindung gebracht, wie z.B. Bewegungskontrolle, Motivation,
Kodierung von belohnungsversprechenden oder neuen, unbekannten Reizen. Degene-
ration oder Funktionsstörungen des dopaminergen Mittelhirnsystems liegen den
pathophysiologischen Symptomen der Parkinson Erkrankung sowie der Schizophre-
nie, Drogenabhängigkeit und dem Aufmerksamkeitsdeﬁzit-Hyperaktivitätssyndrom
zu Grunde. Die elektrischen Aktivitätsmuster DA Zellen im intakten Netzwerk in
vivo sind dynamisch; die tonische und phasische Signalkodierung stellen Schlüs-
selfunktionen des DA Systems dar. Insbesondere die phasische Aktivierung von
DA Neuronen hat entscheidende Bedeutung für die ﬂexible Anpassung von Ver-
haltensstrategien bei unerwarteten Belohnungen, neuartigen Stimuli oder generell
bedeutsamen Ereignissen. Sie wird generiert durch eine synaptisch induzierte Um-
schaltung von tonischer Hintergrundaktivität (im Frequenzbereich von 4-6Hz) zu
transienten, schnelleren Entladungen (13-20Hz) – sogenannten ‘Bursts’. Hochfre-
quente Aktionspotentialfolgen in den Bursts resultieren in erhöhter DA Freisetzung
in den Projektionsgebieten des DA Systems und beeinﬂussen sensomotorische,
limbische oder assoziative Funktionen des Basalgangliennetzwerks.
In den verschiedenen DA Subpopulationen der Substantia Nigra (SN) und
der Ventralen Tegmentalen Region (VTA) sind die zellulären und molekularen
Grundlagen dieser zwei diﬀerentiellen neuronalen Aktivitätsmodi bisher weitest-
gehend unbekannt. Die Erregbarkeit der DA Neurone wird durch synaptische
Netzwerkeingänge, Neurotransmitterrezeptoren und Ionenkanäle kontrolliert. In
einem komplexen Zusammenspiel werden Aktionspotentiale generiert, sowie Ent-
ladungsfrequenz und Feuerungsmuster bestimmt. ATP-sensitive Kaliumkanäle
(KATP Kanäle) sind in vielen erregbaren Zellen exprimiert und können aufgrund
ihrer metabolischen Sensitivität die elektrische Aktivität an den Energiestatus der
Zellen anpassen. Vereinfacht dargestellt wird der Kanal bei einem hohen Energie-
niveau durch ATP inhibiert und bei Abnahme der ATP-Konzentration und hohem
Nährstoﬀverbrauch durch Mg-ADP aktiviert. In DA Neuronen ist die genaue
physiologische in vivo Funktion von KATP Kanälen jedoch unklar.
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Um die zugrundeliegenden Mechanismen des phasischen Burstentladungsmusters
in DA Subpopulationen zu untersuchen, wurden im Rahmen dieser Doktorarbeit
elektrophysiologische Einzelzellableitungen in vivo mit juxtazellulärer Neurobiotin-
markierung individueller Neurone kombiniert. Für die anschließende anatomische
und immunhistologische Identiﬁkation in vivo einzeln gemessener und Neurobiotin-
gefüllter Neurone wurden die Markerproteine Tyrosinhydroxylase und Calbindin
verwendet. Unter Isoﬂuran-Anästhesie wurden SN und VTA DA Neurone in adulten
C57BL/6N Wildtypmäusen (WT) sowie in transgenen Mäusen mit genetischer
Deletion der porenbildenden Kir6.2 Untereinheit des KATP Kanals (Kir6.2-/-)
analysiert.
Darüberhinaus wurde die rAAV2 (rekombinante Adeno-assoziierte Viren Serotyp
2) vermittelte Transduktion und Expression einer dominant-negativen Kir6.2 Poren-
mutante (Kir6.2_DN) mit dem Ziel des zellselektiven Ausschaltens der KATP
Kanalfunktion in WT DA Neuronen erfolgreich etabliert. Zur Kontrolle wurden
native WT Kir6.2 Untereinheiten (Kir6.2_WT) eingesetzt und für den immunhisto-
chemischen Nachweis war den Konstrukten eine kurze Peptidsequenz eines viralen
Oberﬂächenantigens angehängt. Das in anderen Studien zum Transduktionsnach-
weis standardmäßig verwendete grünﬂuoreszierende Protein (GFP) veränderte
in unspeziﬁscher Weise die physiologische Burstaktivität von SN DA Neuronen
in vivo. Mehrere Kontrollexperimente zeigten eine hohe Transduktionseﬃzienz
und -selektivität der viral-kodierten Kir6.2 Proteine für DA Neurone, unspeziﬁ-
sche Eﬀekte nicht-dopaminerger Zelltypen durch lokale oder aﬀerente Netzwerk-
einﬂüsse konnten ausgeschlossen werden. Durch eine zuvor nicht beschriebene,
neue Methodenkombination von juxtazellulärer Ableitung, Einzelzellmarkierung
und funktioneller Inaktivierung von KATP Kanälen war es erstmals möglich, die
elektrophysiologischen Eigenschaften einzeln identiﬁzierter, viral-transduzierter SN
DA Neurone in vivo zu deﬁnieren1.
Die basalen elektrischen Eigenschaften wie Entladungsrate, Regularität und
1Die Etablierung mehrerer neuer in vivo Techniken im Labor von Prof. Dr. Jochen Roeper war
Teil der vorliegenden Doktorarbeit. So wurden von mir die in vivo Elektrophysiologie, die
juxtazelluläre Einzelzellmarkierung und -identiﬁkation und der selektive virale Gentransfer
selbstständig etabliert. Entsprechend habe ich alle in vivo Messungen durchgeführt und Metho-
den zur Datenauswertung entwickelt, Tracing-, Immunhistologie- und Verhaltensexperimente
wurden ebenfalls von mir bearbeitet. Zusätzliche Daten, die im Rahmen des langjährigen
Projektes von Kollegen und Kooperationspartnern erhoben und für die Ergebnisdiskussion
zur Verfügung gestellt wurden, sind an jeweiliger Stelle in dieser Zusammenfassung sowie in
der Dissertationsschrift gekennzeichnet.
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Aktivitätsmuster waren generell ähnlich in den verschiedenen DA Subpopulationen
innerhalb der SN und der VTA in WT Mäusen. Dagegen wurden signiﬁkante Unter-
schiede der in vivo Intraburst-Eigenschaften festgestellt. Am auﬀälligsten war, dass
einzelne Burstpakete in der lateralen SN signiﬁkant mehr Aktionspotentiale um-
fassten als medial, was auf unterschiedliche Burstmechanismen in medialen (m-SN)
und lateralen (l-SN) DA Zellgruppen schließen ließ. Die Untersuchung der axonalen
Konnektivität durch retrograde Tracing-Experimente zeigte, dass DA Neurone
der medialen SN mit dem dorsomedialen Striatum (DMS) in Verbindung stehen,
wohingegen die laterale SN vorwiegend in dorsolaterale Regionen des Striatums
(DLS) projiziert. Innerhalb der parallelen kortikostriatalen Verarbeitungsschleifen
ist das DMS in die Koordination zielgerichteter Bewegungen und Verhaltensweisen
eingebunden, dem DLS kommt eher eine Funktion bei habituellen Aktionen zu. In
diesem Kontext ist eine funktionelle Spezialisierung der topographisch organisierten,
aﬀerenten Projektionen aus der SN plausibel.
Zusätzlich zu dieser anatomischen Unterteilung können SN DA Neurone anhand
ihrer neurochemischen Identität und der diﬀerentiellen Expression des Calcium-
bindenden Proteins Calbindin unterschieden werden. Identiﬁzierte Calbindin-
positive SN DA Neurone im WT wiesen in vivo ein ungewöhnliches Aktivitätsproﬁl
auf, das durch rhythmisch auftretende Burstentladungen charakterisiert war. Dieses
oszillatorische Burstmuster wurde hier erstmals mit der Expression von Calbindin
in Verbindung gebracht.
In vivo Einzelzellableitungen in WT und Kir6.2-/- Mäusen ergaben, dass KATP
Kanäle – im Gegensatz zu ihrer konventionellen inhibitorischen Funktion – in
einer Subpopulation von DA Neuronen in der medialen SN exzitatorisch wirken
und das Burstentladungsmuster verstärken. Der relative Anteil an Aktionspoten-
tialen im Burstmodus war im Vergleich zum WT in Kir6.2-/- Mäusen um das
Dreifache reduziert. Der deutliche Wechsel von phasischen Burst- zu oszillatorischen
Einzelimpulsmustern in Kir6.2-/- wurde bestätigt durch Klassiﬁkation der Akti-
vitätsproﬁle basierend auf qualitativer Analyse von Autokorrelationshistogrammen
sowie auf einem neu entwickelten mathematischen Modell2. Die mittlere tonische
Entladungsfrequenz war von der dramatischen Veränderung des Burstmodus nicht
betroﬀen und identisch in den WT und Kir6.2-/- Gruppen. Zudem trat die sig-
niﬁkante Reduktion der Bursterregbarkeit selektiv in m-SN DA Subtypen auf und
wurde dagegen nicht in identiﬁzierten l-SN oder VTA DA Neuronen beobachtet.
Elektrophysiologische Ableitungen synaptisch isolierter DA Zellen in Hirnschnittprä-
2Entwicklung des Modells zur quantitativen Analyse der neuronalen in vivo Aktivität in Koope-
ration mit Dr. Gaby Schneider und Markus Bingmer (Goethe-Universität Frankfurt).
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paraten3 deuteten auf einen mechanistischen Beitrag von KATP Kanälen bei NMDA
Rezeptor generierten Bursts hin. In Übereinstimmung mit bisherigen Arbeiten
in DA Mittelhirnneuronen, löste die Stimulation von NMDA Rezeptoren in vitro
burstartiges Feuern in WT m-SN DA Neuronen aus, allerdings nur bei gleichzeiti-
ger pharmakologischer Koaktivierung von KATP Kanälen. Aufgrund des Fehlens
funktioneller KATP Kanäle konnten in m-SN DA Neuronen des Kir6.2-/- Stammes
durch NMDA Applikation in vitro keine Bursts induziert werden.
Mittels der neu etablierten, Virus-vermittelten selektiven Suppression von KATP
Kanälen konnte der Beweis erbracht werden, dass die beobachtete Burstabnahme
nicht auf einem Netzwerkeﬀekt beruht, sondern die Funktion postsynaptischer
KATP Kanäle in m-SN DA Zellen notwendig für deren phasische in vivo Aktivität
ist. Die Expression der dominant-negativen Porenmutante Kir6.2_DN in m-SN
DA Neuronen inhibierte die Burstentladungen im ansonsten intakten Netzwerk.
Analog zu den Befunden in Kir6.2-/- Mäusen waren der relative Burstanteil sowie
die Häuﬁgkeit phasischer Aktivitätsmuster signiﬁkant erniedrigt im Vergleich zu
m-SN DA Neuronen der Kir6.2_WT exprimierenden Kontrollgruppe.
Die KATP Kanal abhängige Burstaktivität in der medialen SN hat möglicherweise
verhaltensrelevante Konsequenzen in wachen Tieren. Um die spontane Lokomotion
und Exploration von WT, Kir6.2-/- und Virus-injizierten Mäusen zu untersuchen,
wurden Verhaltenstests im Oﬀenfeld (OF) durchgeführt4. Der Vergleich von WT
und globalen Kir6.2-/- Mäusen zeigte eine signiﬁkant verringerte horizontale Loko-
motion in der initialen Phase bei Konfrontation mit der neuen, unbekannten OF
Umgebung in Kir6.2-/-. Die aktive Exploration im dreidimensionalen Raum durch
das Aufrichten der Tiere (Rearing) war in Kir6.2-/- verglichen mit WT Mäusen
über den gesamten Testzeitraum reduziert. Um darüberhinaus die funktionellen
Eﬀekte der subtypspeziﬁschen KATP Kanal-Inaktivierung in SN DA Neuronen auf
das Explorationsverhalten zu deﬁnieren, wurden KATP Kanäle entweder in der
gesamten SN (medial + lateral) oder limitiert auf die laterale SN durch selektive
virale Injektion und Expression der Kir6.2_DN Porenmutante stillgelegt. Das
Abschalten von KATP Kanälen in m- und l-SN DA Neuronen war ausreichend,
um das Verhalten Virus-injizierter Mäuse zu verändern und resultierte in einem
Neuigkeits-Explorations-Deﬁzit, ähnlich zu den Beobachtungen in globalen Kir6.2-/-
Tieren. Die initiale Lokomotion sowie das Rearing waren signiﬁkant erniedrigt
3Diese in vitro Patch-Clamp Experimente wurden durchgeführt von Prof. Dr. Jochen Roeper
(Goethe-Universität Frankfurt).
4Ein Teil der Verhaltensdaten wurde erhoben von Dr. Verena Klose (Goethe-Universität
Frankfurt).
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im Vergleich zu Mäusen mit selektiver l-SN Kontrollinjektion, deren Verhalten
unverändert und identisch zum WT war. Um eine mögliche angstbedingte Inhi-
bition der motorischen Aktivität zu vermeiden, wurden neutrale, nicht-aversive
OF Bedingungen gewählt. Die Analyse angstrelevanter Verhaltensparameter ergab
keinen Unterschied zwischen den zwei Virus-injizierten Testgruppen. Diese Ergeb-
nisse wiesen darauf hin, dass KATP Kanal abhängige phasische Burstaktivität in
medialen, aber nicht in lateralen SN DA Neuronen entscheidend für das normale
Wildtyp-Explorationsverhalten ist.
In der vorliegenden Doktorarbeit wurde eine neue, zelltypspeziﬁsche Funktion
von KATP Kanälen entdeckt. KATP Kanäle steuern in medialen SN DA Neuro-
nen, die in das dorsomediale Striatum projizieren, in vivo das Umschalten von
tonischer zu phasischer Aktivität. In vitro konnte gezeigt werden, dass in diesen
Zellen die Koaktivierung von KATP Kanälen eine essentielle Rolle für NMDA
Rezeptor-induzierte Bursts spielt. Die in anderen Studien beschriebene, für die
NMDA-Burstinduktion in DA Neuronen notwendige hyperpolarisierende Stromkom-
ponente wird möglicherweise von KATP Kanälen getragen. Mechanistisch ist eine
metabolische Kopplung über gesteigerten ATP Verbrauch bzw. erhöhte ADP
Erzeugung während hochfrequenter Burstaktivität in Submembran-Domänen durch
Natriumeinstrom, die Aktivierung der Na+-K+-ATPase und Rekrutierung von
KATP Kanälen denkbar. Eine KATP-vermittelte Hyperpolarisation könnte die Erho-
lung von Natrium- und Calciumkanälen aus der Inaktivierung beschleunigen und
somit die zelluläre Erregbarkeit von SN DA Zellen für exzitatorische synaptische
Eingänge aus dem Basalgangliennetzwerk steigern. Die genauen Mechanismen der
diﬀerentiellen Burstkontrolle in medialen (KATP-abhängige Bursts) und lateralen
(KATP-unabhängige Bursts) SN DA Neuronen sowie die intrazellulären Signalkas-
kaden zur dynamischen und physiologischen Aktivierung von KATP Kanälen in
vivo müssen in weiterführenden Studien aufgeklärt werden.
Hochfrequente Burstentladungen des DA Systems kodieren verhaltensrelevante
Informationen wie Belohnungs- oder Neuigkeitssignale. In Übereinstimmung damit
resultierte eine – in der vorliegenden Arbeit durch selektive virale Inaktivierung
von KATP Kanälen erzielte – geringe in vivo Burstaktivität in m-SN DA Neuronen
bei Mäusen in einem Neuigkeits-Explorations-Deﬁzit. Mittels hochauflösenden
bildgebenden Verfahren zeigte eine andere Studie kürzlich im Menschen die damit
konsistente diﬀerentielle Aktivierung verschiedener VTA/SN Regionen durch be-
lohnungskodierende oder neuartige, unbekannte Stimuli.
Darüberhinaus lieferte die direkte Zusammenarbeit mit zwei weiteren Forscher-
1966 German summary
gruppen Hinweise auf eine transkriptionelle Dysregulation von KATP Kanalunterein-
heiten5 sowie einen hohen Anteil an Burstentladungsmustern in vivo6 in überleben-
den humanen nigrostriatalen DA Neuronen von Parkinson Patienten. Zusammen
mit der selektiven Aktivierung von KATP Kanälen in vulnerablen SN DA Neuronen
durch oxidativen Stress, die in einer früher publizierten Arbeit unserer Gruppe
gezeigt wurde, deuten diese Ergebnisse eine mögliche Rolle von KATP Kanälen im
Pathomechanismus dieser neurodegenerativen Erkrankung an. Die beobachteten
zellspeziﬁschen Veränderungen könnten eine burstaktivitätsbedingte Übererreg-
barkeit (‘stressful bursting’) oder alternativ eine kompensatorische, homeostatische
Adaptation des DA Systems im Krankheitsprozess widerspiegeln.
Im Kontext der funktionellen Daten dieses Dissertationsprojektes kann somit
ein entscheidender Einﬂuss der durch KATP Kanäle in vivo vermittelten Burst-
Exzitation sowohl auf physiologische zelluläre und verhaltensrelevante Funktionen
als auch auf potentiell pathophysiologische Charakteristika von SN DA Neuronen
deﬁniert werden.
5Humane mRNA Expressionsdaten von Parkinson Patienten und Kontrollen postmortem wurden
zur Verfügung gestellt von Prof. Dr. Birgit Liss und Dr. Falk Schlaudraﬀ (Universität Ulm)
6Elektrophysiologische Daten von putativen SN DA Neuronen, die in Parkinson Patienten
während einer Tiefenhirnstimulation gemessen wurden, wurden zur Verfügung gestellt von Dr.
Kareem A. Zaghloul (NIH, Bethesda). Der bereits publizierte Datensatz wurde mit den neu
etablierten quantitativen Methoden von mir erneut analysiert.
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226List of Abbreviations
SNr substantia nigra pars reticulata
SO slow oscillation
sol. solution
SUR sulfonylurea receptor
STN subthalamic nucleus
t time
Tab. Table
TH tyrosine hydroxylase
TM transmembrane domain
TOL tolbutamide, KATP channel blocker
TRP transient receptor potential ion channel
UV ultraviolet
VGAT vesicular GABA transporter
VGLUT vesicular glutamate transporter
VMAT vesicular monoamine transporter
vs. versus
VTA ventral tegmental area
WPRE woodchuck post-transcriptional regulatory element
wt wildtype
Y tyrosine
227List of Figures
1.1 Dopamine biosynthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 The direct, indirect and hyperdirect basal ganglia pathway . . . . . . . . . . . . 11
1.3 Phasic burst activity of DA neurons in vivo . . . . . . . . . . . . . . . . . . . . . 23
1.4 Ion channels and receptors control the activity of DA neurons . . . . . . . . . . . 25
1.5 Aﬀerent projection areas of the SNc . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.6 Structure and function of Kir6.2/SUR1 KATP channels . . . . . . . . . . . . . . 37
1.7 KATP channels are expressed at multiple sites within the SN network . . . . . . 39
2.1 ECoG burst-suppression pattern . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.2 Juxtacellular single cell labelling of DA neurons . . . . . . . . . . . . . . . . . . . 52
2.3 Juxtacellular single-cell labelling of SN GABA neurons . . . . . . . . . . . . . . . 54
2.4 Phases of extracellular triphasic action potentials . . . . . . . . . . . . . . . . . . 55
2.5 Four distinct in vivo ﬁring patterns of DA neurons . . . . . . . . . . . . . . . . . 56
2.6 Rasterplots and ACHs of the four in vivo ﬁring patterns . . . . . . . . . . . . . . 57
2.7 Schematic representation of the GLO spike train model . . . . . . . . . . . . . . 58
2.8 CAV2-mediated Cre-recombinase expression in SN DA neurons in vivo . . . . . . 64
2.9 Characteristic expression proﬁle of TH and CB . . . . . . . . . . . . . . . . . . . 67
2.10 Fluorescence spectra of AlexaFluor dyes . . . . . . . . . . . . . . . . . . . . . . . 71
2.11 Open ﬁeld behavioural test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.1 Firing characteristics of DA neurons in the lateral SN . . . . . . . . . . . . . . . 76
3.2 Firing characteristics of DA neurons in the medial SN . . . . . . . . . . . . . . . 77
3.3 Selective nigrostriatal connectivity of medial and lateral SN regions . . . . . . . . 78
3.4 Firing characteristics of DA neurons in the VTA . . . . . . . . . . . . . . . . . . 79
3.5 Basal ﬁring properties of VTA, m-SN and l-SN DA neurons . . . . . . . . . . . . 79
3.6 Distribution of ﬁring patterns in VTA, m-SN and l-SN DA neurons . . . . . . . . 80
3.7 Regional diﬀerences of in vivo burst ﬁring in the DA midbrain system . . . . . . 80
3.8 Calbindin-positive SN DA neurons display a novel in vivo discharge pattern
characterised by oscillatory bursting . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.9 Temporal stability of bursty-irregular and bursty-oscillatory patterns . . . . . . . 83
3.10 Dominance of a bursty-oscillatory ﬁring pattern in CB+ SN DA neurons . . . . . 84
3.11 Slow ﬁring frequencies in CB+ SN DA neurons . . . . . . . . . . . . . . . . . . . 85
3.12 KATP channels selectively control in vivo burst ﬁring in m-SN DA neurons . . . 87
3.13 Burst ﬁring in l-SN DA neurons is independent of KATP channel activity . . . . 88
3.14 Signiﬁcant reduction of burst ﬁring in m-SN DA neurons in Kir6.2-/- . . . . . . . 89
3.15 In vivo activity of VTA DA neurons in WT and Kir6.2-/- mice . . . . . . . . . . 90
3.16 Burst ﬁring of VTA DA neurons is independent of KATP channels . . . . . . . . 91
3.17 Functional burst map of VTA DA neurons in WT and Kir6.2-/- mice . . . . . . . 92
3.18 Detailed functional topography of WT and Kir6.2-/- DA midbrain neurons . . . 92
3.19 In vivo characterisation of m-SN DA neurons in Kir6.2ﬂoxed_neo mice . . . . . 94
3.20 Decreased dopamine D2 receptor response in Kir6.2-/- . . . . . . . . . . . . . . . 95
3.21 KATP channels exert no control over in vivo activity of SN reticulata neurons . . 97
3.22 rAAV2 vector constructs for in vivo gene-transfer . . . . . . . . . . . . . . . . . . 99
3.23 Titer and volume optimisation prevented toxicity of rAAV2 gene-transfer . . . . 100
3.24 eGFP expression suppressed burst ﬁring in vivo . . . . . . . . . . . . . . . . . . . 102
3.25 Regional selectivity and high transduction eﬃciency of rAAV2-mediated expression
of dominant-negative Kir6.2 pore-mutants . . . . . . . . . . . . . . . . . . . . . . 103
228List of Figures
3.26 Virally coded KATP subunits are not expressed in input areas projecting to SN
DA neurons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.27 No expression of Kir6.2_DN pore-mutants in synaptic terminals on SN DA neurons106
3.28 Quantitative analyses of Kir6.2_DN subunit expression in synaptic terminals . . 107
3.29 Suppression of functional KATP channels by Kir6.2_DN in SN DA neurons . . . 108
3.30 No rescue of KATP washout currents in Kir6.2-/- . . . . . . . . . . . . . . . . . . 108
3.31 Cell-selective rAAV2-based silencing of KATP channels is suﬃcient to prevent burst
ﬁring in m-SN DA neurons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.32 Prolonged spike duration in Kir6.2_DN expressing m-SN DA neurons . . . . . . 111
3.33 Functional burst map of Kir6.2_WT and Kir6.2_DN SN DA neurons . . . . . . 111
3.34 Eﬀects of rAAV2-mediated KATP channel silencing on l-SN DA neurons . . . . . 112
3.35 Unchanged spike duration in Kir6.2_DN expressing l-SN DA neurons . . . . . . 113
3.36 Decreased novelty-induced locomotion and rearing in Kir6.2-/- (OF1) . . . . . . 114
3.37 Normalised locomotion and constantly reduced rearing in Kir6.2-/- (OF2) . . . . 115
3.38 Functional KATP channels in medial SN DA neurons are necessary for novelty-
dependent exploratory behaviour . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.39 No anxiety-mediated behavioural inhibition in Kir6.2_DN-injected mice . . . . . 119
4.1 Unconventional fast-bursting properties of identiﬁed VTA DA neurons . . . . . . 129
4.2 Coherence of spike train patterns and basal ﬁring properties . . . . . . . . . . . . 133
4.3 Blockade of KATP channels disrupts burst ﬁring in diﬀerent cell-types . . . . . . 142
4.4 KATP and NMDAR co-activation induces in vitro bursting in WT . . . . . . . . 143
4.5 KATP and NMDAR co-activation does not induce in vitro bursting in Kir6.2-/- . 144
4.6 NN414 and NMDA induce a signiﬁcant pacemaker-burst switch . . . . . . . . . . 146
4.7 KATP activation in vitro potentiates spiking at burst frequencies . . . . . . . . . 147
4.8 KATP channels determine the frequency of subthreshold oscillations in medial SN
DA neurons in vitro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
4.9 SK3 channel function is predominant in lateral SN DA neurons . . . . . . . . . . 151
4.10 Lack of KATP channels in nonDA SNc neurons . . . . . . . . . . . . . . . . . . . 155
4.11 No eﬀects of KATP activation in nonDA SNc neurons . . . . . . . . . . . . . . . 157
4.12 Increased mRNA levels of the KATP channel subunit SUR1 in SN DA neurons of
PD patients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
4.13 High levels of burst ﬁring of human SN DA neurons from PD patients . . . . . . 168
4.14 Correlation of spike train parameters . . . . . . . . . . . . . . . . . . . . . . . . . 177
4.15 Evaluation of ACH- and GLO-based pattern classiﬁcation methods . . . . . . . . 179
5.1 Graphical summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
229List of Tables
2.1 Primary antibodies used for standard immunostainings . . . . . . . . . . . . . . . 45
2.2 Secondary antibodies used for DAB- or immunoﬂuorescent stainings . . . . . . . 46
2.3 Streptavidin-coupled ﬂuorescent dyes . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.4 Stereotaxic coordinates for electrophysiological in vivo recordings . . . . . . . . . 47
2.5 Physiological parameters for monitoring of anaesthesia . . . . . . . . . . . . . . . 49
2.6 Electrode puller programme settings . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.7 rAAV2 constructs for gene expression in SN DA neurons . . . . . . . . . . . . . . 62
2.8 Stereotaxic coordinates for CAV2 infusions into the dorsal striatum . . . . . . . . 63
2.9 Antibodies tested for quadruple immunostainings . . . . . . . . . . . . . . . . . . 68
2.10 LSM 510 microscope settings for confocal image scans . . . . . . . . . . . . . . . 72
3.1 In vivo electrophysiological properties of identiﬁed DA neurons in the VTA, medial
SN and lateral SN in C57BL/6 mice . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.2 In vivo ﬁring properties of CB– and CB+ SN DA neurons . . . . . . . . . . . . . 86
3.3 In vivo electrophysiological properties of midbrain DA neurons in Kir6.2-/- mice 91
3.4 In vivo electrophysiological properties of SN reticulata neurons in WT and Kir6.2-/- 98
3.5 In vivo electrophysiological properties of DA neurons in m- and l-SN transduced
with rAAV2 Kir6.2_WT or Kir6.2_DN constructs . . . . . . . . . . . . . . . . . 113
3.6 Open ﬁeld behaviour of WT, Kir6.2-/- and Kir6.2_DN-injected mice . . . . . . . 118
4.1 Comparison of electrophysiological properties of SN DA neurons (anaesthesia) . . 122
4.2 Comparison of electrophysiological properties of SN DA neurons (awake) . . . . . 123
4.3 Comparison of electrophysiological properties of VTA DA neurons . . . . . . . . 128
4.4 mRNA expression levels of human SN DA neurons from controls and PD patients 167
4.5 In vivo electrophysiological properties of putative SN DA neurons from human PD
patients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
2307 Curriculum Vitae & Publications
Personal Details
Name: Schiemann
First name: Julia
Address: Reifenberger Straße 50
60489 Frankfurt am Main
Germany
Date of birth: July 17th 1980
Place of birth: Einbeck, Germany
Education
1987 - 1991 Elementary School Bad Gandersheim
1991 - 1993 Orientierungsstufe Bad Gandersheim
1993 - 2000 Grammar School Roswitha Gymnasium Bad Gandersheim
June 2000 Abitur
2000 - 2005 Human Biology, Philipps University Marburg
2005 Diploma thesis "In vivo Aktivität von identiﬁzierten dopaminergen
Neuronen im Mittelhirn"
Institute of Physiology, Philipps University Marburg
Supervisor: Prof. Dr. Jochen Roeper
December 2005 Diploma in Human Biology, Philipps University Marburg
2317 Curriculum Vitae & Publications
Professional Experience
since 2006 Dissertation "An exciting in vivo function of KATP channels in
substantia nigra dopamine neurons – Implications for burst ﬁring
and novelty coding"
Institute of Neurophysiology
Philipps University Marburg & Goethe-University Frankfurt
Supervisor: Prof. Dr. Jochen Roeper
Prizes & Fellowships
June 2000 Lerche Preis for best Abitur result in 2000 and book prize for best
performance in chemistry, Roswitha Gymnasium Bad Gandersheim
2003 - 2005 Scholarship Studienstiftung des deutschen Volkes
2007 - 2009 Doctoral Scholarship Studienstiftung des deutschen Volkes
July 2009 1st poster prize: PENS summer school "Metabolic aspects of chronic
brain diseases", Ulm, Germany
June 2010 1st poster prize: IBAGS X, Triennial Meeting, International Basal
Ganglia Society, Long Branch, New Jersey, USA
November 2011 1st poster prize: Interdisciplinary Center for Neuroscience Frankfurt,
ICNF Symposium, Frankfurt, Germany
Memberships
since 2007 Society for Neuroscience
since 2008 SciMento, mentoring for women in science
2008 - 2011 Representative of doctoral students, Interdisciplinary Center for
Neuroscience Frankfurt (ICNF) at Goethe-University Frankfurt
Frankfurt/Main, 2.5.2012
2327 Curriculum Vitae & Publications
Publications
Data from this PhD thesis relate to research articles in peer-reviewed journals:
* Julia Schiemann, Falk Schlaudraﬀ, Verena Klose, Markus Bingmer, Susumo
Seino, Peter J. Magill, Kareem A. Zaghloul, Gaby Schneider, Birgit Liss, Jochen
Roeper
KATP channels in dopamine substantia nigra neurons control bursting
and novelty-induced exploration
Nature Neuroscience, 15(9): 1272-80
* Markus Bingmer, Julia Schiemann, Jochen Roeper, Gaby Schneider (2011)
 shared ﬁrst authors
Measuring burstiness and regularity in oscillatory spike trains
Journal of Neuroscience Methods, 201(2): 426-437
Data or methods from this PhD thesis presented at international conferences:
1. First author poster presentations:
* J. Schiemann, V. Klose, F. Schlaudraﬀ, M. Bingmer, P.J. Magill, K.A. Zaghloul,
G. Schneider, B. Liss, J. Roeper (2012)
KATP channels are crucial modulators of in vivo bursting in medial
substantia nigra dopamine neurons, which control novelty-induced ex-
ploratory behaviors
Annual Meeting Deutsche Physiologische Gesellschaft, Dresden, Germany
* J. Schiemann, V. Klose, F. Schlaudraﬀ, M. Bingmer, P.J. Magill, K.A. Zaghloul,
G. Schneider, B. Liss, J. Roeper (2011)
An exciting in vivo function of KATP channels in dopamine midbrain
neurons is potentiated in Parkinson Disease
New Frontiers in Ion Channel Physiology, Hamburg, Germany
and
Interdisciplinary Center for Neuroscience Frankfurt, ICNF Symposium, Frankfurt,
Germany . Poster award (1st prize)
* J. Schiemann, V. Klose, F. Schlaudraﬀ, M. Bingmer, P.J. Magill, G. Schneider,
B. Liss, J. Roeper (2010)
KATP channels control in vivo burst ﬁring of dopamine neurons in the
medial substantia nigra and novelty-induced behavior
Abstract# 686.11, Society for Neuroscience 40th Annual Meeting, San Diego, USA
2337 Curriculum Vitae & Publications
* J. Schiemann, V. Klose, F. Schlaudraﬀ, M. Bingmer, P.J. Magill, G. Schneider,
B. Liss, J. Roeper (2010)
KATP channels in a medial subpopulation of dopaminergic substantia
nigra neurons are essential for burst ﬁring in vivo
International Basal Ganglia Society (IBAGS) 10th Triennial Meeting, New Jersey,
USA . Poster excellence award (1st prize)
* J. Schiemann, G. Schneider, M. Bingmer, V. Klose, P.J. Magill, B. Liss, J. Roeper
(2009)
Selective control of in vivo burst ﬁring by KATP channels in dopaminer-
gic substantia nigra subpopulations
Abstract# 767.20, SfN 39th Annual Meeting, Chicago, USA
* J. Schiemann, G. Schneider, P.J. Magill, B. Liss, J. Roeper (2009)
In vivo activation of KATP channels provides selective control of burst
ﬁring in dopaminergic substantia nigra neurons
PENS Summer School, Ulm, Germany . Poster award (1st prize)
* J. Schiemann, P.J. Magill, G. Schneider, B. Liss, J. Roeper (2008)
KATP channels selectively control burst ﬁring in dopaminergic substantia
nigra neurons in vivo
Abstract# 534.8, SfN 38th Annual Meeting, Washington D.C., USA
* J. Schiemann, P.J. Magill, J. Roeper (2007)
In vivo activity of immunohistochemically identiﬁed dopaminergic sub-
stantia nigra and ventral tegmental area neurons in KATP channel knock-
out mice
Abstract# 469.21, SfN 37th Annual Meeting, San Diego, USA
* J. Schiemann, P.J. Magill, J. Roeper (2007)
In vivo activity of identiﬁed dopaminergic substantia nigra and ventral
tegmental area neurons in KATP channel deﬁcient mice
Abstract# PO-1.24, Dopamine 50 Years, Gothenburg, Sweden
2. Co-author poster presentations:
* S. Krabbe, J. Schiemann, E.R. Kandel, J. Roeper, E.H. Simpson (2011)
Electrical activity of identiﬁed dopaminergic neurons in the ventral
tegmental area is selectively reduced in a schizophrenia mouse model
of striatal D2 receptor overexpression
Abstract# 679.03, SfN 41st Annual Meeting, Washington D.C., USA
2347 Curriculum Vitae & Publications
* R. Bauer, J. Schiemann, B. Liss, J. Roeper (2010)
Aging leads to increased electrical in vivo activity of rostral dopaminer-
gic substantia nigra neurons
Abstract# 686.4, SfN 40th Annual Meeting, San Diego, USA
* E. Dragicevic, C. Poetschke, J. Schiemann, K. Schmidt, F. Schlaudraﬀ, R. Lujan,
J. Striessnig, J. Roeper, B. Liss (2010)
L-type calcium channels control age-dependent desensitization and cocaine-
induced plasticity of D2-autoreceptor function in substantia nigra dopamine
midbrain neurons
Abstract# 668.9, SfN 40th Annual Meeting, San Diego, USA
* M. Subramaniam, J. Schiemann, A. Prinz, B. Liss, J. Roeper (2010)
Selective rescue of rostral dopaminergic substantia nigra neurons from
neurodegeneration by intra-nigral proteasomal inhibition in KATP chan-
nel knockout mice
Abstract# 655.8, SfN 40th Annual Meeting, San Diego, USA
3. Co-author poster presentations "Computational Neuroscience":
* M. Bingmer, J. Schiemann, J. Roeper, G. Schneider (2011)
A doubly stochastic model for the quantiﬁcation and classiﬁcation of
burstiness and regularity in single spike trains
Abstract# doi:10.3389/conf.fncom.2011.53.00185, BC11: Computational Neuro-
science & Neurotechnology Bernstein Conference, Freiburg, Germany
* M. Messer, M. Kirchner, M. Bingmer, J. Schiemann, R. Neininger, J. Roeper, G.
Schneider (2011)
A Step-Filter Test for Change Point Detection in Nonstationary Poisson
Processes
Abstract# doi:10.3389/conf.fncom.2011.53.00170, BC11: Computational Neuro-
science & Neurotechnology Bernstein Conference, Freiburg, Germany
* M. Tillmann, M. Messer, M. Bingmer, J. Schiemann, R. Neininger, J. Roeper, G.
Schneider (2011)
Detection and Localization of Mutiple Rate Changes in Poisson Spike
Trains
Abstract# BMC Neuroscience 2011, 12(Suppl 1):P268
20th Annual Computational Neuroscience Meeting, CNS*2011, Stockholm, Sweden
* F. Gerhard, J. Schiemann, J. Roeper, G. Schneider (2009)
A simple Hidden Markov Model for midbrain dopaminergic neurons
2357 Curriculum Vitae & Publications
Abstract# BMC Neuroscience 2009, 10(Suppl 1):P235
CNS*2009 Meeting, Berlin, Germany
* M. Bingmer, J. Schiemann, J. Roeper, G. Schneider (2009)
A model for the joint evaluation of burstiness and regularity in oscilla-
tory spike trains
Abstract# BMC Neuroscience 2009, 10(Suppl 1):P246
CNS*2009 Meeting, Berlin, Germany
* F. Gerhard, J. Schiemann, J. Roeper, G. Schneider (2009)
When bursts are not surprising - Limitations of traditional burst detec-
tion algorithms
ICNF Meeting 2009, Frankfurt, Germany
4. Invited oral presentations:
* J. Schiemann (2012)
An exciting role of KATP channels in dopamine midbrain neurons for
novelty-coding and for Parkinson disease
Annual meeting Deutsche Physiologische Gesellschaft, Dresden, Germany
* J. Schiemann (2010)
In vivo juxtacellular labelling of wildtype and rAAV-transduced dopa-
minergic midbrain neurons
Workshop Süddeutsche Neurophysiologen, Heidelberg, Germany
* J. Schiemann (2009)
Selective expression and functional analysis of dominant-negative KATP
subunits in dopaminergic midbrain neurons in vivo
# ST3, ENI Network Meeting "Cell type-speciﬁc manipulations of neural networks",
Geneva, Switzerland
2368 Acknowledgement
To explore novel and exciting things a lot of energy (not only in terms of ATP) is
needed. This is true in particular for research, but also –and often more importantly–
in the life next to the lab. I experienced great help and support during my doctoral
time from many diﬀerent people, which I would gratefully like to thank at this point.
Thanks to
? Prof. Dr. Jochen Roeper for supervision of my PhD project and all the
opportunities, support and trust1 during my long short-term stay in your lab.
? Prof. Dr. Manfred Kössl for supervision of my PhD thesis as the expert
assessor within the faculty of biology at Goethe-University Frankfurt.
? Dr. Gaby Schneider & Markus Bingmer for our eﬀective and instructive
collaboration and your help with detailed spike trains analyses.
? Dr. Peter J. Magill for teaching me the art of juxtacellular labelling years
ago, for valuable help with the paper and great scientiﬁc mentoring.
? Prof. Dr. Birgit Liss & Dr. Falk Schlaudraﬀ for successful collabora-
tion and contributing the molecular biology part, linking my mouse data to
human Parkinson’s disease.
? Dr. Verena Klose for establishing the open ﬁeld test and assistance
with behavioural experiments and Dr. Rainer Hartmann for help with
programming burst analysis codes.
? Silvi Hoidis, Dr. Silvia Heid, Dr. Gabi Lahner and Prof. Dr. Jean
Smolders for backup and helpful transfer of lab and teaching experience.
? Sigrid Petzoldt & Harald Schalk for their friendly and excellent techni-
cal support, Günther Amrhein for animal care and Thomas Wulf, our
electronic expert.
1until June 10th 2011
2378 Acknowledgement
? Dr. Andrea Fuchs & Sabine Krabbe, two splendid friends ,! 2011
would have been even worse without both of you. I am looking forward to
meet again in Edinburgh, Stockholm and .... Here we go again.
? My lab-friends Alexander Prinz, Anna-Maria Kashiotis, Manuel Groth,
Dr. Stephan Lammel as well as my ﬁrst brilliant diploma and medical
PhD students Marvin Weigand and Raphaela Bauer for all our happy
times together.
? Special thanks go to Sabine, Andrea, Anna-Maria, ‘my’ Stephan, ‘our’
Stephan and Alexander for helpful comments and revisions of my the-
sis as well as to Brian Rummell for native-speaker proofreading of the
introduction.
? My ®s AL9.0, rotwild, T700 and S8 for training of mental strength and
endurance to the top.
? My lovely family and my parents Helga & Rolf Schiemann for support
and motivation and for just being there all the time.
? Most of all I would like to thank my fantastic husband Prof. Dr. Stephan
Turbanski–who also has been my best friend for over 16 years–for all your
love, your balance, your patience and your endless encouragement. Du aer
min framtid!
238.
real eyes realise real lies