In this work, a journal bearing optimization process has been developed and is divided into two stages. Each one has a set of decision variables and custom objectives aggregating performances with a weighting strategy. The performance functions used are an artificial neural network, trained with Reynolds equation solutions, and a CFD simulation of the bearings carried out with commercial software. The results show the capabilities of the algorithm to design and optimize journal bearings by reducing both power loss and mass flow with respect to ones designed with traditional methods, as well as by minimizing the maximum and average temperature.
Introduction
While today's automotive facilities, especially in the field of internal combustion engines, are relatively efficient, significant opportunities remain to reduce power losses and fuel consumption. One possible way to achieve this goal is to work on the efficiency of vehicular lubrication systems as well as on other aspects like weight, complexity, and reliability. Recent investigations estimate that 25% of the total mechanical power losses in terrestrial vehicles are due to journal bearings [1] , a fact which focuses our attention on them because of the great benefits that the optimization of these components would produce. Furthermore, optimizing the whole lubrication system is not practically possible and, in some cases, inconvenient.
The problem of hydrodynamic journal bearings (HJB) optimization is related to three fundamental goals: to design a fast and precise function to calculate the performance of the bearing, devise the optimization objectives, and choose a rapid and globally convergent technique to find the global minimum or maximum of the aforementioned objectives. Hence, the optimal choice of parameters for the design of journal bearings is a multivariable and multiobjective problem. The aim of this work is not only to choose an optimal set of decision variables but also to provide a realistic solution where temperature, pressure, and film thickness are controlled and where the quality of the process can be evaluated objectively.
Numerous techniques have been developed to predict the performances of HJB and can be divided into four categories: approximated methods [2] [3] [4] , rigorous solution of the Reynolds equation [5] [6] [7] , curve fitting, and CFD solution with commercial software. The first group is based on the fact that the pressure profile and solution of the Reynolds equation of lubrication can be imitated using the proper combination of functions whose variables are eccentricity and length to diameter ratio. These techniques are reliable only in a specific range of (eccentricity ratio) and (length to diameter ratio) and cannot take into account misalignment of the shaft and lubricant inlet conditions. Furthermore, in order to iterate the value of the viscosity, some approximated methods are coupled with approximated functions to predict the shaft temperature and the average lubricant temperature. However, material properties are not included in the calculations [8] .
Carrying out the Reynolds equation solution with finite difference or finite elements is one of the most accurate ways to solve the pressure field of an HJB. However, in terms of time and programming skills, these methods can be expensive, especially in the case where the Reynolds equation is coupled with the energy equation and heat conduction equation to solve the temperature field. In the case where the viscosity is the function of other variables, such as pressure and shear stress, other coupled functions have to be solved. If cavitation is considered or dynamic loaded HJB are analysed, the Reynolds equation must be modified. Hirani and Biswas [9] developed a modified Reynolds equation to solve the cavitation problem. Another technique that can be classified as rigorous is the exact analytical solution of the Reynolds equation carried out by Chasalevris and Sfyris in [10] . Here, the exact analytical solution of the Reynolds partial differential equation is presented. The results are validated using numerical methods (FEM and finite difference) and approximated solutions.
Zengeya and Gadala [11] developed functions to predict mass flow and power loss. The proposed equations were obtained by fitting both solutions of the Reynolds equation that were obtained with FEM techniques and literature data. Because of their form, no integrations are needed to calculate the performances of HJB and numerous critical design variables are taken into account. Artificial neural networks (ANN) studied by Ghorbanian et al. in [12] is another example of a curve fitting solution where numerous examples of the exact solution have been calculated with finite differences and are fitted by a network of neurons in order to evaluate the performances of bearings for every eccentricity and geometrical dimensions.
HJB used commercial CFD tools from Gertzos et al. [13] and the results were validated with the Raimondi and Boyd charts. In [14] , Bompos and Nikolakopoulos solution of HJB was analysed with magnetorheological fluids.
A suitable performance function for optimization has to be fast and universal. In terms of calculation time, the optimization algorithms simultaneously calculate the objectives of numerous subjects; thus, the optimization time is dramatically affected by the performance calculation time. The second aspect, universality, is the ability of the function to be able to calculate the performances of a bearing with any combination of decision variables and without design limitations. In this paper, the performance functions are an ANN trained with Reynolds equation's solutions.
In terms of the optimization process and the objective design, Ghorbanian et al. [12] use genetic algorithms to minimize oil consumption and power loss, which are conflicting aims. Hirani and Suh [15] use a nonsorted genetic algorithm (NSGA) to minimize two objectives. The first is made of the sum of nondimensional power loss and penalties and the second sums up the nondimensional mass flow and penalties of the HJB. The penalties are coefficients aggregating together maximum pressure, minimum film thickness, and temperature rise.
Zengeya and Gadala in [11] aggregate several performances using a scaling and weighting strategy. The scaling and weighting factors are arbitrarily chosen, which determine the generation of a single objective space in which the solution is found. The last relevant work in this field, made by Boedo and Eshkabilov in [16] , uses the genetic algorithm technique to optimize the shape of statically loaded journal bearings.
In this work, the optimization strategies adopted for the calculation are non-Sorted Genetic Algorithm (NSGA-II) and Artificial Bee Colony Algorithm (ABC) from [17] . ABC belongs to the category of particle swarm intelligence and has never been used to solve tribological issues, nevertheless, it has already demonstrated to be an excellent optimization technique for technological problems. In [18] Sonmez uses the ABC technique to solve the multiobjective problem of scheduling generators to fulfil the demand of energy. In [19] , Anandhakumar et al. used the ABC capabilities to solve the problem of diesel engine maintenance.
The optimization process is divided in two stages. During first stage, the decision variables are diameter, clearance, and length to diameter ratio. The objective functions are designed to take into account and aggregate the performances of the bearing to control some technological aspects. During the second stage, only the ABC algorithm is employed to minimize the product between the maximum and average temperature in the bearing. The decision variables are supply hole geometry, such as diameter, position, and shape, while the supply pressure is fixed. In this work, the journal bearing optimization is a minimum-minimum problem where the objective functions must be minimized.
As pointed out by Ghorbanian, the previous works use discrete decision variables, and it must be emphasized that the decision variables are not, in essence, discrete because of numerous manufacturing reasons. Also, lubricant viscosity has a strong effect on journal bearing performances; nevertheless, dynamic viscosity is not included in the list of decision variables for two main reasons: journal bearings (and in general all the components of the lubrication systems) are subsystems of other main facilities, for example, ICE or gear transmissions. This main system drives the selection of the lubricant requiring the other subsystems to adapt their features to this choice. Secondly, the viscosity of lubricants for commercial use is determined by standards (ISO, SAE). The use of viscosity as a decision variable leads to an optimization driven by oil parameters with values of dynamic viscosity and a density that is different from the lubricants used in the real practice (automotive and industry).
The method used to include the viscosity effect in the optimization is to repeat the optimization for different viscosities and create optimization maps.
This work provides a methodology to optimize the HJB in respect to a reference design which could be calculated with classical methods or by an existing bearing. The algorithms presented can also be used to design a new bearing. The reference design is used to provide a proof of the soundness of the algorithm.
Optimization Methodology

Optimization Strategy.
A general optimization problem is posed as follows:
(1)
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Here, is the number of objectives to be minimized and is the number of decision variables. The aim of the optimization is to find the set of decision variables that simultaneously minimize the objectives' functions. These objectives have to be designed to take into account numerous performances, as well as the fact that the decision variables range must be not be restrictive. Performance functions with the capability to calculate the performance of all the possible combinations of values of decision variables have been designed and a reliable and globally converged method to find the solution has been built. In this work, the optimization is divided into two stages with 1 = 2, 1 = 3, 2 = 1, and 2 = 2. The performance functions are an ANN trained with results obtained from solving with finite difference, the Reynolds equation, and the CFD solution. Finally, the optimization methods are GA and ABC.
As demonstrated by Hirani and Suh in [15] , not all variables have the same effect on the optimization. Some geometrical variables, regarding the inlet geometry, do not have a significant effect on performances such as power loss and mass flow. On the other hand, the inlet positioning and design can strongly influence the temperature field in terms of maximum temperature and reverse flow phenomena. Also, Singhal and Khonsari in [20] showed how the inlet pressure and viscosity (directly related to the temperature) influence the cross-coupling damping coefficients and how the inlet temperature influences the whirl threshold. These facts determine the need to split the optimization problem solution in two stages, as shown in Figure 1 , with different objectives: performance functions and minimization techniques.
Performance Calculation.
The standard form for the performance function can be written as
In this function, y is the performance vector and x is the decision variable vector. The y vector is made of five terms: power loss, lubricant consumption, temperature rise, maximum pressure, and minimum oil film thickness. The decision variable vector is made of three terms: diameter, clearance, and length to diameter ratio. In addition, some other constant variables are inserted into the performance function, such as the rotational speed, shaft torque, lubricant properties, applied force, and material properties (all of these are constant for a given problem).
The "performance" function can be any kind of function able to calculate the HJB performances for a given set of variables. In this work, an ANN is used and is trained with the solutions of the Reynolds equation (RE). The RE is valid for finite-length HJB (0.25 ≤ ≤ 4) and is valid for a range of eccentricities between 0.1 and 0.9. The general form of RE is [5] (ℎ In this form, is the pressure, the diameter of the journal, ℎ the film thickness, the radial velocity, V the axial velocity (which is zero for this work), the angular coordinate, and the axial coordinate visible in Figure 2 . For this solution, the finite difference technique was employed. If the misalignment of the rotational axis on the plane -is considerable (>0.005 ∘ ), the film thickness formula is
where is the clearance, is the length of the bearing, 0 is the attitude angle, and is the misalignment angle that can be evaluated as follows (angle between the axis and plane -):
Above, is the force acting on the bearing, is the distance between the application point of the force, and the plane − minus is the distance /2. is the elasticity modulus and is the inertial moment of the shaft section (which is supposed to be constant). In formula (3), the and V can be calculated as
The rotational speed is in rpm. Within these conditions, the finite differences scheme must be applied as presented in [5] ; otherwise, (4) can be simplified as ℎ = + cos ( − 0 ) .
And the RE can be expressed in terms of Vogelpohl parameters employing the dimensionless variables
The Voghelpohl parameter is:
And the RE can be written as
where the parameters V and V for the journal bearings are
Using this simplified form, the finite difference scheme can be applied. After the pressure profile is found, the performance is calculated as follows:
In this form, is the mass flow due to the pumping effect and is the mass flow side leakage that can be calculated as follows [5] :
The pumped mass flow, , can be evaluated as follows:
In this form, max is the tangential area in the point of maximum film thickness and min the area in the location of the minimum film thickness.
max is the maximum pressure of the lubricant and ℎ min is the minimum film thickness calculated with formula (4) or (7) . The temperature rise is calculated using the approximated approach proposed by [15] 
where is the eccentricity ratio and is used as a factor, as demonstrated in [15] , that can approximate the fraction of heat flow which is dissipated by the oil flow.
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The dynamic nature of the problem is well known to the authors. In fact, in numerous studies, the RE is added to the term ℎ/ , where is the time. After a period of warming up, the only variable factor is the load. If the time dependency has a great effect on the performances, then it has to be considered; otherwise, the reader can calculate the equilibrium position with the equation proposed in [7] . The present analysis is limited to statically loaded journal bearings; nevertheless, the method can be used also for dynamically loaded ones.
Because the solution of the partial differential equations (PDEs) in (3) and (10) can be expensive in terms of time for the optimization process, an interactive interpolation process, like neural networks, is used.
The architecture of an ANN is fairly simple. It is made of three layers: the input layer, the hidden layers, and the output layer, all connected by synapsis. The input layer has a number of neurons that is equal to the number of input variables and the output layer as a number of neurons that is equal to the number of outputs, in this work always one. When it comes to hidden layers, both the number of layers and the number of neurons depend on the problem's complexity. To accurately predict the outputs without creating oversized networks, the number of hidden layers has to be calculated by measuring the error produced by the output neurons with respect to a reference. This procedure has been repeated since the minimum number of neurons, given the selected accuracy, was found.
Neurons are the nodes of the network grid. Their classification is based on the transfer function " ": "sigmoid," "linear," and "hard limit." In Figure 3 , a typical example of a neuron is shown and in Figure 4 an example of network is shown. The output is combined with the weight vector and added to the bias vector. The weight vector is the object of the training process which is the technique used by the network to fit the function. The weights are adjusted since the predictions, compared to the example set of known results, give an acceptable error (10 −4 ). In this work, the ANN uses the measurement of the mean sum of squares of the network errors to give a feedback for training; in fact, the network is also called feedforward neural network [21] . In this paper, the network is made of an input layer with 3 neurons, an output layer with 1 neuron, and an optimal number of hidden layers listed in Table 1 with a fixed number of 10 neurons. The transfer functions are all sigmoid due to the nonlinear nature of the results.
ANN is a dynamic curve-fitting tool that has the ability to generalise. This property allows the network to predict cases not coming from the training session cases. From a practical point of view, it works like a formal solver for PDEs in (3) and (10) . If the training examples are homogeneously distributed among the variable ranges numerous enough, then the network can accurately predict the results of the problem. The variable space is a four-dimensional and includes three decision variables as well as the eccentricity. Every variable is divided into 9 nodal values for a total number of combinations of 9 4 = 6561. Within these examples, 80% are used for training, 10% for test, and 10% for the validation. ANN is commonly used in numerous scientific fields and the practice Output: a = f(wp n + b)
The scheme shows a single neuron for scalar and vector inputs.
suggests that is not convenient to generate a single large network to simultaneously predict several results of a function, but it is better to divide the network into little networks. These nets have specific tasks; hence, their "weight" and "bias" vectors can be obtained easily and the results can be predicted with as little amount of layers and neurons per layer without losing accuracy; the results are shown in Table 1 . In this work, five ANNs have been trained for the five different outputs required to the performance function. Consider
Another hidden neural network was developed to predict the contact between shaft and bearing. The name of the network is "ann " and is a perceptron network made of neurons with "hard limit" function. The scope of this network is to find the Figure 4: The scheme shows a network of neurons with vector inputs. The ANN in the example is made with the max network. In the hidden network, every dot is neuron. The connections between neurons are shown just in one case with dashed line. The reader has to imagine that every neuron is connected with every neuron of the successive layer. combinations of decision variables that cause contact between sleeve and shaft.
In addition to ensuring the quality of the solution, the critical rotational speed is calculated using the approximated approach proposed by Hashimoto as interpolation of the Routh-Hurwitz scheme:
2.07 ) − 1.318 + 2.873) .
The accuracy of the prediction was evaluated with the comparison between the HJB characteristics plots calculated with finite difference and predicted by the ANN and is shown in Figure 5 .
Objective Definition.
The objective functions have been designed to aggregate the performances of HJB. Optimizing a single performance is not convenient. However, some authors optimize only two objectives composed by the single performance or by a nondimensional form of it. Others in [2] chose to optimize two performances and constrain the others (temperature rise, maximum pressure, and minimum film thickness). In this work, all the performances are aggregated into two objectives ( 1 = 2) in order to minimize or maximize their value without constraining it. The first objective is composed by the two main performances, the power loss and the mass flow:
is the power loss, is the mass flow, and both are calculated for every th subject or food source depending on the solving technique. min is the minimum power loss among the subjects of the first generation and max is the maximum. min is the minimum mass flow among the subjects of the first generation and max is the maximum. is the weight for the power loss and is the weight for the mass flow. The relation between the weights is
From a rigorous point of view, every combination of weights generates a new objective space with a new global minimum. The second objective aggregates three performances: temperature rise, maximum pressure, and minimum film thickness.
The first term controls the temperature rise. This performance is related to both the inlet temperature and the type of lubricant. The term indirectly controls the lubricant's dynamic viscosity and its degradation in time. In [22, 23] , the continuous cycles of warming and cooling process degrade the lubricant making the temperature rise larger and the degradation process faster. The second term controls material properties and lim depends on the journal material choice. The third term controls the minimum film thickness. This performance has to be controlled to ensure that the bearing is working in a hydrodynamic regime and to indirectly introduce the manufacturing precision in the optimization process. In fact, ℎ min is calculated according to the roughness of the journal and shaft surface, which is controlled and typically has a value comprised between 0.2 and 1.6 m both for the journal and the shaft. Usually the sleeve is a metal ring made of bronze or other materials and the shaft is made of steel. The common practice suggests keeping the minimum film thickness larger than the sum of (the average roughness of the journal) and (of the shaft). This avoids pure contact but does not avoid the possibility of EHD contacts [24, 25] . When the film thickness becomes comparable to the maximum roughness, the assumption of hydrodynamic lubrication regime (HDL) becomes not valid and performance predictions are not realistic. Furthermore, one has to consider the working precision, possible misalignments, and tolerances regarding the axial position of the groove. In the field of journal bearings, automotive industry and general mechanical industry want to prevent EHD regime which can be unreliable from the point of view of both journal degradation and lubricant degradation. Therefore, taking into account the possibility that the highest asperities can be softened or reduced by elastic work, another method is proposed; limit the film thickness to be greater than 3 m between the highest asperities:
In this method, + is the average height of the 5 highest asperities in the profile measured from the nominal diameter line. The index is used for the journal roughness and the for the sleeve. 3 m is the value chosen for this work but is nevertheless a variable value that can be adjusted depending on the manufacturing precision as well as the level of precision that all the calculation processes, in terms of input data, especially applied force, can reach.
The genetic search algorithm generates an input matrix for the objective function calculation. This matrix is X with dimensions [ , 3] where is the number of subjects and 3 is the chosen number of decision variables. When the stochastic combination function generates a set of decision variables, it is also possible that it generates subjects where contact between journal and sleeve occurs (eccentricity ratio, , is equal or greater than 1). In previous literature, this problem was not addressed or taken care of by imposing custom eccentricity to contact subjects, oversight that affected their research [21] . Within this research, the algorithm calculates the contact subject's objective as follows:
Impeding the algorithm to generate these subjects can be detrimental to the whole search process. It is possible that in the search space near these subjects the algorithm will be able to find suitable solutions to improve the generation. Throughout this research, contact subjects were found but were rare. Furthermore, it was observed that through using the technique in (22) , the contact subjects could not afford to pass to the next generation, but their "chromosomes" were used by the algorithm during the crossover process, which means that the GA was searching around them. Contact subjects can be found during the initialization of the algorithm when only the stochastic combinations are used to generate X. The use of 1.2 (which means adding a 20% to the maximum achievable score) is arbitrary. The practice suggests to do not give big penalizations to contact subjects. Usually the optimal solution and the contact subjects are found on the same variable space boundary but on opposite sides. Therefore, excluding the chromosomes of the contact subjects will lead to a longer calculation time, especially with GA. It is interesting to note that this approach does not mathematically ensure the respect of the limits imposed for some performances, for example, temperature rise. In fact, while the objective ensures the minimization or maximization of the performances, it does not guarantee their complete control. For some problems, it is possible to have solutions in which performances exceed their limits and the designer must choose if their solution is still feasible. Only then is it possible to say that the limits can be considered fuzzy and their value can vary according to the problem. One example is the optimization of a bearing where the temperature rise limit is fixed to 10 ∘ C. If the optimized bearing reduces the power loss of 50% with respect to reference design and its temperature rise is 11 ∘ C, the idea of fuzzy limits suggests that the optimized bearing is feasible, even if the limits are not all satisfied.
The final optimization problem can be written as
The objective of the second stage is the nondimensional product between the maximum and the average temperature: The main idea is to start with a set of random solutions where every solution has a set of chromosomes equal to the number of decision variables. The solution is evaluated in terms of fitness and the chromosomes are recombined using three tools that are derived from natural examples: crossover, mutation, and elite preservation. The continuous recombination of chromosomes produces solutions with increasing values of fitness since the highest score is found and the minimum or maximum of the objective functions is found.
A solution is defined as optimal or belonging to an optimal set if it lays on the Pareto Optimal Front, a group of nondominated solutions. In the case of minimization problems, the solution vector a dominates the solution vector b if and only if the following condition is fulfilled:
Above, is the function to be minimized. The parameters controlling the search for GA are number of generations, number of subjects, crossover factor, mutation factor, and elite count and the work flow is presented in Figure 6 .
To ensure that the global minimum was found, the optimizations process has been repeated 2 + 1 ( number of decision variables) times. The first position is randomly generated and saved. In terms of the others, for every decision variable, a sufficient little Δ ( ) is determined and the variations are sequentially added to the initial decision variable.
At the end of the optimization process, the solutions are usually nestled around the point of global minimum. Normally the diameter and the length to diameter ratio are converged while the clearance values are spread randomly in a range because the algorithm cannot further increase the precision (due to the discrete variable problem). The representative subject selected as the result of the optimization has the clearance to calculate as the average of the clearance values and is approximated to the nearest upper integer.
Artificial Bee Colony Algorithm.
The artificial bee colony algorithm is an optimization method based on the intelligence behaviour of a honey bee swarm. ABC belongs to the category of particle swarm algorithms (PSO), which are methods inspired by the "collective intelligence" of populations, interactive agents, or swarms able to solve various problems following collective rules.
In particular, ABC algorithms imitate the behaviour of honey bees while foraging, demonstrating these smart insects' ability to select the choicest of foods through basing their decision on several parameters like quality, quantity, taste, and the distance of the source. First, the bees randomly : In this scheme, the work flow of the genetic algorithm search is shown. PE is the performance function; "obj" is one of formulas (18) and (20) . PA is the Pareto selection and GA is the modifier.
explore an area around the hive then communicate to the other bees the data regarding food sources in a "dancing area" (the communication hall of the hive). With successive repetitions and through exploring different areas, the bees are able to converge on the optimal food source, minimizing the distance and maximizing the quantity and quality of the nectar. From the standpoint of mechanical optimization, the food sources are the function value and the aim of the algorithm is to scout, following the explained logic, the objective space to find the optimal solution. In the colony, the bees are divided in three types with each one playing a specific role: employees, onlookers, and scouts. The onlookers are those bees waiting in the dancing area for information about the food sources, the employees are those foraging the food and when a food source is exhausted the employee bee is forced to search a new one and, hence, becomes a scout bee.
In nature, the scouts are initially sent out to find new sources of food; they do so in a seemingly random order. However, once a new source is found, the scouts return to the hive and share their information with the onlookers in the dancing area, who then become employed and visit the new food source since that food source exists in their memory and has not been depleted yet. When the nectar is exhausted, the workers choose a new food source in the neighbourhood of the previous source based on the visual information that the bee has. At every flow, the workers' dance is proportional to the nectar amount in the area just visited. The recruitment of onlookers is based on the intensity of the dance, so more bees are recruited from current workers that have visited sources with the highest nectar amount. Finally, an onlooker selects a new food source depending on the nectar information shared by all the workers generating a continuous modification of the optimal supply positions selected by bees.
In the ABC, the position of the food source represents the possible solution (the minimum of the function) and is a vector with the deciding variable values. The nectar amount represents the fitness (quality associated to the solution). The algorithm imitates the natural behaviour of bees except in the selection of new food sources. The comparison is made but the choice is not based on "visual information" (that is not available) but is randomly selected. Every solution's position is a vector x( ) with = (1, 2, . . . , ) with number of food source and, consequently, the number of employed bees. After the initialization (random choice of food sources), the food sources are subjected to repeated cycles and the new positions are probabilistically chosen as follows:
The algorithm used to produce a new food position from the old set of solutions is
In this form, is the index for employed bees and is randomly chosen yet must be different to . is a random factor (between [−1 1]), controlling the selection of neighbourhood solutions. V( , ) is the new candidate food source and using formula (27) ; all the optimization parameters are updated. From the above explanation, it is clear that there are three control parameters that can influence the algorithm search. The first is , or the number of food sources which are equal to the number of employed and onlooker bees (the proportion is fixed for the first release of Karaboga's algorithm but can be changed). The second parameter is the limit lim of times that a bee can visit the same food source. After that limit is reached, the source is abandoned. The last is the maximum number of cycles: mcn.
The ABC search gives the same results as the GA search but the evaluation of the functions are less numerous. Because this is already a demonstrated and well known fact [25] , it is interesting to use ABC capabilities as search optimization solutions of different objective functions as they are built with the same logic as the one presented in Section 2.3. The following is a monoobjective function designed to further simplify the problem:
The objective space is designed by the above function, and, in general, by any other possible function having different optimal solutions with respect to the objectives designed in Section 2.3. Nevertheless, if the design principles are the same, the different optimized solutions are feasible and a more realistic solution of the more general problem of HJB optimization. From the objectives, the fitness is calculated as
The optimization is a minimum-minimum problem and the objectives are designed to have the optimal point corresponding to the universal minimum of the function. However, the fitness is the measure of the quality of the function and, in this case, the measure of the quality of the food source. Therefore, it is necessary to invert the function. For this problem, is 1 for obj , is 3 for obj , and 4 for obj ABC because the function has to express the relative percentage of quality with respect to the other solutions. ABC algorithm is not working in parallel and the fitness is calculated serially (like performance and objective) so a fixed parameter like has to be used to generate the fitness. If the value of the objective is higher than , only happening for obj and obj ABC , the fitness was set to 0,05. Also for ABC it is necessary to not lose solutions during the evaluation process so there is no loss of diversity. An advantage of the ABC algorithm is that it is easy to be implemented and a free version of the code (only for single objectives without fuzzy limits) can be found following the author's indications in [17] .
Computational Fluid Dynamics.
In the second stage of the work, the maximum temperature in the bearing is found with CFD analysis carried out with commercial tools: Ansys Fluent and Ansys Gambit, used in batch mode with Matlab. The CFD analysis is used because it is time efficient, has a good visualization of the results, does not require extensive programming skills, and has the ability to solve the full ThermoHydroDynamic (THD) field around the bearing. In [26] Moreno Nicolás et al., the author solved for the THD field around the bearing using the numerical network method. The present work has two aims: to solve the THD flow around the bearing and include the influence of the supply hole using this analysis. A good technique has been suggested by Brito et al. in [27] , in which the system of PDE (Reynolds equation and energy equation) is solved with the use of a custom made FEM model. In this work, the capabilities of Ansys software are used to include the influence of the lubricant supply hole geometry on the maximum temperature of the bearing. The geometrical model is made of a cylinder with diameter subtracted from another cylinder with diameter -2 . The external cylinder is translated and rotated in respect to the eccentricity and to the attitude angle. By creating the model in this way, the shaft is always centered and no further errors occur due to the geometrical tolerances that are introduced. Then, a cylinder with diameter is attached to the external face of the lubricant domain. The axis of the cylinder passes through the centre of the bearing and lies on the -plane. The cylinder is then rotated on (positioning angle on the inlet).
There are two assumptions for the simulations: laminar flow and Reynolds cavitation model. The laminar flow assumption allows the avoidance of the use of turbulence models. The assumption is also verified in Figure 7 (ii) Outlet: the outlet condition is "pressure outlet" with static pressure set to 0 Pa. It should be pointed out that the operating pressure is set to 101325 Pa, so all the pressures at the boundaries are added to the operating pressure (absolute pressure = relative pressure + operating pressure). The initial condition of the outlet is applied to both side clearances of the journal bearing. The initial temperature of the outlet is set to the mixing temperature via UDF using formula (15) .
(iii) Bearing: the boundary condition is "wall" with a static wall. The thermal model is "mixed, " the heat flux depends on the material, the free stream temperature is fixed at 320 K, the external emissivity is fixed to 1, the thickness is 2 mm, and the external radiation temperature is fixed to 300 K.
(iv) Shaft: the boundary condition is "wall" with rotating wall conditions. The speed is the rotational speed in rad/s and the centre of rotation is the axis of the shaft. The thermal model is "heat flux." The value depends on the material but is decreased by 50% because the shaft does not have the opportunity to dissipate heat like the bearing housing.
The lubricant model is
Here, 0 is the dynamic viscosity at ambient temperature and is the thermo-viscosity-coefficient. The simulations are controlled by Matlab, which commands Ansys Fluent and Ansys Gambit in batch mode. Two Matlab functions have been developed: the first generates the mesh file using Gambit, and the second solves the case and collect the data using Fluent. In both cases, Matlab writes a file, called a journal file, which is read by the two programs and contains the customized information about the geometry and solution process.
The lubricant film is divided in 20 layers in the radial direction and the discretization scheme is "cooper" with a mesh dimension 0.32 mm. The inlet channel has the same scheme and cell dimension of the lubricant in the clearance and the divisions along the channel are 75 with a length ratio of 0.95. The resulting number of cells is about 400000 with a solution time of 2 minutes for about 350 iterations, with residuals converging under the fixed tolerance of 10
(see Appendix C for details). For the simulations, three "user defined functions" (UDF) have been developed. The first iterates the viscosity value of every iteration following the model in (30). The second applies the Reynolds boundary conditions and iterates, if needed, the equilibrium position and the third collects the data and calculates the performance of the bearing.
Results and Discussion
The study case is a diesel internal combustion engine. At the design point, the point of maximum torque, the speed is 2500 rpm (246 rad/s), the torque is 326 Nm, the power is 85 kW, and the force acting on the bearing is 1750 N. The material of the shaft is steel; the material of the sleeve is bronze alloy; the inlet channel is a round hole in the upper bearing housing. The supply pressure is 140 KPa. The lubricant is 15W40 with 0 = 0.02 Pas and = 0.038 1/K. The minimum diameter was calculated using Von-Mises criteria and the maximum was min , added to 30%. max is 34.2 mm and the minimum is 26.3 mm (Appendix A). The minimum length to diameter ratio is 0.3; the maximum is 0.9. The minimum clearance is min = 15 m and the maximum is max = 30 m. The force acted on the centre of the bearing; hence, = 0. The limit choice has been done as follows.
(i) Minimum film thickness: the choice is made with the use of formula (21) . Values in the formula are all relative to the roughness of the bearing which is related to the diameter directly by mean of manufacturing relationships. The absolute value of 3 m has been chosen according to work of Allmaier et al. [28] which prescribe 3 m has the Elasto-Hydro-Dynamic (EHD) limit for car engine journal bearings.
(ii) Temperature rise: however, the choice of 20 ∘ C is a common choice the authors decided to further constrain the problem. Furthermore, 10 ∘ C limit is adopted by the two main references used for results comparison [12, 15] . The last reason why 10 ∘ C is chosen instead of 20 ∘ C is that a large amount of lubricants, without additives, suffer from rapid degradation due to temperature rise as explained in [2] specially if higher than 10 ∘ C.
(iii) Maximum pressure: the choice of 28 MPa has been made to impose a great constrain on pressure, because The minimum supply diameter is 4 mm; the maximum is 9 mm. The inlet temperature is 25 ∘ C. The hole's position can be any suitable angular direction in the upper housing comprised between −65 ∘ and 65 ∘ (according to the scheme in Figure 2 ). The optimization parameters for the two techniques adopted are listed in Table 2 .
The results of the optimization process are shown in Table 3 . Here, the results obtained with different design techniques are listed. The design generated with Ghorbanian technique saves 39.8% power loss and over 50% of the mass flow. On the other hand, the combination of deciding variables generates a bearing with a minimum film thickness of 1.8 m, a maximum pressure of 44 MPa, and a maximum temperature of 13.1 ∘ C. Despite the precision demonstrated in the calculations of the performances by the ANN in [12] , the optimization objectives are too restrictive for a complete HJB analysis. The second technique is the one used by Hirani and Suh [15] . Here the dominance of the penalties on the objectives generates a bearing, which preserves temperature rise, maximum pressure, and film thickness while power loss and lubricant flow are penalized in the optimization.
The results of this work, concerning formula (18) and (20) , are listed in the third and fourth row of Table 3 . These two adopted techniques developed to find the minimum of the objective functions gave the same solution. The power loss is reduced by 15.4% and the mass flow is reduced by 41.7% with respect to the reference design. The temperature rise, maximum pressure, and the minimum film thickness are all under the imposed limits.
Concerning the results achieved using formula (28), they have the same tendency: reducing the mass flow and the power loss of 34% and 13.7%, respectively, and, at the same time, ensuring the respect of the limits. The advantage of this formulation is that it is monoobjective and the calculation time is 75% less in respect to the previous case with formula (18) and (20) .
It is interesting to note, in Table 4 , how the weights influence the optimization results. When is 0.8, the power loss reduction is 1.6% and the search algorithm is modified for a strong mass flow reduction. When is 0.8, there is no reduction of the mass flow but the power consumption is reduced by 18.5%. 0.2 is the minimum value of the weights objective. This is because of the trade-off between the two performances chosen for objective in (18) . The diameter is fixed to 26.30 mm, while the clearance tends to decrease while increases and the length to diameter ratio is a bell shaped function.
Mathematically relating the weights to the applications or to the Sommerfield number is not possible because, for every different problem, different relationships are going to be found. Nevertheless, in order to help designers, it is possible to produce a table with generalized criteria, shown in Table 5 .
Dynamic viscosity has a great effect on the bearing performance and on the optimization process as shown in Table 6 . When the viscosity decreases, power loss and mass flow decrease. The temperature rise is also increased with the viscosity. Both Tables 3 and 4 constitute maps for designers. The choice of dynamic viscosity is related to the project and the choice of the weights is related to the working conditions of the bearing.
And so the optimal set is selected: = 26.30 mm, = 17 m, and = 0.69 ( = 18.15 mm). For this configuration, the optimization of the inlet channel position and dimension was carried out using ABC, CFD, and obj . The ABC algorithm is used to minimize the nondimensional product between max and ave , which is plotted in Figure 8 (c). From this figure, in simple cases, it is possible to note that the minimum point is 0.9430, which corresponds to the decision variable coordinates: = 15 ∘ and in = 9 mm (which are also the values found within the ABC research).
In Figure 8 (a), the maximum temperature is shown. More of the inlet channel is nearer to the "warm zone" (the minimum thickness zone in the convergent-divergent channel) while more of the maximum temperature has decreased. On the other hand, the average temperature increases because the capability of the inlet channel walls is progressively decreasing. In fact, the average temperature, Figure 8(b) , increases when the inclination of the channel is higher than 20 ∘ and when the channel is near the warm zone. While is increasing, the average temperature has a minor decrease, due to the inflow from the outlet, of fresh fluid, which is set to the mixing temperature via UDF (Figure 9 ).
The fact that the optimal diameter rests on the edge of the research space means that the multidimensional objective function has its global minimum on the boundary of this same space. If the research space could be increased, another global minimum would be found. This fact confirms the theory on which this optimization process is designed: only an objective able to take into account several decision variables and fuzzy limits would be able to solve the problem of 
Conclusions
(i) An ANN is used to fast and accurately predict the performances of HJB. Due to its nature, the ANN tool is flexible and can be adapted to any kind of bearing and working behaviour if a suitable set of examples are used for training. The strategy proposed is to divide the network into a number of smaller networks working in parallel to improve the single network capabilities and without the inflation of the network.
(ii) The problem is divided into two stages to magnify the influence of the single set of deciding variables. For every stage, different performance functions, decision variables, and objectives were designed.
(iii) In order to take into account the viscosity as a decision variable in the design, a realistic optimization workflow was designed and optimization maps were built.
The present work demonstrates how it is possible to reduce power loss and mass flow while controlling the temperature rise and the maximum temperature by optimizing the choice of journal bearing design parameters. At the same time, the mathematical optimization of the objectives gives realistic results, and, in terms of manufacturability, they give the designer the opportunity to choose how to modulate the design process and dynamic viscosity. This is solved with the bisection method (in Matlab command "fsolve" [30] ). The result is approximated to 30 mm. To choose the length , the specific pressure is selected from a range: for diesel internal combustion engines, the suggested specific pressure is a value between 2 and 5 MPa; in this work is 3.53 MPa; hence, the length is The length to diameter ration is 0.61. The clearance is a function of Sommerfield number:
Using a range of Sommerfield numbers indicated by Figure 10 , the clearance is calculated. The choice of the minimum and maximum value of is operated using the graph. The minimum Sommerfield number is min = 0.024 and the maximum max = 0.34. The gap between the two values ( min = 7.5 m and max = 35.25 m) is divided in ten and for every value of clearance maximum temperature and temperature rise are calculated in order to choose the clearance. If the temperature rise is limited to 10 ∘ C and the maximum is limited to 80 ∘ C, the first available value to be chosen is 23.30 m, Figure 11 , which is an approximate value. For manufacturing considerations go to 23 m. (24)). The white arrow shows the minimum point.
B. Simulation Validation
The CFD simulations have been validated with the reference design example of [12] and comparing CFD and exact RE solutions. In Tables 7 and 8 , the results are collected and a good agreement between previous literature results and CFD is shown.
C. Simulation Convergence and Meshing Tips
In Figure 12 , the convergence plot of the CFD simulation of the reference design is presented. The residuals are all converging under the required tolerance. The mass imbalance residuals are converging faster with respect to the velocity field residuals. In this work, it has been noted that higher is the speed and faster the velocity of the field residuals are converging, but the mass imbalance residuals need more than 500 iterations to converge. There are two aspects related to the CFD simulations that have to be discussed: first is the mesh discretization and the second is the solver model. The mesh division of the fluid film was set to 20 after a sensitivity analysis, producing a mesh with average height of 1 m. The average dimension of the cells (tetrahedral scheme) is 100 m and generates cells with high aspect ratio, which is only acceptable since the cited ratio is lower than 70. Although the convergence is surely affected, a lower dimension of the cells will lead to a model with millions of elements that cannot be solved in a reasonable time. In terms of the inlet channel, the number of divisions is 75 and the length ratio has to be around 0.95 to ensure that the height of the last inlet channel cell is not greater than 10% of most of the external fluid film cell ( Figure 13 ). By selecting "laminar, " the problem is solved by the software excluding the turbulence, which is not present. For experimental proof of this fact, one can run a simulation with -SST model and verify that the + value is under the prescribed limit [32] (a special discretization to take into account the boundary layer has to be made for this particular simulation). 
