Injury narratives are now available real time and include useful information for injury surveillance and prevention. However, manual classification of the cause or events leading to injury found in large batches of narratives, such as workers compensation claims databases, can be prohibitive. In this study we compare the utility of four machine learning algorithms (Naïve Bayes, Single word and Bi-gram models, Support Vector Machine and Logistic Regression) for classifying narratives into Bureau of Labor Statistics Occupational Injury and Illness event leading to injury classifications for a large workers compensation database. These algorithms are known to do well classifying narrative text and are fairly easy to implement with off-the-shelf software packages such as Python. We propose human-machine learning ensemble approaches which maximize the power and accuracy of the algorithms for machine-assigned codes and allow for strategic filtering of rare, emerging or ambiguous narratives for manual review. We compare human-machine approaches based on filtering on the prediction strength of the classifier vs. agreement between algorithms.
Introduction
Advances in information technology in health care over the past two decades have marked a pivotal change in age-old methods for the administration and tracking of medical and other health records. The resulting electronic databases containing realtime human subject data, such as hospital billing records, workers compensation claims or national surveys, create the potential for Over the past two decades we have completed several studies Sorock et al., 1997; Wellman et al., 2004; Lehto et al., 2009; Marucci-Wellman et al., 2011 , 2015 on the utilization of computer algorithms to streamline the classification of the event (or causes) leading to injury for surveillance. Our focus has been to create machine learning techniques that can quickly filter through hundreds of thousands of narratives and accurately classify and track high magnitude, high risk and emerging causes of injury, information which can be used to guide the development of interventions for prevention of future injury incidents (Horan and Mallonee, 2003) . Our recent work has included classifying workers compensation (WC) injury narratives into BLS Occupational Injury and Illness Classification system (OIICS) event (leading to injury) codes. A recent article published in a special supplement of Injury Prevention, geared toward advancing injury surveillance methods to fit the 21st century, describes the background, growth, value, challenges and future directions of machine learning as applied to injury surveillance. It summarizes our work, as well as that of others, in developing these strategic methods (Vallmuur et al., 2016) . We believe what has been learned on these computer-assisted methods could be easily adopted by many other injury surveillance programs nationally and internationally for more timely identification and classification of the circumstances leading to injury.
Our work has included development of human-machine approaches whereby strategic filters are used to identify those weakly predicted by the algorithm to be extracted out and manually reviewed. We have found that the selection of narratives which should be classified by the algorithm vs those which should be classified by a human can be strategically determined by allowing the algorithm to assign the code when two Naïve Bayes machine learning strategies agree on the code or if the code was predicted at a high strength by the Naïve Bayes classifier.
Several studies have shown that a single word version of Naïve Bayes performs quite well for classifying many event categories. (Lehto et al., 2009; Vallmuur, 2015; Nanda et al., 2016) . Other studies have shown improvements over Naïve Bayes (NB) for both Support Vector Machine (SVM) (Chen et al., 2015) and Logistic Regression (LR) (Bertke et al., 2016) . In what may be currently the most systematic comparison of machine learning methods for injury narrative classification, Chen et al. (2015) found that SVM was overall the best performer on multiple criteria for their classification task. Naïve Bayes, Decision Trees, and Neural Networks tended to perform very similarly to each other at a level of performance a few percentage points lower than SVM. However, even after very extensive data pre-processing was integrated into any of these methods (i.e. correction of misspellings, word stemming, phrase extraction), there were large performance decrements on many of the smaller categories. Alex Measure (2014) and Bertke et al. (2016) demonstrated very good performance using Regularized LR, with approximately a 4-point higher accuracy compared with NB. However, for all of these studies (Chen et al., 2015; Bertke et al., 2016) , even the best performing models could not perform well on all categories making the final coded dataset insufficient for surveillance of high risk, emerging risk events.
In our opinion no currently available off-the-shelf machine learning classifier alone is able to achieve high accuracy across all cause of injury classification categories for datasets including many categories of various sizes (Vallmuur et al., 2016) . Instead, we believe a human-machine pairing should be optimized. Using agreement between algorithms or the probability strength of the classifier as a confidence metric can result in high accuracy in the machine classifications and can provide a strategic approach for filtering out narratives (those where the algorithms did not agree or below a certain probability threshold) for manual review (MarucciWellman et al., 2011 (MarucciWellman et al., , 2015 Bertke et al., 2016; Nanda et al., 2016) .
We have demonstrated the potential for selecting out highly accurate computer-generated codes based on agreement between Naïve Bayesian Models (Marucci-Wellman et al., 2011) . We found the two Naïve Bayesian Models (e.g. predictors are single words (NB SW ) or predictors are words in sequence (NB BI-GRAM )), offered a practical approach for short narratives resulting in high accuracy across all categories (Marucci-Wellman et al., 2015) . These results are also almost identical to what was obtained by Nanda et al. (2016) ; using the same two models. Bertke and colleagues from the National Institute for Occupation Safety and Health (NIOSH) recently also demonstrated the utility of integrating Logistic Regression (LR) for a similar classification task as ours, classifying WC narratives into OIICS two-digit event classifications (Bertke et al., 2016 ; narratives were allocated to 19 two-digit BLS OIICS categories). Interestingly, they found very similar results for either: 1) filtering on the probability strength the Logistic Regression model used to make the prediction or 2) filtering using agreement by pairing Logistic Regression (LR) with a Naïve Bayes Single Word Model. They achieved an 85% accuracy overall, and above 80% sensitivity and positive predictive value (PPV) across most large and some small categories, comparing the performance where 25% of the narratives needed to be filtered out for manual review (based on disagreement between the NB and LR predictions).
It is noteworthy that Bertke et al. (2016) , with very similar methods and integrating Logistic Regression into the mix of classifiers, but using a very different dataset (workers compensation claims from one state vs. one insurer) obtained results similar to our prior work. The similar methods employed by three separate and distinct research teams have shown that there could be 66%-75% reduction in resources required for the same coding task that historically has been done all manually, yet resulting in a similar level of accuracy. However, the sensitivity for some of the small categories was still limited for the final coded datasets.
The objective of the current study is to test and compare the practicality and performance of a human-machine combined approach for classifying short injury narratives (up to 120 characters) where the selection of computer-generated codes is based on various machine learning ensembles or based on filtering on the prediction strength of each classifier. In this study we use four readily available and easy to integrate machine learning algorithms which have previously been found to be fairly successful for classification of short narratives as described above: 1) Support vector machine (SVM), 2) logistic regression (LR), 3) NB SW and 4) NB BI-GRAM . We demonstrate and compare results of the final coded data using ensemble approaches and alternatively utilizing the strength metric available for each of the classifiers.
We also test the utility of integrating some simple Natural Language Processing (NLP) rules to identify narratives in particular categories (e.g. electrocutions) where we anticipate that some simply-derived indexing rules, based on very strong keywords related to specific exposures, may be able to pull out at least some cases that a machine learning classifier may not be able to find.
Methods
Thirty thousand records were randomly extracted from claims filed with a large WC insurance provider between January 1 and December 31, 2007. Four coders, trained on the Bureau of Labor Statistics (BLS) Occupational Injury and Illness Classification system (OIICS) 2012 version, classified records into two-digit event codes using the accident (what happened, 120 character maximum) and injury narratives (type, e.g. strain, fracture, 20 character maximum) as they appeared on the first report of injury. These manual codes served as our "gold standard."
The dataset was then divided into two sets of 15,000 cases: a training set for model development, and a prediction dataset for evaluation. Each record included a unique identifier, a narrative describing how the injury occurred, and a two-digit BLS OIICS event code. The distribution of the two-digit OIICS event codes did not differ between datasets ( 2 p = 0.87). Further detail on methods are explained in our earlier report (Marucci-Wellman et al., 2015) .
The theoretical basis of all four classifiers (NB SW , NB BI-GRAM , SVM and LR) have been previously defined 1 (Lehto et al., 2009; Bertke et al., 2016) . Briefly, the Naïve Bayes algorithm calculates the probability of each possible category given the set of words in a narrative (see equation 1 in Lehto et al., 2009) . NB determines its estimate by first calculating the probability each word is present in each given category (using the training narratives). These probabilities are then multiplied through, and also multiplied by, the prior probability of the category alone in the training dataset to calculate the un-normalized probability of the category given the words. The category-specific probabilities are then normalized to make the sum of the probability estimates over all categories equal to 1. This estimate is optimal if the words are conditionally independent. The Logistic Regression algorithm assumes that the log likelihood ratio for each category is a linear function of the sum of the weights for each word present in a narrative. Therefore, the assignment of weights for each word in each category is determined by using all the words found in the training dataset as predictors, and optimizing the betas (weights) of the LR model. Using the weights (for each word) generated by the logistic regression model from the training data, the probability of each category can be calculated for subsequent prediction narratives. Logistic regression algorithms normally include a regularization parameter which can be adjusted to prevent over-fitting of the many (thousands of word) predictors. For both LR and NB, the category that is assigned the highest probability using the particular set of words in a narrative is chosen as the algorithm prediction and the corresponding probability provides information about the confidence (strength) of the classification. Finally, Support Vector Machine differs from both LR and NB in that it is a non-probabilistic classifier. However, SVM, similar to LR, attempts to minimize error while penalizing weights assigned to the words, but usually does this by fitting a linear function for each category that optimally discriminates it from the other categories.
Various software packages are now publically available for training (or building) the models based on the training dataset and then making subsequent predictions. For this study, we used the Python software machine learning package (Scikit-learn: Machine Learning in Python, Pedregosa et al., 2011) since it is free to the public, easily downloadable and easily adaptable for development of all four models. The three model routines used in this analyses were: 1) sklearn.linear model.Logistic Regression, 2) sklearn.naive bayes.MultinomialNB and 3) sklearn.svm.svc. Default parameters were primarily used for each model with the exception of the regularization (penalty) parameter, set to l1 in the Logistic Regression model, and the Naïve Bayes alpha (smoothing) parameter set to 0.1. The authors' Python code can be made available upon request. The narratives were used in their raw form. Although improved performance can be expected if you clean up misspellings and morph words that have the same meaning into one syntax, we wanted to show what could be achieved with little pre-processing of the narratives. A small list of drop words (following common practice, i.e., A, AN, AND, ETC, HE, HER, HIM, HIS, I, LEFT, LT, MY, OF, RT, RIGHT, SHE, THE, R, L) were globally deleted from the narratives prior to the learning phase.
We then used the predictive models (and probabilities) developed from the training dataset to classify each of the 15,000 prediction narratives into a two-digit BLS OIICS classification. The obtained results were then evaluated, comparing the predictions with the manually-assigned gold standard codes.
Our evaluation metrics were designed to capture the accuracy (i.e. high sensitivity and positive predictive values) that would be required of surveillance, enabling us to compare across many different models. It is important for surveillance that the distribution by category in the final coded dataset is robust (similar to the gold standard) and that small categories or emerging risks can be identified as accurately as large categories. Sensitivity is calculated as the percent of gold standard narratives coded correctly by the algorithm into each category; PPV is the percent of narratives correctly predicted into a category out of the total number of times the algorithm predicted into a category. We did not evaluate specificity and negative predictive value because they were all high (nearing 1.0) with little differentiation across categories (see earlier results in Wellman et al., 2004; Lehto et al., 2009 ). Summary metrics included the overall sensitivity and PPV of each model. We note that the performance of the larger categories will greatly affect the overall performance of the entire dataset. Therefore, we also provide, as a summary performance statistic, the unweighted values of both sensitivity (mean sensitivity value across all categories) and PPV (mean PPV value across all categories), which consider the performance of each category to have equal weight towards the overall results regardless of size.
Results are presented 1) for each algorithm alone and 2) for human-machine pairings where filtering on the 15,000 prediction narratives occurred to decide which narratives the algorithm would code and which would be manually reviewed. When using agreement between two algorithms (the ensemble approaches, i.e. SVM = LR, NB SW = LR, NB BI-GRAM = SVM, NB SW = NB BI-GRAM = SVM, etc.), the filter level is integral to the agreement method; the computer classification is assigned when the algorithms agree and the remainder of the narratives (where the algorithms disagreed on the classification) are filtered out for human review. We compare that to the researcher setting the amount to be manually coded with each algorithm alone, i.e. setting levels of 10-15-30-45% manual coding. This is done by assigning a computer classification for those predicted by the algorithm with the highest prediction strengths, e.g. the top 90-85-70-55% of the narratives and filtering out the remainder, 10-15-30-45% for human review.
Additional development of NLP rules
We have realized through our work that WC narrative data are very noisy and, since injury narratives can contain many similar words, the algorithms will always make some mistakes and tend to predict the larger categories better than the small. We also realized that some small categories have very unique words or syntax to help with identification. We, therefore, wanted to understand if applying some simple rules (without modifying the structure of the narratives in any way such as including word tagging for nouns vs. verbs, etc.) would help to pull out unique narratives and allow for an accurate computer-assigned code beyond the machine learning strategies for some of the smaller categories. Our strategy was to test out additional methods based on very simple NLP rules using certain unique keywords that would allow for rapid and accurate identification of some narratives (e.g. electrical; explosions; exposure to temperature extremes). One example of an NLP rule set that we designed for explosions includes "explo" AND "ear" or "pressure" or ("inflat" AND 'air' AND "tire" AND ("blew" or "blow or expl")). After developing the rules we then examined whether they were capable of identifying additional cases beyond those identified from Logistic Regression alone (the best performing algorithm alone overall) in these categories.
Results

Algorithms alone
Similar to prior results (Lehto et al., 2009; Bertke et al., 2016) we found that each of the four classifiers used on their own had fair performance classifying all of the 15,000 predication narratives (results shown in the top of Table 1 ). The LR model performed the best overall (sensitivity 73%), second was SVM (sensitivity 70%), third was NB SW (sensitivity 67%) and finally NB BI-GRAM (sensitivity 66%). All classifiers were within a 7-point accuracy of one another and none of them had consistently high performance across all categories (with very low unweighted sensitivities in the small categories 0.05-0.15). Therefore, the resulting classified datasets would not, in fact, be representative by event category of the population of cases we began with, would include very few of the cases in the small unique categories and would be of limited value for surveillance.
3.1.1. Filtering out narratives for manual review based on the prediction strength of each algorithm A human-machine pairing approach to coding, based on filtering on the probability strengths used to predict the classification for the three algorithms, demonstrated that LR alone had the highest sensitivity and PPVs across most categories (Table 1 ). The 70% vs. 30% computer/human assignment (70-30 model) of narratives in Fig. 1 also demonstrate, as an example, that these results offer a Three mod el agree ment and manu al review a Weighted Sen is the Sensitivity across all categories: (true positives for the entire dataset) the overall percentage of narratives that had been coded by the experts into each category that were also assigned correctly by the algorithm. The performance of the larger categories will greatly affect the overall performance of the entire dataset. b Weighted PPV is Positive Predicted Value across all categories: the percentage of narratives correctly coded into a specific category out of all narratives placed into that category by the algorithm. c Unweighted average sensitivity is the average sensitivity across all categories = [each category sensitivities]/(# of categories) (the performance of each category is considered equally). d Unweighted average positive predictive value is the average PPV across all categories = [each category PPVs]/(# of categories with at least one case predicted) (the performance of each category is considered equally) *Note: Some small categories do not contribute to the average PPV given that they are never predicted, PPV can only be calculated for categories that are predicted at least once). e Manually coding cases where there is no agreement of classifications of codes or where the prediction strength is low for a case. f Average of 3 overall metrics: Overall weighted sen/weighted ppv, unweighted average sensitivity, unweighted average PPV. reasonable accuracy model (0.89 sensitivity/PPV) with less than 1/3 of the narratives requiring manual review.
3.1.2. Filtering out narratives for manual review based on agreement between machine learning algorithms For the two model agreement, SVM and NB BI-GRAM paired up well, resulting in an overall accuracy of 0.89, leaving only 33% of the dataset to be manually coded and with surprisingly fairly high accuracy across both large and small categories (Table 1) . This model overall performed comparable to the 70-30 LR model just described but required 3% more manual coding ( Fig. 2a and b) .
When adding the NB SW algorithm to the mix, this agreement model (SVM = NB BI-GRAM = NB SW ) had improved performance with an overall accuracy of 0.93, but requiring that 41% of the dataset be manually coded. This model, while again very comparable to the LR model with the same amount of manual coding, had a slight edge over the LR model with regards to the accuracy of the small categories (unweighted sensitivity of the small categories rose to 0.74, Table 1 and Fig. 2a) .
Finally, the agreement model for the four algorithms (SVM = NB SW = NB BI-GRAM = LR), as expected, had the highest accuracy (Tables 1, 2a and 2b) with 93% overall sensitivity and very high sensitivity and PPV across all categories (unweighted sensitivity 0.81, unweighted PPV 0.93) with 43% of the 15,000 narratives left for manual review. Similar to Bertke et al. (2016) , however, comparable results occurred when simply removing the bottom 43% of narratives (lowest 43% probabilities used to predict the classifications) using LR alone (Tables 3a and 3b ). We did find during this comparison that different small categories improved for the different methods, whereby many of the "exposure to harmful substances" subcategories did better using the ensemble approach while some of the "transportation incidents" subcategories did better with filtering solely on the LR results. In these tables, we also report for comparison the agreement accuracy (and kappa statistic) between each of 2 manual coders out of 4 total manual coders coding a separate dataset with 4000 total narratives.
Addition of strategic filters for human-machine coded narratives
Because agreement between models creates a fixed filtering amount (labeled in Table 1 as "% of dataset manually coded"), we compare the accuracy of the human-machine ensemble approaches, giving similar importance to large and small categories, with what would be achieved through filtering on the best performing single algorithm, the logistic regression algorithm alone in Fig. 2 (Fig. 2a: unweighted PPV and Fig. 2b : unweighted sensitivity). The results indicate that the logistic regression algorithm performs the best for the lower filters (such as below 35%). As the filtering amount approaches the fixed filtering amounts from the best ensembles based on NB and SVM together, overall performance improves substantially and the ensemble approaches may even surpass the LR model for the small categories. Also, given that NB and SVM are making their assignments in different ways, if both methods assign the same code, we can be more confident that the classification is correct.
Use of NLP rules for very unique categories
The overall results of LR alone and NLP alone for 5 selected categories are shown in Table 4 to illustrate the utility in pairing some NLP rules with LR to identify more cases from selected small categories. As can be seen from the table the NLP rules alone were able to identify several of the categories with high PPV. For the first four categories the NLP rules also resulted in a higher sensitivity than LR. For example, for electrocution, 12 more cases were found (44% additional cases) by integrating NLP compared with LR alone. However, for other categories, NLP did not do as well as machine 
Table 2a
The accuracy of selective computer coding: four-model ensemble approach, narratives where each algorithm assigned the same classification (57% of the dataset only are classified, n = 8612) vs. those predicted by the Logistic Regression algorithm alone with the highest probabilities (top 57%, n = 8612) (large categories, where ncat ≥ 100). a Codes assigned by expert manual coders are the Gold Standard. The distribution of the original gold standard dataset, 15,000 are shown for comparison with the distribution resulting from using only the machine coded data. b A filter is just a technique to decide which narratives the computer should classify vs. which should be left for a human to read and classify. c n pred is number predicted into category (this includes both correct and incorrect predictions). d % pred is percent of cases in whole dataset predicted into category. e The distribution of two-digit classifications will be skewed towards categories with high sensitivity, biasing the finally distribution of the coded datasets. f Sen is Sensitivity: (true positives) the percentage of narratives that had been coded by the experts into each category that were also assigned correctly by the algorithm. Sensitivity values are calculated for the cases contained within the 8,612 (e.g. agree dataset). The sensitivity calculation includes only the n pred cases that were predicted correctly, i.e. n = 7,569 (data not shown) of the 8,612 cases were correctly predicted by the algorithm resulting in an overall sensitivity of .88. Category specific sensitivities: for example, intentional injury by person, using the ensemble strategy, the sensitivity is calculated as 33 cases predicted correctly out of 45 (those cases from this category present in the 8,612 dataset − data not shown) resulting in a sensitivity of .73. g PPV is Positive Predicted Value: the percentage of narratives correctly coded into a specific category out of all narratives placed into that category by the algorithm. h Overall average results of all small categories.
Table 2b
The accuracy of selective computer coding: four-model ensemble approach, narratives where each algorithm assigned the same classification (57% of the dataset only are classified, n = 8612) vs. those predicted by the Logistic Regression algorithm alone with the highest probabilities (top 57%, n = 8612) (small categories only, where ncat < 100). b A filter is just a technique to decide which narratives the computer should classify vs. which should be left for a human to read and classify. c n pred is number predicted into category (this includes both correct and incorrect predictions). d Sen is Sensitivity: (true positives) the percentage of narratives that had been coded by the experts into each category that were also assigned correctly by the algorithm. Sensitivity values are presented in this table for the small category cases contained within the 8,612 (agree dataset). The sensitivity calculation includes only the n pred cases that were predicted correctly, i.e. n = 38 of the 156 cases (data not shown) that were contained in the agree dataset were correctly predicted by the algorithm resulting in an overall sensitivity of .24. Category specific sensitivities: for example, Injury by person-intentional or intent unknown, using the ensemble 'strategy, the sensitivity is calculated as 3 out of 30 cases (those cases from this category present in the 8,612 dataset − data not shown) correctly predicted resulting in a sensitivity of .10.
e PPV is Positive Predicted Value: the percentage of narratives correctly coded into a specific category out of all narratives placed into that category by the algorithm.
Table 3a
The accuracy of the human-machine classification system: implementation of a strategic filter a based on a four-model ensemble approach vs. prediction strengths generated by the Logistic Regression algorithm (large categories, where ncat ≥ 100). For ensemble method include where the algorithms agreed on the code, for LR include narratives classified at a very high probability. In both Human-Machine approaches, 57% of the dataset is machine coded, 43% is manually coded. d n pred is number predicted into category (this includes both correct and incorrect predictions). e % pred is percent of cases in whole dataset predicted into category. f The distribution of two-digit classifications will be skewed towards categories with high sensitivity, biasing the finally distribution of the coded datasets. g Sen is Sensitivity: (true positives) the percentage of narratives that had been coded by the experts into each category that were also assigned correctly by the algorithm. h PPV is Positive Predicted Value: the percentage of narratives correctly coded into a specific category out of all narratives placed into that category by the algorithm. i Inter-rater agreement between 4 expert manual coders classifying a separate set of narratives (n = 4000). Two-coder agreement, for example, 6 total comparisons, coder 1 compared with 2, 3, 4, coder 2 compared with 3, 4, coder 3 compared with 4.
j Fleiss between 0 and 1, >0.6 considered good agreement, >0.8 considered very good agreement. k Results when grouping all of the small categories (overall average results of small categories).
Table 3b
The accuracy of the human-machine classification system: implementation of a strategic filter a based on a four-model ensemble approach vs. prediction strengths generated by the Logistic Regression algorithm (small categories only, where ncat < 100). learning (i.e. "slip or trip without a fall") and the low PPV indicates there were many false positives using this approach. For this category, the NLP rules performed poorly compared with LR and adding in the additional cases identified from the NLP would lower the PPV of this category substantially.
Discussion
For this study we compare the utility of four classification algorithms for classifying the event leading to injury using injury narratives of a large WC dataset. One advantage of using "off-theshelf" approaches is that they can sometimes be quickly and easily combined to yield results quite competitive with modern state-ofthe-art classifiers, yet with minimal cost. For example, Wang and Manning (2012) found that a simple model relying more heavily on NB to classify shorter narratives and SVM for the longer ones outperformed several state-of-the-art classifiers for classification of short text snippets. This was accomplished without requiring the development of ontologies or complex preprocessing of the data (Wang and Manning, 2012) .
These results easily show that, if resources are constrained at a specific low level (e.g. you only have human resources to classify 15-30% of the dataset), a simple approach with very good accuracy would be to apply a probability strength as the filter based on the LR algorithm alone. It is noteworthy that LR achieved the highest performance of the individual models and was comparable to the best ensemble approaches. We found that filtering out the 30% of narratives predicted at the lowest probabilities, allowing the LR algorithm to code 70% of the narratives and leaving 30% for manual review, resulted in fairly high accuracy (0.89).
We found, as expected, that the most conservative and most accurate ensemble approach would be to filter out cases for the algorithm to code based on agreement between all four models. Alternatively, the use of fewer models or models that operate in similar ways results in less filtering. This may be good if you cannot afford to manually classify a large portion of the narratives; however, you will sacrifice some performance. Noteworthy was the higher accuracy found when matching the NB algorithms with SVM, whereby the amount of manual review was also only about 1/3 of the original dataset. Previous studies have consistently shown that filtering on agreement between models can lead to large improvements in performance for small and hard-to-predict categories (Marucci-Wellman et al., 2011 , 2015 Bertke et al., 2016; Nanda et al., 2016) . We believe, there are several advantages of filtering in this way (vs on the strength metric of the classifier). If two or more algorithms agree, especially if they are making their assignment in different ways (i.e. optimization vs non optimization models) we can have more confidence that when used together the results in the long run will be more robust, than using one algorithm alone. We think this may become more evident as these methods are attempted on even larger datasets or to predict more refined codes (at the three or four digit levels). We know from our experience that finding the rare categories continues to be a challenge with any algorithm and even with manual coding; When two or more algorithms disagree on a code this appears to highlight that the narrative contains something unique which separates it apart from the larger categories. Finally, these methods automatically determine a fixed level of filtering where you can be confident that the resultant human-machine coded system will be fairly accurate without adding an additional level of analysis of the predicted results (i.e. trying to determine what would be a good level of filtering for overall results on large and small categories).
Using this approach to filtering builds on the idea that models making predictions in fundamentally different ways are less likely to agree for hard-to-predict categories and more likely to agree for easy categories. These are the ones that the machine should code since humans are also prone to errors and the computer can be more systematic. One requirement for this approach to be effective is that each model must perform reasonably well on its own. The second is that the predictions must be independent. As noted above, previous studies have shown that all four algorithms meet the first requirement. For the second requirement there are fundamental differences in these models which should be considered. NB differs from both SVM and LR in that it does not directly attempt to minimize an error function. SVM differs from NB and LR in that it does not estimate the probability of the category given the words. The use of bi-gram predictions might differ from single word-based predictions when bi-grams have very category-specific meanings.
Our results support and complement the results by Bertke and colleagues yet using an entirely different set of data and expanding the number of categories from 19 (used in Bertke et al., 2016 ) that needed to be differentiated to 44. We included in our dataset any classification that was made by two separate coders in classifying the 15,000 unique narratives. Some classifications were assigned only a very few times (even as few as once). Also, since WC narratives are often composed of short incomplete sentences with a lot of ambiguity, sometimes the specific cause of injury cannot be discriminated between two categories. One example would be the narrative "EMPLOYEE WAS CLEANING A CONCRETE PUMP AND RIGHT HAND WAS SOMEHOW SEVERED IN THE PROCESS" Here it can be easily seen that, based on interpretation of the narrative, this was some sort of contact injury, but it is difficult to determine from this narrative alone if it was a struck by, struck against or caught incident. Since we know at a minimum that the injury was caused by some form of contact, we still can code this with that degree of specificity as contact non-specified and this provides information that can be used for surveillance. The words from the narratives in the non-specified categories, therefore, will always be very similar to the words in the narratives from the more specific categories (struck by and struck against) and it will be very difficult for a machine learning algorithm to figure this out. During manual coding, coders often will disagree on these types of classifications, some coders believing the information is implied in the narrative, others feeling the information is not in the narrative. Given that these limitations exist in administrative narratives, we believe the accuracy results of even these categories to be quite good as compared with the agreement between manual coders (see Tables 3a and 3b ). Therefore, the human-machine methods presented here can be used not only to find large, easily defined categories (such as overexertion or fall on the same level) but also to classify to a lower level of specificity often required of these types of narratives. We note that it is very important that your training narratives come from the same data source with the same level of detail that you plan to use to predict codes through machine learning (i.e. workers compensation data and Emergency Department data would require different training data sets)
It will always be difficult for an algorithm on its own to be able to assign classifications in all categories with the same level of confidence and very difficult to improve the accuracy of computergenerated codes for the small categories. Getting the rarer events coded accurately requires either sophisticated filtering or integration of highly tailored resource-intensive methods such as natural language processing. It is interesting to speculate that such methods could be tailored to help find emerging risks.
However, applying some very simple rules may be a way of complementing results of the machine classifiers when using an algorithm alone to classify all narratives. This provides an alternative strategy particularly for some of the small categories. It may also be the best approach for extracting out very specific narratives such as injuries caused by electrical contact from a large dataset if the purpose of your research or surveillance effort is to look specifically at one type of event or outcome.
However, if you want better results and have the resources to do some manual coding, the filtering approach will do better for these same categories (see Table 3b ). While developing NLP rules can be tedious, we limited our development to those categories where we knew some unique words would be able to easily find some categories. These simple rules could be shared among people using the same coding protocol for their work (i.e. once someone has developed a rule to extract electrical injuries, this same rule can be used by many others in the field with very good results). However, while a finite set of rules can be developed for some categories where there are very specific words (i.e. electrocutions) it would very difficult to come up with a set of NLP rules that would do well for other categories like 'slip or trip without a fall' which has very similar words to those used in the larger 'fall on same level' category. More research is necessary in integrating speech tagging (lift as a verb vs. noun) into both the utility of the algorithms for making predictions and for generating a more complex enhanced set of rules for specific categories to be shared. There is a potential for improving on both the ensemble and LR-alone approaches by integrating speech tagging and NLP rules.
We have demonstrated with this work that there are many alternatives to manually coding all narratives from administrative datasets for surveillance. The human-machine methods we are suggesting here result in high accuracy of the machine coded narratives and allow for a much smaller subset of narratives to be manually reviewed. We believe this may result in higher accuracy of the final coded dataset given it is well known there are inconsistencies and errors in human codes. It has been shown that devoting more expertise and time to a subset of unique cases, that are extracted out because algorithms disagreed on the code, can result in better performance than when coders are faced with all cases (Nanda et al., 2016 ) mixed together which was the case here for our gold standard codes; Finding and categorizing a rare event without first reducing the dataset to a manageable size creates a situation similar to finding a needle in a haystack. We also know that human coders can become bored with or just inattentive to repetitive and mundane narratives which may lead to coding inconsistencies over time. Conversely, an algorithm can code systematically and consistently for a limitless amount of repetitive, mundane narratives without experiencing fatigue.
Conclusion
We stated from the beginning ) that we believe that manual coding should never be completely replaced for such short noisy injury narratives as would be found in many administrative datasets. A best practice approach should incorporate some manual coding, assigning a computer classification only for more repetitive events where the models are able to confidently predict the correct classification. To classify injury narratives contained in large administrative datasets for surveillance, we recommend incorporation of methods based on human-machine pairings such as we have done here, utilizing readily available off-the-shelf machine learning techniques in order to maximize accuracy across many categories while minimizing manual review (e.g. to apply the correct filter for any particular dataset). These methods build off our prior results by integrating Logistic Regression and Support Vector Machine algorithms with Naïve Bayes and result in high accuracy, potentially higher than manual review alone, while significantly reducing the human resources required to accomplish the task. Finding the rare categories continues to be a challenge with any algorithm and even with manual coding. It is clear that finding these categories will take enhanced strategies such as integration of NLP or well thought out ensemble approaches.
