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Active systems are characterized by a discontinuous flocking transition from a disordered isotropic
state to a polar ordered state with increasing density and decreasing noise. A large class of meso-
scopic or macroscopic theories for flocking are coarse grained from microscopic models that feature
binary interactions as the chief aligning mechanism. However, as was recently shown in the con-
text of actomyosin motility assays, binary interactions are not sufficient to account for the ordering
transition in high density flocking. Here we introduce a solvable one-dimensional model of flocking,
and derive a series of approximations for the stochastic hydrodynamics. We show that three-body
interactions are not only necessary but also sufficient to capture the full phenomenology of flocking.
The flocking transition in active matter has been
widely studied both in experiments and with theoretical
models [1–4]. The phase-diagram for a simple flocking
theory with alignment interactions that tend to promote
polar order, i.e. head to head and tail to tail alignment, is
now more or less well understood [2, 5, 6]. What remains
to be established is what microscopic interactions give
rise to the ordering transition. On one hand, microscopic
models with just binary alignment interactions have been
shown to have polar ordered phases [4, 7, 8]. On the other
hand, recent experiments on the emergent collective mo-
tion in actomyosin motility assays [9] showed conclusively
that microscopic binary interactions are insufficient to
describe the transition to polar order - at the high densi-
ties at which the flocking transition takes place in these
systems, binary collisions constitute a very small frac-
tion of the whole range of interactions. This prompts us
to question the efficacy of binary interactions as a suffi-
cient microscopic mechanism for the flocking transition
in general.
In [7], the authors use non-Gaussian noise in direct
simulations of the microscopic binary interactions, which
introduces effective multi-body interactions essential for
establishing the ordered phase they observe. Any hy-
drodynamic theory coarse-grained from a binary colli-
sion model [4, 7, 8] that predicts the existence of ordered
phases also necessarily has effective higher order interac-
tions, because of the averages taken over many individual
interactions. This leads us to believe that the ordered
phases seen with binary interactions are artifacts of the
approximations made on the original microscopic theory.
The purpose of this Letter is to show that whilst two-
body interactions fail to predict a transition to polar or-
der, the inclusion of microscopic three-body interactions
recapitulates the ordering transition, in exact stochastic
simulations as well as in an analytical mean field calcula-
tion. By including weak uncorrelated fluctuations around
mean field theory, we are able to show that three-body
interactions in the microscopic theory are sufficient to re-
cover the complete phase-diagram for flocking. We there-
fore conclude that three-body interactions are necessary
and sufficient for capturing the full phenomenology of the
flocking transition.
The model:- Our starting point is the Active Ising
model (AIM) [10, 11], with modifications to highlight
the roles of two-body and three-body interactions. We
consider N particles on a 1D lattice of size L, each car-
rying spin s = ±1. There is no exclusion principle in this
model, which allows for an arbitrary number of particles
on each lattice site. Let us denote by n±i the number of
± spins on lattice site i. The local densities are given by
ρi = n
+
i + n
−
i , and the local polarization/magnetization
by m = n+i − n−i . Self-propulsion is modeled by giving
positive spins a higher probability of hopping forward
than backward, and negative spins a higher probability
of hopping backward than forward:
N+i
D(1+)−−−−−→ N+i+1 , N+i
D(1−)−−−−−→ N+i−1, (1)
N−i
D(1−)−−−−−→ N−i+1 , N−i
D(1+)−−−−−→ N−i−1, (2)
where N±i is the population of ± spins at site i, D is the
diffusion coefficient and  ∈ [0, 1] is a measure of the self-
propulsion velocity. For  = 1 the particles are totally
self-propelled, for  ∈ (0, 1) the particles are weakly self-
propelled and finally for  = 0 they are purely diffusive.
Here, we focus on the weakly self-propelled regime.
The particles on a site interact with each other and flip
their spin according to the following stochastic processes:
N−i
T−→ N+i , N+i T−→ N−i , (3)
N+i +N
−
i
rˆ2−→ 2N+i , N+i +N−i rˆ2−→ 2N−i , (4)
2N+i +N
−
i
rˆ3−→ 3N+i , N+i + 2N−i rˆ3−→ 3N−i . (5)
The first process is a random spin flip at rate T , which
sets the temperature in this model. The second and third
processes represent two and three-body interactions re-
spectively, and proceed at rates rˆ2 and rˆ3 respectively.
We rescale the rates rˆa = ra/ρ
a−1
i with a = 2, 3, to en-
sure that they remain bounded.
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2FIG. 1. (Color online) Examples of density and magnetization
profiles from Gillespie simulations of the microscopic model,
averaged over time. (a) Disordered gas, T = 0.1, ρ0 = 1.0. (b)
Liquid-gas coexistence, T = 0.1, ρ0 = 5.0. (c) Polar liquid,
T = 0.1, ρ0 = 10.0. (d) Numerical phase-diagram: ρg and
ρl delimit the region of existence of phase-separated profiles.
D = 1,  = 0.9, r2 = 1, r3 = 4, L = 300 for all figures.
Simulation results:- We simulate the microscopic flock-
ing model exactly using the Gillespie algorithm [12], with
a system size L = 300 and periodic boundary conditions.
We set r3 = 4 and r2 = 1 for all calculations, both numer-
ical and analytical, for the remainder of this letter. Vary-
ing T and ρ0 = N/L, three distinct phases are observed.
For low densities and high temperature we obtain a ho-
mogeneous disordered phase (gas), with 〈m〉 = 0 (Fig.
1(a)). For high densities and low noise a homogeneous
ordered phase (liquid) is observed with 〈m〉 6= 0 (Fig.
1(c)). For intermediate densities ρ0 ∈ (ρg(T ), ρl(T )),
we get phase coexistence - a band of high density or-
dered liquid traveling in a dilute disordered gaseous back-
ground (Fig. 1(b)). The numerical phase-diagram of the
model is shown in Fig. 1(d), where we plot the two co-
existence lines ρg and ρl that delimit the existence of
phase-separated profiles. Within the coexistence regime,
increasing the average density ρ0 at a given tempera-
ture only enlarges the liquid fraction (Fig. 2(a)). This
confirms the conclusions of [6], that the flocking transi-
tion is best understood as a liquid-gas phase transition,
rather than an order disorder transition. However, unlike
the equilibrium liquid-gas phase transition, the critical
point of the flocking transition is found to be at T = Tc,
ρ0 =∞ [6, 10, 11].
Setting r3 = 0 in the simulation results in a new phase
for low densities, where we see local switching behavior
of the magnetization, resulting in short lived localized
states of non-zero magnetization that do not however
form traveling fronts (Fig. 2(b)). We will show below
that this behavior is noise-induced and arises solely due
to the stochasticity of the binary interactions. However
FIG. 2. (Color online) Top: Results from stochastic sim-
ulations, D = 1,  = 0.9, r2 = 1, L = 300 for all figures.
(a) Phase separated profiles as a function of density from
stochastic simulations, T = 0.1, r3 = 4. (b) Local switch-
ing of magnetization for r3 = 0 from stochastic simulations,
T = 0.01, ρ0 = 20.0. Bottom: Results from analytical model,
D = r = v = 1, r2 = 1, L = 800 for all figures. (c)
Phase separated profiles as a function of density from WFT,
T = 0.5, r3 = 4. (d) Local switching of magnetization for
r3 = 0 from simulations of the full sPDE, T = 0.1, ρ0 = 10.0.
no homogeneous ordered phase is observed in the absence
of three-body interactions.
Stochastic Hydrodynamics:- The coupled stochastic
partial differential equations (sPDE) that govern the dy-
namics of this system are given by
∂tρ = D∆ρ− v∂xm, (6)
∂tm = D∆m− v∂xρ−m
[
2
(
T − r3
4
)
+
r3
2
m2
ρ2
]
+ 2
√√√√β
ρ
(
T + β
β
ρ2 −m2
)
η, (7)
where v = 2D, β = (r2/2) + (r3/4) and η(x, t) is
a Gaussian white noise that satisfies 〈η(x, t)η(y, t′)〉 =
δ(y−x)δ(t− t′). The derivation of this sPDE starts with
writing down the master equation for the probability dis-
tribution of the state of the system. This is then cast
into a Fokker-Planck equation by means of a Kramers-
Moyal expansion truncated at second order. The sPDE is
then simply the Langevin equation corresponding to this
Fokker-Planck equation, in the Ito sense. The first terms
in Eq.(A.7) and Eq.(A.8) are diffusive terms that arise
from hopping and are independent of the hopping bias .
The next two terms in Eq.(A.7) and Eq.(A.8) describe
the activity of the system, and depend on the hopping
bias. The only non-linearity present is in the evolution of
3the local magnetization through the second-last term in
Eq.(A.8), and it represents the contribution of the align-
ment interactions. The dynamics is controlled by a mul-
tiplicative noise in m, whose strength varies depending
upon the local magnetization and density. The rate r2 of
two-body interactions only appears in the noise term and
not the non-linear term which describes the relaxation of
m, because the two-body interaction is symmetrical and
equivalent to a specular reflection [13].
Mean Field Theory:- To analytically study the steady
states of the system, we first look at a simple mean field
theory (MFT), where both fluctuations in m and ρ and
correlations between them are neglected. The working
PDE in the mean-field limit is:
∂tρ = D∆ρ− v∂xm, (8)
∂tm = D∆m− v∂xρ−m
[
2
(
T − r3
4
)
+
r3
2
m2
ρ2
]
. (9)
For T > r3/4, the only stable steady state solution is
ρ = ρ0 = N/L, m = m0 = 0. For T < r3/4, two homo-
geneous ordered states become available and are linearly
stable, ρ = ρ0 = N/L, m = m0 = ±ρ0
√
r3−4T
r3
. Thus
in this mean field approximation, by reducing T below
the critical temperature Tc = r3/4, we go continuously
from a stable homogeneous disordered to a stable homo-
geneous ordered state, as can be seen from Fig. 3(a,b).
If r3 = 0 , i.e, if two-body interactions are the sole
alignment mechanism in the system, the only linearly
stable homogeneous steady state in the MFT is a disor-
dered one with ρ = ρ0 and m = m0 = 0. Therefore, if
three-body interactions are eliminated from the micro-
scopic theory, the system exhibits no ordering transition.
However, if we consider the full sPDE Eq.(A.8), in the
absence of three-body interactions, we notice that the
multiplicative noise has maximum strength at the deter-
ministic fixed point m(x) = 0, and the system is thus
driven away from the disordered state stochastically [14].
This noise induced growth in magnetization is local, giv-
ing rise to intermittent localized states, but not travel-
ing fronts, as can be seen from simulation results (Fig.
2(d)) of the complete sPDE Eq.(A.8). These localized
states are analogous to the ones reported in Fig. 2(b)
for the stochastic simulation of the microscopic theory,
in the absence of three-body interactions. However, the
local magnetization cannot grow without bound; when
m(x) ≈ ±mmax = ρ(x)
√
T+(r2/2)
(r2/2)
, the noise is at its
minimum, and the system is attracted back to the de-
terministic fixed point. What is observed then is a lo-
cal switching behavior between m = ±mmax. Moreover
these noise-induced localized states are observed only be-
low a critical density ρc = r2/2T
2 [14], above which the
deterministic disordered solution, m0 = 0, is the only
stable one. However no global ordered phase is observed
FIG. 3. (Color online) Top: phase-diagrams for the MFT
with r3 = 4, r2 = 1, L = 800. (a) m0 vs T for ρ0 = 2. (b)
phase-diagram in T−ρ0 space for the MFT depicts continuous
phase transition at Tc = r3/4 = 1. Bottom: phase-diagrams
for the WFT for r3 = 4, r2 = 1, r = v = D = 1, L = 800.
(c) m0 vs ρ0 for T = 0.5. The homogeneous ordered phase is
unstable for ρ0 ∈ (φg, φl). (d) phase-diagram in T − ρ0 space
for the WFT. φg and φl mark the limit of stability of the
homogeneous disordered and ordered phases respectively, for
T below Tc = r3/4 = 1. ρg and ρl are coexistence lines that
delimit the region of existence of phase-separated profiles.
with r3 = 0. This leads us to the conclusion that three-
body interactions are necessary for the transition to polar
order in flocking systems [9].
Returning to the MFT, no phase separated profiles are
observed in this mean field limit, in contrast to the ones
reported from simulations of the microscopic model (Fig.
1(b), Fig. 2(a)). In the T − ρ phase space this transition
is depicted by a single continuous line at T = Tc (Fig.
3(b)), implying that for all densities there exist disor-
dered states for T > Tc and ordered states for T < Tc.
This is in contrast to the numerical phase-diagram shown
in Fig. 1(d) which has a phase separated region for all
T < Tc. Therefore, the MFT approach misses an impor-
tant dynamical feature of a typical flocking system, which
invariably supports phase separated traveling profiles at
intermediate densities, resulting in a discontinuous tran-
sition from disorder to order. This failure of MFT can
be attributed to the fact that we neglected fluctuations
and correlations in m and ρ.
Weak Fluctuation Theory:- We now attempt to include
the effect of fluctuations, but not correlations, in a non-
systematic way, generating a ‘weak fluctuation’ approx-
imation, following [11]. MFT assumes that the distri-
bution of m and ρ as a function of space and time is
given by a product of delta functions, P (ρ,m, x, t) =
δ(ρ(x, t) − ρ¯(x, t))δ(m(x, t) − m¯(x, t)), where ρ¯ and m¯
are the solutions to the mean field equations Eq.(A.10)
and Eq.(A.11). This results in a completely determinis-
4FIG. 4. (Color online) (a) Variances of the ρ and m distribu-
tions as a function of ρ0. (b) Probability distribution of m/ρ
from Gillespie simulations (red) and as predicted by WFT
(blue).
tic time evolution of ρ and m given a particular set of
initial conditions. A nonlinear term of the form 〈maρb〉
is approximated as 〈m〉a〈ρ〉b after neglecting fluctuations
and correlations. The next approximation is to allow m
and ρ to have small fluctuations about their mean-field
values. The simplest assumption for these fluctuations is
that they have a Gaussian distribution. Since the fluctu-
ations in m and ρ at x are composed of ρ(x) independent
contributions, we expect the variances of these Gaussian
distributions to be proportional to the average density,
and this is supported by simulations that measure how
the variances vary with respect to ρ0 (Fig. 4(a)). The
probability distribution of m and ρ is given is this case
by:
P (ρ,m, x, t) = N (ρ− ρ¯, σ2ρ)N (m− m¯, σ2m), (10)
where N (x− x¯, σ2) is the normal distribution with mean
x¯ and variance σ2. This approximation still ignores corre-
lations between ρ and m, but is good enough for the pur-
pose of accounting for the phenomenology of the micro-
scopic model. We set σ2ρ = aρρ¯ and σ
2
m = amρ¯, where aρ
and am are temperature dependent. Only the non-linear
term in m has to be approximated, and with Eq.(10) we
get〈
m
[
2(T − r3
4
) +
r3
2
m2
ρ2
]〉
≈ m
[
2(T − r3
4
+
r
ρ
) +
r3
2
m2
ρ2
]
,
(11)
where r = 3r3am/4, and depends only on the rate of
three-body interactions r3. The transition temperature
is thus renormalized, and now has a density dependence:
T ′c =
r3
4
− r
ρ
= TMFc −
r
ρ
. (12)
The Weak Fluctuation Theory (WFT) is given by:
∂tρ = D∆ρ− v∂xm, (13)
∂tm = D∆m− v∂xρ−m
[
2
(
T − r3
4
+
r
ρ
)
+
r3
2
m2
ρ2
]
.
(14)
We will now analyze the linear stability of homogeneous
steady states allowed in the WFT. For T > TMFc = r3/4,
the only linearly stable homogeneous steady state is dis-
ordered with ρ0 = N/L, m0 = 0. For T < r3/4 the
homogeneous disordered state m0 = 0 is linearly stable
for all ρ0 < φg(T ), where
φg(T ) =
4r
r3 − 4T . (15)
For T < r3/4 the homogeneous ordered state ρ0 = N/L,
m0 = ±ρ0
√
(r3−4T−4(r/ρ))
r3
, exists for all ρ0 > φg(T ), but
is linearly stable only for ρ0 > φl(T ) > φg(T ), where
φl = φg
v
√
r3[v2T + (D/4)(∆T )2] + 2v
2T +Dr3(∆T )
4v2T +Dr3(∆T )
,
(16)
with ∆T = r3 − 4T . φg and φl thus constitute the spin-
odal lines that mark the limit of stability of the homoge-
neous disordered and ordered states respectively, and can
be derived by standard linear stability analysis. Fig. 3(d)
shows the phase diagram in T−ρ0 space for the WFT. At
temperature T below TMFc and ρ0 ∈ (φg(T ), φl(T )) we
get the characteristic phase separated profiles of flocking
models: a high density ordered band (liquid) traveling in
a low density disordered background (gas). The coexis-
tence lines ρg and ρl demarcate the region of existence of
phase separated profiles. Within the coexistence region,
increasing ρ0 at constant T simply widens the liquid do-
main, while keeping the density of the liquid and gas frac-
tions constant (Fig. 2(c)), thus allowing us to compute
ρg and ρl. The m0 vs ρ0 phase-diagram in WFT is shown
in Fig. 3(c). Comparing the WFT phase-diagrams Fig.
3(c) and (d), to the MFT phase-diagrams Fig. 3(a) and
(b), we see that the WFT captures the full dynamics of
the microscopic theory. Near the transition temperature
T = r3/4 + δ we find that φl = φg +
r
r3
+ O(δ), imply-
ing that the two spinodals both diverge at the mean-field
transition temperature, but they remain equidistant from
each other, as can be confirmed from Fig. 3(d).
Setting r3 = 0 has the same effect in the WFT as
in the MFT- with only binary interactions, for no non-
zero temperature is it possible to obtain a global ordered
phase. Thus three-body interactions, with the effect of
fluctuations, are both necessary and sufficient to capture
the full phenomenologcal phase-diagram for the flocking
transition.
Discussion: The absence of correlations between m
and ρ in the WFT results in there being only qualita-
tive agreement between the numerical (Fig. 1(d)) and
the analytical (Fig. 3(d)) phase diagrams. Nevertheless,
the WFT is still successful in recovering the full phe-
nomenological phase-diagram because the approximation
assumes m to be distributed normally about its mean
field value m¯, which is a multiple of the average density
ρ¯, ensuring correlation between ρ and m. In addition, it
5approximates both ρ and m to obey normal distributions
with variances proportional to the average density (Fig.
4(a)), thus retaining coupling between m and ρ¯, while ρ is
slaved to m, just as it is in the full sPDE. From the WFT
Eq.(10), a closed form expression can be derived for the
probability distribution of m/ρ, which turns out to follow
a shifted Cauchy distribution (see Appendix). Fig. 4(b)
shows a comparison between the probability distribution
of m/ρ from exact simulations (blue histogram) and from
WFT predictions (red curve) for four different values of
noise and we can see that the agreement is satisfactory.
Note that because in our minimal 1D model the ori-
entations are discrete and not continuous, the two-body
interaction Eq.(A.4) results in one particle following the
other, and is equivalent to the ω = 0, 1 case in [13], for
which the authors observed no ordered phase. However,
even with continuous orientations and in two dimensions,
direct simulations of microscopic binary interactions in
hard rods and stiff polymers show no ordering transition
[13]. Coarse-grained hydrodynamic theories from binary
collision models have been shown to have ordered phases
[4, 7, 8], but this is because coarse-graining involves tak-
ing averages over pre-collision angles and impact param-
eters for many individual interactions and introduces ef-
fective many body interactions in the process. All such
hydrodynamic theories have a relaxation term for the
momentum order parameter, in our case m, of the form
−m(a+ bm2). The cubic term in m, essential for the ex-
istence of the ordered phase when a < 0, is an effective,
if not explicit three-body interaction in the microscopic
theory. Thus we expect our conclusion to hold even in
higher dimensions and with continuous orientations. It
is important to note here that the hydrodynamic theory
that is obtained by coarse-graining the 1D AIM with just
binary interactions wouldn’t have such effective three-
body terms simply because these binary interactions al-
ways occur with the same orientation, thus precluding
the need to average over such orientations.
Finally, we checked the effect of including four-body
interactions in the microscopic theory, and found that
they only serve to renormalize the mean-field transition
temperature, but make no other qualitative changes to
the phase-diagram. We conclude that three-body inter-
actions are indeed necessary and sufficient to capture the
full phenomenology of flocking.
We thank M. Cristina Marchetti for useful discussions.
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6APPENDIX
In this Appendix, we derive the closed form expression
for the probability distribution of m/ρ, as predicted by
the WFT approximation (Eq.(10) in the main text):
P (ρ,m, x, t) = N (ρ− ρ¯, σ2ρ)N (m− m¯, σ2m). (A.1)
Given this joint probability distribution for m and ρ,
P (m/ρ) can be determined as:
P
(m
ρ
)
=
∫
dm
′
∫
dρ
′
P (ρ
′
,m
′
)δ(m/ρ−m′/ρ′),
(A.2)
=
∫
dρ
′ |ρ′ | P
(
ρ
′
,
m
ρ
ρ
′)
,
=
∫
dρ
′ |ρ′ | N (ρ′ − ρ¯, σ2ρ) N
(m
ρ
ρ
′ − m¯, σ2m
)
.
(A.3)
After evaluating this integral (A.3), we get:
P (z) =
b(z)d(z)
a3(z)
1√
2piσmσρ
[
Φ
(
b(z)
a(z)
)
− Φ
(
− b(z)
a(z)
)]
+
e−c/2
a2(z)piσmσρ
, (A.4)
where,
z = m/ρ, (A.5)
a(z) =
√
z2
σ2m
+
1
σ2ρ
, (A.6)
b(z) =
m¯
σ2m
z +
ρ¯
σ2ρ
, (A.7)
c =
m¯2
σ2m
+
ρ¯2
σ2ρ
, (A.8)
d(z) =
eb
2(z)−ca2(z)
2a2(z)
, (A.9)
and
Φ(t) =
∫ t
−∞
du
e−u
2/2
√
2pi
, (A.10)
is the cumulative distribution function for the normal
distribution. For zero mean, m¯ = ρ¯ = 0, and unit vari-
ances, σ2m = σ
2
ρ = 1, P (m/ρ) is nothing but the Cauchy
distribution,
P (m/ρ) =
1
pi
(
m2
ρ2 + 1
) . (A.11)
The general case with non-zero means and variances
not equal to one, results in a shifted Cauchy distribution.
It is this P (m/ρ) that is plotted as the red solid curve in
Fig. 4(b) of the main text, and when compared to the
probability distribution of m/ρ from exact simulations
(blue histograms), shows good agreement.
