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Abstract. Rapid progress in organic electronics demands new highly efficient organic 
semiconducting materials. Nevertheless, only few materials have been created so far that show 
reliable band-like transport with high charge mobilities, which reflects the two main obstacles in 
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the field: the poor understanding of charge transport in organic semiconductors (OSs) and the 
difficulty of its quantification in devices.  Here, we present a spectroscopic method for assessment 
of the charge transport in organic semiconductors. We show that the intensities of the low-
frequency Raman spectrum allow calculation of the dynamic disorder that limits the charge carrier 
mobility. The spectroscopically evaluated mobility clearly correlates with the device charge 
mobility reported for various OSs. The proposed spectroscopic method can serve as a powerful 
tool for a focused search of new materials and highlights the disorder bottleneck in the intrinsic 
charge transport in high-mobility organic semiconductors. 
1. Introduction 
High charge mobility in the active layers of various organic electronic devices is a prerequisite for 
their efficient operation. However, organic semiconductors (OSs) generally show charge 
mobilities, μ, much below those of inorganic ones, and only a few OSs show reproducible μ 
exceeding that of amorphous silicon (μ~1 cm2V-1s-1) — a workhorse of modern thin-film 
electronics.1,2 Moreover, reliable μ measurements in OSs are difficult and time-consuming. For 
example, the commonly used method of μ measurement in organic field effect transistors (OFETs) 
is complicated by many factors such as the contacts, architecture, dielectric, etc., which results in 
various artifacts and pitfalls.[3] Therefore, the focused search for high-mobility OSs among huge 
number of candidates needs an effective approach for estimation of μ prior its measurements in 
devices.  
OS consists of molecules bound by weak non-covalent interactions. Coherent charge 
transport resulting in high µ requires delocalization of a charge carrier over several molecules.1,2,4 
Such charge delocalization is promoted by considerable electronic coupling between the 
molecules, i.e., by large charge transfer integrals, J.4 However, intra- and intermolecular vibrations 
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(phonons) tend to localize the charge carrier at one molecule. This prevents coherent charge 
transport and results in charge hopping with low µ, which is observed in most of OSs.4,5 Interaction 
of charge carriers with vibrations — electron-phonon coupling — involves local (Holstein) and 
non-local (Peierls) contributions. The local one stems from modulation of molecular energy levels, 
mainly by intramolecular vibrations in the high-frequency (HF) spectral range, and is quantified 
by the reorganization energy, λ.4 The non-local contribution results from modulation of J mainly 
by low-frequency (LF) vibrations (inter-, intramolecular, or mixed6,7), and is characterized by the 
lattice distortion energy, L.1 The frontier of LF range is usually set at ω = 200 cm-1, which 
corresponds to the energy of room-temperature thermal vibrations.  
According to the recent theoretical studies,8-11 the coupling of charge carriers to LF 
vibrations sets the limit for coherent charge transport in high-µ OSs. These vibrations are thermally 
populated at ambient conditions and hence have large atomic displacements with the result of 
strong dynamic disorder – variance of charge transfer integrals, 
2 2
J J = .
4,12 Dynamic disorder 
decreases the delocalization length of charge carrier, LD, and hence decreases µ.8-10 While multiple 
theoretical studies have addressed the impact of dynamic disorder on charge transport,1,8-14 the 
experimental data that could verify the models and provide a criterion for screening promising OSs 
with weak electron-phonon interaction are extremely scarce.15-19 Specifically, although the 
experimental LF vibrational spectra were used for verification of simulations,19 direct probing of 
the dynamic disorder was not performed so far. 
Raman spectroscopy — a standard tool for vibrational spectrum characterization of OSs20-
24 — gives the most direct access to electron-phonon coupling. The Raman signal is determined 
by the vibrational modulation of the electronic properties, namely, the material polarizability.20,25 
The latter strongly depends on charge delocalization, and high Raman signals in OSs are observed 
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for vibrations that significantly affect the intra- and intermolecular π-electron conjugation and 
hence largely contribute to electron-phonon coupling.6,26-28 Raman spectroscopy was previously 
applied for charge transport investigations in charge-transfer complexes. In those studies, analysis 
of the (pre-) resonant Raman intensities in the HF and LF ranges was exploited to extract 
information about local29,30 and non-local31,32 electron-phonon coupling, respectively. Although 
earlier attempts to associate the Raman intensities to the contributions of intramolecular modes to 
local electron-phonon interaction were made for other OSs,33-36 further extension of this approach 
to address the dynamic disorder and estimate µ in OSs is lacking.  
In this work, we propose a spectroscopic approach for quantification of the dynamic 
disorder and assessment of µ. We introduce spectroscopic mobility, μs, and show that it clearly 
correlates with device µ for high- and low-mobility OSs; the temperature dependencies of μs and 
μ for band-like OSs correlate as well. The obtained results highlight the efficiency of the suggested 
approach for screening high-μ OSs among a plenty of available materials. 
2. Spectroscopic parameter of order in OS  
The suggested approach is based on a general idea that the LF Raman spectrum of an OS crystal 
contains the information about dynamic disorder in it as illustrated in Figure 1. The Raman 
intensity, I, is determined by the vibrationally induced fluctuations (modulation) of the material 
polarizability, α:37-41 
( )
22
0~I    − ,        (1) 
where <…> denotes ensemble averaging, and α0 is the polarizability in the absence of the 
fluctuations. According to the quantum-mechanical Kramers-Heisenberg-Dirac equation,42-44 α is 
related to the energies and dipole moments of the transitions between the ground and various 
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excited electronic states. Expanding α in Taylor series over dimensionless vibrational 
displacements, qi, and considering the (pre-)resonance case, where the contribution of the 
transition from the ground state to the lowest dipole-allowed excited state dominates, we obtain 
the following expression for the Raman intensity of vibrational mode i:  
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where ωi is the frequency of the mode, ωL is the pump (incident light) frequency, E0 and E1 are 
respectively the energies of the ground and the lowest dipole-allowed excited state, D01 and D10 
are correspondingly the dipole moments of the transitions from the ground to the lowest excited 
state and vice versa, ħ is the reduced Planck constant, eL and eS are respectively the polarizations 
of the incident and scattered light, and Γ is the excited state bandwidth. The transition dipole 
moments and state energies are taken at the equilibrium geometry (qi=0). The details of Eq. (2) 
derivation and used approximations are given in Supporting Information (SI), Section 1.1.  
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Figure 1. Illustration of the relationship between the dynamic disorder and LF Raman spectrum. 
The higher the intensity of LF Raman as compared to the HF one, the stronger the dynamic 
disorder. 
 
  Eq. (2) states that the Raman signal from i-th vibrational mode is determined by the two 
factors: X that corresponds to electron-phonon interaction, and Y that corresponds to light-matter 
interaction. The X-factor is related to charge transport and is in the focus of the current study. In 
one-dimensional OS crystal, the energy of the lowest excited state required for Eq. (2) can be 
approximated as 1 2 2h eE J J − − , where ε is the difference between the energies of the highest 
occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO), while 
Je and Jh are electron and hole transfer integrals, respectively.
4 LF vibrations modulate mostly J,7 
and hence the LF Raman intensity is related to σJ, i.e., dynamic disorder: 
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where summation runs over all LF vibrational modes, and the dependence of Y on ωi is neglected. 
For simplicity, the vibrational modulations of Je and Jh are considered equal: 
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. The HF vibrations modulate mostly ε;7 therefore, the HF Raman intensity 
is related to the local electron-phonon interaction:35 
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  is the contribution of the i-th vibrational mode to the reorganization 
energy.4 Details of Eqs. (3,4) derivations and three-dimensional case are given in SI, Section 1.2. 
In Eq. (4), 2 1iq =  since the HF vibrations are not thermally populated, and the variance of qi is 
determined by zero-point oscillations, making the HF Raman intensity nearly temperature-
independent.35 In contrast, the LF vibrations are populated at room temperature, and we expect 
decrease of LF Raman intensity with cooling due to the decrease of 2
iq .
35 To summarize, Eqs. 
(3) and (4) show that the LF Raman intensity is related to the dynamic disorder (non-local electron-
phonon interaction), while the HF Raman intensity is associated with the local electron-phonon 
interaction. This allows us to introduce a dimensionless spectroscopic criterion, ξ, as an 
experimental parameter of order in OS: 
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The Raman spectrum divided by ω will be referred hereafter as reduced Raman spectrum, while ξ 
will be referred as spectroscopic order parameter. From Eqs. (3–5), it follows that  
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where τeff is the average period of LF vibrations weighted over their contribution to J modulation. 
For given λ (which can be readily calculated using DFT1,2), the weaker the dynamic disorder and 
the shorter the τeff, the higher the ξ value. Importantly, in contrast to the Raman intensities, the ξ 
value is nearly insensitive to experimental conditions such as the sample thickness, pump intensity, 
detector sensitivity, as well as parameters of light-matter interaction such as the transition dipole 
moment and the proximity of the pump photon energy to the resonance (Y in Eq. 4; see SI, Section 
1.3). Thus, we conclude that ξ can be used to quantify and compare dynamic disorder in various 
OSs. 
3. Spectroscopic assessment of charge transport 
The key claim of this study is that the suggested spectroscopic order parameter (ξ) allows 
estimation of µ. According to the transient localization scenario of charge transport,8,9 μ is 
determined by the (transient) delocalization length of a charge carrier, LD, and the period of the 
characteristic LF vibration, τ: 
2
2
DLe
kT


= ,         (7) 
where e is the elementary charge, k is the Boltzmann constant, T is the absolute temperature, and 
the one-dimensional case is addressed. It is reasonable to assume that LD increases with J and 
decreases with the dynamic disorder quantified by σJ. According to Ref. [45], ( )~ /
x
D JL a J 
, where a is the distance between the sites (molecules), and x varies in the range 2/3–4/3. In Ref. 
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[8], fitting the experimental data by ( )~ /m nD JL a J    yielded m~1 and n~1.6.  Considering these 
uncertainties in x, we assume ( )/D JL a J = for simplicity; and presuming τ≈τeff  obtain 
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According to Eq. (8), μ strongly depends on σJ and τ. Heavy impact of the dynamic disorder on μ 
also follows from the band model, which is widely used for description of charge transport in high-
μ OSs (See SI, Section 1.4). Using the concept of spectroscopic order parameter and following 
Eqs. (6, 8), we obtain: 
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i.e., μ is proportional to ξ. We thus introduce the “spectroscopic mobility” for quantitative 
evaluation of charge transport: 
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where C is a dimensionless constant, and summation runs over all charge transport directions. The 
µs requires the Raman spectrum, either experimental or theoretical (e.g., calculated using solid-
state DFT),46,47 as well as J and λ values, which can be calculated using DFT.1 In high-μ OSs with 
coherent charge transport, for which Eq. (7) applies,8,10 µs is expected to correlate with μ and can 
be used for its rapid estimation. Moreover, since μ in the hopping regime is also sensitive to J, λ 
and σJ,48 we expect that µs correlates with μ for low-μ OSs as well. Although µs was introduced 
under rather strong approximations, its efficiency is a posteriori justified in the following section 
by the experimental data. 
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4. Experimental verification of the approach 
4.1. Temperature dependence 
First of all, we investigated temperature dependencies of Raman spectra for three OSs, in which µ 
increases with cooling: 2,5-difluoro-7,7,8,8-tetracyanoquinodimethane (F2-TCNQ),
49 rubrene,50 
and naphthalene.51 Increase of µ with cooling is commonly assigned to coherent (band-like) charge 
transport,1,2,4 and we expected correlation between the temperature dependencies of ξ derived from 
the Raman spectra and μ. As the lower bound of the HF range, we used 600 cm-1. Figure 2a-c 
shows recorded LF Raman spectra for the studied materials at various temperatures. Cooling 
results in significant increase in the frequencies of LF modes and dramatic decrease in their integral 
intensities. The former is commonly attributed to crystal shrinking, which should strengthen 
intermolecular interactions.25,52 In contrast, the dramatic decrease in Raman intensities of LF 
vibrations with cooling for OSs was rarely noticed earlier.53 For F2-TCNQ (Figure 2a), the lowest-
frequency mode undergoes the most pronounced suppression: its integral intensity drops in 5.9 
times from 398 K down to 83 K, while the integral intensities of the other two modes decrease in 
3.8 and 2.4 times. Similar to F2-TCNQ, the lowest-frequency mode in rubrene and naphthalene 
exhibits the strongest intensity decrease with cooling (Figure 2b,c). The HF Raman intensities 
show negligible changes with temperature. 
The abovementioned increase of ωi and decrease of Ii for the LF modes (Figure 2a-c) along 
with negligible changes of the HF Raman spectrum promote a pronounced increase in ξ with 
cooling as shown in Figure 2d. According to the suggested approach, this increase indicates 
reduction of dynamic disorder and hence weakening of the impact of LF vibrations on charge 
transport. The latter is quite natural and is in accordance with theoretical results from Refs. [54,55] 
and experimental findings of Ref. [53]. The increase of μ with cooling in OSs with band-like charge 
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transport can be explained by suppression of σJ as follows from Eqs. (8). Figure 2d shows that ξ 
clearly correlates with the OFET hole mobility for rubrene and electron mobility for F2-TCNQ 
down to 150 K. The lack of correlation between the OFET µ and ξ below 150 K can be attributed 
to domination of incoherent charge transport due to increased role of charge traps; therefore, the 
OFET µ no more represents the intrinsic charge mobility in this temperature range.56,57 Indeed, the 
Hall mobility, which is sensitive only to the coherent transport, was shown to further increase with 
cooling in rubrene crystals even when the OFET µ started to decrease.58 The charge mobility in 
ultrapure naphthalene single crystals measured using the time-of-flight (ToF) technique51 perfectly 
correlates with ξ as well. The correlation between the temperature dependencies of µ and µs is 
presented in SI, Figure S2. 
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Figure 2. Effect of temperature on LF Raman spectra (a-c), charge mobility, µ, and spectroscopic 
order parameter, ξ, (d) in F2-TCNQ, rubrene, and naphthalene. Experimental Raman spectra of F2-
TCNQ (a, polycrystalline powder), rubrene (b, single crystal), and naphthalene (c, polycrystalline 
powder) are normalized to the maximal intensity in the HF range. The arrows highlight decrease of 
the integral Raman intensity with cooling. The OFET µ data for single crystals of F2-TCNQ and 
rubrene in panel (d) are from Refs. [49] and [50], and the time-of-flight µ data for naphthalene 
single crystals are from Ref. [51]. 
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4.2. Various materials 
To test the efficiency of ξ and µs for evaluation of the dynamic disorder and intrinsic charge 
mobility for different materials, we applied our approach to a set of popular OSs. As shown in Ref. 
[59], the pure hopping mobility does not exceed 0.1 cm2V-1s-1, and it is commonly believed that 
much higher µ is a signature of significant contribution from coherent charge transport. We 
therefore chose the materials for which µ≥0.5 cm2V-1s-1 was reported: rubrene, F2-TCNQ, 7,7,8,8-
tetracyanoquinodimethane (TCNQ), tetracene, anthracene, naphthalene, and tetramethyl-
tetrathiafulvalene (TM-TTF).  For comparison, we also studied several relatively low-mobility 
materials (µ<0.5 cm2/Vs): 2,2′:5′,2′′:5′′,2′′′-quarterthiophene (4T), 2,3,5,6-tetrafluoro-7,7,8,8-
tetracyanoquinodimethane (F4-TCNQ), 5,5’-diphenyl-2,2’-bithiopene (PTTP), 1,4-bis(5-phenyl-
2-thienyl)benzene) (AC5), p-terphenyl (3P), p-tetraphenyl (4P), and 
bis(ethylenedithio)tetrathiafulvalene (BEDT-TTF). As an approximation to the OS intrinsic 
mobility, we used the OFET values if the data were available and the ToF ones otherwise. For the 
OFET µ, the highest value reported on either single crystal or thin film samples was used, but the 
data showing the measurement reliability factor r<50%3 were not taken into account. The µ data 
in the linear regime of OFET, if available, were used as the most reliable approximation to the 
intrinsic mobility.3 The details of the used µ data are given in Table S1. To record high-quality LF 
Raman spectra of OSs, we studied only the compounds that do not strongly absorb and luminesce 
at the Raman excitation wavelength used (633 nm). 
Figure 3a compares reduced LF Raman spectra of the investigated high-µ OSs. The as 
recorded Raman spectra are given in Figure S2. OSs with the higher µ (e.g., rubrene and F2-TCNQ) 
typically show the lower reduced Raman intensity in the LF range than those with lower µ (e.g., 
naphthalene and TM-TTF), in line with our assumption that an intensive LF Raman spectrum 
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implies strong dynamic disorder. Figure 3b illustrates the correlation between ξ obtained from the 
Raman data and an estimate of the dynamic disorder calculated using molecular dynamics in Ref. 
[48]  — paracrystalline (dis)order parameter g = Δ/d0, where d0 stands for the average distance 
between the centers of the molecules, and 
2d =  is the standard deviation for this distance. 
Figure 3b shows that the higher the 1/g value (weaker dynamic disorder), the higher ξ. This 
correlation corroborates our claim that high ξ reveals OSs with small thermally-induced molecular 
displacements and hence weak dynamic disorder.  
Figure 4a shows correlation between the ξ and room-temperature μ values for various OSs. 
Remarkably, for high-μ OSs (µ>0.5 cm2/Vs, points on the right of vertical red line in Figure 3a), 
μ is nearly proportional to ξ. The clear correlation between ξ and μ for these OSs supports the 
efficiency of our spectroscopic order parameter and corroborates the suggestion that dynamic 
disorder limits coherent charge transport in high-μ OSs.8,10 Lack of correlation between μ and ξ in 
the whole investigated set of OSs (i.e., including low-μ materials –  points on the left of the vertical 
red line in Figure 4a) can be attributed to the impact of J and λ on  μ as predicted by Eq. (9). Indeed, 
both J and λ are comparable for various high-μ OSs,2 making ξ the factor limiting charge transport. 
However, for low-µ OSs, low J and/or large λ prevent coherent charge transport and become the 
main hindrances for high μ. In contrast to ξ, µS, which takes into account J and λ according to Eq. 
(10), nicely correlates with µ for the whole set of OSs including high- and low-μ ones as presented 
in Figure 4b. Some deviations (e.g. for 4P and 3P) could be attributed to non-optimized devices 
with underestimated μ values.  
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Figure 3. Low-frequency reduced Raman spectra (a) and correlation between the spectroscopic order 
parameter, ξ, and the calculated paracrystalline order parameter, 1/g (b). Spectra at panel (a) are arranged 
according to the maximal reported µ from top (lowest) to bottom (highest). As-recorded Raman spectra (SI, 
Figure S1) were normalized to the maximum in the HF part and then divided by the wavenumber. All the 
spectra except that of rubrene and tetracene were measured in polycrystalline powders to avoid the effect of 
anisotropy and polarization. The rubrene and tetracene spectra were taken from Ref. [22]. The g values in 
panel (b) are taken from Ref. [48], and the line is a linear fit. 
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Figure 4. Correlation between the spectroscopic order parameter, ξ, and charge mobility, µ (a), 
and correlation between spectroscopic mobility µs and µ (b). The red line separates the high-µ 
OSs (right) from the low-µ ones (left). The green lines are linear fits with zero intercept for 
high-µ OSs (a) and all OSs (b). The difference in the room-temperature ξ for rubrene in Figures 
2 and 4 results from the different experimental conditions (one orientation of the single crystal 
in Figure 2 and averaged over multiple orientations of single crystals in Figure 4). The μ data 
were taken from Refs. [49-51, 60-68]. Filled circles correspond to OFET μ values, open ones 
correspond to ToF μ values. For details, see SI, Section 4.  
 
5. Discussion 
 The established correlations (Figures 2d, 3b and 4) confirm that the introduced 
spectroscopic order parameter, ξ, and spectroscopic mobility, µs, are efficient tools for rapid 
estimation of the dynamic disorder and intrinsic charge mobility, respectively. Based on our 
results, we propose the following protocol for screening the high-mobility OSs. This protocol is 
visualized in Figure 5. First, the Raman spectrum is recorded, and ξ is calculated according to Eq. 
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(5). If the ξ value is high (e.g., exceed 0.1), this material is relatively rigid, and is worth further 
investigation, i.e., calculation of µs using Eq. (10). For this purpose, λ and J values are necessary. 
While the former can be readily obtained from single-molecule DFT calculations,1,2 J estimation 
requires the crystal structure, which usually needs X-ray analysis. Nevertheless, Raman and X-ray 
experiments followed by λ and J calculations are considerably more robust, faster and simpler than 
device optimization for reliable µ measurements. Therefore, µs is a promising tool for revealing 
candidates for high-μ OSs. Successive measurements of μ in devices (e.g., in OFETs) would judge 
which of these candidates indeed support efficient charge transport.  
Apart the suggested practical application, the presented results are also of fundamental 
importance since they establish the relationship between optical properties (Raman spectrum), 
structural properties (dynamic disorder) and charge transport properties (μ). This relationship 
enables studies of the impact of various vibrational modes on charge transport and its anisotropy6 
under various conditions, e.g., temperature (see Figure 1), pressure and mechanical strain. The 
results of such studies can provide a deep insight into the factors governing charge transport in 
OSs, which is necessary for refinement of charge transfer models.8-11  
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Figure 5. The proposed protocol for screening of high-μ OSs. 
6. Conclusions 
To summarize, we have suggested the spectroscopic approach for evaluation of charge mobilities 
in OSs prior their measurements in electronic devices. The approach is based on our finding that, 
in OSs, the low-frequency (<200 cm-1) Raman intensity is linked to the dynamic disorder. The 
spectroscopic mobilities clearly correlate with the device ones in various OSs. The temperature 
dependencies of the spectroscopic mobility and band-like device mobility correlate as well. Being 
rapid and robust, the spectroscopic assessment of charge mobility allows screening of high-
mobility OSs among the plethora of available materials. We thus anticipate that the suggested  
approach provides efficient guidelines for the focused search of promising OSs and will boost the 
development of new high-mobility OSs. 
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7. Experimental and Computational  
Powders of TCNQ (Sigma-Aldrich), F2-TCNQ (TCI company), naphthalene (Merck) and 
anthracene (Merck) were used as received. TM-TTF and BEDT-TTF were synthesized as 
described in Refs. [69] and [70], respectively. 4T and PTTP were synthesized according to the 
procedures described in Refs. [71] and [72], correspondingly. 
Raman measurements for TCNQ, F2-TCNQ, naphthalene, anthracene and TM-TTF powders and 
rubrene single crystals were conducted using a Raman microscope (inVia, Renishaw) with an 
excitation wavelength of 633 nm provided by a He-Ne laser. LF measurements were conducted 
using NExT monochromator, HF measurements were performed with a 633-nm edge filter. The 
LF and HF measurements were performed separately, and then the LF and HF spectra were 
merged. All spectra for powder samples were measured in several points and then averaged to 
reduce the anisotropy effect on the Raman spectra. Raman spectra at various temperatures were 
recorded with the use of temperature-controlled microscope stage (THMS600, Linkam).  
The J values required for μs were calculated according to the procedure described in Ref. [73], and 
λ values were obtained according to the 4-point scheme.1 All DFT calculations were performed 
using GAMESS package74,75 at B3LYP/6-31g(d) level. 
 
Electronic supplementary material 
Electronic supplementary material is available. 
 
Conflicts of interest 
There are no conflicts to declare. 
 
  
 20 
Acknowledgements  
The work on high-mobility OSs was supported by Russian Foundation for Basic Research (project 
#16-32-60204 mol_a_dk). The work on low-mobility OSs and calculation of J and λ were 
supported by Russian Science Foundation (project #18-72-10165). The study was conducted using 
equipment purchased under the Lomonosov Moscow State University Program of Development. 
The authors thank V. Postnikov and E. Komissarova for their assistance in preparation of the OS 
samples and N. Melnik for his advice on Raman measurements in rubrene single crystals. 
 21 
References 
1. V. Coropceanu, J. Cornil, D. A. da Silva Filho, Y. Olivier, R. Silbey and J.-L. Brédas, Charge 
transport in organic semiconductors, Chem. Rev. 2007, 107, 926–952.  
2. O. Ostroverkhova, Organic Optoelectronic Materials: Mechanisms and Applications, Chem. 
Rev. 2016, 116, 13279–13412. 
3. H. Choi, K. Cho, D. Frisbie, H. Sirringhaus, V. Podzorov, Critical assessment of charge mobility 
extraction in FETs, Nat. Mater. 2018, 17, 2–7. 
4. Y. Li, V. Coropceanu, J.-L. Brédas, in The WSPC Reference on Organic Electronics: Organic 
Semiconductors (Eds. J.-L. Brédas, S. R. Marder), World Scientific: Singapore, 2016; pp. 193–
230. 
5. A. Yu. Sosorev, Role of intermolecular charge delocalization and its dimensionality in efficient 
band-like electron transport in crystalline 2,5-difluoro-7,7,8,8-tetracyanoquinodimethane (F2-
TCNQ), Phys. Chem. Chem. Phys. 2017, 19, 25478–25486. 
6. A. Yu. Sosorev,  D. R. Maslennikov,  I. Yu. Chernyshov,  D. I. Dominskiy,  V. V. Bruevich,  
M. V. Vener and  D. Yu. Paraschuk, Relationship between electron–phonon interaction and low-
frequency Raman anisotropy in high-mobility organic semiconductors, Phys. Chem. Chem. Phys., 
2018, 20, 18912-18918. 
7. A. Girlando, L. Grisanti, M. Masino, I. Bilotti, A. Brillante, R. G. Della Valle and E. Venuti, 
Peierls and Holstein carrier-phonon coupling in crystalline rubrene, Phys. Rev. B 2010, 82, 035208. 
8. S. Fratini, D. Mayou and S. Ciuchi, The Transient Localization Scenario for Charge Transport 
in Crystalline Organic Materials, Adv. Funct. Mater. 2016, 26, 2292–2315. 
9. S. Fratini and S. Ciuchi, Bandlike Motion and Mobility Saturation in Organic Molecular 
Semiconductors, Phys. Rev. Lett. 2009, 103, 266601. 
10. S. Fratini, S. Ciuchi, D. Mayou, G. Trambly de Laissardière and A. Troisi, A map of high-
mobility molecular semiconductors, Nat. Mater. 2017, 16, 998–1002. 
 22 
11. T. Vehoff, B. Baumeier, A.  Troisi and D. Andrienko, Charge Transport in Organic Crystals: 
Role of Disorder and Topological Connectivity, J. Am. Chem. Soc. 2010, 132, 11702–11708. 
12. A. Yu. Sosorev, D. R. Maslennikov, O. G. Kharlanov, I. Yu. Chernyshov, V. V. Bruevich and 
D. Yu. Paraschuk, Impact of low-frequency vibrations on charge transport in high-mobility organic 
semiconductors, Phys. Stat. Sol. – RRL, accepted for publication. 
13. V. Coropceanu, R. S. Sánchez-Carrera, P. Paramonov, G. M. Day and J.-L. Brédas, Interaction 
of Charge Carriers with Lattice Vibrations in Organic Molecular Semiconductors: Naphthalene as 
a Case Study, J. Phys. Chem. C 2009, 113, 4679–4686. 
14. G. J. Nan, X. D. Yang, L. J. Wang, Z. G. Shuai and Y. Zhao, Nuclear tunneling effects of 
charge transport in rubrene, tetracene, and pentacene, Phys. Rev. B 2009, 79, 115203. 
15. S. Illig, A. S. Eggeman, A. Troisi, L. Jiang, C. Warwick, M. Nikolka, G. Schweicher, S. G. 
Yeates, Y. H. Geerts, J. E. Anthony and H. Sirringhaus, Reducing dynamic disorder in small-
molecule organic semiconductors by suppressing large-amplitude thermal motions, Nat. Commun. 
2016, 7, 10736.  
16. A. A. Bakulin, R. Lovrincic, X. Yu, O. Selig, H. J. Bakker, Y. L. A. Rezus, P. K. Nayak, A. 
Fonari, V. Coropceanu, J.-L. Brédas and D. Cahen, Mode-selective vibrational modulation of 
charge transport in organic electronic devices, Nat. Commun. 2015, 6, 8880.  
17. O. L. Griffith, J. E. Anthony, A. G. Jones and D. L. Lichtenberger, Electronic Properties of 
Pentacene versus Triisopropylsilylethynyl-Substituted Pentacene: Environment-Dependent 
Effects of the Silyl Substituent, J. Am. Chem. Soc. 2010, 132, 580–586. 
18. I. Yu. Chernyshov, M. V. Vener, E. V. Feldman, D. Yu. Paraschuk and A. Yu. Sosorev, 
Inhibiting Low-Frequency Vibrations Explains Exceptionally High Electron Mobility in 2,5-
Difluoro-7,7,8,8-tetracyanoquinodimethane (F2-TCNQ) Single Crystals, J. Phys. Chem. Lett. 
2017, 8, 2875–2880.  
19. T. F. Harrelson, V. Dantanarayana,  X. Xie,  C. Koshnick,  D. Nai,  R. Fair,  S. A. Nuñez,  A. 
K. Thomas,  T. L. Murrey,  M. A. Hickner, J. K. Grey,  J. E. Anthony,  E. D. Gomez,  A. Troisi,  
 23 
R. Fallera, A. J. Moulé, Direct probe of the nuclear modes limiting charge mobility in molecular 
semiconductors, Mater. Horiz., 2018, Advance Article, DOI: 10.1039/C8MH01069B. 
20. S. Wood, J. R. Hollis and J. S.  Kim, Raman spectroscopy as an advanced structural nanoprobe 
for conjugated molecular semiconductors, J. Phys. D: Appl. Phys. 2017, 50, 073001. 
21. V. V. Bruevich, T. S. Makhmutov, S. G. Elizarov, E. M. Nechvolodova and D. Yu. Paraschuk, 
Raman spectroscopy of intermolecular charge transfer complex between a conjugated polymer and 
an organic acceptor molecule, J. Chem. Phys. 2007, 127, 104905.  
22. J. Weinberg-Wolf, L. E. McNeil, S. Liu and C. Kloc, Evidence of low intermolecular coupling 
in rubrene single crystals by Raman scattering, J. Phys. Condens. Mater. 2007, 19, 276204.  
23. A. E. Bragg, W. J. Yu, J. W. Zhou and T. Magnanelli, Ultrafast Raman Spectroscopy as a 
Probe of Local Structure and Dynamics in Photoexcited Conjugated Materials, J. Phys. Chem. 
Lett. 2016, 7, 3990–4000.  
24. T. J. Magnanelli and A. E. Bragg, Time-Resolved Raman Spectroscopy of Polaron Pair 
Formation in Poly(3-hexylthiophene) Aggregates, J. Phys. Chem. Lett. 2015, 6, 438–445. 
25. M. M. Sushchinskii. Raman Spectra of Molecules and Crystals. Wiley: New York, 1972. 
26. J. Casado, V. Hernandez and J. T. L. Navarrete, Vibrational Raman Shifts and Aromaticity: 
The Case of Oligothiophenes, Chem. Rec. 2015, 15, 1110–1118. 
27. C. M. Castro, M. C. R. Delgado, V. Hernandez, S. Hotta, J. Casado, J. T. L and Navarrete, 
Efficiency of the π conjugation in a novel family of α,α′-bisphenyl end-capped oligothiophenes by 
means of Raman spectroscopy, J. Chem. Phys. 2002, 116, 10419.  
28. P. J. Donohoo-Vallett and A. E. Bragg, π-Delocalization and the Vibrational Spectroscopy of 
Conjugated Materials: Computational Insights on Raman Frequency Dispersion in Thiophene, 
Furan, and Pyrrole Oligomers, J. Phys. Chem. B 2015, 119, 3583–3594.  
29. A. B. Myers, Resonance Raman Intensities and Charge-Transfer Reorganization Energies, 
Chem. Rev. 1996, 96, 911–926. 
 24 
30. D. S. Egolf, M. R. Waterland and A. Myers Kelley, Resonance Raman Intensity Analysis of 
the Carbazole/Tetracyanoethylene Charge-Transfer Complex:  Mode-Specific Reorganization 
Energies for a Hole-Transport Molecule, J. Phys. Chem. B 2000, 104, 10727-10737. 
31. D. Pedron, A. Speghini, V. Mulloni and R. Bozio, Coupling of electrons to intermolecular 
phonons in molecular charge transfer dimers: A resonance Raman study, J. Chem. Phys. 1995, 
103, 2795–2809. 
32. D. Vermeulen, N. Corbin, K. P Goetz, O. D. Jurchescu, V. Coropceanu and L. E. McNeil, 
Electron-phonon coupling in anthracene-pyromellitic dianhydride, J. Chem. Phys. 2017, 146, 
214705. 
33. K. Kiewisch, J. Neugebauer and M. Reiher, Selective calculation of high-intensity vibrations 
in molecular resonance Raman spectra, J. Chem. Phys. 2008, 129, 204103. 
34. L. Jensen, L. L. Zhao, J. Autschbach and G. C. Schatz, Theory and method for calculating 
resonance Raman scattering from resonance polarizability derivatives, J. Chem. Phys. 2005, 123, 
174110. 
 35. R. Scholz, L. Gisslén, B.-E. Schuster, M. B. Casu, T. Chassé, U. Heinemeyer and F. Schreiber, 
Resonant Raman spectra of diindenoperylene thin films, J. Chem. Phys. 2011, 134, 014504. 
36. N. Biswas and S. Umapathy, Partitioning of the total reorganization energy into its vibrational 
and solvent (inertial and reorientational) contributions using resonance Raman intensities, Chem. 
Phys. Lett. 1998, 294, 181–190. 
37. C. Ambrosch-Draxl, H. Auer, R. Kouba, E. Ya. Sherman, P. Knoll and M. Mayer, Raman 
scattering in YBa2Cu3O7: A comprehensive theoretical study in comparison with experiments, 
Phys. Rev. B, 2002, 65, 064501.  
38. P. Knoll and C. Ambrosch-Draxl, in Proceedings of the International Workshop on 
Anharmonic Properties of High-Tc Cuprates, edited by D. Mihailovich, G. Ruani, E. Kaldis, and 
K. A. Müller; World Scientific, Singapore, 1995, p. 220.  
39. S.-L. Zhang. Raman spectroscopy and its application in nanostructures. Wiley, 2012.  
 25 
40. R. Scholz, L. Gisslén, C. Himcinschi, I. Vragović, E. M. Calzado, E. Louis, E. S. F. Maroto 
and M. A. Díaz-García, Asymmetry between Absorption and Photoluminescence Line Shapes of 
TPD: Spectroscopic Fingerprint of the Twisted Biphenyl Core, J. Phys. Chem. A 2009, 113, 1, 
315-324. 
41. Y. Koike, Fundamentals of plastic optic fibers, Wiley, 2015, p. 40. 
42. H. A. Kramers and W. Heisenberg, Über die Streuung von Strahlung durch Atome, Z. Phys. 
1925, 31, 681. 
43. P. A. M. Dirac, The quantum theory of dispersion, Proc. R. Soc. Lond. A, 1927, 114, 710. 
44. S. Y. Lee, Placzek‐type polarizability tensors for Raman and resonance Raman scattering, J. 
Chem. Phys. 1998, 78, 723. 
45. B. Kramer and A. MacKinnon, Localization: theory and experiment, Rep. Prog. Phys. 1993, 
56, 1469. 
46. I. D. Yushina, B. A. Kolesov and E. V. Bartashevich, Raman spectroscopy study of new thia- 
and oxazinoquinolinium triodides, New J. Chem. 2015, 39, 6163–6170.  
47. N. Bedoya-Martínez, B. Schrode, A. O. F. Jones, T. Salzillo, C. Ruzié, N. Demitri, Y. H. 
Geerts, E. Venuti, R. G. Della Valle, E. Zojer and R. Resel, DFT-Assisted Polymorph 
Identification from Lattice Raman Fingerprinting, J. Phys. Chem. Lett. 2017, 8, 3690−3695. 
48. I. Yavuz, B. N. Martin, J. Park and K. N. Houk, Theoretical Study of the Molecular Ordering, 
Paracrystallinity, And Charge Mobilities of Oligomers in Different Crystalline Phases, J. Am. 
Chem. Soc. 2015, 137, 2856−2866. 
49. Y. Krupskaya, M. Gibertini, N. Marzari and A. F. Morpurgo, Band-like electron transport with 
record-high mobility in the TCNQ family, Adv. Mater. 2015, 27, 2453–2458. 
50. E. Menard, V.  Podzorov, S. H. Hur, A. Gaur, M. E. Gershenson and J. A. Rogers, High‐
Performance n‐ and p‐Type Single‐Crystal Organic Transistors with Free‐Space Gate Dielectrics, 
Adv. Mater. 2004, 16, 2097–2101. 
 26 
51. W. Warta, R. Stehle and N. Karl, Ultrapure, high mobility organic photoconductors, Appl. 
Phys. A 1985, 36, 163–170. 
52. C. Carlone, C. Cyr, S. Jandl, N. K. Hota and J. Zauhar, Temperature dependence of the Raman 
active phonons in TCNQ crystals, J. Chem. Phys. 1982, 77, 4920–4925. 
53. M. Suzuki, T. Yokoyama and M. Ito, Polarized Raman spectra of naphthalene and anthracene 
single crystals, Spectrochim. Acta A: Mol. Spectr. 1968, 24 (8), 1091-1107. 
54. Y. Yi, V. Coropceanu., J.-L. Brédas, Nonlocal electron-phonon coupling in the pentacene 
crystal: beyond the Γ-point approximation, J. Chem. Phys. 2012, 137, 164303.  
55. L. Wang, Q. Li, Z. Shuai, L. Chen and Q. Shi, Multiscale study of charge mobility of organic 
semiconductor with dynamic disorders,  Phys. Chem. Chem. Phys. 2010, 12 (13), 3309-3314. 
56. H. Sirringhaus, T. Sakanoue and J.-F. Chang, Charge-transport physics of high-mobility 
molecular semiconductors, Phys. Status Solidi B 2012, 249, 1655–1676. 
 57.  F. Ortmann and S. Roche, Polaron transport in organic crystals: Temperature tuning of 
disorder effects, Phys. Rev. B. 2011, 84, 180302(R). 
58. V. Podzorov, E. Menard, J. A. Rogers and M. E. Gershenson, Hall Effect in the Accumulation 
Layers on the Surface of Organic Semiconductors, Phys. Rev. Lett. 2005, 95, 226601. 
59. A. Troisi, 2011, The speed limit for sequential charge hopping in molecular materials, Org. 
Electron.12 (12), 1988−1991. 
60. C. Reese, W.-J. Chung, M.-m. Ling, M. Roberts and Z. Bao, High-performance microscale 
single-crystal transistors by lithography on an elastomer dielectric, Appl. Phys. Lett. 2006, 89, 
202108.  
61. N. Karl and J. Marktanner, Electron and Hole Mobilities in High Purity Anthracene Single 
Crystals, Mol. Cryst. Liq. Cryst. 2001, 355, 149–173. 
 27 
62. S. Tamura, T. Kadoya, T. Kawamoto, S. Tamura, T. Kadoya, T. Kawamoto and T. Mori, Self-
contact thin-film organic transistors based on tetramethyltetrathiafulvalene, Appl. Phys. Lett. 2013, 
102, 063305.  
63. C. Reese, M. E. Roberts, S. R. Parkin, and Z. Bao, Tuning Crystalline Solid‐State Order and 
Charge Transport via Building‐Block Modification of Oligothiophenes, Adv. Mater. 2009, 21, 
3678−3681.  
64. Dominskiy, D. I.; Sosorev, A. Yu.; Rybalova, T. V.; Sorokina, N. I.; Alekseeva, O. A.; 
Andrianova, A. V.; Gvozdkova, I. A.; Borshchev, O. V.; Ponomarenko, S. A.; Paraschuk, D. Yu. 
Molecular end groups impact on structural and electronic properties of thiophene-phenylene co-
oligomer single crystals. In Proceedings of 13th International Conference on Organic Electronics 
2017 (ICOE-2017). Book of abstracts; Moscow; pp. 96–96.  
65. Hotta, S.; Yamao, T.; Bisri, S. Z.; Takenobu, T.; Iwasa, Y. Organic single-crystal light-emitting 
field-effect transistors J. Mater. Chem. C 2014, 2 (6), 965-980.  
66. D. J. Gundlach, Y. Y. Lin, T. N. Jackson and D. G. Schlom, Oligophenyl-based organic 
thin film transistors, Appl. Phys. Lett. 1997, 71 (26), 3853-3855.  
67. M. Mas-Torrent, P. Hadley, S. T. Bromley, X. Ribas, J. Tarres, M. Mas, E. Molins, J. Veciana 
and C. Rovira, Correlation between crystal structure and mobility in organic field-effect transistors 
based on single crystals of tetrathiafulvalene derivatives, J. Am. Chem. Soc. 2004, 126 (27), 8546-
8553.  
68. S. Kania, J. Kondrasiuk and G. W. Bak, Influence of ambient atmosphere on charge transport 
in polycrystalline thin films of three simple aromatic hydrocarbons, Eur. Phys. J E Soft Matter. 
2004, 15, 439-442. 
69. A. Mas, J.-M. Fabre, E. Torreilles, L. Giral and G. Brun, Syntheses et proprietes de nouveaux 
derives du tetrathiofulvalene, Tetrahedron Lett. 1977, 18, 2579–2582. 
70. K. Hartke, Th. Bissel, R.J. Quante, R. Matusch, Thion‐ und Dithioester, XXIV. Synthese von 
Tetrathiooxalestern, Chem. Ber., 1980, B113, 1898-1906. 
 28 
71. F. Martinez, R. Voelkel, D. Naegele and Naarmann, H. Thiophene Oligomers: Synthesis and 
Characterization. Mol. Cryst. Liq. Cryst. Inc. Nonlin. Optics 1989, 167, 227–232. 
72. J. Song, F. Wei, W. Sun, X. Cao, C. Liu, L. Xie and W. Huanga, Highly efficient C–C cross-
coupling for installing thiophene rings into π-conjugated systems. Org. Chem. Front. 2014, 1, 
817−820. 
73. B. Baumeier, J. Kirkpatrick and D. Andrienko, Density-functional based determination of 
intermolecular charge transfer properties for large-scale morphologies, Phys. Chem. Chem. 
Phys., 2010, 12, 11103. 
74. M. W. Schmidt, K. K. Baldridge, J. A. Boatz, S. T. Elbert, M. S. Gordon, J. H. Jensen, S. 
Koseki, N. Matsunaga, K. A. Nguyen, S. Su, T. L. Windus, M. Dupuis and J. A. Montgomery, 
General atomic and molecular electronic structure system, J. Comput. Chem. 1993, 14, 1347–1363.  
75. M. S. Gordon and M.W. Schmidt, in Theory and Applications of Computational Chemistry: 
the first forty years (Eds. C. E. Dykstra, G. Frenking, K. S. Kim, G. E. Scuseria), Elsevier: 
Amsterdam, 2005; pp. 1167–1189. 
 
 
 
  
 29 
Supporting Information 
1. Model formulation: details 
1.1. Raman intensities 
In this section, we provide a detailed derivation of Eq. (5) that links the frequencies, Raman 
intensities, and contributions to the electron-phonon coupling for various vibrational modes. 
According to the quantum-mechanical approach, the Raman scattering intensity is[1] 
 
2
0 0
ˆ~ fin inI             (S1) 
where 
0
in  and 0
fin  are the wavefunctions of the initial and final vibrational states of the 
electronic ground state, and ˆ  is the polarizability tensor. The ˆ  is related to the energies 
Ek and dipole moments D0k of the transitions between the ground state and k-th excited electronic 
state[1] according to the Kramers-Heisenberg-Dirac equation[2]: 
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where ωi is the frequency of the mode, ωL is the pump frequency, E0 is the energy of the ground 
state, ħ is the reduced Planck constant, eL and eS are respectively the polarizations of the incident 
(laser, L) and scattered (S) light, Γ is the excited state bandwidth, 
k
i  is the i-th vibrational 
function of the k-th electronic state. The transition dipole moments and state energies are taken at 
the equilibrium geometry (qi=0). 
Consider the pre-resonance regime of Raman scattering, i.e., when the incident photon 
energy is close to the energy of the lowest dipole-allowed excited electronic state, k=1. In this case, 
the contribution of the latter state to the Raman signal is dominant, and the first term in Eq. (S2) 
is considerably larger than the second one. Thus, 
( )( )01 10
1 0
L S
LS
i i LE E i

 
=
− − − − 

e D D e
        (S3) 
Below, we will address the isotropic Raman signal and denote ( )01 01LD = e D , ( )10 10SD = e D . 
Expanding α in Taylor series over dimensionless coordinates qi, 0
0
i
i i q
q
q

 
=

= +

 , we obtain 
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In Eq. (S4), D01, D10 and E1, E0 are taken at equillium (qi=0). For OSs in the pre-resonance regime, 
the first term in the right hand side of Eq. S4 (corresponding to Albrecht A-term, or Franck-Condon 
term) is considerably larger than the second one (corresponding to Albrecht B-term, or Herzberg-
Teller term).[1] In these approximations, the Raman intensity of the i-th mode reads: 
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where E=E1-E0 and 
( )
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2
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2 2
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− − + 
 describes light-matter interaction. 
Noteworthily, Eq. (S5) for Raman intensity nearly coincides with that obtained from the widely 
used excited-state-gradient approximation[3].  
Eq. (S5) is exactly Eq. (2) of the main text. 
 
1.2. Modulation of the excited state energy by low- and high-frequency vibrations 
As follows from Eq. (S5), the Raman intensity of a given mode is governed by its ability to 
modulate the energy of the lowest excited dipole-allowed state. In an isolated molecule, the latter 
can be roughly described as an electron at the LUMO and a hole at the HOMO with the energy[4] 
1 1L H b bE E E E E= − − = −         (S6) 
where EL is the LUMO energy, EH is the HOMO energy, Eb1 is the energy of the electron-hole 
interaction, and ε= EL–EH is the HOMO-LUMO gap. Accordingly, the impact of vibrations on E 
can be divided into the modulations of ε and Eb1: 
1bEE
q q q
  
= −
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.         (S7) 
Since Eb1~0.5 eV<<ε~3 eV for typical OSs, we assume that Eb1 — the Coulomb binding energy 
— weakly depends on intramolecular vibrations, resulting in 
1bE
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
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, and hence 
L HE EE
q q q q
   
 = −
   
. Further, we assume 
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: vibrations that modulate 
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intramolecular conjugation affect both EL and EH, i.e., alter ε. This is in line with the results of Ref. 
[5].  
In crystal, HOMOs of the molecules interact and form the valence band. Similarly, LUMOs form 
the conduction band. In the first excited state, the hole resides at the top of the valence band, and 
its energy can be approximated by Ev=EH+2Jh, where Jh is the hole transfer integral. The electron 
resides at the bottom of the conduction band (EC), and its energy is Ec=EL–2Je, where Je is the 
electron transfer integral. The energy of the first excited state of an infinite one-dimensional OS 
crystal, i.e. the exciton, is  
2 excE J − ,      (S8) 
where J is the exciton transfer integral. Since the exciton in OSs is commonly assumed localized 
at one molecule (Frenkel-type)[6], we consider Eb~Eb1 and neglect 
bE
q


for crystal as was done for 
isolated molecule (see above). We further assume that LF vibrations affect Jh and Je in similar 
way: 
hJ
q

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~
eJ
q


. Therefore, 2 2 2h e hH
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. Within the mentioned 
approximations, the Raman intensity for a given mode of OS crystal reads: 
 
2 2 2
2 2~ 2 4 4 4 4h h hH H Hi i i
i i i i i i
J J JE E E
I q Y q Y
q q q q q q
             
 −  =  − +         
               
, (S9)  
For three-dimensional crystal, Eq. (S8) transforms to ( )
2
1
2
N
j j
e h b
j
E J J E
=
= − + − , where 
N is the number of molecules adjacent to a given one, and summation runs over all the 
nonequivalent electron (hole) transfer integrals Je
j (Jh
j) between a given molecule and its 
neighbors. Eq. (S9) in this case transforms to: 
2 2
/2 /2 /22
2
1 1 1, 1
~ 4 4 4
N
j j l jN N N
h h h hH H
i i
j l j j l ji i i i i i
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I q Y
q q q q q q= = =  =
               
 − + +           
                 
     
(S10) 
Large H
i
E
q
 
 
 
 and h
i
J
q
 
 
 
 are usually observed for HF and LF vibrations, correspondingly.[7] The 
term hH
i i
JE
q q
 
 
  
 is hence expected to be low due to either low H
i
E
q
 
 
 
 in the LF range or low 
h
i
J
q
 
 
 
 in the HF range,[7] and is omitted below. We also assume that the terms  
j l
h h
i i
J J
q q
   
  
   
are significantly lower than  
2
H
i
E
q
 
 
 
 and 
2
h
i
J
q
 
 
 
, and neglect the former. The above 
approximations allow us to simplify Eqs. (S9,10) as: 
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2 2
24 hHi i
i i
JE
I q Y
q q
    
  +    
      
.        (S11) 
Eq. (S11) states that high Raman intensities are expected from Eq. (S10) for vibrational modes 
that strongly affect either EH(EL) or Jh(Je). 
 
1.3. Linking Raman intensities to reorganization energy and dynamic disorder 
The contributions from different vibrational modes to the reorganization energy λ, which 
quantifies local electron-phonon interaction for electron (hole) transport, λe (λh), are determined by 
L
i
E
Q


 H
i
E
Q
 
 
 
:[4,7] 
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,
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
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 
 = ,         (S12) 
In contrast, the contributions of these vibrations to lattice distortion energy L, which quantifies the 
non-local electron-phonon coupling for a three-dimensional OS crystal are determined by 
e
i
J
Q


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:[4,7] 
2
,
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e h
ii
e h
j i
J
q
L

 
 
 =  .         (S13) 
Combining Eqs. (S9), (S12) and (S13), we arrive to the relation that links the Raman intensity of 
vibrational mode i to the contribution of this mode to the electron-phonon coupling: 
( ) 24i i i i
i
I
L q Y

 +  ,        (S14) 
where 
i i
i e h  = + , and 
i i
i e hL L L= + . The relationship between the contributions to the electron-
phonon coupling and Raman intensities in LF and HF ranges is illustrated in Fig. S1. 
Since λi are much larger than Li in HF range and vice versa in LF range,[7]  
2
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2 22
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
 
,   (S15) 
where it is taken into account that 2
iq =1 fo HF modes, and ( )
22
0J J J = − is the dispersion 
of charge transfer integrals, which quantifies dynamic disorder. 
Eq. (S15) coincides with Eq. (6) of the main text. 
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Fig. S1. Illustration of the relationship between the Raman intensity in LF and HF ranges and 
contributions of vibrational modes to the local (λi) and non-local (Li) electron-phonon interaction. 
1.4. Impact of dynamical disorder on charge mobility within band model   
The impact of dynamic disorder, (quantified by σJ), on μ within the transient localization 
scenario was described in Section 3 of the main text. In this section, we describe the impact of σJ 
on μ in the framework of the band model of charge transport. According to this model, μ reads:[4] 
*
s
band
e
m

 = ,         (S16) 
where τS is the scattering time, 
2
*
22
m
Ja
=  is the effective mass of the charge carrier, and e is the 
elementary charge. Dynamical disorder quantified by  σJ  decreases τs:[8] 
2s
J
J


             (S17), 
Hence, it decreases μ as well: 
2 2
2
4
band
J
e J a


=         (S18) 
The larger the J values and the weaker their vibrational modulation (i.e., lower σJ), the higher μ. 
Importantly, Eq. (S18) is very similar to that obtained within the transient localization scenario, 
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where
2 2
22
TL
J
e J a
kT

 
=  (see Eq. (8) of the main text). Comparison of the two expressions for 
charge mobility yields 
8
TL band
kT

 =  , i.e., the transient localization scenario predicts 
stronger dependence of μ on thermal population of the lowest vibrational state than the band model, 
in line with Ref. [9]. Nevertheless, both models show significant dependence of μ on dynamical 
disorder.  
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1.5. Approximations of the proposed approach 
Eqs. (2-6) of the main text are derived in the following approximations: 
- pre-resonance Raman scattering regime, two-state approximation (S0-S1 transition has the 
largest contribution to the Raman signal); 
- Franck-Condon approximation; 
- neglect of Dushinsky mixing and Herzberg-Teller effects; 
- the high-frequency (HF, ω>600 cm-1) modes weakly contribute to the non-local coupling, 
while the low-frequency (LF, ω<200 cm-1) ones weakly contribute to the local electron-
phonon coupling; 
- the optical bandgap is approximated as E=ε-2Jh-2Je,  
- anisotropies of Raman signal and charge mobility are neglected; 
- the vibrations affect hole and electron transport equally, i.e., λi  and Li are the same for 
electrons and holes; 
- excitonic effects are neglected. 
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2. Raman spectra 
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Figure S2. As-recorded Raman spectra of the investigated materials for the pump wavelength of 
633 nm. Rubrene and tetracene spectra are from Ref. [10]. The spectra are normalized to the 
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maximal intensity in the HF region and arranged according to the increase of the device charge 
mobility from bottom to top, see Table S1. 
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3. Correlation of temperature dependencies for spectroscopic and device charge 
mobility 
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Figure S3. Correlation between the temperature dependencies of spectroscopic mobility, 
µs, and device charge mobility, µ, for OSs with band-like charge transport. Dependence of 
J on T is neglected. 
2. 4. Device charge mobility data 
compound Mobility 
type 
Mobility value, 
cm2V-1s-1 
Measurement 
type 
Sample 
type 
Reference 
Rubrene p 13.5 FET, air gap, 
linear 
SC [11] 
F2-TCNQ n 7 FET, vacuum 
gap, linear 
SC [12] 
Tetracene p 2.4 FET, PDMS 
dielectric, 
saturation 
SC [13] 
TCNQ n 1.6 FET, vacuum 
gap, linear 
SC [11] 
anthracene p 1.4 ToF SC [14] 
naphthalene p 1 ToF SC [15] 
TM-TTF p 0.68 FET, polystyrene 
dielectric, linear 
TF [16] 
4T P 0.23 FET, PDMS 
dielectric, 
saturation 
SC [17] 
F4-TCNQ N 0.2 FET, air gap, 
linear 
SC [12] 
PTTP P 0.064 FET SC [18] 
AC5 P 0.04 FET SC [19] 
4P P 0.01 FET SC [20] 
BEDT-TTF P 0.0012 FET SC [21] 
3P P 1E-4 FET TF [22] 
Table S1. Device charge mobility data. FET = “field effect transistor”, ToF= “time-
of-flight”, SC = “single crystal”, TF = “thin film”. 
  
 40 
References 
[1] Lee S.-Y. J. Chem.Phys. 1983, 78, 723 
[2] a) H. A. Kramers, W. Heisenberg, Z. Phys. 1925, 31, 681; b) P. A. M. Dirac, Proc. R. Soc. 
Lond. A, 1927, 114, 710; c) S. Y. Lee, J. Chem. Phys. 1998, 78, 723 
[3]. Heller, E. J.; Sundberg, R. L.; Tannor, D. J. Phys. Chem. 1982, 86 (10), 1822-1833. 
[4] Li Y., Coropceanu V.,  Brédas, J.-L, in The WSPC Reference on Organic Electronics: Organic 
Semiconductors (Eds. Brédas, J.-L., Marder, S. R.) World Scientific: Singapore, 2016; pp. 193–
230. 
[5] a) A. B. Myers, Chem. Rev. 1996, 96, 911–926; b) D. S. Egolf, M. R. Waterland, A. Myers 
Kelley, J. Phys. Chem. B 2000, 104, 10727-10737; c) a) K. Kiewisch, J. Neugebauer, M. Reiher, 
J. Chem. Phys. 2008, 129, 204103; d) L. Jensen, L. L. Zhao, J. Autschbach, G. C. Schatz, J. Chem. 
Phys. 2005, 123, 174110; e) R. Scholz, L. Gisslén, B.-E. Schuster, M. B. Casu, T. Chassé, U. 
Heinemeyer, and F. Schreiber. J. Chem. Phys. 2011, 134, 014504; f) N. Biswas, S. Umapathy, 
Chemical Physics Letters 1998, 294, 181–190 
[6] A. Köhler, H. Bässler, Electronic Processes in Organic Semiconductors, Wiley-VCH Verlag 
GmbH & Co. KGaA, 2015. 
[7] a) A. Girlando, L. Grisanti, M. Masino, I. Bilotti, A. Brillante, R. G. Della Valle, E. Venuti, 
Phys. Rev. B 2010, 82, 035208; b) A. Girlando, L. Grisanti, M. Masino, A. Brillante, R. G. Della 
Valle, E. Venuti. J. Chem. Phys. 2011, 135, 084701 
[8] S. Fratini, S. Ciuchi, Phys. Rev. Lett. 2009, 103, 266601 
[9] S. Fratini, D. Mayou, S. Ciuchi, Adv. Funct. Mater. 2016, 26, 2292–2315 
[10] Weinberg-Wolf, J.; McNeil, L. E.; Liu, S.; Kloc, C. J. Phys. Condens. Mater. 2007, 19 (27), 
276204. 
[11] Menard, E.; Podzorov, V.; Hur, S. H.; Gaur, A.; Gershenson, M. E.; Rogers, J. A., Adv. Mater. 
2004, 16 (23-24), 2097. 
[12] Krupskaya, Y.; Gibertini, M.; Marzari, N.; Morpurgo, A. F., Adv. Mater.  2015, 27 (15), 2453-
2458. 
[13] Reese, C.; Chung, W. J.; Ling, M. M.; Roberts, M.; Bao, Z. N., Appl. Phys. Lett. 2006, 89 
(20). 
[14] Karl, N.; Marktanner, J., Molecular Crystals and Liquid Crystals 2001, 355, 149-173. 
[15] Warta, W.; Stehle, R.; Karl, N., Appl. Phys. A – Materials Science & Processing 1985, 36 (3), 
163-170. 
 41 
[16] Tamura, S.; Kadoya, T.; Kawamoto, T.; Mori, T., Appl. Phys. Lett. 2013, 102 (6), 063305 
[17] Reese, C.; Roberts, M. E.; Parkin, S. R.; Bao, Z. Adv. Mater. 2009, 21, 3678−3681. 
[18] Dominskiy, D. I.; Sosorev, A. Yu.; Rybalova, T. V.; Sorokina, N. I.; Alekseeva, O. A.; 
Andrianova, A. V.; Gvozdkova, I. A.; Borshchev, O. V.; Ponomarenko, S. A.; Paraschuk, D. Yu. 
Molecular end groups impact on structural and electronic properties of thiophene-phenylene co-
oligomer single crystals. In Proceedings of 13th International Conference on Organic Electronics 
2017 (ICOE-2017). Book of abstracts; Moscow; pp. 96–96. 
[19] Hotta, S.; Yamao, T.; Bisri, S. Z.; Takenobu, T.; Iwasa, Y. J. Mater. Chem. C 2014, 2 (6), 
965-980. 
[20]. Gundlach, D. J.; Lin, Y. Y.; Jackson, T. N.; Schlom, D. G. Appl. Phys. Lett. 1997, 71 (26), 
3853-3855. 
[21]. Mas-Torrent, M.; Hadley, P.; Bromley, S. T.; Ribas, X.; Tarres, J.; Mas, M.; Molins, E.; 
Veciana, J.; Rovira, C. J. Am. Chem. Soc. 2004, 126 (27), 8546-8553. 
[22]. Kania S., Kondrasiuk J., Bak G. W. Eur. Phys. J E Soft Matter. 2004, 15, 439-442 
 
