Abstract. The sum A + B of two nonnegative selfadjoint relations (multivalued operators) A and B is a nonnegative relation. The class of all extremal extensions of the sum A + B is characterized as products of relations via an auxiliary Hilbert space associated with A and B. The so-called form sum extension of A + B is a nonnegative selfadjoint extension, which is constructed via a closed quadratic form associated with A and B. Its connection to the class of extremal extensions is investigated and a criterion for its extremality is established, involving a nontrivial dependence on A and B.
Introduction
Let A and B be nonnegative selfadjoint relations (multi-valued operators) in a Hilbert space H. Their operator-like sum A + B, defined as ( 
1.1)
A + B = { {f, g + h} : {f, g} ∈ A, {f, h} ∈ B }, is a nonnegative relation in H. Here dom (A + B) = dom A ∩ dom B is not necessarily dense in H, even in the case that A and B are densely defined operators. Furthermore, (the closure of) A + B need not be an operator; consequently all selfadjoint extensions of A + B can be multi-valued. Standard results concerning (nonnegative) selfadjoint extensions of closed symmetric operators do not directly apply for studying selfadjoint extensions of A + B. The recent factorization approach developed in its most general setting in [9] turns out to be particularly useful for studying nonnegative selfadjoint extensions of A + B. The idea is based on certain factorizations of the extremal extensions via an auxiliary Hilbert space H S constructed from the initial, not necessarily closable, nonnegative operator (or relation) S. Then suitable closable operators R : H → H S are defined such that R * R * * extends S (see Theorem 2.3 below; cf. [9] ). Since the methods needed here do not become essentially more involved, the most general situation is taken up by allowing the original A and B to be multi-valued. Moreover, the so-called form sum that can always be constructed for A + B via the nonnegative quadratic forms associated with A and B will be analyzed as a nonnegative selfadjoint (relation) extension of A + B.
To outline some of the results more precisely consider the auxiliary Hilbert space H A+B , which is obtained by providing the quotient space
ran (A + B)/mul (A + B)
with a suitable inner product and then completing it. Applying the recent results in [9] all extremal extensions of A + B can then be factorized via H A+B in the form R * R * * with some closable operator R : H → H A+B . In particular, the Kreȋn-von Neumann extension (A + B) N and the Friedrichs extension (A + B) F of A + B can be factorized in this way. Here R need not be densely defined. Necessarily dom R ⊂ dom (A + B) 1 2 N , but also dom (A + B) 1 2 N need not be dense in H, which reflects the fact that A + B need not be positively closable. It is shown that the space H A+B can be identified as a closed subspace E of the Cartesian product space H × H. This leads to more explicit formulas for the class of extremal extensions; all of them are factorized via H × H with closable operators T : H → H × H with ran T ⊂ E (see Theorems 3.3, 3.4) . The explicit factorizations constructed via the space H × H make it natural to study the above mentioned form sum extension and its relation to extremal extensions of A + B. It is shown that the form sum extension need not be extremal (see Example 5.2); a criterion for its extremality is established in Theorem 4.1, indicating a nontrivial dependence on A and B.
The factorization of nonnegative selfadjoint extensions of a nonnegative operator S over an auxiliary Hilbert space related to S is a procedure which goes back to Z. Sebestyén and J. Stochel [10] , [11] . It was further developed in [1] , [9] . The factorization of the form sum extension in the case that A, B, and A + B are densely defined operators goes back to B. Farkas and M. Matolcsi [4] , [5] ; in the case that A + B is a nondensely defined operator, see [8] .
Preliminary results

Some terminology.
A linear relation from a Hilbert space H to a Hilbert space K is a linear subspace of the Cartesian product H × K. The following selfexplanatory notions domain, range, kernel, and multi-valued part of A will be used throughout the paper:
The closures of dom A and ran A in H and K, respectively, will be denoted by dom A and ran A. The formal inverse A −1 is defined as
it is a linear relation from K to H. Observe the following formal identities dom A −1 = ran A and ker A −1 = mul A. The relation A is closed if it is closed as a subspace of H × K; the closure of the relation A is the closure of the subspace A in H × K. If A is closed, then the subspaces ker A and mul A are closed. A linear relation A is the graph of an operator if and only if mul A = {0}. In the present context a linear operator A from H to K is identitfied with its graph. It is said to be closable if its closure is the graph of an operator.
The adjoint of a linear relation A from H to K is the closed linear relation A * from K to H defined by 
Then the following relations hold:
Here the image of M under A :
Moreover, let C be a linear relation from H 1 to K, let D be a linear relation from H 2 into K, and define a linear relation from
Now the following relations hold: 
holds for all {h 1 , k 1 } ∈ C and {h 2 , k 2 } ∈ D, which proves the inclusion "⊃". Now assume that {f,
* . This proves the reverse inclusion "⊂". (iii) Assume that for instance B is bounded and densely defined. Then B * is bounded and everywhere defined, and
This proves the reverse inclusion "⊂" in (i).
The restriction of a relation
The adjoint of the restriction of A to M satisfies (A M) * ⊃ P M A * , where P M is the orthogonal projection onto the closure clos M of M. In particular,
Here the identity for the adjoints is also a special case of (ii) in Proposition 2.1 with
In this case A can be viewed as a relation A r from H to L, in which case
Here the identity for A * r is also obtained from part (iii) in Proposition 2.1 with B = 0 (i.e., Bf = 0 for all f ∈ H). These simple observations will be useful in the construction of the factorizations for nonnegative selfadjoint relations in view of
2.3.
A factorization of extremal extensions. Let S be a nonnegative linear relation in a Hilbert space H. Provide the linear space ran S with the semi-inner product ·, · defined by
Define the linear space R 0 ⊂ ran S by
Then R 0 = ran S ∩mul S * ; cf. [9, Lemma 4.1]. Clearly, the quotient space ran S/R 0 is a pre-Hilbert space with the inner product
where [f ], [g ] denote the equivalence classes containing f and g . Let H S be the Hilbert space completion of ran S/R 0 , whose inner product is again denoted by ·, · . The linear relation Q from H to H S is defined by
so that actually Q is (the graph of) an operator. Define the linear relation J from 
N . Furthermore, the Friedrichs extension S F of S is given by S F = Q * Q * * and the corresponding closed form t F is given by
see [2] . The Kreȋn-von Neumann extension S N and the Friedrichs extension S F are extremal extensions. Let L be any subspace such that
N , and associate with L the restriction operator
Hence, R L is closed if and only if the restriction to L of the form t N [·, ·] is closed. Clearly, operators of the form R L induce nonnegative selfadjoint relations R * L R * * L , and the corresponding closed nonnegative forms t L are given by
This yields the following useful characterization of extremal extensions of S; again the general case is established in [9, Theorem 6.1] and the densely defined case in [1, Proposition 4.1]. For another approach see [7] . 
A is a nonnegative selfadjoint extension of S whose corresponding form t satisfies t ⊂ t N .
As an example consider the purely multi-valued relation S in H defined by
where K is a not necessarily closed subspace of the Hilbert space H. Then S is closed if and only if K is closed. The adjoint S * is given by
so that mul S * = H. Since S is nonnegative, the above construction is applicable and 
cf. [3] . The form corresponding to S N is the null form defined on all of K ⊥ , and the form corresponding to S F is the null form on {0}. This gives the following result. 
and the associated form t is the null form on L. s ⊕ B ∞ . Associate with A and B the relation Φ from H × H to H, defined by
Clearly, the domain and the multi-valued part of Φ are given by 
Then Ψ is an operator with dom Ψ = dom A ∩ dom B. In fact Ψ ⊂ (Φ * ) s , so that Ψ is a closable operator. Denote by F 0 the range of (Φ * ) s and let E 0 be the range of Ψ and let their closures in H × H be denoted by F and E, respectively. Then
It follows from dom Ψ
* = (mul Ψ * * ) ⊥ and mul Ψ * = (dom Ψ) ⊥ that dom Ψ * = H, mul Ψ * = (dom A ∩ dom B) ⊥ .
Next define the linear relation K from H × H to H by
Clearly, the domain and the multi-valued part of K are given by (3.9) dom K = E 0 , mul K = mul (A + B).
Lemma 3.2. The relations K, Φ, and Ψ satisfy the following inclusions:
Proof. To see this note that K ⊂ Φ follows from (3.2) and (3.8), and that Ψ ⊂ Φ * follows from (3.4) and (3.6). Therefore, also Φ * ⊂ K * and Φ ⊂ Φ * * ⊂ Ψ * . 
Factorization of extremal extensions via H × H. Let
, so that the relation Z 0 is isometric from E 0 onto ran (A + B)/mul (A + B) ; and, in fact, Z 0 is an operator. Hence the closure Z of Z 0 is a closed isometric operator from the Hilbert space E, the closure of E 0 , onto the Hilbert space H A+B .
Recall that Ψ in (3.6) acts from H to H × H with ran Ψ ⊂ E = ran Ψ. Hence Ψ can be viewed as an operator Ψ e from H to E, so that Ψ e ⊂ Ψ are the same sets, interpreted in different spaces. Since Z is an isometry from E to H A+B , the product ZΨ e is well-defined and (3.11) , and {h, h + h } ∈ A + B, it follows from (2.9) and (3.12) that the operators Q and Ψ e are connected by
Likewise, the relation K in (3.8) is defined as a relation from H × H to H, and dom K ⊂ E; cf. (3.9). Hence K can be viewed as a relation K e from E to H, so that K e ⊂ K are the same sets, interpreted in different spaces. Since Z is an isometry from E to H A+B , the product K e Z * is well-defined and
note that {ϕ, χ} ∈ Z * if and only if ϕ = Zχ. In view of (3.8) this leads to
This means that the linear relations J in (2.10) and K e are connected by (3.14)
With these identifications of Q and J in terms of Ψ e and K e , the Kreȋn-von Neumann and the Friedrichs extensions of A + B can now be expressed in terms of K and Ψ. Proof. (i) Since Z is an isometric operator from E onto H A+B , (3.14) implies that
Multiplication of the relations in (3.15) shows that
and multiplication of the relations in (3.17) shows that
By ( 
By (3.15) this leads to
Denote by T L the operator T Le viewed as an operator from H to H × H. Then (2.5) and (3.19) imply that 
The form sum construction
The nonnegative selfadjoint relations A and B generate the following closed nonnegative form:
Observe that the restriction of this form to dom Ψ * * is equal to (3.5) . In fact, this shows that the domain dom Ψ * * is equal to the energy space H[A + B] associated with A + B; cf. [3] . Thus the form in (4.2) has a natural domain which is in general larger than dom Ψ * * . 
Proof. The form sum (4.1) can be rewritten as 
In view of (3.7) it is enough to prove that F ⊂ E. Assume that Φ * * Φ * is extremal. Then by Theorem 3.4 there exists a subspace L such that (3.5) . Denote by (Φ * ) se the operator (Φ * ) s viewed as an operator from H to E.
Hence,
L , which shows that Φ * * Φ * is extremal; cf. Theorem 3.4. As to the last statement, note that
The nonnegative selfadjoint relation Φ * * Φ * is called the form sum extension of the nonnegative relation A + B (induced by the form (4.1)). Its multi-valued part is given by mul Φ
The orthogonal operator part of Φ * * Φ * is the nonnegative selfadjoint operator which corresponds to the form sum (4.1) restricted to the closure of dom A 
