The second author and Katzarkov introduced categorical invariants based on counting of full triangulated subcategories in a given triangulated category T and they demonstrated different choices of additional properties of the subcategories being counted, in particular -an approach to make non-commutative counting in T dependable on a stability condition σ ∈ Stab(T ). In this paper, we focus on this approach. After recalling the definitions of a stable non-commutative curve in T and related notions, we prove a few general facts, and study fairly completely an example:
1. Introduction 1.1. Setup and some results. The idea of non-commutative counting in [5] is to count elements in a set C Γ A,P (T ) defined as follows: given two triangulated categories A, T , a subgroup Γ ⊂ Aut(T ), and choosing some additional restrictions P of fully faithful exact functors, the set C Γ A,P (T ) consists of equivalence classes of fully faithful exact functors from A to T satisfying P with two functors F, F being equivalent iff F • α ∼ = β • F for some α ∈ Aut(A), β ∈ Γ (see Definition 18). Various choices of A, Γ, P, T have been shown to result in finite sets C Γ A,P (T ) in [5] , [6] , [10] . In this paper we explore in more detail a setup, suggested in [5, Section 12.4] , where P depends on a parameter σ varying in a space attached to T : the Bridgeland stability space. We demonstrate an example with fixed T and A, in which for some points σ in the parameter space the set C {Id} A,P (σ) (T ) is an already studied in [6] infinite set, however, for "generic" parameter σ the set C {Id} A,P (σ) (T ) is finite.
When the categories T , A are K-linear, then choosing the following property P imposed on the functors: to be K-linear, and restricting Γ to be a subgroup of the group of K-linear autoequivalences Aut K (T ) results in the set C Γ A,P (T ), which is denoted by C Γ A,K (T ) . Following Kontsevich-Rosenberg, D b (Rep K (K(l + 1))) will be denoted by N P l for l ≥ −1 (see Section 2 for basic terminology and the notation D b (Rep K (K(l + 1)))). In [5] N P l is selected as a first choice for A, being non-trivial but well studied category. For a K-linear category T and any l ≥ −1 the set C Γ N P l ,K (T ) is denoted by C Γ l (T ) and is referred to as the set of non-commutative curves of non-commutative genus l in T modulo Γ. On the other hand, in [6] is initiated intersection theory of the entities being counted and, in that respect, the elements in C {Id} D b (pt),K (T ) are referred as to derived points in T .
A derived point in a proper K-linear T with enhancement is just a full triangulated subcategory in it generated by an exceptional object, whereas a non-commutative curve of non-commutative genus l is the same as a full triangulated subcategory generated by a strong exceptional pair (A, B) with hom(A, B) = l + 1 ( [6, Proposition 5.5] ).
Let from now on in the introduction T be as in the previous paragraph, let Γ ⊂ Aut(T ) be the trivial subgroup Γ = {Id}. We will skip writing {Id} as a superscript in C {Id} A,P (T ). In this paper the restriction P will be K-linearity strengthened by additional constraints depending on a stability condition on T . We explain now P (Definition 21 and Remark 28). The notion of stability condition on a triangular category T , introduced by T. Bridgeland in [2] , has its roots in string theory and mirror symmetry. In [2] the set of so called locally finite stability conditions is equipped with a structure of a complex manifold, denoted by Stab(T ). Each σ ∈ Stab(T ) distinguishes a set of non-zero objects in T and labels them with real numbers, these objects are referred to as σ-semistable objects and the real number attached to such an object X is denoted by φ σ (X) ∈ R and called phase of X. We denote the set of semistable objects by σ ss . Since the set σ ss is invariant under translation functor, it follows that for a derived point A ∈ C D b (pt),K (T ) either no exceptional object in A is in σ ss or all exceptional objects in A are also in σ ss , thus σ ss naturally distinguishes those derived points satisfying the latter. The set of these derived , distinguished by σ, will be denoted by C D b (pt),σσ (T ) ⊂ C D b (pt),K (T ) (see Definition 24). We will be mainly interested here in two subsets of C l (T ), denoted by C l,σσ (T ) and C l,σ (T ), whose elements are refered to as σ-stable and, respectively, σ-semistable non-commutative curves, as defined in [5, Section 12.4] . A non-commutative curve A ∈ C l (T ) is in C l,σ (T ) if and only if infinitely many derived points in it are also in C D b (pt),σσ (T ) and it is in C l,σσ (T ) if and only if all derived points in A are also in C D b (pt),σσ (T ) (see Lemma 25) . Details on the definitions and basic properties are given in Section 4. In particular, for l ≤ 0 holds C l,σ (T ) = ∅, whereas for l ≥ 1 we have C l,σσ (T ) ⊂ C l,σ (T ) ⊂ C l (T ) (Remark 27). For any A ∈ C l (T ) the set {σ ∈ Stab(T ) : A ∈ C l,σσ (T )} is a closed subset in Stab(T ) (Corollary 26). This paper contains an example of T , where C 0 (T ) is infinite however the set {σ ∈ Stab(T ) : |∪ l≥−1 C l,σσ (T )| < ∞} is open and dense subset in Stab(T ). Furthermore, counting the elements of C 0,σσ (T ) as σ varies in this open and dense subset results in an unbounded above set of integers.
Before focusing on this example, we show in Section 5 general situations ensuring non-trivial behavior of C l,σσ (T ) as σ varies in Stab(T ). To that end we recall the notion of σ-exceptional collection, introduced in [7] and show that if σ ∈ Stab(T ) and E = (E 0 , . . . , E n ) is a full σexceptional collection , such that
then C D b (pt),σσ = { E 0 , E 1 , . . . , E n }, and it follows that C l,σσ (T ) = C l,σ (T ) = ∅ for l ≥ 0 (Corollary 33 ). In Corollary 35 we show that failure of (1) for some i combined with non-vanishing hom 1 (E i , E i+1 ) = l + 1 = 0, and vanishings hom j (E i , E i+1 ) = 0 for j ∈ Z \ {1} ensure E i , E i+1 ∈ C l,σσ (T ), in Corollary 36 this result is presented in a slightly different form. Corollaries 35, 36 give us criteria for stability of non-commutative curves, however in this paper we will need also more subtle tools from [7] , [8] to ensure that certain elements in C l (T ) are in C l,σσ (T ) or in C l,σ (T ) for some σ ∈ Stab(T ).
In [5, Proposition 12.13 ] was completely described the behavior of C l,σ (N P k ) and C l,σσ (N P k ) for any l ≥ −1, σ ∈ Stab(N P k ), k ≥ 1. In this case C l (N P k ) is non-trivial only for l = k, C k (N P k ) has only one element and it turns out that C k,σ (N P k ) = C k,σσ (N P k ) for each σ.
Here we focus on another example, namely from now on T = D b (Q), where:
We recall results from [6] , [7] , [8] . The derived points in T are ( [8, Subsection 3.2, Remark 3.6] ):
where a m , b m , M , M are exceptional objects, M , M is the only couple of exceptional objects in Rep K (Q) such that Ext 1 (M, M ) = 0, Ext 1 (M , M ) = 0 (see the beginning of [7, Subsection 2.3] ). 
We will denote A = a m , a m+1 , B = b m , b m+1 , and thus C 1 (T ) = {A, B} (here (a m , a m+1 ), (b m , b m+1 ) are exceptional pairs).
Denoting α m = M , a m , b m+1 , β m = M, b m , a m (the triples in the brackets indicate the three derived points contained in α m ,β m as in Remark 27) we can write C 0 (T ) = {α m , β m : m ∈ Z}.
So, we see that C 1 (T ) has two elements and here one expects more interesting dynamics of C 1,σσ (T ) and C 1,σ (T ) as σ varies in Stab(T ) compared to the case T = N P l .
In [5, Proposition 12.14] was suggested and in [3] proved that when σ varies in Stab(T ) the set C 1,σ (T ) takes all subsets in C 1 (T ). On the other hand C 0 (T ) has infinitely many elements and one expects that imposing a stability condition would reduce this infinite set to a finite set for "generic" σ ∈ Stab(T ) and that the size of this set of stable curves should vary to arbitrary big set.
Only C 0,σσ (T ) is meaningful, since we already mentioned that C 0,σ (T ) = ∅ for any σ and any T . That was one reason to suggest in [5, Remark 12.15 ] that not only C 1,σ (T ) but also C 1,σσ (T ) ⊂ C 1,σ (T ) takes all possible subsets in C 1 (T ).
In this paper we describe fairly completely how C l,σ (T ), C l,σσ (T ) vary as σ ∈ Stab(T ) and l ≥ −1. Before giving detailed description of the functions Stab(T ) σ → {C l,σ (T ), C l,σσ (T )} for l = 0, 1 we present some features of the full picture. The following two propositions follow from this picture and they answer positively of the expectations specified in the previous paragraph: Proposition 2. As σ varies in Stab(T ) the subset C 1,σσ (T ) ⊂ C 1 (T ) takes all possible subsets of C 1 (T ). For any N ∈ N we have N ≤ |C 0,σσ (T )| < ∞ for some σ ∈ Stab(T ). On the other hand we will prove that Proposition 4. The following subsets are equal and they are open but not dense subsets in Stab(T ):
For any T and l ≥ 1 we have C 1,σσ (T ) ⊂ C 1,σ (T ). For N P l holds C l,σ (N P l ) = C l,σσ (N P l ) for all σ ∈ Stab(T ) and all l ≥ 1. However, for the case T = D b (Q) we observe a new phenomenon:
Further results, following from Section 6, are:
Remark 8. We expect that with a bit more work using Proposition 49 (a.2) and table (8) below one can answer the question whether all even non-negative integers are attained by |C 0,σσ (T )| ?
1.2. Details on C l,σσ (T ) and C l,σ (T ) as σ varies in Stab(T ) and l ≥ −1. The space Stab(T ) was completely described in [7] , [8] . Important role play the exceptional triples in T . They are: Proposition 9. [8, Corollary 3.12, Remark 3.14] The exceptional pairs of T up to shifts are (a m , a m+1 ), (b m 
The following sets of triples:
The set of all full exceptional collections in T up to shifts is: [8, Proposition 2.7] assigns to each exceptional triple E = (A, B, C) in T an open subset of Stab(T ), denoted by (A, B, C) ⊂ Stab(T ), the stability conditions in (A, B, C) are determined by the properties that the objects A, B, C are in σ ss and their phases satisfy certain inequalities (see tables (44), (45)). In [7] , [8] was shown that Stab(D b (Q)) = (A,B,C)∈T (A, B, C) (see [8, (92)] ). The latter union can be reorganized in a union of open subsets taking into account the union of sets in (6) (see [8, (95) and Section 5]):
where T st a is the union of all the subsets described in the first column of table (44) as j, p, m vary in Z and T st b is the union of all the open subsets described in the second column of table (44) as n, q, i vary in Z. The union of all the subsets described in the first, resp. second, column of table (45) as p vary in Z will is denoted by ( , M, ), resp ( , M , ).
In Subsection 6.4 we determine the behavior of C l,σ (T ), C l,σσ (T ) as σ ∈ T st a ∪ T st b and l ≥ −1. The results are collected in tables (8) , (9) , (10), (11), (12). The set specified in each raw of the first column in each table is non-empty.
The following table collects results from Propositions 44, 49 and Corollary 48:
where N ≤ u are determined in Proposition 49 (a.2) {B} {B}
The latter table and Remark 41 imply:
where N ≤ u are determined in Proposition 49 (a.2) by replacing b with a and exchanging M and M
{A} {A}
The following table collects results from Propositions 44, 50 and Corollary 47 :
where N ≤ u are determined in Proposition 50 (a.2) {B} {B}
where N ≤ u are determined in Proposition 50 (a.2) by replacing b with a and exchanging M and M
The following table collects results from Corollary 46 and Proposition 44
In Subsection 6.5 we determine the behavior of C l,σ (T ),
The results there imply Proposition 10 (the proof is given after Corollary 57):
and {M, M } ⊂ σ ss } is disjoint union (any two summands are non-empty and disjoint):
The set {σ : σ ∈ T st a ∪ T st b and {M, M } ⊂ σ ss } is disjoint union (any two summands are disjoint and non-empty):
.
From tables (8), (9), (10), (11), (12) and Proposition 10 follow the results listed in the end of Subsection 1.1 (in some cases more work is required and it is carried out in the paper).
The first part of Proposition 2 is obtained by looking at all the cases in the tables and Proposition 10, recalling that all summands in the unions (13), (14) are non-empty and that stability conditions in each row of the listed tables exist. The second part of Proposition 2 is in Corollary 53.
Proof. of Proposition 4. We first prove that the three sets are equal.
The first equality is in (47). If σ ∈ T st a ∪ T st b we see in tables (9), (11), (8) , (10) , (12) that |C 1,σ (T )| = 0 iff |C 1,σσ (T )| = 0 . Otherwise we fall in Proposition 10, where C 1,σσ (T ) = C 1,σ (T ).
To prove that the third set is open we note that it is the complement of {σ ∈ Stab(T ) :
And we use Corollary 26 to deduce that the latter union is a closed subset.
Looking at tables (10), (8), etc we see that there are non-empty open subsets, where C 1,σσ (T ) = ∅ (see also Remark 58), hence the set in question is not dense.
Proof. of Proposition 5 in tables (9), (11), (8) , (10) we see that there are σ such that Proof. of Proposition 6 The first equivalence follows from (7) and Corollaries 51, 43, 57. The second equivalence follows from (7), tables (9), (11), (8) , (10), (12) and Proposition 10. The last equivalence is in (46). The proof of Proposition 3 follows also from the tables and Proposition 10, however, as for the proof of Proposition 6 requires more work. This is carried out in Section 7.
Case checking in the listed tables and Proposition 10 suffices to verify Proposition 7.
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Notations
We fix a universe and assume that the set of objects and the set of morphisms of any category we consider are elements of this universe.
The shift functor in a triangulated category T is designated sometimes by [1] . A triangulated subcategory in a triangulated category T is a non-empty full subcategory B in T , s. t. two conditions hold: (a) Ob(B) [1] = Ob(B) ; (b) for any X, Y ∈ Ob(B) and any distinguished triangle X → Z → Y → X [1] in T the object Z is also in Ob(B).
We write S ⊂ T for the triangulated subcategory of T generated by S, when S ⊂ Ob(T ). We write Hom i (X, Y ) for Hom(X, Y [i]). In this paper K denotes a field. If T is K-linear triangulated category we write hom i (X, Y ) for dim K (Hom 
An exceptional object in a K-linear triangulated category is an object E ∈ T satisfying Hom i (E, E) = 0 for i = 0 and Hom(E, E) = K. We denote by T exc the set of all exceptional objects in T ,
We will often write ffe functor instead of fully faithful exact functor in the sequel. An exceptional collection is a sequence E = (E 0 , E 1 , . . . , E n ) ⊂ T exc satisfying hom * (E i , E j ) = 0 for i > j. If in addition we have E = T , then E will be called a full exceptional collection. For a vector p = (p 0 , p 1 , . . . , p n ) ∈ Z n+1 we denote
is also an exceptional collection. The exceptional collections of the form {E[p] : p ∈ Z n+1 } will be said to be shifts of E.
If an exceptional collection E = (E 0 , E 1 , . . . , E n ) ⊂ T exc satisfies hom k (E i , E j ) = 0 for any i, j and for k = 0, then it is said to be strong exceptional collection.
For two exceptional collections E 1 , E 2 of equal length we write
An abelian category A is said to be hereditary, if Ext i (X, Y ) = 0 for any X, Y ∈ A and i ≥ 2, it is said to be of finite length, if it is Artinian and Noterian.
By Q we denote an acyclic quiver and by D b (Rep K (Q)), or just D b (Q), -the derived category of the category of K-representations of Q. Sometimes we write
For an integer l ≥ 0 the l-Kronecker quiver (the quiver with two vertices and l parallel arrows) will be denoted by K(l): 1 2 . . . .
For a subset S ⊂ G of a group G we denote by S ⊂ G the subgroup generated by S. The number of elements of a finite set X we denote by |X| or by #(X). For integers a, b ∈ Z we denote by g.c.d (a, b) the greatest common divisor of a, b.
For any a ∈ R and any complex number z ∈ e iπa ·(R+iR >0 ), respectively z ∈ e iπa ·(R <0 ∪ (R + iR >0 )), we denote by arg (a,a+1) (z), resp. arg (a,a+1] (z), the unique φ ∈ (a, a + 1), resp. φ ∈ (a, a + 1], satisfying z = |z| exp(iπφ).
For a non-zero complex number v ∈ C we denote the two connected components of C \ Rv by:
Definition 11. Let T be a triangulated category and T i for i = 1, . . . , n be its triangulated subcategories, such that T = T 1 , . . . , T 2 . One says that T = T 1 , . . . , T n is a semi-orthogonal decomposition of T when for any X i ∈ Ob(T i ) and X j ∈ Ob(T j ) the space of morphisms Hom l (X i , X j ) is trivial for all l whenever i > j.
Triangulated categories and Bridgeland stability conditions
In this work, we use the definition of triangulated categories found for example in [1, p. 239] . We give here the form of the octahedral axiom that we will use later: If one has the following commutative diagram in a triangulated category T (16)
with the triangles E, F, A and F, B, G being distinguished and the others being commutative, then there exists an object F with a diagram [1] , such that the upper and lower triangle are again distinguished and the left and right triangle are commutative. The arrows A → E, E → G, G → B and B → A are the same in both diagrams.
Remark 12. Using the axioms of a triangulated category one can also show that if one has a diagram (17), then one can construct a diagram of the form (16), where the arrows A → E and G → B will be the same and the arrows E → G and B → A will get an additional minus sign in the newly constructed diagram.
The following lemma will be used in Section 5.
Lemma 13. If the diagram of distinguished triangles of the form
[1]
f satisfies: (a) g [1] •f = 0, then there exists another diagram of distinguished triangles of the following form:
f [1] 0 gives by the octahedral axiom explained above the commutative diagram of distinguished triangles of the form [1] . (b) In this case the arrow from B to A [1] in the lower distinguished triangle is isomorphism and then by the axioms of triangulated category it follows that F is a zero object, hence by the upper distinguished triangle we see that the arrow E → G is isomorphism as well.
(a) By the vanishing of B → A the lower triangle is a biproduct diagram. Thus we can interchange A and B in the last diagram and apply Remark 12 to get the following diagram:
3.1. Slicings and stability conditions. T. Bridgeland defined in [2] :
Let T be a triangulated category. A slicing P is a collection of strictly full additive subcategories P(φ) given for any φ ∈ R, such that the following conditions hold:
Remark 15. One can prove that the diagram (19) for any object E is unique up to isomorphism. We call this diagram the Harder-Narasimhan filtration of E.
Definition 16. [2] Let T be a triangulated category. A pair σ = (Z, P), where P is a slicing on T and Z : K 0 (T ) → C is a group homomorphism, is said to be a stability condition on T when for any non-zero A ∈ P(t) there exists m σ (A) ∈ R >0 , such that
The homomorphism Z is then called the central charge of σ.
For a stability condition σ = (Z, P) a non-zero object A in P(t) for some t is called σ-semistable, we will write σ ss for the set of σ-semistable objects. Additionally, we denote
for any non-zero object E with HN filtration as in (19). One is usually interested in a special case of stability conditions called locally finite (see [2, Definition 5.7] for details).
Remark 17. In [2] the set of locally finite stability conditions is equipped with a structure of a complex manifold. This complex manifold is denoted by Stab(T ). Furthermore, in [2] is constructed a left action by biholomorphisms of the group of exact autoequivalences Aut(T ) on Stab(T ). This action is determined as follows:
where [Φ] : K 0 (T ) → K 0 (T ) is the induced isomorphism (we will often omit specifying the square brackets) and Φ(P(t)) is the full isomorphism closed subcategory containing Φ(P(t)).
For any Φ ∈ Aut(T ), σ ∈ Stab(T ) let us denote σ = (P σ , Z σ ), Φ · σ = (P Φ·σ , Z Φ·σ ), then we have:
Non-commutative curve counting. Dependence on a stability condition
In this section we present in details an approach to make non-commutative counting dependable on stability condition. The idea is sketched in [5, Section 12.4] . We make also first basic observations. The main definition is Definition 18. [5, Definition 12.5] Let A, T be any triangulated categories. And let Γ ⊂ Aut(T ) be a subgroup of the group of auto-equivalences. We denote
Here we need P to be a property of fully faithful functors, such that (24) is a well defined set, an examples are in Definitions 19, 21.
Next we fix an equivalence relation in C A,P (T ):
where F • α ∼ = β • F means equivalence of exact functors between triangulated categories (this is so called graded equivalence).
In special case, important role play the categories D b (Rep K (K(l + 1))) = N P l , l ≥ −1. These special cases of Definition 18, relevant to non-commutative curve counting and to intersection theory, are:
Definition 19. [5, Definition 12.8] , [6, Definitions 4.3, 12.4] Let T be K-linear and let Γ ⊂ Aut K (T ) be a subgroup of the group of exact K-linear autoequivalences on T . Let the property P in (24) be "F is K-linear".
Let l ≥ −1. We denote C N P l ,P (T ) and C Γ N P l ,P (T ) by C l (T ) and C Γ l (T ), respectively, and refer to the elements of C Γ l (T ) as to non-commutative curves of non-commutative genus l in T modulo Γ.
We
, respectively, and refer to the elements of C Γ D b (pt),K (T ) as to derived points in T modulo Γ. Furthermore, in the special case when Γ = [Id T ] we will omit writing Γ in the superscript.
The following proposition holds
Proposition 20. [6, Proposition 5.5] . Let T be a proper K-linear triangulated category which has enhancement, e.g. T = D b (Rep K (Q)) for an acyclic quiver Q.
Then there are bijections:
From now on we will assume that T be a proper K-linear triangulated category which has enhancement and we will use Proposition 20 to identify C l (T ) and C D b (A 1 ),K (T ) with the corresponding sets of subcategories in T .
Using Definition 18, the concept of σ-(semi)stability of non-commutative curves in T was introduced in [5] . The idea is to specify a restriction P in Definition 18 depending on a stability condition σ ∈ Stab(T ). The following definition is the same as [5, Definition 12.12 ] when l ≥ 1, the cases l = −1, 0 are not carefully explained in [5, Definition 12.12 ], which we repair here:
We specify the property P from Definition 18 to two different cases and denote the set C N P l ,P (T ) from (24) by C l,σ (T ), C l,σσ (T ), respectively. More precisely, (recall C l (T ) from Definition 19):
The formula (25) gives two sets of equivalence classes corresponding to the two different choices of P specified above and we refer to these sets as sets of σ-semistable (resp. σ-stable) non-commutative curves of non-commutative genus l in T , and modulo Γ, we denote them as follows:
we will skip the superscript Γ when Γ contains only the identity.
Remark 22. From (28), (29) and Definition 19 we see that C l,σ (T ) and C l,σσ (T ) are subsets of C l (T ). We show here that these subsets are unions of equivalence classes in C l (T ) (according to Remark 19 C l (T ) is a set of equivalence classes, which are subsets of C l (T )). In particular,
Since by definition both F and G are K-linear it follows from [6, Corollary 3.10] that α is K-linear s well, and hence α(X) is exceptional iff X is exceptional for any X ∈ Ob(N P l ). It follows that F ∈ C l,σ (T ), resp. F ∈ C l,σσ (T ), as well.
Next we will discuss here the restriction of the bijection (26) to the subsets C l,σ (T ) ⊂ C l (T ), C l,σσ (T ) ⊂ C l (T ). We note first that the set E from Definition 21 is bijective to the set of derived points in N P l (recall Definition 19 and (27)):
Remark 23. The objects in a derived point E in any proper K-lineat T are exactly all the possible finite direct sums of shifts of E. Therefore the function
Taking into account this we define:
Using this terminology and Remark 23 we see that:
Lemma 25. Let l ≥ −1 and σ ∈ Stab(T ). In Remark 22 we explained that C l,σ (T ), C l,σσ (T ) are subsets of C l (T ). Let A ⊂ T be an element in the codomain of (26). Then
Proof. Let E be the set of exceptional objects in A. From [2, p. 342 ] is known that for any object
Remark 27. Let E be set of exceptional objects as in Definition 21. (a) Let l ≥ 1 and let {s i } i∈Z be a Helix in N P l (see [5, Subsection 7.1] ). Then from [5, (72) , (73)] we see that we can choose E = {s i : i ∈ Z} and that the function Z i → s i ∈ E is bijection.
(b) If l = 0 or l = −1, then N P l , and hence E, has three or respectively two elements (see [6, Figures 10, 11] ) and it follows that for l = 0, l = −1 we have always C Γ l,σ (T ) = ∅. The the derived points in a genus zero nc curve cannot be ordered in a semi-orthogonal triple (follows also from [6, Figures 10, 11] ).
(c) From (a) it follows that for l ≥ 1 we have C l,σσ (T ) ⊂ C l,σ (T ) ⊂ C l (T ) (recall remark 22).
Remark 28. Taking into account Remark 25, it seems reasonable to call the elements in C l,σσ (T ) point-wise semistable and those in C l,σ (T ) -almost everywhere point-wise semistable. Also one can define similarly point-wise semistability for any subcategory in T . Actually, provided that one has defined semi-stability for some triangulated category A ( could be different from derived point), then by analogy one gets in similar fashion notions of A-wise semistable and of almost everywhere A-wise semistable subcategories in T . However, here we will use the shorter terminology fixed in Definition 21 and its equivalent description in Lemma 25.
5.
Some remarks for σ-exceptional collections and C l,σσ (T )
From now on, we will assume that the triangulated categories we are working with are proper. Firstly, we recall a Definition from [7] :
Definition 29. [7, Definition 3.17, Remark 3.19 ] Let σ = (P, Z) ∈ Stab(T ). An exceptional collection E = (E 0 , E 1 , . . . , E n ) is called σ-exceptional collection if the following properties hold:
Remark 30. Let E be a full exceptional collection. The following is a well defined assignment: (30) restricted to Θ E gives a homeomorphism between Θ E and the following simply connected set:
Let E be any full exceptional collection in a proper T , then after shifting it is an Extexceptional collection. Let Θ E denote the set of stability conditions σ ∈ Stab(T ), such that a shift of E is a σ-exceptional. In [8, (11) ] is shown that (30) restricted to the open subset Θ E is also homeomorphism, however the image is more complicated than for Θ E .
For a class of objects E in T we denote byÊ the extension closure in T of E.
Remark 31. Let E ∈ T be an exceptional object. It is well known that every object X in E is a direct product of finitely many objects from the class
Proposition 32. Let T be a triangulated category. Let σ ∈ Stab(T ). If E = (E 0 , . . . , E n ) its full σ-exceptional collection with strictly increasing phases of its objects, i. e. φ σ (E i+1 ) > φ σ (E i ) for all 0 ≤ i < n, then the slicing P of σ is given in the following way.
Proof. We note first that from the given properties of E and σ it follows:
Let us show that σ = (P, Z) indeed gives a locally finite stability condition when P is given by the equation (31) and Z is the central charge of the given stability condition. For that, we only need to show that P is a locally finite slicing on T . The first two axioms of the Definition 14 follow immediately. By a property of semi-orthogonal decomposition, for any object F there is a filtration with factors A i that are objects of E i and as such are the direct sums of shifts of E i by Remark 31. So T is the extension closure of {E i [j]} 0≤i≤n,j∈Z . However, when there is a diagram of the form
1 satisfies the second condition in Definition 29
, then by E being Ext-exceptional and using 32 it follows that the
is either zero morphism or isomorphism 2 , so we see from Lemma 13 that we can either interchange the order of the factors or to stick A and C. Doing so until any two neighboring factors
) and then using the octahedral axiom where two neighboring factors
, gives us a HN-filtration of F with respect to P. In this slicing there exists > 0, such that P(t − , t + ) is either trivial orÊ i [j] for some i, j, which by Remark 31 is a locally finite abelian category, and therefore P is locally finite slicing (see [2, Deifinition 5.7] ). Therefore σ ∈ Stab(T ).
Furthermore, the central charges of σ and σ are the same. Therefore the bijection (30) has equal values on σ and σ and therefore σ = σ.
Corollary 33. Let T be a triangulated category and σ ∈ Stab(T ). Let E = (E 0 , . . . , E n ) be a full σ-exceptional collection with strictly increasing phases. Then the set of stable derived points, as defined in Definition 24, is
In particular this set is finite and
. , E n }, and it has n + 1 elements. Now from Lemma 25 it follows that C l,σ (T ) = C l,σσ (T ) = ∅ for l ≥ 1. On the other hand, if C 0,σσ (T ) = ∅ and A ∈ C 0,σσ (T ), then the three derived points in A (see Remark 27 (b) ) must be of the form E i , E j , E k with 0 ≤ i < j < k ≤ n, which contradicts the last sentence in Remark 27 (b) .
Remark 34. Let E = (E 0 , . . . , E n ) be a full Ext-exceptional collection. The homeomorphism (30) restricted to the set of stability conditions σ ∈ Θ E with strictly increasing phases on E gives a homeomorphism between this set and the following subset of R 2(n+1) : (x 0 , . . . , x n , y 0 , . . . , y n ) ∈ R 2(n+1) : x i > 0, y 0 < y 1 < · · · < y n < y 0 + 1 .
Proposition 35. Let T has enhancement, let σ ∈ Stab(T ) and let E = (E 0 , . . . , E n ) be a full σexceptional collection, such that hom 1 (E i , E i+1 ) = l + 1 and hom j (E i , E i+1 ) = 0 for j ∈ Z \ {1} for some 0 ≤ i < n and some l ≥ 0.
We will show that all exceptional objects of T , which lie in E i , E i+1 , are in σ ss and then from Lemma 25 will follow that E i , E i+1 ∈ C l,σσ (T ). Let A be the extension closure of (E i , E i+1 ) in T . From [8, Proposition 2.2] we see that each exceptional object in T , which is also in A, is in σ. To finish the proof it is enough to show that each exceptional object in E i , E i+1 is isomorphic to a shift of an object in A. Since F in (33) is exact equivalence, it is enough to prove that Each exceptional object in D b (K(l + 1)) is isomophic to shift of an object in F (A),
Now F (E i ) is an exceptional object in D b (K(l + 1)). Using an auto-equivalence of D b (K(l + 1)) we can assume that F (E i ) is the simple representation in Rep K (K(l + 1)) with dimension vector (1, 0) (for the case l = 0 we use [6, Proposition 9.12 ] and for the case l ≥ 1 we use [9, Corollary 5.3] ). On the other hand F (E i ), F (E i+1 ) is an exceptional pair and it follows that F (E i+1 ) is isomorphic to a shift of the simple representation in Rep K (K(l + 1)) with dimension vector (0, 1) (this follows for example from results in [4] ). However we have also and hom 1 (F (E i ), F (E i+1 ) = l + 1 and it follows that this shift is trivial. Hence we see that we can assume that (F (E i ), F (E i+1 )) is the exceptional pair of the simple representations of K(l). It follows that each X ∈ Rep K (K(l + 1)) is isomorphic to F (A) for some A ∈ A, and since Rep K (K(l + 1)) is hereditary we obtain (34).
Corollary 36. Let T has enhancement, let E = (E 0 , . . . , E n ) be a full exceptional collection such that for some 0 ≤ i < n, some α ∈ Z, and some l ≥ 0 holds hom 1+α (E i , E i+1 ) = l + 1 and
Proof. By the definition of Θ E in Remark 30, the sequence (E 0 [p 0 ], . . . E n [p n ]) is σ-exceptional for some (p 0 , . . . , p n ) ∈ Z n+1 . We can ssumme that p i = 0 and therefore hom j ( We fix T = D b (Q), where Q is as in (2). Here we will study how change the sets C i,σσ (T ) ⊂ C i,σ (T ) (defined in Definition 21) as σ varies in Stab(T ) and i ∈ Z. Recalling that C l (T ) = ∅ for l ≥ 2 (see Proposition (1)) and using Remark 27 (c) we see that C l,σσ (T ) = C l,σ (T ) = ∅ for l ≥ 2.
Our study uses massively results from [6] , [7] , [8] regarding exceptional objects in T and Stab(T ). We present these results in the first two subsections. 6.1. On the exceptional objects in D b (Q). Let dim(E) = (x, y, z) be the dimension vector of an exceptional representation in Rep K (Q). Let π m ± : K m+1 → K m and j m ± : K m → K m+1 be linear maps such that
. Proposition 37. [7, Proposition 2.2] The exceptional objects of T up to equivalence are:
where m goes over all non-negative integers.
Following [8] , we denote
Due to Proposition 37 and Corollary 27 holds (3).
The following results from [7] , [8] will be used often later. hom * (b m , a m−1 ) = 0; hom(b m , a n ) = 0 for m ≤ n; hom 1 (b m , a n ) = 0 for m > n + 1;
hom * (a m , b m ) = 0; hom(a m , b n+1 ) = 0 for m ≤ n; hom 1 (a m , b n ) = 0 for m > n;
hom * (a m , a m−1 ) = 0; hom(a m , a n ) = 0 for m ≤ n; hom 1 (a m , a n ) = 0 for m > n + 1;
Corollary 39. [7, Corollary 2.6 (b) ] For any two exceptional objects X, Y ∈ D b (Q) at most one element of the family {hom p (X, Y )} p∈Z is nonzero.
In [8, Remark 3.15 ] is explained that for any p, q ∈ Z there are distinguished triangles
Remark 40. We will denote by δ ∈ K 0 
6.2.
On stability conditions on D b (Q). The entire manifold Stab(T ) was described in [8] and there was proved that it is contractible. We recollect some material from [8] .
For a given triple (A, B, C) ∈ T we will denote the open subset Θ (A,B,C) ⊂ Stab(D b (Q)) from Remark 30 (b) by (A, B, C) , when (we believe that) no confusion may arise. In [8, Proposition 2.7] is shown that the image of the homeomorphism in Remark 30 (b) is a set of the form [8, (30) ]. Furthermore, the subset (A, B, C) ⊂ Stab(T ) is described in [8, Proposition 2.7] as those stability conditions such that A, B, C are semis-table and the phases φ(A), φ(B), φ(C) satisfy the inequalities above with y 0 , y 1 , y 2 replaced by φ(A), φ(B), φ(C). These inequalities are described in the following tables for each E ∈ T, where T is as in Proposition 9 (see [8, (100) , (118)]):
6.3. First remarks on C i,σ (T ), C i,σσ (T ). From 3, Proposition 1, and Remark 27 we see that:
In particular, it follows (taking into account (3))
Furthermore, if infinitely many genus zero nc curves are in C 0,σσ (T ), then for infinitely many m ∈ Z we have a m ∈ σ ss and b m ∈ σ ss , hence C 1,σ (T ) = C 1 (T ). Thus we deduce: (7). It will be enough to study only one of both the cases,
for each m ∈ Z. Indeed from [6, Proposition 6.4] 
Using (22) in Remark 17 and Subsection 6.3 we see that Remark 41. For any σ ∈ Stab(T ) and any m ∈ Z we have
Lemma 42. Let p ∈ Z. In any of the following cases holds C 1,σσ (T ) = C 1,σ (T ) = ∅:
(a) a p , a p+1 ∈ σ ss and φ(a p+1 ) > φ(a p )+1. In fact in this case a j ∈ σ ss for j ∈ {p, p+1}, b j ∈ σ ss for j = p + 1, and it follows that
Proof. (a) If b j ∈ σ ss for j ≤ p, then from hom(b j , a p ) = 0 in (38) and axiom (2) in Definition 14 it follows that φ(b j ) ≤ φ(a p ), and therefore axiom (2) in Definition 14 implies hom 1 (a p+1 , b j ) = 0, which contradicts (39). If b j ∈ σ ss for j > p + 1, then from hom(a p+1 , b j ) = 0 in (39) and axiom (2) in Definition 14 it follows that φ(a p+1 ) ≤ φ(b j ), and therefore axiom (2) in Definition 14 implies hom 1 (b j , a p ) = 0, which contradicts (38). The cases of a j for j < p, j > p + 1 are obtained by similar arguments, relying on (40).
The statement for C 0,σσ (T ) follows from the already proved part and Subsection 6.3. (b) follows from (a) due to the auto-equivalence ζ with (49) and (50). (c) If a j ∈ σ ss for some j < p, then using Corollary 38 and axiom (2) in Definition 14 we deduce φ(a j ) ≤ φ(a p ) and therefore φ(a j ) + 1 < φ (b p+1 ). Hence vie axiom (2) in Definition 14 we have hom 1 (b p+1 , a j ) = 0, which contradicts (38).
If a j ∈ σ ss for some j > p + 1, then by hom(b p+1 , a j ) = 0 in (38) we get φ(b p+1 ) ≤ φ(a j ) and therefore hom 1 (a j , a p ) = 0, which contradicts (40).
If b j ∈ σ ss for some j < p, then 38 ensures φ(b j ) ≤ φ(a p ), which however implies hom 1 (b p+1 , b j ) = 0, which contradicts (41).
If b j ∈ σ ss for some j > p + 1, then by hom(b p+1 , b j ) = 0 in (41) we get φ(b p+1 ) ≤ φ(b j ) and therefore hom 1 (b j , a p ) = 0, which contradicts (38).
We will prove Propositions 44, 50 and 49. From these follow tables (8) , (10) and then using Remark 41 follows tables (9), (11).
We will prove also Proposition 45, from which follows Now we start proving tables (8), (10) . We first determine completely the behavior of the stability and semi-stability of the curve B in T st b , and mention something about A.
Proof. All the cases are in the second column of table (44) and therefore b q , b q+1 ∈ σ ss . From Lemma 42 it follows that A ∈ C 1,σ (T ) and
. In this case Corollary 36 ensure B ∈ C 1,σσ (T ). Now we discuss the behavior of φ σ (M ), φ σ (M ) for some stability conditions. 
in (44) with the following inequalities due to (36), (37):
we we obtain the following
) and some of the inequalities (58) hold. The constants α, γ defined in [8, Lemma 2.7] for the triple (b p , a p , b p+1 ) are α = γ = −1, which follows from Corollary 38. From Corollary 36 we see that if the first, resp. the second, inequality in (58) holds, then the exceptional objects in the extension closures of (b p , a p [−1]), resp. in (a p , b p+1 [−1]), are in σ ss . Therefore M ∈ σ ss , resp. M ∈ σ ss (see (43)). The last sentence follows also from (43).
In particular, the first row of table (12) follows, taking into account also Proposition (44).
In particular, the second row of table (12) follows.
From Lemma 42 (b) and Proposition 45 (a) we obtain the statement. The second part follows from the first with the help of (49), (50) and Remark 41.
In particular follows the second and the third row of table (10) (taking into account also Proposition 44).
Proof. In table (44) 
On the other hand, if a p ∈ σ ss , then (37), (38) and (39) 
It remains to determine when α p ∈ C 0,σσ (T ), i.e. when M ∈ σ ss . We already explained that a p ∈ σ ss and φ (b p 
In particular follow the third and the second row of table (8) (taking into account also proposition for B in Tb). (b p+1 ) and from table (44) if follows that σ ∈ (b p , a p , b p+1 ) and now applying Corollary 46 we complete the proof.
In Proposition 44 and Corollaries 47, 48 we filled in some boxes of tables (8), (10) . The rest boxes in these tables are proved in the next two propositions.
and then consider two subcases:
and for these integers N, u holds a j ∈ σ ss ⇐⇒ N ≤ j ≤ u and C 0,σσ (T ) = {α j , β j : N ≤ j ≤ u}.
In particular here we have A ∈ C 1,σ (T ) again. Varying σ ∈ (b n , b n+1 , M ) in the region where φ(b n+1 ) < φ(b n ) + 1 and φ(M ) < t + 1 one can arrange that the integer u − N be arbitrary big and hence |C 0,σσ (T )| can be arbitrary big integer.
In particular, follows the rest of table (8) and then from Remark 49 follows table (9),
Proof. From Proposition 44 we see that {b j } j∈Z ⊂ σ ss . From Corollary 38 we see that hom(b j , a j ) = 0, hom(a j , b j+1 ) = 0, hom(M , a j ) = 0 for any j ∈ Z and it follows
So, if a j ∈ σ ss for some j ∈ Z, then φ(M ) ≤ φ(a j ) and from table (44) it follows that φ(b n ) < φ(a j ), hence hom(a j , b n ) = 0. Now the non-vanishing hom(a p , b q+1 ) = 0 for p ≤ q in corollary 38 implies that j ≥ n. So we see that
Recalling that (see [8, (84) 
we see that choosing t as in (61) and combining the facts: {b j : j ∈ Z} ⊂ σ ss , hom(b i , b j ) = 0 for i ≤ j, hom 1 (b i , b j ) = 0 for i > j + 1 and [8, Corollaries 3.19, 3.18 ] one obtains:
Having the latter and (64) and using again [8, Corollary 3.19] we deduce:
If φ(M ) ≥ t + 1, then using (64) and (66) it follows that a j ∈ σ ss for any j ∈ Z and hence in Subsection 6.3 we deduce that C 0,σσ (T ) = ∅.
So, assume that φ(M ) < t + 1. In table (44) we have φ(b n ) < φ(M ) and due to (66) we see that for some N ∈ Z holds n ≤ N and (62).
Table (44) (37) we can use Corollary 36 to deduce that
For j < N we use (64) and φ(b N ) < φ(M ) to deduce that a j ∈ σ ss for j < N . From the first triangle in (43) we have actually that for j > N holds Z(a j ) = Z(M ) +Z(b j+1 ), a j ∈ P([φ(M ), φ(b j+1 )]) ⊂ P((t, t + 1]) hence from (62) and [8, Remark 2.1] we see that
Furthermore, we will show (71) below with the help of [8, Lemma 7.2] . Let N < j and a j ∈ σ ss . One of the five cases given there must appear. In case (a) of [8, Lemma 7.2] we have a k ∈ σ ss , φ − (a j ) = φ(a k ) + 1 for some k < j − 1, however then (70) and (20) imply Z(a k ) ∈ Z(δ) c − , which contradicts (67). In case (b) of [8, Lemma 7.2] we have φ − (a j ) = φ(a k ) for some k > j, however then (70) (64), and (20) imply arg (t,t+1) (Z(a k )) < arg (t,t+1) (Z(a j )) with k > j, which contradicts (67). In case (c) of [8, Lemma 7.2] we have φ − (a j ) = φ(b k ) + 1 for some k < j, which would imply Z(b k ) ∈ Z(δ) c − , which contradicts (66). Case (d) of [8, Lemma 7.2] ensures φ − (a j ) = φ(b k ) for some j < k, and then (70), (20) ensure arg (t,t+1) (Z(b k )) = φ(b k ) < arg (t,t+1) (Z(a j )), which contradicts (69), (66) and j < k. So only case (e) in Lemma [8, Lemma 7.2] remains possible, hence
In Remark 40 we see that −Z(M ) = Z(M ) − Z(δ) and (62) implies
increasing the superscript starting from N and taking into account (62) we get an integer u ≥ N such that (63) holds. In (43) we see that Z(a j ) = Z(b j ) − Z(M ) and from (63), (72) it follows that for j > u holds arg (t,t+1) (Z(a j )) < arg (t,t+1) (Z(b j )). Therefore using (64), (20) we deduce that a j ∈ σ ss for j > u implies φ(a j ) < φ(b j ) and hom(b j , a j ) = 0, which contradicts (38). Hence we get (using also (71)):
For N < j ≤ u we have φ(b j ) ≤ U due to (63) and the formula Z(a j ) = Z(b j )−Z(M ) implies that arg (t,t+1) (Z(a j )) ≤ U . Using (70), (71) we see that N < j ≤ u, a j ∈ σ ss imply φ(M ) = φ(M ) + 1 < U , which is impossible, since U = arg (t,t+1) (−Z(M )) and we proved that M ∈ σ ss . Therefore we proved a j ∈ σ ss ⇐⇒ N ≤ j ≤ u. Taking into account that {b j : j ∈ Z} ⊂ σ ss and M ∈ σ ss we use Subsection 6.3 to deduce C 0,σσ (T ) = {α j , β j : N ≤ j ≤ u}. By drawing pictures with vectors and taking into account that
Using that {b j } j∈Z ⊂ σ ss , hom(b n , b m ) = 0 for n ≤ m and hom 1 (b m , b n ) = 0 for m > n + 1 it follows that: 1, then in (64) we see that a j ∈ σ ss implies φ(a j ) > t + 1 and hence hom 1 (a j , b k ) = 0 for small enough k, which contradicts (39). Furthermore, if M ∈ σ ss , then from
If M ∈ σ ss , then from hom(M, b n ) = 0 in (36) and hom 1 (a n , M ) = 0 in (37) we have φ(a n ) − 1 ≤ φ(M ) ≤ t and then the second triangle in (43) 
If a j ∈ σ ss for some j > n, then from (64) and (74), (20) we see that Z(b j+1 ), Z(a j ) are non-zero and collinear and from Remark 40 we know that Z(M ) = Z(a j ) − Z(b j+1 ), which contradicts t < φ(M ) < t + 1 = φ(b n ) + 1. So for j > n we have a j ∈ σ ss . Recalling (65) and Subsection 6.3 we deduce that α j , β j ∈ C 0,σσ (T ) for j = n. We will show that M ∈ σ ss and this would imply that β n = M, a n , b n ∈ C 0,σσ (T ).
Indeed, let j > n. From the first triangle in (43) we have
One of the five cases given in [8, Lemma 7.2] must appear. In case (a) of [8, Lemma 7.2] we have a k ∈ σ ss , φ − (a j ) = φ(a k ) + 1 for some k < j − 1, and since we already showed that only j = n gives a j ∈ σ ss it would follow that φ(a n )+1 = φ − (a j ), which contradicts (75) and φ(M ) < φ(a n ) < t+1. In case (b) of [8, Lemma 7.2] we have φ − (a j ) = φ(a k ) for some k > j, which contradicts the already proved instability of a k for k > n. In cases (c) and (d) of [8, Lemma 7.2] we have φ − (a j ) = φ(b k )+1 or φ − (a j ) = φ(b k ) for some k ∈ Z, which contradicts (75) and the already proved fact that φ(b k ) = t or φ(b k ) = t + 1. So only case (e) in Lemma [8, Lemma 7.2] remains possible, hence M ∈ σ ss . (b.3) Let φ(M ) = t + 1, then for p ≥ n the first distinguished triangle in (43) ensures that a p ∈ σ ss and φ(a p ) = t + 1. In particular, we have φ(a n ) = φ(b n ) + 1 and from the second triangle in (43) it follows that M ∈ σ ss , φ(M ) = φ(b n ). Recalling (65) and using Subsection 6.3 we obtain C 0,σσ (T ) = {α j , β j : j ≥ n}.
) and then must hold φ(M ) < t and consider two sub-cases:
(a.1) φ(M ) ≤ t−1, then in this sub-case a j ∈ σ ss for all j ∈ Z and C 0,σσ (T ) = ∅ and A ∈ C 1,σ (T );
In particular here we have A ∈ C 1,σ (T ) again. Varying σ ∈ (M, b n , b n+1 ) in the region where φ(b n+1 ) < φ(b n ) + 1 on can arrange that the integer u − N be arbitrary big and hence |C 0,σσ (T )| can be arbitrary big integer.
In particular, A ∈ C 1,σ (T ) and C 0,σσ (T ) = {α j , β j : j ≤ n}.
In particular follows the rest of table (10) and then from Remark 49 follows table (11), Proof. From the previous proposition we see that {b j } j∈Z ⊂ σ ss . From Corollary 38 we see that hom(b j , a j ) = 0, hom(a j , b j+1 ) = 0, hom 1 (a j , M ) = 0 for any j ∈ Z and it follows
So, if a j ∈ σ ss for some j ∈ Z, then φ(a j ) ≤ φ(M ) + 1 and from table (44) it follows that φ(a j ) < φ(b n+1 ), hence hom(b n+1 , a j ) = 0. Now the non-vanishing hom(b p , a q ) = 0 for p ≤ q in Corollary 38 implies that n ≥ j. So we see that j > n ⇒ a j ∈ σ ss (79) and therefore indeed A ∈ C 1,σσ .
(a) Here we have φ(b n ) < φ(b n+1 ) < φ(b n ) + 1. The arguments as in the beginning of the proof of (a) in Proposition 49 are applicable in this case and they imply the same formulas (66), (67) in this case. From (66) and the inequality φ(M ) + 1 < φ (b n+1 ) in (44) imply that φ(M ) < t.
(a.1) If in this sub-case a j ∈ σ ss for some j ∈ Z, (78) implies t < φ(a j ) and φ(a j ) ≤ φ(M )+1 ≤ t, which is a contradiction. Therefore in this case a j ∈ σ ss for each j ∈ Z.
(a.2) In this case t − 1 < φ(M ) < t. In table (44) we have φ(M ) + 1 < φ (b n+1 ) and due to (66) we see that for some u ∈ Z holds u ≤ n and (77). 
For j > u we use (78) and φ(M ) + 1 < φ (b u+1 ) to deduce that a j ∈ σ ss for j > u. From the second triangle in (43) we have for j < u holds Z (a j (77) and [8, Remark 2.1] we see that
In Remark 40 we see that Z(M ) = −Z(M ) + Z(δ) and (77) implies
decreasing the superscript starting from u and taking into account (77) we get an integer N ≤ u such that (76) holds. In Remark 40 we see that Z(a j ) = Z(M ) + Z(b j+1 ) and from (76) we see that
Therefore, using (20) and (78) we deduce that for j < N the inclusion a j ∈ σ ss implies φ(a j ) > φ(b j+1 ), hom(a j , b j+1 ) = 0 which contradicts (39). Now we will show that a j ∈ σ ss for N ≤ j < u with the help of [8, Lemma 7.2] . Let N ≤ j < u and a j ∈ σ ss . One of the five cases given there must appear. In case (a) of [8, Lemma 7.2] we have a k ∈ σ ss , φ − (a j ) = φ(a k ) + 1 for some k < j − 1, however then (82) and (20) imply Z(a k ) ∈ Z(δ) c − , which contradicts (67). In case (b) of [8, Lemma 7.2] we have φ − (a j ) = φ(a k ) for some k > j, however then (82) (64), and (20) imply arg (t,t+1) (Z(a k )) < arg (t,t+1) (Z(a j )) with k > j, which contradicts (67). In case (c) of [8, Lemma 7.2] we have φ − (a j ) = φ(b k ) + 1 for some k < j, which would imply Z(b k ) ∈ Z(δ) c − , which contradicts (66). Case (d) of [8, Lemma 7.2] ensures φ − (a j ) = φ(b k ) for some j < k, and then (82), (20) ensure arg (t,t+1) (Z(b k )) = φ(b k ) < arg (t,t+1) (Z(a j )), which contradicts (85), (66) and j < k. In the last case (e) of Lemma [8, Lemma 7.2] holds φ − (a j ) = φ(M ) + 1, however (81) and (82) imply that φ − (a j ) < φ(M ) + 1 (here we take into account j < u), which is again contradiction and we proved that a j ∈ σ ss for N ≤ j < u. And in (80) we also proved that a u ∈ σ ss .
Finally, we want to prove that M ∈ σ ss . We will use [8, Lemma 2.12] with either the triple (a u , M, b u+1 [−1]) or the triple (a u−1 , M, b u [−1]) and taking into account the first triangle in (43). From Corollary 38 we see that this triple is Ext-exceptional triple. From the second triangle in (43) it follows that φ (a u 
The latter case combined with (77) and (78) (a u ) and indeed the second system of inequalities in the conditions of [8, Lemma 2.12] holds, and then this lemma ensures that M ∈ σ ss . Note that, if N = u, then the already proved (76), (77) and V < φ(M ) + 1 imply the latter case. Thus, it remains to consider the case φ(a u ) − 1 = φ(M ) = φ(b u ) − 1 and N < u. From (67) and since a u−1 , a u , ∈ σ ss (recall also (78)) we see that φ(a u−1 ) < φ (a u 
, and now [8, Lemma 2.12] applied to the triple (a u−1 , M, b u 
Using that {b j } j∈Z ⊂ σ ss , hom(b n , b m ) = 0 for n ≤ m and hom 1 (b m , b n ) = 0 for m > n + 1 it follows that:
varies in any subset, which is a summand of the given union, the set C 0,σσ (T ) does not change and that for any two different summands the corresponding sets of stable genus zero non-commutative curves are different (recall also that T st a ∩ T st b = ∅, see (7)). From Proposition 49 (a.2) and Proposition 50 (a.2) it follows also Corollary 53. For any N ∈ N there are σ ∈ Stab(T ) such that ∞ > |C 0,σσ (T )| > N . 6.5 . Study of C 1,σ (T ), C 1,σσ (T ) as σ ∈ ( , M, ) ∪ ( , M , ) and results for the genus zero case. Here Remark 41 shows that the auto-equivalence ζ transforms ( , M, ) to ( , M , ) and more
. Therefore it is enough to to study the behavior of C l,σ (T ), C l,σσ (T ) in (a p , M, b p+1 ). To that end we need first to strengthen [8, lemma 7.5 (e) ]. So, we prove first:
Lemma 54. Let σ ∈ (a p , M, b p+1 ) and let the following inequalities hold:
Proof. From [8, Lemma 7.5 (a) 
Assume that φ(M ) = φ(M ) holds.
In this case we have φ(a p ) − 1 < φ(M ) = φ(M ) < φ(a p ). Recalling that Z(δ) = Z(M ) + Z(M ), we see that t = φ(M ) = φ(M ) satisfies Z(δ) = |Z(δ)| exp(iπt) and t < φ(a p ) < t + 1. From the already obtained φ(M ) < φ(b p ) < φ(a p ) we get t < φ(b p ) < φ(a p ) < t + 1. Now we can apply [8, Corollary 3.20] , which besides {Z(a j ), Z(b j )} j∈Z ⊂ Z(δ) c + gives us the formulas ∀j ∈ Z arg (t,t+1) (Z(x j )) < arg (t,t+1) 
where {x i } i∈Z is either the sequence {a i } i∈Z or the sequence {b i } i∈Z , [8, Corollary 3.20] claims also that for any three integers i, j, m we have:
We extend the inequality t < φ(b p ) < φ(a p ) < t + 1 to (92) as follows. We already have that
and from [8, Lemma 7.4 (a) ] we get a p+1 ∈ σ ss and φ(b p+1 ) − 1 < φ(a p+1 ) − 1 < φ(M ). Thus, we derive:
In [8, Lemma 7.5 (e) ] is shown that σ ∈ (a j , M, b j+1 ) for each j ≤ p, and therefore a j , b j+1 ∈ σ ss for each j ≤ p.
Let j ≥ p + 1. We will work now to prove that a j , b j ∈ σ ss . From [8, Remark 3.9] we see that if x j is a j or b j , then x j [−1] is in the extension closure of x p , x p+1 [−1], therefore we have
Suppose that a j ∈ σ ss for some j ≥ p + 1. Due to (92) and (93) [8, Remark 2.1(c) ] shows that arg (φ(b p+1 ),φ(b p+1 )+1] (Z(a j )) = arg (t,t+1) (Z(a j )). Combining with [8, Remark 2.1 (a) ] we put together:
We use [8, Lemma 7.2] to get a contradiction. One of the five cases given there must appear. In case (a) of [8, Lemma 7.2] we have a k ∈ σ ss , φ − (a j ) = φ(a k ) + 1 for some k < j − 1, and since we already have that a q ∈ σ ss and φ(a q−1 ) < φ(a q ) for q ≤ p it follows that φ(a q ) < φ(a k ) for small enough q, hence hom 1 (a j , a q ) = 0 for small enough q, which contradicts (38).
Case (b) of [8, Lemma 7.2] ensures φ − (a j ) = φ(a k ) for some k > j. Using (94) and [8, Remark 2.1 (c)] we get φ(a k ) = arg (t,t+1) (Z(a k )), hence by (94) we get arg (t,t+1) (Z(a k )) < arg (t,t+1) (Z(a j )), which contradicts (89).
In case (c) of [8, Lemma 7.2] we have φ − (a j ) = φ(b k ) + 1 for some k < j and since we already
for small enough q, hence hom 1 (a j , b q ) = 0 for small enough q, which contradicts (39).
Case (d) of [8, Lemma 7.2] ensures φ − (a j ) = φ(b k ) for some j < k, and then (94), [8, Remark 2.1 (c) ] ensure arg (t,t+1) (94) we get arg (t,t+1) (Z(b k )) < arg (t,t+1) (Z(a j )), which contradicts (91) and j < k.
In case (e) of [8, Lemma 7.2] we have φ − (a j ) = φ(M ) + 1 = t + 1, and (94), (92) imply t + 1 < arg (t,t+1) (Z(a j )) < t + 2, which contradicts the incidence Z(a j ) ∈ Z(δ) c + . So far, we proved that a j ∈ σ ss for all j ∈ Z. Suppose that b j ∈ σ ss for some j ≥ p+1. Due to (92) and (93) 
, φ(a p ) + 1] and [8, Remark 2.1(c) ] shows that arg (φ(a p ),φ(a p )+1] (Z(b j )) = arg (t,t+1) (Z(b j )). Combining with [8, Remark 2.1 (a) ] we put together:
We use [8, Lemma 7.3 ] to obtain a contradiction. Some of the five cases given there must appear. Case (a) in [8, Lemma 7.3] ensures φ − (b j ) = φ(a k ) + 1 for some k < j − 1 and since we have already proved that a q ∈ σ ss and φ(a q−1 ) < φ(a q−1 ) for q ∈ Z it follows that (95) implies that hom 1 (b j , a q ) = 0 for small enough q, which contradicts (38).
Case (b) in [8, Lemma 7.3] ensures φ − (b j ) = φ(a k ) for some k ≥ j, and then (95) and Z(a k ) ∈ Z(δ) c + imply arg (t,t+1) (Z(a k )) = φ(a k ), hence by (95) we get arg (t,t+1) (Z(a k )) < arg (t,t+1) (Z(b j )), which contradicts (91) and k ≥ j.
Case (c) in [8, Lemma 7.3] ensures φ − (b j ) = φ(b k ) + 1 for some k < j − 1, and since we already have that b q ∈ σ ss and φ(b q−1 ) < φ(b q ) for q ≤ p it follows that hom 1 (b j , b q ) = 0 for small enough q, which contradicts (41).
In case (d) in [8, Lemma 7.3] we have φ − (b j ) = φ(b k ) for some k > j. It follows by Z(b k ) ∈ Z(δ) c + and (95) that φ(b k ) = arg (t,t+1) (Z(b k )), and then (95) gives arg (t,t+1) (Z(b k )) < arg (t,t+1) (Z(b j )), which contradicts (89) and k > j.
In case (e) using (95) 
The desired inequality for j = p is in (92). In [8, p. 869 ] is shown that φ(a j ) = arg (t,t+1) (Z(a j )) and φ(b j ) = arg (t,t+1) (Z(b j )) for each j < p, if we show that this holds for j ≥ p+1, then the desired inequalities follow from (91). Let j > p. Since a j , b j ∈ σ ss for each j, then by (40), (41) (87), (88) hold for each p ∈ Z. In particular for any p ∈ Z holds
. From table 45, and the non-vanishings hom(M, b j ) = 0, hom 1 (b j , M ) = 0 in Corollary 38 it follows that for each j ∈ Z we have
From [8, Corollaries 3.18, Corollary 3.19 ] it follows that there exists t ∈ R such that lim j→+∞ φ(a j ) = t + 1, lim
And therefore t = φ(M ) = φ(M ). The last sentence now follows from Lemma 54. Now we pass to the behavior of C 1,σ (T ), C 1,σσ (T ) in (a p , M, b p+1 ).
) and we use table (10) with
a p+1 ∈ σ ss , β p+1 ∈ C 0,σσ (T ). In case (d) we have also φ(a p ) < φ(M ), and due to the non-vanishings hom(M, b p ) = 0, hom(b p , a p ) = 0 in (36), (38) we see that b p ∈ σ ss , therefore β p ∈ C 0,σσ (T ). In case (c), a p+1 ∈ σ ss , since we have hom 1 (a p+1 , M ) = 0, hom(b p+1 , a p+1 ) = 0 in (37), (38). In case (c) with φ(a p ) < φ(M ) we have also b p ∈ σ ss by the arguments used in case (d). Finally, in case (c) with φ(a p ) = φ(M ) we use Lemma 36 and (37) to deduce that β p ∈ C 0,σσ (T ).
(e) The given inequalities and (45) give rise to φ(a p ) < φ(M ) (a p ) and from [8, Lemma 7.5 (c) ] we see that
, hence we apply [8, Lemma 7.5 (d) ]. Furthermore, we are given now that φ(b p+1 ) = φ(M ) + 1. Looking in the proof of [8, Lemma 7.5 (d) ] we see that σ ∈ (b j , b j+1 , M ) for small enough j ∈ Z and now the same arguments as in the proof of (a.2.2) imply that C 1,σσ (T ) = C 1,σ (T ) = {B}.
(f) Let us denote t = φ(M ). In this case we have t = φ(M ) = φ(a p ) = φ(b p+1 ) − 1 and by the triangles in (43) it follows that M , b p , a p+1 ∈ σ ss and φ (b p 
Due to the last sentence and table (45) it follows that σ ∈ ( , M , ) and σ ∈ (a j , M, b j+1 ) for j = p. We showed that C 1,σσ (T ) = {A, B} and from Corollary 51 it follows that σ ∈ T st a ∪ T st b . From (7) we deduce that The behavior of C 0,σσ (T ) specified in the first three sentences after (14) is the same as explained in (c), (d) of Proposition 56.
If σ ∈ (b p , M , a p ) we use (50) and Remark 41.
7.
The set of stabilities, where |C 0,σσ (T )| < ∞ is open and dense in Stab(T )
Note first that due to (48) we have that |C 0,σσ (T )| = ∞ implies C 1,σ (T ) = {A, B}. On the other hand from the already proved tables (11), (10), (9) , (8), (12), Proposition 10, and (7) we see that C 1,σ (T ) = {A, B} implies |C 0,σσ (T )| = ∞. Therefore, we see that (9), (11), (8) , (10), (12), Proposition 10, (7) and Subsection 6.2 it follows that the set {σ ∈ Stab(T ) : |C 0,σσ (T )| = ∞} is union of the following three subsets in (102) (104) is obtained from (103) via the auto-equivalence ζ in (49) it follows that (104) is closed subset as well. From Corollary 26 it follows that (102) is a closed subset as well (see also Proposition 6) . We proved that (102) Proof. We already proved that the set in question is open subset, therefore it is enough to show that for any σ ∈ Stab(T ) such that |C 0,σσ (T )| = ∞ and for any neighborhood U of σ there exists σ ∈ U such that C 0,σ σ (T ) < ∞. So let σ ∈ Stab(T ) be such that |C 0,σσ (T )| = ∞ and let σ ∈ U for some open subset U . We use Corollary 52, Proposition 10, Lemma 55 and deduce that the set {σ ∈ Stab(T ) : |C 0,σσ (T )| = ∞} is the following disjoint union (in the last summand q ∈ Z): y 1 = y 0 + 1 y 2 = y 1 + 1 for many v ∈ V , hence by table (10) we have |C 0,vv (T )| < ∞ for many v ∈ V .
Pictures
Recall that the triple (a 0 , M, b 1 [−1]) is (E 0 1 , M, E 0 3 ). We will draw pictures for σ ∈ Θ 
