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Abstract
An algorithm of ﬁnding documents on a given topic based on a selected reference collection of
documents along with creating context-semantic graph for visualizing themes in search results is
presented. The algorithm is based on integration of set of probabilistic, entropic, and semantic
markers for extractions of weighted key words and combinations of words, which describe the
given topic. Test results demonstrate an average precision of 99% and the recall of 84% on
expert selection of documents. Also developed special approach to constructing graph on base
of algorithms that extract key phrases with weights. It gives the possibility to demonstrate a
structure of subtopics in large collections of documents in compact graph form.
Keywords: Ginzburg algorithm, search similar documents, context-semantic graph
1 Introduction
The task of analysing large ever increasing amounts of information presented in a text form,
requires the creation of a system, which, on the one hand, deﬁnes concisely the context (theme)
of the information that lies in the area of the users’ interests and, on the other hand, facilitates
the further selection of documents of this context.
Currently there are some systems that try to solve these problems. In particular in search
engines, based on Apache Lucene, search of similar documents by method by ”bag of words”,
using predetermined document, is implemented. Despite of such advantages of this approach, as
fast performance and universality, it can be diﬃcultly used for analysis of key word evolution in
time and as a result, temporal changing topic. Another approach vectorizes reference document
and documents of collection, then selects the topic documents on base of proximity measure of
these vectors. In frame of this approach a set of methods is used, both statistical LDA, PLSA
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Figure 1: General system scheme
[4] and based on neural network Doc2vec [6]. The shortcomings of approach are: great training
corpus must be used, not high precision and diﬃculty to determine necessary level of proximity.
Our method is similar to the decision described in the paper [5]. It is based on the extraction
of the keywords of a collection of documents submitted by the user and further search for
keywords with the ranking results. The main diﬀerence between the proposed method is the
way of the allocation of keywords and key phrases (combinations of two or three words in one
sentence). In the article [5] only one type of extracting the keywords and key phrases is used and
we propose a solution based on a combination of several algorithms for extracting keywords and
collocations using additional sources of information, such as the Russian National Corpus. The
model obtained during the processing of the collection of documents can be used to annotate the
text, using the approaches described in Chapter 3 “A SURVEY OF TEXT SUMMARIZATION
TECHNIQUES” [1].
Also, the method allows displaying the search results as a context-semantic graph, that
reﬂects the main themes in the resulting set of documents. This allows the user to deﬁne the
subject of the search quickly.
In this article we propose methods for creating of an automated system for the ﬁnding of
documents on given subject on the basis of the reference sample texts, describing the chosen
theme, and the way to visualize the search result as context-semantic graph.
2 Methods
2.1 General scheme
Figure 1 shows the common scheme of the system. The system performs the following tasks:
1. Formation of the key terms in the user-speciﬁc domain based on a small collection of
thematic papers — etalon collection;
2. Finding thematically similar documents;
3. Visualizing sub themes in search results as a context graph.
The system contains data warehouse, analytical module, module for ﬁnding similar docu-
ments, and the part for visualizing search results. For analysing the theme the user presents
a collection of documents, representing the subject area, which is called etalon collection. The
system helps to choose the main keywords for the topic. Based on the given main keywords and
etalon collection the system returns the relevant documents from the data warehouse. Using the
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results of the work of the system analytical module on searching results, thematic clusters are
formed. Using data of the analytical module and clusters, context-semantic graph is generated.
2.2 Methods for the allocation of keywords and key phrases
In this chapter we represent the methods of the analytical module for computing relevant
weights for keywords and key phrases (combinations of two or three words in one sentence) in
a theme. It contains indicators based on:
• Kullback-Leibler divergence for the comparing of the term distribution in documents with
theoretical distribution;
• Information entropy represents uniformity distribution in documents;
• The Bernoulli Model of Randomness distribution of terms;
• The Ginzburg semantic algorithm to determine the thematic proximity of the words.
The word “term” means a “word” if the indicators are used to extract keywords or if the
algorithm is used to extract key phrases, the word “term” means a “phrase”.
In our system we combine these indicators to one rank value by normalizing and summing
normalized values for each word or phrase. We extract 100 keywords with the highest rank and
construct phrases with them (bigramms and trigramms), regardless of the order of the words.
We compute ranks for phrases and extract the most ranked of them. We use this approach for
extracting key phrases from a small thematic corpus, then compute a minimum rank for etalon
documents and use this value as the baseline for the ﬁltering of relevant documents.
2.2.1 Kullback-Leibler divergence
The indication based on Kullback-Leibler divergence is computed for words or phrases. It
compares how the term w is represented in the collection D with the random representation of
that term in a document of the collection according to the length of the document in terms. It
is computed by formula:
D(w) =
∑
d∈D
pdoc(w, d) · ln
(
pdoc(w, d)
pn(d)
)
(1)
Where pdoc(w, d) is a probability that the term w occurs in the document d and pn is a prob-
ability of the meeting of the term w in the whole collection D. They are calculated by these
formulas:
pn(d) =
N(d)∑
x∈D N(x)
(2)
pdoc(w, d) =
tf(w, d)
F (w)
(3)
Where N(d) is the count of all terms in the document d,
∑
x∈D N(x) is the count of all
terms in the collection D, tf(w, d) is the frequency of the term w in the document d, F (w) is
the frequency of the term w in the collection.
The value of D(w) characterizes the actual distribution of the term w in documents of the
collection relatively to the random theoretical distribution of the term w in documents of the
collection in the proportion with the number of all terms in documents of the collection. At high
values of D(w) the word occurs in the document according with the length of the document
and apparently it is the word of common using.
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2.2.2 Information entropy
Information entropy is the distribution of terms in the documents in the collection.
H(w) =
∑
d∈D
pdoc(w, d) · ln
(
1
pdoc(w, d)
)
(4)
If H(w) is large, the term is uniformly presented in all the documents of the collection, if
H(w) is 0 it means that all terms w are concentrated in a single document.
2.2.3 Indicators based on the Bernoulli Model of Randomness
This is a type of indicators to compare the distribution of keywords and key phrases in the
documents of the collection with Bernoulli’s theoretical distribution. The probability of term
occurrence in a document is given by Prob1(w, d).
Prob1(w, d) = B(N,F,X) =
(
F
tf
)
ptfqF−tf (5)
Where p = 1/N , q = (N − 1)/N and N is the number of documents in the collection; F is
the number of terms in the collection; tf is the number of terms in the document.
We use the following indicators (W1, W2) from [2].
W1(w) =
∑
x∈D
Wrisk1(w, x) (6)
W2(w) =
∑
x∈D
Wrisk2(w, x) (7)
Values of Wrisk1(w, x) and Wrisk2(w, x) are computed for the term w for each document
in the collection by the following formulas:
Wrisk1(w, d) =
− log2 Probnorm(w, d)
tf(w, d) + 1
(8)
Wrisk2(w, d) =
F (w) · (− log2 Probnorm(w, d))
df(w) · (tf(w, d) + 1) (9)
Where df(w) is the number of documents containing the term w. Where Probnorm(w, d) is
the normalized variant of the formula 11, calculated with:
Probnorm(w, d) =
Prob(w, d)∑
x∈D Prob(w, x)
(10)
Where
Prob(w, d) = 2− log2 Prob1(w,d) (11)
Based on the approach from [2], we introduce two new indicators:
Dfe1(w) =
∑
x∈D
pdoc(w, x) · log
(
pdoc(w, x)
Probnorm(w, x)
)
(12)
Dfe2(w) =
∑
x∈D
pdoc(w, x) · log
(
pdoc(w, x)
Wrisk2norm(w, x)
)
(13)
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Figure 2: The Ginzburg algorithm
Figure 3: The scheme of ﬁnding similar documents
Where
Wrisk2norm(w, d) =
Wrisk2(w, d)∑
x∈D Wrisk2(w, x)
(14)
2.2.4 Semantic Ginzburg algorithm
The Ginzburg algorithm is designed for extraction of words [9] related by their meanings.
ind(a|c) = Nac ·Nt
Ntc ·Na (15)
According to this algorithm, the index of signiﬁcance of the word A in the context of the
word C is calculated by the formula 15, where Nac is the number of occurrences of the word A
together with the word C; Ntc is the total amount of words in the sentences, where the word C
appeared; Nt is the amount of words in the collection of documents; Na is the number of the
occurrences of the word A in the collection;
The index of signiﬁcance is calculated using the formula 15 for the words, which occur in
the same sentence with A or C. If the index of the signiﬁcance is more than one, it means that
the word is signiﬁcant, if it is less than one, it means that the word isn’t signiﬁcant. Indexes of
signiﬁcance are represented like the edges ind1, ind2, ind3 etc. according to the picture 2.
The Ginzburg connection index is calculated using the signiﬁcance indexes. The Ginzburg
index determines the intensity of the connection between the two words.
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ginz(a, c) = 1− sum(a) + sum razn+ sum(c)
sum all
(16)
Where sum(a) is the sum of the indexes of the signiﬁcance for the word A, which are more
than 1 and do not belong to C (there is a sum of ind1, ind2, ind3, ind4 according to the picture
2); sum(c) is the sum of the indexes of the signiﬁcance for the word C, which are more than 1
and do not belong to A (there is a sum of ind11, ind12, ind13 according the to the picture 2);
sum razn is the sum of the absolute values of diﬀerences of the indexes of the signiﬁcance for
A and C (there is |ind7 − ind8| + |ind6 − ind9| + |ind5 − ind10| according to the picture 2);
sum all is the sum of all indexes of the signiﬁcance, which are more than 1.
2.2.5 Extracting key phrases
The algorithm of extracting key phrases consists of the following steps:
1. Choosing of N the most frequent words in the etalon collection for candidates to keywords
(N=1000 and it is selected experimentally);
2. Calculating of the indicators given on the basis of earlier algorithms (except algorithm
Ginzburg) for each candidate keywords. For ﬁltering the common words the indicator
based on a comparison of the relative frequency of words in a collection of documents
with a frequency in the Russian National Corpus is used;
3. Making normalized values for diﬀerent indicators. The obtained values are summarized
in a single indicator named ”rank” that reﬂects how much the words belong to the topic;
4. The choice of the words with the highest rank, they will be the keywords;
5. Formation of phrases, bigramms and trigramms containing keywords. These phrases are
formed from the words of a single sentence without considering the sequence of them in
the sentence;
6. Computing of the rank for bigramms and trigramms is given on the basis of previous
algorithms, including the algorithm Ginzburg;
7. The choice of bigramms (2 words in a phrase) and trigramms (3 words in a phrase) with
the highest rank, they will be the key phrases.
The result of this operation is a list of keywords and key phrases to a user-deﬁned etalon
collection of documents.
2.3 Finding similar documents
If reference documents are given and main theme keywords are selected, the next step is to ﬁnd
relevant documents. The scheme of the module of ﬁnding similar documents is presented on
the ﬁg 3. Its work is based on the described algorithms and three types of input information.
The ﬁrst type is the user-deﬁned reference documents, the second type is National Russian
Corpus for computing frequency of common words, and the third type is a collection of query
result documents containing main keywords. Based on these inputs data the analytical module
generates keywords and key phrases from the etalon collection for weighting documents. The
module calculates the lower boundary of reference documents for ﬁltering irrelevant documents.
Analysing keywords and key phrases and background query results, the module generates the
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Figure 4: The part of the context-semantic graph for the theme “rocket Bulava” with all edges
stop words of the theme. The theme stop words are the words that can occur with main key
words only in documents from other subject areas. For example, for the theme “Ford Vehicle”
the system has given two stop words “Mark” and “Tom”. Mark Ford is a poet and Tom Ford
is a designer and a ﬁlm director.
2.4 Method of constructing the graph of word connections
Using the module of ﬁnding similar documents we can extract many relevant documents. We
generate context-semantic graph for visualization of subtopics in them. The nodes of the graph
are the keywords and the edges are key bigramms obtained during the analysis of search results
using presented earlier methods. The size of the nodes, the distance and the thickness of the
lines reﬂect how words and phrases characterize the collection of documents. For this purpose
the analytical module is used. Firstly, this module extracts the keywords for the collection, they
will be the nodes of the graph. Secondly, key phrases with weights are extracted, they will be
the edges of the graph. Thirdly, matrix is created from the edges and Aﬃnity Propagation (in
scikit-learn library [7]) clustering method is applied for receiving subtopics. Finally, the weights
of the edges are recalculated to increase them for the nodes from one cluster. The example of a
part of the full graph, for the theme ”rocket Bulava” based on the collection of nine thousand
documents, is presented on the ﬁg 4.
For calculating the connectivity of diﬀerent thematic clusters and making it visual, the
weights of edges for the nodes from diﬀerent clusters are summarized. The example of the
part of the revision graph, for fourteen thousand documents containing the word “Arctic” is
presented on ﬁg. 5.
For visualizing we use the open source software Gephi [3] and “Force Atlas 2” algorithm for
the laying of the graph.
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Figure 5: The part of the revision graph
Figure 6: Compare of approaches
2.5 Testing
Testing was conducted using data from experts and corpus of thematic documents SCTM-ru
[8] (http://www.cims.ru/).
Experts prepared complex queries to the search engine for 4 themes. The query result is
considered to be an etalon as 100%. The same experts selected the reference sample for each
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topic. The automatic requests to the search engine have also been generated by our system on
base of the analysis of the reference collections. Comparison of search results showed 99% of
precision and 84% of recall for our system. Size of the search results of experts amounted to
about 5,000 documents.
Also we present the results of testing on the corpus SCTM-ru, which is a set of labelled
news topics from the free news source Wikinews (https://ru.wikinews.org). The categories
identiﬁed by the authors of news were used as themes. For testing, we selected 100 topics, each
topic contains more than 100 documents.
For each topic the reference collection of 20 documents, randomly selected from those that
were marked as belonging to the topic, was formed. The weighted keywords and phrases were
allocated using the methods proposed in this article. Diﬀerent approaches to ranking documents
were compared:
1. sbe sum ranks — each document of the corpus was weighed separately by keywords,
bigramms and trigramms. The weight is calculated as the sum of the ranks of the terms
included in the document divided by the total number of terms in the document;
2. solr mlt — to compare with the implementation of similar functionality in Solr (http:
//lucene.apache.org/solr/) all documents of reference collection were combined into
a single document and were submitted as a request to the component Solr MoreLikeThis;
Also experiments were conducted using full-text search in Solr system, with setting weights
of keywords and phrases in the query. Queries consisted of 15 keywords and 15 keybigramms
with weights obtained in diﬀerent ways:
1. sbe solr ktq — based on the methods presented in this article;
2. solr ktq F IDF — only using TF*IDF measure in etalon collection;
To evaluate quality ranking, precision can be plotted in dependence of recall for each re-
trieved document. The area under this curve evaluates part of all collection of the documents
properly sorted. The results averaged on 100 topics are given in ﬁgure 6 and table 1 in the form
of a graph of precision and recall.
Approaches Mean Std Min Max 25% 50% 75%
sbe solr ktq 0.30 0.20 0.02 0.94 0.16 0.25 0.39
sbe sum ranks 0.21 0.15 0.02 0.68 0.10 0.17 0.30
solr mlt 0.21 0.15 0.02 0.96 0.10 0.17 0.29
solr ktq F IDF 0.17 0.14 0.00 0.92 0.06 0.13 0.25
Table 1: Statistical measures of approaches
Statistical measures of the area under the curves for the diﬀerent approaches are shown in
the table 1: mean stands for the average value of the area, std — standard deviation, min —
minimum value, max — maximum value, 25%, 50%, 75 % are 25th, 50th, and 75th percentiles.
Great value of standard deviation (std) in table 1 caused by a strong diﬀerence in the topics.
There are quite narrow topics, such as dedicated to one man, Vladimir Putin, or very broad,
such as Russia.
It can be seen that the proposed approach is highly dependent on further use of obtained
weights of theme keywords and phrases. Simple weighing each document by the normalized sum
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of the weights of the key terms gives results comparable to Solr MoreLikeThis. The combined
method of ranking documents by standard tools of Solr search engine with weights obtained by
the described methods gives a signiﬁcant increase in quality. Use of TF * IDF metrics showed
the lowest result.
3 Conclusion
In this work the system for ﬁnding thematic documents using etalon collection has been designed
and tested. The presented algorithms have been applied for visualizing the context-semantic
graph for big collections of diﬀerent documents.
The test results showed that the proposed approach allows a well to reﬂect a given topic
in the form of a weighted set of keywords and phrases. This can be used for the formation of
topical collection, for example in the analysis of social networks, and to visualize the search
results.
Also, this approach is very suitable for the analysis of dynamic themes and social processes.
Using the data, presented during time, and the methods described in this paper, we plan in
further to develop the algorithm to show thematic modiﬁcation during time.
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