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Abstract
The significant noise produced by helicopters is a well known irritation both in civil and 
military aviation. This noise generally has two forms: broadband and harmonic. Broadband 
noise has a wide frequency range, whereas harmonic noise has a small frequency range. As 
harmonic noise Is of a smaller frequency range, this can be heard as a thumping or slapping 
sound, and is therefore subjectively more irritating than broadband noise. Tail rotor blade 
vortex interaction has been identified as an interaction that results in irritating harmonic 
noise, particularly during descent, and has consequently been the subject of research to 
enable the quieter or stealthier operation of helicopters for civil or military applications 
respectively. Orthogonal blade vortex interaction is a specific form of tail rotor blade vortex 
interaction that occurs in climbing flight when the tip vortices from the rear of the main rotor 
are orthogonal to the tail rotor disc and are cut by the tail rotor blades as the vortices pass 
downstream.
This study builds on previous experimental Investigations of orthogonal tail rotor blade vortex 
interaction, and investigates semi-empirical modelling of the phenomenon. In the early 
stages of the work, weaknesses were identified in the published experimental data that 
limited their use as a modelling correlation source. For this reason, a detailed analysis of 
data from the experimental study of Wang et al. (2002) was conducted to allow the validation 
of semi-empirical modelling strategies applied to orthogonal blade vortex Interaction.
Indlcial modelling was Identified as a suitable modelling strategy due to its computational 
efficiency and also its current use in the helicopter Industry. The long-term intention is that 
the subsequent Integration of the orthogonal blade vortex interaction model into a full 
helicopter aerodynamic model will enable a more complete simulation that considers 
orthogonal blade vortex interaction during the design stages of a helicopter’s development.
A number of modelling strategies were considered during this study. Initial models were 
based on the Kussner function for an aerofoil encountering an upgust. The orthogonal 
interaction was captured by representing the axial core flow of the tip vortex as an upgust in 
the shape of a Lamb vortex that engulfed the entire vortex. This resulted in a markedly 
greater lift response compared to experimental data because the chordwise distribution of 
axial velocities due to the interacting tip vortex were not properly represented. The modelling 
approach was then improved to account for this distribution. This produced good agreement 
with the experimental data, where the vortex centre interacted with the blade. The predicted 
response was found to be symmetric about the vortex centre, which was in contrast to the 
asymmetry found in the experimental data.
The asymmetry was investigated using a two-dimensional panel method simulation of the 
orthogonal interaction. It was hoped that the asymmetry could be accounted for by the 
rotational flow of the tip vortex, however, the panel method demonstrated that there was 
insufficient rotational flow to account for the magnitude of the asymmetry found in the 
experimental data.
To investigate this asymmetry further a numerical simulation of the wind tunnel experiment 
was used. This simulation was inviscid and featured a three-dimensional source panel 
method to represent the wind tunnel walls, a lifting line calculation for the blade of the vortex 
generator, and a free-wake solution for the wake of the vortex generator. The simulation had 
previously been found to simulate the experimental wake shape well. The axial velocities 
predicted by this model at the location of the installed interacting blade were extracted and 
used as an input into the indicial model. The indicia! model then reproduced the asymmetric 
lift response found in the experimental data; however, the magnitude of the measured lift 
response was not well represented. This difference may be associated with the inviscid 
nature of the numerical simulation or flapping of the vortex generator blade observed during 
the experiment. As a first step towards understanding the difference, the angle of incidence 
of the vortex generator was reduced in the numerical simulation until the circulation over the 
Interacting blade matched the experimentally measured value. This resulted in a closer
agreement in the magnitude of the blade vortex interaction response for all spanwlse 
locations.
The differences between the prediction based on the prescribed Lamb type axial flow 
distribution and the indicial prediction based on the horizontal cross flow velocities extracted 
from the numerical simulation, indicate that the shape of the wake and its corresponding 
Induced flow influence the interaction response. The prescribed indicial prediction features a 
sharper drop off in lift response compared to the Indicial prediction forced by the simulated 
velocities. This can be attributed to the curved wake shape and the trailing vorticity sheet in 
the numerical simulation, which represent real features of the experiment.
Comparisons against other studies showed some correlation. Indicial predictions of the data 
from an earlier feasibility test at the University of Glasgow showed agreement in terms of 
magnitude but not in form. Comparisons were also made with a computational study 
conducted by Liu and Marshall (2004). Their viscous, compressible computational method 
showed some similarity with predictions of the indicial model, however, there were significant 
differences between the two modelling techniques that led to discrepancies. Significantly, Liu 
and Marshall demonstrated a linear rate of decrease of axial core flow after the Initial stages 
of the interaction. An inverse indicial method was applied to the experimental data and 
identified a similar linear rate of decrease. Also, indicial model predictions of a universal lift 
coefficient derived by Liu and Marshall Indicated that the vortex core radius to chord length 
ratio is directly related to the magnitude of the unsteady blade lift response.
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The significant noise produced by helicopters is weil known. Helicopter noise is typically of a 
broadband nature primarily due to the rotor systems and the engine exhaust. However, 
helicopter noise has also been identified as containing more discrete components of 
impulsive noise. These are more noticeable and more irritating than the usual broadband 
noise and they have been typically named after their sound signature, which include 
‘burbling’ and ‘slapping’. These generated noises normally only become dominant in 
particular flight modes. Unfortunately, these flight modes are fundamental in helicopter 
operation and cannot be easily avoided. Therefore, helicopter desirability for use in civil 
aviation and for stealth activities by the military could be improved with increased knowledge 
of these noise-generating mechanisms.
This chapter identifies biade vortex interaction as a dominant noise source during helicopter 
operation, and focuses on developing an understanding of the different types of blade vortex 
interaction. The particular focus of this work is tail rotor orthogonal blade vortex interaction 
and the modelling of this interaction. First, however, this interaction and the other blade 
vortex interactions are examined, together with modeliing techniques, to determine an 
appropriate method to model tail rotor orthogonal blade vortex interaction.
1,1 Operating Environment
The generation of lift by an aerofoil is dependent on the development of a higher pressure 
on the lower surface than on the upper surface. On a finite span wing, or blade, this 
pressure distribution must be reconciled in some way at the wing tips. At the tips of a wing of 
finite span the air’s movement is dependent on the greatest pressure gradient and flows 
from the high pressure on the lower surface to the upper surface by moving around the wing 
tip. This resuits in the well-known tip vortices, which exist for every lift generating finite span 
wing (Figure 1.1).
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Figure 1.1: Formation of tip vortices (Kuethe and Chow, 1998)
Figure 1.2: Formation of trailing tip vortices
The simplest manifestation of wing tip vortices is their generation by fixed wing aircraft. The 
two main wings on a typical fixed wing aircraft trail the main dominant pair of vortices (Figure 
1.2). These tip vortices are trailed by the wing tips and remain fairly stationary in the flow 
field as the aircraft continues its forward motion. The tip vortices diffuse over time due to the 
viscous effects in air. However, these trailing tip vortices can cause serious problems for 
closely following aircraft particularly at aircraft landing strips. The circulation of the tip 
vortices is proportional to the lift generated by the wing. Heavier aircraft necessitate higher 
lift, and therefore generate larger tip vortices. Undesirable circumstances arise when heavy 
aircraft, travelling at the low velocities necessary for landing, generate a large pair of trailing
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tip vortices due to ttieir large iift requirement. A following aircraft descending for landing will 
not encounter the expected uniform flow but rather a trailed tip vortex that presents 
potentially dangerous flying conditions, especially for smaller aircraft (Figure 1.3).
Figure 1.3: Dangerous flight conditions in the wake of a larger aircraft due to trailing wing
tip vortices
Figure 1.4: Roiling up of main rotor blade tip vortices into two discrete trailing vorticity
structures.
Helicopter rotor blades are high aspect ratio wings that are essentially similar to aeroplane 
wings. Helicopters are also known to generate a pair of trailing tip vortices in their wake 
when in forward flight (Figure 1.4), however, the focus of this report is the complex flow field 
in the closer proximity of the helicopter. As each rotor blade is a lifting surface, each blade 
generates a tip vortex. However, unlike in the fixed wing environment these vortices are 
trailed in circular paths as the rotor blades rotate (Figure 1.5). Therefore, the flow field Is 
very complex due to the, typically, constant generation of trailed tip vortices by every main 
and tail rotor blade, at varying locations about the helicopter body. In forward motion, tip
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vortices trailed by the main rotor can interact with main rotor blades, tail rotor blades, the tail 
section, and the helicopter fuselage (Prouty, 1985). These are typically referred to as blade 
vortex or vortex surface interactions. The particular case examined in this work, i.e. tail rotor 
orthogonal blade vortex interaction, is the convection of tip vortices generated at the rear of 
the main rotor disc into the tail rotor disc and tail section.
Figure 1.5: Helicopter main rotor blade tip vortices
1.2 Interactional Aerodynamics o f Helicopters
Blade vortex interactions exist in many forms. The three main idealised types are: 
perpendicular, parallel, and orthogonal (Figures 1.6 and 1.7). Perpendicular and parallel 
blade vortex interactions are typically only discussed in relation to the interaction of a main 
rotor blade with a preceding main rotor blade’s wake. These are particularly evident on the 
main rotor blades in forward flight with the detailed interaction geometry depending on 
subtleties such as the main rotor disc attitude. These interactions are also possible on the 
tail rotor (Yang, 2004). Since, however, the tail rotor is used to trim the yaw attitude of the 
helicopter and not solely for the generation of a helicopter’s lift, the parallel and 
perpendicular interactions on the main rotor are more detrimental to helicopter performance.
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Parallel and perpendicular interactions both result in noise generation. Similarly, due to the 
inherently regularly repeating impulsive nature of the orthogonal interaction, it is also 
considered a significant noise generating mechanism.
Bfade 1
Trailing Tip Vortex 
from Biade 1 ^
Blade 2
Trailing Tip Vortex from 
Blade 2 . Perpendicular Interaction
Figure 1.6: Perpendicular Interaction
Orthogonal
Inter-action
Parallel
Interaction
Figure 1.7: Parallel and Orthogonal Interactions (Horner et al, 1992)
Sheridan and Smith (1979) published a comprehensive summary of the problems of 
interactional aerodynamics in the field of helicopter operation in the late 1970’s. They noted 
that the increased occurrence of interactions at that time was primarily due to a few reasons. 
Disc loading had increased dramatically resulting In more powerful wakes generated by the 
main and tail rotors. Smaller, more compact helicopters became more desirable for easier
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transportation and for low profile military applications. In addition, the military’s tactics were 
favouring low-level ‘nap-of-the-earth’ flight manoeuvres resulting in increased interaction of 
the helicopter with the ground vortex, and increased wake interactions with obstacles on the 
ground. Also, as a safety measure, increasingly larger tail fins were implemented to prevent 
the complete loss of yaw control if tail rotor failure occurred.
At that time, the assessment of helicopter interactional aerodynamics was limited to flight- 
testing. Subsequent adjustments to the helicopter configuration to account for unforeseen 
performance problems, due to interactional aerodynamics, were expensively carried out at 
the flight-testing stage. Sheridan and Smith documented the need for increased knowledge 
in this field to prevent alterations at such a late stage, and suggested the study of the 
following topics to improve knowledge in the field: the determination of favourable and 
unfavourable configurations of helicopter components, proper accounting of all interactional 
phenomena, and the development of methods and models to determine potential problems 
in the early design stages of a helicopter.
The interactions experienced by a helicopter can result in many different types of flow field 
responses (Sheridan and Smith, 1979) including flow redirection, separated flow, supersonic 
flow regions, flow field distortions, surface and vortex impacts, wake impingement, and flow 
instability between adjacent flows. Sheridan and Smith also reiterated that the interactions 
are dependent on the sources producing the complex flow field, namely, the main rotor, tail 
rotor, and the engine exhaust. Typically the interactions In the flow field result in unsteady 
flow at the location of the interaction and downstream. Of particular relevance to this work, 
Sheridan and Smith suggested that research focusing on the growth and decay of tip 
vortices and their interaction with other flows, and particularly the interaction of main rotor tip 
vortices with main rotor blades and the tail rotor, would be beneficial. They also suggested 
that analysis of the generation of rotor blade loads in response to interactions was required 
and the associated noise generation mechanism should be investigated.
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Ellin (1994) documented the flight-testing of a Lynx helicopter with the particular intent of 
measuring the tail rotor disc’s response to interactions with main rotor tip vortices in low 
speed forward flight, and the transition from hover to forward flight. Ellin, similarly to 
Sheridan and Smith, although considerably more recently, documented the still existent lack 
of understanding of tail rotor blade vortex interactions. Research (Leverton, 1993, Jacobs, 
1997) had been conducted into tail rotor rotational sense, location, and tail rotor parameters 
to reduce tail rotor noise generation; however, the research had focussed on detailing the 
gross noise generation rather than identifying the underlying flow field mechanisms.
Ellin used an instrumented tail rotor to measure the change in pressure measured near the 
tail rotor leading and trailing edges. Ellin observed that the close passage of main rotor tip 
vortices to the tail rotor disc resulted in a reduction in tail rotor loading in hover and 
hampered helicopter yaw control. This was due to the orthogonal interaction of the tail rotor 
with the main rotor wake in hover or forward flight. Yaw control was also reduced in 
quartering flight (Figure 1.8), where the rolling up of the main rotor tip vortices into a 
structure similar to a fixed wing aircraft trailed vortex (Figure 1.4), distorts the flow field at the 
tail rotor. The focus of this work concentrates on the former case of blade vortex interaction 
where the tail rotor interacts with individual discrete main rotor tip vortices (Figure 1.9), 
rather than the latter case, where multiple vortices roll up into a larger vorticity structure 
which interacts with the tail rotor blades during quartering flight for example.
Figure 1.8: Quartering Flight
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Figure 1.9: Single clean orthogonal blade vortex interaction
1,3 Interactions with the Main Rotor Wake
The different ways in which the main rotor wake interacts with rotor blades or the fuselage 
are all similar to some degree. Despite the variation in orientation, the interactions typically 
involve short-term impulsive changes in loading, sound generation and unsteady flow fields. 
The interaction of the main rotor wake with different bodies results in varying responses, 
much of which has been thoroughly reviewed by Rockwell (1998).
Given the similarity of the three idealised blade vortex interaction types, the study of all types 
may yield useful results and methods for analysing orthogonal blade vortex interaction. 
Therefore, previous work on perpendicular interactions with the fuselage and other blades 
and the parallel interaction of the main rotor with the main rotor wake will be summarised 
before looking specifically at orthogonal blade vortex interaction.
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1.3.1 Fuselage Interactions
Llou et al. (1989) experimentally investigated the interaction of a two-bladed main rotor wake 
with a cylinder representing a helicopter fuselage. Pressure measurements, flow 
visualisations, and velocity measurements (Laser Doppler Velocimetry) were used to 
examine the behaviour of the tip vortices generated by the main rotor blades upstream of the 
hub, and their subsequent convection into the cylinder (Figure 1.10), resulting in 
perpendicular interactions along the top of the cylinder. Lieu found that flow stagnation and 
flow reversal occurred as the tip vortex neared the surface. Negative vorticity was created 
under the vortex when the vortex was above the cylinder, indicating boundary layer 
separation due to stagnation and flow reversal near the surface. This negative vorticity 
moved rapidly around the tip vortex and ended up downstream. Secondary vorticity was also 
generated when the lower half of the tip vortex interacted with the surface. This vorticity 
travelled quickly downstream in a manner consistent with image vortex considerations. After 
the primary impact, pressure measurements on the cylinder surface indicated that, 
downstream, the flow was dominated by the secondary vorticity.
Veïtex
Figure 1.10: Configuration used by Liou to capture perpendicular surface vortex 
interactions upstream of the main rotor hub (Liou et al, 1989)
Leishman and Bi (1990) experimentally examined fuselage interactions using a similar 
method to Liou et al. However, Leishman and Bi used a fully articulated main rotor with a 
body that was more representative of a helicopter fuselage. The fully articulated system 
allowed the experimental investigation of vortex-fuselage interactions found in typical 
forward flight, for a scaled down model. The configuration also allowed the investigation of 
different advance ratios, shaft tilts and rotor thrusts.
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Leishman and Bi found that the loads experienced by the fuselage varied primarily with 
advance ratio, where at an advance ratio of 0.15 and above, the downwash of the main rotor 
disk on the fuselage was not significant compared to at lower advance ratios. The loading on 
the fuselage at high advance ratio was therefore similar to that on an isolated fuselage. 
Leishman and Bi also showed that examination of the pressure signature for an arbitrary 
point, aft of the main rotor disc on the tail boom, allowed for the identification of the tip vortex 
interaction occurring at the point. For a direct or very close vortex-surface interaction, the 
pressure signature contained several impulsive changes in pressure, due to the vortex 
impingement. As the vortex passed above a point, a characteristic strong 'saw-tooth’ 
pressure signature was found due to the variation of induced velocities from the vortex 
(Figure 1.11).
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Figure 1.11: Pressure signature variation dependent on passage of vortex a different
heights (Leishman and Bi, 1990)
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Bi et al (1993), used the same configuration as Leishman and Bi, and also used flow 
visualisation, together with pressure measurements and vortex trajectory tracking to enable 
the analysis of the tip vortices as they approached the surface, distorted near the surface, 
and then impacted on the surface. Bi et al used unsteady potential flow theory to simulate 
the generated rotor wake by using a prescribed wake shape taken from the vortex trajectory 
measurements. This three-dimensional simulation enabled the modelling of the approach of 
the tip vortices to the fuselage surface; however, it failed to predict the impingement and 
subsequent generation of the secondary vortical structure.
The impingement of the vortex results in high transient loads and a high adverse pressure 
gradient, which can cause the local separation of the boundary layer. The loads from the 
interaction are small because the vortex impingement is localised, and is therefore 
insignificant compared to the total load experienced by the fuselage. Bi et al, similarly to 
Leishman and Bi, verified that the interactions were limited to hover and low advance ratio 
forward flight.
A series of subsequent studies by Affes et al (1993a, 1993b, 1998) attempted the modelling 
of the vortex-fuselage interaction. The model was a three-dimensional potential flow model, 
which implemented the tip vortex as a single three-dimensional vortex tube and the fuselage 
as an Infinite circular cylinder, with the induced velocity field of the vortex calculated by the 
Biot-Savart law. The model and experimental data showed agreement before the interaction 
of the vortex with the cylinder surface. The generation of the suction peak on the surface of 
the cylinder was predicted in terms of location and magnitude by the model. The adverse 
pressure gradient that occurs on the fuselage surface was also predicted. This adverse 
pressure gradient, which typically gives rise to boundary layer separation, was due to the 
tangential flow in the lower half of the tip vortex opposing the freestream flow near the 
surface.
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The most recent study by Affes et al in 1998 used the three-dimensional boundary layer 
equations, which were solved by finite difference and Fourier transform methods, to simulate 
the impingement of the tip vortex. This addition to the existing unsteady potential flow model 
enabled the viscous modelling of the interaction in the early stages of the generation of the 
secondary vortical structure, by simulating the reversed flow region and the corresponding 
adverse pressure gradient as the tip vortex approached the fuselage surface. Affes et al also 
postulated that the use of a Navier-Stokes solver to model the interaction would be difficult 
considering the length scales involved, where the size of the tip vortex is very small 
compared to the flow field of the calculation which includes the two bladed main rotor system 
and the fuselage.
Further detail on fuselage interactions, in which a cylinder typically represents the fuselage, 
has been provided by Kim and Komerath (1995) in a review of research into fuselage 
interactions prior to the viscous modelling of the surface boundary layer by Affes et al in 
1998.
1.3.2 Perpendicular Interactions
Perpendicular blade wake interactions contribute to the broadband noise generated by 
helicopters during forward level flight and gentle climb conditions. This interaction typically 
occurs on the main rotor’s advancing side, where the tip vortex generated by a previous 
rotor blade interacts with the wake of the subsequent blade. This has primarily been 
reproduced using simplified experimental configurations in wind tunnels. Wittmer and 
Devenport (1995a, 1995b, 1999a, 1999b) completed a series of thorough experimental 
investigations of perpendicular interactions and these are described here.
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Figure 1.12 shows the typical experimental wind tunnel configuration used to examine 
perpendicular interactions of tip vortices with a blade. The configuration features two blades 
fixed to the wind tunnel walls. The first blade, which is upstream of the second, has a 
positive angle of attack and therefore generates a streamwise tip vortex. This tip vortex 
convects downstream and interacts with the 'interacting blade’ and its wake.
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Figure 1.12: Typicai perpendicuiar blade vortex interaction configuration. This configuration 
features a finite span wing as a 'vortex generator'. (Wittmer et al, 1995a)
Originally the experiment used a finite span interacting blade (Figure 1.12) (Wittmer, 1995a), 
but due to the mixing of the upstream blade’s tip vortex and the interacting blade tip vortex, 
further tests were conducted with an ‘infinite’ span interacting blade (Figure 1.13) (Wittmer, 
1995b) connected to both sides of the wind tunnel working section. Velocity measurements 
and flow visualisations were used to examine the close passage of the streamwise vortex 
over the interacting blade in both cases.
oho> 1a
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Figure 1.13: Perpendicular configuration featuring an 'infinite'span 'vortex generator'
(Wittmer et al, 1995b)
It was found that the upstream tip vortex consisted of a laminar core wrapped in the 
turbulent blade wake of the vortex generator. Measurement of the high frequency velocity
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fluctuations in the vortex core confirmed that they were an order of magnitude less than 
those in the turbulent wake. The initial passage of the generator’s tip vortex over the 
interacting blade produced no immediate structural response within the vortex. However, the 
tracking of the tip vortex downstream from the interacting blade indicated that the interaction 
of the vortex with the interacting blade wake altered the tip vortex structure. This change in 
vortex structure has its origins in the variation in spanwise blade loading caused by the 
vortex interaction.
The effect of the induced tangential flow field of the tip vortex on the interacting blade 
resulted in the generation of negative vorticity at spanwise locations where the local effective 
angle of attack was decreased (Figure 1.14). This negative vorticity, which is opposite in 
sense to the positive vorticity in the tip vortex, resulted in the degradation of the tip vortex. 
The unstable nature of the flow due to the close proximity of the positive vorticity with the 
negative vorticity caused the vortex core to grow rapidly engulfing the negative vorticity 
region and reducing circulation in the process. High frequency velocity components in the 
vortex showed that, at this point, the tip vortex core became turbulent. The interaction of the 
tip vortex with the negative vorticity on the blade also caused an increase in vortex core 
radius, a reduction in core circulation, and a decrease in peak tangential velocity and axial 
core flow.
The development of the tip vortex downstream of the interacting blade was found to be 
dependent on the vertical separation distance (Figure 1.15). At a separation distance of 
greater than 0.3 chord lengths, the tip vortex core experienced little change in its structure. If 
the separation distance was less than 0.3 chord lengths, the core was weakened and 
increased in size becoming turbulent as it convected downstream. Differences between the 
suction and pressure sides were found when the separation was less than 0.1c. Typically, 
the passage of the tip vortex on the pressure side resulted in a more severe interaction. In 
general, the decay of the tip vortex was faster with a smaller separation. However, if the 
nominal vortex core path was coincident with the blade stagnation location, then the peak 
tangential velocity was more severely reduced, and there was a larger increase in core
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radius. This response was generally similar to the interaction experienced when the 
separation distance was less than 0.1c, where the core circulation was reduced due to the 
interaction with the negative vorticity shed from the Interacting blade.
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Figure 1.14: Vortex tangential flow results in varying spanwise angle of attack (Wittmer et
al, 1995b)
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Figure 1.15: Illustration of separation distance A (Wittmer et al, 1995b)
Wittmer (1999a, b) also modelled the perpendicular interaction of the tip vortex. By building 
on the work of Hancock (1970), who estimated the aerodynamic load induced on an aerofoil 
in forward motion due to a nearby streamwise vortex using Prandti’s lifting line theory, 
Wittmer was able to predict the resultant distribution of trailed vorticity from the wing under 
the influence of the streamwise tip vortex. However, this method severely over predicted the 
experimentally measured circulation distribution. Ham (1975) determined that during the 
interaction of a returning (self-interacting) tip vortex with an aerofoil, the maximum change in
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lift coefficient induced on the blade is limited to a maximum of 0.3 or less due to the 
occurrence of flow separation. By applying this limit to the maximum change in lift 
coefficient, Wittmer’s lifting line prediction resulted in a reasonably accurate prediction of the 
interacting blade’s shed vorticity sheet strength. However, Wittmer acknowledged that 
insufficient experimental data was captured with respect to the vortex sheet strength to 
establish whether the iifting-iine model and the maximum change in lift coefficient were valid 
for varying blade vortex separation distances, vortex strengths, and angles of attack. 
Wittmer’s (1999b) parametric study did, however, again show that the response of the vortex 
to the interaction was primarily dependent on the separation distance.
Brooks et al. (1989) found that the interaction of a blade with the turbulent wake of a 
preceding blade dominated the mid-frequency range in forward flight, when strong, parallel 
blade vortex interactions were avoided. However, Devenport et al (1992) showed, for this 
condition, that modelling the interaction of a blade, with a blade wake interaction noise 
prediction scheme (Glegg, 1989), and an undisturbed wake produced lower noise levels 
than those found experimentally. The work of Wittmer et al (1995) described above found an 
answer for this discrepancy and enabled accurate prediction by considering the interaction 
of a turbulent wake from a preceding blade that had already interacted with another blade. 
The increase in turbulence produced by the initial perpendicular interaction could be 
sufficient to account for the experimentally observed noise levels.
1.3.3 Parallel Interactions
Parallel blade vortex Interactions have been found to produce impulsive, powerful and 
undesirable noise in rotorcraft flight. Parallel interactions are known to occur in powered 
descent and during manoeuvring flight. This interaction was observed, for example, in flight 
tests of a model rotor system (Lorber, 1990), which showed that the most disruptive 
pressure disturbances are caused by the parallel or near parallel (oblique) blade vortex 
interactions. This confirmed an observation by Widnail (1971) who showed computationally, 
using linearised flow theory and transformed sinusoidal gusts to represent the velocity field
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of the vortex, that parallel Interactions produced the highest amplitude puise. Generally, 
(Ziada and Rockwell, 1983; Caradonna et al, 1988) the magnitude of the disturbance from 
this type of interaction has been found to be dependent on the strength of the vortex, the 
separation distance between the vortex and the interacting blade, and the angle between the 
vortex axis and the blade leading edge, i.e. the obliqueness of the interaction.
Surendraiah (1969), Kokkalis et al (1986), Caradonna et al (1988), and Straus et al (1988, 
1990), successfully reproduced the parallel or near parallel blade vortex interaction in wind 
tunnels. Typically, knowledge of the flow field and the blade response increased with each 
successive study, which primarily focused on the collection of surface pressure data. The 
Integration of the pressure distribution to give force and moment data has enabled 
comparison with computational predictions of blade vortex interaction. The data show that 
the vortex induces the growth of the leading edge suction peak on the interacting blade. 
Also, propagative and convective disturbances on the interacting blade’s surface are found, 
with the convective disturbances correlating to the passage of the vortex in the chordwise 
direction.
The propagative and convective disturbances are visible in the pressure coefficients 
measured by Caradonna (1988), and Kokkalis (1986). The propagative disturbance, moving 
at the speed of sound, can be seen as the reduction in pressure coefficient across the whole 
blade chord (Figure 1.16), whereas the convective disturbance is visible as the small ridge of 
pressure coefficient moving across the chord at approximately the freestream velocity.
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Figure 1.16: Visualisation of Convective and Propagative pressure Disturbances (Horner
et ai, 1996)
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Figure 1.17: Coefficient of normal force response due to parallel blade vortex interaction
(Horner et al, 1996)
Figure 1.18: Illustration of vortex sense of rotation
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In terms of the normal force response (Figure 1.17) to the interaction, both Surendraiah and 
Kokkalis et al. showed that the parallel interaction is approximately symmetrical about the 
upper and lower surfaces with respect to the vertical height of the vortex axis in relation to 
the leading edge of the interacting blade. As the vortex in Figure 1.18 approaches the 
Interacting blade’s leading edge it experiences an increase in normal force due to the 
induced increase in angle of attack. The normal force (Figure 1.17) then drops rapidly 
coinciding with the dissipation of the leading edge suction peak, and normal force continues 
to decrease due to the downwash from the interacting vortex as it progresses across the 
chord. The severity of the drop in normal force is reduced due to enhanced suction on the 
upper surface from the local increase in velocity due to the interacting vortex as it passes 
over the upper surface. The interacting blade, set at zero angle of incidence, finally regains 
lift as the vortex progresses beyond the trailing edge.
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Figure 1.19: Coefficient of moment about aerodynamic centre response due to parallel 
blade vortex interaction (Horner et ai, 1996)
The pitching moment (Figure 1.19) about the interacting blade quarter chord is also 
dominated by the passage of the vortex across the blade chord. A positive moment is 
produced as the approaching vortex generates upwash at the leading edge. As the vortex 
progresses over the blade surface the trailing edge now experiences the upwash and the 
leading edge now experiences downwash resulting in a negative moment, until the tip vortex 
moves off the trailing edge. As the vortex moves further downstream the effect of the tip 
vortex diminishes and the quarter chord pitching moment tends towards the pre-interaction 
state.
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Figure 1.20: PiV shows the splitting of the 
incident vortex into two (Horner et al, 1996)
A later study by Horner (1996) Involved 
visualisation of the flov/ using particle 
image velocimetry (PIV). The visualisation 
showed that during the direct interaction 
of the leading edge with the centre of the 
incident tip vortex, the vortex was split into 
two separate parts (Figure 1.20). The 
vortex fragment that passed the lower 
surface of the blade was stretched about 
the lower surface, while the upper 
fragment was only slightly distorted in 
comparison. The upper vortex fragment 
convected more quickly, which is 
consistent with image vortex concepts, 
and so the two vortical structures were 
observed leaving the trailing edge. Other 
significant features observed were the 
generation of secondary vorticity due to 
the interaction of the vortex fragments 
with the blade surface boundary layer, 
and shed vorticity due to the changes in 
lift. In this respect, one substantial vortical 
structure that was observed was a trailing 
edge vortex that developed above the 
trailing edge during the early stages of the 
interaction just after the initial splitting of 
the incident tip vortex into two fragments.
Various modelling techniques have been 
employed to model parallel blade vortex
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interaction. Caradonna (1988) attempted to model the interaction using the three- 
dimensional, unsteady, full potential rotor code of the US Army, FPR. The interaction was 
predicted well even for ‘head-on’ interactions where vortex deformation, a feature not 
incorporated into the model, occurred. This code modelled the flow field in three dimensions 
and produced close comparisons with other experimental and computational data. 
Caradonna also investigated an alternate, less time consuming, solution where only the 
inflow at the interacting blade’s surfaces was modelled, however, this did not predict the 
interactions as well as the FPR code with its associated three-dimensional modelling 
demonstrating the three-dimensionality of the interaction.
To demonstrate how powerful indlcial modelling could be. Sears (1969) documented a 
theoretical example using indlcial modelling to simulate the interactions associated with 
propeller and helicopter noise. This modelling approach is based on classical two- 
dimensional, incompressible, unsteady aerofoil theory. Beddoes (1989) built on the earlier 
work of Kussner and Wagner and developed an indlcial method for the two-dimensional 
modelling of parallel blade vortex interaction. Beddoes provided improvements that allowed 
the separation of the lift response into a propagative impulsive component and a convective 
circulatory component. Also, Beddoes used thin aerofoil theory to enable the more accurate 
representation of the chordwise distribution of incident velocities on the interacting blade 
surface. The resultant indlcial model showed good correlation with previous experimental 
and computational investigations of parallel blade vortex interaction (Figure 1.21). This 
indlcial model, which will later be described in more detail, was used as the basis for the 
numerical modelling in the present study.
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Figure 1.21: Comparison of Beddoes indicial model with Navier Stokes calculations for 
parallel blade vortex Interaction (Beddoes, 1989)
Lee et ai (1991) computationally modelled the parallel Interaction using a two-dimensional, 
incompressible, inviscid flow calculation where the vorticity field was represented by many 
smaller vortices, typically referred to as a "cloud" of vortices (Figure 1.22). The interacting 
blade was represented by a shifting panel method, which redistributed the panels to retain 
accuracy and computational efficiency and to follow the vortex as it progressed across the 
chord. The adaptive panel method and the distributed discrete vortex method allowed the 
distortion of the vortex to be calculated, a feature commonly not incorporated into other 
models. The model showed that significant distortion and even splitting occurred for close 
Interactions and that the distortion, the resultant lift response, and the mixing of the vortices 
with the aerofoil wake, are dependent on the strength and size of the incident vortex. Lee 
also observed that the unsteady lift generated in the parallel blade vortex interaction is a 
significant factor in determining the overall lift response of the blade.
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Figure 1.22: Cloud of small vortices (Lee et al, 1991)
In 1991 Renzoni and Mayle, also used a discrete free-vortex method and potential flow 
theory to model the unsteady parallel blade vortex interaction. Again, they found good 
agreement demonstrating that inviscid theory, together with a cloud of discrete free-vortices, 
is adequate to reproduce most parallel blade vortex interactions. However, similarly to Lee et 
al., the response due to close interactions was still greatly over predicted compared to 
experimental data (Kokkalis et al, 1986). Renzoni and Mayle found that the total incremental 
change in lift and moment, was directly proportional to the vortex circulation and inversely 
proportional to the square root of the initial vertical separation distance.
1.3.4 Orthogonal Blade Vortex Interaction
1.3.4.1 Initial investigations of tail rotor noise
Tail rotor orthogonal blade vortex interaction is challenging to study due to the complexity of 
the flow field. The measurement of the noise generated by the tail rotor is complicated by the 
fact that the source is part of the total noise generated by the helicopter. The sound field 
contains components that result from the main rotor, exhaust, gearbox, and the tail rotor’s 
'se lf interactions. Leverton et al. (1977) detailed an experimental and theoretical study of the
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distinctive ‘burbling’ noise generated by a Lynx helicopter during the orthogonal interaction 
of the main rotor trailed tip vortices with the tail rotor. In forward flight, due to the relative 
positions and rotational rates of the main and tail rotors, a main rotor blade tip vortex will 
interact with four or more tail rotor blades as the tip vortex convects across the tail rotor disc 
(Figure 1.23). The successive impulsive interaction results in a modulated noise, commonly 
referred to as ‘burbling’.
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Figure 1.23: Multiple interactions of main rotor tip vortices with the tail rotor blades [Taken
from (Leverton eta!, 1977)
Leverton et al. (1977) used an array of microphones on the ground and on the helicopter 
fuselage to record the fly-past of a Lynx helicopter. They managed to isolate the noise 
source and identify the frequency and amplitude components. Their theoretical analysis 
confirmed that the generated noise was dependent on the relative rotational frequencies of 
the main and tail rotors, and forward velocity. They predicted that reversing the direction of 
tail rotor rotation would reduce the impulsive noise generation of the tail rotor. Reversing the 
tail rotor rotational sense had the effect that the tail rotor was rotating top aft. This resulted in 
fewer, and less impulsive peak sound pressures (Figure 1.24). The opposite was true of the 
original tail rotor rotational sense as the severity of the bottom aft tail rotor resulted in 
frequently occurring impulsive interactions which were more severe due to the local velocity 
at the point of interaction. This was confirmed in both the theoretical and experimental 
studies of Leverton et al. (1977).
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Figure 1.24: Variation in impuise peak sound pressure levei with forward speed
(Leverton et ai, 1977)
By 1979, an Increased understanding of the aerodynamic environment In which the tail rotor 
operates was developing and increases In thrust, a lowering of noise signatures and an 
extended life span were being achieved. However, Cook (1979) noted that the work up to 
this point focused on almost ideal conditions. Overall the understanding of tail rotor design 
for improved yaw control and stability had increased, although this was primarily for the 
normal operational envelope of helicopters up to cruise speed. Cook suggested that further 
research into tail rotor noise and its reduction would be needed to increase the performance 
of the tail rotor.
Early acoustic measurements of blade vortex interaction in wind tunnels (White et al, 1976, 
Pegg and Shldler, 1978) were confronted with the initial concern that the acoustic field 
associated with a scaled-down model may not be representative of the full scale. Tadghighi 
and Cheeseman (1983) sought to understand any discrepancy by comparing the acoustic 
fields generated by a model in a wind tunnel with full-scale helicopter acoustic fields. To 
achieve ‘clean’ acoustic measurements in the wind tunnel, Tadghighi and Cheeseman 
applied acoustic treatment to restrict the noise generated by the fan reaching the working 
section. The measured experimental data from the model correlated with full-scale 
measurements and with various theoretical models (Lowson, 1964, Wright, 1968, Hawkings,
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1976). Subsequently, Martin et al (1989) noted that the directivity of noise sources is an 
important factor in such correlations.
Aside from the early experimental work, acoustic modelling of the orthogonal interaction was 
conducted by Amiet (1986) whose model was based on the calculation of noise generation 
by an aerofoil due to unsteady upwash. This work was used by George and Chou (1987), 
together with Lowson’s (1964) moving dipole theory, to establish that the noise generation of 
a helicopter when tail rotor orthogonal blade vortex interaction was occurring was dependent 
on the relative phasing and location of the main and tail rotors.
More recently, a particularly comprehensive wind tunnel based study on a full helicopter 
configuration using both acoustic measurements and surface pressure measurements was 
conducted by Schultz and Splettstoesser (1992, 1993). They found that the tail rotor noise 
was more dominant in climb due to the high lift demand on the main rotor and the 
requirement for a corresponding increase in yaw force to counteract the torque on the 
fuselage. Typically, the same noise generation mechanisms were found on the tail and main 
rotors.
They found that the tail rotor produced impulsive noise regardless of the presence of the 
main rotor. Pressure measurements on the surface of the tail rotor blades indicated that 
there was little change in pressure distribution in the presence or absence of the main rotor. 
They did observe small differences in the pressure pulses found in the tail rotor blade 
pressure histories, which they attributed to the interaction of the main rotor wake with the tail 
rotor wake. This small difference was the only indication that tail rotor interaction with the 
main rotor wake occurred. They suggested that the predominant acoustic generation of both 
rotors was from the interaction with their own wakes. Schultz and Splettstoesser 
demonstrated a reduction in tail rotor noise by using a more aerodynamically advanced tail 
rotor blade, which featured a longer chord, reduced thickness and a tapering of the chord 
towards the blade tip.
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Other attempts to reduce the noise generation from tail rotors were documented by Leverton 
and Pike (1993). The development of a quiet tail rotor was undertaken for the Lynx as the 
tail rotor was now recognized as a significant noise generation source in Lynx cruise flight. 
The experimental programme’s objective was to reduce the tail rotor noise to a level below 
that of the main rotor, so that the tail rotor would have a minimal addition to the helicopter on 
approach.
The main alterations encompassed In the ‘quiet tail rotor’ study included the change of 
rotational sense to top-aft, the reduction in tip speed, and alterations to the aerofoil section. 
Features that were not considered in the study included the blockage caused by the tail fin 
and the fuselage. The inversion of the rotational sense of the tail rotor was found to remove 
the ‘burble’ noise of the Lynx. This was primarily due to the radiation of noise upwards as 
opposed to downwards, which resulted in lower noise radiation towards the ground. High 
levels of harmonic noise still existed, however, these were reduced by decreasing the tail 
rotor rotational rate. Alterations of the aerofoil section primarily involved the lengthening of 
the chord and the radius, and adding a tip weight. Another study by Sikorsky published by 
Jacobs et al (1997) also documented the successful reduction of noise levels by similar 
techniques.
Recently, Yin and Ahmed (2000) used a three-dimensional unsteady panel method with a 
free wake simulation to represent the main and tail rotor environment. Surface pressures 
calculated from this simulation were then used to calculate the acoustic characteristics of the 
interaction of the rotor wakes. Similarly, to Leverton and Pike (1993), they found that the 
most dominant occurrence of tail rotor orthogonal blade vortex interaction occurred during 
climb. It was determined that the main rotor had an effect on the tail rotor noise generation 
affecting the level and directivity of noise. Also, Yin and Ahmed’s subsequent modelling of a 
tail rotor with reversed rotational sense resulted in a change in tonal content and directivity 
of the noise generated.
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1.3.4.2 Studies of Orthogonal Blade Vortex Interaction
Most studies of orthogonal blade vortex interaction have typically focussed on experimental 
work, however some early modelling enabled the verification of the impulsive nature of the 
noise due to interaction of the main rotor wake with the tail rotor.
Attempts to isolate the orthogonal blade vortex interaction and examine the fluid mechanics 
were made first by Schlinker and Amiet (1983). They calculated acoustic spectra, pressure 
signatures and sound directivity. The modelling of the interaction by George and Chou 
(1987) with Amlet’s (1986) unsteady aerofoil theory and Lowson’s (1965) equations for a 
moving dipole enabled the assertion that the relative phasing and location of the main and 
tail rotors determined the noise generation. However, experimental visualisation studies 
(Ahmadi, 1986, Cary, 1987) also allowed a greater understanding of the orthogonal 
interaction.
All of the early experimental studies used a similar wind tunnel configuration in which a finite 
span wing was located upstream of a tail rotor. The finite wing trailed a tip vortex which 
interacted with the tail rotor orientated so that its disc was perpendicular to the freestream 
flow (Figure 1.25). Using this set-up, Ahmadi observed the generation of impulsive noise that 
radiated ahead of the rotor blade. Coincident impulsive changes in pressure were also found 
at the leading edge. Cary used high-speed photography and stroboscopic illumination of oil 
smoke seeded tip vortices to view the orthogonal interaction. Cary observed that the 
interaction of the incident tip vortex with the trailed tip vortices generated by the loaded tail 
rotor blades resulted in the incident tip vortex wrapping around the tip vortices. This resulted 
in the dissipation of the incident tip vortex on both sides of the interacting tail rotor blades.
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Figure 1.25: Ahmadi experimental configuration (1986)
The orthogonal interaction reproduced by Ahmadi and Cary was, however, unlike the typical 
helicopter tail rotor interaction because the rotor disc was perpendicular to the freestream 
flow instead of parallel to it. It was consequently more akin to a propeller interaction. This 
meant that the ‘cutting’ interaction that occurred would have been cleaner than the typical 
helicopter interaction where the orthogonal interaction may be masked by the tail rotor with 
its own tip vortices. Another difference is that in the propeller configuration, the blades cut 
different cross-sectional segments of the same vortex filament whereas in the helicopter 
configuration the blades cut a series of vortex filaments in the same geometrical location on 
each filament.
A later study by Johnston and Sullivan (1992) used a different propeller type configuration 
(Figure 1.26) to examine orthogonal blade vortex interactions. This experiment was primarily 
designed to capture the response of a fixed wing to the wake of an upstream propeller. The 
experiment was able to capture many unseen effects of the ‘cutting’ process of the tip vortex 
because it utilised a higher number of pressure transducers than before. Smoke was also 
used to mark the propeller tip vortices to enable visualisation of the ‘cutting’ process.
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Figure 1.26: Propeller configuration used by Johnson and Sullivan (1992)
Johnston and Sullivan witnessed the deformation of the incident tip vortex before the 
interaction with the interacting blade. This deformation occurred with respect to inviscid flow 
considerations prior to the viscous interaction taking place near the blade leading edge. 
Once the tip vortex had been ‘cut’, the axial velocity in the tip vortex core caused the vortex 
to thicken where the axial velocity was directed towards the surface, and to thin where the 
axial velocity was directed away from the surface.
Corresponding unsteady surface pressure measurements showed transient pressure and 
suction peaks on either side of the blade during the blade vortex interaction. These were 
associated with the axial flow along the vortex core. The pressure peak formed on the side 
of the blade where the axial flow was towards the blade surface leading to compression 
taking place, and the suction peak was produced on the side where the axial flow was 
directed away from the blade surface leading to expansion taking place. Also, the 
combination of flow visualisation and unsteady surface pressure measurements aided in the 
identification of the spanwise movement of the tip vortex during the interaction. The two
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halves of the tip vortex were observed to move in a spanwise direction consistent with the 
application of an image vortex system at the interacting blade’s surfaces.
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Figure 1.27: Marshall experimental configuration (1994a)
Marshall and his colleagues (1994a, 1994b, 1997, 1998) in particular have been involved in 
modelling the interaction numerically as well as conducting visualisation experiments using 
dyes in fluids. Their experimental work used a cylindrical tank within another rectangular 
tank (Figure 1.27). Water was tangentially pumped into the top of the cylindrical tank, and 
drained from an outlet at the bottom of the cylindrical tank. Once the flow had stabilized into 
a steady intake vortex with axial flow downward towards the outlet, a blade was towed 
across through a small gap in the inner cylindrical tank. Flow visualisation of the blade 
boundary layer identified that the blade was not significantly affected by the presence of the 
inner cylindrical tank. This was achieved using a coloured dye emitted from the blade 
leading edge. A different colour of dye was used to visualise the intake vortex, and therefore 
by laser illumination they were able to identify the different responses of the blade boundary 
layer and the interacting vortex.
Through his modelling (1994, 1994b) Marshall has ascertained that the impulsive normal 
force experienced by the blade is mainly dependent on the ratio of vortex core radii on 
opposing sides of the blade. Also, Marshall used four parameters to define the type of blade
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vortex Interaction that occurs: Impact Parameter (IP), Axial Flow Parameter (AFP), 
Thickness Ratio (TR), and Vortex Reynolds number. The IP takes account of the ratio of 
freestream velocity to rotational flow (1.1), the AFP: the ratio of the peak axial velocity to 
rotational flow (1.2), the TR: ratio of the vortex core to the Interacting blade thickness (1.3), 
and the Vortex Reynolds number Is the ratio of the vortex circulation to kinematic viscosity 
(1.4). Marshall and his colleagues’ have examined the effect of varying these parameters 
Individually.
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Figure 1.28: Latter stages of a Low Impact Parameter Interaction (Krisnamoorthy and
Marshall, 1997)
Krisnamoorthy and Marshall (1997) highlighted two Interaction regimes: a "strong regime’ 
(Figure 1.28) and a ‘weak regime’ (Figure 1.29). An Interaction’s regime was determined by
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the value of the Impact Parameter (IP). If the IP was below approximately 0.1 it was defined 
as a ‘strong regime’ interaction. If the IP was above approximately 0.25 it was defined as an 
interaction in the ‘weak regime’. Secondary vortlclty ejections were observed In both 
regimes, but In the ‘strong regime’ secondary vortlclty ejections were observed to occur 
before penetration of the Interacting blade Into the vortex. However, regime transitions occur 
gradually and there are a wide range of IP values for which penetration of the blade Into the 
vortex and the secondary vortlclty ejections occur simultaneously.
Figure 1.29: High Impact Parameter Interaction (Krisnamoorthy and Marshall, 1997)
These strong and weak regimes were defined for flows where the TR was of order one or 
less to ensure an Impulsive ‘cutting’ of the vortex occurred. The effect of the AFP 
parameters was also examined for low thickness ratios. They found that If the AFP was 
above a critical value of 0.707, then the axial flow was supercritical, and If It was less than 
0.707, the axial flow was subcrltlcal. When subcrltlcal axial flow occurs discontinuities In the 
vortex core radius are visible propagating upstream on the primary vortex from the surface 
of the blade that has the axial flow directed towards the surface. However, when the axial 
flow was supercritical, upstream propagating discontinuities In the vortex core radius were 
not observed to occur due to the stronger axial flow. In this case the vortex spreads out 
radially on the compression surface of the blade and has the general appearance of a non- 
swirling jet.
At higher thickness parameter values, the Impulsive ‘cutting’ of the blade does not happen 
(Figure 1.30). Instead the tip vortex bends around the surface. An example of this type of
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Interaction is the interaction of a tip vortex with, for example, a cylindrical fuselage body as 
discussed previously.
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Figure 1,30: High Thickness Parameter Interaction (Rockweli, 1998)
The behaviour of the secondary vorticity depends on the regime. In the ‘weak regime’ the 
secondary vorticity becomes entrained into the core, whereas in the ‘strong regime" it wraps 
about the outside of the vortex. The experimental work in Krisnamoorthy & Marshall’s (1998) 
paper focused on the strong regime, showing the impulsive interaction in detail and allowing 
the behaviour of the secondary vorticity to be Identified. As indicated previously, in the 
‘strong regime’ the vortex is strong enough to cause secondary vorticity to be ejected from 
the blade boundary layer before the impact of the vortex. This was observed to occur earlier 
for lower IP values. The ‘strong regime’ wrapping process was observed to have the 
opposite sense to the vortex, which has subsequently been confirmed by other researchers 
(Affes and Conlisk, 1993, Affes et al 1993, 1994).
Another feature highlighted by the flow visualisation study was the thinning of the vortex core 
radius due to the wrapping of the secondary vorticity. This thinning was countered by the 
self-induced axial core flow which refilled the thinned sections, and the constant process of 
thinning and refilling resulted In the propagation of two waves with the same cross-sectional 
area as the core in a direction normal to the interacting blade surface on both surfaces.
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Marshall et al (1998) showed that three-dimensional inviscid flow computations also 
reproduced the secondary vorticity wrapping process. Another experimentally observed 
feature that Marshall et al. identified was the appearance of secondary vorticity from the 
blade boundary layer within the tip vortex core as the blade leading edge reached the centre 
of the tip vortex core. This continued as the vortex passed along the chord filling the vortex 
core with vorticity from the blade boundary layer. However, helicopter tail rotor blade vortex 
interactions predominantly occur in the weak regime. This regime features little vortex 
deformation prior to vortex impact with the interacting blade and little or no boundary layer 
separation. The force experienced by the interacting blade is primarily due to the ‘cutting’ of 
the vortex core.
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Figure 1.31: Ci", a universal lift coefficient developed by Liu and Marshall (2004)
A recent computational study by Liu and Marshall (2004) focussed more on weak regime 
orthogonal blade vortex interactions. Their viscous, compressible computational fluid 
dynamics calculations used a dense resolution of points within the vortex core and the 
interacting blade leading edge to enable the accurate simulation of the interaction. 
Calculations were completed for tip vortices with and without axial core flow. It was found 
that the axial core flow resulted in different responses at the two blade surfaces. Similarly to 
their earlier visualisation studies, on the surface where the axial core flow was directed 
towards the surface, the vortex core radius increased. On the opposite surface where the
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axial core flow was directed away from the surface, the vortex core radius decreased. The 
computational model predicted the peak normal force during the interaction and compared 
reasonably well with experimental results. The study showed that the peak normal force 
experienced by the blade was primarily dependent on axial core flow velocity, and the 
freestream velocity. An important observation, reported by Liu and Marshall was the 
development of a single ‘universal blade lift coefficient’ (Figure 1.31) due to the apparent 
linear correlation of blade lift with respect to freestream velocity and axial core flow velocity.
As well as the studies at the University of Iowa, documented above, the University of 
Glasgow has also been investigating tail rotor orthogonal blade vortex interaction in the 
controlled environment of a wind tunnel. Studies first began with a ‘proof of concept’ study 
(Copland et al., 1998), which used a numerical model to investigate the replication of 
representative, tip vortices using a main rotor configuration in a wind tunnel. Once this was 
done, two test facilities comprising based on a single-bladed vortex generator (main rotor) 
and a downstream interacting blade were constructed and used to obtain surface pressures 
on an interacting blade during blade vortex interactions (Figure 1.32). As the collected data 
at the University of Glasgow are a primary feature of this work, the details and analysis of 
the data are presented in the following chapter. However, to complete the current summary 
section on orthogonal blade vortex interaction a general overview of the key findings of the 
previous work at Glasgow is given.
Wind tunnel tests were completed in two wind tunnels. Initially, proving tests were conducted 
in a small wind tunnel of working section cross section 1.15m by 0.85m. Later, these tests 
were followed by tests in a larger wind tunnel (2.65m by 2.04m) (Wang, 2002) where a 
higher resolution of surface pressures was obtained. Other measurement techniques 
employed included particle image velocimetry (PIV) and hot-wire anemometry.
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Figure 1.32: University of Glasgow ‘Argyll’ wind tunnel configuration for orthogonal blade
vortex interaction (Copland, 1998)
Surface pressure measurements (Doolan, 2001) on both surfaces of the interaction blade 
revealed suction and pressure peaks on the lower and upper surfaces respectively (Figure 
1.33). This was primarily due to the axial core flow that was directed towards the lower 
surface and away from the upper surface. These occurred during the early stages of the 
interaction. The suction peak and pressure peaks diminished after the initial stages of the 
interaction. The pressure peak diminished more rapidly with a weak suction ridge replacing it 
after the vortex had reached the quarter chord of the interacting blade.
Doolan et al (2001) integrated the surface pressure measurements enabling the calculation 
of normal force and pitching moment histories. The Impulsive blocking of the axial core flow 
near the leading edge resulted in an impulsive increase in normal force during the initial 
stages of the interaction, and a nose up pitching moment. The more rapid decrease in the 
pressure peak on the lower surface in comparison to the suction peak on the upper surface 
resulted sustained the nose up moment as the tip vortex travelled beyond the quarter chord 
position. The developing suction peak on the lower surface increased gradually balancing
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the suction peak on the upper surface, therefore returning the normal force to the interacting 
blade’s pre-interaction lift.
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Figure 1.33: Unsteady surface pressure distributions showing the lower surface pressure 
peak and upper surface suction peak respectively. (Doolan. 2001)
An experimental study with a loaded symmetrical aerofoil was also published by Doolan et al 
(1999) where the interacting blade angle of incidence was varied between -1 0  and 10 
degrees. As the angle of incidence of the interacting blade increased, the pressure peak on 
the lower surface reduced in magnitude and the suction peak on the upper surface 
increased in magnitude. The opposite was found for a decrease in angle of incidence.
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However, the magnitude of the impulsive change in normal force resulting from the blockage 
of the impinging axial core flow remained constant.
Particle Image Velocimetry (PIV) was also used by Doolan et al. (2001) to examine 
orthogonal blade vortex interaction. This study, however, failed to show flow behavior within 
the core due to the high number of ‘wild vectors’. Green et al. (2000) developed an 
enhanced PIV image processing system that allowed the removal of rogue vectors in the 
measured flow field. With this technique a clearer visualization of activity within and around 
the vortex core was achieved. In particular, radial out-flow was observed on the surface of 
the blade to which the axiai flow was directed. This outflow was matched by inflow on the 
suction side of the blade in response to the impulsive blocking of the core flow. As the 
distance from the blade surface increased, these flows diminished. Early et al. (2002) also 
used PIV, and investigated the redirection of the axial core flow due to its impingement on 
the surface. Radial outflow was found on the lower surface and radial inflow on the upper 
surface. This radial outflow caused the redistribution of vorticity from the axial core flow as 
the vortex passed downstream along the interacting blade’s chord.
Wang et al. (2002) presented preliminary analysis of data collected from the larger wind 
tunnel. As expected pressure and suction peaks were found on the lower and upper 
surfaces respectively, dependent on the direction of axial core flow normal to the respective 
surface. A variation in blade response with spanwise distance from the centre of the vortex 
core was found. The normal force response of the blade decreased in magnitude as 
spanwise distance from the vortex centre increased. The response was also found not to be 
symmetric on either side of the vortex. The data collected by Wang et al (2002) will be used 
in this study as the basis for indicial model comparisons.
A more recent study conducted by Coton et al (2004) collected pressure data from an 
instrumented rotating full tail rotor system. Surface pressure measurements exhibited the 
same basic features as those observed on the static interacting blade. Consequently, it is 
appropriate to use the higher resolution static blade data for the numerical modelling
39
1 Introduction
comparisons as they are representative of the interactions experienced on a tail rotor whilst 
providing greater detail than the measurements made on the model tail rotor.
1.3.4.3 Summary of Modelling of Blade Vortex Interaction
There are many different ways in which the modelling of blade vortex interaction has been 
attempted. Most of the earlier models focussed on simulating the noise generation 
characteristics of various interactions. Some formulations considered the interaction with 
arbitrary turbulence, others more directly with concentrated vorticity. The principal source of 
noise radiated due to the interaction of a blade with atmospheric turbulence or concentrated 
vorticity, for example from a preceding rotor blade, Is the force exerted on the fluid in 
reaction to the unsteady lift response.
Substantial early work was contributed by Lowson (1964), which followed on from the 
derivation of equations representing the sound generation from standard aerodynamic 
equations by Lighthill (1952). These investigations and the later work of Ffowcs Williams and 
Hawkings (Glegg, 1987) enabled the calculation of the noise generated by unsteady 
fluctuations in loading. Some substantial reviews of the work relating to acoustic prediction 
have been published (Boxwell et al, 1987; Tadghighi and Cheeseman, 1983), however, the 
recent modelling of blade vortex Interaction has focussed on the modelling of the fluid 
mechanics.
Researchers (Tadghighi and Cheeseman, 1983; Quackenbush et al, 1989; Schultz and 
Splettstoesser, 1992; Yin and Ahmed, 2000) have shown that the loading of a rotor blade 
was directly associated with noise generation. Recent studies have therefore focussed on 
understanding the underlying fluid mechanics associated with noise generation. Most of 
these techniques have already been mentioned in passing above, however, as a route to 
justification of the validity of using indicial modelling in this work, the achievements and 
shortcomings of other modelling techniques are detailed below.
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A potential flow discrete free-vortex method was used by Lee et al (1991) and Renzoni and 
Mayle (1991) to model parallel blade vortex Interaction. Particularly acceptable comparisons 
with linear theory and experimental data were achieved when a distributed vorticity method 
was used where the incident vortex was separated into a cluster of multiple smaller vorticity 
elements, commonly referred to as a “vortex cloud”. This work built on earlier simulations of 
a point source moving past an aerofoil at a fixed separation distance, progressing to more 
representative flow whereby the point source was convected with respect to the induced flow 
field. Other methods employed finite vortex core models which avoided the singularity at the 
centre of the point source. However, the "vortex cloud" method allowed the simulation of tip 
vortex distortion and also the alteration of the vortex trajectory due to the interaction with the 
aerofoil.
For orthogonal interaction, the plug-flow model developed by Lundgren and Ashurst (1989) 
enabled the calculation of area-varying waves propagating along the primary vortex. They 
demonstrated that the production of these area varying waves was dependent on a 
subcritical axial flow parameter, and observed the similarity of the interaction to a non­
swirling jet impinging on a surface when the axial flow parameter was supercritical. 
However, Lundgren and As hurst's plug flow model did require a uniform axial velocity profile, 
uniform vorticity field, and a circular core. These conditions are stringent; nevertheless, 
important insights were made into the basic flow response to the interaction.
Recently, the use of computational fluid dynamics to model orthogonal blade vortex 
interaction has been undertaken. These studies have progressively provided more detailed 
simulations of the blade vortex interaction. Marshall and Krisnamoorthy (1997) published 
results from the numerical solution of the Euler equations for a blade interacting with an 
axisymmetric inviscid vortex with axial flow. The computational model reproduced the 
experimentally observed increase in core radius on the blade surface experiencing 
compression, and a decrease in core radius on the blade surface experiencing expansion. 
Also, like Lundgren and Ashurst, propagating area-varying waves were found on the vortex
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on both sides of the blade for subcritical axial flow parameters. For a supercritical axial flow 
parameter, only downstream propagating area-varying waves were found.
A later study by Sheikh and Hillier (2001) documented an Euler solution for a compressible 
orthogonal interaction of a vortex-jet combination, and a pure-jet, without rotational flow. 
Sheikh and Hillier found upstream propagating disturbances when the axial flow was 
supercritical, which is in contrast to the inviscid study by Marshall and Krisnamoorthy. 
However, Sheikh and Hillier noted that the inclusion of compressibility resulted in a local 
decrease in axial velocity and therefore a reduction in the local axial flow parameter. This 
possibly explains why upstream propagating disturbances could exist for cases where the 
axial flow parameter was apparently supercritical. Sheikh and Hillier also reported that, as 
the axial flow parameter increased, the flow was similar to the pure jet interaction.
Computational fluid dynamic studies have proven capable of modelling many features of the 
orthogonal blade vortex interaction. However, the calculations still require extensive 
resources. An example of the demanding nature of the blade vortex interaction and the 
computational fluid dynamic modelling of helicopter flows was presented by Yang et al 
(2004). Yang used unsteady Euler and aeroacoustic codes to simulate the various 
combinations of main and tail rotor interactions, and their noise production. Yang’s 
calculations reproduced experimental results, however, the computational resources 
required were extensive.
Recently, a particularly relevant computational fluid dynamic study by Liu and Marshall 
(2004) investigated orthogonal blade vortex interaction. This study examined cases of high 
impact parameter where ejection of vorticity from the blade boundary layer prior to the 
interaction of the vortex core with the interacting blade was not found. As stated previously, 
high impact parameter orthogonal interactions are indicative of orthogonal blade vortex 
interactions found in 'real' helicopter flight.
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The study also found that non-zero axial flow resulted in lift generation by the interacting 
blade due to the impulsive blocking of the axial core flow. The lift force increased with impact 
parameter and axial flow parameter. For the range of vortex Reynolds numbers considered, 
there was no significant change in lift force magnitude effect resulting from variation in vortex 
Reynolds number. However, the rate of change in lift force was increased for higher vortex 
Reynolds numbers.
1.3.4.4 Indicial Modelling
At the present time a viscous compressible Navier-Stokes solution would enable a full 
understanding of the flow field physics during orthogonal blade vortex interaction. This would 
be possible for a small-scale simulation involving only the localized flow field of an 
orthogonal blade vortex Interaction. However, the impetus for this work is the creation of a 
technique that would enable orthogonal blade vortex interactions to be included into a full 
simulation of a helicopter’s flow field. For such a case the prediction of the impulsive loading 
is most important but resolution of the detailed flow behaviour is not necessary. The 
simulation of a full helicopter flow field by a Navier-Stokes calculation that resolves all the 
required length scales is extremely computationally demanding and beyond current 
capabilities. For this reason, industry has developed aerodynamic performance models of 
the full helicopter flow field (Beddoes, 1987) into which an indicial solution for orthogonal 
blade vortex interaction could easily be integrated.
Indicial modelling has already been used to predict the flows for various idealised 
interactions; for example, the calculation of wing lift due to an encounter with an up gust 
(Kussner, 1936) or an angle of attack change (Wagner, 1925). Indicial techniques are 
inviscid approximations that can accommodate some viscous effects. Features such as the 
existence of circulation, the Kutta-Joukowski condition, and the shedding of vorticity from the 
trailing edge of wings or blades in response to changes in lift (Sears, 1969) can all be 
represented in indicial models.
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More recently, Beddoes and Leishman have extended the earlier work of Kussner and 
Wagner separately and in collaboration with others (1978, 1983, 1986, 1989, 1993). The 
most relevant piece of indicial modelling was the simulation of parallel blade vortex 
interaction by Beddoes (1989), which also included a compressibility correction. Previous 
indicial models only allowed for global effects, for example, a large gust completely engulfing 
a wing. Beddoes developed a method of accounting for the localised flow conditions on the 
surface of the blade due to the flowfield associated with the close proximity of a vortex. 
Beddoes also demonstrated that the indicial method provided a reasonably accurate 
correlation with experimental and computational results.
Other recent uses of indicial modelling include the development of an indicial model to 
simulate the lift and pitching moment behaviour of fighter aircraft (Reisenthal, 1996, 1999).
indicial modelling Is a flexible technique that provides a means of obtaining a fast and 
reasonably accurate linear approximation of an essentially non-linear system. As such, it is 
an ideal technique for providing a local solution for an interactional event within a more 
global flow field calculation. The application of indicial modelling to orthogonal blade vortex 
interaction provides the focus for the present work.
lA  Summary o f Chapters
Chapter 2 describes the experiments conducted at Glasgow University to measure tail rotor 
orthogonal blade vortex interaction and summarizes the main features of the measured 
response. Chapter 3 details analysis of the data for the purposes of validating indicial 
models in subsequent chapters. Chapter 4 provides an introduction to the Indicial method 
and existing models. In chapter 5, the indicial models of the orthogonal interaction are 
examined, and weaknesses are identified In the indicial model’s ability to predict the 
measured blade response at spanwise locations away from the location where the vortex 
centre interacts with the blade. Chapter 6 uses a two dimensional panel method to show that 
the measured response away from the vortex centre cannot be reproduced by considering
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only the axial and rotational flow of a tip vortex based on a Lamb-type vortex at the blade 
surface. Chapters 7 and 8 detail the use of a numerical simulation to investigate the flow 
field that existed in the wind tunnel and demonstrates that an indicial model based on this 
flow field can produce more accurate predictions of the orthogonal blade vortex interaction. 
Chapter 9 then documents indicial modelling of other experimental and computational 
datasets before the main conclusions of the work are presented and recommendations are 
made for future work.
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2 Experimental Studies at Glasgow University
2.1 Introduction
Over the last 10 years the University of Glasgow has been focusing on the experimental 
investigation of orthogonal tail rotor vortex interaction. A logical way of reproducing this in 
the controlled environment of a laboratory was a facility where the tip vortex was generated 
by a rotating blade similar to an actual main rotor. At Glasgow University the design of such 
a facility was started by Copland et al (1995).
Copland conceptually designed an experimental facility to fit an existing wind tunnel at the 
University of Glasgow; the Anatomy wind tunnel [1.15m x 0.85m]. The experimental 
configuration featured a stationary blade mounted vertically in the working section of the 
wind tunnel, and a main rotor system installed upstream in the contraction of the wind tunnel 
generating tip vortices.
Copland’s design (Figure 2.1) had two specific features that resulted in clean, strong tip 
vortices being produced. The first was limiting the number of blades of the main rotor system 
to one. This single biaded rotor will subsequently be referred to as the vortex generator. The 
second feature was constraining the azimuthal pitch incidence around the cycle in such a 
way that the generation of tip vortices by the vortex generator was limited to the downwind 
pass of the cycle. By preventing the generation of tip vortices on the upwind pass, the 
complexity of the vortex generator wake was greatly reduced and the spacing between 
sequential tip vortices increased.
Thus, the vortex generator produced an idealised flow field that still replicated the essential 
features of a helicopter rotor wake. Copland’s design was validated by hot wire velocity 
measurements, surface pressure measurements and particle image velocimetry 
demonstrating that it was an effective means of generating representative tip vortices, with
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their associated axial flow, and that their subsequent orthogonal impact on a stationary 
blade could be measured.
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& Adjustment
Interacting Blade Hub & CamVelocity
Rotor Blade
Pressure Transducers'
Shaft
Si^port Wind Tunnel WaU
Rotor Drive
Figure 2.1: Copland’s experimental configuration installed in the small wind tunnel (Anatomy
Tunnel) at Glasgow University (1998)
2.2  Experimental Studies
Copland developed a numerical model (1995, 1997) that enabled the investigation of 
potential test configurations before the installation of either the stationary interacting blade or 
the main rotor system. The numerical model predicted the wake generated by the vortex 
generator and the surrounding fluid within the existing wind tunnel. In 1998, Copland 
published (1998) the results from the successful wind tunnel configuration detailing the 
parametric study conducted using this numerical model.
Modelling the flow field In a wind tunnel is complicated by the contraction and associated 
acceleration of the flow field between the settling chamber and the working section. The
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velocity gradient has the effect of distorting any fluid structure, such as a tip vortex, 
generated upstream of the working section. To predict this effect, Copland extended a 
technique developed by Hess & Smith (1964) who successfully demonstrated the 
capabilities of a source panel Implementation to represent three-dimensional non-lifting 
bodies.
Copland made use of this three-dimensional source panel implementation to represent the 
wind tunnel walls, and coupled it with classical lifting line theory, which represented the lifting 
behaviour of the vortex generator and the associated change in circulation due to changes in 
pitch incidence. In Copland’s method, the vortex generator blade was split into 10 blade 
segments and at each time step the pitch Incidence was re-evaluated and shed and trailed 
vorticity was generated in the form of a series of free vortex elements. The convection of this 
lattice of vortex elements was then dependent on the local velocity calculated from the result 
of velocity contributions from: the other vortex elements previously generated, the velocity 
contributions of the vortex generator, and the velocity contributions from the three- 
dimensional source panel method capturing the empty wind tunnel flow field.
The model was purely inviscid, aside from the Inclusion of a finite viscous vortex core. This 
addition was necessary as the inviscid model of a vortex core features an Infinite velocity at 
the vortex centre, which would produce spurious results and can cause numerical instability. 
Also, the model did not include any dissipation or strength variations as the free vortex wake 
structure was deformed when travelling to the working section.
Copland originally considered two vortex generator operating regimes to generate clear, 
stable tip vortices. The first regime, which was considered to be optimal, was a single 
rotation of the vortex generator producing a single, clean tip vortex structure. However, the 
calculated actuation loads required to accelerate and decelerate the vortex generator to 
perform this single azimuthal rotation were extremely high, and could not have been 
achieved within the budget of his original project.
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The second operating regime that Copland considered featured the vortex generator 
operating at a constant rotational rate, and following an azimuthal pitch profile that prevented 
the generation of tip vortices on the upwind pass, whilst promoting a strong, clean tip vortex 
on the downwind pass. This operating regime was preferred for its operational simplicity and 
lower implementation costs.
Preliminary analysis of potential experimental configurations using the numerical model 
demonstrated that the location of the vortex generator hub, the wind tunnel velocity, and the 
vortex generator's rotational rate were the key parameters in determining the vortex shape. 
These parameters characterised the wake's curvature, elongation, skewing, and also the 
separation between consecutive wakes.
Installation of the vortex generator In the working section was not feasible for two reasons. 
First, the size of a vortex generator, with a suitable chord and radius capable of generating a 
significant tip vortex, prevented installation in the working section. Also, if the vortex 
generator were installed in the working section, the location at which an orthogonal blade 
interaction occurred would be directly downstream of the vortex generator hub’s wake. The 
accelerating effect of the contraction of the wind tunnel was essential to ensure a clean 
orthogonal interaction away from the vortex generator hub’s wake, even although the wake 
structure would be slightly deformed. Consequently, the vortex generator was installed as 
close as possible to the working section, in the contraction, to minimize deformation.
The numerical model suggested the use of a 10-degree pitch incidence on the downwind 
pass, a freestream velocity of 20 m/s, a vortex generator chord of 0.1 m, vortex generator 
radius from the hub of 0.75, and a rotational speed of 500 rpm would produce a clear tip 
vortex structure at the Interaction location that would be orthogonal to the stationary blade. 
The azimuthal pitch profile was split into 4 segments of 90 degrees. For the most 
downstream segment, the pitch incidence was set to 10 degrees, whilst the most upstream 
segment was set to 0 degrees. The other two intermediate segments facilitated the change 
in incidence increasing the incidence from 0 degrees to 10 degrees on the retreating
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segment of rotation, and decreasing the incidence from 10 degrees to 0 degrees on the 
advancing segment. This test configuration was used for all testing in this wind tunnel.
The predicted location of the generated tip vortex was verified by the measurement of 
freestream and vertical cross flow velocities in the working section with a hot wire probe. The 
maximum vertical cross flow velocity from the rotational component of the tip vortex was 
used as an indicator of the passage of the vortex centre. The change In freestream velocity 
due to positive and negative reinforcement by the vortex’s rotational component also helped 
to indicate the location of the tip vortex centre.
Further to Copland's work, Doolan et al (1999) undertook a more rigorous investigation of 
the quality of the tip vortex structure. Doolan recorded more hot wire velocity measurements 
in the working section to try and obtain a more detailed picture of the structure of the tip 
vortex. Doolan discovered that the measured vortex axial velocity matched very well with the 
axial velocity profile predicted by a Lamb-type vortex in regions outside and close to the 
vortex core. Measurements of the axial velocity within the core did not show much 
agreement which suggested that the hot wire probe interacted with the tip vortex core. Also, 
frequent changing from positive to negative reinforcement of the freestream velocity, by the 
rotational flow of the vortex, showed that vortex wandering occurred.
Probe Interference effects of convecting vortices have been documented by other 
researchers such as Ziada & Rockweli (1983). Although they were not investigating the 
orthogonal interaction, they did observe the self induced movement of the vortex upon 
approaching a rotor blade. In Ziada & Rockwell's case a wedge, simulating a blade’s leading 
edge, was orientated such that the wake tip vortex core axis was parallel and in plane with 
the leading edge of the blade. As the vortex approached the leading edge, the vortex was 
drawn towards the lower surface due to the self-induced pressure gradient. Another possible 
interference mechanism that could occur is the 'bulging' or 'thinning' of the vortex core due to 
the probe blocking the axial core flow. This has been demonstrated to occur when a solid
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surface interacts orthogonaliy with the vortex core flow (Marshall and Krisnamoorthy (1997), 
Lundgren and Ashurst (1989), Lee et ai (1987)).
Despite these mechanisms potentialiy resuiting in inaccurate measurement of velocity at the 
core, a criticai validation of the overall wake shape predicted by the numerical wake model 
was successfully completed using hot wire measurements. The shape of the tip vortex was 
mapped by measuring the time between the passage of the tip vortex past two hot-wire 
probes located at different lateral positions in the wind tunnel. One probe remained fixed 
while the other traversed across the width of the wind tunnel working section. As the wind 
tunnel velocity was known, the shape of the tip vortex could be plotted according to the 
product of the freestream velocity and the time difference, together with the horizontal 
distance from the fixed probe. This resulted in a close match in predicted and measured 
wake shape (Figure 2.2) demonstrating the wake code's ability to replicate the wind tunnel 
experimental configuration fairly accurately despite Its inviscid nature.
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Figure 2.2: Comparison of numerical wake simulation and experimental measurements of
wake shape (Doolan, 1999)
Doolan et al (1999) also conducted surface pressure measurements during orthogonal blade 
vortex interaction, in their experiments an array of pressure transducers was mounted on the 
upper and lower surfaces of a symmetrical interacting blade. This stationary blade was 
installed at a position downstream of the hub where Copland's wake code predicted a fully 
orthogonal blade vortex interaction would occur. This location was on the retreating side of
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the vortex generator’s rotation, 225 mm from the centre of the wind tunnel and 2 m 
downstream of the vortex generator’s hub.
The pressure history of the orthogonal blade vortex interaction featured a strong suction 
peak on the upper surface at the height coincident with the vortex centre. This suction peak 
diminished slowly after the initial interaction as the vortex travelled along the interacting 
blade’s chord. At the vortex centre height on the lower surface, a strong pressure peak 
formed which rapidly decreased as the vortex travelled over approximately the first quarter 
of the blade chord. Aft of the quarter chord point a weak suction ridge developed which, 
subsequently, slowly reduced in magnitude towards the trailing edge. This behaviour on the 
lower surface can be explained in terms of the vortex response. The Initial blocking of the 
axiai flow produces the pressure rise experienced by the blade leading edge. With the 
subsequent stagnation of the axial flow the low pressure associated with the vortex rotation 
becomes dominant and persists to the trailing edge. This transformation from pressure peak 
to suction peak has been verified by the studies of Marshall & Krisnamoorthy (1998) in which 
the entrainment of the boundary layer on both the upper and lower surfaces into the vortex 
core was observed.
As mentioned previously, Marshall and Krisnamoorthy (1997, 1998) have also identified 
three parameters of importance in orthogonal blade vortex interaction: the Impact Parameter 
(IP), Axiai Flow Parameter (AFP), and the Thickness Parameter (TP). For Dooian’s 
experiment, the calculated IP and AFP were 2.16 and 0.89 respectively. The IP value 
indicates that the severity of the vortex response to the ‘cutting’ process is ‘weak’ where no 
boundary layer separation occurs prior to the vortex core’s interaction with the stationary 
blade’s leading edge. The AFP value is supercritical (AFP > 0.707) indicating that only 
downstream area waves can be supported on the vortex core, meaning that a jet-like 
incompressible flow develops on the stationary blade’s lower surface with a resulting vortex 
core thickening, together with vortex thinning on the upper surface.
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Doolan et a! also examined the blade response above and below the vortex core. On the 
upper surface, at a spanwise location one vortex core radius above the vortex centre height, 
the suction peak was less severe and diminished before the trailing edge. A weaker effect 
was aiso found on the iower surface where the pressure peak was slight compared to the 
response at the vortex centre. Also, the suction ridge that previously developed on the lower 
surface at the vortex centre after the quarter chord point was almost undetectable.
At a spanwise location one vortex core radius below the vortex centre, a very weak suction 
peak formed on the upper surface and deteriorated before the trailing edge. On the lower 
surface, a pressure peak developed that rapidly transformed after the quarter chord to a 
suction ridge of increasing strength as the vortex travelled along the chord to the trailing 
edge.
As indicated above, the gross characteristics of this behaviour can be understood by 
considering the effect of the axial core flow of the tip vortex. The impulsive blocking of the 
vortex core results in the increased pressure on the lower surface where the axial flow is 
towards the surface and decreased pressure on the upper surface where the axial flow is 
away from the surface. The weaker response one core radius either side of the vortex centre 
demonstrates the strong influence that the axial flow has on determining the response.
in Doolan et al’s study, the pressures measured at the transducers were integrated to 
calculate normal force and pitching moment histories. Doolan et al documented the data 
acquisition system that made use of automatic gain adjustment that enabled measurements 
to be taken using the maximum resolution of the system. The uncertainty in the 
measurement of the pressure coefficients was estimated to be around 0.5%, and the 
corresponding inaccuracy in the normal force coefficients, due to the approximation of 
numerical integration, was estimated to be around 2%.
To obtain the normal force and pitching moment plots (Figure 2.3), data were ensemble 
averaged. This introduced spatial and temporal attenuation in to the data due to the vortex
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wandering. The vortex wandering was measured to be approximately 19% of the stationary 
blade chord.
The normal force exhibited an impulsive increase during the initial stages of the interaction in 
response to the impulsive blocking of the axial core flow. After this, the normal force slowly 
decreased in magnitude as the vortex core moved along the chord.
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Figure 2.3: Normal force and pitching moment data (Doolan, 1999a)
The pitching moment sharply increased as the vortex approached the leading edge. As the 
vortex progressed to the quarter chord, the pressure peak on the lower surface diminished 
at a faster rate than the suction peak on the upper surface. Consequently, the pitching 
moment decreased rapidly. During the later stages of the Interaction, the magnitude of the 
suction ridge on the lower surface increased in magnitude, compensating for the suction 
ridge on the upper surface and returning the pitching moment to Its pre-interaction value.
In a later study, Doolan et al (1999b) also investigated the effect of blade incidence on 
orthogonal blade vortex interaction. Using exactly the same experimental setup described 
above, the interacting blade was placed 225 mm from the tunnel centre on the retreating 
side but this time the blade incidence was varied between -10  and +10 degrees.
Doolan observed that an increasing angle of incidence resulted in increased suction on the 
upper surface and decreased pressure on the lower surface during the interaction. The 
opposite was observed for decreasing angles of incidence. The most important observation 
from this investigation was the consistent behaviour of the unsteady normal force. In
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particular, the magnitude of the impulsive change In normal force associated with the 
blockage of the axial core flow was found to be constant across all blade incidences (Figure 
2.4).
Doolan et al (1999b) analysed the pressure response at the leading edge of the blade for 
different blade angles of incidence. Analysis of the responses of the transducers closest to 
leading edge on the upper and lower surfaces revealed that the peak suction and peak 
pressure recorded varied monotonically in the range +- 5 degrees (Figure 2.5). It was found 
that the suction peak on the upper surface Increased in magnitude with increasing angle of 
incidence until approximately 5 degrees, after which, it began to decrease. The pressure 
peak on the lower surface behaved in a similar manner, increasing in magnitude as the 
angle of incidence decreased until about 5 degrees.
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Figure 2.4: A constant change in normal force is found at ail angles of incidence of the
interacting blade (Doolan, 1999b)
Another observation made from the pressure measurements on the lower surface was the 
appearance of a suction ridge behind the pressure peak at the leading edge during the early 
stages of the interaction. This peak grew as the pressure peak diminished and became 
visible after the quarter chord location when the pressure peak had completely diminished. 
Doolan postulated that this suction ridge could be attributed to the generation of secondary 
vorticity due to the Interaction of the tangential velocity components of the vortex with the 
boundary layer leading to a small region of localized separation. This is consistent with work
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of Marshall and Krisnamoorthy (1997, 1998) who observed secondary vorticity generated in 
a weak regime interaction such as this.
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Figure 2.5: Surface pressure measured at leading edge pressure transducer on the upper 
and lower surfaces respectively (Doolan, 1999b)
Following this, Doolan et al (2001a) investigated the aerodynamic response on an 
instrumented blade due to vortex interaction after the vortex had been ‘cut’ upstream by an 
identical stationary blade (Figure 2.6). The upstream blade was located was one chord 
length upstream of the downstream, instrumented blade.
Doolan observed that the upstream blade removed some axial momentum from the tip 
vortex, and although the general form of the response exhibited by the blade was similar to 
the clean interaction, the magnitude of the normal force response was approximately halved. 
The strong suction ridge that was previously found on the upper surface was intermittent 
between successive vortices and was of generally smaller magnitude when present. This 
suggests that some form of vortex reconnection exists after the initial cut, although the tip 
vortex may still be in the process of reconnection when cut by the downstream blade. This 
may explain the intermittent presence of the upper surface suction peak.
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Figure 2.6: Preceding blade configuration installed at Glasgow University (Doolan, 2001a)
The main conclusion that can be drawn from this work on the effect of a preceding blade is 
that repeated orthogonal ‘cutting’ of the same tip vortex can generate a significant unsteady 
aerodynamic response. This inevitably adds to the complexity of the loading experienced by 
a helicopter tail rotor.
In addition to making surface pressure measurements, Doolan et al (2001b) also used PIV 
(particle Image velocimetry) to interrogate the interaction flow field. In this method, the flow is 
illuminated by a laser sheet and seeded with small particles of oil smoke. Placing the laser 
sheet close to the surface, Doolan was able to measure the velocity of the particles in this 
region. The wind tunnel configuration was consistent with the previous work where the wind 
tunnel velocity was 20 m/s, the rotational speed of the vortex generator was 500 rpm and the
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stationary blade was located 2 metres downstream of the vortex generator hub. Once again 
the stationary blade was positioned 225mm from the centre of the wind tunnel on the 
retreating side of the vortex generator hub.
Doolan revealed that while PIV was proficient at calculating the circulation of the interaction 
vortex, it was hampered by poor resolution in the vortex core. The PIV technique was able to 
measure the circulation more accurately than the hot-wire probe as it was unaffected by 
vortex wander. The potential error in measurement of the circulation was reduced by 50%.
Green et al (2000) documented a technique to improve the poor resolution of the particle 
velocities within the tip vortex core by Implementing a vector validation scheme. This 
validation scheme allowed the extraction of data from the vortex core which is typically 
barren of smoke particles as particles spiral out of the core region. The technique used two 
cameras each with their own laser sheet. Polarizing filters prevented cross contamination of 
light from the other camera's laser. The filters also prevented the confusion of solid surface 
reflections of light from the other camera. This dual laser and camera technique, together 
with the vector validation technique, allowed the analysis of flow within the vortex core.
Green et al established the presence of radial outflow and inflow close to the lower and 
upper surfaces respectively. The radial outflow was identified as originating from the vortex 
axial core flow impulsive blocking which was only observed close to the lower blade surface. 
Green noted that the superposition of a vortex and a source would reproduce the flow field 
found close to the surface. This observation was also verified in Marshall and 
Krisnamoorthy’s work (1997).
Early et al (2002) also used PIV to investigate the orthogonal blade vortex interaction. Early 
observed the reduction in peak vorticity levels close to the lower surface in comparison to 
the constant peak vorticity levels close to the upper surface. The drop in vorticity is 
consistent with the radial outflow when the axial flow impinges on the lower surface.
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Early also used divergence calculations to evaluate the change in velocity of flow In the out 
of plane direction from the two dimensional PIV images. The divergence calculation, based 
on continuity theory, allowed the determination of flow deceleration on the lower surface due 
to the impulsively blocked axial core flow. Beyond the trailing edge of the interacting blade. 
Early found zero divergence after tip vortex had progressed beyond the trailing edge 
suggesting that reconnection of the core flow could have occurred.
The research described so far in this chapter was carried out in the small low-speed wind 
tunnel (Anatomy) at the University of Glasgow where the dimensions of the wind tunnel are 
1.15m by 0.85m, Wang et al (2002) used a similar test configuration in the larger wind tunnel 
(2.65m by 2.04m) to study orthogonal blade vortex interaction. This facility was designed to 
allow the extraction of pressure data at higher spatial resolution compared to the small wind 
tunnel. Tests were conducted in the larger wind tunnel for a range of freestream velocities 
and angles of incidence of the Interacting blade.
The experimental setup consisted of a single main rotor blade, rotating in the contraction of 
the wind tunnel, upstream of a stationary blade, the ‘interacting blade’, located in the working 
section of the wind tunnel. The single main rotor together with its hub is typically referred to
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Figure 2.7: Wind tunnel configuration installed in large wind tunnel (Argyll tunnel) at 
Glasgow University (Wang, 2002)
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in Doolan (1999) and Wang (2002) publications as the Vortex generator’. The term will also 
be used here to maintain continuity with their work.
The interacting blade was aligned so that the chord line was parallel with the direction of 
freestream flow and aligned orthogonally to the vortex generator rotation plane (Figure 2.7). 
The vortex generator was a symmetrical aerofoil of NACA 0015 profile, which simplified the 
generation of tip vortices to non-zero angles of attack. To ensure the generation of tip 
vortices by the vortex generator it was pitched to an angle of incidence of 10 degrees in the 
most downstream quarter of azimuthal rotation, and to an incidence of zero degrees for the 
most upstream quarter of rotation (Figure 2.8). The intermediate quarters of rotation allowed 
for the corresponding smooth ramp up and ramp down of the angle of incidence. To 
maintain the correct azimuthal pitch profile a custom made hard-chromed cam-plate and 
fully articulated hub were used. This fully articulated hub incorporated cantilevered flap 
springs and lag dampers. The tip vortices produced by the downwind pass of the hub by the 
vortex generator blade convected downstream and interacted orthogonally with the 
interacting blade.
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Figure 2.8: Angle of incidence variation with azimuthal position
The interacting blade, also a NACA 0015, was located horizontally off centre from the 
tunnel’s symmetry axis, on the side of the wind tunnel where the vortex generator blade was 
retreating. The off centre location of the interacting blade was necessary for two reasons. 
Firstly, the wake of the vortex generator’s hub and associated assembly would contaminate 
any experimental data collected close to the centre of the wind tunnel. Secondly, the manner 
in which the vortex generator wake convects is such that the wake is only orthogonal to the
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interacting blade at locations away from tunnel centre line. Copland’s wake code was used 
in the design of this enlarged configuration to identify appropriate locations for the vortex 
generator and the interacting blade. In the tests the interacting blade (chord = 0.275m) was 
located 0.37m from vortex centre line, and the leading edge of the interacting blade was 4 
metres downstream of the vortex generator hub. This suitability of this location was verified 
by hot-wire measurements of the flow field.
During testing flow velocities were varied from 20 to 50 metres per second in steps of ten. 
For each freestream velocity the wake code was used to predict an optimal rotational rate 
ensuring a clean orthogonal interaction at each velocity. Blade incidence was also varied 
between -1 2  and 12 degrees in steps of two degrees.
The blade response characteristics measured in this larger wind tunnel were different to 
those from the smaller wind tunnel for many reasons. The tip vortex had a larger vortex core 
radius with respect to the interacting blade chord meaning that the interaction would be less 
localised on the surface of the blade. However, the ratio of the vortex axial velocity to the 
freestream velocity was much lower than in the small tunnel at every freestream velocity 
used in the large wind tunnel. Thus, despite the larger vortex core radius, the magnitude of 
the interaction response was less due to the relatively lower axial velocity.
Despite these differences, the orthogonal interactions measured in both wind tunnels were 
strictly within the weak regime, commonly known to be the dominant interaction experienced 
by helicopter tail rotors. The tests in the large wind tunnel did, however, produce a variation 
in the Axial Flow Parameter (AFP) such that both subcritical and supercritical interactions 
were recorded.
The data recorded in the large wind tunnel also benefited from a considerable reduction in 
vortex wander. The wander was estimated to be approximately 5 mm, or 1.8% of the 
interacting chord. As a result, the data showed high levels of repeatability and so provided
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an ideal basis on which to develop the indicia! model that provides the focus for the present 
study.
2.3 Summary
High resolution pressure data have been collected by Wang (2002) from a large wind tunnel 
at the University of Glasgow. The vortex generation method used in this study resulted in the 
creation of tip vortices with little wander in their travel along the wind tunnel, which 
demonstrated improved repeatability compared to previous studies in the smaller wind 
tunnel. Wang’s data is therefore an important validation source for indicial models of the 
interaction. The next chapter details analysis of the data for this purpose.
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3.1 Introduction
The work presented in this chapter begins by summarising the data collection method and 
the data reduction methods applied to (Wang et al., 2002) the data collected in the large 
wind tunnel.
Indicial models reproduce the effect of shed vorticity as a blade experiences changes in lift, 
therefore, an accurate determination of the normal force response from the experimental 
data is vital for the validation of any indicial model. It is shown that the data published in the 
previous papers are useful for visualising the general form of the interaction, however, there 
was spatial and temporal attenuation present in these data. To enable the valid correlation of 
the experimental data with Indicial models, or any mathematical model, the effect of the 
attenuation should be removed by a more detailed analysis of the experimental data.
The analysis of the normal force data from the large wind tunnel will focus mainly on the 40 
m/s data set. From an initial appraisal of this data set, It appears to feature the most stable 
and reliable orthogonal blade vortex interactions. Data from the other velocity data sets, 20, 
30, and 50 m/s, will, however, also be presented. In addition, the only angle of incidence that 
will be examined in this report is the zero degree angle of incidence. The previous research 
documented here suggested that the zero degree blade response will exhibit the essential 
features of the other angle of attack cases.
3.2  Evaluation o f Existing Data Analysis
In the tests conducted in the 2.64m x 2.04m wind tunnel, the data acquisition system
collected data from three parallel pressure transducer arrays mounted flush with the surface
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of the Interacting blade. For each vortex that passed over the interacting blade a block of 
data was collected by each transducer array. Each block contained 2000 data samples, 
sampled at a rate of 50 kHz, at each transducer location enclosing the time frame within 
which the vortex passed over the blade’s surface. A spanwise distance of 68.75 mm 
separated the three transducer arrays and by shifting the location of the interacting blade in 
the vertical plane by increments of 20 mm, data blocks were recorded at heights relative to 
the vortex centre’s path at 0 mm of: -108.75, -88.75, -68.75, -60, -48.75, -40, -28.75, -20, 0, 
20, 28.75, 40, 48.75, 60, 68.75, 88.75 and 108.75 millimetres.
Sixteen blocks of data were captured by each transducer array at each of the vertical 
locations relative to the vortex centre. This process was repeated for the four different 
freestream velocities (20, 30, 40, 50 m/s) and thirteen different angles of incidence from -1 2  
degrees to 12 degrees in increments of 2 degrees. As discussed previously, the vertical 
height of the vortex centre at each of the freestream velocities was determined by hot wire 
anemometry as detailed by Doolan (1999c) and Wang (2002).
The coefficient of normal force was calculated from the pressure measurements captured in 
the data blocks. Once each of the normal force coefficient histories had been calculated for 
each of the sixteen blocks, the data were time averaged across each of the sixteen blocks. 
The triggering of the collection of each data block was dependent on the azimuthal location 
of the vortex generator blade. Although the data collection was triggered automatically, 
attenuation occurred due to random disturbances in the flow and the small amount of vortex 
wander that occurred. Therefore, every block will capture an orthogonal blade vortex 
Interaction, which features a different response.
When the data from this experiment was published (Wang, 2002), plots of the time-averaged 
coefficient of normal force were shown for each ensemble of 16 data blocks. However, due 
to the spatial and temporal attenuation that was present, these plots do not accurately show 
the severity of the blade response in terms of the impulsive peak in normal force attained, or 
the sharpness of the impulsive increase in normal force (Figure 3.1). The following analysis
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focuses on establishing an accurate measurement of the impulsive peak, and directly 
comparing this to the time-averaged data. Therefore providing a valid correlation source for 
the indicial modelling of the interacting blade experiencing orthogonal blade vortex 
interaction.
Comparison of time averaged data with sample data block
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Figure 3.1: Comparison coefficient of normai force between Time Averaged data biocks
and a sample data block
3 ,3  Data Analysis
Before discussing the impulsive change in normal force found during orthogonal blade 
vortex interaction, the interaction itself needs to be characterised. Figure 3.2 shows a 
simplified interpretation of an ideal interaction at the spanwise location where vortex centre 
passed over the interacting blade’s chord. The normal force experienced by the interacting 
blade temporarily increases in magnitude for a short period of time before decreasing slowly 
back to the pre-interaction normal force magnitude. It is also evident from a closer inspection 
of the normal force response, that there is a small dip in normal force before the steep 
impulsive increase in normal force, perhaps due to a local increase in dynamic pressure 
from the rotational component of the approaching tip vortex near the leading edge. 
Therefore, a simple algorithm that can search for minimum turning points followed by 
maximum turning points will find the impulsive change in normal force coefficient (dCn) in 
each data block. Due to the large number of data blocks, a simple programmed search
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algorithm is preferable. However, a simple algorithm will only be able to search through a 
simple block of data.
dC,
Time
Figure 3.2: Diagram of a typical impulsive change in normal force (dCn)
Initial data analysis will be conducted on data blocks from the 40 m/s data set because it 
contains the most clearly defined interactions. The 20 m/s data set features very high 
magnitude random freestream disturbances when compared to the other velocity data sets 
and therefore might require more rigorous processing. This is due to the pressure transducer 
measurement sensitivity. The magnitude of the changes in pressure during the interaction 
are smaller at 20 m/s and the corresponding signal to noise ratio is poorer. The 30 m/s data 
set is the only set that features a subcritical axial flow parameter and may show unusual 
results when compared to a typical representative helicopter tip vortex interaction which is 
considered (Krisnamoorthy and Marshall, 1998) to typically feature a supercritical axial flow 
parameter. During the testing process there were concerns about excessive flapping of the 
blade for the 50 m/s data set due to the high vortex generator rotational rate. Therefore, the 
40 m/s data set features the most favourable characteristics.
It is apparent, from a brief examination of any data block in the forty metres per second data 
set (Figure 3.3), that each data block features high frequency background ‘noise’, and 
naturally occurring high frequency random turbulence in the freestream. Therefore, filtering 
was attempted to simplify the data blocks to enable a simple search algorithm to find the 
impulsive change in the coefficient in normal force due to orthogonal blade vortex 
interaction.
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Sample data block from 40 m/s velocity data set
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Figure 3.3: Sample data block from 40 m/s velocity data set at spanwise location where
vortex centre passes over blade.
3 .4  D igital Filtering
Typically, the preferred technique for removing unwanted high frequency interference in a 
signal is the use of a low band pass digital filter. PV-WAVE was the preferred data 
processing software available which featured a built in digital filter function. Figures 3.4a and 
3.4b show the power spectral density plots of a sample data block from the span location 
where the vortex centre passes over the chord. The power spectral density shows that the 
signal features minor high frequency interference, with the bulk of the frequency response 
concentrated in the lower frequency range below 500 Hz.
Power Spectral Density Plot of Sample Data Block Power Spectral Density Plot of Sample Data Block
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Figure 3.4: Power Spectral Density plot. Zero Hz to (a) Nyqulst at 25kHz, and (b) 5kHz
respectively
67
3 Analysis of Experimental Data
PV-WAVE's digital filter function uses a Bessel filter. The Bessel filter features a shallow roll 
off in its frequency response, which meant that it was difficult to filter the very low 
frequencies present in the signal. Figure 3.5 shows a sample Bessel filter with the cut off 
frequency set at 5 kHz. This shows that due to the slow roll off in the frequency response 
frequencies as low as 8 kHz are filtered to some extent. When the cut off frequency is 
dropped to nearer the low frequencies found in the power spectral density, at around 500 
Hz, the frequency response (Figure 3.6) shows that nearly all frequencies are filtered to 
some extent which means that the desired signal of the impulsive blade vortex interaction is 
therefore also filtered. Figure 3.7 shows the resultant digitally filtered samples after applying 
the built in Bessel digital filter with a cut off frequency of 500 Hz.
Frequency response of 10th order Bessel filter with 5 kHz cut off frequency
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Figure 3.5: Frequency response of 10th order Bessel filter with 5 kHz cut off frequency
The magnitude of the impulsive response is decreased due to attenuation when the cut off 
frequency is reduced to 500 Hz. This demonstrates that the desired signal of the impulsive 
blade vortex interaction is filtered as well as the undesirable interference and background 
noise. The Bessel filter simplifies the data blocks, however, the magnitude of the impulsive 
response is attenuated in the filtered data. Phase shifting and or attenuation in the filtered 
sample data block are expected in digital filtering, however, in this case the magnitude of the 
response is the critical feature and consequently, the attenuation of the magnitude of the 
normal force response make PV-WAVE’s filter unsuitable in this situation. Due to the small
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range of low frequencies In the data block, it Is not possible to filter the data block with a 
Bessel filter as the roll off In the frequency response is too shallow to allow the selective 
filtering of only some of the frequencies found in the power spectral density.
Frequency response of 10th order Bessel filter with 500 Hz cut off frequency
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Figure 3.6: Frequency response of 10th order Bessel filter with 500 Hz cut off frequency
Comparison of Sample Data Block before and after filtering with a 500 kHz cut off frequency0.2
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Figure 3.7: Comparison of data block filtered at 500 Hz with original data block
Digital filtering is not the only solution for filtering the data, particularly as the purpose of the 
filtering was to simplify the data enabling a search algorithm to easily find the impulsive 
interactions. Therefore a splining routine was used to filter the data.
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3 ,5  Customised Filtering Using Splines
The cubic spline interpolation function in PV-WAVE reduces the number of the samples in 
each data block and fits a cubic spline fit through each of the splined data samples. By 
severely reducing the samples in the sample data block from 2000 to 100, only every 
twentieth sample is used by the spline function to fit the cubic spline. Figure 3.8 shows a 
comparison between the original data and splined data samples.
Comparison of Original Data witfi Splined Data0.2
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Figure 3.8: Comparison of splined data with original data
An algorithm searched through each data block finding each minimum turning point and the 
immediately following maximum turning point in the 100 splined samples. Typically, the 
largest change in the coefficient of normal force between minimum turning point and 
following maximum turning point identified the impulsive increase in normal force due to the 
orthogonal blade vortex interaction. Once the largest impulsive increase in normal force was 
identified the start and end time of the impulsive increase were mapped back to the original 
data block.
The magnitude of this impulsive interaction was taken from the local minima and maxima 
found in the original data block at the minimum and maximum turning point respectively. By 
local minima and maxima, this means the original data samples occurring within the time
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frame from the splined data sample immediately before and after the identified splined data 
sample for both the minimum and maximum turning points respectively (Figure 3.9).
Identification of iocai maxima between adjacent spiined data sampies
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Figure 3.9: Illustration of Identification of maximum turning point (T.P.). Point B Is the T.P. 
determined by the search through the splined samples. The local maxima must occur 
between A and C, and is found at D. Diagram showing the Identification of local minima 
and maxima from original data using splined points Identifying start and end time
Typically, it was simple to identify the largest change in Cn, however, In some data blocks 
the largest dCn occurred outside the timeframe within which the other data blocks from the 
same spanwise location experienced their largest dCn. Also, at spanwise locations above 
the vortex centre the form of the interacting blade’s response to the orthogonal interaction is 
different. The response Is a gradual slow build in normal force, as opposed to the sharper, 
Impulsive increase at spanwise locations near the vortex centre and below. Consequently, 
due to the magnitude of random freestream disturbances there exists multiple similar 
magnitude dCn events across a much longer timeframe when compared to more impulsive 
spanwise locations (Figure 3.10).
To resolve these problems, an average minimum and maximum turning point was calculated 
from the data blocks where impulsive interactions occurred, and then within this average 
time period each data block was reduced again for the greatest impulsive interaction (dCn). 
Obviously, by taking the average some interactions will start before the average start time 
and some will end after the average end time and, therefore, the start time and end time will
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split many of the impulsive interactions. To capture every impulsive interaction the average 
time period must be extended In some way.
Comparison of data Above ttie Vortex Centre and At The Vortex Centre
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Figure 3.10: Comparison of data Above the Vortex Centre and At the Vortex Centre
The average time period will not inherently include many of the impulsive interactions. 
However, if the average time period is equally stretched in length at both ends then degrees 
of ‘generous fits’ are achieved, ideally, searching for the impulsive interaction between the 
earliest start time and the latest end time would find all impulsive interactions. But, as 
previously stated, there is no guarantee that the earliest start time and latest end time would 
give a sensible time frame as some of the largest changes in normal force occur due to 
random freestream disturbances at earlier or later time frames typically in data blocks where 
the magnitude of the impulsive response due to the orthogonal blade vortex interaction is 
small compared to the disturbances.
By stretching the average time period by 5% of the total time period of the data biock, an 
agreeable selection of the impulsive interaction was made by the search algorithm in every 
data block. In data blocks where an impulsive interaction was not found, for example, at 
spanwise locations above the vortex centre, poor agreement was found more often. At other 
span locations the agreement was, in general, excellent.
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Before any further evaluation of this algorithm is presented, it is important at this time to 
explain how an ‘agreeable selection’ of impulsive interaction was verified. Typically, the 
algorithm runs through each of the blocks where an impulsive interaction is expected to 
occur, the average start and end time of these data blocks is calculated, and every data 
block is processed again this time looking only within the average time period with the 
percentage stretch applied. Once the algorithm has found the dCn due to the impulsive 
interaction, the data block is plotted with vertical lines indicating the dCn’s start and end, and 
also the average time period with the percentage stretch applied to enable visual verification 
of the each block’s impulsive response (Figure 3.11).
Example of Identification of Impulsive dCn Event
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Figure 3.11: Example of Identification of impulsive dCn Event for data biock at vortex
centre.
To establish a level of confidence in the results different stretches were used to give 
pessimistic and optimistic estimates of the change in normal force. An 8% stretch of the 
average time period provided a generous fit where the stretched time period allowed for 
more wander and potentially could have resulted in the identification of an impulsive change 
in normal force which was not due to the orthogonal vortex interaction, In the more 
pessimistic case, with the time period stretched by 2 %, the search is confined to a smaller 
time frame. This will therefore not allow for as much wander. Figure 3.12 illustrates the 
extent that the stretches have on the average time period relative to the total time frame.
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Sample data block with average time period stetched by 2, 5, and 8%
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Figure 3.12: Sample data with average time period extended by 2, 5, and 8% stretches
impulsive Change in Normai Force Coefficient vs Spanwise Location
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Figure 3.13: Variation of dCn with spanwise location at 40 m/s
Figure 3.13 demonstrates the level of confidence that can be achieved by using percentage 
stretches of the average time period. The solid line indicates the 5% stretch match, while 
dotted lower and upper lines indicate the pessimistic 2 % and the optimistic 8 % results 
respectively. It is evident that for the spanwise locations near the vortex centre and below 
the vortex centre, that it is simple to identify the magnitude of the impulsive change in normal 
force as indicated by the lack of visible dotted lines.
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Conversely, the variation in dCn between the 2, 5, and 8 % results for spanwise locations 
above the vortex centre indicate that the impulsive interaction cannot be easily identified at 
these locations. Indeed, when the data blocks are individually examined ‘by eye' there is no 
clear, obvious short-term impulsive interaction in many cases. This is primarily due to the 
different type of interaction that can be observed to occur at spanwise locations above the 
vortex centre.
3 .6  Discussion
Individually processing each data block, rather than time-averaging each set of 16 data 
blocks, has resulted in a more accurate calculation of the change in normal force (dCn) with 
respect to spanwise location relative to the vortex centre. Figure 3.14 shows that time 
averaging under predicted the severity of the impulsive interaction. The customized filtering 
detailed above also highlighted the contrast between the response at spanwise locations 
above the vortex centre and at other spanwise locations.
Comparison of Impulsive Change In Normai Force Coefficient between Time Averaged Data and Spiined Data
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Figure 3.14: Comparison of Time Averaged and Spline Based determination ofdCn
Figure 3,13 showed that there is a clear impulsive change in normal force for spanwise 
locations near and below the vortex centre. Whereas the larger error bars for spanwise 
locations above the vortex centre aid in demonstrating that there is a different form of normal
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force response on the interacting blade above the vortex centre which cannot simply be 
characterised by a single short-term impulsive increase in normal force.
The increasing differences between the 2, 5, and 8 % results for spanwise locations above 
the vortex centre are the result of the software algorithm failing to find a consistent impulsive 
change in normal force with different percentage stretches of the average time period. 
However, even on visual inspection of the data blocks at these locations it is difficult to 
objectively select the impulsive interaction. There is a different form of blade response at 
spanwise locations above the vortex centre. The response above the vortex centre reaches 
a comparable peak change in normal force, however the change is more gradual, as the 
time period over which the change in normal force occurs is much longer. Therefore, the 
average time period, which is calculated for spanwise locations near and below the vortex 
centre is not relevant for above the vortex centre.
3 .7  Conclusions
Time averaging did enable the general form of orthogonal blade vortex interaction to be 
seen. However, the severity of the interaction was ‘masked’ by the spatial and temporal 
attenuation introduced by time averaging. By individually examining each data block using 
splines, a more accurate calculation of the impulsive change in normal force is found. Within 
the vortex core {< 76mm), the splining analysis determined an increased magnitude of dCn. 
This is particularly evident at spanwise locations near the centre and just below where a 
clear impulsive interaction can be identified.
The impulsive responses near and below the vortex centre enabled the identification of a 
time frame when an impulsive interaction was expected to occur for all spanwise locations 
on the interacting blade. This time frame, when applied to the spanwise locations above the 
vortex centre, applies a constraint on the magnitude of the response found. This allows a
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value to be given to the impulsive change in normal force for these locations in the given 
time frame. Its validity is questionable, however, due to the extended slow build in normal 
force found above the vortex centre which is longer than the average time period even with 
the 8% stretch. The most important point that must be taken from the spanwise locations 
above the vortex centre is that the blade response is not impulsive.
The strongest response is found near the spanwise position where the vortex centre travels 
along the chord. This is due to the axial core flow that is most dominant at the centre of a tip 
vortex core. As previously noted, there is also an asymmetry in the blade response between 
spanwise locations above and below the vortex centre. The next two chapters deal with 
indicial modelling and its application to predicting the response of the interacting blade to the 
vortex axial core flow.
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4,1 Introduction
An indicial function is the response to a step change in forcing. By definition, this step 
change in forcing is instantaneously applied and remains constant. The indicial response is 
then modelled by an indicial function, which exponentially asymptotes to the steady state 
response established by the applied forcing. However, in unsteady aerodynamics the 
aerodynamic forcing is rarely constant. Even so, by using a single indicial function or a 
combination of functions combined through Duhamel’s principle of superposition, indicial 
modelling is capable of predicting unsteady aerodynamics by sampling the time history into 
a series of step functions.
The development of indicial models for unsteady aerodynamics has advanced steadily since 
the first documented method in the 1920s. More recently, within the last 30 years, Beddoes 
and Lelshman have almost solely expanded the development of indicial models for 
helicopter aerodynamics.
The Indicial method has been the preferred modelling technique for investigating the 
inherently complex helicopter rotor environment. This environment is characterised by large 
variations in velocity dependent on the radial distance, the azimuthal position, and the mode 
of flight. Ideally, exact frequency domain solutions are derived to solve for aerodynamic 
loads. However, the reduced frequency, the common independent timescale variable in 
frequency domain solutions becomes ambiguous in this environment. Consequently, time 
domain solutions are more common and can be easily applied as the azimuthal travel of a 
rotor can be sampled in a time dependent manner. This time dependent sampling is also 
consistent with some existing rotor load and aeroelastic calculations.
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indicial solutions in the time domain simplify the indicial model whilst retaining the indicial 
technique’s ability to model arbitrary flows. Wagner, Kussner, von Karman and Sears 
developed early time domain dependent indicial models for idealised flows, and through 
experimental and other numerical modelling comparisons, Beddoes and Lelshman have built 
upon the early Indicial models enabling their potential use as a predictive tool for unsteady 
rotor aerodynamics.
4.2  EaHy In d ic ia l Modelling
Unsteady aerodynamics typically concerns flows where the response to velocity 
perturbations in the flow field results in significant changes in forces or moments over a short 
timescale. Typically, modelling of the unsteady aerodynamics of rotors captures both the 
attached flow conditions and the separated flow conditions including those associated with 
dynamic stall. These models are derived from experimental data and generally feature 
discrete attached and separated flow models. The attached flow models are particularly 
relevant to this work on tail rotor orthogonal blade vortex interaction where large-scale 
unsteady flow separation typically does not occur.
Early indicial models were formed to predict the response to changes in flow conditions of 
idealised forms with solutions in both the frequency and time domains. Theodorsen (1935) 
and Sears (1940) developed frequency domain solutions to calculate the indicial lift 
response to harmonic changes in angle of attack and a non-uniform gust field respectively.
These frequency domain solutions were useful for fixed wing and some aspects of rotary 
wing aerodynamics where the reduced frequency is still a useful parameter. However, as 
previously mentioned, velocities in the rotor environment are rarely constant around the 
cycle and also feature a variation in velocity along the spanwise direction. In these
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circumstances solutions in the time domain rather than the frequency domain are more 
practical.
In the time domain Kussner and Wagner developed two indicial lift solutions. Wagner (1925) 
obtained a solution for a thin aerofoil’s indicial response to a step change in angle of attack, 
and Kussner (1936) determined the indicial response for an aerofoil entering a sharp edged 
gust.
Unlike frequency domain solutions, the time domain indicial response is typically found 
numerically as opposed to analytically. Despite the requirement of numerical solution, the 
time domain indicial functions are powerful and robust enabling the modelling of arbitrary 
unsteady rotor aerodynamics. Due to their numerical nature, time domain indicial methods 
are typically subject to large correlation studies to establish confidence. Full analytical 
solutions are cumbersome and time consuming to solve, therefore accurate exponential 
approximations have been developed. Jones (1940) and Sears & Sparks (1941) derived 
exponential approximations to the Wagner and Kussner functions respectively.
A time domain solution is typically expressed as the solution of the quasi-steady state 
response minus some combination of deficiency functions that decay exponentially with 
time. By using the principle of superposition and the Duhamel integral, the indicial response 
is constructed through the combination of the quasi-steady state and corresponding 
deficiency functions for the particular unsteady aerodynamic interaction being investigated. 
In this way, the indicial method captures Kelvin's Circulation Theory. The quasi-steady 
response is gradually attained as the influence of the vorticity shed in to the freestream has 
less effect as the aerofoil continues away from the shed vorticity at the freestream velocity.
4.3  Modem In d ic ia l Modelling
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In 1976, Beddoes (1976) developed an indicial model capable of reconstructing unsteady 
aerodynamic loads for use in rotor calculations. The model was composed of two parts: an 
attached flow model, and a dynamic stall model. The combination of these two elements 
was implemented using a set of conditions that determine which particular part of the model 
was used at any particular moment. The attached flow model Is the only part of the model 
used in this work, and consequently further details of the separated flow model can be found 
in the associated references.
The attached flow model is based on the incompressible Wagner solution for the indicial lift 
in responding to changes in angle of attack. However, Prandtl-Glauert (Katz and Plotkin, 
2001) compressibility effects were also included by the scaling of the time scale by (1-M^) 
and the result of the Wagner function by ( V(l-M^) ). Close agreement with experimental data 
from a variety of sources was found except during the very early stages of aerofoil response. 
In general, Beddoes’ first generation computational model modelled experimental and flight 
test data well showing that there was potential for using indicial modelling as an effective 
tool for helicopter aerodynamic performance estimation, [comment on the fact that Beddoes 
indicial model starts from 0 and not 0.5 like Wagner function does ~ a sketch of the Wagner, 
Kussner, Beddoes.]
In 1983, Beddoes (1983) identified weaknesses in his first generation model and focused on 
developing the indicial model’s ability to predict the high Mach number flows found in 
helicopter forward flight. Also, Beddoes noted that the existing first generation model 
captured different types of stall with varying levels of success. Beddoes noted that the level 
of agreement with different aerofoil sections could be classified dependent on the type of 
static stall associated with that aerofoil. The dynamic stall behaviour of aerofoils statically 
stalling due to leading edge stall were predicted well and conversely, aerofoils exhibiting 
trailing edge separation at static stall were not.
Beddoes augmented the first generation model by incorporating the modelling of trailing 
edge stall and leading edge stall together with shock induced stall, where appropriate, all via
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simple calculations based on empirical data. This indicia! model retained the computational 
efficiency of the original with the additional benefit of more accurately predicting the different 
forms of dynamic stall.
Beddoes (1984) demonstrated that the indicia! formulation fulfilled the two-dimensional 
computational requirements for the calculation of rotor aerodynamic loads incorporating 
unsteady flow. Beddoes demonstrated good agreement between the indicial formulation and 
a compressible, time-dependent Navier-Stokes calculation for an abrupt motion. He also 
demonstrated the ability of the indicial formulation to model any arbitrary flow, including 
separated flow, and emphasised its computational efficiency.
A key feature of the indicial model was that the indicial response was separated into two 
components: the circulatory and the impulsive responses. The circulatory component, due to 
induced effects of the shed wake and its movement relative to the aerofoil, featured an 
exponentially decreasing deficiency function for the shed wake effect added to the quasi­
steady lift response. The impulsive component is analogous to an acoustic wave similar to 
piston theory (Bisplinghoff, 1962). The fluid is instantaneously accelerated by the aerofoil, 
creating a pressure wave that propagates at the speed of sound. The instantaneous value 
then decays exponentially with time.
The circulatory and impulsive components of the indicial lift response depend on different 
time scales. For this reason, Beddoes investigated the effect of different time sampling 
strategies on the predicted response. In particular, he examined two strategies. The first, the 
‘step’ algorithm, is dependent on the sampling rate. The second, the ‘ramp’ algorithm, is 
dependent on the rate of a ramp motion.
Beddoes observed that using the ‘step’ sampling strategy for both the circulatory and 
impulsive calculation resulted in different problems. For example, if the ‘step’ algorithm was 
used to sample both the circulatory and the impulsive inputs, a phase lag would develop in 
the circulatory response whereas the impulsive response decreased in amplitude. Similar
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problems were also found when using the ‘ramp’ algorithm for both components. Typically, 
these disparities were manifest in the form of poor peak prediction and the shifting of peaks 
due to phase lag.
Lowering the sampling rate resulted in poor agreement with experimental results for both the 
‘step’ and ‘ramp’ algorithms. However, Beddoes found for the circulatory calculation that a 
lower sampling rate could be used for the circulatory calculation using the ‘step’ algorithm. 
Similarly, a lower sampling rate could be used for the impulsive calculation when using the 
‘ramp’ algorithm.
Lowering the sampling rate of the ‘step’ algorithm (Figure 4.1) affected the impulsive 
response more severely, the Impulsive response lost more prediction accuracy compared to 
the circulatory response for the ‘step’ algorithm. For the same approximate sampling rate, 
the ‘ramp’ algorithm (Figure 4.2) predicted a more accurate impulsive response. Therefore, if 
only a limited sampling rate is possible, the ‘ramp’ algorithm should be used to help resolve 
inaccuracies in the impulsive prediction. However, the ‘step’ algorithm is sufficient to model 
the impulsive component provided the sampling rate of the ‘step’ algorithm is high enough.
C irc u lo lo ry  üft Impulsive l i f t
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Figure 4.1: Beddoes discrete time sampling - Step algorithm
Computational efficiency was the primary concern for Beddoes in 1984 and this was why he 
developed the ‘ramp’ algorithm. This work is predominantly interested in accuracy and
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Figure 4.2: Beddoes discrete time sampiing - Ramp algorithm 
therefore the extra computational time required to solve both the circulatory and Impulsive
components using the ‘step’ algorithm was acceptable in this case.
Beddoes and Leishman, both working for Westland Helicopters Ltd, presented comparisons 
of their indicial model with experimental data for ramp and oscillatory generation of dynamic 
stall, at the American Helicopter Society Annual Forum in 1986 (Leishman and Beddoes. 
1986). Of particular relevance to the current work was the demonstration that the indicial 
model was capable of predicting the response for arbitrary rotor blades. This was shown by 
the good agreement with the NACA 0012 aerofoil and two rotor blades, the Hughes HH-02 
and the Sikorsky SC-1095. The particularly strong agreement under attached flow conditions 
was vital validation for the potential use of Indicial modelling in the modelling of the attached 
flow found during orthogonal blade vortex interaction.
A few years later in 1989, Beddoes (1989) added more improvements to the indicial method 
(Figure 4.3). In addition to the two deficiency functions used to model the circulatory indicial 
response. Beddoes introduced a third deficiency function. This function was developed from 
the realisation that the circulatory component of the response is dependent on the decay of 
the initially strong response of the impulsive component. The timescale of this third 
deficiency function is related to the decay time constant of the impulsive component.
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Beddoes also documented the use of ‘shape functions’ based on thin aerofoil theory to 
capture the chordal distribution of velocities found in blade vortex interaction. The shape 
functions integrate the effect of the incident velocity distribution along the chord. In this way, 
the effect of the circulatory loading and impulsive loading are shaped to allow for 
irregularities normally found at the leading and trailing edge. These irregularities, in previous 
versions of the indicial model, led to excessive forces at the leading edge and trailing edges. 
The ‘shape functions’ addressed the lack of accurate modelling at chordal locations near the 
leading and trailing edge, and consequently more accurately predicted the passage of a 
disturbance across the chord.
Comparison of Kussner, Wagner and Beddoes circulatory indicial responses.
Kussner Wagner -  Beddoes
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Figure 4.3: Comparison of Kussner, Wagner and Beddoes circulatory indicial responses. 
Note that the Wagner response starts from 0.5 unlike the other responses which start
from 0.
The indicial method was rigorously verified by validation against experimental data and other 
numerical representations. Comparisons with fully resolved indicial calculations, without the 
use of exponential approximations, are also possible, even although they are not commonly 
found. Wagner (1925) calculated some incompressible solutions, whilst Mazelsky (1951) 
updated the solutions for compressible flow. The calculations are summarized in Bisplinghoff 
(1955), where pitch and plunge motions are modelled. Beddoes’ indicial model predicted 
accurately both the lift and pitching moment. Agreement with a high Mach number Euler 
solution was also found to be acceptable particularly for the initial few chord lengths of the 
response.
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Importantly, this paper also documented Beddoes attempt to model parallel blade vortex 
interaction. The aerodynamics of a rotor blade depend on its own wake and also the wakes 
generated by other blades. Beddoes idealised the parallel blade vortex interaction into 2 
dimensions, and therefore simplified the highly variable spanwise distribution of wake 
effects. Also, in this case, the vortex travelled parallel to the spanwise direction and the 
chordal plane. The indicial model normal force coefficient response for this case compared 
well to Navier-Stokes calculations completed by NASA (Srinivasan, 1986) for a low (M=0.3) 
and a high (M=0.8) Mach number flow.
Beddoes also developed a three-dimensional indicial formulation to calculate spanwise 
loadings on rotor blades. In the present study only two dimensional calculations are 
performed and so Beddoes 3-D model will not be considered here.
In 1993, Leishman derived the indicial response for parallel blade vortex interaction in the 
frequency domain from available experimental data. This was typically for aerofoils 
undergoing angle of attack changes and pitch changes, during parallel blade vortex 
interaction. Leishman showed that the availability of suitable data was the key factor to 
determining an accurate derivation of the indicial response from experimental data.
Two problems existed with the experimental data. Frequently, the experimental data were of 
insufficient quantity, or not available over a broad enough range of conditions to allow the 
accurate derivation of the indicial response. It was also noted that experimental data 
collected for the same aerofoil under the same conditions exhibited a different response 
depending on the source of the data. These problems, limited the accuracy with which the 
indicial response could be derived.
Leishman, however, did observe that the key to determining an accurate indicial response 
were the accurate modelling of compressibility and the unsteady aerodynamic response. 
Leishman detailed the use of simplifying techniques including increasing the vortex core
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radius, in existing techniques to account for compressibility. Whilst this approach provided 
acceptable results, future models will need to represent the effects of compressibility in a 
rigorous manner.
In 1994, van der Wall and Leishman developed a general indicial model that took account of 
a combination of pitching, plunging and fore-aft motion. They demonstrated the limitations of 
existing techniques and their assumptions in predicting of aerofoil response to arbitrary 
motion. They demonstrated through comparisons with modern Euler CFD calculations, and 
also comparisons with the exact solutions, that the indicial response derived by their method 
was superior to any other in terms of quality.
4 .4  Summary
The derivation of indicial responses to various simple prescribed motions have been around 
for a long time. In application to helicopter rotor interactional aerodynamics and their 
associated flow fields, solution has only been attempted for the parallel blade vortex 
interaction on the main rotor. This study concentrates on applying the indicial methods to the 
orthogonal blade vortex interaction. In the following chapter a range of indicial modelling 
strategies will be investigated.
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5,1 Introduction
This chapter will examine the application of the different indicial prediction methods to 
orthogonal blade vortex interaction. Firstly the unsteady lift response predicted by the basic 
Kussner function will be examined before the more sophisticated Beddoes model is applied 
to the flow. These two indicial lift predictions will be directly compared with an experimental 
base line case, which is the 40 m/s case at the spanwise location where the centre of the 
vortex passes along the chord. Following this in a later Chapter, comparisons are made with 
other orthogonal blade vortex interaction computations documented by Liu and Marshall 
(2004) and experimental data from a smaller wind tunnel at the University of Glasgow 
(2001b).
A previous chapter documented the analysis of the experimental data. It was found that the 
dominant response was at the spanwise location coincident with the vortex centre, and at 
spanwise locations below the vortex centre. The main cause of the blade response at the 
vortex centre is the axial core flow, and therefore, initial indicial modelling will focus on 
characterising the response due to the tip vortex axial core flow.
There are different types of vortex axial core flow models. These will be discussed later, 
however, they are all very similar and typically feature a peak axial velocity at the vortex 
centre with some form of decay of the axial velocity dependent on radial distance from the 
centre. Therefore, because the dominant velocity exists at the vortex centre, this chapter will 
concentrate on indlclally predicting the blade response at the spanwise location where the 
vortex centre passes along the chord. After analysing the response at the vortex centre, the 
chapter will also briefly examine the predicted blade response at spanwise locations away 
from the vortex centre based only on the axial core flow.
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5 .2  Comparison o f Ind icia! Modeis w ith Expérim entai 
Response a t the Vortex Centre
Theodorsen, Sears, Wagner and Kussner developed the first indicial models, which 
represented responses to typically simple step functions. The Wagner and Kussner indicial 
lift responses calculate the change in lift due to changes in angle of attack and due to an 
encounter with a sharp-edged gust respectively. The axial velocity profile from the vortex 
core can be modelled as a sharp-edged gust field, and therefore the ability of Kussner’s 
indicial function to predict orthogonal blade vortex interaction was initially investigated.
5.2.1 Kussner Indicial Lift Response
The indicial lift response for a sharp-edged gust is given by:
Q ( 0
d w „(0) J  yA^s -  ( j ) d a (5.1)
For a thin aerofoil the lift curve slope, mo, can be approximated as 2ti, i.e.;
C/ =  i T i a (5.2)
Assuming the indicial step change is small, the angle of attack can be simplified with the 
small angle approximation:
V =  tan a  a (5.3)
On this basis it can be seen that the indicial lift response dynamically predicts the effect of 
the vertical gust field for a thin aerofoil undergoing small angle of attack changes. The
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unsteady changes in the vertical gust Wg are captured by the square bracketed term in 
equation (5.1), which is a Duhamel Integral.
5.2.2 Duhamel Integral
Linear systems, either continuous or discrete time systems, possess an important property 
called superposition. If an input consists of several weighted inputs the corresponding output 
is the weighted sum, or superposition, of each input’s respective output. Due to this 
superposition property of linear systems any output signal can be reproduced by 
superposition. The sum of these responses is called the convolution sum for discrete (i.e. 
sampled) systems, and the convolution integral for continuous time systems.
In aerodynamics, the convolution sum or integral is commonly referred to as the Duhamel 
integral, and it is this term that is typically associated with indicial modelling. Aerodynamics, 
like many fields, is non-linear in nature. However, linear representations of non-linear 
systems are possible in some particular cases, allowing more complex non-linear 
aerodynamics to be accurately approximated, in certain particular circumstances, by simple 
linear approximations.
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Input
Time
Figure 5.1: Sampling of input of a system into a series o f steps
As previously stated, if the input of a system is discretized into a series of steps (Figure 5.1) 
then the solution for the output signal is logically the superposition of the response to each 
shifted steps. Therefore, the convolution sum is the product of each shifted unit step (h[t-T]) 
multiplied by a weighting factor (x[tj), where t-x is the shift for each unit step h:
y [ n ] ^  ^ x [ t ] h [ t - T ]  (5.4)
The convolution integral is identical except that the unit impulses are infinitesimal in width;
y ( t ) =  j x ( T ) h ( t - T ) d T  (5.5)
However, in this application the system is discretely sampled and therefore the convolution 
sum will be used. If the system is assumed to be a simple linear first order system of the 
form:
d t
+ a y { t )  =  x { t ) ,  w h e r e  : _y(0) =  y ^ (5.6)
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The response to a unit step is given by:
=  (5.7)
The derivation of this is given in Appendix A.
This response to a unit step can now be used to approximate the response of a non-linear 
system, which in this case is the unsteady lift response of an aerofoil to a sharp-edged gust 
or changes In angle of attack. Since the response to a single step is now known, the input 
signal can be discretized into a series of steps and the response of any system can be 
reproduced by the linear superposition of the responses to the steps. This is, in essence, the 
result of the bracketed term in equation (5.1).
Unfortunately, to complete the calculation involving the Duhamel integral would require 
calculation of ail outputs for all of the discretized time steps and consequently requires the 
storage of a large amount of data to calculate the final response. However, exponential 
approximations to the solution of the Duhamel integral have been obtained for the Kussner 
and Wagner indicial lift expressions. The exponential approximations are of the form of 
equation (5.7) for the response to a linear system given by (5.6). These exponential 
approximations are implemented Into a recursive formula where the calculation of the 
current time step’s indicial lift response is only dependent on the previous time steps’ output. 
This greatly reduces the volume of data required to be stored between time steps and also 
the number of calculations in each time step.
Leishman (2001) provided a review of modelling of unsteady aerodynamics, where he 
documented the Kussner indicial lift, the numerical solution of the Duhamel integral, and the 
recursive solution of the Duhamel integral using exponential approximations. By assuming 
that the non-linear aerodynamic response of the aerofoil can be adequately modelled by the 
combination of two step responses, the indicial lift response can be represented by a two-
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term exponential indicial function. Therefore, the response of the system can be 
approximated by:
=  1 -  4 e - ' ' “ -  (5.8)
Where s is non-dimensional time, in terms of semi-chords of travel:
s =  2 V t / c  (5.9)
Due to the previously discussed superposition principle of linear systems, the response of a 
system can logically be represented by the superposition of multiple, in this case two, linear 
responses. This is true as long as the sum of the coefficients of the exponentials (ZA^) 
equals one, ensuring that the initial output from the system at time s=0 is zero, if this is not 
true then the superposition principle will not hold, as the system will no longer be linear.
A two-term exponential approximation of the Kussner iift function was caiculated by Sears & 
Sparks (Leishman, 2002):
i^(s) « 1 -  (5.10)
By substituting the two-term exponential response function into the Duhamel integral and 
neglecting short-term transients, the effective magnitude of the vertical upgust caiculated in 
the Kussner lift response is:
( s )  =  w (0 )(^(^ ) +  \— y / { s  -  < j ) d a  i d s  
( s )  =  w( 0) ( l - J—  ( l -
0
w(0) = 0 (5.11)
w^(,s')= \ d w { s )  -  -  \—
0 0 ^  0 ^
K  ( ‘^ )  =  - - ^ ( s ) - Y ( s )
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Where the indicial lift response equals:
(5.12)
By assuming a continuously sampled system, the following 3 recursive soiutions give 
progressiveiy more accurate solutions for X and Y.
X ( s )  =  X ( s - A s ) e  AW j (5.13)
X { s )  =  X ( s  -  A s ) e - ' ' ' ^  +  (5.14)
X ( s )  =  X ( s  -  A s)e -‘ '^  +  ^  Aw^ (l +  ) (5.15)
The three recursive solutions are the originai solution (5.13), the mid-point solution (5.14) (or 
half-step lead, as documented by Beddoes (1989), and the solution based on Simpson’s rule
(5.15). The mid-point solution and Simpson solution result in approximations that are within 
1% and 0.05% respectively. In this study indicial models were coded in C++ and in this 
particular case, for the Kussner indicial lift response, used the mid-point solution.
5.2.3 Kussner Indicial Lift Response Results
For ali future comparisons of the experimental data against indicial models, a sample Cn plot 
was taken from the selection of sixteen data blocks available at the centre spanwise 
location. Effort has been made to select a ‘representative’ Cn piot from the selection of 
sixteen, which features a ‘typical’ interaction. This was done by seiecting a data biock that 
featured a dCn of similar magnitude to the average dCn magnitude determined in the 
previous chapter. The gust velocity used in the calculation corresponded to the peak axial 
velocity measured by Wang (2004) for the 40m/s interaction case.
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As mentioned earlier in the introduction of this chapter, there are different core models used 
to represent the axial velocity distribution of a tip vortex. Kaufman (or Scully), Rankine, and 
Lamb are but a few. However, these formulations all result in very similar axial velocity 
profiles (Bhagwat and Leishman, 2002). Therefore the selection of one model over another 
will not significantly affect the result of any Indicial modelling. The Lamb-type vortex model 
was chosen due to its simplicity to implement where Lamb’s equation (5.16) calculates the 
axial velocity w, dependent on the peak velocity (Wmax) at the vortex centre, the radius of the 
core rc, and the radial distance from the vortex centre. All subsequent indicial models feature 
a prescribed axial velocity profile determined by Lamb’s axial velocity profile formulation:
MAX (5.16)
The comparison of the Kussner indicial lift response with the experimental data at the vortex 
centre location is plotted in Figure 5.2. The Kussner function over predicts the magnitude of 
the initial response peak. However, the gradient of the impulsive increase to the initial peak 
is well represented. Due to the over prediction of the initial peak, it is difficult to evaluate the 
effectiveness of the Kussner function in predicting the decay of the lift coefficient after the 
initial stages of the Interaction. The experimental data do feature a rapid decay in lift
Kussner indicial iift prediction comparision with experimental data (ds=0.25)
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Figure 5.2: Comparison of Kussner indicia! lift response (ds=0.25) to experimental data 
coefficient after the initial peak, which is then followed by a more gradual decay. The indicial
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prediction, however, only features an exponential decay. Also, the indicial prediction has a 
slightly ‘jagged’ appearance near the peak, demonstrating that the time scale resolution is 
too coarse.
Figure 5.3 shows the same plot comparison as Figure 5.2, but in this case the time step has 
been halved and so the Initial peak is more rounded than before. The increased temporal 
resolution of the Kussner function does slightly increase the magnitude of the initial peak but 
the general form of the response remains the same.
Kussner indicial lift prediction comparision with experimental data (ds=0.125)
0.12
Experiment —  Kussner —
0.09 
0.08 
-  0.07
;i 0 06
1  0.05
ë  0.04 
0.03 
0.02 
0.01
- 0.01
00-
t t î t t t t t t t t t t t t t t t t
Figure 5.4: Comparison of axiai flow gust profiles and constant gust, respectively
The Kussner function was designed to calculate the unsteady lift response to a sharp-edged 
gust for a thin aerofoil. Typically, this would be the interaction of an aerofoil with a gust of 
constant magnitude (Figure 5.4). Before the aerofoil interacts with the gust the upgust 
experienced by the aerofoil is zero m/s. After the gust has reached the leading edge the 
aerofoil experiences continuous gust of constant magnitude Wo across the chord.
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However, In orthogonal blade vortex Interaction, the vertical gust field varies dramatically 
across the chord due to the radial distribution of axial core flow (Figure 5.4). Consequently, 
the orthogonal blade vortex interaction gust field is different to the idealised sharp-edged 
gust field. The over prediction of the initial peak in the response is due to the calculation 
assuming that the whole chord of the blade is engulfed in a gust of constant magnitude 
equal to the vortex axial velocity measured in the experiment.
The Kussner function incorrectly calculates the velocity distribution for any non-uniform 
sharp-edged gust field. The relative size of the vortex core to the length of the chord ensures 
that the loading due to the axial core flow will always be localized and therefore a calculation 
that assumes a uniform velocity sharp-edged gust field will not be suitable. To improve the 
calculation of the Indicia! lift prediction for orthogonal blade vortex interaction, a 
representation of the chordal distribution of the axial core flow must be incorporated.
5.2.4 Beddoes Indicial Lift Response
In 1989, Beddoes published a paper detailing an updated indicial technique with potential 
application to the orthogonal blade vortex interaction. Beddoes first separated the indicial lift 
response into two components: a circulatory component and an impulsive component. Also, 
Beddoes allowed for the integration of the effect of a varying chordal distribution of vertical 
upgust velocities typically found in blade vortex interaction.
The circulatory component is:
Q c  =  (5.17)
Where A ,=0.165, Az=0.335, A3=0.5, T1=20, T2=4.5, T3=1.25M, M = Mach No, s'= non-
dimensional time in terms of semi-chords of travel with Prandtl-Glauert compressibility 
correction.
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The Impulsive component is;
C j j  =  — e  (5.18)
Where Tl=(c/a)( (1+3M)/4 ), a = speed of sound, c = chord, M= Mach No.
The At] and AA, components represent the resultant effect of the chordal distribution of axial 
core flow for the circulatory and impulsive components respectively. The Aq and A A. are 
evaluated as the difference between the calculated rt and X  for the current time step minus 
the calculated r \  and A. from the previous time step, q and A, are the integrals of the axial core 
flow distribution across the blade chord, for the circulatory and impulsive components 
respectively:
r f i  = - i -  \ w { O ) ( ) . - Q O s 9 ) . d 0  (5.19)
TiV •'
jw (g ) sin ) (5.20)
Where:
<9 =  cos ( l - 2 x / c )  (5.21)
Figure 5.5 shows how the shaping affects the distribution of the vortex axial core velocity. In 
the case of the circulatory component, n, the flow after the mid chord location is accentuated 
whilst the flow is damped over the first half chord. The impulsive component, X ,  is 
accentuated at the mid chord and damped for the leading and trailing edges. Consequently, 
the maximum r \  is obtained as the centre of the vortex moves between the three quarter
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chord location and the trailing edge, and the maximum X is obtained when the centre of the 
vortex is at the mid chord location.
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Figure 5.5: Circulatory and impulsive Shape Functions
To evaluate the integral in a computer program numerical integration is required. Simpson’s 
rule is commonly regarded as the most accurate numerical Integration method. Therefore, a 
function was programmed to calculate the Simpson’s rule for arbitrary input data. Beddoes 
documents the use of thirty Simpson segments providing enough accuracy to calculate the 
indicial lift response for the parallei blade vortex interaction. Thirty segments were also used 
here in the indicial iift caiculations.
One other improvement that was documented by Beddoes was the inclusion of 
compressibility by using the Prandtl-Glauert compressibility correction (p) (Mazeisky, 1951, 
Anderson, 2001). This is simpiy implemented by scaling the non-dimensional time by (1-M^), 
and the lift coefficient by ( 1 / ( 1 Therefore the compressible non-dimensional time is:
2Vt (5.21)
Beddoes recommended that the size of the time step be kept to Vt/c = 0.1 in order to fully 
resolve the indicial response.
5.2.5 Beddoes Indicial Lift Response Results
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Figure 5.6 shows a comparison between the experiment and the indicial response calculated 
using the Beddoes model with thirty Simpson segments, and a step size Vt/c = 0.1 which is 
equivalent to ds' = 0.2|3^ (where p=V(1“M^) ).
Beddoes indicial lift prediction comparison with experimental data at vortex centre
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Figure 5.6: Beddoes lift prediction comparison with experimental data at vortex centre
The predicted peak now more accurately matches the impulsive peak found in the 
experimental data. However, the gradient of the Impulsive increase in the indicial response 
is slightly less steep, and the indicial response also shows a second peak that is not present 
in the experimental data. Also, after the secondary peak the indicial response decays more 
quickly than the experimental data. Furthermore, it can be seen that the indicial response is 
slightly ‘jagged’ near the peaks indicating a similar lack of temporal resolution found with the 
Kussner indicial lift prediction, again the ds’ step size was too large.
5.2.6 Sensitivity to ds’ step size and number of Simpson 
segments
Figures 5.7 - 5.9 shows the effect of reducing the ds’ step size for the circulatory, impulsive 
and total lift, respectively. The impulsive component can be further resolved by reducing the 
step size, and consequently, this results in a different shape for the total lift prediction. 
Figure 5.9 shows that the secondary peak previously found is reduced in magnitude and the
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Variation in Circulatory Lift witti respect to ctianges in ds
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Figure 5.7: Circulatory Lift variation with changes in ds’ step size
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Figure 5.8: Impulsive Lift variation with changes in ds’ step size 
gradient of the initial peak, and its magnitude, are now accentuated if the step size is
decreased. With a ds’ step size equal to 0.01 the form and magnitude of the indicial lift
prediction produces a significantly better agreement with the experimental base line case for
the initial stages of the interaction.
As documented earlier in this chapter, Beddoes stated that the ‘step’ algorithm, used here so 
far, might not adequately represent the impulsive component when Vt/c equals 0.1. Beddoes 
recommended the use of the ‘ramp’ algorithm if an excessive decrease in the size of time 
steps was required to fully resolve the impulsive component
101
5 Indicial Modelling at Vortex Centre
Variation in Lift with respect to changes in ds
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Figure 5.9: Total Lift variation with changes in ds’ step size
Comparison of Step and Ramp with ds’ = 0.2P‘
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Figure 5.10: Comparison of 'Step' and 'Ramp' algorithms 
The effect of using the ramp algorithm may be observed in Figure 5.10. First,
accurately predicts the fully resolved impulsive component with ds’ = 0.2|3 but
the prediction is ‘jagged’
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Figure 5.11: Effect of the number of Simpson segments (ds' = 0.20'). Note that with 
Simpson segments equal to 90 and 300 and identicai response ivas catcuiated.
in appearance indicating that the prediction could be further resolved by decreasing the ds’ 
step size. However, on decreasing the ds’ step size to 0.01 the ‘jagged’ appearance is still 
evident suggesting that the ‘ramp’ algorithm is not as well refined as the ‘step’ but 
nevertheless provides a suitable solution when increased computational efficiency is 
required. The fully resolved total lift ‘step’ prediction has a more agreeable form, since it 
does not feature the ‘jagged’ peaks of the ‘ramp’ prediction. Therefore, since the form of the
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Figure 5.12: Effect of the number of Simpson segments (ds' = 0.010)
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‘step’ calculation is more agreeable, the ‘step’ calculation is favoured over the ‘ramp’ 
calculation. Also, the relative increase in computational time required when the ds’ step size 
is reduced to 0.01 for the ‘step’ algorithm is not seen as limiting factor in this study, as the 
total running time of the calculation is still negligible.
A small sensitivity of Beddoes indicial lift prediction to the number of Simpson segments was 
found. Figures 5.11 shows that increasing the number of Simpson segments does produce a 
better prediction when ds’ = 0.2p^ and when there are 90 or 300 segments, however, the 
shape is still not as smooth as the ds’ = 0.01 p^ with 30 segments. No such improvement is 
found with the ‘fully resolved’ case where ds’ = 0.01 p^ (Figure 5.12).
5.2.7 Fully Resolved Indicial Response
Comparison of the expérimentai data with the indicial model, where ds’ = 0.01 p  ^ and the 
number of Simpson segments is 30, results in a much more favourable agreement in form 
and magnitude (Figure 5.13). The model accurately predicts the initial impulsive rise in the 
lift coefficient present in the experimental data. Also, the gradient of the impulsive rise is 
more accurately predicted. The later stages of the interaction are relatively poorly predicted 
by the indicial model. So far, experimental data from the 40 m/s base line case have been 
considered. Now, comparisons of the Beddoes indicial lift prediction with experimental data 
at velocities of 20, 30, and 50 metres per second are made to demonstrate the robustness of 
the modelling procedure.
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Beddoes indicial iift prediction comparison with experimental data at vortex centre
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Figure 5.13: Comparison of experimental data with model, (ds' = 0.01 j f ,  Velocity ~ 40 m/s)
5.2.8 Response at Vortex Centre for Velocities 20, 30, and 50 m/s
Again, the experimental data set at each velocity for the spanwise location of the vortex 
centre contains sixteen data blocks, with each block capturing a single orthogonal blade 
vortex interaction. Each block was visually compared against the other fifteen comprising the 
set, and a ‘representative’ data block was selected based on a subjective evaluation of what 
comprised the mean{/average) response. The responses in each of the sixteen blocks were 
generally of fairly similar nature, and selecting a ‘representative’ block was straightforward.
Figures 5.14 - 5.16 demonstrate that the Beddoes indicial lift prediction model is capable of 
predicting the initial impulsive rise and peak fairly adequately for all cases, demonstrating a 
robust capability to predict the initial peak in terms of magnitude and gradient.
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Beddoes indicia! lift prediction comparison with experimental data at 0mm
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Figure 5.14: Comparison of expérimentai data with model, (ds' -  0.01/ f ,  Velocity = 20
m/s)
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Figure 5.15: Comparison of experimental data with model. (ds'~ 0.01 ( f, Velocity = 30 m/s)
However, similar to the base line forty metres per second case, the predictions at the other 
velocities fail to reproduce the trends in the experimental data after the initial stages of 
orthogonal blade vortex interaction. Appendix B shows the configuration settings for the 4 
different velocities. The 4 cases feature a large variation in freestream velocity, although not 
such a dramatic variation in vortex core radius or maximum axial velocity. Therefore, the 
results characterise vastly different types of interaction as indicated by the variations in 
Impact Parameter (IP), Axial Flow Parameter (AFP) and Thickness Parameter (TP).
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As previously discussed In the background reading on orthogonal blade vortex interaction, 
Marshall and Krisnamoorthy (1997, 1998), from the University of Iowa, developed these 
three main parameters to determine the type of vortex interaction that would occur during 
orthogonal blade vortex interaction. Marshall also documented critical values of these 
parameters about which the type of flow is determined.
Beddoes indicial lift prediction comparison 
with experimental data at 0mm
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Figure 5.16: Comparison of experimental data with model, (ds' = 0.01^, Velocity = 50
m/s)
The most relevant of the parameters for these data sets, are the Impact Parameter and the 
Axial Flow Parameter. The IP in each case characterises a ‘weak regime’ interaction where 
the breakdown of the tip vortex core does not occur until the vortex core is ‘cut’ by the blade. 
The AFP is supercritical for all cases except 30 m/s where the AFP is subcritical. In this case 
the axial core flow is not strong enough to block the propagation of vorticity generated at the 
blade surface travelling against the axial core flow. This therefore poses a potentially 
different case compared to the subcritical case where the flow is typically compared to a jet­
like flow impacting on a normal surface. Despite the large variation in freestream velocities 
compared to the relative small variations of the vortex core radius and axial velocity, only 
one of Marshall’s four parameters, which characterize an orthogonai biade vortex 
interaction, cross a critical boundary. However, the variation in the Axial Flow Parameter 
across its critical boundary at 0.707 has not led to any inconsistencies in the prediction of lift
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during the initial stages of orthogonal blade vortex interaction. The later stages of all 
interactions are poorly predicted. This will be discussed in more detail later.
5 .3  Summary
This chapter demonstrated that the indicial models based on the Kussner function are 
incapable of indicial modelling the orthogonal interaction accurately. However, it has been 
found that by using an indicial model that takes into account the chordwise distribution of 
axial velocities due to the interaction, that an accurate prediction of the initial stages of the 
interaction is predicted. The peak magnitude of the lift response predicted by the indicial 
model is similar to the magnitude found by the detailed analysis of the experimental data in 
Chapter 3 at the vortex centre.
Also, the detailed analysis in chapter 3 identified a pon-symmetric peak lift response about 
the spanwise location where the vortex centre interacted with the blade. However, the 
indicial models presented in this chapter are dependent on the axial velocity profile alone, 
and would result in a symmetrical peak lift response about the vortex centre. Potentially, the 
rotational flow about the interacting tip vortex may account for the asymmetry. A panel 
method study is used in the next chapter to Investigate this.
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6 Two-Dimensional Panel Method
6.1 Introduction
The use of numerical panel methods has become commonplace in aerodynamics since the 
introduction of computers to industry. The technique involves solving the flow around a body 
by discretising its surface in to a series of panels. Singularities are located at the centre of 
each panel and their strengths adjusted until the series of connecting panels forms a 
streamline of the flow coincident with the body’s surface.
Panel solutions have been formed in both two and three dimensions, and a three- 
dimensional panel method is documented in a subsequent chapter. However, this chapter 
focuses on using a two-dimensional panel method to calculate the resultant quasi-steady 
change in lift on a symmetric aerofoil, due to orthogonal blade vortex interaction.
6.2 Pane! Method Theory and Application
The panel method is based on the principle of superposition of flows. Superposition of flows 
is possible when the equations governing the flow field can be reduced to linear equations. 
This occurs when incompressible, irrotational flows are considered. Obviously, this limits the 
application of the panel method to basic inviscid flows, where the Mach number is limited to 
subsonic values of less than approximately 0.3.
Once the linearity of the flow field is established, the superposition of elementary flows is 
possible and basic flow fields around some bodies can be calculated. For example the 
streamlines of flow past a cliff can be synthesised by the addition of a uniform flow and point 
source, or the flow around elliptical bodies, and cylinders, can be replicated by the use of a
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source-sink pair (doublet). The panel method extends the idea of representing body shapes 
by elementary flows by placing singularities on the surface of the desired body shape, and 
then determining the flow conditions due to the distribution of singularities, and the uniform 
flow or other external flow conditions.
Panel modelling different types of bodies requires different types of singularities. For non­
lifting bodies, such as solid surfaces like walls or an aircraft fuselage, source singularities 
are used. For lifting bodies, like aerofoils and blades, the circulation around the blade must 
be accounted for by the use of vortex singularities. Once, the type of singularity has been 
decided, the efficient distribution of panels to cover the body's surface must be determined.
The way in which singularities are distributed about a body’s surface is determined by 
dividing up the surface in to a series of panels. Typically, at the centre of each panel, usually 
called the collocation point, a singularity is placed. Where changes in the flow are relatively 
small, a high number of panels require additional computational time for a less than marked 
increase in accuracy. Therefore, panels are more densely packed in regions where more 
severe flow changes are likely. For example, for an aerofoil a larger number of panels may 
be located at the leading and trailing edge compared to mid-chord locations.
Whilst the distribution and the number of panels used to represent a body’s surface can be 
customized to a particular case, the way in which the singularity strength varies can also be 
altered. Low order panel singularity solutions usually resolve each panel’s strength as a 
constant strength across the panel’s length, and therefore, for a typical aerofoil, 
discontinuities in panel strength will exist at the boundaries of each panel leading to some 
inaccuracies in the subsequent calculation of forces and moments. However, higher order 
linearly or quadratically varying strength panels result in smooth transitions in singularity 
strength at panel boundaries. These higher order panel methods require more computational 
time, and still require the distribution of the panels to be tuned to each particular case.
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6.3 Application
The panel method solution is obtained by identifying influence coefficients that represent the 
influence of each panel on all others and then routinely solving for the n unknown panel 
singularity strengths corresponding to the n panels, dependent on external flow conditions. 
This is accomplished by determining the flow conditions that must exist at each collocation 
point. To establish a body’s surface as a streamline of the flow the panel method ensures 
that all flow is tangential at the body’s surface by ensuring zero normal flow incident at the 
surface. Once the singularity strengths have been determined, by solving the n simultaneous 
equations, the body’s surface forms a streamline of the flow.
Flow tangency at each collocation point can be enforced in two ways: either by the 
Neumann boundary condition or the Dirichlet boundary condition. Both boundary conditions 
effectively result in the same solution, although the application of one may be simpler in a 
particular case. The Neumann boundary condition enforces the streamline by specifying 
zero velocity normal to the panel surface at the location of the singularity, and the Dirichlet 
boundary condition implies the same condition only in terms of a velocity potential boundary.
When solving the panel method for a lifting body the Kutta condition must also be satisfied. 
This is usually achieved by making an assumption about the strength of the vortex panel on 
the upper surface and the vortex panel on the lower surface at the trailing edge. They are 
assumed to have equal strength but opposite sense, resulting in flow leaving the trailing 
edge in the same direction as the bisector at the trailing edge and therefore simulating a 
sharp trailing edge. To solve for a lifting body, vortex panels must be used to capture the 
circulation and, hence, the lift generated by the body.
The panel method is free from the typical constraints found in other potential flow solutions 
where bodies are restricted to particular shapes or flow conditions. The effectiveness of the 
panel method is only limited by the ability of the panel designer to appropriately implement 
panels to effectively capture the body shape. The efficiency of the panel method is better
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than other computational methods, which typically require the discretizing of the flow field 
around the body, rather than solely the body's surface as in the panel method, and 
consequently the panel method is many orders of magnitude more efficient. However, the 
panel method is limited to the incompressible domain, or circumstances where assumptions 
of incompressibility are valid.
6.4 Pane! Method Used In  This Study
In 1988, Coton documented a Fortran code capable of reproducing low speed flow over 
arbitrary aerofoils. The code was capable of solving the flow in two dimensions calculating 
the pressure distribution over both the upper and lower surface and subsequently calculating 
the lift and pitching moment associated with a given aerofoil. The panel method used 
linearly-varying vortex singularities to solve for the lifting body, and the Neumann boundary 
condition enforced zero normal velocity on the surface of the body. This chapter documents 
the application of this vortex panel method to calculate the lift generated by an interacting 
blade experiencing orthogonal blade vortex interaction under the same conditions as In the 
experiments.
The blade was modelled by 496 evenly distributed vortex panels. A high number of panels 
was required to capture the highly localised flow found during blade vortex interaction where 
the vortex core of a tip vortex is typically smaller than the chord length of the blade. An even 
distribution of panels was employed as opposed to the more commonplace denser 
distribution of panels at the leading and trailing edges. This is also necessary in this 
application as it was essential to capture the effect of the localized flow conditions due to the 
vortex core as it travelled over the chord.
In the cases studied here, the blade was fixed at zero degree of incidence, and the cross 
flow, caused by the tip vortex axial core flow resulted in a distribution of local angle of attack 
along the chord.
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The accuracy of the vortex panel method calculation is validated in the following figure 
(Figure 6.1). The iift coefficient was calculated for varying angles of incidence from 0 to 20 
degrees and compared with 3 separate sets of test data for the NACA 0015 aerofoil. The 
figure shows a good comparison for low angles of Incidence, particularly angles less than 5 
degrees which are most important for the work presented here.
Comparison of NACA data and 2D Vortex Panel Calculation for NACA 0015
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Figure 6.1: Comparison of 2D vortex panel method with NACA data for NACA 0015
To accommodate the introduction of iocalised flow conditions on the surfaces of the blade, 
some alterations were made to the vortex panel method. First, the normal velocity at each of 
the vortex panels was changed to account for the axial velocities associated with an 
orthogonai tip vortex. Second, the vortex panel method was placed inside a standard looping 
structure, where the axial and rotational velocities input into the vortex panel method were 
varied to simulate the passage of an orthogonal tip vortex along the aerofoil’s chord.
5.S Axial Flow Results
The two-dimensional panel method was subjected to the axial velocity distribution of a 
Lamb-type vortex. The axial velocity profile is defined according to Lamb’s equation (6.1).
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The vortex centre started off two chord lengths ahead of the leading edge of the blade and 
was moved towards and across the aerofoil until it was two chord lengths downstream of the 
trailing edge, therefore travelling a total of 5 chord lengths.
Figure 6.2 shows how the lift coefficient changes as the vortex moves along the blade chord 
for an incidence of zero degrees for a range of spanwise positions relative to the vortex 
centre line. The maximum lift is generated at the spanwise location where the vortex centre 
travels along the chord. The lift coefficient symmetrically decreases about the central 
spanwise location due to the symmetrical axial velocity distribution that varies solely as a 
function of radial distance.
Effect of Axial Core Flow on Lift Coefficient for Blade at Zero Degrees of Incidence
0.25
0 mm -----+- 30 m m -----60 m m -----+- 90 mm ......+-120 m m -----0.2
I
f
Ü
s
0.15
0.05
-2 1 0 2 3
Non-dimensional time (Vt/c)
Figure 6.2: Effect of Axial Core Flow on Lift Coefficient for a blade at zero degrees of
incidence
At all spanwise positions, the lift increases to a maximum as the vortex core approaches the 
trailing edge. From this point on the main vortex axial flow of the vortex core is leaving the 
chord and consequently the lift decreases dramatically. Of note, is that the axial flow 
imposed on the aerofoil is the equivalent to the axial flow taken from the experimental 
measurements. The maximum lift coefficient from this quasi-steady state response is
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approximately 0.24, which is roughly four times the magnitude found in the experimental 
data (0.06). This demonstrates that the blade vortex interaction response is highiy unsteady, 
and therefore a quasi-steady state calculation is not a suitable way in which to predict it.
6,6 Rotational Flow Results
it was anticipated that the axial flow calculation would not yield reasonable predictions of the 
biade vortex interaction response. However, the primary reason for using the 20 vortex 
panel method was to get a feel for how the lift response was augmented by the vortex 
rotation. This is now examined.
Again, the equation governing the rotational flow about the vortex centre was determined by 
Lamb’s equation:
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The resultant distribution of rotational velocity is given in Figure 6.3. As a symmetrical
Radial Distribution of Tangential Velocity for a Lamb type vortex
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Figure 6.3: Resultant distribution of rotational velocity
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aerofoil produces zero lift at zero degrees incidence, the rotational flow will not result in a 
change in lift for this condition. Therefore, to examine the effect of the rotational flow, the 
blade was set to two degrees. This angle was chosen, as it would approximate the 
maximum angle of attack that could possibly be achieved as a result of the upwash from the 
axial velocity distribution, and consequently the response due to the local dynamic pressure 
changes produced by the rotational flow would be maximised.
The maximum change in local velocity due to the vortex Is approximately ± 3 m/s at ± 76 mm 
from the vortex centre height. Indeed, it can be seen (Figure 6.4) that the resultant change In 
the lift coefficient is also small. The maximum change in lift coefficient is only approximately 
4%. This is too small to account for the experimentally observed variations in spanwise 
loading during the orthogonal interaction (Figure 3.14).
Effect of Rotational Flow on Lift Coefficient for Blade at Two Degrees of Incidence
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Figure 6.4: Effect of Rotational Flow on Lift Coefficient for Blade at Two Degrees of
Incidence
6 .7  Summary
Using the two-dimensional panel method, it has been demonstrated that rotational flow has 
an almost negligible effect on the total lift of the aerofoil during the interaction. In the
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experimental data, there is a large variation in the blade response with spanwise location 
relative to the path of the vortex centre. The panel method has shown that the rotational flow 
is not responsible for this effect. Therefore another cause must be considered.
The panel method has also been used to demonstrate the dynamic nature of the blade 
vortex interaction. The calculated maximum lift during the blade vortex interaction was 
around four times the experimentally observed maximum lift because the unsteady effects 
were not accounted for in the panel method calculation.
117
7 Numerical Simulation of the Experimental Flow Field
7 Numerical Simulation of the Experimental Flow 
Field
7.1 Introduction
In the previous chapters, the axial core flow of an orthogonally Interacting tip vortex has 
been identified as the major contributor to the normal force response of the interacting blade 
at the spanwise location where the centre of the vortex core travels along the chord. From 
the analysis in chapter 3 it is evident that the magnitude of the impulsive change in normal 
force is not symmetric about the spanwise location of the vortex centre. Potentially the 
rotational flow of the tip vortex may have been responsible for the asymmetry of the 
interacting blade's normal force response. However, the previous chapter demonstrated 
through the use of a two-dimensional panel method that the magnitude of the rotational 
component of the tip vortex was insufficient to generate the necessary asymmetric blade 
response at spanwise locations away from the vortex centre.
Upon examination of the upper surface pressure histories of the blade, previously published 
by Wang (2002) (Figure 7.1), it becomes clear that there is a large scale spanwise effect 
experienced by the blade. Figure 7.1 shows the pressure response of the blade at spanwise 
locations below the vortex centre, at the vortex centre, and above the vortex centre. The 
three-dimensional plots show very varied responses. The blade in these plots has a fixed 
angle of incidence of 12 degrees. At the spanwise location below the vortex centre, the 
progress of the vortex along the chord can be clearly Identified as the suction peak and 
subsequent ridge. There is little or no separation present. At the vortex centre, a suction 
peak and ridge are also present, but separated flow is present from approximately 40% of 
the chord to the trailing edge. At the spanwise location above the vortex centre, the upper 
surface pressure history features full separated flow over the entire chord, with no obvious 
localised interaction indicating the vortex. This progressive forward movement of trailing 
edge separation, suggests that the blade is experiencing a progressively Increasing angle is 
attack from below to above the vortex. A large scale cross flow effect in the experiment
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would be required to produce this spanwise variation in angle of attack rather than much 
smaller localised changes as expected.
(Cpo-CpO)
Upper Surtace
a)z/c = — 0.25
(Cpu-CpO)
b) zlc = 0
(Cpu-CpO)
Upper Surface
c) zlc — 0.25
Figure 7.1: Surface pressure plots for upper surface of interacting blade for angle of incidence 
of 12 degrees, (a) Below, (b) centre, and (c) above.
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To investigate this effect, the numerical model developed by Copland, and used in the 
design of the experiment was used to calculate induced flow at the blade. As indicated 
previously, this numerical model consisted of a three-dimensional source panel method to 
represent the wind tunnel walls, a lifting line calculation for the vortex generator blade, and a 
free wake solution to model the convection of the generated wake downstream into the wind 
tunnel working section.
This chapter explores the use of the numerical simulation to extract the cross from the 
locations in the wind tunnel where pressure transducer arrays measured the orthogonal 
blade vortex interaction. The Beddoes indicial model is then used to calculate the coefficient 
of normal force in response to the numerically simulated cross flow.
7.2 Numerical Simulation
The use of panel methods to solve flow problems has already been discussed in the 
previous chapter. Copland’s numerical simulation extended the work of Hess & Smith (1964) 
who documented the use of a three-dimensional source panel method for calculating flow 
around non-lifting bodies. Copland also made use of the Gauss-Seidel method documented 
by Hess & Smith as an efficient means of solving the simultaneous equations required to 
calculate each source panel’s influence coefficient.
Source panels were used to represent a significant portion of the wind tunnel geometry 
including, the working section, the contraction, and part of the settling chamber. The wind 
tunnel walls were discretized into a lattice of quadrilateral source panels with constant 
strength singularities at each panel's control point. The accuracy of the panel method 
depends on the number of panels, the type of singularity distribution, and an appropriate 
density of panels in areas of interest. However, increased accuracy incurs a higher 
computational cost.
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Initially, the corner points of the quadrilateral panels are defined using an input file 
containing the wind tunnel geometry. The control point of each panel is then determined as 
the intersection of panel’s diagonals. The matrix of influence coefficients is then calculated 
by summing the induced effects of all panels at each control point. Again in this case, as in 
the two-dimensional panel method, the boundary condition imposed at each control point is 
the Neumann boundary condition, which enforces zero normal velocity on the body’s 
surface. The ambient flow conditions are then applied to give the total onset velocity at each 
panel’s control point due to the freestream. This is calculated from conservation of mass 
applied to each cross section of the wind tunnel based on a given working section velocity. 
This results in a set of simultaneous linear equations, which are then solved for the source 
strength at each panel's control point.
The vortex generator blade is modelled using lifting line theory, with the lifting line located at 
the quarter chord of the blade. The blade is discretized into multiple sections and the bound 
vorticity for each section is determined from two-dimensional lift curve data. The generation 
of trailed vorticity in the wake of the vortex generator results from calculating the differences 
in bound vorticity between adjacent blade sections and the differences in bound vorticity at 
each blade section from one time step to the next produce the shed vorticity. A free vortex 
wake from the vortex generator is built up by the blade trailing and shedding vortex elements 
at each time step.
The convection of these wake elements is then dependent on the free wake analysis. This 
allows the 'natural' convection of every element dependent only on the local flow conditions. 
The local flow conditions are calculated the onset freestream velocity, the induced velocity 
from the source panel distribution and the induced velocity from every vortex element in the 
wake and on the blade. The induced velocity from the free wake lattice is calculated by 
applying the Biot-Savart equation repeatedly to assess the contribution of every vortex 
element at every control point in the wake. Therefore, the total number of computations 
required to resolve the induced velocity at a point increases with every time step iteration of
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the model. The displacement of every wake element at each time step is determined by a 
second order Adams-Bashforth multi-step integration (Coton et al, 1994)
The strengths of the sources representing the wind tunnel walls require re-calculation at 
each time step as the onset velocity at each control point will be affected by the induced flow 
from the vortex generator and the free wake lattice of shed and trailed vorticity.
7,3  Simplifications
Copland’s implementation of the numerical simulation featured some simplifications to 
reduce the computational time required to calculate the wake simulation. A fully coupled 
simulation would have required an iterative calculation of the effect on each panel of every 
wall panel and each vorticity element at every time step. Copland, however, only solved the 
3D source panel distribution at the first time step before the creation of any vorticity nodes 
and re-used the same source strength distribution for all future time steps. Copland 
assessed that this shortcut would not significantly affect the predictive qualities of numerical 
simulation and demonstrated this via the tip vortex shape prediction already presented 
(shown again in Figure 7.2).
Slicd Vorlioity 
Trailed Vorticity 
Experiment0.5
■5-0.5
-0.5 0 0.5X (in)
Figure 7.2: Comparison of numerical wake simulation and experimental measurements of
wake shape
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The other simplification implemented by Copland, was a reduction In the number of 
calculations to establish the induced velocity at any wake node. As stated previously, the 
velocity is dependent on all the other vorticity elements and each of the source panels. 
However, the induced velocity varies with the inverse of the square of the distance between 
the element and the velocity evaluation point. The induced velocity due to a far away 
element is minimal compared to that from a closer element. Copland, therefore, established 
a separation limit that prevented the calculation of the Induced velocity from a vortex 
element if it was too far away from the evaluation point. Copland experimented with this limit 
until it was possible to significantly reduce the number of calculations required without 
affecting the accuracy of the numerical simulation (Copland, 1995, Copland, 1997).
7.4 Required Extensions to the Numericai Simulation
The numerical simulation simulates the generation of vorticity by a rotating blade in the 
settling chamber, and the convection of the vorticity from the wind tunnel contraction to the 
working section. The simulation does not feature the interacting blade in the working section. 
To use the numerical simulation with the Beddoes indicial model, the horizontal cross flow 
velocities at the blade from the numerical simulation must be extracted to drive the indicial 
model predictions of the resultant normal force response of the Interacting blade.
As the indicial model shape functions are built on thin-aerofoil theory, a single line of points 
coincident with the interacting blade’s chord replaced the interacting blade. At each of these 
points, the local flow velocity can be calculated In exactly the same way as for each of the 
vorticity nodes in the free wake. The total velocity will be the sum of the contributions from 
each of the wind tunnel wall source panels, and the Biot-Savart calculations of the flow from 
each vortex element.
The number of points required to accurately calculate the velocities needed for the indicial 
model is determined by the number of Simpson segments in the indicial calculation. To
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accommodate the different distribution of points along the chord line used for the circulatory 
and impulsive shape functions, the number of points along the chord line at which induced 
velocity was evaluated was equal to approximately twice the number of Simpson segments. 
For 30 Simpson segments, 31 x 2 points are required along the chord line. Figure 7.3 shows 
a simplified comparison of a blade with 11 points, and the locations of the points as defined 
by the circulatory shape function and 11 points as defined by the impulsive shape functions, 
for 10 Simpson segments.
Comparison of chordal points defined by Circulatory and impulsive shape functions
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Figure 7.3: Comparison of chord locations from Circulatory and Impulsive shape functions
It should be noted here that in this form the simulation does not calculate the impact of the 
interacting blade on the induced flow field. This simulation should, nevertheless, provide a 
god approximation to the cross flow experienced by the blade.
One other adjustment that had to be made to the numerical model was the extension of the 
wall constraint beyond the wind tunnel’s working section length. Doolan et al. (1999) (Figure 
7.2) documented the close agreement of the numerical simulation’s predicted wake shape to 
experimental measurements, however, this was only for the first wake generated by the 
vortex generator. It is clear from plots of the vortex wake shape (Figure 7.4) that the second 
wake is close behind the first wake and may experience an induced velocity component from 
the first wake and consequently the second wake may more accurately capture the 
horizontal cross flow velocities experienced by the interacting blade in the experiment.
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Figure 7.4: Pian view of wind tunnel contraction and working section showing close
proximity of subsequent wakes.
Before using the horizontal cross flow velocities predicted by the method as input to the 
indicial model, the convergence characteristics of the method and a sensitivity study of the 
temporal resolution was carried out.
7 .5  The Effect o f Multiple Wake on Induced Velocity
Convergence
To investigate the response of the interacting blade to the wakes produced by the second, 
third, fourth and fifth rotations of the vortex generator, an extension to the length of the 
simulated wind tunnel was required. The numerical simulation required that every vorticity 
node be located within the start and end of the wind tunnel source panel representation. 
Therefore, additional panel co-ordinates were used to extend the length of the working 
section. An incremental increase in the wind tunnel length was employed until the induced 
velocity variation on the blade due to the passage of a tip vortex system had converged.
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It was found that by extending the wind tunnel section to allow the wake produced by the 
third rotation of the vortex generator pass the location of the interacting blade, convergence 
of the induced horizontal cross flow velocity was achieved. Figure 7.5 shows the difference 
in simulated horizontal cross flow velocities between the passage of the fourth wake and the 
first, second and third wakes.
Figure 7.5 is from the numerical simulation data set where the azimuthal step size was 1 
degree. This is the smallest azimuthal step size used in these tests. The other azimuthal 
step sizes that were investigated were 8, 4, and 2 degrees. Appendix C (Velocity 40 m/s 
section) shows that, regardless of which step size was chosen, the third wake was the first 
to reach a converged state.
Difference between the 4th wake and the 1st, 2nd, and 3rd wakes with azimuthai step size of 1 degree
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Figure 7.5: Comparison of 4th wake with 1st, 2nd and 3rd.
The default step size defined in the original code was a time step size of 0.01, which was 
equivalent to just over 2 degrees azimuthal step size. Larger azimuthal step sizes were 
attempted to potentially reduce the running time of the numerical simulation. The extended 
wind tunnel uses more panels and, due to the extended length, more time steps. The 
increase in the number of time steps means that the number of vorticity elements in the wind 
tunnel will also increase, and the number of calculations required to determine the induced 
velocity for each of these vorticity elements exponentially increased with each time step.
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Therefore in the later stages of the simulation the calculation time for each time can be very 
long in comparison to time steps earlier in the simulation.
The generation of four wakes with a one-degree azimuthal step size required a considerable 
time to complete. Decreasing the azimuthal step size below one degree would have required 
more than doubling the total computational time to complete the numerical simulation. For 
this reason, a one-degree azimuthal step size was set as a lower limit to ensure that 
simulations could be completed in an acceptable time frame.
One of the typical ways to identify the location of a tip vortex in a flow is to either measure 
the rotational or the axial velocities. In this case, the effect of temporal resolution on the axial 
velocity at the location of the interacting blade leading edge was used as the indicator that a 
suitable time step was being used.
1st wake 2nd wake 3rd wake 4th wake
8 deg. 1.1334 1.1651 1.1168 1.1164
4 deg. 1.1947 1.2414 1.1799 1.18
2 deg. 1.2499 1.2839 1.2364 1.2362
1 deg. 1.28 1.3187 1.267 1.2669
Table 7.1 : Comparison of peak axial velocity measured in all test cases at the spanwise
location of the vortex centre.
Table 7.1 shows the maximum measured axial velocity for a range of time step sizes and 
wake passages. By examining the peak axial velocity measured for each of the passages it 
is clear that the peak velocity Is increased with increased temporal resolution. This indicates 
a potentially more accurate simulation could be achieved by increasing the temporal 
resolution further by decreasing the azimuthal step size. It is interesting to note, however, 
that progressive halving of the time step produces progressively smaller changes in peak 
axial velocity. The magnitude of the increase in peak axial velocity is likely to continue to 
decrease with increasing temporal resolution, and will probably slowly asymptote to a fully 
resolved value.
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1st wake 2nd wake 3rd wake 4th wake
8 deg 0.9446 0.973 0.9791 0.979
4 deg 0.922 0.9518 0.9593 0.9593
2 deg 0.9196 0.9547 0.9642 0.9641
1 deg 0.9151 0.9526 0.9617 0.9616
Table 7.2: Comparison of peak axial velocity measured in al test cases at the spanwise
location 0.1m above the vortex centre
Further comparisons demonstrating the effect of azimuthal step size are shown in Tables 7.2 
and 7.3. These comparisons also show that an increasingly accurate numerical solution can 
be obtained by increasing the temporal resolution. However, as noted above, the extension 
in the computational time is not warranted as the inviscid numerical simulation is a limited 
approximation that will never fully resolve the detailed structure of the local cross-flow.
The main focus of the indicial model comparisons with the experimental data has 
predominantly been the forty metres per second case. However, the twenty, thirty, and fifty 
metres per second cases have also been examined. A similar analysis of the effect of 
extending the numerical wind tunnel to accommodate the wake from four rotations of the 
vortex generator altering the temporal resolution was also completed for these cases. 
Appendix C shows comparisons of the induced velocity from the fourth wake with that of the 
first, second and third wakes, and the variation of peak axial velocity for the twenty, thirty 
and fifty metres per second cases for a range of azimuthal step sizes.
1st wake 2nd wake 3rd wake 4th wake
8 deg 0.8209 0.8373 0.8571 0.8572
4 deg 0.9618 0.9638 1.0026 1.0023
2 deg 0.9952 1.0045 1.0398 1.0397
1 deg 0.9882 1.002 1.0352 1.0351
Table 7.3: Comparison of peak axial velocity measured in al
location 0.1m below the vortex centre
test cases at the spanwise
The conclusions that were drawn for the forty metres per second case can also be drawn for
the twenty, thirty and fifty metres per second cases. An increasingly more resolved
simulation is achieved by decreasing the azimuthal step size. This was identified, as before,
by examining the peak axial velocity found at the location that would be occupied by the
interacting blade’s leading edge at a spanwise location where the vortex centre of the wake
passes. The increase in the magnitude of the peak maximum axial velocity achieved by
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reducing the time step is small. Potentially, smaller incremental improvements could be 
found by increasing the temporal resolution further, however, as the numerical simulation 
will, at best, only representative due to its inviscid nature, the increase in computational time 
is not justified as it will not significantly improve the accuracy of the simulation. Also, as with 
the forty metres per second case, the induced velocity during the passage of the fourth and 
third wakes are almost identical, indicating that the wake produced by the third rotation of 
the vortex generator is the first steady wake generated by the numerical simulation. 
Therefore, to keep the computational time required to complete the numerical simulation to 
an acceptable time frame, the 2 degree azimuthal step size and the 3^ *^  wake were chosen 
for the full simulation cases.
A final important observation is that the wake shapes produced by the first and third 
rotations of the vortex generator are very similar (Figure 7.6). The difference in the velocities 
measured at the location of the interacting blade results from the induced effect of the 
additional wake vorticity fore and aft of the cycle passing the interaction location.
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Figure 7.6: Comparison of 1st and 3rd wake shape
7.6 Summary
This chapter’s focus was the identification of horizontal cross flow at spanwise locations 
away from the vortex centre. Figure 7.7a, b show the calculated values of the horizontal
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cross flow for the 40m/s case and it is already possible to see similar trends to those 
observed In the normal force data. There is a sharp increase in axial flow at spanwise 
locations near the centre and below (-0.1 m), and also a more gentle, slow build in axial flow 
above the vortex centre (0.1 m). This is an important observation and suggests that indicial 
modelling based on this calculated axial flow may improve the modelling of the normal force 
response. The following chapter details the indicial modelling using the simulated horizontal 
cross flow velocities extracted from the numerical simulation.
Measured experimental response above and below the vortex centre
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Figure 7.7: Comparison of (a) measured experimental response and (b) numerically 
simulated velocities, above and below the vortex centre
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It has been shown that by using the wake produced by the third rotation of the vortex 
generator and an azimuthal step size of 2 degrees, the numerical simulation output, in terms 
of maximum measured horizontal cross flow velocity, is satisfactory. This temporal resolution 
is considerably less than that used in the indicial model based on the Lamb type vortex. This 
is due to the sharp nature of the axial velocity profile In the prescribed vortex model 
compared to the velocity profile extracted from the numerical simulation (Figure 8.1). 
Therefore the time step size can be decreased when modelling the response to the 
horizontal cross flow velocities because the velocity profile is considerably less impulsive.
Simulated Axial Core Flow Velocity
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Figure 8.1: Simulated Axial Velocity Profile
Velocity dt ds’
20 0.001984 0.287602
30 0.001323 0.286353
40 0.000992 0.284606
50 0.000794 0.282359
Table 8.1: Numerical Simulation ds' variation with velocity
Table 8.1 above shows the respective time steps (dt) for each velocity case. The 
corresponding non-dimensional time step (ds’) is approximately 0.285(3^ at each velocity. 
Therefore sampling the data at 0.01(3^ as in the prescribed velocity case is unnecessarily 
time consuming. It was found that by sampling at 0.1 a fully resolved indicial prediction is
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calculated. This is still a higher sampling rate than the input data, the numerical simulation 
velocity data in this case, and therefore simple linear interpolation was employed to find the 
horizontal cross flow required by the indiclal model sampling rate.
Figure 8.1 shows the axial velocity history, for the 40m/s case, from the numerical simulation 
calculated at the vortex centre, at one vortex core radius below the vortex centre, and at one 
vortex core radius above the vortex centre. The horizontal cross flow velocity profile 
calculated by the numerical simulation, at one core radius below the vortex centre, features 
a similar peak to that at the vortex centre. This would explain the similar magnitude of dCn 
response found at and below the vortex centre. Also, the decrease In axial velocity after the 
impulsive peak is slower than the initial increase in both these locations. This differs from the 
symmetric prescribed axial core of the Lamb type vortex.
Figures 8.2, 8.3, and 8.4 show the comparisons of experimental data against the predicted 
lift response, for freestream velocity of 40m/s, at the vortex centre, below, and above 
respectively for the corresponding cross flow velocity profiles shown in Figure 8.1. A full 
series of the predicted responses for each spanwise location together with their respective 
experimental comparisons is present in Appendix D. This includes the comparisons for 20, 
30 and 50 m/s. An artificial time shift has been applied to bring the indicial lift response
Beddoes indicial lift prediction comparison with experimental data at 0mm
0.12
ExperimentModel0.1 
0.09 
0.08 
-  0.07
I
% 0.05
£^
 0.03
0.02 
0.01
0.06
- 0.01
- 0.02 0 2 4 108 12
Figure 8.2: Indicial Model Response to Simulated Axial Velocity Profile at Vortex Centre
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peaks, on average across the fifteen figures, in line with the corresponding peaks in the 
experimental data for each separate freestream velocity. Also, the experimental data and 
indicial predictions are shifted down so that each data block’s impulsive interaction starts 
approximately from zero.
Beddoes indicial lift prediction comparison with experimental data at -68mm
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Figure 8.3: Indicial Model Response to Simulated Axial Velocity Profile Below the Vortex 
Centre (One vortex core radius below In the spanwise direction)
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Figure 8.4: Indicia! Model Response to Simulated Axial Velocity Profile Above the Vortex 
Centre (One vortex core radius above In the spanwise direction)
The most significant observation that can be made from the Figures 8.2, 8.3, and 8.4 is the
shape of the cross flow velocity profile in Figure 8.4 at one vortex core radius above the
vortex centre. This shows smaller and more gradual variations in cross-flow velocity than at
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the vortex centre and below. This variation is consistent with the measured blade response 
for the spanwise location one core radius above the vortex centre.
In general the indicial predictions reproduce the approximate magnitude of the experimental 
data at all spanwise locations. However, the sharpness of the impulsive rise at the vortex 
height and below has not been captured as well as with the prescribed indicial prediction, 
and also, the magnitude of all responses is generally higher than the experimental data at all 
spanwise locations.
The lack of agreement In the sharpness of the increase in normal force may partially be 
explained by the lack of resolution in the free wake code near the vortex centre. The axial 
core velocity rise In the experiment happens over a length scale which is much shorter than 
the vortex spacing in the free wake code.
The over prediction of the magnitude of the impulsive Interaction at all locations may be due 
to the inviscid incompressible nature of the numerical simulation. Using the numerically 
simulated velocity data it was possible to calculate the tip vortex circulation strength at the 
interacting blade location during the interaction. Figure 8.5 shows the variation in circulation
Circulation over Interacting Blade calculated from Simulated Velocity Profile
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Figure 8.5: Circulation over Interacting Blade at 40m/s. 
calculated from the numerical simulation. This figure shows that the peak circulation
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calculated at the blade location is approximately 2.26m I s  for the 40m/s case. This Is 
substantially higher than the experimentally measured value of 1.26m^/s.
During the collection of the experimental data, it was observed that blade flapping may have 
occurred at the high rotational rate required for the wind tunnel velocity set at 50 m/s. 
Potentially, some degree of blade flapping may also have occurred at 40 m/s. This may have 
resulted in the blade experiencing a lower angle of attack than intended. In addition, the 
inviscid model does not allow for vortex dissipation or viscous flow separation on the vortex 
generator blade. All of these factors may have contributed to the experimentally measured 
vortex strength being lower than that predicted by the model.
To investigate this, the peak vortex generator angle was reduced so that the circulation of 
the generated tip vortex was reduced. Table 8.2 shows the peak calculated circulation of the 
tip vortex at the interacting blade for different peak angles of incidence of the vortex 
generator blade. A reduction of the peak angle to 6 degrees results in the simulated peak 
circulation closely approximating the experimentally measured circulation.
Peak Vortex generator angle (degrees) Circulatory (m'‘/s)
10 2.26
8 1.85
6 1.39
Table 8.2: Peak Circulation variation with peak vortex generator angle of Incidence for 
freestream velocity of 40m/s. (Experimental Circulation = 1.26 ± 0.25)
Appendix E shows that using this case as input to the indicial calculation the magnitude of 
the normal force response is reduced as expected at all spanwise locations. In line with 
previous calculations, the sharpness of the impulsive response is also not as sharp as the 
experimental data. The indicially predicted responses at spanwise locations above the 
vortex centre at a distance of one core radius (76mm) or more are now more accurately 
predicted with a close agreement in shape and magnitude as shown in Figure 8.6. Appendix 
E also contains calculations of circulation strengths for the other freestream velocity cases of 
20, 30 and 50m/s. In all cases, the use of blade Incidence values that produce circulation 
strengths close to those measured in the experiment improve the level of agreement 
between the indicial predictions and the experiment.
135
8 Results from Numerical Simulation of Wind Tunnel
Beddoes indicial iift prediction comparison with expérimentai data at 68mm
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Figure 8.6: Indicial Response from Simulated Velocity Profile with Vortex Generator Peak 
Angle of Incidence set to 6 Degrees. Velocity ~ 40 m/s
8.1 Summary
Numerical predictions based on the horizontal cross flow extracted from a numerical 
simulation of the experiment reproduce the asymmetry found in the experimental data. This 
is particularly evident at spanwise locations above the vortex centre where a more gradual 
slow build in blade response is found. In general, the predicted response found was 
excessive at all spanwise locations compared to the experimental data. The over-predicted 
response may have been due to the inviscid, incompressible nature of the numerical 
simulation, or a degree of blade flapping observed to occur in the experimental data for high 
rotational speeds of the vortex generator.
Circulation calculations for the tip vortex in the model indicated that a vortex of greater 
circulation was present in the numerical simulation. A crude technique, whereby the strength 
of the vortex was decreased by decreasing the angle of incidence of the vortex generator 
until the strength of the vortex was closer to the experimentally measured magnitude, 
resulted in more accurate indicial predictions in terms of the magnitude of blade response.
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Figure 8.7 shows the average change in normal force for all spanwise locations extracted 
from the experimental data, the indicial predictions based on the Lamb-type vortex, the 
indicial predictions based on the horizontal cross flow extracted from the numerical 
simulation, and the indicial predictions based on the horizontal cross flow extracted from the 
numerical simulation with a reduced angle of incidence of the vortex generator so that the 
circulation is equivalent to the experimentally measured circulation. The figure shows that 
the indicial predictions based on the prescribed Lamb-type vortex, unlike the experimental 
data, are symmetric away from the vortex centre, whereas, the indicial predictions based on 
the horizontal cross flow exhibit the same basic trend with spanwise location as the 
experimental data although the magnitudes are different.
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Figure 8.7: dCn comparison of experimental data and indicial models across all spanwise
locations
The over prediction below the vortex centre when the generator blade was set at 10° is 
eliminated when the blade incidence is reduced to 6°. For this case the level of agreement 
with the experimental data above the vortex centre is also improved. Looking, however, at 
the difference between the two blade settings, it appears likely that a blade setting of 
somewhere between 6 and 10 degrees would yield better agreement overall.
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9 Comparison of Indicial Model with other 
Experimental and Computational Sources
Previous chapters have demonstrated the ability of indicial modelling to reproduce the trends 
in the experimental data from the large wind tunnel at the University of Glasgow. This 
chapter presents comparisons with other experimental and computational sources. As 
previously discussed data were also collected during an earlier feasibility test in a smaller 
wind tunnel at the University of Glasgow. Indicial predictions of the orthogonal interaction in 
the small wind tunnel are now presented.
9.1 Small Wind Tunnel Experimental Data (Anatomy Wind 
Tunnel^  University o f Glasgow)
Vortex Generator Radius (m) 0.75
Vortex Generator Chord (m) 0.1
Aerofoil profiles NACA 0015
Distance from vortex generator hub to interacting blade leading edge (m) 2
Vortex Generator rotational rate (rpm) 500
Interacting blade Reynolds number 200000
Vortex Core Radius (m) 0.065 ± 0.031
Ratio of Axial Velocity to Freestream Velocity 0.4 ±0.12
Freestream velocity (m/s) 20
Table 9.1 : Anatomy wind tunnel parameters
Table 9.1 details the parameters governing the wind tunnel configuration and the measured 
incident tip vortex for the tests in the small wind tunnel.
Figure 9.1 shows a comparison between the experimentally measured normal force 
response of the interacting blade and the indicial prediction of the interaction using a 
prescribed Lamb-type vortex with parameters matching those in Table 9.1. An approximate 
synchronization is applied as there was no information detailing the progress of the vortex, 
from the experiment data, in the timeframe that was recorded for each interaction. However, 
generally the timeframes are synchronized using the initial peak in normal force as a 
reference point.
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Comparison of Small Wind Tunnel Experimental Data and Indicial Prediction
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Figure 9.1: Comparison of small wind tunnel experimental data and the Indicial prediction of 
the experiment using a prescribed Lamb type vortex axial velocity profile. The spanwise 
location o f the Interaction Is the location where the vortex centre passes.
A similar magnitude of response is obtained although the indicial response features two 
significantly sharper peaks In normal force compared to the single peak found in the 
experimental data. The two peaks In the Indicial prediction are due to the impulsive and 
circulatory responses respectively. Due to the smaller ratio of vortex core size to interacting 
blade chord, and the low freestream velocity, the impulsive and circulatory responses 
produce a combined output with two distinct peaks. The sharpness of the circulatory and 
impulsive responses can be understood by examining the difference in the initial peak 
simulated by the indicial prediction and the peak in the experimental data.
The indicial model was ‘forced’ by the shaping function and ultimately by the axial velocity 
distribution. Figure 9.2 shows the axial velocity profile of the Lamb-type vortex. The axial 
velocity varied inversely with radial distance from the vortex centre. At approximately two 
vortex core radii from the vortex centre, the axial velocity has reduced to approximately zero. 
Therefore, the indicial model will predict zero normal force until the vortex centre is within 
two core radii of the interacting blade leading edge.
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Lamb-type vortex axial velocity profile
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Figure 9.2: Lamb type vortex axial velocity profile
Approximate time points have been added to Figure 9.3, which is a copy of the original 
comparison in Figure 9.1. Position A indicates the predicted point in time when the vortex 
centre interacted with the leading edge of the interacting blade. Position B indicates the point 
in time two-vortex core radii of travel before this according to the parameters In Table 1, 
However, the normal force in the experimental data begins to increase in magnitude much 
earlier, This potentially Indicates that the two-vortex core radii position B should actually be 
closer to position C.
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Figure 9.3: Figure 9.1 with markings A, B, and C.
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Figure 9.4 shows the indicial prediction based on a two-vortex core radii parameter 
determined from position C. This results in a vortex core radius of 0.091m that is 
approximately 10 times larger than the experimentally measured value. The peak normal 
force magnitude is now approximately four times the magnitude of the peak normal force in 
the experimental data, in Figure 9.5 the magnitude of the response has been scaled down 
by 25% to allow a comparison of form. This shows that the shape of the response with the 
larger vortex core radius is now much more similar to the experimental data.
Comparison of Small Wind Tunnel Experimental Data and Indicial Prediction
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Figure 9.4: Comparison of experimental data with indicial prediction using a prescribed 
vortex core model with a vortex core radius of 0.091m
Comparison of Small Wind Tunnel Experimental Data and Indicial Prediction
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Figure 9.5: Comparison of experimental data and indicial model with core radius of 0.1 m, 
with lift coefficient plotted at 25% of original magnitude.
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Doolan et al (2001) collected the experimental data in the small wind tunnel primarily from 
pressure transducers on the surface of the interacting blade. The samples were examined 
for representative data and it is the selected ‘representative data’ that were presented in the 
publication. The selection of representative data samples was necessary due to the large tip 
vortex wander that occurred In the tunnel. The wander was measured at approximately 19% 
of the interacting chord, approximately 0.028956m. Therefore the magnitude of the 
measured wander is very large in comparison to the measured vortex core radius of
0.009906m. Consequently, the selection of representative data would have been 
problematic. A possible explanation for the disparity between the indicial prediction and data 
may be found in the experimental configuration, for which a detailed description of the 
configuration is given by Copland (Copland, 1995(dept report), Copland, 1995b (thesis)). 
The main problem associated with the small wind tunnel configuration was that the spring 
used to enforce the pitch profile was prone to failure. This factor, combined with the 
problems associated with vortex wander, may have contributed to poor data quality and 
repeatability. Given the trends exhibited in Figures 9.3 - 9.5 it is likely that a good fit with the 
experimental data could have been achieved by further variations in the vortex core radius 
and axial flow velocity in the indicial model. Whilst this is interesting, it merely suggests that 
this set Is unreliable and has little value as a validation source.
it is also worth noting that no account has been taken of induced cross-flow in the wind 
tunnel. As seen previously for the large wind tunnel, this can be influential away from the 
vortex centre. It is also possible that it may have had an influence at the vortex centre height 
in this experiment.
9,2 Liu and Marshall Computational Study
Liu and Marshall (2004) conducted a computational study that investigated the orthogonal 
blade vortex interaction with an initially columnar vortex in a viscous fluid. The study
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investigated the interaction of vortices with and without axial core flow for high impact 
parameter interactions where secondary vorticity is not ejected from the blade boundary 
layer before the vortex core impacts on the blade leading edge. The study investigated a 
large variation of axial core flow magnitudes.
Liu and Marshall compared their calculation with the experimental data of Wang (2002) 
(Figure 9.6), which is the primary experimental data source used in this work. All parameters 
were given in non-dimensionalized form by Liu and Marshall, and therefore required 
conversion into dimensional values for the existing indicial model. The experimental 
parameters taken from Wang by Liu and Marshall are from the fifty metres per second case. 
The selection of freestream velocity equal to 50 m/s and chord equal to 0.275m, as per 
Wang, resulted in the following dimensionalized parameters (Table 9.2).
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Figure 9.6: Comparison of coefficient of iift per unit span at the vortex centre calcuiated by 
Liu and Marshali with Wang's experimental data (Case B3) (Liu and Marshall, 2004).
The parameters chosen by Liu and Marshall are within the limits of measured experimental 
parameters. The one potential anomaly is the kinematic viscosity. Standard atmospheric 
kinematic viscosity is 0.0000145m^/s, which is considerably lower than the value determined 
by Liu and Marshall’s non-dimensionalized parameters. However, for the purposes of 
prediction of the blade response, the indicial model requires only the freestream velocity, the 
peak axial velocity, the blade chord, and the vortex core radius. Figure 9.7 shows a
143
9 Comparison of Indicial Model with other Experimental and Computational Sources
comparison of the coefficient of lift per unit span between Wang’s experimental data, Liu and 
Marshall’s computation, and the indicial prediction.
Case B3 (Liu & Marshall) B3 (Wang)
IP 41 36.84
TP 0.42 0.457
Rev 44
AFP 1.8 1.62
Rea 1000
Kinematic Viscosity 0.1375
Freestream velocity (m/s) 50 50
Chord (m) 0.275 0.275
Peak Axial Velocity (m/s) 2.195122 2.2 ±0.2
Vortex Core Radius (m) 0.078571 0.09030 ± 0.04932
Circulation (m /^s) 0.60204 0.77 ± 0.27
Table 9.2: Comparison of Wang’s published parameters and the parameters used by Liu
and Marshall (2004)
Comparison of Liu and Marshall, Wang, and indicial model in terms of 01 per unit span for case B3
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Figure 9.7: Comparison of 50 m/s experimental case from Wang, with indicial prediction 
and Liu and Marshall's computation of this case.
The Liu and Marshall computation predicts a similar magnitude when compared to the 
experimental data. However, the indicial model provides a better comparison, capturing the 
sharpness of the initial response more accurately. Both computations fail to capture the 
interaction after the initial impulsive increase in lift, however, it was demonstrated in the 
previous chapter that this was potentially due to differences in the tip vortex shape and or 
the presence of the trailing vortex sheet.
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Liu and Marshall created a set of cases to allow them to gain an understanding of the 
influence of Impact Parameter, Axial Flow Parameter, Vortex Reynolds Number, and the 
Thickness Parameter. These cases were enumerated from B1 to B10 (Table 9.3).
Case IP TP Rev AFP Rsb
B1 4 0.78 488 0.51 2000
B2 10 0.56 45 0.85 1000
83 41 0.42 44 1.8 1000
84 4 0.78 488 3.8 2000
B5 4 0.78 245 3.8 1000
86 4 0.78 73 3.8 300
87 4 0.78 488 3 2000
88 16 0.37 (0.78) 250 (488) 3 2000
89 33 0.37 (0.78) 125 (488) 3 2000
810 4 0.39 (0.38) 966 (488) 3.8 2000
Table 9.3; Table 1 from Liu and Marshall detailing the non-dimensional parameters
governing the B Cases (2004)
The array of cases calculated by Liu and Marshall demonstrated an almost linear 
relationship between axial flow parameter and total non-dimensional lift evaluated across the 
span of the blade (Figure 9.8). They and showed that when also a new universal lift 
coefficient was plotted against non-dimensional time (Figure 9.9) all of the results collapsed 
onto one curve. The new universal lift coefficient is:
=  L !  TTpUw^o-Q (9.1)
The cases where axial flow was present in the Liu and Marshall calculations were 
calculated using the Beddoes indicial model with a prescribed Lamb type vortex distribution 
for axial velocity. The parameters governing the calculations are given in Table 9.3. In some 
cells in Table 9.3 there are also figures in brackets. The figures without brackets indicate 
the correct parameters, while the figures in brackets, where present, indicate erroneous 
data published in Liu and Marshall (2004). The authors updated the published values with 
corrected values after an inconsistency was identified.
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c L, max
Figure 9.8: Fig 25a from Liu and Marshall (2004). Shows almost linear relationship between
Cl max and axial core flow
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Figure 9.9: Figure 25b from Liu and Marshall (2004) shows the variation of their new 
universal lift coefficient ( C l ") with time
The indicial predictions of the total spanwise lift across the interacting blade in Liu and 
Marshall Cases B1-10 required the spanwise integration of the lift per unit span predictions 
produced by the indicial method. The lift across the span was calculated by numerical 
integration using Simpson’s rule. This was achieved by reusing the subroutine used 
previously to evaluate the shape functions, except in this case the subroutine numerically 
integrated the lift per unit span to give the total lift of the blade.
The relatively large changes in lift in the small region of the vortex centre meant that it was 
necessary to have a large number of spanwise locations in the integration to enable the 
accurate calculation of the spanwise lift coefficient. The large number of spanwise locations
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coupled with the large number of time steps resulted in a substantially longer calculation 
time. Therefore, for spanwise locations greater than two vortex core radii, where the axial 
flow was zero according to the Lamb model, the coefficient of lift per unit span was assumed 
to be zero.
The process for calculating the spanwise lift was:
1. The blade was divided into equal parts in the spanwise direction enabling the 
evaluation of the Simpson’s rule at a later stage.
2. Coefficients of lift per unit span were calculated for each spanwise location using the 
indicial model.
3. Coefficients of lift per unit span were multiplied by %pV^c resulting in values for lift 
per unit span.
4. The lift per unit span was then integrated across the span by the Simpson’s rule 
resulting in total Lift.
Step 2 of the process detailed above was only completed for spanwise locations where axial 
flow was present.
For the previously examined case, B3, experimental data existed which allowed the 
determination of the dimensional parameters required for the indicial model. The freestream 
velocity and interacting blade chord were taken from the experimental data and the rest of 
the dimensional parameters were calculated. However, for the other cases where 
experimental data do not exist, the magnitudes of the calculated parameters for the indicial 
model are dependent on the three parameters: the freestream velocity, the blade chord, and 
the kinematic velocity.
In the comparison with case B3 above, the freestream velocity and the blade chord were 
fixed. However, any combination of two fixed parameters from the three yields a valid 
solution. The three combinations are:
X. Freestream velocity and blade chord fixed, kinematic viscosity varies,
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Y. Freestream velocity and kinematic viscosity fixed, blade chord varies, and 
Z. Blade chord and kinematic viscosity fixed, freestream velocity varies.
Case Kinematic
Viscosity
Freestream 
Velocity [m/s]
Chord
fm]
Peak Axiai 
Velocity [m/s]
Vortex Core 
Radius [m]
Circulation
[m^/s]
B 3 - X 0.01375 ,50 0.275 2.195122 0.078571 0.602047
B 3 - Y 1.45e-5 50 0.00029 2.195122 8.28571 E-05 0.000635
B 3 - Z 1.45e-5 0.0527 0 275 0.0023 0.078571 0.0006349
Table 9.4: Comparison of potential solutions X, Y, Z, for case 83
Table 9.4 shows a comparison of the three potential solutions and the resultant dimensional 
parameters for case 83. Figures 9.10a, b and c show comparisons of the resultant 
coefficient of lift per unit span Q, circulatory lift coefficient per unit span, and impulsive lift 
coefficient per unit span. In Figure 9.10, the response Is of a positive magnitude. This is In 
contrast to the negative magnitude responses found b Liu and Marshall as shown in Figure 
9.9. The reason for this difference is explained by the difference in orientation of the axial 
core Ifow. The indicial models remain consistent with previous models where the axial flow is 
directed towards the lower surface, whereas in Liu and Marshall’s case the axial flow is 
directed towards the upper surface. Therefore, when comparing the indicial predictions and 
results of Liu and Marshall the absolute magnitude is considered.
Comparison of total, circulatory and impulsive lift for solution X
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Figure 9.10a: Total, circulatory, and Impulsive lift for solution X
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Figure 9.10b: Total, circulatory and Impulsive lift for solution Y
Comparison of total, circulatory and impulsive lift fo r solution Z
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Figure 9.10c: Total, circulatory and impulsive lift for solution Z
Due to the impulsive component’s dependence on Mach No, and therefore freestream 
velocity, the magnitude of the impulsive component decreased when the decreased 
freestream velocity was reduced. The circulatory response is identical in each solution when 
the compressibility correction is taken into account; therefore, the differences between each 
solution are dependent on the magnitude of the impulsive component due to the different 
freestream velocity. Figure 9.11 shows the calculated C l”  in a comparison with the C l”  
figure taken from Liu and Marshall (2004) for each of the three potential solutions. The form 
of the response is identical for the solutions where the freestream velocity is fifty. The 
magnitude of the peak is approximately of the same magnitude as the experiment. However,
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the indicial prediction still features two peaks unlike the computational data. For the solution 
where the freestream velocity is not fixed (Solution Z), the resultant lift is equal to the 
circulatory lift as the velocity is very small. For Solution Z the form of the circulatory 
response is the total lift response and consequently is very similar in form to the 
computational data, but of much greater peak magnitude.
Comparison Cl" indicial predictions and Liu and Marshali computations for case B3
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Figure 9.11: Comparison of C l " calculated by Liu and Marshall and the indicial model for
case B3.
A similar comparison is made for every other B case from Liu and Marshall. Tables in 
Appendix F tabulate the three solutions (X, Y, and Z) for each case. Figures 9.12, 9.13, and 
9.14 show the resultant Cl" for each case for solutions X, Y, and Z respectively. As expected 
the solution where the freestream velocity is very low is identical in form to the circulatory 
response.
From Figures 9.12-9.14 and Table 9.3 it is apparent that the peak magnitude of C l” is 
dependent on the thickness parameter. A similar trend is also apparent in some of the data 
presented in Figure 25b (Figure 9.8) in Liu and Marshall (2004), however, the correlation is 
inconsistent. Figure 9.15 shows the correlation of solutions X. Y, and Z with the 
computational data by plotting a normalized C l” against thickness parameter. The line 
indicates the potential correlation between thickness parameter and normalized C l” . The 
normalized C l” is C l" divided by the peak C l” for each set of case. For example, the peak
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Indicial prediction of B Cases using Solution X
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Figure 9.12: Indicial prediction of Cl" using solution X  
values of C l” for Liu and Marshall’s computations were divided by the maximum CL" in their
set of cases, and the peak C l” for each of the indicial predictions was divided by the
maximum C l" found in Figure 9.12 {See Table 9.5). From Figure 9.15, it appears that two of
the values calculated by Liu and Marshali do not fit the trend in normalized CL” with
thickness parameter produced by the indicial method. The reason for this is unclear but it is
interesting to note that, if the thickness parameters associated with the two anomalous
cases were swapped over, the points would fit the correlation.
indicial prediction of B Cases using Solution Y
3.25
B1.4,5,6,788,9B IO -----B3 .....B 2 -----
2.75
2.5o'
i
2.26
6
g  1.5
•S 1.25
I  ^^  0.75
0.5
0.25
0 42 6 8 10
Non-dimensional time (2Vt/c)(1-M^)
Figure 9.13: Indicial prediction of CL" using solution Y
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Indicial prediction of B Cases using Solution Z
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F i g u r e  9 . 1 4 :  I n d i c i a l  p r e d i c t i o n  o f  C L "  u s i n g  s o l u t i o n  Z
Case TP
Peak Cl”  
LiuMarshall
Normalized
Liu/Marshall
Peak 
Cl”  X,Y
Normalized
X,Y
Peak Cl”  
Z
Normalized
Z
B1 0.78 1.04 0.76 2.01 1.00 3.22 1.00
B2 0.56 0.9 0.66 1.73 0.86 2.70 0.84
B3 0.42 0.94 0.69 1.52 0.76 2.31 0.72
B4 0.78 1.34 0.99 2.01 1.00 3.22 1.00
B5 0.78 - - 2.01 1.00 3.22 1.00
B6 0.78 1.26 0.93 2.01 1.00 3.22 1.00
B7 0.78 1.32 0.97 2.01 1.00 3.22 1.00
B8 0.38 0.92 0.68 1.43 0.71 2.15 0.67
B9 0.38 0.96 0.71 1.43 0.71 2.15 0.67
B10 0.39 1.36 1.00 1.47 0.73 2.22 0.69
1.36 2.01 3.22
Table 9.5: Shows the peak C l" in each set of cases, for Liu and Marshall, and for the indicial 
predictions X, Y, and Z .  The normalized C l” data is the peak data divided by the maximum 
peak in that set of cases, given in the last row for relevant columns.
However, there is one problem with the analysis above. The indicial model calculates the lift 
due to the interaction by evaluating the effect of the axial velocity profile of the incident 
vortex along the chord line of the interacting blade. The indicial technique does not take 
account of blade thickness and therefore the observed variation in Cl" with thickness 
parameter must be due to some other factor.
In the case of orthogonal blade vortex Interaction the angle of attack will vary with respect to 
the ratio of the vortex core to the chord length. This simply results from the weighting of the 
portion of the chord subject to the vortex cross flow and the portion with no cross flow to give
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an average cross flow across the chord. It should be noted that this is a steady flow effect 
and should not be confused with the significance of the vortex/chord ratio discussed below in 
relation to the unsteady response. Therefore, in steady flow, the representative angle of 
attack will be a function of this ratio, and the ratio of the axial and freestream velocities.
Comparison of normalized C^" against Thickness Parameter for indicial 
and Liu and Marshall results
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F i g u r e  9 . 1 5 :  N o r m a l i z e d  C L "  f o r  i n d i c i a l  m o d e l  a n d  c o m p u t a t i o n a l  c a s e s
Liu and Marshall used a NACA 0012 in all cases. This therefore defines a symmetrical 
aerofoil of fixed thickness to chord length ratio of 12%. It is clear that the apparent effect of 
the thickness parameter in these cases is not due to the thickness ratio, which does not 
feature in the indicial calculation, but rather the ratio of the vortex core radius to the chord. 
The reason why Cl” should vary with this ratio can be more readily understood by first 
considering a derivation of Liu and Marshall’s Cl” .
Liu and Marshall’s Cl” can be derived by considering the standard equation for lift per unit 
span and the simplifications for angle of attack. Considering that lift per unit span equals:
L ' = L p V ^ c C ,  
2  ' (9.2)
The coefficient of lift can also be approximated by assuming lift curve slope of 2tc for small 
angles of attack (a);
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C, =  2 n a  (9.3)
Also, for small angles of attack, the angle can be simplified to the axial velocity (w) divided 
by the freestream velocity (V):
F
W
In the case of orthogonal blade vortex interaction the angle of attack will vary with respect to 
the ratio of the vortex core to the chord length. Therefore the representative angle of attack 
will be a function of this ratio, and the ratio of the axial and freestream velocities:
a  =  f
c  V
(9.5)
Therefore lift per unit span equals:
f { 7 T p V w r J  (9.6)
This is very similar to the Cl" derived by Liu and Marshall. The lift for the whole blade is 
made up from the lift on the spanwise sections involved in the vortex interaction and the lift 
from the sections outside of the interaction region. Since the latter is zero, the total lift is 
dependent on the spanwise extent of the vortex. Therefore, the total lift may be expressed 
as:
f i n p V w r ^ )  (9.7)
Liu and Marshall’s new universal lift coefficient, Cl" is therefore defined as the coefficient 
that satisfies the relationship in equation 9.7 assuming that the relationship is linear. 
However, since no attempt has been made to include unsteady effects, equation 9.7 
represents only the steady state response of the blade. Therefore, the observed variation of 
Cl” may be due to some aspect of the unsteady response of the blade.
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For a given flow speed, the unsteady response depends on the rate at which the vortex core 
is blocked by the blade and the extent of the Interacting blade that is subject to the vortex 
cross flow as the core is blocked. Three simple scenarios can be used to illustrate this 
effect. Consider first the Interaction of a blade with a vortex which has a core size that is 
the same size as the blade chord. In this case, the blade will only block the core for an 
instant and the blade will experience a smoothly varying cross flow. In this case, the lift will 
vary progressively throughout the interaction. Now consider a case where the vortex core 
size is extremely small in comparison to the chord. In this case, the vortex is blocked 
impulsively by the blade and remains blocked as the vortex traverses the chord. In this 
case, the initial interaction is highly impulsive and unsteady but the circulatory lift 
subsequently has time to asymptote to the steady state. In the final scenario, the vortex 
core size is around 10% of the chord length. In this case, the initial interaction is more 
gradual than the previous case but the flow has relatively little time to reach a steady state 
value before the front edge of the vortex crosses the trailing edge. On this basis. It would be 
expected that the second scenario would provide the closest approximation to a steady state 
maximum lift coefficient whereas the others would fail to reach this value.
Looking again at Table 9.5, and remembering that TP varies Inversely with the ratio of the 
vortex core to the blade chord, it may be observed that the cases with the lowest core 
radius/chord ratio produce the highest values of C l”. This is entirely consistent with the 
argument developed above.
9.2.1 Investigation of Axial Core Flow Decrease
Another feature observed by Liu and Marshall (2004) in their computational study was the 
decrease in the axial flow rate after the initial stages of the interaction. Figure 9.16 taken 
from Liu and Marshall (2004), shows an almost linear decrease in axial flow rate as the 
interaction progresses. This phenomenon was investigated in the present study using 
indicial modelling to quantify the axial flow rate decrease in the experimental data. This
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comparison, however, could only be made at the vortex centre due to the variation in axial 
velocity away from the vortex centre in the spanwise direction as discussed in the previous 
chapter. An inverse indicial technique provided the basis for the investigation of the change 
in magnitude of the vortex axial core flow during the orthogonal interaction with the 
stationary blade.
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Figure 9.16: Axial flow decrease found by Liu and Marshall (2004). Centre of vortex core 
reaches leading edge at t - 0 . 5  and reaches the trailing edge at t=1.0
The first step in the process of the inversion of the indicial model requires the sampling of 
the desired lift coefficient output from the system. The lift coefficient is then converted from a 
compressible to an incompressible lift coefficient:
(9.8)
The lift coefficient is equal to the sum of both the circulatory and Impulsive parts, where n is 
the current iteration of the calculation:
^ 1  ~  ^ I c (9.9)
C ,  ~  2 7 r { î j „  -  ) + — { H „  ) (9.10)
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C j  -  2 t v
~ds - d s
~ A ^  -  'Hn-i )-ds -ds
-ds -ds
+
M
-dt
^ ^  ( a  A - i ) (9.11)
in the complete equation given in 9.11, Tin and X „  are the only unknown values in the 
equation. Ail other values can be easily calculated or exist from a previous iteration of the 
calculation. Obviously, the values from the previous time step only exist after the first time 
step and therefore default values that are commonly used for the first time step of the 
regular ‘forward’ indicial model were used.
The calculation of qn and is the solution of the shape functions from Beddoes (1989). 
They are given below with the numerical integration summation by Simpson’s rule for thirty 
segments:
— J7 iV  i
f  ^
(1-cos^)
\ SIMPSON
g ( 1 - C O S 0 J (9.12)
sin <9
y=3o
V  §4 -e sin Û, \ SIMPSONy (9.13)
Where:
J=k
;=0
(9.14)
The calculation of the peak axial velocity is straight forward as the peak axial velocity 
variable, Wq, can be moved outside of the integration.
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Peak axial velocity profile 
T
.-S' 1.25
4 6 8 10 12 n
Non-dimensional time (2Vt/c)(1-M^)
Figure 9.17; Peak axial velocity profile
To test the method, the prescribed indicial prediction of the large wind tunnel experiment at 
forty metres per second was examined first. The peak axial velocity for the regular 'forward' 
indicial model was set to 1.91 m/s. Figures 9.17 and 9.18 show the variation of the peak axial 
velocity with time, and the corresponding indicial prediction of the lift coefficient respectively.
Figure 9.19 shows the calculated peak axial velocity profile using the inverse indicial 
prediction. The Inverse indicial method predicts the correct peak axial velocity profile 
correctly up until a non-dimensional time value of approximately of 11.6. This point coincides 
with the time that the vortex centre has reached approximately two-vortex core radii beyond 
the trailing edge. At this point there is effectively no influence of the vortex on the interacting 
blade, and consequently there are an infinite range of solutions for the peak axial velocity 
after this point. Therefore, there is a finite range over which the calculation will find ‘realistic’ 
solutions. For the location two vortex core radii in front of the leading edge there is a solution 
as the lift coefficient gradually increases from this point. The initialisation of the inverse 
indicial model requires an initial peak axial velocity to start the calculation, and as the correct 
value is known in this case, the method produces the correct peak axial velocity profile. In 
general, the calculation of the peak axial velocity by the inverse indicial model is 
indeterminate when the vortex centre is greater than approximately two vortex core radii fore 
or aft of the leading or trailing edge. These limits are imposed by the axial velocity
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distribution associated with a Lamb-type vortex that reduces to zero at core radii from the 
vortex centre. Other axial velocity profiles for the vortex core have similar limits and 
therefore this is not only a limitation of the Lamb type vortex. However, the direct correlation 
between the Figure 9.19 and Figure 9.17 over the determinate time frame demonstrates the 
integrity of the inverse indicial method. The inverse method is now applied to experimental 
data.
Indicial prediction of expérimentai case at 40m/s
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F i g u r e  9 . 1 8 :  O r i g i n a l  l i f t  c o e f f i c i e n t  p e r  u n i t  s p a n  r e s p o n s e .
Figure 9.20 shows experimental data for the forty metres per second case at the spanwise 
location where the vortex centre passed over the chord. Also in Figure 9.20 is a simplified 
version of the experimental data, which was created by curve fitting to the data after the 
initial interaction and removing the fluctuations before and aft of the main interaction. The 
simplified experimental data were then used as input to the inverse indicial model to avoid 
rapid, impulsive changes in peak axial velocity being predicted in response to what is really 
flow turbulence. The purpose of this analysis is to calculate the variation of peak axial 
velocity with time that would result in the general response found. The part of the response 
that is of interest is the initial peak in lift coefficient followed by the gradual decrease. The 
other smaller scale fluctuations are not of interest in this analysis.
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indicial prediction of experimental case at 40m/s 
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F i g u r e  9 . 1 9 :  I n v e r s e l y  c a l c u l a t e d  p e a k  a x i a l  v e l o c i t y  p r o f i l e
Comparison of experimental data and the simplilied experimental data
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A specific problem associated with the inverse indicial modelling of the experimental data is 
making sure that the timing of the interaction in the experimental data matches that in the 
indicial model, Figure 9.21 shows a preliminary attempt to synchronize the two time frames 
based on matching the time point at which the peak normal force Is achieved in both the 
experiment and a conventional forward indicial simulation. The timing of the movement of 
the vortex across the blade chord is then extracted from this forward indicial simulation to 
provide an input into the inverse method. The corresponding peak axial velocity variation 
calculated by the inverse method is plotted against non-dimensional time in Figure 9.22. The
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determinate time frame is the region between the dotted lines on Figure 9.22. As indicated 
previously, at times outside this time frame it is not possible to determine a realistic solution.
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Synchronization of attainment of peak value: calculated peak axial velocity profile
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Within the determinate time frame there is an increase in peak axial velocity to a maximum
followed by an almost linear decrease. The maximum velocity calculated is approximately
1.38 m/s, which is significantly lower than the experimentally measured 1.91 m/s. The
general form of the variation in peak axial velocity after the maximum value is similar to the
axial volume flow decrease found by Liu and Marshall {Figure 9.16). One feature that is
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different from Liu and Marshall is the initially low peak axial velocity. This can be explained in 
this case by the fact that, as shown in Figure 9.21, the lift coefficient rise starts too early in 
the indicial prediction and the initial increase is shallower compared to the experimental 
data.
Therefore, perhaps a more reasonable synchronization of the experimental and indicial time 
frames is the synchronization of the initial impulsive increase in lift coefficient (Figure 9.23). 
As shown in Figure 9.23 this produces an overshoot in the forward indicial simulation. 
Interestingly, Liu and Marshall (2004) found that the axial volume flow rate decrease began 
before the vortex core had reached the leading edge. The overshoot in the forward indicial 
simulation may be due to a failure to account for this effect.
Synchronization based on intersection of indicial prediction with edxpeirmental peak.
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Figure 9.24 shows the inversely calculated peak axial velocity variation that corresponds to 
the time frame synchronization shown in Figure 9.23. The peak axial velocity now reaches a 
maximum of around 1.87 m/s, which is just below the experimentally measured peak axial 
velocity of 1.91 m/s. Again, there is an initially lower peak axial velocity due to the shallower 
increase in lift coefficient in the indicial prediction. After the initial impact of the interaction 
there is a greater, almost linear, decrease in the peak axial velocity as the vortex progresses 
downstream.
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Synchronization based on intersection of indicial prediction with experimental peak. Caicuiated axial velocity profile
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At first glance, the rate of decrease in axial velocity in the vortex predicted by the inverse 
indicial model after the initial interaction is not as severe as the rate of decrease in volume 
flow rate found by Liu and Marshall. However, this comparison is not straightforward. There 
are major differences between the two computational methods. The computational method 
used by Liu and Marshali (2004) modeiied the interaction in viscous, compressibie flow. The 
indicial method is an inviscid calculation with a compressibility correction factor. The 
calculation of volume flow rate by the inverse indicial model assumes a constant vortex core 
radius, and therefore volume flow rate is dependent only on the axial velocity profile. In 
comparison, the calculation of Liu and Marshali allows for the variation of both the vortex 
core radius and the axial velocity. The other significant difference between the two models is 
the type of interaction. The experimental data that the inverse indicial model is forced to 
follow has been shown in a previous chapter to be affected by the shape of the rotor wake 
and its associated induced flow. The experimental lift coefficient response is from a 
representative rotor wake, whereas the calculations of Liu and Marshall assume an initially 
columnar tip vortex. These differences therefore make it difficult to directly compare the rate 
of axial flow decrease calculated by Liu and Marshall and by the inverse indicial model.
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Nevertheless the same general trend, of an almost linear decrease In the axiai core flow 
after the initial interaction, is predicted by the two methods.
9.3  Summary
The comparisons of the indicial model predictions with other experimental and computational 
datasets have provided a greater insight into the datasets. The first case examined was the 
experimental data collected from the ‘proof of concept’ orthogonal blade vortex interaction 
rig in the small wind tunnel of the University of Glasgow (Doolan, 2001). The indicial model, 
using a prescribed Lamb type vortex, approximately reproduced the peak lift coefficient for 
this case, but the form of the response was not well modelled. It was shown that, by 
increasing the core radius in the indicial model, the form of the response could be more 
closely reproduced. For this case features of the experiment were highlighted as possibly 
contributing to the differences between the predictions and the experiment.
The second comparison made was with the computational study of Liu and Marshall (2004). 
Liu and Marshall derived a new universal lift coefficient C l", indicial prediction of this lift 
coefficient resulted in some similarities with the results of Liu and Marshall. In general, the 
C l” values predicted by the indicial model were slightly higher than those of Liu and 
Marshali. However, the trend of the peak CL" found in the indicial predictions showed that 
the peak C l” is dependent on the thickness parameter, However, the thickness parameter, 
for the set of cases presented by Liu and Marshall, also determines the vortex core radius to 
chord ratio. It was shown that it is, in fact, this ratio and not TP that influences the unsteady 
lift response and is not accounted for by C l". This is true for most of the results predicted by 
Liu and Marshall but there are two anomalous cases. The reasons for the anomalies are not 
clear at present.
The third comparison made was with the decrease in axial volume flow rate predicted by Liu 
and Marshall for the latter stages of the orthogonal interaction. An inverse indicial method
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was used to determine the variation in the peak axial velocity of the interacting vortex during 
the interaction, in a manner that was consistent with the linear decrease in volume flow rate 
predicted by Liu and Marshall, the peak axial velocity was found to decrease almost linearly 
after the initial phases of the interaction using inverse indicial calculations based on the 
experimental data. The rate of decrease found using the inverse indicial method, was of 
lower magnitude than that found by Liu and Marshali. This was attributed to, significant 
differences between the two studies.
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10 Conclusions and Recommended Future Work
Experimental studies and flight tests have shown that tail rotor orthogonal blade vortex 
interaction can have a significant effect on helicopter performance. The orthogonal 
interaction of main rotor tip vortices with the tail rotor disc results in noise generation, control 
degradation and structural fatigue. Industry is keen to develop techniques for modelling the 
interaction to reduce development costs and to improve the performance of helicopters for 
both civil and military applications. Industry requires accurate yet, computationally efficient 
modelling of the interaction. Full flow field modelling, typically by computational fluid 
dynamics, offers the most accurate modelling method, however, industry requires 
techniques that can be used for rapid prediction during development stages. Consequently, 
computational fluid dynamics is generally not used due to the computational time required to 
simulate the complex helicopter flow field. Therefore, other modelling techniques that are 
both efficient and can be applied locally are preferred by industry. Indicial modelling is one 
such technique that has been applied by industry to other aspects of helicopter unsteady 
aerodynamics, it is, therefore, an appropriate technique to apply to the modelling of 
orthogonal blade vortex interaction as the resulting method can be easily Integrated with 
existing codes.
Typically, modelling requires validation through correlation with experimental studies. In this 
study, data from an experimental study of orthogonal blade vortex interaction at the 
University of Glasgow was used for this purpose. In the experiment, representative main 
rotor tip vortices were generated upstream of a stationary blade, referred to as the 
'interacting blade’, on which surface pressure data were captured. The tip vortex generation 
method produced steady, stable vortices that featured little wander in their path down the 
wind tunnel. However, in the current work it has been shown that ensemble averaging of the 
collected data is not an effective method for analysis of the interaction. Despite the small 
wander that was present in the experiment there is stiii spatial and temporal attenuation 
produced by the averaging process. Another analysis technique was therefore considered.
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The general response of the interaction is characterised by an impulsive increase in lift 
coefficient of the interacting biade up to a peak, followed by a slower decrease back to the 
pre-interaction lift coefficient. A more detailed analysis whereby the magnitude of each 
impulsive peak in lift coefficient was measured and compared to averaged data revealed the 
extent of the attenuation. An automated analysis method was developed to extract more 
accurate estimates of the impulsive response and to provide a basis for the subsequent 
validation of the indicial model.
Initial indicia! modelling of the interaction revealed that a simplistic approach based on the 
Kussner function, did not adequately model the chordwise distribution of velocities due to the 
interacting vortex, and consequently over predicted the biade loading. The use of a model 
that did represent the chordwise distribution of axial velocities of the incident tip vortex, 
resulted in the accurate prediction of the interacting blade lift coefficient for the initial stages 
of the interaction. However, accuracy was only found at the spanwise location where the 
vortex centre travelled across the chord. Here both the gradient and magnitude of the peak 
of the initial impulsive increase in lift coefficient was well represented by the model.
The indicial model, which was based purely on axial core flow, predicted a symmetric blade 
response about the vortex centre. However, the experimental data demonstrated a clear 
asymmetry. Inviscid, quasi-steady state two-dimensional panel method simulations of the 
experiment showed that the interaction was asymmetric if the local increase in dynamic 
pressure due to the rotational flow of the tip vortex was considered. The magnitude of the 
asymmetry found in the experimental data could not be reproduced by considering the 
experimentally measured rotational flow alone.
To examine this disparity further, an inviscid, incompressible numerical simulation was used 
to simulate the main rotor wake inside the wind tunnel. The numerical simulation consisted 
of a three-dimensional panel method, a lifting line calculation, and a free wake model. The 
wake shape predicted by the numerical simulation was accurate when compared with the 
shape of the experimental measured wake despite its inviscid, incompressible nature.
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Therefore the simulation provided a means to analyse the effect of the wake shape on 
induced flow at the interacting blade.
Horizontal cross flow velocities were extracted from the numerical simulation at locations 
which coincided with the pressure measurements made on the surface of the interacting 
blade. These velocities were used as the 'forcing function' for the indicial model, instead of 
the previously used prescribed vortex axial flow. The resulting prediction featured an 
asymmetric response about the vortex centre consistent with the experimental data. Of 
particular significance was the agreement in form of the response at spanwise locations 
above the vortex centre where a less impulsive, slow build In normal force was found 
compared to the more impulsive response found at the vortex centre and below.
in general, the indicial predictions that used the horizontal cross flow as a forcing function 
resulted in a response of greater magnitude than the experimental data. During the capture 
of the experimental data, it was witnessed that main rotor blade flapping had occurred at the 
highest velocity investigated in the tests. Also, calculations of the peak circulation in the 
vortex generator tip vortex predicted by the numerical simulation showed that much greater 
circulation was present compared to the experimentally measured value. This difference 
could possibly be explained by a combination of the inviscid, incompressible nature of the 
numerical simulation and blade flapping in the experiment.
To investigate the effect of the circulation strength, the angle of incidence of the vortex 
generator biade in the numerical simulation was reduced until the circulation calculated 
closely matched the experimentally measured value. This resulted in a closer match in terms 
of the magnitude of the international response for all spanwise locations, and particularly 
close agreement in form at spanwise locations above the vortex centre. Agreement in form 
was not very close at other spanwise locations, but this could potentially be explained by the 
limitations of the numerical simulation.
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The indicial model was also compared with other datasets. Data from a previous test 
configuration at the University of Glasgow in a smaller wind tunnel showed agreement in 
terms of the peak response found but not in form. The indicial model with the prescribed 
axiai flow predicted a much more severe impulsive increase in normal force compared to the 
experimental data. Reasons for the difference between the model and these test data were 
discussed.
Liu and Marshall (2004) completed viscous, compressibie computational fluid dynamic 
simulations of orthogonal blade vortex interaction of an initially columnar vortex. Indicial 
prediction of the cases calculated by Liu and Marshall showed general agreement with their 
solutions in terms of approximate magnitude and form. The predictions were then 
transformed into the form of a new universal lift coefficient, C l", suggested by Liu and 
Marshall. It was established however that, far from being universal, C l” varied with the 
thickness parameter. A more detailed investigation showed that the thickness parameter 
actually determined the vortex core radius to chord ratio in the set of cases presented by Liu 
and Marshall, and it was this second parameter that determined the magnitude of C l". It 
was shown that the expression for C l” captured the steady state lift response, but did not 
represent the unsteady lift response. The unsteady lift response was shown to depend on 
the vortex core radius to chord ratio in a manner consistent with physical expectations. This 
relationship was found in all indicial predictions but was not present in all of the 
computational solutions of Liu and Marshall. The reason for this difference remains to be 
resolved.
Liu and Marshall also caicuiated a linear rate of decrease of the axiai core flow during the 
interaction. A similar linear rate of decrease was also found using inverse indicial simulations 
of the experimental data; however, it was of a less severe nature. This difference was 
attributed to differences in the modelling techniques used and the fact that the Glasgow 
University experimental data were complicated by the induced effect of the vortex generator 
wake.
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Future work should include the integration of the indicial model of tail rotor orthogonal blade 
vortex interaction into a full helicopter simulation to enable the evaluation of changes in tail 
rotor lift/thrust due to the interaction. The inviscid numerical simulation of the wind tunnel 
was unable to reproduce all of the features found in the experimental data. A viscous, 
compressible simulation of the experiment may enable a greater understanding of the way in 
which the full wake structure influences the local interaction.
Also, the experimental validation of the indicial model is only for low Mach number 
orthogonal interactions. High Mach number experimental data for orthogonal interactions is 
not available and consequently comparisons could not be made. Indicial modelling has 
shown good agreement with experimental data for both low and high Mach No flows for 
parallel blade vortex interactions. This suggests that the indicial model may well replicate 
High Mach number data for orthogonal blade vortex interactions but this should be properly 
verified.
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Appendix A; Derivation of the response of a unit 
step
System assumed to be a simple linear first order system of the form;
+ a y { t )  =  x { t ) ,  w h e r e  : _y(0) =
Then a solution for the system exists:
,at ^ y if)  _
d t
-  ae" y { t )  =  x { t ) e ' '
f - ^ ( e " '7 ( r ) ) r f r  =  [ e " x ( r ) d T  
0 d T  i
t
e ‘ ’^ y ( t )  ~  x ( 0 ) e ' ^  =
For a discrete system:
y [ n ]  "  a y [ n  - 1 ]  =  x [ n \
y W  =  - 1 ]
For n = 0: n - O :  _y[0] =  x [0 ] +  a y [ - 1] =  \ ( u n i t  _  s t e p  _  i m p u l s e )  +  0 - 1
For n=1 : n - \ \  >»[1] =  %[1] +  a j[0 ]  =  f ) { n o  _  i n p u t )  + a. 1 =  a
For n=2: n  =  2 \  y [ 2 ]  -  x [ 2 ]  +  a y \ Y \  +  a . a  =
The response of a discrete time (DT) linear time invariant (LTi) system is the first 
difference of its step response; a.
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Therefore solution of the iinear system is:
y { t )  = e ^ e “ ^ x { T ) d r  -  a . e  j e ^ ’ ^ ' d r
y ( t )  =  a . e  " ^ ^  =  1 -  e -at
172
Appendix B: Measured Data from the Argyll Wind 
Tunnel Experiment at the University of Glasgow
Blade aerofoil section: NACA 0015
Velocity (m/s) 20 30 40 50
Rotor Speed (rpm) 168 252 336 420
Vortex Height 
(mm) 980 960 920 900
Vortex Core 
Radius [Rc] (mm) 74.18 ± 16.35 84.83 ± 33.31 76.3 ±10.24 90.3 ±49.32
Peak Rotational 
Velocity jVe] (m/s) 2.77 ±0.35 3.2 ± 0.45 3.17 ± 0.38 1.72 ±0.41
Peak Axial Velocity 
[Wo] (m/s) 1.62 ±0.23 1.27 ±0.23 1.91 ±0.25 2.2 ± 0.2
Peak Circulation 
[r] (m'/s) 0.9 ± 0.25 1.26 ±0.41 1.26 ±0.25 0.77 ± 0.27
Thickness 
Parameter -T/ro 0.556 0.486 0.541 0.457
Impact Parameter - 
2jircV/r 10.36 12.69 15.22 36.84
Axial Flow 
Parameter -
27trcWo/T
0.84 0.54 0.73 1.62
1 7 3
Appendix C: Wake Comparisons for Numerical 
Simulations
The appendix is referenced in the chapter discussing the numerical simulation of the wind 
tunnei configuration (Chapter 7). Figure 7.5 in chapter 7 shows that the third wake is the first 
repeating wake. This is shown by the comparison of the horizontai cross flow velocity for a 
point corresponding to interacting blade’s location in the wind tunnel. Figure 7.5 was the 
result obtained when the azimuthal step size of the vortex generator in the numerical 
simulation was one degree per time step for a freestream velocity of 40 m/s. However, 
results were also obtained for azimuthal step sizes of 2, 4, and 8 degrees at a freestream 
velocity of 40 m/s. Comparisons of the cross flow velocities were also obtained for 20, 30, 
and 50 m/s for each of the previously used azimuthal step sizes. All results are shown 
below.
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Difference between tfie 4lli wake and tfie 1st, 2nd, and 3rd wakes with
azimuthal step size of 4 degrees
0.15
1st wake 
2nd wake 
3rd wake0.1
0.05I
g§ -0.05i
-0.1
-0.15
30 90 1200 60 150 210 240180
Azimuthal angle (degrees), [time axis]
1st wake 2nd wake 3rd wake 4th wake
8 deg. 0.5771 0.5933 0.5696 0.5696
4 deg. 0.6115 0.6349 0.6039 0.6039
2 deg. 0.6352 0.6566 0.6292 0.6292
1 deg. 0.6537 0.6728 0.6479 6.48E-01
Table C.1: Comparison of peak axial velocity caicuiated in aii test cases at the spanwise 
location of the vortex centre. Freestream velocity = 20 m/s.
1st wake 2nd wake 3rd wake 4th wake
8 deg. 0.4815 0.4945 0.4973 0.4972
4 deg. 0.4692 0.4827 0.4865 0.4864
2 deg. 0.4691 0.4849 0.4896 0.4895
1 deg. 0.4667 0.4837 0.4884 0.4883
Table 0.2; Comparison of peak axiai velocity calculated in ai test cases at the spanwise
location 0.1m above the vortex centre. Freestream velocity = 20 m/s.
1st wake 2nd wake 3rd wake 4th wake
8 deg. 0.414 0.4232 0.4334 0.4333
4 deg. 0.4863 0.4874 0.5071 0.507
2 deg. 0.5048 0.5096 0.5275 0.5275
1 deg. 0.5018 0.5091 0.5258 0.5257
Table C.3: Comparison of peak axiai velocity caicuiated in aii test cases at the spanwise 
location 0.1m below the vortex centre. Freestream velocity = 20 m/s.
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Velocity 30m/s
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Difference between the 4fh wake and the 1st, 2nd, and 3rd wakes with
azimuthal step size of 8 degrees
0.15
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2nd wake 
3rd wake
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Azimuthal angle (degrees), [time axis]
1 st wake 2nd wake 3rd wake 4th wake
8 deg. 0.7914 0.8141 0.7762 0.7761
4 deg. 0.8154 0.848 0.802 0.802
2 deg. 0.8777 0.901 0.8645 0.8645
1 deg. 0.8885 0.9171 0.8755 0.8755
Table C.4: Comparison of peak axial velocity calculatecJ In a test cases at the spanwise
location of the vortex centre. Freestream velocity = 30 m/s.
1st wake 2nd wake 3rd wake 4th wake
8 deg. 0.657 0.6836 0.6893 0.6892
4 deg. 0.6533 0.6732 0.6795 0.6795
2 deg. 0.6542 0.6709 0.6782 0.6782
1 deg. 0.6539 0.6724 0.677 0.6769
Table C.5: Comparison of peak axial velocity calculated In all test cases at the spanwise 
location 0.1m above the vortex centre. Freestream velocity = 30 m/s.
1st wake 2nd wake 3rd wake 4th wake
8 deg. 0.6106 0.6087 0.6353 0.6352
4 deg. 0.6929 0.6948 0.7228 0.7227
2 deg. 0.7083 0.7141 0.7395 0.7394
1 deg. 0.7047 0.7094 0.7359 0.7358
Table C.6: Comparison of peak axial velocity calculated in all test cases at the spanwise 
location 0.1m below the vortex centre. Freestream velocity = 30 m/s.
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Difference between the 4th wake and the 1st, 2nd, and 3rd wakes with
azimuthal step size of 8 degrees
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Azimuthai angle (degrees), [time axis]
1st wake 2nd wake 3rd wake 4th wake
8 deg. 1.1334 1.1651 1.1168 1.1164
4 deg. 1.1947 1.2414 1.1799 1.18
2 deg. 1.2499 1.2839 1.2364 1.2362
1 deg. 1.28 1.3187 1.267 1.2669
Table C.7: Comparison of peak axial velocity calculated in all test cases at the spanwise 
location of the vortex centre. Freestream velocity = 40 m/s.
1st wake 2nd wake 3rd wake 4th wake
8 deg 0.9446 0.973 0.9791 0.979
4 deg 0.922 0.9518 0.9593 0.9593
2 deg 0.9196 0.9547 0.9642 0.9641
1 deg 0.9151 0.9526 0.9617 0.9616
Table 0.8: Comparison of peak axial velocity calculated in all test cases at the spanwise 
location 0.1m above the vortex centre. Freestream velocity = 40 m/s.
1st wake 2nd wake 3rd wake 4th wake
8 deg 0.8209 0.8373 0.8571 0.8572
4 deg 0.9618 0.9638 1.0026 1.0023
2 deg 0.9952 1.0045 1.0398 1.0397
1 deg 0.9882 1.002 1.0352 1.0351
Table C.9: Comparison of peak axial velocity calculated in al test cases at the spanwise
location 0.1m below the vortex centre. Freestream velocity = 40 m/s.
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Difference between the 4th wake and the 1st, 2nd, and 3rd wakes with
azimuthal step size of 8 degrees
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1st wake 2nd wake 3rd wake 4th wake
8 deg. 1.2415 1.2791 1.2134 1.2133
4 deg. 1.2971 1.3492 1.2736 1.2736
2 deg. 1.3802 1.4191 1.3548 1.3547
1 deg. 1.3989 1.4451 1.3747 1.3747
Table C.10; Comparison of peak axial velocity caicuiated in ail test cases at the spanwise 
location of the vortex centre. Freestream velocity = 50 m/s.
1st wake 2nd wake 3rd wake 4th wake
8 deg. 1.052 1.0928 1.1033 1.1033
4 deg. 1.0584 1.0858 1.0916 1.0915
2 deg. 1.0597 1.0904 1.0848 1.0847
1 deg. 1.0592 1.0923 1.0847 1.0846
Table 0.11 : Comparison of peak axial velocity caicuiated in ail test cases at the spanwise 
location 0.1m above the vortex centre. Freestream velocity = 50 m/s.
1st wake 2nd wake 3rd wake 4th wake
8 deg. 1.0045 1.0017 1.0437 1.0436
4 deg. 1.1248 1.1281 1.1728 1.1726
2 deg. 1.1424 1.151 1.1916 1.1914
_. _1 deg. 1.1371 1.1437 1.1864 1.1863
Table C.12: Comparison of peak axial velocity calculated in all test cases at the spanwise 
location 0.1m below the vortex centre. Freestream velocity = 50 m/s.
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Appendix D: Comparison of indicial predictions with 
experimental data
These comparisons show indicial predictions based on the horizontal cross flow extracted 
from the numerical simulation. In the cases presented below, the angle of incidence of the 
vortex generator has been reduced so that the circulation over the interacting blade is similar 
to the experimentally measured circulation.
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Appendix E: Comparison of indicial predictions with 
experimental data
These comparisons show indicial predictions based on the horizontal cross flow extracted 
from the numerical simulation. In the cases presented below, the angle of incidence of the 
vortex generator has been reduced so that the circulation over the interacting blade Is similar 
to the experimentally measured circulation.
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