Abstract Effect size reporting and interpreting practices have been extensively recommended in academic journals when primary outcomes of all empirical studies have been analyzed. This article presents an alternative approach to constructing confidence intervals of the weighted eta-squared effect size within the context of one-way heteroscedastic ANOVA models. It is shown that the proposed interval procedure has advantages over an existing method in its theoretical justification, computational simplicity, and numerical performance. For design planning, the corresponding sample size procedures for precise interval estimation of the weighted etasquared association measure are also delineated. Specifically, the developed formulas compute the necessary sample sizes with respect to the considerations of expected confidence interval width and tolerance probability of interval width within a designated value. Supplementary computer programs are provided to aid the implementation of the suggested techniques in practical applications of ANOVA designs when the assumption of homogeneous variances is not tenable.
The analysis of variance (ANOVA) compares the impact of categorical design factors on a continuous response variable in order to determine whether differences exist among the treatment groups. To indicate how much the knowledge of a treatment group improves prediction of the response variable, several strength-of-association measures have been suggested in the literature, such as the estimators of b η 2 , b " 2 , and b w 2 (Grissom & Kim, 2005; Hays, 1994; Keppel, 1991; Kline, 2004; Maxwell & Delaney, 2004) . They can be interpreted as a proportion that reflects how much variability in the response variable is associated with the variation in the treatment levels.
The underlying rationale and discrepancy of these three association measures have been discussed in Fern and Monroe (1996) , Glass and Hakstian (1969) , Maxwell, Camp, and Arvey (1981) , and Richardson (1996) . Accordingly, the sample eta-squared b η 2 , is one of the most commonly reported association indices in practical applications of ANOVA. Detailed discussion and related issues can be found in Cohen (1973) , Haase (1983) , Levine and Hullett (2002) , Olejnik and Algina (2003) , Pierce, Block, and Aguinis (2004) , and Richardson (2011) .
One important assumption underlying the ANOVA designs is that of equal population variances. Violation of the homogeneity-of-variance assumption has been the target of criticism in applications of ANOVA. For example, Grissom (2000) emphasized that there are theoretical reasons to expect, and empirical results to document, the existence of heteroscedasticity in clinical studies. Moreover, Grissom and Kim (2005, pp. 10-14) provided additional explanations for the intrinsic causes of variance heterogeneity in real data. The practical importance and methodological complexity of the problem has incurred numerous attempts to develop various parametric and nonparametric alternative procedures to counter the effects of heteroscedasticity (Keselman et al., 1998; Lix, Keselman, & Keselman, 1996) . It follows from the comprehensive reviews of Grissom (2000) , Harwell, Rubinstein, Hayes, and Olds (1992) , and Tomarken and Serlin (1986) that the Welch (1951) procedure is a widely accepted technique for correcting for variance heterogeneity. Specifically, it has advantages over other, contending methods in its overall performance, computational ease, and general availability in statistical computer packages.
According to the general discussions of Breaugh (2003) , Ferguson (2009), Fern and Monroe (1996) , Kirk (1996) , Richardson (1996) , and Vacha- Haase and Thompson (2004) , group difference and strength of association (or correlation ratio) are two of the major classes of effect sizes in practical applications. It should be noted that these conventional measures and conversion formulas of effect size make the standard assumption of homoscedasticity. However, Grissom and Kim (2001) were concerned by the frequent occurrence of variance heterogeneity in many areas of research. Therefore, they advised caution regarding the robustness and appropriateness to heteroscedasticity of current effect size measures that assume homogeneous variances. Ultimately, the prevailing heteroscedastic phenomenon has prompted different conceptions and definitions of effect size. This issue has important implications for interpreting the meaning of effect sizes, but it has received relatively limited attention in the methodological literature. In the case of comparing the means for two different groups, Keselman, Algina, Lix, Wilcox, and Deering (2008) emphasized that the wellknown Cohen's (1988) standardized mean difference is not appropriate when the homogeneity-of-variance assumption is violated and discussed several alternative definitions of a standardized mean difference effect size to circumvent the untenable assumption of equal variances. Accordingly, the diversity of suggested measures in Grissom and Kim (2001) and Keselman et al. (2008) implies that there is no firm consensus as to the definition of a standardized mean difference effect size in the presence of heteroscedasticity. The various indices of standardized mean difference simply represent different quantities, each with their unique features, and may prove to be useful in a given application. Also, see Bonett (2008) for a discussion of standardized linear contrasts of means with different standardizers in heteroscedastic ANOVA.
Although numerous approaches have been suggested to tackle the practical and complex issue of heteroscedasticity, Keselman et al. (2008) presented a unified formulation of approximate degrees of freedom (ADF) procedures within the context of general linear models. Essentially, the prescribed Welch (1951) method for comparing mean equality can be obtained from the general ADF perspective. Thorough treatment and related applications of the Welch statistic and other ADF methods are also described in Lix and Keselman (1995) . To further circumvent the sensitivity of traditional methods for comparing mean equality with nonnormality, in additional to heteroscedasticity, Keselman et al. (2008) emphasized the applications of ADF procedures with robust estimators of both central tendency and variability. As was noted earlier, Keselman et al. (2008) pointed out the apparently problematic outcome of Cohen's standardized mean difference when variance heterogeneity is present. More important, they also explicated the vital differences and merits of various definitions and estimators of standardized mean difference effect size. It is important to note that Bonett (2008) has suggested several useful standardized linear contrasts of means within the heteroscedastic ANOVA setting. However, no explicit formulations were provided for a population strength of association effect size measure such as the counterpart of eta-squared η 2 in traditional ANOVA designs. In contrast, a weighted formulation of effect size θ was proposed in Kulinskaya and Staudte (2006, Equation 2 ) to accommodate the underlying characteristics of possibly unequal error variances and unbalanced group sizes for a oneway heteroscedastic ANOVA. It was also noted in Kulinskaya and Staudte that when variances are equal, the weighted effect size θ reduces to the widely recognized effect size index f 2 in traditional one-way ANOVA (Cohen, 1988, p. 274) . Moreover, the weighted effect size can be readily transformed to a weighted coefficient of determination ρ 2 0 θ/(1 + θ), just as the prevalent strength of association measure of eta-squared η 2 0 f 2 /(1 + f 2 ) is a one-to-one function of effect size f 2 . Hence, the coefficient of determination ρ 2 resembles the eta-squared index η 2 for representing the proportion of explained variance within the context of a one-way heteroscedastic ANOVA. In view of the appealing features and versatile usefulness for the definitions of weighted effect size θ and weighted coefficient of determination ρ 2 , Kulinskaya and Staudte presented an approximate interval estimation procedure for θ on the basis of a shifted and rescaled chi-square transformation of Kulinskaya, Staudte, and Gao (2003) . Clearly, it follows from the monotone transformation ρ 2 0 θ/(1 + θ) that a desired confidence interval of ρ 2 can be immediately constructed from the obtained interval estimate of θ. Moreover, several simulation studies were conducted in Kulinskaya and Staudte to examine the performance of the suggested technique. According to the numerical results, they concluded that the interval procedure is surprisingly accurate in terms of the nominal coverage probability, except for very small sample sizes. Also, the coverage probability tends to exceed the nominal level when the magnitude of the weighted effect size is small.
Despite the aforementioned arguments and findings in Kulinskaya and Staudte (2006) , the following four caveats to their interval estimation method should be noted. First, their confidence interval of θ is constructed from a shifted and rescaled chi-square approximate distribution for an estimator of the explained sum of squares (Kulinskaya & Staudte, 2006, Equation 11 ) as an alternative method for computing the distribution function of Welch's statistic (Kulinskaya et al., 2003, Equation 6 ). Since they have not successfully obtained a pivotal quantity with the shifted and rescaled chi-square distribution, further approximations are made to the shifted and rescaled parameters in order to compute the involved confidence limits. It is notable that the statistical presentations and algebraic expressions for their interval estimators of θ are fairly complicated and the calculation of confidence intervals requires a specialpurpose computer program for performing the necessary computation. Therefore, the complexity may result in limited acceptance in application. Second, the exact interval procedure for the association strength effect size η 2 in homoscedastic ANOVA was repeatedly described in Fleishman (1980) , Kelley (2007) , Kline (2004) , Odgaard and Fowler (2010) , Smithson (2001), and Steiger (2004) . Specifically, the exact approach employs a noncentrality inversion technique of F distributions and is called the "cumulative distribution function" pivotal method in Casella and Berger (2002, Section 9.2. 3) and Mood, Graybill, and Boes (1974, Section 4.2) . Corresponding routines and scripts for the computations of noncentral F distributions and exact confidence intervals are available in popular software packages such as R, SAS, SPSS, and STATISTICA. Kulinskaya and Staudte's approximate interval estimation method deals with the more general target effect size of the weighted coefficient of determination ρ 2 , which subsumes the association strength eta-squared η 2 as a special case. However, the shifted and rescaled chi-square transformation of Kulinskaya and Staudte does not conform to the established noncentrality inversion procedure. Thus, the failure to embed the confidence intervals of ρ 2 and η 2 in a unified principle is an obvious limitation of the existing method of Kulinskaya and Staudte. Third, the empirical investigation in Kulinskaya and Staudte (2006) seems to give practically acceptable results for a wide range of two-sample settings in Tables 1-4 . But a closer inspection of their numerical performance for threegroup situations in Tables 5-7 suggests that the coverage probability tends to increase with decreasing weighted effect size θ. In other words, the resulting two-sided confidence interval may be too wide when the population weighted effect size is small, whereas the reported interval estimate is probably not wide enough to attain the desired confidence level if the magnitude of underlying weighted effect size is large. Consequently, the unknown magnitude of the underlying population weighted effect size could distort the coverage performance of the interval estimates. Potential users should be aware of the robustness problem associated with the approximate formula of Kulinskaya and Staudte. Fourth, they particularly remarked that the actual distribution of the principal statistic proposed in Kulinskaya et al. (2003) is highly skewed and does not converge rapidly enough to a noncentral chi-square distribution. This implies that their interval procedure gives rise to asymmetric confidence intervals for θ or that the resulting two-sided interval estimates are not equidistant around the principal statistic. However, the accuracy of the one-sided confidence intervals and the sensitivity to heteroscedasticity and unbalanced structures of Kulinskaya and Staudte are essentially unknown. The existing results for two-sided confidence intervals in Kulinskaya and Staudte are not detailed enough to elucidate these fundamental issues. It seems prudent, therefore, to confirm that the properties of their technique are well clarified before it can be adopted as a general procedure.
According to the editorial guidelines and methodological recommendations of several prominent educational and psychological journals, it is necessary to include some measures of effect size and confidence intervals for all primary outcomes (Alhija & Levy, 2009; Odgaard & Fowler, 2010; Sun, Pan, & Wang, 2010) . Furthermore, Maxwell, Kelley, and Rausch (2008) advocated the desirability of achieving required precision in parameter estimation and emphasized the importance of sample size planning in constructing precise Table 1 Simulated coverage probability, error, and average width of the approximate confidence intervals for weighted signal-to-noise ratio λ* when σ The proposed approach Kulinskaya and Staudte (2006) Levy (1978) , we apply the cumulative distribution function pivotal method to construct wellsupported confidence intervals for the weighted etasquared effect sizes. The proposed general methodology not only enables a transparent and concise exposition of the inherent statistical arguments and properties, but also combines the interval procedures for both homoscedastic and heteroscedastic ANOVA designs into one unified framework. The accuracy of the suggested approach is evaluated by the computed confidence interval corresponding to the nominal coverage probability and the actual probability of coverage it achieves. Extensive numerical examinations 15, 15, 15, 15), (6, 12, 18, 24) , (24, 18, 12, 6) , and mean structures (μ 1 , μ 2 , μ 3 , μ 4 ) 0 {−1, 0, 0, 1}/c, {−3, −1, 1, 3}/c, and {−1, −1, 1, 1}/c denoted by μ 0 1, 2, and 3, respectively
The proposed approach Kulinskaya and Staudte (2006) Table 3 Simulated coverage probability, error, and average width of the approximate confidence intervals for weighted eta squared η 15, 15, 15, 15) , (6, 12, 18, 24) , (24, 18, 12, 6) , and mean structures (μ 1 , μ 2 , μ 3 , μ 4 ) 0 {−1, 0, 0, 1}/c, {−3, −1, 1, 3}/c, and {−1, −1, 1, 1}/c denoted by μ 0 1, 2, and 3, respectively
The proposed approach Kulinskaya and Staudte (2006) were conducted to reveal the advantages in coverage probability and interval width of the proposed approach over the approximate transformation method of Kulinskaya and Staudte under a variety of group mean configurations, variance patterns, and sample size structures. Moreover, sample size calculations for precise interval estimation of weighted eta-squared effect sizes are also demonstrated in two different perspectives. One approach gives the minimum sample size, such that the expected confidence interval width is within the designated bound. The other approach provides the sample size needed to guarantee, with a given tolerance probability, that the width of a confidence interval will not exceed the planned range. To facilitate the recommended procedures in empirical applications, SAS computer programs are developed for computing the confidence intervals of the weighted eta-squared association strength and the necessary sample sizes for designated interval precision criteria in planning research designs.
Interval estimation of weighted eta-squared
Consider the one-way heteroscedastic ANOVA model in which the observations X ij are assumed to be independent 15, 15, 15, 15) , (6, 12, 18, 24) , (24, 18, 12, 6) , and mean structures (μ 1 , μ 2 , μ 3 , μ 4 ) 0 {−1, 0, 0, 1}/c, {−3, −1, 1, 3}/c, and {−1, −1, 1, 1}/c denoted by μ 0 1, 2, and 3, respectively
The proposed approach Kulinskaya and Staudte (2006) 15, 15, 15, 15) , (6, 12, 18, 24) , (24, 18, 12, 6) , and mean structures (μ 1 , μ 2 , μ 3 , μ 4 ) 0 {−1, 0, 0, 1}/c, {−3, −1, 1, 3}/c, and {−1, −1, 1, 1}/c denoted by μ 0 1, 2, and 3, respectively
The proposed approach Kulinskaya and Staudte (2006) 
where μ i and σ 2 i are unknown parameters, i01, . . . , g ( ≥ 2) and j01, . . . , N i . For testing the hypothesis that all treatment means are equal, the classic F* statistic is the most widely used statistical procedure assuming homogeneity of variance
:
where SSR is the treatment sum of squares, SSE is the error sum of squares, and
where
is the noncentral F distribution with (g−1) and (N T −g) degrees of freedom, and noncentrality parameter Λ0N T λ,
, and is called the signal-to-noise ratio (Fleishman, 1980) . The measure of strength of association or correlation ratio η 2 is a one-to-one function of λ:
Accordingly, the widely used index of the association effect size η 2 is the sample eta-squared:
where F* is defined in Equation 2. Moreover, exact confidence intervals of η 2 can be constructed with the noncentrality inversion technique of the noncentral F distribution of F* given in Equation 3 (e.g., Odgaard & Fowler, 2010) .
However, it has been shown in numerous studies that the conventional F* test statistic is sensitive to the heteroscedasticity formulation defined in Equation 1. Of the numerous alternatives to the ANOVA F test, we focus on the approach proposed in Welch (1951) in the form of
w h e r e W i ¼ N i S
In contrast to the well-documented results of F* under homoscedasticity, the statistical properties of Welch's statistic are more complex, and no explicit analytic form of the corresponding distribution is available. It was presented in Levy (1978) that an approximate noncentral F distribution can be obtained by replacing the sample means and variances in Welch's statistic with corresponding population parameters. The numerical comparisons of the estimated power and simulated power of Levy (1978) suggest that the noncentral F distribution yields an adequate approximation for the underlying distribution of Welch's statistic. Specifically, the approximate distribution for W in Levy is
where the denominator degrees of freedom
and
It is essential to note that the formulation of λ* is the direct extension of the signalto-noise ratio λ given in Equation 4 under the heterogeneity-of-variance assumption. For ease of reference, λ* is termed as the weighted signal-to-noise ratio for its recognizable relationship with λ. An analogue application of the monotone transformation between λ and η 2 in Equation 5 can arguably be recommended to arrive at a weighted eta-squared effect size with λ* in Equation 9 under the heterogeneity of variance setting,
Accordingly, the weighted eta-squared effect size η 2 * was presented in Kulinskaya and Staudte (2006) as a weighted coefficient of determination with the notation ρ 2 . In addition to the supporting arguments in Kulinskaya and Staudte, the weighted eta-squared effect size η 2 * provides a natural generalization of the simple index η 2 , and it reflects the proportion of total variance accounted for by the effect of treatment means, heterogeneous variance components, and sample size allocation ratios. Notably, the alternative expressions of
imply that both λ* and η 2 * do not depend on the group sizes but, rather, on the allocation ratio among the groups.
To indicate the actual level of the strength of association in a study, a sample estimate of the weighted eta-squared η 2 * may be obtained as
where W is the Welch statistic given in Equation 7. Clearly, b η 2 * is a heteroscedastic extension of the common effect size measure b η 2 given in Equation 6. Unlike the degrees of freedom for the distribution of F*, the denominator degrees of freedom ν in the noncentral F distribution for W given in Equation 8 depends on the unknown variances. For inferential purposes, a further modification of the noncentral F distribution can be obtained by substituting the respective sample estimates for the variances in ν, and the resulting approximation is
where the denominator degrees of freedomb v ¼ g 2 À 1 ð Þ 3Q ð Þ = and Q is defined in Equation 7. Ultimately, we propose to compute the confidence intervals of η 2 * with the noncentrality inversion principle through the approximate noncentral F distribution presented in Equation 12. This is useful because Λ*0 N T λ* can be viewed as a one-to-one function of η 
where Kulinskaya and Staudte (2006) also presented an approximate confidence interval procedure for η 2 * based on a shifted and rescaled chi-square transformation. It should be emphasized, however, that their method differs markedly from the noncentrality inversion technique. More important, their analytical arguments and derived formulas are noticeably more involved than the prescribed justification and methodology. Thus, it is of both practical value and theoretical interest to explicate the underlying properties of the two distinct interval procedures. But due to the complex nature of the interval estimation formulas under study, a complete analytical treatment is not possible. Hence, a detailed simulation study is performed next to evaluate and compare their accuracy under a variety of treatment effect configurations, heterogeneous variance patterns, and sample size allocation structures.
Numerical comparison of interval estimation procedures
To demonstrate the performance of the two alternative procedures under ANOVA settings, the following empirical examination consists of two studies, of which the first one reexamines the interval estimation of weighted signal-tonoise ratio λ* for the three-group case in Kulinskaya and Staudte (2006) , and the second study evaluates the confidence intervals of weighted eta-squared η 2 * for the case of four groups that were not considered in Kulinskaya and Staudte.
First, we consider the model settings in Table 6 of Kulinskaya and Staudte (2006) with g03. Specifically, the sample sizes and error variances are chosen as (N 1 , N 2 , N 3 )0(10, 10, 10) and ( σ 2 1 ; σ 2 2 ; σ 2 3 ) 0 (1, 1/2, 4), respectively. Moreover, four mean effect settings are considered: (μ 1 , μ 2 , μ 3 )0(0, 1, 1), (0, 1, 2), (0, 1, 3), and (0, 1, 4), and the resulting weighted signal-to-noise ratio λ* values are 0.23, 0.36, 0.64 and 1.08, respectively. With the given sample sizes and parameter configurations, estimates of the true coverage probability are computed through Monte Carlo simulation of 10,000 independent data sets. For each replicate, the confidence limits associated with one-sided upper and lower 100(1−α/2)% confidence intervals are computed for both (1−α/2)0.95 and .975. These confidence limits are also employed to construct the twosided 90 % and 95 % confidence intervals. Accordingly, a total of six different sets of confidence intervals are obtained. Thus, our simulations cover a much broader range of situations than those considered in Kulinskaya and Staudte, which examined only the performance of two-sided 95 % confidence intervals. In each case, the simulated coverage probability is the proportion of the 10,000 replicates whose intervals contain the population-weighted effect size λ*. The accuracy of the examined procedure is determined by the difference between the simulated coverage probability and the designated coverage probability as error0simulated coverage probability−nominal coverage probability. In addition, the average interval width of λ* is also computed for the 10,000 replicated widths of both 90 % and 95 % two-sided confidence intervals. The simulated results of coverage probabilities, errors, and average widths for Kulinskaya and Staudte's method and the suggested approach are presented in Table 1 . For a concise visualization of these results, the simulated coverage probabilities of one-sided upper and lower 95 % confidence intervals and two-sided 90 % confidence intervals are plotted for the proposed approach and Kulinskaya and Staudte's method in Figs. 1 and 2 , respectively. It appears that the discrepancy between simulated and nominal coverage probabilities of Kulinskaya and Staudte's two-sided confidence intervals tend to decrease for larger λ*. Although this general pattern agrees with the findings of Kulinskaya and Staudte, the notable errors of the associated one-sided confidence intervals reveal that the results of their two-sided interval estimates remain problematic even for large values of λ*. Specifically, the simulated coverage In addition, the best performance of the 95 % two-sided confidence intervals is associated with λ*00.64 and has a simulated coverage probability of .9509, with error of .0009. In this case, the corresponding upper and lower 97.5 % one-sided confidence intervals incur the simulated coverage probabilities of .9575 and .9934, with sizable errors of−.0175 and .0184, respectively. Note that the confidence limits of the (1−α)% two-sided confidence interval are constructed with the respective lower and upper limit of the one-sided upper and lower (1−α/2)% confidence intervals. Thus, it is misleading to report that a twosided interval procedure is accurate on the basis of a combination of some noticeable under-and overestimated one-sided coverage probabilities. Consequently, a mere coverage probability assessment of two-sided confidence intervals may obscure systematic overestimation in confidence limits that might have existed in the shifted and rescaled chi-square transformation of Kulinskaya and Staudte. In contrast, the simulated coverage probabilities of the suggested one-and twosided confidence intervals closely agree with the nominal confidence levels for all 24 combined cases in Table 1 . Although the case of the upper 95 % confidence interval for λ*01.08 yields a coverage probability .9387 and induces the largest error − .0113, this result still outperforms that of Kulinskaya and Staudte, which yields a coverage probability .9199 and error − .0301. Moreover, in terms of the average widths of the simulated two-sided confidence intervals for the weighted signal-to-noise ratio λ*, it is apparent that the average width of the proposed approach is consistently smaller than that computed by the method of Kulinskaya and Staudte for each of the eight combinations of two confidence levels (1−α) and four values of weighted effect size λ*.
To demonstrate that the previous contrasting behaviors between the two interval procedures continue to exist in other heteroscedastic ANOVA situations, further numerical investigations were conducted with a wide range of different model configurations. In the second study, we focus on the interval estimation of weighted eta-squared η 1, 1, 1, 1) . For sample size structures, three allocation schemes are examined to represent diverse patterns: (N 1 , N 2 , N 3 , N 4 )0 (15, 15, 15, 15) , (6, 12, 18, 24), and (24, 18, 12, 6) . These three settings not only include both balanced and unbalanced designs, but also create direct-and inverse-pairing with heteroscedastic structure. Moreover, the three sample size allocation schemes are cross-combined with three different mean variability settings: (μ 1 , μ 2 , μ 3 , μ 4 )0{−1, 0, 0, 1}, {−3, −1, 1, 3}, and {−1, −1, 1, 1}. For ease of comparison, the actual mean structure is further modified as (μ 1 , μ 2 , μ 3 , μ 4 )/c with a constant c for adjustment so that the resulting weighted eta-squared η 2 * remains the same as η 2 *01/6 (λ*01/5) for each case of a total of 18 different model configurations. Similar variance structures, mean variability patterns, and sample size allocations were considered in Cohen (1988) and Tomarken and Serlin (1986) . These combinations of model configurations are selected to reveal the extent of characteristics that are likely to be obtained in actual applications. General guidelines of design and implementation of Monte Carlo experiments can be found in Paxton, Curran, Bollen, Kirby, and Chen (2001) . Similar to the implementation of the preceding examination, the simulated results of coverage probabilities, errors, and average widths for (1−α/2)% onesided and (1−α)% two-sided confidence intervals for heterogeneous variances (σ According to the extensive numerical results in Tables 2-5 , the coverage probabilities of the proposed interval procedure maintain a close range near the nominal levels. Although some of the absolute errors are slightly larger than .01, the performance seems generally acceptable. It is noteworthy that the suggested approach is developed under the possibly unequal variances assumption. In view of the stable and adequate performance of the resulting confidence intervals under both homogeneous and heterogeneous variance settings, the proposed interval procedure has great potential usefulness in practical situations where the extent of underlying variance heterogeneity is rarely known and may be nearly trivial. Unfortunately, the interval method of Kulinskaya and Staudte (2006) does not provide satisfactory results, even though the coverage performance of some two-sided confidence intervals in Tables 3 and 5 are reasonably good. The sign and magnitude of the errors associated with upper and lower one-sided confidence intervals show that the simulated coverage probabilities are consistently lower or higher than the nominal levels throughout Tables 2-5. The poor performance implies that their approach fails to produce accurate confidence limits under most of the conditions examined here. Furthermore, all of the average widths of two-sided confidence intervals of the suggested interval procedure are less than those computed by the method of Kulinskaya and Staudte. Consequently, the noncentrality inversion approach is recommended over the existing shifted and rescaled transformation of Kulinskaya and Staudte for its overall performance in the accuracy of coverage probability and the tightness of interval width corresponding to the nominal confidence level.
Sample size determination for precise interval estimation
With the emphasis on greater use of summary measure and confidence intervals in the sixth edition of the Publication Manual of the American Psychological Association (American Psychological Association, 2009), it is prudent to facilitate this research practice by determining the necessary sample sizes to satisfy the desired precision of interval estimation in the planning stage of research design. Hence, the sample size determination for precise confidence intervals of the weighted etasquared effect size is considered. According to the formulation of the approximate noncentral F distribution of Welch's statistic and the application of the noncentrality inversion technique, an approximate 100
computed from Equations 13 and 14 with equal tail confidence probability, α 1 0α 2 0α/2. To ensure that the confidence interval is narrow enough to produce meaningful findings, researchers must recognize the stochastic nature of confidence intervals due to the inherent randomness in Welch's statistic W and the degrees of freedom estimator b v. However, the property of the approximate degrees of freedom b v involves the joint consideration of g heterogeneous sample variances, and consequently, the complexity of the exact distribution of b v can be overwhelming. To provide a feasible solution, the random feature of b v is ignored in the proposed sample size calculations. This simplification is a small price to pay for developing a sample size framework that is informative and useful for precise interval estimation.
The empirical examinations presented later reveal that sampling fluctuations in b v are minimal and the associated effects may be negligible. Hence, the width of a confi-
L , can be viewed as a function of the Welch statistic, degrees of freedom ν, weighted eta-squared η 2 *, sample sizes (N 1 , . . . , N g ), and confidence coefficient (1−α). Specifically, the approximate noncentral F distribution suggested in Levy (1978) is utilized to determine the sample sizes required to achieve the specified precision properties of a confidence interval. Two useful principles concerning the control of the expected width and the tolerance probability of the width within a preassigned value are presented here. First, it is necessary to determine the required sample size such that the expected width
where b (>0) is a constant. Second, one may compute the sample size needed to guarantee, with a given tolerance probability (1−γ), that the width H of a 100
will not exceed the planned value
where ω ( > 0) is a constant. Both the expectation E[H] and probability P{H ≤ ω} are evaluated with respect to the approximate distribution of W presented in Equation 8. For ease of numerical computation, the sample size allocation ratios (q 1 , . . . , q g ) are rewritten as q i ¼ r i
where r i 0N i /N 1 for i01, . . . , g. Equivalently, r i 0q i /q 1 , i01, . . . , g. Thus, with the initially specified sample size allocation ratios (q 1 , . . . , q g ) or sample size ratios (r 1 , . . . , r g ), the task is reduced to deciding the minimum sample size N 1 (with N i 0N 1 r i , i02, . . . , g) required to attain the desired precision level. With the computational formulas of expected width and tolerance probability in Equations 15 and 16, the sample sizes (N EW1 , . . . , N EWg ) needed for the expected width of a 100(1−α)% two-sided confidence interval b η 2* L ; b η 2* U À Á to fall within the designated bound b are the minimum integers (N 1 , . . . , N g )0N 1 (r 1 , . . . , r g ) such that E[H]≤b. On the other hand, the sample size (N TP1 , . . . , N TPg ) required to guarantee with a given tolerance probability (1−γ) that the width of a 100(1−α)% two-sided confidence interval b η 2* L ; b η 2* U À Á will not exceed the planned range ω are the smallest integers (N 1 , . . . , N g )0N 1 (r 1 , . . . , r g ) such that P H w f g! 1 À g . The computation of expected width and tolerance probability requires the numerical integration and noncentrality inversion with respect to a noncentral F probability distribution function. To enhance the applicability of these sample size methodologies, supplementary SAS/IML (SAS Institute, 2011) computer programs have been written to aid researchers with the suggested techniques, and empirical illustrations are presented next to demonstrate their usefulness in sample size calculations.
Numerical investigation of sample size procedures
Due to the approximate nature of the suggested sample size procedures for precise interval estimation of the weighted eta-squared effect sizes, their features and performances need to be delineated and examined through numerical investigations. To demonstrate the sample size methodology, an empirical study was conducted in two steps. The first step involved extensive sample size calculations for the two precision measures of expected width and tolerance probability across a wide range of model configurations. In the second step, a Monte Carlo simulation study was performed to provide insights into the precision behavior for the recommended sample size formulas under the design characteristics specified in the first step.
Note that the determination of sample sizes needed for the chosen precision of the confidence interval procedures requires detailed specifications of the confidence level, sample size allocation ratio, and the magnitudes of mean effects and variance components. To demonstrate the potential extent of characteristics that an applied work may cover in heteroscedastic ANOVA research, a systematic numerical investigation of four-group design is conducted by fixing the confidence level (1−α)0.95 and heterogeneous error variances ( σ 2 1 ; σ 2 2 ; σ 2 3 ; σ 2 4 ) 0 (1, 4, 9, 16) and varying the other two factors of sample size allocation ratio and mean variability pattern for the selected magnitude of weighted eta-squared η 2 *0.15. Accordingly, to represent balanced and unbalanced patterns, three sample size allocation settings are considered: (q 1 , q 2 , q 3 , q 4 )0(1/4, 1/4, 1/4, 1/4), (1/10, 2/10, 3/10, 4/10), and (4/10, 3/10, 2/10, 1/ 10). As in the empirical illustration presented above, the sample size allocation schemes are cross-combined with three different mean spread settings: (μ 1 , μ 2 , μ 3 , μ 4 )0 {−1, 0, 0, 1}/c, {−3, −1, 1, 3}/c, and {−1, −1, 1, 1}/c. Note that different values of constant c are used for adjustment so that the weighted eta-squared is kept constant as η 2 *0.15 throughout this numerical study. Moreover, the interval bound b 0ω 0.3, and tolerance probability (1−γ)0.90 are selected for the two precision criteria of expected width and tolerance probability. These levels were selected to reflect common sample sizes used in typical research settings. Accordingly, the necessary sample sizes (N EW1 , N EW2 , N EW3 , N EW4 ) and (N TP1 , N TP2 , N TP3 , N TP4 ) are computed with respect to the selected precision requirements of expected width and of tolerance probability, respectively. The resulting sample sizes are presented in Table 6 for all nine joint model configurations of varying sample size allocation and mean dispersion structure.
An inspection of the sample sizes reported in Table 6 shows that the computed sample sizes are identical for all three mean patterns when the sample size allocation ratio is fixed due to the restriction of a constant weighted etasquared η 2 *0.15. Accordingly, the actual sample sizes under the expected width consideration are (N EW1 , N EW2 , N EW3 , N EW4 )0 (17, 17, 17, 17) , (7, 14, 21, 28), and (32, 24, 16, 8) for the three sample size allocation settings (q 1 , q 2 , q 3 , q 4 )0(1/4, 1/4, 1/4, 1/4), (1/10, 2/10, 3/10, 4/10), and (4/10, 3/10, 2/10, 1/10), respectively. On the other hand, the corresponding sample sizes associated with the assurance of tolerance probability principle are (N TP1 , N TP2 , N TP3 , N TP4 )0 (24, 24, 24, 24) , (10, 20, 30, 40), and (48, 36, 24, 12) for the three sample size allocation schemes, respectively. Also, it is important to note that the total sample sizes, N T , of the balanced structure are less than those of the unbalanced structure for both types of interval precisions. The case with inverse pairing of heterogeneous variance and unbalanced allocation incurs the largest number of total sample sizes. Since the two precision criteria impose unique and distinct precision characteristics on the resulting confidence intervals, the required sample sizes are different. Although the results are not completely comparable, it typically requires a larger sample size to meet the necessary precision of tolerance probability than the control of a designated expected width, as was noted in Kupper and Hafner (1989) . More important, the sample size procedures and empirical results presented here enable researchers to better understand the underlying relationship that exists between the designated interval precision and the required sample size given the fundamental information of model configurations.
In the process of sample size determination, the attained precision levels associated with the listed sample sizes (N EW1 , N EW2 , N EW3 , N EW4 ) and (N TP1 , N TP2 , N TP3 , N TP4 ) should be less than or greater than the nominal level for width bound b0.3 and tolerance probability (1−γ)0.90, respectively. The achieved expected width E[H] and tolerance probability P{H≤ω} computed with the approximate noncentral F distribution in Equation 8 are also summarized in Table 6 . It appears that the resulting approximate expected widths .2941, .2905, and .2923 for the three sample size allocation schemes are marginally smaller than the selected width, b0.3. However, the approximate tolerance probabilities .9170 of equal allocation ratio or balanced design are slightly greater than the nominal level .90. For the two unbalanced designs, the approximate tolerance probabilities are .9733 and .9593 for direct-and inverse-pairing of allocation ratio with heteroscedastic structure, respectively. It is conceivable that the substantial differences between the actual tolerance probabilities and the target level (1−γ)0.90 are due to the underlying metric of integer sample sizes and the constraint of a designated sample size allocation ratio. Since it is not possible to compute exact expected width or tolerance probability with the specified sample sizes, we then evaluate the accuracy of the sample size calculations through the following Monte Carlo simulation study. Under the computed sample sizes, parameter configurations and precision settings described in Table 6 , estimates of the true expected width or tolerance probability are computed through Monte Carlo simulation of 10,000 independent data sets. For each replicate, the confidence limits and corresponding interval width of the two-sided 95 % confidence intervals of η 2 * are calculated. Then the simulated expected width is the mean of the 10,000 replicates of interval widths, whereas the simulated tolerance probability is the proportion of the 10,000 replicates whose values of interval width are less than or equal to the specified bound ω0.3.
The adequacy of the sample size procedure for precise interval estimation is determined by one of the following formulas: error 0simulated expected width−approximate expected width or error0simulated tolerance probability− approximate tolerance probability. Both the simulated and corresponding errors of expected width and tolerance probability are also summarized in Table 6 . It can be seen from the results that the performance of the proposed approaches appears to be good for the range of model specifications considered here. In particular, the absolute errors of the expected width are less than .002 for the nine cases examined here. Also, the absolute discrepancies in tolerance probability are smaller than .01, with the two exceptions of .0150 and .0115, associated with inverse pairing of heterogeneous variance and unbalanced allocation. Overall, this empirical evidence demonstrates that the proposed sample size procedures provide feasible and accurate solutions to precise interval estimation of the weighted eta-squared under a wide variety of heteroscedastic model configurations.
Conclusions
To extend and fortify the use of effect sizes and associated confidence intervals in empirical studies, this article has focused on the interval estimation and sample size determination for the weighted eta-squared effect sizes in one-way heteroscedastic ANOVA. Although existing studies have shown several interesting and fundamental results, this research contributes to the effect sizes literature by considering three methodological issues with analytical and numerical expositions. First, in connection with the wellknown signal-to-noise ratio and eta-squared effect sizes in the homoscedastic ANOVA framework, we have provided enhanced interpretations and supportive usages for the notions of weighted effect size and weighted coefficient of determination in Kulinskaya and Staudte (2006) , as the weighted signal-to-noise ratio and weighted eta-squared effect size within the extended context of heteroscedastic ANOVA. Second, for the interval estimation of weighted eta-squared, we have addressed the potential deficiencies of the shifted and rescaled chi-square transformation approach of Kulinskaya and Staudte and have proposed an improved procedure that has the advantages of theoretical justification, computational simplicity, and numerical performance over the existing method of Kulinskaya and Staudte. Third, the corresponding sample size procedures for precise interval estimation of weighted eta-squared have been developed for both the expected width and tolerance probability considerations. The performance of the suggested sample size calculations appears to be sufficiently accurate for practical purposes within the range of model specifications considered in the present article. Overall, the recommended methodology facilitates the advocated practice of confidence intervals for effect sizes, and it reinforces the potential usefulness of ANOVA models under heterogeneity of variance.
