ABSTRACT Text similarity measurement, which is a basic task in natural language processing, is widely used in text information mining, news classification and clustering, artificial intelligence, and other fields. This paper proposes a text similarity measure method named word vector distance decentralization (WVDD) which can deal with complex semantic relations, including sentence components, word order and weights for Chinese language. Then, the clustering analysis is performed for the obtained similarity results. A K-means algorithm based on Spark architecture for parallel computing is adopted to accelerate clustering speed here. In experimental verification, the test sets are significant number of customer comments posted on the Jingdong website, which is a comprehensive online shopping mall. F-measure is used to evaluate the accuracy of the results obtained by the proposed method. The superiority of the proposed method is verified and compared with the sentence vector model (Doc2vec) and bag-of-words model. The proposed method can be applied to analyze network language, such as customers' comments online and web chat data.
I. INTRODUCTION
In recent years, text similarity measurement has been gaining importance in various fields, such as text information mining, information retrieval [1] , news classification and clustering [2] , [3] , and artificial intelligence. Currently, in information management databases, structured data account for 20%, while semi-structured and unstructured data account for 80%. Given increasingly large volumes of text data, methods to extract useful information have become a primary concern. Text similarity measurement, a basic information mining tool, is the core focus of this paper. Unstructured data is difficult to handle, and such data has been largely ignored. Therefore, we have attempted to develop a text similarity measure method that can handle unstructured data and can be applied to semantic cognition and artificial
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intelligence since semantic analysis has gradually become the core issue of natural language processing [4] . The emerging global sustainable information society requires more innovative artificial intelligence and cognitive computing technologies, and text similarity measurement is a basic component of such technologies.
Chinese presents particular challenges for text similarity measurements and few studies have addressed these issues. For example, Chinese words are not separable in the same manner as English words, and they are more difficult to be read and processed by a computer. In this paper, we propose and evaluate a similarity measurement method for Chinese text that can deal with complex semantic relations, including sentence components, word order and weight. The proposed similarity measurement method uses word vector distance decentralization (WVDD) to determine similarity among a significant number of customer comments posted on the Jingdong website. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Essentially, calculating the similarity between two texts means calculating the distance between the texts. Traditional methods used to calculate distances in similarity measurement include cosine similarity [5] , SimHash and Hamming distance, Jaccard similarity coefficient [6] and Manhattan distance. In 1998, Salton and Buckley [7] proposed the first word normalization method that combined word frequency weighting and a statistical corpus. Dhar et al. proposed to use TF-IDF [8] to model the text as multiple word frequency vectors and employing cosine similarity to calculate similarity between texts. However, this method ignores the semantic information associated with the terms in the text. Wang et al. [9] used latent Dirichlet allocation (LDA) to model the corpus and Gibbs sampling, i.e., a MCMC algorithm, to calculate the model parameters to obtain the topic distribution of a text. In 2013, Mikolov et al. [10] developed the Word2vec model and implemented the skip-gram and continuous bag-of-words models. In 1995 Robertson et al. [11] suggested that the Okapi BM25 function could be used to rank words and document pairs. Deerwester et al. [12] proposed indexing using latent semantic analysis. By establishing a co-occurrence matrix of words and documents, latent semantic indexing (LSI) performed singular value decomposition, removed some ''interference'' in the original vector space, and mapped words and documents in implicit semantic spaces. The advantage of LSI is that the dimension of the implicit semantic space is decreased; however, the linear relationship between words and words is ignored. Blei et al. [13] proposed the LDA model, which is an unsupervised learning model with textual representation. LDA has a clear hierarchical structure, avoids overfitting, and is suitable for large-scale corpora; however, LDA does not consider word order. Le and Mikolov [14] introduced paragraph features to a Bayesian probability model and then established the sentence vector model, which can be used to obtain a vector representation of each text. Probabilistic latent semantic analysis (PLSA) [15] is an effective method to determine the probability distribution of all variables used in the analysis. Moreover, the multidistribution model employed in PLSA is more in line with the characteristics of most text data. Pennington et al. [16] effectively combined a word-document co-occurrence matrix with Word2vec in an implicit semantic index, and proposed GloVe, a word vector model based on an unsupervised global log-bilinear model. GloVe's primary advantage is that it only needs to optimize the matrix and does not need to optimize the word vector for each corpus; thus, it preserves the linear regular pattern between words and words. In addition, training is faster than that required by Word2vec. However, GloVe cannot retain the memory relationship between words and words, and the experimental results show that the accuracy of the results obtained using the GloVe model is less than that obtained using Word2vec.
This review of previous studies indicates that diverse text similarity calculation methods, each with advantages and disadvantages, have been proposed. Existing studies indicate that determining similarity for Chinese texts remains difficult. Thus, we propose a unique text similarity measurement method that can deal with complex semantic relations, including sentence components, word order, and weight in similarity measurements of Chinese texts.
Rumelhart et al. first proposed the word vector concept in 1986, and, more recently, word vectors have been applied successfully in statistical language models [17] . Word vectors can also be applied in machine translation, automatic language recognition, and other NLP processes. Here vectors can be considered as representing the distribution of the textual context. For example, mapping each word in a text message into a short vector of fixed length is an advantage of the distributed representation of the word vector, all of which form a word vector space, where each point in the space represents a vector. Here, we argue that the similarity between two words can be calculated by determining the distance between the words. The proposed similarity calculation method first converts words into vectors based on the training corpus, and then obtains the distance between words and words, and finally converts them into the similarity between sentences and sentences.
Text clustering refers to automatically grouping text data into different categories. Texts in the same category tend to be very similar, while the texts between different categories are not similar. Therefore, text clustering is an effective tool to evaluate text similarity results. To identify communities of users with similar political preferences, López Sánchez et al. [18] proposed a method to cluster Twitter users based on users' posted text data and the Louvain algorithm. In the experimental stage, we proposed a clustering method that combined random extraction and a K-means algorithm based on parallel processing to test the similarity measurement results. Parallel processing is appropriate for large, low-latency data analysis. Here, the algorithm was implemented on Apache Spark architecture. After text clustering, an F-Measure was used to determine precision P(i,j) and the recall rate R(i,j) to evaluate the text similarity results based on the proposed WVDD method. In addition, the obtained results were compared to other similarity measurement methods, i.e., Doc2vec, a sentence vector model and a bag-ofwords model.
The main contributions can be summarized as follows: 1) Based on the popular Word2vec model, WVDD is proposed to convert word vector into sentence vector and realize word vector fusion to measure the similarity between sentences, which considers word order, weight settings and semantic relations. The proposed method can be applied to analyze network language, such as customers' comments online and web chat data.
2) The Apache Spark clustering algorithm is utilized for text clustering, which put K-means algorithm on Spark architecture for parallel computing in order to accelerate text clustering speed. 
II. THEORY AND METHODOLOGY
The research flow is shown in Figure 1 . First, the test sets Jingdong customer comments are classified as A (logistics efficiency), B (product quality), C (service attitude), and D (cost performance). Then, the text data is preprocessed, i.e., word segmentation is performed and stop words are removed. Then, the WVDD is proposed to measure text similarity, which considers word order, weight settings and semantic relations. The results obtained using the proposed method are compared to results obtained using the sentence vector model (Doc2vec) and bag-of-words model. Next, the clustering analysis is performed on the text data using a Spark-based K-means algorithm, and the text data is divided into different categories based on similarity results. In experimental verification, F-measure with precision and recall are used to evaluate the effectiveness of the proposed method.
A. DATA PREPROCESSING
The dataset used in this research was derived from the text data of customer comments posted on the Jingdong website. In English, the space between words and words is a natural delimiter. However, for Chinese, there is no such clear delimiter. Chinese word segmentation is the basis of computerized text data mining. The first step of Chinese natural language processing, which is performed prior to analyzing Chinese text, involves dividing a series of Chinese characters into independent words. For Chinese, a common participle system in a Python environment primarily includes Jieba, snailseg, a word segmentation system used by the Chinese Academy of Sciences (UCAS), and smallseg. Supported features are compared in Table 1 . Note that this study uses Jieba in Python environment.
After word segmentation, a few undifferentiated words and symbols remain, e.g., interjections, prepositions, and punctuation marks [19] . To improve measure accuracy, the stop words must be removed. This paper has referred to the Harbin Institute of Technology stop vocabulary, the Sichuan University Machine Intelligence Laboratory stop word list and the Baidu stop word vocabulary. In total, these vocabularies comprise 1895 stop words. After word segmentation and removal of stop word, the text dataset was machine readable.
B. SIMILARITY MEASURE BASED ON WVDD
First, the proposed method transforms words into word vectors by training a Word2vec model, calculates the distance between word vectors, considers the Chinese sentence component structure, word order, and weights, and then converts the distances among word vectors to similarities among sentences.
1) TRANSFORM THE WORDS INTO WORD VECTORS WITH WORD2VEC
The main idea behind Word2vec is the assumption that the semantic similarity of two words is determined by the similarity of their adjacent words. Mathematically, any word w in a paired dictionary D is assigned a fixed-length, real-valued vector v(w), where v(w) ∈ R m . v(w) is the word vector of w, and m represents the length of the word vector w. Thus, Word2vec converts words to word vectors. A schematic diagram of the training model based on Hierarchiacal Softmax is shown in Figure 2 . It comprises a three-layer structure: an input layer, a projection layer, and an output layer. Input layer. In the input layer, there are n One-hot Representation words for a total of n * v nodes.
Projection layer. The projection layer involves cumulative summation of the n vectors in the input layer.
Output layer. The output layer involves a Huffman tree that calculates weight using the word frequency of each word in the corpus, where leaf nodes are words in the corpus. Here, there are a total of V leaf nodes corresponding to each word in the dictionary, and non-leaf nodes have V − 1.
Hierarchical Softmax is a key technique to improve Word2vec performance [20] . Considering each leaf node in the Huffman tree, we suppose it indicates word w in dictionary D.
P w : The path from root node to leaf node, which represents word vector w.
L w : Number of nodes in path P w .
These denote different nodes in path P w , where p w 1 represents the root node and p w l w refers to the node corresponding to word vector w. c w 2 , c w 3 , · · · , c w l w ∈ {0, 1}: The Huffman coding composition of word was formed by l w − 1 coding. Here, d w j is the representative of node j's corresponding code in path P w .
The vector corresponding to the non-leaf node in path P w . θ w i represents the corresponding vector of the i-th non-leaf node in path P w .
For corpus C, the objective function is given as the following log-likelihood function.
Each word w in dictionary D can find a path P w by beginning from the root node and proceeding to the word w node in the Huffman tree. Note that there are l w − 1 branches in path P w , where each performs a second classification. Each classification will generate a probability value, and p (w|Context(w)) is obtained by multiplying the obtained probability value.
where:
The objective function can be obtained by substituting formulas (4), (5), and (6) into the log-likelihood function.
And L(w,j) is calculated as follows:
We maximize formula (8) using Stochastic Gradient Ascent as table 2 showed and take one sample (Context(w), w) at a time. Then, parameters x w and θ w j−1 in the objective function are updated, we obtain the gradient calculation formula of L(w,j) to θ w j−1 .
The update formula for θ w j−1 (where η represents the learning rate) is given as follows.
According to the symmetry, we obtain the gradient calculation formula of L(w,j) to x w as follows. Here,
). Finally, we obtain the output form of the word vector as follows.
The similarity calculation of the space vector is primarily realized by calculating the cosine value, where the distance range is 0-1. Prior to calculating the similarity between words, the word vector must be trained using a corpus. When Word2vec training, a large-scale corpus with accurate word segmentation is typically required to achieve effective training. Here, we used a large-scale, high-quality Chinese word vector dataset from Tencent AI Lab, which contains more than 8 million Chinese vocabularies. This dataset is improved significantly relative to coverage, freshness, and accuracy compared to existing public datasets. The main parameters of the model are selected as follows: window=5; min_count=5; size=64;
The other parameters can be found in Python's gensim library. The execution code is: Word2Vec (sentence, window=5, min_count=5, size=64, workers=4).
2) SIMILARITY MEASURE BETWEEN SENTENCES
As discussed in the previous section, Word2vec model is used as training model which transforms the words into word vectors, and then the word vector matrix of D ij is formed. What we need to do next is to calculate the similarity between sentences with the obtained word vectors. N is the number of words in the dictionary, and d is the dimension of the word vector. A schematic diagram of the text similarity calculation based on WVDD is shown in Figure 3 . It considers word order in the sentence relative to the complexity of the Chinese part of speech and semantic structure. Note that the bag-ofwords model does not consider word order. Semantic cognition plays an important role in text similarity calculation, which directly serves cognitive computing. In other words, semantic feature extraction contributes to optimization of cognitive computing. In contrast to many existing methods, the proposed method considers Chinese sentence component structure. The word position in the sentence determines the appropriate weight of the given word, where adjacent words take greater weight, and distant words take a lesser weight. The proposed method treats multiple words as individuals, repeats the previous process and weights, and iterates them. In the calculation of the entire sentence similarity, g ij denotes the weight function of the similarity of the i-th word in sentence A and the j-th word in sentence B.
Calculating the similarity between two sentences is performed as follows.
a. Recording isolatewords' similarity as zero. Occasionally, few words can't be transformed in the Chinese word vector dataset; thus, there is no corresponding word vector relationship. This can be attributed to the low-level similarity of such words in the dataset, for such words, word similarity is considered 0 with other words in the sentence. We refer to such words as isolatewords. Such words must be removed to reduce their interference in the sentence similarity calculation. This is similar to a feature extraction process. Words unrelated to (or with little relation to) to the sentence subject must be deleted to reduce their interference. Figure 4 shows how to identify and remove isolatewords. VOLUME 7, 2019 b. The word vector distance between two sentences Dij is calculated, and each word in the sentence is marked with a serial number. Then, the correspondence distance between the words in the two sentences is mapped to the two-dimensional coordinate plane.
c. Normalized processing. According to the correspondence distance of the word vector of the two sentences, sentence similarity can be calculated by normalizing the correspondence distance of the word vector between the sentences. Here, min(WMD) and max(WMD) represent the minimum word vector moving distance and maximum word vector correspondence distance in the dataset, respectively.
d. Setting the evaluation and weight function, and calculating similarity K .
Main: Calculating similarity K Input: sentences_file Output: similarity matrix Begin 1)sum=0 2) For i, itemA in enumerate(sentence A) 3) For j, itemB in enumerate(sentence B)
10) End For End

C. SIMILARITY MEASURE BASED ON DOC2VEC
Doc2vec is an unsupervised learning algorithm that predicts vectors to represent different documents. The distribution of words is replaced by the distributed representation in the sentence vector model. These word vectors are end-to-end linked with the sentence vector, and the probability value of the next word becomes predicable [21] . The stochastic gradient descent method is used to train the sentence and word vectors in the text. According to this method, each gradient can be obtained via backpropagation. In the stochastic gradient descent process, we extract a fixed-length context in each step, calculate the gradient deviation in the network, and update the model parameters. Finally, the text similarity is calculated using the cosine similarity formula. The sentence vector calculation model is shown in Figure 5 . First, the model fixes the length of the context and then extracts samples from a sliding window over the sentence. Note that the obtained sentence vector only applies to the contexts of this sentence, i.e., it does not apply to contexts of other sentences. However, word vector W can go beyond the scope of the sentence, which means that the word vector applies to all sentences in the given text. When the sentence vector model is established for testing, the sentence vector represents the text. The Doc2vec model does not necessarily yield the same sentence vector result for two identical sentences, i.e., the similarity of two identical sentences may not be 1.
The formula to maximize the average logarithmic probability is given as follows.
Prediction are achieved using multiple classifiers (e.g., softmax).
Here, y i is the non-normalized logarithmic probability of each output of word vector i, b represents softmax parameters, and h is the mean value of the word vector in matrix W .
The model parameters are selected as follows: Doc2Vec (sentences, size=10, window=1, min_count=1, workers=4, min_alpha=0.002).
D. SIMILARITY MEASURE BASED ON BAG-OF-WORDS
In the bag-of-words model, all sentences can be expressed in a bag with all words. The representation of a word in the bag-of-words model is the One-hot Representation, which transforms each word to a vector whose dimension is the size of the given vocabulary. In the bag-of-words model, term frequency (tf) refers to the number of times a word occurs in the target sentence. The inverse document frequency (idf) is calculated as follows.
Here, |D| is the total number of texts in a corpus, and j : t i ∈ d j represents the total number of texts containing word t i . The IF-IDF value is calculated as follows.
The normalized formula for calculating the TF-IDF value is given as follows.
Cosine similarity is used to measure the text similarity.
Here, A i and B i represent word i in text A and B, respectively.
E. TEXT CLUSTERING ANALYSIS WITH K-MEANS ALGORITHM ON SPARK
The K-means method [22] is an unsupervised clustering algorithm developed based on the partitioning concepts proposed by MacQueen in 1967. The clustering result aggregates samples with higher similarity into a single cluster category, which reduces the similarity between categories. The K-means method is simple, fast, and has linear time complexity; thus, it is applicable in many fields, including industrial applications, scientific research, and big data analysis.
Spark was developed by the University of California, Berkeley, to build applications for large, low-latency data analysis. According to the concept of a resilient distributed dataset (RDD), Spark can cache datasets in each node's memory in cluster computing and eliminate many disk I/O operations, which greatly reduces access latency. For data requiring multiple iterations, Spark eliminates the frequent process of loading to memory and storing to disk, and greatly improves processing speed.
Drawing on the ideas of ''Map'' and ''Reduce,'' this paper uses Spark to realize parallel K-means calculation. At each iteration, ''Map'' is used to calculate the distances between all samples and center points, and generate the first clustering. ''Reduce'' is used to classify and calculate the mean values to obtain new center points. Text clustering with Spark-based K-means is implemented by reading all preprocessed data from HDFS and forming RDD objects. The preprocessed data are used many times; thus, RDD data can be cached locally for direct use at a later time. Next, Map operation is used to classify the local data, and the Reduce operation is used to summarize the intermediate result data and calculate the global cluster centers. Note that parallel execution of the K-means algorithm is achieved automatically by Spark, which automatically assigns data sets and execution tasks to different work nodes and performs cluster calculations in parallel. The procedure is described as follows.
Testing the clustering result with F-Measure requires an initial classification of the dataset. First, the preprocessed data are loaded from the HDFS, and a Hadoop RDD object is created. Then, the Hadoop RDD is mapped to generate new RDD objects, which are cached in each worker node's local memory. Then, steps (1)- (5) are executed at each worker node to complete the first iteration. Finally, steps (2)- (5) are repeated until the convergence condition is satisfied or the maximum number of iteration times is reached, which terminates the clustering operation. Steps (1)-(5) are as follows:
Step (1): Select K category centers randomly as U1, U2, U3, · · · ,Uk; D is a set of document vectors.
Step (2): FOR j = 1 ton, perform the following. Each sample is marked as one of the closest categories in the category center. Here, we use cosine distance. The cosine distance (as formed by the angle of two vectors) is used to measure the similarity of two objects. When the angle is relatively small, the directions of the vectors are roughly the same, and these points are considered similar. When this VOLUME 7, 2019 angle is close to 0, the cosine value is close to 1. Therefore, we take the reciprocal cosine distance as the distances of the samples for clustering. Then, we calculate the sum of the distances of all points in all categories to the corresponding clustering center.
Step (3): FOR i = 1 to K, perform the following.
The mean values of all RDD text vectors in each category are calculated, and the clustering centers U 1 ∼ U k are updated.
Step (4): Calculate the clustering Criterion function -
Step (5): Until R does not change significantly or the maximum of iterations is reached.
F. EVALUATION WITH F-MEASURE
In this study, F-Measure was used to measure the similarity of texts. In information retrieval, F-Measure is a balanced indicator that combines precision and recall. The experimental results can determine whether each sentence is divided into the correct category after clustering and whether a given category contains a sentence from a particular category. Therefore, it is possible to calculate the precision P(i,j) and recall R(i,j) of category i to which each category j belongs. For the clustering results of similarity calculations based on the WVDD and Doc2vec, the precision, recall, and F-Measure were calculated separately. The meaning of each parameter is given in Table 3 . Assume n i represents the number of sentences of class i, n j represents the number of sentences of category j, and n ij represents the number of sentences belonging to class i in category j. Thus, precision P(i,j) and recall R(i,j) are defined as follows.
Precision P(i,j) is the ratio of the number of positive classes actually classified as positive to the total number of correctly classified classes, and recall R(i,j) is the ratio of the number of positive classes actually classified as positive to the total number of positive classes. The principle of division is given in Table 4 . The F-Measure is defined as follows.
The F-measure of global clustering is defined as follows.
III. EXPERIMENT AND RESULT ANALYSIS
To confirm the validity of the proposed method of text similarity measure and verify the clustering effect, we used test data from a customer comments text collection from the Jingdong website. Jingdong is a self-operated e-commerce Table 5 . Note that the text data must be preprocessed with word segmentation. In addition, stop words must be removed.
A. SIMILARITY CALCULATION
The proposed Word2vec training model is backed by a largescale, high-quality Chinese word vector dataset from Tencent AI Lab, and the text similarity calculation is based on WVDD, Doc2vec, and bag-of-words techniques. W_S ij (i,j = 1, 2, 3 . . . .1000) represents the similarity value based on WVDD between texts, D_D ij (i,j = 1, 2, 3 . . . .1000) represents the reciprocal of the similarity value based on Doc2vec, and B_F ij (i,j = 1, 2, 3 . . . .1000) represents the similarity value based on bag-of-words.
Ten of them are list in Table 6 .
B. CLUSTERING RESULTS
The clustering results of text similarity measurement based on WVDD, Doc2vec, and bag-of-words are shown in Tables 7 to 10 with different K values. 
C. COMPARATIVE ANALYSIS WITH F-MEASURE
Here, we selected 3-6 as the number of classes, and we determined α = 1 for formula (25). As shown in Figure 7 , it is obvious that better clustering results were obtained with on WVDD when K = 4. The scatterplot of the clustering results (K = 4) obtained with the text similarity calculation based on WVDD is shown in Figure 8 . Figure 9 clearly proves that the proposed similarity measure method outperforms the Doc2vec and bag-of-words models. In other words, after text similarity measurement based on the proposed method, the clustering test correctly classified texts that were similar to categories A, B, C, and D. In addition, the text similarity calculation results indicate that the values of shorter texts are generally more accurate than those of long texts. Relative to analyzing network language, such as customer comment text and web chat data, the proposed method shows good performance.
Most conventional text similarity measurement methods focus on word analysis or semantic analysis. Doc2vec performs better with long text types but is weak with short text types. The bag-of-words model ignores the semantic cognition of terms in the text and its operation suffers from high dimensionality; thus, it requires a lot of time to calculate the similarity results. Through our comparison and analysis, we consider that the proposed method is more suitable for short text. The similarity measure method based on WVDD can effectively and accurately calculate the similarity between texts and classify the text. We also mixed some long literary novels into the text dataset to test the effectiveness of the proposed method relative to short texts. The results were pretty good. In addition, due to the novelty of networked language, the proposed method also demonstrates good adaptability to Chinese networked language. Semantic cognitive computing is an important guarantee of humanmachine interaction in AI research. The proposed text similarity measurement method for semantic cognition based on WVDD with clustering analysis enables computers to better understand and recognize human language. In addition, a higher level of cognitive computing is realized, which is significant for AI research.
IV. DISCUSSION
When the text dataset has a standardized Chinese sentence component structure and the sentence length is short, proposed method is more suitable. In addition, the proposed method considers semantic relations. For incorrect or non-standard text data, Martín et al. [23] proposed a mixed text reconstruction method for data fusion environments that introduced intensifiers and applied mixed text reconstruction to analyze words, phrases, and paragraphs. In future, it will be interesting to combine the proposed method with text reconstruction when the phenomenon is not restricted to a single language with semi-structured data. In addition, the WVDD concept may benefit information fusion techniques.
Computers are becoming ubiquitous in daily life, which brings challenges relative to analyzing increasingly huge volumes of data. The solution in part lies on how we can extract useful information from huge volumes of data accurately [24] . Among present information management databases, we found that most data are semi-structured or unstructured; however, demand for research into unstructured data far exceeds that for structured data. In essence, Text Data Mining deals with data based on NLP and analysis. Thus, this study has focused on unstructured data, discussed text similarity measurement in NLP, and adopted WVDD to improve semantic cognition and computing. Artificial intelligence and computational intelligence are keys to the success of cognitive computing. We have proposed an improved text similarity measurement method, and we expect that the proposed method will help optimize cognitive computing and achieve human-machine interaction with better understanding and analysis of human language. This is meaningful relative to supporting and improving the development of AI and big data.
V. CONCLUSION
In this paper, we firstly proposed the WVDD text similarity measure method. And then we put K-means algorithm on Spark architecture for parallel computing in order to accelerate text clustering speed. In experimental verification, compared with the Doc2vec model and Bag-of-words model, the advantages and applicability of the proposed method is verified with F-measure. The experimental results demonstrate that WVDD considers the Chinese sentence component structure, word order, and weight settings. When the text dataset has a standardized Chinese sentence component structure and the length of the sentence is short, the proposed method is more suitable and considers semantic relations. After the more accurate text similarity results obtained with this method, more research could be widely studied such as text sentiment analysis, information retrieval, semantic cognition of artificial intelligence and so on. Text similarity measurement, which is a basic tool in big data research, can optimized by the proposed method to be more effective in information mining.
Machine learning, which analyzes intelligent data based on probability statistics theory, is an important branch of AI, and the proposed can exploit effective information in unstructured data, uncover hidden patterns, and form new knowledge, thereby promoting the development of AI. In natural language processing, the text similarity measurement enables cognitive systems to interact with humans in more natural ways. By optimizing cognitive computing, the proposed method is expected to help decision makers retrieve more effective information from huge volumes of unstructured data. If cognitive computing were to recognize and understand complex text like mankind, one precondition is a high level of text similarity computing capability.
However, the proposed method suffers several limitations. For example, the proposed method is not applicable to too long sentences, such as chaotic colloquial sentences. In addition, parameter settings and the selection of the training library may affect the text similarity results to some extent. Therefore, in future, we plan to conduct a more comprehensive study to optimize the weight parameter and evaluate the proposed method using text datasets from different fields. Nonetheless, given its advantages, the proposed method provides an effective way to measure the similarity of Chinese texts.
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