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Abstract
In this thesis we prove a variety of theorems on tournaments. A prime tournament
is a tournament G such that there is no X ⊆ V (G), 1 < |X| < |V (G)|, such that for
every vertex v ∈ V (G) \X , either v → x for all x ∈ X or x→ v for all x ∈ X . First,
we prove that given a prime tournament G which is not in one of three special fami-
lies of tournaments, for any prime subtournament H of G with 5 ≤ |V (H)| < |V (G)|
there exists a prime subtournament of G with |V (H)| + 1 vertices that has a sub-
tournament isomorphic to H . We next prove that for any two cyclic triangles C, C ′
in a prime tournament G, there is a sequence of cyclic triangles C1, . . . , Cn such that
C1 = C, Cn = C
′, and Ci shares an edge with Ci+1 for all 1 ≤ i ≤ n − 1. Next,
we consider what we call matching tournaments, tournaments whose vertices can be
ordered in a horizontal line so that every vertex is the head or tail of at most one
edge that points right-to-left. We determine the conditions under which a tournament
can have two different orderings satisfying the above conditions. We also prove that
there are infinitely many minimal tournaments that are not matching tournaments.
Finally, we consider the tournaments Kn and K
∗
n, which are obtained from the tran-
sitive tournament with n vertices by reversing the edge from the second vertex to
the last vertex and from the first vertex to the second-to-last vertex, respectively.
We prove a structure theorem describing tournaments which exclude Kn and K
∗
n as
subtournaments.
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1 INTRODUCTION 1
1 Introduction
A tournament G is a non-null, loopless directed graph such that for any two dis-
tinct vertices u, v ∈ V (G), there is exactly one edge with both ends in {u, v}. A
subtournament of a tournament G is a tournament induced on a nonempty subset of
V (G). If H is a subtournament of G and X ⊆ V (G), we use H + X to denote the
subtournament of G induced on V (H) ∪X . If X ( V (G), we use G −X to denote
the subtournament induced on V (G) \X . We use H + v to mean H + {v} and G− v
to mean G − {v}. For each vertex v ∈ V (G), let AG(v) = {u ∈ V (G) : v → u} be
the set of outneighbors of v in G, and let BG(v) = {u ∈ V (G) : u → v} be the set
of inneighbors of v in G. We call |AG(v)| the outdegree of v in G and |BG(v)| the
indegree of v in G. For any two disjoint sets X, Y ⊆ V (G), we write X ⇒ Y if x→ y
for every x ∈ X and y ∈ Y . We use v ⇒ X to mean {v} ⇒ X . Given distinct
vertices u, v ∈ V (G), define duv ∈ {+,−} so that duv = + if u → v and duv = − if
v → u. Finally, an ordering of V (G) is a list v1, . . . , vn of the vertices of G. A transi-
tive tournament is a tournament whose vertices can be ordered v1, . . . , vn such that
vi → vj if i < j. We call the unique ordering v1, . . . , vn which satisfies the previous
condition the standard ordering of the vertices of a transitive tournament. We use In
to denote the isomorphism class of transitive tournaments with n vertices. We will
often refer to In as a tournament itself; likewise, when we define other isomorphism
classes of tournaments, we will often refer to them as tournaments themselves.
This thesis contains various results on tournaments proven over the course of the
year. While the different major results are largely independent of each other, there
are a few common ideas. Section 2 introduces homogeneous sets, the “substitution”
construction, and prime tournaments, concepts that are central to this paper and will
be used throughout. Sections 3 through 6 each showcase a different theorem. Section
3 gives a theorem that allows us to “grow” a prime tournament one vertex at a time
starting from any of its prime subtournaments. This result strengthens a theorem
by Schmerl and Trotter [8] which is often used in the study of prime tournaments
(see for example [1], [2], [6]). In Section 4 we prove an interesting result on the
structure of cyclic triangles within prime tournaments. Sections 5 and 6 deal with
tournaments which are in a sense “almost-transitive”—they are formed from transitive
tournaments by reversing a set of edges satisfying a given property. Section 5 deals
with matching tournaments, tournaments for which this set of edges is a matching.
Section 6 deals with tournaments with only a single edge reversed, and considers the
structure of tournaments that exclude these. The final section considers directions
for future research.
While this thesis is meant to be read chronologically, Sections 3 through 6 are
more or less independent of each other with the following exceptions: the proofs of
Theorems 4.1 and 6.2 use the concept of weaves defined in the proof of Theorem 3.1,
and Section 6 uses the definition of a backedge given at the beginning of Section 5.
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2 Homogeneous sets and prime tournaments
2.1 Basic definitions and properties
Given a tournament G, a homogeneous set of G is a subset of vertices X ⊆ V (G)
such that for all vertices v ∈ V (G) \X , either v ⇒ X or X ⇒ v. A homogeneous set
X ⊆ V (G) is nontrivial if 1 < |X| < |V (G)|; otherwise it is trivial.
We list some basic properties of homogeneous sets.
Proposition 2.1 (Restriction). If X is a homogeneous set of a tournament G, and
H is a subtournament of G, then X ∩ V (H) is a homogeneous set of H.
Proposition 2.2 (Extension). If H1, H2 are subtournaments of a tournament G
and X ⊆ V (H1) ∩ V (H2) is a homogeneous set of both H1 and H2, then X is a
homogeneous set of the tournament induced on V (H1) ∪ V (H2).
Proposition 2.3 (Cloning). Let G be a tournament, x, y ∈ V (G) be distinct vertices,
and X ⊆ V (G) \ {y}. If X is a homogeneous set of G−y and {x, y} is a homogeneous
set of G, then X is a homogeneous set of G.
Proposition 2.4 (Intersection). If X, Y are homogeneous sets of a tournament G,
then X ∩ Y is a homogeneous set of G.
Proposition 2.5 (Subtraction). If X, Y are homogeneous sets of a tournament G
and Y \X 6= ∅, then X \ Y is a homogeneous set of G.
Proposition 2.6 (Union). Suppose G is a tournament and X, Y ⊆ V (G) such that
X ∩ Y 6= ∅, X is a homogeneous set of G− (Y \X), and Y is a homogeneous set of
G− (X \ Y ). Then X ∪ Y is a homogeneous set of G.
A tournament is prime if all of its homogeneous sets are trivial; otherwise, it is
decomposable. Given a tournament G and an ordering v1, . . . , vn of its vertices, and
given tournaments H1, . . . , Hn, let G(H1, . . . , Hn) be a tournament with vertex set
V1∪V2∪· · ·∪Vn, where the Vi are pairwise disjoint sets of vertices, such that Vi ⇒ Vj
if vi → vj , and for all 1 ≤ i ≤ n the subtournament of G(H1, . . . , Hn) induced on
Vi is isomorphic to Hi. Every tournament with at least two vertices can be written
as G′(H1, . . . , Hn) where G
′ is a prime tournament with at least two vertices. The
prime tournaments are precisely those tournaments G which cannot be written as
G′(H1, . . . , Hn) for some G
′ with 2 ≤ |V (G′)| < |V (G)|.
A tournament G is strongly connected if for any two vertices u, v ∈ V (G), there
is a directed path from u to v and a directed path from v to u. A strongly connected
component, or strong component, of a tournament G is a maximal strongly connected
subtournament of G. The strong components of a tournament G can be ordered
as S1, . . . , Ss so that G can be written as Is(S1, . . . , Ss), where Is has the standard
ordering for a transitive tournament. From this we see that the vertices of a strong
component of a tournament form a homogeneous set, so if a tournament is prime,
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either it is strongly connected or all of its strong components have only one vertex. In
the latter case the tournament is transitive, and In has a homogeneous set for n ≥ 3.
So every prime tournament with ≥ 3 vertices is strongly connected.
The tournament with 1 vertex and the tournament with 2 vertices are both prime.
The only prime tournament with 3 vertices is the cyclic triangle. It can be checked
that all tournaments with 4 vertices are decomposable. For 5 vertices, there are
exactly three prime tournaments T5, U5, and W5, drawn below.
(a) T5 (b) U5 (c) W5
Figure 1: The three five-vertex prime tournaments
These three tournaments can be generalized to any odd number of vertices as
follows.
Definition 2.7. Let k ≥ 0 and n = 2k + 1. Define the tournaments Tn, Un, and Wn
as follows.
• Tn is the tournament with vertices v1, . . . , vn such that vi → vj if j ≡ i+ 1, i+
2, . . . , or i+ k (mod n).
• Un is the tournament obtained from Tn by reversing all edges which have both
ends in {v1, . . . , vk}.
• Wn is the tournmanet with vertices w1, . . . , wn such that wi → wj if 1 ≤ i <
j ≤ n− 1, and {w2, w4, . . . , wn−1} ⇒ wn ⇒ {w1, w3, . . . , wn−2}.
Note the following degenerate cases: T1, U1, and W1 are all the single-vertex
tournament, and T3, U3, and W3 are all the cyclic triangle.
It can checked that Tn, Un, and Wn are prime for all odd n. Also, note that Tn,
Un, and Wn have subtournaments isomorphic to Tm, Um, and Wm, respectively, for
m ≤ n. In fact, the only prime subtournaments of Tn, Un, and Wn with at least 3
vertices are Tm, Um, and Wm, respectively, for 3 ≤ m ≤ n.
2.2 Prime subtournaments of prime tournaments
Given a prime tournament, it is natural to ask about its prime subtournaments.
There have been several results proven about prime subtournaments; to state them,
we introduce some extra terminology. Let G be a tournament and H be a prime
subtournament of G with |V (H)| ≥ 3. Define Ext(H) to be the set of vertices
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v ∈ V (G) \ V (H) for which the tournament induced on H + v is prime. Let Z(H) be
the set of vertices v ∈ V (G) \ V (H) for which V (H) is a homogeneous set of H + v.
Finally, for each x ∈ V (H), let Vx(H) be the set of vertices v ∈ V (G) \ V (H) for
which {v, x} is a homogeneous set of H + v.
We can use the basic properties of homogeneous tournaments found in Proposi-
tions 2.1 through 2.6 to prove the following, which appears in [4].
Proposition 2.8 (Ehrenfeucht and Rozenberg [4]). Let G be a tournament and H
be a prime subtournament of G with |V (H)| ≥ 3. Then
(i) The collection of sets {Ext(H), Z(H)}∪ {Vx(H) : x ∈ V (H)} forms a partition
of V (G) \ V (H).
(ii) If u, v ∈ Ext(H), u 6= v, such that H + {u, v} is decomposable, then {u, v} is a
homogeneous set of H + {u, v}.
(iii) If u ∈ Z(H) and v ∈ (V (G) \ V (H)) \Z(H) such that H + {u, v} is decompos-
able, then V (H) ∪ {v} is a homogeneous set of H + {u, v}.
(iv) If u ∈ Vx(H) for some x ∈ V (H) and v ∈ (V (G) \ V (H)) \ Vx(H) such that
H + {u, v} is decomposable, then {u, x} is a homogeneous set of H + {u, v}.
Proof. We will only prove part (i); the proofs of the other parts involve similar tech-
niques. We need to show that if v ∈ V (G) \ V (H) is a vertex such that H + v is
decomposable, then v is in exactly one of the sets Z(H), Vx(H) for x ∈ V (H). First,
we show that v is in at least one of these sets. Since H + v is decomposable, it has
a nontrivial homogeneous set X ⊆ V (H + v). By restriction to H , we have that
X ∩ V (H) is a homogeneous set of H . Since H is prime, we must thus have either
|X ∩ V (H)| ≤ 1 or X ∩ V (H) = V (H). If the former case, then since X is a non-
trivial homogeneous set of H + v, we must have |X ∩ V (H)| = 1 and v ∈ X , so
v ∈ VX∩V (H)(H), as desired. If the latter case, then v ∈ Z(H), as desired. So v is in
at least one of Z(H), Vx(H) for x ∈ V (H).
Suppose v is in at least two of these sets. First, suppose v ∈ Z(H) and v ∈ Vx(H)
where x ∈ V (H). We have that V (H) and {v, x} are homogeneous sets of H + v.
Applying Proposition 2.5, we have that V (H) \ {x} is a homogeneous set of H + v,
and restricting to H we have that V (H) \ {x} is a homogeneous set of H . Since
|V (H)| ≥ 3, this is a nontrivial homogeneous set of H , a contradiction.
Now suppose v ∈ Vx(H) and v ∈ Vy(H) for two distinct x, y ∈ V (H). Then {v, x}
and {v, y} are homogeneous sets of H + v. Applying Proposition 2.6, we have that
{v, x, y} is a homogeneous set of H + v, and restricting to H , we have that {x, y} is
a homogeneous set of H . Since |V (H)| ≥ 3, this is a nontrivial homogeneous set of
H , a contradiction. This completes the proof.
This result leads to the following corollaries in the case where G is prime.
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Corollary 2.9 (Ehrenfeucht and Rozenberg [4]). Let G be a prime tournament and
H be a prime subtournament of G with 3 ≤ |V (H)| ≤ |V (G)| − 2. Then there exist
distinct vertices u, v ∈ V (G) \ V (H) such that H + {u, v} is prime.
Proof. Suppose that for every distinct u, v ∈ V (G) \ V (H), H + {u, v} is decom-
posable. We first prove that Z(H) and Vx(H) are empty for all x ∈ V (H). By
Proposition 2.8(iii), we have that V (H)∪ {v} is a homogeneous set of H + {u, v} for
every u ∈ Z(H) and v ∈ (V (G) \ V (H)) \Z(H). Repeatedly applying Propositions
2.2 and 2.6 on these homogeneous sets, we thus have that V (G) \Z(H) is a homoge-
neous set of G. If Z(H) is nonempty, then V (G) \Z(H) is a nontrivial homogeneous
set of G, contradicting the fact that G is prime. So Z(H) is empty.
Similarly, for each x ∈ V (H), we have by Proposition 2.8(iv) that {u, x} is a
homogeneous set of H + {u, v} for every u ∈ Vx(H), v ∈ (V (G) \ V (H)) \ Vx(H).
Repeatedly applying Propositions 2.2 and 2.6 on these homogeneous sets, we have
that Vx(H)∪{x} is a homogeneous set of G. If Vx(H) is nonempty, then Vx(H)∪{x}
is a nontrivial homogeneous set of G, a contradiction. So Vx(H) is empty for each
x ∈ V (H).
It follows by Proposition 2.8(i) that V (G) \ V (H) = Ext(H). Thus, by Proposition
2.8(ii), {u, v} is a homogeneous set ofH+{u, v} for every distinct u, v ∈ V (G) \ V (H).
Since |V (G) \ V (H)| ≥ 2, we can apply Proposition 2.6 repeatedly on these homoge-
neous sets to get that V (G) \ V (H) is a homogeneous set of G. This is a nontrivial
homogeneous set of G, a contradiction.
Corollary 2.10. Every prime tournament G with |V (G)| ≥ 5 has a prime subtour-
nament with 5 vertices.
Proof. Since G is prime and has > 2 vertices, it is not transitive, so it contains a cyclic
triangle. Applying Corollary 2.9 with H as a cyclic triangle gives the corollary.
Corollary 2.9 can be thought of as a “growing” lemma: within a prime tourna-
ment, we can grow an increasing sequence of prime subtournaments so that each
subtournament contains the previous one. For example, starting with a cyclic tri-
angle in a prime tournament G and repeatedly applying the corollary, we have that
G contains a prime subtournament with n vertices for every odd n < |V (G)|. In
particular, G contains a prime subtournament with either |V (G)| − 2 or |V (G)| − 1
vertices. This last statement was improved upon by Schmerl and Trotter in [8].
Theorem 2.11 (Schmerl and Trotter [8]). If G is a prime tournament with |V (G)| ≥
6, and G is not Tn, Un, or Wn for any odd n, then G has a prime subtournament
with |V (G)| − 1 vertices.
Theorem 2.12 (Schmerl and Trotter [8]). If G is a prime tournament with |V (G)| ≥
7, then G has a prime subtournament with |V (G)| − 2 vertices.
Schmerl and Trotter’s proof of these two theorems involve “growing” prime sub-
tournaments, during which Corollary 2.9 is essential. Our result in the next section
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can be thought of as a strengthening of Corollary 2.9 in that it allows us to grow the
sequence of prime subtournaments one vertex at a time instead of two vertices at a
time in the case where G is not Tn, Un, or Wn. In particular, our theorem has both
Theorems 2.11 and 2.12 as immediate corollaries.
3 Growing prime tournaments
3.1 Statement of theorem
The main theorem is as follows.
Theorem 3.1. Let G be a prime tournament which is not Tn, Un, or Wn for any
odd n, and let H be a prime subtournament of G with 5 ≤ |V (H)| ≤ |V (G)| − 1.
Then there exists a prime subtournament of G with |V (H)| + 1 vertices that has a
subtournament isomorphic to H.
Note that Theorem 3.1 is not a strict strengthening of Corollary 2.9 because
the theorem does not guarantee that the subtournament with |V (H)| + 1 vertices
contains the actual vertices of H ; it only guarantees that it contains a subtournament
isomorphic to H . However, in many applications where one would want to grow prime
subtournaments, only the isomorphism class of the previous subtournament matters;
for example, to use this theorem to prove Theorems 2.11 and 2.12, only the number
of vertices at each step matters.
Theorem 3.1 is based on and is a direct analogue of a theorem by Chudnovsky and
Seymour for undirected graphs, found in [3]. Indeed, the proof for Thoerem 3.1 found
here is closely related to the proof found in [3]. Chudnovsky and Seymour used their
theorem to develop a polynomial-time algorithm to find simplicial cliques in prime
claw-free graphs.
3.2 Proof of theorem
Or proof consists of two main claims.
Claim 1. The theorem holds when |V (H)| ≥ |V (G)| − 2.
Claim 2. If n ≥ 7 is odd and G is a prime tournament with n + 1 vertices that
has a subtournament isomorphic to Tn (Un, Wn, respectively), then G has a prime
subtournament with n−1 vertices that has a subtournament isomorphic to Tn−2 (Un−2,
Wn−2, respectively).
Assuming the truth of these two claims, we can prove Theorem 3.1 as follows:
By Claim 1, we can assume |V (H)| < |V (G)| − 2. First suppose that H is not Tn,
Un, or Wn for any n. By Corollary 2.9, there are vertices {u, v} ∈ V (G) \ V (H) such
that H + {u, v} is prime. Since H is not Tn, Un, or Wn for any n, H + {u, v} is not
any of these tournaments either (see the second paragraph after Definition 2.7). So
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applying Claim 1 to H + {u, v} with subtournament H , we have a subtournament of
H + {u, v} with |V (H)| + 1 vertices that has a subtournament isomorphic to H , as
desired.
Now assume H is Tn, Un, or Wn for some odd n ≥ 5. We will assume H is Tn; the
arguments for Un and Wn are identical. Suppose there is no prime subtournament
of G with n + 1 vertices that has a subtournament isomorphic to Tn. Let m be the
largest odd integer such that
• G has a subtournament isomorphic to Tm, and
• G has no prime subtournament with m+ 1 vertices that has a subtournament
isomorphic to Tm.
Thus, m ≥ n ≥ 5. By Claim 1, we have m < |V (G)| − 2. We claim that G has a
subtournament isomorphic to Tm+2. Applying Corollary 2.9 on a copy of Tm in G,
we have that G has a prime subtournament Hm+2 with m + 2 vertices that has a
subtournament isomorphic to Tm. If Hm+2 is not Tm+2, then we can apply Claim 1
to it to obtain a prime subtournament with m+1 vertices that has a subtournament
isomorphic to Tm, contradicting the definition of m. Thus, Hm+2 is Tm+2.
Thus, G has a subtournament isomorphic to Tm+2. Hence, by the maximality of
m, there is a prime subtournament Hm+3 of G with m+3 vertices that has a subtour-
nament isomorphic to Tm+2. Applying Claim 2, Hm+3 has a prime subtournament
with m+1 vertices that has a subtournament isomorphic to Tm. This contradicts the
definition of m, completing the proof.
We now prove the two claims.
Proof of Claim 1. The proof of this claim is made considerably simpler by establish-
ing the right definitions, so we will spend a good amount of time doing so. These
definitions will also be useful in later proofs.
We define a weave 〈w1, . . . , wn〉 to be a tournament with vertices w1, . . . , wn such
that
(1) wi → wj if i < j and i, j have opposite parity
(2) One of the following holds:
(2a) wi → wj for all i < j with i, j odd
(2b) wj → wi for all i < j with i, j odd
(3) One of the following holds:
(3a) wi → wj for all i < j with i, j even
(3b) wj → wi for all i < j with i, j even
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Using “F” to mean “forward” and “B” to mean “backward,” we will call a weave an
FF weave if (2a) and (3a) hold, an FB weave if (2a) and (3b) hold, a BF weave if
(2b) and (3a) hold, and a BB weave if (2b) and (3b) hold. We refer to these as the
four types of weaves. (A weave can be of more than one type if n ≤ 3.)
The following facts can be easily checked; the information that is most relevant
to our proof is summarized in the corollary afterwards.
Proposition 3.2. Let W = 〈w1, . . . , wn〉 be a weave.
• If W is FF, then it is transitive.
• If n is even and W is FB, then {w2, . . . , wn} is a homogeneous set of W .
• If n is even and W is BF, then {w1, . . . , wn−1} is a homogeneous set of W .
• If n is even and W is BB, then {w1, wn} is a homogeneous set of W .
• If n is odd and W is FB, then {w1, . . . , wn−1} is a homogeneous set of W .
• If n is odd and W is BF, then W is Un.
• If n is odd and W is BB, then W is Tn.
Let v /∈ V (W ) be a vertex such that v → wi for odd i and wi → v for even i.
• If n is odd and W is FF or FB, then {v, w1, . . . , wn−1} is a homogeneous set of
W + v.
• If n is odd and W is BF or BB, then {v, wn} is a homogeneous set of W + v.
• If n is even and W is FF, then W + v is Wn+1.
• If n is even and W is FB or BF, then W + v is Un+1.
• If n is even and W is BB, then W + v is Tn+1.
Corollary 3.3. Let W be a weave.
(i) If |V (W )| ≥ 3 and W is prime, then W is Tn or Un for some n.
(ii) If |V (W )| ≥ 2 and v /∈ V (W ) is a vertex as in Proposition 3.2, and W + v is
prime, then W + v is Tn, Un, or Wn for some n.
The following fact will also be important.
Proposition 3.4. If W = 〈w1, . . . , wn〉 is a weave and 1 ≤ i ≤ n − 1, then W −
{wi, wi+1} is a weave of the same type as W .
Corollary 3.5. If W = 〈w1, . . . , wn〉 is a weave, then the subtournaments W −
{w1, w2}, W −{w2, w3}, . . . , W −{wn−1, wn} are all isomorphic to each other. Fur-
thermore, there is an isomorphism φ between W − {wi, wi+1} and W − {wj, wj+1}
such that if φ(wk) = wℓ, then k and ℓ have the same parity.
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We are now ready to prove the claim. The case |V (H)| = |V (G)| − 1 is trivial,
so assume |V (H)| = |V (G)| − 2. Suppose there is no prime subtournament of G
with |V (H)| + 1 vertices that has a subtournament isomorphic to H . Let {u, v} =
V (G) \ V (H), where u → v. We will call a weave W = 〈w1, . . . , wn〉 a u, v-weave if
all of the following hold:
(a) W is a subtournament of G.
(b) u = wj and v = wj+1 for some 1 ≤ j ≤ n− 1.
(c) {w1, w3, . . .} is a homogeneous set in G− {w2, w4, . . .}.
(d) {w2, w4, . . .} is a homogeneous set in G− {w1, w3, . . .}.
Since 〈u, v〉 is a u, v-weave, at least one u, v-weave with ≥ 2 vertices exists. Let W =
〈w1, . . . , wn〉 be a u, v-weave which maximizes V (W ). If W = G, then by Corollary
3.3 G is Tn or Un, contradicting the assumptions of the theorem. So |V (W )| < |V (G)|.
Now, by Corollary 3.5, W −{wi, wi+1} is isomorphic to W −{u, v} for all 1 ≤ i ≤
n− 1. In fact, because of the second sentence of Corollary 3.5 and (c) and (d) in the
definition of a u, v-weave, we have that G−{wi, wi+1} is isomorphic to G−{u, v} = H
for all 1 ≤ i ≤ n− 1.
Let H ′ = G− {w1, w2}. Since H
′ is isomorphic to H , by our original assumption
H ′+w2 must be decomposable. It follows that either w2 ∈ Z(H
′) or w2 ∈ Vx(H
′) for
some x ∈ V (H ′). Suppose w2 ∈ Vx(H
′) for some x ∈ V (H ′). We thus have
• x⇒ {w3, w5, . . .} \ {x}, and
• if n ≥ 4, then x⇒ {w4, w6, . . .} \ {x} ifW is FF or BF and {w4, w6, . . .} \ {x} ⇒
x if W is FB or BB.
First suppose that x ∈ V (G) \ V (W ). Since {x, w2} is a homogeneous set of
H ′ + w2 = G − w1 but it is not a homogeneous set of G, and w1 → w2, we must
have x → w1. Thus, x ⇒ {w1, w3, . . .}. Furthermore, by (d) in the definition of a
u, v-weave, we have that x⇒ {w2, w4, . . .} if x⇒ {w4, w6, . . .} and {w2, w4, . . .} ⇒ x
if {w4, w6, . . .} ⇒ x. Finally, by Proposition 2.6, {x, w2, w4, . . .} is a homogeneous
set in G − {w1, w3, . . .}. Thus, 〈x, w1, . . . , wn〉 is a u, v-weave. This contradicts the
maximality of W , so x /∈ V (G) \ V (W ).
Now suppose x ∈ V (W ). We cannot have x = wi for any even i ≥ 4 because
x⇒ {w3, w5, . . .} \ {x} but wi → w3 for all even i ≥ 4. So x = wi for some odd i ≥ 3.
Now, since w2 ∈ Vwi(H
′), for every v ∈ V (G) \ V (W ) we have dvw2 = dvwi . Thus,
since i is odd, from (c) and (d) in the definition of a u, v-weave we have that V (W )
is a homogeneous set of G. Since 2 ≤ |V (W )| < |V (G)| as mentioned earlier, this
contradicts the primeness of G.
Thus, we cannot have w2 ∈ Vx(H
′) for any x ∈ V (H ′). So w2 ∈ Z(H
′). By
symmetry, we also have that wn−1 ∈ Z(H
′′), where H ′′ = G− {wn−1, wn}. If n = 2,
then we have w1, w2 ∈ Z(G−{w1, w2}), and hence G−{w1, w2} is a homogeneous set
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of G, a contradiction since |V (G)| ≥ 5. So assume n ≥ 3. Then since w2 → w3 and
w2 ∈ Z(H
′), we have w2 ⇒ V (H
′). Similarly since wn−2 → wn−1 and wn−1 ∈ Z(H
′′),
we have V (H ′′) ⇒ wn−1. In particular, we have w2 ⇒ V (G) \ V (W ) ⇒ wn−1. If n is
odd, then (c) and (d) from the definition of a u, v-weave imply that {w2, w4, . . .} ⇒
V (G) \ V (W )⇒ {w2, w4, . . .}, a contradiction since V (G) \ V (W ) is nonempty. So n
is even, and (c) and (d) imply that
{w2, w4, . . .} ⇒ V (G) \ V (W )⇒ {w1, w3, . . .}.
Thus, V (G) \ V (W ) is a homogeneous set of G, and as we showed before it is
nonempty. Hence, |V (G) \ V (W )| = 1. Let {v} = V (G) \ V (W ). Then G = W + v,
and by Corollary 3.3, G must be Tn+1, Un+1, or Wn+1. This is a contradiction,
completing the proof of Claim 1.
Proof of Claim 2. We first prove the following general proposition.
Proposition 3.6. Let G be a prime tournament and let u ∈ V (G). Let H1, H2 be
prime subtournaments of G such that V (H1) ∪ V (H2) = V (G) \ {u}, H1 + u and
H2 + u are decomposable, and the subtournament H1,2 induced on V (H1) ∩ V (H2) is
prime with |V (H1,2)| ≥ 3. Then either u ∈ Vx(H1) for some x ∈ V (H1) \ V (H2) or
u ∈ Vy(H2) for some y ∈ V (H2) \ V (H1).
Proof. Since H1 is prime and H1 + u is decomposable, we have either u ∈ Z(H1) or
u ∈ Vx(H1) for some x ∈ H1, and likewise for H2.
First, suppose u ∈ Z(H1) and u ∈ Z(H2). Then V (H1) is a homogeneous set
of H1 + u and V (H2) is a homogeneous set of H2 + u. Since V (H1) ∩ V (H2) 6= ∅
by assumption, by Proposition 2.6 we have that V (H1) ∪ V (H2) = V (G) \ {u} is a
homogeneous set of G. This contradicts the primeness of G, so we cannot have this
case.
Next, suppose u ∈ Z(H1) and u ∈ Vy(H2) for some y ∈ H2. If y ∈ V (H2) \ V (H1)
then we are done, so assume y ∈ V (H1), and hence y ∈ V (H1,2). Now, {u, y} is a
homogeneous set of H2 + u and V (H1) is a homogeneous set of H1 + u; restricting to
the subtournament H1,2+u, we have that {u, y} and V (H1,2) are homogeneous sets of
H1,2 + u. Applying Proposition 2.5, we have that V (H1,2) \ {y} is a homogeneous set
of H1,2+u, and hence V (H1,2) \ {y} is a homogeneous set of H1,2. Since |V (H1,2)| ≥ 3,
this contradicts the primeness of H1,2.
Finally, suppose u ∈ Vx(H1) for some x ∈ V (H1) and u ∈ Vy(H2) for some
y ∈ V (H2). If either x ∈ V (H1) \ V (H2) or y ∈ V (H2) \ V (H1) then we are done, so
assume x, y ∈ V (H1,2). If x = y, then {u, x} is a homogeneous set of both H1 + u
and H2+ u, so by Proposition 2.2, {u, x} is a homogeneous set of G, a contradiction.
If x 6= y, then restricting to H1,2 + u and applying Proposition 2.6, we have that
{u, x, y} is a homogeneous set of H1,2 + u, so {x, y} is a homogeneous set of H1,2. As
before, this is a contradiction, which completes the proof.
We can now prove Claim 2. Assume the hypotheses of Claim 2. Let H be a
subtournament of G which is isomorphic to Tn, Un, or Wn. Let H
′ and H ′′ be prime
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subtournaments of H with n − 2 and n − 4 vertices, respectively. In other words, if
H is isomorphic to Tn, then H
′ is isomorphic to Tn−2 and H
′′ is isomorphic to Tn−4;
likewise for Un and Wn. We wish to prove there is a prime subtournment of G with
n− 1 vertices that has a subtournament isomorphic to H ′.
Suppose the contrary. Let {u} = V (G) \ V (H). By Proposition 3.2, we can write
H as W + v, where W = 〈w1, . . . , wn−1〉 is a weave and v is as in Proposition 3.2. For
distinct integers 1 ≤ i1, . . . , ir ≤ n − 1, let Hi1,...,ir = H − {wi1, . . . , wir}. Note that
Hi,i+1 is isomorphic to H
′ for all 1 ≤ i ≤ n − 2. Hence, by assumption, Hi,i+1 + u
must be decomposable for all 1 ≤ i ≤ n− 2.
Now, for distinct integers 1 ≤ i, j ≤ n−1, we define xi,j ∈ V (Hi,j)∪{∞} as follows:
If u ∈ Vx(Hi,j) for some x ∈ V (Hi,j), then let xi,j = x; otherwise, let xi,j = ∞. By
Proposition 2.8(i), xi,j is well-defined. Now, suppose 1 ≤ i, j ≤ n − 2 are integers
such that {i, i + 1} ∩ {j, j + 1} = ∅. Then Hi,i+1,j,j+1 is isomorphic to H
′′, and is
hence prime. Thus, applying Proposition 3.6 with Hi,i+1 as H1 and Hj,j+1 as H2, we
have that for all such i, j, either xi,i+1 ∈ {wj, wj+1} or xj,j+1 ∈ {wi, wi+1}. We will
denote this fact as (∗).
Applying (∗) with i = 1 and j = n − 2, we have that either x1,2 ∈ {wn−2, wn−1}
or xn−2,n−1 ∈ {w1, w2}. Without loss of generality, assume
x1,2 ∈ {wn−2, wn−1}.
Now, applying (∗) with i = 1 and j = 3, we have that either x1,2 ∈ {w3, w4} or
x3,4 ∈ {w1, w2}. Since n ≥ 6 and x1,2 ∈ {wn−2, wn−1}, we must have
x3,4 ∈ {w1, w2}.
Finally, applying (∗) with i = 3 and j = 5, we have that either x3,4 ∈ {w5, w6} or
x5,6 ∈ {w3, w4}. Since we already have x3,4 ∈ {w1, w2}, we must have
x5,6 ∈ {w3, w4}.
Now, by the definition of xi,j , we have that {u, x1,2}, {u, x3,4}, and {u, x5,6}
are homogeneous sets of H1,2, H3,4, and H5,6, respectively. Restricting to the sub-
tournament H1,2,3,4 + {u, x1,2, x3,4} = H1,2,3,4 + {u, x3,4} (the equality holds because
x1,2 ∈ {wn−2, wn−1} ⊆ V (H1,2,3,4)), we have that {u, x1,2} and {u, x3,4} are homo-
geneous sets of H1,2,3,4 + {u, x3,4}, and hence by Proposition 2.6 and restriction, we
have that {x1,2, x3,4} is a homogeneous set of H1,2,3,4+ x3,4. Similarly, {x3,4, x5,6} is a
homogeneous set of H3,4,5,6 + x5,6.
Let i1,2, i3,4, i5,6 be the integers such that x1,2 = wi1,2 , x3,4 = wi3,4 , and x5,6 = wi5,6 .
Then {wi1,2, wi3,4} is a homogeneous set of H1,2,3,4 + wi3,4 . In particular, we have
dvwi1,2 = dvwi3,4 . Hence, by the definition of v, i1,2 and i3,4 have the same parity.
Similarly, i3,4 and i5,6 have the same parity, so i1,2, i3,4, and i5,6 all have the same
parity. Suppose these numbers are even. Then i1,2 = n − 1 and i3,4 = 2. However,
we have w2 → wn−2 and wn−2 → wn−1 in H1,2,3,4 + wi3,4 , which contradicts the fact
that {wi1,2, wi3,4} = {w2, wn−1} is a homogeneous set of H1,2,3,4 + wi3,4 . Similarly, if
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the numbers are odd, then i3,4 = 1 and i5,6 = 3, but w1 → w2 and w2 → w3 in
H3,4,5,6 + wi5,6 , contradicting the fact that {wi3,4 , wi5,6} = {w1, w3} is a homogeneous
set of H3,4,5,6 + wi5,6 . This completes the proof.
3.3 An application to D4-free tournaments
We conclude this section by using Theorem 3.1 to give a simple proof of a structural
theorem. Let D4 be the tournament on 4 vertices consisting of a cyclic triangle C
and a vertex v with v ⇒ C. Let D∗4 be the tournament formed from D4 by reversing
all of its edges. A well-known theorem classifies all tournaments that exclude both
D4 and D
∗
4.
Theorem 3.7 (Gnanvo and Ille [5], Lopez and Rauzy [7]). A prime tournament G
with |V (G)| ≥ 5 does not have a subtournament isomorphic to D4 or D
∗
4 if and only
if G is Tn for some odd n ≥ 5.
In fact, this theorem still holds true if we replace excluding both D4 and D
∗
4 with
excluding only D4. We give a short proof of this result without relying on Theorem
3.7 itself.
Theorem 3.8. A prime tournament G with |V (G)| ≥ 3 does not have a subtourna-
ment isomorphic to D4 if and only if G is Tn for some odd n ≥ 3.
Proof. To prove one direction, note that if G is Tn for some odd n ≥ 3, then the
outneighborhood of every vertex v ∈ V (G) forms a transitive tournament. Since D4
consists of a vertex whose outneighborhood is a cyclic triangle, G does not have a
subtournament isomorphic to D4.
We now prove the other direction. Suppose G is a prime tournament with
|V (G)| ≥ 3 that does not have a subtournament isomorphic to D4. If |V (G)| < 5,
then G is T3 and we are done. So assume |V (G)| ≥ 5. G cannot be Un or Wn for any
n because these tournaments have subtournaments isomorphic to D4, and if G is Tn
for some n then we are done. So assume G is not Tn, Un, or Wn for any n.
By Corollary 2.10, G has a prime subtournament H5 with 5 vertices, and since
Un and Wn each have D4 subtournaments, H5 must be T5. If G = H5, we are done;
otherwise, by Theorem 2.9, G has a prime subtournament H with 6 vertices that has
a subtournament isomorphic to T5. Let H
′ be a subtournament of H isomorphic to
T5, and let {u} = V (H) \ V (H
′). Let the vertices of H ′ be v1, . . . , v5 as in Definition
2.7.
Since H is prime, we have u /∈ Z(H ′). Hence, there must be some 1 ≤ i ≤ 5 such
that u → vi and vi+1 → u (where the indices are taken modulo 5). Without loss
of generality, assume u → v2 and v3 → u. Then {u, v2, v3} forms a cyclic triangle.
Since v1 ⇒ {v2, v3}, we must have u → v1 (or else {v1, u, v2, v3} would form a D4).
Now, {v1, v2, v4} forms a cyclic triangle, and u ⇒ {v1, v2}, so we must have v4 → u.
Thus, {v3, v4} ⇒ u ⇒ {v1, v2}. But then {u, v5} is a homogeneous set of H , which
contradicts the primeness of H . This completes the proof.
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Corollary 3.9. A tournament G does not have a subtournament isomorphic to D4
if and only if it can be written as Tn(I
1, . . . , In) or I2(Tn(I
1, . . . , In), I), where n ≥
1 is odd, I2 has the standard ordering of vertices, and I
1, . . . , In, I are transitive
tournaments.
Proof. If G can be written in one of the forms mentioned, then the outneighborhood
of every vertex v ∈ V (G) forms a transitive tournament, and hence G does not have
a subtournament isomorphic to D4. This proves one direction.
Now, suppose G does not have a subtournament isomorphic to D4. If G has only
one vertex, then we can write G as T1(T1), and we are done. So assume |V (G)| ≥ 2.
Write G as G′(H1, . . . , Hn), where G
′ is a prime tournament with |V (G′)| ≥ 2. First,
suppose that |V (G′)| ≥ 3. Then by Theorem 3.7, G′ is Tn for some odd n. Now, if
any of H1, . . . , Hn, say Hi, contains a cyclic triangle, then this triangle forms a D4
with any vertex in Hi−1 (where the index is taken modulo n). So Hi is transitive for
all i, and thus G is of the first form in the theorem, as desired.
Now suppose that |V (G′)| = 2, and hence G′ = P2. Then G is of the form
I2(H1, H2). If H2 contains a cyclic triangle, then this triangle forms a D4 with any
vertex in H1; thus, H2 is transitive. Now, write G as P2(H1, Ik) in such a way that
k is maximal. If |V (H1)| = 1 then H1 = I1 and we are done. Otherwise, write H1
as H ′1(K1, . . . , Km), where H
′
1 is prime and |V (H
′
1)| ≥ 2. If |V (H
′)| ≥ 3, then since
H1 is D4-free, we have as before that H
′
1 is Tm for odd m and each Ki is transitive.
Thus G is of the second form in the theorem, as desired. Otherwise, H ′1 is P2, and
we have as before that H1 is P2(K1, Ij) for some j. But then G can be written as
P2(K1, Ij+k), contradicting the maximality of k. This completes the proof.
4 Cyclic triangles in prime tournaments
4.1 Triangle-connectivity
Let G be a tournament. Say that two cyclic triangles C, C ′ in G are adjacent if
they share exactly two vertices. We say that two cyclic triangles C, C ′ are triangle-
connected to each other if there is a sequence of cyclic triangles C1, . . . , Cn, n ≥ 1,
such that C1 = C, Cn = C
′, and Ci is adjacent to Ci+1 for all 1 ≤ i ≤ n − 1. We
can ask the following question: when are all the cyclic triangles of a tournament
triangle-connected to each other?
Call a tournament triangle-connected if it is strongly connected and any two cyclic
triangles in the tournament are triangle-connected. In general, nontrivial homoge-
neous sets that contain cyclic triangles can stop a tournament from being triangle-
connected; to see this, let G be a strongly connected tournament and suppose X is
a nontrivial homogeneous set of G. Then a cyclic triangle all of whose vertices are
in X cannot be triangle-connected to a cyclic triangle which has a vertex not in X ,
because if there were indeed a sequence of adjacent cyclic triangles connecting two
such triangles, there must be some triangle in the sequence with two vertices {v1, v2}
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in X and one vertex v3 not in X , a contradiction since X is a homogeneous set so
either v3 ⇒ {v1, v2} or {v1, v2} ⇒ v3.
One could then ask whether a tournament that is strongly connected and which
has no nontrivial homogeneous sets that contain cyclic triangles is triangle-connected.
The answer is positive, and follows from the next theorem.
Theorem 4.1. If G is a strongly connected prime tournament, then it is triangle-
connected.
Corollary 4.2. A strongly connected tournament is triangle-connected if and only if
it has no nontrivial homogeneous sets that contain cyclic triangles.
To see that the corollary follows from the theorem, let G be a strongly connected
tournament. First, suppose that X ⊆ V (G) is a nontrivial homogeneous set of G
which contains a cyclic triangle C. Since X is nontrivial, let v ∈ V (G) \X . Since
G is strongly connected, v is a vertex of some cyclic triangle C ′ in G. Then as
noted before, C and C ′ are not triangle-connected to each other, so G is not triangle-
connected. This proves one direction of the corollary.
For the other direction, suppose G has no nontrivial homogeneous sets that contain
cyclic triangles. If G has one vertex then it is trivially triangle-connected, so assume
|V (G)| ≥ 2. Write G as G′(H1, . . . , Hn) where G
′ is prime (and strongly connected,
since G is). Since each V (Hi) is a homogneneous set of G, none of the Hi contain
a cyclic triangle. Hence, every cyclic triangle of G has vertices {vi, vj, vk} for some
distinct i, j, k such that vi ∈ V (Hi), vj ∈ V (Hj), and vk ∈ V (Hk). Call a cyclic
triangle a {i, j, k}-triangle if it has vertices in V (Hi), V (Hj), and V (Hk). It is easy
to see that for each set of distinct i, j, k, all {i, j, k}-triangles are triangle-connected
to each other. Also, since G′ is prime and strongly connected, by Theorem 4.1, every
{i, j, k}-triangle is connected to a {i′, j′, k′}-triangle for every {i′, j′, k′} for which such
a triangle exists. Thus, every cyclic triangle of G is triangle-connected to each other,
completing the proof of the corollary.
4.2 Proof of Theorem 4.1
To prove the theorem, we use Theorem 3.1 (or Theorem 2.11) and induction. Because
Theorem 3.1 does not hold for Tn, Un, or Wn, we will treat these cases separately.
Proof for Tn, Un, and Wn. Let G be Tn, Un, or Wn for some odd n ≥ 1. We prove
that G is triangle-connected. The case n = 1 is trivial, so assume n ≥ 3. As in the
proof of Theorem 3.1, write G as W + v, where W = 〈w1, . . . , wn−1〉 is a weave and
v is as in Proposition 3.2.
It suffices to prove that every cyclic triangle in G is triangle-connected to the
cyclic triangle with vertices {v, w1, wn−1}. Given distinct vertices x, y, z ∈ V (G),
let C(x, y, z) be the triangle with vertices {x, y, z} (the triangle may or may not be
cyclic). Every cyclic triangle in G is of one of the following forms:
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(a) C(v, wi, wj), where i < j and i is odd and j is even. (All such triangles are
cyclic.)
(b) C(wi, wj, wk) where i < j < k and j has opposite parity from i and k. (Such a
triangle might not be cyclic depending on the type of weave.)
Let C be a cyclic triangle in G. If C = C(v, wi, wj) as in (a), we have that C is
adjacent to or the same as the cyclic triangle C(v, w1, wj), and this triangle is adjacent
to or the same as C(v, w1, wn−1). Thus, C is triangle-connected to C(v, w1, wn−1), as
desired.
Now suppose C = C(wi, wj, wk) as in (b). Then one of the triangles C(v, wi, wj),
C(v, wj, wk) is of type (a), and hence this triangle is cyclic and, as above, it is triangle-
connected to C(v, w1, wn−1). Since C is adjacent to this cyclic triangle, C is also
triangle-connected to C(v, w1, wn−1), as desired. This completes the proof for Tn, Un,
and Wn.
Now, let G be strongly connected and prime. We will prove that G is triangle-
connected by induction on |V (G)|. All base cases |V (G)| ≤ 5 were covered in the
proof for Tn, Un, and Wn. Suppose |V (G)| ≥ 6, and that the thoerem holds for
tournaments with |V (G)| − 1 vertices. If G is Tn, Un, or Wn for any n, then from the
above argument we are done. Assume G is not one of these tournaments. By Theorem
3.1 (or Theorem 2.11), there is a prime subtournament H ofG with |V (G)|−1 vertices.
Let {u} = V (G) \ V (H). Since H is triangle-connected by the inductive hypothesis,
to show that G is triangle-connected it suffices to show that every cyclic triangle of
G with u as a vertex is triangle-connected to a cyclic triangle in H .
Suppose the contrary. Let C denote the set of cyclic triangles of G that have u as
a vertex. Let C = C(u, vA, vB) be a cyclic triangle in C that is not triangle-connected
to a cyclic triangle in H , where u→ vA → vB → u. We will prove the following two
claims:
Claim 1. C is triangle-connected to every cyclic triangle in C.
Claim 2. There is a cyclic triangle in C which is triangle-connected to a cyclic triangle
in H.
These two claims clearly contradict the definition of C, which will complete the
proof.
Proof of Claim 1. This proof is due to P. Seymour. Let A = AG(u) and B = BG(u),
so vA ∈ A, vB ∈ B, and A∪B = V (H). We associate each cyclic triangle C(u, xA, xB)
in C, where xA ∈ A and xB ∈ B, with the directed edge xAxB; this gives a one-to-one
correspondence between the triangles in C and the edges from A to B. Let Hˆ be the
undirected graph with vertices V (H) and an undirected edge xy for each directed
edge xy in H with x ∈ A and y ∈ B. Then two triangles in C are triangle-connected
if and only if their associated edges in Hˆ are in the same connected component of Hˆ .
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Let Hˆ ′ be the connected component of Hˆ containing vAvB, and let A
′ = A∩V (Hˆ ′)
and B′ = B ∩ V (Hˆ ′). Suppose there is a vertex v ∈ A which is not in A′. We claim
that {u} ∪A′ ∪B′ ⇒ v. Because v is not adjacent in Hˆ to any vertex in B′, we must
have B′ ⇒ v in the tournament H . Moreover, if there is a vertex xA′ ∈ A
′ such that
v → xA′ , then xA′ → xB′ for some xB′ ∈ B
′, and C(v, xA′ , xB′) is a cyclic triangle in
H . C is triangle-connected to this triangle, which contradicts the fact that C is not
triangle-connected to a triangle in H . Thus, we must have A′ ⇒ v. Finally, u→ v by
the definition of A, so altogether we have {u} ∪ A′ ∪ B′ ⇒ v, as claimed. Similarly,
if v ∈ B and v /∈ B′, we have v ⇒ {u} ∪ A′ ∪ B′. It follows that {u} ∪ A′ ∪ B′ is a
homogeneous set of H . Since this set contains {u, vA, vB} and G is prime, we must
have {u}∪A′∪B′ = V (G), and hence the connected component Hˆ ′ is all of Hˆ. Thus,
C is triangle-connected to every triangle in C, as desired.
Proof of Claim 2. Suppose that no cyclic triangle in C is triangle-connected to a cyclic
triangle in H . Since every four-vertex tournament is decomposable, for every cyclic
triangle C(x, y, z) in H , we have that either u ∈ Z(C(x, y, z)) or u ∈ Vv(C(x, y, z))
for some v ∈ {x, y, z}. If the latter case, say u ∈ Vx(C(x, y, z)), then C(u, y, z) is a
cyclic triangle, and it is adjacent to C(x, y, z), contradicting our original assumption.
Thus, u ∈ Z(C ′) for every cyclic triangle C ′ in H , and hence for every such cyclic
triangle either u ⇒ C ′ or C ′ ⇒ u. However, by the inductive hypothesis, any two
cyclic triangles in H can be connected to each other by a sequence of adjacent cyclic
triangles, so in fact we have that either u ⇒ C ′ for every cyclic triangle C ′ in H
or C ′ ⇒ u for every cyclic triangle C ′ in H . Since H is strongly connected, every
vertex of H belongs to a cyclic triangle of H . Thus, V (H) is a homogeneous set of
G, contradicting the fact that G is prime. This completes the proof.
5 Matching tournaments
5.1 Matching orderings
We now focus on a somewhat different topic. Given a tournament G and an ordering
v1, . . . , vn of its vertices, an edge vjvi with j > i is called a backedge. A matching
ordering of a tournament G is an ordering of its vertices such that every vertex is
the head or tail of at most one backedge. A tournament with at least one matching
ordering is called a matching tournament. In Subsections 5.1 through 5.4, we will
deal with the question of how many matching orderings a matching tournament can
have. Subsection 5.5 will deal with minimal non-matching tournaments.
In general, a matching tournament can have many matching orderings. For exam-
ple, In has at least 2
n/2 matching orderings: Let v1, . . . , vn be the standard ordering
of V (In). Let Sn denote the symmetric group on {1, 2, . . . , n}, and let τi denote the
transposition (i i+1). Then vπ(1), . . . , vπ(n) is a matching ordering of I for all permu-
tations π ∈ Sn of the form π = τ
e1
1 τ
e3
3 τ
e5
5 · · · τ
e2⌊n/2⌋−1
2⌊n/2⌋−1 and π = τ
e2
2 τ
e4
4 τ
e6
6 · · · τ
e2⌊n/2⌋−2
2⌊n/2⌋−2 ,
where ei = 0 or 1 for all i.
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An example of an infinite family of prime tournaments with more than one match-
ing ordering is as follows: For n ≥ 1, let Pn be the tournament with vertices v1, . . . , vn
such that vi → vj if j − i ≥ 2, and vi+1 → vi for all 1 ≤ i ≤ n − 1. For all n 6= 4,
Pn is prime. (Note that P2 is I2, P3 is the cyclic triangle, and P5 is W5.) Let
π1 = τ1τ3 . . . τ2⌊n/2⌋−1 and π2 = τ2τ4 . . . τ2⌊n/2⌋−2, where τi = (i i+ 1) as before. Then
vπ1(1), . . . , vπ1(n) and vπ2(1), . . . , vπ2(n) are both matching orderings of Pn, and these
orderings are distinct if n > 1. Below we draw these two matching orderings for both
odd and even examples of n; only backedges are shown.
(a) v
pi1(1), . . . , vpi1(9) (b) vpi1(1), . . . , vpi1(10)
(c) v
pi2(1), . . . , vpi2(9) (d) vpi2(1), . . . , vpi2(10)
Despite these examples, having more than one matching ordering is in fact a very
strict condition. One reason for this is a simple consideration of vertex degrees, which
gives the following fact.
Proposition 5.1. Let v1, . . . , vn be a matching ordering of G. If v is a vertex of G
with indegree b, then v is either vb, vb+1, or vb+2. Moreover, v = vb if and only if
it is the head of a backedge, v = vb+2 if and only if it is the tail of a backedge, and
v = vb+1 if and only if it is not an end of a backedge.
Proof. Since vi → vj for each i < j except for backedges vjvi, and every vertex is the
end of at most one backedge, we have |BG(vi)| = i if vi is the head of a backedge,
|BG(vi)| = i− 2 if vi is the tail of a backedge, and |BG(vi)| = i− 1 if vi is not an end
of a backedge.
We will show that, in a sense, Pn is the only “fundamental” example of a tour-
nament with more than one matching ordering. More specifically, we will show that
the only reason a tournament might have more than one matching ordering is that it
has a homogeneous set on which the induced subtournament is Pn for n > 1.
5.2 Statement and proof of theorem
Before stating the exact theorem, we introduce several definitions and facts. Let
X = {b, b+ 1, . . . , a} be a nonempty set of consecutive integers. Define σX to be the
permutation on X as follows.
• If |X| is odd, σX = (b b+ 2 b+ 4 . . . a− 2 a a− 1 a− 3 . . . b+ 1).
• If |X| is even, σX = (b b+ 2 b+ 4 . . . a− 1 a a− 2 a− 4 . . . b+ 1).
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(If |X| = 1, σX is the identity, and if |X| = 2, σX is a transposition.) Defining
π1 = τ1τ3 . . . τ2⌊n/2⌋−1 and π2 = τ2τ4 . . . τ2⌊n/2⌋−2 as in the previous subsection, we also
have that σ{1,...,n} = π1π2.
If X is as above and |X| = 4, define τX = (b b + 2)(b + 1 b + 3). We have
τ{1,2,3,4} = π2π1π2, where we use n = 4 in the definition of π1 and π2.
Finally, suppose π ∈ Sn. Given a transitive tournament G with the standard
ordering v1, . . . , vn of V (G), let πG denote the ordering vπ(1), . . . , vπ(n) of V (G). Simi-
larly, given a tournament G isomorphic to Pn, if n 6= 3 then there is a unique ordering
v1, . . . , vn of its vertices which satisfies the definition of Pn given previously. Let πG
denote the ordering vπ(1), . . . , vπ(n) of V (G). IfG is P3, then there is no unique ordering
satisfying the definition, so we will say that an ordering is πG if it is vπ(1), vπ(2), vπ(3)
for some ordering v1, v2, v3 of V (G) that satisfies the definition of Pn. If |V (G)| = 2,
then G is isomorphic to both I2 and P2 but the two above definitions give different
orderings for πG, so in this case we let πG denote any ordering of V (G).
Note that |σX(x) − x| ≤ 2 and |τX(x) − x| ≤ 2 for all x ∈ X . Also, as we noted
in the previous subsection, if G is transitive or isomorphic to Pn, then π1G and π2G
are matching orderings of G. If G is P4, we can check that π2π1G is also a matching
ordering of G. The next two propositions can be thought of as converses to these
facts.
Proposition 5.2. Let σ be a permutation of {1, 2, . . . , n} which can be written as a
cycle (x1 x2 . . . xk), k ≥ 1. If |σ(x)− x| ≤ 2 for all x ∈ {1, . . . , n}, then either
• X = {x1, . . . , xk} is a set of consecutive integers and σ = σX or σ
−1
X , or
• k = 2 and |x1 − x2| = 2.
Proposition 5.3. Let G be a tournament with matching ordering v1, . . . , vn, and let
X = {1, . . . , n}. Suppose σ ∈ Sn such that vσ(1), . . . , vσ(n) is a matching ordering of
G. Then the following hold.
• If σ = σX , then G is either transitive or isomorphic to Pn, and the ordering
v1, . . . , vn is π2G.
• If σ = σ−1X , then G is either transitive or isomorphic to Pn, and the ordering
v1, . . . , vn is π1G.
• If n = 4 and σ = τX , then G is isomorphic to P4, and the ordering v1, . . . , vn is
either π2G or π2π1G.
For the sake of pacing, we defer the proofs of these propositions until after the
next subsection.
We now state and prove the main theorem.
Theorem 5.4. Let G be a tournament and v1, . . . , vn be a matching ordering of G.
Suppose there is a permutation π ∈ Sn such that vπ(1), . . . , vπ(n) is also a matching
ordering of G. Then {1, . . . , n} can be partitioned into sets X1, . . . , Xr, where each
Xi is a set of consecutive integers, such that
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• π = σ1σ2 . . . σr where for each 1 ≤ i ≤ r, σi is either σXi, σ
−1
Xi
, or τXi.
• For each 1 ≤ i ≤ r, the set Vi = {vx : x ∈ Xi} is a homogeneous set of G.
• For each 1 ≤ i ≤ r, the subtournament Hi induced on Vi is either transitive
or isomorphic to P|Vi|. Furthermore, the ordering induced on Vi by the ordering
v1, . . . , vn is given by σi as in Proposition 5.3.
Proof. Suppose vertex vπ(i) has indegree b. By Proposition 5.1, for any matching
ordering u1, . . . , un of G, we have that vπ(i) appears in the b-th, (b+1)-th, or (b+2)-
th position. In particular, since vπ(i) appears in the π(i)-th position of v1, . . . , vn and
in the i-th position of vπ(1), . . . , vπ(n), we have π(i), i ∈ {b, b+1, b+2}. It follows that
|π(i)− i| ≤ 2 for all 1 ≤ i ≤ n.
Now, we can write π = σ′1 · · ·σ
′
r′ where σ
′
1, . . . , σ
′
r′ are disjoint cycles whose orbits
form a partition of {1, . . . , n}. (Some of the σ′i may have orbits of size one.) Let X
′
i
be the orbit of σ′i. Now, for each 1 ≤ i ≤ r
′, we have |σ′i(x)−x| ≤ 2 for all 1 ≤ x ≤ n.
Hence, by Proposition 5.2, for each 1 ≤ i ≤ r′ either X ′i is a set of consecutive integers
and σ′i = σ
±1
Xi
, or X ′i = {x, x+ 2} for some x.
Suppose X ′i = {x, x + 2} for some i. The integer x + 1 must belong to X
′
j for
some j 6= i. Either X ′j is a set of consecutive integers, or X
′
j = {x − 1, x + 1} or
{x + 1, x + 3}. Suppose the former case; then since x, x + 2 ∈ X ′i, we must have
X ′j = {x+ 1}. Thus, π(x+ 1) = x+ 1. Now, consider the subtournament H induced
on {vx, vx+1, vx+2}. Using the orderings of V (H) induced by the matching orderings
v1, . . . , vn and vπ(1), . . . , vπ(n), we have that vx, vx+1, vx+2 and vx+2, vx, vx+1 are both
matching orderings of H . However, there are only two three-vertex tournaments, and
simple inspection shows that neither has two matching orderings satisfying this. This
is a contradiction, so X ′j is not a set of consecutive integers.
Hence, X ′j = {x − 1, x + 1} or {x + 1, x + 3}. Either way, X
′
i ∪ X
′
j is a set of
four consecutive integers, and σ′iσ
′
j = τX′i∪X′j . We can pair up all the X
′
i of the form
{x, x + 2} in this manner. Replacing each such pair with their union and including
all the X ′i that were originally sets of consecutive integers, we have in the end a
partition {X1, . . . , Xr} of {1, . . . , n} where each Xi is a set of consecutive integers,
and π = σ1 · · ·σr where σi is either σ
±1
Xi
or τXi, as desired.
Next, we wish to show that each Vi = {vx : x ∈ Xi} is a homogeneous set in G. If
|Vi| = 1 then we are trivially done. So assume |Vi| ≥ 2. Let Xi = {b, b+1, . . . , a}. We
will show that if b′ < b then vb′ ⇒ Vi, and if a
′ > a then Vi ⇒ va′ , which will prove
the claim. Let b′ < b, and suppose there is some x ∈ Xi such that vx → vb′ . Then
vx is the tail of the backedge vxvb′ in the ordering v1, . . . , vn. Now, since b
′ and x are
in different cycle orbits of π, and these orbits are sets of consecutive integers, vxvb′
is also a backedge of vπ(1), . . . , vπ(n). Thus, vx is also the tail of the backedge vxvb′ in
vπ(1), . . . , vπ(n). By the second sentence of Proposition 5.1, vx must therefore be in the
same position in vπ(1), . . . , vπ(n) as it is in v1, . . . , vn. However, this is a contradiction,
because x ∈ Xi and σi has no fixed points in Xi for |Xi| ≥ 2. We therefore have
vb′ ⇒ Vi. The proof that Vi ⇒ va′ for a
′ > a is analagous, so we have the desired
claim.
5 MATCHING TOURNAMENTS 20
Finally, to prove the last point, let Xi = {b, b+ 1, . . . , a}. The orderings induced
on Vi by v1, . . . , vn and vπ(1), . . . , vπ(n) are vb, vb+1, . . . , va and vσi(b), vσi(b+1), . . . , vσi(a),
respectively. These are matching orderings of Hi, so by Proposition 5.3, Hi is either
transitive or isomorphic to P|Vi|. Furthermore, the ordering vb, vb+1, . . . , va is given by
σi as in Proposition 5.3, as desired.
5.3 Corollaries to Theorem 5.4
We state a few notable corollaries to the previous theorem.
Corollary 5.5. Every prime tournament which is not Pn for any n has at most one
matching ordering.
Proof. Let G be a prime tournament which is not Pn for any n, and suppose v1, . . . , vn
is a matching ordering of G. Let π ∈ Sn such that vπ(1), . . . , vπ(n) is a matching
ordering of G. Write π = σ1σ2 · · ·σr as in Theorem 5.4. If 1 < |Xi| < |V (G)| for any
i, then Vi = {vx : x ∈ Xi} is a nontrivial homogeneous set of G, a contradiction. So
we must either have |Xi| = 1 for all i, or r = 1 and X1 = {1, . . . , n}. If the former
case, then π is the identity, so vπ(1), . . . , vπ(n) and v1, . . . , vn are the same ordering.
If the latter case, then V1 = V (G) and so by the third point of Theorem 5.4, G is
either transitive or Pn, contradicting our assumptions on G. Thus, G has at most
one matching ordering.
Corollary 5.6. Pn has exactly one matching ordering for n = 1, exactly three match-
ing orderings for n = 3, 4, and exactly two matching orderings for all other n.
Proof. We can check the cases n = 1, 2, 3, 4 by hand. Assume n ≥ 5; thus, Pn is
prime. Let v1, . . . , vn be a matching ordering of Pn, and suppose π ∈ Sn such that
vπ(1), . . . , vπ(n) is a matching ordering of Pn. By the same argument as in the previous
proof, either π = 1 or π = σeX , where X = {1, . . . , n} and e = ±1. (We do not
have π = τX because |X| ≥ 5.) If π = σ
e
X , then there is only one possible value
of e, because by Proposition 5.3, e is determined by whether v1, . . . , vn is π1Pn or
π2Pn. Thus, either π = 1 or π = σ
e
X where there is only one possible value of e.
It follows that Pn has at most two matching orderings. Since π1Pn are π2Pn are
distinct matching orderings of Pn, Pn has exactly two matching orderings, as desired.
(Note: Although P3 is prime, the above argument does not work for P3 because the
way we have defined πP3, v1, v2, v3 can be both π1P3 and π2P3, and hence we cannot
determine e from Proposition 5.3.)
Corollary 5.7. In has exactly Fn matching orderings, where {Fi}i≥0 are the Fibonacci
numbers defined by F0 = F1 = 1 and Fi = Fi−1 + Fi−2 for i ≥ 2.
Proof. Let v1, . . . , vn be the standard ordering of In. Suppose π ∈ Sn such that
vπ(1), . . . , vπ(n) is a matching ordering of In. For this π, let X1, . . . , Xr be as in
Theorem 5.4. We claim that |Xi| ≤ 2 for all i. By Proposition 5.3, for each i the
ordering induced on Vi = {vx : x ∈ Xi} by v1, . . . , vn is of the form πsI|Vi|, πsP|Vi|, or
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π2π1P4, where s = 0 or 1. However, v1, . . . , vn has no backedges, and by inspection
the only orderings that are of one of these forms and have no backedges are πsI1 (or
πsP1) and π2I2 (or π1P2). Thus, |Xi| ≤ 2 for all i, as claimed.
Conversely, for each partition {X1, . . . , Xr} of {1, . . . , n} where each Xi is a set
of consecutive integers of size 1 or 2, there is exactly one π = σ1 · · ·σr satisfying
Theorem 5.4 which has {X1, . . . , Xr} as its associated partition, and it is not hard to
see that vπ(1), . . . , vπ(n) is a matching ordering of I for this π. Hence, the number of
matching orderings of I is equal to the number of ways to partition {1, . . . , n} into
sets of consecutive integers of size 1 or 2. We can prove by induction that this number
is Fn.
5.4 Proofs of Propositions 5.2 and 5.3
We now give the proofs of Propositions 5.2 and 5.3.
Proof of Proposition 5.2. It is easy to see the proposition holds for k = 1, 2. Assume
k ≥ 3. Let x = min(x1, x2, . . . , xk). We have both |σ(xi) − xi| ≤ 2 and |σ
−1(xi) −
xi| ≤ 2 for all 1 ≤ i ≤ k. In particular, since x = min(x1, , . . . , xk), we have
σ(x), σ−1(x) ∈ {x+ 1, x+ 2}. Since the order of σ is k ≥ 3, we have σ(x) 6= σ−1(x).
Hence, {σ(x), σ−1(x)} = {x+ 1, x+ 2}.
Suppose σ−1(x) = x+ 1, so σ(x) = x+ 2. We will prove by induction that for all
0 ≤ j ≤ k − 1,
σ(−1)
j⌈j/2⌉(x) = x+ j.
This gives the value of σi(x) for k consecutive values of i, and these values coincide
with σiX(x), where X = {x, x+ 1, . . . , x+ k − 1}. Since σ and σX are both cycles of
order k, this will imply σ = σX , as desired.
The base case j = 0 is trivial, and the base cases j = 1, 2 are given by assumption.
Let 3 ≤ j ≤ k − 1, and suppose that σ(−1)
j0 ⌈j0/2⌉(x) = x + j0 for all 0 ≤ j0 ≤ j − 1.
In particular, for j0 = j − 2 we have
σ(−1)
j−2⌈(j−2)/2⌉(x) = x+ j − 2
σ(−1)
j (⌈j/2⌉−1)(x) = x+ j − 2
⇒ σ(−1)
j⌈j/2⌉(x) = σ(−1)
j
(x+ j − 2).
Now, |σ(−1)
j
(x+ j − 2)− (x+ j − 2)| ≤ 2, so in particular, σ(−1)
j
(x+ j − 2) ≤ x+ j.
Combined with the previous equality, we have
σ(−1)
j⌈j/2⌉(x) ≤ x+ j.
If σ(−1)
j⌈j/2⌉(x) < x+ j, then by the inductive hypothesis we have
σ(−1)
j⌈j/2⌉(x) = σ(−1)
j0 ⌈j0/2⌉(x)
for some 0 ≤ j0 ≤ j − 1. However, then we have
σ(−1)
j⌈j/2⌉−(−1)j0 ⌈j0/2⌉(x) = x,
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which is a contradiction because the order of σ is k, and
∣
∣(−1)j⌈j/2⌉ − (−1)j0⌈j0/2⌉
∣
∣ ≤ ⌈j/2⌉+ ⌈j0/2⌉
≤ ⌈(k − 1)/2⌉+ ⌈(k − 2)/2⌉
< k.
Hence, we must have σ(−1)
j⌈j/2⌉(x) = x + j, which completes the induction and the
proof if σ−1(x) = x+ 1.
If instead σ(x) = x+1, apply the above argument to σ−1. Then σ−1 = σX , where
X = {x, x+ 1, . . . , x+ k − 1}, so σ = σ−1X , as desired.
Proof of Proposition 5.3. We will use the following lemma.
Lemma. Let G be a tournament, and let v1, . . . , vn be an ordering of V (G) (not
necessarily a matching ordering). Suppose that vπ1(1), . . . , vπ1(n) and vπ2(1), . . . , vπ2(n)
are both matching orderings of G. Then G is either transitive or isomorphic to Pn,
and v1, . . . , vn is the ordering 1 ·G, where 1 is the identity element of Sn.
Proof. We first introduce some notation: for distinct vertices u, v, let e(u, v) denote
the edge of G with both ends in {u, v}. For an integer i, let πi = π1 if i is odd and
πi = π2 if i is even.
Now, note that an edge e(u, v) is a backedge of vπi(1), . . . , vπi(n) if and only if either
• e(u, v) is a backedge of v1, . . . , vn and {u, v} 6= {j, j+1} for any j ≡ i (mod 2),
or
• e(u, v) is not a backedge of v1, . . . , vn and {u, v} = {j, j + 1} for some j ≡ i
(mod 2).
We refer to this fact as (∗).
We first prove that v1, . . . , vn has no backedge vjvi with j − i ≥ 2. Suppose
that v1, . . . , vn has a backedge vjvi with j − i ≥ 2. By the first point of (∗), vjvi
is a backedge of both vπ1(1), . . . , vπ1(n) and vπ2(1), . . . , vπ2(n). Thus, since these two
orderings are matching orderings and one of the ends of vjvi is vi, we have that
e(vi, vi+1) is not a backedge of either of these orderings. However, (∗) implies that
any edge of the form e(vi′ , vi′+1) is a backedge of exactly one of vπ1(1), . . . , vπ1(n) and
vπ2(1), . . . , vπ2(n). This is a contradiction, so v1, . . . , vn has no backedges vjvi with
j − i ≥ 2.
Thus, all backedges of v1, . . . , vn are of the form e(vi, vi+1) for some 1 ≤ i ≤ n−1.
We claim that either no edge of this form is a backedge, or all edges of this form are
backedges. Suppose the contrary. Then there is some 1 ≤ i ≤ n−2 such that exactly
one of e(vi, vi+1), e(vi+1, vi+2) is a backedge. Let j ∈ {i, i + 1} such that e(vj , vj+1)
is not a backedge. Then by (∗), e(vi, vi+1) and e(vi+1, vi+2) are both backedges in
vπj(1), . . . , vπj(n). This is a contradiction since vπj(1), . . . , vπj(n) is a matching ordering
and both these edges have end vi+1, proving the claim.
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Thus, v1, . . . , vn has no backedges vjvi with j − i ≥ 2, and either e(vi, vi+1) is
not a backedge for all i, or e(vi, vi+1) is a backedge for all i. In the former case, G is
transitive and v1, . . . , vn is the ordering 1 ·G. In the latter case, G is Pn and v1, . . . , vn
is the ordering 1 ·G. This proves the lemma.
We are now ready to prove the first two points in the proposition. Suppose we
have the conditions of the proposition. First, assume σ = σX . Let u1, . . . , un be the
ordering vπ2(1), . . . , vπ2(1). Then uπ2(1), . . . , uπ2(n) is v1, . . . , vn, and uπ1(1), . . . , uπ1(n)
is vπ2(π1(1)), . . . , vπ2(π1(n), which is vσX(1), . . . , vσX(n) since π2(π1(i)) = (π1π2)(i) and
π1π2 = σX . Thus, both uπ1(1), . . . , uπ1(n) and uπ2(1), . . . , uπ2(n) are matching orderings
of G. By the Lemma, G is either transitive or isomorphic to Pn, and u1, . . . , un is the
ordering 1 ·G. Since v1, . . . , vn is uπ2(1), . . . , uπ2(n), we have that v1, . . . , vn is π2G, as
desired. The proof for σ = σ−1X is analagous.
Finally, suppose n = 4 and σ = τX . Define e(u, v) as before. Call and edge a long
edge if it has one end in {v1, v2} and the other end in {v3, v4}. Then a long edge is
a backedge of vσ(1), . . . , vσ(4) if and only if it is not a backedge of v1, . . . , vn. Thus,
each long edge is a backedge of exactly one of v1, . . . , v4 and vσ(1), . . . , vσ(4). On the
other hand, there are four long edges, and a matching ordering on four vertices can
have at most two backedges. Thus, each of v1, . . . , v4 and vσ(1), . . . , vσ(4) have exactly
two backedges, both of which are long edges. So the backedges of v1, . . . , v4 are either
{v3v1, v4v2} or {v4v1, v3v2}. In the first case v1, . . . , vn is the ordering π2P4, and in
the second case it is π2π1P4, as desired.
5.5 Minimal non-matching tournaments
A tournament G is aminimal non-matching tournament ifG is not a matching tourna-
ment and every subtournament ofG with < |V (G)| vertices is a matching tournament.
Since every subtournament of a matching tournament is also a matching tournament,
an equivalent definition of a minimal non-matching tournament is a tournament G
which is not a matching tournament and for which every subtournament of G with
|V (G)| − 1 vertices is a matching tournament.
Clearly, a tournament is not a matching tournament if and only if it has a minimal
non-matching subtournament. It is then natural to ask whether the list of minimal
non-matching tournaments is finite. In this section we answer in the negative.
Theorem 5.8. There are infinitely many minimal non-matching tournaments.
Proof. For n ≥ 3, define the tournament Qn as follows. Let the vertices of Qn be
v1, . . . , vn, and let the backedges of the ordering v1, . . . , vn be exactly vn−1v1, vnvn−2,
and vi+1vi for 1 ≤ i ≤ n− 3. Notice that the tournament induced on v1, . . . , vn−2 is
Pn−2.
We will prove that for all odd n ≥ 7, Qn is a minimal non-matching tournament,
which suffices to prove the theorem. We first show that Qn is not a matching tour-
nament. Suppose Qn has a matching ordering u1, . . . , un. By Proposition 5.1, un has
indegree n − 2 or n − 1. Thus, un must be vn. Let Q
′ = Qn − vn; then u1, . . . , un−1
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is a matching ordering of Q′. By Proposition 5.1, un−1 has indegree n − 3 or n − 2
in Q′; thus, un−1 must be vn−1. Let Q
′′ = Q′ − vn−1, so u1, . . . , un−2 is a matching
ordering of Q′′. Now, since Q′′ is isomorphic to Pn−2 and n ≥ 7, we have by Corollary
5.6 that u1, . . . , un−2 is either π1Q
′′ or π2Q
′′. However, for odd n, the ordering π1Q
′′
has the backedge vn−2vn−3, and the ordering π2Q
′′ has the backedge v2v1. (See the
two bulleted points in the proof of Proposition 5.3.) Thus, since u1, . . . , un has the
backedges vn−1v1 and vnvn−2, one of v1, vn−2 is an end of two backedges of u1, . . . , un,
contradicting the fact that u1, . . . , un is a matching ordering. So Qn is not a matching
tournament.
Now, let v be any vertex of Qn. We wish to prove that Qn−v is a matching tourna-
ment. If v = vn, consider the ordering u1, . . . , un−2, vn−1 of Qn−vn, where u1, . . . , un−2
is the π1Pn−2 ordering of v1, . . . , vn−2. In the π1Pn−2 ordering of v1, . . . , vn−2 for odd
n, v1 is not the end of any backedge. Putting vn−1 after u1, . . . , un−2 adds only the
backedge vn−2v1, so u1, . . . , un−2, vn−1 is a matching ordering, as desired. Similarly,
if v = vn−1, consider the ordering u1, . . . , un−1, vn of Qn − vn−1, where u1, . . . , un−2 is
the π2Pn−2 ordering of v1, . . . , vn−2. In the π2Pn−2 ordering of v1, . . . , vn−2 for odd n,
vn−2 is not the end of any backedge, and adding vn afterwards adds only the backedge
vnvn−2. So u1, . . . , un−1, vn is a matching ordering, as desired.
Now suppose v = vm for 1 ≤ m ≤ n − 2. Let H1 be the subtournament of
Qn induced on {v1, . . . , vm−1} and let H2 be the subtournament of Qn induced on
{vm+1, . . . , vn−2}. If one of these two sets is empty, then in the following argument
we ignore all mentions to the corresponding subtournament. Now, H1 and H2 are
isomorphic to Pm−1 and Pn−m−2, respectively. Let u1, . . . , um−1 be the ordering π1H1,
and let um+1, . . . , un−2 be the ordering π2H2 if n−m−2 is odd and π1H2 if n−m−2
is even. Consider the ordering
u1, . . . , um−1, um+1, . . . , un−2, vn−1, vn
of Qn − vm. The ordering u1, . . . , um−1, um+1, . . . , un−2 is a matching ordering of
Qn − {vm, vn−1, vn}, and furthermore, we can check that each of v1, vn−2 is either
absent from this ordering or is not the end of a backedge of this ordering. Adding
vn−1, vn to the end of this ordering adds at most the backedges vn−1v1 and vn−2vn,
so u1, . . . , um−1, um+1, . . . , un−2, vn−1, vn is a matching ordering of Qn − vm. This
completes the proof.
6 Excluding almost-transitive subtournaments
6.1 Almost-transitive tournaments
The set of tournaments which do not have In as a subtournament is finite; indeed, it is
well-known that any tournament with m vertices has a transitive subtournament with
≥ log2m vertices. We can then ask what happens when we exclude subtournaments
that are almost transitive tournaments; that is, tournaments obtained from transitive
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tournaments by reversing a small number of edges. This final section deals with the
structure of tournaments that exclude such almost-transitive tournaments.
Before proceeding, we introduce some final conventions. Given a tournament G
with an ordering v1, . . . , vn of its vertices, the length of a backedge vjvi is j− i. If G is
a tournament and u1, . . . , um is an ordering of a subset of V (G), we call u1, . . . , um a
subordering of G; in addition, we will often use u1, . . . , um to mean the subtournament
of G induced on {u1, . . . , um}. Finally, if X is a set and X
◦ is an ordering x1, . . . , xn
of X , and y1, y2 are elements not in X , we write y1, X
◦, y2 to denote the ordering
y1, x1, . . . , xn, y2.
Now, let n ≥ 3. Let Jn be the tournament with vertices v1, . . . , vn such that
the ordering v1, . . . , vn has only one backedge vnv1. Let Kn be the tournament with
vertices v1, . . . , vn such that this ordering has only one backedge vnv2, and let K
∗
n be
the tournament with vertices v1, . . . , vn such that this ordering has only one backedge
vn−1v1. Note that Jn, Kn, and K
∗
n have subtournaments isomorphic to Jm, Km, and
K∗m, respectively, for n ≥ m.
We also have the following alternate definitions: Let C3 be the cyclic trian-
gle, let D4 to be the tournament with vertices ordered as v1, v2, v3, v4 such that
v1 ⇒ {v2, v3, v4} and {v2, v3, v4} forms a cyclic triangle, and let D
∗
4 be the tourna-
ment with vertices ordered as v1, v2, v3, v4 such that {v2, v3, v4} ⇒ v1 and {v2, v3, v4}
forms a cyclic triangle. Then Jn is C3(I1, I1, In−2), Kn is D4(I1, I1, In−3), and K
∗
n is
D∗4(I1, I1, In−3).
In the first subsection, we state and prove a theorem by P. Seymour on the struc-
ture of tournaments that exclude Jn subtournaments. In the second subsection, we
prove our main result, which is a structure theorem for tournaments that exclude
both Kn and K
∗
n.
6.2 Excluding Jn
Seymour’s theorem is as follows.
Theorem 6.1 (Seymour). The following hold.
(i) For each n ≥ 3, there exists k such that if a tournament G has no subtournament
isomorphic to Jn, then V (G) has an ordering v1, . . . , v|V (G)| that has no backedge
of length > k.
(ii) For each k ≥ 1, there exists n such that if a tournament G has an ordering
v1, . . . , v|V (G)| of its vertices with no backedge of length > k, then G has no
subtournament isomorphic to Jn.
Proof of (i). We will prove that (i) holds with k = 10n · 22n. Let G be a tournament
that has no subtournament isomorphic to Jn. Let I be a transitive subtournament
of G which maximizes V (I), and let u1, . . . , uV (I) be the vertices of I so that ui → uj
if i < j. Suppose v ∈ V (G) \ V (I). Let A = AG(v) ∩ V (I) and B = BG(v) ∩ V (I).
Since G has no Jn subtournament, there are no integers 1 ≤ i1 < · · · < in−1 ≤ |V (I)|
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such that the subordering ui1, . . . , uin−1, v has only one backedge vui1, or such that
the subordering v, ui1, . . . , uin−1 has only one backedge uin−1v. Thus, there are no
integers 1 ≤ i1 < · · · < in−1 ≤ |V (I)| such that either
(1) ui1 ∈ A and ui2 , . . . , uin−1 ∈ B, or
(2) ui1, . . . , uin−2 ∈ A and uin ∈ B.
Now, if either A or B is empty, then I + v is transitive, contradicting the max-
imality of I. So both A and B are nonempty. Let av = min{i : ui ∈ A} and
bv = max{i : ui ∈ B}. If av > bv, then since ui ∈ B for all i < av and ui ∈ A for all
i > bv, we must have av−bv = 1. But then u1, . . . , ubv , v, uav , . . . , u|V (I)| is a transitive
subtournament of G, contradicting the maximality of I. So av < bv.
We now claim that bv − av < 2n. To see this, let Y = {ui : av < i < bv}. Since
av ∈ A, by fact (1) from above we have that |Y ∩B| < n− 1. Similarly, since bv ∈ B,
by (2) we have that |Y ∩A| < n− 1. Hence, |Y | < 2n− 2, so bv − av < 2n− 1 < 2n,
as claimed.
Thus, to each vertex v ∈ V (G) \ V (I), we have associated integers av < bv such
that ui → v for all i < av, v → ui for all i > bv, and bv − av < 2n. In particular,
v → ui for all i ≥ av + 2n. For each 1 ≤ a ≤ |I(V )| − 1, let Xa denote the set of
vertices v ∈ V (G) \ V (I) such that av = a. Then the sets Xa form a partition of
V (G) \ V (I), and for all a,
{u1, . . . , ua−1} ⇒ {ua} ∪Xa ⇒ {ua+2n, . . . , u|V (I)|}. (†)
Now, we claim that |Xa| ≤ 2
2n for all a. Indeed, suppose |Xa| ≥ 2
2n + 1 for some a.
Then the subtournament of G induced on Xa has a transitive subtournament with
⌈log2(2
2n + 1)⌉ = 2n + 1 vertices. Let X ⊆ Xa be the vertices of this transitive
subtournament. By (†), the subtournament of G induced on
{u1, . . . , ua−1} ∪X ∪ {ua+2n, . . . , u|V (I)|}
is transitive. However, since |X| = 2n+ 1, this transitive tournament has |V (I)|+ 1
vertices, contradicting the maximality of I. So |Xa| ≤ 2
2n for all a, as claimed.
Now, for each a, let X◦a be an arbitrary ordering of Xa. (The ordering is empty if
Xa is empty.) We claim that the ordering
u1, X
◦
1 , u2, X
◦
2 , u3, X
◦
3 , . . . , u|V (I)|−1, X
◦
|V (I)|−1, u|V (I)| (∗)
of V (G) has no backedge of length > 10n · 22n. This will suffice to prove (i).
Suppose v′v is a backedge of (∗). Let a be such that v ∈ {ua} ∪Xa, and let j be
such that v′ ∈ {uj} ∪Xj . First suppose that j ≤ a+3n− 1. Then the set of vertices
between v and v′ in (∗) are a subset of Xa ∪ {ua+1} ∪Xa+1 ∪ · · · ∪ {uj} ∪Xj . Since
j ≤ a+3n−1, and |Xi| ≤ 2
2n for all i, there are thus at most 3n ·22n+3n−1 vertices
between v and v′ in (∗). Thus, the length of v′v is at most 3n · 22n + 3n < 10n · 22n,
as desired.
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Now suppose j ≥ a+3n. By (†), we have v ⇒ {ua+2n, ua+2n+1, . . . , ua+3n−3} ⇒ v
′.
By assumption, we have v′ → v. Thus, v, ua+2n, . . . , ua+3n−3, v
′ is isomorphic to Jn, a
contradiction. So we cannot have such a backedge v′v. This proves (i).
Proof of (ii). We prove that (ii) holds with n = 10k. Let G be a tournament that has
an ordering v1, . . . , v|V (G)| of V (G) with no backedges of length > k. Suppose that G
has a subtournament isomorphic to J10k. Let u1, . . . , u10k be an ordering of the vertices
of this subtournament such that u10ku1 is the only backedge. Now, let i, j be such
that u1 = vi and u10k = vj . First suppose i < j. Take any vertex u ∈ {u2, . . . , u10k−1},
and let x be such that u = vx. We consider the number of possible values of x. Since
i < j, the edge vjvi = u10ku1 is a backedge of v1, . . . , v|V (G)|, and hence has length
≤ k. So if i < x < j then there are < k possible values of x. If x < i, then vivx = u1u
is a backedge of v1, . . . , v|V (G)| and hence has length ≤ k, so there ≤ k possible values
of x. Similarly if x > j, then vxvj = uu10k is a backedge of v1, . . . , v|V (G)| and hence
has length ≤ k, so there are ≤ k possible values of x. In total there are ≤ 3k possible
values of x. This holds for all u ∈ {u2, . . . , u10k−1}, a contradiction since this set has
10k − 2 > 3k vertices.
Now suppose j < i. Again, take a vertex u ∈ {u2, . . . , u10k−1}, let u = vx, and
consider the number of possible values for x. If x < i, then vivx = u1u is a backedge
of v1, . . . , v|V (G)| and hence has length ≤ k, so there are ≤ k possible values for x. If
x > i, then x > j, so vxvj = uu10k is a backedge of v1, . . . , v|V (G)|, and as before there
are ≤ k possible values of x. In total there are ≤ 2k possible values of x, which as
before is a contradiction. This completes the proof.
6.3 Excluding Kn and K
∗
n
The main theorem presented in this section is the following.
Theorem 6.2. The following hold.
(i) For each n ≥ 3, there exists k such that if a tournament G has no subtournament
isomorphic to Kn or K
∗
n, then G can be written as Tr(H1, . . . , Hr), where r ≥ 1
is odd and for each 1 ≤ i ≤ r, the tournament Hi has no subtournament
isomorphic to Jk.
(ii) For each k ≥ 3, there exists n such that if a tournament G can be written as
Tr(H1, . . . , Hr), where r ≥ 1 is odd and for each 1 ≤ i ≤ r, the tournament Hi
has no subtournament isomorphic to Jk, then G has no subtournament isomor-
phic to Kn or K
∗
n.
Proof of (i). For each n ≥ 3, we will prove that there exists a large enough integer
m such that (i) holds with k = max(10 · 2m, 100n · 22n). Fix m > 0 for now; we will
increase m later if needed. Let G be a tournament with no subtournament isomorphic
to Kn or K
∗
n. If |V (G)| < 2
m, then there is certainly an ordering of V (G) with no
backedge of length > 2m; thus, by Theorem 6.1(ii) (more specifically, the proof of
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Theorem 6.1(ii)), G has no subtournament isomorphic to J10·2m . We can thus write G
as T1(G) where G has no subtournament isomorphic to Jmax(10·2m,100n·22n), as desired.
So assume |V (G)| ≥ 2m. Let I be a transitive subtournament of G which maxi-
mizes V (I), and let u1, . . . , uV (I) be the vertices of I so that ui → uj if i < j. Since
|V (G)| ≥ 2m, we have |V (I)| ≥ m. Now, let X ⊆ V (G) \ V (I) be the set of vertices
v ∈ V (G) \ V (I) such that either u1 → v or v → u|V (I)|. Let N = V (G) \ (V (I)∪X).
Our proof consists of two main steps. First, we use an argument similar to the
one in the previous proof to show that there is an ordering of V (I) ∪X in which all
backedges are of bounded length. Afterwards, we show that V (I) ∪X and N can be
broken up into homogeneous sets that can be “weaved” together to give the desired
form.
Step 1. Let v ∈ X , and let A = AG(v) ∩ V (I) and B = BG(v) ∩ V (I). By the
definition of X , either u1 ∈ B or u|V (I)| ∈ A. Now, since G does not have a Kn
subtournament, there are no integers 1 ≤ i1 < . . . < in−1 ≤ |V (I)| such that
• the suborder ui1, v, ui2, . . . , uin−1 has only one backedge uin−1v, or
• the suborder ui1, ui2, . . . , uin−1 , v has only one backedge vui2.
Also, since G has no K∗n subtournament, there are no integers 1 ≤ i1 < . . . < in−1 ≤
|V (I)| such that
• the suborder v, ui1, . . . , uin−2, uin−1 has only one backedge uin−2v, or
• the suborder ui1, . . . , uin−2 , v, uin−1 has only one backedge vui1.
In total, there are no integers 1 ≤ i1 < . . . < in−1 ≤ |V (I)| such that any of the
following hold.
(1) ui1 ∈ B, ui2, . . . , uin−2 ∈ A, and uin−1 ∈ B.
(2) ui1 ∈ B, ui2 ∈ A, ui3 , . . . , uin−1 ∈ B.
(3) ui1, . . . , uin−3 ∈ A, uin−2 ∈ B, uin−1 ∈ A.
(4) ui1 ∈ A, ui2, . . . , uin−2 ∈ B, and uin−1 ∈ A.
Now, as in the proof of Theorem 6.1(i), A and B are both nonempty. Let av =
min{i : ui ∈ A} and bv = max{i : ui ∈ B}. Again as in the previous proof, we have
av < bv. We claim that bv − av < 2n. Let Y = {ui : av < i < bv}. Since v ∈ X , we
have either u1 ∈ B or u|V (I)| ∈ A. Suppose u1 ∈ B. Since u1, ubv ∈ B, by fact (1)
from above we have that |Y ∩A| < n−2. Also, since u1 ∈ B and uav ∈ A, by fact (2)
we have that |Y ∩ B| < n− 2. Thus, |Y | < 2n− 4. Similarly, if u|V (I)| ∈ A, by fact
(3) we have |Y ∩A| < n−2, and by fact (4) we have |Y ∩B| < n−2, so |Y | < 2n−4.
In either case we have bv − av < 2n− 3 < 2n, as claimed.
Thus, as in the previous proof, to each vertex v ∈ X we have associated integers
av < bv such that ui → v for all i < av, v → ui for all i > bv, and bv − av < 2n. For
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each 1 ≤ a ≤ |I(V )| − 1, let Xa denote the set of vertices v ∈ X such that av = a.
Then the sets Xa form a partition of X , and by the argument in the previous proof,
|Xa| ≤ 2
2n for all n.
For each a, let X◦a be an arbitrary ordering of Xa. We claim that the ordering
u1, X
◦
1 , u2, X
◦
2 , u3, X
◦
3 , . . . , u|V (I)|−1, X
◦
|V (I)|−1, u|V (I)| (∗)
of V (I) ∪ X has no backedge of length > 10n · 22n. Suppose v′v is a backedge
of (∗). Let a be such that v ∈ {ua} ∪ Xa, and let j be such that v
′ ∈ {uj} ∪
Xj. If j ≤ a + 3n − 1, then as in the previous proof the length of v
′v is at most
10n · 22n, as desired. Now suppose j ≥ a + 3n. As in the previous proof, we have
v ⇒ {ua+2n, ua+2n+1, . . . , ua+3n−4} ⇒ v
′ and v′ → v. Moreover, we have ubv ⇒
v ∪ {ua+2n, . . . , ua+3n−4} ∪ v
′. Thus, ubv , v, ua+2n, . . . , ua+3n−4, v
′ is isomorphic to Kn,
a contradiction. So we cannot have such a backedge v′v, proving the claim and
completing this step.
Now, let M = V (I) ∪ X , and let v1, . . . , v|M | be the ordering (∗) of M . Thus,
v1, . . . , v|M | has no backedges of length > 10n · 2
2n. So by the proof of Theorem
6.1(ii), the subtournament of G induced on M has no subtournament isomorphic to
J100n·22n . If N is empty, then M = V (G), so in this case G has no subtournament
isomorphic to J100n·22n ; we can then write G as T1(G), where G has no subtournament
isomorphic to Jmax(10·2m,100n·22n), as desired. If N is not empty, we proceed to Step 2.
Step 2. Our goal is to partitionM into nonempty setsM1,M2, . . . ,Mp+1 and partition
N into nonempty sets N1, N2, . . . , Np such that none of the subtournaments induced
on M1, . . . ,Mp+1, N1, . . . , Np have a subtournament isomorphic to Jmax(10·2m,100n·22n),
and Mi ⇒ Mj if i < j, Ni ⇒ Nj if i < j, Nj ⇒Mi if i ≤ j, and Mj ⇒ Ni if i < j. If
this is the case, then we can write G as G′(M1, N1,M2, N2 . . . ,Mp, Np,Mp+1), where
G′ is a tournament with vertices ordered as t1, . . . , t2p+1 such that
• ti → tj if i < j and i, j have the same parity.
• tj → ti if i < j and i, j have opposite parity.
Considering the vertices of G′ in the order t2p+1, t2p, · · · , t1, we see that G
′ is in fact a
BB weave. By Proposition 3.2, G′ is thus isomorphic to T2p+1. So G is of the desired
form, which will complete the proof.
Since v1, . . . , v|M | is the ordering (∗) of M , we have v1 = u1 and v|M | = u|V (I)|.
Thus, by the definition of N , we have N ⇒ v1 and v|M | ⇒ N . It follows that the
subtournament of G induced on N does not have a subtournament isomorphic to
Jn−1; if there was such a subtournament H , then H + v1 would be isomorphic to Kn,
a contradiction.
Now, for each w ∈ N , let Aw = AG(w)∩M and Bw = BG(w)∩M . Then v1 ∈ Aw
and v|M | ∈ Bw for all w ∈ N . We prove the following claim.
Claim 1. For all w ∈ N , Aw ⇒ Bw.
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Proof. Let w ∈ N . Since v1 ∈ Aw and v|M | ∈ Bw, Aw and Bw are nonempty. Let
b = min{i : vi ∈ Bw} and a = max{i : vi ∈ Aw}. We claim that either b > 200n
2 · 22n
or a < |M |−200n2 ·22n. Suppose the contrary. Then a− b ≥ |M |−400n2 ·22n. Since
|M | ≥ |V (I)| ≥ m, we can choose m large enough so that a− b > 200n2 · 22n.
Now, let Y = {vi : b < i < a}, so |Y | ≥ 200n
2 · 22n. Suppose that |Y ∩ A| ≥
100n2 · 22n. Let b < i1 < i2 < · · · < i100n2·22n < a be such that vis ∈ Y ∩ A for all
1 ≤ s ≤ 100n2 · 22n. Consider the subordering
vi100n·22n , vi200n·22n , vi300n·22n , . . . , vi100n(n−3)·22n .
This subordering of v1, . . . , v|M | has no backedges, because v1, . . . , v|M | has no backedge
of length > 10n · 22n. For the same reason, we have
vb ⇒ {vi100n·22n , vi200n·22n , . . . , vi100n(n−3)·22n } ⇒ v|M |
as well as vb → v|M |. Thus, since vb, v|M | ∈ B and vi100n·22n , . . . , vi100n(n−3)·22n ∈ A, we
have that
vb, w, vi100n·22n , vi200n·22n , . . . vi100n(n−3)·22n , v|M |
is isomorphic to Jn, a contradiction. Hence, we must have |Y ∩A| < 100n
2 · 22n.
An analagous argument using J∗n shows that |Y ∩B| < 100n
2 ·22n. This contradicts
|Y | ≥ 200n2 ·22n. Hence, we must have either b > 200n2 ·22n or a < |M |−200n2 · 22n,
as claimed.
Now, assume that b > 200n2 · 22n. Then vi ∈ A for all i ≤ 200n
2 · 22n. Suppose
that we do not have Aw ⇒ Bw, so there are two vertices vi ∈ A and vj ∈ B with
vj → vi. Since vj ∈ B, we have j > 200n
2 · 22n. Then, since vj → vi and v1, . . . , v|M |
has no backedge of length > 10n · 22n, we have i > 150n2 · 22n. Thus, the subordering
v100n·22n , v200n·22n , v300n·22n , . . . , v100n(n−3)·22n , vj , vi
has no backedge, since vj → vi and v1, . . . , v|M | has no backedge of length > 10n · 2
2n.
But v100n·22n , . . . , v100n(n−3)·22n ∈ A (since 100n(n− 3) · 2
2n < 200n2 · 22n), and vj ∈ B,
vi ∈ A by definition, so we have that
w, v100n·22n , v200n·22n , v300n·22n , . . . , v100n(n−3)·22n , vj , vi
is isomorphic to J∗n. This is a contradiction. Hence, if b > 200n
2 ·22n, then Aw ⇒ Bw.
By an analagous argument using Jn, if a < |M | − 200n
2 · 22n, then Aw ⇒ Bw. Either
way, Aw ⇒ Bw, as desired.
Now, the subtournament of G induced on M can be written as Is(S1, . . . , Ss),
where S1, . . . , Sm are the strong components of G. Since Aw ⇒ Bw for each w ∈ N ,
we have for each w ∈ N that Aw = V (S1)∪V (S2)∪· · ·∪V (Ssw) and Bw = V (Ssw+1)∪
· · · ∪ V (Ss) for some sw. It follows that for every w,w
′ ∈ N , either Aw ⊆ Aw′ or
Aw′ ⊆ Aw; in other words, the ⊆ relation on {Aw}w∈N gives a total order on N . By
defining an equivalence relation ∼ on N so that w ∼ w′ if and only if Aw = Aw′, we
6 EXCLUDING ALMOST-TRANSITIVE SUBTOURNAMENTS 31
can thus partition N into equivalence classes so that the total order on N becomes
a strict total order on the equivalence classes; in other words, we can partition N
into nonempty sets N1, N2, . . . , Np such that Aw = Aw′ for every w,w
′ ∈ Ni, and
Aw ( Aw′ if w ∈ Ni, w
′ ∈ Nj for i < j.
For each 1 ≤ i ≤ p, define Ai to equal Aw for any w ∈ Ni. Thus, A1 ( A2 ( · · · (
Ap. Now, let M1 = A1, let Mi = Ai \Ai−1 for 2 ≤ i ≤ p, and let Mp+1 = M \Ap.
Then Mi is nonempty for 2 ≤ i ≤ p, and M1, Mp+1 are nonempty because v1 ∈ M1
and v|M | ∈ Mp+1 (since v1 ∈ Aw and v|M | /∈ Aw for all w ∈ N). Thus, M1, . . . ,Mp+1
is a partition of M .
In summary, we have a partition M1, . . . ,Mp+1 of M and a partition N1, . . . , Np
of N so that for all i, Ni ⇒ M1 ∪M2 ∪ · · · ∪Mi and Mi+1 ∪ · · · ∪Mp+1 ⇒ Ni. By
Claim 1, Ai ⇒ M \Ai for all i, from which it follows that Mi ⇒Mj if i < j. We also
have the following.
Claim 2. If i < j, then Ni ⇒ Nj.
Proof. Let 1 ≤ i < j ≤ p, and suppose there are vertices wi ∈ Ni, wj ∈ Nj such that
wj → wi. Then we have the following relations.
(a) wj ⇒ {wi} ∪M1 ∪ · · · ∪Mj
(b) wi ⇒ M1 ∪ · · · ∪Mi ⇒ Mi+1 ∪ · · · ∪Mj ⇒ wi
(c) {wj} ∪Mi+1 ∪ · · · ∪Mp+1 ⇒ wi
(d) wj ⇒Mi+1 ∪ · · · ∪Mj ⇒Mj+1 ∪ · · · ∪Mp+1 ⇒ wj
Relations (a) and (b) imply that G contains the subtournament
D4(wj, wi,M1 ∪ · · · ∪Mi,Mi+1 ∪ · · · ∪Mj)
where we are abusing notation and using sets of vertices to mean the subtournaments
of G induced on them. (Note that the above expression is valid because all four sets
used as arguments to D4(·, ·, ·, ·) are nonempty.) It follows that if either M1∪· · ·∪Mi
or Mi+1 ∪ · · · ∪Mj has a transitive subtournament with n − 3 vertices, then G has
a subtournament isomorphic to D4(I1, I1, I1, In−3) = Kn, a contradiction. Similarly,
(c) and (d) imply that G contains the subtournament
D∗4(wi, wj,Mi+1 ∪ · · · ∪Mj ,Mj+1 ∪ · · · ∪Mp+1).
(Mj+1∪· · ·∪Mp+1 is nonempty because j ≤ p.) If eitherMi+1∪· · ·∪Mj orMj+1∪· · ·∪
Mp+1 has a transitive subtournament with n−3 vertices, then G has a subtournament
isomorphic to D∗4(I1, I1, I1, In−3) = K
∗
n, a contradiction.
Thus, none of the subtournaments induced on M1 ∪ · · · ∪Mi, Mi+1 ∪ · · · ∪Mj ,
and Mj+1 ∪ · · · ∪Mp+1 has a transitive subtournament with n− 3 vertices. But these
three sets form a partition of M , and since |M | ≥ m, for large enough m at least one
of these sets has size ≥ 2n. The subtournament induced on this set has a transitive
subtournament with n−3 vertices, a contradiction. So no such wi, wj exist, and hence
Ni ⇒ Nj , as desired.
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Now, we have partitioned V (G) into nonempty setsM1, . . . ,Mp+1, N1, . . . , Np such
that Mi ⇒ Mj if i < j, Ni ⇒ Nj if i < j, Nj ⇒ Mi if i ≤ j, and Mj ⇒ Ni if i < j.
Furthermore, as we noted earlier, the subtournament of G induced on M has no sub-
tournament isomorphic to J100n·22n , and the subtournament of G induced on N has no
subtournament isomorphic to Jn−1. Hence, none of the subtournaments of G induced
on M1, . . . ,Mp+1, N1, . . . , Np have a subtournament isomorphic to Jmax(10·2m,100n·22n).
We have thus achieved our goal, and the proof of (i) is complete.
Proof of (ii). We prove that (ii) holds with n = k + 1. Let G be a tournament that
can be written as Tr(H1, . . . , Hr), where r ≥ 1 is odd and for each 1 ≤ i ≤ r, Hi has no
subtournament isomorphic to Jk. If r = 1, then G = H1, so G has no subtournament
isomorphic to Jk; thus, G certainly has no subtournament isomorphic toKk+1 orK
∗
k+1,
since Jk is a subtournament of these tournaments. So assume r ≥ 3. Let r = 2ℓ+ 1.
If G has a subtournament isomorphic to Kk+1, there must be some vertex v of G
whose outneighborhood contains a subtournament isomorphic to Jk. However, the
outneighborhood of every v ∈ V (G) is of the form Iℓ(Hi, Hi+1, . . . , Hi+ℓ−1), where the
indices of the H subtournaments are taken modulo r. Since Jk is strongly connected
and each Hj does not have a Jk subtournament, Iℓ(Hi, Hi+1, . . . , Hi+ℓ−1) does not
have one either. Thus G does not contain Kk+1. By an analagous argument, G does
not have a subtournament isomorphic to K∗k+1, completing the proof.
7 Further questions
To conclude, we list a few directions that future research might take. First, it would be
nice to find a good application for Theorem 3.1. As noted in the Introduction, Schmerl
and Trotter’s Theorem 2.11 has often been used in the study prime tournaments.
Since Theorem 3.1 appears to be a substantive improvement on this theorem, it may
help in proving further facts about the prime tournaments. Our proof of Theorem
3.8 gives an example of how the theorem might be used.
In Section 5, we looked at tournaments whose vertices can be ordered so that
the backedges form a matching. One can generalize this and look at tournaments
with orderings in which the backedges form different structures; for example, forests.
It would be good to know bounds on the number of such orderings that a prime
tournament can have, and whether there are infinitely many minimal tournaments
which do not have such orderings.
Finally, there is much work to be done on looking at families of tournaments which
exclude certain subtournaments. Chudnovsky and Seymour very recently proved a
structure theorem for the tournaments that exclude both of the following two sub-
tournaments: for odd n ≥ 3, n = 2k + 1, let Ln be the tournament with vertices
v1, . . . , vn so that this ordering has only one backedge vnvk+1, and let L
∗
n be the tour-
nament with vertices v1, . . . , vn so that this ordering has only one backedge vk+1v1.
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Their result centers around tournaments that are obtained from Tr(I
1, . . . , Ir), where
r ≥ 1 is odd and I1, . . . , Ir are transitive tournaments, by reversing edges which are
in a sense “extreme.” Another, somewhat different result by Latka [6] gives the struc-
ture of tournaments which exclude W5; in particular, the prime tournaments which
do not have W5 subtournaments are precisely I2, Tn and Un for odd n ≥ 1, the Paley
tournament with 7 vertices, and the tournament obtained from the Paley tournament
with 7 vertices by deleting a vertex.
It would be nice to have a better understanding of the tournaments which exclude
T5 and U5 subtournaments. We also want to consider tournaments which exclude the
following tournament: for n = 3k + 2, k ≥ 1, let En be the tournament with vertices
v1, . . . , vn so that this ordering has only one backedge v2k+2vk+1. Part of the difficulty
of this latter problem comes from our lack of understanding of even the case E5. A
structural theorem for the tournaments that exclude E5 would not only aid in this
problem, but also be interesting in itself.
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