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Про ріст складності програмного забезпечення (ПЗ) можна судити по тому, що для 
більшості процесорів сучасної МЕА кількість інформаційних слів у ПЗ в 3-10 разів більша 
кількості логічних елементів в них. 
Витрати на розробку програм в 4 рази вищі, ніж на розробку відповідних апаратних 
засобів, а в майбутньому це співвідношення зросте до 9:1. 
Основні причини відмов ПЗ: логічні помилки в програмах, неправильне кодування, 
помилки при об’єднанні програм у загальну. 
Надійність ПЗ прийнято характеризувати інтенсивністю помилок, під якою 
розуміється відношення кількості помилок до кількості команд в програмі. Для нових 
програм це відношення від 0,25 до 10 на кожну тисячу команд. 
Усі відомі моделі прогнозування надійності ПЗ базуються на інтуіції та перевірці 
лише логічної несуперечності, а експериментальні дані по оцінці їх прогнозуючої 
можливості відсутні. Більшість моделей базується на експоненціальному законі 
розподілення часу безпомилкової роботи ПЗ.  
Пропонується наступна модель: 
- загальна кількість команд у програмі на машинній мові постійна; 
- до початку випробувань програми кількість помилок в ній дорівнює деякій 
постійній величині. Під час виправлення помилок їх стає менше, нові помилки не 
вносяться; 
- помилки різняться між собою та по сумарній кількості виправлених помилок 
можна зробити висновок про кількість помилок, що залишилися; 
- інтенсивність відмов програми пропорційна кількості помилок, що залишилися. 
На основі цих допущень інтенсивність помилок в програмі в інтервалі часу від 0 до t: 
λ(t) = k[λ(0) - λ΄(t)], 
де k  - коефіцієнт порційності, який залежить віл складності програми; 
λ(0)= n0 /N - інтенсивність помилок в момент часу t =0; 
N - загальна кількість команд в програмі; 
n0 - кількість помилок в програмі в момент часу t =0; 
λ΄(t) = n /N  - інтенсивність виправлення помилок в інтервалі часу від 0 до t; 
n  - кількість помилок, виправлених до моменту часу t. 
Середній час безвідмовної роботи програми: 
T = 1/ λ(t). 
 
Вираз для λ(t) містить 2 невідомих параметра - k і n0. Їх можна визначити по 
експериментальним даним, використовуючи метод узгоджених моментів. Розглядаючи два 
періоди редагування програми t1 і t2, такі, що  
t1< t2: 
 
          t1 / n1 = 1/ [k·( n0  / N -  λ΄(t1)];            (1) 
                         t2 / n2 = 1/ [k·( n0  / N -  λ΄(t2)],             (2) 
 
де  n1 і n2- кількість помилок в ПЗ, знайдених у кожному з періодів редагування 
програми. 
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Розділимо (1) на (2) і одержимо формулу прогнозної  оцінки кількості помилок, які є в 
програмі в момент часу t =0: 
 n0 = [N· λ΄(t1) - λ΄(t2)] / (γ – 1),  (3) 
де   γ = (t1 / t2)/ (n1 / n2)= TB1 / TB2, 
де  TB1, TB2 - середні часи безвідмовної роботи, які відповідають періодам 
налагодження програми  t1 і t2. 
Підставивши (3) в (1) одержимо прогнозну формулу оцінки коефіцієнта 
пропорційності: 
k= n1 / T1·[ n0 / N - λ΄(t1)]. 
Якщо ми знаємо  n0, можна підрахувати  λ(0)= n0 /N і середній час безвідмовної 
роботи програми  T0. 
