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ABSTRACT 
This report contains the results of comparisons and computer tests 
of several methods for numerically integrating systems of coupled non-linear 
differential equations (initial value problems). The methods tested are: 
1) Shanks' formulas for the method of Runge and Kutta. 
2) The Adams, Bashforth, and Moulton method. 
3) Butcher's formulas for the method of Stetter and Gragg. 
4 )  Cowell's method, 
Each of these methods was programmed as a general purpose subroutine 
in double precision FORTRAN V for the UNIVAC 1108. The test problem on 
which results are given here is that of a particle in an inverse square 
attractive force field with an elliptic orbit of eccentricity 0.8. 
orbits were run for orders from 7 through 13 and accuracies in the range 
Single 
to Plots are given of error versus time and versus number of. 
function evaluations for the various methods and orders. 
The results show that all of the methods perform well but the higher 
orders of each method are significantly faster at the higher accuracies. 
At corresponding orders the Butcher formulas appear to be superior. 
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I INTRODUCTION 
This r e p o r t  gives  the  r e s u l t s  of tests and comparisons f o r  a c o l l e c t i o n  
of methods f o r  numerically i n t e g r a t i n g  systems of coupled non-l inear  d i f f e r -  
e n t i a l  equations.  
The methods t e s t e d  are : 
1) Shanks' formulas f o r  t he  method of Runge and Kutta .  
2 )  The Adams, Bashforth and Moulton method. 
3) Butcher 's  formulas f o r  t h e  method of S t e t t e r  and Gragg, 
4 )  Cowell 's method. 
For each of these  methods,general purpose subrout ines  were w r i t t e n  t h a t  
would handle up t o  99 equations.  
s i z e  cont ro l .  The mul t i - s tep  methods use the  Shanks subroutine f o r  s t a r t i n g  
and f o r  r e s t a r t i n g  t o  reduce s t e p  size., 
Each method has  automatic e r r o r  and s t e p  
Each of the  methods i s  programmed i n  double prec is ion  FORTRAN V f o r  
the  UNNAC 1108. 
Severa l  test problems w e r e  used t o  exe rc i se  the  methods. The r e s u l t s  
reported h e r e  are f o r  an o r b i t  of a p a r t i c l e  i n  an inverse  square a t t r a c t i v e  
force  f i e l d ,  with an e l l i p t i c  o r b i t  of e c c e n t r i c i t y  0,8. Tests w e r e  run f o r  
var ious orders  from 7 through 13 on the  d i f f e r e n t  methods,and p l o t s  a r e  
given of e r r o r  versus  the  t i m e  and versus  t h e  number of funct ion evaluat ions.  
The r e s u l t s  show tha t ,whi le  a l l  of the  methods perform w e l l ,  t he  h igher  
order methods are s i g n i f i c a n t l y  f a s t e r  a t  t h e  higher  accuracies .  A t  corre-  
sponding orders  and accurac ies  t h e  Butcher formulas appear t o  be f a s t e r .  
There i s  as suggestion t h a t  i f  higher  order  Shanks formulas were ava i l ab le  
these  would be e f f e c t i v e  a t  t he  higher  accuracies ,  
1 
Chapter I1 contains separate descriptions of each of the four 
integration methods together with details on the error and step size con- 
trol, subroutine parameters and flow diagrams. The programs themselves 
are listed in Appendix A. 
The coefficients for a wide range of orders for each method are 
listed in Appendix B. 
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11. INTEGRATION METHODS 
A. In t roduct ion  
The four  i n t e g r a t i o n  methods descr ibed i n  t h i s  chapter  are as fol lows:  
1) Shanks' formulas f o r  t he  Runge-Kutta method. 
2 )  The Adams, Bashforth and Moulton method. 
3 )  
4 )  Cowell's method. 
Butcher 's  formulas f o r  t h e  Stet ter-Gragg method. 
Each of t hese  methods i s  programmed i n  double prec is ion  ( 4 8  decimal s i g n i -  
f i c a n t  f i gu res )  i n  t h e  FORTRAN V language f o r  t h e  UNIVAC 1108. They are 
w r i t t e n  as general  purpose subrout ines  t h a t  can handle up t o  99 simultaneous 
ordinary d i f f e r e n t i a l  equations.  The methods a r e  of va r i ab le  order ;  t h a t  
i s ,  t he  order  i s  spec i f i ed  by t h e  user .  The c o e f f i c i e n t s  of t he  method and 
order  t o  b e  used are suppl ied by t h e  user  and passed t o  each subrout ine a t  
t he  t i m e  ca l l ed .  S e t s  of t hese  c o e f f i c i e n t s  are l i s t e d  i n  Appendix B. I n  . 
prac t i ce  these  c o e f f i c i e n t s  are read i n  from a machine language tape  ( i n  
double p rec i s ion )  by the  c a l l i n g  program. 
Each of the  subrout ines  re ferences  the  e x t e r n a l  subroutine FUNCTI t o  
obta in  the  de r iva t ives  f o r  the  equat ions being in t eg ra t ed .  FUNCTI i s  of 
course w r i t t e n  by t h e  use r  t o  descr ibe  the  p a r t i c u l a r  problem. 
A po in t  t o  no te  i s  t h a t  t he  information about the  dependent v a r i a b l e  Y 
and i t s  de r iva t ives  t h a t  i s  passed t o  and from FUNCTI, and t o  and from each 
of t h e  subrout ines ,  is  contained i n  a r r ay  pos i t i ons  2 through N + 1 where N 
i s  t h e  number of equat ions being in tegra ted .  The f i r s t  pos i t i ons  i n  t h e  Y 
vec tor  and i t s  d e r i v a t i v e  vec tor  are no t  used by these  programs. 
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The s t e p  s i z e  con t ro l  i n  each method uses  a parameter t o  i n d i c a t e  the  
expected manner t h a t  t h e  e r r o r s  accumulate and propagate, Se t  a t  1-0 t h i s  
parameter i nd ica t e s  t h a t  t he  e r r o r s  are expected t o  be add i t ive  and a l l  of 
the same sign. S e t t i n g  t h i s  parameter t o  0.5 ind ica t e s  t h a t  t he  e r r o r s  
a r e  expected t o  be random. With t h i s  parameter the  subrout ine t r ies  a t  
each s t e p  t o  p ro jec t  ahead and estimate t h e  f i n a l  e r r o r  a t  the  end of the  
in t eg ra t ion  and ad jus t  t he  s t e p  s i z e  and e r r o r  a t  each s t e p  accordingly.  
I n  order  t o  conserve s torage ,  a l l  the  mul t i - s tep  methods use some 
common s torage  a l loca t ed  by the  main program with the  s ta tement ,  
COMMON/COMMON/FA(35, NPI) 
where NPI i s  a parameter. NPI i s  set t o  one more than . the  number of 
equations t o  be in t eg ra t ed  but  no t  g r e a t e r  than 100. The s t a r t i n g  
subrout ine does not  reference t h i s  common area.  
The mul t i s t ep  methods a l l  use a s p e c i a l  Runge-Kutta-Shanks s t a r t i n g  
subrout ine f o r  g e t t i n g  s t a r t e d  and f o r  reducing s t e p  s i ze .  They a l s o  use 
the  r egu la r  Runge-Kutta-Shanks subrout ine f o r  ending i f  the  f i n a l  s t e p  i s  
smaller than t h e  cur ren t  s t e p  a t  ending. 
subrout ine could be  used by i t s e l f , t h e  o thers  would need both t h e  s t a r t i n g  
subrout ine and the  r egu la r  Runge-Kutta-Shanks i n  order t o  run. 
The subrout ines  themselves are l i s t e d  i n  Appendix A, toge ther  w i th  a 
Thus,while t he  Runge-Kutta-Shanks 
skeleton main program and FUNCTI subroutine.  
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B. The Runge-Kutta-Shanks Method 
1 a Introduction 
The procedure described is a generalization of the Runge-Kutta 
method for solving a system of differential equations. 
to an arbitrary system of first-order differential equations of the form 
It may be applied 
with the initial conditions 
+ 
where y (x) = 
I 
2. Description of the Method 
The Shanks Method is a single-step procedure for finding a numerical 
solution of a first-order ordinary differential equation o r  system of 
differential equations in which the derivatives of the dependent variables 
may be expressed explicitly as functions of the independent and dependent 
variables. 
Consider the system of differential equation 
4 4 y"' = f (x,y) . 
5 
4 4 
Suppose the value of y (x) is known. The value y (x + h) is approximated by 
where 
The coefficients a (i = 2, . e ,  m), i 
(i = 2, ~ ., m; j = 1, e . .) i-13, and y.(i = 1 a a m) pi j 1 
are chosen so as to make the approximation correct to some order. A special 
case of the Shanks formula is the fourth-order Runge-Kutta formula: 
a2 = 112 ,  CY3 = 112 ,  CY4 = 1, 
y1 = 116 ,  y2 = 113, y3 = 113, y4 = 116 
For useful values of the various combinations of CY, 8, and y, see Shanks [18). 
3.  The Computer Program 
The subroutine was programmed for the UNIVAC 1108 computer in the 
FORTRAN V language. Double precision arithmetic (18 decimal digits) was 
used throughout except where integers are indicated 
3.1 Error Estimates and Step Size Control 
In this subroutine a single set of Shanks formulas is used. Suppose 
6 
a vec tor  7 (x) i s  known. Then t h e  Shanks method i s  applied t o  one s t e p  of 
s i z e  h (where h = - c '  
two), and t o  two s t e p s  of s i z e  as follows: 
Ax i s  t h e  length  of t h e  i n t e r v a l ,  and c i s  a power of 
7' 
-3 3 4 
Both y and y a r e  es t imates  of y(x + h ) .  An e r r o r  es t imate  E = jyck - 'pkl 
f 
P C k 
(where f i s  an empir ica l  f a c t o r )  i s  ca lcu la ted  f o r  each independent v a r i a b l e  
'k" 
where Eak i s  an abso lu te  e r r o r  es t imate ,  
and p is  an input  parameter, usua l ly  1 or  l / 2 ,  then  the  s t e p  i s  r e j e c t e d  
and t h e  s t e p  s i z e  i s  halved; otherwise t h e  s t e p  i s  accepted and y i s  taken 
as t h e  vec tor  y(x + h ) .  
E I f  both Ek > ak and Ek> ErkIYckI f o r  any dependent v a r i a b l e  
CP CP 
i s  a r e l a t i v e  e r r o r  estimate, Erk 
C 
-3 E I f  f o r  every dependent va r i ab le ,  e i t h e r  Ek > ak 
(j+3Icp 
o r  % > Erklyckl , where j 5 s  t h e  o rde r ,  then t h e  s t e p  s i z e  i s  doubled. I f  
* 7 F p  
t he  s t e p  s i z e  h i s  l a r g e r  than t h e  d i s t ance  t o  t h e  end of t h e  i n t e r v a l ,  then 
t h a t  d i s t ance  i s  taken as t h e  s t e p  s i z e .  
3 .2  Input and Output of the Subroutine 
The subroutine i s  c a l l e d  as follows: 
CALL SHANKS (N,xIv,xF ,YV,.IM,ORDER,CF,P,EA,ER,DXV) 
where t h e  parameters have t h e  following meaning: 
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N - number of dependent variables (integer); 
XIV - initial value of the independent variable; 
XF - final value of the independent variable; 
YV 
IM - the number of function evaluations in each application of the Shanks 
- array of initial values of the dependent variables; 
method (integer); 
ORDER - the order of the Shanks formulas used (integer); 
CF - the array of Shanks coefficients, starting in the first element 
arranged as follows: for each i, the corresponding a B Is, followed 
by ai, with the y ' s  at the end; 
i ij 
i 
P - an exponent (usually 1/2 or 1) used in step size control (1 assuming 
the errors are additive; 1/2 assuming that they are random); 
EA - an array of absolute error asked; 
ER - an array of  relative error asked; 
DXV - a recommended starting step size (the actual starting step size will 
be XF - xIv, where c is the smallest power of 2 for which 
C 
The final values of the dependent variable are stored in YV before exiting 
the procedure 
All variables and arrays not designated integer are double precision. 
3 .3  Flow Diapram and Program Listinq. 
Figure 1 is the flow diagram for the Runge-Kutta-Shanks procedure. 
A listing of the program is given in Appendix A. 
8 
b 
p 0 
9 
C. The Methods of Adams, Bashforth and Moulton 
1. Descr ipt ion of t he  Method 
The method inves t iga ted  c o n s i s t s  of the combination of two d i f f e r e n t  
vers ions  of t h e  method of Adams i n t o  a predic tor -cor rec tor  system [ 5 1. The 
use of t h i s  system t o  obcain numerical so lu t ions  t o  a se t  of simultaneous 
d i f f e r e n t i a l  equations wi th  given i n i t i a l  condi t ions  i s  independent both of 
the  number of equations i n  the set t o  be solved and of the  orders  of t h e  
ind iv idua l  equations i n  the  set ;  provided, however, t h a t  each equation of 
order  m i s  expressed as a set  of m coupled f i r s t  o rder  equations.  
I n  general  then, one dea l s  wi th  the  system of equations 
4 + I  ' where y, y ,  and f are  vec to r s ,  each having a number of components, N,  equal  
t o x  mi, where k i s  the  number of equations i n  the  se t  t o  be solved,  and the  
m a re  t h e i r  ind iv idua l  orders .  
k 
i=l 
i 
This vec tor  d i f f e r e n t i a l  equat ion is  equivalent  t o  the  i n t e g r a l  
equation 
x+h 
A t  the  poin t  x = x x + h, t h i s  i n t e g r a l  i s  approximated f i r s t  by 
q q-1 
(1-3a) 
and then repeatedly by 
10 
* ?(’) + z, v = 0,1,2, e e (1-3b) - - haq,o 
4 3 
which converges toward y y(x ) as v increases. Formula (1-3a) is called 
the Adams-Bashforth predictor equation, and formula (1-3b) is the Adams- 
q q 
Moulton corrector. 
* 
The coefficients and f! are derived by the equivalent of integrating 
3 4 
qP qP 
Lagrangian polynomials fitted to f, but are independent of both f and h. The 
polynomial for the predictor is of degree q-1 passing through the q points 
fo’ f 2 0 * - 3  fq-1’ while that for the corrector is of degree q passing 
3 3  3 
3 3 
through the q + 1 points ?t‘ 05 fl’ 0 * ¶  fq” 
An explicit formula for the fj is 
qP 
q = 0,1,2, . . e 
%P ($YP i-(p;l)Yp+l 4- e + ( j Y q } ,  p = 0,l’ . . ., q 
where the( 
recursion relation 
represent binomial coefficients and the y are found by the P 
yp + %ypsl + * a e + -  ‘ 1  = 1, p = 0,1,2, (t e ‘ 9  pi-1 yo  
J. 
and an explicit formula for the pn is 
4P 
ik * 
where y = 1 and v = y - p = 1,2,3, e 0 .a 
0 P P yp-13 
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Bounds on t h e  e r r o r s  f o r  t he  two approximations a re  t h e  m a x i m u m s  
wi th in  t h e  i n t e r v a l  [x ,x 3 of 
o q  
and of 
( fo r  Aclams-Bashforth) 
I dx 
( fo r  Adams-Moulton) 9: hq+2 dq+2 Yq-tl - Y  
4 +2 
dx 
(I-4a ) 
(1-4b) 
and M, t h e  order  of the pred ic tor -cor rec tor  system, i s  assumed t o  approximate 
t h a t  of t he  co r rec to r ,  which i s  q + 1. 
2. The Computer Program 
The subrout ine ADAMS i t s e l f  is w r i t t e n  t o  be  included i n  programs 
w r i t t e n  i n  double prec is ion  f o r  t he  UNIVAC 1108 computer. The language 
i s  FORTRAN V. 
and output  t o  t h e  procedure i s  under con t ro l  of t he  including program through 
the  formal parameter l i s t .  
2 . 1  Parameters 
There a re  no unusual hardware requirements,  because a l l  input  
The following lists of formal parameters w i l l  be use fu l  i n  de- 
s c r ib ing  the  operat ion of procedure ADAMS. I n  the  remainder of t h i s  
d i scuss ion  t h e  interchange of upper and lower case letters,  necess i t a t ed  
by approximating the nota t ion  [ 5 1 wi th in  the  l imi ted  charac te r  se t  a v a i l a b l e  
t o  a computer, i s  s t ra ight-forward and w i l l  be done f r e e l y  without f u r t h e r  
comment. Except €or  those va r i ab le s  designated in teger ,  all var i ab le s  a r e  double 
prec is ion ,  A l l  a r rays  are double prec is ion .  
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Forma 1 Parameters 
I d e n t i f i e r  2x22 Usage o r  Meaning 
N In t ege r  The number of equat ions t o  be in t eg ra t ed .  
X I  Double f n i t i a l  value of t h e  independent va r i ab le .  
m Double Fina 1 value  of t he  independent v a r i a b l e  e 
Y 
P 
Q 
Array Current dependent v a r i a b l e  vec tor .  Contains i n i t i a l  
va lues  a t  en t ry  and f i n a l  values  a t  ex i t .  
Double Power of C 1  used i n  e r r o r  cont ro l .  
4 
In t ege r  Number of back f poin ts  used i n  the  approximating 
polynomials. One less than M y  t h e  order  of t he  method, 
DXV Double Upper bound on the  i n i t i a l  s t e p  s i z e .  
EA Array Absolute e r r o r  bound vec tor .  
ER Array Relat ive e r r o r  bound vec tor .  
ADMS CF 
-1. 
Array Contains the p t he  p* and 1 - 
4P 4P Y 
RKSFNS In tege r  Function evaluat ions per  s t e p  f o r  procedures START 
and SHANKS. 
RXSRDR In tege r  Order of R.K.S. method t o  be used by START and SHANKS. 
RKS CFF Array Coeff ic ien ts  f o r  START and SHANKS. See the  descip-  
t i ons  of START and SHANKS elsewhere i n  t h i s  repor t  
f o r  d e t a i l s .  
2.2 The FUNCTI Subroutine 
4 4 4  
A subrout ine f o r  ca l cu la t ing  t h e  vec to r  y '=  f (x ,y(x) )  must be an  
ex te rna l  subrout ine charac te r iz ing  the  set  of d i f f e r e n t i a l  equations t o  be 
solved by a program us ing  ADAMS. This subrout ine i s  ca l l ed  by ADAMS as 
FUNCTI and must i t s e l f  have the  following formal parameter l i s t :  
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I d e n t i f i e r  
N In t ege r  Number of equations.  
X Double Current value of t h e  independent va r i ab le .  
w Array Current dependent v a r i a b l e  vec to r  ( input ) .  
FV Array f value vec tor  (output).  
2.3 Orders Avai lable  
The subrout ine ADAMS i s  w r i t t e n  t o  be completely genera l  wi th  regard 
t o  order ,  and any order  may be used i f  the  necessary c o e f f i c i e n t s  are placed 
i n  t h e  ADMSCF ar ray .  For a given order M = q + 1, the re  are  2q + 2 = 2M 
c o e f f i c i e n t s  which should appear i n  the a r r a y  beginning a t  pos i t i on  one i n  
the  fol lowing order :  
pq-1 ,q-1) 
2.4 
Since t h e  Adams methods is  a mul t i s t ep  method i t  cannot s t a r t  i tself  
3 
but  must r e l y  on a s t a r t i n g  procedure t h a t  w i l l  supply a t  least  q-1 f po in ts  
which, toge ther  w i th  a given i n i t i a l  f point  and a cur ren t  y poin t ,  comprise 
a h i s t o r y  upon which i t  can bui ld .  
Runge-Kutta-Shanks procedure START, described elsewhere i n  t h i s  r e p o r t ,  The 
number of func t ion  eva lua t ions  per  s t e p  and t h e  o rde r  of Runge-Kutta-Shanks 
method used by START may be var ied  a t  w i l l  by t h e  use r  through t h e  formal 
parameters of ADAMS, 
of Adams method being used f o r  each given set of d i f f e r e n t i a l  equations being 
solved. 
--t 4 
The s t a r t i n g  procedure used he re  i s  t h e  
This w i l l  achieve optimum’compatibil i ty w i th  the  order  
14 
I n i t i a l  s t e p  s i z e  i s  determined by t h e  formal parameter DX. The 
i n i t i a l  t r i a l  s tar t  w i l l  be made with a s t e p  H = INTERVAL / C 1 ,  where C1 i s  
set t o  t h e  smallest i n t e g e r  power of two, such t h a t  IHI S lDXl and 
IHISIINTERVALl/Q. This causes t h e  procedure ADAMS t o  take  a t  least one s t e p  
a f t e r  s t a r t i n g  r ega rd le s s  of t h e  magnitude of DX. I f  t h e  procedure START 
cannot m e e t  the  e r r o r  requirements a t  t h e  i n i t i a l  H, it  doubles C 1  repeatedly 
u n t i l  t hese  requirements can be  m e t ,  
To minimize running t i m e  without introducing e r r o r s  i n t o l e r a b l y  
4 
l a rge ,  t h e  e r r o r  i n  each component of t he  f i n a l  Y vec to r  i s  cont ro l led  through 
t h e  use  of t h e  formal parameters EA and E;. 
abso lu te  magnitude of the  e r r o r  i n  each component of Y, and ER s p e c i f i e s  t he  
4 
s p e c i f i e s  t he  maximum al lowable 
4 4 
maximum al lowable relative magnitude, 
used i n  conjunction wi th  the  quan t i ty  GR = 11-y / y 
the  bounds (1-4)y and a parameter P, chosen from t h e  i n t e r v a l  [%,I] by 
These two e r r o r  con t ro l  vec tors  are 
t I , which i s  der ived from 
4 q+l 
empir ica l  determinat ion of t he  randomness of the  round-off e r r o r  i n  a par- 
t i c u l a r  set of d i f f e r e n t i a l  equations.  
e r r o r  and P = 1 corresponds t o  t o t a l l y  a d d i t i v e  e r r o r . )  
has been used i n  GR ins tead  of y t o  be conservat ive,  because t h e  quan t i ty  
being cont ro l led  i s  only a n  estimate of the  t r u e  e r r o r .  
(P = % corresponds t o  t o t a l l y  random 
I n  p r a c t i c e  y 
qi-1 
q 
"(PI I The extimated e r r o r  vec to r  is defined t o  be y 
where i s  the  (0) of (1-3a) and +(c)  y is ; ('f'l) i n  (1-3b), wi th  vf being 
4 4 
t h e  f i r s t  v f o r  which every component of 
15 
i s  less than the  corresponding component of e i t h e r  
4 
I f  any component of ERROR i s  l a r g e r  than the  corresponding components of both 
GR 
CIP 
and 
then 
a new cur ren t  5 are  obtained from the  procedure START. 
t o  halve the  s t e p  s i z e ,  then 7") becomes the  new 7. 
---+ 
ERROR i s  smaller  f o r  t h r e e  consecutive s t eps  than  t h e  corresponding components 
i s  replaced by y ( b ) ,  the  s t e p  s i z e  i s  halved, and q-1 new f points  and 
I f  i t  is  not  necessary 
I f  every component of 
of both 
then i f  t he re  a r e  a t  least 2q-1 back points  i n  the  a r r a y  and the re  are 
a t  least two more s t eps  of the  cu r ren t  s i z e  necessary t o  reach XF, t h e  s t e p  
s i z e  i s  doubled before  the  next t r i a l  s t e p .  I f  it is  not necessary e i t h e r  
t o  halve o r  t o  double t h e  s t e p  s i z e ,  X i s  increased by H and a new t r i a l  
s t e p  is  made. 
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The procedure ADAMS continues as described u n t i l  XF is  reached 
unless repeated halvings and doublings of t h e  s t e p  s i z e  br ing  t h e  independent 
v a r i a b l e  t o  wi th in  a f r a c t i o n  of a s i n g l e  s t e p  of XF. When t h i s  occurs,  the  
f r a c t i o n a l  s t e p  i s  completed by t h e  Runge-Kutta-Shanks procedure SHANKS, 
described elsewhere i n  this repor t .  The order  of Runge-Kutta-Shanks method 
and the  number of funct ion evaluat ions p e r  s t e p  used here  w i l l  be the  same 
f o r  a given in t eg ra t ion  as those used by the  procedure START. 
2.5 
Figure 2 i s  t h e  flaw diagram f o r  t he  method of Adams, Bashforth 
and Moulton. The program l i s t i n g  i s  i n  Appendix A. 
17 
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D. The Method of S t e t t e r ,  Gragg, and Butcher 
1. Descript ion of the Method 
Following i s  a d iscuss ion  of a method f o r  t h e  numerical i n t e g r a t i o n  
of ordinary d i f f e r e n t i a l  equations described by J. C. Butcher [13], 
Butcher presents  a modif icat ion t o  the mul t i s t ep  process such t h a t  f o r  k S 7 
(where k = t he  number of s t eps )  processes of order  2k + 1 are ava i l ab le .  
In h i s  paper,  
- A l a rge  number of poss ib le  mul t i s tep  methods e x i s t  f o r  t h e  numerical 
i n t eg ra t ion  of the  d i f f e r e n t i a l  equat ion 
Such methods are usua l ly  charac te r ized  by an in t ege r  k and a set  of 
. A so lu t ion  i s  f i r s t  found f o r  
2 CYks Bo> 81, --- ' 'k cons tan ts  CY CY --- 1' 2 
--- (where x = x + i h )  1' x29 Xk-l '  i 0 the  v a r i a b l e  y a t  a set  of po in t s  x 
and t h e r e a f t e r  by t h e  formula: 
f o r  n = k ,  k + 1, -0 -  where y = y(xi)  and f i  = f (x i ,  y i ) .  Dahlquis t  [3] i 
has shown t h a t  i f  t h e  parameters CY and B are chosen under a condi t ion of 
s t a b i l i t y ,  t he  order  of a method cannot exceed k + 1 ( i f  k i s  odd) or  
k + 2 ( i f  k i s  even). 
A modif icat ion t o  t h i s  process i s  presented by Butcher which cons i s t s  
of the  addi t ion  t o  the  right-hand s ide  of equat ion (1-2) of an extra t e r m  
where B and 8 are add i t iona l  parameters t o  be chosen. The modified h ' fn-0 
20 
formula has the form: 
A procedure for choosing the coefficients is presented by Butcher. The 
simplest stable processes are for k = 1,2,3 with 8 = 1/2 and for k = 4,5,6 
with 0 = 1/3. A stable process also exists for k = 7 with 0 = 13/40. 
The method for implementing the formulas is to estimate y and y n- 0 n 
using appropriate predictor formulas, then use these predicted values t o  
evaluate the right-hand side of equation (1-3). The forms of the predictor 
formulas used are: 
- 
Yn - alYn,l + a2Yn,2 + --- + akYn-k 
is first estimated using equation (1-4)* The value 'n- 0 To use this process, 
of the function is then determined for y and these two results are used 
in equation (1-5) to determine a value for y The value of the function 
is then determined for yn and a final value is then estimated using equation 
(1-3) 
n- 8' 
n 
21 
2. The Computer Program 
A double prec is ion  FORTRAN subrout ine was written t o  implement the  
i n t e g r a t i o n  procedure descr ibed above on the  UNIVAC 1108 Computer, 
procedure was  w r i t t e n  t o  i n t e g r a t e  a system of d i f f e r e n t i a l  equat ions which 
have the  form: 
The 
Since the  i n t e g r a t i o n  procedure descr ibed by Butcher i s  a mul t i s t ep  
process ,  it must a t  a l l  t i m e s  have a h i s t o r y  of back po in t s ,  The process  
i s ,  the re fo re ,  no t  s e l f  s t a r t i n g ;  i t  must r e l y  on some o ther  process t o  
develop the f i r s t  k s teps .  The s t a r t i n g  procedure used i n  t h i s  implementa- 
t i o n  i s  a bas i c  Runge-Kutta procedure as modified by E. B. Shanks and i s  
discussed i n  paragraph F of t h i s  chapter .  The s t a r t i n g  procedure i s  c a l l e d  
a t  t he  beginning of an i n t e g r a t i o n  and whenever it i s  necessary t o  reduce 
t h e  s tep-s ize  e 
The step-s'ize con t ro l  i s  based on the d i f f e rence  between a p red ic to r  
and a c o r r e c t o r ;  t he  con t ro l  allows f o r  halving and doubling of the  s tep-  
s i z e  only,  Equation (1-5) i s  used as t h e  p red ic to r  (y ) and equat ion (1-3) 
i s  considered t o  be  the  cor rec tor  (y >. An estimate of t he  magnitude of nc 
t h e  e r r o r  i n  a s t e p  i s  given by the  absolu te  value of t he  d i f f e rence  i n  
these  two quan t i t i e s .  
term ER and an absolu te  e r r o r  t e r m  EA i n  the  following manner: i f  
nP 
This i s  used i n  conjunction with a re la t ive e r r o r  
22 
and 
then t h e  s t e p  i s  r e j e c t e d  and t h e  s t a r t i n g  procedure i s  entered with t h e  
previous point  and a s tep-s ize  equal  t o  h a l f  t he  old s tep-s ize .  I f  
3 
or  
f o r  t h ree  s t eps  (without an in te rvening  halving of t h e  s tep-s ize)  and i f  
t he re  i s  s u f f i c i e n t  h i s t o r y  of back poin ts ,  then the  s t e p  i s  accepted and 
the  s tep-s ize  i s  doubled. I f  n e i t h e r  the condi t ions f o r  halving nor t h e  
condi t ions f o r  doubling a r e  m e t ,  then t h e  s t e p  i s  accepted and the  s tep-  
s i z e  remains constant .  It i s  important t o  no te  t h a t  t h e  above c r i t e r i a  
must be s a t i s f i e d  f o r  a l l  corresponding components of t he  vec tor  q u a n t i t i e s  
before  the condi t ions are considered t o  be m e t .  
The method of ending the  in t eg ra t ion  procedure i s  t o  run u n t i l  t h e  
value of t he  independent v a r i a b l e  p lus  t h e  next  s t e p  i s  e i t h e r  equal  t o  o r  
g rea t e r  than t h e  given f i n a l  value i . e .  
X + D X z X F .  
23 
I f  i t  i s  exac t ly  equal ,  then t h e  procedure takes  one more s t e p  and q u i t s .  
I f  X + DX > X F ,  then a spec ia l  ending procedure i s  ca l l ed  t o  take  the  f i n a l  
s tep.  
by E. B. Shanks. It i s  discussed i n  paragraph B of t h i s  chapter.  The 
procedure c a l l  f o r  t h e  Butcher procedure must be as follows: 
CALL BUTCHER (N, X I ,  XF, K ,  EA, ER,  DXV, CON, EX, RKC, Y I V ,  RKSNF, RKSODR) 
N - t he  number of dependent va r i ab le s  ( in t ege r )  
X I  - the  i n i t i a l  value of t h e  independent va r i ab le  
XF - t he  f i n a l  value of the independent v a r i a b l e  
K 
EA - the  acceptable  absolute  e r r o r  vector  conta ined . in  an a r r ay  of 
This ending procedure i s  a l s o  bas i c  Runge-Kutta procedure as modified 
- t he  number of s t eps  t o  be used i n  the  Butcher method ( in t ege r )  
dimension N 
ER - the  acceptable  r e l a t i v e  error vector  contained i n  an a r r ay  of 
dimension N 
DXV - the  suggested i n i t i a l  s t ep - s i ze  
CON - t he  a r r ay  row containing t h e  Butcher constants  required f o r  t h e  order 
of the method spec i f i ed  
EX - t he  e r r o r  exponent 
RKC 
Y I V  - the  i n i t i a l  values  of the  dependent v a r i a b l e ;  upon e x i t i n g  t h e  Butcher 
- the  a r ray  containing the  Runge-Kutta cons tan ts  
procedure, t h i s  a r r ay  w i l l  contain the  f i n a l  values  of the  dependent 
va r  i ab le  s 
RKSNF- the  number of funct ion eva lua t ions  i n  the  Runge-Kutta-Shanks procedure 
( in t ege r  ) 
RKSODR-the o r d e r  of the Runge-Kutta-Shanks procedure ( in t ege r )  
A l l  va r i ab le s  and a r r ays  not  designated in t ege r  are double prec is ion .  
24 
2.1 F l o w  Diagram and Program L i s t i n s  
Figure 3 i s  the f low diagram for the method of Stetter, Gragg, 
and Butcher. A l i s t i n g  of the program i s  given i n  Appendix A.  
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E. The Cowell  Method 
1. Descript ion of t h e  Method 
Cowell's method as descr ibed he re in  i s  a mult i s tep  p red ic to r -  
co r rec to r  method f o r  t h e  numerical so lu t ion  of t h e  f i r s t - o r d e r  vec tor  
d i f f e r e n t i a l  equat ion 
A complete de r iva t ion  and desc r ip t ion  of Cowell's method can be found 
i n  [ 9 ] and [ 11 1; only t h e  e s s e n t i a l  formulas are included here.  
Let q be an even p o s i t i v e  in t ege r ,  
m = q/2,  h be t h e  s t e p  s i z e  (assumed t o  be constant  over some set of calcu-  
l a t i o n s ) ,  
The following no ta t ion  i s  adopted. 
-3 -3 3 3 -3 x = x + nh, yn = y (xn), and f n  = f (xn, yn)* n 0 
The p red ic to r  formula i s  
The cor rec tor  formula i s  
and the  mid-range formula i s  
9 
j = O  
- 
3 
= h C6-l fnWf + C M j  FnMlmj 1.'n (1-4) 
28 
-) -1 The p red ic to r  formula gives  y i n  terms of 6 f and t h e  func t ion  va lues  n n-f 
4 
a t  t h e  previous q+l po in t s ;  t h e  co r rec to r  formula gives  a new value of y i n  n * 
-1 the  o ld  value of y' terms of 6 fn-+, and the  func t ion  values  a t  t he  previous n '  
4 -1 i n  terms of 6 q p o i n t s ;  the  mid-range formula gives  a value of y fn-+ and n 
t h e  func t ion  values  a t  t h e  q+l  consecutive poin ts  centered around x e n 
The equation 
completes t h e  set of formulas necessary f o r  t h e  numerical  so lu t ion  of (1-1)- 
I f  i t  i s  assumed t h a t  
have been obtained by some s t a r t i n g  procedure, t h e  mid-range formula (1-4) 
can be appl ied with n=m t o  obta in  
Equation (1-5) can then be appl ied m t i m e s  t o  ob ta in  
For each p o s i t i v e  i n t e g e r  i 
-1' 
fq+i-f 
can be computed from 
q+i-l-f 6- l f  
29 
3 
using (1-5); y can be computed using the  p red ic to r  (1-2); 
q+i  
and 2 
can be computed using the  f q+i  
cor rec tor  (1-3); f can be computed from the  corrected value;  i f  necessary,  
i t e r a t i o n  can be r e so r t ed  t o ,  using (1-3)> u n t i l  t he  l a s t  two computed values 
of yq+i agree t o  s u f f i c i e n t  accuracy. can be 
obtained from t h e  mid-range formula (1-4) and compared wi th  the  value obtained 
from the  predic tor -cor rec tor  s tep.  I f  the two values of y a r e  i n  suf-  
f i c i e n t  agreement, the values up through y a r e  considered acceptable;  i f  
no t ,  yq+j-m i s  considered the  l a s t  acceptable value and a l l  values  beyond a r e  
re jec ted .  
q+i-1 
can be computed from the  predicted value 
3 3 ’ Y q + i  
4 
q + i  
4 3 
For any j 2 m a value of y q+ j -m 
3 
q+j  -m 
4 
4-t-j 
4 
Hence, the  knowledge of (1-2) (1-3) (1 -4) ,  and (1-5) i s  s u f f i c i e n t  t o  
apply Cowell’s method i n  the  numerical so lu t ion  of (1-1). The coe f f i c i en t s  
{pj};=o’ {cj} y=o, and { Mj} yz0 a re  given i n  [ 11 1 f o r  
q=4, 6 ,  8, 10, 12 ,  14, and 16, 
2, The Computer Program 
The C a w e l l  computer program i s  a UNIVAC 1108 FORTRAN V double 
prec is ion  subroutine ca l l ed  a s  follows: 
c a l l  C a w e l l  (n, x i ,  x f ,  y ,  ea ,  er, p,  dxv, rk s fn ,  rk s rd r ,  r k s c f f ,  q, 
cwllcf ) 
The parameters of the  procedure a r e  defined a s  follows: 
- n . the  number of dependent var iab les  i n  t h e  vectors  y and f ( i n t ege r s ) ;  3 4 
x i  - x 
L_ xf - the  f i n a l  value of the  independent va r i ab le  x ;  
y - the  a r r ay  i n  which y 
the  s t a r t i n g  value of the independent va r i ab le  x ;  
0’ -
4 3 
= y ( x i )  i s  located upon en t ry  and i n  which 
0 
$ (xf)  i s  located upon e x i t ;  
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ea - the  a r r ay  containing t h e  absolu te  e r r o r  vec to r ;  
e r  - t he  a r r a y  containing t h e  r e l a t i v e  e r r o r  vec to r ;  
E - t h e  exponent used i n  s t e p  s i z e  con t ro l ;  
- r k s f n  - t he  number of funct ion eva lua t ions  used i n  t h e  Runge-Kutta-Shanks 
-
-
s t a r t i n g  and c los ing  procedures ( in t ege r ) ;  
r k s r d r  - the  order  of the  Runge-Kutta-Shanks c los ing  procedure ( in t ege r ) ;  
rk sc f f  - the  a r r a y  containing the  Runge-Kutta-Shanks c o e f f i c i e n t s  f o r  
the  s t a r t i n g  and c los ing  procedures;  
g - t he  even in t ege r  used i n  descr ib ing  Cowell 's method ( i n t e g e r ) ;  
cwllcf - t he  a r r ay  containing t h e  Cowell c o e f f i c i e n t s .  
A l l  v a r i a b l e s  not  designated i n t e g e r  are double precis ion.  A l l  a r r ays  are 
double prec is ion ,  
The procedure performs the  numerical i n t e g r a t i o n  of (1-1) from x = xi 
t o  x = xf. 
divided by a power of 2 i n  order t o  avoid e r r o r  bu i ld ing  i n  t h e  independent 
v a r i a b l e , a n d t w o  counters  & and are kept .  & i s  always a p o s i t i v e ,  i n t e g r a l  
power of 2, and h = (xf - &)/g. 
from t h e  present  x t o  xf using t h e  cur ren t  s t e p  s i z e  h .  
as each s t e p  i s  taken c2 i s  decremented.by one and the  present  value of x i s  
computed by 5 = xf - h - c2.
doubled, - c l and - c2 are halved, 
The s t e p  s i z e  h used i s  always the  length of t h e  i n t e r v a l  xf - xi 
c 2 i s  the  number of s t eps  necessary t o  s t e p  
I n i t i a l l y  c2 = c l ;  - -  
I f  h i s  halved, - c l and - c2 are doubled; i f  h i s  
Hence, & need not  be i n t e g r a l .  
The e r r o r  vec tors  ea and e r ,  l i k e  y ,  have n components. 
4 4 3 
(Although the  
base of the  a r r ays  x, ea, and er i s  one, 
pos i t ions  2, 3 , . .  n +1 of the  a r r ays . )  
attempts t o  guarantee t h a t ,  i n  i n t e g r a t i n g  from x i  t o  x f ,  each component 
the  n components are placed i n  
The procedure's  e r r o r  con t ro l  
31 
3 
of y w i l l  no t  be i n  absolu te  e r r o r  more than t h e  corresponding component of 
ea and w i l l  n o t  b e  i n  r e l a t i v e  e r r o r  more than the  corresponding component of 
er, A t  each s t e p ,  t h e  procedure r equ i r e s  t h a t  f o r  each i, lsish, e i t h e r  t h e  
absolute  e r r o r  i n  y [i] does no t  exceed ea [ i ] / (c l  ) o r  the  re la t ive e r r o r  i n  
y [i] does no t  exceed e r  [ i ] / (c lp) .  
.--t 
3 
P 
3 3 
I f  p = 1 and er = 0 then the  accumlated e r r o r  i n  any component of y should 
3 
not exceed t h e  corresponding component of ea. I f  t he  e r r o r  i s  assumed t o  
accumulate randomly as t h e  square roo t  of t h e  number of s t e p s ,  p = 2 and 
er = 0 w i l l  cause t h e  accumulated e r r o r  i n  any component of y t o  b e  
approximately the  corresponding component of ea. 
3 3 
4 
3 
I f  p = 1 and ;a = 0 then the  accumulated e r r o r  i n  any component of y should 
3 
not  exceed t h e  corresponding component of e r  t i m e s  t he  l a r g e s t  value 
assumed by t h a t  component of y during the  in t eg ra t ion .  I f  t h e  e r r o r  i s  
4 
assumed t o  accumulate randomly as the  square r o o t  of the number of s t e p s ,  
p = 5 and ea = 0 w i l l  cause the  accumulated e r r o r  i n  any component of y t o  be 
approximately t h e  corresponding component of er t i m e s  some average value 
3 4 
3 
assumed by t h a t  component o f  y" dur ing the  in t eg ra t ion .  
4 
The subrout ine FUNCTI which computes f = 
c a l l  FUNCTI (n, x,  yv, f v ) ;  
(x,y) has  t h e  following c a l l :  
The parameters of t he  procedure FUNCTI are def ined as fol lows:  
- n - t he  number of dependent va r i ab le s  i n  t h e  vec tors  y and f ( i n t ege r )  3 4 
- x - t h e  value of t h e  independent va r i ab le  
yv - the  a r r ay  i n  which y" i s  s to red  
- f v  - t h e  a r r ay  i n  which f i s  s tored  a f t e r  computation 3 
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The procedure s t a r t  i s  the  general  mu l t i s t ep  method s t a r t i n g  procedure 
described i n  paragraph F of t h i s  chapter .  
Kutta-Shanks in t eg ra t ion  procedure descr ibed i n  paragraph B of t h i s  chapter .  
The c o e f f i c i e n t  a r r ay  rksc f f  contains  the  Runge-Kutta-Shanks c o e f f i c i e n t s  i n  
the order requi red  by the  procedures start  and shanks. The number of funct ion 
eva lua t ions  rks fn  i s  requi red  by both s t a r t  and shanks; the  order r k s r d r  i s  
required by shanks. 
The procedure shanks i s  t h e  Runge- 
The a r r a y  cwllcf conta ins  the  c o e f f i c i e n t s  of (1-2)y (1-3)y and (1-4) 
P i s  i n  t h e  f i r s t  pos i t i on  of the  a r ray .  0 
The suggested i n i t i a l  s t e p  s i z e  & i s  opt iona l ,  The procedure f i r s t  
sets 
h 5 ldxl - then - cl i s  l e f t  alone. 
= 2 and doubles fi u n t i l  c l  2 q .  I f  dxv = 0 or  dxv # 0 and - --
Otherwise, i s  doubled u n t i l  h < Is/. 
The in t eg ra t ion  now begins.  
i s  computed. The s t a r t  procedure i s  ca l l ed  t o  obta in  
l-1 
c l  and c2 are adjusted i f  h was  changed by the  s t a r t  procedure. c2 i s  
decremented by q s ince  q s t eps  took p lace  i n  t h e  s t a r t  procedure, I f  c2< m, 
c los ing  takes place.  Otherwise, 
33 
i s  ca lcu la ted  from 
4 
and ym using the  mid-range formula (1-4)- m appl ica t ions  of (1-5) y i e l d  
and n i s  set equal t o  q.  
For 1 5 i 5 m the following set of steps takes  place. c2 i s  decremented 
by 1, and x i s  ca lcu la ted .  n+i 
i s  ca lcu la ted  from 
-1 
6 fn+i-l-% 
-4 4 
is  ca lcu la ted  using the  pred ic tor  (1-2), and 'n +i and fni-i-1 using (1-5)- 
i s  calculated.  fn+i  
f i s  again calculated.  kt v be t h e  vector  which i s  t h e  absolute  value of n+i  
t he  d i f fe rence  between the  l a s t  two ca lcu la ted  values of yn+i. Each component 
of v i s  compared with t h e  corresponding'component of ea / ( lO clp) f o r  absolute  
e r r o r  and wi th  the product of the  corresponding components of e r /  (10 e c l p )  
and the  l a s t  ca lcu la ted  value of yn+i f o r  r e l a t i v e  e r ro r .  
of v exceeds i n  both the absolute  and the  r e l a t i v e  e r r o r  t e s t s ,  t he  s t e p s  
which ca l cu la t e  y" 
of yn+i, and which t e s t  t he  l a s t  two ca lcu la ted  values  of y" 
When each component of v does not exceed i n  e i t h e r  the  absolute  o r  t he  r e l a t i v e  
e r ro r  tes t ,  the l a s t  values of yn+i and fn+i a r e  re ta ined .  
4 -# 
yn+i is next ca lcu la ted  using t h e  cor rec tor  (1-3)2 and 
-+ 4 
4 
4 4 
-# 
4 
I f  any component 
-# 
4 
using the cor rec tor  (1-3), ca l cu la t e  fn+i from the value n+i  
4 
a re  repeated. n+i 
4 
4 -# 
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The mid-range formula (1-4) i s  now used t o  c a l c u l a t e  a new value of 
y from n 
and 
-? 
Let V be the  vector  which i s  the  absolute  value of t he  d i f fe rences  between the  
new value of yn and the  previously ca lcu la ted  value of y . 
h i s t o r y  i s  ava i l ab le  f o r  doubling the  s t e p  s i z e ,  i.e., n > q + m, each component 
of v" i s  compared with the  corresponding component of ea / ( lO 
4 4 
I f  s u f f i c i e n t  n 
+ 
clP e Zq+3).  f o r  
absolute  e r r o r  and wi th  t h e  product of t he  corresponding components of 
& / ( l o  . clP . 2q+3) and the  new value of y 3 f o r  r e l a t i v e  e r ro r .  n 
+ 
I f  each component of v does not  exceed i n  e i t h e r  the  absolute  or  the  re- 
l a t i v e  e r r o r  tests,  the  las t  m s t eps  a r e  accepted, c l  and c2 a re ' ha lved ,  
and the  s t e p  s i z e  i s  doubled. If c2 < m, c los ing  takes  place. Otherwise 
becomes 
fn-m+2i i=o c- I '  
3 4 4 3 
y becomes y , y becomes y x becomes x and, a s  i f  the  s t a r t i n g  m n-m q n m '  q n+m' 
procedure had ca lcu la ted  these  values ,  con t ro l  r e t u r n s  t o  the  s t ep  where 
-> 
i s  ca lcu la ted  using the  mid-range formula (1-4). 
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I f  any component of v" exceeds i n  both the  absolu te  and the  r e l a t i v e  
e r r o r  tests,  t h i s  component and each untested component is  compared with the  
corresponding component of ea / ( lO . c l p )  for absolu te  e r r o r  and wi th  the  
product of the  corresponding components of e r / ( l O  . c l p )  and the new value of 
4 
4 
3 4 
y f o r  re la t ive e r r o r .  I f  each component of v does no t  exceed i n  e i t h e r  the n 
absolute  or t he  r e l a t i v e  e r r o r  tes t ,  the  las t  m s t e p s  a r e  accepted and the  
s t e p  s i z e  remains unchanged. I f  c2 < m ,  c los ing  takes  place.  Otherwise, 
n becomes n + m and con t ro l  r e tu rns  t o  the  s t e p s  which ca l cu la t e  
4 
I f  any component of v exceeds i n  both the  absolute  and the  r e l a t i v e  e r r o r  
t e s t s ,  the  las t  m steps are r e j ec t ed ,  c2 i s  incremented by m y  c l  and c2 a r e  
4 3 
doubled, and the s t e p  s i z e  i s  halved. f o  becomes f n ,  
becomes x and con t ro l  i s  returned t o  the  s t e p  which 
cedure. 
n '  
3 3 
Y o  becomes Y,, xo 
c a l l s  the  s t a r t  pro- 
I f  s u f f i c i e n t  h i s t o r y  i s  not  ava i l ab le  f o r  doubling, con t ro l  t r a n s f e r s  
3 
as i f  the  f i r s t  component of v exceeded both t h e  f i r s t  component of ;a/ 
(10 e c l P  . 2q+3) and the  product of t he  f i r s t  components of e r / ( lO  
with t h e  f i r s t  component of t h e  new value of y . 
3 
c l P  . 2q+3) 
4 
n 
Closing takes  place whenever m s t eps  a t  t he  present  s t e p  s i z e  would ca r ry  
the in t eg ra t ion  beyond x f ,  i .e . ,  whenever c2 < m. I f  c2 > 0, the Runge-Kutta- 
Shanks procedure i s  used t o  i n t e g r a t e  from the  present  value of x t o  x f ;  i f  
c2 = 0, the  present value of x i s  xf .  In e i t h e r  case, the  in t eg ra t ion  i s  
now complete e 
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Several  e f f i c i e n c y  measures are employed i n  the  program. F i r s t ,  the  
c o e f f i c i e n t s  
and 
a r e  mul t ip l i ed  by t h e  s t e p  s i z e  h and s tored  a s  mul t ip l i ed  u n t i l  t he  s t e p  s i z e  
changes. 
e"a/(lO . clP . 2q+3),  and e"r/(lO . c lP  . 2q+3) a r e  ca lcu la ted  from ;a and e r  
4 
Second, t h e  vec to r s  e"a/(lO . c l p ) ,  e r / ( l O  . c l p ) ,  
4 
and s tored  a s  ca l cu la t ed  u n t i l  the  s t e p  s i z e  changes. Third,  t he  co r rec to r  
p a r t i a l  sum 
i s  computed and s to red  a t  each s t e p ;  successive app l i ca t ions  of t h e  co r rec to r  
only r equ i r e  adding h * Co f t o  ob ta in  y . Fourth,  during app l i ca t ions  of 
t he  co r rec to r ,  two a r r ays  are used t o  s t o r e  the  l a s t  two ca l cu la t ed  values  of 
4 
n . n  
+ 
yn; a f l a g  i s  used t o  mark the  l a s t  ca l cu la t ed  value s o  t h a t  the  next  va lue  i s  
placed i n  the  unflagged a r r ay  and t h e  f l a g  i s  switched. This avoids t r a n s f e r  
from a r ray  t o  a r ray  a s  successive co r rec to r  iterates are computed. F i f t h ,  
c y c l i c  indexing i s  used t o  avoid moving t h e  func t ion  value h i s t o r y  a f t e r  each 
s t e p  or  set of s t eps  unless  doubling takes  place.  
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One unusual condi t ion can r e s u l t .  I f ,  dur ing any s t e p  taken i n  computing 
the  number of t i m e s  through the  co r rec to r  exceeds e i g h t ,  con t ro l  t r a n s f e r s  as 
i f  t he  set  of m s t e p s  has  been completed and r e j e c t e d ;  i .e. ,  a s t e p  s i z e  
halving w a s  c a l l e d  f o r  w i th  a res ta r t  beginning a t  y . 4 n 
2.1 Flow Diagram and Program L i s t i n g  
Figure 4 i s  the  flow diagram f o r  the  Cowell method. The program 
l i s t i n g  i s  i n  Appendix A. 
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F. The General Multistep Method Starting Subroutine 
1, Introduction 
The general multistep method starting procedure is a UNIVAC 1108 
FORTRAN V double-precision Runge-Kutta-Shanks subroutine used for obtaining 
starting values for the Adams, Butcher, and Cowell multistep methods. 
Start is a real valued function called as follows: 
start (n,xi, xf, icl, ea, er, m, x, yiv, 
Yh, fh, YfV, CYi, CY% Pa, P, 
fneval, rkscns) 
2,  Description of the Program 
The parameters of the function are defined as follows: 
c n - the number of dependent variables (integer); 
- xi - the starting value of the independent variable x passed to the 
multistep method; 
- xf - the final value of the independent variable x passed to the 
multistep method; 
- icl - the integer counter (xf - xi)/h from the multistep method (integer); 
- ea - the absolute error vector passed to the multistep method; 
- er - the relative error vector,passed to the multistep method; 
- rn - the number of history points to be calculated by start (integer); 
- x - the value of the independent variable at which start begins its 
integration; 
yiv - the array which contains an entry for Adams and Cowell the values 
of the dependent variables at 5 and which contains on exit for Cowell the 
values of the dependent variable at the mth point calculated by start; 
43 
& - t he  a r r ay  which contains  on en t ry  f o r  Butcher i n  row cyi t he  values 
of t h e  dependent va r i ab le s  a t  5 and which contains  on ex i t  f o r  Butcher t h e  
values of t he  dependent va r i ab le s  a t  each of t h e  m po in ts  ca lcu la ted  by 
s t a r t  -’ 
__. 5h - t he  a r ray  which contains  on en t ry  i n  row fi t h e  funct ion values 
a t  g and which contains  on exi t  t he  funct ion values a t  each of t h e  m po in ts  
ca lcu la ted  by s tar t ;  
- t he  a r r ay  which conta ins  on e x i t  t he  values of t h e  dependent 
var iab les  a t  t h e  mth point  ca lcu la ted  by s tar t  f o r  Adams o r  t he  m/2th point  
ca lcu la ted  by start  f o r  C o w e l l ;  
c&. - the  c y c l i c  index iden t i fy ing  on en t ry  the  row of yh i n  which the  
values of the  dependent var iab les  a t  5 a r e  s tored  f o r  Butcher and t h e  row of 
- fh  i n  which the  func t ion  values a t  a r e  s tored  f o r  any method ( in t ege r ) ;  
- t h e  number of rows i n  the  a r rays  y& and fh ( i n t e g e r ) ;  
pa - t he  parameter which i s  zero for  Adams, one f o r  C o w e l l ,  two f o r  
Butcher ( in teger )  ; 
p - t he  exponent such t h a t  t h e  absolute  e r r o r  a t  each s t e p  i s  not  t o  
- P  
12. exceed e a / c l  and the  r e l a t i v e  e r r o r  a t  each s t e p  i s  not t o  exceed er /c lE;  
fneval  - t h e  number of func t ion .eva lua t ions  required by the  Runge-Kutta- 
Shanks procedure ( in teger ) ;  
rkscns,-  t h e  a r ray  which contains  the  Runge-Kutta-Shanks c o e f f i c i e n t s  
i n  the  same order a s  required by t h e  procedure shanks described i n  s e c t i o n B ,  
The value of start  on ex i t  i s  two t o  t h e  power of t h e  number of halvings 
which took place wi th in  s t a r t  (a r e a l ) .  
A 1 1  va r i ab le s  and ar rays  not designated otherwise a r e  double precis ion.  
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Although the base of t he  a r r ays  ea, er, e, and yfv and of t he  rows 
of -& and $& i s  one, t he  n components a r e  placed i n  pos i t i on  2,  e e 8 9  n + l  
and the  f i r s t  pos i t i on  i s  unused, 
The procedure attempts t o  c a l c u l a t e  m ( i f  m i s  even and pos i t i ve )  o r  
m + l ( i f  m i s  odd) Runge-Kutta-Shanks s t e p s  of s i z e  h = (xf - x i ) / C l e  After  
each even s t ep  of s i z e  h i s  taken, one s t e p  of s i z e  2h i s  taken over t h e  
i n t e r v a l  spanned by t h e  two s t e p s  of s i z e  h e  
d i f fe rences  i n  each dependent va r i ab le  between the 2h-step and t h e  second h-s tep 
The absolu te  value of t h e  
i s  compared with t h e  corresponding component of ;a/ (c1/2) P f o r  absolu te  error 
and with the  product of the  corresponding component of e"r/(c1/2)' and t h e  
corresponding dependent va r i ab le  value from the  second h-s tep f o r  r e l a t i v e  
e r ro r .  
absolute  o r  the  r e l a t i v e  e r r o r  test  and m s t e p s  have not ye t  been taken, t he  
process of two h-steps,  one 2h-step, and t e s t  i s  continued. I f  any component 
of t he  d i f f e rence  exceeds i n  both t h e  absolute  and the  r e l a t i v e  e r r o r  t e s t s ,  
c l  i s  doubled, h is  halved, and in t eg ra t ion  begins again a t  x. 
s t e p  of previous s i z e  h was saved and becomes the  f i r s t  s t e p  of present  s i z e  2h, 
I f  each component of t he  d i f f e rence  does not exceed i n  e i t h e r  t he  
The f i r s t  
The m ca lcu la ted  funct ion values from h-steps a r e  placed i n  rows (cy1 + 2)  
(cyi+m+l) mod cym+l of t he  a r ray  fh ,  mod cym+l,(cyi + 3 )  mod cym+l, 
Butcher, t h e  corresponding dependent var iab le  values from h-steps are placed 
i n  the  corresponding rows of t h e  a r r ay  yh; i f  m i s  odd, t he  values of t he  
dependent va r i ab le  a f t e r  h-step m + 1 are placed i n  row (cyi + m + 2) mod 
c p c l  of yh, For Adams, t h e  dependent va r i ab le  values from h-step m a r e  
placed i n  t h e  a r r ay  yfv. For Cowell, the  dependent var iab le  values from 
h-step m are placed i n  the  a r ray  y i v  and from h-step m / 2  (m i s  always even 
fo r  Cowell) a r e  placed i n  yfv. 
For 
I f  m i s  zero,  no ca l cu la t ion  takes  place,  
S t a r t  c a l l s  an ex te rna l  subroutine runkut. 
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2.1 Flow Diagram and Program Listing 
Figure 5 is the flow diagram for the starting procedure. The 
program listing is in Appendix A. 
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G. The Derivat ive Subroutine FUNCTI 
A procedure f o r  ca l cu la t ing  the  vector  y"' = -( f x 3; (x) ) must be an 
ex terna l  subrout ine charac te r iz ing  t h e  set of d i f f e r e n t i a l  equations t o  
be solved. 
and must i t s e l f  have t h e  following formal parameter list: 
This subroutine i s  ca l l ed  by each of t h e  in t eg ra t ion  subroutines 
I d e n t i f i e r  
M In teger  Mumber of equations being in tegra ted ,  
X Double Current value of t he  independent var iab le ,  
YV Double Array Current dependent va r i ab le  vector ( input ) .  
FV Double Array f value vector  (output).  
-t 
4 
The components of the  y vector  are contained i n  pos i t ions  2 through 
4 
M + 1 of YV, and the  components of f a r e  returned i n  corresponding pos i t ions  
2 through N + 1 of FV. The c a l l  on FUNCTI i s  a s  follows: 
CALL FUNCTI (N,X,YV,FV) 
A ske le ton  FeTNCTI subroutine i s  given i n  the  l i s t i n g s  i n  Appendix A .  
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111, RESULTS AND CONCLUSIONS 
A,  The T e s t  Problem 
The r e s u l t s  presented here  are f o r  the  tes t  problem of 2-dimensional 
motion i n  an inverse  square a t t r a c t i v e  fo rce  f i e l d  using x-y coord ina tes ,  
The equat ions are 
G L  
d t  Y 
2 2 -4 
where V(x,y) = - (x + y ) 
The i n i t i a l  condi t ions were chosen t o  give an e l l i p t i c a l  o r b i t  of 
e c c e n t r i c i t y  0.8, In t h i s  o r b i t  the  e r r o r  and s t e p  s i z e  con t ro l s  w i l l  
produce several s t e p  s i z e  changes as t he  o r b i t  i s  t raversed.  The i n i t i a l  
condi t ions a r e  : 
a t  t = 0,  
x = 0,2, 
Y = 0 ,  
v = 0, 
v = 3.0. 
X 
Y 
One complete o r b i t  was run  ( t  f i n a l  = 21-r) and the  e r r o r  taken as the  
square r o o t  of t he  sum of the squares of the d i f fe rences  between i n i t i a l  
amd f i n a l  condi t ions,  
-7 - 12 The accuracy range inves t iga t ed  was -10 t o  4 0  e The UEJIVAC 1108 
maintains  -18 s i g n i f i c a n t  f i gu res  (decimal) i n  double prec is ion .  
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B e  Results 
Resul ts  are  presented here  f o r  test  runs made with the  following 
methods and orders :  
Shanks formulas 7-7, 7-9, 8-10 and 8-12 (here t h e  first number gives  
the  order ,  the  second gives  t h e  number of func t ion  e l eva t ions  pe r  s t e p ) ;  
Adams method orders  7,  9 ,  11, 13; 
Cowell 's method orders  7, 9 ,  11, 13; 
Butcher 's  formulas orders  5 ,  7 ,  9, 11, 13. 
A l l  of t h e  mul t i s t ep  methods used Shanks 8-10 f o r  s t a r t  and restart  f o r  
a l l  orders .  These orders  were chosen t o  g ive  as c l o s e  as  comparison as 
poss ib le  across  methods a t  corresponding orders .  
Figure 6 shows whax might be expected of t h e  e r r o r  behavior as a func t ion  
of number of s t e p s  taken t o  perform a given in t eg ra t ion ,  I n  the  l a rge  s t ep -  
s i z e  region (small number of s t e p s ) ,  the t runca t ion  e r r o r  dominates and 
decreases  as N-ns where N is t h e  number of s t e p s ,  and n is t h e . o r d e r  of the  
e r r o r ,  I n  t h e  s m a l l  s t ep - s i ze  ( la rge  number of s t e p s ) ,  t h e  rounding e r r o r  
should dominate. I f  rounding e r r o r s  behave l i k e  randon v a r i a b l e s ,  one would 
expect t he  rounding e r r o r  t o  increase  as N'. 
Figure 7 shows r e s u l t s  of runs made wi th  Shanks' formulas. P lo t t ed  
here  i s  e r r o r  vs. number of func t ion  evaluat ions and e r r o r  vs. computer t i m e  
t o  complete the  in t eg ra t ion .  The labe l ings  i n d i c a t e  the order  and number of 
func t ion  evaluat ions per  s t e p ,  respec t ive ly .  These poin ts  l i e  on the  
t runca t ion  e r r o r  p a r t  of  t he  curve and show the  advantage of t h e  higher  order  
methods a t  high accuracy requirements. 
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Figure 8 shows results of runs made wi th  Adams' method. Again t h e  
p l o t s  are of e r r o r  vs. number of funct ion eva lua t ions  and vs. time, Labels 
i nd ica t e  order.  Again t h i s  i s  t h e  t runca t ion  e r r o r  p a r t  of t h e  curve,  and 
one sees t h a t  t h e  s lopes  are s t eepe r  f o r  t he  h igher  orders .  
Figure 9 shows r e s u l t s  of runs made with Cowell 's method. Both t i m e  and 
number of func t ion  eva lua t ions  are p lo t t ed  vs. e r r o r ,  and t h e  l a b e l s  i n d i c a t e  
orders .  
being approached o r  entered by t h e  13 order  formula below e r r o r s  of 10 . 
Here one sees t h a t  the  region of rounding e r r o r  domination is  
- 12 
Figure 10 shows runs made with Butcher 's  formulas. Only number of 
func t ion  eva lua t ions  (not t i m e )  vs. e r r o r  i s  p lo t t ed ;  the  l abe l s  i n d i c a t e  
order.  Here aga in  we see t h a t  the  region of rounding e r r o r  i s  being 
approached a t  e r r o r s  i n  the v i c i n i t y  10 . - 12 
Figure 11 is  a composite p l o t  of t he  fou r  methods each of order  7. 
The s lopes are seen t o  be a l l  more o r  less t h e  same. Butcher 's  method 
appears t o  be b e t t e r  than t h e  o the r s  above 10 but  e n t e r s  the rounding 
region f i r s t .  
- 10 
Figure 1 2  i s  a l s o  a composite graph of d i f f e r e n t  methods, a l l  of order  
Again Butcher 's  formula appears supe r io r  i n  t h e  t runca t ion  region bu t  13. 
en te r s  t h e  rounding region f i r s t .  
Figure 13 g ives  a more d e t a i l e d  examination of Butcher 's  method (compare 
wi th  Figure 10). 
scatter when poin ts  are taken c lose  together .  
of how t h e  rounding e r r o r  region is  entered by t h e  7 th  and 13th orders .  
The 9th and 11th orders  do not  e x h i b i t  rounding e r r o r s  as l a rge  as those  
of t h e  7 t h  and 13th orders .  
Many more poin ts  w e r e  taken here ,  and w e  see considerable  
This gives  a b e t t e r  p i c t u r e  
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C. Conclusions 
From t h e  above r e s u l t s  one sees t h a t  a l l  of t he  methods t e s t e d  a r e  f a i r l y  
e f f ec t ive .  
than the  lower order  methods, a t  least u n t i l  t he  round o f f  e r r o r  region i s  
reached. 
of s i g n i f i c a n t  f i gu res  c a r r i e d  by the  p a r t i c u l a r  machine but  i s  a l s o  some- 
what dependent both on the  method and order of t he  i n t e g r a t i o n  scheme. 
A t  h igher  accurac ies  t h e  higher  order  methods a r e  more e f f e c t i v e  
The region of round o f f  e r r o r  i s  determined pr imar i ly  by the  number 
For a f ixed  order  ( f igu re  11, 7th  order ;  f i g u r e  12, 13th order )  one sees 
t h a t  t h e  Butcher formula i s  more e f f e c t i v e  than the o the r s ,  a t  l e a s t  u n t i l  
t he  rounding region i s  reached, bu t  apparent ly  Butcher e n t e r s  t h e  rounding 
e r r o r  region sooner (produces l a r g e r  rounding e r r o r s )  than t h e  o thers .  
A t  7 th  order  the  Shanks fonru la  appears somewhat b e t t e r  than e i t h e r  
the  Cowell o r  Adams methods. No Shanks formulas of order higher  than 8 were 
ava i l ab le  a t  the t i m e  t h i s  work was being done, but  the  r e s u l t s  he re  
( f igu re  7 )  suggest t h a t  higher  order  Shanks formulas would be e f f e c t i v e  i n  
reducing t h e  number of func t ion  eva lua t ions .  Whether higher  order  Shanks 
formulas would take  less t i m e  o r  n o t  would depend on the  appl ica t ion .  
Whether number of funct ion eva lua t ions  o r  computer t i m e  i s  more r e l evan t  
i n  these  tests depends on t h e  app l i ca t ion  one has  i n  mind. I n  t h e  test problem 
used he re  t h e  funct ion eva lua t ion  t i m e  was r e l a t i v e l y  small compared t o  t h e  
rest of t h e  a r i t hme t i c  f o r  any of the methods. I n  t h i s  case t h e  t i m e  measure- 
ments shuw t h e  add i t iona l  t i m e  taken by the added complexity of t he  higher  
order  methods. For example, Figure 7 shows t h a t ,  while  the  number of funct ion 
eva lua t ions  f o r  the  Shanks 8-12 formula i s  less than f o r  t he  7-9 or  8-10 
formulas,the t i m e  taken f o r  each i s  almost i d e n t i c a l .  Thus t h e  8-12 formula 
63 
i s  seen t o  be more advantageous only i f  the  funct ion eva lua t ions  a re  q u i t e  
complex and t i m e  consuming. 
(he might a l s o  quest ion whether the r e s u l t s  f o r  t he  test problem are 
r ep resen ta t ive  of t h e  o v e r a l l  behavior of t hese  methods. The e r r o r  a t  t h e  
end of one complete revolu t ion  might no t  be r ep resen ta t ive  of maximum e r r o r  
over t h e  o r b i t  s ince  e r r o r  c a n c e l l i n g i s  known t o  take p lace  when i n t e g r a t i n g  
a pe r iod ic  system. The absolu te  error ,however , is  no t  t h e  r e l evan t  measure 
here  but  r a t h e r  t he  e r r o r  of one method r e l a t i v e  t o  another.  I f  e r r o r  
cance l l ing  takes  p lace  because of the  geometric p rope r t i e s  of t h e  o r b i t ,  
t h i s  cance l l ing  should be the same f o r  each method and not  a f f e c t  the  v a l i d i t y  
of comparing the  r e l a t i v e  performance of t h e  methods. 
r u l e  out e n t i r e l y  the  p o s s i b i l i t y  t h a t  o ther  type problems Tight  shuw a 
d i f f e r e n t  r e l a t i v e  e f f ec t iveness  of these  methods. 
t h a t  s p e c i a l  h ighly  s t a b l e  methods out-perform those t e s t e d  here  when appl ied 
t o  very " s t i f f "  equat ions [27]. 
However,one cannot 
For example i t  i s  known 
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D. 
The most obvious need for further study is an.examination of the perfor- 
mance of the subroutines for other types of problems, in particular non-orbit 
type problems e 
Other integration formulas should be tested. In particular Shanks has 
now made available (private communication) a 9-16 formula and a 10-21 
formula, (i.e. a 9th order formula with 16 function evaluations per step, 
and a 10th order with 21 function evaluations per step.) The results here 
suggest that at high enough accuracies these new high order Shanks formulas 
might be advantageous. 
Gear E271 has published some highly stable methods that are reputed to 
be especially good when used with very "stiff" equations. Comparisons of the 
formulas tested here using the stiff equations and comparisons with Gear's 
methods should be made. 
Applications of the methods studied here to the solution of other type 
problems (non-initial value problems) could be made. In particular these 
methods can be used to generate the Green's functions needed to solve dif- 
ferential equation problems with split boundary conditions, i.e, rendezvous 
type orbit problems. 
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I n  t h i  
APPENDIX A 
PROGRAM LISTINGS 
appendix i s  l i s t e d  each of the  rograms de c r ibed  i n  the  body 
of the r epor t .  Also l i s t e d  here  are a ske le ton  main program and FUNCTI 
Subroutine. The order  of the l i s t i n g s  i s  as  fo l lows:  
1. A skeleton main program 
2. The Runge-Kutta-Shanks subrout ine SHANKS 
3 .  The Adams subrout ine ADAMS 
4 .  The Stetter-Gragg-Butcher subrout ine BUTCHR 
5. The Cowell subrout ine COWELL 
6. The s t a r t i n g  rou t ine  START 
7. An a u x i l i a r y  rout ine  t o  START ca l l ed  RUNKUT 
8. An a u x i l i a r y  rou t ine  t o  START ca l l ed  COMP 
9. A ske le ton  FUNCTI subrout ine 
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APPENDIX B 
LISTING OF COEFFICIENTS 
This appendix l i s t s  sets of c o e f f i c i e n t s  f o r  the  four  methods descr ibed 
i n  t h i s  r epor t .  Given h e r e  are: 
f i r s t ,  t h e  Adams c o e f f i c i e n t s ,  f3 and PJi, f o r  q = 3 through 18; 
then come the  Butcher c o e f f i c i e n t s ,  A ,  B y  a ,  b ,  a and B ,  f o r  k = 1 
through 6 ;  
then come t h e  Cowell c o e f f i c i e n t s  P,  C y  and M y  f o r  m = 2 through 8 ;  
l a s t  a r e  the  Shanks c o e f f i c i e n t s ,  CY, @ and y f o r  the  formulas 4-4 ,  5-5, 
6 - 6 ,  7-7,  7 -9 ,  8-10, and 8-12. (The ys i n  each case are t h e  l a s t  se t  of B ' s  
given) a 
124 
125 
126 
a 
127 


Q B B O Q  Q 0 
Q: 
c 
Y 
m 
130 
13 1 
13% 
13% 
E34 

136 
E3 7 
138 
13 9 
14 0 
14 P 

E43 
144 
14 5 
14 6 
14 7 
14 8 
14 9 
150 
15 1 
