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Abstract
A systematic numerical approach to approximate high dimensional Lindblad
equations is described. It is based on a deterministic rank m approximation of the
density operator, the rank m being the only parameter to adjust. From a known
initial value, this rank m approximation gives at each time-step an estimate of the
largest m eigen-values with their eigen-vectors of the density operator. A numerical
scheme is proposed. Its numerical efficiency in the case of a rank m = 12 approx-
imation is demonstrated for oscillation revivals of 50 atoms interacting resonantly
with a slightly damped coherent quantized field of 200 photons. The approach may
be employed for other similar equations. We in particularly show how to adapt
such low-rank approximation for Riccati differential equations appearing in Kalman
filtering.
1 Introduction
Numerical simulations of high dimensional Lindblad equations are routinely performed
using ensemble averages of quantum Monte-Carlo trajectories [2, 9, 5]. We propose here
another approach that can be also adapted to high dimensional matrix Riccati equations.
This approach consists in approximating the evolution of the n × n density matrix ρ
1
solution to the differential Lindblad equation using a reduced dynamics on the set of
density matrices of some fixed rank m < n. This reduced dynamics is obtained by taking
the orthogonal projection of d
dt
ρ onto the tangent space to this set of matrices of rank m.
Such an approximation strategy, based on orthogonal projections onto low dimensional
manifolds, has already been proposed in [4, 7] in the context of quantum filtering. The
goal then was to construct a reduced order quantum filter for a spin-spring system. The
submanifold on which the dynamics was projected was the (real) 4-dimensional manifold
constructed with the tensor products of arbitrary two-level states and pure coherent states.
In [1], a geometric approach to study the stability of low-rank solutions for matrix Riccati
differential equations has been likewise developed. We combine here the ideas of [4] and [1].
We focus on the Lindblad case. The Riccati case is addressed in appendix A without
numerical simulations. Nevertheless, in both cases, the proposed approximation depends
only on one adjustable parameter, the low-order rank m.
When the size n×n of the density matrix exceeds the computing possibilities available
–which is often the case in practice even for rather simple physically relevant systems–,
such an approximation can be very useful to compute the (approximate) time evolution of
ρ from a known initial value with rank smaller than or equal to m. This approximation
strategy is tested here on oscillation revivals of Na atoms in a slightly damped mesoscopic
field with n¯ photons in average [8]. In a first stage, we consider the original half-spin/spring
case [3] with Na = 1 and n¯ = 15. For a photon lifetime in the order of one hundred vacuum
Rabi periods, we compare the numerical solution ρ(t) to the Lindblad equation (computed
for reference) with different numerical low-rank solutions from m = 2 to 6. Our results
show a very satisfactory agreement. We next take the much larger values Na = 50 and
n¯ = 200. The density matrix is then too large for an explicit comparison with the direct
numerical integration of the Lindblad differential equation to be possible using a standard
computer (n ∼ 15000). For a photon lifetime in the order of ten thousands vacuum Rabi
periods, we have checked that our numerical solution using a reduced model of rankm = 12
is consistent with the analytic damping model proposed in [8]. We also observe numerically
that the larger the rank m, the more accurate the approximation.
Our article is articulated as follows. We derive in Section 2 the low rank dynamics
approximating the Lindblad equation. We describe the numerical scheme we use in Sec-
tion 3. In both sections, our general purpose strategy is specifically adjusted to account
for the fact that, usually, the Hamiltonian part dominates the decoherence part. Section 4
presents our numerical experiments on oscillation revivals. We draw some conclusions in
Section 5. In appendix A, a similar low-rank approximated dynamics is derived for the
matrix Riccati equation appearing in Kalman filtering. Such low-rank approximates of the
covariance matrix could be eventually useful in data assimilation for large scale systems as
those governed by partial differential equations.
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2 The Low rank differential equations
Consider a Lindblad equation with, for simplicity (see last paragraph of this section), a
single decoherence operator L,
d
dt
ρ = −i[H, ρ]− 1
2
(L†Lρ+ ρL†L) + LρL†, (1)
where ρ is n × n non-negative Hermitian matrix with Tr (ρ) = 1, H is a n× n Hermitian
matrix and L is a n × n matrix. Our purpose is to approximate, for n large, the above
dynamics on the set of non-negative Hermitian matrices of rank m, m being an integer
presumably much smaller than n, prescribed beforehand. We now formalize this.
A density ρ of rank m < n can be decomposed as
ρ = UσU † (2)
where σ is a m×m strictly positive Hermitian matrix, U a n×m matrix with U †U = Im,
and Im of course denotes the m ×m identity matrix. The set of non-negative Hermitian
matrices of rank m and trace one can be seen as a sub-manifold, denoted by Dm, of the
Euclidean space of n× n Hermitian matrices equipped with the Frobenius scalar product.
For ρ ∈ Dm, ddtρ given by (1) does not belong in general to the tangent space to Dm at ρ.
The rank is therefore not necessarily preserved by the evolution governed by (1). To correct
for this, the most natural option is to consider, for any ρ ∈ Dm, the orthogonal projection
of d
dt
ρ given by (1) onto the tangent space to Dm at ρ. Denoting by Πρm the projection
operator, we therefore consider the differential equation
d
dt
ρ = Πρm
(−i[H, ρ]− 1
2
(L†Lρ+ ρL†L) + LρL†
)
(3)
set on Dm, which can be seen as a rank m approximation of (1).
Making the approach practical requires to now give an explicit formulation of such
a rank m approximation. A lifting procedure, inspired from [1] and described in some
more details below, consists in introducing two coupled differential equations for U and σ
corresponding to the generic decomposition (2) for ρ ∈ Dm:
d
dt
U = −iAU + (In − UU †)
(−i(H −A)− 1
2
L†L+ LUσU †L†Uσ−1U †
)
U, (4)
d
dt
σ = −i[U †(H − A)U, σ]− 1
2
(U †L†LUσ + σU †L†LU) + U †LUσU †L†U
+ 1
m
Tr
(
(L†(In − UU †)L UσU †
)
Im. (5)
In (4)-(5), A denotes an arbitrary Hermitian operator that may depend on time. Then
standard manipulations, which we omit here for brevity, show that
• U †U remains equal to Im,
3
• σ remains Hermitian, positive and of trace one,
and that the evolution of ρ = UσU † then solves (3), which in this particular instance reads
d
dt
ρ = −i[H, ρ] − 1
2
(L†Lρ+ ρL†L) + LρL† − (In − Pρ)LρL†(In − Pρ)
+
Tr(LρL†(In−Pρ))
m
Pρ, (6)
where Pρ = UU
† only depends on ρ since it corresponds to the orthogonal projection on
the image of ρ.
Notice that (6) does not depend on the arbitrary matrix A: its entries can be seen as
gauge degrees of freedom. The specific choice A = H yields
d
dt
U = −iHU + (In − UU †)
(−1
2
L†L+ LUσU †L†Uσ−1U †
)
U, (7)
d
dt
σ = −1
2
(U †L†LUσ + σU †L†LU) + U †LUσU †L†U
+ 1
m
Tr
(
(L†(In − UU †)L UσU †
)
Im, (8)
where we note that H only appears in the dynamics for U and not in the dynamics of σ,
a choice that is particularly appropriate when H dominates L. In that case indeed, (8)
may be understood as a slow evolution as compared to the dynamics (7). The efficiency of
our numerical procedure, described in the next section, will significantly benefit from this
particular decomposition.
We now explain how we obtain (4) and (5). A n×n Hermitian matrix ξ in the tangent
space at ρ = UσU † to Dm admits the parameterization
ξ = i[η, ρ] + UςU † = U
(
i[U †ηU, σ] + ς
)
U † (9)
where η is any n×n Hermitian matrix and ς any m×m Hermitian matrix with zero trace.
This results from the definition of the tangent map of the submersion (U, σ) 7→ UσU † with
the infinitesimal variations δU = ıηU and δσ = ς. The parameterization (9) is onto, but
not one-to-one: note that different η and ς may indeed yield the same ξ. The projection
Πρm(
d
dt
ρ) corresponds to the tangent vector ξ associated to η and ς minimizing
Tr
((
Sρ+ ρS† + LρL† − i[η, ρ]− UςU †
)2)
,
where S = −iH − L†L/2. The first order stationary conditions versus ς and η read
U †
(
Sρ+ ρS† + LρL† − i[η, ρ]− UςU †)U = λIm ,[
Sρ+ ρS† + LρL† − i[η, ρ]− UςU †, ρ] = 0,
where the real scalar λ is implicitly given by the constraint Tr (ς) = 0. The first equation
yields
ς = U †
(
Sρ+ ρS† + LρL† − i[η, ρ])U − 1
m
Tr
(
U †(Sρ+ ρS† + LρL†)U
)
Im. (10)
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We insert this value of ς into the second equation and obtain, after some easy manipulations
using U †U = Im,
(In − P )
(
Sρ+ LρL† − iηρ)ρ = ρ(ρS† + LρL† + iρη)(In − P )
where P = UU † is the orthogonal projector on the image of U . This matrix equation
admits the following general solution
η = −i(In − P )
(
SP + LρL†Uσ−1U †
)
+ i
(
PS† + Uσ−1U †LρL†
)
(In − P )
− PAP − (In − P )A(In − P ) (11)
where A is an arbitrary Hermitian operator. Then, using U †P = U † and PU = U , ς given
by (10) reads
ς = −i[U †HU, σ]− 1
2
(U †L†LUσ + σU †L†LU) + U †LUσU †L†U
+ 1
m
Tr
(
(L†(In − UU †)L UσU †
)
Im + i[U
†AU, σ] (12)
The derivatives d
dt
U = ıηU and d
dt
σ = ς respectively give (4) and (5).
We finally note that, for clarity, we have deliberately restricted our exposition to the
case of a single decoherence term in (1). The generalization to an arbitrary number of
decoherence terms
d
dt
ρ = −i[H, ρ] +
∑
ν
LνρL
†
ν − 12(L†νLνρ+ ρL†νLν),
is straightforward: (7) and (8) become
d
dt
U = −iHU + (In − UU †)
(∑
ν
−1
2
L†νLν + LνUσU
†L†νUσ
−1U †
)
U
d
dt
σ =
∑
ν
−1
2
(U †L†νLνUσ + σU
†L†νLνU) + U
†LνUσU
†L†νU
+ 1
m
Tr
(∑
ν
(L†ν(In − UU †)Lν UσU †
)
Im.
3 Numerical integrator
For a positive integer k and the timestep δt, we denote by Uk and σk the numerical approx-
imations of U(kδt) and σ(kδt) solutions to (7) and (8) respectively. The evolution from
time kδt to time (k + 1)δt is split into the following three steps:
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• The first step consists in an approximation of the free Hamiltonian evolution Uk+1
3
=
e−(iδt/2)HUk. For the simulations of Section 4, we choose a (formal) third-order ex-
pansion:
Uk+1
3
=
(
In − iδt2 H − δt
2
8
H2 + i δt
3
48
H3
)
Uk. (13)
We however note that, of course, other choices are possible. In particular, time inte-
grators more adapted to the time discretization of the Schro¨dinger may be employed
(see [6] and references therein). We will not proceed in this direction in the present
work and, should need be, hope to return to this issue in future works.
• The second step consists in updating both U and σ now accounting for L; we set
Uk+2
3
= Uk+1
3
+ δt(In − Uk+1
3
U †k+1
3
)
(
−1
2
L†LUk+1
3
+ LUk+1
3
σkU
†
k+1
3
L†Uk+1
3
σ−1k
)
(14)
and, in two stages,
σk+1
2
= σk + δt U
†
k+1
3
LUk+1
3
σkU
†
k+1
3
L†Uk+1
3
+δt
Tr
(
(U †k+1
3
L†LUk+1
3
− U †k+1
3
L†Uk+1
3
U †k+1
3
LUk+1
3
)σk
)
Im
m
, (15)
followed by
σk+1 =
(Im − δt2U †k+1
3
L†LUk+1
3
)σk+1
2
(Im − δt2U †k+1
3
L†LUk+1
3
)
Tr
(
(Im − δt2U †k+1
3
L†LUk+1
3
)σk+1
2
(Im − δt2U †k+1
3
L†LUk+1
3
)
) . (16)
We note that this two-stage update corresponds to a slight modification of the explicit
Euler scheme so that it preserves both positiveness and the trace. In particular, the
motivation for using (16) can be understood from the following considerations (which
can be adapted to many similar contexts). Momentarily omitting its rightmost term
for simplicity, we observe that, with obvious notation, (8) is of the form
d
dt
σ =
W σ + σW † + Z σ Z†. Introducing the auxiliary variables σ˜ = B σB† and Z˜ =
B Z B−1 with B solution to
d
dt
B = −BW , we see that d
dt
σ˜ = Z˜ σ˜ Z˜†, an equation
that can be simply integrated using the first order forward Euler scheme σ˜k+1 =
σ˜k+1/2+ δt/2 Z˜k+1/2 σ˜k+1/2 Z˜
†
k+1/2. Expressed in the original unknown σ, this scheme
gives the numerator of (16) up to δt2 terms and automatically preserves positiveness.
The preservation of the trace is then ensured by the normalization in (16).
• The third step is similar to the first step, the third-order approximation of Uk+1 =
e−(iδt/2)HUk+2
3
, this time followed by an orthonormalization (a procedure formally
denoted by Υ) to ensure U †k+1Uk+1 = Im:
Uk+1 = Υ
((
In − iδt2 H − δt
2
8
H2 + i δt
3
48
H3
)
Uk+2
3
)
. (17)
Three comments, different in nature, are in order.
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Computational cost The above numerical scheme essentially uses right multiplications
of H , L, L† by n ×m matrices, as, for example, the products HU , H2U = H(HU), LU ,
L†(LU). To evaluate such products does not require string n × n matrices since usually
H and L are defined as tensor products of operators of small dimensions. When n is very
large and m is small, this point is crucial for an efficient numerical implementation of the
approach. In particular evaluations of products like HU or LU can be easily parallelized.
Formal error estimator To obtain an empirical estimate of the error committed when
using the low rank approximation, we may follow [4] and compute the Frobenius norm of
ρ˙ = d
dt
ρ and ρ˙⊥ = ρ˙ − Πρm(ρ˙) at each time step. If the Frobenius norm of ρ˙⊥ is much
smaller than that of ρ˙, then the approximation is considered valid. From (6), we have
the following general formulae for any ρ ∈ Dm, any Hermitian operator H and any not
necessarily Hermitian operator L:
Πρm
(
[H, ρ]
)
= [H, ρ]
Πρm
(
− 1
2
(L†Lρ+ ρL†L) + LρL†
)
= −1
2
(L†Lρ+ ρL†L) + LρL†
− (In − Pρ)LρL†(In − Pρ) + Tr(LρL
†(In−Pρ))
m
Pρ.
Thus we have,
ρ˙⊥ = (In − Pρ)LρL†(In − Pρ)− Tr(LρL
†(In−Pρ))
m
Pρ (18)
where Pρ = UU
† since ρ = UσU †. Classical computations using standard properties of
the trace show that, at each time step, Tr (ρ˙2) and Tr (ρ˙2⊥) may be numerically evaluated
with a complexity similar to the complexity of the numerical scheme. There is no need to
explicitly compute ρ˙ and ρ˙⊥ as n× n matrices before taking their Frobenius norm.
Choice of the initial condition Initial conditions for σ and U need to be deduced from
a given initial condition ρ0. When the rank of ρ0 is larger than or equal to m, we form σ0
as the diagonal matrix consisting of the largest m eigenvalues of ρ0 with sum normalized
to one and we form U0 using the associated eigenvectors. When the rank of ρ0 is strictly
less than m then we proceed as follows.
Assume in a first step that ρ0 is a pure state |ψ0〉〈ψ0|. It is then natural to take for σ0
a diagonal matrix where the first diagonal element is 1 − (m − 1)ǫ and the over ones are
equal to ǫ. Here ǫ is a positive number much smaller than 1 (typically 10−5). Then U0 is
constructed, up to an orthonormalization preserving the first column, with |ψ0〉 as the first
column, H|ψ0〉 as the second column, . . . , Hm−1|ψ0〉 as the last column.
When the rank of ρ0 is strictly larger than 1 (but still strictly less than m), one can
easily imagine the following mixed procedure: put the non-zero eigenvalues in the first
diagonal elements of σ0, their associated eigenvectors in the first columns of U0, set the
remaining diagonal elements of σ0 to ǫ and complete the remaining columns of U0 by
iterates of H on these eigenvectors.
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4 Numerical tests for oscillation revivals
The collective behavior of Na atoms resonantly interacting with a quantized single-mode
field trapped in an almost perfect cavity is modeled by the following Lindblad master
equation (see, e.g., [8])
d
dt
ρ =
Ω0
2
[a†J− − aJ+, ρ]− κ(nρ/2 + ρn/2− aρa†) (19)
where Ω0 > 0 is the coupling strength (vacuum Rabi pulsation), a the field annihilation
operator, n = a†a the field photon-number operator and κ > 0 the inverse of the single
photon life-time. The Na atoms are described here with the spin J = Na/2 representation.
It involves the Na + 1 Dicke states |J,−Na/2〉, |J, (−Na + 1)/2〉, . . . , |J,Na/2〉. These
Dicke states are labelled by the index µ = 0 to µ = Na and are denoted by |µ〉: for
µ = 0 all atoms are in the same ground state; for µ = Na + 1 all atoms are in the same
excited state. With this notation, the atomic lowering operator, J− = (J+)†, is given by
J−|µ〉 =√µ(Na − µ)|µ− 1〉, µ = 0, . . . , Na.
For Na = 1 atom initially in the excited state, a field initially in a coherent state
with n¯ = 15 photons (truncation to 30 photons), and a damping factor κ = Ω0/500,
we have compared, until the first revival appearing around t = 2pi
Ω0/2
√
n¯
, low-rank tra-
jectories, solutions to (7,8), with the original full-rank trajectory solution to (1) where
H = iΩ0
2
(a†J− − aJ+) and L = √κa. In this simple case performing the full-rank simula-
tion for the sake of comparison is indeed feasible. Initializations of U and σ are performed
according to the procedure explained at the end of Section 3.
Figures 1, 2 and 3 show that ranks m ≥ 4 ensure a fidelity higher than 98% over the
interval of simulation, and that the fidelity increases with the rank. This is corroborated
by the fact that, for m = 4 and m = 6, the Frobenius norm of ρ˙⊥ is always less than 1%
of the Frobenius norm of ρ˙. We recall that the fidelity between two density operators ρa
and ρb is defined by Tr
(√√
ρaρb
√
ρa
)
.
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Figure 1: Oscillation revival for Na = 1 and a coherent initial field with n¯ = 15 photons;
numerical solutions of original Lindblad master equation (1) and of the rank 2 approx-
imation (7,8) with the adimensionalized time φ = Ω0t/2
√
n¯; (a) and (b) correspond to
the excited atomic populations; (c) and (d) show the first 2 eigenvalues; (e) is the fidelity
between the Lindblad solution and the rank 2 solution; in (f) the solid and dashed curves
correspond respectively to the Frobenius norms of ρ˙ and ρ˙⊥ as explained in (18).
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Figure 2: Oscillation revival for Na = 1 and a coherent initial field with n¯ = 15 photons;
numerical solutions of original Lindblad master equation (1) and of the rank 4 approx-
imation (7,8) with the adimensionalized time φ = Ω0t/2
√
n¯; (a) and (b) correspond to
the excited atomic populations; (c) and (d) show the first 4 eigenvalues; (e) is the fidelity
between the Lindblad solution and the rank 4 solution; in (f) the solid and dashed curves
correspond respectively to the Frobenius norms of ρ˙ and ρ˙⊥ as explained in (18).
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Figure 3: Oscillation revival for Na = 1 and a coherent initial field with n¯ = 15 photons;
numerical solutions of original Lindblad master equation (1) and of the rank 6 approx-
imation (7,8) with the adimensionalized time φ = Ω0t/2
√
n¯; (a) and (b) correspond to
the excited atomic populations; (c) and (d) show the first 6 eigenvalues; (e) is the fidelity
between the Lindblad solution and the rank 6 solution; in (f) the solid and dashed curves
correspond respectively to the Frobenius norms of ρ˙ and ρ˙⊥ as explained in (18).
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For Na = 50 atoms initially in the same excited state and a field initially in a coherent
state with n¯ = 200 photons a direct numerical integration of the Lindblad master equa-
tion (19), when κ > 0, is impossible on the limited computing facilities we have access
to. The size n of any finite dimensional approximation of ρ by an n × n matrix nec-
essarily exceeds 10000. For the purpose of validating our reduced model, we therefore
proceed otherwise. With a truncation to 300 photons (n = 51 × 301), we report here
two simulations. On Figure 4, we show a reference simulation that is a simulation of the
exact Schro¨dinger equation: the parameter κ in (19) is put to zero. The complete revival
is maximum. On Figure 5, we simulate our reduced model, based on (7,8) with rank
m = 12, for the parameter value κ = log(2)Ω0/(4πn¯
3/2). This specific choice of κ > 0
corresponds to a theoretical reduction by a factor 2 of the complete revival appearing at
the adimensionalized time φ = Ω0t/2
√
n¯ = 2π as predicted by the formula (45) of [8]. Our
simulation is performed with the numerical scheme described in Section 3 with a timestep
δt = 1/(Ω0
√
n¯Na). Comparing Figure 5 to Figure 4, we recover numerically that the revival
amplitude around φ = 2π is indeed reduced by a factor 2. We have also compared in fig-
ures 6 and 7 rank m = 12 with rank m = 8 and rank m = 16 approximations. On figure 6
we see that increasing the rank m to 16 does not change the revival amplitude whereas
decreasing the rank m to 8 yields a slightly larger revival. On figure 7 we observe that the
largest 8 eigenvalues in rank m = 12 and rank m = 16 simulations almost coincide with
the 8 eigenvalues of rank m = 8 simulations. This clearly validates our reduced model. To
complete this validation, we have checked that smaller timestep and an higher rank m = 20
do not significantly change the numerical results. For completeness, we mention that the
large scale numerical results of Figures 4 and 5 come from computations performed using
a simple Matlab code available upon request from the second author. The computations
were executed on a Dell Precision M4400 computer equipped with Intel(R) Core(TM) duo
CPU T9600 at 2.80GHz with 8.00 Go RAM. The rank m = 12 simulation of Figure 5
typically takes about 24 hours.
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Figure 4: Oscillation revival for Na = 50 and a coherent initial field with n¯ = 200 photons;
evolution with the adimensionalized time φ = Ω0t/2
√
n¯ of the excited atomic population
(all atoms in the same excited state); numerical solution to the Schro¨dinger equation (19)
with κ = 0.
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Figure 5: Oscillation revival for Na = 50 and a coherent initial field with n¯ = 200 photons;
numerical solution of rank m = 12 approximation (7,8); we show the excited atomic
population (all atoms in the same excited state) versus the adimensionalized time φ =
Ω0t/2
√
n¯; the parameter κ = log(2)Ω0/(4πn¯
3/2) is adjusted according to [8] in order to
get a reduction by a factor 2 of the revival oscillations around φ = 2π. That reduction is
indeed observed numerically.
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Figure 6: Oscillation revival for Na = 50 and a coherent initial field with n¯ = 200 photons;
numerical solution of rank m = 8, 12, 16 approximations (7,8); we show the excited atomic
population (all atoms in the same excited state) versus the adimensionalized time φ =
Ω0t/2
√
n¯; the parameter κ = log(2)Ω0/(4πn¯
3/2) is adjusted according to [8] in order to get
a reduction by a factor 2 of the revival oscillations around φ = 2π.
15
Figure 7: Oscillation revival for Na = 50 and a coherent initial field with n¯ = 200 photons;
numerical solution of rank m = 8, 12, 16 approximations (7,8); left column eigenvalues of
the approximate density matrices versus the adimensionalized time φ = Ω0t/2
√
n¯; right
column Frobenius norms of ρ˙ (solid line) and ρ˙⊥ (dashed line) as explained in (18); the
other simulations parameters are identical to figure 6.
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5 Conclusion
For the numerical integration of high dimensional open quantum systems, we have proposed
an approximation approach based on an orthogonal projection onto the set of rank m den-
sity matrices. A numerical integration scheme of the system of equations obtained for the
reduced, low-rank model has been suggested. Its derivation has been specifically adapted
to the situation where the Hamiltonian evolution is must faster than the decoherence evo-
lution. Other situations could be similarly investigated. The scheme has been implemented
and tested on oscillation revivals of atoms interacting resonantly with a slightly damped
coherent quantized field. The results obtained show the good quality of the approximation,
along with an evident significant speed-up with respect to the direct simulation of the full
system. Although definite conclusions are yet to be obtained on cases of much larger sizes
and extensive comparisons with the classically employed Monte-Carlo approaches are yet
to be performed, the satisfactory results obtained to date show the promising nature of the
approach. We additionally note that the strategy of approximation developed here is not
restricted to open quantum systems. As shown in the appendix, it can be easily adapted
to deal with matrix Riccati equations appearing in Kalman filtering, learning and data
fusion problems.
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A The Low-rank differential Riccati equation
This appendix relies on an adaptation of the lifting method used in [1]. We compute here
the lift of the orthogonal projection onto the rank m covariance matrices of the vector-field
defined by the matrix Riccati equation.
We consider the simplest situation: the state x ∈ Rn and output y ∈ Rp are related by
the stochastic differential equations (dw ∈ Rn and dη ∈ Rd are vectors whose components
are independent Wiener processes of standard deviation 1)
dx = Ax dt+G dw and dy = C dx+H dη
where A, G, C and H are respectively n × n, n × n, p × n and p × p matrices with real
entries. When H is invertible, the computation of the best estimate of x at t knowing
the past values of the output y relies on the computation of the conditional state-error
covariance matrix P solution to the Riccati matrix equation
d
dt
P = AP + PAT +GGT − PCT (HHT )−1CP (20)
where T stands for transpose. The symmetric n× n matrix P is non-negative.
When G = 0, this Riccati equation is rank preserving. It defines then a vector field on
the sub-manifold of rank m < n covariance matrices among the symmetric n× n matrices
with real entries and equipped with the Frobenius scalar product. This sub-manifold
denoted by Pm admits the over-parameterization
(O,R) 7→ OROT = P
where O belongs to the set of n ×m orthogonal matrices (OTO = Im) and R is m × m,
positive definite and symmetric. We will prove here that the analogue of (4) and (5) reads:
d
dt
O = ΩO + (In − OOT )
(
(A− Ω)O +GGTOR−1) (21)
d
dt
R = OT (A− Ω)OR +ROT (AT + Ω)O +OTGGTO −ROTCT (HHT )−1COR (22)
where Ω is an arbitrary skew-symmetric n×n matrix (ΩT = −Ω) playing the role of gauge
degrees of freedom. The matrix Ω could possibly depend on t, O or R. With Ω = 0 and
G = 0 we recover the lift given in [1]:
d
dt
O = (In − OOT )AO, d
dt
R = OTAOR +ROTAO −ROTC(HHT )−1COR.
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Notice that we can adapt the discretization strategy used for (4) and (5) to get with a
proper choice of the gauge matrix Ω an efficient numerical scheme. Let us conclude by
proving that (21) and (22) correspond to a lift of the orthogonal projection onto Pm of the
vector-field defined by (20).
Take P = OROT a rank m covariance matrix. The tangent space at P to Pm is
parameterized by δOROT + OδROT + ORδOT where δO = ωO and δR = ξ are arbitrary
variations of O and R associated to any ω and ξ, skew-symmetric n × n and symmetric
m ×m matrices. The orthogonal projection of d
dt
P given by (20) onto this tangent space
is associated to ω and ξ minimizing the Frobenius distance between δOROT + OδROT +
ORδOT and AP +PAT +GGT −PCT (HHT )−1CP . This means that the skew-symmetric
matrix ω and the symmetric matrix ξ minimize
Tr
((
AP + PAT +GGT − PCT (HHT )−1CP − (ωP − Pω +OξOT ))2) .
The first order stationary conditions characterizing ω and ξ read
0 = OT
(
AP + PAT +GGT − PCT (HHT )−1CP − (ωP − Pω +OξOT ))O
0 =
[
P , AP + PAT +GGT − PCT (HHT )−1CP − (ωP − Pω +OξOT )
]
.
Since OTO = Im we have
ξ = OT
(
AP + PAT +GGT − PCT (HHT )−1CP − ωP + Pω))O (23)
and thus ω is solution to the following matrix equation
(In − OOT )
(
AP +GGT − ωP )P = P (PAT +GGT + Pω)(In −OOT )
obtained after some manipulations using OTO = Im and P (In−OOT ) = (In−OOT )P = 0
This matrix equation admits the following general solution
ω = (In − OOT )
(
AO +GGTOR−1
)
OT − O(OTAT +R−1OTGGT )(In −OOT )
+OOTΩOOT + (In − OOT )Ω(In − OOT ) (24)
where Ω is an arbitrary skew-symmetric matrix. We get (21) since
ωO = ΩO + (In −OOT )
(
(A− Ω)O +GGTOR−1).
To get (22) we take ω given by (24) and insert it into (23).
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