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1. Introduction
It is well-known that a matrix algebra over a field is a PI-algebra. Namely, it
satisfies nontrivial polynomial identities. For example, by the celebrated Amitsur–
Levitsky Theorem [1], the standard polynomial of degree 2n is always zero if eval-
uated on the algebra of square matrices of size n. Here the standard polynomial of
degree 2n is
St2n(x1, . . . , x2n) =
∑
σ∈S2n
(−1)σ xσ(1) · · · xσ(2n),
where S2n is the group of all permutations of 2n elements. Moreover, noncommu-
tative polynomials that are identities in matrix algebras are of a very special type.
Therefore, together with each noncommutative polynomial equation evaluated in a
matrix algebra we can consider a nontrivial set of matrices that satisfy this polyno-
mial equation. The structure of this variety is unknown. The usual way to generate
elements in such variety is to find a concrete n-tuple of matrices in this variety and
act on it by various linear transformations that preserve the zeros of the polynomial
under consideration. Thus the problem of classification of linear transformations pre-
serving zeros of matrix polynomials arises.
Many authors have studied the problems of determining the linear maps on the
n× n matrix algebraMn(F) over a fieldF that leave certain matrix relations, sub-
sets, or properties invariant. For a survey of these type of problems see [15,16].
Among the properties that were considered the central role was played by properties
that can be determined in terms of matrix polynomials. This theory was started with
some concrete polynomials, for example, commutativity, nilpotence, idempotence,
etc., see [2,5,12,13,17]. The general case for one-variable polynomials was investi-
gated by Howard, see [14]. The other approach to this problem for multi-variable
polynomials even over prime rings were developed in [10,11].
In spite of the straightforward fact that all transformations preserve zeros of poly-
nomials which are identities for the full matrix algebra Mn(F), there are very few
linear preservers of zeros of other matrix polynomials, even if they are identities for
sufficiently large subalgebras of in Mn(F).
In the last decades much attention has been paid to linear preserver problems
over semirings, in particular over antinegative semirings. A lot of results concerning
LPP’s over fields have parallel results for matrices over semirings. In this case it is
natural to consider identities and equations as equalities of their positive and nega-
tive parts. Several particular results on commutativity, nilpotence, idempotence, etc.
preservers were investigated in [3,4,6–9,16].
The aim of the present paper is to consider linear preservers of zeros for mul-
tivariable matrix polynomials defined via the adjoint operator over semirings in a
systematic way. In Section 2 we give all necessary definitions and notations. In Sec-
tion 3 we collect some preliminary results. In Sections 4 and 5 we characterize linear
preservers for a product of matrix commutators of length 2 and for matrix commu-
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tators of arbitrary length over commutative antinegative semirings with unique unit
and without zero divisors. In Section 6 we classify linear preservers for arbitrary
commutator monomials (a product of commutators of arbitrary lengths) over Z+. In
Section 7 we show that for matrices over fields the situation is quite different.
2. Definitions and notations
Definition 2.1. A semiring S consists of a set S and two binary operations, addi-
tion and multiplication, such that:
• S is an Abelian monoid under addition (identity denoted by 0);
• S is a semigroup under multiplication (identity, if any, denoted by 1);
• multiplication is distributive over addition on both sides;
• s0 = 0s = 0 for all s ∈S.
In this paper we will always assume that there is a multiplicative identity 1 in S
which is different from 0.
Definition 2.2. A semiring is called antinegative if the zero element is the only
element with an additive inverse.
Definition 2.3. A semiring is called commutative if the multiplication is commuta-
tive.
Definition 2.4. A semiring is called chain if the set S is totally ordered with uni-
versal lower and upper bounds and the operations are defined by a + b = max{a, b}
and a · b = min{a, b}.
Some common semirings that are not rings are the nonnegative real numbers, the
binary Boolean semiring of two elements (0 and 1 where 1 + 1 = 1 and other arith-
metic is as if the numbers were real, the simplest chain semiring), Z+ the nonnegative
integers and the fuzzy numbers.
Let Mn(S) denote the set of n× n matrices with entries from the semiring S.
By In and Jn we denote the n× n identity matrix and n× n matrix of all ones. Let
Ei,j denote the matrix whose (i, j) entry is 1 and all other entries are zero, these
matrices are called cells. By a symmetric difference of a row and a column we mean
their union excluding the intersection weighted cell.
Definition 2.5. It is said thatA = (ai,j )  B = (bi,j ) orB  A if and only if bi,j /=
0 implies that ai,j /= 0.
Definition 2.6. A transformation T :Mn(S) →Mn(S) is said to be linear if
T (αA+ Bβ) = αT (A)+ T (B)β for all α, β ∈S, A,B ∈Mn(S).
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Definition 2.7. A linear transformation is said to preserve a setU if X ∈ U implies
that T (X) ∈ U.
Definition 2.8. A linear transformation is said to strongly preserve a setU if T (X) ∈
U if and only if X ∈ U.
Let f (x1, . . . , xmk ) = Pm1,...,mk be a product of commutators Pm1 , . . . , Pmk of
lengths m1, . . . , mk , correspondingly. Namely,
f (x1, . . . , xm1 , . . . , xmk−1+1, . . . , xmk )
= Pm1,...,mk (x1, . . . , xmk )
= Pm1 · · ·Pmk
= [[. . . [[x1, x2], x3], . . .], xm1] · · · [[. . . [xmk−1+1, xmk−1+2], . . .], xmk ],
a polynomial with integer coefficients. Denote by f+(x1, . . . , xmk ) the polynomial
which consists of all terms of f that have positive coefficients, and by f−(x1, . . . ,
xmk ) the polynomial which consists of all terms of f that have negative coefficients.
We denote by V(Pm1,...,mk ) the set
V(Pm1,...,mk ) =
{
(X1, X2, . . . , Xmk ) ∈ (Mn(S))mk |
f+(X1, . . . , Xmk ) = f−(X1, . . . , Xmk )
}
,
by V(Pm) we denote the set V(Pm1,...,mk ) if k = 1, m1 = m, by V(P2k ) the set
V(Pm1,...,mk ) if m1 = · · · = mk = 2.
In the case of matrices over semirings, for simplicity of notation we write [X, Y ] =
0 for matrices X, Y satisfying XY = YX, [[. . . [[X1, X2], X3], . . .], Xm] = 0 for
m-tuples of matrices (X1, X2, . . . , Xm) ∈V(Pm).
3. Preliminary lemmas
Lemma 3.1. Suppose S is an antinegative semiring without zero divisors and T :
Mm,n(S) →Mm,n(S) is a linear transformation. If X  Y then T (X)  T (Y ).
Proof. We begin by showing if E is a cell and E  Y then T (E)  T (Y ). Sup-
pose Ei,j  Y then there is some nonzero α ∈S such that Y = αEi,j + Z for some
Z ∈Mm,n(S). But then, T (Y ) = αT (Ei,j )+ T (Z) since T is linear. Since S is
antinegative, every nonzero entry of T (Ei,j ) represents a nonzero location in T (Y ).
That is T (Ei,j )  T (Y ).
Now suppose that X  Y . Then if xi,j /= 0, Ei,j  X  Y so T (Ei,j )  T (Y ).
Let B = {(i, j) |Ei,j  X}, so that X =∑β∈B xβEβ and xβ /= 0. Thus,
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T (X) = T

∑
β∈B
xβEβ

 = ∑
β∈B
xβT (Eβ)
since T is linear. From the above, T (Y )  T (Eβ) for all β ∈ B, and thus, T (Y ) ∑
β∈B xβT (Eβ) = T (X). 
Lemma 3.2. Suppose that S is an antinegative semiring without zero divisors and
T :Mm,n(S) →Mm,n(S) is a bijective linear transformation. Let
Xi,j =
{
Er,s
∣∣Er,s  T −1(Ei,j )}.
Then,
1. {Xi,j } partitions the set of cells, and
2. |Xi,j | = 1 for all i, j.
Proof. Since T is bijective, Xi,j /= ∅ for all i, j . Suppose that Xi,j ∩Xu,v /= ∅
for some pairs (i, j) and (u, v). Then for some (r, s), Er,s  T −1(Ei,j ) and Er,s 
T −1(Eu,v). By Lemma 3.1 T (Er,s)  Ei,j and T (Er,s)  Eu,v . But the only matrix
dominated by both Ei,j and Eu,v is the zero matrix unless (i, j) = (u, v). Thus, the
first point is established.
By the pigeonhole principle, from the above, the second point is established. 
Lemma 3.3. If S is an antinegative semiring without zero divisors and T :
Mm,n(S) →Mm,n(S) is a bijective linear transformation, then there exists
a matrix B ∈Mm,n(S) all of whose entries are invertible elements from the
center of S, and a permutation σ of the set {(i, j) | 1  i  m, 1  j  n} such
that T (Ei,j ) = bi,jEσ(i,j).
Proof. If T is bijective, then given (i, j) there exists Xi,j ∈Mm,n(S) such that
T (Xi,j ) = Ei,j . By Lemma 3.2 Xi,j = xr,sEr,s for some (r, s). Further, T (Er,s) 
Ei,j since Er,s  xr,sEr,s by Lemma 3.1. That is, T (Er,s) = br,sEi,j , so that
T (Xi,j ) = T (xr,sEr,s) = xr,sT (Er,s) = xr,sbr,sEi,j = Ei,j . It follows that xr,sbr,s =
1. Similar arguments with left-side linearity show that br,s is invertible. From the
linearity it follows that br,s lies in the center of S. The lemma is established. 
An immediate consequence of the above lemma is:
Corollary 3.4. If S is an antinegative semiring without zero divisors whose only
invertible element is the multiplicative identity, and if T :Mn(S) →Mn(S) is a
bijective linear transformation, then there exists a permutation σ of the set {(i, j)|1
i, j  n} such that T (Ei,j ) = Eσ(i,j) for all (i, j).
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In the sequel, the restrictions on S can be replaced with the hypothesis “T is
bijective on the set of cells”.
Lemma 3.5. If S is an antinegative semiring without zero divisors whose only
invertible element is the multiplicative identity, and if T :Mm,n(S) →Mm,n(S)
is a bijective linear transformation that preserves a subset U of Mm,n(S), then T
strongly preserves U.
Proof. Suppose X /∈ U. Let N = {xi,j | xi,j is an entry in X}. Let MN = {Y =
(yi,j ) ∈Mm,n(S) | yi,j ∈ N for all i, j}. If A ∈MN , then T (A) ∈MN since
T (A) =
m∑
i=1
n∑
j=1
ai,j T (Ei,j ) =
m∑
i=1
n∑
j=1
ai,jEσ(i,j)
by the structure of T guaranteed by Corollary 3.4. Thus if all the entries of A are in
N , so are all the entries of T (A). That is, T (MN) ⊂MN . Since T is bijective, T |MN
is a bijective map onMN (not necessarily linear). Thus, since T preservesU, T |MN
maps MN ∩U into itself. Now, MN is a finite set and hence T |MN maps MN ∩
U˜ into itself, where U˜ denotes the complement of U in Mm,n(S) Thus T (X) =
T |MN (X) /∈ U. Thus, T strongly preserves U. 
Corollary 3.6. If S is an antinegative semiring without zero divisors whose only
invertible element is the multiplicative identity, and if T is a bijective linear operator
on Mn(S) which preserves V(Pm) [resp. V(P2k )], [resp. V(Pm1,...,mk )], then T
strongly preserves V(Pm) [resp.V(P2k )], [resp.V(Pm1,...,mk )].
4. Linear preservers of V(P2k ), k 2
We start with the polynomial which becomes zero for all k × k upper triangular
matrices with commuting entries, namely
P2k (x1, . . . , x2k) = [x1, x2] · · · [x2k−1, x2k].
LetS be an antinegative semiring with the unique invertible element with respect to
multiplication and without zero divisors, and let k  2.
Lemma 4.1. If T is a bijective linear operator on Mn(S), n > 3, T preserves
V(P2k ) and for some 1  i, r, s  n, T (Ei,i) = Er,s then T maps the symmetric
difference of the ith row and ith column into the symmetric difference of the sth row
and rth column.
Proof. By Corollary 3.4 T is a permutation on the set of cells. Suppose that the
symmetric difference of the ith row and ith column is not mapped into the union of
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the sth row and rth column. Then, without loss of generality, by permuting, we may
assume that i = 1 and T (E1,2) = Eu,v where u /= s and v /= r .
For f = P2k one has
f+
(
E1,1, E1,2, E2,1, E1,2, E2,1, E1,2, . . . , E2,1, E1,2
) = E1,2
and
f−
(
E1,1, E1,2, E2,1, E1,2, E2,1, E1,2, . . . , E2,1, E1,2
) = O
so that (E1,1, E1,2, E2,1, E1,2, E2,1, E1,2, . . . , E2,1, E1,2)) /∈V(P2k ). But,
f+
(
Er,s , Eu,v, T (E2,1), T (E1,2), T (E2,1), T (E1,2), . . . , T (E1,2), T (E1,2)
)
= f−
(
Er,s , Eu,v, T (E2,1), T (E1,2), T (E2,1), T (E1,2), . . . , T (E1,2), T (E1,2)
)
= O,
contradicting that T strongly preserves V(P2k ) by Corollary 3.6.
It remains to show that the preimage of Es,r either is equal to E1,1 or does not lie
in the union of 1st row and 1st column.
If r = s, T (E1,1) = Er,s = Es,r , and since T is bijective we have the desired
result.
Suppose that r /= s and T (Eu,v) = Es,r with u = 1 or v = 1, say without loss of
generality u = 1. So here, T (E1,v) = Es,r and let T (Ev,1) = Ep,q . Choosew /= 1, v
so that T (Ew,1) = Ex,y with x /= y. Then either x = s (and necessarily y /= r, s) or
y = r (and necessarily x /= r, s). Then,
f+
(
Ew,1, E1,v, Ev,1, E1,v, Ev,1, E1,v, . . . , Ev,1, E1,v
) = Ew,v /= 0 and
f−
(
Ew,1, E1,v, Ev,1, E1,v, Ev,1, E1,v, . . . , Ev,1, E1,v
) = O
so that (Ew,1, E1,v, Ev,1, E1,v, Ev,1, E1,v, . . . , Ev,1, E1,v) /∈V(P2k ). But, then, for
the image,
f+
(
Ex,y, Es,r , Ep,q, Es,r , Ep,q, Es,r , . . . , Ep,q, Es,r
)
= f−
(
Ex,y, Es,r , Ep,q, Es,r , Ep,q, Es,r , · · · , Ep,q, Es,r
) = O,
since Ex,yEs,r = Es,rEx,y = O. Thus(
Ex,y, Es,r , Ep,q, Es,r , Ep,q, Es,r , · · · , Ep,q, Es,r
) ∈V(P2k )
a contradiction by Corollary 3.6. Thus T −1(Es,r ) is not in row 1 or in column 1. 
Lemma 4.2. If T is a bijective linear operator on Mn(S), n > 3, and preserves
V(P2k ) and for some indices i, r, s, T (Ei,i) = Er,s then r = s.
Proof. Suppose r /= s. By Corollary 3.4 T is a permutation on the set of cells. Since
T is bijective, by Lemma 4.1 there is some Ep,q with p, q /= i such that T (Ep,q) =
Es,r . Let us take
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X =
[
O J2
O O
]
and Y =
[
O O
J2 O
]
.
We observe that
f+
(
Ei,i , Ep,q , T
−1(Er,1), T −1(E1,1), T −1(X), T −1(Y ), . . . , T −1(X), T −1(Y )
)
= f−
(
Ei,i , Ep,q , T
−1(Er,1), T −1(E1,1), T −1(X), T −1(Y ), . . . , T −1(X), T −1(Y )
)
= O
while for the image,
f+
(
Er,s, Es,r , Er,1, E1,1, X, Y,X, Y, . . . , X, Y
) = Er,1XY · · ·XY /= 0 and
f−
(
Er,s, Es,r , Er,1, E1,1, X, Y,X, Y, . . . , X, Y
) = O,
contradicting that T preserves V(P2k ). 
Corollary 4.3. If T is a bijective linear operator onMn(S), n > 3, and preserves
V(P2k ) then T permutes the diagonal cells and if T (Ei,i) = Er,r , the set of cells in
the ith row and ith column are mapped bijectively onto the set of cells in the rth row
and rth column.
Lemma 4.4. If T is a bijective linear operator on Mn(S), n > 3, and preserves
V(P2k ) then T maps rows to rows and columns to columns, or T maps columns to
rows and rows to columns.
Proof. By Corollary 3.4 T is a permutation on the set of cells. Without loss of gener-
ality, from the above corollary, since permutational similarity preserves V(P2k ), we
may assume that T (Ei,i) = Ei,i . Suppose that the image of the first row is neither the
first row nor the first column, then there is some cell in the first row that is mapped
to a cell in the first row, and some cell in the first row that is mapped to a cell in
the first column, not E1,1. Say, without loss of generality that T (E1,2) = E1,2 and
T (E1,3) = Ek,1. Once again, let
X =
[
O J2
O O
]
and Y =
[
O O
J2 O
]
.
Then,
f+
(
E1,3, E1,2, T
−1(X), T −1(Y ), . . . , T −1(X), T −1(Y )
)
= f−
(
E1,3, E1,2, T
−1(X), T −1(Y ), . . . , T −1(X), T −1(Y )
)
= O
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while
f+
(
Ek,1, E1,2, X, Y,X, Y, . . . , X, Y
) = Ek,2XY · · ·XY /= 0 and
f−
(
Ek,1, E1,2, X, Y,X, Y, . . . , X, Y
) = O,
a contradiction. Thus the image of any row is a row and the image of any column
is a column or the image of any row is a column and the image of any column is
a row. 
Theorem 4.5. Let T :Mn(S) →Mn(S), n > 3, be a bijective linear transforma-
tion. Then T preserves the setV(P2k ) if and only if there exists a permutation matrix
P ∈Mn(S) such that T (X) = PXP−1 for all X ∈Mn(S) or T (X) = PXtP−1
for all X ∈Mn(S).
Proof. It is easily seen that if T (X) = PXP−1 for all X ∈Mn(S) or T (X) =
PXtP−1 for all X ∈Mn(S) then T preserves V(P2k ).
Suppose T preserves V(P2k ). By Lemma 4.4, T maps all rows to rows and all
columns to columns, or all rows to columns and all columns to rows.
Thus, since the image of each cell is a cell, the transformation T only permutes
rows and columns of any matrix and, possibly, transpose it. This means that there
exist permutation matrices P,Q ∈Mn(S) such that T (X) = PXQ for all X ∈
Mn(S) or T (X) = PXtQ for all X ∈Mn(S).
It follows from Corollary 4.3 that T must fix the identity. Thus I = T (I) =
PIQ = PQ, or I = T (I) = PI tQ = PQ, so that Q = P−1. 
5. Linear preservers of V(Pm) for m  3
In this section we obtain a characterization of bijective linear transformations of
matrices over semirings that leave the setV(Pm) invariant for all m  3. A complete
characterization of linear preservers for commutativity, which corresponds to the poly-
nomialP2, over commutative antinegative semirings was obtained in [9] and for Grass-
mannian, which can be considered as the setV(P3), over Z+ was obtained in [3].
Throughout this section we will assume that S is an antinegative semiring with
the unique invertible element with respect to multiplication and without zero divi-
sors.
Lemma 5.1. If T is a bijective linear operator on Mn(S), n > 3, T preserves
V(Pm) and for some 1  i, r, s  n, T (Ei,i) = Er,s then T maps the symmetric
difference of the ith row and ith column into the union of the sth row and rth
column.
Proof. By Corollary 3.4 T is a permutation on the set of cells. Suppose there is some
j /= i such that T (Ei,j ) = Eu,v and u /= s, v /= r by Lemma 3.1. Then,
334 L.B. Beasley et al. / Linear Algebra and its Applications 401 (2005) 325–340
f+
(
Ei,i , Ei,j , Ej,j , Ej,j , . . . , Ej,j
) = Ei,j and
f−
(
Ei,i , Ei,j , Ej,j , Ej,j , . . . , Ej,j
) = O,
so that (Ei,i , Ei,j , Ej,j , Ej,j , . . . , Ej,j ) /∈V(Pm). But Er,sEu,v = Eu,vEr,s = O
so that
f+
(
T (Ei,i), T (Ei,j ), T (Ej,j ), T (Ej,j ), . . . , T (Ej,j )
)
= f−
(
T (Ei,i), T (Ei,j ), T (Ej,j ), T (Ej,j ), . . . , T (Ej,j )
)
= O
and hence (T (Ei,i), T (Ei,j ), T (Ej,j ), T (Ej,j ), . . . , T (Ej,j )) ∈V(Pm), a contra-
diction since by Corollary 3.6, T strongly preserves V(Pm).
A similar argument holds for T (Ek,i) = Eu,v with u /= s, v /= r . Thus the image
of each cell in the ith row and ith column (excluding Ei,i) is in the union of the sth
row and rth column. 
Lemma 5.2. If T is a bijective linear operator on Mn(S), n > 3, T preserves
V(Pm) and for some 1  i, r, s  n, T (Ei,i) = Er,s then T maps the symmetric
difference of the ith row and ith column into the symmetric difference of the sth row
and rth column.
Proof. By Corollary 3.4 the transformation T is a permutation on the set of cells.
By Lemma 5.1 T maps the symmetric difference of the ith row and column into the
union of the sth row and rth column. If s = r then, since T (Ei,i) = Er,s = Er,r , the
bijectivity of T establishes the lemma.
Suppose that s /= r and T (Ei,h) = Es,r with h /= i (the case that T (Eh,i) = Es,r
with h /= i is parallel). Suppose that T (Eh,h) = Ep,q . Then from Lemma 5.1 we
have that p = r or q = s since T (Ei,h)=Es,r . Suppose that p = r so that T (Eh,h)=
Er,q . Here, q /= r since if q = r , then the symmetric difference of the hth row and
hth column is mapped into the union of the rth row and rth column, contradicting
the bijectivity of T since T maps the ith row and ith column into the union of the
sth row and rth column.
Now,
f+
(
Ei,i , Ei,h, Eh,h, Eh,h, . . . , Eh,h
) = Ei,h
and
f−
(
Ei,i , Ei,h, Eh,h, Eh,h, . . . , Eh,h
) = O,
while in the image,
f+
(
Er,s, Es,r , Er,q , Er,q , . . . , Er,q
)
= O
= f−
(
Er,s, Es,r , Er,q , Er,q , . . . , Er,q
)
,
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a contradiction. A similar argument holds if q = s and p /= s.
The lemma now follows. 
Lemma 5.3. If T is a bijective linear operator on Mn(S), n > 3, and preserves
V(Pm) and for some indices i, r, s, T (Ei,i) = Er,s then r = s.
Proof. By Corollary 3.4 T is a permutation on the set of cells. Suppose r /= s. Since
T is bijective, by Lemma 5.2 there is some Ep,q with p, q /= i such that T (Ep,q) =
Es,r . Then, for v /= r, s,
f+
(
Ei,i , Ep,q, T
−1(Er,v), T −1(Ev,v), . . . , T −1(Ev,v)
)
= f−
(
Ei,i , Ep,q, T
−1(Er,v), T −1(Ev,v), . . . , T −1(Ev,v)
)
= O
so that (Ei,i , Ep,q, T −1(Er,v), T −1(Ev,v), . . . , T −1(Ev,v)) ∈V(Pm). But for the
images,
f+
(
Er,s, Es,r , Er,v, Ev,v, . . . , Ev,v
) = Er,v
while
f−
(
Er,s, Esr , Er,v, Ev,v, . . . , Ev,v
) = O,
contradicting that T preserves V(Pm). 
Corollary 5.4. If T is a bijective linear operator onMn(S), n > 3, and preserves
V(Pm) then T permutes the diagonal cells and if T (Ei,i) = Er,r , the set of cells in
the ith row and ith column are mapped bijectively onto the set of cells in the rth row
and rth column.
Lemma 5.5. If T is a bijective linear operator on Mn(S), n > 3, and preserves
V(Pm) then T maps rows to rows and columns to columns, or T maps columns to
rows and rows to columns.
Proof. Without loss of generality, from the above corollary, since permutational
similarity preserves V(Pm), we may assume that T (Ei,i) = Ei,i . By Corollary 3.4
T is a permutation on the set of cells. Suppose that the image of the first row is
neither the first row nor the first column. Then there is some cell in the first row that
is mapped to a cell in the first row, and some cell in the first row that is mapped to a
cell in the first column, not E1,1. Say, without loss of generality that T (E1,2) = E1,2
and T (E1,3) = Ek,1. Then, for l /= 1, 2, k,
f+
(
E1,3, E1,2, T
−1(E2,l), T −1(El,l), . . . , T −1(El,l)
)
= f−
(
E1,3, E1,2, T
−1(E2,l), T −1(El,l), . . . , T −1(El,l)
)
= O
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while
f+
(
Ek,1, E1,2, E2,l , El,l, . . . , El,l
) = Ek,l
and
f−
(
Ek,1, E1,2, E2,l , El,l, . . . , El,l
) = O,
a contradiction. Thus the image of any row is a row and the image of any column
is a column or the image of any row is a column and the image of any column is a
row. 
Theorem 5.6. Let T :Mn(S) →Mn(S) be a bijective linear transformation,
n > 3. The transformation T preserves the set V(Pm) if and only if there exists
a permutation matrix P ∈Mn(S) such that T (X) = PXP−1 for all X ∈Mn(S)
or T (X) = PXtP−1 for all X ∈Mn(S).
Proof. It is easily seen that if T (X) = PXP−1 for all X ∈Mn(S) or T (X) =
PXtP−1 for all X ∈Mn(S) then T preserves V(Pm).
Suppose T preserves V(Pm). By Lemma 5.5, T maps all rows to rows and all
columns to columns, or all rows to columns and all columns to rows.
Thus, since the image of each cell is a cell by Corollary 3.4, the transforma-
tion T only permutes rows and columns of any matrix and, possibly, transpose it.
This means that there exist permutation matrices P,Q ∈Mn(S) such that T (X) =
PXQ for all X ∈Mn(S) or T (X) = PXtQ for all X ∈Mn(S).
Note from the above that T must fix the identity. Thus I = T (I) = PIQ = PQ,
or I = T (I) = PI tQ = PQ, so that Q = P−1. 
A special case of the above theorem is Theorem 2.9 from [3].
6. Linear preservers of V(Pm1,...,mk ) over Z+
Lemma 6.1. For all integers n,m  2 there exist a sequence of matrices A1, . . . ,
Am ∈Mn(Z+) such that [[. . . [A1, A2], . . .], Am] is not a zero divisor in Mn(Z).
Proof. We will construct all matrices Ai as a block-diagonal matrices with n2 2×2-
blocks if n is even and ( n−12 − 1) 2×2-blocks and one 3×3-block if n is odd. Thus
further we can restrict ourself with the cases n = 2 and n = 3.
The case n = 2: Let us take
A1 =
(
0 1
1 0
)
, A2 = · · · = Am =
(
1 0
0 2
)
.
Thus for even m one has that
[[. . . [A1, A2], . . .], Am] =
(
0 1
−1 0
)
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and for odd m one has that
[[. . . [A1, A2], . . .], Am] =
(
0 1
1 0
)
.
Both matrices are invertible in M2(R) where R is a field of real numbers.
The case n = 3: Let us take
A1 =

0 0 11 0 0
0 1 0

 , A2 = · · · = Am =

1 0 00 2 0
0 0 3

 .
Thus for even m one has that
[[A1, A2], . . . , Am] =

 0 0 2
m−1
−1 0 0
0 −1 0


and for odd m one has that
[[A1, A2], . . . , Am] =

0 0 2
m−1
1 0 0
0 1 0

 .
Both matrices are invertible inM3(R), i.e., they are not zero divisors inM3(Z). 
Lemma 6.2. Let T :M(Z+) →M(Z+) be a bijective linear transformation, T
preserves the setV(Pm1,...,mk ). Thus T preserves the setsV(Pml ) for all l= 1, . . . , k.
Proof. Let us assume that there exists l such that T does not preserve V(Pml ).
Thus there exist matrix familyA = (A1, . . . , At ) such that for f (x1, . . . , xt ) = Pml
it holds that f+(A1, . . . , Aml ) = f−(A1, . . . , Aml ) and f+(T (A1), . . . , T (Aml )) /=
f−(T (A1), . . . , (Aml )). By Lemma 6.1 there exist families of matrices Bj =
(Bj,i1 , . . . , Bj,imj ), j = 1, . . . , k, j /= l, such that [[. . . [Bj,i1 , Bj,i2], . . .], Bj,mj ]− /=[[. . . [Bj,i1 , Bj,i2], . . .], Bj,mj ]+. Thus for g = Pm1,...,mk one has that
g+
(
B1, . . . ,Bl−1, T (A),Bl+1, . . . ,Bk
)
/= g−
(
B1, . . . ,Bl−1, T (A),Bl+1, . . . ,Bk
)
.
However,
g+
(
T −1(B1), . . . , T −1(Bl−1),A, T −1(Bl+1), . . . , T −1(Bk)
)
= g−
(
T −1(B1), . . . , T −1(Bl−1),A, T −1(Bl+1), . . . , T −1(Bk)
)
which contradicts the fact that T preservers V(Pm1,...,mk ). This concludes the
proof. 
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Theorem 6.3. Let T :Mn(S) →Mn(S) be a bijective linear transformation.
Then T preserves the setV(Pm1,...,mk ) if and only if there exists a permutation matrix
P ∈Mn(S) such that T (X) = PXP−1 for all X ∈Mn(S) or T (X) = PXtP−1
for all X ∈Mn(S).
Proof. Follows directly by applying Theorem 5.6 to Lemma 6.2 if there exists l,
1  l  m such that ml > 2 or by Theorem 4.5 in the other case. 
7. Linear preservers of zeros of multivariable polynomials over fields
In this section we consider matrix polynomials over fields. The first general results
in this direction was obtained by Howard in [14], who characterized linear preserv-
ers of zeros of matrix polynomials with at least two distinct roots. In recent works
[10,11] Howard’s results were generalized to a wide class of multivariable polyno-
mials even over prime rings. In this section we give some easy reductions showing
that the situations over fields and semirings are quite different.
Note that all polynomials f = Pm1,...,mk have equal sums of coefficients in their
f+ and f− parts. However it is straightforward to check that over a field the class
of linear transformations that preserve V(P2k ) or V(Pm) is more involved than
over semirings. For example, the transformation T (X) = αA−1XA+ b(X)I , where
b :Mn(F) →F is an arbitrary linear functional, α ∈F, A ∈Mn(F) preserves
V(P2k ) orV(Pm). The complete classification of linear preservers of zeros of these
polynomials is the open question in LPPs over fields. The following easy reduction
can be applied in the complementary case, namely, for polynomials over fields with
nonzero sums of coefficients.
Theorem 7.1. Let f (x1, . . . , xl) ∈F〈x1, . . . , xl〉 be a multilinear polynomial, i.e.
f (x1, . . . , xl) =∑σ∈Sl aσ xσ(1) . . . xσ(l) and assume that ∑σ∈Sl aσ /= 0. Let T :
Mn(F) →Mn(F) be a bijective linear unitary map. Then T preserves zeroes
of f if and only if there exists a matrix A ∈ GLn(F) such that T (X) = AXA−1
for all X ∈Mn(F) or T (X) = AXtA−1 for all X ∈Mn(F).
Proof. Let f be a multilinear polynomial of the aforesaid type, T :Mn(F) →
Mn(F) be a bijective linear transformation that preserves the zeros of f . By the
assumption
∑
σ∈Sl aσ /= 0 one has that the one-variable polynomial g(x) = f (x +
1, x + 2, . . . , x + l) is nontrivial. By definition, g(x) has all simple roots. Let us
show that T preserves the zeros of g. If g(X) = 0. Then f (X + I,X + 2I, . . . , X +
lI )= 0. By linearity and unitarity of T one has that g(T (X))= f (T (X)+ I, T (X)+
2I, . . . , T (X)+ lI ) = 0. Thus by the theorem by Howard, see [14, Theorem 1],
one has that there exists a matrix A ∈ GLn(F) such that T (X) = AXA−1 for all
X ∈Mn(F) or T (X) = AXtA−1 for all X ∈Mn(F).
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It is straightforward to check that T (X) = AXA−1 for all X ∈Mn(F)
and T (X) = AXtA−1 for all X ∈Mn(F) preserve the zeros of matrix polyno-
mials. 
More generally, the following holds:
Theorem 7.2. Assume that there exists a1, . . . , al ∈F such that g(x) = f (x +
a1, . . . , x + al) is a polynomial of degree more than 1 with distinct simple roots.
Let T :Mn(F) →Mn(F) be a bijective linear unitary map such that for any
X1, . . . , Xl ∈Mn(F) the condition f (X1, . . . , Xl) = 0 implies the condition
f (T (X1), . . . , T (Xl)) = 0. Then the conclusion of Theorem 7.1 holds.
Proof. The proof is similar to the proof of Theorem 7.1. 
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