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Abstract: For differential operators which are invariant under the action of an abelian
group Bloch theory is the preferred tool to analyze spectral properties. By shedding
some new non-commutative light on this we motivate the introduction of a non-commu-
tative Bloch theory for elliptic operators on Hilbert C∗-modules. It relates properties of
C∗-algebras to spectral properties of module operators such as band structure, weak
genericity of cantor spectra, and absence of discrete spectrum. It applies e.g. to differ-
ential operators invariant under a projective group action, such as Schro¨dinger, Dirac
and Pauli operators with periodic magnetic field, as well as to discrete models, such as
the almost Matthieu equation and the quantum pendulum.
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1. Introduction
Bloch (or Floquet) theory in its usual form has a long history already. Basically it starts
from the fact that partial differential equations with constant coefficients are mapped
into algebraic equations by means of the Fourier or Laplace transform. Now, if the
coefficients are not constant but just periodic under an abelian (locally compact topo-
logical) group one still has the Fourier transform on such groups, mapping functions
on the group Γ into functions on the dual group Γˆ ; the original spectral problem on
a non-compact manifold is mapped into a (continuous) sum of spectral problems on a
compact manifold (see Section 2).
This is what makes Bloch theory an indispensable tool especially for solid state
physics, where one describes the motion of non-interacting electrons in a periodic solid
crystal by a Schro¨dinger operator −∆ + V on L2(Rd). The potential function V is
the gross electric potential generated by all the crystal ions and thus is periodic under
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the lattice given by the crystal symmetry. Bloch theory shows that the spectrum of the
periodic Schro¨dinger operator has band structure in the following sense:
Definition 1 (band structure). A subset of the real line has band structure if it is a
locally finite union of closed intervals.
Band structure is an essential ingredient of electronic transport in metals and semi-
conductors. By exploiting Bloch theory and the structure of the Schro¨dinger operator
further one can see that the spectrum is purely absolutely continuous, which is some-
times included in the definition of band structure.
Measurements of crystals often require magnetic fields b (2-form). In quantum me-
chanics, they are described by a vector potential (1-form) a such that b = da (B =
curlA for the corresponding vector fields). The magnetic Schro¨dinger operator then
reads
H = −(∇− ia)2 + V.
But, although b is periodic or even constant, a need not be so, and H won’t be
periodic. It is therefore necessary to use magnetic translations (first introduced by Zak
(1968)) under which H still is invariant. But now, these translations do not commute
with each other in general. Therefore ordinary (commutative) Bloch theory does not
apply.
Basically, the reason for this failure is that a non-abelian group has no “good” group
dual: the set of (equivalence classes of) irreducible representations has no natural group
structure whereas the set of one-dimensional representations is too small to describe the
group — otherwise it would be abelian.
But although Γˆ does not exist any more, the algebra C(Γˆ ) of continuous functions
continues to exist in some sense: It is given by the reduced group C∗-algebra of Γ
which is just the C∗-algebra generated by Γ in its regular representation on itself (on
l2(Γ )).
Section 3 shows how one can re-formulate ordinary Bloch theory in a way which
refrains from using the points of Γˆ and relies just on the roˆle of C(Γˆ ). From a technical
point of view this requires switching from measurable fields of Hilbert spaces to contin-
uous fields which then can be described as Hilbert C∗-modules over the commutative
C∗-algebra C(Γˆ ).
Having done this one can retain the setup but omit the condition of commutativity
for the C∗-algebra C(Γˆ ). Thus one is lead to non-commutative Bloch theory (Section
4) dealing with elliptic operators on Hilbert C∗-modules over non-commutative C∗-
algebras. The basic task is now to relate properties of the C∗-algebra to spectral proper-
ties of “periodic” operators. Thus one generalizes spectral results for elliptic operators
on compact manifolds as well as results of ordinary Bloch theory:
Theorem 1. Isolated eigenvalues of A-elliptic operators have A-finite eigenprojec-
tions, their eigenspaces have finite τ -dimension.
Under certain assumptions they have essential spectrum only (isolated eigenvalues
have infinite multiplicity).
See Theorem 6 for exact assumptions (they are fulfilled by Schro¨dinger operators with
periodic magnetic field).
Non-commutative Bloch theory allows to treat continuous and discrete models, i.e.
differential and difference operators, on equal footing. It opens the way to apply a result
of Choi and Elliott (1990) on weak genericity of Cantor spectra in discrete models to
the continuous models also, i.e. to the phenomenon opposite to band structure:
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Definition 2 (Cantor set). A Cantor set is a subset of a topological space which is
nowhere dense (the closure has empty interior) and has no isolated points.
Now the C∗-algebras of symmetries determines which of the two opposite spectral
types is present:
Definition 3 (Kadison property). The Kadison constant K of a C∗-algebraA together
with a trace τ is defined by
K = inf{τ(P ) | 0 6= P ∈ A projection}. (1)
We say the pair (A, τ) has the Kadison property if K > 0.
Theorem 2 (band structure). If (A, τ) has the Kadison property, then the spectrum of
every symmetric A-elliptic operator has band structure.
(See Theorem 7.) This applies e.g. to magnetic Schro¨dinger operators in the case of
rational magnetic flux.
Opposite to the Kadison property is the propertyRRI0 (see Definition 9), and it is a
criterion for the opposite spectral type:
Theorem 3 (Cantor spectrum). If (A, τ) has property RRI0 then everyA-elliptic op-
erator can be approximated arbitrarily well (in norm resolvent sense) by one which has
Cantor spectrum.
(See Theorem 8.) The important issue here is that the approximation takes place within a
natural C∗-algebra generated by symmetries connected to the operator. Approximation
within a von Neumann algebra would be pointless, of course. This theorem applies e.g.
to magnetic Schro¨dinger operators on R2 in the case of irrational flux.
In Section 5 we list examples where non-commutative Bloch theory applies: gauge-
periodic elliptic differential operators (Schro¨dinger, Pauli, Dirac with periodic magnetic
field) and difference operators (almost Matthieu, quantum pendulum).
For the convenience of the reader we add an appendix on continuous fields of Hilbert
spaces and on Hilbert C∗-modules and their GNS representation.
A short overview of this paper appeared in Gruber (1999a).
Acknowledgements. I am indebted to my thesis advisor Jochen Bru¨ning for his scientific support.
This work has been supported financially by Deutsche Forschungsgemeinschaft (DFG) as project D6 at
the SFB 288 (differential geometry and quantum physics), Berlin.
2. Commutative Bloch theory
In this section we recall the basic elements of Bloch theory for periodic operators in
the geometric context of vector bundles, since even in the scalar case of a magnetic
Schro¨dinger operator one is lead to consider possibly non-trivial complex line bundles.
The standard reference for the theory of direct integrals is (Dixmier, 1957, chapter II),
for Bloch theory in Euclidean space see (Reed and Simon, 1978, chapter XIII.16).
Our general assumptions are:X is an oriented smooth Riemannian manifold without
boundary, Γ a discrete abelian group acting on X freely, isometrically, and properly
discontinuously. Furthermore, we assume the action to be cocompact in the sense that
the quotient M := X/Γ is compact.
Next, let E be a smooth Hermitian vector bundle over X .
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Example 1 (solid crystals). The main motivating example for our setting comes from
solid state physics. Here, X = Rn is the configuration space of a single electron (n =
2, 3). It is supposed to move in a crystal whose translational symmetries are described
by a lattice Zn ≃ Γ ⊂ Rn, which acts on X by translations, of course. Note that
this does not take into account the point symmetries. Γ could be extended by them but
the action would not be free any more. Considering just the translations is enough to
achieve the compactness of the quotient M ≃ T n.
Wave functions of electrons are just complex-valued functions on Rn, so we can
set E = Rn × C. One may also include the spin of the electrons into the picture by
choosing the appropriate trivial spinor bundle E = Rn × Ck.
Definition 4 (periodic operator). Assume there is an isometric lift γ∗ of the action of
γ from X to E in the following sense:
γ∗ : Ex → Eγx for x ∈ X, γ ∈ Γ. (2)
This defines an action Tγ on the sections: For s ∈ C∞c (E) we define
(Tγs)(x) := γ∗s(γ
−1x) for x ∈ X, γ ∈ Γ. (3)
(Tγ)γ∈Γ induces a unitary representation of Γ in L2(E) since γ∗ acts isometrically
and T ∗γ = (Tγ)−1.
A differential operator D on D(D) := C∞c (E) is called periodic if, on D(D), we
have:
∀γ ∈ Γ : [Tγ , D] = 0 (4)
Example 2 (periodic Schro¨dinger operator). Given a manifold as described above, we
may lift the action to any trivial vector bundle E := X × Ck canonically. If D is a
periodic operator on X (for example any geometric operator, i.e. defined by the metric
on X) and V ∈ C∞(X,M(k,C)) a periodic field of endomorphisms, then D + V is a
periodic operator on E.
In the case of a crystal, we choose the Laplacian (which describes the kinetic energy
quantum mechanically) and a periodic potential V ∈ C∞(Rn,R) (which describes the
electric field of the ions at the lattice sites) to get the periodic Schro¨dinger operator
∆+ V .
Example 3 (Schro¨dinger operator with exact periodic magnetic field). Let b ∈ Ω2(X)
be a magnetic field 2-form. In dimension 3 this corresponds (by the Hodge star) to a
vector field B, in dimension 2 to a scalar function which may be thought of as the
length and orientation of a normal vector B. From physical reasons one has divB = 0,
i.e. db = 0. For simplicity we assume that b is not only closed but exact, so there is
a ∈ Ω1(X) with b = da (B = rotA for the corresponding vector fields). This defines
a magnetic Hamiltonian operator
∆a := (d− ıa)∗(d− ıa) (5)
(the minimally coupled Hamiltonian), where d is the ordinary differential (correspond-
ing to the gradient) and ∗ the adjoint of an operator between the Hilbert spaces of
L2-functions L2(X) and of L2-1-forms L2(X,ΛT ∗X).
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For later convenience we set, for γ ∈ Γ and ω ∈ Ω(X), γ∗ω := (γ−1)∗ ω, consid-
ering γ−1 as a mapX → X and using the usual pull-back of forms. This puts the action
on forms in a notation compatible with the action on sections (3) from the preceding
definition.
Now, if b is periodic, a does not need to be so: If b ∈ Ω2(Rn) is constant then a is
affine linear. So the translations are no symmetries for the magnetic Hamiltonian. Zak
(1968) was the first to define the so-called magnetic translations: Since d(a − γ∗a) =
da − γ∗da = b − γ∗b = 0, one can (at least if H1(X) = 0) find a function χγ with
dχγ = a− γ∗a. One may define such a function explicitly by
χγ(x) :=
∫ x
x0
(a− γ∗a)
which is well-defined if H1(X) = 0. If we now define a gauge function sγ := eıχγ
then
(d− ıa)(sγγ∗f) = sγγ∗df + ı(a− γ∗a)sγγ∗f − ıasγγ∗f
= sγγ
∗df − ıγ∗aγ∗f
= sγγ
∗df − ısγγ∗(af)
= sγγ
∗ ((d− ıa)f) .
So we have found symmetries of the magnetic Hamiltonian operator, the gauged trans-
lations
Tγ : C
∞(X)→ C∞(X),
(Tγs)(x) = sγ(x)(γ
∗s)(x)
coming from the lifted action
γ∗ : X × C→ X × C,
γ∗(x, c) = (γx, sγ(x)c) .
The commutation relation for the magnetic translations is
(Tγ1Tγ2s)(x) = sγ1(x)sγ2(γ
−1
1 x)s(γ
−1
2 γ
−1
1 x)
= exp
(
ı
(∫ x
x0
a− γ∗1a+
∫ γ−1
1
x
x0
a− γ∗2a
))
s(γ−12 γ
−1
1 x)
= exp
(
ı
(∫ x
x0
a− γ∗1a+
∫ x
γ1x0
γ
∗
1a− (γ1γ2)∗a
))
s(γ−12 γ
−1
1 x)
= exp
(
ı
(∫ γ1x0
x0
(γ1γ2)
∗a− γ∗1a+
∫ x
x0
a− (γ1γ2)∗a
))
s(γ−12 γ
−1
1 x)
= exp
(
ı
(∫ γ1x0
x0
(γ1γ2)
∗a− γ∗1a
))
sγ1γ2(x)s(γ
−1
2 γ
−1
1 x) (6)
=: Θ(γ1, γ2)sγ1γ2(x)s(γ
−1
2 γ
−1
1 x)
= Θ(γ1, γ2)(Tγ1γ2s)(x)
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with Θ(γ1, γ2) ∈ S1. In general this is just a projective representation of Γ . If a itself
is periodic, then χγ = 0 for γ ∈ Γ , i.e. there is no gauge, and we have just ordinary
translations forming a proper representation.
But even if a is not periodic it can happen that the magnetic translations commute
with each other. This is called the case of integral flux since the term occurring in the
exponential in line (6) is just the magnetic flux through one lattice face. A periodic a
obviously gives rise to zero magnetic flux.
Furthermore, if V ∈ C∞(X,R) is Γ -periodic it commutes with the magnetic trans-
lations as well, so ∆a + V is a (symmetric elliptic) periodic operator.
Finally, the very same magnetic translations can be used for the Pauli Hamiltonian
and the magnetic Dirac operator.
Remark 1 (integral flux). In the case of integral flux mentioned above quite opposite
spectral phenomena can occur: Periodic Schro¨dinger operators have absolutely contin-
uous band spectrum, whereas the Landau Hamiltonian on R2 (constant magnetic field,
no electric potential) exhibits pure point spectrum of infinite degeneracy. In Gruber
(1999b) we show that these are indeed the only phenomena that can occur (although
possibly combined) in the case of integral flux.
Remark 2 (non-integral flux). If the magnetic flux is rational one can find a super-lattice
of Γ , i.e. a subgroup of finite index, such that the flux is integral. The quotient will
still be compact, of course, so that the rational case can be completely reduced to the
integral.
If the magnetic flux is irrational there is no such super-lattice. Still, one may try to
make use of the projective representation defined above. There are several approaches,
similar in the objects which are used, different in the objectives that are aimed at and
accordingly in the results. Our approach will mimic Bloch theory non-commutatively,
see Section 3.
Remark 3 (non-exact magnetic field). If b is closed but not exact one first has to agree
upon the quantization procedure used. (5) may be identified as a Bochner Laplacian for
a connection with curvature b, and such a connection exists if and only if b defines an
integral cohomology class, i.e. [b] ∈ H2(X,Z). There may exist different quantizations
for the same magnetic field. This is connected to the Bloch decomposition again. For
this and the construction of the magnetic translations in this case see Gruber (2000).
Lemma 1 (associated bundle). E is the lift pi∗E′ of a Hermitian vector bundleE′ over
M by the projection pi : X →M .E andX are Γ - principal fiber bundles overE′ resp.
M .
To every Γ -principal fiber bundle and every character χ ∈ Γˆ we associate a line
bundle. This gives the relations depicted in diagram 1 (“ ” denotes association of line
bundles.).
In this situation we have Eχ ≃ E′ ⊗ Fχ.
Proof. E is a Γ -principal fiber bundle, so we can use the lifted Γ -action to define
E′ := E/Γ . Since this action is a lift of the Γ -action on X , E′ has a natural structure
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CN CN CN CNy y y y
Γ −֒−→ E
π∗−−−−−→ E′  C−֒−→Eχ −−−−−→ E′yπE yπE′ y y
Γ −֒−→ X
π
−−−−−→ M  C−֒−→Fχ −−−−−→ M
Fig. 1. principal fiber bundles and associated line bundles
of a vector bundle over M . If piE′ : E′ → M is the bundle projection of E′, then the
pull back by pi is defined as
pi∗E′ = X ×pi E′ = {(x, e) ∈ X × E′ | pi(x) = piE′(e)}.
If piE : E → X is the bundle projection of E and pi∗ : E → E′ is the quotient map,
then we get a bundle isomorphism E → pi∗E′ by
E ∋ e 7→ (piE(e), pi∗(e)) ∈ pi∗E′.
Therefore, in this representation the lift γ∗ of γ acts on (x, e) ∈ pi∗E′ as γ∗(x, e) =
(γx, e).
Sections into an associated bundleP×ρV are just those sections of the bundleP×V
which have the appropriate transformation property. By construction, Eχ is a complex
line bundle over E′, but from E it inherits the vector bundle structure, so its sections
fulfill:
C∞(Eχ) ≃ C∞(E)Γ,χ = {s ∈ C∞(E) | ∀γ ∈ Γ : γ∗s = χ(γ)s} (7)
An analogous equation holds for the line bundle Fχ over M . Finally, (7) shows
Eχ = E ×χ C
= (pi∗E′)×χ C
= (X ×pi E′)×χ C
≃ E′ ⊗ (X ×χ C)
= E′ ⊗ Fχ.
Here, all equalities are immediate from the definitions, besides the last but one, which
may be seen as follows:
(X ×pi E′)×χ C = (X ×pi E′ × C)/Γ
with the Γ -action
γ(x, e, z) = (γx, e, χ(γ)z),
whereas
E′ ⊗ (X ×χ C) = E′ ⊗ ((X × C)/Γ )
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with the Γ -action
γ(x, z) = (γx, χ(γ)z).
So, both bundles are quotients of isomorphic bundles with respect to the same Γ -action.
⊓⊔
Example 4 (magnetic bundles). Consider again the case of the magnetic translations for
a periodic magnetic 2-form b ∈ Ω2(X), E being a complex line bundle with curvature
b (b ∈ H2(X,Z)). Hence we have c1(E) = [b] for the Chern class (up to factors
of 2pi, depending on the convention). Since b is periodic we may restrict it to a form
bM ∈ Ω2(M) on the quotient. The existence of the lifted action, i.e. the fact that
E can be written as a pull-back E = pi∗E′, corresponds to the integrality of bM from
c1(E
′) = [bM ] ∈ H2(M,Z). TensoringE′ with the flat line bundle Fχ does not change
the Chern class (up to torsion). In particular, in dimension 2 the integrality of bM is
equivalent to the integrality of the flux, and E′ is trivial only for zero flux.
Next we want to decompose the Hilbert space L2(E) of square- integrable sections
of E into a direct integral over the character space Γˆ . On Γˆ we use the Haar measure.
From the theory of representations of locally compact groups we need the following
character relations for abelian discrete Γ , i.e. for abelian, compact Γˆ (see e.g. Rudin,
1962, §1.5):
Lemma 2 (character relations). For γ ∈ Γ∫
Γˆ
χ(γ) dχ =
{
1, γ = e,
0, γ 6= e. (8)
For χ, χ′ ∈ Γˆ ∑
γ∈Γ
χ¯(γ)χ′(γ) = δ(χ− χ′) (9)
in distributional sense, i.e. for f ∈ C(Γˆ )∑
γ∈Γ
∫
Γˆ
χ¯(γ)χ′(γ)f(χ) dχ = f(χ′).
We define for every character χ ∈ Γˆ a mapping Φχ : C∞c (E) ∋ s 7→ s˜χ ∈ C∞(E)
by
s˜χ(x) :=
∑
γ∈Γ
χ(γ)γ∗s(γ
−1x). (10)
Since
s˜χ(γ
′x) =
∑
γ∈Γ
χ(γ)γ∗s(γ
−1γ′x)
=
∑
γ∈Γ
χ(γ′γ′−1γ)(γ′γ′−1γ)∗s
(
(γ′−1γ)−1x
)
= χ(γ′)γ′∗s˜χ(x)
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we have
s˜χ ∈ C∞(E)Γ,χ = {r ∈ C∞(E) | ∀γ∈ΓTγr = χ(γ)r}
which defines a section sχ ∈ C∞(Eχ).
Let D be a fundamental domain for the Γ -action, i.e. an open subset of X such that⋃
γ∈Γ γD = X up to a set of measure 0 and γD ∩D = ∅ for γ 6= e. Then∫
Γˆ
‖sχ‖2L2(Eχ)dχ =
∫
Γˆ
∫
D
|s˜χ(x)|2dx dχ
=
∫
D
∫
Γˆ
∑
γ1,γ2∈Γ
χ(γ−11 γ2)〈γ1∗s(γ−11 x) | γ2∗s(γ−12 x)〉Edχ dx
=
∫
D
∑
γ∈Γ
|s(γ−1x)|2dx
= ‖s‖2L2(E).
On the one hand, this shows that we can define a measurable structure on
∏
χ∈Γˆ L
2(Eχ)
by choosing a sequence in C∞c (E) which is total in L2(E). On the other hand, we can
see that the direct integral
∫ ⊕
Γˆ L
2(Eχ) dχ is isomorphic to L2(E) via the isometry Φ,
whose inverse is given by
Φ∗ : (sχ)χ∈Γˆ 7→
∫
Γˆ
s˜χ(x) dχ,
as is easily seen from the character relations (8) and (9).
This shows
Lemma 3 (direct integral). The mapping defined by (10) can be extended continuously
to a unitary
Φ : L2(E)→
∫ ⊕
Γˆ
L2(Eχ) dχ. (11)
For the direct integral of Hilbert spaces H =
∫ ⊕
Γˆ Hχdχ the set of decomposable
bounded operators L∞(Γˆ ,L(H)) is given by the commutant (L∞(Γˆ ,C))′ in L(H).
Since commutants are weakly closed and C(Γˆ ,C) is weakly dense in L∞(Γˆ ,C) one
has (L∞(Γˆ ,C))′ = (C(Γˆ ,C))′. Therefore, in order to determine the decomposable
operators one has to determine the action of C(Γˆ ) on L2(E). This is easily done using
the explicit form of Φ:
Proposition 1 (C(Γˆ )- action). f ∈ C(Γˆ ) acts on s ∈ C∞c (E) by
Mfs := Φ
∗fΦs, (12)
and one has
(Mfs)(x) =
∑
γ∈Γ
fˆ(γ−1)Tγs(x), where (13)
fˆ(γ) :=
∫
Γˆ
f(χ)χ¯(γ) dχ (14)
is the Fourier transform of f . Mf is a bounded operator with norm ‖f‖∞.
10 Michael J. Gruber
Proof. For x ∈ X one has:
(Mfs)(x) = (Φ
∗fΦs)(x)
=
∫
Γˆ
(fΦs)χ(x) dχ
=
∫
Γˆ
f(χ)
∑
γ∈Γ
χ(γ)γ∗s(γ
−1x) dχ
=
∑
γ∈Γ
fˆ(γ−1)γ∗s(γ
−1x)
Since f is a multiplication operator in each fiber it has fiber-wise norm ‖f‖∞, and so
have f and Mf = Φ∗fΦ. ⊓⊔
Corollary 1 (decomposable operators). Conjugation by Φ defines an isomorphism be-
tween decomposable bounded operators on
∫ ⊕
Γˆ
L2(Eχ) dχ and Γ -periodic bounded
operators on L2(E).
Proof.
“⇒” A decomposable operator commutes with the C(Γˆ )-action, especially with fγ ∈
C(Γˆ ) which is defined by
fˆγ(γ
′) :=
{
1, if γ = γ′,
0 else.
By (13) commuting with fγ is equivalent to commuting with γ.
“⇐” To commute with the Γ -action means to commute with all fγ for γ ∈ Γ . Because
of
fγ(χ) = χ(γ)
the fγ are just the characters ̂ˆΓ of the compact group Γˆ , and by the Peter-Weyl the-
orem (or simpler: by the Stone-Weierstraß theorem) they are dense in C(Γˆ ). Since
the operator norm of Mf and the supremum norm of f coincide the commutation
relation follows for all f ∈ C(Γˆ ) by continuity.
⊓⊔
An unbounded operator is decomposable if and only if its (bounded) resolvent is
decomposable. For a periodic symmetric elliptic operator D we have a domain of def-
inition D(D) = C∞c (X) on which D is essentially self-adjoint. This domain is invari-
ant for D as well as for the Γ -action, and one has [D, γ] = 0 for all γ ∈ Γ . Thus all
bounded functions of D commute with the Γ -action, and one has:
Theorem 4 (decomposition of periodic operators). The closure D¯ of every periodic
symmetric elliptic operator D is decomposable with respect to the direct integral of
Hilbert spaces
∫ ⊕
Γˆ L
2(Eχ) dχ. A core for the domain of D¯χ is given by C∞(Eχ), and
the action of Dχ on C∞(Eχ) ≃ C∞(E)Γ,χ is just the action of D as differential
operator on C∞(E)Γ,χ. We have D¯χ = Dχ, where
Dχ := D|C∞(E)Γ,χ (15)
and the closures are to be taken as operators in L2(Eχ).
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Proof. Given the remark above we have shown the decomposability already.
C∞c (X) is a core for D¯, its image under Φχ is contained in C∞(E)Γ,χ and is a core
for D¯χ, since Φ is an isometry. On this domain (10) gives the action of D¯χ as asserted in
the theorem. Since Dχ is a symmetric elliptic operator on the compact manifoldM it is
essentially self-adjoint. D¯χ is a fiber of D¯ (which is self-adjoint by, e.g., Atiyah, 1976)
and therefore self-adjoint, thus both define the same unique self-adjoint extension Dχ
of Dχ. ⊓⊔
In passing we harvest a corollary which we will not use in the sequel, but which is
well known in the Euclidean setting:
Corollary 2 (reverse Bloch property). Every symmetric elliptic abelian periodic op-
erator has the reverse Bloch property, i.e. to every λ ∈ spec D¯ there is a bounded
generalized eigensection s ∈ C∞(E) with Ds = λs.
Proof. If λ ∈ spec D¯ then, by the general theory for direct integrals,
{χ ∈ Γˆ | (λ− ε, λ+ ε) ∩ spec D¯χ 6= ∅}
has positive measure for every ε > 0. The fibers D¯χ are elliptic operators on a compact
manifold and thus have discrete spectrum; the eigenvalues depend continuously on χ
(even piece-wise real- analytically; see below). We choose a sequence (χn)n∈N with
(λ − 1/n, λ+ 1/n) ∩ spec D¯χn 6= ∅, so that there is an accumulation point χ∞ (Γˆ is
compact), and λ ∈ spec D¯χ∞ due to continuity.
Since spec D¯χ∞ is discrete λ is an eigenvalue of D¯χ∞ . The lift of an eigensection
(which is smooth due to ellipticity) lies in C∞(E)Γ,χ and therefore is bounded. Fur-
thermore the lift satisfies the same eigenvalue equation because of (15). ⊓⊔
3. Commutative Bloch theory from a non-commutative point of view
By Gelfand’s representation theorem every commutativeC∗-algebraA is isomorphic to
C∞(X), the continuous functions vanishing at infinity of a topological Hausdorff space
X , where X is the spectrum Â of A, i.e. the set of equivalence classes of irreducible
unitary representations (see e.g. Murphy, 1990); theC∗-norm is given by the supremum
norm, the involution by point-wise complex conjugation. Hilbert A-modules are given
by the sectionsC∞(H) of a continuous field of Hilbert spaces overX , finitely generated
projective A-modules are given by the sections C∞(E) of a vector bundle E over X
(Swan, 1962). In this section we describe the corresponding structures in the case of
periodic elliptic differential operators, so that we can find a formulation of Bloch theory
that avoids using the points of the space Γˆ and relies solely on the algebraic structures
with respect to C(Γˆ ).
In Proposition 1 we already determined the action of C(Γˆ ) on L2(E). Now we use
the scalar product that is given in each fiber by the direct integral to define a C(Γˆ )-
values scalar product:
Definition and proposition 5 (pre-Hilbert C(Γˆ )- module) For s1, s2 ∈ C∞c (E) we
define by
〈s1|s2〉 (χ) := 〈(Φs1)χ|(Φs2)χ〉L2(Eχ) (16)
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a C(Γˆ )-valued scalar product that makes Cc(E) into a pre-Hilbert C∗-module over
C(Γˆ ); it is a submodule of the C(Γˆ )-module L2(E).
Proof. Cc(E) is obviously a C(Γˆ )-submodule of L2(E). Furthermore, by definition
the scalar product is
〈s1|s2〉 (χ) = 〈(Φs1)χ|(Φs2)χ〉L2(Eχ)
=
∑
γ,γ′∈Γ
χ¯(γ)χ(γ′)
∫
D
〈
γ∗s1(γ
−1x)
∣∣γ′∗s2(γ′−1x)〉Ex dx
=
∑
γ,γ′∈Γ
χ(γ−1γ′)
∫
γ−1D
〈
s1(y)
∣∣γ−1∗ γ′∗s2(γ′−1γy)〉Ey dy
=
∑
γ,γ′′∈Γ
χ(γ′′)
∫
γ−1D
〈
s1(y)
∣∣γ′′∗ s2(γ′′−1y)〉Ey dy
=
∑
γ′′∈Γ
χ(γ′′)
∫
X
〈
s1(y)
∣∣γ′′∗ s2(γ′′−1y)〉Ey dy
=
∑
γ′′∈Γ
χ(γ′′) 〈s1|Tγ′′s2〉L2(E)
(17)
and therefore continuous in χ, since the last sum in (17) is finite. The *-property is
immediately clear, the C(Γˆ )-linearity of the scalar product follows from
〈s1|Mfs2〉 (χ) = 〈(Φs1)χ|(ΦΦ∗fΦs2)χ〉L2(Eχ)
= 〈(Φs1)χ|(fΦs2)χ〉L2(Eχ)
= 〈(Φs1)χ|f(χ)(Φs2)χ〉L2(Eχ)
= 〈(Φs1)χ|(Φs2)χ〉L2(Eχ) f(χ)
= 〈s1|Mfs2〉 (χ)f(χ).
⊓⊔
(17) is the Fourier transform of the map γ 7→ 〈s1|Tγs2〉 and will lead us on the right
track for the construction of a suitable Hilbert C∗-module in the non- commutative
example of gauge-periodic elliptic operators (see Lemma 8).
In appendix B we describe how – for arbitrary (i.e. non- commutative) C∗-algebras
– a C∗-valued scalar product on aA- module together with the C∗-norm onA defines a
Banach norm on the A-module. The C∗-norm on C(Γˆ ) is the supremum norm, so that
in this case the Banach norm ‖ · ‖′E on E ′ := Cc(E) ∋ s is given by
‖s‖E′ := sup
χ∈Γˆ
〈s|s〉 (χ).
We can take the closure E ′ with respect to this norm, and hence make E ′ into a C∗-
module over Γˆ :
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Definition and proposition 6 (Hilbert C(Γˆ )-module and GNS representation) We
denote the closure of Cc(E) as Hilbert C(Γˆ )-module by E . E is a submodule of the
C(Γˆ )-module L2(E). The Haar measure on Γˆ defines a faithful trace τ on C(Γˆ ), and
the corresponding GNS representation piτ (see appendix B) of E is just the original
C(Γˆ )-action on L2(E).
Proof. Since
‖ 〈s1|s2〉E ‖L∞(Γˆ ) ≥ ‖ 〈s1|s2〉E ‖L1(Γˆ ) ≥ | 〈s1|s2〉L2(E) |,
the closure of Cc(E) in the E-norm is a subspace of L2(E), and by definition a C(Γˆ )-
module.
The integral with respect to a measure defines a trace. Since Γˆ is compact (Γ is
discrete) it has finite volume with respect to Haar measure, so that the trace is finite,
and all f ∈ C(Γˆ ) ⊂ L1(Γˆ ) are trace class. Since Γˆ has no open subsets of Haar
measure zero the trace is faithful. We can compute the scalar product that is defined by
τ for s1, s2 ∈ E as follows:
〈s1|s2〉τ
def
= τ 〈s1|s2〉E
(17)
=
∫
Γˆ
∑
γ∈Γ
χ(γ) 〈s1|Tγs2〉L2(E) dχ
(8)
= 〈s1|s2〉L2(E)
Since E ⊃ Cc(E) is dense in L2(E) with respect to the L2-norm and therefore with re-
spect to the norm generated by τ , the GNS representation space for τ is L2(E). Hence,
the module structures coincide. ⊓⊔
Proposition 2 (continuous field of Hilbert spaces over Γˆ ). The continuous field of
Hilbert spaces over Γˆ that corresponds to E (see appendix A) has the fiber L2(Eχ)
over χ, the continuity structure is defined by E .
Proof. We get the fiber at χ as GNS representation space of the state piχ : C(Γˆ ) ∋ f 7→
f(χ). For the continuity structure see A. ⊓⊔
To sum up: We have replaced the decomposition of L2(E) into a direct integral of
Hilbert spaces over the space Γˆ by a Hilbert C∗-module over the C∗-algebra C(Γˆ ),
endowed with a faithful trace whose GNS representation gives us back the original
Hilbert space L2(E). In Proposition 1 we determined the C(Γˆ )-action and noticed
that decomposable bounded operators with respect to the direct integral are just the
ones commuting with this action (the periodic operators). This, decomposable operators
are just the module maps on the C(Γˆ )-module L2(E). This includes especially the
images (under the GNS representation) of module maps on E . To conclude this section
we cite a special case of Theorem 11 from Section 5 that shows that periodic elliptic
differential operators define indeed regular unbounded module maps (see e.g. Lance,
1995, chapter 9 for these notions) on E , so that the resolvent of such operators belongs
to the image of the GNS representation.
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Theorem 5 (decomposition of periodic operators). Let D be a periodic symmetric
elliptic differential operator. Then D defines a regular operator DE with domain of
definitionD(DE ) = C∞c (E) in E . For λ ∈ R we have
piτ
(
(λ1E +DE)
−1
)
= (λ1L2(E) + D¯)
−1. (18)
4. Non-commutative Bloch theory
Motivated by the non-commutative insight gained in the previous section, we will now
define a general class of abstract elliptic operators that allows for a non-commutative
version of Bloch theory. This will let us read off spectral properties from properties of
the C∗-algebras that are involved.
Definition 7 (A-elliptic operator). Let A be a unital C∗-algebra, E a Hilbert C∗-
module over A. An unbounded operator D on E is called A-elliptic if
1. D is densely defined,
2. D is regular in the sense thatD has a densely defined adjointD∗ with range ran(1+
D∗D)
dense⊂ E ,
and
3. D has A-compact resolvent1, i.e. (1 +D∗D)−1 ∈ KA(E).
Hilbert modules are understood to be Hilbert right modules, as described in appendix
B. Hilbert spaces are Hilbert C-modules, therefore our scalar products are complex
linear in the second entry and complex anti-linear in the first entry, corresponding to the
convention in Mathematical Physics.
Remark 4 (module und Hilbert space operators). Given a normalized faithful trace τ on
A we can define, as described in appendix B, a Hilbert space scalar product on E by
〈e1|e2〉τ := τ(〈e1|e2〉E)
for e1, e2 ∈ E . Let Hτ be the completion of E with respect to 〈·|·〉τ , i.e. the corre-
sponding GNS representation space. We write 〈·|·〉Hτ for 〈·|·〉τ . LA(E) is represented
faithfully onHτ . Thus the spectrum of an element a of theC∗-algebraLA(E) coincides
(as a set) with the spectrum of the operator piτ (a) on the Hilbert space Hτ :
Lemma 4 (spectrum of module and Hilbert space operators). If a ∈ LA(E) then
spec a = specpiτ (a).
In the sequel we will identify E resp. LA(E) with the images in Hτ resp. L(Hτ ).
Definition and proposition 8 (trτ -trace) On theA-finite operators2 FA(E) we define
a faithful trace by
trτ (pi
E
x,y) = τ (〈y|x〉E) , (19)
1 We will explain this name in the proof of Lemma 7.
2
FA(E) = span{π
E
x,y | x, y ∈ E} with
πEx,y(z) = x 〈y|z〉E for z ∈ E,
so that KA(E) = FA(E).
Non-commutative Bloch Theory 15
the trace associated to τ in the GNS representation. We denote the corresponding trace
class ideal in LA(E) by L1A(E , trτ ).
Proof. For the generators of FA(E) one can easily show the relations(
piEx,y
)∗
= piEy,x, pi
E
xa,y = pi
E
x,ya∗ ,
T piEx,y = pi
E
Tx,y, pi
E
x,yT = pi
E
x,T∗y
for x, y ∈ E , a ∈ A, T ∈ LA(E). Thus, from the trace property of τ we have
trτ
(
(piEx,y)
∗
)
= τ (〈x|y〉E)
= (trτ pi
E
x,y)
∗,
trτ (Tpi
E
x,y) = τ (〈y|Tx〉E)
= τ (〈T ∗y|x〉E)
= trτ (pi
E
x,yT ).
For all z, t ∈ E we have
trτ (pi
E
x,ypi
E
z,t) = trτ
(
piEx〈y|z〉
E
,t
)
= τ
(〈t|x 〈y|z〉E〉E)
= τ
(〈
t
∣∣piEx,y(z)〉E)
so that trE is faithful: Set t = piEx,y(z), and note that τ is a faithful trace onA. ⊓⊔
Remark 5 (tr piHτx,y versus trτ piEx,y). By Definition 8 we have
trτ pi
E
x,y = τ (〈y|x〉E) = 〈y|x〉Hτ = tr piHτx,y
with the usual canonical Hilbert space trace tr and the usual rank 1 operators
piHτx,y : Hτ ∋ z 7→ x 〈y|z〉Hτ ∈ Hτ
on the Hilbert space Hτ . However, piEx,y and piHτx,y are different operators:
piEx,y(z) = x 〈y|z〉E
whereas
piHτx,y(z) = x 〈y|z〉Hτ
= xτ (〈y|z〉E) .
Thus, in general trτ and tr are indeed different traces.
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Remark 6 (tr piEx,y versus trτ piEx,y). Let (en)n∈N be an orthonormal base3 of Hτ . Then
trτ pi
E
x,y = trpi
Hτ
x,y
=
∑
n∈N
〈
en
∣∣piHτx,y(en)〉Hτ
=
∑
n∈N
〈
en
∣∣x〈y|en〉Hτ 〉Hτ
=
∑
n∈N
〈en|x〉Hτ 〈y|en〉Hτ
=
∑
n∈N
τ (〈en|x〉E) τ (〈y|en〉E) ,
trpiEx,y =
∑
n∈N
〈
en
∣∣piEx,y(en)〉Hτ
=
∑
n∈N
〈en|x〈y|en〉E〉Hτ
=
∑
n∈N
τ
(〈en|x〈y|en〉E〉E)
=
∑
n∈N
τ (〈en|x〉E 〈y|en〉E) .
So, tr piHτx,y and tr piEx,y coincide if τ is multiplicative. But in this case τ , being a multi-
plicative faithful trace, is a *- isomorphism A → C already, so that we just reproduce
the Hilbert space trace.
In general tr will be larger than trτ because
trpiEem,em =
∑
n∈N
τ (〈en|em〉E 〈em|en〉E)
=
∑
n∈N
τ
(〈em|en〉∗E 〈em|en〉E)
≥ τ (〈em|em〉∗E 〈em|em〉E)
≥ (τ(〈em|em〉E))2
= ‖em‖2Hτ
= 1
= tr piHτem,em
= trτ pi
E
em,em .
Here we used the Cauchy-Schwarz inequality τ(a∗b) ≤ √τ(a∗a)τ(b∗b) and the fact
that the trace is normalized.
To sum up: The trτ -trace is defined only on the image of the adjointable module
operators in the GNS representation, and on these it is in general smaller than the Hilbert
3 To simplify matters we assume en ∈ E for all n ∈ N. Since E is dense in Hτ this can always be
achieved.
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space trace, so that the corresponding trace class ideal is larger:
piτ
(L1A(E , trτ )) ⊃ piτ (LA(E)) ∩ L1(Hτ , tr)
Remark 7 (trτ for standard Hilbert modules). If E is a standard A-module H ⊗ A
(tensor product of Hilbert modules) with a Hilbert spaceH then the GNS representation
space Hτ of E is given by Hτ = H ⊗ hτ (tensor product of Hilbert spaces), where hτ
is the GNS representation space of A. Therefore we have for the elementary tensors
x⊗ a, y ⊗ b ∈ E
〈y ⊗ b|x⊗ a〉E = 〈y|x〉H b∗a,
piHτx⊗a,y⊗b = pi
H
x,y ⊗ pihτa,b,
piEx⊗a,y⊗b = pi
H
x,y ⊗ piAa,b
= piHx,y ⊗ ab∗.
With the standard traces trH , trhτ on the Hilbert spaces H,hτ we get
tr piHτx⊗a,y⊗b = trτ pi
E
x⊗a,y⊗b
= 〈y|x〉H τ(b∗a)
= trH
(
piHx,y
)
trhτ
(
pihτa,b
)
.
Thus we arrive at
tr = trH ⊗ trhτ ,
trτ = trH ⊗ τ .
Lemma 5 (tr for trτ -trace class). Let E = H ⊗ A be as above. If A is infinite di-
mensional with a unitary orthonormal basis for hτ , then 0 is the only trτ -trace class
operator with finite standard trace. In particular: All HilbertA-submodules are infinite
dimensional vector spaces.
Proof. Let (xn)n∈N be an orthonormal basis of hτ , consisting of unitary elements of
A. Then
trhτ pi
A
a,b =
∑
n∈N
〈xn|ab∗xn〉hτ
=
∑
n∈N
τ(x∗nab
∗xn)
=
∑
n∈N
τ(ab∗).
⊓⊔
Lemma 6 (non-existence of finite dimensional modules). If A is infinite dimensional
with a unitary orthonormal basis for hτ then every projective A-module is an infinite
dimensional vector space.
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Proof. If E is a projective Hilbert A-module then E is a direct summand of a free
module H ⊗A for a suitable Hilbert space H , and we can apply Lemma 5. ⊓⊔
Lemma 7 (spectral projections). Let D be a self-adjoint A-elliptic operator and let
λ1, λ2 ∈ R \ specD, λ1 ≤ λ2. Then the corresponding spectral projection4 P[λ1,λ2] on
the interval [λ1, λ2] is A-compact. If e−tD2 ∈ L1A(E , trτ ) for t > 0 then the spectral
projections are trτ -trace class.
Proof.
Reduction to D ≥ 0 If specD = R there is nothing to prove. So, let λ0 ∈ R \ specD.
We show that we can assume D ≥ 0 for the proof of A- compactness: Let
D′ := f(D) with
f(x) := x− λ0 for x ∈ R.
Then 0 /∈ specD′. We set g(x) := (1 + x2)−1 so that
(1 +D′2)−1 = g ◦ f(D)
= g(D)b(D) with
b(x) =
g ◦ f(x)
g(x)
=
1 + (x− λ0)2
1 + x2
.
Since b is continuous and bounded b(D) ∈ LA(E). If D is A-elliptic, i.e. g(D) ∈
KA(E), then we get g(D)b(D) ∈ KA(E), i.e. D′ is A-elliptic. Denote the spectral
projections of D′ with P ′. Then obviously P ′(λ) = P (λ+λ0), so that it suffices to
test P ′ for A-compactness.
Finally we set D′′ := |D′|. ThenD′′ isA-elliptic by definition, positive by construc-
tion, and strictly positive because 0 /∈ specD′. If we denote the spectral projections
of D′′ by P ′′ then
P ′′(λ) = 1(−∞,λ](D
′′)
=
(
1(−∞,λ] ◦ | · |
)
(D′)
= 1[−λ,λ](D
′)
= P ′[−λ,λ].
Therefore we get for 0 ≤ λ1 ≤ λ2
P ′′(λ1,λ2] = P
′′(λ2)− P ′′(λ1)
= P ′[−λ2,λ2] − P ′[−λ1,λ1]
= P ′[−λ2,−λ1)∪(λ1,λ2]
4 If λ1, λ2 ∈ R \ specD then P[λ1,λ2] = P(λ1,λ2] = P[λ1,λ2).
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By assumption 0 /∈ specD′ and therefore P ′[0,∞), P ′(−∞,0] ∈ LA(E), so that
P ′(λ1,λ2] = P
′′
(λ1,λ2]
P ′[0,∞) inKA(E) and (20)
P ′[−λ2,−λ1) = P
′′
(λ1,λ2]
P ′(−∞,0] ∈ KA(E), (21)
if P ′′(λ1,λ2] ∈ KA(E). If λ1 ≤ 0 ≤ λ2 we write
P ′[λ1,λ2] = P
′
[λ1,0)
+ P ′(0,λ2]
and apply equation (20) and (21). Hence it suffices to test P ′′ forA-compactness.
A-compactness We show that every spectral projectionP[λ1,λ2] for λ1, λ2 ∈ R\specD
can be produce by continuous functional calculus from S := (1 + D2)−1, so that
it belongs to KA(E). For this we note that S−1 = D2 + 1 is densely defined (D
is regular), self-adjoint and bounded below by 1. Thus √S−1 − 1 exists, is positive
and self-adjoint. By the spectral mapping theorem we have
z ∈ spec
√
S−1 − 1⇔ (z2 + 1)−1 ∈ specS
⇔ z ∈ specD.
Therefore, the operator
Rz :=
(
z −
√
S−1 − 1
)−1
.
exists for all z in the resolvent set of D. Since the function
λ 7→
(
z −
√
λ−1 − 1
)−1
is continuous and bounded on every closed set not containing (z2+1)−1,Rz belongs
to the C∗-algebra generated by S for every z ∈ C \ specD and therefore belongs to
KA(E), i.e. it is A-compact. Since
P[λ1,λ2] =
1
2piı
∮
c
Rz dz
for a suitable closed path c in C \ specD with winding number 1 fulfilling c ∩R =
{λ1, λ2}, P[λ1,λ2] belongs to the C∗-algebra generated by all Rz .
trace class property Let e−tD2 be trτ -trace class5. Since
P[λ1,λ2] =
∫ λ2
λ1
dP (λ)
≤ et(λ2−λ1)2
∫ λ2
λ1
e−t(λ−λ1)
2
dP (λ)
≤ et(λ2−λ1)2
∫
R
e−t(λ−λ1)
2
dP (λ)
= et(λ2−λ1)
2
e−tD
∗D
the spectral projections inherit the trace class property from e−tD2 .
⊓⊔
5 We don’t assume positivity of D any more.
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If λ is an isolated eigenvalue then for sufficiently small ε > 0 Pλ := P[λ−ε,λ+ε] is
the projection on the eigenspace of λ, independent of ε. So Pλ fulfills the hypotheses
of Lemma 7, and we can determine the dimension of the eigenspace:
Theorem 6 (isolated eigenvalue). If λ is an isolated eigenvalue of a self-adjoint A-
elliptic operator D then the corresponding eigenspace Eλ is an (algebraically) finitely
generated projective Hilbert A- module, and the projection Pλ is A-finite. If e−tD2 is
trτ -trace class then so is Pλ, i.e. Eλ has finite τ -dimension trτ Pλ.
If E ,A fulfill the hypotheses of Lemma 6 thenEλ has infinite Hilbert dimension trPλ
for every isolated eigenvalue λ of D. In particular: D has essential spectrum only.
Proof. Pλ is the spectral projection of a self-adjoint operator and therefore self-adjoint,
and A-compact by Lemma 7. Thus the eigenspace Eλ is the image of a closed ad-
jointable projection Pλ and therefore a closed complementable A- module. Since the
projection Pλ|Eλ = 1 is A-compact Eλ is algebraically finitely generated and projec-
tive, because algebraically finitely generatedA-modules E are just the ones with unital
KA(E) and automatically projective (see e.g. Wegge-Olsen, 1993, Theorem 15.4.2 and
Corollary 15.4.8).
If e−tD2 ∈ L1A(E , trτ ) then so is Pλ by Lemma 7, and under the same hypotheses
we can apply Lemma 6. ⊓⊔
The main idea of the following proof goes back to Sunada (1992):
Theorem 7 (band structure). Assume that KA(E) has the Kadison property with re-
spect to trτ (see Definition 3). Then the spectrum of every self-adjoint A-elliptic oper-
ator D with e−tD2 ∈ L1A(E , trτ ) has band structure.
Proof. Let a = λ0 < . . . < λn = b ∈ R \ specD, so that P[λi,λi+1] 6= 0 for
0 ≤ i ≤ n− 1, i.e. specD has at least n components in [a, b]. Then
P[a,b] =
n−1∑
i=0
P[λi,λi+1]
and therefore
trτ P[a,b] =
n−1∑
i=0
trτ P[λi,λi+1]
≥ ncK .
⇔ n ≤ 1
cK
trτ P[a,b],
since all projections occurring in this sum are trτ -trace class by Lemma 7. ⊓⊔
If cK = 0 then we cannot apply Theorem 7. Instead, spectra with the structure of a
Cantor set seem possible. Examples show that the opening of gaps which are allowed
depends heavily on the specific structure of the operator and cannot easily be controlled
globally. To get generic results we therefore have to make sure that not only cK = 0 , but
also that the trace can be arbitrarily small on “many” projections. This is accomplished
by the following theorem by Choi and Elliott (1990):
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Theorem 8 (Cantor spectrum). LetA be aC∗-algebra with a faithful state Φ. Assume
that every self-adjoint element can be approximated arbitrarily well by an element with
finite spectrum on whose minimal spectral projections Φ is arbitrarily small. Then the
self-adjoint elements with Cantor spectrum are dense in all self-adjoint elements.
In particular, the algebras in Theorem 8 have real rank zero, i.e. the invertible self-
adjoint elements are dense in all self-adjoint ones:
Definition and proposition 9 (real rank) LetA be a unitalC∗-algebra. The real rank
of A is defined by
RR(A) = min{m ∈ N0 | ∀n ≥ m+ 1 : RRn(A)}, where
RRn(A) =
〈
∀x ∈ Ansa : ∀ε > 0 : ∃y ∈ Ansa :
n∑
k=1
y2k ∈ A× ∧
∥∥∥∥∥
n∑
k=1
(yk − xk)2
∥∥∥∥∥ < ε
〉
For all n ∈ N0 we have RRn(A)⇒ RRn+1(A). The following conditions are equiva-
lent:
1. RR(A) = 0
2. A×sa ⊂ Asa dense
3. The self-adjoint elements with finite spectrum are dense in Asa.
We sayA has real rank 0 with infinitesimal state (RRI0) if A fulfills the assumptions of
Theorem 8.
For the convenience of the reader we include a proof of these equivalences which are
well known in the C∗-community.
Proof.
RRn(A)⇒ RRn+1(A): Let x ∈ An+1sa and x˜ := (x1, . . . , xn) ∈ Ansa. By assump-
tion there is y˜ ∈ Ansa such that
n∑
k=1
y˜2k ∈ A× ∧
∥∥∥∥∥
n∑
k=1
(y˜k − xk)2
∥∥∥∥∥ < ε.
For all k = 1, . . . , n + 1 we have x2k ≥ 0, and
∑n
k=1 y˜
2
k > 0. We set y :=
(y˜1, . . . , y˜n, xn+1). Then
n+1∑
k=1
y2k ≥
n∑
k=1
y2k =
n∑
k=1
y˜2k > 0
⇒
n+1∑
k=1
y2k ∈ A×
and finally∥∥∥∥∥
n+1∑
k=1
(yk − xk)2
∥∥∥∥∥ =
∥∥∥∥∥
n∑
k=1
(y˜k − xk)2
∥∥∥∥∥ < ε
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1 ⇒ 2 by definition.
2 ⇒ 1 because RR0(A)⇒ RRn+1(A) for all n ∈ N0.
3 ⇒ 2: Let x ∈ Asa, ε > 0. Then there is y ∈ Asa with finite spectrum so that
‖x− y‖ < ε/2. If y is invertible then there is nothing to prove, otherwise we choose
δ > 0 so that spec y ∩Bδ(0) = {0}. Then y˜ := y + 12 min{δ, ε}1 is invertible, and
‖y˜ − x‖ ≤ ‖y − x‖+ ε/2 < ε.
2 ⇒ 3: Let x ∈ Asa. We show first that we can approximatex by a self-adjoint element
with finitely many gaps. For this we choose a sequence (si)i∈N of pair-wise distinct
real numbers that are dense in the interval [−‖x‖, ‖x‖]. We set x1 := x and choose
inductively yn ∈ A×sa such that
‖(xn − sn1)− yn‖ < 2−nmin{ε, ε1, . . . , εn−1}, where
εi = dist{0, spec yi} > 0,
since yi is invertible, and we define
xn+1 : = yn + sn1.
Then, by construction
‖xn+1 − xn‖ < 2−nmin{ε, ε1, . . . , εn−1}
⇒ ‖xn+1 − x‖ ≤
n∑
i=1
‖xi+1 − xi‖
<
n∑
i=1
2−imin{ε, ε1, . . . , εi−1}
≤ min{ε, ε1, . . . , εn−1}.
s˜1+s˜2
2
s˜2+s˜3
2
s˜3+s˜4
2
s˜1 s˜2 s˜3 s˜4
Fig. 2. A possible choice for the function fn.
Furthermore specxn+1 = sn+spec yn so that Bεn(sn) is in the resolvent set of xn.
The rate of approximation is chosen just so that these gaps remain open (although
possibly become smaller) in every step. Now we construct an approximation with
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finite spectrum for each xn+1. For this we arrange, for fixed n, the si, 1 ≤ i ≤ n into
increasing order, say s˜1 < . . . < s˜n, and set δn := max{s˜i+1 − s˜i | 1 ≤ i < n}.
We define a continuous monotonically increasing function fn by
fn(λ) :=
{
s˜i+1+s˜i
2 , if λ ∈ (s˜i, s˜i+1) ∩ specxn+1,
cont. m. i. else,
such that zn+1 := fn(xn+1) ∈ Asa (see figure 2). fn compresses the spectrum
between two gaps into one point. The spectral projections
pi = P[s˜i,s˜i+1](xn+1), 0 ≤ i ≤ n, where
s˜0 = −‖xn+1‖ − 1,
s˜n+1 = ‖xn+1‖+ 1,
belong to intervals with endpoints in the resolvent set so that they are inA. Therefore
zn+1 =
n∑
i=0
s˜i + s˜i+1
2
pi.
Thus spec zn+1 ⊂
{
s˜i+s˜i+1
2 | 0 ≤ i ≤ n
}
, and with the spectral family P (λ) of
xn+1 we get
‖zn+1 − xn+1‖ ≤
∫
|λ− fn(λ)| dP (λ)
≤ 2δn‖xn+1‖
⇒ ‖zn+1 − x‖ ≤ 2δn‖xn+1‖+ ε.
Since δn → 0 for n→ ∞ and ‖xn+1‖ is bounded, we can make the approximation
arbitrarily good.
⊓⊔
Remark 8 (Kadison property and RRI0).
1. Kadison property and property RRI0 are mutually exclusive since the first forbids
existence of projections with arbitrarily small trace whereas the latter requires this.
2. C∗-algebras A with RRI0 can contain operators with band structure: If A is the
irrational rotation algebra (see below) then A has RRI0 by Theorem 9. But A con-
tains a subalgebra isomorphic to C(S1), consisting of operators with band spectrum
only.
3. On the other hand, a C∗-algebra A with the Kadison property cannot contain self-
adjoint elements with Cantor spectrum: If x ∈ Asa has Cantor spectrum then every
point in specx is an accumulation point of specx and R \ specx, so that x has no
band spectrum in contradiction to Theorem 7.
4. If A1 has the Kadison property andA2 has property RRI0 then A := A1 ⊕A2 has
neither of these properties.
Remark 9 (real rank and dimension).
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1. If A is commutative so that A = C(X) for a topological space X then RR(A) =
dimX with the usual definition of dimension.
2. Therefore, C∗-algebras with real rank 0 are (non-commutative) zero-dimensional
spaces. This includes finite discrete spaces. However, the additional trace condi-
tion in Theorem 8 excludes finite spaces: By the Riesz-Kakutani theorem every
state on C(X) is given by an integral with respect to a normalized measure µ, i.e.
Φ(f) =
∫
f dµ and µ(X) = 1. Such states are faithful if and only if every open
set has strictly positive measure. The trace condition requires that X has connected
components with arbitrary small measure.
3. Every W ∗-algebra has real rank 0, since the measurable functional calculus (as op-
posed to the continuous) allows to ‘cut out’ points from the spectrum arbitrarily
close.
4. Property RR0 is preserved under inductive limits, in particularA⊗K has real rank
0 if RR(A) = 0.
Example 5 (rotation algebra). The rotation algebra Aθ is the C∗-algebra generated by
two unitaries U, V and the relation
V U = e2piıθUV
for a given θ ∈ R. It also arises as a reduced twisted group C∗-algebra C∗r (Z2, Θ)
for the cocycle Θ given by e2piıθ since H2(Z2, S1) ≃ S1. It carries a canonical trace
defined by
τ(1) = 1, τ(U) = τ(V ) = 0.
The properties of this algebra depend strongly on the nature of θ:
Theorem 9 (properties of the rotation algebra).
1. If θ = p/q with p ∈ Z, q ∈ N co-prime then the Kadison constant of Aθ and of
Aθ ⊗K is 1/q.
2. If θ is irrational then Aθ and Aθ ⊗K (together with the canonical trace) have real
rank 0 with infinitesimal state.
Proof. 1. As is well known, the spectrum of Aθ is T 2, all irreducible representations
piz have dimension q. The canonical trace of a ∈ Aθ is
τ(a) =
1
q
∫
T 2
tr piz(a) dz
with the canonical trace tr onM(q,C). Minimal projections have rank 1 in the fiber,
and so the Kadison constant is 1/q.
2. Aθ has real rank zero by Elliott and Evans (1993). Since Aθ is simple and non-
elementary also we get RRI0 from (Choi and Elliott, 1990, Corollary 8).
⊓⊔
Theorem 10 (Cantor spectrum). Assume the C∗-algebraKA(E) has real rank 0 with
infinitesimal state. Then every self-adjointA-elliptic operator can be approximated ar-
bitrarily close in norm resolvent sense by a self-adjoint operator with Cantor spectrum.
Proof. Lemma 7 and Theorem 8 ⊓⊔
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5. Applications
Discrete models.
Example 6 (generalized Harper operators). Sunada (1994) defines magnetic Schro¨din-
ger Operators on graphs: Let X be a connected locally finite graph, χ a C×-valued
(i.e. non-vanishing complex-valued) map (a weight) on the oriented edges E(X), o, t :
E(X)→ X the origin and termination point mappings. We define a symmetric operator
on l2(X) by
(Hχf)(x) =
∑
e∈E(X)
o(e)=x
χ(e)f(t(e))
for f ∈ l2(X). Two weights χ1, χ2 are called cohomologous if there is a function
s : X → S1 with
χ1(e) = χ2(e)
s(o(e))
s(t(e))
for e ∈ E(X).
Furthermore, let Γ be a group with a properly discontinuous free action on X and
such that the quotient graph is finite (say n points). A weight χ is called gauge-invariant
if γ∗χ is cohomologous to χ for all γ ∈ Γ . Then χ defines a cocycle Θ ∈ Z2(Γ, S1)
such that Hχ commutes with the corresponding twisted right translations (RΘγ f(γ′) =
Θ(γ′, γ)f(γ′γ)). Sunada constructs an injective *-homomorphismus
C∗r (Γ,Θ) ⊗M(n,C)→ End(l2(X)),
whose image contains Hχ. On the other hand,
A⊗M(n,C) = KA(A⊗ Cn)
for the Hilbert A-module A⊗ Cn which is the tensor product of the canonical module
A = C∗r (Γ,Θ) and the Hilbert C-module Cn. As in Theorem 7 Sunada proves band
structure.
All spectral characterizations of this section apply as soon as the correspondingC∗-
algebra C∗r (Γ,Θ)⊗M(n,C) fulfills the corresponding assumptions.
We get the ordinary Harper operator for E(X) = Γ = Z2 and a suitable graph
X with coordination number 4 (square lattice), the hexagonal Harper operator and the
quantum pendulum for graphs with coordination numbers 6 resp. 8. The corresponding
C∗-algebras are rotation algebras, so that we have band structure for rational flux, and
weak genericity of Cantor spectrum for irrational flux.
Continuous models.
Example 7 (gauge-periodic elliptic operators). In this case A will be a twisted group
C∗-algebra (left translations), and the Hilbert module will be a tensor product E =
A⊗H with a Hilbert spaceH such thatKA(E) ≃ A⊗K(H). The operatorD will be a
differential operator which is invariant under a projective representation of a group, such
as Schro¨dinger, Dirac and Pauli operators with periodic magnetic and electric fields.
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The geometric situation we consider is similar to the case of abelian periodic oper-
ators (see Definition 4) from the introductory section. Now we allow the group to be
non-commutative, and we allow the action to be represented projectivly only on the
bundle:
Definition and proposition 10 (gauge-periodic operator) Let X be a smooth orien-
ted Riemannian manifold without boundary, Γ a discrete group acting on X from the
left freely, isometrically, and properly discontinuously. Furthermore, we assume the
action to be cocompact in the sense that the quotient M := X/Γ is compact. This
defines, as in the abelian case, a left action of γ ∈ Γ on smooth functions f ∈ C∞(X)
by
γ∗f(x) := f(γ−1x) (22)
for x ∈ X . As before, this extends to a unitary action on L2(X).
Next, let E be a smooth Hermitian vector bundle over X . Let U be a projective
representation of Γ in the unitary operators U(L2(E)) in the following sense:
∀γ1, γ2 ∈ Γ : ∃Θ(γ1, γ2) ∈ C(X,S1) : Uγ1Uγ2 = Θ(γ1, γ2)Uγ1γ2 . (23)
Assume that U is a (projective) lift of the Γ -action on C∞(X), i.e.
∀ϕ ∈ C∞c (X) : ∀s ∈ L2(E) : ∀γ ∈ Γ : Uγ(ϕs) = (γ∗ϕ)Uγ(s). (24)
Assume that U is smooth, i.e. ∀γ ∈ Γ : Uγ(C∞(E) ∩ L2(E)) ⊂ C∞(E). Then Uγ is
γ-local, i.e.
∀s ∈ C∞(E) : supp(Uγs) ⊂ γ supp s, (25)
and it leaves the domain D(D) = C∞c (E) of any differential operator D on E invari-
ant. We call D gauge-periodic if, on D(D), one has:
∀γ ∈ Γ : [Uγ , D] = 0 (26)
Proof. Let x ∈ X \ supp s. Since supp s is closed there is a neigborhoodO ⊂ X of x
and ϕ ∈ C∞c (X) with ϕ|O = 1, ϕ|supp s = 0. Then (1 − ϕ)s = s and therefore
Uγs = Uγ ((1− ϕ)s)
= (1− γ∗ϕ)Uγs
= 0 on γO.
Since U is smooth also, it leaves C∞c (E) invariant. ⊓⊔
Proposition 3 (cocycle property). Θ fulfills the cocycle property:
∀γ1, γ2, γ3 ∈ Γ : Θ(γ1, γ2)Θ(γ1γ2, γ3) = Θ(γ1, γ2γ3)γ∗1 [Θ(γ2, γ3)] (27)
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Proof. This follows from associativity Uγ1(Uγ2Uγ3) = (Uγ1Uγ2)Uγ3 and the projec-
tivity condition (23):
Uγ1(Uγ2Uγ3) = Uγ1Θ(γ2, γ3)Uγ2γ3
= γ
∗
1 [Θ(γ2, γ3)]Uγ1Uγ2γ3
= Θ(γ1, γ2γ3)γ
∗
1 [Θ(γ2, γ3)]Uγ1γ2γ3
(Uγ1Uγ2)Uγ3 = Θ(γ1, γ2)Uγ1γ2Uγ3
= Θ(γ1, γ2)Θ(γ1γ2, γ3)Uγ1γ2γ3
⊓⊔
Remark 10 (exact cocycle and representation). Θ therefore defines a class in the group
cohomology H2(Γ,C(X,S1)) (see, e.g., Brown, 1994). Exact 2-cocycles have the
form
Θ(γ, γ′) = σ(γ)γ∗[σ(γ′)]σ(γγ′)−1 (28)
with a 1-cocycle σ, so they define a proper representation of Γ by
U˜γ := σ(γ)
−1Uγ , (29)
which also commutes with D if the cocycle is constant in x ∈ X . Without loss of
generality we assume that Θ is normalized, i.e. Θ(e, e) = 1.
Proposition 4 (bundle morphisms). U defines a family u of vector bundle morphisms
on E, uγ : Ex → Eγx. u is a projective lift of the Γ -action from X to E, i.e.
∀γ1γ2 ∈ Γ : uγ1uγ2 = Θ(γ1, γ2)uγ1γ2 (30)
with the same cocycle Θ as for U . u induces U via
(Uγs)(x) := uγs(γ
−1x). (31)
If t is a (proper) lift of the Γ -action from X to E and T the induced action
(Tγs)(x) := tγs(γ
−1x) (32)
on C∞(X) then u and U can be expressed as u = mt and U = MT , where m is a
family of (strict) vector bundle isomorphisms.
Proof. Let v ∈ Ex. We choose s ∈ C∞(E) with s(x) = v and set – a priori depending
on s – usγ(v) := (Uγ(s)) (γx) ∈ Eγx. If ϕ ∈ C∞(x), ϕ(x) = 1, we get
uϕsγ (v) = (γ
∗ϕ)(γx) (Uγ(s)) (γx)
= usγ(v),
(33)
i.e. usγ(v) depends on the value of s at the point x only; hence we omit s in the nota-
tion. The morphism property follows from the corresponding property of Uγ , and from
(uγ)
−1 = uγ−1 .
u induces U by construction.
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If there is a proper lift t then m := ut−1 defines the strict morphism we look for:
E
t−1γ−−−−→ E uγ−−−−→ Ey y y
X
γ−1−−−−→ X γ−−−−→ X
⊓⊔
Remark 11 (lift of the action). If Θ is exact and u˜ the family of vector bundle isomor-
phisms belonging to U˜ by remark 10 then u˜ is a proper lift of the Γ -action from X to
E.
Proposition 5 (properties of the cocycle).
1. ∀γ ∈ Γ : Θ(γ, e) = Θ(e, γ) = 1
2. ∀γ ∈ Γ : Θ(γ, γ−1) = Θ(γ−1, γ)
Proof. Easy consequences of the cocycle property. ⊓⊔
For the case of a bicharacter Θ Bru¨ning and Sunada (1992b, 1996) describe how
to construct a parametrix for elliptic gauge-periodic differential operator by lifting and
translating a parametrix for a fundamental domain. The same construction works for
the slightly more general case of a 2-cocycle.
From this one concludes as in the cited work:
Theorem 11 (self-adjointness). Every symmetric elliptic gauge-periodic differential
operator is essentially self-adjoint on C∞c (E).
Similarly, a trivial extension of Bru¨ning and Sunada (1992b, 1996) shows how to
construct the heat kernel:
Theorem 12 (heat kernel). Let D be a symmetric elliptic gauge-periodic differential
operator, bounded below, of order p > d = dimX . Then e−tD has, for t > 0, a smooth
integral kernel Kt(x, y) ∈ Ex ⊗ E∗y such that
|Kt(x, y)| ≤ C1t−d/p exp
(
−C2 dist(x, y)p/(p−1)t−1/(p−1)
)
(34)
with C1, C2 > 0, uniformly on (0, T ]×X ×X .
Again following Bru¨ning and Sunada (1992b) we construct a suitable decomposition
of L2(E). For that we choose a fundamental domain D for the Γ -action, set H =
L2 (E|D) and define a unitary map by
Φ : L2(E)→ l2(Γ,H) ≃ l2(Γ )⊗H,
Φ(s)(γ) = (Uγ(s))|D .
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Then we have for f ∈ l2(Γ )⊗H
(ΦUγΦ
∗f)(γ′) = (Uγ′UγΦ
∗f)|D
= Θ(γ′, γ)(Uγ′γΦ
∗f)|D
= Θ(γ′, γ)(ΦΦ∗f)(γ′γ)
= Θ(γ′, γ)f(γ′γ)
=: Θ(γ′, γ)Rγf(γ
′) = RΘγ f(γ
′)
with the right translation Rγ and twisted right translation RΘγ f(γ′).
So it’s natural to try and define a C∗r (Γ,Θ)-action on L2(E) by
RΘγ (s) = Uγ(s)
for s ∈ L2(E). Here, the cocycle Θ can in general depend on x ∈ X so that we have
to find the gauge-translations in C(X,S1) ×α,θ Γ . This C∗-algebra has interesting
structural properties but is not suitable for the applications on spectral theory developed
in the previous section.
If Θ is periodic in x ∈ X then we get a field of twisted reduced group C∗-algebras
C∗r (Γ,Θx), x ∈M over M . In general this field is still to ‘large’.
Therefore we require the cocycle to be constant in x ∈ X , so that we have to deal
with the reduced twisted group C∗-algebra C∗r (Γ,Θ) only. This is still general enough
for the applications we are interested in: magnetic Schro¨dinger operators (and there
Pauli and Dirac analogs).
Now note that l2(Γ ) is the GNS representation space ofA := C∗r (Γ,Θ) with respect
to the canonical trace given by
τ
(
RΘγ
)
=
{
1, γ = e,
0, else,
and that l1(Γ ) ⊂ C∗r (Γ,Θ) ⊂ l2(Γ ). Therefore it’s natural to view the left Hilbert-A
module6 as E := H ⊗ A so that L2(E) is the Hilbert-GNS representation space of E .
To define the scalar product we use the observations made in the commutative case (see
Definition and Proposition 5).
Lemma 8 (left pre-HilbertA-module).
〈s1|s2〉E =
∑
γ∈Γ
〈Uγs2|s1〉L2(E)RΘγ (35)
for s1, s2 ∈ Cc(E) defines the structure of a left pre-Hilbert A-module on Cc(E);
under the isomorphism Φ it coincides with the left tensor HilbertA-module structure of
H⊗A.
Proof. For f1, f2 ∈ H, a1, a2 ∈ A we have by definition
〈a1 ⊗ f1|a2 ⊗ f2〉A⊗H = 〈f2|f1〉H a1a∗2,
6 The action is naturally a left action since it is given by endomorphisms on a vector space.
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since a left Hilbert-C-module is a Hilbert space with conjugated scalar product (com-
plex linear in the first argument, anti-linear in the second). For s1, s2 ∈ Cc(E) we get
after identifying δγ−1 with Θ¯(γ, γ−1)RΘγ
〈Φ(s1)|Φ(s2)〉A⊗H =
∑
γ,γ′∈Γ
〈δγ ⊗ Φ(s1)(γ)|δγ′ ⊗ Φ(s2)(γ′)〉A⊗H
=
∑
γ,γ′∈Γ
〈Φ(s2)(γ′)|Φ(s1)(γ)〉H Θ¯(γ−1, γ)Θ(γ′−1, γ′)RΘγ−1
(
RΘγ′−1
)∗
=
∑
γ,γ′∈Γ
〈Φ(s2)(γ′)|Φ(s1)(γ)〉H Θ¯(γ−1, γ)RΘγ−1RΘγ′
=
∑
γ,γ′∈Γ
〈(Uγ′s2)|D|(Uγs1)|D〉H Θ¯(γ−1, γ)Θ(γ−1, γ′)RΘγ−1γ′
=
∑
γ,γ′∈Γ
〈(Uγγ′s2)|D|(Uγs1)|D〉H Θ¯(γ−1, γ)Θ(γ−1, γγ′)RΘγ′
=
∑
γ,γ′∈Γ
〈(UγUγ′s2)|D|(Uγs1)|D〉HΘ(γ, γ′)Θ¯(γ−1, γ)Θ(γ−1, γγ′)RΘγ′
=
∑
γ,γ′∈Γ
〈(UγUγ′s2)|D|(Uγs1)|D〉HRΘγ′
=
∑
γ′∈Γ
〈Uγ′s2|s1〉L2(E)RΘγ′ .
This shows that the structures coincide. ⊓⊔
Lemma 9 (left Hilbert A-module). The completion of the left pre-Hilbert A-module
Cc(E) is isomorphic to E = H ⊗ A. The GNS representation of E with respect to the
canonical trace τ on A is isomorphic to L2(E).
Proof. By equation (35) we have for s ∈ Cc(E)
‖s‖2E = ‖ 〈s|s〉E ‖A
≥ 〈s|s〉L2(E) .
Therefore, the completion of Cc(E) with respect to ‖ · ‖E is contained in the one with
respect to ‖ · ‖L2(E), i.e. in L2(E). But Cc(E) is dense in E .
We get the scalar product of the GNS representation with respect to τ for s1, s2 ∈
Cc(E) from
〈s1|s2〉τ = τ (〈s2|s1〉E)
= τ
∑
γ∈Γ
〈Uγs1|s2〉L2(E)RΘγ

=
∑
γ∈Γ
〈Uγs1|s2〉L2(E) τ (ρ˜(δγ))
= 〈s1|s2〉L2(E) .
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Since Cc(E) ⊂ E ⊂ L2(E) is dense the GNS representation space is exactly L2(E).
⊓⊔
Lemma 10 (A-compact operators). The A-compact operators on E are given by
KA(E) ≃ Aop ⊗K. (36)
Here K denotes the compact operators on H = L2(E|D), and Aop is the C∗-Algebra
C∗r (Γ, θ)
L generated by the left translations twisted with θ.
Proof. For tensor products of left Hilbert modules we have in general
KA(A⊗H) ≃ KA(A)⊗KC(H)
≃ Aop ⊗K.
The statement about Aop is well known in the untwisted case since the opposite of left
multiplication is right multiplication. It is easy to check that this holds in the twisted
case also. ⊓⊔
Following our rationale from Section 4 we define a trace trτ and identify bounded
module operators in LA(E) with their images in L(L2(E)) under the faithful represen-
tation with respect to τ .
As in Bru¨ning and Sunada (1992a, 1996) one shows, using Theorem 12:
Theorem 13 (gauge-periodic operators). Let D be a symmetric gauge-periodic dif-
ferential operator. The the resolvent of D¯ is A-compact, and e−tD¯2 is trτ -trace class.
Theorem 14 (gauge-periodic module operators). Let D be a symmetric gauge-peri-
odic differential operator. Then D defines an A-elliptic operator T such that the resol-
vents of D¯ and T¯ coincide (under the GNS representation).
Proof. Set D(T ) := D(D) = C∞c (E). Then D(T ) ⊂ E dense, we set T := D as
operators on vector spaces.
T is adjointable since D is symmetric and gauge-periodic: For s1, s2 ∈ C∞c (E) we
have
〈s1|Ds2〉E =
∑
γ∈Γ
〈Uγs1|Ds2〉L2(E)Rθγ
=
∑
γ∈Γ
〈DUγs1|s2〉L2(E)Rθγ
=
∑
γ∈Γ
〈UγDs1|s2〉L2(E)Rθγ
= 〈Ds1|s2〉E .
Finally, ran(1 +D∗D) is dense in L2(E) because D is essentially self-adjoint; there-
fore, T is regular. ⊓⊔
This allows to apply all of the spectral characterizations from the previous section.
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Example 8 (periodic elliptic operator). A gauge-periodic operator is called periodic if
the corresponding cocycle fulfills Θ ≡ 1. If the group Γ is abelian then we are back in
the commutative case (see Definition 4) where ordinary Bloch theory applies. If Γ is
not abelian then it doesn’t apply, although the cocycle is trivial. But it is still covered
by non-commutative Bloch theory, of course.
Example 9 (magnetic Schro¨dinger operator). In example 3 and remark 3 we saw that
the magnetic Schr¨dinger operator with a magnetic field b ∈ Ω2(X), db = 0, [ 12pi b] ∈
H2(X,Z) is given by a (symmetric elliptic) Bochner-Laplace operator on a Hermitian
line bundle L over X with curvature b. It is gauge-periodic with possibly non-constant
cocycle if H1(X,S1) = 0 (see remark 3 and the work cited there). If b is exact then the
cocycle can be chosen to be constant. If the magnetic flux is integral (bM ∈ H2(M,Z),
see example 3) then the operator is periodic. If there is a periodic magnetic potential
a for b = da (i.e. if the magnetic flux is 0) then the operator is strictly periodic in
the usual sense of ordinary Bloch theory, i.e. it is a periodic operator on L2(X) (no
magnetic translations, no bundles).
Example 10 (magnetic Schro¨dinger operator on R2). In the Euclidean case, if Γ = Z2
we end up with a rotation algebra Aθ where θ is given by the magnetic flux. So, from
Theorem 9 we get band structure in the case of rational flux and weak genericity of
Cantor spectra in the case of irrational flux. Since it is a criterion inside the algebra of
symmetries it applies to the corresponding Pauli and Dirac operators as well.
Example 11 (magnetic Schro¨dinger operator on H2). To investigate the importance of
the geometry it is interesting to study the hyperbolic analog, since the corresponding
cocompact groups (Fuchsian groups) are non-amenable and therefore ‘opposite’ to the
amenable groups in the Euclidean case. The analog of a constant magnetic field is a
constant multiple of the volume form. Carey et al. (1998, 1999) computeK-groups and
Kadison constants for twisted Fuchsian groups: Again, one has Kadison property if and
only if the magnetic flux is rational.
Marcolli and Mathai (1999a,b) study similar questions for good orbifolds.
Example 12 (gauge-periodic point perturbations). In Euclidean space, point perturba-
tions provide explicitly solvable models for periodic Schro¨dinger operators. Bru¨ning
and Ge˘iler (1999a,b) show how to define these types of operators more generally in our
given geometric context (manifold with cocompact group action). If the point pertur-
bation is gauge-periodic, then the perturbed operator is gauge-periodic in our sense, so
that non-commutative Bloch Theory applies. In particular, periodic point perturbations
of the magnetic Schro¨dinger operator with rational flux have band structure.
Elliptic operators on Hilbert module bundles.
Example 13. Misˇcˇenko and Fomenko (1980) extended the usual notion of an index of
an operator by replacing Hilbert spaces by Hilbert modules: Let A be a C∗-algebra,
M a compact Riemannian manifold and E a bundle over M of Hilbert A-modules (a
Hilbert module bundle). On can define Sobolev norms as usual, now coming from an
A-scalar product. Thus one gets a scale of Sobolev-Hilbert A-modules for which the
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Sobolev lemma holds. Instead of the usual pseudo-differential operators whose coef-
ficients are vector space endomorphisms one has A-pseudo-differential operators with
coefficients in the bundle LA(E) :=
⋃
x∈M LA(Ex). They act in the usual way on the
Sobolev-Hilbert modules. Symbols of A-pseudo-differential operators are represented
by section of LA(E). As in the scalar case, an elliptic operator has anA-compact resol-
vent, hence it is A-elliptic in the sense of Definition 7. Furthermore, elliptic operators
are A-Fredholm and therefore have an index in K0(A).
A special case are the periodic elliptic operators: Let X be a Riemannian mani-
fold with properly discontinuous, isometric, cocompact action of a group Γ , and D a
Γ -periodic operator as in example 8, M := Γ\X . Let ρ be the right regular represen-
tation7 of Γ on A := C∗r (Γ ). Then X ×ρ A is an A-bundle over M on which D acts.
Besides, A carries the structure of a standard Hilbert-A module. If D is elliptic then D
determines an elliptic operator on X ×ρ A.
A. Continuous fields of Hilbert spaces
We follow the classic reference Dixmier and Douady (1963).
Definition 11 (continuous fields of Banach and Hilbert spaces). Let B be a topolog-
ical space, (E(z))z∈B a family of Banach spaces. The linear space Π :=
∏
z∈B E(z)
is called space of all vector fields. A continuity structure on Π is defined by a subspace
Λ ⊂ Π such that:
1. Λ is a C∞(B)-submodule of Π .
2. ∀z ∈ B : ∀ξ ∈ E(z) : ∃x ∈ Λ : x(z) = ξ
3. ∀x ∈ Λ : (z 7→ ‖x(z)‖) ∈ C∞(B)
4. ∀x ∈ Π : 〈〈∀ε > 0 : ∀z ∈ B : ∃x′ ∈ Λ, neighborhoodU ∋ z :
∀z′ ∈ U : ‖x(z′)− x′(z′)‖ < ε〉 ⇒ x ∈ Λ〉
E := ((E(z))z∈B, Λ) is called continuous field of Banach spaces. If the fibers E(z)
are Hilbert spaces we have a continuous field of Hilbert spaces. The scalar product is
automatically continuous.
Condition 4 is a completeness condition: If a vector field x ∈ Π can be locally approx-
imated arbitrarily well by continuous vector fields then it is continuous.
Proposition 6 (defining submodule). Let B,Π be as above and Λ ⊂ Π a subspace
with
1. ∀z ∈ B : {x(z) | x ∈ Λ} =: Λ(z) dense in E(z) and
2. ∀x ∈ Λ : (z 7→ ‖x‖) ∈ C∞(B).
Then there is a unique continuity structure Λ˜ on Π with Λ˜ ⊃ Λ. Λ˜ is given by
Λ˜ = {x ∈ Π | ∀z ∈ B : ε > 0∃neighborhood U ∋ z, x′ ∈ Λ¯ :
∀z′ ∈ U : ‖x(z′)− x′(z′)‖ < ε}.
7 Usually one studies the right regular representation on the vector space CΓ ⊂ C∗r (Γ ) or on the Hilbert
space l2(Γ ) ⊃ C∗r (Γ ). But C∗r (Γ ) is a Γ -invariant subspace of l2(Γ ).
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Lemma 11 (continuous fields and Banach space bundles). A continuous field of Ba-
nach spaces E defines a Banach space bundle8 E overB so that the continuous sections
C(E) are the continuous vector fields of E .
Proof (Sketch of the proof). As a set E :=∏z∈B E(z). We choose the topology so that
the natural projection pi : E → B is continuous and open: The topology is generated
by the tubular neighborhoods
T (U, x, ε) := {ξ ∈ E | pi(ξ) ∈ U ∧ ‖ξ − x(pi(ξ))‖ < ε}
for open sets U ⊂ B, continuous fields x ∈ E and ε > 0 . It is easy to check that the
tubular neighborhoods generate a topology on E with the desired properties. On the
fibers E(z) it induces the strong topology since the intersections E(z) ∩ T (U, x, ε) of
the fibers with the tubular neighborhoods are just norm balls in the fiber. ⊓⊔
Lemma 12 (continuous field as Hilbert C∗-module). A continuous field of Hilbert
spaces E = ((E(z))z∈B , Λ) over B defines a Hilbert C∞(B)-module structure on Λ.
Vice versa: A Hilbert C∞(B)-module defines a continuous field of Hilbert spaces, and
this correspondence is one-to-one.
B. Hilbert C∗-modules
Usually Hilbert C∗-modules are defined to be right modules. We define these and the
left modules and list basic properties and objects connected to them.
Definition 12 ((right) Hilbert module). Let A be a C∗-algebra. A right A-module E
is called (right) pre-Hilbert A-module if it is endowed with a map 〈·|·〉 : E × E → A
with the following properties:
1. 〈e|f + g〉 = 〈e|f〉+ 〈e|g〉 for e, f, g ∈ E .
2. 〈e|fλ〉 = 〈e|f〉λ for e, f ∈ E , λ ∈ C.
3. 〈e|fa〉 = 〈e|f〉 a for e, f ∈ E , a ∈ A.
4. 〈f |e〉 = 〈e|f〉∗ for e, f ∈ E .
5. 〈e|e〉 ≥ 0 in A for e ∈ E , and 〈e|e〉 = 0⇔ e = 0.
Then the map E ∋ e 7→ √‖ 〈e|e〉 ‖A defines a norm on E . The closure of E is defined
as the completion of E as Banach space with this norm.
E is called (right) Hilbert A-module if E is complete in this norm.
An operator T ∈ L(E) is called adjointable if there is T ∗ ∈ L(E) such that for all
e, f ∈ E: 〈e|Tf〉 = 〈T ∗e|f〉. The set of adjointable operators is denoted by LA(E).
For e, f ∈ E we define an operator pie,f by
pie,f : E ∋ x 7→ e 〈f |x〉 ∈ E .
We set FA(E):= span{pie,f | e, f ∈ E} and call this the set of A-finite operators. The
set KA(E) of A-compact operators is the closure of FA(E) in LA(E).
The brackets indicate that by Hilbert module we mean a right Hilbert module.
8 A bundle has a continuous open surjection onto the base, but is not necessarily locally trivial. However,
for a locally compact base and finite dimensional fibers this follows from the existence of the projection.
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Definition 13 (left Hilbert module). Let A be a C∗-algebra. A left A-module E is
called left pre-HilbertA-module if it is endowed with a map 〈·|·〉 : E ×E → A with the
following properties:
1. 〈e+ f |g〉 = 〈e|g〉+ 〈f |g〉 for e, f, g ∈ E .
2. 〈λe|f〉 = λ 〈e|f〉 for e, f ∈ E , λ ∈ C.
3. 〈ae|f〉 = a 〈e|f〉 for e, f ∈ E , a ∈ A.
4. 〈f |e〉 = 〈e|f〉∗ for e, f ∈ E .
5. 〈e|e〉 ≥ 0 in A for e ∈ E , and 〈e|e〉 = 0⇔ e = 0.
Then the map E ∋ e 7→ √‖ 〈e|e〉 ‖A defines a norm on E . The closure of E is defined
as the completion of E as Banach space with this norm.
E is called left Hilbert A-module if E is complete in this norm.
An operator T ∈ L(E) is called adjointable if there is T ∗ ∈ L(E) such that for all
e, f ∈ E: 〈e|Tf〉 = 〈T ∗e|f〉. The set of adjointable operators is denoted by LA(E).
For e, f ∈ E we define an operator piLe,f by
piLe,f : E ∋ x 7→ 〈x|e〉 f ∈ E .
We set FA(E):= span{piLe,f | e, f ∈ E} and call this the set of A-finite operators. The
set KA(E) of A-compact operators is the closure of FA(E) in LA(E).
Remark 12 (basic properties).
1. If E is a pre-Hilbert A-module, e ∈ E , then Definition 12.4 implies 〈e|e〉 ∈ Asa so
that the condition 〈e|e〉 ≥ 0 in 12.5 makes sense indeed.
2. If E is a pre-HilbertA-module, e, f ∈ E , a ∈ A then we have:
〈ea|f〉 = 〈f |ea〉∗ = (〈f |e〉 a)∗ = a∗ 〈f |e〉∗ = a∗ 〈e|f〉
I.e. we have C- andA-sesqui-linearity.
3. The C-sesqui-linearity follows for unital A from the A-sesqui-linearity.
4. For e, f ∈ E we have pi∗e,f = pif,e so that indeed FA(E) ⊂ LA(E).
5. LA(E) and KA(E) are C∗-algebras, the former is the multiplier algebra of the latter
(see e.g. Wegge-Olsen, 1993, chapter 15).
6. Everything analogous for left Hilbert modules.
7. A × A ∋ (a, b) 7→ a∗b ∈ A together with multiplication of A on A on the right
gives the standard Hilbert A-module structure on A.
8. A×A ∋ (a, b) 7→ ab∗ ∈ A together with multiplication ofA onA on the left gives
the standard left Hilbert A-module structure on A.
Definition 14 (free and projective Hilbert modules). A Hilbert A-module is called
free if it is a free module over A. It is called projective if it is a direct summand of a
free module.
Lemma 13 (left and right Hilbert modules). Let A be a C∗-algebra and (E , 〈·|·〉) a
left pre-Hilbert A-module over A. Then
〈·|·〉Eop : Eop × Eop → Aop
(eop, fop) 7→ (〈f |e〉)op (37)
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defines on E = Eop (equality as vector spaces) the structure of a pre-Hilbert Aop-
module.
Furthermore, for a left Hilbert A-module (E , 〈·|·〉) we have FA(E) ≃ FAop(Eop)
and therefore KA(E) ≃ KAop(Eop) and LA(E) ≃ LAop(Eop).
Proof. It is well known that right A-modules E and left Aop-modules Eop are in one-
to-one correspondence. So we just have to verify the corresponding Hilbert module
structures: Let eop, fop ∈ Eop, aop ∈ Aop. We denote by aop and a corresponding9
elements in Aop resp. A. then
〈eop|fopaop〉Eop = (〈eop|(af)op〉)op
= 〈af |e〉
= a 〈f |e〉
= (〈f |e〉)op aop
= 〈eop|fop〉Eop aop.
Since E = Eop as Banach space we have L(E) ≃ L(Eop). Furthermore, for e, f, x ∈
E
pie,f (x) = e 〈f |x〉
= (〈f |x〉)opeop
= 〈xop|fop〉Eop eop
= piLfop,eop ,
so that FA(E) and FAop(Eop) are isomorphic, and so are the corresponding closures
and multiplier algebras. ⊓⊔
Remark 13 (standard module). For the standard Hilbert A-module structure on A it is
well known that FA(A) = A, KA(A) = A and LA(A) =M(A). If we denote byAL
the standard left Hilbert A-module then Lemma 13 shows: FA(AL) ≃ FAop(Aop) =
Aop.
C. GNS representation for Hilbert C∗-modules
Let A be a C∗-algebra, τ a state on A and E a Hilbert A-module. Analogously to the
well know GNS representation of Banach *-algebras we define a scalar product10 on E
by
〈x|y〉τ := τ(〈x|y〉E) for x, y ∈ E . (38)
Nτ := {x ∈ E | 〈x|x〉τ = 0} is the corresponding null space. Then the GNS represen-
tation space Eτ is given by the completion of E/Nτ with respect to 〈·|·〉τ . L ∈ LA(E)
9 Aop and A are identical as Banach spaces, and in this sense aop = a.
10 For left Hilbert modules the scalar product must be reversed so that one gets complex linearity on the
correct entry.
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acts continuously on x ∈ Eτ because
‖Lx‖2τ = 〈Lx|Lx〉τ
= τ(〈Lx|Lx〉E)
= τ(〈x|L∗Lx〉E)
≤ τ(〈x|x〉E)‖L∗L‖
= ‖x‖2τ‖L‖2.
Thus we have a *-representation of LA(E) in L(Eτ ).
If τ is faithful then Nτ = 0 so that the representation is faithful.
If E = A with 〈a|b〉E = a∗b is the standard Hilbert A-module then we get back the
usual GNS representation of the multiplier algebraLA(A) =M(A) and, by restriction,
the GNS representation of KA(A) = A.
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