Systèmes de recommandations : algorithmes de bandits et évaluation expérimentale by Louëdec, Jonathan et al.
  
   
Open Archive TOULOUSE Archive Ouverte (OATAO)  
OATAO is an open access repository that collects the work of Toulouse researchers and 
makes it freely available over the web where possible.  
This is an author-deposited version published in : http://oatao.univ-toulouse.fr/ 
Eprints ID : 18751 
The contribution was presented at JDS 2015 :  
http://jds2015.sfds.asso.fr/ 
 
 
 
To cite this version : Louëdec, Jonathan and Chevalier, Max and Garivier, 
Aurélien and Mothe, Josiane Systèmes de recommandations : algorithmes de 
bandits et évaluation expérimentale. (2015) In: 47emes Journees de Statistique 
de la SFdS (JDS 2015), 1 June 2015 - 5 June 2015 (Lille, France). 
Any correspondence concerning this service should be sent to the repository 
administrator: staff-oatao@listes-diff.inp-toulouse.fr 
Syste`mes de recommandations:
algorithmes de bandits et e´valuation
expe´rimentale
Jonathan Loue¨dec1,2 , Max Chevalier2, Aure´lien Garivier1, Josiane Mothe2
1 Institut de mathe´matiques de Toulouse, Universite´ Paul Sabatier UT3,
prenom.nom@math.univ-toulouse.fr
2 Institut de Recherche en Informatique de Toulouse, Universite´ Paul Sabatier UT3,
prenom.nom@irit.fr
Re´sume´. Les syste`mes de recommandation a` tre`s grande e´chelle sont aujourd’hui
omnipre´sents sur internet : ouvrages conseille´s a` l’achat dans les librairies en ligne, articles
recommande´s sur les sites d’information, sans parler des cadres publicitaires qui financent
l’essentiel de tre`s nombreux sites aujourd’hui... Trouver la meilleure recommandation a`
faire a` un visiteur peut eˆtre conside´re´ comme un “proble`me de bandits” : il faut en meˆme
temps apprendre ses pre´fe´rences, et utiliser les interactions de´ja` passe´es pour maximiser le
nombre de recommandations suivies, tout en restant capable de ge´rer des flux de donne´es
tre`s importants.
Nous pre´sentons ici quelques-uns des algorithmes les plus ce´le`bres pour re´soudre ce
type de proble`mes, et notamment l’algorithme UCB (Upper Confidence Bound), l’al-
gorithme EXP3 (Exponential weights for Exploration and Exploitation) et le Thomp-
son Sampling (du nom de l’inventeur, au de´but des anne´es trente, de cette me´thode
d’inspiration baye´sienne). Leurs me´rites respectifs sont souligne´s et discute´s, avec la
pre´sentation des re´sultats the´oriques les plus importants les concernant. Nous montrons
en outre, dans un notebook ipython associe´, comment expe´rimenter l’efficacite´ de ces
me´thodes pour la recommandation: ceci pose une difficulte´ particulie`re, car des jeux de
donne´es statiques rendent peu aise´e l’e´valuation de me´thodes voue´es a` interagir avec des
utilisateurs. Nous montrerons en particulier comment mettre en place des expe´riences sur
deux jeux de donne´es ce´le`bres : movielens et jester.
Mots-cle´s. syste`me de recommandation, algorithmes de bandits, evaluation sur
donne´es re´elles.
Abstract. Large scale recommender systems are now ubiquitous on the web: they
are massively used by online bookstores, news providers and aggregators, not to mention
ad servers, on which a large part of the economic viability of the net economy relies.
Finding the best item to recommend to a user can be modeled as a “bandit problem”:
the difficulty is, in a context of massive data streams, to learn the user’s preferences while,
at the same time, using past interactions to maximize the number of fruitful suggestions.
We review here some famous algorithms addressing this problem: Upper-Confidence
Bound strategies, the EXP3 algorithm (Exponential Weights for Exploration and Ex-
ploitation), and Thompson Sampling (named after the creator, in the early 1930s, of this
Bayesian-flavored method). Their respective qualities are discussed, together with some
important theoretical guarantees. In addition, we show in a companion ipython notebook
how to experiment the efficiency of these methods for recommendation: there is a special
difficulty because static data sets do not directly allow to evaluate the performance of
methods dedicated to user interactions. We show in particular how to set up experiments
using two famous data sets: movielens and jester.
Keywords. Recommender Systems, Bandit Algorithms, Evaluation on Real Data.
1 Syste`mes de recommandation et mode`les de ban-
dits
Meˆme si l’ave`nement d’internet et des syste`mes de recommandations a fortement relance´
l’inte´reˆt qui leur est porte´, l’e´tude des proble`mes de bandits a de´bute´ il y a longtemps, et
leur inte´reˆt applicatif est bien plus vaste. Ils mode´lisent des situations ou` un agent, plonge´
a` chaque instant dans un certain contexte, doit choisir se´quentiellement une suite d’actions
qui lui assurent un certain gain ale´atoire, et qui influent sur ses observations futures. Il
s’agit de concevoir et d’analyser des re`gles de de´cision dynamiques, appele´es politiques,
utilisant les observations passe´es pour optimiser les choix futurs. Une bonne politique doit
re´aliser un savant e´quilibre entre l’exploitation des actions qui se sont re´ve´le´es payantes par
le passe´ et l’exploration de nouvelles possibilite´s qui pourraient s’ave´rer encore meilleures.
Initialement motive´s essentiellement par la the´matique des essais cliniques, ces mode`les
interviennent de´sormais dans de nombreux autres domaines industriels, les technologies
de l’information en ayant multiplie´ les opportunite´s.
L’e´tude mathe´matique des proble`mes de bandits1 remonte a` l’article pionnier [1]. De
nombreux travaux ont suivi, notamment dans le champ de l’apprentissage statistique,
en relation avec la the´orie des jeux, l’apprentissage actif, et l’agre´gation d’estimateurs :
on pourra par exemple se re´fe´rer a` l’ouvrage de re´fe´rence [2]. Dans cette litte´rature,
de nombreux proble`mes tant the´oriques que computationnels sont aborde´s, en combi-
nant the´orie des probabilite´s et optimisation convexe. La communaute´ statistique a
e´galement contribue´, notamment sous la de´nomination d’infe´rence se´quentielle (voir [3,4]
et les re´fe´rences cite´es), avec un point de vue essentiellement asymptotique.
Dans la version stochastique2 la plus simple du proble`me, l’agent choisit a` chaque e´tape
1Ce nom fait re´fe´rence a` la situation paradigmatique d’un joueur faisant face a` une ligne´e de machines
a` sous et cherchant sur laquelle tenter sa chance afin de maximiser ses gains.
2Il existe une variante dite adversariale, relevant de la the´orie de jeux, ou` les re´compenses sont choisies
non pas au hasard mais par un adversaire; il n’en sera pas question ici : outre [5], le lecteur inte´resse´
pourra se re´fe`rer avec profit aux travaux de Gilles Stoltz pour en saisir les subtilite´s.
t = 1, 2, . . . un bras At ∈ {1, . . . , K}, et il rec¸oit une re´compense Xt telle que, condition-
nellement au choix des bras A1, A2, . . . , les re´compenses soient inde´pendantes et iden-
tiquement distribue´es, d’espe´rances µA1 , µA2 , . . . On appelle politique la re`gle de de´cision
(potentiellement randomise´e) qui, aux observations passe´es (A1, X1, . . . , At−1, Xt−1), as-
socie le prochain choix At. Le meilleur choix (inconnu de l’agent) est le bras a
∗ qui
correspond a` la re´compense moyenne maximale µa∗ . La performance d’une politique est
mesure´e par le regret Rn, qui est de´fini comme la diffe´rence moyenne entre les re´compenses
qu’elle permet d’accumuler jusqu’au temps t = n et ce qui aurait pu eˆtre obtenu pendant
la meˆme pe´riode si le meilleur bras e´tait connu a` l’avance :
Rn = nµa∗ − E
[
n∑
t=1
Xt
]
.
Un algorithme de bandit ne peut pas eˆtre arbritrairement bon : il existe une borne
infe´rieure au regret qu’il doit encourir de`s lors qu’il offre des garanties uniformes de
performance. La plus ce´le`bre de ces bornes infe´rieures est celle de Lai et Robbins [6]
(voir [7] pour une preuve moderne et plus ge´ne´rale). Dans le cas de re´compenses binaires,
elle stipule que si une politique assure dans tout environnement un regret sous-polynoˆmial,
alors celui-ci est toujours au moins logarithmique : quels que soient µ1, . . . , µK ∈]0, 1[,
Rn ≥
( ∑
a:µa<µa∗
µa∗ − µa
kl (µa, µa∗)
)
log(n)
(
1− o(1)
)
, (1)
ou` kl de´signe l’entropie binaire: kl = x log(x/y) + (1− x) log
(
(1− x)/(1− y)
)
.
2 Algorithmes de bandits
Il convient pour commencer de souligner que la premie`re politique qui vient a` l’esprit
n’est pas la bonne : on voit vite qu’il est souvent catastrophique de se fier, a` l’e´tape t,
aux re´compenses obtenues dans le passe´ pour construire des estimateurs µˆ1, . . . , µˆK des
parame`tres µ1, . . . , µK , en faisant comme si on avait pour chaque bras un e´chantillon i.i.d.,
puis de choisir le bras a qui maximise µˆa — et ce meˆme si l’on commence par une petite
phase d’exploration ou` chaque bras est essaye´ un certain nombre de fois fixe´ a` l’avance.
Une telle politique peut eˆtre trompe´e par des observations un peu malchanceuses lors
des premiers essais du meilleur bras, et ne re´alisera jamais son erreur si celui-ci n’est
plus jamais tire´. Et s’il est ne´cessaire de se concentrer sur les bras qui ont montre´ leur
performance dans le passe´, il convient de ne jamais exclure comple`tement les autres.
Si de nombreux algorithmes ont e´te´ propose´s pour re´soudre ce dilemme exploration-
exploitation, on se contentera de de´signer ici trois grandes familles : les me´thodes de type
UCB (ou` on se fie non a` la performance estime´e d’un bras, mais a` une borne supe´rieure de
confiance), les me´thodes de types softmax (ou` l’on tire son action suivant une loi de prob-
abilite´ qui favorise celles qui semblent les plus prometteuses), et le Thompson Sampling
propose´ dans [1] au de´but des anne´es 1930: d’une simplicite´ biblique, ce dernier pre´sente
toutefois de grandes qualite´s pratiques, tandis que des garanties the´oriques d’optimalite´
ont re´cemment e´te´ montre´es [8].
2.1 ǫ-greedy
La politique ǫ-greedy (e´galement utilise´e dans le cadre plus large de l’apprentissage par
renforcement, voir par exemple [9]) est la plus simple que l’on puisse concevoir : pour
choix de parame`tres (ǫt)t≥1, elle choisit a` l’instant t, l’action qui maximise la performance
moyenne sur les observations (A1, X1, . . . , At−1, Xt−1) faites jusque la` avec probabilite´
1− ǫ, et sinon avec probabilite´ ǫ, une action uniforme´ment au hasard.
Dans les expe´rimentations applique´es, il n’est pas rare de voir un choix ǫt = ǫ constant.
Il n’est cependant pas difficile de rendre le regret ne´gligeable devant n, en choisissant une
suite (ǫt) de´croissant (pas trop vite) vers 0. Cependant, il n’est pas possible d’atteindre le
regret asymptotiquement optimal sugge´re´ par la borne (1) de Lai et Robbins : cette poli-
tique paye donc sa grande simplicite´ par une performance moindre que ses concurrentes.
2.2 UCB: Upper-Confidence Bound
Une autre ide´e fe´conde en apprentissage par renforcement s’applique de fac¸on partic-
ulie`rement convaincante pour les bandits : l’approche dite “optimiste” ou` l’agent fait a`
chaque instant comme si, parmi toutes les distributions de re´compenses possibles statis-
tiquement compatibles avec ses observations passe´es, il avait face a` lui celle qui lui est la
plus favorable.
Dans le cas pre´sent, cela revient a` se fier pour chaque bras non a` un estimateur de
son efficacite´ moyenne, mais plutoˆt a` une borne supe´rieure de confiance (upper-confidence
bound, UCB). La re´fe´rence la plus cite´e pour l’algorithme UCB est [10] (l’ide´e est plus
ancienne, voir les re´fe´rences cite´es), pour le cas des re´compenses borne´es entre 0 et 1.
L’algorithme est le suivant : si jusqu’a` l’instant t − 1 on a fait Na(t − 1) tirages du
bras a ∈ {1, . . . , K} qui ont apporte´ une re´compense cumule´e Sa(t − 1), le the´ore`me de
Hoeffding sugge`re une borne supe´rieure de confiance pour µa de la forme
3:
UCB(a) =
Sa(t− 1)
Na(t− 1)
+
√
f(t)
2Na(t− 1)
ou` f(t) est un parame`tre qui permet de re´gler le niveau de confiance. L’action At alors
choisie est celle qui maximise UCB(a). Il est prouve´ dans [10] une borne de regret loga-
rithmique (non-asymptotique) pour un choix ade´quat de f(t).
3Il faut toutefois prendre garde au fait que les donne´es disponibles sur le bras a ne constituent pas un
e´chantillon i.i.d. de taille de´terministe !
Toutefois, l’algorithme ci-dessus a un comportement sous-optimal qui peut s’ave´rer
assez de´cevant dans le cas (fre´quent en recommandation) ou` les re´compenses moyennes
sont toutes tre`s faibles (cela se conc¸oit bien: la borne de Hoeffding est alors tre`s pes-
simiste). Heureusement, l’analyse peut eˆtre significativement renforce´e, et [11] pre´sente
une variante pour laquelle une borne non-asymptotique de regret est montre´e d’ou` peut
eˆtre de´duite l’optimalite´ au sens de la borne (1) de Lai et Robbins. Le calcul de la borne
supe´rieure de confiance est un peu plus complexe, mais le gain de performance n’est pas
seulement the´orique. Les me´thodes de type UCB pre´sentent donc de grandes qualite´s;
elles posent toutefois des difficulte´s dans les mode`les plus complexes (par exemple, dans
le cas ou` les re´compenses de´pendent de fac¸on non triviale de covariables) ou` il devient
difficile de construire des intervalles de confiance pre´cis avec les bonnes garanties non
asymptotiques.
2.3 EXP3: Exponential Weights for Exploration and Exploita-
tion
Une autre fac¸on de ne pas tomber dans le pie`ge de choisir toujours l’action qui maximise
l’efficacite´ moyenne passe´e consiste a` remplacer le “maximum dur” par un “maximum
doux” (softmax), c’est-a`-dire de maintenir a` jour une loi de probabilite´ sur l’ensemble
des bras qui ne donne pas toute les chances au meilleur, mais qui en laisse aussi un peu
aux autres, et de tirer le choix At sous cette loi. La politique ǫ-greedy mentionne´e ci-
dessus rentre dans ce cadre, mais la politique la plus repre´sentative de cette famille est
appelle´e EXP3 pour “Exponential Weights for Exploration and Exploitation” (voir [2,5]
et les re´fe´rences cite´es). Cette politique s’inspire des ide´es utilise´es pour la combinaison
d’experts, en ajoutant une couche d’estimation. Elle peut eˆtre e´tudie´e de nombreux
points de vue: the´orie des jeux, mode`le pseudo-baye´sien, optimisation bruite´e et descente
de gradient miroir... Plusieurs variantes ont e´te´ envisage´es, la plus simple consiste a`
- donner un poids initial wta = 1 a` chaque action a ∈ {1, . . . , K};
- tirer, au temps t, l’action At = a avec une probabilite´ pt(a) proportionnelle a` son poids
wta;
- une fois oberve´e la re´compense Xt, mettre a` jour le poids de l’action At en le multipliant
par exp(−ηtXt/pt(a)), ou` ηt est un parame`tre de l’algorithme.
Dans le cas des bandits borne´s entre 0 et 1, un choix ade´quat du parame`tre est
ηt =
√
log(K)/(Kt). Pour ce choix, on arrive a` controˆler le regret uniforme´ment en
les re´compenses moyennes des bras : Rn ≤ 2
√
nK log(K) (voir [2]). Cette borne de
regret peut sembler de´cevante en regard des taux logarithmiques obtenus pour UCB,
mais il convient de noter qu’il s’agit de bornes uniformes qui ne font pas intervenir les
re´compenses moyennes du proble`me conside´re´ (et on peut prouver que, pour de telles
bornes uniformes, on ne peut pas faire mieux). En outre, cette borne est en fait vraie
au sens des se´quences individuelles, ce qui est beaucoup plus fort (en particulier, elle ne
ne´cessite pas l’hypothe`se que les re´compenses sont i.i.d. conditionnellement aux actions).
On pourra retenir que les algorithmes softmax sont moins performants mais plus robustes.
Noter que des tentatives ont e´te´ faites de combiner le “meilleur des deux mondes” (cf [11]).
2.4 Thompson Sampling
Pour finir, mentionnons ici la plus ancienne (et pourtant pour certains la plus performante)
de toutes les politiques : le Thompson Sampling. Il s’agit e´galement d’une politique
randomise´e, mais qui utilise l’ale´a d’une autre fac¸on d’inspiration baye´sienne : on suppose
que l’on dispose pour chaque bras a ∈ {1, . . . , K} d’une loi a priori chargeant l’ensemble
des lois qui peuvent lui eˆtre associe´es. Sur chaque bras, cette loi est mise a` jour en une loi
a posteriori a` chaque fois qu’il est tire´ et que, par conse´quent, une observation est faite
pour lui. Pour de´terminer l’action choisie a` l’instant t, un tirage ale´atoire (inde´pendant
de tout le reste) est effectue´ sous la loi a posteriori de chaque bras : celui pour lequel le
tirage est le plus grand est tire´.
Cette politique a l’avantage de pouvoir eˆtre mise en oeuvre dans une grande varie´te´
de cas. Pas besoin de travaux fins pour construire des intervalles de confiances adapte´s a`
la ge´ome´trie des familles de lois : la loi a posteriori s’adapte toute seule. Sa performance
est en outre excellente : elle a longtemps e´te´ utilise´e en pratique, en particulier pour le
placement de publicite´s, sans que des garanties the´oriques satisfaites n’aient e´te´ obtenues.
Ce de´faut a e´te´ palie´ assez re´cemment : il a meˆme e´te´ montre´ que le Thompson Sampling
atteint la borne de Lai et Robbins (voir notamment [8]).
3 E´valuation des algorithmes de bandits
Le notebook ipython associe´ a` cette pre´sentation contient deux types d’expe´riences. Les
premie`res sont des simuations de proble`mes de bandits, qui permettent de se faire une ide´e
du comportement des algorithmes pre´sente´s ci-dessus dans quelques contextes simples.
Au-dela` des expe´riences simule´es, il est inte´ressant de pouvoir estimer la performance
des algorithmes de bandits pour la recommandation de contenu. Malheureusement, il
est le plus souvent impossible de mettre en place de vraies proce´dures de test ou` des
recommandations sont envoye´es a` des utilisateurs dont on peut enregistrer les re´actions.
Pour re´soudre cette difficulte´, une fac¸on classique de faire consiste a` utiliser un jeu statique
de pre´fe´rences exprime´es pour mimer synthe´tiquement des interactions.
Le protocole que nous pre´sentons ici est celui de l’article [12], qui a depuis e´te´ repris
de nombreuses fois, et qui est relativement aise´ a` mettre en place. Il s’appuie sur des
parties des jeux de donne´es MovieLens et Jester. MovieLens-100 contient les notes (de 1
a` 5) donne´es par 943 utilisateurs a` 100 films. Jester contient les appre´ciations (de -10 a`
10) de 25000 utilisateurs sur 100 blagues. Dans les deux cas, pour traduire les notes en
actions utilisateurs, on choisit de fixer un seuil de pertinence.
Pour simuler l’aspect temps re´el du syste`me de recommandation, un utilisateur est
choisi ale´atoirement a` chaque instant et m objets lui sont recommande´s (le mode`le de
bandits classique correspond a` m = 1). On suppose que la recommandation est suivie si
la note associe´e est strictement supe´rieure au seuil choisi : la re´compense obtenue est alors
e´gale a` 1. L’objectif est classiquement maximiser la somme des re´compenses, autrement
dit de minimiser l’abandon.
En recommandation il est plus que fre´quent de devoir proposer non seulement un seul
contenu, mais une liste (ordonne´e ou non) de m > 1 items. Ce proble`me, parfois appele´
“bandits multi-actions” entre dans la cate´gorie des bandits combinatoires, une extension
du mode`le tre`s e´tudie´e pour laquelle plusieurs approches sont possibles (voir [2]). Nous
montrons dans le notebook des expe´riences sur une approche spe´cifique a` la recomman-
dation de listes ordonne´es de m actions : l’algorithme RBA (Ranked Bandits Algorithm)
de [13]. Pour chaque position k ∈ {1, . . . ,m}, on utilise une instance d’algorithme de
bandit dont le choix d’action, a` l’instant t, fournit la k-ie`me suggestion. Toutefois, seule
la premie`re action clique´e de la liste rec¸oit une re´compense : meˆme si d’autres actions
plus bas sont clique´es, la re´compense que rec¸oit le bandit correspondant est nulle. Ainsi,
le bandit en position 1 se concentre rapidement sur l’item le plus clique´, puis celui en
position 2 sur l’action qui maximise les clics sur l’une ou l’autre de ces deux positions,
etc...
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