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RADIAL BIHARMONIC k−HESSIAN EQUATIONS: THE CRITICAL
DIMENSION
CARLOS ESCUDERO, PEDRO J. TORRES
ABSTRACT. This work is devoted to the study of radial solutions to the elliptic
problem
∆2u = (−1)kSk[u] + λf, x ∈ B1(0) ⊂ RN ,
provided either with Dirichlet boundary conditions
u = ∂nu = 0, x ∈ ∂B1(0),
or Navier boundary conditions
u = ∆u = 0, x ∈ ∂B1(0),
where the k−Hessian Sk[u] is the kth elementary symmetric polynomial of
eigenvalues of the Hessian matrix and the datum f ∈ L1(B1(0)). We also study
the existence of entire solutions to this partial differential equation in the case
in which they are assumed to decay to zero at infinity and under analogous con-
ditions of summability on the datum. Our results illustrate how, for k = 2, the
dimension N = 4 plays the role of critical dimension separating two different
phenomenologies below and above it.
1. INTRODUCTION
The main objective of this paper is to study radial solutions to elliptic equations
of the form
(1) ∆2u = (−1)kSk[u] + λf, x ∈ B1(0) ⊂ RN ,
where N, k ∈ N, λ ∈ R and f : B1(0) ⊂ RN −→ R is absolutely integrable.
The nonlinearity Sk[u] in (1) is the k−Hessian, that is, the sum of the kth principal
minors of the Hessian matrix (D2u). For k = 1 equation (1) becomes linear, while
it is semilinear in the range 2 ≤ k ≤ N . We will also be interested in finding entire
solutions in the whole of RN under the assumption f ∈ L1(RN ).
The motivation for studying these equations is multiple. These models arise
naturally in the fields of analysis of partial differential equations and condensed
matter physics [1, 3, 4, 5, 6, 7, 8, 9, 10]. In this Introduction however we will
not review these ideas and discuss instead an intriguing connection to geometry.
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Critical points of the Willmore functional are critical points of the functional
W =
∫
Σ
H2 dω,
where Σ is a surface embedded in R3, H is its mean curvature, and dω is the
area form of the surface. Finding these critical points is a classical problem in
Differential Geometry [2, 11]. Now consider the perturbed Willmore problem
∼
W =
∫
Σ
(
H +H2
)
dω,
take Σ to be the graph of a function u : B1(0) −→ R, consider the quasi-flat case
|∇u|  1, and compute the corresponding Euler-Lagrange equation. For suitable
sets of boundary conditions one finds this equation is (1) for N = k = 2. So in a
sense equation (1) is a generalization of this geometric problem. While this general
problem may have a geometric meaning and connections to Physics [6], we will
not explore these herein and instead focus on analytical issues.
To be precise, in this work we will study the biharmonic boundary value problem
∆2u = (−1)kSk[u] + λf, x ∈ B1(0) ⊂ RN ,(2)
u = ∂nu = 0, x ∈ ∂B1(0),
which we refer to as the Dirichlet problem for partial differential equation (1), as
well as
∆2u = (−1)kSk[u] + λf, x ∈ B1(0) ⊂ RN ,(3)
u = ∆u = 0, x ∈ ∂B1(0),
which we refer to as the Navier problem for partial differential equation (1). Also,
we will be interested in finding solutions to
∆2u = (−1)kSk[u] + λf, x ∈ RN ,(4)
u→ 0, |x| → ∞,
the entire solutions to this partial differential equation. In every case we will con-
sider radial solutions and, except in Section 5, we will limit ourselves to the case
k = 2. This work is organized in the following way. In Section 2 we will describe
the radial problems to be studied and our main results will be described. In Sec-
tion 3 we state and prove our existence and non-existence theory for λ = 0 and the
problems with λ 6= 0 are analyzed in Section 4. Finally, our main conclusions, a
non-existence result concerning the case k = 3 and λ = 0, and a series of open
questions are included in Section 5.
2. RADIAL PROBLEMS
The radial problem corresponding to equation (1) reads
(5)
1
rN−1
[rN−1(∆ru)′]′ =
(−1)k
k
(
N − 1
k − 1
)
1
rN−1
[rN−k(u′)k]′ + λf(r),
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where the radial Laplacian ∆r(·) = 1rN−1 [rN−1(·)′]′. Now integrating with respect
to r, applying the boundary condition u′(0) = 0 (the other boundary conditions for
the Dirichlet problem are u(1) = u′(1) = 0), and substituting v = u′ we arrive at
v′′ +
N − 1
r
v′ − N − 1
r2
v =
(−1)k
k
(
N − 1
k − 1
)
vk
rk−1
+
λ
rN−1
∫ r
0
f(s)sN−1ds,
subject to the boundary conditions v(0) = v(1) = 0. The change of variables
w(t) = −v(e−t) leads to the boundary value problem
−w′′ + (N − 2)w′ + (N − 1)w = 1k
(
N−1
k−1
)
e(k−3)twk
+λe(N−3)t
∫ e−t
0 f(s)s
N−1ds,
w(0) = w(+∞) = 0,
where k,N ∈ N, 2 ≤ k ≤ N , and t ∈ [0,+∞[. This problem can be restated as
(6)

−w′′ + (N − 2)w′ + (N − 1)w = 1k
(
N−1
k−1
)
e(k−3)twk
+λe(N−3)t
∫ e−t
0 g(s) ds,
w(0) = w(+∞) = 0,
where g(·) ∈ L1([0, 1]).
The problem corresponding to Navier boundary conditions in the radial setting
reads
(7)

−w′′ + (N − 2)w′ + (N − 1)w = 1k
(
N−1
k−1
)
e(k−3)twk
+λe(N−3)t
∫ e−t
0 g(s) ds,
w′(0)− (N − 1)w(0) = w(+∞) = 0.
In this work we will also consider equation (1) in the whole of RN subject to the
“boundary condition” u → 0 when |x| → ∞. We will look for radial solutions to
it, which we will call entire solutions. After the same changes of variables above
we arrive at the problem
(8)

−w′′ + (N − 2)w′ + (N − 1)w = 1k
(
N−1
k−1
)
e(k−3)twk
+λe(N−3)t
∫ e−t
0 g(s) ds,
w(−∞) = w(+∞) = 0,
where in this case we need to assume g(·) ∈ L1([0,∞[).
We note that in [10] we proved a series of results concerning some of these
problems. While for the precise statements we refer the reader to this article, we
summarize now some of them. We proved existence of at least one solution to
problems (6) and (7) provided k = 2, N ∈ {2, 3} and |λ| is small enough. More-
over the solution is unique in a certain neighborhood of the origin. Non-existence
of solution to problems (6) and (7) was proven for k = 2, N ∈ {2, 3} and λ large
enough. Existence of at least one solution to problems (6) and (7) provided k = 2
and N ∈ {2, 3} was proven for λ < 0 independently of the size of |λ|.
In this paper we address a series of related questions that equally concern the
analysis of the existence/non-existence of solutions to the mentioned boundary
value problems. We divided our results into two blocks. The first one concerns
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the autonomous cases, that is, λ = 0 is set in the equations. This simplification
allows as to prove:
• Non-existence of non-trivial solutions to problems (6) and (7) for k = 2
and N ≥ 4.
• Existence of an explicit continuum of non-trivial solutions to problem (8)
for k = 2 and N = 4.
• Existence of a continuum of non-trivial entire solutions for k = 2 and
N ≥ 5.
• Non-existence of non-trivial solutions to problem (8) for k = 2 and N =
2, 3.
We extend and complement these results for the cases with λ 6= 0 in the follow-
ing sense:
• We prove existence of isolated solutions for small |λ| to problems (6), (7),
and (8) for k = 2 and N ≥ 2.
• Non-existence of solution to problems (6), (7), and (8) for k = 2 and
N ≥ 2 is proven for λ large enough.
• On the other hand, existence of at least one solution to these problems in
this same range of parameters is shown for λ < 0 despite the possible large
values of |λ|.
As a consequence, all these results illustrate in what sense N = 4 is the critical
dimension for the radial biharmonic 2−Hessian problem.
3. AUTONOMOUS FORMULATION AND MAIN RESULTS FOR λ = 0
In this section we focus on existence and non-existence results in the case k = 2
and λ = 0. We start formulating the problems under consideration in a favorable
setting.
By introducing the change of variables
(9) w = eγtz
with γ = 3−kk−1 , the equation
−w′′ + (N − 2)w′ + (N − 1)w = 1
k
(
N − 1
k − 1
)
e(k−3)twk
is transformed into
(10) − z′′ + (N − 2− 2γ)z′ + [N − 1 + γ(N − 2)− γ2]z = αk,Nzk,
where αk,N = 1k
(
N−1
k−1
)
. By the autonomous character of equation (10), the dif-
ferent boundary value problems can be studied by a suitable analysis of the phase
plane.
3.1. Dirichlet problem. When k = 2 the Dirichlet problem associated to eq. (10)
reads
(11)
{ −z′′ + (N − 4)z′ + (2N − 4)z = α2,Nz2
z(0) = z(+∞) = 0.
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A trivial consequence of the change introduced by (9) is as follows.
Lemma 3.1. If w is a non-trivial solution of (6) with k = 2, then z = e−tw is a
non-trivial solution of (11).
Remark 3.2. Note that the reciprocal statement to that of Lemma 3.1 is not true,
i. e. a nontrivial solution to equation (11) does not necessarily give rise to a solution
of (6). In particular, the boundary conditions could not be obeyed if z(t) does not
decay fast enough when t→∞.
Theorem 3.3. Let us assume that k = 2, λ = 0 and N ≥ 4. Then, the unique
solution of problem (6) is the trivial one.
Proof. In view of Lemma 3.1, we only have to prove that the unique solution of
problem (11) is the trivial one.
If N = 4, the equation is
−z′′ + 4z = 3
2
z2,
that has the conserved quantity
V (z, z′) =
z′2
2
− 2z2 + 1
2
z3.
Orbits such that z(+∞) = 0 belong to the energy level V (z, z′) = 0. Then, if
z(0) = 0 one gets z′(0) = 0 and the solution is the trivial one.
In the case N > 4, there is not a conserved quantity anymore, but it is still
possible to perform a basic analysis of the phase plane to discard the existence of
non-trivial solutions. Taking y = z′, the equation is equivalent to the planar system
(12)
{
z′ = y
y′ = (N − 4)y + (2N − 4)z − α2,Nz2.
This system has two equilibria, the origin and the point
γ1 =
(
2N − 4
α2,N
, 0
)
.
The origin is a saddle point, hence an orbit such that z(+∞) = 0 must belong to the
stable manifold of codimension one. A basic local analysis shows that the stable
manifold approach the origin on the direction (1,−2), which is the eigenvector
associated to the negative eigenvalue of the linearized system. An eventual non-
trivial solution of problem (6) would mean that the stable manifold cuts the vertical
axis. Then, such piece of stable manifold and the corresponding segment of vertical
axis would define a positively invariant compact set C (see Fig. 3.1). Therefore,
any orbit starting onC has non-empty ω-limit set, but due to the dissipation, system
(12) does not have closed orbits (or closed paths composed by orbits). Then, the
only candidate to be the ω-limit set is the point γ1, but it is easy to verify that γ1
is an unstable node. The contradiction comes from assuming the existence of a
non-trivial solution of problem (6). 
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FIGURE 3.1. The compact set C.
3.2. Navier problem. When k = 2 the Navier problem reads
(13)
{ −z′′ + (N − 4)z′ + (2N − 4)z = α2,Nz2
z′(0)− (N − 2)z(0) = z(+∞) = 0.
In this case we find analogous results to those proven in the previous section.
Theorem 3.4. Let us assume that k = 2, λ = 0 and N ≥ 4. Then, the unique
solution of problem (7) is the trivial one.
Proof. As in Theorem 3.3, we only have to prove that the unique solution of prob-
lem (13) is the trivial one.
For N = 4, we can use again an argument based on the conservation of energy.
Looking at the planar system (12), the quantity
V (z, y) =
y2
2
− 2z2 + 1
2
z3
is constant along orbits. An eventual solution of problem (7) would mean that the
line y − 2z = 0 intersects the curve V (z, y) = 0 at a point different to the origin.
It is simple to see that this is not the case.
In the case N > 4, the proof is analogous to that of Theorem 3.3. 
Remark 3.5. A simple re-scaling of the spatial variable shows that Theorems 3.3
and 3.4 are valid not only for the Dirichlet and Navier problems posed on the unit
ball, but on any ball.
3.3. Entire solutions. In this subsection, we consider problem (8) with k = 2 and
λ = 0 , that is
(14) −w
′′ + (N − 2)w′ + (N − 1)w = N−12 e−tw2
w(−∞) = w(+∞) = 0.
Introducing the change
w = etz,
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FIGURE 3.2. The homoclinic orbit of eq. (17).
the equation becomes autonomous and reads
(15) − z′′ + (N − 4)z′ + (2N − 4)z = N − 1
2
z2,
with boundary conditions
(16) lim
t→−∞ e
tz(t) = 0 = lim
t→+∞ e
tz(t).
A first observation is that our previous results for the Dirichlet and Navier prob-
lems, valid for any ball, cannot be extended to the whole of RN . In particular, our
first task is to find an explicit entire solution when N = 4.
For N = 4, equation (15) reads
(17) − z′′ + 4z = 3
2
z2,
that has the following family of exact solutions
z(t) =
16 e2(t−t0)[
1 + e2(t−t0)
]2 ,
where t0 ∈ R is arbitrary. This family of solutions corresponds to the unique ho-
moclinic orbit of the phase plane (see Fig. 3.2), of course they hold the conditions
z(−∞) = z(+∞) = 0, but it is easy to verify that conditions (16) hold as well. In
terms of our original variables we find the explicit solution
(18) u(r) =
8
1 + αr2
,
for any α ∈ R+. So we have found a continuum of classical solutions to our partial
differential equation. For α < 0, the functions given by formula (18) present two
singularities at r = ±√−α, but such a family can still be seen as a collection of
weak solutions, more concretely belonging to the Lorentz space L1,∞(R+).
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FIGURE 3.3. The stable manifold of the equilibrium (0, 0).
In the next result, we analyze the case N > 4. In this case, we cannot give an
explicit solution in closed form, but entire solutions still exist.
Theorem 3.6. For any N > 4, problem (15)-(16) has a continuum of non-trivial
positive solutions.
Proof. The equivalent planar system to equation (15) (see system (12)) was par-
tially studied in the proof of Theorem 3.3. We know that the equilibrium (0, 0) is
a saddle point and the second equilibrium γ1 =
(
2N−4
α2,N
, 0
)
is an unstable node.
In fact, basic arguments show that the stable manifold of (0, 0) is a heteroclinic
connection with γ1 and belong to the semiplane z > 0 (see Fig. 3.3). This means
that there is a solution z(t) such that
z(−∞) = 2N − 4
α2,N
, z(+∞) = 0.
More precisely, the rate of convergence to 0 is as e−2t because λ = −2 is the neg-
ative eigenvalue associated to the Jacobian matrix of system (12) in (0, 0). There-
fore, the boundary conditions (16) hold a z(t) is a non-trivial positive solution of
the problem. Now, z(t+ t0) for t0 ∈ R generates a whole continuum of non-trivial
positive solutions. 
Finally, we prove a non-existence result for the cases N = 2, 3 .
Theorem 3.7. If N = 2, 3, the unique solution of problem (15)-(16) is the trivial
one.
Proof. If N = 3, there is still an orbit connecting (0, 0) and γ1, but now it tends
to γ1 as t → +∞, hence it does not verify the boundary conditions (16). If fact,
any solution belonging to the stable manifold of (0, 0) is unbounded (the second
quadrant is negatively invariant, see 3.4). Besides, by introducing the change of
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FIGURE 3.4. The stable manifold of the equilibrium (0, 0) for
N = 3.
variables z(t) = −x(−t) into equation (15), we get an equivalent equation satisfy-
ing the hypotheses of [13, Theorem 1.1]. Putting these facts together, any solution
z(t) such that z(+∞) = 0 is not defined on the whole real line and of course can
not verify (16). The case N = 2 is handled by similar arguments.

4. THE CASE λ 6= 0
This section is devoted to study the problems under consideration with λ 6= 0
but under different assumptions on the value of this parameter. Moving to the same
framework as in the previous section we find
−z′′ + (N − 2− 2γ)z′ + [N − 1 + γ(N − 2)− γ2]z
= αk,Nz
k + λe(N−3−γ)t
∫ e−t
0
g(s) ds.
When k = 2 this equation simplifies to
−z′′ + (N − 4)z′ + (2N − 4)z = α2,Nz2 + λe(N−4)t
∫ e−t
0
g(s) ds.
4.1. Dirichlet and Navier cases. In these cases we will prove the existence of a
branch of solutions departing from (z, λ) = (0, 0) under the following assumption
on the datum:
Assumption 4.1. We assume g ∈ L1 ([0, 1]) is such that
lim
t→∞ e
(N−3)t
∫ e−t
0
g(s) ds = 0.
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Definition 4.2. We define C˜m0 (R+), m = 0, 1, 2, · · · , to be the set of m−times
continuously differentiable functions over R+ such that eth(t) → 0 when t → ∞
for all h ∈ C˜m0 (R+).
Definition 4.3. We define the mapping
F : C˜20 (R+)× R −→ C˜0(R+)
(z, λ) 7−→ −z′′ + (N − 4)z′ + (2N − 4)z
−α2,Nz2 − λe(N−4)t
∫ e−t
0
g(s) ds.
Remark 4.4. The necessity of introducing Definitions 4.2 and 4.3 comes from the
peculiar boundary condition etz(t)→ 0 when t→∞.
Theorem 4.5. Under hypothesis 4.1 and for any N ≥ 2, there exists a neighbor-
hood U ⊂ C˜20 (R+) of 0 and an open neighborhood I ⊂ R of 0 such that for every
λ ∈ I there is a unique element z(λ) ∈ U so that F [z(λ), λ] = 0. Moreover the
mapping
I 3 λ 7−→ z(λ)
is of class C1, z(0) = 0 and the linear map Fz[z(λ), λ] is bijective for any λ ∈ I .
Proof. First of all note that for g fulfilling Assumption 4.1 functional F is well
defined, and it is also of classC1. The proof follows from the observationF [0, 0] =
0, the fact that the linear mapFz[0, 0] = − d2dt2 +(N−4) ddt+(2N−4) is bijective for
both sets of boundary conditions z(0) = z(+∞) = 0 and z′(0)− (N − 2)z(0) =
z(+∞) = 0 and any N ≥ 2 due to the absence of the null eigenvalue in its
spectrum and the application of the implicit function theorem. 
Remark 4.6. The above result trivially implies the existence of an isolated classi-
cal solution for both Dirichlet and Navier problems when |λ| is small enough.
4.2. Entire solutions. In this case we can prove the existence of a branch of solu-
tions departing from (z, λ) = (0, 0) under the following hypothesis:
Assumption 4.7. We assume g ∈ L1 ([0,∞[) is such that
lim
t→±∞ e
(N−3)t
∫ e−t
0
g(s) ds = 0.
Definition 4.8. We define Cˆm0 (R), m = 0, 1, 2, · · · , to be the set of m−times
continuously differentiable functions over R such that eth(t)→ 0 when t→ ±∞
for all h ∈ Cˆm0 (R).
Definition 4.9. We define the mapping
F1 : Cˆ20 (R)× R −→ Cˆ0(R)
(z, λ) 7−→ −z′′ + (N − 4)z′ + (2N − 4)z
−α2,Nz2 − λe(N−4)t
∫ e−t
0
g(s) ds.
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Remark 4.10. The necessity of introducing Definitions 4.8 and 4.9 comes from
the peculiar boundary condition set etz(t)→ 0 when t→ ±∞.
Theorem 4.11. Under hypothesis 4.7 and for any N ≥ 2, there exists a neighbor-
hood U ⊂ Cˆ20 (R) of 0 and an open neighborhood I ⊂ R of 0 such that for every
λ ∈ I there is a unique element z(λ) ∈ U so that F [z(λ), λ] = 0. Moreover the
mapping
I 3 λ 7−→ z(λ)
is of class C1, z(0) = 0 and the linear map (F1)z[z(λ), λ] is bijective for any
λ ∈ I .
Proof. Note that for g fulfilling Assumption 4.7 functional F1 is well defined, and
it is also of class C1. The proof follows from the observation F1[0, 0] = 0, the fact
that the linear map (F1)z[0, 0] = − d2dt2 + (N − 4) ddt + (2N − 4) is bijective when
subject to the boundary conditions z(±∞) = 0 for any N ≥ 2 due to the absence
of the null eigenvalue in its spectrum and the application of the implicit function
theorem. 
Remark 4.12. As in the previous cases, this result trivially implies the existence
of an isolated classical solution when |λ| is small enough.
4.3. Non-existence of solution. Our first result relates to the sharpness of the re-
sults in the previous subsections.
Theorem 4.13. Assumptions 4.1 and 4.7 are sharp.
Proof. In the case of the entire solutions we re-write problem (8) as
z(t) =
e−2t
N
∫ t
−∞
e2s f1(s) ds+
e(N−2)t
N
∫ ∞
t
e−(N−2)s f1(s) ds
≥ e
−2t
N
∫ t
−∞
e2s f2(s) ds+
e(N−2)t
N
∫ ∞
t
e−(N−2)s f2(s) ds =: z1(t).
where
f1(t) = α2,N [z(t)]
2 + f2(t),
f2(t) = λe
(N−4)t
∫ e−t
0
g(s) ds.
Now, choose g(s) such that
f2(t) ≥ e−t1[0,∞[(t),
or equivalently
λe(N−3)t
∫ e−t
0
g(s) ds ≥ 1 for all t > 0.
It is an easy exercise to check that the boundary condition at +∞ is never fulfilled
in these cases for z1(t), in fact z1(+∞) = +∞ what in turn forces the same for
z(t). Identical results follow for both Dirichlet and Navier problems. 
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The following result indicates that, even when we can continue the solution for
small |λ|, this extension cannot be carried out for an arbitrarily large value of this
parameter.
Theorem 4.14. Problems (6), (7) and (8) have no solutions whenever g ≥ 0,
ess sup g > 0, it obeys the corresponding Assumption 4.1 or 4.7 and λ > 0 is large
enough.
Proof. In the case of entire solutions we consider the auxiliary problem
−z′′ + (N − 4)z′ + (2N − 4)z = α2,Nz2 + λ e(N−4)t
∫ e−t
0
g(s) ds︸ ︷︷ ︸
=:f˜(t)
,
subject to the conditions z(t) → 0 when t → −∞ and z(0) = z0. This problem
can be cast into the form
z(t) =
e−2t
N
∫ t
−∞
e2sf1(s) ds+ e
(N−2)t ×[
z0 − 1
N
∫ 0
−∞
e2sf1(s) ds− 1
N
∫ t
0
e−(N−2)sf1(s) ds
]
≥ λe
−2t
N
∫ t
−∞
e2sf˜(s) ds+ e(N−2)t ×[
z0 − λ
N
∫ 0
−∞
e2sf˜(s) ds− λ
N
∫ t
0
e−(N−2)sf˜(s) ds
]
.
Therefore if
(19) z0 > λ
[
1
N
∫ 0
−∞
e2sf˜(s) ds+
1
N
∫ ∞
0
e−(N−2)sf˜(s) ds
]
,
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then clearly z(t) 6→ 0 when t→∞. Consider now again the original equation
z(t) =
e−2t
N
∫ t
−∞
e2s f1(s) ds+
e(N−2)t
N
∫ ∞
t
e−(N−2)s f1(s) ds
≥ α2,N e
−2t
N
∫ t
−∞
e2s [z(s)]2 ds
+α2,N
e(N−2)t
N
∫ ∞
t
e−(N−2)s [z(s)]2 ds
≥ α2,N e
−2t
N
∫ t
−∞
e2s [z1(s)]
2 ds
+α2,N
e(N−2)t
N
∫ ∞
t
e−(N−2)s [z1(s)]2 ds
= λ2
[
α2,N
e−2t
N
∫ t
−∞
e2s [zλ(s)]
2 ds
+ α2,N
e(N−2)t
N
∫ ∞
t
e−(N−2)s [zλ(s)]2 ds
]
,
where zλ = z1/λ. In consequence
z(0) ≥ λ2
[
α2,N
N
∫ 0
−∞
e2s [zλ(s)]
2 ds(20)
+
α2,N
N
∫ ∞
0
e−(N−2)s [zλ(s)]2 ds
]
.
From (19) and (20) it follows that no solution exists for λ large enough. The proof
for both the Dirichlet and Navier problems follows analogously once one chooses
the right shooting parameters, and these parameters can be chosen as in [10]. 
4.4. Negative λ. Now we will examine the case when λ < 0 and prove that at
least one solution exists always in this range.
Theorem 4.15. Problems (6), (7) and (8) have at least one solution when g ≥ 0,
ess sup g > 0, it obeys the corresponding Assumption 4.1 or 4.7 and λ < 0.
Proof. The proof is based on the classical method of upper and lower solutions
(see for instance [14]). First, let us note that the differential operator
L[z] := −z′′ + (N − 4)z′ + (2N − 4)z
with the respective boundary conditions of problems (6), (7) and (8), is positively
invertible, that is, for any function f(t) positive a.e., the linear equationLz = f has
a unique positive solution z = L−1f with the corresponding boundary conditions.
Then, the function ξ0(t) = L−1λf˜ verifies
Lξ0 = λf˜ ≤ α2,Nξ20 + λf˜
and it is a lower solution of the problem. Moreover, α0(t) is negative because of
the signs assumed for λ and g. Also, it is direct to check that β ≡ 0 is an upper
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solution. Then, the recurrence ξn+1 = L−1[α2,Nξ2n + λf˜ ] generates a monotone
sequence of lower solutions converging uniformly to a solution of the problem. 
5. CONCLUSIONS, FURTHER RESULTS, AND OPEN QUESTIONS
This work has been devoted to the analysis of the existence of radial solutions to
biharmonic 2−Hessian problems. Our results have been divided into two blocks.
The first concerns the autonomous problems, that is, the particular choice λ = 0.
In this case we have proven non-existence of non-trivial solutions to problems (6)
and (7), i. e. respectively the Dirichlet and Navier homogeneous boundary value
problems, for k = 2 and N ≥ 4. We have also found the existence of a continuum
of non-trivial entire solutions, that is solutions to problem (8), for k = 2 and
N ≥ 4; moreover we have given explicit formulas for them in N = 4. Finally we
have proven non-existence of non-trivial entire solutions for k = 2 and N = 2, 3.
These results, together with our previous ones [10], highlight in what sense N = 4
plays the role of critical dimension for the radial biharmonic 2−Hessian equation.
We have complemented this first block with a second block in which the non-
autonomous equation is analyzed, that is, λ 6= 0 is considered. In this case the
existence of isolated solutions for small |λ| to problems (6), (7), and (8) for k = 2
and N ≥ 2 has been proven. The non-existence of solution to problems (6), (7),
and (8) for k = 2 and N ≥ 2 was proven for λ large enough, and this result was
supplemented with the corresponding existence one for λ < 0 irrespectively of the
size of |λ|.
There is a series of open questions that arises naturally from the present results.
One is the possible continuation of the non-trivial solutions explicitly computed in
Section 3.3 when N = 4 for λ 6= 0. Note that in this case we cannot employ the
same arguments as in Theorems 4.5 and 4.11 since the linearization of the nonlinear
operator about these solutions gives rise to the linear operator
− d
2
dt2
+ 1− 48 e
2(t+t0)
(e2t + e2t0)2
.
The kernel of this operator, provided with the correct boundary conditions, is
spanned by the vector
et
[
e4t + e4t0 − 3e2(t+t0)]
(e2t + e2t0)3
,
what rules out the use of the implicit function theorem in this concrete context.
Note that this fact is in agreement with the existence of a continuum of solutions
and with the dilatation invariance structure of equation (1). Different techniques,
such as the Lyapunov-Schmidt reduction or global bifurcation arguments, must be
employed in this case.
There are plenty of open questions that concern the cases with k ≥ 3. Actually,
for k = 3 we have the following result:
Theorem 5.1. Problems (6), (7), and (8) have no non-trivial solutions for k = 3
and λ = 0.
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Proof. For k = 3, the relevant equation
−w′′ + (N − 2)w′ + (N − 1)w = 1
k
(
N − 1
2
)
w3
is autonomous, and in fact an autonomous Duffing oscillator with negative damp-
ing [12]. Then an elementary analysis of the phase plane (similar to that of system
(12)) leads to the conclusion. 
All throughout this work we have illustrated how N = 4 plays the role of crit-
ical dimension for the 2−Hessian nonlinearity. This last result on the other hand
suggests that the existence of an analogous concept of critical dimension may not
be possible for k = 3. In fact, this could be so for any k > 3 too, something
that would agree with the complementary results in [1] (in particular, these results
suggest that there is no critical dimension for k > 3 and it takes the marginal value
N = 3 for k = 3). We leave this problem as an open question, as well as the
extension of our present results, when possible, to this range of values of k.
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