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Abstract
We develop a theory of Darboux transformations for CMV matrices, canonical repre-
sentations of the unitary operators. In perfect analogy with their self-adjoint version – the
Darboux transformations of Jacobi matrices – they are equivalent to Laurent polynomial
modifications of the underlying measures. We address other questions which emphasize
the similarities between Darboux transformations for Jacobi and CMV matrices, like their
(almost) isospectrality or the relation that they establish between the corresponding or-
thogonal polynomials, showing also that both transformations are connected by the Szego˝
mapping.
Nevertheless, we uncover some features of the Darboux transformations for CMV
matrices which are in striking contrast with those of the Jacobi case. In particular, when
applied to CMV matrices, the matrix realization of the inverse Darboux transformations
– what we call ‘Darboux transformations with parameters’ – leads to spurious solutions
whose interpretation deserves future research. Such spurious solutions are neither unitary
nor band matrices, so Darboux transformations for CMV matrices are much more subject
to the subtleties of the algebra of infinite matrices than their Jacobi counterparts.
A key role in our theory is played by the Cholesky factorizations of infinite matrices.
Actually, the Darboux transformations introduced in this paper are based on the Cholesky
factorizations of degree one Hermitian Laurent polynomials evaluated on CMV matrices.
These transformations are also generalized to higher degree Laurent polynomials, as well
as to the extension of CMV matrices to quasi-definite functionals – what we call ‘quasi-
CMV’ matrices.
Furthermore, we show that this CMV version of Darboux transformations plays a role
in integrable systems like the Schur flows or the Ablowitz-Ladik model which parallels
that of Darboux for Jacobi matrices in the Toda lattice.
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1 Introduction
Darboux transformations, originally tied to Schro¨dinger operators [14, 15, 43, 44, 45,
62, 67, 68], have become a powerful tool in many areas of mathematical physics (see
[36, 40, 59, 61, 77, 78] and references therein). For instance, the role of 1D Schro¨dinger
operators in the Lax pair of the KdV equation led to export Darboux transformations to
KdV and generalizations [59]. The discrete version of these relations links Darboux for
Jacobi matrices (discrete 1D Schro¨dinger) and the Toda lattice (discrete KdV) [77, 78].
Darboux transformations of Jacobi matrices are at the center of a rich interplay
among integrable systems, orthogonal polynomials, bispectral problems and numerical
linear algebra [5, 6, 7, 21, 23, 24, 28, 29, 33, 37, 38, 39, 41, 50, 58, 74, 75, 81, 84, 85]. These
topics are also closely related to the unitary counterpart of Jacobi, the CMV matrices,
which date back to works on the unitary eigenproblem [4, 8, 81], a decade before their
rediscovery in the context of orthogonal polynomials on the unit circle [11, 70, 71]. It
was later realized that CMV matrices provide the Lax pair of integrable systems known
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under the name of Schur flows (discrete mKdV and unitary analogue of Toda) and
Ablowitz-Ladik (discrete nonlinear Schro¨dinger) [2, 3, 22, 30, 32, 52, 54, 63, 64, 65, 73].
Yet, Darboux has not been applied to CMV matrices so far, the closest precedents being
on related issues for isometric Hessenberg matrices [16, 25, 27, 34, 42, 80].
This paper develops a theory of Darboux transformations for CMV matrices which
intends to be useful for applications which parallel those of the Jacobi case. Indeed, we
will see that this extension of Darboux has a role in Ablowitz-Ladik and Schur flows
which mimics that of Darboux for Jacobi in Toda: Darboux for CMV is an integrable
discretization of such flows which also generates new flows from known ones. Besides,
the success of Darboux in Jacobi bispectral problems suggests that Darboux for CMV
may open new ways in the search for bispectral situations on the unit circle, where it
seems difficult to escape from trivial instances. Further, the recent discovery that CMV
drives the evolution of 1D quantum walks [9] (quantum version of random walks coming
from the discrete 1D Dirac equation [1, 60]) could add new uses of Darboux for CMV.
Let us summarize the main ideas and results of the paper using the Jacobi case as
a guide and counterpoint.
The strategy for the extension of Darboux to CMV is to transform every CMV into
a self-adjoint band matrix M to which we apply standard Darboux transformations
based on triangular band factorizations followed by a commutation of the factors: M “
AB Ñ N “ BA, with A,B lower/upper triangular band matrices.
Darboux is usually implemented on a Jacobi matrix via the LU factorization of
a similar non-symmetric tridiagonal matrix. However, it is possible to rewrite these
transformations by performing Cholesky factorizations (B “ A`, the adjoint of A)
directly onto the Jacobi matrix, which avoids loosing the hermiticity in the process. We
will use the Cholesky approach for the CMV version of Darboux because it permits a
closer control of unitarity, a more intricate property than hermiticity.
In the case of a Jacobi matrix J , the Cholesky factorization may require a previous
real shift M “ J ` βI (I stands for the identity matrix) to deal with a positive
definite matrix. As a natural CMV translation of this we will introduce, not only an
eventual real shift, but also a Hermitian linear combination of a CMV C and its adjoint
C` “ C´1 mapping it into a self-adjoint band matrix M “ αC ` αC´1 ` βI. In other
words, while Darboux for Jacobi involves a real polynomial ℘pxq “ x` β evaluated on
the Jacobi matrix, in the CMV case we will evaluate a Hermitian Laurent polynomial
ℓpzq “ αz ` αz´1 ` β on the CMV matrix.
Despite the above difference, we will discover that Darboux for Jacobi and CMV
have a similar meaning since they are respectively equivalent to polynomial and Laurent
polynomial modifications of the underlying measure. This is part of the first main result
of the paper, Theorem 3.2, which yields several equivalences for Darboux transforma-
tions of CMV matrices in perfect analogy with the Jacobi case. Thus, we will show that
Darboux for Jacobi and CMV share many properties concerning not only the matrices,
but also the related measures and orthogonal polynomials. Some of these properties are
reflected in the following table of analogies, which also includes a summary of notations
used along the paper.
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Darboux for Jacobi
with polynomial ℘pxq “ x`β
Darboux for CMV
with Laurent pol. ℓpzq “ αz`αz´1`β
Jacobi J
℘ÞÑ K
Measures on
the real line
µ
℘ÞÑ ν
Orthogonal
polynomials p
℘ÞÑ q
"
p “ ppnq
q “ pqnq
CMV C
ℓÞÑ D
Measures on
the unit circle
µ
ℓÞÑ ν
Orthogonal
Laurent pol. χ
ℓÞÑ ω
"
χ “ pχnq
ω “ pωnq
K “ A´1JA
℘pJ q “ AA` ℘pKq “ A`A
A 2-band lower triangular
D “ A´1CA
ℓpCq “ AA` ℓpDq “ A`A
A 3-band lower triangular
dν “ ℘ dµ dν “ ℓ dµ
p “ Aq pn P spantqn´1, qnu
℘q “ A`p ℘qn P spantpn, pn`1u
χ “ Aω χn P spantωn´2, ωn´1, ωnu
ℓω “ A`χ ℓωn P spantχn, χn`1, χn`2u
Almost isospectral
(isospectral up to at most 1 point)
Almost isospectral
(isospectral up to at most 2 points)
The above similarities are not the only results supporting this version of Darboux
for CMV as the unitary analogue of Darboux for Jacobi. What is more, both transfor-
mations turn out to be directly related by a natural link between the real line and the
unit circle, the so called Szego˝ connection [76]. This relation is given in Theorem 5.2,
which can be also considered a central result of the paper.
Having said that, major differences between Jacobi and CMV will appear in the
matrix realization of the inverse Darboux transformations, M “ AA` Ð N “ A`A.
We refer to such a matrix realization as the Darboux transformations with parameters
because they provide parametric solutions originated by the lack of uniqueness of the
reversed Cholesky factorizations N “ A`A. In the Jacobi case these parametric solu-
tions coincide with the Jacobi matrices obtained by inverse Darboux and depend on
a single real parameter. However, they depend on four real parameters in the CMV
case, a symptom of a deeper dissimilarity between Jacobi and CMV: Darboux with
parameters for CMV not only yields the solutions of inverse Darboux, but also leads to
spurious solutions which are not CMV, not even band nor unitary. The origin of this
difference with respect to Jacobi is that transforming a unitary matrix into a Hermitian
one requires a Laurent polynomial with at least two zeros instead of a polynomial of de-
gree one. This resembles the situation in the case of higher degree Darboux for Jacobi,
based on transforming the Jacobi matrix by a polynomial of degree greater than one.
Hence, the matrix implementation of inverse Darboux for CMV needs a constraint on
the reversed Cholesky factorizations to select those leading to CMV solutions. This con-
straint is given in Theorem 4.3, the second main result of the paper, which summarizes
equivalent ways of separating CMV and spurious solutions.
The need to deal with spurious solutions which are neither unitary nor band matrices
requires a careful manipulation of infinite matrices for the Darboux transformations
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of CMV matrices. Properties like the associativity of matrix multiplication or the
uniqueness of the inverse matrix may fail [13]. These troubles are not so evident for
Jacobi matrices due to the absence of spurious solutions. Luckily enough, the situation
in the CMV case will be successfully handled thanks to the lower Hessenberg type
structure of the spurious solutions (only finitely many upper diagonals are non-null).
These reasons make it advisable to specify from the very beginning the kind of matrix
operations that will be admissible and their properties. This is necessary to legitimate
matrix manipulations, but also sheds light on some aspects of Darboux transformations
which, even in the Jacobi case, are not usually explicitly addressed.
Darboux transformations for CMV matrices can be compared with previous matrix
transformations based on factorizations. A precedent of this is the QR algorithm for
CMV matrices, equivalent to a special type of Laurent polynomial modifications of the
orthogonality measure [81]. Nevertheless, we will see that QR has a more limited appli-
cability than Darboux, which can be considered as a way to extend the QR algorithm
to general Laurent polynomial modifications of measures.
Analogously to the Jacobi case, Darboux makes sense for higher degree Laurent
polynomial transformations of CMV matrices, as well as for situations related to quasi-
definite functionals, although this requires the generalization of Cholesky factorizations
and CMV matrices beyond the positive definite case [11].
The above ideas are developed in the paper according to the following schedule:
Section 2 introduces the basic setting in which the rest of the paper will be conducted.
It covers the explicit description of the algebra of infinite matrices that will be used,
the analysis of the matrix representations of the multiplication operator with respect to
ordered bases of Laurent polynomials (‘zig-zag’ bases) and general Darboux factoriza-
tions for Hermitian Laurent polynomials evaluated on such matrix representations. A
particularization of these factorizations leads to the Darboux transformations for CMV
matrices in Section 3, whose main result, Theorem 3.2, gives several characterizations
of such transformations. Inverse Darboux transformations and their matrix realization,
the Darboux transformations with parameters, are accounted for in Section 4. It in-
cludes the discussion about spurious solutions and the characterization of the CMV
ones in Theorem 4.3, the central result. Section 5 compares Darboux for Jacobi and
CMV, linking them via the Szego˝ mapping in Theorem 5.2, and showing their relation
with a new connection between the real line and the unit circle recently obtained [20].
In Section 6 we find a comparison between Darboux transformations and the QR al-
gorithm for CMV matrices, which also serves to rewrite the former ones in operator
language. Section 7 uncovers the close relation between Darboux for CMV and certain
integrable systems, namely, the Schur flows and the Ablowitz-Ladik model. Higher
degree Darboux transformations and the extension to quasi-definite functionals appear
in Section 8. Section 9 summarizes the conclusions, pointing out some open problems
suggested by the previous results. Finally, Appendix A deals with the existence and
uniqueness of Cholesky factorizations for infinite matrices, crucial issues in the devel-
opment of the paper. Some illustrative examples of Darboux transformations for CMV
matrices can be found at the end of Sections 4, 5 and 8.2.
5
2 Hessenberg type matrices, zig-zag bases and Dar-
boux factorizations
The Darboux transformation of a Jacobi matrix J follows from a factorization of the
symmetric matrix polynomial ℘pJ q “ J `βI for some parameter β P R (see Section 5).
The translation of this idea to the case of a CMV matrix C requires the substitution of
the polynomial ℘pxq “ x`β by a Hermitian Laurent polynomial ℓpzq “ αz`β`αz´1,
α P Czt0u, β P R, so that the matrix Laurent polynomial ℓpCq “ αC ` βI ` αC´1
becomes self-adjoint too due to the unitarity of C. A suitable factorization of ℓpCq
should provide the CMV version of the Darboux transformation.
A central role in Darboux for Jacobi matrices is played by the orthogonal polynomials
on the real line since their recurrence relation is codified by a Jacobi matrix. The
corresponding CMV analogue are the orthogonal Laurent polynomials on the unit circle,
which are expected to be an essential ingredient in Darboux for CMV. Among other
things, the orthogonal polynomials give to Jacobi matrices the meaning of a matrix
representation of a symmetric multiplication operator. This is also true for orthogonal
Laurent polynomials and CMV matrices, but in this case the multiplication operator is
unitary instead of symmetric.
A special feature of Darboux for CMV matrices is the apparition of spurious transfor-
mations involving non-CMV (actually, even non-unitary) matrices with no band struc-
ture, which are related to non-orthogonal Laurent polynomials. Therefore, we will need
to deal with general ordered sequences of Laurent polynomials (assuming no orthogo-
nality property) and related matrix representations of a multiplication operator, which
forces us to work in a general setting, avoiding any a priori assumption of a Hilbert
space structure. This means that the space of functions that we will consider is simply
the complex vector space of Laurent polynomials Λ “ spantznunPZ “ Crz, z´1s. Be-
sides, we will work with general infinite matrices not necessarily attached to operators
on Hilbert spaces, a fact that requires a special care with matrix manipulations because
the algebra of general infinite matrices suffers from certain pathological problems [13].
We will briefly describe some of these problems below with the aim of stating a simple
setting where such pathologies can be well controlled by a few easy rules. This will
be enough for our purposes, but the reader can find more comprehensive treatments of
infinite matrices in classical references like [13, 55] or the recent review [69].
The first difficulty of dealing with infinite matrices is that matrix products can be
ill defined, as it is the case of StS where
S “
¨˝
1 0 0 0 0 ¨¨¨
1 1 0 0 0 ¨¨¨
1 1 1 0 0 ¨¨¨
1 1 1 1 0 ¨¨¨
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‚˛. (1)
To avoid this problem we will restrict matrix products to those whose coefficients can
be computed with a finite number of algebraic operations on the matrix coefficients of
the factors.
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Definition 2.1. We will say that the product AB of two matrices A,B is admissible if
any matrix entry pABqi,k “
ř
j Ai,jBj,k involves only a finite (i, k-dependent) number
of non-null summands.
The above definition applies not only to square matrices, but also to rectangular
ones, so we can talk about admissible products between matrices and vectors, or between
vectors. In what follows we will consider only admissible matrix products.
The following special type of infinite matrices, which will arise in the Darboux
transformations for CMV matrices, provide admissible matrix products.
Definition 2.2. We will say that a matrix A is lower (upper) Hessenberg type if Ai,j
can be non-null only for j ´ i ď N (i´ j ď N) for some N P Z.
Graphically, lower Hessenberg type matrices are characterized by the shape¨˝ ˚ ˚ ¨¨¨ ˚ 0 0 0 0 ¨¨¨
˚ ˚ ¨¨¨ ˚ ˚ 0 0 0 ¨¨¨
˚ ˚ ¨¨¨ ˚ ˚ ˚ 0 0 ¨¨¨
˚ ˚ ¨¨¨ ˚ ˚ ˚ ˚ 0 ¨¨¨
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‚˛,
while upper Hessenberg type matrices correspond to the transpose of this structure.
Hessenberg type matrices are not necessarily square matrices. In particular, any
column (row) vector is trivially a lower (upper) Hessenberg type matrix, and if it has
finitely many non-null components then it is also an upper (lower) Hesssenberg type
matrix.
Any product AB with A lower Hessenberg type or B upper Hessenberg type is
admissible. Instances of this are ST “ I “ TS and StT “ T ´ I, where I is the infinite
identity matrix, S is given in (1) and
T “
¨˝ 1 0 0 0 0 ¨¨¨
´1 1 0 0 0 ¨¨¨
0 ´1 1 0 0 ¨¨¨
0 0 ´1 1 0 ¨¨¨
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‚˛. (2)
Indeed, the set of lower (upper) Hessenberg type matrices is closed under multiplication.
Band matrices are precisely those which are simultaneously upper and lower Hessenberg
type, thus they are closed under multiplication too, providing always admissible matrix
products regardless whether they act as left or right factors.
Some of the properties of the multiplication of finite matrices are also valid for admis-
sible products of infinite matrices. For instance, the distributive property ApB ` Cq “
AB ` AC holds as long as the products AB and AC are admissible, and analogously
for pB ` CqA “ BA ` CA. Besides, if AB is admissible, then B`A` is admissible too
and pABq` “ B`A`, where A` denotes the adjoint (transpose conjugate) of A.
However, even if all the involved matrix products are admissible, the associativity
can fail, as it is shown by the example
StpTSq “ StI “ St, pStT qS “ pT ´ IqS “ I ´ S.
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The root of this problem is the non-associative character of oscillatory series which
appear in the multiplication process. To see this clearly, let us fix our attention on the
(0,0)-entry of the above products. Denoting X “ p1, 1, 1, . . . q,
pStpTSqq0,0 “ XpTX tq “
ÿ
jě0
Xj
˜ÿ
kě0
Tj,kXk
¸
“ X20 `
ÿ
jě1
Xjp´Xj´1 `Xjq “ 1,
ppStT qSq0,0 “ pXT qX t “
ÿ
kě0
˜ÿ
jě0
XjTj,k
¸
Xk “
ÿ
kě0
pXk ´Xk`1qXk “ 0,
thus the different value of these entries is a consequence of the non-associativity of the
oscillatory series 1´ 1` 1´ 1` ¨ ¨ ¨ .
We can guarantee the associativity of matrix products requiring the absence of
infinite series in the multiplication process. More precisely, assuming that the products
pABqC and ApBCq are admissible, a sufficient condition for the associativity pABqC “
ApBCq is the existence for any indices i, l of only a finite (i, l-dependent) number of
non-null terms Ai,jBj,kCk,l since in that case
ÿ
k
˜ÿ
j
Ai,jBj,k
¸
Ck,l “
ÿ
j,k
Ai,jBj,kCk,l “
ÿ
j
Ai,j
˜ÿ
k
Bj,kCk,l
¸
due to the presence of a finite number of non-null summands in all the sums.
The presence of Hessenberg type matrix factors which provide admissible matrix
products also guarantee their associativity according to the following simple rules.
Proposition 2.3. The associative property pABqC “ ApBCq of a matrix product is
valid in any of the following cases:
1. A and B are lower Hessenberg type.
2. B and C are upper Hessenberg type.
3. A is lower Hessenberg type and C upper Hessenberg type.
Proof. Suppose for instance that A and B are lower Hessenberg type. Then, AB is ad-
missible and lower Hessenberg type too, thus pABqC is admissible. On the other hand,
BC is admissible since B is lower Hessenberg type, thus ApBCq is admissible because
A is also lower Hessenberg type. Besides, due the lower Hessenberg type structure of A
and B,
Ai,j can be non-null only for j ´ i ď N
Bj,k can be non-null only for k ´ j ďM
+
ñ Ai,jBj,kCk,l can be non-null only for
j ď i`N and k ď i`N `M.
This ensures the associativity according to the sufficient condition given above. A
similar argument proves the associativity in the two remaining cases.
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Another pathology of admissible products of infinite matrices is that, in contrast to
the case of finite matrices, the existence of inverse can be consistent with a non-trivial
left or right kernel. This is illustrated by the matrix T given in (2) which, despite having
the matrix (1) as an inverse, satisfies
p1, 1, 1, . . . qT “ 0.
In what follows we will use the following notation for the left and right kernel of a
matrix A P CMˆN , M,N P NY t8u,
kerLpAq “ tX P C1ˆM : XA “ 0u, kerRpAq “ tX P CNˆ1 : AX “ 0u,
where we understand that the vectors X are such that the products are admissible.
So, in the case of the matrix T introduced in (2), kerLpT q “ spantp1, 1, 1, . . . qu and
kerRpT q “ t0u.
The above fact also reveals possible uniqueness problems for the inverse of a general
infinite matrix because such an inverse could be modified by adding a matrix with rows
and columns lying on the left and right kernel respectively. An example of this is given
by
J “
˜´1 1
1 ´2 1
1 ´2 1
. . .
. . .
. . .
¸
, K “
¨˝
0 1 2 3 ¨¨¨
1 1 2 3 ¨¨¨
2 2 2 3 ¨¨¨
3 3 3 3 ¨¨¨
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‚˛` c
¨˝
1 1 1 1 ¨¨¨
1 1 1 1 ¨¨¨
1 1 1 1 ¨¨¨
1 1 1 1 ¨¨¨
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‚˛,
which satisfy JK “ I “ KJ for any c P C because kerLpJq “ spantp1, 1, 1, . . . qu and
kerRpJq “ spantp1, 1, 1, . . . qtu.
The previous example not only shows that a Hessenberg type matrix can have mul-
tiple inverses, but also that these inverses can be non-Hessenberg type. Nevertheless, if
a lower (upper) Hessenberg type matrix A has a lower (upper) Hessenberg type inverse
B, no other inverse exists. For instance, if A and B are lower Hessenberg type, due to
Proposition 2.3.1, any other inverse C should satisfy C “ pBAqC “ BpACq “ B. In the
upper Hessenberg case the associativity requirements force us to modify the uniqueness
proof as C “ CpABq “ pCAqB “ B according to Proposition 2.3.2. This result is the
origin of the following definition.
Definition 2.4. An infinite lower (upper) Hessenberg type matrix A with a lower
(upper) Hessenberg type inverse will be called a lower (upper) H-matrix. Since the
inverse is unique in this case, it will be denoted by A´1.
Examples of H-matrices are S and T given in (1) and (2), with S “ T´1. Although
H-matrices could seem quite scarce at first sight, we will see that they are precisely
the kind of matrices arising in the CMV version of Darboux transformations. Actually,
CMV matrices themselves are examples of matrices which are simultaneously lower and
upper H-matrices.
A triangular infinite matrix with non-zero diagonal entries is a special case of H-
matrix because it always has a triangular inverse. The condition on the diagonal guar-
antees for the leading submatrices the existence of triangular inverses obtained by en-
larging the smaller ones. An induction process on the size of the leading submatrices
generates the triangular inverse of the infinite triangular matrix.
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In general, we will denote by A´1 the inverse of a matrix A whenever this inverse is
unique. Some of the rules for the manipulation of inverses of finite matrices also hold
for infinite ones as long as they have a unique inverse. For instance, taking adjoints we
see that AB “ I “ BA is equivalent to B`A` “ I “ A`B`, thus A and A` have a
unique inverse simultaneously, and in this case pA`q´1 “ pA´1q`. In particular, this
equality is valid for any H-matrix.
H-matrices are essential in the Darboux transformation for CMV matrices since they
allow us to perform standard algebraic manipulations which are forbidden for general
infinite matrices. For instance, solving a simple matrix equation in the following way,
AB “ C ñ B “ pA´1AqB “ A´1pABq “ A´1C, (3)
is possible if A is a lower H-matrix due to Proposition 2.3.1, but it is not possible for
general infinite matrices. As an application of these ideas, we have the following result.
Proposition 2.5. If A is a lower (upper) H-matrix, then kerRpAq “ t0u (kerLpAq “
t0u) and kerLpAqzt0u (kerRpAqzt0u) does not contain finitely non-null vectors, i.e. vec-
tors with finitely many non-null entries.
Proof. Suppose that A is a lower H-matrix. Using (3) we find that AX “ 0 ñ X “ 0.
On the other hand, if X is a finitely non-null row vector, it can be considered as a
lower Hessenberg type matrix, thus XA “ 0ñ X “ XpAA´1q “ pXAqA´1 “ 0 due to
Proposition 2.3.1. The result for upper H-matrices follows analogously from Proposition
2.3.2.
The set of lower (upper) H-matrices is closed under multiplication and inversion, and
contains the identity matrix. Hence, this set is a multiplicative group since associativity
holds for lower (upper) Hessenberg type matrices due to Proposition 2.3.1 (Proposition
2.3.2). Actually, the previous results show that the set of infinite lower (upper) Hessen-
berg type matrices with the sum and multiplication is a ring whose group of units is the
set of lower (upper) H-matrices. Interesting subgroups of this multiplicative group are
the sets of infinite lower (upper) triangular matrices with positive or non-null diagonal
entries.
Following the general idea of the Darboux transformation, and mimicking the Jacobi
case according to previous comments, Darboux for CMV should deal with a factorization
ℓpCq “ AB for a Hermitian Laurent polynomial ℓpzq “ αz`β`αz´1 (α P C, β P R), and
a matrix C (eventually a CMV matrix) representing in some basis of Λ themultiplication
operator
z : Λ ÝÝÑ Λ
fpzq ÞÑ zfpzq
(4)
Different matrix representations C of this multiplication operator are related by
changes of basis and give rise to different factors A,B. Besides, we will see that the
factors A,B themselves are closely related to certain changes of basis in Λ. Thus,
changes of basis will play a central role in the factorizations related to the Darboux
transformation for CMV matrices.
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In the following section we will analyze the matrix representations of the multipli-
cation operator (4) for bases of Λ with a structure similar to that one of a CMV basis,
but assuming no orthogonality requirement. We will see that these representations are
H-matrices, a key result to avoid the pathologies of general infinite matrices.
2.1 Matrix representations of the multiplication operator
A CMV matrix can be understood as the matrix representation of the multiplication op-
erator (4) with respect to a basis χ “ pχ0, χ1, χ2, . . . qt of orthonormal Laurent polynomi-
als. This basis is obtained by applying to the canonical one η “ p1, z, z´1, z2, z´2, . . . qt
the Gram-Schmidt orthonormalization with respect to a positive Borel measure sup-
ported on an infinite subset of the unit circle (hereinafter ‘measure on the unit circle’).
Thus, the orthonormal basis χ satisfies
χn P Ln :“
#
spantz´k, . . . , zku pcoefficient of z´k ą 0q, n “ 2k,
spantz´k, . . . , zk`1u pcoefficient of zk`1 ą 0q, n “ 2k ` 1. (5)
Due to the needs of Darboux for CMV pointed out previously, we will consider in this
section bases χ of Λ satisfying simply (5), regardless of their orthogonality properties.
Definition 2.6. A basis χ of Λ satisfying (5) will be called a zig-zag basis.
The nested structure of the subspaces Ln implies that, for any zig-zag basis χ,
zχ0 P L1zL0, zχn P
#
Ln`1, even n,
Ln`2zLn`1, odd n.
This can be rewritten in matrix form as
zχ “ Cχ, C “
¨˚
˚˝˚˚
˚ `
˚ ˚ ˚ `
˚ ˚ ˚ ˚
˚ ˚ ˚ ˚ ˚ `
˚ ˚ ˚ ˚ ˚ ˚
˚ ˚ ˚ ˚ ˚ ˚ ˚ `
˚ ˚ ˚ ˚ ˚ ˚ ˚ ˚
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‹˛‹‹‹‚, (6)
where the coefficients denoted by ` are positive and the omitted ones are zero. The
matrix representation C of the multiplication operator (4) in a zig-zag basis χ is therefore
lower Hessenberg type.
The inverse z´1 of the multiplication operator is represented in a zig-zag basis χ by
a lower Hessenberg type matrix too. Indeed,
z´1χ0 P L2zL1, z´1χn P
#
Ln`2zLn`1, even n,
Ln`1, odd n,
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or equivalently
z´1χ “ rCχ, rC “
¨˚
˚˝˚
˚ ˚ `
˚ ˚ ˚
˚ ˚ ˚ ˚ `
˚ ˚ ˚ ˚ ˚
˚ ˚ ˚ ˚ ˚ ˚ `
˚ ˚ ˚ ˚ ˚ ˚ ˚
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‹˛‹‹‚. (7)
On the other hand, from Proposition 2.3.1 we find that prCC ´ Iqχ “ pz´1z ´ 1qχ “ 0,
thus rCC “ I by the linear independence of χ. A similar proof yields C rC “ I. Hence, rC
is a lower Hessenberg type inverse of C, which thus has a unique inverse C´1 “ rC.
In consequence, the matrix representation C of the multiplication operator in a zig-
zag basis χ is always an H-matrix.
The simplest case corresponds to the canonical basis η, which leads to
zη “ Sη, S “
¨˚
˝
0 1
0 0 0 1
1 0 0 0
0 0 0 0 0 1
0 0 1 0 0 0
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‹˛‚. (8)
The matrix S is unitary, i.e. S´1 “ S`. We will refer to S as the shift matrix since it
represents the multiplication shift operator zn ÞÑ zn`1 with respect to the basis η.
Any zig-zag basis χ is characterized up to a positive factor by the corresponding
matrix representation C of the multiplication operator. A way to understand this is to
note that C determines rC “ C´1, and the first and even equations of (6) combined with
the odd equations of (7) give each Laurent polynomial χn as a linear combination of
the previous ones χ0, . . . , χn´1 and
zχ0 n “ 0,
zχn´2 odd n,
z´1χn´2 even n ą 0.
Therefore, C and χ0 determine χn for n ě 1.
The matrix representations of the multiplication operator in a zig-zag basis do not
cover all the H-matrices with the shape given in (6). A simple counterexample is
obtained by slightly perturbing the shift matrix changing 0 by 1 in the (1,2) and (2,3)
coefficients,
H “
¨˚
˚˚˚˚
˝
0 1
0 0 1
Ü
1
1 0 0 1
Ü
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‹˛‹‹‹‹‚, H´1 “
¨˚
˚˝˚˚
0 ´1 1 0 1Ì
1 0 0
0 0 0 0 1
0 1 0 0 ´1
0 0 0 0 0 0 1
0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‹˛‹‹‹‚.
Thus, H is an H-matrix with the shape (6), but its inverse does not fit with the structure
(7) due to the encircled coefficient 1 at site (0,4).
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Changes of basis allow us to specify the set of matrix representations under study.
By definition, zig-zag bases χ are those related to the canonical one η by
χ “ Tη, T P T “ set of lower triangular infinite matrices
with positive diagonal entries.
Therefore, Proposition 2.3.1 leads to pCT ´ TSqη “ Cχ ´ zχ “ 0, so the linear in-
dependence of η implies that CT “ TS. Then, using again Proposition 2.3.1 yields
C “ TST´1, where parenthesis are omitted due to the associativity of the product.
Hence, the matrix representations of the multiplication operator in a zig-zag basis
constitute the equivalence class
rSs “ tTST´1 : T P T u
of the shift matrix with respect to the relation “conjugation by the subgroup T ”,
which is an equivalence relation in the multiplicative group of lower H-matrices due to
the associativity properties of Proposition 2.3.
Another subgroup of H-matrices with special interest for us is the set of lower (upper)
H-matrices A which are unitary, i.e. A´1 “ A`. Every such a matrix A is necessarily
banded because A “ pA´1q` is simultaneously lower and upper Hessenberg type. This
ensures that both A`A and AA` are admissible products for unitary H-matrices. How-
ever, analyzing the unitarity of an H-matrix whose band structure is not guaranteed
a priori requires avoiding to deal with the product A`A (AA`) for a lower (upper)
H-matrix A, since it could be non-admissible. Nevertheless, the following result shows
that the unitarity of an H-matrix can be checked resorting only to admissible products.
Proposition 2.7. A lower (upper) H-matrix A is unitary iff AA` “ I (A`A “ I).
Proof. Suppose that A is a lower H-matrix, so that it has a unique inverse A´1 and
this inverse is lower Hessenberg type. Then, A´1 “ A` implies that AA` “ I. Con-
versely, AA` “ I leads to A´1 “ A´1pAA`q “ pA´1AqA` “ A`, where we have used
Proposition 2.3.1. A similar proof runs for upper H-matrices.
The unitary representatives of the class rSs have a special meaning.
Proposition 2.8. If C P rSs is unitary, then it is a band matrix with zig-zag shape
C “
¨˚
˚˝˚˚
˚ `
˚ ˚ ˚ `
` ˚ ˚ ˚
˚ ˚ ˚ `
` ˚ ˚ ˚
˚ ˚ ˚ `
` ˚ ˚ ˚
¨¨¨ ¨¨¨ ¨¨¨
‹˛‹‹‹‚. (9)
Proof. Bearing in mind the shapes of C and rC “ C´1 given in (6) and (7), respectively,
the result follows directly from the equality C` “ C´1.
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It was proved in [12, Theorem 3.2] that the unitary matrices with the zig-zag shape
(9) are exactly the CMV matrices. Therefore, we get the following identification, which
provides an alternative definition of CMV matrices.
Corollary 2.9. C is a CMV matrix iff C P rSs and is unitary.
The previous result is an algebraic characterization of CMV matrices based on a
previous characterization in terms of their shape. An explicit parametrization of CMV
matrices is known, and we will introduce it later on.
Zig-zag bases which are orthonormal with respect to a measure on the unit circle
yield the CMV matrix representations of the multiplication operator. Bearing in mind
the one-to-one correspondence between elements of rSs and zig-zag bases of Λ (up to a
positive factor), Corollary 2.9 implies that the unitarity of an element of rSs is equivalent
to the orthonormality of the corresponding zig-zag basis with respect to a measure on
the unit circle.
The class rSs constitutes the framework where we will develop the factorization
leading to the Darboux transformation of CMV matrices. The study of this factorization
is the objective of the following section.
2.2 Change of basis and Darboux factorization
Let us introduce the Darboux factorization for the class rSs. For this purpose, consider
a Hermitian Laurent polynomial ℓ P Λzt0u, i.e. such that ℓ˚ “ ℓ, where the substar
operation in Λ is defined by
ℓ˚pzq :“ ℓp1{zq. (10)
The general form of such an ℓ is
ℓpzq “
dÿ
j“´d
αjz
j , αj P C, α´j “ αj, αd ‰ 0.
Although most of the discussions along the paper are for the simplest non-trivial case,
d “ 1, bearing in mind future extensions to d ą 1 (see Section 8.1), we will not
assume any restriction on d in the present section. For convenience, sometimes we
will distinguish the ‘degree’ d of ℓ using the number Nz “ 2d of zeros of ℓ (counting
multiplicity) rather than the value of d itself.
Due to the ring structure of the set of infinite lower Hessenberg type matrices, ℓpCq
is of this type for any C P rSs. The alluded factorization will have the form ℓpCq “ AB
for some lower Hessenberg type matrices A,B. The hermiticity of ℓ ensures that ℓpCq
is self-adjoint for a unitary C, i.e. when C is a CMV matrix. This situates the Darboux
factorization of CMV matrices close to the standard setting of Darboux for self-adjoint
operators.
Let χ be a zig-zag basis related to C P rSs. We will see that any choice of a new
zig-zag basis ω generates a factorization of ℓpCq. First, note that χ and ω are related
by a triangular change of basis with positive diagonal entries, i.e.
χ “ Aω, A P T . (11)
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A new matrix B comes from expressing ℓω in the basis χ,
ℓω “ Bχ. (12)
While A is a lower H-matrix because it lies on T , for the moment we only can assure
that B is lower Hessenberg type. This last statement follows from the relation
ℓωn P ℓpLnzLn´1q Ă LNz`nzLNz`n´1, Nz “ number of zeros of ℓ,
which shows that B has the shape
Nz
B “
¨˝ ˚ ˚ ¨¨¨ ˚ f
˚ ˚ ¨¨¨ ˚ ˚ f
˚ ˚ ¨¨¨ ˚ ˚ ˚ f
˚ ˚ ¨¨¨ ˚ ˚ ˚ ˚ f
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‚˛, (13)
where the symbol f stands for a non-null coefficient.
The matrix B is never a lower H-matrix for a non-constant ℓ because it has a non-
trivial right kernel. This follows from (12), which implies that Bχpζq “ 0 for any zero ζ
of ℓ. Actually, B may have no inverse at all. This occurs for instance if ℓp1q “ 0, ω “ η
and χ “ Tη with T given by (2), because then 0 “ Bχp1q “ Bp1, 0, 0, . . . qt so that the
first column of B vanishes. Nevertheless, we will see later on that in cases of interest B
becomes an upper H-matrix with a band structure.
The matrices A and B are the key ingredients of a factorization not only of ℓpCq,
but also of ℓpDq, where D P rSs is the representation of the multiplication operator in
the basis ω.
Proposition 2.10. Let C,D be the matrix representations of the multiplication operator
with respect to the zig-zag bases χ, ω respectively, and let ℓ be a Hermitian Laurent
polynomial. Then, the matrices A,B defined by (11) and (12) satisfy the following
identities:
1. ℓpCq “ AB and ℓpDq “ BA.
2. CA “ AD and BC “ DB.
3. C “ ADA´1 and D “ A´1CA.
Proof. From (6), (7), the analogous relations for D and D´1, (11), (12) and Proposition
2.3.1, we obtain
pℓpCq ´ ABqχ “ ℓχ´ ℓAω “ 0,
pℓpDq ´BAqω “ ℓω ´Bχ “ 0,
pCA ´ ADqω “ Cχ´ zAω “ zχ ´ zAω “ 0,
pBC ´DBqχ “ zBχ ´ ℓDω “ zBχ ´ zℓω “ 0.
Relations 1 and 2 follow from the linear independence of χ and ω. The remaining
equalities are a consequence of the first identity in 2 and Proposition 2.3.1.
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Parenthesis are omitted in Proposition 2.10.3 due to the associativity of products
of lower H-matrices. We will use this standard convention for associative products
in what follows, making explicit the parenthesis only when possible non-associative
products appear.
Proposition 2.10.1 is what we will call the Darboux factorization for the matrices
in the class rSs. It is worth remarking that this factorization is not defined for single
elements of rSs, but for every ordered pair of matrices in this class. Besides, there is
a trivial dependence on the zig-zag basis chosen for each pair, since these bases are
defined up to a positive factor. This degree of freedom amounts to the substitution
A Ñ cA, B Ñ c´1B, c ą 0, in Proposition 2.10. In the next section we will study a
particularization of these factorizations for CMV matrices.
Proposition 2.10.3 is a direct consequence of identifying the factor A as the change
of basis between χ and ω. We cannot formulate the analogue of this statement for the
second identity of Proposition 2.10.2 due to the invertibility problems of B.
The identities of Proposition 2.10.3 provide a way to obtain D starting from C
and the factorization ℓpCq “ AB, as well as a way to obtain C starting from D and
the factorization ℓpDq “ BA. Despite the apparent symmetry, there is a significant
difference between these two identities when compared to the equality CA “ AD of
Proposition 2.10.2 which originates them. As in (3), the equation CA “ AY has a
unique solution in the unknown matrix Y because A is a lower H-matrix. However,
the equation XA “ AD can have multiple solutions in the unknown matrix X because
kerLpAq can be non-trivial. The general solution has the form X “ C ` KA where
C “ ADA´1 and KA is any matrix whose rows belong to kerLpAq. Of course, due to
Proposition 2.3.1, we know that imposing a lower Hessenberg type structure on X leaves
only the solution C. The conclusion is that no non-null lower Hessenberg type matrix
KA can be generated from kerLpAq. This is in agreement with Proposition 2.5.
We will finish this section with an exact description of kerRpBq which will be of
interest later on.
Proposition 2.11. Let C be the matrix representation of the multiplication operator
with respect to the zig-zag basis χ and let ℓ be a Hermitian Laurent polynomial with Nz
zeros counting multiplicity. If ω is any other zig-zag basis and B is the matrix given by
(12), then kerRpℓpCqq “ kerRpBq and a basis of this subspace is given byď
ζ zero of ℓ
m multiplicity of ζ
tχpζq, χ1pζq, . . . , χpm´1qpζqu.
Moreover, a matrix of KB “ tK “ K` : BK “ 0u vanishes iff its leading submatrix of
order Nz is null.
Proof. First of all note that, due to the structure (13) of B, dim kerRpBq cannot be
greater than the number Nz of zeros of ℓ.
Besides, using the fact that A is a lower H-matrix and B is lower Hessenberg type we
find from Proposition 2.3.1 that pABqX “ 0ô BX “ 0. Bearing in mind Proposition
2.10.1, this means that kerRpℓpCqq “ kerRpBq.
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Taking derivatives in (12) we conclude that χpjqpζq P kerRpBq for any zero ζ of ℓ and
any j “ 0, 1, . . . , m´ 1, smaller than its multiplicity m. Since the setď
ζ zero of ℓ
m multiplicity of ζ
tχpζq, χ1pζq, . . . , χpm´1qpζqu
has Nz vectors lying on kerRpBq and dim kerRpBq ď Nz, to prove the first statement of
the proposition it only remains to see that this set is linearly independent.
For this purpose it is enough to show that det∆Nz ‰ 0 where, denoting by ζ1, . . . , ζk
the zeros of ℓ, ∆Nz is the leading submatrix of order Nz of the matrix ∆ of order 8ˆNz
given by
∆ “ p∆pζ1q,∆pζ2q, . . . ,∆pζkqq, ∆pζq “ pχpζq, χ
1pζq, . . . , χpm´1qpζqq,
m “ multiplicity of ζ as a zero of ℓ.
If det∆Nz “ 0 then there exists a row vector X ‰ 0 such that X∆Nz “ 0. This is
also equivalent to state that the Laurent polynomial f “ Xpχ0, χ1, . . . , χNz´1qt satisfies
f pjqpζq “ 0 for any zero ζ of ℓ and any j “ 0, 1, . . . , m´ 1, smaller than its multiplicity
m. In other words, f should have at least Nz zeros, counting multiplicities. This is
impossible because f is a linear combination of χ0, . . . , χNz´1, thus it has no more than
Nz ´ 1 zeros due to the zig-zag structure of the basis χ.
Suppose now that an infinite square matrix K satisfies BK “ 0. This is equivalent
to state that the columns of K belong to kerRpBq, i.e. K “ ∆V for a matrix V of size
Nzˆ8. Indicating by the subindex Nz the leading submatrix of order Nz, we have that
KNz “ ∆NzVNz . Since det∆Nz ‰ 0, the condition KNz “ 0 implies that VNz “ 0, so the
first Nz columns of V and K are null. If, besides, K “ K`, then the first Nz rows of K
vanish too, which can be expressed as ∆NzV “ 0. The condition det∆Nz ‰ 0 implies
that V “ 0, thus K “ 0.
We have described the Darboux factorization in the general framework of matrix
representations of the multiplication operator with respect to zig-zag bases. In the next
section we will explore some consequences of the previous results for the case of CMV
matrix representations, i.e. when the zig-zag bases are orthonormal with respect to a
measure on the unit circle. Our purpose is to show that suitable changes of basis connect
standard factorizations (usual in the context of Darboux for self-adjoint operators) with
well known transformations of measures on the unit circle.
3 Darboux for CMV and Christoffel transforma-
tions
In this section we will analyze an especially interesting Darboux factorization for CMV
matrices which is behind the CMV version of Darboux transformations.
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The zig-zag bases leading to CMVmatrices are precisely those which are orthonormal
with respect to a measure on the unit circle. This establishes a one-to-one correspon-
dence between CMV matrices and such measures, up to normalization.
Apart from introducing Darboux transformations for CMV matrices, one of the
purposes of the present section is to translate these transformations to the corresponding
measures. However, in tackling the CMV version of Darboux transformations we will
need to deal with zig-zag bases which are not necessarily orthogonal with respect to a
measure on the unit circle. This forces us to work in the more general setting of linear
functionals in Λ, a subset of which can be identified with the set of measures on the
unit circle. Besides, this general setting will allow us to simplify the notation along
the paper, providing at the same time a direct extension of Darboux transformations
to quasi-CMV matrices related to quasi-definite functionals which are not necessarily
associated with positive measures (see Section 8.2). Thus, we will first comment on the
relation between measures on the unit circle and linear functionals in Λ.
Any measure µ on the unit circle generates a linear functional u in Λ defined by
urf s “ ş f dµ, so that no different measures give rise to the same functional [35]. For
convenience, we will write u ” dµ to indicate the functional u generated by µ. Behind
this notational convention lies the identification of a measure on the unit circle and
the corresponding functional, much in the same way as in the case of functions and
distributions.
The inner product in Λ associated with the measure µ can be rewritten in terms
of its functional u as
ş
fg dµ “ urfg˚s, the substar operation in Λ being as in (10).
This provides a one-to-one correspondence between measures on the unit circle and
positive definite Hermitian linear functionals in Λ, i.e. those linear functionals u : ΛÑ C
satisfying
u “ u˚ pHermitianq, urff˚s ą 0, f P Λzt0u ppositive definiteq,
where the substar operation is defined for linear functionals in Λ by
u˚rf s “ urf˚s, f P Λ.
Equivalently, u˚rzns “ urz´ns for every n P Z.
We will extend the substar operation to Laurent polynomial matrices Mpzq by
M˚pzq :“ Mp1{zq, defining also the new operation M`pzq :“ M˚pzqt “ Mp1{zq`.
For convenience, in what follows M` will refer toM`pzq, while the adjoint ofMpzq will
be explicitly denoted by Mpzq`. Then, using the natural notation urMs “ purMi,jsq,
the orthonormality of a zig-zag basis χ with respect to a measure µ on the unit circle
can be compactly expressed as urχχ`s “ I in terms of the functional u ” dµ. This
orthonormal basis χ is completely determined by the positive definite functional u.
If χ is the zig-zag basis which is orthonormal with respect to a measure µ, the
functional u ” dµ is determined by the conditions urχnχ0˚s “ δn,0. Actually, these
conditions determine a linear functional u in Λ for any zig-zag basis χ (hereinafter
‘the functional of the zig-zag basis’). Since the zig-zag basis χ of a given matrix C P
rSs is determined up to a positive factor, this associates a unique functional u, up to
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normalization, to any matrix C P rSs. When C is a CMV matrix, u is the orthogonality
functional of χ, otherwise u can be even non-Hermitian.
The Gram matrix of a general linear functional u in Λ with respect to an arbitrary
basis l “ pl0, l1, . . . qt of Λ is defined as url l`s, so that it coincides with the standard
Gram matrix of an inner product when u is positive definite. The Hermitian functionals
are precisely those with a Hermitian Grammatrix and, among them, the positive definite
functionals are characterized by a positive definite Gram matrix, i.e. Xurl l`sX` ą 0
for every finitely non-null row vector X ‰ 0 (equivalently, the leading principal minors
of the Gram matrix are all positive). Therefore, a basis l of Λ is orthonormal with
respect to a measure on the unit circle iff there exists a linear functional u such that
url l`s “ I because the fact that this Gram matrix is trivially Hermitian and positive
definite implies that u is Hermitian and positive definite.
Any transformation of a measure on the unit circle can be understood as a trans-
formation of the corresponding functional. For instance, if a Laurent polynomial ℓ is
non-negative in the support of a positive measure µ on the unit circle, then ℓdµ is again
a positive measure with associated functional uℓrf s :“ urℓf s. We use this identity to
extend the meaning of uℓ to any linear functional u in Λ and any ℓ P Λ, non of them
necessarily Hermitian. Then, it easy to see that puℓq˚ “ u˚ℓ˚.
Let us introduce now the specific factorization which will be the origin of the Dar-
boux transformations for CMV matrices.
Given a CMV matrix C, suppose that a Hermitian Laurent polynomial ℓ of degree
one makes the self-adjoint matrix ℓpCq positive definite. This is equivalent to state that
there exists a Cholesky factorization
ℓpCq “ AA`, A P T ,
which is known to be unique (see Appendix A).
Moreover, in view of the zig-zag shape (9) of C, the matrix ℓpCq has the five-diagonal
structure
ℓpCq “
¨˚
˚˝
˚ ˚ f
˚ ˚ ˚ f
f ˚ ˚ ˚ f
f ˚ ˚ ˚ f
f ˚ ˚ ˚ f
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‹˛‹‚ (14)
with non-null entries in the upper and lower diagonals. This implies that A is not only
lower triangular with positive main diagonal, but also 3-band with non-null entries in
the lower subdiagonal,
A “
¨˚
˚˝
`
˚ `
f ˚ `
f ˚ `
f ˚ `
¨¨¨ ¨¨¨ ¨¨¨
‹˛‹‚. (15)
The above Cholesky factorization is a particular case of the Darboux factorization
analyzed in the previous section. To show this, consider a zig-zag basis χ related to C
and a new one ω given by χ “ Aω. Then, Proposition 2.10.1 shows that ℓpCq “ AB,
where B is the lower Hessenberg type matrix defined by ℓω “ Bχ. Since ℓpCq “ AA`
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and A is a lower H-matrix we conclude by Proposition 2.3.1 that B “ A`. Hence, if D
is the matrix representation of the multiplication operator in the basis ω, Proposition
2.10 reads in this case as
ℓpCq “ AA`, ℓpDq “ A`A, (16)
CA “ AD, C`A “ AD`, (17)
C “ ADA´1, D “ A´1CA. (18)
Thus, the triangular matrix A coming from the Cholesky factorization of ℓpCq provides
a ‘reversed’ Cholesky factorization of ℓpDq. Nevertheless, as we pointed out after Propo-
sition 2.10, the matrix D can be obtained directly via the second identity in (18). Note
that the reversed factorization is admissible because A is a band matrix. The freedom
of the zig-zag basis χ Ñ cχ in a positive factor c changes ω Ñ cω, so it does not alter
the matrix D neither the relations (16), (17), (18).
Summarizing, any Hermitian Laurent polynomial ℓ of degree one defines a mapping
C
ℓÞÑ D between the set
Cℓ :“ tC CMV : ℓpCq is positive definiteu
and the class rSs. This mappping satisfies (16), (17), (18) with A as in (15), and, up
to a positive rescaling, any zig-zag bases χ, ω associated with C, D, respectively, are
related by
χ “ Aω, ℓω “ A`χ. (19)
The mapping C
ℓÞÑ D can be defined using the first relation of (16) and the second one
of (18) together with the condition A P T .
The following questions regarding the mapping C
ℓÞÑ D appear naturally:
(Q1) When is D a CMV matrix? This is equivalent to ask about the unitarity of D,
or, alternatively, about the orthonormality of ω.
(Q2) Is C
ℓÞÑ D an isospectral mapping? If not, what changes may it induce in the
spectrum?
(Q3) What is the relation between two linear functionals u, v associated with the ma-
trices C,D? In other words, what is the transformation u
ℓÞÑ v generated by the
mapping C
ℓÞÑ D?
(Q4) Relations (19) yield χn P spantωn´2, ωn´1, ωnu and ℓωn P spantχn, χn`1, χn`2u.
Does any of these conditions characterize the relation between C and D given by
the mapping C
ℓÞÑ D?
(Q5) It is known that CMV matrices are parametrized by sequences of complex numbers
in the unit disk, the so-called Schur parameters. If D is a CMV matrix, how is
the relation between the Schur parameters of C and D encoded in the factor A?
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The aim of the rest of this section is to answer these questions.
The answer to (Q1) follows easily from the properties of the mapping C
ℓÞÑ D, using
Proposition 2.3 to take care of the associativity.
Proposition 3.1. The mapping C
ℓÞÑ D preserves the set Cℓ, i.e. it transforms every
CMV matrix C with ℓpCq positive definite into a CMV matrix D with ℓpDq positive
definite.
Proof. Since C is a CMV matrix, from the second relation in (17) and Proposition 2.3.1
we obtain D` “ A´1C`A. Combining this identity with the second relation in (18)
and bearing in mind that the product of lower Hessenberg type matrices is associative,
yields DD` “ A´1CAA´1C`A “ I. Thus, Proposition 2.7 implies that D is unitary and
hence CMV.
From the second identity in (16), and taking into account that any finitely non-null
row vector X is a lower Hessenberg type matrix, using again Proposition 2.3.1 we find
that XℓpDqX` “ XA`AX` “ }AX`}2 ě 0, so XℓpDqX` “ 0 iff AX` “ 0, which
implies that X “ 0 because A is an H-matrix. Therefore, ℓpDq is positive definite.
We will refer to the mappings C
ℓÞÑ D as the Darboux transformations for CMV
matrices. Both, the definition of these mappings (which uses the Cholesky factorization
of ℓpCq) as well as their domains (Cℓ) depend on the choice of the Hermitian Laurent
polynomial ℓ. Nevertheless, a rescaling ℓ Ñ cℓ, c ą 0, changes A Ñ ?cA, so it yields
the same transformation C
ℓÞÑ D.
An important consequence of Proposition 3.1 is that it guarantees that Darboux
transformations of CMV matrices can be iterated because Cℓ constitutes the class of
CMV matrices C for which the Cholesky factorization of ℓpCq exists (see Appendix A).
As for (Q3) and (Q4), Proposition 3.1 states that the transformation u
ℓÞÑ v pre-
serves the positive definiteness of the functionals, so when answering these questions
we can suppose without loss of generality that u, v are positive definite and χ, ω the
corresponding orthonormal zig-zag bases. The answer to (Q3) and (Q4) is given by the
following theorem, which is the main result of this section.
Theorem 3.2. Let u, v be positive definite functionals in Λ with orthonormal zig-zag
bases χ, ω and CMV matrices C, D respectively. Then, the following statements are
equivalent:
(i) C
ℓÞÑ D for some Hermitian Laurent polynomial ℓ of degree one, i.e. C P Cℓ and
D “ A´1CA, where A P T comes from the Cholesky factorization ℓpCq “ AA`.
(ii) v “ uℓ for some Hermitian Laurent polynomial ℓ of degree one.
(iii) χn P spantωn´2, ωn´1, ωnu for n ě 2 and χn R spantωnu for some n.
(iv) There exists a Hermitian Laurent polynomial ℓ R spantχ1, χ2u of degree one such
that ℓωn P spantχn, χn`1, χn`2u for n ě 0.
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The Laurent polynomials ℓ mentioned in piq and piiq coincide up to a constant positive
factor, and they also coincide with that one in pivq up to a constant real factor. More-
over, if ℓ coincides exactly in piq and piiq then χ “ Aω and ℓω “ A`χ without any
rescaling.
Proof. The implications piq ñ piiiq and piq ñ pivq are already proved because we know
that, up to a positive rescaling, piq gives the relation (19) between χ and ω, and A has
the structure (15).
piq ô piiq
Assuming piq, we can suppose without loss of generality that χ “ Aω and ℓω “ A`χ
by rescaling ℓ with a positive factor if necessary. Then, bearing in mind that any column
(row) vector is a lower (upper) Hessenberg type matrix and using Proposition 2.3, we
find that uℓrωω`s “ urωpℓωq`s “ A´1urχχ`sA “ I. Due to the uniqueness of the
orthonormality functional of ω, we conclude that v “ uℓ.
Suppose now that v “ uℓ. Then, (6) and Proposition 2.3 imply that vrχχ`s “
urℓχχ`s “ ℓpCqurχχ`s “ ℓpCq. This means that, assuming u positive definite, v is
positive definite too iff C P Cℓ. Therefore, the hypothesis of the theorem guarantee the
existence of the Cholesky factorization ℓpCq “ AA`. Also, χ “ Aω because, using again
Proposition 2.3, we get vrpA´1χqpA´1χq`s “ A´1vrχχ`spA`q´1 “ A´1ℓpCqpA`q´1 “ I.
Then, the previous results prove that ℓω “ A`χ and D “ A´1CA.
piiiq ñ piiq
Let us look for a solution ℓpzq “ αz ` β ` γz´1 of uℓ “ v, once piiiq is assumed.
First, for any Laurent polynomial of degree not bigger than one, puℓ ´ vqrχns “ 0
when n ě 3 because, from (6) and the five-diagonal structure (14) of ℓpCq,
ℓχn “ pℓpCqχqn P spantχn´2, . . . , χn`2u ñ uℓrχns “ urℓχns “ 0, n ě 3,
χn P spantωn´2, ωn´1, ωnu ñ vrχns “ 0, n ě 3.
Hence, uℓ´ v vanishes on the orthogonal complement of L2 with respect to u.
Second, there is a choice of ℓ such that uℓ ´ v vanishes on L2. Using the canonical
basis ηp2q “ p1, z, z´1qt and expressing ℓ “ ηp2q`pβ, γ, αqt, the condition puℓ´vqrηp2qs “ 0
becomes the linear system urηp2qηp2q`spβ, γ, αqt “ vrηp2qs. Since u is positive definite,
detpurηp2qηp2q`sq ą 0 and this system has a unique solution pα, β, γq.
We conclude that v “ uℓ for a unique Laurent polynomial ℓ of degree not bigger
than one. Since u and v are Hermitian, taking adjoints we find that v “ uℓ˚. Therefore,
the uniqueness of ℓ implies that ℓ “ ℓ˚, so that γ “ α. If α “ 0, then v is proportional
to u, thus χ is proportional to ω, which contradicts the hypothesis. Therefore, ℓ is a
Hermitian polynomial of degree one.
pivq ñ piiq
The condition ℓωn P spantχn, χn`1, χn`2u implies that uℓrωns “ urℓωns “ 0 for
n ě 1. Hence, pucℓ ´ vqrωns “ 0 for n ě 1 and any c P C. Since ℓ P L2zspantχ1, χ2u,
necessarily urℓs ‰ 0. Therefore, we can choose c P R such that ucℓ “ v because
pucℓ´ vqrω0s “ 0 iff c “ vr1s{urℓs, which is real because u, v and ℓ are Hermitian.
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This theorem states that the Darboux transformations of CMV matrices correspond
to the Laurent polynomial modifications of degree one dµ
ℓÞÑ ℓdµ for measures on the
unit circle. In the particular case ℓpzq “ pz ´ ζqpz´1 ´ ζq, |ζ | ă 1, these are known as
the Christoffel transformations on the unit circle [16, 56], which preserve the whole set
of positive definite functionals (i.e. Cℓ is the whole set of CMV matrices in this case)
because such an ℓ is non-negative on the unit circle. Nevertheless, a general Laurent
polynomial modification dµ
ℓÞÑ ℓdµ preserves positive definiteness only when ℓ is non-
negative on the support of µ. The proof of piq ô piiq in Theorem 3.2 uncovers a matrix
characterization of such measures, which we enunciate separately.
Corollary 3.3. Given a Hermitian Laurent polynomial ℓ and a positive definite func-
tional u with CMV matrix C,
uℓ is positive definite ô ℓpCq is positive definite.
Although the proof of this result given in Theorem 3.2 was enunciated for the case
of a degree one ℓ, the proof for an arbitrary degree remains unchanged. This char-
acterization is important when an unknown measure is determined only by its Schur
parameters, which provide directly the corresponding CMV matrix (see (21)).
The equivalence with Laurent polynomial modifications of measures gives informa-
tion about the spectral behaviour of Darboux transformations. Let C be a CMV matrix
with associated measure µ and consider the Hilbert space L2µ of µ-square-integrable
functions. Then, C can be understood as the representation of the unitary multiplica-
tion operator
Uµ : L
2
µ ÝÝÑ L2µ
fpzq ÞÑ zfpzq
(20)
with respect to the orthonormal basis of L2µ given by a zig-zag basis χ of C. Therefore,
the spectrum of C coincides with that of Uµ, which is the support of µ. The mass
points are the corresponding eigenvalues, which are simple because their eigenvectors
are spanned by the characteristic functions of the mass points [12, 70]. On the other
hand, every transformation µ
ℓÞÝÑ ν preserves the support of µ up to the mass points
located at the zeros of ℓ, which do not appear in ν. Therefore, we have the following
spectral consequence of the previous theorem, which answers (Q2).
Corollary 3.4. Given a Hermitian Laurent polynomial ℓ of degree one, the mapping
C
ℓÞÝÑ D preserves the spectrum for every CMV matrix C P Cℓ, with the exception of
at most two points: The spectrum of D is obtained from that of C by excluding the
eigenvalues which are zeros of ℓ.
In particular, C
ℓÞÝÑ D is a isospectral transformation whenever ℓ has its zeros outside
of the unit circle. Otherwise it is almost isospectral, in the sense that it preserves the
spectrum up to finitely many points. More precisely, if ℓ has its zeros on the unit circle
the only spectral changes that the transformation may produce is the elimination of one
or two eigenvalues depending whether ℓ has one or two different zeros.
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Remember that the factor B of general Darboux factorizations was only lower Hes-
senberg type and not necessarily invertible. However, in the case of the Darboux trans-
formations for CMV, the factor B “ A` is not only invertible but also 3-band and
upper triangular, so it is an upper H-matrix. Therefore, in this case we can complete
the relations (16), (17), (18) with the additional ones
C “ B´1DB, D “ BCB´1.
Moreover, the relation between the factors A and B “ A` gives information about the
left kernel of A (the right one is trivial): kerLpAq “ kerRpBq`, where kerRpBq is given
by Proposition 2.11.
Question (Q5) refers to the explicit parametrization of CMV matrices given by
[11, 70, 81] (our notation is related to that of [70] by an “ ´αn´1, while we take the
transposed of the CMV matrix primarily used in [70]),
C “
¨˚
˚˚˚˚
˚˝
´a0a1 a0ρ1
´ρ1a2 ´a1a2 ´ρ2a3 ρ2ρ3
ρ1ρ2 a1ρ2 ´a2a3 a2ρ3
´ρ3a4 ´a3a4 ´ρ4a5 ρ4ρ5
ρ3ρ4 a3ρ4 ´a4a5 a4ρ5
¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
‹˛‹‹‹‹‹‚, a0 “ 1. (21)
where an P C are the so-called Schur parameters (or Verblunsky coefficients), which
satisfy |an| ă 1 for n ě 1, and ρn “
a
1´ |an|2. Schur parameters establish a one-
to-one correspondence between sequences in the open unit disk and CMV matrices,
thus they parametrize also the measures on the unit circle up to normalization. The
Schur parameters also determine the orthonormal polynomials ϕn with respect to the
corresponding functional u ” dµ via the forward and backward recurrence relations#
ρnϕnpzq “ zϕn´1pzq ` anϕ˚n´1pzq,
ρnzϕn´1pzq “ ϕnpzq ´ anϕ˚npzq,
ϕ˚npzq “ znϕn˚pzq, (22)
where ϕ˚n is known as the reversed polynomial of ϕn. As a consequence,
ϕnpzq “ κnpzn ` ¨ ¨ ¨ ` anq, κn´1 “ ρnκn, κ0 “ 1a
ur1s . (23)
The orthonormal polynomials (ONP) are connected to the orthonormal Laurent poly-
nomials (ONLP) by the relations
χ2npzq “ z´nϕ˚2npzq, χ2n`1pzq “ z´nϕ2n`1pzq, (24)
which, combined with (22), lead to
ρ2nχ2n “ χ2n´1˚ ` a2nχ2n´1, ρ2nχ2n´1 “ χ2n˚ ´ a2nχ2n. (25)
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Before answering (Q5) let us fix a notation concerning the mapping C
ℓÞÑ D, which
will be used in the rest of the paper.
CMV Functional ONLP ONP Schur
C u ” dµ χn ϕn an ρn “
a
1´ |an|2
κ´1n “ ρn ¨ ¨ ¨ ρ1
a
ur1s
D v ” dν ωn ψn bn σn “
a
1´ |bn|2
λ´1n “ σn ¨ ¨ ¨σ1
a
vr1s
(26)
The coefficients of the factor A will be denoted as
A “
¨˚
˚˚˚˚
˚˚˚˚
˝
r0
s0 r1
t0 s1 r2
t1 s2 r3
t2 s3 r4
t3 s4 r5
. . .
. . .
. . .
‹˛‹‹‹‹‹‹‹‹‚
, rn ą 0, sn P C, tn P Czt0u. (27)
From the explicit parametrization (21) of C we see that, not only the upper and lower
diagonals of the five-diagonal matrix ℓpCq are non-null, but its p1, 0q and p0, 1q matrix
coefficients cannot vanish either, so that the structure (14) becomes
ℓpCq “
¨˚
˚˝
˚ f f
f ˚ ˚ f
f ˚ ˚ ˚ f
f ˚ ˚ ˚ f
f ˚ ˚ ˚ f
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‹˛‹‚. (28)
This implies that not only tn ‰ 0 for all n ě 0, but also s0 ‰ 0.
Using (24), the relations χ “ Aω and ℓω “ A`χ read as (taking the reverse of the
equations for even n)
ϕnpzq “ tn´2zψn´2pzq ` sn´1ψ˚n´1pzq ` rnψnpzq,
zℓpzqψnpzq “ rnzϕnpzq ` snϕ˚n`1pzq ` tnϕn`2pzq,
n ě 0, tk “ sk “ 0 if k ă 0.
If ℓpzq “ αz ` β ` αz´1, identifying in the above equalities the terms of highest and
lowest degree and using (23) leads to
rn “ κn
λn
, tn “ α λn
κn`2
“ αρn`2ρn`1
rn
,
bn “ an ´ sn´1λn´1
κn
“ an ´ sn´1 ρn
rn´1
,
αbn “ αan`2 ` snκn`1
λn
“ αan`2 ` sn rn
ρn`1
,
n ě 0, a0 “ b0 “ 1. (29)
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The equation of the second line is the translation to the Schur parameters of the Darboux
transformations for CMV matrices. The last equation is an additional constraint that
appears when fixing the Laurent polynomial ℓ. It is worth noting that the identities of
the first line lead to the simple relations
rn´1
rn
“ ρn
σn
,
tn´1
tn
“ σn
ρn`2
. (30)
Besides, combining the two last equations in (29) we get
bn ´ an “ λ
2
n´1
κ2n
pαan`1 ´ αbn´1q, (31)
a nonlinear recurrence relation connecting directly the Schur parameters an and bn.
Actually, given an, (31) generates inductively bn starting from b0 “ 1.
The factorization ℓpCq “ AA`, explicitly written in terms of (27), reads as$’&’%
|tn´2|2 ` |sn´1|2 ` r2n “ β ´ 2Repαanan`1q,
sn´1tn´1 ` rnsn “ ρn`1pαan ´ αan`2q,
rntn “ αρn`1ρn`2,
n ě 0, (32)
which, starting from the initial conditions t´2 “ t´1 “ s´1 “ 0, determines inductively
the coefficients rn, sn, tn for n ě 0. This shows that, if a solution of (32) exists, it is
unique. The existence of such a solution requires the positivity of β ´ 2Repαanan`1q ´
|sn´1|2´ |tn´2|2 at every induction step, and it is equivalent to the positive definiteness
of ℓpCq (see Appendix A).
4 Inverse Darboux for CMV and Geronimus trans-
formations
In this section we will study the ‘inverse’ of the Darboux transformations for CMV
matrices introduced in the previous section. More precisely, given a Hermitian Laurent
polynomial ℓ of degree one and a CMV matrix D, we will search for the CMV matrices
C which are transformed into D by the mapping C
ℓÞÑ D. In view of Theorem 3.2, this
amounts to characterizing the CMV matrices C of the positive measures µ satisfying
ℓdµ “ dν, where ν is a measure associated with D. Corollary 3.4 implies that the inverse
Darboux transformations are almost isospectral, since they preserve the spectrum up
to the addition of at most two eigenvalues.
In contrast to Darboux transformations, the inverse Darboux transformations can
have no solution or multiple solutions. For instance, if ℓpzq “ pz ´ ζqpz´1 ´ ζq, |ζ | “ 1,
no measure µ on the unit circle solves the equation ℓdµ “ dϑ, where dϑpeiθq “ dθ{2π
is the Lebesgue measure. On the other hand, under the same choice of ℓ, if ℓdµ “ dν,
then ℓpdµ`mδζq “ dν for any positive mass m, where δζ is the Dirac delta at ζ .
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The parametric structure of the set of solutions for the inverse Darboux transforma-
tions depends on the localization of the zeros ζ1, ζ2 of ℓ with respect to the unit circle.
Due to the hermiticity of ℓ, the transformation ζ Ñ ζ´1 leaves invariant the set of zeros
of ℓ. Hence, given a measure ν on the unit circle and a Hermitian Laurent polynomial
ℓ, we have the following possibilities for the solutions µ of ℓdµ “ dν:
• Zeros outside of the unit circle: ζ1 “ ζ “ ζ´12 , |ζ | ă 1.
Then, ℓpzq “ c|z ´ ζ |2, c P Rzt0u, for |z| “ 1, so ℓdµ “ dν is solved by a unique
positive measure dµ “ dν{ℓ or by no one depending whether c ą 0 or c ă 0.
• Zeros on the unit circle: ζ1 “ eiθ1 , ζ2 “ eiθ2 .
Then, ℓpzq “ c sinp θ´θ1
2
q sinp θ´θ2
2
q, c P Rzt0u, for z “ eiθ. Thus, depending on the
integrability and positivity of dν{ℓ, either no positive measure solves ℓdµ “ dν,
or there are infinitely many solutions
dµ “ dν
ℓ
`mδζ , m ě 0, if ζ1 “ ζ “ ζ2,
dµ “ dν
ℓ
`m1δζ1 `m2δζ2 , m1, m2 ě 0, if ζ1 ‰ ζ2,
parametrized by one or two real parameters, namely, the masses of µ at ζ1, ζ2.
The first of these cases is closely related to the Geronimus transformations on the
unit circle [25, 27], defined by
dµ “ dν
ℓ
`mδζ `mδζ´1, ℓpzq “ pz ´ ζqpz´1 ´ ζq, |ζ | ă 1, m P C.
Starting from a positive measure ν on the unit circle, the Geronimus transformations
yield in general a complex measure µ which generates a Hermitian linear functional
urf s “ ş fdµ in Λ. Since positive definite functionals are represented by measures
supported on the unit circle, this functional is positive definite iff m “ 0, which is the
case covered by the inverse Darboux transformations. Geronimus transformations can
provide quasi-definite functionals u form ‰ 0, but the study of these cases in the setting
of Darboux transformations requires their generalization to quasi-CMV matrices, i.e.
to the matrices playing the role of CMV in the case of quasi-definite functionals on the
unit circle (see Section 8.2).
Summarizing, the inverse Darboux transformation of a CMV matrix D leads to a
set
CℓpDq :“ tC CMV : C ℓÞÑ Du Ă Cℓ
which can be eventually empty, and whose elements can be naturally labelled by at
most two real parameters. These elements C must satisfy the identities (16), (17), (18),
and their orthonormal zig-zag bases χ must be related to an orthonormal zig-zag basis
ω of D by (19).
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According to the results of the previous section, a matrix procedure to obtain the
inverse Darboux transforms CℓpDq of D starts by performing a reversed Cholesky fac-
torization ℓpDq “ A`A, A P T , which implies that A must have the 3-band structure
(15). It is possible to prove that, similarly to the standard Cholesky factorization, the re-
versed one is possible iff D P Cℓ while, in contrast to the case of finite matrices, reversed
Cholesky factorizations of infinite matrices are not unique in general (see Appendix A).
This is in agreement with the fact that CℓpDq can have more than one element. For
each of these reversed factorizations we can obtain a matrix C “ ADA´1 P rSs, and
any solution of the inverse Darboux transformation should be obtained in this way.
Since we expect in general a parametric solution for this matrix procedure, we will refer
to it as the Darboux transformation with parameters corresponding to the Hermitian
polynomial ℓ.
Let us analyze in detail the Darboux transformation with parameters. Suppose D P
Cℓ with a zig-zag basis ω, and consider a reversed Cholesky factorization ℓpDq “ A`A,
A P T . Defining the zig-zag basis χ “ Aω and the matrix B by ℓω “ Bχ leads to
Bχ “ ℓω “ ℓpDqω “ A`Aω “ A`χ, so that (19) holds and B “ A` due to the linear
independence of χ. Then, we know by Proposition 2.10 that (16), (17) and (18) are
valid for the matrix C P rSs related to χ. Hence, C P CℓpDq as long as it is a CMV
matrix. However, up to now there is no reason to assume that C is CMV. Bearing in
mind Corollary 2.9, to prove this we only need to show that C is unitary, which in view
of Proposition 2.7 is equivalent to the identity CC` “ I.
Trying for C a proof similar to that of the unitarity of D for the direct Darboux
transformations would start from the identities C`A “ AD` and C “ ADA´1 in (17)
and (18). However, the temptation to use the first of these identities to write C` “
AD`A´1 fails because, using Proposition 2.3, we can only deduce that
pC`AqA´1 “ pAD`qA´1 “ ADA´1, (33)
since A and D` are band matrices. The associativity of the first term is not guaranteed
by Proposition 2.3 because A is band but A´1 is lower Hessenberg type and C` is upper
Hessenberg type (we do not know yet if C is a CMV!).
An attempt to overcome this problem resorts to the direct use of the two identities
in (17), together with Proposition 2.3, as follows
pCC`qA “ CpC`Aq “ CpAD`q “ pCAqD` “ pADqD` “ ApDD`q “ A. (34)
However, the same associativity problem found in (33) reappears now when trying to
prove that CC` “ I using (34). The only conclusion from (34) is that the rows of CC`´I
belong to kerLpAq “ kerRpA`q`, which is known to be non trivial by Proposition 2.11.
Since CC`´I is Hermitian, this is equivalent to state that their columns lie on kerRpA`q,
or using the notation of Proposition 2.11,
CC` “ I `K, K P KA` “ tK “ K` : A`K “ 0u. (35)
There is reason for the failure of the previous attempts to prove the unitarity of C:
not all the reversed Cholesky factorizations ℓpDq “ A`A, A P T , lead to a unitary
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C “ ADA´1. In other words, the Darboux transformation with parameters not only
yields the set CℓpDq of inverse Darboux transforms of D, but it also gives spurious
solutions C P rSs which are not CMV.
Take for instance ν “ ϑ as the Lebesgue measure and ℓpzq “ pz ´ ζqpz´1 ´ ζq,
|ζ | “ 1. Then D “ S and there is no solution µ of ℓdµ “ dν, i.e. CℓpSq “ H. However,
since ℓdϑ is a positive measure on the unit circle, we know by Corollary 3.3 that S P Cℓ
and, hence, there exist reversed Cholesky factorizations ℓpSq “ A`A, A P T , leading
to spurious solutions C “ ADA´1. Actually, the functionals of these spurious solutions
can be even non-Hermitian. This will be illustrated with an explicit example later on.
The appearance of spurious solutions can be made apparent by rewriting explicitly
the reversed factorization ℓpDq “ A`A in terms of (27) and ℓpzq “ αz ` β ` αz´1,$’&’%
r2n ` |sn|2 ` |tn|2 “ β ´ 2Repαbnbn`1q,
snrn`1 ` tnsn`1 “ σn`1pαbn ´ αbn`2q,
tnrn`2 “ ασn`1σn`2,
n ě 0. (36)
In contrast to (32), these relations do not determine the coefficients rn, sn, tn. Actually,
expressing (36) as
rn`2 “ |α|σn`1σn`2
τn
, sn`1 “ α|α|
σn`1pαbn ´ αbn`2q ´ snrn`1
τn
, tn “ α|α|τn,
τn “
b
β ´ 2Repαbnbn`1q ´ r2n ´ |sn|2,
(37)
shows that rn, sn, tn are determined inductively for n ě 0 by the three parameters r0,
s0, r1, which enclose the freedom in the reversed factorization of ℓpDq. Nevertheless,
this does not mean that any choice of r0, s0, r1 should give such a reversed factorization,
a fact that depends on the positivity of β´2Repαbnbn`1q´ r2n´|sn|2 at every induction
step. The existence of a solution of (36) for at least one choice of the “free” parameters
r0, s0, r1 is equivalent to state that ℓpDq is positive-definite (see Appendix A).
Therefore, the general solution of a Darboux transformation with parameters de-
pends on two real (r0, r1) and one complex (s0) initial conditions, i.e. four real param-
eters. This is in striking contrast with the corresponding inverse Darboux transforms,
which depend on at most two real parameters. Of course, this counting is indicative
of the amount of spurious solutions only up to initial conditions r0, s0, r1 giving no
reversed factorization ℓpDq “ A`A.
Before presenting an explicit example of a spurious solution, we will give a char-
acterization which allows us to distinguish the CMV solutions from the spurious ones
with a few calculations. Such a characterization is based on Proposition 2.11 and some
results concerning the hermiticity of the solutions u of uℓ “ v.
Lemma 4.1. Let ℓ be a Hermitian Laurent polynomial of degree one and v a Hermitian
linear functional in Λ with vr1s ‰ 0. Then, a linear functional solution u of uℓ “ v is
Hermitian iff urli˚s “ urlis for a basis l0, l1 of L1.
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Proof. The hermiticity of u on a basis of L1, necessary for its hermiticity on Λ, is
equivalent to its hermiticity on L1. On the other hand, the relation uℓ “ v, together
with the hermiticity of v and ℓ, leads to
urpℓfq˚s “ urℓf˚s “ vrf˚s “ vrf s “ urℓf s, f P Λ,
which means that u is Hermitian in the subspace ℓΛ of Λ. This, combined with the
hermiticity of u in L1, implies its hermiticity on Λ “ L1 ‘ ℓΛ.
The previous lemma has the following consequences concerning the hermiticity of
the functionals associated with the solutions of the Darboux transformations with pa-
rameters.
Proposition 4.2. Let ℓ be a Hermitian Laurent polynomial of degree one, D P Cℓ with
Schur parameters bn, σn “
a
1´ |bn|2 and v a related functional. Consider an arbitrary
solution C P rSs of the corresponding Darboux transformation with parameters, i.e.
C “ ADA´1 with ℓpDq “ A`A, A P T . If u is the functional of a zig-zag basis χ related
to C, then uℓ “ v up to a positive rescaling of ℓ. Besides, u is Hermitian iff any of the
following equivalent conditions is satisfied:
(i) urz´1s “ urzs.
(ii) urχ1˚s “ 0.
(iii) χ1˚ P spantχ1, χ2u.
(iv) The matrix A has the form (27) with
r20 “ β ´ 2Repαaq, a “ b1 `
s0
r1
σ1. (38)
Proof. Assume the hypothesis of the statement and let ω be the zig-zag basis which is
orthonormal with respect to v. Using Proposition 2.3 we find that CAω “ ADA´1Aω “
ADω “ zAω, which means that Aω is a zig-zag basis of C, so a positive rescaling of ℓ
yields χ “ Aω and ℓω “ A`χ. Since A has the structure (27), from the latter relation
we conclude that ℓωn P spantχn, χn`1, χn`2u and the functional u of χ satisfies urℓω0s “
r0urχ0s ą 0 because χ0 is a positive constant and, by definition, urχnχ0˚s “ δn,0. As a
consequence, urℓs ą 0 and pucℓ´ vqrωns “ curℓωns´ vrωns “ 0 for n ě 1 and any c P C.
Since pucℓ´ vqrω0s “ 0 iff c “ vr1s{urℓs, we get ucℓ “ v for such a positive value of c.
The characterizations of the hermiticity of u given in piq and piiq follow from the
previous result, Lemma 4.1 and the fact that urχ1s “ 0 and urχ0s “ urχ0˚s ą 0 for the
functional u of χ.
Since urχns is non-zero only for n “ 0, the relation χ1˚ P spant1, z´1u Ă L2 “
spantχ0, χ1, χ2u shows that urχ1˚s “ 0 iff χ1˚ P spantχ1, χ2u. This proves the equiva-
lence piiq ô piiiq.
30
As for the equivalence piiiq ô pivq, note that χ1˚ P spantχ1, χ2u iff tχ1, χ2, χ1˚u is
linearly dependent because tχ1, χ2u is linearly independent. From (25) we know that
σ2ω2 “ ω1˚ ` b2ω1, which, combined with χ “ Aω, provides the expansion
χ1˚ “ s0ω0 ` r1ω1˚ “ s0ω0 ´ r1b2ω1 ` r1σ2ω2.
Since χ1 “ s0ω0`r1ω1 and χ2 “ t0ω0`s1ω1`r2ω2, the linear dependence of tχ1, χ2, χ1˚u
reads as ˇˇˇˇ
ˇˇs0 r1 0t0 s1 r2
s0 ´r1b2 r1σ2
ˇˇˇˇ
ˇˇ “ 0.
Introducing the expressions of t0, s1, r2 in terms of r0, s0, r1 given in (37), this deter-
minantal condition becomes pivq after direct algebraic manipulations.
We are now ready to prove the characterization of the CMV solutions for the Dar-
boux transformations with parameters.
Theorem 4.3. Let ℓ be a Hermitian Laurent polynomial of degree one, D P Cℓ with
Schur parameters bn, σn “
a
1´ |bn|2 and v a related functional. Consider a reversed
Cholesky factorization ℓpDq “ A`A, A P T , the corresponding solution C “ ADA´1 of
the Darboux transformation with parameters and a related zig-zag basis χ. Then, C is
CMV iff any of the following equivalent conditions is satisfied:
(i) The first two rows of C constitute an orthonormal system, i.e. the leading subma-
trix of CC` of order 2 is the identity.
(ii) There exists a linear functional u which solves uℓ “ v, up to a positive rescaling
of ℓ, and such that urχp1qχp1q`s is the identity, where χp1q “ pχ0, χ1qt.
(iii) The functional u of χ satisfies urχ1˚s “ 0 and urχ1χ1˚s “ 1.
(iv) The basis χ satisfies χ1˚ P spantχ1, χ2u and
pχ1{χ0qpzq “ ρ´1pz ` aq, |a| ă 1, ρ “
a
1´ |a|2.
(v) If ℓpzq “ αz ` β ` αz´1, the matrix A has the form (27) with
r20 “ β ´ 2Repαaq, a “ b1 `
s0
r1
σ1, r1 “ r0σ1
ρ
,
|a| ă 1,
ρ “
a
1´ |a|2. (39)
Moreover, the parameter a in pivq and pvq is the first Schur parameter a1 of C.
Proof. From Proposition 2.7 and Corollary 2.9, the identity CC` “ I is equivalent to
the unitarity of C and thus to stating that it is CMV. Therefore, the equivalence with
piq follows directly from (35) and the second statement of Proposition 2.11, bearing in
mind that B “ A` and the number of zeros of ℓ is Nz “ 2 in the present case.
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Also, C is CMV iff urχχ`s “ I for a linear functional u in Λ, and in this case
Theorem 3.2 states that uℓ “ v up to a positive rescaling of ℓ, thus u satisfies piiq. To
prove the converse, consider the zig-zag basis ω which is orthonormal with respect to v.
As in the proof of Proposition 4.2, χ “ Aω and ℓω “ A`χ up to a positive rescaling of
ℓ. Suppose that u is an arbitrary linear functional solution of uℓ “ v. Using Proposition
2.3 we get A` “ uℓrωω`sA` “ urℓωpAωq`s “ A`urχχ`s, so that
urχχ`s “ I `K, A`K “ 0. (40)
If urχp1qχp1q`s is the identity, then urχ0s “ urχ0˚s ą 0 and urχ1s “ 0 “ urχ1˚s. This
guarantees the hermiticity of u due to Lemma 4.1. As a consequence, K “ K`, i.e. K P
KA` . Then, (40) and the second statement of Proposition 2.11 ensure that urχχ`s “ I
whenever the leading submatrix of urχχ`s of order 2, which is urχp1qχp1q`s, is the
identity.
Concerning the equivalence with piiiq, note that a linear functional u satisfying
urχχ`s “ I is necessarily the functional of χ, which therefore must satisfy urχ1˚s “ 0
and urχ1χ1˚s “ 1 when C is unitary. Conversely, if the functional u of χ satisfies
these conditions, then urχp1qχp1q`s is the identity because by definition urχnχ0˚s “ δn,0.
Proposition 4.2 ensures that the functional u of χ solves uℓ “ v up to a positive rescaling
of ℓ, thus we conclude that u satisfies piiq and hence C is CMV.
As for the equivalence with pivq, let us write explicitly pχ1{χ0qpzq “ κpz`aq, κ ą 0,
a P C. If C is CMV then, from Cχ “ zχ and (21), we get a “ a1 and κ “ ρ´11 . Besides,
(25) gives ρ2χ2 “ χ1˚ ` a2χ1, so χ1˚ P spantχ1, χ2u. For the converse, note that the
functional u of χ satisfies urχ1s “ urχ2s “ 0, thus urχ1˚s “ 0 under the condition
χ1˚ P spantχ1, χ2u. This condition also implies that urχ1χ1˚s “ κ2p1 ´ |a|2q because
χ1χ1˚ “ χ0χ0˚κ2p1 ` |a|2 ` az ` az´1q “ χ0χ0˚κ2p1 ´ |a|2q ` κaχ1χ0˚ ` κaχ0χ1˚ and
urχnχ0˚s “ δn,0. Bearing in mind the equivalence with piiiq, this proves that C is CMV
under the hypothesis given in pivq.
Finally, let us prove the equivalence with pvq. If ω is the orthonormal basis with
respect to v we know that χ “ Aω is a zig-zag basis of C and ℓω “ A`χ. If C is CMV,
using Proposition 2.3 we get uℓrωω`s “ urωpℓωq`s “ A´1urχχ`sA “ I, so v “ uℓ. From
Cχ “ zχ and (21) we find that χ1 “ χ0ρ´11 pz`a1q, thus ℓχ0χ0˚ “ αρ1χ1χ0˚`αχ0χ1˚`
pβ´2Repαa1qqχ0χ0˚. Since χ0 “ r0ω0, we get r20 “ vrχ0χ0˚s “ urℓχ0χ0˚s “ β´2Repαa1q,
which proves the first identity of pvq for a “ a1. The rest of the identities follow from
(29). Let us prove now the converse. The Schur parametrization (21) of D combined
with Dω “ zω yields ´b1ω0 ` σ1ω1 “ zω0. Therefore, assuming pvq, χ “ Aω yields
χ0 “ r0ω0, χ1 “ s0ω0 ` r1ω1 “ r0
ρ
paω0 ´ b1ω0 ` σ1ω1q “ χ0 z ` a
ρ
,
which gives the second condition in pivq. To prove that C is CMV we only need to show
additionally that χ1˚ P spantχ1, χ2u. This is equivalent to (38), which coincides with
part of the conditions given in pvq.
Proposition 4.2.pivq and Theorem 4.3.pvq provide characterizations of those reversed
factorizations ℓpDq “ A`A leading respectively to Hermitian or positive definite func-
tionals, via the Darboux transformation with parameters. Both characterizations are in
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the same spirit, i.e. they are given as restrictions on the initial parameters r0, s0, r1 de-
termining the matrix factor A. The (hermiticity) positive definiteness restrictions have
the effect of reducing from four to (three) two the number of “free” real parameters.
Of course, not any choice of the parameters r0, s0, r1 satisfying such restrictions leads
necessarily to a reversed factorization ℓpDq “ A`A, so the only conclusion is that the
solutions of the Darboux transformation with parameters leading to (Hermitian) posi-
tive definite functionals are parametrized by at most (three) two real parameters. This
is in agreement with our previous discussion based on the interpretation of inverse Dar-
boux transformations in terms of measures on the unit circle. We will refer to (38) and
(39) as the hermiticity and the CMV conditions respectively. Note that the hermiticity
condition (38) coincides with the first part of the CMV conditions (39). Therefore, the
spurious solutions leading to Hermitian functionals are characterized by satisfying (38),
but not the rest of the CMV conditions (39), i.e. either |a| ě 1 or r1ρ ‰ r0σ1.
When the CMV conditions are taken into account, the Darboux transformations
with parameters can be iterated because the set CℓpDq of CMV solutions is a subset of
Cℓ, the class of CMV matrices C which allow for a reversed Cholesky factorization of
ℓpCq (see Appendix A).
We will finish this section illustrating in a detailed example the coexistence of CMV
and spurious solutions of the Darboux transformation with parameters. To develop the
example it will be useful to rewrite the relations (29) from the perspective of the inverse
Darboux transformations, that is,
rn “ κn
λn
, tn “ ασn`1σn`2
rn`2
,
an “ bn ` sn´1σn
rn
, αan`2 “ αbn ´ sn rn`1
σn`1
,
n ě 0. (41)
Example 4.4. Darboux transformation with parameters for ℓ given by α “ ´1, β “ 2,
ℓpzq “ 2´ z ´ z´1 “ p1´ zqp1´ z´1q,
and D with constant positive Schur parameters bn “ b P p0, 1q for n ě 1,
D “
¨˚
˚˚˚˚
˚˝
´b σ
´σb ´b2 ´σb σ2
σ2 σb ´b2 σb
´σb ´b2 ´σb σ2
σ2 σb ´b2 σb
´σb ´b2 ´σb σ2
σ2 σb ´b2 σb
¨¨¨ ¨¨¨ ¨¨¨
‹˛‹‹‹‹‹‚, σ “
?
1´ b2.
For simplicity, we will study only the solutions with s1 “ 0, a choice which fixes
two of the four real parameters describing the solutions. Then, the relations (37) giving
inductively the coefficients of the matrix A can be written as
s0 “ ´ σ
r1
p1´ bq, r20 “ 2p1` bq ´ s20 ´
σ4
r22
“ 2p1` bq ´ σ
2
r21
p1´ bq2 ´ σ
4
r22
,
sn “ 0, r2n`2 “
σ4
2p1` b2q ´ r2n
, tn´1 “ ´ σ
2
rn`1
, n ě 1.
(42)
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These relations have been expressed using r1, r2, instead of r0, r1, as the remaining two
free parameters. This change is suggested by the role of r21, r
2
2 as initial conditions of
two identical recurrence relations, namely
xn`1 “ σ
4
2p1` b2q ´ xn , xn “
$’&’%
r22n`1,
or
r22n`2,
n ě 0. (43)
The recurrence relation with initial condition r21 (r
2
2) yields the coefficients rn, hence
also tn´2 “ ´σ2{rn, for any odd (even) index n.
Among the possible initial conditions x0 “ r21, r22 ą 0, those generating solutions of
the Darboux transformation with parameters are characterized by the fact that (42)
gives xn “ r22n`1, r22n`2 ą 0 for n ě 0, as well as by the condition
σ2
r21
p1´ bq2 ` σ
4
r22
ă 2p1` bq (44)
guaranteeing that r20 ą 0.
Due to the positivity requirement of xn, the initial condition must satisfy 0 ă x0 ă
2p1 ` b2q “ ξ. The recurrence relation (43) has two fixed points, ξ˘ “ p1 ˘ bq2 ă ξ,
which provide its constant positive solutions xn “ ξ˘. As for the non-constant solutions
xn, a quick analysis of their positivity follows from the interpretation of (43) as the
implementation of Newton’s method to the function h given by
hpxq “ |x´ ξ´|
ξ`
4b
|x´ ξ`|
ξ´
4b
.
The typical behaviour of h is represented in Figure 1. It is a non-negative concave
function with a zero at ξ´, a divergence at ξ` and a local minimum at ξ “ 2p1 ` b2q.
This guarantees that xn converges monotonically to ξ´ whenever x0 ă ξ`, being strictly
increasing if x0 ă ξ´ and strictly decreasing if ξ´ ă x0 ă ξ`. On the other hand, every
x0 ą ξ` leads eventually to xn ą ξ for some n, thus no such a choice yields a positive
solution of (43). Therefore, the positive solutions xn of (43) are those associated with
an initial condition x0 P p0, ξ`s, and, up to the fixed point x0 “ ξ`, all these solutions
converge monotonically to ξ´.
From these results, and bearing in mind the restriction (44), we conclude that the
solutions of the Darboux transformation with parameters corresponding to s1 “ 0 are
given by (42) for any choice of r1, r2 with the constraints
0 ă r1, r2 ď 1` b, 1´ b
r21
` 1` b
r22
ă 2p1´ bq2 . (45)
Let us discuss now the restrictions imposed on these solutions by the hermiticity
and CMV conditions. According to (38), the solutions associated with an Hermitian
linear functional are characterized by
r20 “ 2p1` aq, a “ b´
σ2p1´ bq
r21
. (46)
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Figure 1: The function hpxq whose Newton’s algorithm yields the recurrence for the
sequence xn given by (43). It is a non-negative concave function with a zero at ξ´ “
p1´ bq2, a divergence at ξ` “ p1` bq2 and a local minimum at ξ “ 2p1` b2q.
Taking into account the expression of r0 in terms of r1, r2 given in (42), the hermiticity
condition becomes r1 “ r2. In view of (45), the solutions of the Darboux transformations
leading to Hermitian functionals are given by (42) with
r1 “ r2 “ r P p1´ b, 1` bs,
and the related value of r0 is
r20 “ 2p1` bq
ˆ
1´ p1´ bq
2
r2
˙
.
The above solutions include the CMV ones which, according to (39), are character-
ized by the additional conditions |a| ă 1 and rρ “ r0σ, ρ “
?
1´ a2. Using (46) we
obtain
|a| ă 1 ô r ą 1´ b, rρ “ r0σ ô r “ 1` b.
Therefore, the only CMV solution with s1 “ 0 is that one obtained from (42) with
r1 “ r2 “ 1` b,
which corresponds to constant coefficients rn “ 1 ` b for n ě 1, associated with the
fixed point ξ` of (43).
From (46), (42) and (41) we find the corresponding Schur parameters
an “
$&%
3b´ 1
1` b , n “ 1,
b, n ě 2,
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which provide the referred CMV solution C “ ADA´1 of the Darboux transformation
with parameters,
C “
¨˚
˚˚˚˚
˚˝
´a ρ
´ρb ´ab ´σb σ2
ρσ σa ´b2 σb
´σb ´b2 ´σb σ2
σ2 σb ´b2 σb
´σb ´b2 ´σb σ2
σ2 σb ´b2 σb
¨¨¨ ¨¨¨ ¨¨¨
‹˛‹‹‹‹‹‚,
a “ 3b´ 1
1` b ,
ρ “
?
1´ a2 “ 2
1` b
a
bp1´ bq.
The matrix A, coming from a reversed Cholesky factorization ℓpDq “ A`A, and giving
the Cholesky factorization ℓpCq “ AA`, has the form
A “
¨˚
˚˝
r0
s0 r
t 0 r
t 0 r
t 0 r
. . .
. . .
. . .
‹˛‹‚, r0 “ 2
c
b
1` b, s0 “ ´σ
1´ b
1` b ,
r “ 1` b, t “ ´p1´ bq.
The CMV matrix D is related to an absolutely continuous measure ν supported on
the arc Γ “ teiθ : | sin θ
2
| ě bu given by
dνpeiθq “ wpθq dθ, wpθq “
b
sin2 θ
2
´ b2
| sin θ
2
| , e
iθ P Γ.
Since ℓpzq “ pz ´ 1qpz´1 ´ 1q has a single zero at z “ 1, the above CMV solution
C of the Darboux transformation with parameters must be associated with a measure
dµ “ dν{ℓ`mδ1 for some m ě 0.
To analyze the value of the mass m, let us have a look at the Schur function f
of µ. The Schur function f has an analytic continuation through the essential gap
teiθ : | sin θ
2
| ă bu, and z “ 1 is a mass point of µ iff it is a solution of zfpzq “ 1,
i.e. fp1q “ 1. On the other hand, Geronimus’ theorem asserts that the application of
the Schur algorithm to f generates the sequence p´a,´b,´b,´b, . . . q. Analogously, the
Schur function g of ν is characterized by the constant sequence p´b,´b,´b, . . . q arising
from the Schur algorithm. Therefore, g is obtained from f after a single step of the
Schur algorithm,
gpzq “ 1
z
fpzq ` a
1` afpzq .
This relation implies that fp1q “ 1 iff gp1q “ 1, which is not possible because 1 is not
a mass point of ν. We conclude that m “ 0 and
dµpeiθq “ wpθq|eiθ ´ 1|2 dθ “
wpθq
2 sin2 θ
2
dθ, eiθ P Γ.
In other words, the arc Γ is the common spectrum of C and D, which are isospectral.
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The spurious solutions can be also explicitly described. For instance, the choice
s1 “ 0, r1 “ 1 ´ b, r2 “ 1 ` b satisfies (45) and yields sn “ 0, r2n´1 “ r1, r2n “ r2 for
n ě 1, so that
A “
¨˚
˚˝
r0
s0 r1
´r1 0 r2
´r2 0 r1
´r1 0 r2
. . .
. . .
. . .
‹˛‹‚, r0 “ 2
?
b, s0 “ ´σ,
r1 “ 1´ b, r2 “ 1` b.
Since r1 ‰ r2, the corresponding solution C “ ADA´1 is related to a non-Hermitian
functional. Explicitly,
C “
¨˚
˚˚˚˚
˚˝˚
1 σ
?
b 2
1´b 0 0 0 0 ¨¨¨
σ
?
b 2b
1`b b ´σb 1´b1`b σ2 0 0 ¨¨¨
?
b
2p1`b2q
1´b σ
b2`4b´1
p1´bq2 ´b
2 σb 1`b
1´b 0 0 ¨¨¨
σ
?
b 4bp1`bq2 0 σb
b2`4b´1
p1`bq2 ´b
2 ´σb 1´b
1`b σ
2 ¨¨¨
?
b
4bp1`bq
p1´bq2 σ
8b2
p1´bq3 σ
2 σb 1`4b´b
2
p1´bq2 ´b2 σb
1`b
1´b ¨¨¨
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
‹˛‹‹‹‹‹‹‚
,
which, solving Cχ “ zχ, yields an associated zig-zag basis χ with
χ0 “ 1, χ1 “ 1´ b
2σ
?
b
pz ´ 1q, χ2 “ 1
2
?
bp1´ bqpbz ` 3b´ 1` z
´1q, . . .
Hence, the conditions urχnχ0˚s “ δn,0 defining the associated functional u give
ur1s “ 1 “ urzs, urz´1s “ 1´ 4b ‰ urzs,
which show directly the lack of hermiticity of u.
5 Jacobi versus CMV
So far, we have defined the Darboux transformations for CMV matrices by analogy with
the Darboux transformations for Jacobi matrices. Nevertheless, this does not mean
necessarily that Darboux for Jacobi and CMV share all their properties. An explicit
comparison between these two versions of Darboux is necessary to understand to which
extent the uses of Darboux for Jacobi could be exported to CMV. This comparison
should highlight the similarities and differences between these two transformations,
showing also the direct links between them if any. These are the objectives of the present
section. Thus, we will first review the main features of Darboux for Jacobi, translating
the standard approach based on LU factorizations into an equivalent one which uses
Cholesky factorizations for a better comparison with Darboux for CMV. This review
will be used simultaneously to exhibit the analogies and differences between Darboux
for Jacobi and CMV. Besides, the classical Szego˝ connection [76] between orthogonal
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polynomials on the real line and the unit circle will provide a direct link between both
transformations. This not only supports the present version of Darboux for CMV as
the natural unitary analogue of Darboux for Jacobi, but also serves as a communicating
channel between both transformations and their applications. We will also show the
role of the Darboux transformations in a more recent connection between the real line
and the unit circle due to Derevyagin, Vinet and Zhedanov [20].
The standard procedure for the Darboux transformation of a Jacobi matrix
J “
˜ ˚ `
` ˚ `
` ˚ `
. . .
. . .
. . .
¸
“ J `
uses LU instead of Cholesky factorizations. Actually, the usual starting point is not the
Jacobi matrix itself, but the tridiagonal one
rJ “ ˜ ˚ 1` ˚ 1` ˚ 1
. . .
. . .
. . .
¸
(47)
obtained by conjugating J with a positive diagonal matrix ΠJ , i.e. rJ “ ΠJJΠ´1J .
The Darboux transformation starts by choosing β P R such that the LU factorizationrJ ` βI “ rLrU is available, and then generates via the identity rK ` βI “ rU rL a new
tridiagonal matrix rK with the shape (47), except that the entries of its lower diagonal
can be signed. When such a diagonal is positive, rK can be symmetrized by conjugation
with a positive diagonal matrix ΠK, leading to a Jacobi matrix K “ Π´1K rKΠK.
Note that the LU factorization rJ ` βI “ rLrU exists simultaneously to that of
J ` βI, whose LU factors are L “ Π´1J rLΠJ and U “ Π´1J rUΠJ . Therefore, both LU
factorizations are possible whenever J ` βI is positive definite. We are going to see
that in this case the Darboux transformations of Jacobi matrices can be understood in
terms of Cholesky factorizations, similarly to the developed Darboux transformations
for CMV matrices. This will make it easier the comparison between Darboux for Jacobi
and CMV.
The matrices involved in the above discussion are determined by two real sequences
vn and un defined by the lower and main diagonals of the factors rL and rU , respectively,
rL “
¨˝
1
v1 1
v2 1
. . .
. . .
‚˛, rU “
¨˝
u1 1
u2 1
u3 1
. . .
. . .
‚˛. (48)
More precisely, rJ , rK and their symetrizing matrices ΠJ , ΠK are given by
rJ ` βI “
¨˝ u1 1
v1u1 v1`u2 1
v2u2 v2`u3 1
. . .
. . .
. . .
‚˛, rK ` βI “
¨˝ v1`u1 1
v1u2 v2`u2 1
v2u3 v3`u3 1
. . .
. . .
. . .
‚˛,
Π2J “
˜
1
π1
π2
. . .
¸
, Π2K “
1
u1
Π2JU0, U0 “
˜
u1
u2
u3
. . .
¸
, πn “
nź
k“1
ukvk.
(49)
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By hypothesis, rJ is symmetrizable, i.e. unvn ą 0 for all n. Then, rK is also symmetriz-
able iff vnun`1 ą 0 for all n, which, bearing in mind the previous hypothesis, means
that the sequences un and vn have the same constant sign. This is the case when J `βI
is positive definite, which is equivalent to state that un, vn ą 0 for all n and, thus, also
to the positive definiteness of K ` βI.
It is known that LU and Cholesky factorizations of positive definite matrices are
closely related. If J ` βI is positive definite, its LU factors provide the Cholesky
factorization
J ` βI “ AA`, A “ LU1{20 , A` “ U´1{20 U, (50)
where U
1{2
0 is the positive square root of the matrix U0 given in (49). Then, using (49)
and (50) we get
K ` βI “ Π´1K rU rLΠK “ Π´1K ΠJULΠ´1J ΠK “ U´1{20 ULU1{20 “ A`A.
We conclude that the standard Darboux transformations relating Jacobi matrices
J and K can be rewritten in the following way: take a real polynomial ℘pxq “ x ` β
such that ℘pJ q is positive definite. Then, a new Jacobi matrix K is defined resorting
to the Cholesky factorization ℘pJ q “ AA`, A P T , and reversing it as ℘pKq “ A`A.
The above procedure can be directly generalized to an arbitrary real polynomial ℘pxq “
αx` β of degree one such that ℘pJ q is positive definite, leading to a triangular matrix
A with the 2-band structure
A “
¨˝`
f `
f `
. . .
. . .
‚˛,
whose lower diagonal has non-zero entries with the same sign as α. This defines the
Darboux transformation J
℘ÞÑ K.
Jacobi matrices encode the three-term recurrence relation of orthogonal polynomials
with respect to a positive Borel measure supported on an infinite subset of the real line
(‘measure on the real line’ in short). Analogously to the CMV case, this links Jacobi
matrices and positive definite linear functionals in the space of real polynomials. More
generally, tridiagonal matrices with non-null entries in the lower and upper diagonals are
related to polynomials which are orthogonal with respect to a quasi-definite linear func-
tional not necessarily associated with a positive measure on the real line. An advantage
of defining Darboux transformations via LU factorizations is that they apply directly to
the general quasi-definite case. Although the Cholesky approach to Darboux transfor-
mations previously described has a priori the drawback of being applicable only to the
positive definite case, Section 8.2 will show how to deal with Darboux transformations
relating quasi-definite functionals by using generalized Cholesky factorizations.
Analogously to the CMV case, the Darboux transformations of Jacobi matrices
based on Cholesky factorizations can be embedded into a general procedure for the
factorization of a real polynomial ℘ evaluated on a Jacobi matrix J . A key role is
played by the basis p “ pp0, p1, p2, . . . qt of the real vector space P “ spantxnu8n“0 “ Rrxs
of real polynomials defined up to a constant factor by
xp “ J p.
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These polynomials, which we will assume with positive leading coefficient in what fol-
lows, are orthonormal with respect to a positive Borel measure on the real line, or
equivalently, with respect to a positive definite linear functional on P. Given any other
basis q “ pq0, q1, q2, . . . qt of orthonormal polynomials related to a Jacobi matrix K, the
matrix A P T and the lower Hessenberg type one B defined by
p “ Aq, ℘q “ Bp, (51)
satisfy
℘pJ q “ AB, ℘pKq “ BA, JA “ AK, BJ “ KB.
The result is valid for any arbitrary real polynomial ℘ of any degree, and the proof
is a direct translation of that of Proposition 2.10. As in the CMV case, the factor A
plays the role of a change of basis relating the Jacobi matrices by conjugation since
K “ A´1JA and J “ AKA´1. Nevertheless, in contrast to the CMV case, if ℘ has
degree one, the relations ℘pJ q “ AB and ℘pKq “ BA are enough to generate one of
the matrices J , K starting from the other one.
When ℘ has degree one, ℘pJ q is tridiagonal and B is strictly lower Hessenberg.
The Darboux transformation amounts to choosing A as the left factor of the Cholesky
factorization of ℘pJ q when it is positive definite, so that A is 2-band with positive
entries and B “ A`. Furthermore, Theorem 3.2 has an exact analogue for Jacobi
matrices whose proof follows from similar arguments.
Theorem 5.1. Let u, v be positive definite functionals in P with orthonormal polyno-
mials p, q and Jacobi matrices J , K respectively. Then, the following statements are
equivalent:
(i) J
℘ÞÑ K for a real polynomial ℘ of degree one, i.e. ℘pJ q is positive definite and
K “ A´1JA, where A P T comes from the Cholesky factorization ℘pJ q “ AA`.
(ii) v “ u℘ for a real polynomial ℘ of degree one.
(iii) pn P spantqn´1, qnu for n ě 1 and pn R spantqnu for some n.
(iv) There is a real polynomial ℘ R spantp1u of degree one such that ℘qn P spantpn, pn`1u
for n ě 0.
The polynomials ℘ mentioned in piq and piiq coincide up to a constant positive factor,
and they also coincide with that one in pivq up to a constant real factor. If ℘ coincides
exactly in piq and piiq then p “ Aq and ℘q “ A`p without any rescaling.
In particular, the transformation J
℘ÞÑ K is equivalent to multiplying by (a positive
rescaling of) ℘ in terms of orthogonality measures, which is known as a Christoffel trans-
formation on the real line. As a consequence, the Darboux transformations of Jacobi
matrices are almost isospectral since they preserve the spectrum up to the elimination
of, at most, a single eigenvalue. This is similar to what happens to Darboux for CMV,
although these transformations may delete two eigenvalues.
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The only spectral change caused by the corresponding inverse transformations for
Jacobi matrices is therefore the possible addition of an eigenvalue. The inverse Dar-
boux transformations of Jacobi matrices are the matrix realization of the Geronimus
transformations for measures on the real line, which divide a measure by a polynomial
℘ of degree one and add a Dirac delta at the zero of ℘. On the other hand, in the
language of Cholesky factorizations, the Darboux transformations with parameters for
a Jacobi matrix K start with a reversed factorization ℘pKq “ A`A, A P T , and then
generate a new Jacobi matrix J by either the relation ℘pJ q “ AA` or equivalently the
conjugation J “ AKA´1.
At this point, a major difference appears concerning the comparison between Dar-
boux for CMV and Jacobi matrices: if ℘ is of degree one, the freedom in the reversed
Cholesky factorization ℘pKq “ A`A is encoded by a single real parameter, the p0, 0q
entry of A. This coincides with the number of free parameters in the Geronimus trans-
formations on the real line, which are parametrized by the mass of the Dirac delta at
the single zero of ℘. Actually, contrary to the CMV case, every solution of the Jacobi
version for the Darboux transformations with parameters corresponds to a solution of
the corresponding inverse Darboux transformations. In other words, the Darboux trans-
formations with parameters for Jacobi matrices present no spurious solutions, so that
these transformations become an exact matrix realization of the Geronimus transfor-
mations for measures on the real line. This is in striking contrast with the CMV version
of Darboux transformations with parameters.
Due to the absence of spurious solutions, the Jacobi version of Darboux transforma-
tions only involves band matrices and their inverses. Therefore, in view of Proposition
2.3, in the Jacobi case the associativity of matrix multiplications holds automatically
for all the Darboux relations which exclude such inverses. This will be used in what
follows to omit discussing associativity issues when dealing with relations involving only
band matrices.
Despite the differences above mentioned, we have found many analogies between
Jacobi and CMV which justify the name ‘Darboux’ for the transformations of CMV
matrices introduced in this paper. This similarity can be further highlighted by resorting
to the Szego˝ connection between orthogonal polynomials on the real line and the unit
circle [76]. This connection will be used in next section for a closer comparison between
Darboux for Jacobi and CMV, but it can eventually be used to exchange ideas, results,
techniques and applications between these two versions of Darboux.
5.1 The Szego˝ connection
The aim of this section is to show that the Szego˝ connection [76] maps exactly Darboux
for Jacobi into Darboux for CMV as defined in this paper. As a byproduct, we will
obtain a direct relation between the Darboux factors for Jacobi and CMV. With this in
mind, we will first review a matrix approach to the Szego˝ connection due to Killip and
Nenciu [51] (see also [70]) which serves our interests.
The Szego˝ connection is based on the map z ÞÑ x “ z ` z´1, which transforms the
unit circle onto the interval r´2, 2s mapping conjugated points onto the same image.
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This induces the Szego˝ projection µ
SzÞÝÑ Szpµq, a one-to-one correspondence between
symmetric measures µ on the unit circle (i.e., measures which are invariant under con-
jugation z Ñ z) and measures Szpµq on r´2, 2s, which is given byż
P pxq dpSzpµqqpxq “
ż
P pz ` z´1q dµpzq, @P P P.
The symmetry of µ means that it has orthonormal polynomials ϕn with real coefficients,
i.e. the corresponding Schur parameters an are real. Then, the relations
ppeqn pxq “
z´npϕ˚2npzq ` ϕ2npzqqa
2p1` a2nq
,
p
poq
n´1pxq “
z´npϕ˚2npzq ´ ϕ2npzqqa
2p1´ a2nqpz´1 ´ zq
,
x “ z ` z´1, (52)
provide two sequences of polynomials in the variable x “ z ` z´1,
ppkq “ pppkq0 , ppkq1 , ppkq2 , . . . qt, k “ e, o.
We use the convention a0 “ 1 so that ppeq0 pxq “ ϕ0pzq. The sequences ppeq and ppoq are
orthonormal with respect to the measures on r´2, 2s given respectively by
µe “ Szpµq, dµopxq “ p4´ x2q dµepxq,
Due to the orthonormality with respect to a measure on the real line, there exist Jacobi
matrices Je, Jo, such that
xppkq “ Jkppkq, k “ e, o. (53)
The relation between the measures µe and µo implies that Je and Jo are connected by
a Darboux transformation Je
4´x2ÞÝÝÝÑ Jo generated by a polynomial of degree two (see
Section 8.1 for the generalization of Darboux transformations to polynomials of higher
degree).
For convenience, we will work with the matrix functions
pn “
ˆ
pn 0
0 rpn
˙
,
pnpzq “ ppeqn pxq,rpnpzq “ pz´1 ´ zqppoqn pxq, x “ z ` z´1, (54)
which should be considered as functions of z instead of x due to the presence of the
factor z´z´1 in rpn. Bearing in mind (54), the recurrence relations (53) can be rewritten
in terms of p “ pp0, p1, p2, . . . qt and rp “ prp0, rp1, rp2, . . . qt as
xppzq “ Jeppzq, xrppzq “ Jorppzq, x “ z ` z´1.
Equivalently, using the notation p “ pp0,p1,p2, . . . qt,
xppzq “ J ppzq, J “ Je ‘ Jo, x “ z ` z´1, (55)
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with Je (Jo) acting on even (odd) indices. More explicitly, J is the 2ˆ 2-block Jacobi
matrix with entries
J 2i,2j “ pJeqi,j, J 2i`1,2j`1 “ pJoqi,j, J 2i,2j`1 “ J 2i`1,2j “ 0,
and can be understood as the block Jacobi matrix associated with the diagonal matrix
of measures
µ “
ˆ
µe 0
0 µo
˙
.
On the other hand, (24) allows us to rewrite pn and rpn in terms of the orthonormal
Laurent polynomials χn associated with µ,
pn “ χ2n ` χ2n˚a
2p1` a2nq
, rpn´1 “ χ2n ´ χ2n˚a
2p1´ a2nq
. (56)
If C is the CMV matrix related to µ, we denote µ “ Szpµq, p “ Szpχq, J “ SzpCq,
referring to them as the matrix Szego˝ projections of µ, χ, C, respectively, in contrast to
the scalar Szego˝ projections µe “ Szpµq, ppeq “ Szpµq, Je “ SzpCq.
An explicit expression of the matrix Szego˝ projection J “ SzpCq follows by inserting
(25) into (56), which yields
pn “ ρ2nχ2n´1 ` p1` a2nqχ2na
2p1` a2nq
“ 1?
2
p?1´ a2nχ2n´1 `
?
1` a2nχ2nq,
rpn´1 “ ρ2nχ2n´1 ´ p1´ a2nqχ2na
2p1´ a2nq
“ 1?
2
p´?1` a2nχ2n´1 `
?
1´ a2nχ2nq,
or, in matrix form,ˆrpn´1
pn
˙
“ 1?
2
ˆ´?1` a2n ?1´ a2n?
1´ a2n
?
1` a2n
˙ˆ
χ2n´1
χ2n
˙
.
The above relation can be compactly written as
p
ˆ
1
1
˙
“ Sχ, S “
˜
1
S2
S4
. . .
¸
, Sn “ 1?
2
ˆ´?1` an ?1´ an?
1´ an
?
1` an
˙
, (57)
in terms of a block diagonal symmetric unitary matrix S. Combining (57) with (55)
and (6) we get
JSχ “ J p p 11 q “ pz ` z´1qp p 11 q “ pz ` z´1qSχ “ SpC ` C`qχ,
which, bearing in mind that S2 “ I, leads to the following explicit expression for the
matrix Szego˝ projection of a CMV matrix C,
SzpCq “ J “ SpC ` C`qS. (58)
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That is, the matrix Szego˝ projection of C stems not only from the evaluation of the
Szego˝ map z ` z´1 on C, as one would naively expect, but also from a subsequent
conjugation with the orthogonal matrix S. We will refer to the matrix S, given in (57)
in terms of the Schur parameters an of C, as the Szego˝ rotation for the CMV matrix C.
The Szego˝ connection is restricted to symmetric measures on the unit circle, i.e. to
real CMV matrices because symmetric measures are characterized by having real Schur
parameters. Therefore, in order to relate Darboux transformations on the unit circle and
the real line through the Szego˝ connection we should consider a Darboux transformation
C
ℓÞÑ D between two real CMV matrices C, D. This means that dν “ ℓ dµ for certain
symmetric measures µ, ν on the unit circle related to C, D, respectively. If ℓpzq “
αz ` β ` αz´1, the symmetry requirement for the measures implies that ℓpz´1q “ ℓpzq,
thus α P R. Then, we have the following result which yields the announced Szego˝
connection between Darboux for Jacobi and CMV.
Theorem 5.2. Let C
ℓÞÑ D be a Darboux transformation between real CMV matrices C,
D with Laurent polynomial ℓpzq “ αz`β`αz´1, α, β P R. Then, the Szego˝ projections
Je “ SzpCq, Ke “ SzpDq, J “ SzpCq “ Je ‘ Jo, K “ SzpDq “ Ke ‘Ko provide Jacobi
matrices related by the Darboux transformations Je
℘ÞÑ Ke, Jo ℘ÞÑ Ko with polynomial
℘pxq “ αx` β. The corresponding Cholesky factorizations
℘pJkq “ AkA`k , ℘pKkq “ A`k Ak, k “ e, o,
yield the following ones for the matriz Szego˝ projections
℘pJ q “ AA`, ℘pKq “ A`A, A “ Ae ‘ Ao,
where the direct sum A “ Ae ‘ Ao is such that Ae (Ao) acts on even (odd) indices, so
that A has the structure
A “
¨˚
˝
`
0 `
f 0 `
f 0 `
. . .
. . .
. . .
‹˛‚.
The relation between the Cholesky factorizations for the CMV matrices,
ℓpCq “ AA`, ℓpDq “ A`A,
and those of their Szego˝ projections is given by
A “ SAT , A “ SAT ,
where S and T are the Szego˝ rotations for C and D respectively.
Proof. If µ is a measure for C, the relation C
ℓÞÑ D implies that dν “ ℓ dµ is associated
with D. Since ℘pxq “ ℓpzq under the Szego˝ mapping x “ z` z´1, the Szego˝ projections
µe “ Szpdµq, νe “ Szpdνq are related by dνe “ ℘ dµe. A similar relation is obviously
valid for dµopxq “ p4 ´ x2q dµepxq and dνopxq “ p4 ´ x2q dνepxq. This proves the
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Darboux relations Jk
℘ÞÑ Kk for k “ e, o. The Cholesky factorizations of J and K arise
from regrouping those of Jk and Kk for k “ o, e. Concerning the relation between the
Darboux factors A and A, let us consider p “ Szpχq, q “ Szpωq, where χ, ω are the
orthonormal Laurent polynomials with respect to µ, ν respectively. From Theorems 3.2
and 5.1 we know that χ “ Aω and p “ Aq. Combining these equalities with (57) and
the analogous relation q p 11 q “ Tω, we get SAω “ Sχ “ p p 11 q “ Aq p 11 q “ ATω,
so that SA “ AT . Since S2 “ T 2 “ I we can rewrite this identity as A “ SAT or
A “ SAT .
The previous result is in agreement with [26], which shows that, in the case of
symmetric measures, the linear spectral transformations associated with the Christoffel
and Geronimus transformations on the unit circle are projected by the Szego˝ mapping
onto similar transformations on the real line. However, we have seen that there exist
Darboux transformations of CMV matrices which do not correspond to Christoffel or
Geronimus on the unit circle, namely, those associated with a Laurent polynomial ℓpzq “
αz ` β ` αz´1, α, β P R, whose zeros lie on the unit circle, i.e. |β| ď 2|α|. In other
words, there exist Christoffel and Geronimus transformations on the real line which are
not the Szego˝ projection of a Christoffel or Geronimus transformation on the unit circle,
but correspond via the Szego˝ mapping to general Laurent polynomial modifications of
degree one on the unit circle.
The close relationship between Darboux for Jacobi and CMV is highlighted by the
simple relation between the CMV Darboux factor A and its matrix Szego˝ projection
A “ SzpAq given in Theorem 5.2. This theorem also identifies A as the Darboux factor
for the Darboux transformation J
℘ÞÑ K, which is consistent with the relation (58) since
it implies that
℘pJ q “ SℓpCqS “ SAA`S “ AA`, ℘pKq “ T ℓpDqT “ TA`AT “ A`A.
We will illustrate the Szego˝ connection between Darboux for Jacobi and CMV with
an explicit example.
Example 5.3. The Szego˝ connection and the Darboux transformation for
ℓpzq “ pz ` aqpz´1 ` aq “ apz ` z´1q ` 1` a2, a P p´1, 1q,
and C with Schur parameters a1 “ a and an “ 0 for n ě 2,
C “
¨˚
˚˝˚˚
´a ρ
0 0 0 1
ρ a 0 0
0 0 0 1
1 0 0 0
0 0 0 1
1 0 0 0
¨¨¨ ¨¨¨ ¨¨¨
‹˛‹‹‹‚, ρ “
?
1´ a2.
It is known that C is associated with the measure
dµpeiθq “ 1|z ` a|2
dθ
2π
“ 1
ℓpzq
dθ
2π
,
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whose orthonormal polynomials are the Bernstein-Szego˝ ones
ϕnpzq “
#
ρ, n “ 0,
zn´1pz ` aq, n ě 1.
Therefore, the corresponding orthonormal zig-zag basis is given by
χ2n´1pzq “ zn´1pz ` aq, χ2npzq “
#
ρ, n “ 0,
z´np1` azq, n ě 1.
The Darboux transformation C
ℓÞÑ D is associated with the Christoffel transforma-
tion µ
ℓÞÑ ϑ, where dϑpeiθq “ dθ{2π is the Lebesgue measure. Hence, D “ S is the
shift matrix given in (8) corresponding to the Schur parameters bn “ 0, and the related
orthonormal zig-zag basis is
ω2n´1pzq “ zn, ω2npzq “ z´n.
The matrix A of the change of basis
χ “ Aω, A “
¨˝ ρ
a 1
a 0 1
a 0 1
. . .
. . .
. . .
‚˛,
is the Darboux factor for the Cholesky fatorizations ℓpCq “ AA` and ℓpDq “ A`A.
Concerning the Szego˝ connection, in this case the matrices S and T coincide because
a2n “ b2n “ 0, thus
Sn “ Tn “ 1?
2
ˆ´1 1
1 1
˙
.
The matrix Szego˝ projection A “ SAT of A
A “
¨˚
˚˝
ρ
0 1?
2a 0 1
a 0 1
a 0 1
. . .
. . .
. . .
‹˛‹‚“ Ae ‘ Ao, Ae “
¨˚
˝
ρ?
2a 1
a 1
a 1
. . .
. . .
‹˛‚, Ao “
¨˝ 1
a 1
a 1
a 1
. . .
. . .
‚˛,
provides the factorizations ℘pJ q “ AA` and ℘pKq “ A`A, where
℘pxq “ ax` p1` a2q,
J “ SpC ` C`qS is the block Jacobi matrix
J “
¨˚
˚˝˚˚ ´2a 0
?
2ρ
0 ´a 0 1
?
2ρ 0 a 0 1
1 0 0 0 1
1 0 0 0 1
. . .
. . .
. . .
. . .
. . .
‹˛‹‹‹‚“ Je ‘ Jo,
Je “
¨˚
˚˝ ´2a
?
2ρ
?
2ρ a 1
1 0 1
1 0 1
. . .
. . .
. . .
‹˛‹‚, Jo “
¨˚
˝
´a 1
1 0 1
1 0 1
1 0 1
. . .
. . .
. . .
‹˛‚,
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and K “ T pS`S`qT is obtained by setting a “ 0 in J . The orthonormal polynomials
related to
dϑepxq “ dx
π
?
4´ x2 , dϑopxq “
1
π
?
4´ x2 dx,
are, up to normalization and rescaling of the variable, the first and second kind Cheby-
shev polynomials, respectively,
qpeqn pxq “
#
1, n “ 0,
1?
2
pzn ` z´nq, n ě 1, q
poq
n´1pxq “
1?
2
zn ´ z´n
z ´ z´1 , x “ z ` z
´1,
while the orthonormal polynomials associated with dµk “ dϑk{℘ can be obtained from
the relations ppkq “ Akqpkq, i.e.
ppeqn “
$’’&’’%
ρ, n “ 0,
q
peq
1 `
?
2a, n “ 1,
q
peq
n ` aqpeqn´1, n ě 2,
ppoqn “
#
1{?2, n “ 0,
q
poq
n ` aqpoqn´1, n ě 1.
5.2 The DVZ connection
Christoffel transformations, and thus Darboux transformations, play a central role in
a new connection between orthogonal polynomials on the unit circle and the real line
recently discovered by Derevyagin, Vinet and Zhedanov [20] (in short, the DVZ connec-
tion). In this section we will briefly describe the interrelations between the DVZ and
Szego˝ connections via Darboux transformations. For the details see [20] and also [10],
where a different approach to the DVZ connection is presented.
An important ingredient in these interrelations is the symmetrization process for
orthogonal polynomials on the unit circle [46, 57], which associates with any measure
µ on the unit circle the only one pµ which is invariant under z Ñ ´z and satisfiesż
fpzq dµpzq “
ż
fpz2q dpµpzq, @f P Λ.
We will express this relation as µ
z ÞÑz2ÞÝÝÝÑ pµ. The corresponding orthonormal polynomials,
ϕn and pϕn, are related by
pϕ2npzq “ ϕnpz2q, pϕ2n`1pzq “ zϕnpz2q, (59)
so that the induced transformation of CMV matrices C
z ÞÑz2ÞÝÝÝÑ pC amounts to the trans-
formation of Schur parameters panqně1 z ÞÑz
2ÞÝÝÝÑ ppanqně1 “ p0, a1, 0, a2, 0, a3, . . . q.
Since z ÞÑ z2 reads as x ÞÑ x2 ´ 2 if x “ z ` z´1, the combination of the Szego˝
projection and the above symmetrization process maps the measure µe “ Szpµq onto
the only one pµe “ Szppµq on r´2, 2s which is symmetric under xÑ ´x and satisfiesż
P pxq dµepxq “
ż
P px2 ´ 2q dpµepxq, @P P P.
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We will write µe
x ÞÑx2´2ÞÝÝÝÝÝÑ pµe. The orthonormal polynomials ppeqn of pµe are given by
ppeq2n pxq “ ppeqn px2 ´ 2q, ppeq2n`1pxq “ x qpeqn px2 ´ 2q, (60)
where p
peq
n and q
peq
n are orthonormal with respect to µe and its Christoffel transform
px ` 2q dµepxq, respectively [10]. The Jacobi matrices Je and Ke of ppeqn and qpeqn are
related by the Darboux transformation Je
x`2ÞÝÝÑ Ke. Since Je “ SzpCq, we conclude that
Ke “ SzpDq with D the CMV matrix given by the Darboux transformation C z`z
´1`2ÞÝÝÝÝÝÑ
D. The relations (60) imply that the Jacobi matrix pJe of ppeqn satisfiespJ 2e ´ 2I “ Je ‘Ke,
where Je and Ke act on even and odd indices respectively. We will express the above
connections by writing Ke
x`2ÐÝÝ Je x ÞÑx
2´2ùùùùùñ pJe, the double line in the right arrow indi-
cating that both, Je and Ke, are involved in pJe.
The DVZ connection starts from a known factorization of CMV matrices into block-
diagonal unitary factors [11],
C “ML, L “
˜
Θ1
Θ3
Θ5
. . .
¸
, M “
˜
a0
Θ2
Θ4
. . .
¸
, Θn “
ˆ´an ρn
ρn an
˙
.
Here an are the Schur parameters of C and, as previously, we use the convention a0 “ 1.
When these parameters are real, a Jacobi matrix K is defined by
K “ L`M “
¨˝
a0´a1 ρ1
ρ1 a1´a2 ρ2
ρ2 a2´a3 ρ3
. . .
. . .
. . .
‚˛. (61)
This establishes the DVZ connection C
DVZÞÝÝÑ K. Derevyagin, Vinet and Zhedanov
identify in [20] the measure and orthonormal polynomials of K in terms of those of C.
This identification appears surprisingly when combining a Christoffel transformation on
the real line with a connection between measures on the unit circle and on the real line
due to Delsarte and Genin [17]. A more direct approach to this problem can be found in
[10], which also uncovers the role of the symmetrization process and the Szego˝ mapping
in the DVZ connection. If µ and ϕn are the measure and orthonormal polynomials
related to C, then
px` 2q dpµepxq, qnpxq “ z´npϕ˚npz2q ` zϕnpz2qq?
2p1` zq , x “ z ` z
´1,
are the measure and orthonormal polynomials associated with K. Here, pµe “ Szppµq
is the Szego˝ projection of the symetrization pµ of µ. It turns out that K “ Szp pDq is
the Szego˝ projection of the CMV matrix pD arising from the Darboux transformationpC z`z´1`2ÞÝÝÝÝÝÑ pD, where pC comes from the symmetrization C z ÞÑz2ÞÝÝÝÑ pC.
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These results can be summarized in the following commutative diagram, where Dar-
boux transformations play a prominent role. It shows explicitly that DVZ follows from
a mix of symmetrization, Szego˝ and Darboux.
D
Sz

C
z`z´1`2
oo z ÞÑz2 //
Sz

DVZ
))
pC z`z´1`2 //
Sz

pD
Sz

Ke Je
x`2
oo x ÞÑx2´2 +3 pJe x`2 // K “ L`M
6 Darboux versus QR
Prior to Cholesky factorizations, other matrix factorizations have been related to Lau-
rent polynomial modifications of measures on the unit circle. In the same work [81]
that introduces systematically for the first time the CMV matrices, D. Watkins links
Christoffel transformations on the unit circle to QR factorizations of shifted CMV ma-
trices. This can be seen as the unitary analogue of a similar connection between Jacobi
matrices and polynomial modifications of measures on the real line first established by
Kautsky and Golub [50] (see also [6, 7, 29, 81]). A version of this result for Hessenberg
matrices related to orthogonal polynomials on the unit circle appears in [16, 25, 42].
We will describe the QR interpretation of Christoffel transformations on the unit circle
based on CMV matrices to compare with the Darboux transformations developed in
the present paper.
Given a measure µ on the unit circle, consider a general Christoffel transformation
µ
ℓÞÑ ν, i.e.
ℓ “ q˚q, qpzq “ z ´ ζ, |ζ | ă 1. (62)
Let C, D be the CMV matrices related to µ, ν, respectively, and χ, ω the corresponding
orthonormal zig-zag bases. We know that χ “ Aω with A the 3-band lower triangular
factor appearing in the Darboux transformation C
ℓÞÑ D.
Since dνpzq “ |z ´ ζ |2 dµpzq, we have that p1 ´ |ζ |q2µ ď ν ď p1 ` |ζ |q2µ. Thus,
the sets L2µ and L
2
ν of square integrable functions are identical as topological spaces,
although they have different Hilbert structures given by the inner products
xf, gyµ “
ż
fg dµ, xf, gyν “
ż
fg dν.
In consequence, the following mappings between Hilbert spaces define bounded linear
operators with a bounded inverse,
A : L2µ Ñ L2ν
f ÞÝÑ f
U : L2ν Ñ L2µ
f ÞÝÑ q˚f
UA : L2µ Ñ L2µ
f ÞÝÑ q˚f
AU : L2ν Ñ L2ν
f ÞÝÑ q˚f
Indeed, U is unitary because xUf,Ugyµ “ xf, gyν for every f, g P L2ν and ranpUq “ L2µ.
To generate matrix representations of these operators, we will choose the zig-zag
bases χ and ω, respectively, as orthonormal bases for the Hilbert spaces L2µ and L
2
ν
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connected by such operators. Since pAχ0,Aχ1, . . . qt “ χ “ Aω, the corresponding
matrix for the operator A is simply the Darboux factor A, so that A reads in coordinates
as X ÞÑ Y “ XA. Here X and Y stand for row vectors of coordinates with respect to
χ and ω respectively, i.e. f “ Xχ and Af “ f “ Y ω. Analogously, q˚pCq “ pC ´ ζIq`
and q˚pDq “ pD ´ ζIq` are the matrices of the operators UA and AU respectively.
Contrary to the previous discussions, in this context we do not need to worry about
the associativity of matrix products because it is guaranteed by the associativity of
compositions of operators in Hilbert spaces. Likewise, A has a unique bounded inverse,
that one representing the bounded operator A´1 in the bases ω and χ. Hence, the linear
operator X Ñ XA has a trivial kernel in the space H of square-summable sequences.
This result is not in contradiction with Proposition 2.11, which refers to kerRpBq “
kerRpA`q “ kerLpAq`, since this formal kernel can have no non-trivial square-summable
vectors.
Let U be the matrix of the unitary operator U, i.e. the unitary matrix defined by
the relation
q˚ω “ Uχ.
Since UA and AU are obtained by composition of A and U, their matrices are products
of A and U ,
pC ´ ζIq`χ “ q˚χ “ q˚Aω “ AUω ñ pC ´ ζIq` “ AU,
pD ´ ζIq`ω “ q˚ω “ Uχ “ UAω ñ pD ´ ζIq` “ UA.
Therefore,
qpCq “ C ´ ζI “ QR, qpDq “ D ´ ζI “ RQ, Q “ U`, R “ A`,
with Q unitary and R upper triangular. In other words, qpCq and qpDq are connected
by a QR factorization and a reversed one, much in the same way as ℓpCq “ AA` and
ℓpDq “ A`A are connected by Cholesky factorizations. Moreover, these two kinds of
factorizations are closely related because R is the adjoint of the Darboux factor A.
Actually, the Cholesky factorizations are a direct consequence of the QR ones because,
due to the unitarity of Q,
qpCq “ QR ñ ℓpCq “ q˚pCqqpCq “ R`R,
qpDq “ RQ ñ ℓpCq “ qpDqq˚pDq “ RR`.
Like the upper triangular factor R, which is 3-band, the unitary factor Q has a
remarkable structure. Bearing in mind that R “ A` has a bounded inverse, we find
that Q “ pC ´ ζIqR´1. This implies that Q has an upper CMV structure, i.e. it is
upper Hessenberg type with the shape
Q “
¨˚
˚˝˚
˚ ˚ ˚ ˚ ˚ ˚ ¨¨¨
˚ ˚ ˚ ˚ ˚ ˚ ¨¨¨
˚ ˚ ˚ ˚ ˚ ˚ ¨¨¨
˚ ˚ ˚ ˚ ¨¨¨
˚ ˚ ˚ ˚ ¨¨¨
˚ ˚ ¨¨¨
˚ ˚ ¨¨¨
¨¨¨
‹˛‹‹‚. (63)
50
So far, we have described a QR interpretation of Christoffel transformations on
the unit circle based on the use of CMV matrices. This result was first obtained by
D.Watkins in [81] using a different approach. Indeed, he proves that the transformations
dµpxq Ñ |x´β|2 dµpxq, β P R, on the real line have a similar QR interpretation in terms
of Jacobi matrices (see also [6, 7, 50]). Therefore, QR suggests that the unit circle version
of such transformations on the real line should be the Christoffel transformations on
the unit circle. On the contrary, the Darboux transformations developed in the present
paper highlight the role of the Christoffel transformations on the unit circle as the
counterpart of the Christoffel transformations dµpxq Ñ px´ βq dµpxq on the real line.
As in the QR case, the Darboux transformation associated with a Christoffel trans-
formation µ
ℓÞÑ ν can be interpreted in terms of factorizations of operators in Hilbert
spaces. To show this, let us introduce the following bounded linear operators with a
bounded inverse
B : L2ν Ñ L2µ
f ÞÝÑ ℓf
BA : L2µ Ñ L2µ
f ÞÝÑ ℓf
AB : L2ν Ñ L2ν
f ÞÝÑ ℓf
The equality xBf, gyµ “ xf,Agyν for every f P L2ν and g P L2µ identifies B “ A` as
the adjoint operator of A. Therefore, A` is the matrix of B with respect to the bases
χ of L2µ and ω of L
2
ν , so that we recover the identity ℓω “ pBω0,Bω1, . . . qt “ A`χ.
The corresponding matrices of BA and AB are ℓpCq and ℓpDq, respectively. The fact
that these two last operators are compositions of A and B translates into the Cholesky
factorizations related to the Darboux transformation C
ℓÞÑ D. The relation between
the QR and Cholesky factorizations is simply the matrix realization of the operator
identities BA “ A`U`UA and AB “ AUU`A`, which use the fact that U` “ U´1 due to
the unitarity of U.
From the operator point of view, the main difference between QR and Darboux is
that QR looks for the unitarity of one of the factors, U, requiring no symmetry for
the factorized operators, UA and AU, while Darboux needs the self-adjointness of the
factorized operators, BA and AB.
We have seen that the QR interpretation of Christoffel transformations on the unit
circle yields also the Darboux transformations of the corresponding CMV matrices.
Nevertheless, QR does not provide all the richness given by Darboux, which allows
more general transformations of measures µ
ℓÞÑ ν, not necessarily with the form (62)
corresponding to ℓ with zeros outside of the unit circle. In particular, QR can never
deal with the case of ℓ having two different zeros on the unit circle, a situation covered
by Darboux as long as ℓ is non-negative on the support of µ. As for the case of a double
zero on the unit circle, i.e. (62) with |ζ | “ 1, it can always be tackled by Darboux
but not by QR. When the double zero does not lie in the support of µ the situation is
as good as for Christoffel transformations concerning QR. Otherwise the operator U is
certainly isometric but not necessarily unitary because ranpUq “ L2µ iff 1{q P L2ν .
Let us clarify from the operator point of view the situation which distinguishes
Darboux from QR, i.e. the case of ℓ having its zeros on the unit circle. Suppose ℓ
non-negative on the support of µ, so that ℓpCq is positive definite and Darboux can
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be implemented. Then, dν “ ℓ dµ is such that any function in L2µ lies also in L2ν ,
but the converse is not necessarily true. On the other hand, the supports of µ and ν
may differ only in the zeros of ℓ, where µ may have mass points but ν not. Hence,
ℓL2ν makes sense as a subset of L
2
µ. All this ensures that A and B are well defined
bounded operators which are adjoint of each other, but now the first of these factors
may have a non-trivial kernel. It is not difficult to see that kerpBq “ t0u, while kerpAq is
spanned by the characteristic functions of the zeros of ℓ, which is non-trivial iff µ has a
mass point at some of these zeros. From general results (see for instance [82, Theorem
5.39]) we know that BA “ A`A and AB “ AA` are unitarily equivalent when restricted
to the orthogonal complement of kerpA`Aq “ kerpAq and kerpAA`q “ kerpA`q “ t0u,
respectively. We conclude that BA and AB are isospectral unless µ has a mass point at
a zero of ℓ, in which case the spectrum of BA is obtained by adding the null eigenvalue
to the spectrum of AB. Bearing in mind that, using the notation (20), BA “ ℓpUµq
and AB “ ℓpUνq, this agrees with the fact that the spectrum of Uµ differs from that
of Uν only in the mass points of µ located at the zeros of ℓ. Note that χpzq` are the
coordinates of the characteristic function of tzu with respect to the orthonormal basis
χ of L2µ. Therefore, the previous comments show that the square-summable vectors of
the formal kernel kerRpBq “ kerRpA`q “ kerLpAq` are spanned by the evaluations of χ
at the zeros of ℓ.
7 Darboux, Ablowitz-Ladik and Schur flows
It is well known that the Lax pair of the Toda lattice is built out of Jacobi matrices. This
is the origin of a fruitful three-way relationship among integrable Toda chains, Darboux
transformations of Jacobi matrices and orthogonal polynomials on the real line. On the
other hand, the unitary analogue of the Toda lattice is given by the Schur flows, a name
which refers to an integrable system closely related to the orthogonal polynomials on
the unit circle. These polynomials also have a close link to another integrable system
of interest in mathematical physics, the Ablowitz-Ladik model. However, no Darboux
tool was available yet for the analysis of Schur flows or the Ablowitz-Ladik system. In
this section we will show that such a tool is provided by Darboux transformations of
CMV matrices, which play for Schur and Ablowitz-Ladik flows a similar role to that
of Darboux for Jacobi in Toda chains. More precisely, we will see that Darboux for
CMV constitutes an integrable discretization of such integrable flows, and also provides
a mechanism to generate new flows from known ones. In order to highlight the analo-
gies between Darboux for Jacobi and CMV regarding integrable systems, we will first
summarize known connections between Darboux for Jacobi and the Toda lattice. It is
worth stressing that this section illustrates eloquently the benefits of the interpretation
of Darboux as a transformation of measures, a central result in this paper which now
finds a very useful goal: the simplification of the arguments for statements related to
integrable systems.
Using Flaschka’s variables, the evolution of a semi-infinite Toda lattice chain can be
rewritten equivalently as a flow J ptq of Jacobi matrices governed by the Lax equations
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[77, 78]
dJ
dt
“ rπpJ q,J s “ πpJ qJ ´ J πpJ q, πpJ q “ P`J ´ P´J , (64)
where P˘ are the upper/lower triangular projectors
P`
˜ ˚ ˚ ˚ ¨¨¨
˚ ˚ ˚ ¨¨¨
˚ ˚ ˚ ¨¨¨
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
¸
“
˜
0 ˚ ˚ ¨¨¨
0 0 ˚ ¨¨¨
0 0 0 ¨¨¨
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
¸
, P´
˜ ˚ ˚ ˚ ¨¨¨
˚ ˚ ˚ ¨¨¨
˚ ˚ ˚ ¨¨¨
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
¸
“
˜
0 0 0 ¨¨¨
˚ 0 0 ¨¨¨
˚ ˚ 0 ¨¨¨
¨¨¨ ¨¨¨ ¨¨¨ ¨¨¨
¸
.
The integrability, which relies on the isospectrality of the flow generated by a Lax
pair, is also obvious when this flow is translated to the orthogonality measure dµpx, tq
associated with J ptq, namely [48]
dµpx, tq “ e´xt dµpx, 0q. (65)
Actually, the relations (64) and (65) are completely equivalent [66].
On the other hand, the iteration of a Darboux transformation with polynomial
℘pxq “ x` β starting with a given Jacobi matrix J0,
J0
℘ÞÑ J1 ℘ÞÑ J2 ℘ÞÑ ¨ ¨ ¨ ,
leads to a sequence of Jacobi matrices Jn. In view of (49), this Darboux iteration reads
as the difference equations
uk,n`1 ` vk´1,n`1 “ uk,n ` vk,n,
uk,n`1vk,n`1 “ uk`1,nvk,n,
(66)
for the LU variables uk,n, vk,n of rJn ` βI, where we use the natural adaptation of the
notation in (48) and (49). If we think of Jn “ J pnδq as a time discretization of a
differentiable flow J ptq with time-step δ, the difference equations (66) become the Toda
lattice equations (64) in the continuous limit δ Ñ 0 [41, 75]. A quick argument for this
assertion follows from the identity
e´xt dµpx, 0q “ lim
nÑ8
p1´ δxqn dµpx, 0q, δ “ t
n
,
which identifies the Toda flow as a limit of iterated Darboux transformations. In other
words, the Darboux transformations of Jacobi matrices constitute an integrable time
discretization of the Toda lattice.
Such an integrable discretization is useful to integrate the dynamical system nu-
merically with higher accuracy. Nevertheless, this is not the only interest of Darboux
transformations for the Toda lattice. For instance, Darboux transformations can be
used to generate new solutions of the Toda lattice starting from a known one. More
precisely, if J ptq solves (64), for any polynomial ℘ of degree one, the Darboux transfor-
mation J ptq ℘ÞÑ Kptq yields a new solution Kptq of (64). The simplest proof of this relies
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on the interpretation of Toda and Darboux in terms of the measures dµpx, tq, dνpx, tq as-
sociated with J ptq, Kptq. Since a Toda flow J ptq is equivalent to dµpx, tq “ e´xt dµpx, 0q
and Darboux reads as dνpx, tq “ ℘pxq dµpx, tq, we get dνpx, tq “ e´xt dνpx, 0q, so Kptq
is a Toda flow too. Therefore, the iterative Darboux transformations of a Toda solution
J ptq given by any sequence ℘n of polynomials of degree one leads to a hierarchy of Toda
solutions
J ptq ℘1ÞÑ J1ptq ℘2ÞÑ J2ptq ℘3ÞÑ ¨ ¨ ¨ .
Inverse Darboux transformations can be also used to generate such hierarchies of
Toda solutions, although this needs a careful choice of the free parameter appearing in
inverse Darboux for Jacobi. If Kptq follows from an inverse Darboux transformation
Kptq x´ζÞÝÝÑ J ptq of a Toda flow J ptq, the measures dµpx, tq, dνpx, tq associated with
J ptq, Kptq are related by
dνpx, tq “ dµpx, tq
x´ ζ `mptq δζ .
Then, Kptq is another Toda flow provided that the mass has the time dependence mptq “
mp0q e´ζt, so that dµpx, tq “ e´xt dµpx, 0q implies dνpx, tq “ e´xt dνpx, 0q. On the other
hand, the freedom in the mass at ζ is equivalent to the freedom in the p0, 0q entry of
the triangular factor A which determines the reversed factorization J ´ ζI “ A`A.
Denoting this entry by r0 as in the CMV case, from the relation q “ Ap between the
orthonormal polynomials p, q related to J , K, we find that r20 “ q20{p20 “
ş
dµ{ ş dν.
Thus, the time dependence of the mass which preserves the Toda solutions is equivalent
to a time dependent choice of the free parameter r0ptq given by
r20ptq “
ş
epζ´xqt dµpx, 0qş
epζ´xqt dµpx,0q
x´ζ `mp0q
. (67)
The arbitrariness of mp0q is equivalent to the arbitrariness of r0p0q, which therefore
determines r0ptq at any time t. This means that, once ℘pxq “ x ´ ζ is chosen, the
inverse Darboux transformations of J ptq which preserve Toda solutions constitute a
one-parameter family parametrized by mp0q, equivalently by the entry r0p0q of Ap0q
which determines the factorization ℘pJ p0qq “ Ap0q`Ap0q. The factorizations ℘pJ ptqq “
Aptq`Aptq giving at other times the Toda preserving inverse Darboux transformations
are determined by (67).
Therefore, inverse Darboux transformations are more efficient than direct ones in
generating new Toda solutions since, for each choice of the polynomial driving the
transformation, they yield a one-parameter family of Toda solutions instead of a single
one. Hence, given a Toda flow J ptq, the iterative inverse Darboux transformations
defined by a sequence ℘n of polynomials of degree one leads to a hierarchy of families of
Toda flows Jnpm1, . . . , mn; tq depending on an increasing number of parameters, which
can be interpreted as a mass mn “ mnp0q at the zero of ℘n at initial time,
¨ ¨ ¨ ℘3ÞÑ J2pm1, m2; tq ℘2ÞÑ J1pm1; tq ℘1ÞÑ J ptq.
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The above connections between Darboux for Jacobi and the Toda lattice have uni-
tary analogues that have been ignored so far. They involve Darboux for CMV and
known unitary counterparts of Toda, the so called Schur and Ablowitz-Ladik flows.
Schur flows are the unit circle version of the Toda lattice, connected to Toda via the
Szego˝ mapping, while the Ablowitz-Ladik model follows from the space discretization
of the nonlinear Schro¨dinger equation [2, 3, 22, 30, 32, 52, 54, 63, 64, 65, 73]. Both
integrable systems define a dynamics in the space of “Schur sequences” (sequences in
the open unit disk) via the difference-differential equations
Schur flows
dan
dt
“ ρ2npan`1 ´ an´1q,
Ablowitz-Ladik
´idan
dt
“ ρ2npan`1 ` an´1q,
|an| ă 1, ρn “
a
1´ |an|2, n ě 1, a0 “ 1.
L. Golinskii discovered in 2006 [32] that the Schur flows are equivalent to flows Cptq of
CMV matrices with Schur parameters anptq governed by the Lax equations
dC
dt
“ rπpReCq, Cs, Re C “ 1
2
pC ` C`q, (68)
where πp¨q is defined as in (64). In [32], this author also proved the equivalence of the
Schur flows and the evolution
dµpz, tq “ epz`z´1qt dµpz, 0q (69)
for the measure dµpz, tq related to Cptq (see [47] for an analysis of the flow (69) starting
from the Lebesgue measure). These results constitute the unitary analogue of the
equivalence among the semi-infinite Toda lattice, (64) and (65).
The equivalence among Schur flows, (68) and (69) can be easily extended to slightly
more general flows including Ablowitz-Ladik, which allows for a unified treatment of
both integrable systems. The transformation an Ñ λnan, |λ| “ 1, exchanges Schur flows
and what we will call Schur flows with parameter λ, given by
dan
dt
“ ρ2npλan`1 ´ λan´1q. (70)
The Ablowitz-Ladik flows become the Schur flows with parameter λ “ i. Since the
transformation an Ñ λnan is equivalent to the rotation dµpz, tq Ñ dµpλz, tq of the
measure, from (69) we find that (70) reads as
dµpz, tq “ epλz`λz´1qt dµpz, 0q. (71)
Besides, from the explicit Schur parametrization (21) of CMV matrices we can see that
an Ñ λnan is equivalent to C Ñ λΛCΛ` with Λ the diagonal unitary matrix
Λ “
¨˚
˝
1
λ
λ
λ2
λ
2
. . .
‹˛‚.
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Hence, using (68) we conclude that (70) can be rewritten as the Lax equation
dC
dt
“ rπpRepλCqq, Cs. (72)
Actually, the equivalence among (70), (71) and (72) is a particular case of a much more
general one concerning what is known as generalized Schur flows [73]. Nevertheless,
Schur flows with parameter λ (in short, Schur flows) are enough to understand the role
of Darboux for CMV in integrable systems.
The exponential character of the evolution for the measure under Schur flows allows
us to search for an integrable discretization of such dynamical systems using arguments
which parallel those of the Toda case. Rewriting
epλz`λz
´1qt dµpz, 0q “ lim
nÑ8
p1` δλz ` δλz´1qn dµpz, 0q, δ “ t
n
,
shows that Darboux for CMV can be understood as an integrable discretization of the
Schur flows [63]. This means that (70) should be obtained as a continuous limit of the
relation (31) between the Schur parameters of CMV matrices connected by Darboux. To
check this consider the iteration of a Darboux transformation with Laurent polynomial
ℓpzq “ 1` αz ` αz´1 starting with a CMV matrix C0,
C0
ℓÞÑ C1 ℓÞÑ C2 ℓÞÑ ¨ ¨ ¨ ,
and suppose that Cn “ Cpnδq come from a time discretization of a differentiable CMV
flow Cptq with time-step δ “ |α|. Then, (31) yields the following relations among the
Schur parameters ak,n of Cn,
ak,n`1 ´ ak,n “
κ2k´1,n`1
κ2k,n
pαak`1,n ´ αak´1,n`1q
“ 1
1´ 2Repαa1,nq
ρ21,nρ
2
2,n ¨ ¨ ¨ ρ2k,n
ρ21,n`1ρ
2
2,n`1 ¨ ¨ ¨ ρ2k´1,n`1
pαak`1,n ´ αak´1,n`1q,
(73)
where ρk,n “
a
1´ |ak,n|2, κ´1k,n “ ρk,n ¨ ¨ ¨ ρk,1
bş
dµn and the measures µn associated
with each Cn are related by dµn`1 “ ℓdµn so that
ş
dµn`1 “ p1´ 2Repαa1,nqq
ş
dµn. The
difference equations (73) define explicitly an integrable discretization of the Schur flows
[63]. Indeed, expressing α “ δλ, |λ| “ 1, we get
ak,n`1 ´ ak,n
δ
“ 1
1´ 2δRepλa1,nq
ρ21,nρ
2
2,n ¨ ¨ ¨ ρ2k,n
ρ21,n`1ρ
2
2,n`1 ¨ ¨ ¨ ρ2k´1,n`1
pλak`1,n ´ λak´1,n`1q,
which in the limit δ Ñ 0 obviously gives a Schur flow with parameter λ.
It is also possible to generate hierarchies of Schur flows starting from a given one
Cptq by iterating Darboux transformations of CMV matrices,
Cptq ℓ1ÞÑ C1ptq ℓ2ÞÑ C2ptq ℓ3ÞÑ ¨ ¨ ¨ .
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Analogously to the Toda case, this is a simple consequence of the characterization
of Schur flows and Darboux for CMV in terms of measures. Any Darboux trans-
formation Cptq ℓÞÑ Dptq translates into the relation dνpz, tq “ ℓpzq dµpz, tq for the
measures dµpz, tq, dνpz, tq of Cptq, Dptq, thus dµpz, tq “ epλz`λz´1qt dµpz, 0q implies
dνpz, tq “ epλz`λz´1qt dνpz, 0q.
Inverse Darboux transformations can improve the generation of new Schur flows
because each iteration of inverse Darboux provides in general a parametric family of
such flows under a suitable choice of the freedom in the reversed Cholesky factorizations.
Consider for instance the case ℓpzq “ pz ´ ζqpz´1 ´ ζq with |ζ | “ 1. In terms of the
measures dµpz, tq, dνpz, tq of Cptq, Dptq, an inverse Darboux transformation Dptq ℓÞÑ Cptq
reads as
dνpz, tq “ dµpz, tq|z ´ ζ |2 `mptq δζ .
Bearing in mind the characterization (71) of Schur flows, this transformation maps
a Schur flow with parameter λ into another one exactly when mptq “ mp0qe2Repλζqt.
On the other hand, Theorem 4.3 shows that the freedom in the reversed factoriza-
tions ℓpCq “ A`A leading to CMV solutions of inverse Darboux is encoded in the first
Schur parameter b1 of the inverse transform D. Since b1 “ ´
ş
z dν{ ş dν, we find that
the inverse Darboux transformations which preserve Schur flows with parameter λ are
characterized by a time dependent choice
b1ptq “ ´
ş
z e2Repλpz´ζqqt dµpz,0q|z´ζ|2 `mp0qζş
e2Repλpz´ζqqt dµpz,0q|z´ζ|2 `mp0q
, (74)
determined by its initial value b1p0q via the arbitrary parameter mp0q. Hence, this mass
parametrizes the inverse Darboux transformations preserving Schur flows.
Thus, given a sequence ℓn of Hermitian Laurent polynomials of degree one with a
double zero, the iterative inverse Darboux transformations of a Schur flow Cptq yield a
hierarchy of families of Schur flows Cnpm1, . . . , mn; tq parametrized by the initial mass
mn “ mnp0q at the zero of each ℓn,
¨ ¨ ¨ ℓ3ÞÑ C2pm1, m2; tq ℓ2ÞÑ C1pm1; tq ℓ1ÞÑ Cptq.
In case of ℓn with two distinct zeros on the unit circle, the number of parameters
increases by two at the n-th iteration of inverse Darboux, namely, the initial masses at
both zeros of ℓn.
The above ideas suggest that exploiting the links between Darboux for CMV and
Schur flows should be as fruitful as for Darboux for Jacobi and Toda lattices, although
this requires further research beyond the scope of the present work.
8 Further extensions
The Darboux transformations of CMV matrices introduced in this paper admit a couple
of generalizations of interest. One of them has to do with the degree of the Hermitian
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Laurent polynomial involved in the transformation. The results of the previous sections
carry over directly to polynomial modifications of higher degree. Indeed, announcing
this generalization, some of the results previously obtained were proved for Laurent
polynomials of arbitrary degree (see Section 2.2).
On the other hand, as we pointed out previously, Darboux transformations of Ja-
cobi matrices can deal also with tridiagonal matrices whose lower and upper diagonals
are not necessarily positive, but simply non-null. This connects such transformations
with general quasi-definite functionals on the real line or, in other words, with orthog-
onal polynomials with respect to signed measures supported on the real line. Although
this generalization seems to be missing in the Cholesky approach to Darboux trans-
formations, the quasi-definite case can be tackled resorting to generalized Cholesky
factorizations AEA`, A P T , involving diagonal matrices E whose diagonal entries are
˘1 (‘sign matrices’ in short). The matrices playing the role of CMV for this general-
ization constitute a wider class of matrices C which can be non-unitary, but are always
quasi-unitary [83] with respect to a certain sign matrix E, i.e.
CEC` “ E “ C`EC.
We will call quasi-CMV matrices to such a generalization of CMV, given by (79). Al-
though not named in this way, quasi-CMV matrices were introduced for the first time by
some of the authors in the paper [11] which rediscovered CMV a decade after Watkins’
one [81]. Actually, [11] introduces directly quasi-CMV matrices, from which CMV arises
as a subclass.
In this section we will briefly discuss these two generalizations of Darboux transfor-
mations for CMV matrices.
8.1 Higher degree transformations
Darboux transformations of CMV matrices can be associated with any Hermitian Lau-
rent polynomial of arbitrary degree. They are defined exactly as in the case of degree
one. Since Section 2.2, central for the rest of the paper, is developed for an arbitrary
degree, the generalization to higher degree of the results previously obtained for degree
one is straightforward. Therefore, the aim of this section is not a detailed discussion of
higher degree Darboux transformations, but to give an account of those features which
depend on the degree.
Let ℓ be a Hermitian Laurent polynomial of degree d, i.e. with Nz “ 2d zeros
counting multiplicity. Given a CMV matrix C, the Cholesky factorization ℓpCq “ AA`,
A P T , exists iff ℓpCq is positive definite, and then it is unique (see Appendix A). Due
to the CMV shape (9) of C, the Hermitian matrix ℓpCq is 2Nz`1-diagonal with non-null
entries in the upper and lower diagonals, so A is Nz ` 1-band with non-null entries in
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the lower diagonal, i.e.
NzˆNz
A “
¨˚
˚˚˚˚
˚˝
`
˚ `
˚ ˚ `
˚ ˚ ˚ `
.
.
.
.
.
.
. . .
. . .
. . .
˚ ˚ ¨ ¨ ¨ ˚ ˚ `
f ˚ ˚ ¨ ¨ ¨ ˚ ˚ `
f ˚ ˚ ¨ ¨ ¨ ˚ ˚ `
f ˚ ˚ ¨ ¨ ¨ ˚ ˚ `
¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
‹˛‹‹‹‹‹‚.
(75)
This defines the higher degree Darboux transformations C
ℓÞÝÑ D “ A´1CA of CMV
matrices. As in the case of degree one, they constitute the matrix translation of the
mapping u
ℓÞÝÑ v “ uℓ between positive definite functionals. Actually, the positive
definiteness of ℓpCq, which guarantees its Cholesky factorization, is also equivalent to
the positive definiteness of uℓ, as well as to the unitarity of D, which is therefore CMV.
Besides, the same factor A appearing in the Cholesky factorization of ℓpCq gives the
reversed Cholesky factorization ℓpDq “ A`A.
Since every non-constant Hermitian Laurent polynomial factorizes into degree one
ones, the functional interpretation of higher degree Darboux transformations implies
their equivalence with compositions of degree one transformations. However, this is not
the case for higher degree Darboux transformations with parameters, which exhibit a
higher richness of spurious solutions than mere compositions of degree one transforma-
tions. To show this, consider a Hermitian Laurent polynomial ℓ with Nz zeros, a CMV
matrix D and a Nz ` 1-band triangular matrix A P T . Let us rewrite ℓpDq and A as
Nz ˆNz-block matrices,
ℓpCq “
¨˚
˝ L0 M
`
0
M0 L1 M
`
1
M1 L2 M
`
2
. . .
. . .
. . .
‹˛‚, Ln “ L`n , Mn “
¨˚
˝ f ˚ ˚ ¨ ¨ ¨ ˚ ˚. . . . . . . . . ... ...f ˚ ˚ ˚f ˚ ˚
f ˚
f
‹˛‚,
A “
¨˝
R0
S0 R1
S1 R2
. . .
. . .
‚˛, Rn “
¨˚
˝
`
˚ `
˚ ˚ `
˚ ˚ ˚ `
.
.
.
.
.
.
. . .
. . .
. . .
˚ ˚ ¨ ¨ ¨ ˚ ˚ `
‹˛‚, Sn “
¨˚
˝ f ˚ ˚ ¨ ¨ ¨ ˚ ˚. . . . . . . . . ... ...f ˚ ˚ ˚f ˚ ˚
f ˚
f
‹˛‚.
Note that R0 is the NzˆNz leading submatrix of A highlighted in (75), andMn, Rn, Sn
are non-singular for all n ě 0. Then, the reversed Cholesky factorization ℓpDq “ A`A
reads as
R`nRn ` S`n Sn “ Ln, R`n`1Sn “Mn, n ě 0. (76)
Since Sn is non-singular, it has a unique polar decomposition Sn “ Vn|Sn| with Vn
unitary and |Sn| the positive definite square root of S`n Sn. This allows us to rewrite
(76) as
|Sn|2 “ Ln ´R`nRn, |Sn|M´1n “ V `n pR`n q´1.
Therefore, Rn determines |Sn| via the first equation, while |Sn| fixes Vn and Rn`1,
provided by the QR factors of |Sn|M´1n as the second equation shows. This implies that
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all the blocks of A are inductively generated starting from a choice of R0, which is only
restricted by the condition that |Sn| must be positive definite for all n ě 0. Therefore,
apart from this constraint, the entries of R0 can be considered as ‘free’ parameters
describing all the reversed Cholesky factorizations of ℓpDq. In the case Nz “ 2, using
the notation (27) we get R0 “ p r0 0s0 r1 q, which encodes the ‘free’ parameters already
known for degree one.
The number of non-trivial entries of R0 is NzpNz`1q{2, among them Nz positive (the
diagonal ones) and the rest are, in general, complex numbers. Therefore, the number
of ‘free’ real parameters of a Darboux transformation with parameters is N2z , where Nz
is the number of zeros of the corresponding Hermitian Laurent polynomial. This in
contrast with the composition of degree one Darboux transformations with parameters
associated with d “ Nz{2 factors of the Hermitian Laurent polynomial, which only leads
to 4d “ 2Nz ‘free’ real parameters.
Although the composition of degree one Darboux transformations with parameters
gives in principle less spurious solutions than higher degree ones, this iterative procedure
to deal with higher degree inverse Darboux has a drawback because such a composition
is not feasible in most of the cases. The reason is that every single degree one step
gives many spurious solutions which are not CMV neither unitary, preventing us from
composing with a new CMV Darboux transformation. This forces us to take into
account the CMV conditions (39) at any step. Then, the resulting contrained iterative
procedure should end up with a set of solutions parametrized by d complex numbers
in the open unit disk, playing the role of the first d Schur parameters of the CMV
solutions.
Another reason could increase even more the interest of higher degree Darboux
transformations with parameters for CMV: The spurious solutions might have their own
interest if associated with non-standard orthogonal polynomials on the unit circle. There
is a strong reason to expect an interesting connection with non-standard orthogonality.
Higher degree Darboux transformations with parameters for Jacobi matrices have been
already considered in the literature [21, 28]. Contrary to the case of degree one, they
present spurious solutions which are related to Sobolev orthogonal polynomials on the
real line [18, 19].
The parametric analysis of spurious solutions for Jacobi follows the same arguments
given previously, since they work for any matrix which, like ℓpCq, can be considered as
a block-Jacobi one. Then, if a real polynomial ℘ has Nz zeros (coinciding now with the
degree), the corresponding Darboux transformations with parameters of a Jacobi matrix
J are described by NzpNz`1q{2 ‘free’ parameters, those encoded in the NzˆNz leading
submatrix of ℘pJ q. The only quirks of the Jacobi case is that all these parameters are
now real and that, in contrast to the CMV case, any (not necessarily even) number Nz
of zeros is possible. Actually, the fact that the minimal step for Jacobi and CMV is
Nz “ 1 and Nz “ 2, respectively, is the cause of the possibility of avoiding spurious
solutions in the Jacobi but not in the CMV case.
Due to the equivalence with polynomial transformations of measures, higher degree
Darboux transformations of Jacobi and CMV matrices are both almost isospectral.
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More precisely, the Darboux and inverse Darboux transformations may delete or add,
respectively, at most Nz eigenvalues.
8.2 Quasi-CMV matrices
Quasi-CMV matrices are the matrix representations of the multiplication operator (4)
with respect to zig-zag bases which are ‘orthonormal’ with respect to quasi-definite
functionals on the unit circle. Such functionals are those Hermitian linear function-
als u on Λ whose Gram matrix in Pn “ spant1, z, z2, . . . , znu is non-singular for all
n “ 0, 1, 2, . . . . (equivalently, the Gram matrix of u in P with respect to a basis
pn P PnzPn´1 is quasi-definite, i.e. all its leading submatrices are non-singular). This
property, independent of the basis chosen for the Gram matrix, is equivalent to the ex-
istence of a sequence of polynomials ϕn P PnzPn´1 which are ‘orthonormal’ with respect
to u, i.e. urϕnϕm˚s “ enδn,m with en P t1,´1u. The polynomials ϕn satisfy forward and
backward recurrence relations which generalize (22),#
ρnϕnpzq “ zϕn´1pzq ` anϕ˚n´1pzq,
ρˆnzϕn´1pzq “ ϕnpzq ´ anϕ˚npzq,
ρn “
a
|1´ |an|2|,
ρˆn “ en
en´1
ρn “ sgp1´ |an|2qρn,
(77)
where sgpxq “ x{|x|, x P Rzt0u, is the sign function and the Schur parameters an are no
longer restricted to the open unit disk, but they can lie anywhere in the complex plane
outside of the unit circle.
The previous extension of orthogonal polynomials on the unit circle goes back at
least to the works of Geronimus [31]. However, the connection of the quasi-definite case
with ‘orthonormal’ Laurent polynomials and quasi-CMV matrices, which we sumarize
below, is of much more recent vintage [11].
Since fpzq ÞÑ z´rn{2sfpzq is a one-to-one correspondence between Pn and Ln which
preserves the sesquilinear form pf, gq ÞÑ urfg˚s, the quasi-definiteness of u also means
that its Gram matrix in Ln is non-singular for all n “ 0, 1, 2, . . . (equivalently, the Gram
matrix of u in Λ with respect to a basis ln P LnzLn´1 is quasi-definite). Therefore,
analogously to the previous discussion, the quasi-definiteness of u is equivalent to the
existence of a zig-zag basis χ which is ‘orthonormal’ with respect to u, i.e. urχnχm˚s “
e1nδn,m, e
1
n P t1,´1u. Actually, as in the positive definite case, the relation between
the orthonormal polynomials ϕn and the orthonormal Laurent polynomials χn is given
by (24). This implies that e1n “ en, so that the orthonormality condition for χ can be
rewritten as urχχ`s “ E, where E denotes the sign matrix
E “
¨˚
˚˝e0 e1 e2
. . .
‹˛‹‚,
e0 “ sgpur1sq,
en “ e0
nź
k“1
sgp1´ |ak|2q, n ě 1. (78)
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It follows from (24) and (77) that zχ “ Cχ, where
C “
¨˚
˚˚˚˚
˚˝
´a0a1 a0ρ1
´ρˆ1a2 ´a1a2 ´ρ2a3 ρ2ρ3
ρˆ1ρˆ2 a1ρˆ2 ´a2a3 a2ρ3
´ρˆ3a4 ´a3a4 ´ρ4a5 ρ4ρ5
ρˆ3ρˆ4 a3ρˆ4 ´a4a5 a4ρ5
¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
‹˛‹‹‹‹‹‚, a0 “ 1. (79)
This matrix, which is the representation of the multiplication operator with respect to
χ, has a unique inverse, the matrix representation of z´1 with respect to χ. We will refer
to C as a quasi-CMV matrix due to its quasi-unitarity with respect to the sign matrix
E given in (78). Since ˘u have the same orthonormal zig-zag basis, the quasi-definite
functional related to a quasi-CMV matrix is unique up to a non-null real rescaling.
A drawback of Darboux transformations for a quasi-CMV matrix C is the possible
lack of hermiticity of ℓpCq for a Hermitian Laurent polynomial ℓpzq “ αz ` β ` αz´1.
This is overcome by the quasi-unitarity of C, which implies that C´1 “ EC`E. As a
consequence, we get two Hermitian matrices,
ℓpCqE “ αCE ` βE ` αEC`, EℓpCq “ αEC ` βE ` αC`E,
which will share in the quasi-CMV case the role played by ℓpCq for CMV matrices. The
hermiticity of ℓpCqE or ℓpCqE characterizes the sign matrix E which makes C quasi-
unitary, a result proved in the following lemma, which also shows that such a sign matrix
is determined by C up to a sign.
Lemma 8.1. Let C be a quasi-CMV matrix, pE a sign matrix and ℓ a Hermitian Laurent
polynomial of degree one. Then, the following statements are equivalent:
(i) C is quasi-unitary with respect to pE.
(ii) ℓpCq pE is Hermitian.
(iii) pEℓpCq is Hermitian.
(iv) pE “ ˘E, where E is given by (78).
Proof. We already know that piq ñ piiq, piq ñ piiiq and pivq ñ piq. On the other
hand, piiq ô piiiq obviously because pEℓpCq “ pEpℓpCq pEq pE. Hence, it only remains to
see that piiq ñ pivq. Let us write ℓpCq pE “ M rE, where M “ ℓpCqE is a five-diagonal
matrix with the shape (28) and rE “ E pE is a sign matrix. Assuming piiq means that
M rE is Hermitian, which is equivalent to state that M rE “ rEM because M and rE are
also Hermitian. It is easy to see that, due to the structure (28) of non-null matrix
coefficients of M , the only sign matrices which commute with it are ˘I. We conclude
that rE “ ˘I, which proves pivq.
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If u is a quasi-definite functional associated with the quasi-CMV matrix C and E is
the corresponding sign matrix, then we get
uℓrχχ`s “ urℓχχ`s “ ℓpCq urχχ`s “ ℓpCqE.
As a consequence, we obtain the quasi-definite version of Corollary 3.3: uℓ is quasi-
definite iff ℓpCqE is quasi-definite. The last condition is also equivalent to the existence
of a generalized Cholesky factorization (see Appendix A)
ℓpCqE “ AFA`, A P T , F P S “ set of infinite sign matrices, (80)
which is also unique. Since ℓpCq has the five-diagonal structure (14), as in the CMV
case, A has the 3-band shape (15). The factorization (80) is the starting point for the
Darboux transformations of quasi-CMV matrices.
To introduce such transformations we just follow the same steps as in the case of
CMV matrices. From Proposition 2.10, the zig-zag basis ω given by χ “ Aω and the
matrix B defined by ℓω “ Bχ yield the factorization ℓpCq “ AB. Comparing this with
(80), taking care of the associativity with Proposition 2.3 and bearing in mind that
kerRpAq “ t0u, we conclude that B is the 3-band upper triangular matrix
B “ FA`E. (81)
Using again Proposition 2.10 we also find that D “ A´1CA is the matrix of the multi-
plication operator with respect to ω and satisfies
FℓpDq “ A`EA, A P T , E P S , (82)
which is a generalized reversed Cholesky factorization. Besides, the associativity prop-
erties of Proposition 2.3 and (81) yield
uℓrωω`s “ urℓωω`s “ Burχχ`spA`q´1 “ F.
This identity has several consequences: The zig-zag basis ω is orthonormal with respect
to the quasi-definite functional v “ uℓ, thus D is a quasi-CMV matrix and F is the
corresponding sign matrix.
Sumarizing, given a quasi-CMV matrix C with sign matrix E and a Hermitian
Laurent polynomial ℓ such that ℓpCqE is quasi-definite, we have found a transformation
C
ℓÞÝÑ D “ A´1CA which generates a new quasi-CMV matrix D. The ingredients of this
transformation, i.e. the lower triangular matrix A and the sign matrix F of D, are given
by the generalized Cholesky factorization (80) of ℓpCqE. The matrix FℓpDq satisfies
a generalized reversed Cholesky factorization obtained from that of ℓpCqE by changing
AÑ A` and F Ñ E. This is what we call the Darboux transformation for quasi-CMV
matrices. In perfect agreement with the CMV case, this transformation is the matrix
translation of the transformation u
ℓÞÝÑ v “ uℓ connecting quasi-definite functionals.
Concerning inverse Darboux transformations, starting from a quasi-CMV matrix D
and its sign matrix F , the matrix transformation C “ ADA´1, with A and E given by
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(82), defines the Darboux transformations with parameters for quasi-CMV matrices.
This matrix procedure solves the inverse problem, which consists in finding all the
quasi-CMV matrices C such that C
ℓÞÝÑ D, but also yields spurious solutions C which are
neither quasi-CMV nor quasi-unitary. Analogously to the CMV case, the solutions of the
inverse Darboux transformations coincide with the quasi-CMV solutions of the Darboux
transformations with parameters. To prove this note that, if ω is an orthonormal zig-zag
basis for D and χ “ Aω then, from (82) and Proposition 2.3, ℓω “ ℓpDqω “ FA`EAω “
Bχ with B given by (81). In view of Proposition 2.10, we find that D “ A´1CA with
ℓpCq “ AB “ AFA`E. Since ℓpCqE “ AFA` is Hermitian, Lemma 8.1 proves that,
whenever C is quasi-CMV, E is its sign matrix up to a sign. Therefore, C
ℓÞÝÑ D for such
a quasi-CMV matrix C.
The theory of Darboux transformations for quasi-CMV matrices can be developed
just by mimicking the steps and arguments given for the CMV case. All the results
obtained in the previous sections have a natural generalization to the quasi-CMV case,
the details are left to the reader. We will simply mention some specific results of interest
for the example discussed below.
Assuming the notation (27) for the matrix coefficients of the factor A and denoting
by fn the diagonal entries of the sign matrix F , the factorization (80) reads as$’&’%
fn´2|tn´2|2 ` fn´1|sn´1|2 ` fnr2n “ en pβ ´ 2Repαanan`1qq ,
fn´1sn´1tn´1 ` fnrnsn “ en`1ρn`1pαan ´ αan`2q,
fnrntn “ αen`2ρn`1ρn`2,
n ě 0. (83)
These equations, together with the initial conditions t´2 “ t´1 “ s´1 “ 0, make
explicit the Darboux transformations for quasi-CMV matrices. Besides, generalizing
the identities in (29), (30) and (41) we get the following direct relations between the
matrix coefficients of A and the Schur parameters of the quasi-CMV matrices involved
in a Darboux transformation,
rn´1
rn
“ ρn
σn
,
tn´1
tn
“ σˆn
ρˆn`2
,
an “ bn ` sn´1σn
rn
, αan`2 “ αbn ´ en`1fnsn rn`1
σn`1
.
(84)
As for the Darboux transformations with parameters, inserting (27) into the factor-
ization (82) shows that they are explicitly given by$’&’%
enr
2
n ` en`1|sn|2 ` en`2|tn|2 “ fn
`
β ´ 2Repαbnbn`1q
˘
,
en`1snrn`1 ` en`2tnsn`1 “ fnσn`1pαbn ´ αbn`2q,
en`2tnrn`2 “ αfnσn`1σn`2,
n ě 0, (85)
where bn are the Schur parameters of D and σn “
a|1´ |bn|2|. These relations de-
termine en, rn, sn, tn once e0, r0, s0, e1, r1 are chosen, as follows from rewriting (85)
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as
en`2 “ sgpεnq, rn`2 “ |α|σn`1σn`2
τn
, tn “ α|α|en`2fnτn,
sn`1 “ α|α|
σn`1pαbn ´ αbn`2q ´ en`1fnsnrn`1
τn
,
τn “
a
|εn|, εn “ fn
`
β ´ 2Repαbnbn`1q
˘´ enr2n ´ en`1|sn|2.
(86)
Therefore, the solutions of the Darboux transformations with parameters can be parametrized
by e0r
2
0, s0, e1r
2
1, which give again four real ‘free’ parameters. The existence of such
a solution for a given value of these free parameters is equivalent to state that εn ‰ 0
for all n ě 0. Among these solutions, the quasi-CMV ones are characterized by a
generalization of the CMV conditions (39), namely,
e0f0r
2
0 “ β ´ 2Repαaq, r1 “ r0
σ1
ρ
, |a| ‰ 1,
a “ b1 ` s0
r1
σ1, e1 “ e0 sgp1´ |a|2q, ρ “
a
|1´ |a|2|.
(87)
The conditions in the second column of (87) can be combined into e1f1r
2
1p1 ´ |a|2q “
e0f0r
2
0p1 ´ |b1|2q. Like in the CMV case, a is the first Schur parameter a1 of the cor-
responding quasi-CMV solution, while the pair of equalities in the first column of the
quasi-CMV conditions (87) select the solutions associated with (not necessarily quasi-
definite) Hermitian functionals.
Example 8.2. Darboux transformation with parameters for a general Hermitian Lau-
rent polynomial of degree one ℓpzq “ αz ` β ` αz´1 and D “ S the shift matrix given
in (8).
We will illustrate with this example the coexistence of CMV, quasi-CMV and spuri-
ous solutions in the Darboux transformations with parameters. The shift matrix D “ S
is a CMV with Schur parameters bn “ 0 (so, σn “ 1) for n ě 1, thus F “ I is a sign
matrix for S. We will search for solutions C of the corresponding Darboux transfor-
mation with parameters, considered in the generalized sense described in this section.
This allows the appearance of quasi-CMV solutions C with a non-trivial sign matrix
E. Without loss of generality we can take |α| “ 1, which simply means that we avoid
a trivial positive rescaling of the factor A in the reversed factorization ℓpSq “ A`EA,
where
ℓpSq “
¨˚
˚˝˚
β α α
α β 0 α
α 0 β 0 α
α 0 β 0 α
α 0 β 0 α
. . .
. . .
. . .
. . .
. . .
‹˛‹‹‚. (88)
The diagonal entries en of the sign matrix E, as well as the coefficients rn, sn,
tn giving and the three diagonals of A, are determined by (86). In what follows we
will restrict our attention to the subset of solutions with s1 “ 0, a condition which
becomes a constraint between the parameters e0r
2
0, s0, e1r
2
1 describing the whole set of
solutions. Therefore, the referred subset of solutions can be parametrized by e0r
2
0 and
65
e1r
2
1, although instead we will use e1r
2
1 and e2r
2
2 for convenience. The corresponding
parametrization of A and E, as follows from (86), is given by
s0 “ αe1
r1
, e0r
2
0 “ β ´ e1|s0|2 ´
1
e2r
2
2
“ β ´ 1
e1r
2
1
´ 1
e2r
2
2
,
sn “ 0, en`2r2n`2 “
1
β ´ enr2n
, tn´1 “ αen`1
rn`1
, n ě 1.
(89)
These equations are governed by a single recurrence relation
xn`1 “ 1
β ´ xn , xn “
$’&’%
e2n`1r22n`1,
or
e2n`2r22n`2,
n ě 0, (90)
which provides separately the odd and even coefficients rn, tn depending whether we
use the initial condition x0 “ e1r21 or x0 “ e2r22. The initial conditions generating true
solutions of the Darboux transformation with parameters are those giving xn ‰ β for
n ě 0 and guaranteeing that e0r20 ‰ 0, i.e.
1
e1r
2
1
` 1
e2r
2
2
‰ β. (91)
Recurrence (90) yields the continued fraction expansion
xn “ 1β ´
1
β
´ 1
β
´ 1
β
´ ¨ ¨ ¨ ´ 1
β
´ 1
β ´ x0 .
Using basic results from the theory of continued fractions [79], we obtain
xn “
Un´1pβ2 q ´ x0Un´2pβ2 q
Unpβ2 q ´ x0Un´1pβ2 q
, n ě 1,
where Un are the second kind Chebyshev polynomials, given by
Un`1ptq “ 2tUnptq ´ Un´1ptq, U´1 “ 0, U0 “ 1. (92)
Therefore, if s1 “ 0, the reversed Cholesky factorization ℓpCq “ A`EA is possible
exactly for those choices of e1r
2
1 and e2r
2
2 satisfying (91) and
e1r
2
1, e2r
2
2 ‰
Unpβ2 q
Un´1pβ2 q
, n ě 1. (93)
The solutions associated with a Hermitian functional are characterized by the two
equalities in the first column of (87), which in this case become
e0r
2
0 “ β ´
2
e1r
2
1
. (94)
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Using the expression for r0 given in (89), the above hermiticity condition turns out to
be e1 “ e2 and r1 “ r2. Therefore, bearing in mind (91) and (93), the solutions leading
to Hermitian functionals are those generated by (90) with initial conditions satisfying
2
β
‰ x0 ‰
Unpβ2 q
Un´1pβ2 q
, e1r
2
1 “ x0 “ e2r22, n ě 1. (95)
The quasi-CMV solutions are those satisfying the previous hermiticity conditions
together with those summarized in the second and third column of (87). In our case,
these additional conditions read as
|a| ‰ 1, x0p1´ |a|2q “ e0r20, a “
α
x0
,
which, using (94), become
|x0| ‰ 1, x0 “ 1
β ´ x0 .
This means that the quasi-CMV solutions are associated with those fixed points xn “ x0
of (90) lying outside of the unit circle. Since sn “ 0 for n ě 1, we find from (84) that
the Schur parameters of these quasi-CMV solutions are a1 “ a and an “ 0 for n ě 2.
In other words, all the quasi-CMV solutions with s1 “ 0 is are Bernstein-Szego˝ type.
The fixed points xn “ x0 of (90) are x0 “ β2 ˘
b`
β
2
˘2 ´ 1, which are inverse of
each other, while the requirement |x0| ‰ 1 translates into the inequality |β| ą 2. It is
convenient to rewrite these two fixed points as
x˘0 “ sgpβq
ˆˇˇ
β
2
ˇˇ˘b`β
2
˘2 ´ 1˙ , (96)
so that |x˘0 | “
ˇˇ
β
2
ˇˇ ˘ b`β
2
˘2 ´ 1 for |β| ą 2. Then, |x`0 | ą 1 and |x´0 | ă 1. Both
fixed points satisfy the hermiticity conditions (95), thus they give rise to two different
quasi-CMV solutions characterized by the Schur parameters pa˘, 0, 0, 0, . . . q, with a˘ “
α{x˘0 “ αx¯0 . Since |a`| ă 1 and |a´| ą 1, the Bernstein-Szego˝ solution related to the
initial condition x0 “ x`0 is positive definite, while that one corresponding to x0 “ x´0 is
quasi-definite but not positive definite. The related CMV matrix, C`, and quasi-CMV
matrix, C´, have the form
C˘ “
¨˚
˚˚˚˚
˝
´a˘ ρ˘
0 0 0 1
˘ρ˘ a˘ 0 0
0 0 0 1
1 0 0 0
0 0 0 1
1 0 0 0
¨¨¨ ¨¨¨ ¨¨¨
‹˛‹‹‹‹‚,
a˘ “ αx¯0 ,
ρ˘ “
a
|1´ |a˘|2| “
b
|1´ px¯0 q2|.
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From the previous results we can obtain the explicit expressions of the factors A˘ and
E˘ for both solutions, given by
A˘ “
¨˚
˚˚˚˚
˝
r0
t˘ r˘
t˘ 0 r˘
t˘ 0 r˘
t˘ 0 r˘
t˘ 0 r˘
. . .
. . .
. . .
‹˛‹‹‹‹‚,
r20 “ 2
b`
β
2
˘2 ´ 1, r2˘ “ |x˘0 |,
t˘ “ sgpβqαr¯.
E˘ “ sgpβq
¨˚
˝˘1 1 1
1
. . .
‹˛‚.
The CMV solution C` has a sign matrix E` “ sgpβqI which is ´I for β ă 0, which is
in agreement with the indetermination of the global sign for E`. This means that we
can take E` “ I for C`, although, in that case, preserving the factorizations involved
in the Darboux transformation would require to choose the sign matrix F “ sgpβqI for
the shift matrix D “ S.
Summarizing, we have found that quasi-CMV solutions for the inverse Darboux
problem with s1 “ 0 exist iff |β| ą 2. Under these conditions, we have a pair of such
solutions, both Bernstein-Szego˝ type, one of them CMV and the other one strictly quasi-
CMV. Since the shift matrix S is associated with the Lebesgue measure dϑpeiθq “ dθ{2π
on the unit circle, the CMV solution is that one of the Bernstein-Szego˝ measure dϑ{ℓ,
and the sign of E` has to do with the fact ℓ is positive or negative on the unit circle
depending whether β ą 2 or β ă ´2. Bearing in mind that ℓ has roots ζ˘ “ ´a˘
for |β| ą 2, every Hermitian solution u of uℓ ” dϑ is in that case given by u ”
dϑ{ℓ`mδζ` `mδζ´ for some complex mass m. Thus, the quasi-CMV solution C´ must
be related to such a functional u for a value of m P C which makes it quasi-definite.
If s1 “ 0, no quasi-CMV solution appears when |β| ď 2, which corresponds to ℓ
having its roots on the unit circle. This is expected when searching for CMV solutions
because no positive measure µ on the unit circle satisfies ℓdµ “ dϑ in that case. Nev-
ertheless, it is a less trivial result about quasi-CMV solutions of inverse Darboux and
quasi-definite solutions u of uℓ ” dϑ.
So far, we have completed the search for quasi-CMV matrices in the subset of solu-
tions with s1 “ 0. Now we will have a look at some spurious solutions of this subset.
The simplest ones should be those obtained by fixing e1r
2
1 “ e2r22 “ x0 as a fixed point
of (90) for |β| ď 2. These fixed points lie on the unit circle, so they are candidates to
generate spurious solutions only when x0 “ ˘1, which corresponds to β “ ˘2. However,
choosing e1r
2
1 “ e2r22 “ ˘1 for β “ ˘2 gives no solution of the Darboux transformation
with parameters because, using (89), we find that e0r
2
0 “ 0. Thus, no spurious solution
with s1 “ 0 has an eventually constant sequence enr2n.
We can reinterpret the previous results by stating that, in the case s1 “ 0, the
quasi-CMV solutions are those whose factors A and E have constant diagonals up to
finitely many entries. Therefore, the solutions given by factors A and E with eventually
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periodic diagonals are spurious whenever the period is greater than one. These are the
simplest spurious solutions, which are generated by the periodic solutions of (90).
The periodic solutions of (90) with period j are characterized by the relation
x0 “
Uj´1pβ2 q ´ x0Uj´2pβ2 q
Ujpβ2 q ´ x0Uj´1pβ2 q
.
Using (92), this equation can be rewritten as
px20 ` βx0 ` 1qUj´1pβ2 q “ 0,
which means that either x20 ` βx0 ` 1 “ 0 or Uj´1pβ2 q “ 0.
The zeros of x20 ` βx0 ` 1 are the fixed points x0 “ x˘0 given in (96) and leading to
the quasi-CMV solutions previously found. Therefore, if Ujpβ2 q ‰ 0 for every j ě 1, the
spurious solutions we are interested in may arise only from two alternatives: e1r
2
1 “ x`0 ,
e2r
2
2 “ x´0 or e1r21 “ x´0 , e2r22 “ x`0 . However, (89) shows that both options lead to
e0r
2
0 “ β´x`0 ´x´0 “ 0, thus none of them yield a solution of the Darboux transformation
with parameters.
Therefore, the kind of spurious solutions we are looking for only appear when β “ βj,k
is a zero of Uj´1pβ2 q,
βj,k “ 2 cos
ˆ
k
j
π
˙
, k “ 1, 2, . . . , j ´ 1.
Actually, for these values of β all the solutions are spurious because quasi-CMV solutions
require |β| ą 2.
Consider the simplest case j “ 2, so that β “ 0. Then, (90) generates a 2-periodic
sequence x0,´x´10 , x0,´x´10 , . . . for every initial value x0 ‰ 0. Hence, if s1 “ 0, the
solutions of the Darboux transformation with parameters whose factors A and E have
eventually 4-periodic diagonals appear for β “ 0. The parameters e1r21, e2r22 P Rzt0u
describing these solutions are only restricted by (91), which now reads as e1r
2
1 ` e2r22 ‰
0. Although these solutions are necessarily spurious, the associated functionals are
Hermitian when e1r
2
1 “ e2r22, as required by (95). In the Hermitian case, A and E,
obtained from (89), are given in terms of e “ e1 “ e2 and r “ r1 “ r2 by
A “
¨˚
˚˚˚˚
˚˝˚
r0
t0 r
t0 0 r
t1 0 1{r
t1 0 1{r
t0 0 r
t0 0 r
. . .
. . .
. . .
‹˛‹‹‹‹‹‹‚
,
r0 “
?
2
r
,
t0 “ eα
r
, t1 “ ´eαr.
E “ e
¨˚
˚˚˚˚
˝
´1
1
1
´1
´1
1
1
. . .
‹˛‹‹‹‹‚.
(97)
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The corresponding spurious solution has the form
C “
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˝
´e α
r2
?
2
r2
0 0 0 0 0 0 0 0 ¨¨¨
´α2△?
2
eα△ 0 r2 0 0 0 0 0 0 ¨¨¨
▽?
2
e α
r2
0 0 0 0 0 0 0 0 ¨¨¨
eα
3
△?
2
´α2△ 0 ´eα△ 0 1
r2
0 0 0 0 ¨¨¨
´eα△?
2
0 1
r2
0 0 0 0 0 0 0 ¨¨¨
α4△?
2
´eα3△ 0 ´α2△ 0 eα△ 0 r2 0 0 ¨¨¨
´α2△?
2
0 eα△ 0 r2 0 0 0 0 0 ¨¨¨
´eα5△?
2
α4△ 0 eα3△ 0 ´α2△ 0 ´eα△ 0 1
r2
¨¨¨
eα
3
△?
2
0 ´α2△ 0 ´eα△ 0 1
r2
0 0 0 ¨¨¨
... ... ... ... ... ... ... ... ... ... ...
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
,
△ “ r2 ` r´2,
▽ “ r2 ´ r´2.
9 Conclusions and Outlook
We have developed a theory of Darboux transformations for CMV matrices, the unitary
analogue of Jacobi matrices. They share many properties with the Darboux transfor-
mations of Jacobi matrices, among them the equivalence with (Laurent) polynomial
modifications of the underlying measures and, as a consequence, the almost isospectral-
ity. Indeed, the Szego˝ connection between orthogonal polynomials on the real line and
the unit circle identifies the Darboux transformations of Jacobi matrices as the Szego˝
projection of the Darboux transformations of CMV matrices introduced in this paper.
Nevertheless, the fact that Darboux for CMV has to deal with unitary instead of
Hermitian matrices causes some dissimilarities with the Jacobi case which are worth
highlighting. In particular, the unitarity forces us to use Hermitian Laurent polynomials
instead of simply real polynomials, so that, in contrast with the Jacobi case, the minimal
step of Darboux for CMV involves polynomials with two zeros. These facts cause
a number of differences between Darboux for Jacobi and CMV which we summarize
below, together with the open problems that they suggest:
• Darboux transformations of Jacobi matrices are based on a factorization of a
matrix which retains the hermiticity of the Jacobi one. However, the Darboux
transformations of CMV matrices introduced in this paper need the factorization
of matrices which do not share the unitarity of CMV, but are also Hermitian.
The reason for this is that the method we have used to obtain a unitary version of
Darboux is to relate a unitary matrix with a Hermitian one to which we apply the
standard Darboux procedure for self-adjoint operators. Is it possible to develop a
new theory of Darboux transformations for unitary operators without abandoning
unitarity (i.e. based on splittings of unitary operators built out of the previous
ones)?
• Darboux transformations of Jacobi matrices are usually implemented via LU fac-
torizations of non-symmetric tridiagonal matrices associated with monic instead
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of orthonormal polynomials. This allows for the unified treatment of the gen-
eral quasi-definite case. Nevertheless, in the positive definite case they can be
formulated in terms of Cholesky factorizations. This opens a way for the CMV
generalization of Darboux transformations as defined in this paper, while Sec-
tion 8.2 shows that generalized Cholesky factorizations permit their extension to
the quasi-definite case. However, a question remains: Is there any CMV ana-
logue of the LU version for the Darboux transformations (i.e. based on matrix
representations with respect “monic” zig-zag bases)?
• Darboux transformations for Jacobi matrices can be implemented via Cholesky
factorizations and reversed ones or, equivalently, using the Cholesky factor as a
change of basis relating Jacobi matrices by conjugation. While the latter method
is directly generalizable to CMV matrices, the first one seems hard to tackle in the
CMV case due to the drawbacks in recovering an infinite matrix from its image
by an Hermitian Laurent polynomial. This leads to the following question: Given
a Hermitian Laurent polynomial of degree one, is there any simple procedure to
recover a CMV matrix from the result of evaluating the Laurent polynomial on
such a matrix?
• In the Jacobi case, the Darboux transformations with parameters can be identi-
fied with the inverse Darboux transformations, which correspond exactly to the
Geronimus transformations of measures on the real line. The Geronimus transfor-
mations of measures on the unit circle are a particular case of dividing a measure
by an Hermitian Laurent polynomial and adding Dirac deltas at their zeros. These
more general transformations of measures on the unit circle correspond exactly
to the inverse Darboux transformations of CMV matrices, whose matrix realiza-
tion is given by the Darboux transformations with parameters. However, these
latter transformations present spurious solutions which are not CMV neither uni-
tary matrices, and can be eventually associated with non-Hermitian functionals.
Is there any interesting interpretation of these spurious solutions? Can they be
understood in terms of orthonormal Laurent polynomials with respect to non-
standard or matrix inner products?
A positive answer to the last item is suggested by the recently found connection
between higher degree Darboux transformations of Jacobi matrices and Sobolev or-
thogonal polynomials on the real line [18, 19]. A similar connection for the CMV case
should be the starting point for a new approach to non-standard orthogonality on the
unit circle. Other promising lines of future research are indicated by the success of
Darboux techniques for Jacobi matrices in problems of numerical linear algebra, the
study of integrable systems or the search for bispectral situations. The recent connec-
tion found between CMV matrices and the so called quantum walks [9] also suggests a
possible use of Darboux for CMV in the study of discrete quantum dynamical systems.
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Appendix A Cholesky factorizations
Given an infinite Hermitian complex matrix M , the existence of a generalized Cholesky
factorization (GCF)
M “ AEA`, A P T , E P S , (98)
is equivalent to state that M is quasi-definite, i.e. all its leading submatrices are non-
singular. Obviously the condition is necessary because, denoting by the subindex n the
leading submatrix of order n, (98) implies that Mn “ AnEnA`n . The sufficiency of the
condition follows by an inductive reasoning on the order of the leading submatrices of
M . More precisely, if Mn “ AnEnA`n is the GCF of the non-singular leading submatrix
Mn and
Mn`1 “
ˆ
Mn Y
`
n
Yn yn
˙
, Yn P Cn, yn P R,
An`1 “
ˆ
An 0
Xn xn
˙
, Xn P Cn, xn ą 0; En`1 “
ˆ
En 0
0 en
˙
, en P t1,´1u,
then
Mn`1 “ An`1En`1A`n`1 ô
#
AnEnX
`
n “ Y `n ,
XnEnX
`
n ` enx2n “ yn,
ô
#
X`n “ EnA´1n Y `n ,
enx
2
n “ yn ´ YnM´1n Y `n .
These equations have solutions Xn P Cn, en P t1,´1u, xn ą 0, whenever Mn`1 is
non-singular because, then, yn ‰ YnM´1n Y `n since otherwise p´YnM´1n , 1qMn`1 “ 0.
This proves that the quasi-definiteness of M guarantees the existence of the GCF of
its leading submatrices, obtained by enlarging those of the smaller leading submatrices.
This fact is key to ensure the existence of the factorization (98) for the infinite matrix
M because we can take A and E as the only infinite matrices whose leading submatrices
of order n are respectively An and En for all n.
GCF of quasi-definite Hermitian infinite matrices M involve only admissible prod-
ucts (in the sense introduced in Section 2), but the reversed ones
M “ A`EA, A P T , E P S , (99)
can be nonsense due to the presence of non-admissible products. A class of infinite
matrices for which the existence of reversed GCF is a well posed problem concerning
admissible products, are the band matrices, which lead to band triangular factors A.
Nevertheless, even for finite matrices, quasi-definiteness is not necessary neither suffi-
cient for the existence of reversed GCF. For instance, p 1 11 0 q has no reversed factorization
despite its quasi-definiteness, while p 0 11 1 q “ p 1 10 1 q p ´1 00 1 q p 1 01 1 q is a reversed factorization
of a non-quasi-definite matrix. Actually, the existence of a reversed GCF of a finite ma-
trix M is equivalent to the non-singularity of all the principal submatrices which are a
south-east corner of M (in what follows we will say that M is ‘reversed’ quasi-definite).
This follows from similar inductive arguments to those given previously for GCF.
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The problem of the reversed quasi-definite condition is that it is nonsense for infinite
matrices. The core of the difficulties in characterizing the existence of reversed GCF for
infinite matrices is that, in contrast to the non-reversed ones, they are not necessarily
obtained by enlarging those of the leading submatrices because (99) does not imply
Mn “ A`nEnAn. This argument also shows that the relation between the reversed GCF
of the leading submatrices is non-trivial. Indeed, an infinite Hermitian matrix having
a reversed GCF may have no such a reversed factorization for any leading submatrix.
This is illustrated by¨˚
˚˝˚
0 1
1 0 ´1
´1 0 1
1 0 ´1
´1 0 1
. . .
. . .
. . .
‹˛‹‹‚“ A`EA, A “
¨˚
˚˝
1
1 1
1 1
1 1
1 1
. . .
. . .
‹˛‹‚, E “
¨˚
˚˝
´1
1
´1
1
´1
. . .
‹˛‹‚,
where no leading submatrix is reversed quasi-definite due to its null last diagonal entry.
Another example is (88) for β “ 0, which has reversed GCF given by (97).
These drawbacks of the reversed GCF dissapear when restricting the attention to
standard Cholesky factorizations (CF), i.e. E “ I. The same kind of arguments given
at the beginning of this section prove that the existence of a CF,
M “ AA`, A P T ,
for an infinite Hermitian matrix M is equivalent to the positivity of its leading principal
minors. This condition also characterizes those Hermitian matricesM which are positive
definite, i.e. XMX` ą 0 for every finitely non-null row vector X ‰ 0. Besides, positive
definiteness is necessary for the existence of a reversed CF,
M “ A`A, A P T ,
because XMX` “ XA`AX` “ }AX`}2 ą 0 for every finitely non-null vector X since
kerRpAq “ t0u.
In the case of finite matrices, positive definiteness is also characterized by the pos-
itivity of the principal minors corresponding to all the south-east corner submatrices.
As a consequence, the existence of CF and reversed CF takes place simultaneously and
is equivalent to positive definiteness. However, establishing a similar result for infinite
matrices requires more technical hypothesis and arguments to deal with the non-trivial
relation between the reversed factorizations of an infinite matrix and its leading sub-
matrices. This is accounted for in the following proposition, which also summarizes the
previous results for convenience.
Proposition A.1. If M is an infinite Hermitian complex matrix, then
M has a GCF ô M is quasi-definite
M has a CF ô M is positive definite ð M has a reversed CF
If, besides, M is band matrix with bounded entries and its lower and upper diagonals
have only non-null entries, then
M has a reversed CF ô M is positive definite
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Proof. It only remains to prove the left-handed implication of the last statement. The
positive definiteness of M is equivalent to the existence of a reversed CF, Mn “ A`nAn,
for every leading submatrix Mn of M . The subindex n in An only refers to the depen-
dence on the order of the leading submatrix Mn. In other words, we cannot assume
that all the factors An are leading submatrices of the same infinite matrix A because
Ak is not necessarily a leading submatrix of An for k ă n. Our strategy consists in
proving that, despite the non-trivial relation between the different matrix factors An, a
subsequence of them “converges” in some sense to an infinite matrix A which provides
a reversed CF, M “ A`A.
Bearing in mind thatM is a band matrix, the boundedness of its entries is equivalent
to state that it represents a bounded operator X ÞÑ MX in the Hilbert space H of
square-summable sequences. If Pn is the orthogonal projection of H onto the subspace
Hn spanned by the first n canonical vectors of H, then
Mˆn :“ PnMPn “Mn ‘ I “ Aˆ`n Aˆn, Aˆn :“ An ‘ I,
where Mn and An act on Hn, while the identity acts on its orthogonal subspace. Since
}Aˆn}2 “ }Mˆn} ď }M}, there exists a subsequence of Aˆn weakly converging to some
bounded operator A on H [53, Theorem 5.70]. The proposition is proved if we show
that M “ A`A and A P T , where, as in the case of M , we identify A with its matrix
representation in the canonical basis of H.
Suppose thatM is 2N`1-diagonal. Then, eachMn is also 2N`1-diagonal, hence An
is N ` 1-band lower triangular with positive diagonal entries. Since weak convergence
implies convergence of the matrix coefficients, we conclude that A is N ` 1-band lower
triangular with non-negative diagonal entries. To prove that A P T we only need to see
that its diagonal entries are non-null. This follows directly from the identity M “ A`A,
which we will prove below, and the hypothesis that the lower and upper diagonals of
M have no null entries.
As for the identity M “ A`A, note first that Mˆn`NX “ MX for every X P Hn
because M is 2N`1-diagonal. In consequence, Mˆn is strongly convergent toM because
}pMˆn`N ´MqX} “ }pMˆn`N ´MqpX ´ PnXq} ď 2}M}}X ´ PnX}
and }X ´ PnX} Ñ 0 for every X P H.
Let us denote also by Aˆn the subsequence weakly converging to A, no misunder-
standing will appear from this abuse of language. In contrast with strong convergence,
weak limits do not commute with compositions of operators, so we cannot conclude
directly that M “ A`A just taking weak limits in Mˆn “ Aˆ`n Aˆn. Luckily enough, the
weak convergence of Aˆn implies its strong convergence due to the N ` 1-band structure
of Aˆn and the uniform bound }Aˆn} ď }M} (see Lemma A.2 below). Bearing in mind
that strong convergence preserves compositions [49], taking strong limits in Mˆn “ Aˆ`n Aˆn
we finally obtain M “ A`A.
The proof of the previous proposition makes use of the following lemma.
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Lemma A.2. Let Bn be a sequence of infinite band matrices with uniformly bounded
entries and a uniformly bounded size of the band. Then, if Bn is weakly convergent, it
is also strongly convergent.
Proof. First, }Bn} is bounded since Bn is uniformly banded with uniformly bounded
entries. Therefore, the weak limit B of Bn is also bounded. Since the entries of B are
the limits of the entries of Bn, the weak limit B inherits the band structure of Bn. Due
to this band structure, if X P H is finitely non-null, pBn´BqX only involves a finite n-
independent number of matrix entries of both, Bn and B. Therefore, }pBn´BqX} Ñ 0
for every finitely non-null vector X . Given an arbitrary vector X P H, consider the
inequalities
}pBn ´BqX} ď }pBn ´BqpX ´ PkXq} ` }pBn ´BqPkX}
ď psup
n
}Bn} ` }B}q}X ´ PkX} ` }pBn ´BqPkX}.
We know that }X ´ PkX} kÑ 0, while }pBn ´ BqPkX} nÑ 0 because PkX is finitely
non-null for any fixed k. Thus, we can make both summands of the last line arbitrarily
small by choosing k and n big enough. This implies that }pBn ´ BqX} Ñ 0, proving
that B is a strong limit of Bn.
The inductive proof of the existence of GCF given at the beginning of this section
also shows that it is unique. On the contrary, the proof of Proposition A.1 suggests that
a positive definite Hermitian matrix can have multiple reversed CF, at least so many
as limit points has the sequence Aˆn arising from the CF, Mn “ A`nAn, of the leading
submatrices Mn. The examples presented in the previous sections prove that this is
indeed the case, and reversed GCF are in general not unique.
A more abstract proof of the uniqueness of a GCF sheds light on the lack of unique-
ness for reversed factorizations and its relation with the algebra of infinite matrices.
Suppose that
A1E1A
`
1 “ A2E2A`2 , Ai P T , Ei P S .
Using the associativity laws of Proposition 2.3, we get E1A
`
1 pA`2 q´1 “ A´11 A2E2. The
left-hand side of this equality is upper triangular, while the right-hand side is lower
triangular, so both must be diagonal. Thus, A`1 pA`2 q´1 “ D “ A´11 A2 is a positive
diagonal matrix and E1 “ E2. Taking care of the associativity again with Proposi-
tion 2.3, we find that D`D “ pA`1 pA`2 q´1q`pA´11 A2q “ I, which implies that D “ I and
A2 “ A1.
The above proof of the uniqueness of GCF works equally well for finite or infinite ma-
trices thanks to the associativity of the involved operations, ensured by Proposition 2.3
in the case of infinite matrices. A similar proof of uniqueness also works for reversed
GCF of finite matrices, but fails in the case of infinite matrices because Proposition 2.3
does not guarantee the associativity of the required operations. To show this, assume
that
A`1 E1A1 “ A`2 E2A2, Ai P T , Ei P S ,
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where Ai are band matrices so that the products are admissible. Proposition 2.3 allows
us to deduce that
A`1 E1 “ pA`1 E1A1qA´11 “ pA`2 E2A2qA´11 “ A`2 pE2A2A´11 q.
However, when trying to move to the left the factor A`2 we only can conclude that
pA`2 q´1A`1 E1 “ pA`2 q´1pA`1 E1q “ pA`2 q´1A`2 pE2A2A´11 q,
but the right-hand side cannot be further simplified using Proposition 2.3 because
pA`2 q´1 is upper triangular and A´11 is lower triangular. Thus, the lack of associa-
tivity for products of infinite matrices is the algebraic reason for the lack of uniqueness
of reversed GCF. This problem does not appear for finite matrices, whose reversed GCF
are unique.
If C is a CMV matrix and ℓ is a Hermitian Laurent polynomial with Nz zeros, then
ℓpCq is a Hermitian 2Nz ` 1-diagonal matrix with bounded entries due to the unitarity
of C. Besides, the lower and upper bands of ℓpCq have no null entries, as follows from
the zig-zag shape (9) of C. Therefore, all the previous results apply to the matrices ℓpCq
whose CF and reversed CF are involved in Darboux for CMV.
Acknowledgements
The work of M. J. Cantero, L. Moral and L. Vela´zquez has been partially supported
by the Spanish Government together with the European Regional Development Fund
(ERDF) under grants MTM2011-28952-C02-01 (from MICINN) and MTM2014-53963-
P (from MINECO), and by Project E-64 of Diputacio´n General de Arago´n (Spain).
The work of F. Marcella´n has been partially supported by the research project
MTM2012-36732-C03-01 from Direccio´n General de Investigacio´n Cient´ıfica y Te´cnica,
Ministerio de Economı´a y Competitividad of Spain.
We also wish to thank the anonymous referee for very useful suggestions.
References
[1] Aharonov, Y., Davidovich, L., Zagury, N., Quantum random walks, Phys. Rev. A
48 (1993), no. 2, 1687–1690.
[2] A´lvarez-Ferna´ndez, C., Man˜as, M., Orthogonal Laurent polynomials on the unit
circle, extended CMV ordering and 2D Toda type integrable hierarchies, Adv. Math.
240 (2013), 132–193.
[3] Ammar, G. S., Gragg, W. B., Schur flows for orthogonal Hessenberg matrices, Hamil-
tonian and gradient flows, algorithms and control, pp. 27–34, Fields Inst. Commun.
3, Amer. Math. Soc., Providence, R. I., 1994.
76
[4] Ammar, G. S., Gragg, W .B., Reichel L., On the eigenproblem for orthogonal matri-
ces, Proc. 25th Conference on Decision and Control (Athens, 1986), pp. 1963–1966,
New York, 1986.
[5] Bueno, M. I., Marcella´n, F., Darboux transformations and perturbations of linear
functionals, Linear Algebra Appl. 384 (2004), 215–242.
[6] Bueno, M. I., Marcella´n, F., Polynomial perturbations of bilinear functionals and
Hessenberg matrices, Linear Algebra Appl. 414 (2006), 64–83.
[7] Buhmann, M. D., Iserles, A., On orthogonal polynomials transformed by the QR
algorithm, J. Comput. Appl. Math. 43 (1992), no. 1-2, 117–134.
[8] Bunse-Gerstner, A., Elsner, L., Schur parameters pencils for the solution of the
unitary eigenproblem, Linear Algebra Appl. 154/156 (1991), 741–778.
[9] Cantero, M. J., Gru¨nbaum, F. A., Moral, L., Vela´zquez, L., Matrix-valued Szego˝
polynomials and quantum random walks, Comm. Pure Appl. Math. 63 (2010), no.
4, 464–507.
[10] Cantero M. J., Marcella´n F., Moral L., Vela´zquez L., in preparation.
[11] Cantero, M. J., Moral, L., Vela´zquez, L., Five-diagonal matrices and zeros of or-
thogonal polynomials on the unit circle, Linear Algebra Appl. 362 (2003), 29–56.
[12] Cantero, M. J., Moral, L., Vela´zquez, L., Minimal representations of unitary opera-
tors and orthogonal polynomials on the unit circle, Linear Algebra Appl. 408 (2005),
40–65.
[13] Cooke, R. G., Infinite matrices and sequence spaces, reprinted edition, Dover Publ.,
New York, 2014.
[14] Darboux G., Sur la represention sphe´riques de surfaces, Comp. Hebd. Rend. Acad.
Sci. 94 (1882), 1343–1345.
[15] Darboux, G., Sur une proposition relative aux e´quations line´aires, Comp. Hebd.
Rend. Acad. Sci. 94 (1882), 1456–1459.
[16] Daruis, L., Herna´ndez, J., Marcella´n, F., Spectral transformations for Hermitian
Toeplitz matrices, J. Comput. Appl. Math. 202 (2007), no. 2, 155–176.
[17] Delsarte, P., Genin, Y., The split Levinson algorithm, IEEE Trans. Acoust. Speech
Signal Process. 34 (1986), no. 3, 470–478.
[18] Derevyagin, M., Garc´ıa-Ardila, J. C., Marcella´n, F., Multiple Geronimus transfor-
mations, Linear Algebra Appl. 454 (2014), 158-183.
[19] Derevyagin, M., Marcella´n, F., A note on the Geronimus transformation and
Sobolev orthogonal polynomials, Numer. Algorithms 67 (2014), no. 2, 271–287.
77
[20] Derevyagin, M., Vinet, L., Zhedanov, A., CMV matrices and Little and Big -1
Jacobi Polynomials, Constr. Approx. 36 (2012), no. 3, 513–535.
[21] Elhay, S., Kautsky, J., Jacobi matrices for measures modified by a rational factor,
Numer. Algorithms 6 (1994), no. 3-4, 205–227.
[22] Faybusovich, L., Gekhtman, M., On Schur flows, J. Phys. A 32 (1999), no. 25,
4671–4680.
[23] Galant, D., An implementation of Christoffel’s theorem in the theory of orthogonal
polynomials, Math. Comp. 25 (1971), 111–113.
[24] Galant, D., Algebraic methods for modified orthogonal polynomials, Math. Comp.
59 (1992), no. 200, 541–546.
[25] Garza, L., Herna´ndez, J., Marcella´n, F., Orthogonal polynomials and measures on
the unit circle. The Geronimus transformations, J. Comput. Appl. Math. 233 (2010),
no. 5, 1220–1231.
[26] Garza, L., Herna´ndez, J., Marcella´n, F., Spectral transformations of measures
supported on the unit circle and the Szego˝ transformation, Numer. Algorithms 49
(2008), no. 1-4, 169–185.
[27] Garza, L., Marcella´n, F., Linear spectral transformations and Laurent polynomials,
Mediterr. J. Math. 6 (2009), no. 3, 273–289.
[28] Gautschi, W., An algorithmic implementation of the generalized Christoffel theo-
rem, in Numerical Integration (G. Ha¨mmerlin, ed.), Internat. Ser. Numer. Math. 57,
Birkha¨user, Basel, 1982, pp. 89–106.
[29] Gautschi, W., The interplay between classical analysis and (numerical) linear
algebra—a tribute to Gene H. Golub, Electron. Trans. Numer. Anal. 13 (2002), 119–
147.
[30] Gekhtman, M., Nenciu, I., Multi-Hamiltonian structure for the finite defocusing
Ablowitz-Ladik equation, Comm. Pure Appl. Math. 62 (2009), no. 2, 147–182.
[31] Geronimus, Ya. L., Polynomials orthogonal on a circle and their applications, Amer.
Math. Soc. Translation 1954 (1954), no. 104, 79 pp.
[32] Golinski˘ı, L. B., Schur flows and orthogonal polynomials on the unit circle (Russian)
Mat. Sb. 197 (2006), no. 8, 41–62; translation in Sb. Math. 197 (2006), no. 7-8, 1145–
1165.
[33] Golub, G. H., Kautsky, J., Calculation of Gauss quadratures with multiple free
and fixed knots, Numer. Math. 41 (1983), no. 2, 147–163.
[34] Gragg, W. B., The QR algorithm for unitary Hessenberg matrices, J. Comput.
Appl. Math. 16 (1986), no. 1, l–8.
78
[35] Grenander, U., Szego˝, G., Toeplitz forms and their applications, second edition,
Chelsea Publishing Co., New York, 1984.
[36] Gru¨nbaum, F. A., The Darboux process and a noncommutative bispectral problem:
some explorations and challenges, Geometric aspects of analysis and mechanics, pp.
161–177, Progr. Math., 292, Birkha¨user/Springer, New York, 2011.
[37] Gru¨nbaum, F. A., Haine, L., Orthogonal polynomials satisfying differential equa-
tions: the role of the Darboux transformation, Symmetries and integrability of differ-
ence equations (Este´rel, PQ, 1994), pp. 143–154, CRM Proc. Lecture Notes 9, Amer.
Math. Soc., Providence, R. I., 1996.
[38] Gru¨nbaum, F. A., Haine, L., Bispectral Darboux transformations: an extension of
the Krall polynomials, Internat. Math. Res. Notices 1997, no. 8, 359–392.
[39] Gru¨nbaum, F. A., Haine, L., Horozov, E., Some functions that generalize the Krall-
Laguerre polynomials, J. Comput. Appl. Math. 106 (1999), no. 2, 271–297.
[40] Harnard, J., Kasman, A. (editors), The bispectral problem (Montreal, PQ, 1997),
CRM Proc. Lecture Notes, 14, Amer. Math. Soc., Providence, R. I., 1998.
[41] Hirota, R., Tsujimoto, S., Imai, T., Difference scheme of soliton equations, Future
directions of nonlinear dynamics in physical and biological systems (Lyngby, 1992),
pp. 7–15, NATO Adv. Sci. Inst. Ser. B Phys. 312, Plenum, New York, 1993.
[42] Humet, M., Van Barel, M., Algorithms for the Geronimus transformation for or-
thogonal polynomials on the unit circle, J. Comput. Appl. Math. 267 (2014), 195–217.
[43] Infeld, L., On a new treatment of some eigenvalue problems, Phys. Rev. 59 (1941),
no. 9, 737–747.
[44] Infeld, L., Hull, T. E., The factorization method, hydrogen intensities and related
problems, Phys. Rev. 74 (1948), no. 8, 905–909.
[45] Infeld, L., Hull, T. E., The factorization method, Rev. Modern Physics 23 (1951),
no. 1, 21–68.
[46] Ismail M. E. H., Li, X., On sieved orthogonal polynomials IX: Orthogonality on
the unit circle, Pacific J. Math. 153 (1992), no. 2, 289–297.
[47] Ismail, M. E. H., Witte, N. S., Discriminants and functional equations for polyno-
mials orthogonal on the unit circle, J. Approx. Theory 110 (2001), no. 2, 200–228.
[48] Kac, M., van Moerbeke, P., On an explicitly soluble system of nonlinear differential
equations related to certain Toda lattices, Adv. Math. 16 (1975), 160–169.
[49] Kato, T., Perturbation Theory for Linear Operators, second edition, Grundlehren
der Mathematischen Wissenschaften, Band 132, Springer-Verlag, Berlin-New York,
1976.
79
[50] Kautsky, J., Golub, G. H., On the calculation of Jacobi matrices, Linear Algebra
Appl. 52/53 (1983), 439–455.
[51] Killip, R., Nenciu, I., Matrix models for circular ensembles, Int. Math. Res. Not.
(2004), no. 50, 2665–2701.
[52] Killip, R., Nenciu, I., CMV: The unitary analogue of Jacobi matrices, Comm. Pure
Appl. Math. 60 (2007), no. 8, 1148–1188.
[53] Kubrusly, C. S., The Elements of Operator Theory, second edition,
Birkha¨user/Springer, New York, 2011.
[54] Li, L.-C., Nenciu, I., The periodic defocusing Ablowitz-Ladik equation and the
geometry of Floquet CMV matrices, Adv. Math. 231 (2012), no. 6, 3330–3388.
[55] Maddox, I. J., Infinite matrices of operators, Lecture Notes in Mathematics 786,
Springer, Berlin, 1980.
[56] Marcella´n F., Herna´ndez, J., Christoffel transforms and Hermitian linear function-
als, Mediterr. J. Math. 2 (2005), no. 4, 451–458.
[57] Marcella´n, F., Sansigre, G., Orthogonal polynomials on the unit circle: Sym-
metrization and quadratic decomposition, J. Approx. Theory 65 (1991), no. 1, 109–
119.
[58] Matveev, V. B., Salle, M. A., Differential-difference evolution equations. II. Dar-
boux transformation for the Toda lattice. Lett. Math. Phys. 3 (1979), no. 5, 425–429.
[59] Matveev, V. B., Salle, M. A., Darboux transformations and solitons, Springer Series
in Nonlinear Dynamics, Springer-Verlag, Berlin, 1991.
[60] Meyer, D. A., From quantum cellular automata to quantum lattice gases, J. Stat.
Phys. 85 (1996), no. 5-6, 551–574.
[61] Mielnik, B., Rosas-Ortiz, O., Factorization: little or great algorithm?, J. Phys. A
37 (2004), no. 43, 10007–10035.
[62] Moutard, T., Sur la construction des e`quations de la forme 1
z
d2z
dxdy
“ λpx, yq, qui
admettent une inte´grale ge´ne´rale explicite, J. de lEcole Poly. 45 (1878), 1–11.
[63] Mukaihira, A., Nakamura, Y., Schur flow for orthogonal polynomials on the unit
circle and its integrable discretization, J. Comput. Appl. Math. 139 (2002), no. 1,
75–94.
[64] Nenciu, I., Lax pairs for the Ablowitz-Ladik system via orthogonal polynomials on
the unit circle, Int. Math. Res. Not. 2005, no. 11, 647–686.
[65] Nenciu, I., CMV matrices in random matrix theory and integrable systems: a
survey, J. Phys. A 39 (2006), no. 28, 8811–8822.
80
[66] Nikishin, E. M., Sorokin, V. N., Rational approximations and orthogonality, Trans.
Math. Mono. 92, Amer. Math. Soc., Providence, RI, 1991.
[67] Schro¨dinger, E., A method of determining quantum-mechanical eigenvalues and
eigenfunctions, Proc. Roy. Irish Acad. Sect. A 46 (1940), 9–16.
[68] Schro¨dinger, E., Further studies on solving eigenvalue problems by factorization,
Proc. Roy. Irish Acad. Sect. A 46 (1941), 183–206.
[69] Shivakumar, P. N., Sivakumar, K. C., A review of infinite matrices and their ap-
plications, Linear Algebra Appl. 430 (2009), no. 4, 976–998.
[70] Simon, B., Orthogonal polynomials on the unit circle. Part 1 and 2, Amer. Math.
Soc. Colloq. Publ. Series 54, Vol. 1 and 2, Amer. Math. Soc., Providence, R. I., 2005.
[71] Simon, B., OPUC on one foot, Bull. Amer. Math Soc. 42 (2005), no. 4, 431–460.
[72] Simon, B., CMV matrices: Five years after, J. Comput. Appl. Math. 208 (2007),
no. 1, 120–154.
[73] Simon, B., Zeros of OPUC and long time asymptotics of Schur and related flows,
Inverse Probl. Imaging 1 (2007), no. 1, 189–215.
[74] Spiridonov, V., Vinet, L., Zhedanov, A., Spectral transformations, self-similar re-
ductions and orthogonal polynomials, J. Phys. A 30 (1997), no. 21, 7621–7637.
[75] Spiridonov, V., Zhedanov, A., Discrete Darboux transformations, the discrete-time
Toda lattice, and the Askey-Wilson polynomials, Methods Appl. Anal. 2 (1995), no.
4, 369–398.
[76] Szego˝, G., Orthogonal polynomials, Amer. Math. Soc. Colloq. Publ. 23, Amer.
Math. Soc., Providence, R.I., 1939; 4th edition, 1975.
[77] Teschl, G., Jacobi operators and completely integrable nonlinear lattices, Mathe-
matical Surveys and Monographs 72, Amer. Math. Soc., Providence, R. I., 2000.
[78] Toda, M., Theory of nonlinear lattices, 2nd edition, Springer Series in Solid-State
Sciences 20, Springer-Verlag, Berlin, 1989.
[79] Wall, S. H., Analytic Theory of Continued Fractions, D. Van Nostrand Company,
Inc., New York, N. Y., 1948.
[80] Wang, T.-L., Gragg, W. B., Convergence of the shifted QR algorithm for unitary
Hessenberg matrices, Math. Comp. 71 (2002), no. 240, 1473–1496.
[81] Watkins, D. S., Some perspectives on the eigenvalue problem, SIAM Rev. 35
(1993), no. 3, 430–471.
81
[82] Weidmann, J., Linear Operators in Hilbert Spaces, Graduate Texts in Mathematics
68, Springer-Verlag, New York-Berlin, 1980.
[83] Williamson, J., Quasi-unitary matrices, Duke Math. J. 3 (1937), no. 4, 715–725.
[84] Yoon, G. J., Darboux transforms and orthogonal polynomials, Bull. Korean Math.
Soc. 39 (2002), no. 3, 359–376.
[85] Zhedanov, A., Rational spectral transformations and orthogonal polynomials, J.
Comput. Appl. Math. 85 (1997), no. 1, 67–86.
82
