As plans are made to extend licenses for the aging fleet of commercial nuclear power plants for periods of sixty years and beyond, research into the long-term integrity of their concrete structures has increased. Ultrasound tomography is a useful tool for nondestructive evaluation of these concrete structures. Typically, pulse-echo measurements are made over a large surface and are processed using a reconstruction algorithm, producing a 3D image of the structure that highlights embedded defects. These measurements are processed using a delay-and-sum algorithm such as the synthetic aperture focusing technique (SAFT). Oak Ridge National Laboratory is developing novel ultrasound model-based image reconstruction (U-MBIR) algorithms to improve the imaging capability of pulse-echo ultrasound array imagers. U-MBIR is an inversion technique that reconstructs the sample under test from the ultrasound measurements by formulating and solving a mathematical optimization problem using two sets of terms: one set ensures that the reconstruction matches measured data based on a model for the physics of beam propagation with the noise in the detector, and another set ensures that the reconstruction has certain properties based on a model for the object being scanned. This paper compares three techniques: SAFT, frequency-banded SAFT (FB-SAFT), and U-MBIR. The U-MBIR method produces higher quality images of the underlying concrete structures compared to the images produced using SAFT and FB-SAFT from the same set of measurements. This paper also illustrates the detection of various defects with higher confidence due to the lower noise and artifact-free U-MBIR images.
INTRODUCTION
There is a growing concern regarding the safety and reliability of the infrastructure in existing and future nuclear power plants. Concrete makes up a large part of the infrastructure in buildings, containment, foundations, etc. The US Department of Energy (DOE) and the Nuclear Regulatory Commission (NRC), the Energy Power Research Institute (EPRI), and many universities have been investigating concrete degradation. The research presented here was funded by the DOE Light Water Reactor Sustainability Program to develop accurate image reconstructions of ultrasonic nondestructive evaluation (NDE) measurements performed on degraded concrete. Previously, destructive testing was the only method for monitoring concrete infrastructure, but with the development of NDE methods, concrete can be monitored without introducing fatigue into the infrastructure. Ultrasonic tomography is a good method of non-destructive evaluation (NDE) as it can be performed in locations where there is only access to one side of the concrete. The 2D-and 3D-image reconstructions generated from these data provide the accurate information needed to understand what is occurring inside the concrete.
ULTRASONIC NONDESTRUCTIVE EVALUATION
NDE measurements using ultrasonic instrumentation is an established method for detecting defects on the surface and inside of a solid medium. Ultrasonic NDE can be applied to metals and concrete. A pulser drives a pulse into a piezoelectric transducer that converts electrical pulses to mechanical pulses. 1 The pulses propagate through the medium that is in contact with the transducer. The signal reflects and is detected using a receiver (see Figure 1) . Energy lost from the signal, flaw signals, and other changes in the received signal (as compared to the sent signal) are due to defects in the medium. The depth that the ultrasonic NDE can travel depends on the center frequency of the instrument, the amount of energy remaining in the pulse after propagating from the transducer into the medium, as well as measurement duration. Each defect's size and location are mapped using the receive-signals from each transducer. Oak Ridge National Laboratory (ORNL) uses a commercially available ultrasonic tomography unit, MIRA, from Germann Instruments, Inc. MIRA has a linear array of transducers composed of 4 rows × 10 columns, totaling 40 transducers. A column of 4 transducers is treated as a single transmitter unit, with 4× the strength of an individual transducer. These transducers work by means of dry point of contact (DPC), which means that they do not require a coupling agent for the shear wave to penetrate the test medium. 2 As the first transducer transmits a pulse, the next 9 receivers detect the pulse generated (partial transmission example shown in Figure 2 ). The Synthetic Aperture Focusing Technique (SAFT) is easily applied for image reconstruction due to the fixed 40 mm (1.6 in) spacing between the transducers. Image reconstruction techniques are discussed further below. 
IMAGE RECONSTRUCTION OF ULTRASONIC NDE
ORNL is investigating two imaging techniques to be used in reconstructing the data acquired using the MIRA instrument: SAFT and U-MBIR. SAFT is a commonly used delay-and-sum reconstruction technique applied to timeof-flight signals. 6, 7, 8 However, SAFT has reconstruction limitations. ORNL developed MBIR, which is more powerful than SAFT, but takes longer to reconstruct the data (Figure 4) . 
Synthetic Aperture Focusing Technique
SAFT has the ability to improve focusing, and it also has quick reconstruction time. These advantages are due to the fact that SAFT only requires the time-of-flight of each signal and an understanding of the speed of sound in the material under test. These factors make SAFT a widely accepted technique for ultrasonic NDE. 9, 10 The reconstruction combines multiple A-scans to create a specialized B-scan or a cross sectional image of the interior of the test specimen.
11 A round-trip distance is calculated for each depth for a Tx-Rx pair by converting time to distance using the propagation velocity of the material. Then the energy from each unique received signal at that distance is summed and mapped to the depth location. 12 A color-coded image ( Figure 5 ) is generated based on the signal amplitude. Because standard SAFT has a lot of background noise and image artifacts, ORNL developed a frequencybanded SAFT (FB-SAFT) in 2014. To generate a FB-SAFT reconstruction, the time-series data are segmented into smaller frequency bands before applying the standard SAFT reconstruction. Specifically, wavelets are used to selectively eliminate or retain bands of frequency from the original time-series signal while allowing the frequency banded result to be returned as a new time-series. 13 FB-SAFT is well documented in other publications and reports. 11, 13, 14, 15 Figure 5. Single A-Scan used in SAFT reconstruction.
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While FB-SAFT is an improvement over standard SAFT, it still has limitations. Reducing the frequency content by selecting bands reduces the energy of the signal and in turn reduces the sharpness of the boundary shown at a reflective object, 2 causing the boundaries or defects within the concrete to become blurred.
FB-SAFT was tested on simulated data and was also demonstrated on physical data acquired on concrete specimens fabricated for an alkali-silica reaction experiment at EPRI's Charlotte, North Carolina, location. 11 These tests showed that selecting the appropriate frequency bands for FB-SAFT has a significant impact on the overall reconstruction.
Model-Based Iterative Reconstruction
This section summarizes the ultrasound model-based iterative reconstruction (U-MBIR) technique detailed by Almansouri.
16,17 MBIR techniques formulate reconstruction as a statistical estimation problem of the 3D volume from noisy pulse-echo ultrasound measurements. Specifically, the reconstruction is obtained as
where is the maximum aposteriori probability estimate of the unknown volume given the measurements , | is the probability density function (pdf) of the measurement given the unknown (likelihood model),
is the pdf of the unknown volume itself (the prior model), and in this case, y is a vector representing all the measured pulse-echo signals, and is a vectorized version of all the unknown voxels to be reconstructed.
The likelihood term encodes a physics-based model for the system and accounts for the noise characteristics of the detector, while the prior model term enforces a model for the underlying volume to be imaged. Note that this formulation is equivalent to solving a regularized inverse problem, where the reconstruction is obtained by minimizing a function that balances between a data-fidelity term and a regularization term that encourages certain desirable characteristics such as local smoothness in the reconstruction. These specific models ( Figure 6 ) were chosen so that the reconstruction is obtained by minimizing
where is a vector of all the measurements, is the noise standard deviation of the measurements, is a matrix that models beam propagation using straight-ray paths from the source to the receiver, along with an attenuation due to distance and beam-shape, accounts for the direct arrival signal, represents unknown scaling for the direct arrival signal amplitudes, is a vector of the ultrasound reflection of the sample under test, and
where is the set of all pairs of neighboring voxels,
, is set to be inversely proportional to the distance between the voxels and , is a function that penalizes the di ence between neighboring voxels, and coefficients coefficients ffer , , is a parameter of the function that controls the smoothness of the overall result.
Specifically, the penalty function corresponding to the q-generalized Markov random field 18 was chosen,
where 1 ≤ < = 2 ensures convexity and continuity of first and second derivatives, and is the regularization constant.
This model can be adjusted to account for samples with smooth interfaces (by setting = 2) and those with sharp interfaces ( = 1, total-variation model). Typically, and are fixed for a given system, while is set to obtain the best reconstruction. The parameter is further adjusted according to the depth of voxels to account for the loss of resolution of the ultrasound system as a function of depth, 17 resulting in a spatially variant depth-dependent regularizer. The overall algorithm is designed so that measurements from adjacent scan regions are jointly processed to obtain a single reconstruction as opposed to the traditional approach in which each section is reconstructed and then stitched together in a final step. To obtain the ultrasound MBIR, the function (2) is minimized using the nonhomogeneous iterative coordinate descent algorithm 19 that works by iteratively minimizing the function with respect to one voxel at a time. Such an approach results in an overall fast convergence, which in turn results in practical runtimes.
(a) (b) Figure 6 . Model used to formulate the MBIR method: (a) schematic of straight ray model used in which is the transmitted signal, is a point in the field of view, , , is the received signal reflected from , is the angle between and , and is the angle between and ; and (b) beam-profile of the transmitted signal (note that the signal strength decreases away from the axis of transmission).
In summary, the proposed linear ultrasound model-based algorithm involves formulating and finding a minimum of a cost function that uses a linear signal propagation model to account for beam-shapes and attenuation through the sample, along with a model for the object being imaged. This synergistic combination of models results in a powerful, flexible method that is also computationally tractable, leading to significantly better reconstructions than those provided by SAFT (Figure 7) . . Performance of U-MBIR compared to SAFT on a simulated data set: (a) phantom test structure used to simulate ultrasound measurements in (b) SAFT and (c) U-MBIR (note that the proposed MBIR method significantly improves reconstruction compared that obtained using SAFT).
SAFT vs. FB-SAFT vs. MBIR
Comparisons between SAFT and MBIR can appear drastically different (see Figure 7 ), but comparisons between FB-SAFT and MBIR are not as drastic. Each reconstruction has its strengths and weaknesses, as mentioned above. While MBIR requires more computational time, it implements known imaging techniques not considered in the SAFT method. It is unclear which reconstruction provides better imaging at greater depths because both reconstructions require good raw data from the ultrasonic instrument. As mentioned previously, selecting the appropriate frequency band for FB-SAFT reconstruction impacts the noise and artifacts in the image (Figure 8 ). The MIRA instrument center frequency is 50 kHz, so it is visibly obvious that a frequency band that encompasses this frequency yields better reconstruction results. The reconstructions displayed in Figure 8 show a small improvement between the SAFT and FB-SAFT results using the 0-31.25 kHz band, but a large improvement in FB-SAFT when the 31.25-62.5 kHz band was used. Figure 9 shows a comparison of the FB-SAFT results using 31.25-62.5 kHz and U-MBIR. Most of the reflections indicated by 1 and 3 at the tops of the images are due to the rebar in the concrete. Four pieces of rebar are visible in the FB-SAFT reconstruction. Several regions in the FB-SAFT reconstruction show defects internal to the concrete. These are likely alkali-silica reaction (ASR) regions that are developing and cracking. These regions do not show up in the U-MBIR reconstructions due to human error in the variables and thresholds set by the user. If color mapping is set incorrectly, then defects will not be detected.
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