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A quantified Tauberian theorem for
Laplace-Stieltjes transform
Markus Hartlapp
Abstract. We prove a quantified Tauberian theorem involving Laplace-
Stieltjes transform which is motivated by the work of Ingham and Kara-
mata. For this, we consider functions which are locally of bounded vari-
ation and, therefore, get a generalisation of some results of Batty and
Duyckaerts. We show that our theorem can be applied to special Dirich-
let series.
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1. Introduction
Considering Tauberian theorems which involve Laplace-Stieltjes transform is
a business with a history of over 100 years. In 1916 Riesz generalised his
observations about Dirichlet series to Laplace-Stieltjes transforms of func-
tions which are locally of bounded variation [10]. Some years later his work
was refined independently by Ingham [5] and Karamata [6] who stated the
following Tauberian theorem.
Theorem 1.1. Let X be a Banach space, A : [0,∞) → X locally of bounded
variation, A(0) = 0 and assume that there are C′ > 0 and x0 > 0 so that
lim sup
t→∞
∣∣∣∣
∣∣∣∣e−x0t
∫ t
0
ex0sdA(s)
∣∣∣∣
∣∣∣∣ ≤ C′.
Then f(z) =
∫∞
0
e−zsdA(s) is convergent for every z ∈ C with Re(z) > 0.
Suppose further, that for some A∞ ∈ X the function z 7→ f(z)−A∞z admits a
continuous extension to the closed half-plane {z ∈ C | Re(z) ≥ 0}. Then
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lim sup
t→∞
||A(t) −A∞|| ≤ 2C′.
Actually, Ingham and Karamata showed this only for scalar-valued A but
there is no difficulty to adapt the proof for the vector-valued case.
In his approach to the Prime Number Theorem, Newman gave a new proof
of Riesz’ Tauberian theorem for Dirichlet series [9]. This proof was adapted
to Laplace transforms of bounded measurable functions by Korevaar [7] and
Zagier [11] who obtained special cases of the Ingham-Karamata-theorem. For
an overview of the development of Tauberian theory see [8].
The Newman-Korevaar-Zagier technique helped to state new kinds of
results in the theory of stability of operator semigroups, see for example
[1]. Recent results in stability theory gave not only conditions for stability
but stated convergence rates for semigroups (T (t))t≥0 and, analogously, for
bounded measurable functions f : [0,∞) → X , where X is a Banach space,
for large times, see [2],[3].
In this paper we combine the ideas of Ingham and Karamata with those
of Batty and Duyckaerts. Therefore, we get both a quantitative version of
Theorem 1.1 and a generalization of [2, Theorem 4.1.] in the case k = 1. In
fact, we show the following.
Theorem 1.2. Take the same assumptions as in Theorem 1.1. In addition, let
M : [0,∞) → [1,∞) be a continuous, increasing function and R : [0,∞) →
[1,∞] an increasing function. Assume that there exist C > 0, T ≥ 0 so that
sup
t>T
sup
x0≤x≤R(t)
∣∣∣∣
∣∣∣∣xe−xt
∫ t
0
exsdA(s)
∣∣∣∣
∣∣∣∣ ≤ C. (1.1)
Suppose further that
f has an analytic extension into the region
Q :=
{
z ∈ C
∣∣ 0 ≥ x > − 1
M(|y|)
}
(1.2)
and that
||f(z)|| ≤M(|y|) holds throughout Q, where z = x+ iy. (1.3)
Then there exist K > 0, T ′ ≥ 0 so that
||A(t)− f(0)|| ≤ Kmax
{
1
M−1log
(
t
4
) , 1
R(t)
}
for every t > T ′, where M−1log is the inverse of the function Mlog defined by
Mlog(a) =M(a)(log a+ logM(a)− 12 log(5C)) for a ≥ 1.
If R(t), for increasing t, is growing quickly enough then we get exactly the
same rate as in [2], [3] – see Remark 4.1 below – but for a wider class of
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functions, namely functions which are locally of bounded variation. Regarding
the assumptions we remark the following.
(i) In addition to Ingham and Karamata, we assume the Tauberian condi-
tion (1.1). There is a function A such that this 6condtion is not true for
T = 0; see Remark 2.4.
(ii) The continuation property (1.2) and the growth condition (1.3) are as
in [2]. They ensure that we get a quantitative result.
In the following section we give three useful lemmas for the proof of Theorem
1.2 which we present in Section 3. Subsequently, we show that Theorem 1.2
includes the result from [2] and can be applied to Dirichlet series f(z) =∑∞
n=1 bnn
−z with a bounded sequence of coefficients (bn)n∈N. For the rest of
the article, we define H := {z ∈ C | Re(z) > 0} and R+ := [0,∞).
2. Preliminaries
In this section we prove three lemmas which will be applied in the proof of
Theorem 1.2. In all of them we deduce different conclusions from the same
condition, namely a condition similar to (1.1).
Lemma 2.1. Let X be a Banach space, A : R+ → X locally of bounded
variation, A(0) = 0 and suppose that
sup
t∈R+
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
exsdA(s)
∣∣∣∣
∣∣∣∣ ≤ C
for some x > 0 and some C > 0. Let z = x+ iy, y ∈ R. Then
sup
t∈R+
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
ezsdA(s)
∣∣∣∣
∣∣∣∣ ≤ C
(
1 +
|y|
x
)
.
Proof. First, define G : R+ → X by G(s) =
∫ s
0
exrdA(r), s ∈ R+. Then we
have by properties of the Riemann-Stieltjes integral
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
ezsdA(s)
∣∣∣∣
∣∣∣∣ =
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
exseiysdA(s)
∣∣∣∣
∣∣∣∣ =
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
eiysdG(s)
∣∣∣∣
∣∣∣∣ .
Integration by parts (cf. [4, p.63]) and suitable estimates yield
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
eiysdG(s)
∣∣∣∣
∣∣∣∣ =
∣∣∣∣
∣∣∣∣e−xt
([
eiysG(s)
]t
0
− iy
∫ t
0
eiysG(s)ds
)∣∣∣∣
∣∣∣∣
≤
∣∣∣∣
∣∣∣∣e−xteiyt
∫ t
0
exrdA(r)
∣∣∣∣
∣∣∣∣
+ |y|
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
eiysexse−xs
(∫ s
0
exrdA(r)
)
ds
∣∣∣∣
∣∣∣∣
≤ C + |y|e−xt
∫ t
0
|eiys|exs
∣∣∣∣
∣∣∣∣e−xs
∫ s
0
exrdA(r)
∣∣∣∣
∣∣∣∣ds
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≤ C + C|y|e−xt
∫ t
0
exsds
= C
(
1 +
|y|
x
(1− e−xt)
)
≤ C
(
1 +
|y|
x
)
.
As this is true for every t ∈ R+, we proved the claim. 
Lemma 2.2. Let X be a Banach space, A : R+ → X locally of bounded
variation, A(0) = 0 and suppose that
sup
t∈R+
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
exsdA(s)
∣∣∣∣
∣∣∣∣ ≤ C
for some x > 0 and some C > 0. Let z = x+ iy, y ∈ R. Then
sup
t∈R+
∣∣∣∣
∣∣∣∣ext
∫ ∞
t
e−zsdA(s)
∣∣∣∣
∣∣∣∣ ≤ C
(
3 +
|y|
x
)
. (2.1)
Proof. Again we consider the function G given by G(s) =
∫ s
0
exrdA(r), s ∈
R+. First, we show that the integral in (2.1) exists. We have
∣∣∣∣
∣∣∣∣
∫ v
t
e−zsdA(s)
∣∣∣∣
∣∣∣∣ =
∣∣∣∣
∣∣∣∣
∫ v
t
e−iyse−xse−xsexsdA(s)
∣∣∣∣
∣∣∣∣
=
∣∣∣∣
∣∣∣∣
∫ v
t
e−iyse−2xsdG(s)
∣∣∣∣
∣∣∣∣ .
Integration by parts and suitable estimates yield
∣∣∣∣
∣∣∣∣
∫ v
t
e−iyse−2xsdG(s)
∣∣∣∣
∣∣∣∣ =
∣∣∣∣
∣∣∣∣[e−iyse−2xsG(s)]vt + (2x+ iy)
∫ v
t
e−iyse−2xsG(s)ds
∣∣∣∣
∣∣∣∣
≤
∣∣∣∣
∣∣∣∣e−iyve−2xv
∫ v
0
exrdA(r) − e−iyte−2xt
∫ t
0
exrdA(r)
∣∣∣∣
∣∣∣∣
+ 2x
∫ v
t
e−xs
∣∣∣∣
∣∣∣∣e−xs
∫ s
0
exrdA(r))
∣∣∣∣
∣∣∣∣ ds
+ |y|
∫ v
t
e−xs
∣∣∣∣
∣∣∣∣e−xs
∫ s
0
exrdA(r)
∣∣∣∣
∣∣∣∣ds
≤ Ce−xv + Ce−xt + 2xC
∫ v
t
e−xsds+ C|y|
∫ v
t
e−xsds
= C(e−xv + e−xt)− 2C(e−xv − e−xt)
− C |y|
x
(e−xv − e−xt)
which converges to 0 for v, t→∞ and, therefore, the improper integral exists.
For the estimate (2.1) we write∣∣∣∣
∣∣∣∣ext
∫ ∞
t
e−zsdA(s)
∣∣∣∣
∣∣∣∣ = limv→∞
∣∣∣∣
∣∣∣∣ext
∫ v
t
e−iyse−2xsdG(s)
∣∣∣∣
∣∣∣∣ .
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The above estimate gives, for every t ∈ R+,
lim
v→∞
∣∣∣∣
∣∣∣∣ext
∫ v
t
e−iyse−2xsdG(s)
∣∣∣∣
∣∣∣∣ ≤ limv→∞
[
C(ex(t−v) + 1)− 2C(ex(t−v) − 1)
−C |y|
x
(ex(t−v) − 1)
]
= C
(
3 +
|y|
x
)
.

Lemma 2.3. Let X be a Banach space, A : R+ → X locally of bounded
variation, A(0) = 0 and suppose that
sup
t∈R+
∣∣∣∣
∣∣∣∣e−x0t
∫ t
0
ex0sdA(s)
∣∣∣∣
∣∣∣∣ ≤ C
for some x0 > 0 and some C > 0. Then
sup
t∈R+
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
exsdA(s)
∣∣∣∣
∣∣∣∣ ≤ Cx0x
for every x with 0 < x ≤ x0.
Proof. By using G(s) =
∫ s
0 e
x0rdA(r), s ∈ R+ we have
∣∣∣∣
∣∣∣∣
∫ t
0
exsdA(s)
∣∣∣∣
∣∣∣∣ =
∣∣∣∣
∣∣∣∣
∫ t
0
exse−x0sex0sdA(s)
∣∣∣∣
∣∣∣∣
=
∣∣∣∣
∣∣∣∣
∫ t
0
es(x−x0)dG(s)
∣∣∣∣
∣∣∣∣ .
Remember that ||G(s)|| ≤ Cex0s according to the assumptions. We integrate
by parts and estimate:
∣∣∣∣
∣∣∣∣
∫ t
0
es(x−x0)dG(s)
∣∣∣∣
∣∣∣∣ =
∣∣∣∣
∣∣∣∣[es(x−x0)G(s)]t0 − (x− x0)
∫ t
0
es(x−x0)G(s)ds
∣∣∣∣
∣∣∣∣
≤
∣∣∣∣∣∣et(x−x0)G(t)∣∣∣∣∣∣+ |x− x0|
∫ t
0
exse−x0s||G(s)||ds
≤ Cext + C|x− x0|
∫ t
0
exsds
= Cext + C
|x− x0|
x
(ext − 1)
≤
(
1 +
|x− x0|
x
)
Cext. (2.2)
The coefficient can be simplified to
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1 +
x0 − x
x
=
x0
x
and we get the result. 
Remark 2.4. For proving Theorem 1.2 it would be nice to extend the result
of Lemma 2.3 to all x ∈ (0, R(t)]. In fact, this is not possible for all t ∈ R+.
For example, fix T > 0 and consider A : R+ → {0, 1} with
A(t) =
{
0, 0 ≤ t ≤ T,
1, t > T.
Then A is of bounded variation and A(0) = 0. Let x > 0. Define gx : R+ →
R+ by
gx(t) := e
−xt
∫ t
0
extdA(t) =
{
0, 0 ≤ t ≤ T,
ex(T−t), t > T.
Now choose x0 = 1 and set C := 1 = sup
t∈R+
|gx0(t)|. Because sup
t∈R+
|gx(t)| = 1
holds for every x > 0 we have
sup
t∈R+
|gx(t)| > 1
x
=
Cx0
x
for every x > x0. But notice that there exists T
′ > T so that
sup
t>T ′
|gx(t)| < 1
x
=
Cx0
x
is true for all x > 0 and, in particular, for all x ∈ (0, R(t)].
3. Proof of Theorem 1.2
First, we show that the condition
sup
t∈R+
∣∣∣∣
∣∣∣∣e−x0t
∫ t
0
ex0sdA(s)
∣∣∣∣
∣∣∣∣ ≤ C (3.1)
for some x0 > 0 and some C > 0 is sufficient for the existence of the Laplace-
Stieltjes transform f(z) =
∫∞
0
e−zsdA(s) of A for every z ∈ H . Using inequal-
ity (2.2) in the proof of Lemma 2.3 we conclude that (3.1) is vaild for every
x > 0. By Lemma 2.2 we get that
∫∞
t
e−zsdA(s) exists for every z = x + iy
with x > 0 and y ∈ R. Therefore, we proved the above claim.
For proving the quantitative statement we use the notation
ft(z) =
∫ t
0
e−zsdA(s)
so that
ft(0) =
∫ t
0
dA(s) = A(t)
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and consider now the behaviour of ||ft(0)− f(0)|| for large t. Fix t > T and
consider R ∈ [1, R(t)]. We form a contour Γ which consists of two parts: Γ1 is
the arc {z ∈ C | |z| = R,Re(z) ≥ 0} in the closed right half-plane. Γ2 consists
of the three segments [iR,− 12M(R) + iR], [− 12M(R) + iR,− 12M(R) − iR] and
[− 12M(R) − iR,−iR]. Therefore, Γ2 is contained in Q. By Cauchy’s integral
formula we get
||ft(0)− f(0)|| =
∣∣∣∣∣
∣∣∣∣∣ 12pii
∫
Γ
ft(z)− f(z)
z
etz
(
1 +
z2
R2
)2
dz
∣∣∣∣∣
∣∣∣∣∣ . (3.2)
As ft is an entire function we can replace the integral
∫
Γ2
ft(z)
etz
z
(1+ z
2
R2
)2dz
by an integral over Γ˜1 = {z ∈ C | |z| = R,Re(z) < 0}, which is the reflection
of Γ1 through the origin. Let us split the integral in (3.2) into three parts:
||ft(0)− f(0)|| ≤
∣∣∣∣∣
∣∣∣∣∣ 12pii
∫
Γ1
ft(z)− f(z)
z
etz
(
1 +
z2
R2
)2
dz
∣∣∣∣∣
∣∣∣∣∣
+
∣∣∣∣∣
∣∣∣∣∣ 12pii
∫
Γ˜1
ft(z)
z
etz
(
1 +
z2
R2
)2
dz
∣∣∣∣∣
∣∣∣∣∣
+
∣∣∣∣∣
∣∣∣∣∣ 12pii
∫
Γ2
f(z)
z
etz
(
1 +
z2
R2
)2
dz
∣∣∣∣∣
∣∣∣∣∣
=: I + II + III
Now, we estimate every single integral. For that we use
∣∣∣∣1 + z2R2
∣∣∣∣ = 2|x|R , 1|z| = 1R, |y| ≤ R
on the circle |z| = R, with z = x+ iy. By Lemma 2.3 we know that
sup
t>T
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
exsdA(s)
∣∣∣∣
∣∣∣∣ ≤ Cx0 ·
x0
x
=
C
x
for every x with 0 < x < x0. So all estimations do not depend on whether
x is smaller than x0 or fulfills x0 ≤ x ≤ R. Then I can be estimated by
(remember z = x+ iy and notice that x ≥ 0 on Γ1)
I ≤ 1
2pi
∫
Γ1
||(ft(z)− f(z))||etx 4x
2
R3
|dz|
=
1
2pi
∫
Γ1
∣∣∣∣
∣∣∣∣etx
∫ ∞
t
e−zsdA(s)
∣∣∣∣
∣∣∣∣ 4x2R3 |dz|
≤ 1
2pi
∫
Γ1
C
x
(
3 +
|y|
x
)
4x2
R3
|dz|
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≤ 6C
piR3
∫
Γ1
x |dz|+ 2C
piR2
∫
Γ1
|dz|
=
12C
piR
+
2C
R
≤ 6C
R
,
where we used Lemma 2.2. For the estimation of II we assume x < 0 and
define z˜ := −z = −x− iy, with y ∈ R and z˜ lies in the right half-plane. Now,
similar considerations give
II ≤ 1
2pi
∫
Γ˜1
||ft(z)||etx 4(−x)
2
R3
|dz|
=
1
2pi
∫
Γ˜1
∣∣∣∣
∣∣∣∣etx
∫ t
0
ez˜sdA(s)
∣∣∣∣
∣∣∣∣ 4(−x)2R3 |dz|
≤ 1
2pi
∫
Γ˜1
C
−x
(
1 +
|y|
−x
)
4(−x)2
R3
|dz|
≤ 2C
piR3
∫
Γ˜1
(−x) |dz|+ 2C
piR2
∫
Γ˜1
|dz|
=
4C
piR
+
2C
R
≤ 4C
R
,
where we used Lemma 2.1. Finally, we consider III. By assumption, ||f(z)||
is less than or equal to M(|y|) for every z = x + iy on the path of integra-
tion. Along the segments [iR,− 12M(R) + iR] and [− 12M(R) − iR,−iR] we have
(remember R ≥ 1,M(R) ≥ 1)
∣∣∣∣1 + z2R2
∣∣∣∣ ≤
√
2
R
and
1
|z| ≤
1
R
.
For the segment from − 12M(R) + iR to − 12M(R) − iR we can estimate∣∣∣∣1 + z2R2
∣∣∣∣ ≤ √2 and 1|z| ≤ 2M(R).
Therefore, we get
III ≤ 1
2pi
(
2
∫ 0
− 1
2M(R)
M(R)etx
1
R
· 2
R2
dx
)
+
1
2pi
∫ R
−R
M(R)e−
t
2M(R) · 2M(R) · 2 dy.
Since
∫ 0
− 1
2M(R)
etxdx =
1
t
− 1
t
e−
t
2M(R) ≤ 1
t
,
we conclude
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III ≤ M(R)
tR3
+ 2R(M(R))2e−
t
2M(R) .
If we summarize all estimates we have
||A(t) − f(0)|| ≤ 10C
R
+
M(R)
tR3
+ 2R(M(R))2e−
t
2M(R) . (3.3)
Now, we optimize this estimate over R by equating the first and the third
term of the right-hand side:
10C
Ropt
= 2Ropt(M(Ropt))
2e
− t
2M(Ropt) .
Therefore, we get
t = 4M(Ropt)
(
logRopt + logM(Ropt)− 1
2
log(5C)
)
, (3.4)
that is
Ropt =M
−1
log
(
t
4
)
,
where M−1log is the inverse of the function on the right-hand side of (3.4), i.e.
Mlog(·) =M(·)(log ·+ logM(·)− 12 log(5C)).
Since R ≥ 1 by assumption, we have t ≥ 4M(1) (logM(1)− 12 log(5C)).
So we define
T ′ := max
{
T , 4M(1)
(
logM(1)− 1
2
log(5C)
)}
.
If we insert t into the middle term of the sum in (3.3) it follows
M(Ropt)
tR3opt
≤ 1
logM(1)− log(√5C) ·
1
R3opt
≤ K
′
Ropt
=
K ′
M−1log
(
t
4
) ,
where K ′ := (logM(1)− log(√5C))−1. Finally, we check if Ropt ∈ [1, R(t)] is
true. If Ropt ∈ [1, R(t)], then
||A(t)− f(0)|| ≤ 20C
Ropt
+
K ′
Ropt
≤ K
M−1log
(
t
4
) (3.5)
for every t > T ′, with a suitable K > 0. Otherwise, we have
1
M−1log
(
t
4
) = 1
Ropt
≤ 1
R(t)
,
so that
||A(t) − f(0)|| ≤ 20C
Ropt
+
K ′
Ropt
≤ K
R(t)
(3.6)
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for every t > T ′, with a suitable K > 0. Combining (3.5) and (3.6) gives the
result of Theorem 1.2.
Remark 3.1. The integrand in (3.2) is multiplied by the terms
(
1 + z
2
R2
)2
,
which is the so-called ”fudge factor”, and etz. Both do not change the value
of the contour integral but help to estimate the integral, see [7]. This idea is
due to Newman [9].
4. Different Remarks
In this section we show that Theorem 1.2 includes the results from [2] and
can be applied to Dirichlet series with bounded coefficients.
Remark 4.1. Let X be a Banach space and f : R+ → X a bounded mea-
surable function. We know that fˆ(z) =
∫∞
0
ezsf(s)ds exists for every z ∈ H
and that f ∈ L1loc(R+;X). Furthermore, the function A : R+ → X with
A(t) :=
∫ t
0
f(s)ds is locally of bounded variation and differentiable almost
everywhere. So A is an antiderivative of f with A(0) = 0. Denote by C the
bound of ||f(s)||. Then
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
exsdA(s)
∣∣∣∣
∣∣∣∣ =
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
exsf(s)ds
∣∣∣∣
∣∣∣∣
≤ e−xt
∫ t
0
exs||f(s)||ds
≤ Ce−xt · 1
x
(ext − 1)
≤ C
x
,
for every t ∈ R+ and every x > 0. Choosing R(t) = ∞ for every t > 0 we
see that condition (1.1) is satisfied. For this choice of R(t), the condition
Ropt ∈ [1, R(t)] is always true.
Further, if we make the same assumptions as in Section 4 of [2], all con-
ditions of our Theorem 1.2 are fulfilled. So we can conclude that there exist
T ′ ≥ 0,K > 0 so that
∣∣∣∣
∣∣∣∣
∫ t
0
f(s)ds− f(0)
∣∣∣∣
∣∣∣∣ ≤ Kmax
{
1
M−1log
(
t
4
) , 1
R(t)
}
(4.1)
for every t > T ′, where M−1log is the inverse of the function Mlog defined by
Mlog(a) =M(a)(log a+ logM(a)− 12 log(5C)) for a ≥ 1.
Note that by the above choice of R(t) the maximum in (4.1) is equal to
(M−1log (
t
4 ))
−1 for every t > T ′. In this way we recover [2, Theorem 4.1.] in the
case k = 1.
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Remark 4.2. We show that condition (1.1) of Theorem 1.2 is automatically
true for special Dirichlet series.
Let X be a Banach space and (bn)n∈N ∈ l∞(X). Set D := max{||b||∞, 1}.
Define a sequence (an)n∈N by an :=
bn
n
for every n ∈ N. Consider the Dirichlet
series
f(z) =
∞∑
n=1
an
nz
=
∞∑
n=1
bn
nz+1
,
which is analytic in H . Furthermore, we define A : R+ → X by A(s) :=∑
log n<s an so that A is locally of bounded variation, continuous from the
left and A(0) = 0. For t > 0 and x > 0 we get
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
exsdA(s)
∣∣∣∣
∣∣∣∣ =
∣∣∣∣∣∣
∣∣∣∣∣∣e−xt
∑
log n< t
ex lognan
∣∣∣∣∣∣
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∣∣∣∣∣∣e−xt
∑
log n< t
nxan
∣∣∣∣∣∣
∣∣∣∣∣∣
≤ De−xt
∑
logn< t
nx−1
≤ De−xt
⌊et⌋∑
n=1
nx−1.
Further estimates yield
e−xt
⌊et⌋∑
n=1
nx−1 ≤ e−xt
∫ et
0
(s+ 1)x−1ds
≤ 1
x
e−xt(et + 1)x
=
1
x
(1 + e−t)x,
which is bounded by e · x−1 for every t ∈ R+ and every x with 0 < x ≤ et.
Define R(t) := et for every t > 0. It follows that R(t) > 1. Defining C := D ·e
we conclude
∣∣∣∣
∣∣∣∣e−xt
∫ t
0
exsdA(s)
∣∣∣∣
∣∣∣∣ ≤ Cx
for every t > 0 and x ∈ (0, et]. Therefore, we state the following corollary of
Theorem 1.2.
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Corollary 4.3. Let X be a Banach space and (bn)n∈N ∈ l∞(X). Define an :=
bn
n
for every n ∈ N. Then the Dirichlet series
f(z) =
∞∑
n=1
an
nz
is analytic in {z ∈ C | Re(z) > 0}. Let M : [0,∞)→ [1,∞) be a continuous,
increasing function and define R : [0,∞) → [1,∞] by R(t) := et. Assume
that f has an analytic extension into the region
Q :=
{
z ∈ C
∣∣ 0 ≥ x > − 1
M(|y|)
}
so that ||f(z)|| ≤ M(|y|) holds throughout Q, where z = x + iy. Then there
exist K > 0, T ′ ≥ 0 so that
∣∣∣∣
∣∣∣∣ ∑
logn<t
an − f(0)
∣∣∣∣
∣∣∣∣ ≤ Kmax
{
1
M−1log
(
t
4
) , 1
R(t)
}
for every t > T ′, where M−1log is the inverse of the function Mlog defined by
Mlog(a) =M(a)(log a+ logM(a)− 12 log(5C)) for a ≥ 1.
Acknowledgement
I am grateful to my supervisor Ralph Chill for his support and his suggestions,
which helped to improve the paper a lot.
References
[1] W. Arendt, C.J.K. Batty, M. Hieber, and F. Neubrander.Vector-valued Laplace
transforms and Cauchy problems. Monographs in Mathematics. Birkha¨user
Verlag, Basel, 2001.
[2] C.J.K Batty and T. Duyckaerts. Non-uniform stability for bounded semi-
groups on Banach spaces. J. Evol. Equ., pages 765 – 780, 2008.
[3] R. Chill and D. Seifert. Quantified versions of Ingham’s theorem. Bull. Lond.
Math. Soc., pages 519 – 532, 2016.
[4] E. Hille and R.S. Phillips. Functional analysis and semi-groups. American
Mathematical Society Colloquium Publications. American Mathematical So-
ciety, Providence, R. I., 1957.
[5] A.E. Ingham. On Wiener’s Method in Tauberian Theorems. Proc. London
Math. Soc., pages 458 – 450, 1935.
[6] J. Karamata. Weiterfu¨hrung der N. Wienerschen Methode. Math. Z., pages
701 – 708, 1934.
[7] J. Korevaar. On Newman’s quick way to the prime number theorem. Math.
Intelligencer, pages 108 – 115, 1982.
[8] J. Korevaar. Tauberian theory. Grundlehren der Mathematischen Wissen-
schaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag,
Berlin, 2004.
A quantified Tauberian theorem for Laplace-Stieltjes transform 13
[9] D.J. Newman. Simple analytic proof of the prime number theorem. Amer.
Math. Monthly, pages 693 – 696, 1980.
[10] M. Riesz. Ein Konvergenzsatz fu¨r Dirichletsche Reihen. Acta Math., pages 349
– 361, 1916.
[11] D. Zagier. Newman’s short proof of the prime number theorem. Amer. Math.
Monthly, pages 705 – 708, 1997.
Markus Hartlapp
Institute of Analysis
Technische Universita¨t Dresden
Zellescher Weg 12-14
01069 Dresden
Germany
e-mail: markus sebastian.hartlapp@tu-dresden.de
