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Abstrakt
Tento diplomovy´ projekt se zaby´va´ mozˇnostmi operacˇn´ıho syste´mu GNU/Linux v oblasti
zajiˇsteˇn´ı kvality poskytovany´ch s´ıt’ovy´ch sluzˇeb. Pra´ce porovna´va´ a hodnot´ı prostrˇedky k
zajiˇsteˇn´ı kvality sluzˇeb dostupne´ v operacˇn´ım syste´mu GNU/Linux. C´ılem pra´ce je diskuto-
vat nedostatky a prˇednosti teˇchto prostrˇedk˚u a navrhnout syste´m, ktery´ rˇesˇ´ı problematiku
zajiˇsteˇn´ı kvality sluzˇeb. Navrzˇeny´ syste´m vyuzˇ´ıva´ heuristiky, ktera´ umozˇn´ı uzˇivateli nasta-
vit kvalitu sluzˇeb i bez nutnosti studovat specificke´ vlastnosti komunikacˇn´ıch protokol˚u na
u´rovni s´ıt’ove´ nebo aplikacˇn´ı vrstvy. Soucˇa´st´ı projektu je take´ teoreticky´ u´vod do proble-
matiky kvality sluzˇeb a architektury pocˇ´ıtacˇovy´ch s´ıt´ı.
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Abstract
This master’s thesis deals with the possibilities how to guarantee the quality of service in
the area of computer networks using a GNU/Linux operating system. This work compares
and evaluates tools which are necessary to guarantee the quality of service. The goal of this
work is to discuss the advantages and disadvantages of these tools and to design a system
which handles the problem of quality of service. Designed system uses a heuristics, which
allows the user to set up the quality of service system without studying specific properties
of communication protocols on the network or application layer. This work also includes a
theoretical introduction into the quality of service and computer networks.
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Kapitola 1
U´vod
Dnesˇn´ı sveˇt si nelze prˇedstavit bez mozˇnosti snadne´ a rychle´ komunikace, internetu a mul-
time´di´ı. Sta´le v´ıce pocˇ´ıtacˇovy´ch s´ıt´ı, a to jak maly´ch, tak rozlehly´ch, je prˇipojova´no k
internetu a vznika´ potrˇeba tyto s´ıteˇ chra´nit a zajistit jejich uzˇivatel˚um mozˇnost pohodlneˇ,
bezpecˇneˇ a efektivneˇ pracovat. Veˇtsˇina maly´ch a strˇedn´ıch s´ıt´ı prˇipojovany´ch do inter-
netu rˇesˇ´ı proble´m u´zke´ho hrdla v prˇ´ıpadeˇ konektivity do te´to mezina´rodn´ı s´ıteˇ. V mnoha
prˇ´ıpadech doka´zˇe vhodneˇ nastaveny´ syste´m pro zajiˇsteˇn´ı kvality sluzˇeb na prˇ´ıstupove´m
bodu do mezina´rodn´ı s´ıteˇ usˇetrˇit cˇas a pen´ıze prˇipojeny´ch uzˇivatel˚u.
Tato pra´ce se zaby´va´ mozˇnostmi operacˇn´ıho syste´mu GNU/Linux v oblasti s´ıt´ı a zajiˇs-
teˇn´ı kvality sluzˇeb pro uzˇivatele prˇipojene´ do internetu. C´ılem pra´ce je porovnat mozˇnosti
prostrˇedk˚u k tomuto u´cˇelu dostupny´ch, diskutovat jejich prˇednosti a nedostatky a na-
vrhnout syste´m, ktery´ rˇesˇ´ı problematiku zajiˇsteˇn´ı kvality sluzˇeb. Navrzˇeny´ syste´m spojuje
mozˇnosti poskytovane´ standardn´ımi na´stroji dostupny´mi v operacˇn´ım syste´mu GNU/Linux
s novy´m prˇistupem ke klasifikaci s´ıt’ove´ho provozu.
Soucˇa´st´ı projektu je teoreticky´ u´vod do problematiky kvality sluzˇeb a architektury
pocˇ´ıtacˇovy´ch s´ıt´ı.
Vy´sledkem je porovna´n´ı mozˇnost´ı operacˇn´ıho syse´mu GNU/Linux slouzˇit jako platforma
pro zajiˇsteˇn´ı kvality s´ıt’ovy´ch sluzˇeb a implementace navrzˇene´ho syste´mu, ktery´ v rea´lne´m
cˇase reaguje na provoz generovany´ jednotlivy´mi uzˇivateli a doka´zˇe se mu prˇizp˚usobovat.
Tento diplomovy´ projekt navazuje na rocˇn´ıkovy´ projekt Srovna´n´ı s´ıt’ove´ vrstvy BSD
a Linuxu, ktery´ tvorˇ´ı za´klady kapitoly 3 a 4. Da´le potom pra´ce navazuje na semestra´ln´ı
projekt, ktery´ je soucˇa´st´ı zada´n´ı diplomove´ho projektu. V ra´mci semestra´ln´ıho projektu
byly vypracova´ny kapitoly 2,3,4 a cˇa´st kapitoly 5. Beˇhem semestra´ln´ıho projektu byly pro-
zkouma´ny teoreticke´ mater´ıa´ly a navrzˇena architektura vy´sledne´ho syste´mu.
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Kapitola 2
Kvalita sluzˇeb (QoS)
V oblasti dnesˇn´ıch pocˇ´ıtacˇovy´ch s´ıt´ı znamena´ pojem kvalita sluzˇeb schopnost s´ıteˇ dosaho-
vat pozˇadovany´ch parametr˚u pro r˚uzne´ typy s´ıt’ovy´ch aplikac´ı na lince o urcˇite´ sˇ´ıˇrce pa´sma,
kterou je s´ıt’ prˇipojena do dalˇs´ı s´ıt’eˇ (typicky do internetu). Ru˚zna´ rˇesˇen´ı, zaby´vaj´ıc´ı se
zajiˇsteˇn´ım kvality sluzˇeb pro tyto aplikace, mus´ı pocˇ´ıtat nejen s jednoduchy´m rozdeˇlen´ım
sˇ´ıˇrky pa´sma, ale take´ s chybami a proble´my,[7] ktere´ se vyskytuj´ı v nyneˇjˇs´ıch s´ıt´ıch, fun-
guj´ıc´ıch na principu prˇep´ına´n´ı paket˚u.
ztracene´ pakety (packet loss) - mu˚zˇe se sta´t, zˇe neˇktere´ z router˚u, vyskytuj´ıc´ıch se v
cesteˇ paketu, jej nedorucˇ´ı. Tento prˇ´ıpad mu˚zˇe nastat naprˇ´ıklad prˇi velke´m vyt´ızˇen´ı
neˇktere´ z cest, ktery´mi paket procha´z´ı nebo take´ poruchou neˇktere´ho z router˚u. V
d˚usledku te´to chyby potom vznika´ situace, kdy aplikace, ktera´ dany´ paket ocˇeka´va´,
pozˇa´da´ o jeho znovu zasla´n´ı a zp˚usob´ı tak zpozˇdeˇn´ı. Pokud vsˇak je sluzˇba navrzˇena
tak, zˇe nen´ı nutne´ obdrzˇet kazˇdy´ paket, pak pokracˇuje v cˇinnosti, ale je ovlivneˇna
touto chybou (naprˇ´ıklad kra´tky´ vy´padek zvuku nebo artefakty v obraze).
zpozˇdeˇn´ı (delay) - mu˚zˇe trvat r˚uznou dobu, nezˇ paket doputuje do sve´ho c´ıle d´ıky chyba´m
a nebo proto, zˇe putuje jiny´mi cestami, aby se vyhnul zahlceny´m trasa´m. Tato doba
je pro neˇktere´ aplikace kriticka´ a pokud ji nedoka´zˇeme udrzˇet pod urcˇitou hranic´ı,
tak docha´z´ı ke zhorsˇen´ı kvality sluzˇby, prˇ´ıpadneˇ k jej´ı nefunkcˇnosti.
zkreslen´ı (jitter) - nasta´va´, kdyzˇ pakety doraz´ı do c´ıle s r˚uzny´m zpozˇdeˇn´ım. Je proble´mem
zejme´na pro interaktivn´ı prˇenos audia nebo videa.
nespra´vne´ porˇad´ı paket˚u - je beˇzˇne´, zˇe pakety procha´zej´ı velky´m mnozˇstv´ım router˚u,
ktere´ je mohou poslat r˚uzny´mi cestami, a t´ım pa´dem take´ zp˚usob´ı r˚uzne´ zpozˇdeˇn´ı
a pakety jsou dorucˇeny v jine´m porˇad´ı, nezˇ byly vysla´ny. Pro neˇktere´ sluzˇby to
neprˇedstavuje zˇa´dny´ proble´m, ale naprˇ´ıklad pro prˇenos hlasu a videa je spra´vne´ porˇad´ı
obdrzˇeny´ch paket˚u velmi d˚ulezˇite´.
chyba v prˇenosu - pokud beˇhem cesty dosˇlo ke zmeˇneˇ jednoho nebo v´ıce bit˚u paketu a
oprava chyb v transportn´ı vrstveˇ nedoka´zˇe data opravit do spra´vne´ho stavu, tak je s
paketem jedna´no, jako by byl ztracen a je vyzˇa´da´no jeho opeˇtovne´ zasla´n´ı.
Tyto chyby za´vis´ı na aktua´ln´ım stavu s´ıteˇ, ktery´ nejsme schopni ovlivnit a je nemozˇne´
s urcˇitost´ı prˇedpoveˇdeˇt, kdy nastanou. Nejcˇasteˇjˇs´ımi prˇ´ıcˇinami teˇchto chyb by´va´ zahlcen´ı
neˇktere´ z cest, ktery´mi jsou pakety routova´ny k c´ıli. Du˚lezˇity´m krokem pro zajiˇsteˇn´ı kvality
sluzˇeb je eliminova´n´ı u´zky´ch hrdel s´ıteˇ. V prˇ´ıpadeˇ velky´ch telekomunikacˇn´ıch spolecˇnost´ı,
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poskytuj´ıc´ıch prˇ´ıstup k pa´terˇn´ım s´ıt´ım o velmi vysoke´ propustnosti, mus´ı by´t s´ıt’ dimen-
zova´na tak, aby nedocha´zelo k jej´ımu zahlcova´n´ı a nebo aby byla prˇedem zajiˇsteˇna kvalita
sluzˇby. K tomuto u´cˇelu existuje naprˇ´ıklad protokol RSVP (Resource Reservation Protocol,
RFC 2205), ktery´ je navrzˇen za u´cˇelem rezervace kapacity pro pozˇadovane´ sluzˇby skrze celou
s´ıt’. Podpora teˇchto protokol˚u je potom obsazˇena v kazˇde´m routeru pa´terˇn´ı s´ıteˇ a zajiˇst’uje
tak jej´ı vysokou u´rovenˇ prˇi zajiˇsteˇn´ı sluzˇeb. U´zky´m hrdlem se tedy v mnoha prˇ´ıpadech sta´va´
bod, ve ktere´m docha´z´ı k napojen´ı do te´to s´ıteˇ.
T´ımto zp˚usobem jsou veˇtsˇinou prˇipojeni bud’ mensˇ´ı poskytovatele´ prˇipojen´ı k internetu
nebo r˚uzne´ firmy, ktere´ maj´ı sjedna´nu linku o garantovane´ kapaciteˇ s opera´torem, ktery´ ma´
mozˇnosti a prostrˇedky zajistit s velkou spolehlivost´ı pozˇadovanou sˇ´ıˇrku pa´sma. Zajiˇsteˇn´ı
kvality sluzˇeb pro tyto mensˇ´ı subjekty spocˇ´ıva´ tedy prˇedevsˇ´ım v prevenci zahlcen´ı sve´ho
prˇ´ıstupove´ho bodu. K tomu, abychom byli schopni kontrolovat kvalitu sluzˇeb na urcˇite´
lince, mus´ıme mı´t pod kontrolou obeˇ strany toku dat. Pokud bychom prˇipojili do pa´terˇn´ı
s´ıteˇ prˇ´ımo neˇjake´ koncove´ zarˇ´ızen´ı, pak mu˚zˇeme u´cˇinneˇ kontrolovat pouze tok dat, ktery´ na
tomto zarˇ´ızen´ı vznika´ a putuje do pa´terˇn´ı s´ıteˇ. Druhy´ smeˇr, odkud data prˇicha´zej´ı, ma´ pod
kontrolou telekomunikacˇn´ı opera´tor, ktery´ obvykle vyhrad´ı pouze smluvenou kapacitu a
dalˇs´ı kroky k rˇ´ızen´ı kvality sluzˇeb v tomto bodeˇ zpravidla jizˇ neposkytuje. Aby bylo mozˇne´
kontrolovat oba dva smeˇry toku dat a zajistit nad nimi v ra´mci mozˇnost´ı pozˇadovane´
parametry, tak je trˇeba, v bodeˇ prˇipojen´ı k pa´terˇn´ı s´ıti, zarˇadit router, ktery´ je schopen
definovat kvalitu sluzˇeb.
Obra´zek 2.1: Typicke´ prˇipojen´ı s´ıteˇ do internetu
K tomu, aby byl router schopen efektivneˇ kontrolovat tok dat, prˇedcha´zet zahlcen´ı a
kontrolovat tak pozˇadovane´ parametry, je nutne´ obeˇtovat urcˇitou cˇa´st ze sjednane´ kapacity
linky ve prospeˇch rˇ´ızen´ı kvality sluzˇeb. Pokud je linka plneˇ vyt´ızˇena a fronty na jej´ım
koncove´m bodeˇ jsou plne´, zacˇne docha´zet k zahazova´n´ı paket˚u, cozˇ zp˚usob´ı zpozˇdeˇn´ı, a
to je pro velkou cˇa´st aplikac´ı proble´m. Pokud bychom nesn´ızˇili rychlost linky na vstupn´ım
routeru, tak by docha´zelo k tvorˇen´ı teˇchto front na vy´stupn´ı straneˇ poskytovatele a router by
tedy nebyl schopen kontrolovat prˇ´ıchoz´ı tok dat. Jakmile je na vstupn´ım routeru nastavena
rychlost mensˇ´ı nezˇ na vstupn´ı lince, tak se tyto fronty prˇesunou na vy´stup do vnitrˇn´ı s´ıteˇ,
ktery´ je pod kontrolou routeru a je mozˇne´ nad nimi prova´deˇt operace, ktere´ umozˇn´ı zajistit
parametry pozˇadovane´ jednotlivy´mi sluzˇbami.
Pokud paket doraz´ı k routeru a nemu˚zˇe by´t okamzˇiteˇ odesla´n, tak je zarˇazen do fronty.
Kdyby nebyla definova´na zˇa´dna´ pravidla kvality sluzˇeb, musel by tento paket cˇekat, nezˇ
budou odesla´ny vsˇechny prˇedchoz´ı pakety. To by vsˇak opeˇt zp˚usobilo zpozˇdeˇn´ı. Vstupn´ı
router ale doka´zˇe takovy´ paket zarˇadit na zacˇa´tek fronty a umozˇnit tak naprˇ´ıklad aplikaci
pro streamova´n´ı audia nerusˇeny´ provoz.
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Kapitola 3
Za´kladn´ı principy s´ıt’ove´
architektury
3.1 Referencˇn´ı OSI model
OSI (Open System Interconnection) je ISO standard, ktery´ vznikl v roce 1978 a zrevidova´n
byl v roce 1984. Popisuje ra´mec s´ıt’ove´ komunikace pro implementaci protokol˚u v sedmi
vrstva´ch. OSI model je zkonstruova´n tak, zˇe rˇ´ızen´ı je prˇeda´va´no z jedne´ vrstvy do druhe´,
a to takovy´m zp˚usobem, zˇe kazˇda´ vrstva mu˚zˇe komunikovat pouze se svou sousedn´ı vrstvou.
Referencˇn´ı OSI model ma´ sedm vrstev, pro ktere´ plat´ı na´sleduj´ıc´ı principy:
• vrstva by meˇla by´t vytvorˇena tam, kde je potrˇeba dosa´hnout r˚uzne´ho typu abstrakce,
• kazˇda´ vrstva by meˇla vykona´vat pouze jasneˇ definovane´ funkce,
• funkce kazˇde´ vrstvy by meˇla by´t vybra´na s ohledem na definova´n´ı mezina´rodneˇ
uzna´vany´ch a standardizovany´ch protokol˚u,
• rozsah vrstvy by meˇl by´t zvolen tak, aby se minimalizoval datovy´ tok mezi zarˇ´ızen´ımi,
• pocˇet vrstev by meˇl by´t natolik velky´, aby nemusely by´t rozd´ılne´ funkce slucˇova´ny
do jedne´ vrstvy a natolik maly´, aby se architektura nestala nepraktickou.
Aplikacˇn´ı vrstva Tato nejvysˇsˇ´ı vrstva definuje, jaky´m zp˚usobem mu˚zˇe aplikace beˇzˇ´ıc´ı na
jednom syste´mu komunikovat s aplikac´ı na jine´m syste´mu, cˇ´ımzˇ umozˇnˇuje aplikac´ım
prˇ´ıstup ke komunikacˇn´ım kana´l˚um a na´slednou spolupra´ci.
7 Aplikacˇn´ı vrstva – Application Layer http, ftp, SMTP
6 Prezentacˇn´ı vrstva – Presentation Layer SSL, TLS
5 Relacˇn´ı vrstva – Session Layer TCP
4 Transportn´ı vrstva – Transport Layer TCP, UDP, SCTP
3 S´ıt’ova´ vrstva – Network Layer IP, ICMP, ARP
2 Vrstva datovy´ch spoj˚u – Data Link Layer Ethernet, ATM, PPP
1 Fyzicka´ vrstva – Physical Layer DSL, ISDN, 100BASE-T
Tabulka 3.1: ISO/OSI model
8
Prezentacˇn´ı vrstva Vrstva poskytuje neza´vislost na rozd´ılne´ reprezentaci dat tak, zˇe
prˇeva´d´ı data z aplikacˇn´ıho do s´ıtove´ho forma´tu a naopak. Poskytuje naprˇ´ıklad kom-
presi dat nebo sˇifrova´n´ı a t´ım zajiˇst’uje, zˇe procha´zej´ıc´ı komunikace je ve spra´vne´
formeˇ, ktere´ rozumı´ prˇ´ıjemce. Programy v te´to vrstveˇ urcˇuj´ı trˇi za´kladn´ı vlastnosti.
Datove´ forma´ty, naprˇ´ıklad ASCII, nebo bina´rn´ı forma´t dat, kompatibilitu s operacˇn´ım
syste´mem hostitelske´ho pocˇ´ıtacˇe a zapouzdrˇen´ı dat do zpra´v tak, aby mohly by´t
pos´ıla´ny prˇes pocˇ´ıtacˇovou s´ıt’.
Relacˇn´ı vrstva Tato vrstva vytva´rˇ´ı, udrzˇuje a ukoncˇuje spojen´ı mezi aplikacemi. V inter-
netovy´ch aplikac´ıch je kazˇde´ sezen´ı prˇiˇrazeno k urcˇite´mu portu, cozˇ je cˇ´ıslo prˇidruzˇene´
ke konkre´tn´ı vysˇsˇ´ı vrstveˇ aplikace. Naprˇ´ıklad http server ma´ obvykle cˇ´ıslo portu 80.
Cˇ´ısla port˚u prˇidruzˇeny´ch k hlavn´ım internetovy´m aplikac´ım jsou prˇiˇrazova´na organi-
zac´ı IANA (Internet Assisgned Numbers Authority) a mu˚zˇeme je nale´zt v souboru
/etc/services. Cˇ´ısla port˚u mensˇ´ı nezˇ 1024, nazy´vane´ take´ privilegovane´ porty, mohou
by´t otevrˇena pouze superuzˇivatelem. Klienti, kterˇ´ı se prˇipojuj´ı k teˇmto port˚um si
mohou by´t jisti, zˇe na nich beˇzˇ´ı neˇktera´ ze standardn´ıch sluzˇeb a ne libovolna´ sluzˇba
pusˇteˇna´ uzˇivatelem. Veˇtsˇina port˚u je nicme´neˇ k dispozici k dynamicke´mu prˇiˇrazen´ı
ostatn´ım aplikac´ım.
Transportn´ı vrstva Tato vrstva poskytuje transparentn´ı prˇenos dat mezi jednotlivy´mi
koncovy´mi syste´my nebo pocˇ´ıtacˇi a je zodpoveˇdna´ za kontrolu chyb a jejich opravu.
Kompletneˇ zajiˇst’uje datovy´ prˇenos.
S´ıt’ova´ vrstva Poskytuje prˇep´ınac´ı a smeˇrovac´ı technologie pro prˇena´sˇen´ı dat, prˇekla´da´
logicke´ adresy a jme´na na fyzicke´ adresy a urcˇuje optima´ln´ı cestu paketu ze zdroje do
c´ıle. Vytva´rˇ´ı logicke´ cesty, ktere´ jsou zna´my jako virtua´ln´ı okruhy (virtual circuits).
Jej´ımi funkcemi jsou take´ prˇesmeˇrova´va´n´ı, kontrola chyb, kontrola zahlcen´ı a rˇazen´ı
paket˚u.
Vrstva datovy´ch spoj˚u Zajiˇst’uje prˇenos dat tam i zpeˇt prˇes fyzicke´ spojen´ı v s´ıti, deˇl´ı
odchoz´ı data do ra´mc˚u, kontroluje integritu prˇijaty´ch dat, spravuje prˇ´ıstup k me´diu
a pouzˇit´ı me´dia a zajiˇst’uje spra´vne´ rˇazen´ı paket˚u. Tyto funkce jsou veˇtsˇinou posky-
tova´ny ovladacˇem s´ıt’ove´ karty, obecneˇji hardwarem zodpoveˇdny´m za propojen´ı stroje
do s´ıteˇ. Takove´ zarˇ´ızen´ı se oznacˇuje jako NIC (Network Inteface Card).
Fyzicka´ vrstva Tato vrstva vytva´rˇ´ı bitovy´ proud (elektricke´ impulzy, sveˇtelny´, nebo ra-
diovy´ signa´l atd.) prˇes komunikacˇn´ı me´dium na elektricke´ a mechanicke´ u´rovni. Zprˇ´ı-
stupnˇuje hardware ve smyslu odes´ıla´n´ı a prˇij´ıma´n´ı dat na nosicˇi.
3.2 Sada protokol˚u TCP/IP
Za´kladem pro prˇenos informac´ı vysˇsˇ´ımi protokoly se stal uzˇ roku 1980 protokol IP (Internet
Protocol). 1 Je pouzˇ´ıva´n na paketoveˇ orientovany´ch s´ıt´ıch a zajiˇst’uje prˇenos paketu, anizˇ by
garantoval u´speˇsˇnost dorucˇen´ı, prˇ´ıpadneˇ zajiˇst’oval spra´vnost dorucˇeny´ch dat. Tyto u´koly
prˇenecha´va´ vysˇsˇ´ım protokol˚um, ktery´m poskytuje abstrakci nad prˇenosovy´m me´diem a
umozˇnˇuje tak spojovat s´ıteˇ r˚uzny´ch typ˚u (naprˇ. ethernet, ATM, FDDI). C´ılem protokolu
1Tento protokol byl definova´n jako standard uzˇ v lednu roku 1980 v RFC 760 a do podoby pouzˇ´ıvane´
dodnes a zna´me´ jako IPv4 byl upraven v za´rˇ´ı 1981 dokumentem RFC 791.
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Referencˇn´ı ISO/OSI model TCP/IP
Aplikacˇn´ı vrstva S´ıt’ove´ aplikace
Prezentacˇn´ı vrstva Rozhran´ı soket˚u
Relacˇn´ı Vrstva
Transportn´ı vrstva TCP UDP
S´ıt’ova´ vrstva IP ICMP
Vrstva datovy´ch spoj˚u ARP, RARP, NDIS
Fyzicka´ vrstva Fyzicke´ rozhran´ı s´ıt’ove´ho zarˇ´ızeni
Tabulka 3.2: Zna´zorneˇn´ı TCP/IP do ISO/OSI modelu
IP je poskytnout vsˇem zarˇ´ızen´ım v internetu jedinecˇnou adresu v jednodne´m adresn´ım
prostoru a umozˇnit tak jejich komunikaci.
Protokol TCP/IP byl p˚uvodneˇ vyvinut jako veˇdecky´ experiment na univerziteˇ v Berkeley
a postupneˇ se stal kl´ıcˇovou technologi´ı Internetu. Protokoly TCP/IP poskytuj´ı uzˇivatel˚um
za´kladn´ı sluzˇby jako naprˇ´ıklad World Wide Web (WWW), E-mail a dalˇs´ı. Podobneˇ jako
ISO/OSI ma´ vrstvovou architekturu. TCP/IP nen´ı v konfliktu s ISO/OSI standardem a
naopak, protozˇe oba dva modely byly vyvinuty soubeˇzˇneˇ, ale existuj´ı mezi nimi urcˇite´
rozd´ıly. Nejveˇtsˇ´ı rozd´ıl mezi OSI architekturou a TCP/IP je ve zp˚usobu rˇesˇen´ı proble´mu˚
nad transportn´ı vrstvou a v s´ıt’ove´ vrstveˇ. OSI ma´ relacˇn´ı a prezentacˇn´ı vrstvu, kdezˇto
TCP/IP kombinuje tyto dveˇ vrstvy do aplikacˇn´ı vrstvy. Potrˇeba implementace protokolu,
ktery´ neudrzˇuje stav spojen´ı take´ prˇinutila TCP/IP zkombinovat fyzickou vrstvu a vrstvu
datovy´ch spoj˚u do jedne´ vrstvy.
TCP/IP je zkratkou dvou nejpouzˇ´ıvaneˇjˇs´ıch protokol˚u. TCP (Transmission Control Pro-
tocol) je protokol transportn´ı vrstvy, ktery´ prˇeva´d´ı zpra´vy do posloupnosti paket˚u na zdro-
jove´m uzlu a potom je zase sestavuje do p˚uvodn´ıch zpra´v na c´ılove´m uzlu s´ıteˇ. IP (Internet
Protocol) je protokol s´ıt’ove´ vrstvy, ktery´ spravuje adresova´n´ı tak, aby pakety mohly by´t
smeˇrova´ny skrze uzly nebo i cele´ s´ıteˇ pracuj´ıc´ı s r˚uzny´mi komunikacˇn´ımi protokoly. TCP/IP
na´m umozˇnˇuje propojen´ı pocˇ´ıtacˇ˚u na aplikacˇn´ı u´rovni, cozˇ na´m umozˇnˇuje zava´deˇt s´ıt’ove´
sluzˇby, ktere´ jsou identifikova´ny pomoc´ı port˚u.
Implementaci s´ıt’ove´ho stacku v syste´mech unixove´ho typu si tedy mu˚zˇeme prˇedstavit
tak, jak je zna´zorneˇno v tabulce. Jde rovneˇzˇ o v´ıcevrstvy´ model, kde urcˇite´ cˇa´sti pln´ı jednu
nebo v´ıce funkc´ı z modelu ISO/OSI.
V soucˇasny´ch syste´mech nejv´ıce prˇevla´da´ pra´veˇ pouzˇit´ı sady protokol˚u TCP/IP d´ıky
jeho jednoduche´ koncepci, a t´ım pa´dem take´ snadne´ implementaci. Rozsˇ´ıˇren´ı tohoto proto-
kolu bylo zp˚usobeno prˇedevsˇ´ım rozmachem internetu a popta´vkou po levny´ch, ale soucˇasneˇ
rychly´ch s´ıt’ovy´ch zarˇ´ızen´ıch.
Kvalitn´ı podpora TCP/IP je absolutn´ı nutnost´ı jake´hokoliv dnes pouzˇ´ıvane´ho opera-
cˇn´ıho syste´mu. GNU Linux i *BSD syste´my, kde bylo TCP/IP p˚uvodneˇ vytvorˇeno, poskytuj´ı
v te´to oblasti sluzˇby na nadstandardn´ı u´rovni.
3.2.1 Protokol ICMP
Internet Control Message Protocol se stara´ o distribuci chybovy´ch a kontroln´ıch zpra´v
zas´ılany´ch jak routery, tak koncovy´mi zarˇ´ızen´ımi v s´ıti. Tyto zpra´vy nejsou veˇtsˇinou ge-
nerova´ny uzˇivatelsky´mi aplikacemi, acˇkoliv existuj´ı aplikace jako naprˇiklad ping nebo tra-
ceroute, pomoc´ı ktery´ch je mozˇno rychle a jednodusˇe diagnostikovat za´kladn´ı stav s´ıteˇ.[5]
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Datagramy protokolu ICMP jsou prˇena´sˇeny protokolem IP a poskytuj´ı zarˇ´ızen´ım v s´ıti infor-
mace o stavu s´ıteˇ. Tyto informace jsou vyuzˇ´ıva´ny prˇedevsˇ´ım routery, ktere´ mohou na jejich
za´kladeˇ zmeˇnit sve´ chova´n´ı tak, aby byla zachova´na jejich funkce na co nejlepsˇ´ı u´rovni. Mu˚zˇe
j´ıt naprˇ´ıklad o vy´beˇr nejvhodneˇjˇs´ı trasy pro smeˇrovane´ pakety, nebo o vyuzˇit´ı alternativn´ı
trasy prˇi vy´padku neˇktere´ho sousedn´ıho routeru.2 ICMP byl jako standard definova´n uzˇ v
za´rˇ´ı roku 1981 a je popsa´n dokumentem RFC 792. Tento protokol je vyuzˇ´ıva´n pouze nad
komunikac´ı pomoc´ı IPv4. Pro novy´ protokol IPv6 je definova´na nova´ verze ICMP nazy´vana´
take´ ICMPv6, ktera´ v sobeˇ kombinuje funkce neˇkolika dalˇs´ıch protokol˚u pouzˇ´ıvany´ch spolu
s IPv4. ICMPv6 zahrnuje funkce prˇedchoz´ıho ICMP, IGMP (Internet Group Protocol) a
ARP (Address Resolution Protocol).[6]
3.2.2 Protokol TCP
Tento protokol tvorˇ´ı za´klad dnesˇn´ı s´ıt’ove´ komunikace a je pouzˇ´ıva´n pro sestaven´ı spojen´ı,
ktere´ zajiˇst’uje spolehlivy´ a bezporuchovy´ prˇenos dat. Nav´ıc je zajiˇsteˇno, zˇe data budou
aplikaci doda´na v takove´m porˇad´ı, v jake´m byla vysla´na. Takovy´chto spojen´ı mezi jednot-
livy´mi koncovy´mi body mu˚zˇe by´t v´ıce a kazˇde´ z nich je jednoznacˇneˇ urcˇeno cˇtverˇic´ı zdrojova´
ip adresa, zdrojovy´ port, c´ılova´ ip adresa a c´ılovy´ port. Protokol TCP pracuje s proudem
dat, ktery´ generuje prˇ´ıslusˇna´ aplikace. Tento proud dat je da´le rozdeˇlen na segmenty ob-
vykle o maxima´ln´ı mozˇne´ velikosti (MTU - Maximum Transmision Unit), ktere´ podporuje
linkova´ vrstva zarˇ´ızen´ı prˇipojene´ho do s´ıteˇ. Tyto segmenty - pakety jsou pote´ prˇeda´ny do
nizˇsˇ´ı vrstvy, kde jsou zpracova´ny protokolem IP, ktery´ zajist´ı samotny´ prˇenos paketu skrze
s´ıt’ druhe´ straneˇ. Pak jej IP prˇeda´ protokolu TCP, ktery´ provede kontroln´ı soucˇet a zjist´ı,
zda prˇi prˇenosu nedosˇlo k chybeˇ. Pokud byl paket v porˇa´dku prˇenesen, pak TCP posˇle
potvrzen´ı, zˇe byl paket prˇijat. Pokud dojde k chybeˇ, tak je vyzˇa´da´no znovuzasla´n´ı paketu.
Pokud vys´ılaj´ıc´ı strana neobdrzˇ´ı potvrzen´ı v urcˇite´m cˇase (RTT - Round Trip Time), tak
nasta´va´ timeout a odesla´n´ı prˇ´ıslusˇne´ho paketu je opakova´no.
Protokol TCP doka´zˇe take´ urcˇity´m zp˚usobem zamezovat zahlcen´ı linky. Dı´ky cˇasovacˇ˚um
a zas´ıla´n´ı potvrzen´ı jsou vys´ılaj´ıc´ı strany schopny odhadnout podmı´nky na s´ıti a adekva´tneˇ
k nim pak prˇizp˚usobit datovy´ tok. Tato kontrola datove´ho toku ale vycha´z´ı pouze z infor-
mac´ı z´ıskany´ch z koncovy´ch uzl˚u spojen´ı. Zp˚usob, jaky´m tecˇou data mezi koncovy´mi body,
uzˇ ma´ na starosti protokol IP, ktery´ pracuje na trˇet´ı vrstveˇ podle ISO/OSI. Na cˇtvrte´ vrstveˇ,
kde pracuje protokol TCP tedy nen´ı mozˇne´ prˇesneˇ urcˇit, co zp˚usobuje zahlcen´ı, prˇ´ıpadneˇ z
jake´ho d˚uvodu. TCP vycha´z´ı pouze z informac´ı o nutnosti prˇeposlat urcˇite´ segmenty dat.
Nicme´neˇ TCP mus´ı by´t schopno tuto situaci rˇesˇit, aby nedosˇlo k u´plne´mu zahlcen´ı linky a
t´ım pa´dem take´ k nefunkcˇnosti sluzˇeb vyuzˇ´ıvaj´ıc´ıch TCP.
Kazˇdy´ vys´ılany´ segment dat je umı´steˇn do fronty s cˇasovacˇem, ktery´ urcˇ´ı, za jak dlouho
ma´ by´t paket prˇeposla´n. Pokud by z jake´hokoliv d˚uvodu na s´ıti dosˇlo k velke´mu zvy´sˇen´ı
provozu a k zahlcen´ı a neexistovaly by mechanismy, ktere´ se s touto situac´ı vyrovnaj´ı,
tak by nastala´ situace jesˇteˇ zvy´sˇila soucˇasne´ zahlcen´ı. Dosˇlo by k tomu z toho d˚uvodu, zˇe
by neˇktere´ segmenty nebyly prˇeneseny nebo byly prˇeneseny pozdeˇ, cozˇ by zp˚usobilo jejich
opeˇtovne´ vysla´n´ı a jesˇteˇ da´le zat´ızˇilo s´ıt’ a situace by mohla doj´ıt tak daleko, zˇe by byla s´ıt’
naprosto nepouzˇitelna´.
T´ım, zˇe TCP urcˇ´ı u´rovenˇ, prˇi ktere´ nejsou vys´ılane´ pakety potvrzova´ny proteˇjˇskem, z´ıska´
informaci, ktera´ je pouzˇita prˇi zamezen´ı zahlcen´ı. Pu˚vodn´ı standard RFC 793 neobsahoval
te´meˇrˇ zˇa´dne´ instrukce, jak se vyhy´bat zahlcen´ı linky. Pozdeˇji se ovsˇem uka´zalo, zˇe pra´veˇ
2Routery v pa´terˇn´ıch s´ıt´ıch mı´sto protokolu ICMP cˇasto vyuzˇ´ıvaj´ı vyspeˇle´ routovac´ı protokoly jako jsou
naprˇ´ıklad OSPF (Open Shortest Path First) nebo BGP (Border Gateway Protocol)
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zahlcova´n´ı linky je velky´ proble´m a byly vyvinuty prˇ´ıslusˇne´ techniky rˇesˇen´ı, ktere´ byly
nakonec shrnuty v RFC 2001. Jsou to techniky TCP Slow Start, Congestion Avoidance,
Fast Restransmit a Fast Recovery Algorithms.
V RFC 3168 byl popsa´n protokol ECN - Explicit Congestion Notification jako doplneˇk
do sady TCP/IP. Je to signalizacˇn´ı protokol, ktery´ ma´ prˇedcha´zet zahlcen´ı.
3.2.3 Protokol UDP
Tento protokol je dalˇs´ım ze sady protokol˚u TCP/IP. Je pouzˇ´ıva´n pro prˇenos kra´tky´ch zpra´v
nazy´vany´ch datagramy. UDP (User Datagram Protocol) ale na rozd´ıl od TCP nevytva´rˇ´ı
spojen´ı a neposkytuje bezporuchovy´ prˇenos dat, prˇenos dat ve spra´vne´m porˇad´ı, znovu
zas´ıla´n´ı ztraceny´ch paket˚u, detekce a zahazova´n´ı duplicitn´ıch paket˚u a podporu pro zame-
zova´n´ı zahlcen´ı linky. Pokud je neˇktera´ z teˇchto vlastnost´ı aplikac´ı pozˇadova´na, tak mus´ı
by´t zajiˇsteˇna ve vysˇsˇ´ıch vrstva´ch. Dı´ky absenci rezˇie teˇchto vlastnost´ı je UDP cˇasto rychlejˇs´ı
a vy´konneˇjˇs´ı pro aplikace, kde je potrˇeba prˇene´st rychle mnoho kra´tky´ch zpra´v k mnoha
klient˚um. Je take´ pouzˇ´ıva´no k multicastu a broadcastu. Mezi konkre´tn´ı aplikace vyuzˇ´ıvaj´ıc´ı
tohoto protokolu patrˇ´ı naprˇ´ıklad DNS syste´m, aplikace pro streamova´n´ı multime´di´ı, hlasove´
sluzˇby, pocˇ´ıtacˇove´ hry atd.
T´ım, zˇe chyb´ı jake´koliv techniky pro zamezen´ı zahlcen´ı linky, je nutne´ implementovat
tyto mechanismy do s´ıt’ovy´ch prvk˚u, aby se prˇedesˇlo prˇ´ıpadne´mu kolapsu s´ıteˇ d´ıky nekon-
trolovane´mu provozu, ktery´ aplikace vyuzˇ´ıvaj´ıc´ı UDP generuj´ı. V praxi jsou to veˇtsˇinou
routery, ktere´ d´ıky rˇazen´ı paket˚u do front a jejich prˇ´ıpadne´mu zahazova´n´ı doka´zˇ´ı kontrolo-
vat datovy´ tok zp˚usobeny´ protokolem UDP, prˇedcha´zet tak zahlcen´ı a udrzˇet stanovenou
u´rovenˇ kvality i pro ostatn´ı aplikace.
V soucˇasne´ dobeˇ je vyv´ıjen protokol DCPP - Datagram Congestion Control Protocol
(RFC 4340),/indexDCPP (Datagram Congestion Control Protocol) ktery´ zajist´ı kontrolu
zahlcen´ı na nizˇsˇ´ı vrstveˇ a kazˇda´ aplikace, ktera´ tuto funkcˇnost bude pozˇadovat, nemus´ı
tuto techniku sama implementovat. DCPP je urcˇeno aplikac´ım, ktere´ potrˇebuj´ı obousmeˇrne´
unicastove´ spojen´ı s kontrolou zahlcen´ı, ale nepotrˇebuj´ı spolehlive´ dorucˇen´ı datagramu˚ a
dorucˇen´ı ve spra´vne´m porˇad´ı. Jsou to aplikace pro streamova´n´ı multume´di´ı a hlasove´ sluzˇby.
3.3 IPv6
Tento protokol, p˚uvodneˇ nazy´va´n IPng (IP next generation), byl navrzˇen jako na´sledn´ık
protokolu IPv4 a v roce 1994 byl oficia´lneˇ schva´len organizac´ı IETF (The Internet En-
gineering Task Force). Hlavn´ım d˚uvodem jeho definice byla potrˇeba zveˇtˇsen´ı adresove´ho
prostoru, protozˇe s rozvojem internetu se uka´zalo, zˇe adresovy´ prostor, poskytovany´ proto-
kolem IPv4, bude zanedlouho vycˇerpa´n. IPv6 adresa ma´ 128 bit˚u oproti 32 bit˚um adresy
IPv4, cozˇ poskytuje obrovske´ mnozˇstv´ı jedinecˇny´ch IP adres a vyrˇesˇ´ı se tak na velmi dlou-
hou dobu proble´m s nedostatkem adres. Acˇkoliv nedostatek IPv4 adres meˇl znacˇneˇ urychlit
na´stup IPv6, tak se tomu doposud nestalo d´ıky implementaci technik CIDR3 a NAT4, ktere´
sˇetrˇ´ı adresovy´ prostor a oddaluj´ı tak nevyhnutelny´ na´stup nove´ho protokolu.
3CIDR - Classless Inter-Domain Routing je zp˚usob interpretace IP adres popsany´ v RFC 1518 a RFC
1519, ktery´ nahradil prˇedchoz´ı syntaxi IP adres zalozˇenou na trˇ´ıda´ch. CIDR prˇina´sˇ´ı rozdeˇlen´ı velky´ch s´ıt´ı
na pods´ıteˇ, cˇ´ımzˇ je umozˇneˇno efektivneˇjˇs´ı vyuzˇit´ı adresove´ho prostoru a je ulehcˇeno smeˇrovacˇ˚um.
4NAT - Network Address Translation je technika prˇekladu verˇejne´ IP adresy na neverˇejne´, ktera´ umozˇnˇuje
prˇistupovat pocˇ´ıtacˇ˚um v priva´tn´ı s´ıti do Internetu. Tato technika sˇetrˇ´ı adresovy´ prostor a take´ chra´n´ı pocˇ´ıtacˇe
ve vnitrˇn´ı s´ıti prˇed u´tokem z internetu. Na druhe´ straneˇ ale omezuje funkcˇnost mnoha sluzˇeb, zejme´na teˇch,
ktere´ vyzˇaduj´ı umozˇneˇn´ı spojen´ı z internetu, nebo sluzˇeb vyuzˇ´ıvaj´ıc´ıch bezstavove´ protokoly.
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Tento novy´ protokol prˇinese ovsˇem mnohem v´ıc, nezˇ jen veˇtsˇ´ı adresovy´ prostor. IPv6
poskytne oproti IPv4 model, kdy se kazˇdy´ klient s´ıteˇ bude moci spojit s jaky´mkoliv dalˇs´ım
klientem bez nejr˚uzneˇjˇs´ıch omezen´ı, ktera´ vyvsta´vaj´ı zejme´na prˇi pouzˇit´ı prˇekladu ad-
res. Prˇi na´vrhu protokolu byl bra´n velky´ ohled na mozˇnosti rˇ´ızen´ı kvality sluzˇeb, cozˇ je
dalˇs´ı soucˇasna´ slabina IPv4, ktery´ p˚uvodneˇ s t´ımto proble´mem nepocˇ´ıtal. Je zjednodusˇena
hlavicˇka IPv6 paketu a routery tak maj´ı ulehcˇenou pra´ci se zpracova´n´ım novy´ch paket˚u.
Dalˇs´ımi d˚ulezˇity´mi vlastnostmi je mozˇnost zabezpecˇen´ı, autentifikace a mobility. Prˇesna´
specifikace protokolu je popsa´na v dokumentu RFC 2460.
Podpora protokolu IPv6 existuje jak v linuxove´m ja´drˇe, tak v ja´drech syste´mu˚ *BSD
jizˇ pomeˇrneˇ dlouhou dobu a tato technologie je jizˇ bez proble´mu˚ pouzˇitelna´ ve vsˇech
zminˇovany´ch syste´mech. Implementac´ı IPv6 do linuxove´ho ja´dra se zaby´va´ projekt USAGI
(Universal Playground for IPv6) a podpora je zacˇleneˇna od ja´dra verze 2.2. *BSD syste´my
vyuzˇ´ıvaj´ı pra´ce projektu KAME a obsahuj´ı IPv6 od BSD 4.0. Oba dva tyto vy´vojove´ ty´my
samozrˇejmeˇ spolupracuj´ı a tedy nejsou nijak velke´ rozd´ıly v na´vrhu a konecˇne´m rˇesˇen´ı
podpory pro IPv6 v teˇchto syste´mech. Da´ se rˇ´ıct, zˇe v te´to oblasti jsou Linux a *BSD
ekvivalentn´ı, a pokud se v neˇktere´m ze syste´mu˚ osveˇdcˇ´ı neˇjake´ nove´ postupy a zp˚usoby
implementace, tak se veˇtsˇinou importuj´ı i do ostatn´ıch syste´mu˚.
3.3.1 Automaticka´ konfigurace
Dalˇs´ı vy´hodou oproti IPv4 je automaticka´ konfigurace zarˇ´ızen´ı v s´ıti. Protokol pocˇ´ıta´
se dveˇma zp˚usoby nastaven´ı s´ıt’ovy´ch parametr˚u. Prvn´ım zp˚usobem je takzvana´ stavova´
konfigurace, cozˇ vlastneˇ nen´ı nic nove´ho, protozˇe se jedna´ o konfiguraci prostrˇednictv´ım
DHCPv65 serveru nebo PPP, kdy klient vysˇle do s´ıteˇ dotaz a prˇ´ıslusˇny´ server mu prˇideˇl´ı
vsˇechny potrˇebne´ parametry, ktere´ potrˇebuje veˇdeˇt. Novinkou je bezstavova´ konfigurace[8],
ktera´ nevyzˇaduje DHCP server. Je zalozˇena na objevova´n´ı soused˚u, kdy klient, ktery´ se
prˇipojuje do s´ıteˇ, pos´ıla´ multicastovy´ pozˇadavek RS (Router Solicitation), na ktery´ odpov´ı
router takzvany´m RA (Router Advertisement) paketem. Klient nemus´ı nutneˇ pos´ılat RS pa-
ket, ale mu˚zˇe si pasivneˇ pocˇkat na RA paket, ktery´ smeˇrovacˇ periodicky zas´ıla´. Z odpoveˇdi
smeˇrovacˇe se klient dozv´ı prefix identifikuj´ıc´ı danou s´ıt’ a sestav´ı svou IP adresu z tohoto
prefixu a identifila´toru rozhran´ı (veˇtsˇinou 64 bit˚u), ktery´ se jednoznacˇneˇ vygeneruje z jeho
MAC adresy. Pokud je v s´ıti v´ıce smeˇrovacˇ˚u, tak klient pouzˇ´ıva´ vsˇechny z nich strˇ´ıdaveˇ
a postupneˇ si upravuje svou smeˇrovac´ı tabulku na za´kladeˇ ICMPv6 zpra´v generovany´ch
teˇmito smeˇrovacˇi. Jestlizˇe se klinet prˇipoj´ı do s´ıteˇ, kde nejsou smeˇrovacˇe, tak je schopen
automaticky vygenerovat pouze tzv. link-local adresu, se kterou bude okamzˇiteˇ schopen
komunikovat s ostatn´ımi klienty prˇipojeny´mi na stejne´m segmentu s´ıteˇ. Tato loka´ln´ı ad-
resa nen´ı smeˇrovatelna´ do dalˇs´ıch s´ıt´ı. Jak je videˇt na obra´zku, tak link-local adresa ma´
dany´ prefix fe80, dalˇs´ıch 48 bit˚u jsou nuly a cˇa´st interface ID je vygenerova´na automaticky
podle hardwarove´ adresy. Na me´m pocˇ´ıtacˇi je naprˇ´ıklad hardwarova´ adresa rozhran´ı eth0
00:13:D3:9B:E7:17 a z n´ı vygenerovana´ link local adresa fe80::213:d3ff:fe9b:e7176
Proces autokonfigurace se nevztahuje na smeˇrovacˇe, ktere´ mus´ı by´t nastaveny manua´lneˇ
nebo neˇjaky´m jiny´m zp˚usobem.
5DHCP servery jsou aplikace komunikuj´ıc´ı prostrˇednictv´ım protokolu DHCP (Dynamic Host Configu-
ration Protocol) a umozˇnˇuj´ı zarˇ´ızen´ım prˇipojeny´ch do s´ıteˇ pozˇa´dat o prˇideˇlen´ı IP adresy a dalˇs´ıch s´ıt’ovy´ch
parametr˚u. DHCP server pote´ prˇideˇluje zarˇ´ızen´ım adresy z definovane´ho rozsahu, ktery´ ma´ k dispozici, tak
aby nedocha´zelo ke konflikt˚um zarˇ´ızen´ı, kdy ma´ v´ıce zarˇ´ızen´ı stejnou IP adresu.
6Pokud se v adrese vyskytne neˇkolik po sobeˇ jdouc´ıch nulovy´ch skupin, tak je mozˇne´ je nahradit dvojic´ı
dvojtecˇek. Ta se vsˇak v za´pisu kazˇde´ adresy smı´ objevit jen jednou, aby za´pis byl jednoznacˇny´.
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Obra´zek 3.1: Forma´t link-local IPv6 adresy
Dı´ky autokonfiguraci je znacˇneˇ ulehcˇeno vytva´rˇen´ı a dalˇs´ı propojova´n´ı s´ıt´ı. Prˇina´sˇ´ı
znacˇne´ vy´hody mobiln´ım zarˇ´ızen´ım, ktere´ se mus´ı neusta´le prˇihlasˇovat do jiny´ch s´ıt´ı a
konfigurovat sve´ parametry.
3.3.2 Bezpecˇnost
Uzˇ d´ıky obrovske´mu rozsahu adres je IPv6 bezpecˇneˇjˇs´ı protokol. Vy´choz´ı pods´ıt’ ma´ 264
adres (prˇiblizˇneˇ 18 ∗ 1018), cozˇ neumozˇnˇuje u´tocˇn´ık˚um efektivneˇ skenovat celou pods´ıt’. I
kdyby byl schopen u´tocˇn´ık proskenovat 1 000 000 adres za sekundu, tak by mu trvalo v´ıce
nezˇ 500 000 let, nezˇ by nalezl vsˇechny pocˇ´ıtacˇe v s´ıti. U´tocˇn´ıci budou muset vyvinout jine´
strategie pro z´ıska´va´n´ı IP adres, ktere´ ovsˇem nejsp´ıˇse nebudou tak prˇ´ımocˇare´, jednoduche´
a rychle´ jako soucˇasne´ zp˚usoby.
Dı´ky rozsˇ´ıˇren´ı bezstavove´ho protokolu popsane´m v RFC 3041 mohou nav´ıc klienti gene-
rovat verˇejne´ adresy, ktere´ se v cˇase meˇn´ı. Zmeˇny adresy je dosazˇeno zmeˇnou pole interface
identifier, cˇ´ımzˇ se take´ samozrˇejmeˇ zmeˇn´ı cela´ adresa a pro potencia´ln´ı u´tocˇn´ıky je pak
mnohem teˇzˇsˇ´ı takovy´ stroj identifikovat a napadnout.
IPv6 poskytuje take´ kryptograficky generovane´ adresy[1]. Kryptograficky generovana´
adresa (CGA) je IPv6 adresa z´ıskana´ prostrˇednictv´ım zabezpecˇene´ho objevova´n´ı soused˚u
(SEND - Secure Neighbour Discovery), pro kterou je vygenerova´na cˇa´st interface identifier
na za´kladeˇ vypocˇten´ı hasˇovac´ı funkce z verˇejne´ho kl´ıcˇe a dalˇs´ıch parametr˚u. Vazba mezi
adresou a verˇejny´m kl´ıcˇem mu˚zˇe by´t oveˇrˇena vypocˇten´ım hasˇovac´ı funkce a porovna´n´ım s
interface ID. Zpra´vy zas´ılane´ z takove´to adresy mohou by´t chra´neˇny prˇ´ıslusˇny´m soukromy´m
kl´ıcˇem. Toto zabezpecˇen´ı ke sve´ funkci nepotrˇebuje zˇa´dnou certifikacˇn´ı autoritu nebo jinou
bezpecˇnostn´ı infrastrukturu.
V IPv6 bylo mozˇne´ se zbavit protokolu ARP (Address Resolution Protocol), ktery´ v
IPv4 zajiˇst’uje identifikaci soused˚u na linkove´ vrstveˇ. Funkce tohoto protokolu je nahrazena
neˇkolika funkcemi ICMP a dalˇs´ımi schopnostmi, ktere´ jsou dohromady definova´ny v pro-
tokolu objevova´n´ı soused˚u (ND - Neighbour Discovery). Dı´ky absenci ARP bude nemozˇne´
prova´deˇt u´toky typu ARP cache poisioning.7
Dalˇs´ım prˇ´ınosem pro bezpecˇnost prˇenosu dat je sada protokol˚u IPSec (IP Security) im-
plementovany´ch prˇ´ımo v IPv6. IPSec zajiˇst’uje bezpecˇny´ prˇenos paket˚u na s´ıt’ove´ vrstveˇ a
v soucˇasne´ dobeˇ je pouzˇ´ıva´no prˇedevsˇ´ım k implementaci virtua´ln´ıch priva´tn´ıch s´ıt´ı (VPN).
Funkcˇnost, kterou prˇina´sˇ´ı IPSec je nezbytna´ pro neˇktere´ vlastnosti, ktere´ IPv6 prˇ´ımo po-
skytuje. Jedna´ se naprˇ´ıklad o podporu mobiln´ıch zarˇ´ızen´ı, kde je vyzˇadova´no autentizovane´
7U´tocˇn´ıkovi se mu˚zˇe do s´ıteˇ podarˇit vlozˇit nepravou vazbu mezi IP adresou a MAC adresou (ARP paket),
cˇ´ımzˇ doc´ıl´ı toho, zˇe data ze stroje obeˇti jsou dorucˇena jinam, nebo v˚ubec nejsou dorucˇena. Situace se sta´va´
kritickou, pokud je obeˇt´ı u´toku bra´na. To mu˚zˇe ve´st k odeprˇen´ı sluzˇby pro celou s´ıt’ (DOS Attack).
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spojen´ı mezi zarˇ´ızen´ım a jeho home-agentem.
3.3.3 Kvalita sluzˇeb
Prvn´ım krokem ke zlepsˇen´ı kvality sluzˇeb, kterou je schopno IPv6 poskytovat, bylo vy´razne´
zjednodusˇen´ı hlavicˇky IP paketu oproti IPv4. Tato zmeˇna umozˇn´ı rychlejˇs´ı zpracova´n´ı pa-
ket˚u, cozˇ bude mı´t za na´sledek mensˇ´ı na´roky kladene´ na velmi vyt´ızˇene´ routery a t´ım pa´dem
take´ veˇtsˇ´ı propustnost s´ıteˇ.
Obra´zek 3.2: Forma´t IPv6 hlavicˇky
Podle RFC 2474 se v hlavicˇce paketu nacha´z´ı pole, ktere´ slouzˇ´ı k rozliˇsen´ı sluzˇeb v
iternetu a nastaven´ı priority, s jakou bude paket zpracova´n. Tento model se nazy´va´ Di-
fferentiated Services a nahrazuje prˇedchoz´ı pole ToS (Type of Service) v IPv4 a traffic
class v IPv6. DS pole definuje per-hop behavior (PHB), cozˇ je rozhodnut´ı o zp˚usobu,
jaky´m bude paket klasifikova´n a jaka´ strategie se pouzˇije prˇi jeho odesla´n´ı. V dokumentu
RFC nen´ı narˇ´ızeno, jaky´m zp˚usobem maj´ı syste´my implementovat takove´to chova´n´ı. To
jak se jednotliva´ zarˇ´ızen´ı postav´ı k mozˇnosti vyuzˇ´ıt te´to vlastnosti, za´vis´ı tedy pouze na
vy´robci, prˇ´ıpadneˇ na administra´torovi syste´mu. To se projevilo jako nevy´hoda, protozˇe
r˚uzne´ smeˇrovacˇe se mohou k paket˚um chovat r˚uzneˇ a nelze prˇedpoveˇdeˇt chova´n´ı takove´ho
spojen´ı. Z komercˇn´ıho hlediska je nemozˇne´ zajistit r˚uzne´ trˇ´ıdy konektivity na za´kladeˇ to-
hoto syste´mu, protozˇe to, co jeden poskytovatel mu˚zˇe povazˇovat za prioritn´ı provoz, druhy´
trˇeba prˇerˇad´ı do beˇzˇne´ho provozu. Tento zp˚usob funguje pouze pokud vsˇichni dodrzˇuj´ı
stanovena´ pravidla. Realita je ovsˇem takova´, zˇe neˇktere´ syste´my jednodusˇe nastav´ı veˇtsˇ´ı
prioritu sve´mu provozu, i kdyzˇ k tomu nemaj´ı patrˇicˇny´ d˚uvod.
Do IP protokol˚u byla take´ prˇida´na podpora ECN (Explicit Congestion Notification,
RFC 3168). Je to zp˚usob signalizace smeˇrovacˇe o zahlcen´ı linky. Dı´ky aktivn´ı spra´veˇ fronty
(naprˇ. RED - Random Early Detection) jsou schopny smeˇrovacˇe detekovat zahlcen´ı jesˇteˇ
prˇed t´ım, nezˇ fronta prˇetecˇe. A d´ıky ECN uzˇ nejsou routery nuceny k zahazova´n´ı paket˚u,
aby indikovaly zahlcen´ı. Mı´sto zahozen´ı paketu mohou nastavit prˇ´ıznak CE (Congestion
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Obra´zek 3.3: Forma´t IPv4 hlavicˇky
Experienced) v IP hlavicˇce. Dı´ky kombinaci teˇchto technik jsou omezeny nezˇa´douc´ı efekty,
ktere´ vyply´valy z prˇetecˇen´ı fronty a vy´sledkem je neˇkolik zlepsˇen´ı:
• Bude zahazova´no mensˇ´ı mnozˇstv´ı paket˚u.
• Zvy´sˇ´ı se vyuzˇit´ı linky d´ıky tomu, zˇe bude potrˇeba me´neˇ TCP synchronizace.
• T´ım, zˇe se bude udrzˇovat rozumna´ velikost fronty, se sn´ızˇ´ı zpozˇdeˇn´ı a zkreslen´ı v
jednotlivy´ch toc´ıch.
• Sˇ´ıˇrka pa´sma bude sd´ılena v´ıce rovnocenneˇ mezi jednotlivy´mi toky.
Novinkou oproti IPv4 je 20 bitove´ pole flow label zvolene´ aplikac´ı nebo ja´drem pro
dany´ soket. Flow, neboli tok, je posloupnost paket˚u vyslany´ch z urcˇite´ho zdroje do urcˇite´ho
c´ıle, pro kterou pozˇaduje zdroj neˇjake´ specia´ln´ı zacha´zen´ı prˇ´ıslusˇny´mi smeˇrovacˇi. Jakmile
je oznacˇen´ı toku vybra´no, tak se po cesteˇ paketu jizˇ nesmı´ meˇnit. Pokud je oznacˇen´ı rovno
nule, cozˇ je vy´choz´ı hodnota, tak to znamena´, zˇe paket nena´lezˇ´ı do zˇa´dne´ho toku. Hlavn´ı
vy´hoda oznacˇen´ı toku spocˇ´ıva´ v tom, zˇe smeˇrovacˇe nemus´ı zkoumat vnitrˇek paket˚u k tomu,
aby identifikoval tok, ke ktere´mu paket patrˇ´ı, a to i pokud je pouzˇito sˇifrova´n´ı. V IPv6
je kazˇdy´ tok jednoznacˇneˇ identifikova´n trojic´ı u´daj˚u (c´ılova´ adresa, zdrojova´ adresa a flow
label), oproti tomu v IPv4 paketu k takove´ identifikaci potrˇebujeme peˇtici (zdrojova´ a
c´ılova´ adresa, protokol, zdrojovy´ a c´ılovy´ port). Jednoducha´ identifikace tok˚u slouzˇ´ı k jejich
efektivn´ımu klasifikova´n´ı a na´sledne´mu prˇiˇrazen´ı priorit.
V soucˇasne´ dobeˇ se pracuje na na´vrhu protokolu[4], ktery´ umozˇn´ı alokaci nezbytny´ch
prostrˇedk˚u jednotlive´mu toku nebo jejich skupineˇ na jejich cesteˇ s´ıt´ı. Toto signa´ln´ı sche´ma
bude vyzˇadovat podporu v hardwaru prˇ´ıslusˇny´ch s´ıt’ovy´ch prvk˚u (nejcˇasteˇji smeˇrovacˇ˚u).
Kvalita sluzˇby tak bude nastavena v rea´lne´m cˇase bez u´cˇasti neˇjake´ extern´ı softwarove´
signalizacˇn´ı struktury, jakou je naprˇ´ıklad Reservation Protocol (RSVP). Tuto funkcˇnost
bude mozˇne´ zacˇlenit jak do IPv4, tak IPv6 paket˚u. U IPv6 bude s vy´hodou pouzˇito pole
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next header, ktere´ odka´zˇe na dalˇs´ı hlavicˇku, ktera´ bude definovat pozˇadavky toku na kvalitu
sluzˇeb. Vy´hoda IPv6 spocˇ´ıva´ v tom, zˇe doka´zˇe vyuzˇ´ıt tohoto protokolu i prˇi sˇifrovany´ch
spojen´ıch pomoc´ı IPSec, kdezˇto s IPv4 to nen´ı bez u´pravy IPSec mozˇne´.
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Kapitola 4
Prostrˇedky pro podporu QoS v
linuxu
Kl´ıcˇovy´mi prvky, na ktery´ch je postavena podpora pro rˇ´ızen´ı kvality sluzˇeb v GNU Linuxu
jsou trˇi za´kladn´ı prvky:
• Rˇad´ıc´ı discipl´ına - queuing discipline
• Trˇ´ıdy - classes
• Filtry/pla´novacˇe/klasifika´tory - Filters/Policers/Classifiers
Pakety, prˇicha´zej´ıc´ı z internetu, spadaj´ı prˇ´ımo do filtru, a odtud jsou prˇiˇrazeny prˇ´ıslusˇne´
rˇad´ıc´ı discipl´ıneˇ, ktera´ je na´sledneˇ rozdeˇl´ı do jednotlivy´ch trˇ´ıd. Kazˇde´ s´ıt’ove´ zarˇ´ızen´ı v
linuxu vlastn´ı frontu (vy´choz´ı frontou je FIFO), ktera´ definuje, jak jsou zarˇazene´ pakety
zpracova´va´ny a ke kazˇde´ fronteˇ je prˇiˇrazena trˇ´ıda. Rˇad´ıc´ı discipl´ıny mohou by´t r˚uzny´ch
typ˚u. Mezi nejpouzˇ´ıvaneˇjˇs´ı patrˇ´ı:
• Class Based Queuing (CBQ)
• Hiearchical Token Bucket (HTB)
• First In First Out (FIFO)
• Traffic Equalizer (TEQL)
• Stochastic Fair Queuing (SFQ)
• Random Early Detection
• Generalized RED (GRED)
• Priority
• Hierarchical Fair Service Curve (HFSC)
Rˇazen´ı paket˚u do front a na´sledna´ obsluha teˇchto front s definovanou prioritou nebo pro-
pustnost´ı je velice d˚ulezˇity´m a pouzˇ´ıvany´m zp˚usobem zajiˇsteˇn´ı pozˇadovane´ kvality sluzˇeb.
Toto rˇazen´ı se deˇje na u´rovni s´ıt’ove´ vrstvy podle sche´matu ISO/OSI a je navrzˇeno tak,
zˇe jakmile pakety odes´ılane´ z pocˇ´ıtacˇe vstupuj´ı do s´ıt’ove´ vrstvy, tak je rˇad´ıc´ı mechanismy
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prˇ´ıtomne´ v ja´drˇe operacˇn´ıho syste´mu zarˇad´ı do front, kde cˇekaj´ı na dalˇs´ı zpracova´n´ı. Modi-
fikac´ı rˇad´ıc´ıch strategi´ı mu˚zˇeme dosa´hnout rovnocenne´ho sd´ılen´ı sˇ´ıˇrky pa´sma mezi r˚uzny´mi
aplikacemi, uzˇivateli nebo pocˇ´ıtacˇi.
Takovy´ zp˚usob osˇetrˇen´ı sd´ılen´ı linky je ale pouzˇitelny´ pouze v odchoz´ım smeˇru. Jakmile
totizˇ paket doraz´ı na s´ıt’ove´ rozhran´ı v prˇ´ıchoz´ım smeˇru, tak je pozdeˇ jej rˇadit do neˇjaky´ch
front, protozˇe uzˇ spotrˇeboval urcˇitou kapacitu pa´sma k tomu, zˇe byl prˇijat vstupn´ım roz-
hran´ım. Rˇesˇen´ım tohoto proble´mu je nastaven´ı rˇazen´ı na nadrˇazene´m routeru, a to na
vnitrˇn´ım rozhran´ı, kde pakety opousˇteˇj´ı router a smeˇrˇuj´ı do vnitrˇn´ı s´ıteˇ.
Subsyste´m, ktery´ obstara´va´ rˇ´ızen´ı toku dat, je postaven na r˚uzny´ch modulech, ktere´
se zava´deˇj´ı do ja´dra operacˇn´ıho syste´mu a uzˇivatelsky´ch na´stroj˚u jako jsou ip, iptables a
tc. Dohromady jsou tyto programy schopny vytvorˇit velice komplexn´ı syste´m pro zajiˇsteˇn´ı
kvality r˚uzny´ch sluzˇeb nab´ızeny´ch na serverech nebo rovnocenne´ postaven´ı za´kazn´ık˚u ISP.
Kl´ıcˇovou roli v definova´n´ı jizˇ zna´my´ch front hraje program tc. Pomoc´ı tc se take´ prˇiˇrazuj´ı
jednotlive´ trˇ´ıdy k fronta´m a mu˚zˇeme ho te´zˇ vyuzˇ´ıt k prˇiˇrazen´ı paket˚u do trˇ´ıd. Prˇ´ıkazem tc
bez parametr˚u vyvola´me syntaxi tohoto prˇ´ıkazu:
# tc
Usage: tc [ OPTIONS ] OBJECT { COMMAND | help }
where OBJECT := { qdisc | class | filter | action }
OPTIONS := { -s[tatistics] | -d[etails] | -r[aw] | -b[atch] file }
Kazˇde´ s´ıt’ove´ rozhran´ı ma´ definova´n neˇjaky´ rˇad´ıc´ı mechanismus paket˚u, ktery´ urcˇuje, jaky´m
zp˚usobem budou zpracova´ny. V linuxu se tento mechanismus nazy´va´ qdisc (queueing dis-
cipline) a mu˚zˇe by´t zobrazen prˇ´ıkazem ip link show. Vy´choz´ım algoritmem pro rˇazen´ı
paket˚u je pfifo fast, ktery´ funguje na principu fronty FIFO. Tuto vy´choz´ı hodnotu mu˚zˇeme
zmeˇnit pra´veˇ pouzˇit´ım na´stroje tc:
tc qdisc add dev eth0 root handle 1:0 htb
T´ımto prˇ´ıkazem jsme prˇedefinovali vy´choz´ı rˇad´ıc´ı algoritmus na HTB1 na rozhran´ı eth0.
Handle je uzˇivatelem specifikovane´ cˇ´ıslo ve tvaru MAJOR:MINOR. MINOR cˇ´ıslo kazˇde´ho
pla´novacˇe (qdisc) mus´ı by´t nula.
Korˇenovy´ qdisc mu˚zˇeme cha´pat jako hlavn´ı kontejner, do ktere´ho spada´ vsˇechen pro-
voz. Nad t´ımto korˇenem mu˚zˇeme vystaveˇt potrˇebnou strukturu trˇ´ıd, do ktery´ch rozdeˇl´ıme
pozˇadovane´ typy provozu tak, aby vyhovovaly dany´m pozˇadavk˚um:
tc class add dev eth0 parent 1:0 classid 1:1 htb rate 512kbit
tc class add dev eth0 parent 1:1 classid 1:20 htb \
rate 100kbit ceil 100kbit prio 0
tc class add dev eth0 parent 1:1 classid 1:21 htb \
rate 300kbit ceil 512kbit prio 1
tc class add dev eth0 parent 1:1 classid 1:22 htb \
rate 100kbit ceil 512kbit prio 2
tc qdisc add dev eth0 parent 1:20 handle 20:0 sfq perturb 10
tc qdisc add dev eth0 parent 1:21 handle 21:0 sfq perturb 10
tc qdisc add dev eth0 parent 1:22 handle 21:0 sfq perturb 10
1HTB - Hierarchical Token Bucket. Podrobne´ informace o tomto pla´novacˇi a jeho implementaci lze nale´zt
v dokumentaci na stra´nka´ch projektu http://luxik.cdi.cz/ devik/qos/htb/ .
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V tomto prˇ´ıkladeˇ jsme tedy definovali trˇ´ıdu, jej´ızˇ propustnost je 512 kilobit˚u za sekundu
a na´sledneˇ ji rozdeˇlili na trˇi trˇ´ıdy s r˚uznou prioritou a kapacitou. Cˇ´ım mensˇ´ı je parametr
prio, t´ım je priorita veˇtsˇ´ı. Parametr rate urcˇuje minima´ln´ı propustnost trˇ´ıdy a parametr
ceil jej´ı maxima´ln´ı propustnost. Nav´ıc byl ke kazˇde´ koncove´ trˇ´ıdeˇ prˇida´n SFQ2 pla´novacˇ,
ktery´ zajist´ı rovnocenne´ postaven´ı jednotlivy´ch spojen´ı spadaj´ıc´ıch do te´to trˇ´ıdy, obzvla´sˇteˇ
je-li trˇ´ıda plneˇ vyt´ızˇena´.
Nakonec je trˇeba zajistit spra´vne´ rozdeˇlen´ı paket˚u do jednotlivy´ch trˇ´ıd. Zde se nasky´ta´
v´ıce mozˇnost´ı: Jednou z nich je prˇ´ıme´ pouzˇit´ı iptables a c´ıle CLASSIFY, dalˇs´ı mozˇnost´ı je
pouzˇit´ı c´ıle MARK v iptables pro oznacˇen´ı jednotlivy´ch paket˚u a na´sledne´ prˇiˇrazen´ı do trˇ´ıd
programem tc.
iptables -t mangle -A POSTROUTING -o eth0 -p tcp --sport 22 \
-j MARK --set-mark 20
tc filter add dev eth0 protocol ip parent 1:0 handle 20 fw flowid 1:20
Posledn´ı mozˇnost´ı je vyuzˇit´ı u32 selektoru, ktery´ analyzuje hlavicˇku paketu a podle hodnoty
urcˇity´ch bit˚u nastavuje prˇ´ıslusˇnou trˇ´ıdu. Pouzˇit´ı tohoto na´stroje vyzˇaduje detailn´ı znalost
struktury hlavicˇky paketu. Prˇ´ıklady pouzˇit´ı tohoto filtru lze naj´ıt na internetu[5].
4.1 Iptables - paketovy´ filter v Linuxu
Linuxova´ ja´dra meˇla paketovy´ filtr jizˇ od verze 1.1. Tato prvn´ı verze byla zalozˇena na filtru
ipfw z BSD Unixu a byla portova´na do Linuxu v roce 1997 Alanem Coxem. V Linuxu
rˇady 2.0 byl tento filtr vylepsˇen a vznikl na´stroj ipwadm, ktery´ nastavoval ja´dro v oblasti
filtrova´n´ı paket˚u.
V ja´drech rˇady 2.2 byl uveden na´stroj ipchains, ktery´ prˇinesl mozˇnost definova´n´ı vlastn´ıch
rˇeteˇzc˚u a jejich struktur ke standardn´ım zabudovany´m rˇeteˇzc˚um (chains) input, output a
forward. Kazˇdy´ paket procha´zej´ıc´ı routerem musel proj´ıt alesponˇ trˇemi za´kladn´ımi impli-
citn´ımi rˇeteˇzci.
Posledn´ı verz´ı paketove´ho filtru v Linuxu jsou iptables. Tento filtr je standardneˇ v ja´drˇe
od verze 2.4 a v soucˇasny´ch ja´drech 2.6 je jediny´m podporovany´m filtrem. Velky´ rozd´ıl
oproti ipchains spocˇ´ıva´ v pouzˇit´ı rˇeteˇzc˚u. Pakety, ktere´ procha´zej´ı routerem (ty ktere´ nejsou
urcˇeny pro router samotny´), projdou pouze prˇes rˇeteˇzec FORWARD. Tuto skutecˇnost je
trˇeba mı´t na pameˇti a na takove´m routeru, ktery´ cˇasto by´va´ i firewallem, je nutno mı´t
dveˇ sady pravidel, a to jednak pro pakety urcˇene´ prˇ´ımo pro router a da´le pro pakety, ktere´
budou prˇepos´ıla´ny do vnitrˇn´ı s´ıteˇ.
Syntaxe programu Iptables je d´ıky jeho komplexnosti pomeˇrneˇ slozˇita´ a pro podrobne´
informace je vhodne´ nahle´dnout do manua´love´ stra´nky programu, ktera´ by meˇla by´t do-
stupna´ na kazˇde´m pocˇ´ıtacˇi s nainstalovany´m programem Iptables.
4.1.1 Syntaxe a pouzˇit´ı iptables
Pravidla, ktera´ urcˇuj´ı, jak maj´ı by´t pakety filtrova´ny ja´drem operacˇn´ıho syste´mu, se definuj´ı
prˇ´ıkazem iptables a na´sleduj´ıc´ımi parametry:
• Typ paketu - urcˇuje typ paketu, ktery´ bude pravidlo filtrovat (TCP, UDP, ICMP).
2SFQ - Stochastic Fair Queueing. V sˇeste´ kapitole Traffic Control HOWTO[2] jsou popsa´ny beztrˇ´ıdn´ı
(classless) pla´novacˇe s dalˇs´ımi prˇ´ıklady.
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• Pu˚vod nebo c´ıl paketu
• C´ıl - urcˇuje, jaka´ akce se provede nad paketem, ktery´ vyhovuje krite´ri´ım definovany´ch
v pravidle.
Silnou stra´nkou iptables je mozˇnost pouzˇit´ı v´ıce tabulek k rozhodnut´ı o osudu prˇ´ıslusˇne´ho
paketu v za´vislosti na pozˇadovane´ akci, ktera´ se ma´ s prˇ´ıslusˇny´m paketem prove´st a jeho
typu. Vy´choz´ı tabulka se jmenuje filter a obsahuje trˇi zabudovane´ rˇeteˇzce:
• INPUT pro pakety prˇicha´zej´ıc´ı na pocˇ´ıtacˇ samotny´,
• OUTPUT pro loka´lneˇ generovane´ pakety opousˇteˇj´ıc´ı pocˇ´ıtacˇ,
• FORWARD pro pakety routovane´ skrze pocˇ´ıtacˇ.
Tato tabulka se pouzˇije v prˇ´ıpadeˇ, zˇe nen´ı specifikova´na explicitneˇ zˇa´dna´ jina´ tabulka.
Iptables ale implicitneˇ obsahuj´ı dalˇs´ı dveˇ tabulky, ktere´ maj´ı svou specifickou u´lohu.
Tabulka nat mu˚zˇe by´t pouzˇita k modifikova´n´ı zdrojove´ nebo c´ılove´ adresy zaznamenane´ v
paketu. Tato tabulka obsahuje trˇi rˇeteˇzce:
• PREROUTING pro pozmeˇnˇova´n´ı paket˚u ihned, jakmile vstoup´ı prˇes s´ıt’ove´ rozhran´ı,
• OUTPUT pro pozmeˇnˇova´n´ı loka´lneˇ generovany´ch paket˚u prˇed routova´n´ım,
• POSTROUTING pro pozmeˇnˇova´n´ı paket˚u, ktere´ vystupuj´ı prˇes s´ıt’ove´ rozhran´ı.
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Dalˇs´ı tabulkou je mangle, ktera´ se pouzˇ´ıva´ pro r˚uzne´ dalˇs´ı specia´ln´ı manipulace s pa-
ketem a obsahuje vsˇechny3 dosud zmı´neˇne´ rˇeteˇzce, jejichzˇ pouzˇit´ı je na stejny´ch mı´stech
cesty paketu jako u prˇedchoz´ıch tabulek. Iptables take´ umozˇnˇuj´ı vytvorˇit si dalˇs´ı rˇeteˇzce
pro kazˇdou z tabulek.
Veˇtsˇina prˇ´ıkaz˚u vlozˇen´ı pravidla ma´ na´sleduj´ıc´ı strukturu:
iptables [-t <table-name>] <command> <chain-name> <parameter 1> \
<option 1> <parameter n> <option n>
Volba <table-name> umozˇnˇuje vybrat jinou tabulku nezˇ implicitn´ı filter. Volba <command>4
je centrum prˇ´ıkazu, kde se specifikuje, jaka´ akce se provede, naprˇ´ıklad prˇida´n´ı nebo smaza´n´ı
pravidla z prˇ´ıslusˇne´ho rˇeteˇzce, ktery´ je uveden volbou <chain-name>. Za <chain-name>
jsou dvojice parametr˚u a voleb, ktere´ urcˇuj´ı co se stane, jakmile paket vyhov´ı pravidlu. Pro
u´plny´ prˇehled struktury prˇ´ıkazu iptables stacˇ´ı zadat prˇ´ıkaz iptables -h.
3Tato tabulka p˚uvodneˇ obsahovala jen dva rˇeteˇzce a to PREROUTING a OUTPUT a to azˇ do verze
ja´dra 2.4.17. Od verze 2.4.18 obsahuje take´ zby´vaj´ıc´ı trˇi rˇeteˇzce: INPUT, FORWARD a POSTROUTING.
4V manua´love´ stra´nce lze nale´zt kompletn´ı popis prˇ´ıkaz˚u a parametr˚u, zde si postupneˇ uka´zˇeme pouze
ty, ktere´ budou pouzˇity v prˇ´ıkladech.
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Kapitola 5
Rˇı´zen´ı kvality sluzˇeb pomoc´ı
klasifikace datovy´ch tok˚u
Veˇtsˇina soucˇasny´ch rˇesˇen´ı, ktere´ se zaby´vaj´ı zajiˇsteˇn´ım kvality sluzˇeb v s´ıt’ove´m prostrˇed´ı,
jsou zalozˇena na principu klasifikace jednotlivy´ch paket˚u a na´sledny´m prˇiˇrazova´n´ım r˚uzny´ch
priorit. Tato rˇesˇen´ı pracuj´ı veˇtsˇinou na u´rovni s´ıt’ove´ nebo aplikacˇn´ı vrstvy.
Pokud je klasifikace paket˚u prova´deˇna na u´rovni s´ıt’ove´ vrstvy, tak jediny´mi infor-
macemi, ktere´ slouzˇ´ı pro rozrˇazen´ı paket˚u do jednotlivy´ch front s definovanou prioritou,
prˇ´ıpadneˇ i propustnost´ı, jsou data ulozˇena´ v hlavicˇce paketu. Jsou to zejme´na cˇ´ısla port˚u,
prˇ´ıpadneˇ IP adresy. Prˇi klasifikaci podle cˇ´ısel port˚u je mozˇne´ u´speˇsˇneˇ rozliˇsit pouze omezene´
mnozˇstv´ı sluzˇeb, ktere´ maj´ı sve´ usta´lene´ cˇ´ıslo portu. 1 Neˇktere´ typy aplikac´ı ale pouzˇ´ıvaj´ı
na´hodna´ cˇ´ısla port˚u a v tomto prˇ´ıpadeˇ je nen´ı mozˇno da´le rozliˇsit, cozˇ ma´ veˇtsˇinou za
na´sledek to, zˇe skoncˇ´ı ve stejne´ trˇ´ıdeˇ bez ohledu na to, zda se jedna´ o aplikaci vyzˇaduj´ıc´ı
prioritn´ı zpracova´n´ı (naprˇ. VoIP) nebo aplikaci, ktera´ je z hlediska zajiˇsteˇn´ı kvality sluzˇeb
neprioritn´ı (naprˇ. P2P). Mu˚zˇe by´t pouzˇito i pole Type of Service, ale toto rˇesˇen´ı take´ nen´ı
spolehlive´, protozˇe velke´ mnozˇstv´ı aplikac´ı, prˇ´ıpadneˇ i neˇktere´ operacˇn´ı syste´my naprosto
ignoruj´ı spra´vne´ nastaven´ı tohoto pole v hlavicˇce paketu. Nav´ıc toto pole mu˚zˇe by´t libo-
volneˇ zmeˇneˇno kazˇdy´m routerem, ktery´m paket procha´z´ı a nikdy nen´ı zarucˇeno, zˇe hodnota
zde nastavena´ opravdu odpov´ıda´ pozˇadovane´mu zp˚usobu zpracova´n´ı paketu.
Dalˇs´ı mozˇnost´ı, jak klasifikovat pakety, je inspekce paketu na u´rovni aplikacˇn´ı vrstvy,
kdy jsou zkouma´na prˇena´sˇena´ data, ktera´ jsou porovna´va´na oproti databa´zi typicky´ch
rˇeteˇzc˚u vyskytuj´ıc´ıch se v datech zna´my´ch sluzˇeb. Toto rˇesˇen´ı nejen zˇe je pomeˇrneˇ vy´po-
cˇetneˇ na´rocˇne´, ale uzˇ ze sve´ho principu nedoka´zˇe spra´vneˇ klasifikovat jaky´koliv sˇifrovany´
provoz. Proble´m mu˚zˇe nastat taky v prˇ´ıpadeˇ, zˇe se objev´ı neˇjaka´ nova´ sluzˇba, ktera´ nen´ı
zahrnuta v databa´z´ı zna´my´ch sluzˇeb a t´ım pa´dem mohou by´t takove´to nezna´me´ pakety
sˇpatneˇ klasifikova´ny.
Ani kombinac´ı obou prˇedesˇly´ch metod nelze ve vsˇech prˇ´ıpadech zajistit spra´vne´ roz-
rˇazen´ı paket˚u a na´sledne´ prˇiˇrazen´ı priorit. Na klasifikaci s´ıt’ove´ho provozu lze ale nahle´dnout
i z jine´ strany. Mu˚zˇeme upustit od snahy prˇiˇradit kazˇde´mu paketu prioritu pouze na za´kladeˇ
informac´ı z´ıskany´ch pouze z dat, ktera´ jsme schopni vycˇ´ıst z jeho hlavicˇky a teˇla. Sledujeme-
li s´ıt’ovy´ provoz, ktery´ jednotlive´ aplikace generuj´ı, tak na za´kladeˇ jeho charakteristiky jsme
schopni odhadnout, do jake´ skupiny dana´ aplikace patrˇ´ı.
Kazˇda´ aplikace komunikuj´ıc´ı prˇes s´ıt’ vytvorˇ´ı spojen´ı, ktere´ je jednoznacˇneˇ identifiko-
vatelne´ cˇtverˇic´ı u´daj˚u: zdrojova´ IP adresa, zdrojovy´ port, c´ılova´ IP adresa, c´ılovy´ port.
1Veˇtsˇinou se vycha´z´ı ze souboru /etc/services
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Na za´kladeˇ teˇchto informac´ı jsme schopni rozrˇadit vsˇechny pakety do jednotlivy´ch spo-
jen´ı a t´ım pa´dem prˇesneˇ sledovat charakteristiku datove´ho toku, ktery´ generuj´ı. Steˇzˇejn´ı
informac´ı, podle ktere´ lze odhadnout o jaky´ typ aplikace se jedna´, je za´vislost rychlosti
prˇena´sˇeny´ch dat na cˇase. Tyto charakteristiky se u neˇktery´ch aplikac´ı mohou dokonce v
cˇase zmeˇnit tak, zˇe interaktivn´ı aplikace prˇejde do neinteraktivn´ıho mo´du. Pokud tedy jed-
notlive´ datove´ toky periodicky sledujeme a klasifikujeme, tak i takovou zmeˇnu je mozˇno
detekovat a na´lezˇiteˇ se podle toho zachovat prˇiˇrazen´ım jine´ priority. Dalˇs´ı vy´hodou tohoto
rˇesˇen´ı je schopnost spra´vneˇ klasifikovat i sˇifrovany´ provoz.
Obra´zek 5.1: Interaktivn´ı provoz prˇes SSH
Na obra´zku 5.1 je zna´zorneˇna situace, kdy je prˇes SSH vzda´leneˇ spusˇteˇna graficka´ apli-
kace, se kterou je na´sledneˇ beˇzˇneˇ pracova´no. Toto je prˇ´ıklad datove´ho toku, ktery´ potrˇebuje
veˇtsˇ´ı prioritu, aby bylo uzˇivateli co mozˇna´ nejle´pe umozˇneˇno pracovat s aplikac´ı opravdu
interaktivneˇ. Na obra´zku 5.2 je naopak zna´zorneˇno spojen´ı prˇes SSH, kdy po chv´ıli beˇzˇne´
interaktivn´ı pra´ce, jakou bylo procha´zen´ı adresa´rˇ˚u, byl spusˇteˇn prˇenos velke´ho souboru. Od
te´to chv´ıle spojen´ı prˇesta´va´ mı´t interaktivn´ı charakter, protozˇe uzˇivatel cˇeka´ na prˇenesen´ı
souboru. Z grafu je jasneˇ patrna´ zmeˇna charakteristiky takove´ho datove´ho toku.
Jak bylo uka´za´no na obra´zku, tak lze i z charakteristiky prˇenosu dat v jednom smeˇru
odvodit o jaky´ typ datove´ho toku se jedna´. Mu˚zˇeme ale vyuzˇ´ıt skutecˇnosti, zˇe pro u´speˇsˇnou
komunikaci je veˇtsˇinou potrˇeba prˇena´sˇet data v obou smeˇrech. Jedna´ se naprˇ´ıklad o potvr-
zova´n´ı prˇijaty´ch dat prˇi stahova´n´ı souboru prˇes protokol http nebo ftp. Jsme tedy schopni
sestavit graf, na ktere´m budou zachyceny charakteristky jak v prˇ´ıchoz´ım, tak v odchoz´ım
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smeˇru, cˇ´ımzˇ dosa´hneme zvy´sˇen´ı informacˇn´ı hodnoty takove´ho grafu a zjednodusˇ´ıme klasi-
fikaci provozu, ktery´ dana´ apliace generuje.
5.1 Na´vrh syste´mu pro rˇ´ızen´ı QoS pomoc´ı analy´zy datovy´ch
tok˚u
Tokem budeme rozumeˇt rˇadu po sobeˇ jdouc´ıch paket˚u, ktere´ se shoduj´ı ve cˇtyrˇech za´kladn´ıch
atributech: zdrojova´ IP adresa, zdrojovy´ port, c´ılova´ IP adresa, c´ılovy´ port. Spojen´ı bude
povazˇova´no za ukoncˇene´, pokud ubeˇhla prˇedem urcˇena´ doba od prˇijet´ı posledn´ıho paketu
v dane´m spojen´ı, a to jak v prˇ´ıchoz´ım, tak odchoz´ım smeˇru. Abychom mohli analyzovat
jednotlive´ datove´ toky na urcˇite´m rozhran´ı (Ethernet), tak mus´ıme z´ıskat vsˇechny pakety
prˇes toto zarˇ´ızen´ı procha´zej´ıc´ı. Tuto pra´ci obstara´va´ modul aplikace nazvany´ packet sniffer.
Prˇi analy´ze proble´mu z´ıska´va´n´ı paket˚u se jako nejjednodusˇ´ı, a za´rovenˇ z pohledu syste´mu
nejbezpecˇneˇjˇs´ı rˇesˇen´ı nab´ız´ı vyuzˇ´ıt knihovnu, ktera´ bude kop´ırovat pakety procha´zej´ıc´ımi
prˇes s´ıt’ova´ rozhran´ı do uzˇivatelske´ho prostoru samotne´ aplikace. Knihovna by soucˇasneˇ meˇla
by´t multiplatformn´ı, aby bylo umozˇneˇno portovat aplikaci do prostrˇed´ı jine´ho operacˇn´ıho
syste´mu. Tyto pozˇadavky splnˇuje knihovna pcap - Packet Capture library.2 Implementace
te´to knihovny je dostupna´ pro syste´my unixove´ho typu (Linux, *BSD syste´my, Solaris a
2http://www.tcpdump.org/
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dalˇs´ı) a je zna´ma jako libpcap. Existuje take´ implementace pro Win32 syste´my zna´ma jako
WinPcap.
Z´ıskane´ pakety je nutno v na´sleduj´ıc´ım modulu analyzovat na za´kladeˇ informac´ı obsazˇe-
ny´ch v IP hlavicˇce a rozrˇadit do jednotlivy´ch datovy´ch tok˚u. Vhodnou datovou strukturou
pro ukla´da´n´ı datovy´ch tok˚u se jev´ı kombinace asociativn´ıho pole a kruhove´ho bufferu, kdy
v kruhove´m bufferu budou ulozˇeny zachycene´ pakety a kl´ıcˇem do asociativne´ho pole bude
struktura jednoznacˇneˇ identifikuj´ıc´ı jednotlive´ datove´ toky.
Dalˇs´ı modul pracuje nad datovou strukturou obsahuj´ıc´ı jednotlive´ toky a periodicky
prova´d´ı vyhodnocen´ı rychlosti prˇena´sˇeny´ch dat v cˇase a vytva´rˇ´ı vektor dat obsahuj´ıc´ı in-
formace, na jejichzˇ za´kladeˇ bude provedena klasifikace do jednotlivy´ch trˇ´ıd reprezentuj´ıc´ıch
typ provozu.
Pro to, abychom mohli urcˇit typ provozu, reprezentovany´ vektorem dat z´ıkany´m v
prˇedchoz´ım modulu je potrˇeba se ”pod´ıvat“ na jeho tvar a porovnat jej s empiricky zjiˇsteˇ-
ny´mi vektory jednotlivy´ch typ˚u a vybrat trˇ´ıdu provozu, ktere´ se nejv´ıc podoba´. K tomuto
u´cˇelu se da´ s vy´hodou vyuzˇ´ıt mozˇnost´ı neuronovy´ch s´ıt´ı a jejich schopnosti naucˇit se podle
tre´novac´ı mnozˇiny vzork˚u rozpozna´vat vzorky jim podobne´.
Samotne´mu vy´beˇru implementace neuronove´ s´ıteˇ prˇedcha´zelo prozkouma´n´ı mozˇnost´ı
a vy´konnosti r˚uzny´ch knihoven poskytuj´ıc´ıch rozhran´ı pro pra´ci s neuronovy´mi s´ıteˇmi.
Nejd˚ulezˇiteˇjˇs´ımi krite´rii pro vy´beˇr vhodne´ implementace byly prˇedevsˇ´ım:
Otevrˇeny´ zdrojovy´ ko´d - Svobodna´ licence knihovny nejen zˇe umozˇnˇujeˇ integraci s dal-
sˇ´ımi open source knihovnami, ale zarucˇuje take´ mozˇnost prˇ´ıpadne´ho rozsˇiˇrova´n´ı jejich
funkc´ı a podrobne´ studium problematiky neuronovy´ch s´ıt´ı. Dostupnost zdrojove´ho
ko´du take´ umozˇnˇuje experimentova´n´ı a dalˇs´ı vy´zkum na akademicke´ u´rovni.
Multiplatformnost - Mozˇnosti pouzˇit´ı softwaru vy´razneˇ rostou, je-li mozˇno jej zkompi-
lovat a provozovat na r˚uzny´ch hardwarovy´ch platforma´ch a pod r˚uzny´mi operacˇn´ımi
syste´my.
Vazby na r˚uzne´ programovac´ı jazyky - V prˇ´ıpadeˇ dalˇs´ıho rozdeˇlen´ı funkc´ı programu
do na sobeˇ neza´visly´ch cˇa´st´ı, ktere´ mezi sebou komunikuj´ı nen´ı nutne´ pouzˇ´ıvat pouze
jeden programovac´ı jazyk. Mozˇnost vyuzˇ´ıt knihovny ve spojen´ı s jiny´mi programo-
vac´ımi jazyky mu˚zˇe prˇine´st zjednodusˇen´ı prˇi vy´voji dalˇs´ıch rozsˇ´ıˇren´ı programu, nebo
prˇi jeho integraci do jine´ho jizˇ existuj´ıc´ıho syste´mu.
Rychlost a efektivnost - Knihovna by meˇla poskytovat nejen velikou mı´ru abstrakce pro
koncove´ho uzˇivatele, ale meˇla by soucˇasneˇ pouzˇ´ıvat vysoce vy´konny´ch algoritmu˚, cˇ´ımzˇ
bude vyuzˇitelna´ pro sˇirokou sˇka´lu aplikac´ı a architektur.
Vy´sˇe zmı´neˇne´ pozˇadavky dobrˇe splnˇuje knihovna Fast Artificial Neural Network Library
(FANN).3 S pomoc´ı te´to knihovny bude sestavena plneˇ propojena´ doprˇedna´ neuronova´ s´ıt’
s jednou skrytou vrstvou. Pocˇet vstupn´ıch neuron˚u se bude rovnat velikosti klasifikovane´ho
vektoru a pocˇet vy´stupn´ıch neuron˚u bude uda´vat pocˇet trˇ´ıd, do ktery´ch bude neuronova´
s´ıt’ rozdeˇlovat datove´ toky.
Rozpoznany´ typ a popis datove´ho prˇenosu jsou vstupem pro dalˇs´ı modul, ktery´ pomoc´ı
paketove´ho filtru iptables nastav´ı prˇ´ıslusˇnou prioritu tok˚um dat v prˇ´ıchoz´ım i odchoz´ım
smeˇru spojen´ı. Zde jizˇ nen´ı jina´ mozˇnost, nezˇ pouzˇit´ı syste´moveˇ za´visle´ implementace,
protozˇe v soucˇasnosti neexistuje a ani nejsp´ıˇse nebude existovat jednotne´ rozhran´ı nebo
3http://leenissen.dk/fann/index.php?p=gsoc.php
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na´stroj, ktery´ umozˇn´ı nastaven´ı parametr˚u ja´dra pro zpracova´va´n´ı paket˚u. Tento modul je
ovsˇem navrzˇen tak, zˇe d´ıky pouzˇit´ı uzˇivatelske´ho rozhran´ı iptables nen´ı jeho implementace
nijak slozˇita´ a portace modulu by znamenala jej pozmeˇnit tak, aby vyuzˇ´ıval jine´ho programu
(naprˇ´ıklad pf pro OpenBSD a FreeBSD).
Posledn´ı a take´ syste´moveˇ za´vislou cˇa´st´ı syste´mu je skript, ktery´ nad s´ıt’ovy´m roz-
hran´ım definuje pevneˇ dane´ sche´ma rˇad´ıc´ıch discipl´ın. Tento skript nastav´ı parametry ja´dra
operacˇn´ıho syste´mu, ktery´ potom bude rˇadit pakety do prioritn´ıch front na za´kladeˇ in-
formace vlozˇene´ do paketu pomoc´ı programu iptables. V linuxu k tomuto u´cˇelu existuje
uzˇivatelsky´ na´stroj tc. V *BSD syste´mech se ke stejne´mu u´cˇelu pouzˇ´ıva´ naprˇ´ıklad na´stroje
altq. Pokud bychom chteˇli portovat syste´m pod jiny´ operacˇn´ı syste´m, tak je nutne´ prˇepsat
tento skript tak, aby vyuzˇ´ıval na´stroje v tomto syste´mu dostupne´.
Obra´zek 5.3: Sche´ma navrzˇene´ho syste´mu pro rˇ´ızen´ı QoS
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Kapitola 6
Implementace navrzˇene´ho syste´mu
6.1 Zachyta´va´n´ı paket˚u
Pro zachyta´va´n´ı paket˚u procha´zej´ıc´ıch prˇes definovane´ s´ıt’ove´ rozhran´ı je pouzˇita knihovna
pcap, ktera´ poskytuje jednoduche´ a efektivn´ı rozhran´ı pro z´ıska´va´n´ı paket˚u.1 T´ımto zp˚uso-
bem mohou by´t z´ıska´ny vsˇechny pakety na s´ıti, a to i ty, ktere´ jsou urcˇeny pro jine´ pocˇ´ıtacˇe
(procha´zej´ıc´ı routerem).
K z´ıska´n´ı paketu je pouzˇita funkce pcap open live():
pcap_t *pcap_open_live(char *device, int snaplen, int promisc, int to_ms,
char *ebuf)
Prvn´ım parametrem device je rˇeteˇzec specifikuj´ıc´ı s´ıt’ove´ zarˇ´ızen´ı, ktere´ se ma´ otevrˇ´ıt.
Jestlizˇe je tento parametr nastaven na ”any“ nebo NULL, tak budeme z´ıska´vat pakety
ze vsˇech dostupny´ch rozhran´ı. Jme´no s´ıt’ove´ho rozhran´ı je prˇeda´va´no programu jako prvn´ı
parametr z prˇ´ıkazove´ rˇa´dky. Druhy´ parametr snaplen urcˇuje kolik byt˚u z paketu se ma-
xima´lneˇ z´ıska´. Tento parametr je v programu nastaven na pevnou hodnotu. Pokud bychom
nechteˇli analyzovat i data paketu (payload), tak jej lze nastavit tak, aby byla vzˇdy zachy-
cena alesponˇ hlavicˇka paketu. Parametr promisc mu˚zˇe by´t true nebo false a urcˇuje, zda ma´
by´t zarˇ´ızen´ı uvedeno do promiskuitn´ıho mo´du2. V programu je tato hodnota nastavena na
1 (true). Dalˇs´ı parametr to ms specifikuje timeout v milisekunda´ch. Tato hodnota urcˇuje
dobu, po kterou budou cˇteny pakety ze s´ıt’ove´ho rozhran´ı. Cˇten´ı tedy neskoncˇ´ı po prvn´ım
zachycene´m paketu, ale nacˇte se veˇtsˇ´ı mnozˇstv´ı paket˚u v jedne´ operaci. V programu je
nastaven timeout na jednu sekundu. Posledn´ım parametrem je pole, do ktere´ho se ukla´da´
chyba nebo varova´n´ı. Pokud funkce pcap open live() skoncˇ´ı neu´speˇsˇneˇ, tak vra´t´ı NULL,
pokud uspeˇje, tak vra´t´ı promeˇnnou handle.
Dalˇs´ım kl´ıcˇovy´m bodem je pouzˇit´ı funkce pcap loop():
int pcap_loop(pcap_t *p, int cnt, pcap_handler callback, u_char *user)
Prvn´ım parametrem je session handler z´ıskany´ funkc´ı pcap open live(), druhy´m parame-
trem je cele´ cˇ´ıslo uda´vaj´ıc´ı, kolik paket˚u se ma´ nacˇ´ıst. Pokud zada´me za´pornou hodnotu,
tak funkci rˇ´ıka´me, zˇe ma´ cˇ´ıst, dokud nenastane chyba. V programu je nastavena hodnota
-1. Trˇet´ım parametrem je jme´no callback funkce, ktere´ je vzˇdy prˇeda´n z´ıskany´ paket a ta
1Vzorem pro vypracova´n´ı te´to cˇa´sti programu byl cˇla´nek Programming with pcap.[3]
2S´ıt’ove´ zarˇ´ızen´ı pracuj´ıc´ı v promiskuitn´ım mo´du zachyta´va´ vsˇechny ra´mce na s´ıti a ne pouze ra´mce, ktere´
jsou mu prˇ´ımo adresovane´. Pro uveden´ı zarˇ´ızen´ı do tohoto mo´du jsou nutna´ superuzˇivatelska´ pra´va.
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jej da´le zpracuje. Tato funkce je vstupn´ım bodem do druhe´ho modulu rozrˇazova´n´ı paket˚u.
Posledn´ı parametr mu˚zˇe slouzˇit k prˇeda´n´ı dalˇs´ıch parametr˚u callback funkci kromeˇ teˇch,
ktere´ jizˇ prˇeda´va´ funkce pcap loop(). V nasˇem prˇ´ıpadeˇ je nastavena na NULL, cozˇ znamena´,
zˇe neprˇeda´va´me zˇa´dne´ dalˇs´ı parametry.
Prototyp nasˇ´ı callback funkce mus´ı by´t definova´n tak, aby funkce pcap loop() veˇdeˇla,
jak ji pouzˇ´ıt. Nemu˚zˇeme ji tedy definovat libovolneˇ:
void get_packet(u_char *args, const struct pcap_pkthdr *header,
const u_char *packet);
Prvn´ı parametr funkce koresponduje s posledn´ım parametrem funkce pcap loop(), a tedy
vsˇe, co je ulozˇeno v posledn´ım parametru pcap loop(), je prˇeda´no jako prvn´ı parametr
callback funkci. Dalˇs´ım parametrem je pcap hlavicˇka, ktera´ obsahuje d˚ulezˇite´ informace o
cˇasu z´ıska´n´ı paketu a jeho de´lce. Tato struktura je definova´na v souboru pcap.h jako:
struct pcap_pkthdr {
struct timeval ts; /* time stamp */
bpf_u_int32 caplen; /* length of portion present */
bpf_u_int32 len; /* length this packet (off wire) */
};
Posledn´ım parametrem jsou data paketu, ze ktery´ch vhodny´m prˇetypova´n´ım mu˚zˇeme z´ıs-
ka´vat d˚ulezˇite´ struktury, jako jsou IP a TCP hlavicˇka, prˇ´ıpadneˇ UDP hlavicˇka. Z teˇchto
struktur jsou na´sledneˇ cˇteny informace slouzˇ´ıc´ı k rozrˇazen´ı do jednotlivy´ch spojen´ı.
6.2 Rozrˇazen´ı paket˚u do jednotlivy´ch tok˚u
Jak jizˇ bylo rˇecˇeno, pro kazˇdy´ zachyceny´ paket se vola´ funkce, ktera´ jej zpracuje a zarˇad´ı
do datove´ struktury reprezentuj´ıc´ı datove´ toky prˇes urcˇite´ rozhran´ı. Tato funkce se jmenuje
get packet() a je definova´na v souboru get_packet.c. Na zacˇa´tku funkce jsou z´ıska´ny
hlavicˇky paketu pomoc´ı prˇetypova´n´ı cˇa´sti surovy´ch dat, prˇedany´ch jako data paketu, na
prˇ´ıslusˇne´ datove´ struktury, ktere´ je reprezentuj´ı a maj´ı pevny´ forma´t. Naprˇ´ıklad pro z´ıska´n´ı
IP hlavicˇky paketu je potrˇeba prove´st na´sleduj´ıc´ı:
/* define/compute ip header offset */
ip = (struct sniff_ip*)(packet + SIZE_ETHERNET);
Nejprve je nutno urcˇit, kde prˇesneˇ se pozˇadovana´ data nacha´zej´ı. Kazˇdy´ paket na etherne-
tove´m rozhran´ı zacˇ´ına´ ethernet hlavicˇkou, ktera´ ma´ pevneˇ danou velikost 14 byt˚u, cozˇ je
konstanta SIZE ETHERNET. Ihned za touto hlavicˇkou jizˇ na´sleduje IP hlavicˇka, kterou je
potrˇeba z´ıskat. Forma´t IP hlavicˇky je take´ pevneˇ da´n a odpov´ıda´ strukturˇe sniff_ip:
/* IP header */
struct sniff_ip {
u_char ip_vhl; /* version << 4 | header length >> 2 */
u_char ip_tos; /* type of service */
u_short ip_len; /* total length */
u_short ip_id; /* identification */
u_short ip_off; /* fragment offset field */
#define IP_RF 0x8000 /* reserved fragment flag */
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#define IP_DF 0x4000 /* dont fragment flag */
#define IP_MF 0x2000 /* more fragments flag */
#define IP_OFFMASK 0x1fff /* mask for fragmenting bits */
u_char ip_ttl; /* time to live */
u_char ip_p; /* protocol */
u_short ip_sum; /* checksum */
struct in_addr ip_src,ip_dst; /* source and dest address */
};
Jelikozˇ ve sveˇteˇ pocˇ´ıtacˇovy´ch s´ıt´ı existuje mnoho r˚uzny´ch protokol˚u a linkovy´ch rozhran´ı, je
nutne´ se ujistit, zˇe pracujeme opravdu s rozhran´ım ethernet a zachyta´va´me IP pakety. Tyto
d˚ulezˇite´ sluzˇby opeˇt zajiˇst’uje knihovna pcap. Ihned po otevrˇen´ı s´ıt’ove´ho rozhran´ı otestu-
jeme pomoc´ı funkce pcap datalink(), zda se nacha´z´ıme na ethernetove´m rozhran´ı a pote´
aplikujeme funkcemi pcap compile() a pcap setfilter() filtr,3ktery´ vybere pouze IP protokol.
Pokud tedy v´ıme, zˇe IP hlavicˇka zacˇ´ına´ prˇesneˇ za cˇtrna´cty´m bytem od zacˇa´tku paketu,
tak prˇetypova´n´ım dat od tohoto mı´sta na strukturu IP hlavicˇky, z´ıska´me pozˇadovana´ data.
Obdobny´m zp˚usobem jsou z´ıska´va´na vsˇechna ostatn´ı data z paketu.
Z kazˇde´ho paketu budeme z´ıska´vat data popsana´ strukturou rb_data:
struct rb_data{
struct in_addr s_ip; /* source ip address */
uint16_t s_port; /* source port */
struct in_addr d_ip; /* destination ip address */
uint16_t d_port; /* destination port */
struct timeval ts; /* timestamp from pcap */
uint32_t len; /* packet length */
unsigned char protocol;/* Protocol (TCP or UDP)*/
};
Kazˇdy´ datovy´ tok je reprezentova´n kruhovy´m bufferem4 teˇchto datovy´ch struktur. Jednot-
live´ kruhove´ buffery jsou da´le zarˇazeny do asociativn´ıho pole5, kde kl´ıcˇem ke kazˇde´mu toku
je cˇtverˇice u´daj˚u, ktere´ jej jednoznacˇneˇ identifikuj´ı:
struct key {
uint32_t one_ip; uint32_t two_ip; uint16_t one_port; uint16_t two_port;
};
Toto asociativn´ı pole je globa´ln´ı a prˇ´ıstupne´ pro ostatn´ı funkce, zejme´na pak pro funkce
modulu, ktery´ z jednotlivy´ch datovy´ch tok˚u vytvorˇ´ı charakteristicke´ vektory.
6.3 Vytvorˇen´ı charakteristicke´ho vektoru
Prvn´ım krokem pro vytvorˇen´ı za´vislosti rychlosti prˇena´sˇen´ı dat na cˇase jednotlivy´ch tok˚u
je zpracova´n´ı dat ulozˇeny´ch do asociativn´ıho pole tok˚u v prˇedchoz´ım modulu. Tuto a dalˇs´ı
3Podrobny´ popis, jak takovy´ filtr sestavit lze nale´zt v manua´lovy´ch stra´nka´ch knihovny pcap.
Prˇ´ıklady r˚uzny´ch filtr˚u jsou k dispozici naprˇ´ıklad na internetovy´ch stra´nka´ch projektu Ethereal -
http://wiki.ethereal.com/CaptureFilters.
4Implementace kruhove´ho bufferu byla prˇevzata z projektu JACK
http://jackit.sourceforge.net/cgi-bin/lxr/http/source/
5Implementace asociativn´ıho pole byla prˇevzata z projektu Christophera Clarka,
http://www.cl.cam.ac.uk/ cwc22/hashtable/
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u´lohy spojene´ se zpracova´n´ım tok˚u rˇesˇ´ı funkce definovane´ v souboru compute flows.c. Proto-
typy teˇchto funkc´ı, spolu s definicemi konstant a datovy´ch struktur jsou ulozˇeny v souboru
compute flows.h. Jako prvn´ı je tedy vola´na funkce:
int compute_flows(struct hashtable *h, struct hashtable *flow_chars);
Prvn´ım parametrem funkce je ukazatel na asociativn´ı pole, kde jsou roztrˇ´ızeny pakety do
jednotlivy´ch datovy´ch tok˚u. Druhy´m parametrem je ukazatel na asociativn´ı pole, kam bude
funkce ukla´dat vypocˇtenou rychlost prˇenosu dat v jednotlivy´ch intervalech. Funkce com-
pute flows() postupuje tak, zˇe postupneˇ cˇte vsˇechny toky ulozˇene´ v tabulce h a pro kazˇdy´
paket dane´ho toku vyhodnocuje, zda-li patrˇ´ı do sledovane´ho intervalu, cˇi nikoliv. Dokud
pakety do intervalu na´lezˇ´ı, tak se postupneˇ scˇ´ıta´ jejich velikost. Jakmile je zjiˇsteˇn paket,
ktery´ patrˇ´ı do na´sleduj´ıc´ıho intervalu, tak je posunuta hodnota promeˇnne´ interval beg, ktera´
byla na pocˇa´tku cˇten´ı nastavena na cˇas prˇ´ıchodu prvn´ıho prˇecˇtene´ho paketu dane´ho toku.
Pro operace s cˇasovy´mi raz´ıtky jsou definova´ny pomocne´ funkce:
int tv_diff(struct timeval *first, struct timeval second);
void tv_add_ms(struct timeval *tv, int ms);
Prvn´ı vrac´ı rozd´ıl v milisekunda´ch mezi dveˇma cˇasovy´mi raz´ıtky a druha´ prˇicˇ´ıta´ pozˇadovany´
pocˇet milisekund k cˇasove´mu raz´ıtku. Pokud na´hodou nastane situace, zˇe mezi dveˇma po
sobeˇ jdouc´ımi pakety je rod´ıl veˇtsˇ´ı nezˇ je de´lka intervalu, tak funkce dopln´ı do interval˚u, kde
nebyl prˇenesen zˇa´dny´ paket, nulove´ hodnoty. Vy´sledkem te´to funkce je tedy opeˇt globa´ln´ı
asociativn´ı pole obsahuj´ıc´ı vsˇechny datove´ toky, ale tentokra´t je datovy´ tok charakterizova´n
kruhovy´m bufferem struktury:
/*structure which contains bandwidth characteristics of a flow*/
struct rb_flow_data {
struct in_addr s_ip;
uint16_t s_port;
struct in_addr d_ip;
uint16_t d_port;
double band;
unsigned char protocol;
};
V te´to strukturˇe je d˚ulezˇita´ prˇedevsˇ´ım hodnota band, ktera´ obsahuje pocˇet prˇeneseny´ch
byt˚u za jeden cˇasovy´ interval. Cˇasovy´ interval je definova´n v souboru compute_flows.h
jako konstanta INTERVAL a je nastaven na hodnotu 1000ms, tedy jedna sekunda.
Jakmile je vytvorˇena tabulka obsahuj´ıc´ı cˇasove´ charakteristiky rychlosti prˇenosu dat, tak
je nutne´ sestavit vektor o prˇesneˇ definovane´ de´lce, ktery´ bude v na´sleduj´ıc´ım modulu klasifi-
kova´n neuronovou s´ıt´ı. Velikost tohoto vektoru je definova´na jako hodnota NUM_OF_SAMPLES
na hodnotu 30. Tato hodnota mus´ı by´t vzˇdy suda´, protozˇe vy´sledny´ vektor bude sestaven
z obou smeˇr˚u datove´ho spojen´ı. Vektor je sestavova´n funkc´ı:
classify_flows(struct hashtable *flow_chars);
Jej´ım parametrem je ukazatel na asociativn´ı pole vytvorˇene´ funkc´ı compute flows().
Toto pole je pak procha´zeno prvek po prvku a jakmile je nalezeno spojen´ı, ktere´ pocha´z´ı
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z vnitrˇn´ı s´ıteˇ, do ktere´ router smeˇruje provoz z internetu nebo jine´ vneˇjˇs´ı s´ıteˇ, tak jsou
podle ip adres a port˚u sestaveny dva kl´ıcˇe do tabulky flow chars a popis zpracova´vane´ho
datove´ho toku, ktery´ je ulozˇen do rˇeteˇzce flowdesc ve tvaru:
zdrojova´_ip_adresa:zdrojovy´_port-cı´lova´_ip_adresa:cı´lovy´_port
Prvn´ı kl´ıcˇ je sestaven tak, zˇe jsou hodnoty zrojove´ a c´ılove´ ip adresy spolu s hodnotami
zdrojove´ho a c´ılove´ho portu nakop´ırova´ny do struktury kl´ıcˇe. Druhy´ kl´ıcˇ je sestaven tak, zˇe
jsou oproti prvn´ımu kl´ıcˇi prohozeny zdrojove´ ip adresy s c´ılovy´mi ip adresami a zdrojove´
porty s c´ılovy´mi. Pomoc´ı teˇchto kl´ıcˇ˚u pak vyhleda´me v tabulce flow chars prˇ´ıslusˇne´ toky
a nakop´ırujeme polovinu vektoru z hodnot prvn´ıho toku a polovinu z druhe´ho. Kop´ıruje se
vzˇdy promeˇnna´ band.
Jesˇteˇ prˇed samotny´m klasifikova´n´ım vektoru je trˇeba prove´st jeho normalizaci:
int normalize_vector(double *vec);
Parametrem te´to funkce je ukazatel do vektoru, jehozˇ kazˇdy´ prvek bude normalizova´n podle
funkce:
δ =
d− dmin
dmax − dmin
C´ılem je transformovat data z rozsahu [dmin,dmax] do intervalu [0,1]. Hodnota d oznacˇuje
puvodn´ı a δ normalizovanou hodnotu. Protozˇe zna´me hodnoty dmin a dmax, kdy dmin je
nulova´ prˇenosova´ rychlost a dmax je zadana´ maxima´ln´ı prˇenosova´ rychlost, tak plat´ı: Kdyzˇ
d = dmin, tak δ = 0, kdyzˇ d = dmax, tak δ = 1. Mu˚zˇeme tedy p˚uvodn´ı funkci zjednodusˇit
na tvar
δ =
d
dmax
.
Z´ıskany´ normalizovany´ vektor je spolu s popisem toku prˇeda´n funkci:
int classify_vector(double *vec, char *flow);
T´ımto krokem je ukoncˇeno vytva´rˇen´ı dat potrˇebny´ch k urcˇen´ı typu provozu. Vstupn´ım
bodem do dalˇs´ıho modulu, jehozˇ u´kolem je urcˇen´ı typu provozu, je funkce:
int process_flow(int class, char *flowdesc, struct key *k1, struct key *k2);
Parametry te´to funkce jsou: typ provozu zjiˇsteˇny´ vola´n´ım funkce classify vector(), textovy´
popis datove´ho toku a kl´ıcˇe do asociativn´ıch pol´ı identifikuj´ıc´ı prˇ´ıslusˇne´ datove´ toky v obou
smeˇrech.
6.4 Klasifika´tor datovy´ch tok˚u
Za´kladem pro klasifikaci z´ıskane´ho vektoru je neuronova´ s´ıt’ ulozˇena´ v souboru train.net.
Jej´ı strukturu a parametry lze nejjednodusˇeji popsat kra´tky´m programem6, ktery´ byl pouzˇit
k natre´nova´n´ı a ulozˇen´ı s´ıteˇ:
6Tento program je mı´rnou modifikac´ı vzorove´ho programu dostupne´ho spolu se zdrojovy´mi ko´dy
knihovny.
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#include <fann.h>
int main()
{
const unsigned int num_input = 30;
const unsigned int num_output = 6;
const unsigned int num_layers = 3;
const unsigned int num_neurons_hidden = 80;
const float desired_error = (const float) 0.001;
const unsigned int max_epochs = 5000000;
const unsigned int epochs_between_reports = 1000;
struct fann *ann = fann_create_standard(num_layers, num_input, \
num_neurons_hidden, num_output);
fann_set_activation_function_hidden(ann, FANN_SIGMOID);
fann_set_activation_function_output(ann, FANN_SIGMOID);
fann_train_on_file(ann, "train.data\, max_epochs, \
epochs_between_reports, desired_error);
fann_save(ann, "train.net\);
fann_destroy(ann);
return 0;
}
Na prvn´ıch cˇtyrˇech rˇa´dc´ıch teˇla programu je popsa´na struktura s´ıteˇ. Jedna´ se tedy o
s´ıt’, ktera´ ma´ trˇicet vstupn´ıch neuron˚u, sˇest vy´stupn´ıch neuron˚u a 80 neuron˚u ve skryte´
vrstveˇ. Dalˇs´ı rˇa´dky uda´vaj´ı postupneˇ pozˇadovanou chybu, na kterou se ma´ neuronova´ s´ıt’
natre´novat, maxima´ln´ı pocˇet epoch tre´nova´n´ı a pocˇet epoch, mezi nimizˇ budou vypsa´ny
zpra´vy o pr˚ubeˇhu tre´nova´n´ı.
Funkce fann create standard() vytvorˇ´ı standardn´ı plneˇ propojenou doprˇednou neurono-
vou s´ıt’ a do kazˇde´ vrstvy kromeˇ vy´stupn´ı bude prˇida´n bias neuron,7 ktery´ bude propojen
se vsˇemi neurony dalˇs´ı vrstvy a bude vzˇdy emitovat hodnotu 1.
Dalˇs´ı dveˇ funkce nastav´ı aktivacˇn´ı funkci vsˇech skryty´ch vrstev a aktivacˇn´ı funkci
vy´stupn´ı vrstvy. Zde byla na za´kladeˇ dokumentace8 ke knihovneˇ zvolena sigmoida´ln´ı ak-
tivacˇn´ı funkce, ktera´ ma´ rozsah funkcˇn´ıch hodnot v rozmez´ı [0,1] a je definova´na jako
g(x) =
1
1 + e−2s(x+t)
.
Tento rozsah funkcˇn´ıch hodnot je d˚ulezˇity´, protozˇe do stejne´ho intervalu normalizujeme
data vstupn´ıho vektoru.
7Funkce bias neuronu mu˚zˇe by´t cha´pa´na tak, zˇe zajiˇst’uje aktivaci neuronu bez ohledu na jeho vstupy.
Pokud by s´ıt’ nemeˇla bias neuron a vsˇechny vstupy byly nulove´, tak by jediny´m mozˇny´m vy´stupem s´ıteˇ
byla nula. S bias neuronem mu˚zˇe doj´ıt k aktivaci i kdyby suma prˇ´ıspeˇvk˚u od vsˇech neuron˚u byla 0.
http://www.codeproject.com/useritems/NeuralNetwork 1.asp
8Vesˇkera´ dokumentace je v podobeˇ webovy´ch stra´nek je k dispozici na adrese http://leenissen.dk/fann/
. Stejna´ dokumentace je i soucˇa´st´ı archivu se zdrojovy´mi ko´dy knihovny.
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Obra´zek 6.1: Plneˇ propojena´ doprˇedna´ s´ıt’ s jednou skrytou vrstvou a bias neurony
Na´sleduje funkce fann train on file(), ktera´ natre´nuje s´ıt’ s pouzˇit´ım vzork˚u ulozˇeny´ch
v souboru train.data. Forma´t tohoto souboru je definova´n tak, zˇe na prvn´ım rˇa´dku je
zapsa´n pocˇet vzork˚u v souboru, pocˇet vstupn´ıch neuron˚u a pocˇet vy´stupn´ıch neuron˚u.
Da´le na´sleduj´ı vzˇdy postupneˇ data kazˇde´ho vzorku na´sledovana´ pozˇadovany´m vy´stupn´ım
vektorem. Pokud bychom meˇli tedy cˇtyrˇi vzorky, cˇtyrˇi vstupn´ı neurony a dva vy´stupn´ı
vypadal by soubor trˇeba na´sledovneˇ:
4 4 2
1 1 1 1
1 0
1 1 1 0
1 0
0 0 0 0
0 1
0 0 0 1
0 1
Jakmile je neuronova´ s´ıt’ natre´novana´, tak je pomoc´ı funkce fann save() ulozˇena do
souboru train.net. Z tohoto souboru je potom neuronova´ s´ıt’ nacˇtena prˇi spusˇteˇn´ı programu
funkc´ı fann create from file().
Dalˇs´ı pouzˇit´ı neuronove´ s´ıteˇ je velice jednoduche´. Pomoc´ı funkce fann run(), jej´ımizˇ pa-
rametry jsou struktura neuronove´ s´ıteˇ a vektor vstupn´ıch dat z´ıska´me ukazatel na vy´stupn´ı
vektor. Tento vektor na´sledneˇ procha´z´ıme funkc´ı compute class() jej´ımizˇ parametry je uka-
zatel na vy´stupn´ı vektor a jeho de´lka. Jakmile nalezneme hodnotu veˇtsˇ´ı, nezˇ 0.85, tak
z´ıska´me pozˇadovanou trˇ´ıdu. Pokud takovou hodnotu nenalezneme a nebo jich nalezneme
v´ıce, tak to znamena´, zˇe neuronova´ s´ıt’ vzorek sˇpatneˇ vyhodnotila a funkce vra´t´ı hodnotu
vy´choz´ı trˇ´ıdy, do ktere´ spada´ neklasifikovany´ a strˇedneˇ prioritn´ı provoz.
Bylo zvoleno sˇest r˚uzny´ch typ˚u provozu, do ktery´ch se program snazˇ´ı klasifikovat provoz.
Kazˇdy´ z teˇchto typ˚u je charakteristicky´ svy´m pr˚ubeˇhem za´vislosti rychlosti prˇenosu dat na
cˇase. Typicke´ zna´zorneˇn´ı teˇchto charakteristik je prˇilozˇeno v prˇ´ıloze.
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Obra´zek 6.2: Sigmoida´ln´ı aktivacˇn´ı funkce
typ provozu prˇ´ıchoz´ı smeˇr odchoz´ı smeˇr
1. Download - FTP, HTTP, sftp 5 3
2. Streamovane´ video, audio 4 3
3. Interaktivn´ı http, interaktivn´ı ssh 2 2
4. Rezˇie spojen´ı 3 3
5. Voice over IP 1 1
6. Upload - FTP, HTTP, sftp 3 5
Tabulka 6.1: Klasifikace do trˇ´ıd
Po klasifikova´n´ı datove´ho prˇenosu je vytvorˇen za´znam do asociativn´ıho pole class flows,
kam se ulozˇ´ı aktua´ln´ı cˇas klasifikace, textovy´ popis datove´ho spojen´ı, trˇ´ıda do ktere´ byl
prˇenos zarˇazen a kl´ıcˇe do asociativn´ıch pol´ı h a flow chars.
Teˇchto informac´ı je na´sledneˇ vyuzˇ´ıva´no ke kontrole, zda-li nedosˇlo ke zmeˇneˇ typu da-
tove´ho prˇenosu, prˇ´ıpadneˇ jestli nevyprsˇel cˇas, kdy je spojen´ı povazˇova´no za vyprsˇene´ a ma´
doj´ıt k odstraneˇn´ı za´znamu˚ z prˇ´ıslusˇny´ch datovy´ch struktur a odebra´n´ı pravidel z pake-
tove´ho filtru. Odstranˇova´n´ı vyprsˇely´ch spojen´ı se prova´d´ı periodicky po uplynut´ı urcˇene´
doby. Perioda lze meˇnit testova´n´ım promeˇnne´ clear ve funkci signal handler() oproti veˇtsˇ´ı
hodnoteˇ. Hodnota clear se zveˇtsˇuje o 1 s kazˇdy´m prˇ´ıchodem signa´lu SIGALRM, ktery´ urcˇuje
periodu zpracova´n´ı zachyceny´ch paket˚u.
Pra´ce tohoto modulu koncˇ´ı zavola´n´ım funkce exec iptables(), ktere´ se prˇedaj´ı informace
potrˇebne´ k nastaven´ı paketove´ho filtru. Touto funkc´ı zacˇ´ına´ posledn´ı fa´ze programu.
6.5 Nastaven´ı priorit paket˚um pomoc´ı iptables
Funkce exec iptables() je mı´sto, kde se prˇeda´vaj´ı vesˇkere´ zjiˇsteˇne´ informace o prob´ıhaj´ıc´ıh
datovy´ch prˇenosech ja´dru operacˇn´ıho syste´mu prostrˇednictv´ım na´stroje iptables.
int exec_iptables(int mode, char *flowdesc, int class, int oldclass);
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Prvn´ı parametr funkce urcˇuje, zda se ma´ prˇidat, odebrat, cˇi zmeˇnit klasifikace datove´ho
prˇenosu. Druhy´ parametr je ukazatel na textovy´ popis, ze ktere´ho jsou vyseparova´ny
potrˇebne´ u´daje pro iptables. Trˇet´ı a cˇtvrty´ parametr obsahuj´ı soucˇasnou, respektive mi-
nulou trˇ´ıdu, do ktere´ byl prˇenos klasifikova´n. Pokud se trˇet´ı a cˇtvrty´ parametr nerovnaj´ı,
tak je zrˇejme´, zˇe dosˇlo ke zmeˇneˇ charakteristiky provozu a je nutne´ jej prˇerˇadit do jiny´ch
prioritn´ıch trˇ´ıd.
Zarˇazen´ı do trˇ´ıd je provedeno pomoc´ı modulu MARK paketove´ho filtru iptables. Sesta-
vene´ pravidlo mu˚zˇe mı´t naprˇ´ıklad tvar:
iptables -t mangle -A MYSHAPER-OUT -p tcp -s 192.168.2.183 --sport 37273 \
-d 209.85.137.83 --dport 443 -j MARK --set-mark 22
Toto pravidlo rˇ´ıka, zˇe vsˇechny pakety, ktere´ maj´ı zdrojovou ip adresu 192.168.2.183, zdro-
jovy´ port 37273, c´ılovou adresu 209.85.137.83 a c´ılovy´ port 443 na´lezˇ´ı do prioritn´ı fronty
22. Tyto fronty jsou nad s´ıt’ovy´m zarˇ´ızen´ım pomoc´ı samostatne´ho skriptu, jehozˇ spusˇteˇn´ı
mus´ı prˇedcha´zet pouzˇit´ı programu.
6.6 Sche´ma rˇad´ıc´ıch discipl´ın
Abychom dosa´hli mozˇnosti prioritizovat r˚uzne´ typy provozu procha´zej´ıc´ı prˇes s´ıt’ova´ roz-
hran´ı pocˇ´ıtacˇe, je nutne´ nahradit jednoduchou vy´choz´ı frontu FIFO na vy´stupn´ıch s´ıt’ovy´ch
zarˇ´ızen´ıch hierarchicky´m pla´novacˇem, ktery´ je schopen frontu nava´zanou na jedno rozhran´ı
spravovat tak, aby provoz, ktery´ je klasifikova´n jako prioritn´ı byl prˇednostneˇ odesla´n. K
tomuto u´cˇelu byl pouzˇit pla´novacˇ HTB, ktery´ je popsa´n v kapitole 4.
Nastaven´ı s´ıt’ovy´ch rozhran´ı je implementova´no ve skriptech shaper.sh a shaper desktop.sh.
Skript shaper.sh je nutno pouzˇ´ıt v prˇ´ıpadeˇ, zˇe pocˇ´ıtacˇ, na ktere´m jej pousˇt´ıme funguje jako
router a obsahuje tedy alesponˇ dveˇ s´ıt’ova´ rozhran´ı. Skript shaper desktop.sh pouzˇijeme v
prˇ´ıpadeˇ koncove´ho pocˇ´ıtacˇe, ktery´m je naprˇ´ıklad pracovn´ı stanice.
Prˇed samotny´m spusˇteˇn´ım skriptu je nutne´ jej upravit. Je potrˇeba nastavit spra´va´ jme´na
s´ıt’ovy´ch karet a rychlost s´ıteˇ v prˇ´ıchoz´ım i odchoz´ım smeˇru. Rychlost´ı se rozumı´ ve veˇtsˇineˇ
prˇ´ıpad˚u zakoupena´ konektivita do s´ıteˇ Internet.
Spusˇteˇn´ım skriptu se nad s´ıt’ovy´mi rozhran´ımi definuje pevne´ sche´ma prioritn´ıch front,
do ktery´ch bude spadat klasifikovany´ provoz. Tyto fronty sd´ıl´ı kapacitu linky tak, aby
byla maxima´lneˇ vyuzˇita dostupna´ konektivita a aby neprioritn´ı provoz neobsadil celou
kapacitu linky, cˇ´ımzˇ by omezil pouzˇit´ı neˇktery´ch dalˇs´ıch sluzˇeb, ktery´m by se nedostalo
pozˇadovane´ propustnosti. Za´roveˇnˇ jsou vytvorˇeny rˇeteˇzce paketove´ho filtru iptables, kam
je prostrˇednictv´ım iptables smeˇrova´n klasifikovany´ provoz. V prˇ´ıpadeˇ routeru je rˇeteˇzec
MYSHAPER-IN pro prˇ´ıchoz´ı smeˇr umı´steˇn do rˇeteˇzce FORWARD a rˇeteˇzec MYSHAPER-
OUT je prˇipojen k rˇeteˇzci POSTROUTING. Pokud nepracujeme s routerem, ale koncovou
stanic´ı, je vytvorˇen pouze rˇeteˇzec MYSHAPER-OUT je prˇipojen k rˇeteˇzci OUTPUT. Po-
stup vytvorˇen´ı sche´matu pouzˇite´ho v teˇchto skriptech je popsa´n v kapitole 4.
Sche´ma prioritn´ıch front je vzˇdy vybudova´no v bodeˇ, kdy data opousˇteˇj´ı s´ıt’ove´ roz-
hran´ı, protozˇe efektivneˇ lze rˇ´ıdit rozrˇazova´n´ı jednotlivy´ch paket˚u do front pouze pokud
cˇekaj´ı na odesla´n´ı. V prˇ´ıpadeˇ, kdy je na s´ıt’ove´ rozhran´ı prˇijat paket z vneˇjˇsku, tak uzˇ
vlastneˇ vygeneruje urcˇity´ provoz a mus´ı by´t co nejrychleji odesla´n. Nelze tedy efektivneˇ a
prˇesneˇ rˇ´ıdit provoz v prˇ´ıchoz´ım smeˇru, a to je take´ d˚uvodem, procˇ jsou v prˇ´ıpadeˇ skriptu
shaper desktop.sh definova´ny prioritn´ı fronty pouze pro odchoz´ı provoz.
Pro omezova´n´ı prˇ´ıchoz´ıho provozu, ktere´ by bylo vhodne´ implementovat v prˇ´ıpadeˇ
pouzˇit´ı koncove´ho pocˇ´ıtacˇe je mozˇne´ vyuzˇ´ıt naprˇ´ıklad modulu IMQ - Intermediate Que-
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ueing Device.9 Tento modul ale nen´ı soucˇast´ı oficia´ln´ı distribuce ja´dra operacˇn´ıho syste´mu,
a pokud jej chceme pouzˇ´ıt je nutno aplikovat prˇ´ıslusˇny´ patch a modul si zkompilovat. Exis-
tuj´ı ovsˇem proble´my se stabilitou tohoto rˇesˇen´ı a to zejme´na ve spojeni s IPsec a GRE
tunely.
9http://wiki.nix.hu/cgi-bin/twiki/view/IMQ/ImqFaq
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Kapitola 7
Pouzˇit´ı a testy syste´mu
V te´to kapitole je vysveˇtleno jak nainstalovat a s jaky´mi parametry spousˇteˇt vy´sledny´
program flows. Jsou zde provedeny zateˇzˇove´ testy a da´le je provedena diskuze pameˇt’ove´ a
vy´pocˇern´ı na´rocˇnost. Pro vygenerova´n´ı testovac´ıho provozu je pouzˇit program ttcp.
7.1 instalace a pouzˇit´ı
Program je distribuova´n ve zdrojove´m tvaru a je tedy nutne´ jej prˇelozˇit. Prˇed samotny´m
prˇekladem zdrojovy´ch ko´d˚u je trˇeba nainstalovat knihovnu fann, ktera´ je ulozˇena v adresa´rˇi
fann. Postup instalace je uveden v souboru README. Pokud nen´ı v syste´mu prˇ´ıtomna
knihovna pcap, je nutno ji doinstalovat. Tato knihovna je standardn´ı soucˇa´st´ı veˇtsˇiny dis-
tribuc´ı GNU Linuxu a nemeˇl by by´t proble´m ji pomoc´ı prˇ´ıslusˇny´ch distribucˇn´ıch na´stroj˚u
nainstalovat. Pokud jsou tedy v syste´mu obsazˇeny vsˇechny potrˇebne´ knihovny, stacˇ´ı v ad-
resa´rˇi se zdrojovy´mi ko´dy spustit na´stroj make, ktery´ prˇelozˇ´ı a sestav´ı spustitelny´ program
flows.
Program lze spousˇteˇt s na´sleduj´ıc´ımi parametry:
[-i inner interface [-o outer interface]] [-D download] [-U upload] [-L 1|0]
Prvn´ı parametr je jme´no s´ıt’ove´ karty, ktera´ je na routeru prˇipojena do vnitrˇn´ı s´ıt’eˇ.
Pokud za´rovenˇ s t´ımto rozhran´ım nen´ı druhy´m parametren zada´no rozhran´ı vneˇjˇs´ı, tak
program automaticky pracuje v tzv. ”desktop mo´du“ a prioritizace provozu prob´ıha´ pouze
v odchoz´ım smeˇru na zadane´ s´ıt’ove´ karteˇ. Jak jizˇ bylo rˇecˇeno, druhy´ parametr oznacˇuje
ethernetove´ rozhran´ı, ktere´ je v prˇ´ıpadeˇ routeru prˇipojeno do vneˇjˇs´ı s´ıteˇ. Pokud je zada´no
jme´no vneˇjˇs´ıho rozhran´ı, mus´ı by´t zada´no take´ jme´no vnitrˇn´ıho rozhran´ı, jinak program
povazˇuje zada´n´ı parametr˚u za chybne´. Nen´ı-li zada´no zˇa´dne´ rozhran´ı, program se pokus´ı
nale´zt prvn´ı dostupne´ zarˇ´ızen´ı a s n´ım pak bude pracovat v dektop mo´du.
Trˇet´ı a cˇtvrty´ parametr nastavuj´ı rychlost v kilobitech za sekundu, na kterou je na-
stavena linka v prˇ´ıchoz´ım, respektive odchoz´ım smeˇru. Nen´ı-li neˇktery´ z teˇchto parametr˚u
zada´n, pouzˇije se implicitn´ı hodnota 1024kbps.
Posledn´ı parametr rˇ´ıka´ programu, zda-li ma´ generovat soubory obsahuj´ıc´ı vygenerovane´
vektory z klasifikovany´ch tok˚u. Tyto soubory jsou na´sledneˇ ukla´da´ny do aktua´ln´ıho adresa´rˇe
a mohou slouzˇit k dalˇs´ımu natre´nova´n´ı neuronove´ s´ıteˇ. Implicitn´ı hodnotou je nula, tedy
negenerovat zˇa´dne´ soubory.
Prˇ´ıklad pouzˇit´ı:
./flows -i eth0 -o eth1 -D 2048
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Teˇmito parametry je programu sdeˇleno, zˇe vnitrˇn´ı s´ıt’ routeru je prˇipojena na rozhran´ı
eth0, vneˇjˇs´ı na eth1, propustnost linky v prˇ´ıchoz´ım smeˇru z pohledu klient˚u ve vnitrˇn´ı s´ıti
je 2048kbps a propustnost v odchoz´ım smeˇru je 1024kbps. Program nebude generovat zˇa´dne´
vypocˇtene´ vektory.
Prˇed pouzˇit´ım programu mus´ı by´t nad s´ıt’ovy´mi rozhran´ımi definova´n syste´m prioritn´ıch
front. K tomuto u´cˇelu jsou v adresa´rˇi scripts ulozˇeny dva skripty. Skript shaper.sh pro
pouzˇit´ı na routeru a soubor shaper desktop.sh pro desktop. Prˇed jeho spusˇteˇn´ım je vhodne´
jej upravit tak, aby odpov´ıdal nastaven´ı pocˇ´ıtacˇe, na ktere´m bude spusˇteˇn. Tato u´prava
spocˇ´ıva v nastaven´ı promeˇnny´ch na pocˇa´tku skriptu, ktere´ definuj´ı rychlost downloadu a
uploadu a jme´na s´ıt’ovy´ch karet.
7.2 Testy pameˇt’ove´ slozˇitosti a vy´pocˇetn´ı na´rocˇnosti
Z na´vrhu syste´mu je zrˇejme´, zˇe vy´sledny´ program mus´ı udrzˇovat v pameˇti velke´ mnozˇstv´ı
datovy´ch struktur, ktere´ reprezentuj´ı aktua´ln´ı stav s´ıt’ove´ho provozu procha´zej´ıc´ıho rou-
terem, nebo generovane´ho desktopem. Vysoke´ na´roky na pameˇt’ nav´ıc rostou s pocˇtem
TCP nebo UDP spojen´ı, a proto byl vypracova´n na´sleduj´ıc´ı test, ktery´ zd˚uvodn´ı pameˇt’ove´
na´roky a poskytne prˇedstavu, jak velky´ provoz je syste´m schopen obslouzˇit a kolik k tomu
potrˇebuje pameˇti.
Pameˇt’oveˇ nejna´rocˇneˇjˇs´ı je ulozˇen´ı prob´ıhaj´ıc´ıch spojen´ı, kdy pro kazˇdy´ smeˇr je potrˇeba
jednoho kruhove´ho bufferu, ktery´ doka´zˇe pojmout azˇ 16384 paket˚u. Datova´ struktura re-
prezentuj´ıc´ı jeden paket ma´ velikost 32 byt˚u. Dva kruhove´ buffery potrˇebne´ pro reprezentaci
jednoho spojen´ı zaberou tedy prˇiblizˇneˇ jeden megabyte pameˇti. Dalˇs´ı datove´ struktury jizˇ
zdaleka nejsou tolik pameˇt’oveˇ na´rocˇne´. Pro ulozˇen´ı pr˚ubeˇhu za´vislosti rychlosti prˇenosu
na cˇase jednoho prob´ıhaj´ıc´ıho spojen´ı je potrˇeba prˇiblizˇneˇ 20 kilobyt˚u. Tento rozd´ıl je
zp˚usoben t´ım, zˇe program je schopen uchovat maxima´lneˇ 360 posledn´ıch sekund takove´
charakteristiky. Dalˇs´ı datove´ struktury jizˇ v celkove´m meˇrˇ´ıtku nehraj´ı podstatnou roli. Pro
deset spojen´ı tedy dojdeme k cˇ´ıslu prˇiblizˇneˇ 10.6MB. K te´to hodnoteˇ je potrˇeba prˇicˇ´ıst ve-
likost prˇilinkovany´ch knihoven, ktera´ cˇin´ı prˇiblizˇneˇ dva megabyty. Celkem dosta´va´ma 12.6
megabyt˚u pro deset spojen´ı.
Test byl proveden tak, zˇe bylo pomoc´ı skript˚u a programu ttcp vytvorˇeno n spojen´ı a
na´sledneˇ bylo programem pmap zjiˇsteˇno, kolik pameˇti zab´ıraj´ı vsˇechny datove´ struktury a
slinkovane´ knihovny. Nameˇrˇene´ hodnoty byly pak zapsa´ny do tabulky a zaneseny do grafu.
Skript, ktery´ je spusˇteˇn na pocˇ´ıtacˇi, ktery´ bude prˇij´ımat data:
#! /bin/bash
for i in ‘seq 5001 5010‘;
do
ttcp -r -p $i &
done
Skript, ktery´ je susˇteˇn na pocˇ´ıtacˇi, ktery´ odes´ıla´ data:
#! /bin/bash
for i in ‘seq 5001 5010‘;
do
cat /dev/zero | ttcp -t -p $i 192.168.2.109 &
done
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pocˇet spojen´ı skutecˇne´ obsazen´ı pameˇti vypocˇtene´ obsazen´ı pameˇti
10 12.8 12.6
20 23.7 23.2
30 33.9 33.8
40 44.9 44.4
50 55.4 55
Tabulka 7.1: Za´vislost obsazene´ pameˇti na pocˇtu spojen´ı
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Obra´zek 7.1: Za´vislost obsazene´ pameˇti na pocˇtu spojen´ı
Z tabulky a grafu je zrˇejme´, zˇe se zvysˇuj´ıc´ım se pocˇtem spojen´ı linea´rneˇ roste mnozˇstv´ı
potrˇebne´ pameˇti. Znacˇna´ pameˇt’ova´ na´rocˇnost je danˇ za mozˇnost posuzovat pra´veˇ prob´ıhaj´ıc´ı
s´ıt’ovy´ provoz v sˇirsˇ´ım kontextu a mozˇnost jej relativneˇ rychle klasifikovat.
Pameˇt’ovou na´rocˇnost je mozˇne´ redukovat nalezen´ım kompromisu mezi prostorem do-
stupny´m k ulozˇen´ı kontextu s´ıt’ove´ho provozu, de´lkou periody se kterou prob´ıha´ vy´pocˇet
charakteristik provozu a velikost´ı vektoru potrˇebne´ho pro klasifikova´n´ı. Tato optimalizace
by se musela ty´kat prˇedevsˇ´ım velikosti kruhove´ho bufferu pro ulozˇen´ı jednotlivy´ch paket˚u.
Pokud by byl zkra´cen interval vy´pocˇtu charakteristik, tak by bylo mozˇne´ zmensˇit i tento
buffer. Buffer ale mus´ı z˚ustat dostatecˇneˇ velky´, aby byl program schopen fungovat i na
linka´ch o veˇtsˇ´ı kapaciteˇ, kde se mu˚zˇe pochopitelneˇ rychleji zaplnit.
Program neprova´d´ı nad ulozˇeny´mi datovy´mi strukturami mnoho slozˇity´ch vy´pocˇt˚u,
z cˇehozˇ plyne, zˇe na rozd´ıl od na´rok˚u na mnozˇstv´ı pameˇti syste´m nespotrˇebuje prˇ´ıliˇs
vy´pocˇetn´ı kapacity stroje. Byly provedeny testy, kdy bylo vygenerova´no azˇ 150 spojen´ı s co
nejvysˇsˇ´ım mnozˇstv´ım odeslany´ch paket˚u za jednotku cˇasu, ale program nikdy nespotrˇeboval
na za´kladeˇ pozorova´n´ı v na´stroji top v´ıce nezˇ dveˇ procenta vy´konu procesoru. Vzhledem k
teˇmto vy´sledk˚um je podrobneˇjˇs´ı analy´za vy´pocˇetn´ı slozˇitosti programu ned˚ulezˇita´, protozˇe
aby nastala situace, kdy je zat´ızˇen´ı procesoru objektivneˇ meˇrˇitelne´, tak by byla vycˇerpa´na
dostupna´ pameˇt’.
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Kapitola 8
Za´veˇr
Operacˇn´ı syste´m GNU Linux poskytuje velke´ mnozˇstv´ı na´stroj˚u pro zajiˇsteˇn´ı kvality s´ıt’o-
vy´ch sluzˇeb. S pomoc´ı teˇchto na´stroj˚u jsme schopni implementovat sˇirokou sˇka´lu r˚uzny´ch
model˚u a nasadit je v produkcˇn´ım prostrˇed´ı.
V soucˇasny´ch syste´mech pro zajiˇsteˇn´ı kvality sluzˇeb je vyuzˇ´ıva´no informac´ı ulozˇeny´ch
v hlavicˇce jednotlivy´ch paket˚u nebo informac´ı z´ıskany´ch analy´zou samotny´ch dat v paketu
prˇena´sˇeny´ch. Prˇevla´da´ pouzˇit´ı prvn´ıho prˇ´ıstupu, ktery´ nevyzˇaduje velky´ vy´pocˇetn´ı vy´kon
a lze tedy nasadit i v prostrˇed´ı veˇtsˇ´ıch s´ıt´ı. Druhy´ prˇ´ıstup, tedy analy´za paketu na u´rovni
aplikacˇn´ı vrstvy, prˇina´sˇ´ı mozˇnost klasifikovat provoz prˇesneˇji podle typu pouzˇite´ aplikace,
ale na´roky na vy´pocˇetn´ı vy´kon jsou v takove´m prˇ´ıpadeˇ znacˇne´.
Ani jeden z teˇchto prˇ´ıstup˚u nedoka´zˇe klasifikovat vsˇechen provoz. V prˇ´ıpadeˇ analy´zy
paketu na u´rovni s´ıt’ove´ vrstvy stacˇ´ı, aby pouzˇite´ aplikace pouzˇ´ıvaly nestandardn´ı cˇ´ısla
port˚u a nebo aby nevhodny´m zp˚usobem nastavovaly pole Type of Service v hlavicˇce pa-
ketu a klasifika´tor nen´ı schopen provoz zarˇadit. Prˇi analy´ze na u´rovni aplikacˇn´ı vrstvy je
proble´mem velke´ mnozˇstv´ı r˚uzny´ch aplikac´ı generuj´ıc´ıch r˚uzneˇ charakteristicke´ pakety. Pro
oba prˇ´ıstupy je z principu nemozˇne´ klasifikovat sˇifrovany´ provoz.
Syste´m navrzˇeny´ v te´to pra´ci se snazˇ´ı prˇistoupit k problematice klasifikace s´ıt’ove´ho pro-
vozu u´plneˇ odliˇsny´m zp˚usobem, nezˇ ktery´ je v soucˇasny´ch syste´mech pouzˇ´ıva´n. Mı´sto cˇasto
slozˇite´ho a vy´pocˇetneˇ na´rocˇne´ho zkouma´n´ı dat kazˇde´ho paketu je prˇedlozˇen k posouzen´ı
vektor dat reprezentuj´ıc´ı za´vislost rychlosti prˇena´sˇeny´ch dat na cˇase a to za´rovenˇ v obou
smeˇrech spojen´ı. Podle ”tvaru“ takove´ho vektoru lze cˇasto posoudit o jaky´ typ provozu se
jedna´. Tento zp˚usob klasifikace nevyzˇaduje zˇa´dnou vy´pocˇetneˇ na´rocˇnou analy´zu samotny´ch
dat paketu a nen´ı za´visly´ na zˇa´dny´ch pevneˇ smluveny´ch cˇ´ıslech port˚u beˇzˇny´ch sluzˇeb. Ke
sve´ cˇinnosti vyzˇaduje pouze informace o cˇase prˇijet´ı paketu, jeho de´lce a samozrˇejmeˇ zdro-
jovou a c´ılovou adresu spolu s cˇ´ısly port˚u, podle ktery´ch serˇazuje pakety do jednotlivy´ch
tok˚u. Tyto informace obsahuje kazˇdy´ paket a program zalozˇeny´ na tomto principu tedy
doka´zˇe klasifikovat i sˇifrovany´ provoz.
Vzhledem ke zp˚usobu navrzˇen´ı syste´mu je nutne´ aby si program udrzˇoval v pameˇti velke´
mnozˇstv´ı datovy´ch struktur, ktere´ reprezentuj´ı aktua´ln´ı stav s´ıt’ove´ho provozu na dane´m
zarˇ´ızen´ı. Pameˇt’ove´ na´roky linea´rneˇ stoupaj´ı s mnozˇstv´ım aktivn´ıch s´ıt’ovy´ch spojen´ı. Dı´ky
velke´mu mnozˇstv´ı ulozˇeny´ch informac´ı ale nen´ı na´sledna´ klasifikace vy´pocˇetneˇ na´rocˇna´ a
velke´ pameˇt’ove´ na´roky jsou tak cˇa´stecˇneˇ vykoupeny maly´mi na´roky na vy´pocˇetn´ı vy´kon.
Proble´m klasifikace jednotlivy´ch vektor˚u je rˇesˇen pouzˇit´ım schopnost´ı neuronovy´ch s´ıt´ı,
jejichzˇ pouzˇit´ı je ma´lo vy´pocˇetneˇ na´rocˇne´ a pokud je poskytnuto dostatecˇne´ mnozˇstv´ı kva-
litn´ıch referencˇn´ıch vzork˚u, tak i prˇesne´. Tvar charakteristiky prˇedkla´dany´ neuronove´ s´ıti
k posouzen´ı se mu˚zˇe liˇsit a pokud bude program pracovat s rˇa´doveˇ rychlejˇs´ımi, nebo po-
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malejˇs´ımi linkami, kde mu˚zˇe urcˇity´ typ provozu znamenat te´meˇrˇ nulovou za´teˇzˇ, respektive
mu˚zˇe linku u´plneˇ saturovat. Tuto situace lze rˇesˇit opeˇtovny´m natre´nova´n´ım neuronove´ s´ıteˇ.
Prˇi vy´voji a pouzˇ´ıva´n´ı vy´sledne´ho programu vysˇlo najevo, zˇe pameˇt’ove´ na´roky v soucˇasne´
dobeˇ bra´n´ı pouzˇit´ı tohoto zp˚usobu klasifikace s´ıt’ove´ho provozu v produkcˇn´ım prostrˇed´ı, kde
je cˇasto generova´n provoz cˇ´ıtaj´ıc´ı stovky spojen´ı. Na´meˇtem pro dalˇs´ı pra´ci by mohlo by´t
nalezen´ı optima´ln´ıch hodnot velikosti datovy´ch struktur, velikosti vektoru pro klasifikaci
neuronovy´mi s´ıteˇmi a cˇetnosti periodicke´ klasifikace. Tato optimalizace by mohla prˇine´st
u´sporu pameˇti a posunula by tak takovy´ syste´m bl´ızˇe produkcˇn´ımu prostrˇed´ı.
Pokud bychom sˇli v prˇedstava´ch o vyuzˇit´ı tohoto zp˚usobu klasifikace jesˇteˇ da´le, je mozˇno
uvazˇovat o implementaci mechanismu˚ do s´ıt’ove´ vrstvy operacˇn´ıho syste´mu na u´rovni ja´dra,
ktere´ by poskytovaly uzˇivatelske´ aplikaci charakteristiky potrˇebne´ ke klasifikaci jednot-
livy´ch datovy´ch tok˚u. T´ımto zp˚usobem by sˇlo omezit pameˇt’ove´ na´roky a dramaticky zvy´sˇit
vy´konnost.
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Dodatek A
Graficke´ zna´zorneˇn´ı typ˚u provozu
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Obra´zek A.1: Typ 1 - Download
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Obra´zek A.2: Typ 2 - Streamovane´ video
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Obra´zek A.3: Typ 3 - Interaktivn´ı traffic
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Obra´zek A.4: Typ 4 - Rezˇie spojen´ı
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Obra´zek A.5: Typ 5 - Voice over IP
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Obra´zek A.6: Typ 6 - Upload
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Dodatek B
Popis technicke´ho vybaven´ı
B.1 Testovac´ı pocˇ´ıtacˇe
B.1.1 Server
Operacˇn´ı syste´m GNU/Linux Fedora Core 6
Procesor 1 x Intel(R) Core 2 Duo(R) E6400 CPU 2.13GHz, L2 cache 2MB
RAM 2GB DDR2
Swap 2GB
Ethernet 2x Realtek 8139
B.1.2 Pracovn´ı stanice
Operacˇn´ı syste´m GNU/Linux Fedora Core 6
Procesor 1 x Intel(R) Pentium M(R) CPU 1.7GHz bez HT, L2 cache 2 MB
RAM 768MB DDR
Swap 1.5GB
Ethernet Broadcom BCM4401 100Base-T
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