Abstract-In random parameter estimation, Bayesian lower bounds (BLBs) for the mean-square error have been noticed to not be tight in a number of cases, even when the sample size, or the signal-to-noise ratio, grow to infinity. In this paper, we study alternative forms of BLBs obtained from a covariance inequality, where the inner product is based on the a posteriori instead of the joint probability density function. We hence obtain a family of BLBs, which is shown to form a counterpart at least as tight as the well-known Weiss-Weinstein family of BLBs, and we extend it to the general case of vector parameter estimation. Conditions for equality between these two families are provided. Focusing on the Bayesian Cramér-Rao bound (BCRB), a definition of efficiency is proposed relatively to its tighter form, and efficient estimators are described for various types of common estimation problems, e.g., scalar, exponential family model parameter estimation. Finally, an example is provided, for which the classical BCRB is known to not be tight, while we show its tighter form is, based on formal proofs of asymptotic efficiency of Bayesian estimators. This analysis is finally corroborated by numerical results.
I. INTRODUCTION

A. Background on Bayesian lower bounds on the MSE
Parameter estimation from noisy observations is a fundamental problem arising in many fields such as signal processing, system identification, control theory, communications or economics. As a consequence, many parameter estimation methods and algorithms have been proposed in the literature (see, e.g., [1] , [2] ). In order to choose the most suitable method, it is crucial to assess their performance and determine the best achievable accuracy. In the Bayesian framework, the unknown parameter is assumed to be random, with a known a priori distribution. A commonly adopted risk function (or estimation performance criterion) is the mean-square error (MSE), for which the Bayes (i.e., optimal) estimator is the posterior mean, i.e., the mean of the a posteriori p.d.f. [3] , [4] . This estimator achieves the best accuracy in terms of MSE, and, as a consequence, is commonly referred to as the minimum mean-square error (MMSE) estimator. However, it requires the knowledge of the a posteriori p.d.f., which is, except for a few L. Bacharach special cases (e.g., conjugate priors), often difficult to obtain as it involves the evaluation of high-dimensional integrals. They can be computed using Monte-Carlo methods, for instance, and then lead to a high computational cost. Even though one is able to compute them, it is still necessary to assess the estimator's MSE, which increases the computational cost even more. Therefore, it is often necessary to resort to suboptimal approaches, whose loss in accuracy has to be assessed.
Usually, the aforementioned difficulties are overcome by resorting to lower bounds on the MSE that derive from mathematical inequalities. Ideally, these lower bounds are sought to be both computationally tractable and tight, i.e., they should provide insight about the MMSE, as accurately as possible. These lower bounds then make up references with which one can compare the performance of any estimator. For the estimation of random parameters, several Bayesian lower bounds (BLBs) have already been proposed and derived (see, e.g., [5] for an overview). The perhaps most widely used BLB is the Bayesian Cramér-Rao bound (BCRB), as it was the first to be derived [6] - [8] , and is also very simple to calculate. Nonetheless, the BCRB turns out to be somewhat optimistic, especially for nonlinear estimation problems, where one often notices performance breakdowns in terms of MSE below a specific signal-to-noise ratio (SNR) or sample size: this phenomenon is referred to as the "threshold effect", and is not rendered by the BCRB [5] , [9] , [10] . Yet, determining the appearance conditions of the threshold effect is essential so as to specify the estimators' nominal operating conditions. This has led to considerable work on BLBs, giving rise to two main families: i) the Ziv-Zakaï family, relating to the error probability in binary hypothesis tests [11] - [13] , and ii) the Weiss-Weinstein family (WWF), deriving from covariance inequalities [6] - [8] , [14] - [16] . Some of the bounds among each family make it possible to predict the threshold effect [5] (and references therein), [17] . Despite this feature, there are many problems for which BLBs are not tight, even in the asymptotic regime, whether for standard problems [5, pp. 11, 37, 38] , or for dynamic nonlinear filtering [18] - [20] .
Recently, a class of BLBs has been derived and shown to be at least as tight as those of the WWF [21] . More precisely, it was shown that any lower bound in the WWF implies an alternative form, which is tighter than the standard one. Similarly as the standard form, the tighter form of BLBs is based on a covariance inequality principle, but where the inner product is defined w.r.t. the posterior p.d.f. (instead of the joint p.d.f. for standard BLBs of the WWF). However, this study was limited to the case of scalar parameter estimation. The precision gain of the tighter BLBs had not been assessed until our recent conference paper [22] , which focused on the case of the BCRB and showed promising results: the tighter BCRB (TBCRB) was shown to be asymptotically tight by simulation, but this was not formally proved.
The main contributions of the present paper with respect to previous work [21] , [22] are threefold. First, we introduce a more general proof of the covariance inequality leading to the tighter form of BLBs, that encompass the case of vector parameter estimation. Second, general conditions for efficiency are studied and provided for various cases of practical interest: estimation of scalar parameter and exponential family parameter. Third, for the example studied in Section V, several asymptotic results are provided and formally proved, about the behavior of Bayesian estimators (like the maximum a posteriori (MAP) and the MMSE), in particular their efficiency.
The sequel of this paper is organized as follows. Basic notations, definitions and assumptions used throughout the paper are presented in Section I-B. We recall basic results on classical BLBs of the WWF in Section II. Their tighter counterparts are presented in Section III, and shown to be indeed tighter. Then, in Section IV we focus on the case of the BCRB and provide conditions for efficiency (i.e., attainment of the TBCRB) for various problems. In Section V, we study a specific estimation problem, and provide formal proofs of asymptotic efficiency of Bayesian estimators, before illustrating them with numerical results. Finally, concluding remarks are reported in Section VI.
B. Summary of basic notations, definitions and assumptions
Throughout the present paper, scalar quantities are denoted by italic letters (e.g., a, A), vectors by bold lowercase letters (e.g., a), and matrices by bold uppercase letters (e.g., A). For some given vector a, its i-th element is denoted by a i , and for some given matrix A, its i-th row and j-th column element is denoted by A i,j . The transpose of a vector a (resp. a matrix A) is denoted by a T (resp. A T ). For some given Hilbert space H with an inner product · , · , the orthogonal complement of a subspace S ⊂ H is denoted by S ⊥ . The indicator function of a set A is denoted by 1 A (·).
More specifically, let X ⊆ R N be the observation space, whose elements are random observation vectors denoted by x (x 1 , . . . , x N ) T , and Θ ⊆ R K be the parameter space whose elements are denoted by θ (θ 1 , . . . , θ K ) T . Let p(x, θ) denote the joint p.d.f. of x and θ, and S X ,Θ its support, i.e., S X ,Θ {(
Likewise, let us denote by S Θ the support of the prior p.d.f. p(θ) on the one hand (i.e., S Θ {θ ∈ Θ | p(θ) > 0}), and by S X the support of the marginal p.d.f. p(x) (i.e., S X {x ∈ X | p(x) > 0}). In addition, let us define S Θ|x and S X |θ as the supports of the joint p.d.f. p(x, θ) w.r.t. θ and x respectively, i.e., i) for some given x ∈ S X , S Θ|x {θ ∈ Θ | p(x, θ) > 0}; ii) for some given θ ∈ S Θ , S X |θ {x ∈ X | p(x, θ) > 0}. Consequently, one can write
(1) From these definitions, the various expectations of a deterministic and measurable function h : X × Θ → R J can be written as
Accordingly, the variances of h(x, θ) w.r.t. the different distributions appearing above, are respectively denoted by
In addition, throughout the present paper:
where L 2 (S Θ|x ) denotes the space of functions with finite second moments w.r.t.
, where L 2 (S X ) denotes the space of functions with finite second moments w.r.t.
• ϕ : X × Θ → R denotes some deterministic, known function. We assume that ϕ(·) ∈ L 2 (S X ,Θ ), where L 2 (S X ,Θ ) denotes the space of functions with finite second moments w.r.t.
and the natural norm based on it is denoted by . .
• For some family of functions (or vector function) ϕ(·)
with finite second moments w.r.t. p(x, θ), we denote by S ϕ its linear span, that is
The orthogonal complement of
Using these notations and definitions, we now derive two classes of Bayesian information inequalities, the first of which leads to the so-called Weiss-Weinstein family (WWF) of Bayesian lower bounds (BLBs) [15] , [16] , [23] , while the second, introduced more recently [21] , leads to their tighter counterparts (tighter Bayesian lower bounds, TBLBs).
II. CLASSICAL BAYESIAN LOWER BOUNDS
In this section, we recall the basic form of the covariance inequality, which leads to a general class of Bayesian lower bounds on the global mean-square error of any Bayes estimator. In particular, it includes the fairly well-known WeissWeinstein family of BLBs [15] , [16] , [23] .
A. Background on covariance inequality
A basic form of the covariance inequality can be stated as follows (a proof is given to enable an easier comparison between the lower bounds from the present section and those from Section III).
be some vector function with finite second moments w.r.t. p(x, θ), and
be some family of linearly independent functions with finite second moments w.r.t. p(x, θ) as well. Then, for any vector function
where
is the L × L matrix defined by
Q ϕ is the M × M matrix defined by
and the inequality sign " " in (7) means that the difference between the left and the right side is a positive semi-definite matrix.
Proof: Let a ∈ R L be any vector, and (x, θ) a T (g(x, θ) − ζ(x, θ)). From (6), (x, θ) can be written as
Consequently, by the Pythagorean theorem, we have
which leads to
gϕ a leads to the following equivalent form of (12):
It implies the inequality a
L , hence the covariance inequality (7).
B. A general class of BLBs
If we set g(x, θ) g(θ) the quantity to be estimated, and ζ(x, θ)
L , the inequality (7) becomes
where, for any estimator
T denotes the meansquare error matrix of g(·). Moreover, since, for any estimator
L or not. It is worth noticing that a sufficient condition for (15) 
A well known subset of the Euclidean space L 2 (S X ,Θ ) satisfying (16) is H φ defined as [15, (1) ], [16, (6) ], [24] :
which is the subset of the Euclidean space L 2 (S X ,Θ ) orthogonal to any g(x) ∈ L 2 (S X ). Therefore, there may exist vector functions ϕ(x, θ) that do not lie in H φ but satisfy (16); such a function ϕ(x, θ) could possibly lead to tighter BLBs since it is required to be orthogonal only to a single function of
C. The Weiss-Weinstein class of BLBs
As stated in [16] , the Weiss-Weinstein class of BLBs is obtained via projection of g(θ) on S φ , that is a closed subspace of H φ made up of linear combinations of elements in H φ :
Then, any estimator g(x) lies in S ⊥ φ , and setting g(x, θ) = g(θ) and
This inequality is referred to as the Weiss-Weinstein inequality in the following.
III. A GENERAL CLASS OF TIGHTER BAYESIAN LOWER BOUNDS
A. A tighter version of the covariance inequality
We first provide a tighter version of the covariance inequality (7). Since, for any function (·) ∈ L 2 (S X ,Θ ),
it is possible to rewrite all the results from Section II-A for some given x ∈ S X , with respect to the posterior distribution p(θ | x). In other words, (21) suggests to derive a lower bound on the posterior MSE E θ|x 2 (x, θ) , and then average it w.r.t. x, which leads to another bound on the global MSE E x,θ 2 (x, θ) . In the next theorem (Theorem 2), we show that the bound so obtained is at least as tight as the standard one (from the previous section). It is done by noticing that, geometrically, the proposed bound corresponds to the hypotenuse of a right-angled triangle, while the standard bound corresponds to one of the two other sides of this triangle (see Figure 1 ).
In order to state the theorem, let us introduce the subspace
and the inner product of two functions ξ(·), ζ(·) ∈ W 2 (S X ,Θ ), given some x ∈ S X , defined by
Accordingly, the related norm is denoted by · |x . As a consequence, for some given x ∈ X , let S ϕ|x denote the linear span of a family of functions
, and let S ⊥ ϕ|x denote its orthogonal complement for the inner product given x (23), i.e.,
(25) Using these notations, we can now state the main theorem of this section. Figure 1 . Geometrical interpretation of the presented lower bounds: the standard one corresponds to the (squared norm of the) vertical thick orange arrow Π Sϕ (g) (or equivalently the vertical orange dashed ('--') segments), while the tighter bound corresponds to the (squared norm of the) slanted thick orange arrow Π S ϕ|x (g) (or equivalently the slanted orange "dash-dot" ('-·') segment).
Theorem 2 (Tighter covariance inequality). Let g(·)
where R gϕ|x is the L × M matrix defined by
and Q ϕ|x is the M × M matrix defined by
Proof: For any arbitrary vector a ∈ R L and some given
as in (11) . By the Pythagorean theorem, we consequently have
We can then show that
ϕ|x ϕ(x, θ), and finally, similarly as in Section II-A, and after applying E x [·], we obtain the left inequality in (26).
In addition, as
L . Hence, it is possible to rewrite (12)
and since g(
that is, for any a ∈ R L ,
which proves the right inequality in (26).
It is worth noticing that the analytical expressions for the posterior p(θ | x) and p(x) are not needed for the calculation of the tigther BLBs: from (26), the tighter BLB is given as
with R gϕ|x and Q ϕ|x defined in (27) and (28) respectively. Using the identity p(θ | x) = p(x, θ)/p(x) in (27) and (28), we obtain
after defining the integrals
Substituting (35a) and (35b) into (34), we obtain
where all p(θ | x) and p(x) terms have disappeared. Hence, it is not required to know the analytical expressions of these two distributions. We only need to know the expression of p(x, θ), which is very often readily available, and be able to calculate integrals involving the joint distribution p(x, θ).
B. The class of Tighter Weiss-Weinstein BLBs
A tighter counterpart to (20) can be obtained by letting g(x, θ) g(θ), and ζ(x, θ) E θ|x [g(θ)] = g MMSE (x). In order to apply (26), it is necessary that g
L , which holds iff, for a.e. x ∈ S X , and for = 1, . . . , L,
φ are generating functions of BLBs in the WWF. In such a case, we obtain
As can be seen from (32), the classical BLB, R gφ Q x, θ) ). Yet,
, which explains why the tighter BLB indeed is tighter.
C. Condition for equality between classical and tighter BLBs
From (32), the inequality between the classical and the tighter lower bounds in (38) becomes an equality iff
for all a ∈ R L , i.e., iff
Since φ(·) is assumed to be made up of L linearly independent functions of L 2 (S X ,Θ ), the condition for equality (40) is equivalent to
for a.e. x ∈ S X , which means that R gφ|x Q
For instance, such a situation occurs in the particular case where φ(x, θ) = g(θ) − E θ|x [g(θ)], which yields Q φ|x = R gφ|x as well as
Then, (38) simply reduces to
As shown in the following, the choice φ(
is not the only one that leads to (41).
IV. TIGHTER BAYESIAN CRAMÉR-RAO BOUNDS AND AN UPDATE FOR THE NOTION OF EFFICIENCY
A. Classical and tighter Bayesian Cramér-Rao bounds
Let us consider the family of
Sufficient conditions for φ CR (·) to generate BLBs of the WWF are [15] • S Θ|x = I x,1 × . . . × I x,K , where
. . , K, for a.e. x ∈ S X ; • The (joint) Bayesian information matrix Q φ CR is nonsingular. After plugging (43) into (9) and (10), we obtain the classical version of the Bayesian Cramér-Rao bound (BCRB), that is
with
and
Similarly, the tighter version of the BCRB is obtained by plugging (43) into (27) and (28), which gives
that can be referred to as the posterior (or conditional) Bayesian information matrix. Finally, (38) can be rewritten as
We can remark that an alternative way of obtaining these two versions of the BCRB consists in starting from the functions φ
(·) generating the Bobrovsky-Zakaï bound [14] , which are defined, for
if (x, θ) ∈ S X ,Θ , and φ BZ hm (x, θ) = 0 otherwise, and by letting h m tend to 0, m = 1, . . . , M . In particular, this allows for deriving conditions under which the BCRB, and thus the TBCRB, are nonzero (see [21] , [23] for instance).
B. An update for the notion of efficiency
Since the two BCRBs in (50) are nonzero under the same conditions (see [23, Section III]), it seems appropriate to define the notion of efficiency as follows. Definition 1. An estimator g(·) of g(θ) is said to be efficient if its MSE achieves the TBCRB. In other terms, MSE( g) = TBCRB in (50).
Indeed, it has often been noticed that the classical BCRB cannot be attained for plenty of estimation problems. From (50) and Definition 1, it can be seen that if an estimator, different from the MMSE estimator, is efficient, then so is the MMSE estimator. Let us now investigate conditions for the TBCRB to be attained, hence allowing for a description of models for which efficient estimators (potentially different from the MMSE estimator) could be found.
C. Class of efficient estimators
Rewriting (30) with g(x, θ) g(θ) and ζ(x, θ) g(x), we have, for any a ∈ R L , φ(·) ∈ H φ , and a.e. x ∈ X ,
Consequently, the estimator g(·) is efficient iff a
|x for any a ∈ R L and a.e. x ∈ X , that is, from (52), iff
Since
is finally equivalent to
In the case of the TBCRB, i.e., φ(·) = φ CR (·), the condition (55) becomes, from (27) and (28),
From this condition, a number of particular cases can be examined.
1) Scalar case (K = L = 1):
In the scalar case, the function g(θ) g(θ) reduces to a single function of a scalar parameter θ ∈ Θ ⊂ R. Then, (56) reduces to
Integrating (57) w.r.t. θ leads to
in which
and G(θ) is the antiderivative of g(θ), i.e., dG(θ)/ dθ = g(θ). It is worth noticing that the posterior distribution p(θ | x) in (59) is of the form
T , and A(θ) = 0, meaning that p(θ | x) is an exponential family, which turns out to be curved, due to the nonlinear link between the components of t(x) [3, pp. [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . Moreover, the form of the posterior distribution (59) leads to the following form of the joint distribution p(x, θ):
Hence, the class of models for which an efficient estimator can be found are those in which the joint distribution can be written in the form (62).
2) Exponential family models: In the scalar case, studied in the previous section, numerous statistical models are concerned with a likelihood function that belongs to a general exponential family (61), i.e., there exists functions h(x) ≥ 0, η(θ), t(x) ∈ R J and A(θ) such that
with A(θ) = ln S X |θ h(x) exp η(θ) T t(x) dx. In the Bayesian framework, assigning a conjugate distribution to the prior w.r.t. the likelihood function ensures that the posterior p.d.f. is in the same probability distribution family, and often makes it more easily tractable. For a likelihood function of the form in (63), the conjugate prior has the form
with κ(λ, µ) = 1/ SΘ exp[η(θ) T µ−λA(θ)] dθ, i.e., the form of an exponential family as well. This leads to the following joint p.d.f.:
and to the following marginal distribution of the observations:
Finally, the a posteriori distribution can be obtained as (67) which has, as expected, the same form as the prior distribution (64), i.e., p(θ | x ; λ, µ) = p(θ ; λ + 1, µ + t(x)). Yet, for the TBCRB to be attained, it is necessary that (67) has the form (59), i.e., iff
which automatically implies κ(λ + 1 ; µ + t(x)) = b(x). Condition for efficiency (68) may allow for derivation of efficient estimators. For instance, let us consider the particular case where v(x) does actually not depend upon x. Without loss of generality, let us assume v(x) = 1. Then, (68) can be rewritten as
By differentiating both sides w.r.t.
x, it appears that η(θ) = cθ, where c is a constant vector, i.e., θ is a natural parameter for the likelihood function (63) and the prior p.d.f. (64). After differentiating both sides of (69) w.r.t. θ, we can deduce that
where C and C denote some scalar constants. Finally, in the case of signals modeled by (63) and (64), the estimator given by (70b) provides an efficient estimate of g(θ) given by (70a), with an associated MSE equal to 1. Since v(x) has been assumed constant w.r.t. x, it can be noticed that the related TBCRB and BCRB are equal. However, as shown in the next section, efficient estimation is also possible when v(x) does depend upon x, and in that case the TBCRB differs from the BCRB (see Section III-C).
3) Particular case: g(θ) = θ: A case of particular interest is that where g(θ) θ. Then, (58) reduces to
and (59) becomes
where c denotes a scalar constant, and the last line is obtained from the condition S Θ|x p(θ | x) dθ = 1. Consequently, it is possible to find an efficient estimate of θ only if the posterior p.d.f. p(θ | x) is Gaussian for a.e. x ∈ X . It is important to notice that, in that case, the posterior variance σ In order to illustrate these points, we study a practical example in the next section.
V. STUDY OF A NOTEWORTHY EXAMPLE
Let us consider the same problem as in [5, p.7] , of estimating the variance of a Gaussian random variable with known mean (or equivalently assumed zero), from an observation vector x consisting of N i.i.d. samples x 1 , . . . , x N , i.e., x ∼ N (0, σ 2 I). The parameter of interest is θ σ 2 , so the likelihood function can be written as
We assume θ a priori follows a beta distribution, i.e., for 0 < θ ≤ 1,
where B(a, a)
, and Γ (·) denotes the gamma function: Γ (a) ∞ 0 t a−1 e −t dt. This prior distribution is symmetric, with mean µ π = 1/2 and variance σ 2 π = 1/4(2a + 1). For a = 1, it reduces to a uniform distribution on [0 , 1]. As a increases, it becomes narrower, and when a → +∞, we approach the case of θ known. Multiplying (73) by (74) yields the joint distribution, for x ∈ R N and 0 ≤ θ ≤ 1, as
(75) In the following, let us recall some known results on the BCRB, the expected CRB (ECRB), and the maximum a posteriori (MAP) estimator.
A. BCRB, MAP estimator and ECRB (known results)
Since ∂ ln p(θ | x)/∂θ = ∂ ln p(x, θ)/∂θ, the Bayesian Fisher information can be obtained from the joint p.d.f. (75) as
After computing the expectation, we obtain
which reduces, for a > 2, to
and the BCRB is simply given by
The MAP estimator, defined as
is shown to be equal to [5, p.9 ]
where α = 1 − 4(a − 1)/N , β = 1 − 2(a − 1)/N + γ, and γ = x T x/N . An approximation for the asymptotic MSE of θ MAP can be obtained by computing the ECRB, defined by
with CRB(θ) denoting the classical Cramér-Rao bound, that is the inverse of the classical Fisher information for the parameter θ:
For the example under study, the ECRB is given by [5, p.11]
It should be noted that, even if the ECRB approximates the MSE of the MAP estimator in the asymptotic regime, it is not a BLB on the MSE, and thus cannot provide any insight about estimation performance in other regimes.
B. Expressions of p(x), p(θ | x), E θ|x [θ] and MMSE
In order to proceed with further results, the following relation is essential: according to [25, 3. , and applying (85) to
we obtain the following closed-form expressions for the marginal and the posterior distributions:
Similarly, the MMSE estimator can be obtained as
as well as the MMSE itself, as
where, using the same type of derivation as for (88), we have
hence giving
Finally, by using the change of variable t =
C. Expression of the TBCRB
In the present case, (47)-(49) reduce to
where F x denotes the posterior Fisher information, that is
and can be expressed, similarly as in (76), as
By the same approach as that leading to (88) and (90), it is possible to obtain the expressions of
Finally, considering again the change of
2 , we obtain the following expression for the TBCRB: 
D. Asymptotic results
In this section, we aim at proving that, for the problem under study, the posterior p.d.f. p(θ | x) asymptotically (as N → ∞) has the form (72). It consequently makes it possible to determine an asymptotically efficient estimator (in the sense of Definition 1), which is shown to be any estimator that is asymptotically equivalent to the maximum likelihood estimator (including the MAP estimator, in particular).
1) First asymptotic form of p(θ | x): A first asymptotic expression for the posterior p.d.f. is obtained from (75), by computing its first log-derivative:
where α, β and γ appeared in the expression of the MAP estimator (81a). Since we aim at analyzing the behavior of p(θ | x) as N → +∞, let us consider the case where N = 4(a−1), i.e., α = 0. Then, (97) reduces to
where θ 1 θ MAP (x) = (β − β 2 − 4αγ)/(2α) (as in (81a)), and
Let us introduce some notations we use in the sequel. Let z 1 , . . . , z N be a sequence of N real random variables, and v(·), w(·) two real-valued functions:
• v(z) = v(z 1 , . . . , z N ) P −→ N →∞ means that v(z) tends to the value ∈ R in probability as N tends to infinity, i.e., for any δ > 0, lim N →+∞ Pr |v(z) − | < δ = 1;
• v(z) P ∼ N →∞ w(z) means that, when N → +∞, we can write v(z) = w(z)(1 + ε(z)), where ε(·) is a function such that ε(z) Proposition 1. The maximum likelihood estimator θ ML of θ, given by θ ML (x) = (x T x)/N , asymptotically tends to θ in probability:
Proof. We prove the convergence in mean-square, which implies the convergence in probability. Since E x|θ [
n /θ follows a chisquared distribution with 1 degree of freedom, which implies V x|θ x 2 n /θ = 2. Consequently, (101) becomes
which tends to 0 as N → ∞.
Proposition 2. The MAP estimator θ MAP asymptotically behaves as the maximum likelihood (ML) estimator θ ML , that is
Proof. In (81a), we have
since we can deduce from Proposition 1 that (x T x)
Therefore, we can show that
which leads, after plugging (106a), (106b) and (107) into (81a), to
Yet, by definition of (100), we have
which implies, in particular, that lim N →∞ Pr(1−
Hence, we obtain (104) from (108). Similarly, after plugging (106a), (106b) and (107) into (99), we obtain (105).
The following proposition makes up the main result of this section. 
where ν(·) is a normalizing function of x only, ensuring that
Proof. Using (104) and (105), we have, from (98),
111) After integrating both sides w.r.t. θ, we obtain
where C(x) denotes an arbitrary function of x. By setting, ν(x) = (
leads to (110).
As it can be noticed, the asymptotic form obtained for p(θ | x) in (110) is not the same as in (72). However, as shown in the next section, a second asymptotic form of p(θ | x) that has the required form (72) can be obtained, starting from (110).
2) Second asymptotic form of p(θ | x): The main result of this section is stated as follows. 
where ξ(·) is a normalizing function of x only, ensuring that
Proof. Let us define
A Taylor expansion of h x (·) at the vicinity of θ
This yields, for θ ∈ ] N ). However, we can deduce from Proposition 1 that
which is equivalent to
In addition, (116) implies that, for sufficiently large D,
Thus, (118) and (119) imply that (116) becomes (113).
3) Asymptotic efficiency: Finally, Proposition 4 shows that asymptotically, the posterior p.d.f. has the form (72), with
, and θ(x) = θ ML (x). We notice that v(x) indeed depends on x, thus we can deduce, from discussion in Section III-C, that the BCRB and the TBCRB are not equivalent asymptotically. In addition, due to Proposition 2, both the ML and the MAP estimators are asymptotically efficient, and due to (50), so is the MMSE estimator. Last but not least, an asymptotic expression for the TBCRB can be obtained, that is nothing else than the ECRB (see Section V-A), as stated in the following proposition.
Proposition 5. Asymptotically, the TBCRB is equivalent to the ECRB, i.e., TBCRB
where the ECRB is given by (84).
Proof. Following from (47)-(49), (58), and g(θ) = θ, we have TBCRB
E. Numerical results
In this section, we provide simulation results that illustrate the theoretical ones from the previous sections. these results appeared in [22] , and are given here for sake of completeness. Figure 2 shows root MSEs (RMSEs) on the estimation of θ = σ 2 of the MAP and MMSE estimators, as well as the BCRB, the TBCRB and the ECRB as functions of N , for N = 2 n , n ∈ {1, . . . , 13}, and the shape parameter a = 3 in the prior density (74). The RMSEs of the MAP and the MMSE estimators are computed from (81a)-(81b) and (88) respectively, and averaged through 20,000 Monte-Carlo trials using Matlab, which is not able to compute the Whittaker functions W µ,ν (z) appearing in (88) for N ≥ 110. As for the theoretical square-root of the MMSE, it was computed from (92) using Mathematica, which is able to compute it for larger values of N . Consequently, the comparison between the empirical and theoretical MMSEs is only available for N ≤ 64, where we notice a perfect match. Figure 2 illustrates a number of points discussed in the previous sections of this paper. In particular, Proposition 4 and its consequences, i.e., both the MAP and the MMSE estimators are asymptotically efficient, according to Definition 1, that is relatively to the TBCRB rather than the BCRB. For large values of N , we notice that i) a clear gap separates the TBCRB from the BCRB, and ii) the TBCRB and the ECRB indeed tend to the same value, which illustrates Proposition 5, and validates the asymptotic expression of p(θ | x) (113). Finally, as N decreases, both the MAP and the MMSE estimators' RMSEs tend to the prior standard deviation σ π = 1/(2 √ 7) on the one hand, while the BCRB and the TBCRB tend to the same value, since the prior information dominates, and the posterior variance does practically not depend on the observations x anymore.
VI. CONCLUDING REMARKS
Any Bayesian lower bound on the MSE in the WeissWeinstein family has an alternative form, which turns out to be at least as tight as the standard form. We have given a proof for the case of the estimation of a vector parameter θ, or any known vector function g(θ) of a vector parameter. The tighter forms of BLBs give rise to an update in the definition of efficient estimation in the Bayesian framework, and make it possible to derive new conditions for efficiency. A sufficient condition for the standard and the tighter forms to differ is that the posterior autocorrelation matrix Q φ|x of the BLB-generating functions φ(x, θ), as well as the posterior intercorrelation matrix R gφ|x , do depend upon x, the given set of observations. This condition is likely to be met, except when few observations are available. In the case of the estimation of a scalar quantity g(θ), we have shown that an efficient estimator can be found if and only if the posterior distribution p(θ | x) has a particular form in the exponential family of distributions. Conversely, we have derived conditions for finding efficient estimators in the case of exponential family models with conjugate prior distribution. Finally, we illustrated the precision gain and relevance of the tighter forms of BLBs through a noteworthy example, for which the standard form of the BCRB is known to not be tight. We have shown that, in the asymptotic regime, Bayesian estimators like the MAP or the MMSE attain the TBCRB, and then are efficient. These results were validated by numerical simulations.
