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SUMMARY
Modern signal processing applications emerging in telecommunication and instru-
mentation industries have placed an increasing demand for ADCs with higher speed
and resolution. The most fundamental challenge in such a progress lies at the heart
of the classic signal processing: the Shannon-Nyquist sampling theorem which stated
that when sampled uniformly, there was no way to increase the upper frequency in
the signal spectrum and still unambiguously represent the signal except by raising the
sampling rate. This thesis is dedicated to the exploration of the ways to break through
the Shannon-Nyquist sampling rate by applying non-uniform sampling techniques.
Time interleaving is probably the most intuitive way to parallel the uniform sam-
pling process in order to achieve a higher sampling rate. Unfortunately, the channel
mismatches in the TIADC system make the system an instance of a recurrent non-
uniform sampling system whose non-uniformities are detrimental to the performance
of the system and need to be calibrated. Accordingly, this thesis proposes a flexible
and efficient architecture to compensate for the channel mismatches in the TIADC
system. As a key building block in the calibration architecture, the design of the
Farrow structured adjustable fractional delay filter has been investigated in detail. A
new modified Farrow structure is proposed to design the adjustable FD filters that
are optimized for a given range of bandwidth and fractional delays. The application
of the Farrow structure is not limited to the design of adjustable fractional delay
filters. It can also be used to implement adjustable lowpass, highpass and bandpass
filters as well as adjustable multirate filters. This thesis further extends the Farrow
structure to the design of filters with adjustable polynomial phase responses.
xv
Inspired by the theory of compressive sensing, another contribution of this thesis
is to use randomization as a means to overcome the limit of the Nyquist rate. This
thesis investigates the impact of random sampling intervals or jitters on the power
spectrum of the sampled signal. It shows that the aliases of the original signal can
be well shaped by choosing an appropriate probability distribution of the sampling
intervals or jitters such that aliases can be viewed as a source of noise in the signal
power spectrum. A new theoretical framework has been established to associate the
probability mass function of the random sampling intervals or jitters with the aliasing
shaping effect. Based on the theoretical framework, this thesis proposes three random
sampling architectures, i.e., SAR ADC, ramp ADC and level crossing ADC, that
can be easily implemented based on the corresponding standard ADC architectures.
Detailed models and simulations are established to verify the effectiveness of the
proposed architectures. A new reconstruction algorithm called the successive sine
matching pursuit has also been proposed to recover a class of spectrally sparse signals
from a sparse set of non-uniform samples onto a denser uniform time grid so that




The real world is analog in nature. On the other hand, computers are digital. Analog
to digital converters (ADCs) are responsible for filling the gap between the real world
and computers. Only after being converted to digital forms can the original analog
signals be further processed by computers for such purposes as estimation, detection
and filtering. Modern signal processing applications emerging in telecommunication
and instrumentation industries have placed an increasing demand for ADCs with
higher speed and resolution. The most fundamental challenge in such a progress lies
at the heart of the classic signal processing: the Shannon sampling theorem [69],
which states that a band-limited analog signal that has been periodically sampled
can be perfectly reconstructed from an infinite sequence of samples if the sampling
rate exceeds 2B samples per second (the Nyquist rate), where B is the highest fre-
quency in the original signal. In other words, when uniform or periodic sampling
scheme is adopted, there is no way to increase the upper frequency in the signal
spectrum and still unambiguously represent the signal except by raising the sampling
rate. Therefore, conventional ADC manufacturing technologies dictate the highest
frequencies that can be handled digitally. Although the microelectronic device man-
ufacturing technologies are continuously improving, the upper frequency limit in the
digital domain is increasing at a relatively slow pace.
As semiconductor manufacturing technologies reach their limits, central processing
units (CPUs) in computers have resorted to parallelism to circumvent the obstacle.
CPUs today are manufactured with multi-cores so that tasks can be processed in
a parallel manner instead of sequentially. Similarly, ADCs can also be arranged in
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a parallel way so that a group of slower ADCs take samples alternately and the
outputs of all channels are multiplexed to achieve a faster equivalent sampling rate.
This kind of structure is referred to as time-interleaved ADC (TIADC) architecture
in literatures. The concept of time-interleaving is not restricted to increasing the
equivalent sampling speed only. It has also been applied to oversampling ADCs
[40, 41] to reach a higher resolution instead of speed. Ideally, the sampling speed would
scale linearly with the number of channels. However, channel mismatches ultimately
limit the performance of time-interleaved ADCs. From a theoretical perspective, the
time-interleaved ADC system can be viewed as a special case of recurrent non-uniform
sampling. The objective of calibration is to interpolate the non-uniformly sampled
signal onto a uniform time grid. The conventional way to identify and compensate
channel mismatches is to calibrate the ADCs before use. The problem with offline
calibration is that the mismatches usually vary during the lifetime of ADCs due to
temperature change or device aging. Therefore, one contribution of the thesis is the
proposal of a flexible and efficient architecture to re-calibrate the time-interleaved
ADC system without the interruption of the data conversion process.
Among various kinds of channel mismatches, the calibration of timing mismatches
is probably the most demanding one to deal with. This thesis conducts a compre-
hensive study on the design of digital fractional delay (FD) filters, especially a filter
structure called the Farrow structure in the implementation of FD filters in order to
calibrate the timing mismatches online. The second contribution of the thesis is a
new modified Farrow structured FD filter whose performance is shown to be superior
to the existing design methods.
As a byproduct, the third contribution of the thesis is the extension of the Farrow
structure in the implementation of scalable multi-rate filter, adjustable bandwidth
filter and adjustable polynomial phase filter structures.
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The above mentioned time-interleaved ADC system still satisfies the Nyquist cri-
terion as the equivalent sampling frequency of the TIADC system is still at or above
the Nyquist frequency of the signal. The non-uniformities imbedded in the system are
introduced passively, thus are unknown and need to be compensated. The multi-coset
sampling system [64, 87, 9] also belongs to the recurrent non-uniform sampling sys-
tem. It is similar to TIADC system except for two differences. First, the equivalent
sampling frequency of the multi-coset sampling system can be set below the Nyquist
frequency of the signal. Second, the timing mismatches are precisely controllable. It
is shown that we can still perfectly recover a class of sparse multi-band signal even
sampling below the Nyquist frequency.
Another strategy to overcome the limit of the Nyquist rate is to jump out of the
uniform sampling constraint. The Nyquist criterion is a sufficient condition for loss-
less and unique signal acquisition but not a necessary one. Non-uniformities can be
introduced purposefully in the sampling process for signal preservation and recon-
struction. Compressive sensing theory [12] states that for a class of sparse signals,
sampling can be achieved at a rate slightly higher than the information rate in the
signal rather than its Nyquist rate. Randomization is deliberately introduced as a
tool in the signal conversion operations, including both sampling time and ampli-
tude quantization. Randomization means that there is no longer periodicity in the
sampling process, which suggests the name of non-recurrent non-uniform sampling
systems. The fourth contribution of this thesis is the investigation of the impact
of the probabilistic distributions of the sampling time points on the spectra of the
non-uniformly sampled signals. A novel perspective is proposed to treat the aliases
as a noise source introduced by the non-uniform sampling process. Accordingly, we
can shape the power distribution of the aliasing noise over the signal spectrum by
designing an appropriate non-uniform sampling process so that the signal spectrum
remains detectable in the presence of the aliasing noise floor. A new reconstruction
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algorithm is proposed to reconstruct a class of spectrally sparse signals from a sparse
and non-uniform time grid onto a dense and uniform time grid.
Inspired by the theory of compressive sensing, numerous innovative analog to dig-
ital converter architectures have been proposed, among which the random demodu-
lator [76] and modulated wideband converter [53, 51, 52] are the two most prominent
architectures. However, these systems require specialized hardware such as analog
mixing circuits, pseudo random number generator and filters, the cost of which is
not affordable in many applications. The fifth contribution of the thesis is to apply
non-uniform sampling to standard ADC architectures such as successive approxima-
tion register (SAR) ADCs, ramp ADCs and level crossing (LC) ADCs and show that
a reconstruction of the signal is possible even when it is sampled below the Nquist
frequency.
1.1 Non-uniform Sampling and Reconstruction
In 1949, Shannon published the paper “Communication in the Presence of Noise
[69]”, which set the foundation of information theory. According to the Shannon-
Nquist sampling theorem, a band-limited signal x(t) can be exactly reconstructed




x(nTs) sinc(2B(t− nTs)), (1)
where sinc(x) = sin(πx)/(πx) and x(t) is band-limited to [−B,B]. The inter-sample
time interval is given by Ts = 1/2B. Reconstruction is achieved by convolving the
uniform samples with a sinc function, which is equivalent to an ideal low-pass filtering
(LPF) process in frequency domain.
Shannon’s sampling theorem is more than 60 years old. Thanks in part to the
mathematical connections that were made with the wavelet theory, there has been
a revival of this topic and a lot of new findings were made in the past two decades.
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Jerri [31] and Unser [78] gave two comprehensive overviews of various extensions and
applications of the classic sampling theorem.
Higgins [30] generalized Shannon’s sampling theorem to non-uniformly spaced
samples. Denote tn as the sampling time instance, Higgins’ theorem states that
suppose {ej2πftn} is a complete basis for X(f) within the bandwidth [−B,B], then the
functions {g(t, tn)} = sinc(2B(t− tn)) is also a complete basis for x(t),−∞ < t <∞.
There will always exist a unique basis {k(t, tn)} that is bi-orthogonal to {g(t, tn)}.
The bi-orthogonality means that the elements within the respective bases are not
orthogonal, but are orthogonal to the elements of the other basis.
< g(t, tn), k(t, tn) >=
∫ ∞
n=−∞
g(t, tn), k(t, tn)dt = δmn. (2)

















The prerequisite of the theorem raises a question as what set of {tn} makes
{ej2πftn} a complete basis for X(f). Kadec [36] proved that this was the case when
|tn − nTs| < 1/4Ts. (5)
Beutler [3] found that {ej2πftn} was a complete basis when the average sampling
rate exceeded the Nyquist rate of the signal. Another problem is how to evaluate
{k(t, tn)}. Generally speaking, given a set of {tn}, there is no closed form expression
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for {k(t, tn)}. However, Higgins showed that if (5) is satisfied, {k(t, tn)} is a Lagrange









Under uniform sampling, the Lagrange interpolation function degenerates into an
ideal linear time-invariant low-pass filter. While under non-uniform sampling, the
Lagrange interpolation function is time-variant and has no closed form expression,
which makes it infeasible in many practical real-time applications. Various researches
have studied and compared simpler forms of interpolation functions such as sample-
and-hold, n-th order hold [50] and spline functions [79, 80]. Yen [94] provided a
minimum mean squares error estimate of the Lagrange interpolation function φn(t)




αm,n sinc(2B(t− tm)) m,n = 0, ..., N − 1, (7)
where αm,n is an element in the inverse of a matrix whose element is given by
sinc(2B(tn − tm)).
A more general form of the reconstruction problem on a finite sample set of size




cmφm(tn), 0 ≤ n ≤ N − 1, (8)
where the basis function φn(t) is either orthogonal or a frame, which is complete but
not necessarily orthogonal. Then it is necessary to find the coefficients cm, which
involves solving an M by N system of linear equations. The singular value decompo-
sition (SVD) [93] provides a direct method to solve the problem. An iterative method
[49, 14] was proved to be a more efficient way to find the pseudo-inverse of the basis
matrix.
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1.2 Time-Interleaved ADC System
Another remarkable finding in the realm of sampling theory was made by Papoulis
[58] who proposed a generalized sampling expansion in 1977. He showed that a band-
limited signal x(t) can be uniquely determined by the samples gk(nTs), which are the
outputs of M linear systems gk(t) with input x(t), sampled at 1/M times the Nyquist
rate. One example of such a system is to sample x(t) and its m-th order derivatives
x(m)(t), (m = 1, ...M − 1) at 1/M the Nyquist rate. While the generalized sampling
concept is straightforward, Papoulis did not investigate the reconstruction process in
terms of stability and causality [16, 11]. The perfect reconstruction for maximally
decimated filter banks [81] can be viewed as a discrete time counter part of the
generalized sampling expansion. In 1981, Brown [10] discovered the link between
generalized sampling and multi-rate system and proposed a multi-channel sampling
structure for band-limited signals. The mixing of continuous-time and discrete-time
filters in the sub-channels gave rise to the study of hybrid filter banks (HFBs) [82, 63,
86, 71, 22, 56, 45]. The HFBs are multi-rate systems that can be decomposed into
three stages: an analog analysis filter bank, A/D conversion, and a digital synthesis
filter bank.
Time-interleaved ADCs can be viewed as a special form of the hybrid filter banks.
Since the ADCs in each channel are not exactly identical due to discrepancies in the
manufacturing process, channel mismatches in time-interleaved ADC system make
the system a recurrent non-uniform sampling process. The DC offset, gain and tim-
ing mismatches in the interleaved ADC system were initially investigated under the
framework of HFBs by Petraglia [62]. A unified and more general treatment can
be found in [88, 90]. The non-linear behaviors of ADCs were modeled by exploiting
non-linear HFBs in [91, 89].
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1.3 Random Sampling Theory
Digital aliasing-free signal processing (DASP) was first mentioned by Shapiro and
Silverman [70] in 1960. The key idea is to randomize the placement of sampling
points in order to suppress or eliminate aliasing. Beutler and Leneman [5, 4, 46, 6]
published a series of papers on the theory of stationary point process and random
sampling of random process in the late 1960s. Bilinskis [8] later showed that aliasing
free sampling is theoretically possible whenever the random sampling point process is
stationary. In other words, deterministic sampling is never aliasing free. Given a finite
number of samples, aliasing can only be suppressed but not completely eliminated.
A comprehensive coverage of topics in DASP, especially a variety of randomization
techniques in the sampling process can be found in Bilinskis’ book [7] published in
2007.
1.4 Compressive Sensing Theory
Since the original paper by Candes, Romberg, and Tao [12], the signal processing
community has been overwhelmed by the possibilities offered by compressive sensing
(CS). CS has inspired hundreds of papers in the fields of medical imaging [48], ar-
ray signal processing [27], geoscience [28] and telecommunication [2]. Two excellent
tutorials about CS can be found in [13] and [1].
CS concerns itself with the scenario where a signal x ∈ CN is sparse in a known
basis Ψ ∈ CN×N . The representation of x under Ψ involves a sparse vector α with a
sparsity K
x = Ψα, (9)
where there are at most K(K  N) non-zero entries in α.
Instead of observing the signal x itself, we observe the signal y ∈ CM through a
projection matrix Φ ∈ CM×N .
y = Φx = ΦΨα = Aα, (10)
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where A is the measurement operator.
A satisfies a so called restricted isometry property (RIP) with constant δK if√
1− δK ||α||2 ≤ ||Aα||2 ≤
√
1 + δK ||α||2, ∀α with ||α||0 ≤ K. (11)
RIP states that the vector norm of any K sparse vector is preserved when operated
on by A, which makes it possible to recover x from its low dimension embedding
y. It is a non-deterministic polynomial-time (NP) hard problem to verify that a
matrix that satisfies the RIP property. To overcome this obstacle, researchers have
embraced random matrices which can be shown to satisfy the RIP property with
very high probability. In particular, if each entry of A is drawn according to a sub-
gaussian probability distribution, the RIP will be satisfied with high probability as
long as M = O(K log(N/K)). In terms of sampling, this implies that the minimum
sampling rate is roughly proportional to the information rate in the signal.
Once the compressed measurement vector y is acquired, the next objective is to
reconstruct x according to
min
x
||x||0, s.t. y = Ax. (12)
Unfortunately, (12) is non-convex as well as NP hard. The RIP property of A
enables a convex relaxation of (12) that yields the same solution as (12)
min
x
||x||1, s.t. y = Ax. (13)
When measurement noise is present, (13) is reformulated as
min
x
||x||1, s.t. ||y = Ax||2 ≤ ε. (14)
In the CS community, (13) and (14) are referred as basis pursuit (BP) and basis
pursuit de-noising (BPDN) problems, respectively. A large variety of algorithms have
been proposed to solve these problems. Optimization based solvers [42] were among
the first ones to be investigated. Despite their accuracy and convergence guarantee,
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these methods are slow in general, thus not suitable for large scale problems. Alter-
natively, greedy methods [54] were used to give an approximate solution to (13) and
(14). Orthogonal matching pursuit (OMP) [75] was initially proposed by Tropp et
al, and several variants of OMP were invented to further improve the performance of
OMP. Among those variants, compressive sampling matching pursuit (CoSaMP) [55]
offered the most attractive guarantee for convergence and computational complexity.
Although a rich choice of algorithms exists, the selection of an appropriate recovery
algorithm, which depends on available computation resources and the nature of the
problem is problem-specific.
1.4.1 Compressive Signal Acquisition
CS is a fundamentally discrete problem. Attempts were made to apply CS to acquire
continuous time signals compressively. Two promising methods based on random
analog filtering of the input signal followed by uniform sub-Nyquist rate sampling
were proposed. A random demodulator converter architecture was proposed by Tropp
et al. [76, 74]. Figure 1 shows the basic architecture of the proposed converter. First,
the input signal x(t) is modulated by a pre-determined Bernoulli distributed random
sequence p(t) whose chipping rate equals the Nyquist rate of the signal. Therefore,
P (f) has a spread spectrum over the Nyquist range. In the frequency domain, X(f) is
convolved with P (f) so that the high frequency components in X(f) are modulated
into the baseband of X̃(f). After low-pass filtering, the wideband information in
X(f) is still preserved. The final step is a sub-Nyquist rate uniform sampler. A
corresponding recovery algorithm was proposed to reconstruct x(t) onto a uniform
time grid at the Nyquist rate. A prerequisite for this architecture to work is that x(t)
is a sparse multi-sine signal which has only a small number of nonzero coefficients
in its Fourier series expansion. Besides, the random demodulator architecture also
requires that the frequencies of x(t) lies on the DFT grid. For those frequencies
10












Figure 1: Block diagram of the random demodulator converter architecture.
an alternative, a so-called modulated wideband converter (MWC) architecture was
proposed by Mishali and Eldar [51]. The MWC is composed of M channels, each
channel is similar to a random demodulator except that in the random demodulator
architecture, the timing function used for lowpass filtering is a rectangular window
while it is a sinc function in the MWC. The input signal assumption of the MWC is
also different from the random demodulator. The MWC assumes a multi-band signal
model consisting of a small number of band-limited signals, each with a continuous
frequency support. The number of channels determines the number of signal bands
that can be acquired. Although the MWC is more general and robust than the
random demodulator, extra channels are needed and the signal reconstruction part is
more involved.
1.4.2 Fourier Random Sampling
The Fourier random sampling problem [26] which was well studied before the emer-
gence of CS can be stated in the following way. Given a signal x ∈ CN , find an
optimal Fourier representation xopt of K complex exponential terms to approximate
x. This clearly can be done by performing the fast Fourier transform (FFT) of x and
locating the K largest terms. Gilbert et al. showed in [26] that we can find a Fourier
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representation x∗ by only sampling a subset T ⊆ [0, N − 1] of x such that
||x− x∗||22 ≤ (1 + ε)||x− xopt||22, (15)
where ε is an error bound parameter.
The cardinality of T is polynomial in K log(N) log(M)/ε, where M is the ratio
of the largest to smallest numerical quantity encountered. Therefore, the number of
samples is sub-linear in N . The subset T can be created by conducting independent
Bernoulli trials on the index set [0, N − 1], meaning each element of x has an equal
probability of being selected.







j2πωkn/N , ωk ⊆ [0, N − 1]. (16)
Written in matrix form,
x = Fα, (17)
where the elements of the discrete time Fourier (DFT) matrix F are given by Fω,t =
1√
N
ej2πωt/N , ω, t = 0, ..., N − 1, and α only has K non-zero values at frequencies ωk.
The objective is to obtain α from random samples of x. The random sample set is
constructed by running an independent Bernoulli test for each sample. Each sample
is selected with probability M/N or discarded with probability 1−M/N so that the
expected size of the random sample set is M . Rudelson and Vershynin [65] showed
that we can recover the sparse vector α with high probability if M = O(K log4N).
The Fourier random sampling problem suggests a signal acquisition architecture
that can be built upon standard uniform sampling ADCs. At each uniform sampling
time point, a Bernoulli random number generator decides whether to sample the
signal at the current time point or not according to a prescribed probability. After
acquiring M samples, a reconstruction algorithm will be executed to recover the
signal on the un-sampled time points. Since less samples are taken per unit time,
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this architecture consumes less power. The system complexity has shifted from the
analog data acquisition end to the digital reconstruction end.
1.5 Organization of the Thesis
The thesis is organized as follows:
Chapter 2 is dedicated to the discussion of recurrent non-uniform sampling sys-
tems. Section 2.1 analyzes the impact of channel mismatches on the output spectrum
of the TIADC system. Section 2.2 proposes an adaptive TIADC mismatch calibra-
tion algorithm and the corresponding architecture. Section 2.3 deals with the critical
building block in the calibration architecture – the design and implementation of
digital fractional delay filters, together with a proposal for further improvement and
innovations. Section 2.4 discusses another sampling scheme in the recurrent non-
uniform sampling category – the multi-coset sampling system, where the spectral
sparsity property is utilized to make sub-Nyquist frequency sampling and recovery
possible.
Chapter 3 is dedicated to the discussion of non-recurrent non-uniform sampling
systems. Section 3.1 reviews the random sampling theory in the field of digital
aliasing-free signal processing and connect it with the compressive sensing theory.
Section 3.2 analyzes the effect of time quantization, where the randomly distributed
sampling intervals or jitters are quantized with a fixed granularity. It is shown that we
can shape the power distribution of the aliases by selecting an appropriate sampling
scheme to minimize the influence of aliases on the signal spectrum. Section 3.3 pro-
poses several non-recurrent non-uniform sampling architectures that are built upon
the existing standard ADC architectures. A new reconstruction algorithm is also
proposed to recover a class of spectrally sparse signals from a sparse and non-uniform
time grid to a dense and uniform time grid.
Chapter 4 summarizes the key contributions of this thesis and discusses future
13




This chapter investigates two instances of recurrent non-uniform sampling: the time
interleaved ADC system and the multi-coset sampling system. The recurrency lies in
the fact that the sampling patterns of both systems repeat themselves periodically.
In the TIADC system, each channel samples at a rate below the Nyquist rate of
the input signal. However, the equivalent sampling rate of the overall system is still
above the Nyquist rate of the signal. The non-uniformities are introduced passively
due to the discrepancies of each channel. The impact of channel mismatches in the
TIADC system is analyzed in Section 2.1. An adaptive TIADC mismatch calibration
algorithm and the corresponding architecture is proposed in Section 2.2 and the design
of a critical component in the calibration architecture – the digital fractional delay
filter is covered in Section 2.3. In the multi-coset sampling system introduced in
Section 2.4, the timing mismatches are assumed to be precisely controllable and the
input signal is assumed to have a low spectrum occupancy over a wide frequency
band. As a result, the equivalent overall sampling rate can be set below the Nyquist
rate of the signal while still guarantees a perfect recovery of the input signal without
aliasing.
2.1 TIADC System Modeling by Means of Non-linear Hy-
brid Filter Bank
To understand the non-uniformities in the sampling process of a time-interleaved
ADC system, it is essential to establish a detailed model of the TIADC system that
reveals the impact of channel mismatches on distorting the output spectrum.
Figure 2 shows the basic structure of an ideal TIADC system. The input analog
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signal is sampled in each channel at a rate of Fs/M , where Fs is the Nyquist frequency
of x(t), M is the number of channels. The phase of each channel sampler is separated
by 2π/M . The digital output of each channel is multiplexed to yield a stream of
digital output y[n] at an equivalent sampling frequency of Fs. Figure 3 shows an












































































































Figure 3: The outputs of an ideal 4 channel TIADC system.
However, in practice, the ADCs in each channel are not identical due to manu-
facturing discrepancies. Figure 4 shows a more practical ADC model for channel m.
The analog input signal x(t) is captured by a track and hold (T/H) circuit whose
transfer function can be expressed as HTHm (jΩ). The output x
TH
m (t) is then sampled
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at time t = (nM + m)Ts, where m = 0, ...,M − 1 is the channel index, n = 0, ...,∞
is the time index, Ts = 1/Fs. There is a static time delay θ
S
m between the clock
signal triggering the sampling event and the actual time samples are taken. Besides
the static time delay, there is also a random timing jitter θRm[n] that can only be
described statistically and is both channel and time dependent. The sampled signal
can be expressed as
xSm[n] = x
TH





Next, xSm[n] is mapped by the transfer function (TF) fm(x) of the ADC in channel
m to yield xTFm [n] and finally quantized to a digital output xm[n].
Suppose the transfer function fm(x) is a memoryless polynomial of order K − 1:
fm(x) = c0,m + c1,mx+ ...cK−1,mx
K−1, (19)
we can exchange the sequence of the transfer function and sampler, resulting in a
model shown in Figure 5. The T/H circuit and the phase advance element can be
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Figure 5: A re-organized ADC model.
In the digital end, the multiplexing operation of channel m can be decomposed
into a factor M up-converter followed by a m sample delay element:
Gm(e
jω) = e−jωm. (21)
Finally, the output of each channel is added up to yield y[n]. The TIADC system can

































Figure 6: A non-linear hybrid filter bank structure.
When ignoring the quantization noise, denote Y (ejΩTs) as the discrete time Fourier
transform (DTFT) of y[n] and X(jΩ) as the continuous time Fourier transform


























and Ωs = 2πFs. The notation (∗k) has the following frequency domain convolution




2πδ(Ω) k = 0
Z(jΩ) k = 1
Z(jΩ) ∗ Z(jΩ) = 1
2π
∫∞
−∞ Z(jλ)Z(j(Ω− λ))dλ k = 2
(Z ∗ Z∗, ..., ∗Z︸ ︷︷ ︸
k-1 convolutions
)(jΩ) k > 2
. (24)
























































Y (ejΩTs) is the superimposition of infinite terms of the shifted spectra of T̃p,k(jΩ).
To represent Y (ejΩTs) under the Nyquist range of −Ωs/2 < Ω < Ωs/2, we need to
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determine how many shifts of T̃p,k(jΩ) reside inside the Nyquist range. Suppose the
input signal x(t) is band-limited according to
X(jΩ) = 0 |Ω| ≥ Ωs/2, (28)
then X(jΩ)Hm(jΩ) is also band-limited by Ωs/2. Its bandwidth expands by a time
each time X(jΩ)Hm(jΩ) convolves with itself.
X(jΩ)Hm(jΩ)
(∗k) = 0 |Ω| ≥ kΩs/2. (29)











pmax = dM(k + 1)/2e − 1. (31)











)), |Ω| < Ωs/2. (32)
2.1.1 Mismatch Analysis on Simplified Models
It is difficult to understand the relationship between input spectrum and output
spectrum through equation (32). This section gradually simplifies the models so that
the spectrum distortions caused by the mismatches can be analyzed in a more direct
manner.
The simplest model for a track and hold circuit is a RC circuit shown in Figure





where τ = RC. The amplitude and phase response of HTH(jΩ) can be written as














φ(Ω) = tan−1(Ωτ) (36)





=− (Ωτ) + φNL(Ω),
ANL(Ω) and φNL(Ω) stand for the non-linear amplitude and phase component. The
cutoff frequency of the circuit is determined by




Figure 7: A model for the track and hold circuit.
The discrepancies of the time constant τ of the T/H circuits on each channel cause
the bandwidth mismatches in the TIADC system. The analog analysis filter in (20)
can be re-written as
Hm(jΩ) = Am(jΩ)e
−j(τm−θRm[n]−θSm+mTs)Ω+φNLm (Ω). (38)











We can further simply the transfer function of the ADC on channel m as
fm(x) = om + gmx, (40)
where om and gm are the DC offset and gain of the ADC respectively. Then





















The subscript o in Λp,o indicates that this term is introduced by the DC offset mis-
matches. Similarly, the subscript bgt in Λp,bgt indicates that this term is introduced





















, |Ω| < Ωs/2.
Therefore, there will be 2dM/2e−1 impulses at pΩs/M as well as 2(M−1) aliasing
terms in the output spectrum. Figure 8 and 9 shows the output spectra of a M = 3
and M = 4 TIADC system.




δ[p− nM ] (46)
When the track and hold circuits, gains and timing delays in each channel are
exactly matched: Am(Ω) = A(Ω), φ
NL
m = φ





δ[p− nM ]. (47)
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0 Ωs/2-Ωs/2
Figure 8: The output spectrum of a 3 channel TIADC system.
0 Ωs/2-Ωs/2









, |Ω| < Ωs/2. (48)
Therefore, when the ADCs are exactly matched in a TIADC system, no aliasing terms
will be present in the output spectrum over the Nyquist range.
Vogel [92] proposed a mismatch identification algorithm based on the simplified
model in (45). Some special requirements were placed on the input signal spectrum.
Figure 10 shows an example of the input spectrum to a 4 channel TIADC system. The
input spectrum is required to contain spectrum holes at pΩs
M
so that the original signal
spectrum and the aliasing spectra won’t be overlapped inside those holes. Also, it is
also required that the input signal has spectral components close to ±Ωs/2. These
requirements allows us to separate and identify the envelop terms Λp,bgt(jΩ). The
mismatch parameters can be evaluated based on Λp,bgt(jΩ).
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0 Ωs/2-Ωs/2
0, ( ) ( )bgt j X j  
1, ( ) ( )bgt j X j  
2, ( ) ( )bgt j X j  
3, ( ) ( )bgt j X j  
Figure 10: The output spectrum of a 4 channel TIADC system with a notched
spectrum input.
2.2 Mismatch Calibrations for TIADC System
The calibration of mismatches in the time-interleaved system was carried out in two
stages: identification and compensation. Since identification algorithms are not run-
ning permanently, their complexity and power consumption is not a critical concern.
The compensation algorithms, on the other hand, are constantly running. There-
fore, their efficiency is very important. The calibration can be executed either in the
analog end [18] of the system or the digital end [24]. Methodologically, the calibra-
tion algorithms can be classified into active (or foreground) calibration and blind (or
background) calibration. Under active calibration [61, 32, 33], a known pilot signal is
sent to the TIADC system. The mismatches are identified according to the outputs
of the system. Accurate and fast as active calibration is, it interrupts the normal
converter operation, which is unacceptable in most real-time applications. Blind cal-
ibration method, on the contrary, performs calibration when the TIADC is in normal
operation. Elbornsson proposed a blind timing mismatches identification algorithm
based on a stationary assumption on the input signal in [19]. However, the estimate
is biased which motivated him to include the method inside an adaptive system [21].
A comprehensive offset, gain and timing mismatch calibration algorithm was later
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proposed in [20]. The disadvantage with Elbornsson’s algorithm is that it usually
need a huge amount of samples and thus has a high computational complexity.
Once the mismatches are identified, the next step is to compensate them. Gain
and offset mismatches are relative easy to identify and compensate. Simple adders
and multipliers are sufficient to serve this purpose. The compensation of timing
mismatch is more complicated. Fractional delay filters [35, 57] can be applied to
delay the samples by an arbitrary fractional amount of time so that the sampling
timing can be matched perfectly in each channel. To avoid the re-design of fractional
delay filters whenever the timing mismatches change, it is desirable to design an
efficient filter structure to realize adjustable fractional delays.
This section proposes a coordinated blind adaptive calibration algorithm and a
corresponding architecture to calibrate the TIADC channel mismatches. The pro-
posed algorithm belongs to the blind algorithm category in a sense that only sta-
tionarity is assumed for the input signal. Its computational complexity and speed of
convergence is shown to to be superior to the existing methods.
2.2.1 An Adaptive TIADC Mismatch Compensation Architecture
The estimation and adaptive compensation of DC offset, gain, and timing mismatches







































Figure 11: An adaptive digital TIADC calibration architecture.
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In the proposed TIADC digital calibration architecture, channel 0 is set as the
reference channel. DC offset and gain mismatches are relatively easy to estimate and
compensate. They are corrected sequentially by the offset and gain compensation
modules. Farrow-structured fractional delay (FD) filters are applied to make sure
that the timing mismatches can be compensated in a continuous manner without an
online filter design process. The timing mismatch compensation module requires a
closed loop adaptation scheme. But we show that only one channel must be fully
adapted. This simplification relies on a normalized relationship among the timing
mismatches from different channels that can be established after an initialization
step.
2.2.2 A Coordinated Blind Mismatch Calibration Algorithm
Suppose the input signal x(t) is a zero mean, ergodic, and wide sense stationary
process, the sampled signal at channel m is
xm[n] = om + gmx((nM +m)Ts + ∆t,m) (49)
n = 0, ..., N − 1, m = 0, ...,M − 1,
where om, gm,∆t,m are the DC offset, gain, and timing mismatches at channel m, N
is the number of samples in each channel and M is the number of channels.
• DC offset mismatch estimation
The DC offset and gain mismatches are relatively easy to estimate and compensate
by calculating the means and variances of the signals at each channel. The DC offset
mismatches can be estimated according to
om = E[xm[n]], m = 0, ...,M − 1. (50)
• Gain mismatch estimation
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After compensating the DC offset mismatches, the gain mismatches at each channel





, m = 1, ...,M − 1, (51)
where the gain g0 in is assumed to be the gain in channel 0, which is set as the
reference channel. In other words, we can only estimate the relative gains for channel
1 to M − 1.
• Timing mismatch estimation
Once all the DC offsets are compensated and all the gains are calibrated relative to
g0, the most difficult task of timing mismatch estimation and compensation can be
addressed. First, a cost function that equals the sum of squared cross-correlation
differences between two consecutive pairs of adjacent channels is defined. When the
timing mismatches are small compared to the sampling interval, an approximated
normalization between the timing mismatches at each channel can be established by
observing the cross-correlations of consecutive channels. Then, in the adaptation
process, a steepest descent algorithm is executed to adjust the timing mismatch at a
single adaptation channel, leaving the timing mismatches at the rest of the channels





0E[x((nM +m)Ts + ∆t,m)x((nM +m− 1)Ts + ∆t,m−1)] (52)
=g20Rx(Ts + ∆t,m −∆t,m−1),
where Rx(·) is the auto-correlation function of x(t). When the timing mismatches are
small, i.e. |∆t,m|  Ts, we can approximate Rx(Ts + ∆t,m−∆t,m−1) according to the
first order Taylor expansion:
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E[xm[n]xm−1[n]] ≈ g20Rx(Ts) + g20R′x(Ts)(∆t,m −∆t,m−1), (53)
We can define a sub-cost function as
Jm−1 =E[xm[n]xm−1[n]]− E[xm−1[n]xm−2[n]] (54)
≈g20R′x(Ts)(∆t,m − 2∆t,m−1 + ∆t,m−2),
m = 2, ...,M − 1,
and we include the last channel by invoking wraparound
JM−1 =E[x0[n+ 1]xM−1[n]]− E[xM−1[n]xM−2[n]] (55)
≈g20R′x(Ts)(∆t,0 − 2∆t,M−1 + ∆t,M−2).
To unify the definition of (54) and (55), we can re-define the sub-cost function as





m = 2, ...,M.





An adaptive algorithm to update all channels can be derived from the gradient
of the cost function. Suppose we are applying a delay ∆̂t,m to the signal xm[n] by
means of digital fractional delay filters so that the new delay becomes ∆t,m − ∆̂t,m.
By denoting the compensated signal sequence as x̂m[n] and the new sub and overall
cost function after compensation as Ĵm and Ĵ , we can evaluate the gradient of Ĵ
according to (57, 54, 55):
∂Ĵ
∂∆̂t,m
= − g20R′x(Ts)(Ĵm+1 − 2Ĵm + Ĵm−1) (58)
m = 1, ...,M − 1, Ĵ0 = 0, ĴM = 0.
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The exact value of R′x(Ts) is unknown. However, as long as we can determine the
sign of R′x(Ts), we can still determine the direction of the gradient which is sufficient
for the steepest descent algorithm to work.




ap sin(2πfpt+ θp), (59)
where P is the number of sines, 2fp ≤ Fs, θp is independent from each other and













Therefore, R′x(Ts) ≤ 0 in this case. According to the steepest descent algorithm,
we can update the estimate of ∆̂t,m by
∆̂t,m[k + 1] = ∆̂t,m[k]− µm(Ĵm+1[k]− 2Ĵm[k] + Ĵm−1[k]) (62)
m = 1, ...,M − 1,
where k is the update step and µm is a positive step size. Therefore, for each update
step k, we need to collect all the N samples of xm(n) for all M channels, evaluate
Ĵm, and update the delay estimates according to (62).
By assuming that the timing delays are constant during the adaptation process,
we can significantly simplify the update scheme by the following coordinated adaptive




≈ ∆t,2 − 2∆t,1





≈ ∆t,m − 2∆t,m−1 + ∆t,m−2
∆t,m+1 − 2∆t,m + ∆t,m−1








Therefore, we have M−2 equations and M−1 variables ∆t,1 to ∆t,M−1. We cannot
revolve the exact value of ∆t,1 to ∆t,M−1 due to the system being under-determined.
However, we can normalize ∆t,m with regard to a fixed adaptation channel. Without
loss of generality, we can set channel 1 as our adaptation channel. Denote αm as the
normalization coefficients at channel m,
∆t,m = αm∆t,1, m = 2, ...,M − 1. (64)
we can rewrite (63) as




−(2γ1 + 1) γ1
γ2 + 2 −(2γ2 + 1) γ2
. . . . . .
−1 γm−1 + 2 −(2γm−1 + 1) γm−1
. . . . . . . . . . . .




α = [α2, α3, ..., αM−1]
T , (67)
e1 = [1, 0, ..., 0]
T . (68)
After resolving α during the initialization stage, we can coordinate the delay
compensations as
∆̂t,m = αm∆̂t,1 m = 2, ...,M − 1. (69)
As a result, we just need to focus on adapting the time delay ∆̂t,1 on channel 1, the
delays for the other M − 1 channels can be calculated directly from (69) instead of
adaptively updated using (62). In other words, we only need to keep track of the data
sequences x0[n] to x2[n]. Not only does the proposed algorithm reduce computational
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complexity, but it also accelerates the convergence speed of the adaptation. Imagining
the overall cost function Ĵ as function of ∆̂t,m in a multi-dimensional space, the
proposed algorithm will follow a straight line from the initial choice of ∆̂t,m to the
optimality location of Ĵ , which is the shortest path available.
Figure 12 shows two examples of TIADC timing mismatch calibration with the
proposed coordinated adaptation algorithm. Every data block has N = 5000. The
equivalent overall sampling frequency is Fs = 1 kHz. The input multi-sine signal has
frequencies at [0.1055 0.0615 0.0505]Fs. The timing mismatches are assumed to be




]. The step size is set at µm = 5Ts. Figure
12(a-c) shows an M = 3 case. The convergence path in Figure 12(a) follows a straight
line from the initial choice of ∆t,1 and ∆t,2 towards the their true values due to the
coordination of the proposed algorithm. Because of the shortened convergence path,
the convergence speed of the cost function and estimated timing mismatches can be
accelerated by a factor of 2.5 in Figure 12(b-c). Figure 12(d) shows a convergence
speed comparison for M = 8 case.
2.3 Adjustable Digital Fractional Delay Filter Design
As the most critical building block in the proposed calibration architecture, the per-
formance of the fractional delay filter directly impacts the quality of the timing mis-
match compensations. This section concentrates on the design and implementation of
digital fractional delay filters with an emphasis on the adjustability of the underlying
structure, which requires that the filter structure be easy to update when changing
the fractional delays.
2.3.1 Fractional Delay Filters
Digital fractional delay (FD) filters are widely used in many applications such as
timing adjustment in digital modems [25], speech coding and synthesis [43], digital



















































































Figure 12: TIADC timing mismatch compensation examples. (a) convergence path
over the proposed cost function (M = 3). (b) cost function convergence speed com-
parison (M = 3). (c) convergence speed comparison of timing mismatch estimation
(M = 3). (d) cost function convergence speed comparison (M = 8).
of the existing design methodologies is summarized in [44, 66].
The compensation of timing mismatches in the proposed TIADC system can also
be accomplished utilizing fractional delay filters. The transfer function of an ideal
fractional delay filter can be written as
Hid(z) = z
−D, (70)
where D is the overall delay. The corresponding impulse response of the filter is
hid[n] = sinc(n−D). (71)
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The impulse response of an ideal fractional delay filter is a shifted and sampled version
of a sinc function. If D is an integer, the ideal impulse response is zero everywhere
except at n = D. For non-integer values of D, the impulse response has infinite
length. Figures 13 and 14 show the coefficients of two ideal FD filters with D = 3
and D = 3.6 respectively.















Figure 13: Ideal FD filter coefficients. D=3.















Figure 14: Ideal FD filter coefficients. D=3.6.
Various filter design criteria and their corresponding algorithms can be applied to
the design of FD filters. For example, the minimum weighted least squares (WLS) er-
ror criterion, the maximally flat criterion and minimax criterion are typically adopted.
A problem with the above mentioned design methods is that they are optimized for
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a fixed value of D, which means that the filter has to be re-designed whenever D is
changed. In TIADC systems, the timing mismatches among different channels might
drift over time, which requires the compensation FD filters be flexible in adjusting
its fractional delays online without a time consuming re-design process. The Farrow
structure was invented to address this requirement.
2.3.2 Design Methods for Fractional Delay Filters
This section briefly reviews the design methods for FD filters with a fixed delay D.
2.3.2.1 Weighted Least Squares (WLS) Design Criterion
For an FIR filter of order N , the error function is defined as the difference between
designed filter frequency response and ideal frequency response.
E(ejω) = H(ejω)−Hid(ejω), ω ∈ [0, απ], 0 < α ≤ 1. (72)
When α is closed to one, the delay will be matched over most of the frequency








where W (ω) is a strictly positive weight function.
The design problem can be expressed in matrix vector notation if we define
h = [ h[0] h[1] · · · h[N ] ]T , (74)
e = [ 1 e−jω . . . e−jωN ]
T , (75)
E = <{eeH} =

1 cos(ω) · · · cos(Nω)

























































and then (73) becomes
ELS = h
TAh− 2hTb + c (83)
Therefore, the least squares error ELS is minimized when
h = A−1b, (84)
and the minimum value is
ELSmin = c− bTA−Tb. (85)
Note that the matrix A is independent from Hid(e
jω), which means its inverse can
be pre-computed. The change in Hid(e
jω) only affects b, and the filter coefficients
h can be computed according to (84). If we define a special case where α = 1,












cos((i−D)ω)dω = sinc(i− j) i = 0, ..., N. (87)
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In other words, A becomes an identity matrix and the filter coefficients will be





Under this setup, the filter coefficients are a simply a truncated version of hid[n].
The relationship between ELSmin and the fractional delay D for an even-order filter
(N = 10) is shown in Figure 15, and in 16 for an odd-order filter (N = 11). In both
cases, the least squares error reaches its minimum when
(N − 1)/2 ≤ D ≤ (N + 1)/2. (90)


























Figure 15: Minimum least squares error (N=10)


























Figure 16: Minimum least squares error (N=11)
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2.3.2.2 Minimax Design Criterion
Another design criterion, called the minimax design, is also widely used in the field of
digital filter design. It aims to minimize the maximum approximation error. Instead
of solving linear equations as in the WLS design case, minimax filter design problems
are usually solved by iterative methods such as Remez exchange algorithm. [37]
generalized the alternation theorem from real-only to complex case and proposed an
efficient exchange algorithm for the design of complex valued and non-linear phase FIR
filters in the Chebyshev case. A minimax FD filter design example is shown in Figures
17 through 19. For the case where delay D = 13.8 and the filter order is N = 28. The
passband and stopband cutoff frequencies are ωp = 0.8π and ωs = 0.9π, respectively.
Both the magnitude resposne (Figure 18) and the group delay response (Figure 19)
of the filter exhibit equal ripples deviating from the ideal frequency responses in the
passband.






















Figure 17: The filter coefficients of a FD filter designed with the minimax criterion.
D = 13.8, N = 28.
2.3.2.3 Maximally Flat Design Criterion
For an FIR filter of order N , the maximally flat design criterion requires that the 0 to
N -th order derivative of the error function as defined in (91) be zero at the frequency
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Figure 18: The magnitude response of a FD filter designed with the minimax crite-
rion. D = 13.8, N = 28.





























Figure 19: The phase response of a FD filter designed with the minimax criterion.
















= 0, k = 0, ..., N. (92)
N∑
n=0
nkh(n)e−jω0n −Dke−jω0D = 0, k = 0, ..., N. (93)
If the error function is maximally flat at ω0 = 0, then (93) becomes
N∑
n=0
nkh(n) = Dk, k = 0, ..., N. (94)
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Written in matrix form,












D0 · · · DN
]T
. (97)
The matrix N is a Vandermonde matrix whose determinant is N is N !(N − 1)!.
Thus N is invertible and according to Cramer’s rule, the solution can be obtained in








Equation (98) is also the Lagrange interpolation formula for equally spaced data
points. Denote hD[n] as the FD filter coefficients with delay D, we have the following
symmetry property:
hD[n] = hN−D[N − n], n = 0, ..., N, (99)
which means that a FD filter with delay N − D is exactly the same as a FD filter
with delay D with an inverse order of its filter coefficients, which implies that their
magnitude responses are exactly identical.
2.3.3 The Farrow Structure
For a specific D, denote the order of the FD filter as N and coefficients as hD[k],
Farrow [23] showed that the transfer function ofH(z) can be expressed as a polynomial












Equation (100) implies that the FD filter can be implemented in a structure shown
in Figure 20. The input signal x[n] is first passed through a bank of sub-filters Gk(z).
The outputs from those filters are cascaded through N multipliers by the constant
D to yield the output y[n]. The sub-filter coefficients gk[n] are fixed after the filter


















Figure 20: Block diagram of the original Farrow structure.
To obtain the sub-filters Gk(z), the equality in (100) is required to hold for all
integer values of D in the range of D = 0, ..., N . Therefore, we can write N + 1 linear
equations:

















z−0 · · · z−N
]T
. (104)








g = Gz, (106)
and (101) can be written as
VGz = z, (107)
where the filter coefficients can be collected into a matrix
G =





gN [0] · · · gN [N ]
 . (108)
Therefore, the sub-filter coefficients matrix G can be obtained by inverting the Van-
dermonde matrix V:
G = V−1. (109)
From (100), we also have
gTD = zTh, (110)









D0 · · · DN
]T
. (113)
Comparing equation (111) with (95), we can conclude that the original Farrow
structured FD filter is exactly the same as the FD filter designed according to the
maximally flat criterion. The optimal range of D lies within the 2 taps around the
center of the impulse response.
N/2− 1 ≤ D ≤ N/2 + 1, N even. (114)
N/2− 0.5 ≤ D ≤ N/2 + 0.5, N odd.
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There are two ways to decompose the overall delay D into an integer part plus a
fractional delay.
D = round(D) + d, −0.5 ≤ d < 0.5. (115)
D = bDc+ d, 0 ≤ d < 1. (116)
Logically, we can choose the filter order N = 2bDc + 1 or N = 2 round(D) to
cover both the even and odd cases. To unify the expressions for the delay, we can
write
D = N/2 + d, −0.5 ≤ d < 0.5. (117)
In this case, equation (99) suggests that
hN/2+d[n] = hN/2−d[N − n]. (118)
Therefore, we can conclude that
|HN/2+d(ejω)| = |HN/2−d(ejω)|, (119)
^HN/2+d(ejω) = N − ^HN/2−d(ejω), (120)
where ^ stands for the phase delay.
We can express D in terms of its fractional parts d as
D = Qd, (121)






0 ≤ i ≤ j ≤ N




d0 · · · dN
]T
. (123)
It follows from (111) that




By pre-multiplying G by a matrix QT , we obtain a new set of filter bank coefficients,
namely G′. Thereby, the delay parameter is changed from D to its fractional part d.























Figure 21: The block diagram of a modified Farrow structure.
The sub-filter coefficients and magnitude responses of G′ for a Farrow structured
FD filter of order N = 5 are shown in Figures 22 and 23. An even-order case N = 6
is shown in Figures 24 and 25. A general observation is that the sub-filters are either
symmetric or anti-symmetric, both of which result in a linear phase response. The
magnitude responses of the sub-filters G′kz have to approximate differentiators of
ascending orders ωk, k = 0, ....
Figure 26 shows the magnitude responses of a Farrow structured FD filter with
different fractional delays when the filter order is N = 8. The magnitude responses
remain the same for d’s and −d’s. So only positive d’s are shown. Figure 27 shows
the corresponding phase delay responses. The performance of the filter degrades as d
approaches ±0.5. Figure 27 shows the magnitude responses for a fixed fractional delay
d = 0.1, but with different even orders. The corresponding phase delay responses
are shown in Figure 29. Note that the N/2 phase delay part is removed for a fair
comparison. The performance of the FD filter improves as the filter order N increases.
Figures 30, 31, 32, 33 repeat the same experiments for odd filter orders.
Elegant as the structure is, there are some practical problems with the structure.
First, the condition number of V increases exponentially as the order N increases,
which means that it is difficult to design high order filters due to the numerical
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Figure 22: The sub-filter coefficients of G′. N = 5.

































Figure 23: The magnitude responses of the sub-filters of G′. N = 5.
instability of inverting V. In MATLAB, we can only stably design the original Farrow
structured FD filters for orders less than 30. Second, the cutoff frequency of the
resulting FD filter depends on the filter order N and the fractional delay d. We can’t
simply extend the cutoff frequency by increasing the filter order due to the limit on
the filter order. The approximation error of the original Farrow structured FD with
regard to the ideal frequency response increases super-linearly as a function of d or ω.
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Figure 24: The sub-filter coefficients of G′. N = 6.






































Figure 25: The magnitude responses of the sub-filters of G′. N = 6.
The approximation errors of the original Farrow structured FD filters as a function
of frequency ω with various combinations of N ’s and d’s are shown in Figure 34. For
a fixed d and N , the approximation error increases significantly under high frequency
45





















D = N/2 + 0.1
D = N/2 + 0.2
D = N/2 + 0.3
D = N/2 + 0.4
D = N/2 + 0.5
Figure 26: The magnitude responses of a Farrow structured FD filter with different
fractional delays. N = 8.






















D = N/2 − 0.5
D = N/2 − 0.4
D = N/2 − 0.3
D = N/2 − 0.2
D = N/2 − 0.1
D = N/2
D = N/2 + 0.1
D = N/2 + 0.2
D = N/2 + 0.3
D = N/2 + 0.4
D = N/2 + 0.5
Figure 27: The phase delay responses of a Farrow structured FD filter with different
fractional delays. N = 8.


























Figure 28: The magnitude responses of a Farrow structured FD filter with different
even orders. d = 0.1.
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Figure 29: The fractional phase delay responses of a Farrow structured FD filter
with different even orders. d = 0.1.

















D = N/2 
D = N/2 + 0.1
D = N/2 + 0.2
D = N/2 + 0.3
D = N/2 + 0.4
D = N/2 + 0.5
Figure 30: The magnitude responses of a Farrow structured FD filter with different
fractional delays. N = 7.






















D = N/2 − 0.5
D = N/2 − 0.4
D = N/2 − 0.3
D = N/2 − 0.2
D = N/2 − 0.1
D = N/2
D = N/2 + 0.1
D = N/2 + 0.2
D = N/2 + 0.3
D = N/2 + 0.4
D = N/2 + 0.5
Figure 31: The phase delay responses of a Farrow structured FD filter with different
fractional delays. N = 7.
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Figure 32: The magnitude responses of a Farrow structured FD filter with different
odd orders. d = 0.1.










































Figure 33: The fractional phase delay responses of a Farrow structured FD filter
with different odd orders. d = 0.1.
bands. The maximum approximation errors over the frequency band [0, 0.9π] of the
original Farrow structured FD filter as a function of d with various N ’s are shown in
Figure 35. For a fixed N and frequency band, the maximum approximation errors
over the frequency band also increase dramatically as d increases.
Finally, the number of sub-filters always equals the sub-filter length in the original
design method. However, we can see from the structure that the outputs from sub-
filter G′k(z) is scaled by d
k. For large k or small d, the influence of the branch G′k(z)
is negligible, which suggests the possibility of allowing less sub-filters.
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Figure 34: The approximation errors of the original Farrow structured FD filter as
a function of ω.



































Figure 35: The maximum approximation errors over the frequency band [0, 0.9π] of
the original Farrow structured FD filter as a function of d.
2.3.4 Recursive Evaluation of the Filter Coefficient Matrix
The evaluation of the coefficient matrix G involves inverting a Vandermonde matrix
V of dimension N + 1, which has a computational complexity of O((N + 1)3). This
section takes advantage of the special structure of V to derive a recursive formula to
evaluate the filter coefficient matrix G.
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Consider the following general form of a Vandermonde matrix:
A =








1 xN · · · xNN

. (125)
The matrix V in (102) is a special case of A where xi = i. Vandermonde matrix
is invertible as long as the elements xi are distinct from each other. However, directly
inverting the Vandermonde matrix V causes some numerical problems when N is very
large. The matrix A can be factorized into upper and lower triangle factors A = LU.
And A−1 = U−1L−1. It has been derived in [77] that for this special case xi = i,
U−1 =

1 0 0 0 · · ·
0 1 −1 2 · · ·
0 0 1 −3 · · ·










1 0 0 0 · · ·
−1 1 0 0 · · ·
1/2 −1 −1/2 0 · · ·



















j!(i−j)! 0 ≤ i ≤ j ≤ N
0 Otherwise
, (129)
where, S(j, i) stands for the Stirling number of the first kind with the following
definition:
x(x− 1)...(x− n+ 1) =
n∑
k=0
S(n, k)xk 0 ≤ k ≤ n. (130)
It’s easy to prove that S(n, k) has the following property:
S(n, 0) = 0 n ≥ 1, (131)
S(n, n) = 1 n ≥ 0, (132)
S(n+ 1, k) = S(n, k − 1)− nS(n, k). (133)
Therefore, we can build up a table for S(n,k) using the the above recurrence relation-



































j!(k−j)! i < j
, (134)








Therefore, we can evaluate the filter coefficient matrix G explicitly.
For example, when N = 3,
G =

1 0 0 0
−11/6 3 −3/2 1/3
1 −5/2 2 −1/2




Table 1: Stirling number of the first kind
n\k 0 1 2 3 4 · · ·
0 1
1 0 1
2 0 -1 1
3 0 2 -3 1








2.3.5 A Modified Farrow Structure
A key assumption during the development of the timing mismatch compensation
algorithm is that |∆t,m|  Ts, so the fractional delay d = ∆t,mTs applied in the Farrow-
structured adjustable FD filters is very small. However, the only design parameter in
the original Farrow-structured FD filter is the filter order N . As a result, the original
Farrow structure might be over-designed according to the analysis in Section 2.3.3.
In this section, a new design strategy is presented to design the adjustable FD filters
by optimizing over a given range of d and bandwidth ωc.
According to (117), we can write the ideal frequency response of the fractional
delay filter as
Hid(e
jω) = e−jDω = e−j(N/2)ωe−jωd, (137)
where ω is the normalized frequency. Given the passband of the resulting filter
ω ∈ [0, ωc], where ωc < π is the passband cutoff frequency, and the range of frac-
tional delays d ∈ [dmin, dmax], we can determine the range of the product ωd ∈
[(ωd)min, (ωd)max]. Then we can approximate the fractional delay part as a com-
plex polynomial of ωd, so that the approximation error is evenly distributed over the





k + ε, |ε| ≤ εmax. (138)
The complex coefficients ck of the approximating polynomial will depend on the
range of ωd. The optimal complex coefficients that minimize εmax can be obtained
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using a Remez exchange algorithm, or via convex optimization. Alternatively, we can










In this case, the worst-case approximation error can be estimated from L and ωd.
Figure 36 shows an example comparing the approximation errors of the optimal
complex coefficient polynomial and the Taylor polynomial when the polynomial order
is set to L = 5, the range of d is [−0.2, 0.2], and the range of ω is [0, 0.9π]. The
approximation error of the Taylor polynomial equals zero at ωd = 0, but increases
super-linearly as |ωd| increases. The approximation error of the optimal complex
coefficient polynomial, on the other hand, is evenly distributed over the entire range
of ωd. In terms of the maximum approximation error, the optimal complex coefficient
polynomial is better than the Taylor polynomial when |ωd| > 0.1π.
Table 2 shows the maximum approximation errors when d ∈ [−dmax, dmax] and
ωc = 0.9π. The maximum Taylor series approximation error increases as dmax in-
creases. The maximum optimal polynomial approximation error is roughly 6L dB
lower than the Taylor series approximation error at the same dmax and polynomial
order L.
Table 3 shows the maximum optimal polynomial approximation errors when d ∈
[0, dmax]. Since the maximum Taylor series approximation errors only depend on
ωcdmax, the values are the same as in Table 3. The reduced range of d enables the
optimal polynomial to further reduce its maximum approximation error, which is
roughly 12L+ 6 dB lower than the Taylor series approximation error.













|Hpoly(ejω)−Hid(ejω)| ≤ εmax, (141)
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Optimal complex coefficients polynomial of ωd
Taylor polynomial of ωd
Figure 36: A comparison of the approximation errors to e−jωd when L = 5, ωc = 0.9π
and d ∈ [−0.2, 0.2].
Table 2: Maximum approximation error (dB) to e−jωd for d ∈ [−dmax, dmax] and
ωc = 0.9π.
dmax
0.125 0.25 0.375 0.5
L = 1
Taylor -24.12 -12.17 -5.28 -0.49
Optimal -30.20 -18.43 -11.85 -7.50
L = 2
Taylor -42.69 -24.68 -14.22 -6.87
Optimal -54.77 -36.92 -26.69 -19.68
L = 3
Taylor -63.75 -39.72 -25.70 -15.81
Optimal -81.86 -57.94 -44.12 -34.51
L = 4
Taylor -86.76 -56.69 -39.14 -26.72
Optimal -110.88 -80.91 -63.53 -51.36
L = 5
Taylor -111.36 -75.26 -54.17 -39.24
Optimal -141.34 -105.48 -84.55 -69.83
L = 6
Taylor -137.29 -95.17 -70.55 -53.10
Optimal -173.22 -131.38 -106.92 -89.67
where, cRk and c
I
k stand for the real and imaginary parts of ck. The error εmax is
referred to here as the first stage approximation error and it will be determined by
the design parameter L. If we denote GRk (e
jω) and GIk(e
jω) as a pair of ideal linear






Table 3: Maximum optimal polynomial approximation error (dB) to e−jωd when
d ∈ [0, dmax] and ωc = 0.9π.
dmax
0.125 0.25 0.375 0.5
L = 1
Taylor -24.12 -12.17 -5.28 -0.49
Optimal -42.17 -30.20 -23.27 -18.43
L = 2
Taylor -42.69 -24.68 -14.22 -6.87
Optimal -72.78 -54.77 -44.29 -36.92
L = 3
Taylor -63.75 -39.72 -25.70 -15.81
Optimal -105.90 -81.86 -67.84 -57.94
L = 4
Taylor -86.76 -56.69 -39.14 -26.72
Optimal -140.63 -110.88 -93.33 -80.91
L = 5
Taylor -111.36 -75.26 -54.17 -39.24
Optimal -176.24 -141.47 -120.41 -105.48
L = 6
Taylor -137.29 -95.17 -70.55 -53.10
Optimal -206.58 -173.13 -148.40 -131.37
then Hpoly(e















Now, suppose we can design a pair of N th order optimal linear phase FIR filters
ĜRk (e
jω) and ĜIk(e
jω) that approximate GRk (e
jω) and GIk(e
jω) within the following
maximum deviations over the frequency band [0, ωc]:
|ĜRk (ejω)−GRk (ejω)| ≤ δRk , (145)
|ĜIk(ejω)−GIk(ejω)| ≤ δIk. (146)


















(|cRk |δRk + |cIk|δIk)|d|kmax + εmax. (148)
The error term
∑L
k=0(|cRk |δRk + |cIk|δIk)|d|kmax is referred as the second stage approxi-
mation error and it will be determined by the design parameter N .
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Table 4 summarizes the frequency response characteristics of the four types of
linear phase FIR filters. We can set ĜRk (e
jω) and ĜIk(e
jω) as type I and III linear
phase FIR filters, respectively, for even order N , or as type II and type IV filters
for odd order N . Due to the restrictions at ω = π, a full band approximation is
unrealizable. Based on equation (147), a modified Farrow structure is shown in Figure
37. In the modified Farrow structure, the number of sub-filters L+ 1 determines the
approximation error to e−jdω. The sub-filter order N determines the approximation
errors to the ideal differentiators. It is important to note that L and N are decoupled
when using this new structure. Each sub-filter in the original Farrow structure is
decomposed into two different types of linear phase filters ĜRk (e
jω) and ĜIk(e
jω) and
synthesized with real coefficients cRk and c
I




jω), cRk , c
I
k can
all be designed offline for a given range of d and ω. The online adaptability of the
structure is still controlled by the single parameter d.






k mod 4 = 0
0 k mod 4 = 1
−1
k!
k mod 4 = 2
0 k mod 4 = 3
cIk =

0 k mod 4 = 0
−1
k!
k mod 4 = 1
0 k mod 4 = 2
1
k!






For each k, either cRk or c
I
k is zero. Therefore, under the Taylor series approximation,
only one sub-filter in each branch is active at a time.
2.3.5.1 Design Examples
The first example explores the behavior of the maximum deviations from the ideal
frequency responses in a specified frequency band when the fractional delay d is
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Table 4: The frequency responses of the four types of linear phase FIR filters.
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Figure 37: Block diagram of the modified Farrow structure.
varying. Consider a design specification where ωc = 0.9π, d ∈ [0, 0.5]. The maximum
overall approximation errors over [0, ωc] as a function of d with various combinations
of L and N are shown in Figure 38. With the Taylor series approximation strategy,
both the first stage and second stage approximation errors increase as d increases. As
d gets larger, the approximation error is dominated by the first stage approximation
error. On the other hand, with the optimal polynomial approximation strategy, the
first stage approximation error is consistently bounded and significantly lower than
its Taylor series approximation counterpart when d is large. Therefore, in terms of
the maximum overall approximation error, the optimal polynomial approximation
strategy is superior to the Taylor series approximation with the same specification of
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N and L. As shown in Figure 38, the maximum approximation error is approximately
the same for the optimal polynomial approximation technique with N = 12 and L = 3
and as the Taylor series approximation technique with N = 18 and L = 4. For the
original Farrow structured FD filter, the maximum approximation error is much larger
than the error from either Taylor or the optimal polynomial approximation strategy
with the same filter order N .
In the second example, the overall approximation error in the frequency band
[0, ωc] for fixed values of d using the optimal polynomial and Taylor series approx-
imation techniques are shown in Figures 39 and 40. Using the optimal polynomial
approximation technique, the approximation errors exhibit an almost equal ripple
behavior in [0, ωc] when d is fixed. However, when using the Taylor series approxima-
tion technique, the approximation error increases significantly over the high frequency
band when d gets larger. This is caused by the fact that a large value of the ωd prod-
uct makes the first stage approximation error dominate the overall approximation
error. For the original Farrow structured FD filter, the approximation errors are
much lower than the Taylor and optimal polynomial approximation strategies over
the low frequency band but rises considerably over the high frequency band. In terms
of the maximum overall approximation error over the frequency band [0, ωc], the op-
timal polynomial approximation strategy performs the best. Finally, it is worthwhile
to point out that even better performance can be achieved for specifications such as
a bandpass frequency band or an asymmetric range of d.
Consider another design specification where the maximum overall approximation
error e of the FD filter is given. The objective is to find the optimal combination of
N and L that satisfies the error constant e. Note from equation (148) that for each
branch k, the differentiator approximation errors δRk and δ
I
k are scaled by |cRk ||d|kmax
and |cIk||d|kmax, respectively, which implies that we can relax δRk and δIk when |cRk ||d|kmax
and |cIk||d|kmax are small. In other words, the differentiators don’t have to have the
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Optimal, L = 3, N = 12
Optimal, L = 4, N = 18
Optimal, L = 5, N = 24
Taylor, L = 3, N = 12
Taylor, L = 4, N = 18
Taylor, L = 5, N = 24
Original, N = 12
Original, N = 18
Original, N = 24
Figure 38: Maximum overall approximation error comparison as a function of d for
d ∈ [0, 0.5] and ωc = 0.9π.
































Optimal, d = 0.125
Optimal, d = 0.250
Optimal, d = 0.375
Optimal, d = 0.500
Original, d = 0.125
Original, d = 0.250
Original, d = 0.375
Original, d = 0.500
Figure 39: Overall approximation error over [0, ωc] using optimal polynomial ap-
proximation when d ∈ [0, 0.5], ωc = 0.9π, N = 24 and L = 4.
same length. We propose a design strategy as summarized in Algorithm 1 to find the
optimal differentiator orders so that the scaled differentiator approximation errors in
each branch are equal. As a special case, for even-order filters, ĜR0 (e
jω) is supposed to
approximate GR0 (e
jω) = e−j(N/2)ω where the approximation error δR0 is exactly zero.
We can attribute the differentiator approximation error in channel 0 solely to the
GI0(e
jω) sub-branch by setting δI0 =
2δ̄
|cRk |
. For the Taylor polynomial approximation
strategy, the synthesizing coefficients are fixed, so the design algorithm is modified
as shown in Algorithm 2. Similarly, we have δ0 = 0 for even-order case. Accordingly,
we can modify equation (155) to δ̄ = e−εmax
L
.
For an example where the filter design specifications are e = 0.001, d ∈ [0, 0.5] and
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Taylor, d = 0.125
Taylor, d = 0.250
Taylor, d = 0.375
Taylor, d = 0.500
Original, d = 0.125
Original, d = 0.250
Original, d = 0.375
Original, d = 0.500
Figure 40: Overall approximation error over [0, ωc] using Taylor series approximation
when d ∈ [0, 0.5], ωc = 0.9π, N = 24 and L = 4.
ωc = 0.9π. The resulting filter orders and maximum deviations using the optimal and
Taylor polynomial approximation strategies are summarized in Tables 5 and 6. The
deviations δ and δ̂ denote the prescribed and designed deviations of the differentiators.
Since this example uses filter designs with even order filters, NR0 and N0 can be
any even integer so they are crossed out in the tables. The corresponding overall
approximation error in the frequency band [0, ωc] for fixed values of d are shown
in Figures 41 and 42. The maximum approximation errors of both approximation
strategies are 10 dB more conservative than the prescribed -60 dB error bound. The
optimal polynomial approximation strategy uses only five sub-filters with a maximum
sub-filter order of 54, while the Taylor polynomial approximation strategy uses nine
sub-filters with a maximum sub-filter order of 56. Therefore, the optimal polynomial
approximation strategy is more economic than the Taylor polynomial case.













0 0 0 X 2.659 1.000 2
1 9.365e-2 8.609e-2 6 1.825e-4 1.634e-4 54
2 7.134e-4 5.437e-4 30 2.474e-2 2.081e-2 32
3 4.067e-2 3.310e-2 18 3.693e-3 3.128e-3 50
4 4.732e-2 3.682e-2 24 5.540e-2 5.236e-2 40
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approximation error, d = 0.125
approximation error, d = 0.250
approximation error, d = 0.375
approximation error, d = 0.500
Figure 41: Overall approximation error in [0, ωc] using the optimal polynomial
approximation when d ∈ [0, 0.5] and ωc = 0.9π.
































approximation error, d = 0.125
approximation error, d = 0.250
approximation error, d = 0.375
approximation error, d = 0.500
Figure 42: Overall approximation error in [0, ωc] using the Taylor series approxima-
tion when d ∈ [0, 0.5] and ωc = 0.9π.
2.3.6 Scalable Multirate Filter Based on the Farrow Structure
The power of the Farrow structure is not limited to the design of adjustable fractional
delay filters. Its single parameter adjustability can also be applied to the design of
scalable multirate filters [34]. Consider the interpolation by M structure as shown in
Figure 43. The input signal is processed by a factor of M up-converter, followed by
an FIR lowpass filter H(z) with cutoff frequency at π/M . If we denote the order of
H(z) as N , H(z) should approximate z−N in the frequency band ω ∈ [0, π/M ]. With
a polyphase decomposition, we can process x[n] by M parallel filters Hm(z) whose
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Table 6: Design example with the modified Farrow structure using the Taylor poly-
nomial approximation strategy.
k δk δ̂k Nk
0 0 0 X
1 1.511e-4 1.170e-4 56
2 6.043e-4 5.437e-4 30
3 3.626e-3 3.128e-3 50
4 2.901e-2 2.419e-2 26
5 2.901e-1 2.291e-1 38
6 3.481 3.116 16
7 4.873e+1 4.857e+1 20
8 7.797e+2 4.776e+2 6






which implies that each component z−mHm(z
M) in the summation should approxi-
mate approximate 1
M
z−N in the frequency band of [0, π/M ]. We will have the follow-






x[n] M H(z) y[m]
y0[n]
yM-1[n]












z−(N/2−m)/M , ω ∈ [0, π] (161)
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Input: maximum overall approximation error e, cutoff frequency ωc, fractional
delay range [dmin, dmax].
Output: sub-filter coefficients Ĥk(e
jω).
Determine the number of sub-filters:
Find the smallest optimal polynomial order L such that εmax < e. Calculate







Determine the orders of the sub-filters:

























jω) can be synthesized by
Ĥk(e







Algorithm 1: Design algorithm for the modified Farrow structured FD filter
with optimal polynomial approximation strategy.
Ideally, each sub-filter Hm(z) is a fractional delay filter with delay Dm = (N/2−

















] and will be anti-symmetric:
dm = −dM−m. (164)
Therefore, Hm(z) can share the same sub-filters in the Farrow structure. The only
difference lies in the fractional delay dm. Denote Gk(z), k = 0, ..., L as the sub-filters
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Input: maximum overall approximation error e, cutoff frequency ωc, fractional
delay range [dmin, dmax].
Output: sub-filter coefficients Ĥk(e
jω)
Determine the number of sub-filters:









Determine the orders of the sub-filters:






jω) with minimum orders Nk to approximate
Gk(e
jω) = (−j)ke−j(Nk/2)ωωk whose approximation errors are bounded by δk.
Each sub-filter Ĥk(e







Algorithm 2: Design algorithm for the modified Farrow structured FD filter
with Taylor polynomial approximation strategy.












As a result, we can implement Hm(z) and HM−m(z) simultaneously as shown in
Figure 44. Denote the filter bank Gk(z) as G(z) and the multiplication cascade
as dMm in Figure 44. The complete interpolator structure is shown in Figure 45.
The filter bank G(z) is shared by all Hm(z). The outputs of G(z) are processed
by bM/2c multiplication cascades dMm , which is denoted as dM as a whole. The
scalablity of the interpolation structure lies in the fact that interpolators with different
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factors M share the same filter bank G(z) that is designed offline. Interpolators with
different factors M differ only in the multiplication network dM that doesn’t involve
any design strategy. An example of simultaneous implementation of two interpolators























Figure 44: The Farrow structure implementation of Hm(z) and HM−m(z).
2.3.6.1 Design example
The interpolator’s magnitude responses using the original Farrow structure with sub-
filter order Ns = 30 for a variety of interpolation factors M are shown in Figure
47. The corresponding magnitude responses using the Taylor series and optimal
polynomial approximated Farrow structures are shown in Figure 48 and 49. The
polynomial orders are set as L = 4. The Farrow structured FD filter is optimized
over d ∈ [−0.5, 0.5] and ω ∈ [0, 0.95π]. Since the parameter d occupies the entire
fractional range of [−0.5, 0.5], the improvement brought by the optimal polynomial
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Figure 45: The implementation structure of an M factor interpolator.
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Figure 46: The simultaneous implementation structure of two interpolators.
approximated Farrow structure is relatively small compared with the Taylor series
approximation strategy. However, both the Taylor series and optimal polynomial
approximation strategies reach a design with much narrower transition band and
more consistent attenuation in the stopband.




























Figure 47: The magnitude response of the interpolator using the original Farrow
structure for Ns = 30 and M = [2, 3, 4, 5].
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Figure 48: The magnitude response of the interpolator using Taylor series approxi-
mated Farrow structure for Ns = 30, L = 4, ωc = 0.95π and M = [2, 3, 4, 5].




























Figure 49: The magnitude response of the interpolator using optimal polynomial
approximated Farrow structure for Ns = 30, L = 4, ωc = 0.95π and M = [2, 3, 4, 5].
2.3.7 A Filter Structure with Adjustable Cutoff Frequencies Based on
the Farrow Structure
Inspired by the scalable multirate filter stucture, [47] proposes the use of the Farrow
structure in the realization of a linear phase lowpass filter structure with an adjustable





The structure differs from the Farrow structure in that the multipliers are changed
from powers of the fractional delay d to the powers of b−b0, where the cutoff frequency
b of the resulting lowpass filter is offset by a constant b0. Although b0 is optional in the
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design, a proper choice of b0 can reduce the dynamic range of the sub-filter coefficients
of Gk(z). Another difference is that all the sub-filters must be the same type linear






















Figure 50: The structure of a lowpass filter structure with adjustable cutoff fre-
quencies.
The design specifications are given by the lower and upper bound of the passband
cutoff frequency [bl, bu], the ratio of the passband and stopband deviations r =
δp
δs




b− b0 ∈ [− bu−bl2 ,
bu−bl
2
]. The optimization of the lowpass filter with adjustable cutoff
frequencies requires a discretization of the frequency band [0, π] and the cutoff fre-
quency range [bl, bu]. If we denote the resulting filter frequency response at cutoff





jωj)(bi − b0)k. (168)
Then the minimax design of the filter is formulated as follows,
min δs (169)
s.t. |Hbi(ejωj)− 1| ≤ rδs, ωj ∈ [0, bi]
|Hbi(ejωj)| ≤ δs, ωj ∈ [bi + ∆, π]
The family of magnitude responses for a type I linear phase FIR lowpass filter
with adjustable cutoff frequencies is shown in Figure 51. The cutoff frequency range
is uniformly discretized into Nb = 5 levels. The frequency band is discretized into
Nω = 576 levels. The design algorithm in (169) yields a maximum stopband deviation
of δs = 0.0055.
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Figure 51: The family of magnitude responses of a lowpass filter with adjustable
cutoff frequencies for N = 24, L = 4, r = 1, bl = 0.05π, bu = 0.45π, ∆ = 0.1π,
Nb = 5, Nω = 576.
The design is not limited to lowpass filters. We can shift the frequency response of
a filter by π by multiplying its coefficients with (−1)n. As a result, H(z) is changed
to H(−z) and a lowpass filter becomes a high pass filter. Thus a highpass filter
with adjustable cutoff frequencies is obtained by multiplying the sub-filter coefficients
gk[n], n = 0, ..., Ns with (−1)n. A bandstop filter can be synthesized by adding a
lowpass filter and a highpass filter. We can decompose the sub-filter coefficients







2) denotes the frequency response of coefficients of gk[n] with odd indices
of n up-converted by a factor of 2, Gek(z
2) denotes the frequency response of the
coefficients of gk[n] with even indices of n up-converted by a factor of 2. It follows
Gk(−z) = Gek(z2)− z−1Gok(z2), (171)













2)− z−1Gok(z2)](1− bu − b0)k.
At k = 0, [Ge0(z
2) + z−1Go0(z
2)] + [Ge0(z
2) − z−1Go0(z2)] = 2Ge0(z2). The resulting
bandstop filter with adjustable cutoff frequencies can be implemented as shown in
Figure 52. Similarly, we can realize a bandpass filter structure by replacing 2Ge0(z)




















Figure 52: Filter structure for a bandstop filter with adjustable cutoff frequencies.
cutoff frequencies designed with the same specification as in Figure 51 is shown in
Figure 53.
2.3.8 A Filter Structure with Adjustable Polynomial Phase Responses
Based on the Farrow Structure
The Farrow structured FD filter represents a case where the the slope of the linear
phase response is adjustable while the magnitude response is fixed. On the other
70






















Figure 53: The family of magnitude responses for a bandpass filter with adjustable
cutoff frequencies.
hand, a Farrow structured filter structure with adjustable cutoff frequencies repre-
sents a case where the linear phase response is fixed while the magnitude response
is adjustable. This section generalizes the Farrow structure to realize filters with
simultaneously adjustable magnitude and polynomial phases response. Denote the













Note that both the magnitude and phase response of the filter are polynomials in ω.
Using the Farrow structure, we can tune both the magnitude and phase responses
of the resulting filter by directly adjusting the polynomial coefficients ap and bq. By




































where the complex coefficients ck are given by the convolution of coefficient coefficients
c =
[











1 0 −jb2 0 (−jb2)
2
2!
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The approximation error in each polynomial phase component is controlled indepen-
dently by the Taylor polynomial orders Lq. We can again design 2K differentiators
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Magnetic resonance imaging (MRI) relies on frequency selective radio-frequency (RF)
pulses. The design of such pulses is determined by several criteria, including the
excitation profile, the maximum RF field strength B1 max, the deposited energy and
the length of the pulse. For linear-phase pulses, which are essentially sinc-pulses, high
frequency selectivity requires a long pulse duration with many side lobes. For a broad
excitation bandwidth, pulses of this type require high maximum RF field strength
B1 max, which is ultimately limited by the RF amplifier that drives the magnetic
coils. It is shown in [68, 67] that quadratic phase pulses are near-optimal in terms
of minimizing the B1 amplitude for a given bandwidth and flip angle. Previously,
the target quadratic-phase FIR filters were designed with a fixed value of for the
coefficient of the quadratic phase term using the complex Remez exchange algorithm
[38]. With the proposed filter structure in this section, we can make the quadratic
coefficient adjustable without redesigning the filters.
Let’s look at a concrete example to realize an adjustable quadratic phase filter





2] ω ∈ [0, ωp]
0 ω ∈ [ωs, π]
(179)
The passband and stopband cutoff frequencies are given by ωp = 0.095π and ωs =
0.11π. The range of b2 is limited to [−10, 10]. The filter order is given by N = 256.
The Taylor polynomial order is set to L2 = 3.
c =
[








The magnitude responses with various values of b2 are shown in Figure 55. The
corresponding phase responses are shown in Figure 56, where the linear phase compo-
nent −(N/2)ω has already been removed so that only the quadratic phase component
is present.
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Figure 55: The family of magnitude responses of the adjustable quadratic phase
filter.

















































Figure 56: The family of quadratic phase responses of the adjustable quadratic
phase filter.
2.4 Multi-coset Sampling of Multi-band Signals
This section deals with another sampling scheme in the recurrent non-uniform sam-
pling category – multi-coset sampling. In TIADC system, there are M channels, each
samples at 1/M the Nyquist frequency of the input signal. Therefore, the equiva-
lent average sampling frequency still equals to the Nyquist frequency of the input
signal. The multi-coset sampling is similar to the TIADC system with the following
differences. First, we have L channels where L < M , each samples at Ωs/M so that
the equivalent average sampling frequency is L
M
Ωs, which is less than the Nyquist fre-
quency of the signal. Second, we ignore the DC offset and gain mismatches and assume
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we have a precise control of the timing mismatches where ∆t,l = clTs, l = 0, ..., L− 1
and 0 ≤ cl ≤ M − 1 is an integer. Third, we are not interleaving the digital output
of each channel. Instead, we treat the outputs from different channels as a vector
output. Fourth, the input signal is assumed to be a multi-band signal whose band
locations are unknown but the band occupancies are sparsely distributed.
Denote the delay integers in each channel as
0 ≤ c0 < c2 < ... < cL−1 ≤M − 1. (181)
Define the l’th sampling sequence as
xl[n] =

x(nTs) n = mM + cl
0 Otherwise
. (182)
An example of the multi-coset sampling strategy is shown in Figure 57
0    1    2    3    4    5    6    7    8    9   10  11  12  13  14  15
Figure 57: An example of the multi-coset sampling. M = 5, L = 3, c0 = 0, c1 =
1, c2 = 3.



















































Take odd M case for example, we can write the above equation in matrix from:































This is an under-determined system of equations as long as L < M . However, X(jΩ)
is still recoverable as long as its band occupancies are sparse and the sub-DFT matrix
A is well designed. [64] proved the existence of a universal sampling pattern, which
guaranteed the reconstruction from samples as long as the signals has a spectral oc-
cupancy rate lower than a given bound. The frequency Ω in (185) is a continuous
quantity. We have to quantize Ω in order to solve (185). Suppose we uniformly quan-




], we can obtain the following matrix representation
of X(jΩ) as shown in Figure 58. Denote
Ω = [− Ωs
2M










equation (185) can be re-written as
X(ejΩTs) = AX(jΩ), (190)
where X(ejΩTs) is a matrix of dimension L by N , whose (l, n)-th entry is given by
Xl(e
jΩnTs). Similarly, X(jΩ) is a matrix of dimension M by N , whose (m,n)-th entry
is given by X(j(Ωn−(M−12 −m)
Ωs
M
). Equation (190) is a multiple measurement vector
(MMV) [17, 15] problem [17, 15] in compressive sensing. The sparse multi-band signal
assumption implies that the columns in the solution matrix X(jΩ) shares the same
support whose cardinality is much less than M . Although equation (190) represents
an under-determined system of equations. We can still recover X(jΩ) from X(ejΩTs)


































The TIADC and multi-coset sampling systems discussed in Chapter 2 are recurrent
in a sense that the non-uniformities repeat themselves periodically. In the TIADC
system, the non-uniformities are unknown and need to be calibrated. The equivalent
sampling rate of the TIADC system is still above the Nyquist rate of the input signal.
The multi-coset sampling system, on the other hand, assumes that the channel timing
mismatches are precisely controllable. The input signal is assumed to be a multi-band
signal whose frequency band occupancy is sparse. Such a signal can be reconstructed
even when sampled below its Nyquist rate according to the multi-coset sampling
scheme.
This chapter deals with the other class of non-uniform sampling – non-recurrent
and non-uniform sampling. The sampling process doesn’t show any periodicity and
can only be described statistically. The theoretical framework is based on the random
sampling theory established by Beutler and Leneman in the 60s. However, a different
perspective is provided here to interpret the aliases as a noise source. The effect of
time quantization is analyzed from a theoretical perspective which leads to several
practical implementations of the non-recurrent and non-uniform sampling system.
Unlike uniform sampling, it is shown in this chapter that the Nyquist rate is no
longer the barrier under a random sampling scheme. It is possible to unambiguously
reconstruct a class of spectrally sparse signals that is sampled randomly below the
Nyquist rate.
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3.1 Spectral Analysis of Random Impulse Processes
This section deals with the situation where we have precise knowledge and control
over the non-uniformities in the sampling process. A theoretical analysis is given to
associate the probability distribution of the sampling time points with the aliasing
effect of the sampling process. A variety of random sampling models are investigated
to achieve aliasing suppression and sub-Nyquist rate sampling.





where {tn} is a stationary point process (SPP), {αn} is a discrete time stationary
random process independent of {tn}.
Suppose that a random process x(t) is sampled by a random impulse process s(t)
that is independent of x(t),
y(t) = x(t)s(t). (192)






Φx(f − u)Φs(u)du = Φx(f) ∗ Φs(f), (193)
where Φy(f), Φx(f), Φs(f) stand for the power spectral densities (PSD) of y(t), x(t)
and s(t), respectively. If Φs(f) contains a single impulse δ(f), then no aliasing exists
in the output spectrum. We can analyze the aliasing suppression capability of various
random impulse processes by studying their PSDs Φs(f).
Beutler and Leneman established a systematic theory for random sampling [3, 4,
5, 6] based on the analytic expression of Φs(f). This section first introduces some
basic definitions and results from Beutler and Leneman’s work and then derives a
series of results for various random sampling models.
First, the stationary point process is defined as follows.
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Definition 2. Let {τn}, n = 0,±1,±2, · · · be a discrete time random process such





k=1 τk n ≥ 1
τ0 n = 0
τ0 −
∑−1
k=n τk n ≤ −1
,
then {tn} is called a random point process.
A random point process is stationary if the number of points in a set of fixed time
intervals is invariant under any time shift which preserves the length and spacing
of those intervals. Written mathematically, denote An(t, x) as the event “there are
exactly n points in (t, t + x]”, we have the following definition for stationary point
process:
Definition 3. {tn} is a stationary point process (SPP) if for any intervals x1, x2, · · ·xn,











Akj(tj + h, xj)
]
,
where Pr[·] represents the probability of the corresponding event.
For example, if the τk’s are mutually independent and exponentially distributed
with the exponential probability density function (PDF)
fτk(x) =

λe−λx x ≥ 0
0 Otherwise
, (194)
then {tn} is a SPP, which is referred as a Poisson SPP. In another example, if τk = T ,
which corresponds to the uniform sampling case, {tn} is also an SPP, which is referred
as a periodic SPP. Beutler and Leneman established three theorems following their
definition of stationary point process.
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Theorem 1. If {tn} is an SPP, {xn} is a discrete time stationary random process
that takes the value of {0, 1} and is independent of {tn}, the new point process is
formulated as follows: a new point process has a point at {tn} if xn = 1 but no point
at {tn} if xn = 0, then the new point process {t′n} is also an SPP, referred as random
skip SPP.
Corollary 1. Suppose Pr[xn = 0] = q, denote the characteristic function (CF) of the











Proof. We can relate the characteristic function to the Fourier transform of the PDF
of τk:
ψτk(−2πf) = F{fτk(x)}, (197)
where F{·} stands for the continuous time Fourier transform (CTFT).
ψτ ′k(−2πf) =F{(1− q)fτk(x) + q(1− q)fτk(x) ∗ fτk(x) (198)









Theorem 2. If {tn} is a periodic SPP with period T , {un} is a discrete time station-
ary random process with −T/2 ≤ un < T/2, then the new point process t′n = tn + un
is also an SPP, which is referred as jittered SPP.
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The most important results of the random sampling theory is described in the
following theorem, which relates the distribution of sampling intervals τk with the
PSD of the sampling process s(t).
Theorem 3. Denote β = 1
E[τk]
as the average points per unit time interval, the





the characteristic function of σn as ψσn(f), then the autocorrelation function of s(t)
is given by




Accordingly, the PSD of s(t) is given by
Φs(f) = βRα[0] + 2β
∞∑
n=1
< [Rα[n]ψσn(2πf)] . (204)
Proof.
























Rα[n] [ψσn(2πf) + ψσn(−2πf)] (207)



















Such a random amplitude process αn can be obtained by filtering a zero mean, unit
variance white noise vn through a first order autoregressive model:
αn = ραn−1 +
√
1− ρ2vn. (212)
Alternatively, αn can be generated according to a binary, zero mean Markov process
according to
Pr[αn+1 6= αn] =p, (213)
Pr[αn+1 = αn] =1− p, (214)
whose autocorrelation function is
Rα[n] = (1− 2p)|n|. (215)
When the amplitude process follows a Bernoulli distribution:
Pr[αn] =

p αn = 1
1− p αn = −1
, (216)
its autocorrelation function becomes
Rα[n] =

1 n = 0
(2p− 1)2 n 6= 0
. (217)
Equation (204) becomes
Φs(f) = β + 2β(2p− 1)2
∞∑
n=1
< [ψσn(2πf)] . (218)
When ρ = 1, we have αn ≡ 1. The random sampling process degenerates into a
non-uniformly spaced impulse train. From (204), we can conclude that there is a
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broadband additive noise term βRα[0] in Φs(f), which can be interpreted as the
aliasing noise. From (203), a sufficient condition for Φs(f) to be aliasing frequency




fσn(t) = const., (219)
where fs(t) is a sampling point density function. Assuming τk is continuous and
independently and identically distributed (IID) with mean 1/β, then
fs(t) = fτk(t) + fτk(t) ∗ fτk(t) + fτk(t) ∗ fτk(t) ∗ fτk(t) + · · · (220)
According to the large number theorem,
fs(t→∞) = β. (221)
Therefore, any continuous and integrable IID interval distribution makes the sampling
process aliasing free after a certain time. The convergence speed of fs(t) toward β is
distribution dependent.
Figures 59 and 60 show the convergence speed of fs(t) for uniformly and exponen-
tially distributed intervals. In the uniformly distributed interval case, fs(t) converges
to β after approximately 0.5 seconds while fs(t) in the exponentially distributed in-
terval case is consistently β. σn converges to a Gaussian distribution as n → ∞
regardless the distribution of τk.
3.1.1 Additive Random Sampling (ARS)
Under ARS, the sampling time tk is given by
tk = tk−1 + τk, (222)
where τk’s are independently and identically distributed (IID).
3.1.1.1 Exponentially distributed intervals




































Figure 59: fs(t) for uniformly distributed intervals, τk ∼ U [0, 0.2]s.





























Figure 60: fs(t) for exponentially distributed intervals, λ = 10.
When |ρ| < 1,
Φs(f) = λ
λ2(1− ρ2) + (2πf)2






When ρ = 1,
Φs(f) = λ
2δ(f) + λ. (226)
Proof. Since each τk is exponentially distributed with parameter λ, σn follows an





















=λδ(τ) + λ2 (230)
Therefore,
Φs(f) = λ
2δ(f) + λ (231)
Therefore, ARS with exponentially distributed intervals is aliasing free since there
is only a single impulse at f = 0. The additive term λ can be viewed as additive
white noise. Unlike uniform sampling, which results in the presence of regularly
spaced aliases, exponentially distributed ARS shapes those aliases into white noise
with a flat spectrum over −∞ < f < ∞. Suppose x(t) is an analytic signal with
Φx(f) = A
2δ(f − f0), then Φy(f) = A2λ2δ(f − f0) + A2λ. We can evaluate the









where N is the number of non-uniform samples. For the above mentioned example,
Py(f)→ A2δ(f − f0) + A2/N, (233)
which indicate that we can reduce the aliasing noise floor A2/N by taking more





We only need to replace the λ with (1− q)λ.
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Figure 61 shows the shape of Φs(f) as ρ changes from 0.1 to 0.9. Φs(f) approxi-
mates an impulse function at f = 0 as ρ approximates 1. Figure 62 shows the power
spectra of a sampled analytic signal x(t) = ej2πf0t, where f0 = 5 Hz. The number
of samples is N = 1024. The average sampling frequency is λ = 3 Hz. The uniform
sampling case has a sampling frequency Fs = λ. Accordingly, the power spectrum
of the uniformly sampled signals is only shown in the range of [−Fs/2, Fs/2]. The
random amplitude process {αn} has a correlation coefficient of ρ = 0.9. In the uni-
form sampling case, since Fs/2 < f0, an aliasing frequency at f0 − 2Fs = −1 Hz is
shown in the baseband. While in the exponentially distributed ARS case, no aliasing
is observed. The aliasing noise floor converges to 1/N as f gets further away from f0.
Figure 63 shows the signal power spectra similar to the case in Figure 62. The only
difference is that ρ = 1 in this case. The aliasing noise floor is flat.































Figure 61: The shape of Φs(f) as a function of ρ for exponentially distributed ARS.
λ = 3 Hz.
3.1.1.2 Uniformly distributed intervals
Consider the case of uniformly distributed intervals. Suppose τk is uniformly dis-




































analytic exponential (λ) ARS
uniform sampling (Fs = λ)
Figure 62: The power spectra of a sampled analytic signal with a frequency at 5 Hz
for exponentially distributed ARS. λ = 3 Hz, ρ = 0.9, N = 1024.


















analytic exponential (λ) ARS
uniform sampling (Fs = λ)
Figure 63: The power spectra of a sampled analytic signal with a frequency at 5 Hz
for exponentially distributed ARS. λ = 3 Hz, ρ = 1, N = 1024.























where P (r, θ) is a Poisson kernel with the following definition:












1− 2r cos θ + r2
, (240)
where, 0 ≤ r < 1. Poisson kernel is periodic in θ:










δ(θ − 2πn). (242)















δ(f) f = 0
(243)










Like the exponentially distributed interval case, ARS with uniformly distributed
intervals is also aliasing free. However, the aliasing noise floor is not flat. Figure
64 shows the shape of Φs(f) as ρ changes from 0.1 to 0.9. Φs(f) approximates an
impulse function at f = 0 as ρ approximates 1. Figure 65 shows the power spectra
of a sampled analytic signal x(t) = ej2πf0t, where f0 = 5 Hz. The number of samples
is N = 1024. The average sampling rate is 2
a+b
= 3 Hz. The uniform sampling case
also has a sampling frequency Fs = 3 Hz. Accordingly, the power spectrum of the
uniformly sampled signal is only shown in the range of [−Fs/2, Fs/2]. The random
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amplitude process has a correlation coefficient of ρ = 0.9. In the uniform sampling
case, an aliasing frequency f0 − 2Fs = −1 Hz is shown in the Nyquist range. While
in the uniformly distributed ARS case, no aliasing frequencies are observed excerpt
for a non-flat aliasing noise floor. Figure 66 shows the signal power spectra similar to
the case in Figure 65. The only difference is that ρ = 1 in this case. The noise floor
is also non-flat.
































Figure 64: The shape of Φs(f) as a function of ρ for uniformly distributed ARS. a
= 0 s, b = 2/3 s.

















analytic uniform [a,b] ARS
uniform sampling (Fs = 2/(a+b))
Figure 65: The power spectra of a sampled analytic signal with a frequency at 5 Hz
for uniformly distributed ARS. a = 0 s, b = 2/3 s, ρ = 0.9, N = 1024.
3.1.2 Jittered Random Sampling (JRS)
Under JRS, IID jitters uk ∈ [−T/2, T/2] are applied to a uniform sampling grid
tk = kT so that new sampling time is t
′
k = kT + uk. The sampling interval is given
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analytic uniform [a,b] ARS
uniform sampling (Fs = 2/(a+b))
Figure 66: The power spectra of a sampled analytic signal with a frequency at 5 Hz




k − t′k−1 (245)
=tk − tk−1 + uk − uk−1 (246)










= ej2πnfT |ψuk(2πf)|2, (249)



































































Generally speaking, JRS is not aliasing frequency free. The n-th aliasing term is scaled
by a factor of |ψuk(2πnT )|




3.1.2.1 Uniformly distributed jitters























1 n = 0

















Therefore, uniform JRS is aliasing frequency free if the jitters uk are uniformly dis-
tributed in [−T/2, T/2].
Figure 67 shows the shape of Φs(f) as ρ changes from 0.1 to 0.9. a = T/2,
Φs(f) shows multiple impulses at f =
n
T






the dashed lines) as ρ approximates 1. Figure 68 shows the case where a = T . The





. As a result, there
is only a single impulse at f = 0. Figure 69 shows the power spectra of a sampled
anayltic signal x(t) = ej2πf0t, where f0 = 5 Hz. The number of samples is N = 1024.
The uniform interval is given by T = 1/3 s. The jitters are uniformly distributed in
[−a/2, a/2], where a = T . The random amplitude process has a correlation coefficient
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of ρ = 0.9. In the uniform sampling case, an aliasing frequency f0 − 2Fs = −1 Hz
is shown in the Nyquist range. In the uniformly distributed JRS case, no aliasing
is present and the noise floor is non-flat. Figure 70 shows the signal power spectra
similar to the case in Figure 69. The only difference is that ρ = 1 in this case. Figure
71 shows the power signal spectra similar to the case in Figure 70. The only difference
is that a = T/2. Note that aliases are present this time. The aliasing noise floor is
also non-flat.





























Figure 67: The shape of Φs(f) as a function of ρ for uniformly distributed JRS.
a = T/2.


































Figure 68: The shape of Φs(f) as a function of ρ for uniformly distributed JRS.
a = T .
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analytic uniform [−a/2,a/2] JRS
uniform sampling
Figure 69: The power spectra of a sampled analytic signal with a frequency at 5 Hz
for uniformly distributed JRS. T = 1/3 s, a = T , ρ = 0.9, N = 1024.



















analytic uniform [−a/2,a/2] JRS
uniform sampling
Figure 70: The power spectra of a sampled analytic signal with a frequency at 5 Hz
for uniformly distributed JRS. T = 1/3 s, a = T , ρ = 1, N = 1024.




















analytic uniform [−a/2,a/2] JRS
uniform sampling
Figure 71: The power spectra of a sampled analytic signal with a frequency at 5 Hz
for uniformly distributed JRS. T = 1/3 s, a = T/2, ρ = 1, N = 1024.
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3.1.3 Random Skip Sampling (RSS)
Consider the uniform sampling case where
fτk(x) = δ(x− T ), (258)
ψτk(2πf) = e
j2πfT . (259)









1− 2ρ cos(2πfT ) + ρ2
. (261)




Φs(f) = Φs(f −
n
T
), ∀n ∈ Z. (262)













Therefore, the PSD of the uniformly sampled signal is the superposition of a periodic
repetitions of the signal’s PSD. Aliasing occurs when the original signal is not band-













































µ = ρ− ρq + q ∈ (−1, 1). (268)














As we have derived, Φs(f) is still periodic in T . Therefore, uniform sampling with
random skip cannot eliminate aliasing. The result is quite intuitive. Since uniform
sampling without skipping cannot eliminate aliasing, discarding samples randomly
cannot eliminate the aliasing effect. But one interesting result here is that the aliasing
periodicity T is unrelated to the skip probability q, a higher skip probability only
increases the aliasing noise floor. Therefore, we can reduce the average sampling
frequency by applying a high skip probability q at the cost of an elevated aliasing
noise floor.
Figure 72 shows the power spectra of a sampled analytic signal x(t) = ej2πf0t,
where f0 = 5 Hz. The uniform time interval is T = 1/17 s or Fs = 17 Hz. The skip
probability is q = 0.1. The number of samples is N = 1024. The power spectra of
the sampled signal are only shown in the range of [−Fs/2, Fs/2]. Figure 73 shows the
power spectra similar to the case in Figure 72 except for q = 0.9. In both cases, the
aliasing noise floor is flat and is proportional to q.
3.1.4 Connections with Compressive Sensing
The Fourier random sampling in compressive sensing (CS) can be well understood
using the framework of random skip sampling. In Fourier random sampling, we are
performing independent Bernoulli trials on a uniform sampling grid to decide whether
to sample or skip the signal at the current time point. If we denote the time interval
on a uniform sampling grid as T , the expected value of the sampling frequency, or
the average sampling frequency, is β = (1 − q)/T , where q is the skip probability.
Suppose the signal x(t) is band-limited in [−1/2T, 1/2T ], the random skips sampling
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RSS (q = 0.1)
analytic RSS
uniform sampling (q=0)
Figure 72: The power spectra of a sampled analytic signal with a frequency at 5 Hz
for RSS. Fs = 17 Hz, q = 0.1, N = 1024.

















RSS (q = 0.9)
analytic RSS
uniform sampling (q=0)
Figure 73: The power spectra of a sampled analytic with a frequency at 5 Hz for
RSS. Fs = 17 Hz, q = 0.9, N = 1024.
scheme is able to capture the signal without aliasing in [−1/2T, 1/2T ] regardless of
how large the skip probability q is. Denote N as the number of uniform time points
in the acquisition time window, the expected number of non-uniform samples is
M = (1− q)N. (270)
According to the analysis in section 3.1.3, if we sample an analytic signal x(t) =
A0e
j2πft by RSS with skip probability q and obtain M non-uniform samples, there
will be a flat aliasing noise floor with power |A0|2q/M in the normalized power








which might bury the weaker frequency components in x(t). To avoid this, we have
to make sure that the power of the weakest signal frequency component is C times







where C > 1 is a scaling constant. This can be achieved by either decreasing the
skip probability q if the acquisition time window is fixed, or increasing the number of
samples at the same skip probability. Consider the first case, where the time window
is fixed, i.e., N is fixed, and further simplify the model by assuming the magnitude










The sparsity assumption in compressive sensing requires that N  K, we can then
establish a coarse estimate of M as
M ≈ CK. (274)
Other than a sub-linear logN term, the number of samples estimated by (274) is
the same as the one in compressive sensing. Both estimates imply that the number
of samples are mainly proportional to the signal sparsity K. The reconstruction
in compressive sensing can also be understood under the RSS framework. If the
spectrum of X(f) only contains a small number of frequency components, the impact
of the aliasing noise floor on those frequency components is negligible. Therefore, it
is possible to reconstruct the signal from the aliasing noise contaminated spectrum.
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3.1.5 Time Quantization
All the random sampling schemes except RSS mentioned in Section 3.1 are based
upon the assumption that the time intervals {τk} and jitters {uk} are continuously
distributed. In practice, such a sampling scheme is difficult to implement. The
intervals or jitters are usually quantized onto a fixed time grid. For example, consider
the case of ARS. Suppose the time grid has a uniform spacing of ∆, denote {τ qk} as
the quantized time intervals, which are determined according to the nearest neighbor
criterion:
τ qk = n∆ if (n− 1/2)∆ < τk ≤ (n+ 1/2)∆ for all n ∈ Ω, (275)
where Ω is the corresponding feasible integer set. For example, if {τk} follows an
exponential distribution, Ω = {1, 2, ...}. If {τk} follows a uniform distribution in
[0, T ], Ω = {1, 2, ..., b T
∆






where p(n∆) stands for the probability of the event (n − 1/2)∆ < τk ≤ (n + 1/2)∆
and
∑
n∈Ω p(n∆) = 1.
p(n∆) = Fτk((n+ 1/2)∆)− Fτk((n− 1/2)∆), (277)






p(x) = Fτk(x+ ∆/2)− Fτk(x−∆/2). (279)
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P ∗(f − m
∆
), (282)




















fτk(x) ∗ u(x)e−j2πfxdx (285)
=ψ∗τk(2πf)U(f), (286)





P (f) =F{Fτk(x+ ∆/2)} − F{Fτk(x−∆/2)} (287)
=ψ∗τk(2πf)U(f)(e



























) = ψτk(0) = 1. (292)
As a result, Φs(f) also becomes periodic. We can ensure that the sampled signal




]. Figure 74 shows the power
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spectra of a sampled analytic signal similar to the case in Figure 63. The only
difference is that the sampling time is now quantized with a minimal spacing of
∆ = 1
5λ
= 1/15 s. As a result the power spectrum of the non-uniformly sampled
signal is periodic every 15 Hz. In conclusion, the time quantization granularity ∆
determines the highest frequency that can be acquired without aliasing frequencies.

















time quantized exponential (λ) ARS
uniform sampling (Fs = λ)
Figure 74: The power spectra of a sampled analytic signal with a frequency at 5 Hz
for exponentially distributed ARS. λ = 3 Hz, ∆ = 1
5λ
, ρ = 1, N = 1024.
A similar result can be drawn for interval quantization using a round-up criterion:
τ qk = n∆, if (n− 1)∆ < τk ≤ n∆ (293)
We can simply the notation of p(n∆) to p[n] with the constraint∑
n∈Ω
p[n] = 1. (294)









This definition is similar to the definition of DTFT. As a result, ψτqk (e
jω) becomes
periodic in 2π. The normalized frequency ω is related to the nominal frequency f
according to
ω = 2πf∆. (296)
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, ω ∈ (0, π]. (297)
It is not difficult to verify that the following results hold:∫ π
0+
Φn(e


















Equation (300) represents the fundamental tradeoffs between the sampling frequency






by increasing the normalized average sampling frequency ∆
E[τqk ]
or vice versa. As an
extreme case, when E[τ qk ] = ∆, which is exactly the uniform sampling case with
spacing ∆, the aliasing noise power will decrease to zero.
With the above mentioned definitions, let’s re-visit the exponentially distributed
ARS with interval quantization of granularity ∆ using round-up criterion.
p[n] =Fτk((n− 1)∆)− Fτk(n∆) (301)
=1− e−λ(n+1)∆ − 1 + e−λn∆ (302)
=(e−λ∆)n−1(1− e−λ∆) (303)
Recall that in random skip sampling with a skip probability of q, the interval follows
a geometrical distribution with
p[n] = qn−1(1− q) (304)
which is equivalent to equation (303) with the the equivalency:
q = e−λ∆. (305)
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Therefore, exponentially distributed ARS with interval quantization is equivalent to









1− qejω + (1− q)ejω









=q for ω ∈ (0, π] (309)
The aliasing noise power is consistent with the expression in (269).




It is easy to verify that equation (300) is satisfied.
3.2 Aliasing Power Shaping
As indicated in equation (300), once the average sampling frequency is fixed, so is
the average aliasing noise power. However, we have the flexibility of shaping the
distribution of the aliasing power over the bandwidth (0, π]. This section explores
the aliasing noise power shaping effects of various discretely distributed intervals and
jitters.
3.2.1 Discrete Uniform ARS
Let’s examine the quantized uniform ARS case:
p[n] = 1/M , for n = 1, ...,M, (311)

























where P (r, θ) is the Poisson kernel function. Figures 75 through 77 compare the
aliasing noise power function Φn(e
jω) for discrete uniform distributed and geomet-
ric distributed intervals with the constraint that the average sampling interval E[τ qk ]
remains the same in each case. As we decrease the average sampling frequency by in-
creasing M . The average aliasing power is reduced. The aliasing noise power exhibits
different distributions in the bandwidth (0, π]. Compared with geometric distributed
ARS, which introduces a flat aliasing noise floor, the aliasing noise floor introduced
by discrete uniform ARS manifests a dip at ω = 0, which corresponds to the original
signal frequency component. This is favorable as the aliasing noise introduced by
sampling an analytic signal with a frequency at f0 using discrete uniform ARS will
has less power concentrated around f0, which makes the power spectrum of the signal
obtain a higher SNR at f0. However, Φn(e
jω) in discrete uniform ARS also shows a
degree of overshooting and oscillation in the frequency band (0, π]. This is unfavor-
able but unavoidable because once the average aliasing noise power is fixed, a dip at
the low frequency band unavoidably results in some overshoots in the high frequency
band. A strong overshoot might be mistaken for a weak frequency component in the
power spectrum.




















Figure 75: Aliasing noise power function Φn(e
jω) for discrete uniform ARS, M = 2.
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Figure 76: Aliasing noise power function Φn(e
jω) for discrete uniform ARS, M =
10.




















Figure 77: Aliasing noise power function Φn(e
jω) for discrete uniform ARS, M =
100.
For discrete uniform ARS, as indicated in (312), once the average interval or
sampling frequency is fixed, so is M . And the aliasing noise power function in (315)is
exclusively parameterized by M . It is desirable to introduce a distribution that has
more degree of freedom in the design of aliasing noise power function given the average
sampling frequency.
3.2.2 Binomial Distributed ARS
The conventional definition of the PMF of a binomially distributed discrete random






pn(1− p)N−k, n = 0, ..., N, (316)
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which stands for the probability of the n successes in a sequence of N independent
Bernoulli trials with success probability of p. In our modified definition, we exclude
the zero interval case where n = 0 by right shifting the PMF by 1 unit. Accordingly,






pn−1(1− p)M−k, n = 1, ...,M. (317)
ψτqk (e
jω) = (1− p+ pejω)M−1ejω. (318)
E[τ qk ] = ((M − 1)p+ 1)∆. (319)
The discrete sampling intervals τ qk can be generated as follows. Perform M inde-
pendent Bernoulli trials with a success probability of p and sum up the number of
success trials, denoted as X. τ qk = (X + 1)∆. Given an average sampling interval
E[τ qk ], Binomial distribution offers the flexibility of tuning the parameters M and p.












e+ 1 if E[τ qk ] mod ∆ = 0
. (320)
p =
E[τ qk ]/∆− 1
M − 1
. (321)
The aliasing noise power functions Φn(e
jω) for binomially distributed intervals
with a fixed average interval length E[τ qk ] = 1.2∆ and different combinations of M
and p are shown in Figure 78. The dashed line represents the aliasing noise power
introduce by geometric ARS with the same average interval length. Figures 79 and
80 repeat the experiment with E[τ qk ] = 5.2∆ and E[τ
q
k ] = 10.2∆ respectively. A
general observation is that when E[τ qk ] is fixed, as M increases, the aliasing noise
floor manifests a deeper dip around ω = 0 at the cost of stronger overshoots and
fluctuations.
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M = 2, p = 0.200
M = 3, p = 0.100
M = 4, p = 0.067
M = 5, p = 0.050
M = 6, p = 0.040
M = 7, p = 0.033
M = 8, p = 0.029
Figure 78: Aliasing noise ower function Φn(e
jω) (dB) for binomial distributed ARS,
E[τ qk ] = 1.2∆.


















M = 6, p = 0.840
M = 7, p = 0.700
M = 8, p = 0.600
M = 9, p = 0.525
M = 10, p = 0.467
M = 11, p = 0.420
M = 12, p = 0.382
Figure 79: Aliasing noise power function Φn(e
jω) (dB) for binomial distributed ARS,
E[τ qk ] = 5.2∆.




















M = 11, p = 0.920
M = 12, p = 0.836
M = 13, p = 0.767
M = 14, p = 0.708
M = 15, p = 0.657
M = 16, p = 0.613
M = 17, p = 0.575
Figure 80: Aliasing noise power function Φn(e
jω) (dB) for binomial distributed ARS,
E[τ qk ] = 10.2∆.
107
3.2.3 Poisson Distributed ARS
A limiting case for the binomial distribution when M →∞ with its mean E[τ qk ] fixed








E[τ qk ] = (λ+ 1)∆. (324)
The PMF of three Poisson distributions with E[τ qk ] = 1.2, 5.2, 10.2∆ are shown in
Figure 81. The vertical dashed lines stand for the means of the distributions. The
corresponding aliasing noise power functions are shown in Figure 82, which are the
M → ∞ cases for Figure 78 through 80. The horizontal dashed lines denote the
aliasing noise floor of geometric ARS with the same E[τ qk ]’s.



























E = 1.2 ∆
E = 5.2 ∆
E = 10.2 ∆
Figure 81: Probability mass function for Poisson distributions.
3.2.4 Negative Binomial Distributed ARS
The conventional definition of the PMF of a negative binomial distributed discrete
random variable X ∼ NB(r, p) is given by
p[n] =
(
n+ r − 1
n
)
pn(1− p)r, n = 0, ... (325)
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E = 1.2 ∆
E = 5.2 ∆
E = 10.2 ∆
Figure 82: Aliasing noise power function Φn(e
jω) (dB) for Poisson distributed ARS.
which stands for the probability of n successes in a sequence of independent Bernoulli
trials until r failures occur with a success probability of p. Obviously, when r = 1,




n+ r − 2
n− 1
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Compared with binomial distributed ARS, negative binomial distributed ARS shows
less overshooting and fluctuations in the aliasing noise floor.
3.2.5 Discrete Uniform JRS
We can analyze Φn(e
jω) according to equation (257) for discrete uniform JRS schemes.
Suppose the jitters uqk are discrete and uniformly distributed in [−T/2, T/2] so that
Pr[uqk = −T/2 +mT/M ] = 1/M, m = 0, ...,M − 1. (329)
The time quantization granularity is then
∆ = T/M. (330)
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r = 2, p = 0.091
r = 3, p = 0.062
r = 4, p = 0.048
r = 5, p = 0.038
r = 6, p = 0.032
r = 7, p = 0.028
r = 8, p = 0.024
Figure 83: Aliasing noise power function Φn(e
jω) (dB) for negative binomial dis-
tributed ARS, E[τ qk ] = 1.2∆.



















r = 2, p = 0.677
r = 3, p = 0.583
r = 4, p = 0.512
r = 5, p = 0.457
r = 6, p = 0.412
r = 7, p = 0.375
r = 8, p = 0.344
Figure 84: Aliasing noise power function Φn(e
jω) (dB) for negative binomial dis-
tributed ARS, E[τ qk ] = 5.2∆.





















r = 2, p = 0.821
r = 3, p = 0.754
r = 4, p = 0.697
r = 5, p = 0.648
r = 6, p = 0.605
r = 7, p = 0.568
r = 8, p = 0.535
Figure 85: Aliasing noise power function Φn(e
jω) (dB) for negative binomial dis-













According to equation (257),
Φn(e











] that is free from
aliasing frequencies at a fixed average sampling frequency of 1
T
. A comparison of
Φn(e
jω) between discrete uniform JRS and geometric distributed ARS is shown in
Figure 86. The time quantization granularity ∆ and average sampling interval are
kept the same in both sampling schemes. We have
q = 1− 1
M
. (333)
The dashed lines in Figure 86 represent the aliasing noise power with the correspond-
ing geometric distributed ARS. A remarkable feature of the discrete uniform JRS
scheme is that
Φn(e
j0) = 0, (334)
Φn(e
jπ) ≤ 1, (335)
which means the aliasing noise floor has no impact at the signal frequency. This
makes it easier to extract the signal frequencies from the aliasing noise floor.
3.3 Random Sampling Architectures and Reconstruction Al-
gorithms
This section is dedicated to applying the random sampling theory introduced in the
previous sections to obtain practical implementations of random sampling on standard
ADC architectures. First, two generic random sampling architectures are proposed to
implement discretely distributed ARS and JRS. A new reconstruction algorithm called
successive sine matching pursuit is then introduced to reconstruct the signal onto a
uniform time grid. Finally, three detailed implementations of random sampling on the
SAR ADC, the ramp ADC and the level crossing ADC are proposed and analyzed.
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Figure 86: Aliasing noise power Φn(f) for discrete uniform JRS.
3.3.1 Generic Random Sampling Architectures
The random Fourier sampling matrix in compressive sensing or RSS is just one random
sampling scheme. Other schemes such as ARS and JRS are also shown to be able
to suppress aliasing. Therefore, both ARS and JRS are compatible with compressive
sensing theory. Figure 87 shows the block diagram of a generic ARS scheme. The
random number generator produces a discrete interval τ qk = nk∆ according to a
prescribed PDF. The input signal x(t) is sampled at tk and quantized to x
q(tk).
Finally xq(tk) and the interval integer nk are encoded together to produce a single















k k kt t  
Amplitude 
Quantizer

















1k k kt t n  
Amplitude 
Quantizer













( 1 / 2)k kt M k n    
Amplitude 
Quantizer






[0, 1]kn M 
Figure 87: The block diagram of a generic ARS scheme.
If the amplitude of each sample x(tk) can be quantized to full precision within
the minimal interval ∆, then the amplitude quantization noise can still be treated as
uniformly distributed additive noise. However, a fundamental tradeoff in almost all
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Figure 88: The block diagram of a generic JRS scheme.
Allowing each sample to reach its full amplitude precision increases the minimal time
interval ∆ and reduces the frequency coverage.
3.3.2 Sparse Multi-sine Signal Recovery via Successive Sine Matching
Pursuit
As shown in Section 3.1.4, not all signals are perfectly reconstructable under random
sampling. This section concentrate on the reconstruction of a class of spectrally sparse
signals. Multi-sine signals are widely used to provide a periodic, well-characterized
waveform that can simulate a large variety of complex modulated radio frequency
signals in wireless telecommunications. For example, multi-sines are used for sys-
tem testing [72, 60] and modeling [59, 85], technology standard verification [29] and
calibration [84].
3.3.2.1 Power Spectrum
If we are only interested in the detection of certain frequency components from the
non-uniform samples, calculating the power spectrum is sufficient. The time quan-
tization in the ARS architecture makes it possible to calculate the power spectrum
using an FFT by replacing missing values with zeros. After we have collected M
quantized samples with {xq(tk), nk}, k = 1, ...,M and N =
∑M
k=1 nk, we can insert
zeros in between each sample according the nk as shown in Figure 89. If we denote
the minimal time interval as ∆ and the zero-inserted signal vector as x̄, then we can






where the frequency grid spacing is 1
N∆
Hz. We can denote this kind of interval zero
insertion operation as “IZI”. In contrast, we denote the conventional trailing zero
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Figure 89: Interval zero insertion for ARS samples.
3.3.2.2 Spectral Leakage and Noise Floor
To evaluate the ARS scheme we consider a classic problem in compressive sensing,
where the input signal is assumed to be a multi-sine signal with a small number
of frequency components. According to ARS, we obtain M non-uniform quantized
samples {xq(tk)} and the normalized power spectrum can be evaluated according
to (336). However, there will be a spectral leakage effect in the form of multiple
sidelobes around each frequency bin due to the finite length acquisition time window.
In addition, as derived for the ARS, JRS, RSS schemes, there will be an aliasing noise
floor in the power spectrum. Also, the amplitude quantization introduces another
source of noise that could reshape the total noise floor. All these factors mean that
the signal is not perfectly sparse in the frequency domain. Even worse, a strong
sidelobe may also over-shadow weaker frequency components in the multi-sine signal.
Generic reconstruction algorithms in compressive sensing must be customized to deal
with this specific problem.
3.3.2.3 Successive Sine Matching Pursuit
Inspired by the CoSaMP algorithm [55] and the least squares periodogram [73], a new
reconstruction algorithm, called successive sine matching pursuit (SSMP), is proposed
in this section. The fundamental step in CoSaMP is to iteratively subtract an s sparse
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solution, where s is the assumed sparsity of the solution, from the measurement vector
so that the power in the signal residual v can be reduced with each iteration. The
SSMP reconstruction algorithm is summarized in the pseudo code of Algorithm 3.
Input: noisy non-uniform samples {xq(tk), nk}, k = 1, ...M , N =
∑M
k=1 nk,
time quantization granularity ∆, FFT size NFFT ≥ N , bandwidth
search ratio r ∈ (0, 1).




; /* determine the frequency search range */
x0 ∈ RN = 0 ; /* initial solution */
v0 ∈ RM = xq ; /* initial residual */




k = k + 1
v̄ = TZP (IZI(vk−1)) ; /* zero insertion and padding */
/* IZI(v) ∈ RN, v̄ ∈ RNFFT */
/* frequency sampling spacing = 1
NFFT∆
*/
p = FFT (v̄) ; /* perform FFT */
f = |p|(1) ; /* identify the largest peak in the spectrum */
fj ∈ [f −∆f, f + ∆f ] ; /* discretize a frequency band centered */





j=1 αj cos(2πfjtk + φj))
2 ; /* fit a class */





j=1 αj cos(2πfjtk + φj) ; /* excise the cosine */
/* waveforms from the residual */
xk[n] = xk−1[n] +
∑J
j=1 αj cos(2πfjn∆ + φj) ; /* add the cosine */
/* waveforms to the solution */
ek = ‖vk‖22 ; /* calculate the new residual power */
until ek ≥ ek−1;
Algorithm 3: SSMP algorithm
Given M non-uniform samples xq(tk), nk with a time quantization granularity
of ∆, we can calculate the total number N of uniform time points available in the
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acquisition time window. The mainlobe width of each frequency bin is 2
N∆
. In the
initialization stage, the reconstructed signal x is initialized as a zero vector and the
residual signal v is initialized as the sampled signal xq. For each iteration, we first
perform interval zero insertion and trail zero padding to v and perform an FFT on the
result. Then the frequency f that corresponds to the largest peak in the spectrum is
identified. Since there is amplitude quantization and aliasing noise, the actual signal
frequency might deviate slightly from f . Instead of fitting a single sinusoid at exact
f , a cluster of sinusoids with frequencies centered around f are used to fit the residual
vector. The frequency search range ∆f is set to be half the width of the mainlobe
scaled by a factor r ∈ (0, 1). The number of sinusoids is denoted as J . The next step
is to fit this cluster of sinusoids at frequencies fj to the residual vector according to
the least squares criterion. Finally, the identified sinusoids are subtracted from the
residual vector. At the same time, they are also used to reconstruct the signal on a
uniform time grid. The algorithm ends when the power in the residual vector can no
longer be reduced.
The advantage of the proposed SSMP algorithm can be best illustrated in the
following example. Consider a continuous time signal x(t) that is composed of two
sinusoids with amplitudes 1 and 0.05 and frequencies 5.5 and 5.51 Hz. The maximum
sampling frequency is Fs =
1
∆
= 25 Hz. We are sampling the signal using RSS with
a skip probability of q = 0.9. Therefore, the average sampling frequency is 0.1Fs,
which is well below the Nyquist frequency of the signal. The number of samples
acquired is M = 1024 out of the total possible number of uniform time points in
the acquisition time window which is N =
∑M
k=1 nk = 10636. The sampling times




i . The amplitude quantized measurements are given by
xq(tk) = x(tk) + v[k], where v[k] is Gaussian white noise with σ = 0.1. The objective
of the reconstruction algorithm is to recover x[n] = x(n∆), n = 0, ..., N − 1 from
xq(tk), k = 1, ...,M .
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The first step for reconstruction is to insert zeros in between the signal samples
{xq(tk)} as shown in the previous section. Depending on the frequency sample spacing
we want to achieve and the number of samples we have, we can also pad zeros to the
end of the IZI vector and perform a longer FFT afterwards. In this example, the FFT
size is given by NFFT = 2
20.
The next step is to identify the largest peak in the spectrum. By contrast, CoSaMP
algorithm tries to identify the 2s largest components in the spectrum simultaneously,
in which case the sidelobes near the strongest main lobe around 5.5 Hz might be
picked. CoSaMP then tries to find a solution by minimizing the least squares error
on the 2s picked frequencies. The issue is that we know the sidelobes are caused by
the windowing effect. There are actually no such frequency components in the multi-
sine signal. Trying to enforce a least squares solution on those frequencies is likely
to introduce many frequency mismatch errors. SSMP avoids this problem by only
searching for the strongest peak at each iteration. After identifying the strongest
frequency component at f , SSMP tries to fit a cluster of sinusoids within a close
vicinity to f to residual signal in a minimum least squares error sense.
Finally, we can subtract the identified sinusoids from the residual signal and add it
to the reconstructed signal x[n] at the same time. The above process is repeated until
the power in the residual signal cannot be further reduced. The substraction step is
very critical because it effectively removes the sidelobes introduced by the identified
strongest frequency component as well as reducing the corresponding aliasing noise
floor associated with it. As a result, the weaker frequency components should become
more detectable in the residual power spectrum.
Figure 90 shows the residual and reconstructed power spectra after the first iter-
ation of SSMP. The frequency component at 5.5 Hz has been identified and removed
from the samples. The residual spectrum shows a much stronger peak at 5.51 Hz.
Denote the amplitudes of the sines in the multi-sine signal as Ak, k = 1, ..., P ,
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Figure 90: The power spectra after the first iteration of SSMP.
where P is the number of sines. We can index the sine components according to their
























of the amplitude quantization noise. In this example, the first sinusoidal component
has a power that is -6 dB, which is much larger than the total noise power of -33
dB. After a successful identification and removal of the first sinusoid, the total noise
power is reduced to -50 dB, which is still well below the power of the second sinusoidal
component, which is -32 dB.
3.3.3 Random Sampling on SAR ADC Architecture
The successive approximation ADC [39] is a type of analog to digital converter that
converts analog waveforms using feedback and successive comparisons. Instead of
counting up in a binary sequence as in a ramp ADC, a special counter circuit called
a successive approximation register (SAR) enables by a binary search through all
possible quantization levels starting from the most significant bit (MSB) to the least
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significant bit (LSB).
As shown in Figure 91, the analog to digital conversion process starts with an
enable signal that commands the sample and hold (S/H) circuit to keep the signal
value constant during the conversion cycle. A comparator determines if the S/H input
is above or below the DAC output and stores the result in the SAR from MSB to








Figure 91: Block diagram of the SAR ADC architecture.
Figure 92 shows the approximation process of a SAR ADC. The SAR is initialized
to 1/2 VREF . The comparator monitors whether the output of the DAC is greater
than (set the MSB to 0) or less than (set the MSB to 1) the analog signal. The
SAR is then set to either 1/4 VREF (if the MSB was set 0) or 3/4 VREF (if the
MSB was set 1), so that the comparator can make the decision for the next bit of
the conversion. The strategy continues until all bit values have been determined. A
fundamental characteristic of the SAR ADC is the tradeoff between sampling speed
and quantization level. The SAR ADC can be configured to sample every ∆ seconds
with 1-bit quantization, or every K∆ seconds with K-bit quantization. If we set the
minimal interval time in Figure 87 or 88 as the single bit approximation time in the




]. However, we pay
the price of randomized amplitude quantization over all the samples.
Given the binary output of the SAR ADC, the corresponding voltage can be
expressed as code
2K
VREF, where code is the the ADC output code converted to deci-















Figure 92: Approximation process of a SAR ADC.
e.g., 2.5 V. There are many industrial applications where a bipolar signal (e.g. ±5V ,
±10V ) needs to be converted. In such cases, some external circuitry using an op-
erational amplifier or resistor network can be employed to perform the attenuation
and level shifting needed to match the input range of the SAR ADC. Ideally, the
transformation can be expressed as a linear relationship:
VIN = aVAIN + b (338)
where VIN is the final analog signal input to the ADC, VAIN is the analog signal input
to the external circuitry, and {a, b} are the scaling and shifting parameters. Suppose
a sampling interval is given by k∆, the quantization error of the corresponding sample
is given by
ek = VIN − V qIN, (339)





]VREF k = 1, ..., K − 1
U [0, 1
2K
]VREF k ≥ K
. (340)




(V qIN − b). (341)
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The scaled quantization noise is defined by











]VREF/a with probability pk = q
k−1(1− q) k = 1, ..., K − 1
U [0, 1
2K










The PDFs of the quantization error e′k for different q’s are shown in Figure 93. The
values of e′k are normalized by VREF/a, the PDFs are normalized by a/VREF. The
dashed lines denote the means of e′k. The maximum quantization level is set as
K = 4. A general observation is that the mean and variance of e′k decreases as q
approaches 1. For q close to 1, we can model the e′k as uniform distributed white
noise with a flat spectrum. To make the mean of the scaled quantization noise e′k




(V qIN − b) + E[e
′
k]. (345)
In order to reduce the quantization noise power, we have to reduce the variance of e′k
by implying a high skip probability q.
A SAR ADC based random sampling example is shown in Figure 94, where the
input signal x(t) is composed of two sinusoids with amplitudes 1 V and 0.1 V at




The skip probability is set as q = 0.95 so that the expected average sampling frequency
is 1.25 Hz. The number of non-uniform samples is M = 1024. VREF = 2 V, so the
scaling and bias parameters are given by a = 1, b = 1 V. The maximum number of
amplitude quantization levels is given by K = 16.
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After sampling M non-uniform samples, we obtain a time window that contains
N =
∑M
k=1 nk = 20830 uniform time points with a total length of 83.32 seconds. The
actual average sampling frequency is 12.29 Hz. The amplitude and time quantization
bit rate of the sampling process are 136.88 and 49.08 bits/second, respectively.
The spectra of the original signal, the scaled amplitude quantization noise, the
recovered signal after 2 iterations of SSMP and the residual signal are shown with the
same scale in Figure 94. The flat aliasing noise buries the weak frequency component
at 80 Hz in the original spectrum. The scaled quantization noise has a flat spectrum
underneath the aliasing noise power spectrum. SSMP successfully recovers the two
sinusoids after two iterations, leaving a residual spectrum that approximates the
scaled quantization noise spectrum. The signal to quantization noise ration (SQNR)
of the recovered signal is 28.72 dB, which corresponds to an effective number of bit





Since the signal is recovered on the uniform time grid with frequency Fs, the recovered
signal has an equivalent bit rate of 1192.59 bits/second.
In conclusion, SAR ADC based random sampling with an average sampling fre-
quency of 12.29 Hz and a total bit rate of 185.96 bits/second is approximately equiv-
alent to a uniform sampling scheme with a uniform sampling frequency of 250 Hz and
a bit rate of 1192.59 bits/second in this example. Therefore, we can sample the same
signal with the proposed random sampling scheme at a bit rate 6 times lower than
uniform sampling.
3.3.4 Random Sampling on Ramp ADC Architecture
The principle of a ramp ADC is to connect the output of a binary counter to the
input of a DAC, then compare the analog output of the DAC with the analog input
signal to be digitized and use a comparator to determine when the conversion has
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Figure 93: The normalized PDF of the quantization error in SAR ADCs. K = 4.
completed. As shown in Figure 95, the enabling terminal is connected to the output
of a comparator. The counter keeps increasing its binary output according to a clock
signal until the DAC output is higher than the input analog signal. The counter
is then reset to 0 to begin the conversion of the next sample. Figure 96 shows the
approximation process of a ramp ADC, where ∆t and ∆a are the time and amplitude
quantization step size. The conversion time of a sample is proportional to the ampli-
tude of that sample. Therefore, the sampling interval distribution is dependent upon
the input signal, but the amplitude quantization is uniform in this case. To further
randomize the sampling intervals, we can add an amplifier to the output of the DAC
so that we can control the slope of the ramp during the conversion process. As a re-
sult, the sampling interval would depend on both the signal amplitude and the gains
in the amplifiers. However, a variable slope means that the quantization noise is no
longer uniform, which can be seen in Figure fig:rampRecoveredSpectrumSubplots(b).
A ramp ADC based random sampling example is shown in Figure 97, where the
input signal x(t) is composed of two sinusoids with amplitudes 1 V and 0.1 V and




For each sample, the gain α in the amplifier is set to be discretely and uniformly
distributed in [1, 16]. The number of non-uniform samples is M = 1024. VREF = 2 V.
The full amplitude quantization level is K = 8, which gives an amplitude step size of
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Figure 94: Spectra comparison for SAR ADC based random sampling. (a) The
power spectrum of the non-uniformly sampled and quantized signal (b) The power
spectrum of the quantization noise (c) The power spectrum of the reconstructed signal




. The scaling and bias parameters are given by a = 1, b = 1 V.
After sampling M non-uniform samples, we obtain a time window that contains
N =
∑M
k=1 nk = 6675 uniform time points with a total length of 26.7 seconds. The
average sampling frequency is 38.35 Hz. The amplitude and time quantization bit
rate are 115.81 and 63.11 bits/second, respectively.
The spectra of the original signal, the scaled amplitude quantization noise, the
























Figure 96: Approximation process of a ramp ADC.
the same scale in Figure 97. Since the sampling interval depends partially on the
input signal. Both the aliasing and scaled amplitude quantization noises are corre-
lated with the input signal, which explains the presence of aliasing frequencies in the
sampled spectrum. However, SSMP still successfully detects and recovers the two
sinusoids after two iterations. The SQNR of the recovered signal is 18.35 dB, which
corresponds to an ENOB of 3.05 bits. The recovered signal has an equivalent bit
rate of 762.02 bits/second. In conclusion, ramp ADC based random sampling with
an average sampling frequency of 38.35 Hz and a total bit rate of 178.92 bits/second
is approximately equivalent to a uniform sampling scheme with a uniform sampling
frequency of 250 Hz and a bit rate of 762.02 bits/second in this example.
3.3.5 Random Sampling on Level Crossing ADC Architecture
The principle of a level crossing (LC) ADC is that the input signal is sampled when-
ever it crosses one of a set of preset voltage levels V1 to VK . As shown in the logic
diagram in Figure 98, the XOR block performs bit-wise XOR operation on the out-
puts of the comparators and the register. If the comparators’ outputs differ from the
value stored in the register, one voltage level is crossed by the input signal. A decoder
determines which voltage level is crossed according to the outputs of the XOR block
and the comparators. Then the counter is reset and the register is enabled to store the
current comparator outputs. A waveform sampling example of a level crossing ADC
is shown in Figure 99. During the interval t1, the output vector of the comparators
connected with V1 and V2 is [0, 1]. At the start of interval t2, the output vector is
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Figure 97: Spectra comparison for ramp ADC based random sampling. (a) The
power spectrum of the non-uniformly sampled and quantized signal (b) The power
spectrum of the quantization noise (c) The power spectrum of the reconstructed signal
though the SSMP algorithm (d) The power spectrum of the residual signal
changed to [1, 1] which indicates voltage level V1 is crossed. Similarly, at the start of
interval t3, the output vector is updated to [0, 1], which suggests that V1 is crossed
again.
A level crossing ADC based random sampling example is shown in Figure 100,
where the input signal x(t) is composed of two sinusoids with amplitudes 1 V and
0.1 V and frequencies 5 and 80 Hz. The maximum sampling frequency, or the clock
frequency of the counter, is Fs =
1
∆
= 250 Hz. There are K = 8 reference voltage
levels uniformly distributed in [−VREF, VREF], where VREF = 1.1 V. The number of
non-uniform samples is M = 1024. After sampling M non-uniform samples, we obtain
a time window that contains N =
∑M
k=1 nk = 2141 uniform time points with a total
length of 8.56 seconds. The average sampling frequency is 119.57 Hz. The amplitude
and time quantization bit rate are 268.57 and 45.07 bits/second, respectively.




































t1 t2 t3 t4
Figure 99: Approximation process of a level crossing ADC.
recovered signal after two iterations of SSMP and the residual signal are shown with
the same scale in Figure 97. Similar to the ramp ADC, the sampling interval depends
on the input signal and the reference voltage levels. Both the aliasing and amplitude
quantization noise are correlated with the input signal, which explains the presence
of aliasing frequencies in the sampled spectrum. However, SSMP still successfully
detects and recovers the two sine components after two iterations. The SQNR of
the recovered signal is 19.11 dB, which corresponds to an ENOB of 3.17 bits. The
recovered signal has an equivalent bit rate of 793.68 bits/second. In conclusion, level
crossing ADC based random sampling with an average sampling frequency of 119.57
Hz and a total bit rate of 313.64 bits/second is approximately equivalent to a uniform
sampling scheme with a uniform sampling frequency of 250 Hz and a bit rate of 793.68
bits/second in this example.
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Figure 100: Spectra comparison for level crossing ADC based random sampling.
(a) The power spectrum of the non-uniformly sampled and quantized signal (b) The
power spectrum of the quantization noise (c) The power spectrum of the reconstructed
signal though the SSMP algorithm (d) The power spectrum of the residual signal
A detailed comparison between the performance of the proposed random sampling
architectures are listed in Table 7. The fundamental performance metric for any ADC
is the bit rate. In uniform sampling, an ADC can be configured either to sample at a
low rate (samples/sec.) with a high amplitude resolution (bits/sample) or to sample
at a high rate with a low amplitude resolution. In both cases, the output bit rate
remains the same. In non-uniform sampling, we have to encode the sampling time
points so that the average bit rate is the sum of the average amplitude quantization bit
rate and the time quantization bit rate. After reconstructing the non-uniform samples
onto a uniform time grid, we can evaluate the equivalent uniform sampling bit rate
according to the SQNR of the reconstructed signal, which is the bit rate required when
uniform sampling is applied in order to reach the same level of SQNR. Therefore, the
performance metric of different random sampling architectures is the ratio between
the equivalent uniform sampling bit rate and the total bit rate. According to this
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metric, the SAR ADC random sampling architecture performs the best as it reduces
the bit rate requirement by a factor of 6.5 compares with uniform sampling. That
is to say, we can roughly reduce the power consumption in the ADC by a factor
of 6.5 when using non-uniform sampling. However, the actual total power saving is
not likely to be that significant as the the recovery algorithm used in the digital end
consumes extra power.
Table 7: A performance comparison of the proposed random sampling architectures
SAR ADC ramp ADC LC ADC
average sampling frequency (Hz) 12.29 38.35 119.57
amplitude quantization bit rate (b/s) 136.88 115.81 268.57
time quantization bit rate (b/s) 49.08 63.11 45.07
total bit rate (b/s) 185.95 178.92 313.64
SQNR (dB) 28.72 18.35 19.11
equivalent uniform sampling bit rate(b/s) 1192.59 762.02 793.68
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Chapter IV
CONCLUSIONS AND FUTURE WORK DIRECTION
Sampling is the first and probably the most important step to preserve, retrieve
and extract the information embedded in the signals that we are interested in. The
Shannon-Nyquist sampling theorem provided a theoretical bound as how fast we
should uniformly sample the continuous signal so that no information is lost in the
sampling process. This thesis, however is dedicated to the exploration of the ways to
break through the minimum sampling frequency by applying non-uniform sampling
techniques.
The first undertaking was to study parallelism in conjunction with the uniform
sampling process, which leads to an architecture known as time interleaving. The
channel mismatches in the TIADC system make the system an instance of a re-
current non-uniform sampling system whose non-uniformities are detrimental to the
performance of the system and need to be calibrated. Accordingly, we design a flex-
ible and efficient architecture in Section 2.2 to compensate for the non-uniformities
or mismatches in the TIADC system. The calibration architecture and a calibration
algorithm have been established. Simulations have been conducted for the timing
mismatches calibration effect of the proposed algorithm. As a key building block
in the calibration architecture, the design of Farrow structured adjustable fractional
delay filters has been investigated in detail in Section 2.3.1 to 2.3.4. A new modified
Farrow structure is proposed in Section 2.3.5 to design adjustable FD filters for a
given range of bandwidths and fractional delays. Detailed comparisons between the
modified Farrow structure and other variants of Farrow structured FD filters are con-
ducted afterwards. The Farrow structure is not limited to adjustable fractional delay
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filters. It can also be used to implement adjustable lowpass, highpass and band-pass
filters as well as adjustable multi-rate filters in Section 2.3.6 and 2.3.7 respectively.
In Section 2.3.8, we further extend the Farrow structure to the design of adjustable
polynomial phase responses.
Inspired by the theory of compressive sensing, another contribution of this thesis is
to use randomization as a means to overcome the limit of the Nyquist rate. Section 3.1
investigate the impact of random sampling intervals or jitters on the power spectrum
of the sampled signal. The theory shows that the aliases of the original signal can
be well-shaped by choosing an appropriate probability distribution of the sampling
intervals or jitters such that aliases can be reviews as a source of noise in the signal
power spectrum. A new theoretical framework has been established in Section 3.2
to associate the probability mass function of the random sampling intervals or jitters
with an aliasing shaping effect.
Based on the theoretical framework, the thesis proposes three random sampling
architectures, i.e., SAR ADC, ramp ADC and level crossing ADC in Section 3.3.3
to 3.3.5, respectively, that can be easily implemented based on the corresponding
standard ADC architectures. Detailed models and simulations are established to
verify the effectiveness of the proposed architectures. A new reconstruction algorithm
called the successive sine matching pursuit has also been proposed in Section 3.3.2 to
recover a class of spectrally sparse signals from a sparse set of non-uniform samples
onto a denser uniform time grid so that classic signal processing techniques can be
applied afterwards.
The future work will extend the sparsity assumption in the spectral domain to a
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