I. Introudction
Machine learning is the field of research devoted to study of learning systems. Machine learning refers to changes in the systems that perform tasks associated with artificial intelligence like recognition, diagnosis, prediction and so on.
In machine learning [1] , pattern recognition is assignment of label to given input value. A pattern is an entity like fingerprint image, handwritten word or human face that could be given a name. Recognition is an act of associating a classification with a label.
Pattern recognition [2] is the science of making inferences based on data. It's objective is to assign an object or event to one of a number of categories based on features derived to emphasize commonalities. In unsupervised learning[2] also known as cluster analysis, the basic task is to develop classification labels. It's task is to arrive at some grouping of data. The training set consists of labeled data.
Two types of unsupervised learning are: a. Clustering b. Blind signal separation In supervised learning[2], classes are predetermined. The classes are seen as a finite set of data. A certain segment of data will be labeled with these classification. The task is to search for patterns and construct mathematical models. The training set consists of unlabeled data. Clustering is a form of unsupervised learning which involves the task of finding groups of objects which are similar to one another and different from the objects in another group. The goal is to minimize intracluster distances and maximize intercluster distances[3]. 
K-Means Clustering
K-means is one of the simplest unsupervised learning algorithm that is used to generate specific number of disjoint and non-hierarchical clusters based on attributes [4] . It is a numerical, nondeterministic and iterative method to find the clusters. The purpose is to classify data.
Steps in K-means clustering:
Step 1: Consider K points to be clustered x 1 ,…, x K . These are represented in a space in which objects are being clustered. These points represent initial centroids.
Step 2: Each object is assigned to the group that has closest centroid[5].
Step 3: The positions of K centroids are recalculated after all objects have been assigned. C(i) denotes cluster number for the i th observation [5] Step 4: Reiterate steps 2 and 3 until no other distinguished centroid can be found. Hence, K clusters whose intracluster distance is minimized and intercluster distance is maximized [5] .
where m k is the mean vector of the k th cluster . , , 1 ,
N k is the number of observations in k th cluster
The choice of initial cluster can greatly affect the final clusters in terms of intracluster distance, intercluster distance and cohesion.
The sum of squares of distance between object and corresponding cluster centroid is minimum in the final cluster. 
Disadvantages:
1. Difficult to identify the initial clusters. 2. Prediction of value of K is difficult because the number of clusters is fixed at the beginning. 3. The final cluster patterns is dependent on the initial patterns.
Example: Problem:
To find the cluster of 5 points: (2,3),(4,6),(7,3),(1,2),(8,6).
Solution:
The initial clusters are (4,6) and (2,3) Iteration 1: 
III.

Hierarchical Clustering
It is an unsupervised learning technique that outputs a hierarchical structure which does not require to prespecify the nuimber of clusters. It is a deteministic algorithm [3] .
There are two kinds of hierarchical clustering: 1. Agglomerative clustering 2. Divisive clusttering
Agglomerative clustering:
It is a bottom up approach with n singleton clusters initially where each cluster has subclusters which in turn have subclusters and so on [9] . Steps in agglomerative clustering:
Step 1: Each singleton group is assigned with unique data points.
Step 2: Merge the two adjacent groups iteratvely repeat this step. Calculate the Euclidian distance using the formula given below[8],
Where a(x1,y1) and b(x2,y2) represent the coordinates of the clusters . Mean distance dmean(Di,Dj)=||xi-xj|| Where Di and Dj represent the clusters i and j respectively Xi and xj are the means of clusters i and j respectively
Step 3: Repeat until a single cluster is obtained. 
Disadvantages:
1. If objects are grouped incorrectly at the initial stages , they cannot be relocated at later stages.
The results vary based on the distance metrics used.
Example: Problem:
To find the cluster of 5 points: A(2,3),B(4,6),C(7,3),D(1,2),E(8,6).
Solution:
Iteration 1: Calculate the Euclidian distance between two points. Euclidian distance between two points are: A(2,3) and B(1,2)=sqrt(2)=1.41
A(2,3) and C(4,6)=sqrt(13)=3.6
A(2,3) and D(8,6)=sqrt(25)=5
A(2,3) and E(7,3)= sqrt(25)=5
The two adjacent clusters are A(2,3) and B(1,2). Merge these two clusters. The new centroid is F(1.5,2.5). Iteration 2: Repeat the above step and merge adjacent clusters as above.
The two adjacent clusters are C(4,6) and D(8,6). Merge these two clusters. The new centroid is G(6,6). Iteration 3:
Repeat the above step and merge adjacent clusters as above.
The two adjacent clusters are G(6,6) and E(7,3). Merge these two clusters. The new centroid is H(6.5,4.5). Iteration 4:
The two adjacent clusters are H(1.5,2.5) and F(6.5,4.5). Merge these two clusters. Finally we get the resultant single cluster R. 
Disadvantages:
1. Computational difficulties arise while splitting the clusters. 2. The results vary based on the distance metrics used.
Example: Problem:
Solution:
Iteration 1: Calculate the Euclidian distance between two points. Euclidian distance between two points are:
Sqrt(65) E(8,6) Since sqrt(2) is the least Euclidian distance merge the point sA(2,3) and D(1,2) The new centroid is F(1.5,2.5). Iteration 2:
Repeat the above step and merge adjacent clusters with least Euclidian distance as above. The two adjacent clusters are C(7,3) and E(8,6). Merge these two clusters. The new centroid is G(7.5,4.5). Iteration 3:
Repeat the above step and merge adjacent clusters with least Euclidian distance as above. The two adjacent clusters are B(4,6) and G(7.5,4.5). Merge these two clusters. Hierarchical clustering requires only a similarity measure.
K-Means versus Hierarchical Clustering
K-means clustering requires stronger assumptions such as number of clusters and the initial centers.
V.
Conclusion
This paper discusses the clustering techniques along with an illustrative example. By comparing the advantages and disadvantages of each of these techniques we made a list of the applications where the techniques could be used. Whenever we require a sequential partitioning and time is not a constraint hierarchical clustering can be used. Contradictorily when prior knowledge of clusters is available and mutually exclusive structure is used as training data we use K-means clustering. Each of the techniques described in this paper has it's own advantages and disadvantages. To overcome these disadvantages optimization techniques can be used for better performance.
