Abstract. Denotational static analysis of Java bytecode has a nice and clean compositional definition and an efficient implementation with binary decision diagrams. But it models only the functional i.e., input/output behaviour of a program P , not enough if one needs P 's internal behaviours i.e., from the input to some internal program points. We overcome this limitation with a technique used up to now for logic programs only. It adds new magic blocks of code to P , whose functional behaviours are the internal behaviours of P . We prove this transformation correct with an operational semantics. We define an equivalent denotational semantics, whose denotations for the magic blocks are hence the internal behaviours of P . We implement our transformation and instantiate it with abstract domains modelling sharing of two variables and non-cyclicity of variables. We get a static analyser for full Java bytecode that is faster and scales better than another operational pair-sharing analyser and a constraint-based pointer analyser.
Introduction
Static analysis determines at compile-time properties about the run-time behaviour of computer programs. It is used for optimising their compilation [1] , deriving loop invariants, verifying program annotations or security constraints [13] . This is very important for low-level languages such as Java bytecode, downloaded from insecure networks in a machine-independent, non-optimised format. Since its source code is not available, its direct analysis is desirable.
Correctness is usually mandatory for static analysis and proved w.r.t. a reference semantics of the analysed language. Abstract interpretation [7] shows here its strength since it derives static analyses from the semantics itself, so that they are by construction correct or even optimal. The derived analyses inherit semantical features such as compositionality and can only model program properties that can be formalised in terms of the reference semantics.
There are three main ways of giving semantics to a piece of code c [18] : operational semantics models c's execution as a transition relation over configurations, which include implementational details such as activation stacks and return points from calls; denotational semantics provides instead a denotation i.e., a function from the input state provided to c (the values of the variables before c is executed) to the resulting output state (the same values after c has been executed); axiomatic semantics derives the weakest precondition which must hold before the execution of c from a given postcondition which holds after it. A major drawback of denotational semantics is that denotations model only the functional i.e., input/output behaviour of the code: they do not express its internal i.e., input/internal program points behaviours. The derived static analyses inherit this drawback, which makes them almost useless in practice. Consider the Java code in Fig. 1 , which implements a list of C's with two cloning methods: clone returns a shallow copy of a list and deepClone a deep copy, where also the C's have been cloned. Hence, in main:
1. the return value of clone shares data structures with the list v1, namely, its C's objects. Moreover, it is a non-cyclical list, since v1 is a non-cyclical list; 2. the return value of deepClone does not share with v1, since it is a deep copy, and is also non-cyclical.
Sharing analysis of pairs of variables and non-cyclicity analysis of variables, based on denotational semantics and implemented with a pair-sharing domain [14] and a non-cyclicity domain [12] , can only prove 2, since 1 needs information at the internal program point just after the call to clone. If we add a command at the end of main, they cannot even prove 2 anymore. Years ago abstract interpretation was largely secluded in the nowadays crystallised realm of logic (sometimes functional) languages and denotational semantics was one of the standard reference semantics. The above problem about internal program points was solved with a magic-sets transformation of the program P , specific to logic languages, which adds extra magic clauses whose functional behaviours are the internal behaviours of P [2, 3, 6] . Codish [5] kept the overhead of the transformation small by exploiting the large overlapping between the clauses of P and the new magic clauses. Abstract interpretation has moved later towards mainstream imperative languages, even low-level ones such as Java bytecode. Suddenly, operational semantics became the reference semantics. This was a consequence of the lack of a magic-sets transformation for imperative languages and of the intuitive definition of operational semantics, very close to an actual implementation of the run-time engine of the language.
Our contributions here are the definition of a magic-sets transformation for Java bytecode, its proof of correctness, its implementation inside our Julia denotational analyser [15] , its instantiation with two domains for pair-sharing [14] and non-cyclicity [12] and its evaluation and comparison with an operational analyser for pair-sharing [10] and the points-to analyser Spark [8] . Julia is one or two orders of magnitude faster. It scales to programs of up to 19000 methods, for which the other two analysers are not always applicable.
To understand why we want to rediscover denotational static analysis and why its implementation Julia is so efficient, consider the following:
-if method m (constructor, function, procedure. . . ) is called in program points p 1 , . . . , p n , denotational analyses compute m's denotation only once and then extend it at each p i . Hence they can be very fast for analysing complex software where n is often large. Operational analyses process instead m from scratch for every p i . Memoisation, which takes note of the input states for which m has been already analysed and caches the results, is a partial solution to this problem, since each p i often calls m with different input states; -denotations i.e., functions from input to output, can be represented as Boolean functions, namely, logical implications from the properties of the input to the properties of the output. Boolean functions have an efficient implementation as binary decision diagrams [4] . Hence there is a potentially very efficient implementation of denotational static analyses, which is not always the case for operational static analyses; -denotational semantics is compositional i.e., the denotation of a piece of code is computed bottom-up from those of its subcomponents (commands or expressions). The derived static analyses are hence compositional, an invaluable simplification when one formalises, implements and debugs them; -denotational semantics does not use activation stacks nor return points from calls. Hence it is simpler to abstract than an operational semantics; -denotational semantics models naturally properties of the functional behaviour of the code, such as information flows [13] . Operational semantics is very awkward here.
These are not theoretical insights, as our experiments show in Section 7.
Our Magic-Sets Transformation for Java Bytecode
The left of Fig. 2 reports the Java bytecode for the main method in Fig. 1 , after a light preprocessing performed by our Julia analyser. It has a simple sequential control, being a single block of code. This is because we do not consider exceptions for simplicity, which are implicitly raised by some instructions and break the sequential structure of the code without changing the sense of our magicsets transformation (our actual implementation in Julia considers exceptions). The code in Figure 2 is typed i.e., instructions are decorated with the type of their operands, and resolved i.e., method and field references are bound to their corresponding definition. For type inference and resolution we used the official algorithms [9] . A method or constructor implementation in class κ, named m, expecting parameters of types τ and returning a value of type t is written as κ.m(τ ) : t. The call instruction implements the four invoke's available in Java bytecode. It reports the explicit list of method or constructor implementations that it might call at run-time, accordingly with the semantics of the specific invoke that it implements. We allow more than one implementation for latebinding, but we use only one in our examples, for simplicity. Dynamic lookup of the correct implementation of a method is performed by filter instructions at the beginning of each method, which we do not show for simplicity.
Local variable 1 on the left of Fig. 2 implements variable v1 in Fig. 1 . Hence, just after the call to clone, it shares with the return value of clone, left on top of the stack, and is non-cyclical; after the call to deepClone, it does not share with the return value of deepClone, left on top of the stack, and is non-cyclical. To prove these results with a denotational analysis, our magic-sets transformation builds new magic blocks of code whose functional behaviours are the internal behaviours just after the calls to clone and deepClone on the left of Fig. 2 .
Let us describe this transformation. It starts by splitting the code after the two calls to clone and deepClone, since we want to observe the intermediate states there. For reasons that will be clear soon, it also splits the code before each call. The result is in Fig. 3 . The original code is split into blocks 0, . . . , 5 now. These have outgoing dashed arrows leading to new grey magic blocks m0, . . . , m5. Block mk contains the same bytecode as block k plus a leading blockcall mp, where p is the predecessor of block k, if any.
The functional behaviour of magic block mk coincides with the internal behaviour at the end of block k. For instance, the functional behaviours of m2 and m4 are maps from the input state provided to the program to the intermediate states just after the calls to clone and deepClone, respectively. To understand why, let us start from m0. It is a clone of block 0 so that, at its end, the computation reaches the intermediate state at the internal program point between 0 and 1. Block m1 executes m0 (because of the blockcall m0 instruction), then the same instructions as block 1. At its end, the computation reaches hence the intermediate state at the internal program point between 1 and 2. The same reasoning applies to the other magic blocks.
Consider the Java bytecode of the empty constructor of List in Fig. 1 now, called by main and shown on the right of Fig. 2 . It is not sequential since it contains a loop. Its magic-sets transformation is in Fig. 4 Block m6 continues with a makescope List() instruction which builds the scope of the constructor: in Java bytecode the caller stores the actual arguments on the operand stack and the callee retrieves them from the local variables [9] . Hence makescope List() copies the List object, left on top of the stack by m0 (i.e., the implicit this parameter), into local variable 0 and clears the stack. At the end of m6 we observe hence the states reachable at the internal program point between blocks 6 and 7. This is why we split the code before each call: to allow the states of the callers at the call points to flow into the callees.
A Formalisation of Our Magic-Sets Transformation
We formalise here the magic-sets transformation. ¿From now on we assume that P is a program i.e., a set of blocks as those in Fig. 3 and Fig. 4 . We assume that the starting block of a method has no predecessors and does not start with a call, without loss of generality since it is always possible to add an extra initial block containing nop; we assume that the other blocks have at least a predecessor, since otherwise they would be dead-code and eliminated; we assume that each call starts a block and that each return ends a block with no successors; we assume that the main method is not called from inside the program, without loss of generality since we can always rename main into main' wherever in the program and add a new main which wraps a call to main'.
Original blocks are labelled with k and magic blocks with mk with k ∈ N. If is a label, P ( ) is block of P . We write block with n bytecode instructions and m immediate successor blocks b 1 , . . . , b m , with m, n ≥ 0, as
The magic-sets transformation of P builds a magic block mk for each block k. where p 1 , . . . , p l are the predecessors of P (k) and q 1 , . . . , q u those of the blocks of P which begin with a call to the method κ.m(τ ) : t starting at block k.
Definition 1 has three cases. In the first case block k does not start a method (or constructor). Hence it has l > 0 predecessors and magic block mk begins with a blockcall to their magic blocks, as block m8 in Fig. 4 . In the second and third case block k starts a method or constructor κ.m(τ ) : t, so that it has no predecessors. If the program P calls κ.m(τ ) : t (second case) there are u > 0 predecessors of those calls, since we assume that call does not start a method. Magic block mk calls those predecessors and then uses makescope to build the scope for κ.m(τ ) : t, as for block m6 in Fig. 4 . Otherwise (third case), P never calls κ.m(τ ) : t and mk is a clone of k, as for block m0 in Fig. 3 .
Operational Semantics of the Java Bytecode
In this section we describe an operational semantics of the Java bytecode, which we use in Section 5 to prove our magic-sets transformation correct.
Definition 2.
A state of the Java Virtual Machine is a triple l || s || µ where l maps local variables to values, s is a stack of values (the operand stack), which grows leftwards, and µ is a memory, or heap, which maps locations into objects. We do not formalise further what values, memories and objects are, since this is irrelevant here. The set of states is Σ.
The semantics of a bytecode instruction ins different from call and blockcall is a partial map ins from states to states. For instance, the semantics of dup t is
where s = top :: s and top has type t. This is always true since legal Java bytecode is verifiable [9] . The semantics of load i of type t is
where l(i) exists and has type t since legal Java bytecode is verifiable. Also the semantics of a return t bytecode is a map over states, which leaves on the operand stack only those elements which hold the return value of type t:
where s = vs :: s and vs are the stack elements which hold the return value. If t = void then vs = ε. We formalise later in Definition 5 how control returns to the caller. Also the semantics of a conditional bytecode is a map over states, undefined when its condition is false. For instance, the semantics of if le t is
where s = top :: s and top has numerical type t.
When a caller transfers the control to a callee κ.m(τ ) : t, the Java Virtual Machine performs an operation makescope κ.m(τ ) : t which copies the topmost stack elements into the corresponding local variables and clears the stack. Definition 3. Let κ.m(τ ) : t be a method or constructor and p the number of stack elements needed to hold its actual parameters, including the implicit parameter this, if any. We define (makescope κ.m(τ ) : We can define now the operational semantics of a Java bytecode program.
Definition 5. The (small step) operational semantics of a Java bytecode program P is a relation a ⇒ P a (P is usually omitted) providing the immediate successor activation stack a of an activation stack a . It is defined by the rules:
b is the block where method κ.m(τ ) : t starts σ = l || pars :: s || µ , pars are the actual parameters of the call
Rule (1) executes an instruction ins, different from call and blockcall, by using its semantics ins. The Java Virtual Machine moves then forward to run the rest of the instructions. Instruction ins might be here a makescope, whose semantics is given in Definition 3. Rule (2) calls a method. It looks for the block b where the latter starts and builds its initial state σ , by using makescope. It creates a new current configuration containing b and σ . It removes the actual arguments from the old current configuration and the call from the instructions still to be executed at return time. Control returns to the caller by rule (3), which rehabilitates the configuration of the caller but forces the memory to be that at the end of the execution of the callee. The return value of the callee is pushed on the stack of the caller. Rule (4) applies when all instructions inside a block have been executed; it runs one of its immediate successors, if any. This rule is normally deterministic, since if a block of the Java bytecode has two or more immediate successors then they start with mutually exclusive conditional instructions and only one thread of control is actually followed. Rule (5) runs a blockcall by choosing one of the called blocks mp i and creating a new configuration where it can run. This is true non-determinism, corresponding to the fact that there might be more ways of reaching a magic block and hence more intermediate states at an internal program point. Rule (6) applies at the end of the execution of a magic block mk . It returns the control to the caller of mk and keeps the state reached at the end of the execution of mk . Rules (1) and (2) can be used both for the original and for the magic blocks of the program; rules (3) and (4) only for the original blocks; rules (5) and (6) only for the magic ones. Our small step operational semantics allows us to define the set of intermediate states at a given, internal program point * , provided * ends a block. This can always be obtained by splitting after * the block where * occurs. Definition 6. Let σ in be the initial state provided to the method main of P starting at block b in . The intermediate states at the end of block k ∈ N during the execution of P from σ in are
Note that Σ k is in general a set since there might be more ways of reaching block k, for instance through loops or recursion.
By using the operational semantics of Section 4, we show that the final states reached at the end of the execution of a magic block mk are exactly the intermediate states reached at the end of block k, before executing its successors: the functional behaviour of mk coincides with the internal behaviour at the end of k.
Theorem 1. Let σ in be the initial state provided to the main method of P and k ∈ N a block of P . We have
In Section 6 we define a denotational semantics for the Java bytecode and prove it equivalent to our operational semantics of Section 4 w.r.t. functional behaviours. By Theorem 1, we will conclude that the denotational semantics of mk is the internal behaviour at the end of block k. 
Denotational Semantics of the Java Bytecode

Definition 7.
A denotation is a partial function from an input state to an output or final state. The set of denotations is written as ∆. Let δ 1 , δ 2 ∈ ∆. Their sequential composition is δ 1 ; δ 2 = λσ.δ 2 (δ 1 (σ)), which is undefined when δ 1 (σ) is undefined or when δ 2 (δ 1 (σ)) is undefined.
It follows that the semantics ins of a bytecode ins is a denotation. Let δ ∈ ∆ be the functional behaviour of a method κ.m(τ ) : t. At its beginning the operand stack is empty and the local variables hold the actual arguments of the call. At its end the operand stack holds the return value of κ.m(τ ) : t only, if any (the semantics of return drops all stack elements but the return value. See Section 4). From the point of view of a caller executing a call κ.m(τ ) : t, the local variables and the operand stack do not change, except for the actual arguments which get popped from the stack and substituted with the return value, if any. The final memory is that reached at the end of κ.m(τ ) : t. These considerations let us extend δ into the denotation of the call instruction. Definition 8. Let δ ∈ ∆ and κ.m(τ ) : t be a method. We define the operator extend κ.m(τ ) : t ∈ ∆ → ∆ as (extend κ.m(τ ) : t)(δ) = λ l || pars :: s || µ . l || vs :: s || µ where l || vs || µ = δ((makescope κ.m(τ ) : t)( l || pars :: s || µ )), pars are the actual parameters passed to κ.m(τ ) : t and vs its return value, if any.
An interpretation is a set of denotations for each block of P . Sets can express non-deterministic behaviours, which means for us that we can observe more intermediate states between blocks. The operations extend and ; over denotations are consequently extended to sets of denotations. Definition 9. An interpretation for P is a map from P 's blocks into sets of denotations. The set of interpretations I is ordered by pointwise set-inclusion.
Given an interpretation ι providing the functional behaviour of the blocks of P , we can determine the functional behaviour [[b]] ι of the code starting at a given block b, not necessarily in P , which can call methods and blocks of P .
Definition 10. Let ι ∈ I. The denotations in ι of an instruction are
where b κ.m(τ ):t is the block where method or constructor κ.m(τ ) : t starts. The
ι is extended to blocks as
with the assumption that if
where the identity denotation id is such that id = λσ.σ.
The blocks of P are in general interdependent, because of loops and method calls, and a denotational semantics must be built through a fixpoint computation. Given an empty approximation ι ∈ I of the denotational semantics, one improves it into T P (ι) ∈ I and iterates the application of T P until a fixpoint 3 .
Definition 11. The transformer T P : I → I for P is defined as
ι for every ι ∈ I and block b of P .
Proposition 1. The operator T P is additive, so its least fixpoint exists [17] .
Definition 12. Let P be a Java bytecode program (possibly enriched with its magic blocks). Its denotational semantics D P is the least fixpoint i≥0 T i P of T P , where T 0 P (b) = ∅ for every block b of P and T i+1 P = T P (T i P ) for every i ≥ 0. We show now that the operational semantics of Section 4 and the denotational semantics of this section coincide, so that (Theorem 1) the denotation of a magic block mk is the internal behaviour at the end of block k. 
We have implemented our magic-sets transformation inside the generic analyser Julia for Java bytecode [15] and used it with two abstract domains. The first [14] overapproximates the set of pairs of program variables, which for the Java bytecode means local variables or stack elements, which share i.e., reach the same memory location; it is used for automatic program parallelisation and to support other analyses. The second [12] overapproximates the set of cyclical program variables, those which reach a loop of memory locations; it needs a preliminary pair-sharing analysis. We used Boolean formulas to abstract sets of denotations by relating properties of their input to properties of their output. For instance, (l1 , s1 ) ⇒ (l1 , l2 ) abstracts those denotations δ such that for every state σ, where only local variable 1 and stack element 1 might share (the base of the stack is s0 ), we have that in δ(σ) only local variables 1 and 2 might share (for simplicity, we do not report variables sharing with themselves [14] ). We have implemented Boolean formulas through binary decision diagrams [4] . Let us consider pair-sharing. Julia computes the formula (l1 , s0 ) as abstract denotation for block m2 in Fig. 3 . It states that (l1 , s0 ) is true for m2 i.e., at its end, only local variable 1, which holds the list v1 of Fig. 1 , might share with stack element 0 (the base of the stack), which holds the return value of clone. Hence Julia proves that all other pairs of local variables and stack elements definitely do not share. This is an optimal approximation of the behaviour of the program between blocks 2 and 3. Julia computes (l1 , l2 ) as abstract denotation for block m4 . Hence it proves that local variables l1 (v1 in Fig. 1 ) and l2 (v2 in Fig. 1 ) might share there, while all other local variables and stack elements definitely do not share; in particular, the return value of deepClone (the stack element 0) does not share with v1. Note that v1 and v2 actually share after the call to deepClone, whose return value has not been stored into v2 yet. This is an optimal approximation of the behaviour of the program between blocks 4 and 5. Let us consider cyclicity analysis. Julia computes false as abstract denotation of both m2 and m4 in Fig. 3 i.e., it proves that no local variable and stack element might be cyclical there, which is an optimal approximation of the behaviour of the program between blocks 2 and 3 and between blocks 4 and 5. In conclusion, Julia proves both points 1 and 2 of Section 1. Fig. 1 shows a simple program. More complex benchmarks such as those in Fig. 5 challenge the scalability, the efficiency and the precision of the analyses. The first and smaller 4 have been also analysed with the pair-sharing analyser in [10] so we can build a comparison. The others are progressively larger to check the scalability of the analyses. Fig. 5 reports their size (number of methods), their preprocessing time with Julia (extraction and parsing of the .class files, building a high-level representation of the bytecode and the magic-sets) and its percentage due to the magic-sets transformation, which is never more than 31%. We consider two scenarios: whether the Java libraries are not analysed (calls to the missing classes use a worst-case assumption) or they are analysed, for more precise but more costly analyses. We used an Intel Xeon machine running at 2.8GHz, with 2.5 gigabytes of RAM, Linux 2.6.15 and Sun jdk 1.5. 6 reports the results of pair-sharing and cyclicity analyses with Julia. Precision, for sharing analysis, is the percentage of pairs of distinct local variables or stack elements which are proved not to share, definitely, before a putfield, an arraystore or a call. We consider only variables and stack elements of reference type since primitive types cannot share in Java (bytecode); only putfield's, arraystore's and call's since it is there that sharing analysis helps other analyses (see for instance [12] for its help to cyclicity analysis). Precision, for cyclicity analysis, is the percentage of local variables or stack elements which are proved to be non-cyclical, definitely, before a getfield bytecode. We consider only variables and stack elements of reference type since primitive values are never cyclical; only getfield's since cyclicity information is typically used there, for instance to prove termination of iterations over dynamic datastructures [16] . For better efficiency, we cache the analysis of each bytecode so that, if it is needed twice, we only compute it once. This happens frequently with our magic-sets transformation, which introduces code duplication. For instance, block m1 in Fig. 3 shares three bytecodes which block 1. This technique has been inspired by a similar optimisation of the analysis of magic logic programs, defined in [5] . Since it caches the functional behaviour of the code, it is different from memoisation, which only caches its behaviour for each given input state.
We are not aware of any other cyclicity analysis for Java bytecode. An operational pair-sharing analyser was instead applied [10] to the smallest 4 benchmarks in Fig. 5 , without including the library classes. We asked its authors to try it on our machine and benchmarks, without any answer. They take time P + T + A: P is the preprocessing time, which they do not report. Since they use the generic analyser Soot, we could compute P with Soot version 2.2.2; T is the time to transform the output of Soot into the format required in [10] . We cannot estimate T without the analyser; A is the preliminary running time reported in [10] , normalised w.r.t. the relative speeds of our machine and theirs. Fig. 7 Fig. 8 . Times (in seconds) of our pair-sharing analysis and of the points-to analysis in [8] .
We compared our pair-sharing analysis with the Spark [8] points-to analysis, also based on Soot. Points-to and sharing information are somehow similar. Spark includes all Java libraries in the analysis as also Julia can do. Soot, Spark and Julia are all written in Java. Hence a comparison is relatively fair. Fig. 8 compares the overall running times, including preprocessing. Julia is always faster, up to two orders of magnitude as for Passau; it completes all analyses while Spark stops in three cases with hard-to-understand run-time errors (for jEdit and jess: This operation requires resolving level hierarchy but someclass is at resolving level dangling; for julia: couldn't find class jdd.bdd.BDD, which does not exist and is not used by Julia). We stress that sharing and points-to analyses are anyway different analyses and neither of them is an abstraction of the other. Hence this comparison only indicates that Julia compares well w.r.t. an existing tool.
Our experiments show that denotational analyses of Java bytecode, with a preliminary magic-sets transformation, are feasible, fast and compare well with other analyses. We will soon use widenings [7] to still improve their efficiency.
Our magic-sets transformation is completely independent from the abstract domains, which can be developed without even knowing its existence. Then all abstract domains defined so far for the analysis of Java bytecode can in principle be used in our framework. The domain developer must only specify the internal program points where he wants to observe the results of the analysis, which depends on the specific goal for which he develops the abstract domain.
We use the notation ⇒ n , standing for n ≥ 0 steps of derivation, and the notation ⇒ (r) standing for a single derivation step through rule r.
Proof of Theorem 1
The proof follows from the next 2 propositions. Proposition 2. Let P be a program and k ∈ N. If
Proof. For any n ∈ N, we let Prop ⊆ (n) denote the property:
for any program P and any k ∈ N, if
We prove by induction on n that Prop ⊆ (n) holds for any n ∈ N.
-(Basis) We prove that
, σ in = σ and a is empty. Notice that P (mk) = magic(P (k)) with P (k) = b in . Since the first block of method main has no predecessors and is not called by any method, by the third case of Definition 1, we have P (mk) = rest
-(Induction) Suppose that for each i ≤ n, Prop ⊆ (i) holds. We prove that Prop ⊆ (n + 1) also holds. Assume that
|| σ :: a. Let us consider the rule of Definition 5 that is used in the last derivation step, from a n . (1) is used then a n = ins rest k ⇒ b1 ··· bm || σ :: a and σ = ins(σ ). By inductive hypothesis,
If rule
Moreover,
Consequently, as ins(σ ) = σ, (2) is used then a n is ⇒ ··· has some predecessors, say p 1 , . . . , p l . So, the derivation from b in || σ in to a n has the form
is the first block of method κ.m(τ ) : t, then it has no predecessor and
. Consequently, by the second case of Definition 1, we have
So, we have:
and, by inductive hypothesis,
Consequently, (3) is used then a n has the form
and σ = l || vs :: s || µ . Notice that rule (3) corresponds to the situation where control returns to the caller P (k), since the only rule which can create a new top configuration with a normal block is rule (2) . As a call instruction is always located at the beginning of a block, we have
hence P (k) has some predecessors (because we have assumed that only the starting blocks of the methods have no predecessor and that such blocks do not start with a call), say p 1 , . . . , p l . So, the derivation from b in || σ in to a n has the form 
So we have
Since we have observed that b || σ i ⇒ * k || l || vs || µ , we conclude that
rest mk || l || vs :: s || µ i.e., P (mk) || σ in ⇒ * rest mk || σ . (4) is used then a n has the form
. By the first case of Definition 1,
Hence,
As b in || σ in ⇒ n a n , by inductive hypothesis we have
Consequently,
5. Rule (5) cannot be used. Indeed, b in is a "normal" (i.e., non-magic) block and a normal block does not call any magic block. Hence, the block in a n is not a magic block. 6. Rule (6) cannot be used for the same reasons as above.
Proposition 3. Let P be a program and k ∈ N. If
where rest does not contain any blockcall nor makescope then
for some a.
Proof. For any n ∈ N, we let Prop ⊇ (n) denote the property:
We prove by induction on n that Prop ⊇ (n) holds for any n ∈ N.
-(Basis) We prove that Prop ⊇ (0) holds. Let k ∈ N. Suppose that
where rest does not contain any blockcall nor makescope. Then, σ in = σ and P (mk) = rest mk , so P (mk) does not contain any blockcall nor makescope. Hence, as P (mk) = magic(P (k)), P (mk) is obtained from the third case of Definition 1. Consequently:
has no predecessor, so P (k) is the starting block of a method κ.m(τ ) : t, • each block of P starting with call κ.m(τ ) : t has no predecessor, hence it is the starting block of a method; as the starting block of any method does not start with a call, no block of P starts with call κ.m(τ ) : t. Then κ.m(τ ) : t is the method main and
-(Induction) Suppose that for each i ≤ n, Prop ⊇ (i) holds. We prove that Prop ⊇ (n + 1) also holds. Suppose that
where rest does not contain any blockcall nor makescope. Then, we have P (mk) || σ in ⇒ n a n ⇒ rest mk || σ . Let us consider the rule of Definition 5 that is used in the derivation from a n . (1) is used then a n has the form ins rest mk || σ and σ = ins(σ ). If ins is not a makescope then, by inductive hypothesis,
Consequently, as ins(σ ) = σ,
If ins = makescope κ.m(τ ) : t then, as P (mk) = magic(P (k)), by the second case of Definition 1, which is the only case which introduces a makescope instruction in the code, we have:
• P (k) is the starting block of method κ.m(τ ) : t,
• P (k ) is a predecessor of a block of P , say P (k ), that begins with call κ.m(τ ) : t. Moreover, the derivation from P (mk) || σ in to a n has the form
where P (mk ) || σ in ⇒ * mk || σ in less than n steps. So, by inductive hypothesis, we have
As P (k ) is a successor of P (k ) and P (k ) begins with call κ.m(τ ) : t, we have
and σ = ins(σ ):
2. Rule (2) cannot be used because otherwise the length of the resulting activation stack would be at least equal to 2. Here, the resulting activation stack is rest mk || σ , whose length is equal to 1.
3. If rule (3) is used then a n has the form k || l || vs || µ :: rest mk || l || s || µ and σ = l || vs :: s || µ . Notice that rule (3) corresponds to the situation where control returns to the caller P (mk). So, the derivation from P (mk) || σ in to a n has the form
, b is the starting block of κ.m(τ ) : t and
Note that the block call κ.m(τ ):t rest mk does not contain any blockcall nor makescope, since rest does not contain them. Hence, by inductive hypothesis:
4. Rule (4) cannot be used. Indeed, in this rule the top of the resulting activation stack is b i || σ where b i is not a magic block, while here rest mk is a magic block. 5. Rule (5) cannot be used because otherwise the length of the resulting activation stack would be at least equal to 2. Here, the resulting activation stack is rest mk || σ , whose length is equal to 1.
6. If rule (6) is used then a n has the form mk || σ :: rest mk || σ .
Since only rule (5) pushes a magic block on top of the stack, block P (mk) has the form blockcall ···mk ··· rest mk and the derivation P (mk) || σ in ⇒ * a n has the form
mk || σ . Moreover, as rest does not contain any makescope, P (mk) is obtained from P (k) using the first case of Definition 1. Consequently, P (k) has the form rest
|| σ :: a.
Proof of Proposition 1
We first need a lemma.
Lemma 1. Let ins be a bytecode instruction and {ι j } j∈J ⊆ I with J ⊆ N. Then
Proof. If ins is not a call nor a blockcall, then
If ins is a call κ.m(τ ) : t and b κ.m(τ ):t is the block where κ.m(τ ) : t starts then, since extend has been extended to sets of denotations:
If ins is a blockcall mp 1 · · · mp l then
We can now prove Proposition 1:
Proof. Let {ι j } j∈J ⊆ I with J ⊆ N. We prove that
for all blocks b.
with k > 0 and m > 0 (the cases when k = 0 or m = 0 are considered later). We have:
which by Lemma 1 is equal to
Since ; is the extention of ; over sets of denotations, it is by definition additive; the same holds for ∪. Since the composition of additive functions is additive, Equation (7) can be rewritten into
The cases when k = 0 or m = 0 follow similarly: when k = 0 we remove the interpretations of the instructions ins 1 , . . . , ins m ; when m = 0 we remove the interpretations of the blocks b 1 , . . . , b m .
Proof of Theorem 2
Lemma 2. Let b || σ be a state such that b || σ ⇒. Then b has the form .
Proof. The proof follows from these remarks:
with n = 0, otherwise one of the rules (1), (2) and (5) of Definition 5 would be applicable to b || σ . Note that when ins 1 is a call then rule (2) is applicable since the Java bytecode is verifiable [9] . 
Proof. For any n ∈ N, block b and state σ in , we let Prop ⊆ (n) denote the property:
-(Basis) We prove that Prop ⊆ (0) holds. Suppose that
Then, b = b and σ out = σ in . So, by Lemma 2, b has the form . Consequently, [[b] ] DP = {id }. Hence, as id (σ in ) = σ in , we have
Prop ⊆ (n + 1) also holds. Assume that
Let us consider the rule of Definition 5 that is used in the first derivation step. By inductive hypothesis, 
Consequently, by Definition 8,
Let
. By Definition 10,
As b a || l || vs :: s || µ ⇒ * b || σ out in less than n steps, by inductive hypothesis
DP such that δ 2 ( l || vs :: s || µ ) is defined and σ out = δ 2 ( l || vs :: s || µ ). So, by (8), we have
Notice that, by Definition 11,
DP . Consequently,
3. Rule (3) cannot be used because it requires a starting activation stack whose length is at least equal to 2. Here, the starting activation stack is b || σ in , whose length is equal to 1. where i ∈ {1, . . . , m}. Notice that, by Definition 10,
Moreover, for each j ∈ {1, . . . , m}, we have [
As b i || σ in ⇒ n b || σ out , by inductive hypothesis where i ∈ {1, . . . , l}. The derivation from a to b || σ out has the form
where P (mp i ) || σ in ⇒ * mpi || σ in less than n steps. Notice that mpi || σ ⇒. So, by inductive hypothesis,
Moreover, for each j ∈ {1, . . . , l}, [[P (mp j )]] DP = T P (D P )(P (mp j )) by Definition 11. As D P is the least fixpoint of
As b a || σ ⇒ * b || σ out in less than n steps, by inductive hypothesis
6. Rule (6) cannot be used because it requires a starting activation stack whose length is at least equal to 2. Here, the starting activation stack is b || σ in , whose length is equal to 1.
Proposition 5. Let b a block (not necessarily of P ) and σ in an initial state for b. Then,
Proof. Notice that, by Definition 12, D P = i≥0 T i P . Hence, for any n ∈ N, we let Prop ⊇ (n) denote the property:
We prove by induction on n that Prop ⊇ (n) holds for any n ∈ N. Without loss of generality, suppose that b has the form
with k ≥ 0 and m ≥ 0.
-(Basis) We prove that Prop ⊇ (0) holds.
• If m = 0 or if there is a i ∈ {1, . . . , k} such that ins i is a call or a blockcall, then, as T • If m = 0 and, for each i ∈ {1, . . . , k}, ins i is not a call nor a blockcall then, by Definition 10, we have
Moreover, by Definition 5,
. . .
i.e., Prop ⊇ (0) holds.
-(Induction) Suppose that Prop ⊇ (n) holds. We prove that Prop ⊇ (n + 1) also holds. Then, proceeding as in case 1 above, we prove that δ(σ in ) ∈ {σ out | b || σ in ⇒ * b || σ out ⇒ }.
