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Abstract. Mediante este art́ıculo proponemos el uso de una ontoloǵıa
como base esencial para construir aplicaciones Big Data determinando
qué se entiende por aplicación Big Data, cuáles son sus caracteŕısticas
particulares o de qué depende que una aplicación sea o no sea Big
Data. Como primer paso hacia la caracterización de las aplicaciones Big
Data, este art́ıculo presenta diversas técnicas actuales Big Data de man-
era homogeneizada. Y posteriormente, se propone una ontoloǵıa inicial
basada tanto en los antecedentes del término Big Data, como en la ho-
mogeneización de las técnicas realizada.
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1 Introducción
En la actualidad, existen millones de aplicaciones de todo tipo en el mercado:
aplicaciones móviles, aplicaciones web, aplicaciones de entretenimiento, aplica-
ciones de negocios, y en los últimos años proliferan cada vez con mayor frecuencia
las aplicaciones Big Data [29].
Sin embargo, la carencia de un consenso para definir el término Big Data da
lugar a ambigüedad e incluso contrariedades que afectan a la comprensión y el
desarrollo de nuevas aplicaciones Big Data [13]. La finalidad de este art́ıculo es
dar solución al desaf́ıo de carácter conceptual que surge a la hora de desarrollar
aplicaciones y servicios basados en Big Data en entornos industriales.
Para alcanzar el consenso ontológico necesario que determine con precisión el
soporte conceptual de las nociones utilizadas en las aplicaciones Big Data, este
articulo presenta de manera homogeneizada las técnicas Big Data usadas más
frecuentemente en aplicaciones para el tratamiento de textos. Posteriormente,
dichas técnicas se han empleado como base para proponer una ontoloǵıa que
sirva para caracterizar las aplicaciones Big Data.
Las secciones de este art́ıculo se estructuran de la siguiente manera: La
Sección 2 presenta una visión general del concepto Big Data. Posteriormente,
la Sección 3 caracteriza las principales técnicas Big Data para el tratamiento
de texto. En la sección 4, se presenta la ontoloǵıa para la caracterización de las
aplicaciones Big Data. Finalmente, en las Secciones 5 y 6, se discute y concluye
el trabajo.
2 Background
En esta primera sección, se presenta una visión en conjunto de las aplicaciones
Big Data, qué son y qué proceso siguen para alcanzar su objetivo. En el primer
apartado, se recopilan varias definiciones de Big Data pertenecientes al sector
industrial. Mediante dichas definiciones, se obtiene la visión en conjunto de qué
se entiende por Big Data, al mismo tiempo que se plantean discusiones respecto
a dicho término. Y el segundo apartado se centra en los pasos que lleva a cabo
una aplicación Big Data para lograr su cometido, es decir, en el proceso que
siguen las aplicaciones Big Data.
2.1 Definición de Big Data
Mediante las siguientes definiciones se pretende identificar qué caracteŕısticas
capacitan a una aplicación como Big Data y la diferencia del resto de aplica-
ciones no Big Data. Todas estas definiciones provienen de empresas técnologicas
reconocidas.
Big data is being generated by everything around us at all times. Every digi-
tal process and social media exchange produces it. Systems, sensors and mobile
devices transmit it. Big data is arriving from multiple sources at an alarming ve-
locity, volume and variety. To extract meaningful value from big data, you need
optimal processing power, analytics capabilities and skills.
IBM [24]
Big data describes a holistic information management strategy that includes
and integrates many new types of data and data management alongside tradi-
tional data. Big data has also been defined by the four Vs: Volume (The amount
of data), Velocity(The fast rate at which data is received and perhaps acted
upon), Variety (New unstructured data types), and Value( (Data has intrinsic
value—but it must be discovered).
Oracle [33]
Big data is a term that describes the large volume of data – both structured
and unstructured – that inundates a business on a day-to-day basis. But it’s not
the amount of data that’s important. It’s what organizations do with the data
that matters. Big data can be analyzed for insights that lead to better decisions
and strategic business moves.
SAS [38]
Por lo tanto, algunas definiciones se basan en el principio de la tres V’s: volu-
men, velocidad y variedad, modificándolo incluyendo otras caracteŕısticas cómo
veracidad o valor. Este principio fue enunciado por primera vez por Doug Laney
[12] cómo forma de explotar los retos en el manejo de datos teniendo en cuenta
esas tres dimensiones volumen, velocidad y variedad. El volumen hace referencia
a la gran cantidad de los datos, la velocidad hace referencia a la rapidez con
que son creados, almacenados y procesados, y la variedad hace referencia a los
distintos tipos de datos: estructurados, semi-estructurados o no-estructurados.
Partiendo de estas tres caracteŕısticas, algunas definiciones incluyen otras nuevas
como valor que hace referencia a la importancia que tienen ciertos datos sobre
otros dentro del gran volumen de datos generados.
También, existen definiciones que reconocen el volumen de datos, la veloci-
dad o su variedad como caracteŕısticas, pero Big Data es definida en función
del impacto del conocimiento generado en la sociedad [30]. Y otras definiciones
ponen en duda que el volumen de los datos sea una caracteŕıstica relevante para
definir Big Data aunque actualmente los datos disponibles sean muchos [7].
Partiendo que Big Data es un término que surgió en el campo empresarial, e
incluso después de varios años sigue evolucionando a medida que las soluciones
Big Data proliferan, algunos investigadores han intentado asentar y contextu-
alizar el término en base a las diversas definiciones del mismo [42][10][16]. Pero,
al igual que en el entorno empresarial la importancia del volumen de los datos, la
velocidad, la variedad, el valor, la veracidad u otras caracteŕısticas para definir
y caracterizar el término Big Data está en discusión.
2.2 Proceso Big Data
Teniendo en cuenta las definiciones anteriores, podemos deducir que una apli-
cación Big Data tendrá como entrada unos datos (de mayor o menor tamaño,
estructurados de alguna manera o sin estructurar) y cómo salida se generará
cierto conocimiento. Pero hasta el momento desconocemos el proceso para lo-
grar alcanzar ese conocimiento. Por esta razón, a partir de diferentes art́ıculos
académicos dentro del campo [3][9][19][25][35], se ha generalizado la Fig. 1 que
muestra los siguientes pasos para los procesos Big Data:
A. Raw Data. La entrada de un proceso Big Data está formada por datos
que provienen de diversos recursos como son las redes sociales, los dispositivos
wearables o los blogs. Además, dichos datos pueden ser de diversos tipos como
texto, audio, o video.
B. Clasificación. Los datos pueden ser almacenados en diversas fuentes o
procesados directamente. Por lo tanto, los datos pueden ser almacenados en una
fuente u otra, o incluso ser procesados en tiempo real en función de diversos
criterios.
C. Almacenamiento. A la hora de procesar los datos se seleccionan una o más
fuentes de las que extraer sus datos. Los datos pueden provenir tanto de fuentes
internas como las bases de datos de una empresa, como de fuentes externas como
Internet. Por lo tanto, es necesario conocer donde se encuentran almacenados
los datos a procesar, y tener en cuenta que pueden estar almacenados en más de
una fuente.
D. Preparación de Datos. Los datos pueden ser preparados para darles un
formato concreto para aplicar cierta técnica o extraer de ellos cierta carac-
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Fig. 1. Visión en conjunto de un Proceso Big Data.
E. Análisis. Se emplean técnicas Big Data en función del conocimiento
a obtener. Analizar, extraer información, predecir, clasificar, filtrar o resumir,
generar patrones u ontoloǵıas, hacer estad́ıstica o aprender de manera automática
son algunas de las operaciones.
F. Visualización. El conocimiento generado se visualiza mediante reportes,
representaciones gráficas o herramientas de visualización.
Teniendo en cuenta este proceso, es posible deducir algunos conceptos rele-
vantes de Big Data y relacionarlos entre śı como base para una ontoloǵıa que
defina de manera precisa las aplicaciones Big Data. Pero mientras que la mayoŕıa
de estos conceptos son fácilmente entendibles, el concepto ’Técnica Big Data’
puede resultar complejo de conceptualizar teniendo en cuenta la gran variedad
de técnicas que existen. Por esta razón el primer paso es la caracterización de
las técnicas Big Data.
3 Caracterización de las Técnicas Big Data
Hoy en d́ıa, existe un gran número de técnicas Big Data que pueden ser em-
pleadas para el tratamiento de diversos tipos de datos como textos, audios o
videos [17]. Dado el gran volumen de técnicas existentes, este art́ıculo se enfoca
como punto de partida en las principales técnicas Big Data para el tratamiento
de texto.
Partiendo de estas técnicas, en este apartado se lleva a cabo una homo-
geneización de dichas técnicas como base para proponer una ontoloǵıa para car-
acterizar las aplicaciones Big Data. Para llevar a cabo dicha homogeneización,
en primer lugar, se han agrupado las técnicas teniendo en cuenta cómo se gen-
era el conocimiento a partir de unos datos: Question Answering, Information
Extraction, Text Summarization, Clustering, Sentiment Analytics, o Predictive
Analytics. Por ejemplo, teniendo en cuenta sinopsis de diferentes peĺıculas el
primer grupo de técnicas (Question Answering) seŕıa capaz de contestar a pre-
guntas como ¿Quien es el personaje principal?, el segundo grupo de técnicas
(Information Extraction) seŕıa capaz de extraer conocimiento como el nombre
de los actores o las fechas de estreno, el tercer grupo de técnicas (Text Sum-
marization) seŕıa capaz de resumir dichas sinopsis, el cuarto grupo de técnicas
(Clustering) seŕıa capaz de clasificar las sinopsis teniendo en cuenta algún cri-
terio como el año de estreno o el tipo de peĺıcula, el quinto grupo de técnicas
(Sentiment Analytics) seŕıa capaz de evaluar las peĺıculas en función de los votos
de los usuarios, y el sexto grupo de técnicas (Predictive Analytics) seŕıa capaz de
predecir qué tipo de peĺıculas serán las más vistas en los próximos años teniendo
en cuenta cuales son las más vistas en la actualidad.
En segundo lugar, dichas técnicas son clasificadas en función de su enfoque,
es decir, en función de cómo una técnica lleva a cabo su cometido. Por ejem-
plo, existen técnicas Big Data que generan resúmenes extrayendo las frases más
relevantes de un texto, mientras que otras técnicas emplean la semántica para
escribir un resumen cuyas frases no forman parte del texto original.
Y en tercer lugar, para cada técnica se han descrito los datos de entrada y
el conocimiento que genera. Tanto los nombres de las agrupaciones, como los
nombres de los enfoques y las técnicas son términos empleados frecuentemente
en art́ıculos académicos para definir dichos conceptos.
A continuación, se presenta una tabla por cada grupo de técnicas teniendo en
cuenta los diferentes enfoques posibles, las técnicas Big Data correspondientes
a dicho enfoque, los datos de entrada y el conocimiento de salida. Se incluyen
también algunos ejemplos que ilustran de manera sencilla tanto los datos de
entrada como el conocimiento de salida para facilitar su comprensión.
– QUESTION ANSWERING: Responder a una pregunta. Partiendo de una
pregunta formulada en lenguaje natural, la técnicas pertenecientes a Ques-
tion Answering buscan la respuesta a dicha pregunta dentro de un texto.
[37][23][27][22]















































(1) Texto original y
(2)Pregunta y (3)
Historico o patrones







zon? y (3) “X vende
Y,X tiene Y”.
Tiene millones de pro-
ductos.
– INFORMATION EXTRACTION (IE): Extraer información estructurada a
partir de documentos de texto con información no estructura o semi estruc-
turada.[5][40][26][43][4][11][28][15]
Table 2. Técnicas para la extracción de información
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(1) “Luis nació en
Zaragoza” y (2) “X
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(Persona, Origen),
(Luis, Zaragoza)
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(1) “Luis es de
Zaragoza”, (2) “Maŕıa
es de España, Álvaro es
Belga.” y (3) “X es Y”.
(Persona, Origen),
(Luis, Zaragoza)
– TEXT SUMMARIZATION: Resume el texto en otro texto de menor longitud
pero que contiene las partes más importantes del original. [1][20][21][18][2]
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– CLUSTERING: Agrupa un conjunto de objetos de tal manera que los ob-
jetos en el mismo grupo (cluster) son similares entre śı en un sentido u
otro.[1][39] Como es posible observar en la tabla 4, las técnicas para agrupar
no están divididas según su enfoque o no se han encontrado descripciones de
los enfoques en art́ıculos académicos.
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– SENTIMENT ANALYSIS/ OPNION MINING: Identificar y extraer infor-
mación subjetiva.[8][34][14][6]
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(1) “Mi móvil es ge-
nial” y (2) “Es abur-
rido, negativa; Es ge-
nial, positiva.”
Positiva.
– PREDICTIVE ANALYTICS: Engloba una gran variedad de técnicas es-
tad́ısticas de modelado predictivo, aprendizaje automático y mineŕıa de datos
que realizan predicciones o determinan eventos desconocidos basándose en
datos actuales e históricos.[32][36][31]
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4 Ontoloǵıa
En esta sección, se describe una ontoloǵıa inicial para identificar y definir de
manera precisa los conceptos esenciales de una aplicación Big Data tomando
como punto de partida la caracterización de las técnicas Big Data realizada en la
sección anterior. Mediante las siguientes definiciones, se describen los conceptos
que conformaŕıan la ontoloǵıa fundacional que se propone en este art́ıculo.
Conocimiento: Resultado que se busca a partir de una Aplicación Big Data,
y cuya finalidad es el manejo y compresión de los datos.
Datos: Conjunto de información donde se encuentra integrado el conocimiento
que se pretende obtener.
Caracteŕısticas: Los datos poseen ciertas caracteŕısticas en cuanto a su
volumen, su variedad (estructurados, semi-estructurados, no-estructurados), su
velocidad de creación, almacenamiento o procesado, su valor o relevancia para
obtener cierto conocimiento, o su veracidad.
Fuentes: Los datos pueden ser almacenados en diversas fuentes, por lo tanto
para obtener un conocimiento es posible que sea necesario manejar varias fuentes
a la vez.
Técnicas: Están formadas por un conjunto de procedimientos cuya finalidad
es lograr obtener cierto conocimiento basándose en datos.
Enfoque: Las técnicas pueden clasificarse teniendo en cuenta el punto de
vista que siguen para manejar datos y obtener un conocimiento.
Formato: Cada técnica maneja los datos ordenándolos de una manera es-
pećıfica para facilitar su compresión y análisis. Por lo tanto, tanto los datos
de entrada cómo el conocimiento que se genera serán consecuentes con dicho
formato.
Estas podŕıan ser definiciones básicas de los principales conceptos involucra-
dos a la hora de crear Aplicaciones Big Data. Sus relaciones están gráficamente
representadas en el siguiente diagrama:
CONOCIMIENTO
TÉCNICA DATOS
FORMATO ENFOQUE CARACTERÍSTICAS FUENTE
Fig. 2. Modelo Conceptual de las Aplicaciones Big Data
Una Aplicación Big Data sirve para obtener el conocimiento que el usuario
quiere o necesita, a partir de ciertos datos y empleando técnicas espećıficas.
Dichos datos provienen de diversas fuentes (bases de datos, tiempo real o docu-
mentos) y poseen ciertas caracteŕısticas que dificultan su manejo y comprensión
cómo su volumen, su variedad o su velocidad de creación. Por lo que es nece-
sario aplicar técnicas espećıficas que mediante ciertos enfoques cómo utilización
de ecuaciones matemáticas, extracción de palabras clave, aprendizaje automático
o jerarqúıas, y mediante la descripción de los datos con un formato espećıfico
consiguen obtener el conocimiento deseado.
5 Discusión
La ontoloǵıa definida en la sección anterior se basa en el estudio previo de las
aplicaciones Big Data para texto, pero existen también aplicaciones Big Data
que son empleadas en otras áreas como las aplicaciones de análisis de información
genética en medicina, o las aplicaciones de tratamiento de las imágenes o video
para reconocer objetos, o las aplicaciones para procesar el sonido y la voz para
ejecutar instrucciones o comandos. La principal ventaja de la ontoloǵıa definida
es que es tan general que todas estas aplicaciones podŕıan basarse en dicha on-
toloǵıa. Por ejemplo, el conocimiento en una aplicación de análisis de información
genética estaŕıa formado por los patrones obtenidos a partir de la información
genética de las personas, la información genética seŕıan los datos que se recopilan
de diferentes personas o bases de datos (fuentes) y cuyo volumen y complejidad
(caracteŕısticas) dificultan ver a simple vista sus similitudes y diferencias para
generar los patrones manualmente. Una de las técnicas más empleadas para re-
conocimiento de patrones (enfoque) en análisis de información genética [41] es
Support Vector Machine cuyo formato tanto de los datos de entrada como del
conocimiento que se genera está formado por vectores de caracteŕısticas.
6 Conclusión
Como parte de este trabajo, hemos presentado una homogeneización de las prin-
cipales técnicas Big Data empleadas para el tratamiento de textos como base de
una ontoloǵıa que identifica y define los conceptos esenciales de las Aplicaciones
Big Data. Proponemos emplear esta ontoloǵıa como primer paso para alcanzar
el consenso ontológico necesario para que el soporte conceptual preciso de las
nociones utilizadas en Big Data esté perfectamente determinado. Además, nue-
stro siguiente paso implica el enriquecimiento de esta ontoloǵıa para otorgarle
mayor precisión.
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