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Abstract
We show that the emptiness problem for two-way nondeterministic ﬁnite automata augmented with
one reversal-bounded counter (i.e., the counter alternates between nondecreasing and nonincreasing
modes for a ﬁxed number of times) operating on bounded languages (i.e., subsets of w∗1 . . . w∗k for
some nonnull words w1, . . . , wk) is decidable, resolving an open problem. The proof is a rather
involved reduction to the solution of a special class of Diophantine systems of degree 2 via a class of
programs called two-phase programs.
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1. Introduction
The automata theory tries to answer questions concerning the relationship between for-
mal languages and automata that recognize the languages.A fundamental decision question
concerning any class of language recognizers is whether the emptiness problem (for the
class) is decidable, i.e., whether there exists an algorithm to decide the following question:
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given an arbitrary machine M in the class, is the language accepted by M empty? Decid-
ability of emptiness could lead to the decidability of other questions such as containment,
equivalence, etc.
The simplest recognizers are the ﬁnite automata. It is well-known that all the different
varieties of ﬁnite automata (one-way, two-way, etc.) are effectively equivalent, and the class
has a decidable emptiness problem.When the two-way ﬁnite automaton is augmented with
a storage device, such as a counter, a pushdown stack or a Turing machine tape, emptiness
becomes undecidable (no algorithms exist). In fact, it follows from a result in [12] that the
emptiness problem is undecidable for two-way ﬁnite automata augmented with one counter
(even on a unary input alphabet). If one restricts the machines to make only a ﬁnite number
of turns on the input tape, the emptiness problem is still undecidable, even for the case when
the input head makes only one turn [5]. However, for such machines with one-way input,
the emptiness problem is decidable, since they are simply pushdown automata with a unary
stack alphabet.
Restricting the operation of the counter to a two-way one-counter machine makes the
emptiness problem decidable for some classes. For example, it has been shown that empti-
ness is decidable for two-way counter machines whose input head is ﬁnite-crossing (i.e.,
for all inputs, the number of times the input head crosses the boundary between any two ad-
jacent cells is bounded by a ﬁxed number) and whose counter is reversal-bounded (i.e., the
number of alternations between nondecreasing mode and nonincreasing mode is bounded
by a ﬁxed number, independent of the input) [5]. Interestingly, when the two-way input is
unrestricted but the counter is reversal-bounded, emptiness is decidable when the machine
is deterministic and accepts a bounded language (i.e., a subset of w∗1 . . . w∗k for some ﬁxed
nonnull words w1, . . . , wk) [4]. This result was later shown to hold for the general case
when the input is not over a bounded language [7], by a reduction to the bounded case. These
machines are quite powerful. They can accept fairly complex languages. For example, such
a machine can recognize the language consisting of strings of the form 0i1j where i divides
j. A question left open in [4,7] is whether the aforementioned decidability of emptiness
holds for nondeterministic machines (over bounded or unbounded languages). Our main
result settles this question for the bounded case. More precisely, we show that the emptiness
problem for two-way nondeterministic ﬁnite automata augmented with a reversal-bounded
counter over bounded languages is decidable. The proof is an involved reduction to the
solution of a special class of systems of quadratic Diophantine equations, which we show
are decidable. The systems are more general than the ones used in [4], where the emptiness
problem for the deterministic case was reduced to a simpler system (that was shown decid-
able in [9].) Moreover, unlike the proof for the deterministic case [4], where the reduction
from the machine to the system of equations was carried out in one step, in our proof for the
nondeterministic case, we use an intermediate machine model, called two-phase programs.
At present, we are not able to generalize this result to the case when the input to the machine
does not come from a bounded language. We note that when the machines are augmented
with two reversal-bounded counters, emptiness is undecidable, even when the machines are
deterministic and accept only bounded languages [5].
The rest of this paper is organized as follows. In Section 2, we introduce some known
results on reversal-bounded counters and number theory. These results are used in the
proof of our main theorem. In Section 3, we show a decidable class of Diophantine sys-
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tems of degree 2. The Diophantine systems are used in Section 4 to establish that a class
of simple programs has a decidable emptiness problem. The main theorem follows in
Section 5 by reducing it to the simple programs. Section 6 compares the computing ca-
pabilities of nondeterministic and deterministic two-way one-counter machines with one
reversal-bounded counter. Section 7 is a brief conclusion.
2. Preliminaries
Let c be a nonnegative integer. A c-counter machine is a two-way nondeterministic ﬁnite
automaton (two-way NFA) with input endmarkers augmented with c counters, each of
which can be incremented by 1, decremented by 1, and tested for zero.We assume, w.l.o.g.,
that each counter can only store a nonnegative integer, since the sign can be stored in the
states. If r is a nonnegative integer, let 2NCM(c,r) denote the class of c-counter machines
where each counter is r-reversal-bounded; i.e., it makes at most r alternations between
nondecreasing and nonincreasing modes in any computation; e.g., a counter whose values
change according to the pattern 0 1 1 2 3 4 4 3 2 1 0 1 1 0 is 3-reversal, where the reversals are
underlined. For convenience, we sometimes refer to a machine in the class as a 2NCM(c,r).
A 2NCM(c,r) is ﬁnite-crossing if there is a positive integer d such that in any computation,
the input head crosses the boundary between any two adjacent cells of the input nomore than
d times. Note that a 1-crossing 2NCM(c,r) is a one-way nondeterministic ﬁnite automaton
augmented with c r-reversal counters. 2NCM(c) will denote the class of c-counter machines
whose counters are r-reversal-bounded for some given r. For deterministic machines, we
use ‘D’ in place of ‘N’. If M is a machine, L(M) denotes the language that M accepts.
A language is strictly bounded over k symbols a1, a2, . . . , ak if it is a subset of a∗1a∗2 . . . a∗k .
A language is bounded over k nonnull wordsw1, w2, . . . , wk if it is a subset ofw∗1w∗2 . . . w∗k .
A straightforward argument shows that a machine of any type studied in this paper accepts
a nonempty bounded language if and only if there is another machine of the same type that
accepts a nonempty strictly bounded language. Sowhen dealingwith the emptiness question
for machines over bounded languages, we need only handle the case when the machines
accept strictly bounded languages. For convenience we will use the term bounded language.
There are other equivalent deﬁnitions of “boundedness” that we will use in the paper. We
will need the following results.
Theorem 2.1. The emptiness problem is decidable for the following classes: (a) 2DCM(1)
[7], (b) 2NCM(c) over a unary alphabet (i.e., over a bounded language on one symbol) [7],
and (c) ﬁnite-crossing 2NCM(c) for every c [3,5].
Next, we recall the deﬁnitions of (semi)linear sets and their connection to counter ma-
chines. Let N be the set of nonnegative integers and k be a positive integer. A subset S
of Nk is a linear set if there exist vectors v0, v1, . . . , vt in Nk such that S = {v | v =
v0 + b1v1 + · · · + btvt , bi ∈ N}. The vectors v0 (referred to as the constant vector) and
v1, v2, . . . , vt (referred to as the periods) are called the generators of the linear set S. The
set S ⊆ Nk is semilinear if it is a ﬁnite union of linear sets. Clearly, semilinear sets are
closed under union. Let  = {a1, a2, . . . , ak} be an alphabet. For each word w in ∗,
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deﬁne the Parikh map of w to be (w) = (|w|a1 , |w|a2 , . . . , |w|ak ), where |w|ai denotes
the number of symbol ai’s in word w, 1 ik. For a language L ⊆ ∗, the Parikh map of
L is (L) = {(w) | w ∈ L}. The language L is semilinear if (L) is a semilinear set.
Obviously, if the languages accepted by machines in a class C are effectively semi-
linear (that is, for each M in C, the semilinear set S = (L) can be effectively con-
structed), then the emptiness problem forC is decidable.Wewill need the following theorem
from [5].
Theorem 2.2. Let M be a ﬁnite-crossing 2NCM(c). Then (L(M)) is a semilinear set
effectively computable from M.
Note that the result above is not true for machines that are not ﬁnite-crossing. For
example, a 2DCM(1,1) can recognize the language {0i1j | i divides j}, which is not
semilinear.
Let X be a ﬁnite set of nonnegative integer variables. An atomic Presburger relation on
X is either an atomic linear relation x∈Xaxx < b, or a mod constraint x ≡d c, where
ax, b, c and d are integers with 0c < d . A Presburger formula can always be constructed
from atomic Presburger relations using ¬ and ∧. Presburger formulas are closed under
quantiﬁcation. Let Q be a set of n-tuples (j1, . . . , jn) in Nn. Q is Presburger-deﬁnable if
there is a Presburger formulap(x1, . . . , xn) such that the set of nonnegative integer solutions
of p is exactly Q. It is known that Q is a semilinear set iff Q is Presburger-deﬁnable [2].
One may already notice that, for the purpose of this paper, we deﬁne a Presburger formula
only over nonnegative integer variables (instead of integer variables).
Let T (B, x) be a Presburger formula in two nonnegative integer variables B and x. T is
unitary if T is a conjunction of atomic Presburger relations and each atomic linear relation
in T is in the form of a1B + a2x < b with a2 ∈ {−1, 0, 1}. We say that T is 1-mod-free
(resp. 2-mod-free) if T does not contain any mod constraints in the form of B ≡d b (resp.
x ≡d b) for any b, d. We say T is mod-free if T is 1-mod-free and 2-mod-free. T is a
point if T is x = a ∧ B = b for some a, b ∈ N. T is a line if T is x = aB + b, or T
is B = b (called a vertical line), for some a, b ∈ N. T is a sector if T is xaB + b, or
T is aB + bxa′B + b′, for some a < a′, bb′ ∈ N. Observe that if T is mod-free
and unitary, then for each sufﬁciently large d, T (d + B, x) can be written into a (ﬁnite)
disjunction of points, lines, and sectors.
An atomic D-formula over nonnegative integer variables x1, . . . , xn is either f (x1, . . . ,
xn) = 0 or a divisibility f (x1, . . . , xn)|g(x1, . . . , xn),where f and g are linear polynomials
with integer coefﬁcients.AD-formula can be built from atomicD-formulas using∧,∨, and
∃. Notice that a Presburger formula is also a D-formula. If a D-formula does not contain
∃-quantiﬁers, the formula is called a ground formula. A set Q of n-tuples (j1, . . . , jn) in
Nn is D-deﬁnable if there is a D-formula p(x1, . . . , xn) such that the set of nonnegative
integer solutions of p is exactly Q. As stated in the Lipshitz’s Theorem [9], the satisﬁability
of D-formulas is decidable. We will also need some basic results in number theory.
Theorem 2.3. Let m1,m2 be positive integers and r1, r2 be nonnegative integers. The
following two items are equivalent: (1) There is a nonnegative integer solution of n to
m1|(n− r1) ∧m2|(n− r2), (2) gcd(m1,m2)|r1 − r2.
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Theorem 2.3 follows from the following result in [10]: for any positive integers m1,m2
and integers r1, r2, gcd(m1,m2) | r1 − r2 if and only if there exists a nonnegative integer n
such that n ≡m1 r1 and n ≡m2 r2. We will also need the following well-known theorem of
Frobenius.
Theorem 2.4. Let a1, . . . , an be positive integers. Then there exists a positive integer b0
such that, for each integer bb0 with gcd(a1, . . . , an)|b, the linear equation a1x1 + · · · +
anxn = b has nonnegative integer solutions.
Given n positive integers a1, . . . , an with gcd(a1, . . . , an) = 1, the Frobenius problem
is to determine the greatest integer g(a1, . . . , an) not in the set {a1x1 + · · · + anxn :
x1, . . . , xn ∈ N}. It is well-known that g(a1, a2) = a1a2 − a1 − a2. In 1942, Brauer [1]
proved that g(a1, . . . , an)
∑n
k=1 ak
(
dk−1
dk
− 1
)
where d0 = 0 and dk = gcd(a1, . . . , ak)
for k = 1, . . . , n. In 1992, Kannan [8] showed that for any ﬁxed n there is an algorithm
in polynomial time to compute g(a1, . . . , an). In 1996, Ramirez-Alfonsin [13] proved that
the Frobenius problem is NP-hard.
The main theorem of the paper is that the emptiness problem for 2NCM(1) over bounded
languages is decidable.Thenext three sections constitute the entire proof.Weﬁrst investigate
a class of decidable Diophantine systems of degree 2 in Section 3. Then, we show that the
emptiness problem for so-called “two-phase programs” is decidable in Section 4. The main
theorem follows in Section 5 by reducing the emptiness problem for 2NCM(1) over bounded
languages to the emptiness problem for two-phase programs.
3. A decidable class of Diophantine systems of degree 2
It is well-known that, in general, it is undecidable to determine if a Diophantine system
of degree 2 (i.e., a ﬁnite set of Diophantine equations of degree 2) has a nonnegative integral
solution [11]. In this section, we exhibit a nontrivial decidable class of Diophantine systems
of degree 2. We will use this result later.
Let u, s1, . . . , sm, t1, . . . , tn, B1, . . . , Bk be nonnegative integer variables. A positive
linear polynomial over B1, . . . , Bk is in the form of a0 + a1B1 + · · · + akBk where
each ai , 0 ik, is a nonnegative integer. In this section, U,Ui,,i , V , Vj ,,j
(1 im, 1jn) are positive linear polynomials over B1, . . . , Bk . Consider the fol-
lowing inequalities:
∑
1 im
Uisi + Uu ∑
1 im
Uisi + U + ∑
1 im
i si +  (1)
and
∑
1 jn
Vj tj + V u ∑
1 jn
Vj tj + V + ∑
1 jn
j tj + . (2)
Let be a predicate on nonnegative integer k-tuples satisfying, for all nonnegative integers
B1, . . . , Bk ,(B1, . . . , Bk) is true iff the conjunction of (1) and (2) has a nonnegative inte-
ger solution for u, s1, . . . , sm, t1, . . . , tn. The following lemma states that  is effectively
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D-deﬁnable; i.e., a D-formula deﬁning can be computed from the description of (1) and
(2). The proof uses Theorems 2.4 and 2.3.
Lemma 3.1. The predicate(B1, . . . , Bk) deﬁned above is effectively D-deﬁnable.
Proof.Wewill construct theD-formula that deﬁnes(B1, . . . , Bk) as required. Inequalities
(1) and (2) can be rewritten into the following equations by introducing new nonnegative
integer variables x, y, z, w:
∑
1 im
Uisi = u− x − U, (3)
∑
1 im
i si = y + x − , (4)
∑
1 jn
Vj tj = u− z− V, (5)
∑
1 jn
j tj = w + z− . (6)
Observe that, for all nonnegative integers B1, . . . , Bk ,(B1, . . . , Bk) iff the equation sys-
tem of (3)–(6) has a nonnegative integer solution for u, s1, . . . , sm, t1, . . . , tn, x, y, z, w. Let
us ﬁx a 4-tupleof subsets (1, 2, 3, 4),where1, 2 ⊆{1, . . . , m}, 3, 4 ⊆ {1, . . . , n}.
1 derives a zero-condition on B1, . . . , Bk that makes each coefﬁcient Ui in Eq. (3) with
i ∈ 1 not zero (all the others are zero). That is, the zero-condition of 1 is
∧
i∈1
Ui(B1, . . . , Bk) > 0 ∧ ∧
i ∈1
Ui(B1, . . . , Bk) = 0.
Similarly, we may deﬁne the zero-conditions of 2, 3 and 4 but for the other three equa-
tions (i.e., (4), (5) and (6), respectively). The zero-condition Z of  is the conjunction of
the four zero-conditions derived from 1, 2, 3, 4. Notice that Z is Presburger, hence
D-deﬁnable. We use  to denote  ∧ Z. Clearly, since there are only ﬁnitely many
choices for  and  = ∨, it sufﬁces for us to show that  is D-deﬁnable. We have
the following two cases to consider.
Case 1: None of 1, 2, 3, 4 is empty. We use gcd(Ui : i ∈ 1) to denote the gcd of all
theUi’s in (3) with i ∈ 1 (all the otherUi’s are zero, under the condition ofZ). Similarly,
we may deﬁne gcd(i : i ∈ 2), gcd(Vj : j ∈ 3) and gcd(j : j ∈ 4), for (4), (5) and
(6), respectively. Consider the following divisibilities:
gcd(Ui : i ∈ 1)|u− x − U, (7)
gcd(i : i ∈ 2)|y + x − , (8)
gcd(Vj : j ∈ 3)|u− z− V, (9)
gcd(j : j ∈ 4)|w + z− . (10)
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We claim that,
Claim 1. For all nonnegative integers B1, . . . , Bk satisfying Z, (B1, . . . , Bk) iff there
is a nonnegative integer solution of u, x, y, z, w for the system of (7)–(10).
The only-if part is obvious. To show the if-part, let B1, . . . , Bk be any given non-
negative integers satisfying Z. Suppose that u0, x0, y0, z0, w0 constitutes a nonnegative
integer solution to (7)–(10) for the given B1, . . . , Bk . We are going to argue that the
system of (3)–(6), for the given values of B1, . . . , Bk , has a nonnegative integer solution
for u, x, y, z, w, s1, . . . , sn, t1, . . . , tm. Consider
b1 = gcd(Ui : i ∈ 1) gcd(Vj : j ∈ 3)h+ u0 − x0 − U
and
b2 = gcd(Ui : i ∈ 1) gcd(Vj : j ∈ 3)h+ u0 − z0 − V.
Observe that gcd(Ui : i ∈ 1)|b1 and gcd(Vj : j ∈ 3)|b2 for any value of h. From
Theorem 2.4, there is a h0 > 0 such that, for every hh0,
∑
1 im
Uisi = b1 (11)
and
∑
1 jn
Vj tj = b2 (12)
has a nonnegative solution for s1, . . . , sm, t1, . . . , tn. Now, let h be h0 and therefore, b1 and
b2 be also ﬁxed. We use s01 , . . . , s0m, t01 , . . . , t0n to denote a solution to (11) and (12). Let
d = max(|y0 + x0 − |, |w0 + z0 − |), d1 = ∑1 im Uid, d2 =
∑
1 jn Vjd. It is
left to the reader to verify that the following forms a solution to the system of (3)–(6):
si = s0i + dd2, 1 im,
tj = t0j + dd1, 1jn,
u = gcd(Ui : i ∈ 1) gcd(Vj : j ∈ 3)h0 + d1d2 + u0,
x = x0,
y = − x0 +∑1 imi · (s0i + dd2), (notice that y0 by the choice of d),
z = z0,
w = − z0 +∑1 jn j · (t0j + dd1), (notice that w0 by the choice of d).
This completes the proof of Claim 1.
Next, we argue that the system of (7)–(10) is D-deﬁnable. We only look at (7): gcd(Ui :
i ∈ 1)|u − x − U , the other formulas of (8)–(10) are similar. Pick an element i0 ∈ 1.
If i0 is the only element in 1, then we are done since (7) is now Ui0 |u − x − U which is
D-deﬁnable. If otherwise, we write gcd(Ui : i ∈ 1) as gcd(Ui0 , gcd(Ui : i ∈ 1 − {i0})).
A technique used in [9] can be applied as follows. By introducing a new nonnegative
integer variable 0 and using Theorem 2.3, (7) can be transformed into Ui0 |0 − u and
gcd(Ui : i ∈ 1 − {i0})|0 − x − U . This process can be continued until all the ele-
ments i0, . . . , ip in 1 are enumerated. Eventually, (7) can be written into the following
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conjunction:
Ui0 |0 − u ∧ Uip |p−1 − x − U
∧
1 j<p
Uij |j − j−1, (13)
which is D-deﬁnable. Notice that, in the above, we introduce new variables 0, . . . ,p−1.
Hence, the system of (7)–(10) can be transformed into a D-deﬁnable formula  over
u, x, y, z, w as well as a number of newly introduced variables. Using Theorem 2.3, it can
be concluded that
Claim 2. for all nonnegative integers B1, . . . , Bk that satisfy Z, (B1, . . . , Bk) iff there
is a nonnegative integer solution of u, x, y, z, w and the newly introduced variables
to.
Hence, is D-deﬁnable.
Case 2: At least one of 1, 2, 3, 4 is empty. If 1 = ∅, then we replace (7) with
u − x − U = 0 (since the left-hand side of (3) is now 0). Similarly, if 2 = ∅ (resp.
3, 4), then we replace (8) (resp. (9), (10)) with y + x −  = 0 (resp. u − z − V =
0, w + z −  = 0). Notice that the replacing formula (e.g., u − x − U = 0 for (7)) is
simply a linear constraint over B1, . . . , Bk and thus is D-deﬁnable. After the replacement,
Claim 1 in Case 1 is still true, by using a similar (and easier) proof. Completely analogous
to the usage of Theorem 2.3 in showing Claim 2 of Case 1, we may conclude that isD-
deﬁnable.
This completes the proof of Lemma 3.1. 
4. Two-phase programs
In this section, we introduce an intermediate machine model called simple programs. A
simple program is intended to model a class of nondeterministic programs with a single
nondecreasing counter and a number of parameterized constants. For instance, consider the
following simple program:
Input (B1, B2, B3);
1: x := 0;
2: Increment x by any amount (nondeterministically chosen) between B1 and 2B1;
3: Nondeterministically goto 4, 5, or 7;
4: Increment x by B2;
5: Increment x by B3;
6: Goto 2;
7: Halt.
In the program, the input nonnegative integer variables do not change values during
computation; i.e., they are parameterized constants. Each increment made on the counter
satisﬁes some Presburger constraint in two variables; e.g., B1	2B1 holds for the in-
crement 	 made in step 2 above. A two-phase program is simply a pair of simple programs
G1 andG2 that share the same array of input variables B1, . . . , Bk . We are interested in the
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following question: is there an assignment for B1, . . . , Bk such that the counter in G1 and
the counter in G2 have the same value when both G1 and G2 halt? A decidable answer to
this question will be given in this section. The reader might have noticed that there is some
inherent relationship between two-phase programs and 2NCM(1) over bounded languages.
Indeed, this intermediate result will be used in the next section to prove our main theorem.
Before we proceed further, we need a formal deﬁnition.
A simple program G is a tuple 〈S,B1, . . . , Bk, x, T , E〉 where
• S is a ﬁnite set of control states, with two special states designated as the initial and the
ﬁnal state.
• B1, . . . , Bk are k input (nonnegative integer) variables,
• x is the nonnegative integer counter which is always nondecreasing,
• T is a ﬁnite set of Presburger formulas on two nonnegative integer variables,
• E ⊆ S × {1, . . . , k} × T × S is a ﬁnite set of edges. Each edge 〈s, i, T , s′〉 in E denotes
a transition from state s to state s′ while incrementing the counter x according to the
evolution pair (i, T ).
The semantics of G is deﬁned as follows. A conﬁguration (s, v1, . . . , vk, u) in S×Nk ×N
is a tuple of a control state s, values v1, . . . , vk for the input variablesB1, . . . , Bk , and value
u for the counter x. We use (s, v1, . . . , vk, u) →G (s′, v′1, . . . , v′k, u′) to denote a one-step
transition satisfying the following conditions:
• There is an edge 〈s, i, T , s′〉 in G connecting state s to state s′,
• The value of each input variable does not change; i.e., (v1, . . . , vk) = (v′1, . . . , v′k),• The evolution pair (i, T ) is satisﬁed; i.e., T (vi, u′ − u) is true (hence, uu′ since T is
deﬁned on nonnegative integers).
A path is a sequence (s0, v1, . . . , vk, u0) · · · (si, v1, . . . , vk, ui) · · · (sm, v1, . . . , vk, um), for
some m1, such that (si, v1, . . . , vk, ui) →G (si+1, v1, . . . , vk, ui+1) for each 0 i
m− 1. In particular, if u0 = 0 (the counter starts from 0), s0 is the initial state and sm is the
ﬁnal state, then G accepts (v1, . . . , vk, um).
A two-phase program G+− consists of two simple programs G+ and G− that share the
same S, input variables B1, . . . , Bk and T . We shall use x+ (resp. x−) to denote the counter
in the positive (resp. negative) program G+ (resp. G−). A k-tuple of nonnegative integer
values v1, . . . , vk is accepted by the two-phase programG+− if there is a counter values u
such that (v1, . . . , vk, u) is accepted by both G+ and G−. We shall use L(G+−) to denote
all the k-tuples accepted by G+−. L(G+−) is called the tuple language accepted by G+−.
A two-phase program models some one counter system where the counter starts from 0
and, after a number of increments followed by a number of decrements, moves back to
0. In G+−, the positive program models the increasing phase and the negative program
models the decreasing phase (but the counter in the negative program is always increas-
ing). Therefore, we need to further argue whether the total increments made by the positive
program equals the total increments made by the negative program. The main result of this
section is that the tuple language accepted by a two-phase program G+− is D-deﬁnable.
The proof ﬁrst shows that it sufﬁces to consider a special form of a two-phase program
G+−: each T ∈ T is a point, a line, or a sector. Then, the result follows by making use of
Lemma 3.1.
Theorem 4.1. The tuple language accepted by a two-phase program is D-deﬁnable.
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Proof. The theorem states that the tuple language accepted by a two-phase program
G+− is D-deﬁnable; i.e.,
L(G+−) is D-deﬁnable. (14)
The following four arguments will establish that we need only consider a special class of
two-phase programs in showing (14).
Argument 1. It sufﬁces to show statement (14) by assuming thatG+− is 2-mod-free (i.e.,
each T ∈ T is 2-mod-free). If G+− is not 2-mod-free, let D be the multiplier of all the
constants d such that a mod-constraint in the form of x ≡d j (with 0j < d) appears
in some T ∈ T . Now, we build a new two-phase program G′+−, consisting of a new G′+
(with counter xˆ+) and a new G′− (with counter xˆ−), which is 2-mod-free. The state set of
G′+− is S′ = {(s, j) : 0j < D}. Edges in G′+− are constructed from edges in G+− as
follows. For each 0j, j ′ < D, we create an edge ((s, j), i, Tjj ′ , (s′, j ′)) in G′+− from
an edge (s, i, T , s′) in G+−, where Tjj ′(B, xˆ), a Presburger formula over two nonnegative
integer variables B and xˆ, is deﬁned as T (B,D · xˆ+j ′ −j). Notice that, when j > j ′ (resp.
j < j ′), the requirement ofD · xˆ + j ′ − j0 in T naturally makes xˆ > 0 (xˆ0). It is also
noticed that, counter x increments from u to u′ on edge (s, i, T , s′) iff counter xˆ increments
from uˆ to uˆ′ on edge ((s, j), i, Tjj ′ , (s′, j ′)), where u = D · uˆ + j and u′ = D · uˆ′ + j ′.
The newG′+ (resp.G′−) can be obtained by replacing each edge inG+ (resp.G′−) with the
D2 new edges constructed above. Notice that both G′+ and G′− are 2-mod-free, since each
Tjj ′ is 2-mod-free. Obviously, a tuple of v1, . . . , vk is in L(G+−) iff there is uˆ such that,
for some 0j < D,
• G′+ (resp. G′−) starts from state (s, 0) and ends with state (s′, j), where s and s′ are the
initial and the ﬁnal states of G+ (resp. G−), and
• (v1, . . . , vk, uˆ) is accepted by both G′+ and G′−.
The argument follows by noticing that there are only ﬁnitely many choices of j.
Argument 2. It sufﬁces to show statement (14) by assuming that G+− is unitary (i.e.,
each T ∈ T is unitary) and 2-mod-free. According to Argument 1, we suppose that G+−
is 2-mod-free. If G+− is not unitary, let D be the absolute value of the multiplier of all
the nonzero coefﬁcients of x in atomic linear relations appearing in all T ∈ T (recall T
is a Presburger formula over two variables B and x). Choose any 0j1, . . . , jk < D. For
each 1 ik, let Bˆi be a nonnegative integer variable. By assuming Bi = D · Bˆi + ji ,
T (Bi, x) is transformed into Ti(Bˆi , x) = T (D · Bˆi + ji, x), for each 1 ik. Notice that
Ti is unitary and 2-mod-free, since a linear constraint a1Bi + a2x < b (w.l.o.g., a2 > 0) in
T (Bi, x) is now a1DBˆi + a2x < b− a1ji , which is equivalent to one of the following two
unitary constraints:
(
a1D
a2
)
Bˆi + x < b−a1jia2 when a2|(b − a1ji),
(
a1D
a2
)
Bˆi + x <
⌈
b−a1ji
a2
⌉
when otherwise. Deﬁne T ′ = {Ti : T ∈ T , 1 ik}. The argument follows from the fact
that there are only ﬁnitely many choices for j1, . . . , jk and for each such choice,G+− (with
input variables B1, . . . , Bk and T ) corresponds to some 2-mod-free and unitary two-phase
program (on input variables Bˆ1, . . . , Bˆk and T ′).
Argument 3. It sufﬁces to show statement (14) by assuming that G+− is mod-free
(i.e., each T ∈ T is 1-mod-free and 2-mod-free) and unitary. According to Argument 2,
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we assume that G+− is 2-mod-free and unitary. If G+− is not 1-mod-free, let D be the
multiplier of all the constants d such that a mod-constraint in the form of B ≡d j (with
0j < d) appears in some T (B, x) in T . Choose any 0j1, . . . , jk < D. By making
Bi = D · Bˆi + ji , T (Bi, x) is transformed into Ti(Bˆi , x) = T (D · Bˆi + ji, x), for each
1 ik. Notice that Ti is mod-free and unitary, since each mod-constraint (on Bi) in T
now is either true or false. Similar to Argument 2, we can establish this argument.
Argument 4. It sufﬁces to show statement (14) by assuming thatG+− is single (i.e., each
T ∈ T is a point, a line, or a sector). According to Argument 3, we suppose that G+− is
unitary and mod-free. Hence, we may ﬁnd a large number d such that, for each T ∈ T ,
T (d + B, x) is a disjunction T1(B, x) ∨ · · · ∨ Th(B, x) (for some h) of points, lines, and
sectors. We assume that each Bid . 2 A transform of Bi = Bˆi + d will bringG+− to the
form that is desired (by replacing each edge (s, i, T , s′)with edges (s, i, Tj , s′), 1jh).
Argument 5. It sufﬁces to show statement (14) by assuming thatG+− is single and each
T ∈ T is not a point nor a vertical line. According to Argument 4, we suppose that each
T ∈ T is a point, a line, or a sector.Argument 5 can be established by assuming eachBid
for some large d. The d can be chosen such that it is greater than the B-coordinate of each
point and each vertical line in T . A transform of Bi = Bˆi + d will bring G+− to the form
that is desired. (When, for some i, Bi < d, we use the footnote in Argument 4 discussed
above.)
From the above arguments, we assume that each T ∈ T is in the form of a (non-
vertical) line x = aB + b (a0, b0), a sector aB + bx (a0, b0), or a sector
aB+bxa′B+b′ (a < a′, bb′). Notice that,T (B, x) is always satisﬁable for anyﬁxed
B. Now, we construct a counter machineM+ with countersK+1 , . . . , K
+
k ,

+
1 , . . . ,

+
k , 
+
(all counters start from 0) that simulates G+ as follows. Whenever G+ executes an edge
〈s, i, T , s′〉,M+ moves from state s to state s′ and does the following to the counters:
• If T is a line in the form of x = aB + b (a0, b0), then inM+,
K+i := K+i + a,
+ := + + b,
and all the other counters inM+ do not change.
• If T is a sector aB + bxa′B + b′ with 0a < a′, 0bb′, then inM+,
K+i := K+i + a,

+i := 
+i + (a′ − a),
+ := + + c, for some c that is nondeterministically chosen with bcb′,
and all the other counters inM+ do not change.
• If T is a sector aB + bx with a0, b0, then inM+,
K+i := K+i + a,
+ := + + c, for some c that is nondeterministically chosen with cb,
and all the other counters inM+ do not change.
2 If, for some i, Bi < d, we may explicitly assume Bi to be a concrete value less than d, and an induction
procedure can be used upon G+− with a smaller k (since Bi is gone). As for the base of the induction, observe
that, for 0B1, . . . , Bkd, the emptiness problem for the two-phase program is decidable, since, in this case,
each Bi is bounded and the two-phase program can be reduced to a 1-reversal counter machine, whose emptiness
is decidable (Theorem 2.1). Therefore, for each 0B1, . . . , Bkd, the truth value of (B1, . . . , Bk) ∈ L(G+−)
is computable.
70 Z. Dang et al. / Theoretical Computer Science 330 (2005) 59–79
Notice that, all the counters inM+ are nondecreasing. The relationship betweenG+ and
M+ can be easily seen as follows. (B1, . . . , Bk, u) is accepted byG+ iff 1 ikK+i ·Bi+
+u1 ik(K+i + 
+i ) · Bi + + for some (K+1 , . . . , K+k , 
+1 , . . . ,
+k , +) that is
reachable inM+ at the ﬁnal state. We use a predicate
P(K+1 , . . . , K
+
k ,

+
1 , . . . ,

+
k , 
+) (15)
to denote that the counter valuesK+1 , . . . , K
+
k ,

+
1 , . . . ,

+
k , 
+ are reachable inM+ at the
ﬁnal state. Since the counters are nondecreasing, P is Presburger (Theorem 2.2). Similarly,
we may construct a counter machineM− from G− and obtain another Presburger formula
Q(K−1 , . . . , K
−
k ,

−
1 , . . . ,

−
k , 
−). (16)
Hence, (B1, . . . , Bk) is in L(G+−) iff the following statement, called (B1, . . . , Bk), is
true for B1, . . . , Bk:
There is u such that
∑
1 ik
K+i · Bi + +u
∑
1 ik
(K+i + 
+i ) · Bi + + (17)
and
∑
1 ik
K−i · Bi + −u
∑
1 ik
(K−i + 
−i ) · Bi + − (18)
hold for some nonnegative integers K+1 , . . . , K
+
k ,

+
1 , . . . ,

+
k , 
+,K−1 , . . . , K
−
k ,

−1 , . . . ,

−
k , 
− satisfying (15) and (16).
Therefore, in order to show that the tuple language L(G+−) is D-deﬁnable, we need
only to prove so for (B1, . . . , Bk). The two Presburger formulas in (15) and (16) deﬁne
two semilinear sets P and Q. Hence, each of P and Q can be written into a ﬁnite union of
linear sets. It sufﬁces for us to argue that (B1, . . . , Bk) is D-deﬁnable assuming that P
and Q are two linear sets, which are generated by nonnegative integer variables s1, . . . , sm
and t1, . . . , tn, respectively. That is, each of K+1 , . . . , K
+
k ,

+
1 , . . . , 

+
k , 
+ can be written
into a positive linear polynomial (i.e., the generator) over s1, . . . , sm; each ofK−1 , . . . , K−k ,

−1 , . . . ,

−
k , 
− can bewritten into a positive linear polynomial over t1, . . . , tn. Substituting
these generators in (17) and (18) and re-organizing the terms into the form of (1) and (2).
From Lemma 3.1, (B1, . . . , Bk) is D-deﬁnable. Thus, L(G+−) is D-deﬁnable. 
Consider a ﬁnite set of two-phase programs G, each of which has k-ary inputB1, . . . , Bk .
The Presburger emptiness problem forG is to decide, given a Presburger formulaR(B1, . . . ,
Bk), whether there is some input B1, . . . , Bk accepted by each program in G. Since
R(B1, . . . , Bk) is D-deﬁnable and D-deﬁnability is closed under intersection, we have
Theorem 4.2. The Presburger emptiness problem for a ﬁnite set of two-phase programs is
decidable.
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5. 2NCM(1) over bounded languages
Before we discuss 2NCM(1,r), we ﬁrst look at a property of a 2NCM(1,0)M over a unary
input (i.e., a two-way NFA with a unary input tape augmented with a nondecreasing (i.e.,
monotonic) counter). The input is in the form of
c| a · · · a︸ ︷︷ ︸
B
$
of size B for some B, where c| and $ are the left and right endmarkers.M works exactly as a
two-wayNFAexcept that, at somemove (i.e., a leftmove, a rightmove, or a stationarymove),
M can increment the counter by 1. Suppose the counter initially starts from 0.When the input
head is initially at the left endmarker,weuseMLL (resp.MLR) to denote the restricted version
of M that M returns to the left (resp. right) endmarker upon acceptance (during which M
does not read the endmarkers).When the input head is initially at the right endmarker,MRR
andMRL are deﬁned similarly. We use TLL(B, x) (resp. TLR(B, x), TRR(B, x), TRL(B, x))
to stand for the fact thatMLL (resp.MLR,MRR,MRL) accepts the input of size B and upon
acceptance, the counter has value x.
If we allow the input head to return to the endmarkers for multiple times, T (B, x) cannot
be characterized by a Presburger formula. For instance, letM be such as machine.M keeps
scanning the input (of size B1) from c| to $ and back, while incrementing the counter.
M nondeterministically accepts when $ is reached. Obviously, TLR(B, x) now is exactly
∃n(2nB + B|x) that is not Presburger. However, with the restrictions of MLR, T (B, x) is
Presburger. The proof uses a complex loop analysis technique.
Lemma 5.1. TLL(B, x), TLR(B, x), TRR(B, x), and TRL(B, x) are Presburger formulas
for any M speciﬁed above.
Proof.We only prove the lemma for TLR(B, x). The other cases are similar. Let S be the
number of control states inMLR. Let J be some ﬁxed positive integer (the value will bemade
clear in a moment). Clearly, for each BJ , TLR(B, x) is Presburger. This is because, when
the input size bounded by J is stored in the ﬁnite control, a ﬁnite automaton can be used
to accept all the unary encodings aB1x of (B, x) with TLR(B, x). The encodings form a
regular language which is semilinear. Consider an input of size B > J and a number xwith
TLR(B, x). Let e be an accepting execution of MLR that witnesses the fact of TLR(B, x).
Now, we ﬁx any state s. During e, the input head may be at the same state s and the same
input cell c (an input cell is one containing input symbol a) twice—obviously, during which
no endmarkers is read.We call this a loop at s. The left-radius (resp. right-radius) of the loop
is the distance between c and the leftmost (resp. rightmost) input cell scanned during the
loop. The length 	 of the loop is the number of increments made on the loop. Since the input
has endmarkers, the left-radius (resp. right-radius) cannot exceed the distance between cell
c and the left endmarker (resp. right endmarker).
Now, we modifyMLR intoM ′ by assuming that the input does not have endmarkers; i.e.,
the input is inﬁnite (in both directions). SupposeM ′ starts from state s and cell c.What is the
set 
 of the lengths of all the possible loops at (s, c)?When each length in 
 is represented
as a unary string, 
 can be accepted by a pushdown automaton. The automaton, starting
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from state s, simulatesM ′: it pushes (resp. pops) a symbol wheneverM ′ moves to the right
(resp. left). The automaton reads its own input (the unary encoding of a length) whenever
M ′ makes a counter increment. The automaton accepts the length if the stack is empty (i.e.,
M ′ returns to cell c) with state s and the automaton is at the end of its own input. Hence,

, being context-free, is a semilinear set. This gives the fact that 
 is regular since 
 ⊆ N.
Therefore,
Claim 1. There are nonnegative integers i ,i , 1 in for some n, such that

 = ∨
1 in
{i + ki | k ∈ N}.
DeﬁneQ := max1 in{i + ii , i ,i}. Any 	 ∈ 
 can be written in the form of
	 = kq + p, (19)
where k ∈ N, q, p ∈ 
, p, qQ. This can be shown by considering cases for i = 0,
i = 0, and both of them positive (in this case, if 	 = i + k′i and 	 > Q for some k,
then 	 = (i + k′′i )+ (k′′′i )i where k′ = k′′′i + k′′ with k′′ < i . Take p = i + k′′i
and q = i and k = k′′′i). Formula (19) essentially says that, in M ′, any long loop (i.e.,
	 > Q) can be replaced by a number of short loops (i.e., loops of lengths p and q which are
bounded by Q). Let R be the smallest number such that, for each qQ with q ∈ 
 (there
are ﬁnitely many such q’s), there is a loop of length qwhose left-radius and right-radius are
both less or equal to R. Formula (19) implies that each long loop inM ′ can be simulated by
short loops (Q) with small (R) radius.
ThoughMLR andM ′ are different, a loop inMLR is also a loop inM ′. In particular, if the
cell c is at least R cells away from both of the end markers, then any loop inMLR at (s, c)
can be simulated by short loops with small radius in MLR, according to (19). What if the
cell c is r < R cells away from the left end marker? In this case, we can construct a machine
M ′′ that is similar toM ′. The input ofM ′′ is with left end marker but without the right end
marker (i.e., the input is right-inﬁnite):c| aaa · · · .M ′′ starts from state s and the same cell
c. M ′′ works exactly the same as M ′ during which M ′′ never reads the left end marker.
By memorizing the position r of the cell c in the ﬁnite control of M ′′, we can similarly to
conclude that, there are numbers Q1r and R1r such that every loop of M ′′ at (s, c) can be
simulated by short loops (Q1r ) inM ′′ at (s, c) with small right-radius (R1r ). When the
cell c is r < R cells away from the right end marker, we can analogously deﬁneM ′′′ and the
numbers Q2r and R2r such that every loop of M ′′′ at (s, c) can be simulated by short loops
(Q2r ) inM ′′′ at (s, c)with small left-radius (R2r ). DeﬁneQs = max0 rR{Q,Q1r ,Q2r }
and Rs = max0 rR{R,R1r , R2r }. Take J = 4 · maxs Rs and Q = maxs Qs . It can be
concluded that,
Claim 2. Whenever B > J , any loop ofMLR at (s, c) (no matter what the position of the
cell c is) can be simulated by short loops (Q) at (s, c) inMLR with small (both left and
right) radius ( J4 ).
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We divide the input (with B > J ) into three blocks: B1 (the ﬁrst J4 number of a’s),
B (the middle B − J2 number of a’s), and B2 (the last J4 number of a’s). Based upon
Claim 2, we build three ﬁnite tables, called Tb1, Tb, and Tb2, as follows. For each state s,
0r J4 , 0qQ,• Tb1(s, r, q) is true iff MLR has a loop at (s, c) with length q, where c is the rth cell in
B1;
• Tb(s, q) is true iffMLR has a loop at (s, c) with length q, where c is a cell in B;
• Tb2(s, r, q) is true iff MLR has a loop at (s, c) with length q, where c is the ( J4 − r)th
cell in B2.
Notice that the truth value of the tables are unique and independent of the value of B (as
long as B > J ). Now, we construct a new machineM∗ with one counter to simulateMLR.
M∗ works on input
c| a · · · a︸ ︷︷ ︸
B
$ 1 · · · 1︸ ︷︷ ︸
x
,
which is the original input of MLR padded with a number of 1’s. M∗ faithfully simulates
MLR except that the input head ofM∗ will not cross any a-cell (input cell containing symbol
a) for more than S times. Obviously,M∗ does not have the full power ofMLR, since some
loops ofMLR may not be executed inM∗. In order to makeM∗ as strong asMLR, whenever
M∗ reads an a-cell c and at state s, it looks at the three tables. If c is the rth cell in B1,M∗
nondeterministically and repeatedly increments its counter as follows:
(*) Nondeterministically pick a q satisfying Tb1(s, r, q);
increment the counter by q;
goto (*) or exit.
The cases when c is in B and B2 are similar. In this way, M∗ is able to simulate any
loops of MLR. When MLR reads the right endmarker and accepts, M∗ starts to compare
its counter value with the length of the padded string by decrementing the counter while
reading the string. M∗ accepts the padded input if the comparison is successful. Clearly,
for B > J , (B, x) is accepted by M∗ iff TLR(B, x). Notice that M∗ is a ﬁnite-crossing
reversal-bounded counter machine (with one 1-reversal counter) that accepts a semilinear
language (Theorem 2.2). Hence, combining the case for BJ mentioned earlier, we have
established TLR(B, x) is Presburger.
The rest of this section focuses on the emptiness problem for 2NCM(1,r) on bounded
languages.A slightly different deﬁnition of boundedness, but equivalent to the one we gave
in Section 2with respect to decidability of emptiness is the following.A k-bounded language
is a subset of b1a∗1b2a∗2 · · · bka∗k bk+1 where bi , 1 ik + 1, is the ith delimiter, and each
block a∗i between the two delimiters bi and bi+1 is the ith block. A bounded language is a
k-bounded language for some k. Recall that a 2NCM(1,r) is a two-wayNFA augmentedwith
an r-reversal-bounded counter. When the input language of a 2NCM(1,r)M is restricted to
a bounded language, M is called a 2NCM(1,r) over a bounded language. We may assume,
w.l.o.g, that, on a k-bounded input word b1a∗1b2a∗2 · · · bka∗k bk+1, a 2NCM(1,r) M makes a
counter reversal only when it is reading one of the delimiters b1, . . . , bk+1. Otherwise, we
may insert up to r many new delimiters c1, . . . , cr to an input word of M and construct a
new 2NCM(1,r) M ′ working on the new k + r-bounded word. M ′ simulates M properly
and makes sure that, whenever M makes the ith reversal,M ′ is reading the delimiter ci . It
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is not difﬁcult to show that, if the bounded language accepted by M ′ is D-deﬁnable, then
so is the bounded language accepted by M.
We ﬁrst consider the case when r = 1. Let M be a 2NCM(1,1) working on a k-bounded
language. Let w = b11B1 · · · bk1Bkbk+1 be an input word where 1Bi is the ith block of
symbol 1’s with length Bi . Sometimes, we simply call the input as (B1, . . . , Bk). Without
loss of generality, we assume that the counter x in M, when M accepts the input, returns
to 0 and the input head is on delimiter bk+1 with M being at the ﬁnal state. An accepting
computation C ofM can be divided into a number of segments. Each segment is associated
with a state pair (s, s′) and a block 1Bi . In the sequel, we shall use ,, . . . to denote a
segment. We have the following four cases:
(1) (a LL-segment) M, at state s, reads the i + 1th delimiter and M returns to the i + 1th
delimiter with state s′, during which M only reads symbols in 1Bi .
(2) (a LR-segment)M, at state s, reads the ith delimiter andM returns to the i+1th delimiter
with state s′, during which M only reads symbols in 1Bi .
(3) (a RR-segment) M, at state s, reads the ith delimiter and M returns to the ith delimiter
with state s′, during which M only reads symbols in 1Bi .
(4) (a RL-segment)M, at state s, reads the i+1th delimiter andM returns to the ith delimiter
with state s′, during which M only reads symbols in 1Bi .
A segment is positive (resp. negative) if the net counter change is 0 (resp. 0) on the
segment.Therefore, since the counter is one reversal-bounded,C can be treated as a sequence
C+ of positive segments followed by a sequenceC− of negative segments. Obviously, since
C is accepting, the total increments
(C+) of the counter onC+ equals the total decrements

(C−) of the counter on C−.
We use a segment symbol +s,s′,d,i (resp. −s,s′,d,i) to abstract a positive (resp. negative)
segment associatedwith state pair (s, s′), ith block1Bi , andd ∈ {LL,LR,RR,RL}.According
to Lemma5.1, on a segment, the relationship between the absolute values of counter changes
and the length of the block associated with the segment can be characterized by a Presburger
formula (i.e., the formula of the segment symbol). Now, a two-phase program G+− can be
constructed such that each segment symbol +s,s′,d,i corresponds to a transition in G+ as
follows (in below, T is the formula of the segment symbol):
• If d = LL, then the transition is ((s, i + 1), i, T , (s′, i + 1)).
• If d = LR, then the transition is ((s, i), i, T , (s′, i + 1)).
• If d = RR, then the transition is ((s, i), i, T , (s′, i)).
• If d = RL, then the transition is ((s, i + 1), i, T , (s′, i + 1)).
Similarly, transitions in G− can be constructed from symbols −s,s′,d,i . Let Gs,i0+− be a two-
phase program consisting of G+ and G− such that
• the initial state of G+ is (s0, i = 1), where s0 is the initial state of M,
• the ﬁnal state of G−+ is (s, i0),
• the initial state of G− is (s, i0),
• the ﬁnal state of G− is (sf , i = k + 1) where sf is the ﬁnal state of M.
It is noticed that the ﬁnal state of G+ is equal to the initial state of G−. It is observed
that (B1, . . . , Bk) is accepted by M iff there are some state s and some 1 i0k + 1 such
that, (B1, . . . , Bk) is accepted byGs,i0+−. Since there are only ﬁnitely many choices of s and
i0, from Theorem 4.1, we obtain that the bounded language accepted by 2NCM(1,1) is
effectively D-deﬁnable.
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Lemma 5.2. The bounded language accepted by a 2NCM(1,1) is effectively D-
deﬁnable.
Next,we show that the bounded language accepted by2NCM(1,r) for any r isD-deﬁnable.
2NCM(1,r), when r > 1, is more complex than 2NCM(1,1). However, we will show
that the emptiness of 2NCM(1,r) Mr can be effectively reduced into the emptiness of the
“intersection” of ﬁnitely many 2NCM(1,1)’s.
The r-reversal-bounded counter x behaves like this:↗,↘, . . . ,↗,↘. Each↗ stands for
a nondecreasing phase; each↘ stands for a nonincreasing phase. Two consecutive phases
of↗ and↘ are called a round. Without loss of generality, we assume that r is odd and x
makes exactly r reversals, so x has precisely m = 1 + r−12 rounds. We also assume that
the machine starts with zero counter and accepts with zero counter. If w = (B1, . . . , Bk)
is an input toMr , PAD(w) is a string (B1, . . . , Bk, E1, . . . , Em−1), i.e., it is (B1, . . . , Bk)
padded with some (m − 1)-bounded word (E1, . . . , Em−1). Note that a given k-bounded
word w has many PAD(w)’s.
A “trace” of the computation ofMr can be represented by a 2(m− 1)-tuple
 = 〈d1, q1, d2, q2, . . . , dm−1, qm−1〉,
where at the end of round i = 1, . . . , m − 1, Mr is at delimiter di (since Mr is about to
reverse) in state qi . Clearly, there are only a ﬁnite number of such ’s. We will construct m
2NCM(1,1)’s Mˆ1, . . . , Mˆm such that
(*) a k-bounded wordw is in L(Mr) iff PAD(w) is in L(Mˆ1)∩ · · · ∩L(Mˆm) for some
 and PAD(w).
If w is an input to Mr , the input to each Mˆi is a string of the form PAD(w). For
i = 2, . . . , m− 1, Mˆi carries out the following two phases:
(1) Restores the value of the counter to Ei−1, then moves its input head to delimiter di−1,
and then simulates Mr starting in state qi−1. In the simulation, Mˆi ignores  and the
paddings.
(2) When Mr completes a round and starts to reverse (i.e., increments) the counter, Mˆi
“remembers” the delimiter ei and state si (when the reversal occurs), and goes to block
Ei and veriﬁes that the current value of the counter is Ei (note that if such is the case,
the counter would be zero after checking). Then Mˆi moves its input head to the leftmost
symbol and accepts if di = ei and qi = si .
For i = 1, Mˆ1 does not need the restoration phase, but simulates Mr starting in state q0
(the initial state of Mr ). It also executes phase 2. For i = m, Mˆm executes the restoration
phase only and accepts ifMr , after completing a round, accepts. Notice that, in the above
construction, each Ei is used to denote the counter value of Mr at the end of each round.
It is easy to verify that (*) above holds and each Mˆi is indeed a 2NCM(1,1). Hence, from
Lemma 5.2 noticing that D-deﬁnability is closed under intersection, union (over the ’s)
and ∃-quantiﬁcation (for eliminating the padding Ei’s), we have ﬁnally proved the main
theorem of the paper that settles the open problem in [4,7].
Theorem 5.3. The bounded language accepted by 2NCM(1,r) is effectively D-deﬁnable.
Therefore, the emptiness problem for 2NCM(1,r) over bounded languages is
decidable.
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We note that in the construction above, if the original machine Mr is a DCM(1,r), i.e.,
deterministic, then the machines Mˆ1, . . . , Mˆm are also deterministic. Moreover, the ma-
chineMr need not operate on a bounded language, since the construction ofM ′r (that uses
delimiters c1, . . . , cr ) does not really need this assumption. Hence
Corollary 5.4. If Mr is a DCM(1,r) (resp. NCM(1,r)), one can construct m DCM(1,1)’s
(resp. NCM(1, 1)’s) Mˆ1, . . . , Mˆm such that a word w is in L(Mr) iff PAD(w) is in
L(Mˆ1) ∩ · · · ∩ L(Mˆm) for some  and PAD(w). Hence, the emptiness for NCM(1,r),
r = 1, 2, . . . is decidable iff one can decide whether L(Mˆ1) ∩ · · · ∩ L(Mˆm) is empty for
any number m of machines Mˆ1, . . . , Mˆm in NCM(1,1).
6. Comparing 2NCM(1) and 2DCM(1)
Recall that 2NCM(1) represents the class of machines ∪r2NCM(1,r) and 2DCM(1) rep-
resents its deterministic version. Here, we compare their accepting capabilities for two
cases: (1) when the inputs are bounded, and (2) when the inputs are unrestricted.
6.1. Bounded inputs
Currently, it is open whether the classes 2NCM(1) and 2DCM(1) are equivalent over
bounded languages. We believe that this is unlikely, even though over bounded languages,
a ﬁnite-crossing 2NCM(c) can be converted to a ﬁnite-crossing 2DCM(c) for any c [5]. We
use 2NCM(1) ⊆ ∃2DCM(1) to stand for the following statement: for any 2NCM(1) with
k-bounded input, there exists a 2DCM(1) with k+ n-bounded input (for some n) such that,
for any B1, . . . , Bk , (B1, . . . , Bk) is accepted by the 2NCM(1) iff there exist E1, . . . , En
with (B1, . . . , Bk, E1, . . . , En) being accepted by the 2DCM(1).
Theorem 6.1. 2NCM(1)⊆ ∃2DCM(1).
Proof. From Theorem 5.3, the bounded language accepted by a 2NCM(1) is D-deﬁnable.
Since a tuple language deﬁnable by a ground formula in D can be accepted by a 2DCM(1)
(a 2DCM(1) can check divisibility), the result follows. 
We use 2NCM(1) = ∃2DCM(1) to stand for the following statement: for any 2DCM(1)
with k+ n-bounded input, there exists a 2NCM(1) such that, for any B1, . . . , Bk , (B1, . . . ,
Bk) is accepted by the 2NCM(1) iff there exist E1, . . . , En with (B1, . . . , Bk, E1, . . . , En)
accepted by the 2DCM(1). It is open whether 2NCM(1) = ∃2DCM(1) is true or not.
However, if it is true, then on bounded languages, 2NCM(1) is as expressive asD-formulas,
which can be shown immediately.
Theorem 6.2. If 2NCM(1) = ∃2DCM(1), then a bounded language isD-deﬁnable iff it is
accepted by a 2NCM(1).
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Next consider the following decision question:
Given: An equation E of the form L0 + L1x1 + · · · + Lnxn = 0, where x1, . . . , xn
are nonnegative integer variables and L0, L1, . . . , Ln are linear polynomials with integer
coefﬁcients (+,−, 0) over nonnegative integer variables y1, . . . , ym.
Question: Does E have a nonnegative integer solution in x1, . . . , xn, y1, . . . , ym?
Associate the string 0i1#0i2# · · · #0ik with each k-tuple of nonnegative integers (i1, . . . ,
ik), where # and 0 are distinct symbols. (Note that 00 = , the null string.) If the k-tuple is
over the integers, thenwe can use another symbol, say 1, to represent a negative number, e.g.,
if ij = −4, then this is represented by 1|ij |, i.e., 14. However, for notational convenience
we use (i1, . . . , ik) to also denote the string representing it. Note that the set of strings
representing a set of k-tuples of integers is a bounded language over the alphabet consisting
of symbols #, 0, 1.
Given equationE, we deﬁne the setQ of (2n+m+1)-tuples of integers  = (L0, L1, . . . ,
Ln, Z1, . . . , Zn, y1, . . . , ym), where:
(1) Each Li is positive, negative, or zero.
(2) Each Zi has the same sign as Li .
(3) Each yi is nonnegative.
(4) For each i = 1, . . . , n, Li divides Zi , if Li is not zero; if Li is zero, Zi is zero.
(5) L0 + Z1 + · · · + Zn = 0.
(6) Li is the value of the linear polynomial Li(y1, . . . , ym).
Clearly, E has a solution if and only if Q is nonempty. It is straightforward to construct
a 2DCM(1,r) for some r accepting the bounded language corresponding to Q. Since the
emptiness problem for 2DCM(1,r)’s is decidable (Theorem 2.1), it follows that we can
decide whether E has a nonnegative integer solution in x1, . . . , xn, y1, . . . , ym.
Now, consider a simpler equation E′ of the form L0 + L1x1 + · · · + Lnxn = z, where
x1, . . . , xn, z are nonnegative integer variables and L0, L1, . . . , Ln are linear polynomials
with nonnegative integer coefﬁcients over nonnegative integer variables y1, . . . , ym. Deﬁne
the set Q′ of (n + m + 1)-tuples of integers  = (Z1, . . . , Zn, y1, . . . , ym, z), where the
components of the tuples are deﬁned similarly as above (note that L0, L1, . . . , Ln are no
longer components of the tuple). Again, E′ has a nonnegative integer solution if and only
ifQ′ is nonempty, andQ′ can be accepted by a 2DCM(1,r) for some r.
If, instead of Q′, we deﬁne Q′′ as the set of (m + 1)-tuples of nonnegative integers
(y1, . . . , ym, z) such that for some x1, . . . , xn, E′ is satisﬁed. One can easily construct a
2NCM(1,1) to accept Q′′. The nondeterministic machine “guesses” the x′i s. However, we
believe no 2DCM(1,r) can accept Q′′ for any r. In fact, even if E′ is of the simple form
a1y1x1+ · · · + anynxn = z,Q′′ does not seem to be recognizable by a 2DCM(1, r) for any
r, when n is at least 2.
6.2. Unrestricted inputs
In the case of 2NCM(1) and 2DCM(1) over unrestricted inputs, it has recently been
shown in [6] that there is a language accepted by a 2NCM(1) that cannot be accepted by a
2DCM(1). For completeness, we describe the language that separates the two classes.
Consider only single-tape TMs Z over the alphabet {s1, s2, s3} (one symbol represents
blank). We assume that these symbols are different from 0 and 1. Let q1, q2, . . . be the
states, where q1 is the initial state, and q2 is the unique halting state.
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Let r be a transition rule of the form (qi, a) → (qj , b, d), where d = 0 (1) represents
left (right) move. We encode this rule by the string E(r) = 1i ∗ a ∗ 1j ∗ b ∗ d. If R is a
set of rules = {r1, . . . , rk}, let E(R) = E(r1)%E(r2)% · · ·%E(rk). Note that R need not
necessarily constitute a deterministic set of rules.
We represent a conﬁguration of the TM on the tape as a string w = u1iv, where u and
v are strings in {s1, s2, s3}∗. This represents the conﬁguration where the tape content is uv,
the read/write head is on the ﬁrst symbol of v, and the state is qi .
Let  be the alphabet {s1, s2, s3, 0, 1, ∗,%, #}. Deﬁne the following language Lh over 
as follows: A string x#w1#x#w2 · · · #x#wk is in Lh if
(1) x = E(R) is an encoding of a set of rules of a TM.
(2) w1, w2, . . . , wk is a halting sequence of conﬁgurations of the TM represented byE(R);
i.e., for each i, wi+1 is a conﬁguration that results from conﬁguration wi using a rule
in x.
The following result was shown in [6].
Theorem 6.3. Let L′h be the complement of Lh, i.e., L′h = ∗ − Lh.
(1) We can effectively construct a one-way nondeterministic ﬁnite automaton with one
reversal-bounded counterM ′h accepting L′h. Hence, L′h is in 2NCM(1).
(2) L′h is not in 2DCM(1).
7. Conclusions
We showed that the emptiness problem for two-way nondeterministic ﬁnite automata
augmentedwith one reversal-bounded counter operating on bounded languages is decidable,
resolving a problem left open in [4,7]. The proof was a rather involved reduction to the
solution of a special class of Diophantine systems of degree 2 via a class of programs called
two-phase programs.
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