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Zusammenfassung
Von Geburt an interagiert der Mensch mit der natürlichen Sprache.
Er verständigt sich durch diese, nimmt dadurch Wissen auf und teilt
dieses anderen mit. Die natürliche Sprache besitzt jedoch eine Eigen-
schaft, die den Austausch von Wissen erschwert - Ambiguität. Dersel-
be Name kann eine Vielzahl unterschiedlicher Objekte identifizieren,
z.B. „Blatt“ als Bezeichner des Bestandteils einer Pflanze oder als Pa-
pier. Zur Ermittlung der Bedeutung sind weitere Merkmale nötig, die
im Zusammenhang mit dem Begriff beschrieben werden, z.B. „Blatt
einer Pflanze“. Dieser Kontext wird somit zur Monosemierung benö-
tigt.
Ontologien, die in modernen Anwendungssystemen als Hintergrund-
wissen zum Einsatz kommen, verlangen zwingend die eindeutige
Identifikation der darin beschriebenen Elemente und umgehen somit
das Problem der Mehrdeutigkeit. Ontologien finden immer weitere
Verbreitung, da sie die Möglichkeit bieten, Wissen durch ein Netz-
werk logischer Relationen zu repräsentieren. Dadurch steigt auch die
Notwendigkeit, Informationen in natürlicher Sprache in Ontologien
zu integrieren bzw. mit den darin bereits enthaltenen Informationen
in Zusammenhang zu bringen.
Die vorliegende Arbeit beschäftigt sich mit dieser Thematik,
insbesondere mit der Problematik der Ambiguität, die bei der
Zusammenführung natürlich-sprachlicher Informationen mit dem
durch Ontologien repräsentierten Wissen auftritt. Diese ist darauf
zurückzuführen, dass der gleiche natürlich-sprachliche Bezeichner
mehrere Elemente der Ontologie bezeichnen kann. Die Arbeit stellt
eine grundlegende Methodik vor, wie dennoch das passende On-
tologieelement bestimmt werden kann. Der Ansatz orientiert sich
am menschlichen Vorgehen und an der Verwendung des Kontex-
tes zur Monosemierung. Dieser stellt den Zusammenhang zwischen
den Entitäten dar, die im Text erwähnt werden. Die Arbeit bildet
diesen textuellen Kontext anhand der Zusammenhänge innerhalb
II
des Ontologiegraphen nach und nimmt durch dessen Analyse ei-
ne Disambiguierung vor. Hierzu wurde ein auf Spreading-Activation
basierendes Verfahren entworfen. Zusätzlich werden verschiedene
Modifikationen des Verfahrens zur Steigerung der Ergebnisqualität
vorgestellt, z.B. hinsichtlich des Graphaufbaus, des Einsatzes von ma-
schinellem Lernen und verschiedener Gewichtungsverfahren. Die Gü-
te des Verfahrens wird mittels eines umfangreichen Evaluationsdaten-
satz und im Vergleich mit anderen Verfahren nachgewiesen.
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1. Ziele und Aufbau der Arbeit
1.1. Motivation und Hintergrund
Der Zugriff, die Speicherung und der Austausch von Information, die
in Form von Gesprächen, Dokumenten und Büchern, Fernsehsendun-
gen, des Internets sowie vergleichbaren Quellen transportiert wird,
bildet die Wissensgrundlage in unserer heutigen Welt. Jeder Mensch
macht sich einen Anteil dieses Wissens zu eigen, auf das er zugreifen
kann. Beschäftigt er sich mit neuen Informationen aus den zuvor ge-
nannten Medien, ist es ihm möglich auf sein bereits vorhandenes Wis-
sen zuzugreifen. Dieses kann somit weiterentwickelt, in Frage gestellt
und gegebenenfalls korrigiert werden. Hierfür verfügt der Mensch
über die Gabe in Texten enthaltene Information oder das in Gesprä-
chen transportierte Wissen kognitiv verarbeiten zu können, d.h. zu-
nächst ein Modell der darin enthaltenen Zusammenhänge zu erstel-
len. Dieses erlaubt es ihm, die enthaltenen Informationen mit dem von
ihm bereits zuvor erlernten Wissen in Verbindung zu bringen und so-
mit auswertbar zu machen.
Seit Mitte des letzten Jahrhunderts wurde die Speicherung von Infor-
mationen in digitaler Form vorangetrieben. Diese ist heutzutage nicht
mehr wegzudenken und digitale Informationsquellen, wie z.B. das In-
ternet, sind beinahe jedermann zugänglich und werden als Alterna-
tive zu gedruckten, d.h. in Papierform vorliegenden, Quellen angese-
hen. Dies erlaubt zusätzlich zum Zugriff durch den Menschen auch
den maschinellen Zugriff durch Computerprogramme. Jedoch ist die
zuvor beschriebene menschliche Interpretation des darin enthaltenen
Wissens der maschinellen zum heutigen Zeitpunkt in vielen Bereichen
überlegen. Die Weiterentwicklung der maschinellen Verarbeitung hat
insofern eine Annäherung an die Fähigkeiten der menschlichen Infor-
mationsauswertung bzw. gar eine Verbesserung dieser zum Ziel. Letz-
teres gelingt bereits heute in speziellen Bereichen, z.B. die Sichtung
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von sehr großen Mengen an Daten (bezüglich vorgegebener Kriteri-
en), die mittels optimierter Algorithmen durch Computerprogramme
wesentlich schneller abgeschlossen werden kann. Oftmals sind diese
jedoch limitiert auf ein restriktives, auf die spezielle Anwendung hin
optimiertes Regelwerk. Um jedoch der menschlichen Vorstellungs-
kraft näher zu kommen, ist zunächst als Grundlage eine strukturier-
te digitale Speicherung von Daten notwendig. Insbesondere ist eine
Abbildung der Art und Weise notwendig, wie diese Daten zueinan-
der in Verbindung stehen. Der Forschungsbereich des Semantic Web
beschäftigt sich mit der Erzeugung und Umsetzung einer solchen,
wohl-definierten Wissensbasis, die den Informationsaustausch zwi-
schen Computern sowie zwischen Computer und Mensch verbessern
soll.
Wie zuvor erwähnt, liegt jedoch der überwiegende Anteil des zur Ver-
fügung gestellten Wissens, z.B. Artikel, Bücher etc., in unstrukturier-
ter natürlich-sprachlicher1 Form vor. Hieraus resultiert, dass die auto-
matische Verarbeitung von Sprache und die Strukturierung des damit
vermittelten Wissens bzw. die Verknüpfung dieses Wissens mit bereits
existierendem Wissen eine der wichtigsten Aufgaben in der elektroni-
schen Verarbeitung von Information darstellt. In Texten befindet sich
eine Vielzahl von verschiedensten Informationen. Bei näherer Analy-
se dieser Informationen stellt sich heraus, dass insbesondere die Nen-
nung von Aspekten, wie beispielsweise Personen, Orte etc., das durch
den Text transportierte Wissen charakterisiert. Diese Aspekte können
als Ankerpunkte betrachtet werden, d.h. als Elemente, auf die Informa-
tionen in diesem und/oder in weiteren Texten Bezug nehmen. Diese
werden unter dem Begriff (benannte) Entitäten2 zusammengefasst.
Im Fokus dieser Arbeit steht der Zusammenhang zwischen seman-
tischen Wissensmodellen (Ontologien) in der Informatik und Entitä-
ten, die innerhalb von natürlich-sprachlichen Quellen erwähnt wer-
den. Der Aufbau eines solchen Zusammenhangs beinhaltet die Inter-
pretation natürlich-sprachlicher Begriffe. Das ist jedoch mit Risiken
verbunden. Hierbei ist die Ambiguität (Mehrdeutigkeit) von Begriffen
an erster Stelle zu nennen. Beispielsweise sind dem Wort „Läufer“ bis
1 Natürliche Sprache und menschliche Sprache werden in dieser Arbeit als synonyme
Begriffe erachtet.
2 „Entität“ bezeichnet einen ontologischen Sammelbegriff für alles Seiende,
z.B. Personen, Organisationen etc. Der Begriff wird in Kapitel 4 erläutert.
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zu 24 verschiedene Bedeutungen im Deutschen zugeordnet. Unter an-
derem bezeichnet dieses Wort eine Art von Teppich, eine Figur beim
Schach sowie einen Sportler, der Laufsport betreibt etc. Ein Beispiel
für einen mehrdeutigen Entitätsbezeichner ist die Existenz zweier Or-
te mit dem Namen „Mölln“ in Deutschland. Ein Beispiel für die Ge-
fahren, die von Mehrdeutigkeiten ausgehen können, zeigt die Ver-
wechslung beider Orte, die 2009 stattfand. Diese führte zu falschen
Einträgen im Einwohnermelderegister [127]. Der Bürgermeister der
Gemeinde Mölln (Amt Stavenhagen) stellte fest, dass der Eintrag im
Einwohnermelderegister um 100 Einträge vom tatsächlichen Wert ab-
wich. Dies konnte auf eine Verwechslung der Stadt Mölln (Schleswig-
Holstein) mit Mölln (Stavenhagen) durch das zuständige Amt in
Hamburg zurückgeführt werden.
Ein Grund für die Mehrdeutigkeit von Begriffen ist der beschränk-
te Namensraum, den Menschen im Alltag verwenden. Polysemie3
kann sogar als „Normalfall“ [172] in der Sprache betrachtet werden.
Ambiguität findet sich in allen Bereichen der Sprache wieder. Je-
doch sind nicht nur Wörter des alltäglichen Sprachgebrauchs betrof-
fen, sondern – wie im Fall „Mölln“ – auch Entitäten. Dies wird un-
ter anderem deutlich bei der Betrachtung der Geburtsstatistik für
Deutschland. Die Universität Leipzig stellte fest, dass allein im Jahr
2007 1, 98% der 83.886 geborenen Mädchen der Vorname „Marie“ ge-
geben wurde und somit zirka 1.661 Mädchen dieses Jahrgangs den
gleichen Vornamen haben [191]. Insgesamt kamen auf 382.360 Kin-
der nur 4.164 verschiedene Vornamen. Um eine solche Mehrdeutigkeit
aufzulösen, müssen Kontextinformationen zusätzlich zu einem ambi-
guen Bezeichner verfügbar sein. Beispielsweise kann die Nennung des
Nachnamens eines Mädchens mit dem Vornamen „Marie“ oder das
zusätzliche Erwähnen eines Freundes eine eindeutige Referenz zur ge-
meinten Person ermöglichen.
Die folgende Arbeit nimmt Bezug auf die Auswirkung von Mehr-
deutigkeit in Wissensmodellen. Sie beschäftigt sich insbesondere mit
Wissensmodellen des Semantic Web. Im Vordergrund stehen die De-
finition von Ambiguität einer Ontologie, sowie die Vorstellung ei-
nes Verfahrens zur Disambiguierung mehrdeutiger Entitäten, die in
Texten genannt werden. Die Aufgabe ist somit die Bestimmung der
3 Polysemie bezeichnet eine spezielle Art von Ambiguität. Diese wird in
Abschnitt 5.2 eingeführt.
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korrekten Referenz zum mehrdeutigen Bezeichner im Rahmen einer
textuellen Analyse.
1.2. Forschungsfragen und Ziele
Wissensbasen in Form von Ontologien finden heutzutage zunehmend
Verbreitung im World Wide Web. Es existieren zahlreiche Webdiens-
te, die ihre Daten in Form von Ontologien zur Verfügung stellen,
z.B. DBpedia4, GeoNames Ontology5 etc. Ontologien erlauben unter
anderem die Beschreibung semantischer Zusammenhänge zwischen
Entitäten, z.B. Personen, Organisationen etc. sowie deren konzeptuelle
Beziehungen. Inhalte in Ontologien, wie beispielsweise Entitäten,
werden anhand von Schlüsseln auf Grundlage des Unified Ressource
Identifier beschrieben und sind damit eindeutig zu identifizieren.
Der Mensch, der Autor der meisten Ontologien, folgt seiner natür-
lichen Sprache zur Bezeichnung vieler Ontologieelemente. Mit dem
Abgleich natürlich-sprachlicher Bezeichner aus externen Quellen
mit den Bezeichnern innerhalb der Ontologie findet die Ambiguität
ebenfalls Einzug, da diese ein wesentliches Merkmal menschlicher
Sprache ist. Wird beispielsweise der in einem Dokument enthalte-
ne Namen des Ex-Bundeskanzlers „Helmut Schmidt“ in DBpedia
gesucht, so kann dieser acht verschiedenen Personen zugeordnet
werden.6 Jegliche Person sowie jegliches Informationssystem steht
Folge dessen unstrittig vor dem Problem auf Grundlage weiterer
Informationen den im Text referenzierten „Helmut Schmidt“ in der
Wissensbasis zu bestimmen.
Die vorliegende Arbeit basiert auf der nachfolgend genannten
Hypothese:
Kernhypothese. Die Disambiguierung mehrdeutiger Entitäten kann mit
Hilfe von ontologischen Zusammenhängen erreicht werden.
Hierbei ist der Zusammenhang zwischen textueller und ontologischer
Information von wesentlicher Bedeutung. Die Kernhypothese dieser
4 http://dbpedia.org [letzter Zugriff am 12.09.2011]
5 http://www.geonames.org/ontology/ [letzter Zugriff am 12.09.2011]
6 http://de.wikipedia.org/wiki/Helmut_Schmidt_(Begriffsklärung)
[letzter Zugriff am 12.09.2011]
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Arbeit ist die gegenseitige Ergänzung dieser beiden Informationsquel-
len, d.h. a) der zu analysierende Text und b) die Ontologie. In einem
gegebenen Kontext wird mittels der Verwendung beider Informati-
onsquellen eine Bestimmung der gesuchten Entitäten aufgrund ihrer
Namensnennung möglich. Das Problem ist die Masse von Entitäten
innerhalb der Ontologie, die demselben Namen entsprechen und so-
mit im Grad der Mehrdeutigkeit der aufgefundenen Begriffe.
Die Grundannahme dieser Forschungsarbeit basiert auf der Beobach-
tung des menschlichen Prozesses zur Auflösung ambiguer Personen,
Organisationen etc. Dieser eigentlich dem Menschen gegenüber
unbewusst ablaufende Prozess basiert auf bereits vorhandenen und
somit bereits bekannten Informationen, z.B. durch eigenes Erleben
oder Analyse verschiedener Quellen (Zeitungen, Mitmenschen etc.)
gewonnenen Wissens. Der Mensch verknüpft die aktuelle Situation
mit diesem Wissen und wertet die sich dadurch ergebenden Zusam-
menhänge aus (vgl. Ansätze aus dem Bereich der Sprachwissenschaft
[7, 206] und dem Bereich der Psycholinguistik7 [4, 216]). In dieser Ar-
beit wird eine textuell beschriebene Situation z.B. ein Zeitungsartikel,
mit einer vorliegenden Ontologie verknüpft und auf deren Grundlage
wird das Nachverfolgen der im Text dargestellten Zusammenhänge
vorgenommen und später ausgewertet.
Die Kerhypothese wirft wissenschaftliche Fragestellungen auf,
die teilweise zuvor nicht aufgestellt oder nicht im thematischen
Kontext der ontologiebasierten Entitätsdisambiguierung angegangen
bzw. gelöst wurden. Im Folgenden werden diese Fragestellungen
einzeln benannt und vorgestellt:
Forschungsfrage 1. Wie wird linguistische8 Ambiguität im ontologischen
Modell reflektiert?
Diese Frage ist richtungweisend für die vorliegende Arbeit. Sie wirft
die Problematik auf, wie sich Ambiguität im ontologischen Modell äu-
ßert und erschließt somit den Zusammenhang zwischen der linguis-
tischen und der ontologischen Ambiguität. Die Linguistik ist auf die
7 Die Psycholinguistik beschreibt ein Teilgebiet der Psychologie, das sich mit der
Analyse von Sprachfunktionen, Sprachentwicklung, sprachlicher Kommunikation
und deren Regeln und der Interdependenz von Sprache beschäftigt.
8 „Linguistik“ kommt aus dem Lateinischen („Lingua“ = „Zunge“) und ist ein
Synonym für Sprachwissenschaft.
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menschliche Sprache fokussiert und nimmt sich hierbei des Problems
der Mehrdeutigkeit, der sogenannten Äquivokation9 (siehe [125]), an.
Ausgehend von der Analyse eines natürlich-sprachlichen Textes ist
die Frage des Zusammenhangs zwischen dem allgemeinen Ambigui-
tätsbegriff und der in einer Ontologie vorkommenden Ambiguität
grundlegend für weitere Forschungen in diesem Bereich. Das betrifft
insbesondere die Übertragung des von Pethöe [174] beschriebenen
Modells von Polysemie10 auf Ontologien.
Im Abschnitt 1.1 wird der Rückgriff des Menschen auf Hintergrund-
informationen zur Auflösung der vorhandenen Ambiguität angespro-
chen. Wie jedoch kann auf solche Informationen zugegriffen werden?
Hieraus ergibt sich die nachfolgende Forschungsfrage:
Forschungsfrage 2. Wie können semantische Zusammenhänge zwischen
Entitäten in einer Ontologie lokalisiert und für eine Referenzauflösung
bewertet werden?
Der genannte menschliche Erfahrungsschatz, der als Grundlage
zur Auflösung von ambiguen Begriffen verwendet wird, wird in
der vorliegenden Arbeit durch eine Ontologie ausgedrückt. Die
Zusammenhänge zwischen Entitäten, die Ausgangsbasis einer mög-
lichen Disambiguierung sind, müssen demzufolge in der Ontologie
enthalten bzw. lokalisierbar sein. Im Fokus dieser Arbeit liegt je-
doch nicht die Integration neuer Hintergrundinformationen in die
Wissensbasis, sondern dessen Gegenteil, d.h. die Extraktion von
Zusammenhängen zwischen den im Kontext genannten Entitäten aus
der Wissensbasis. Nur auf Grundlage von Informationen über gegen-
seitige Beziehungen kann ein solcher Zusammenhang erschlossen
werden. Das Hintergrundwissen über die Entitäten ist deshalb von
elementarer Bedeutung, um die im gegebenen Kontext referenzierte
Entität im Falle mehrerer Möglichkeit zu bestimmen. Die Forschungs-
frage beschäftigt sich daher mit der Aufgabe, die Entitäten in der
Ontologie aufzufinden und die Zusammenhänge zwischen diesen
auszuwerten. Das ist vergleichbar mit dem menschlichen Prozess zur
Referenzbestimmung, da auch hier ein beliebiger Zusammenhang
zur exakten Referenzauflösung nicht ausreicht. Zum Beispiel reicht
9 Homonyme und Polyseme
10 Bei Polysemie handelt es sich um eine spezielle Form von Ambiguität (siehe
Abschnitt 5.2.1).
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die Beschreibung „Helmut Schmidt wurde in Deutschland geboren“
und somit der Zusammenhang zwischen „Helmut Schmidt“ und
„Deutschland“ nicht aus, um zwischen dem ehemaligen Kanzler
„Helmut Schmidt“ und dem ehemaligen Fußballspieler „Helmut
Schmidt“ unterscheiden zu können.
Somit ist die ausschließliche Lokalisierung dieser Zusammenhänge
nicht ausreichend. Die Bewertung eines solchen Zusammenhangs in
der Ontologie muss zunächst definiert und auf die Anforderungen,
welche die Ambiguität mit sich bringt, angepasst werden. Eine
Bewertung muss es zudem ermöglichen, das bestmögliche Resultat
zu erzielen bzw. aufzufinden.
Forschungsfrage 3. Wie kann die Qualität eines solchen Prozesses
verbessert werden?
Nachdem ein grundlegender Algorithmus zur Problemlösung ent-
worfen wurde, stellt sich die Frage nach möglichen Optimierungen.
Hierbei muss abgewogen werden, ob es Anwendungsfälle gibt, die
durch eine Variation des Algorithmus besser gelöst werden können.
Hierzu müssen die verschiedenen Teile des Verfahrens a) die Identifi-
kation der zu berücksichtigenden Entitäten b) die Bedeutung der ein-
zelnen Entität im Verfahren und c) mögliche Modifikationen im spä-
teren Verfahrensablauf analysiert werden. Die Zielsetzung ist hierbei
die Optimierung der Referenzselektion und somit der Disambiguie-
rung der Entitäten.
1.3. Ansatz
Diese Arbeit nimmt sich der Aufgabe an, Entitäten, die innerhalb eines
Textes beschrieben wurden, den korrekten Ontologiereferenzen zuzu-
ordnen. Diese müssen anhand ihrer semantischen Beschreibung sich
in die durch den Kontext des Textes beschriebene Situation einfügen.
Der Auftrag, der zu bewältigen ist, umfasst die Zuordnung einer En-
tität zum entsprechenden Ontologieelement.
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Hierzu sind verschiedene Teilschritte notwendig:
Auffinden von benannten Entitäten Im ersten Schritt findet eine
Analyse des Textes statt. Die Aufgabe ist es die Bezeichner von
möglichen Entitäten zu bestimmen, d.h. Entitäten zu identifizie-
ren. Die Textanalyse berücksichtigt grammatikalische Konstruk-
te, z.B. Nomen, durch die Entitätsbezeichner identifiziert werden
können.
Identifikation der Entitäten Im zweiten Schritt werden die erkann-
ten Entitätsbezeichner den Ontologieelementen zugeordnet, die
durch diese identifizierbar sind. Hierbei sind verschiedene Kri-
terien zu beachten, z.B. dass Ontologieelemente teilweise über
mehrere Bezeichner verfügen etc.
Identifikation des Zusammenhangs zwischen Entitäten: Durch die
Identifikation möglicher im Text beschriebener Ontologieele-
mente, z.B. der beschriebenen Instanzen, können die Zusam-
menhänge zwischen diesen in der Ontologie nachverfolgt wer-
den. Durch das Problem der Ambiguität sind verschiedene Ab-
bildungen der textuellen auf die ontologische Repräsentation
möglich. Die Aufgabe dieser Arbeit besteht in der Identifikati-
on der zutreffenden Abbildung und somit der Bestimmung der



















Abbildung 1.1.: Methodischer Ansatz dieser Arbeit
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1.4. Eigener Beitrag
Der vorgestellte Ansatz verwendet eine Ontologie, die als Reprä-
sentationsformat des Hintergrundwissens gewählt wurde. Hierbei
wird der Anforderung an die Abbildung semantischer Zusammen-
hänge und der Möglichkeit zu deren Auswertung Rechnung getra-
gen. Ontologien sind eine wichtige Quelle für die Disambiguierung,
da sie die gegenseitigen Abhängigkeiten von Entitäten formalisie-
ren. Sie ermöglichen die Beschreibung der direkten Eigenschaften
einer Entität – Data-Properties – und der Kategorisierung – Object-
Properties.
Zum einen fokussiert sich die vorliegende Arbeit auf das Phänomen
der natürlich-sprachlichen Mehrdeutigkeit innerhalb von Ontologien.
Diese tritt durch die Verwendung wortgleicher linguistischer Bezeich-
ner für Elemente der Ontologie auf. Ein Beitrag der vorliegenden Ar-
beit ist die Erörterung des Phänomens der Ambiguität innerhalb von
Ontologien. Es besteht großes wissenschaftliches Interesse an der Er-
forschung sprachlicher Mehrdeutigkeit (siehe [174]). Forschungsthe-
men waren die Einteilung in mögliche Kategorien, in welche sich
Mehrdeutigkeit unterteilen lässt – Polysemie und Homonymie – so-
wie deren weitere Unterscheidungen, z.B. systematische und nicht-
systematische Polysemie. Zudem wurden theoretische Vorgehenswei-
sen zur Behandlung und Auflösung von Mehrdeutigkeit vorgeschla-
gen und erforscht. Bisher ist jedoch weder die Gesamtproblematik lin-
guistischer Mehrdeutigkeit noch eines der genannten Modelle auf die
Beschreibungen, die durch Ontologien ermöglicht werden, übertragen
worden. Diese Arbeit nimmt sich dieses Umstandes an und definiert
erstmals die ontologische Reflektion linguistischer Ambiguität. Zu-
nächst werden die Grundlagen allgemein erörtert. Darauf aufbauend
erfolgt im Verlauf der Arbeit eine Fokussierung auf die Ambiguität im
Zusammenhang mit Entitäten.
Zum anderen wird in dieser Arbeit ein graphbasiertes Verfahren zur
Disambiguierung von Entitäten in Texten mithilfe von Hintergrund-
wissen in Form einer Ontologie entwickelt. Dieser Beitrag umfasst die
Entwicklung eines Graphexplorationsverfahrens basierend auf Sprea-
ding Activation [255]. Der überwiegende Anteil von Arbeiten im wis-
senschaftlichen Umfeld verwendet in diesem Zusammenhang vek-
torbasierte Verfahren und somit bekannte Machine Learning (ML)
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Verfahren.11 Die Gewinnung von Teilgraphen in Form von Steiner-
bäumen, die den im Kontext des Textes referenzierten Ausschnitt des
semantischen Netzwerks und somit den dort dargestellten semanti-
schen Zusammenhang beschreiben, bietet eine neue Herangehenswei-
se an das Problem der Disambiguierung. Das Verfahren grenzt sich
von der Keyword-basierten Suche ab, da es auf keinen übergebenen
Schlüsselworten aufbaut. Bei dieser ist ein kontextueller Zusammen-
hang nicht in allen Fällen gegeben. Die Verwendung von Text, z.B. Ar-
tikeln oder Büchern, hat zur Folge, dass die beinhalteten Entitäten
im Text selbst eine kontextuelle Beziehung miteinander eingehen, die
in der Ontologie reflektiert wird. Ausgangsproblem des Verfahrens
ist das Vorliegen von Mehrdeutigkeit im analysierten Text. Mehrdeu-
tigkeit bezieht sich hier auf die Bedeutung eines Wortes und nicht12
auf verschiedene Texte, in denen das Wort in der gleichen Form vor-
kommt. Hierdurch wird die Abgrenzung zur klassischen Suche offen-
sichtlich. Die Forschungsarbeit beschäftigt sich weiterhin mit der Er-
weiterung des oben genannten Graphverfahrens auf Basis von Sprea-
ding Activation. Hierzu werden in der Arbeit drei verschiedene Op-
timierungsmöglichkeiten entwickelt und evaluiert. Jede dieser Mög-
lichkeiten macht sich spezielle Gegebenheiten im vorgestellten Ansatz
zu Nutze. Der Umstand, dass der Mensch dazu neigt in Beziehung
stehende Informationen auch innerhalb von Texten kontextuell nahe
beieinander zu platzieren, war Grundlage für die in der Arbeit vor-
genommene Erweiterung durch eine kontextspezifische Disambiguie-
rung [256].
Es wird untersucht, ob die Verwendung von Abstandsmaßen zur Ver-
besserung der Ergebnisqualität beiträgt. Hierzu wird analysiert, wel-
che Relationen (Object-Properties) zwischen Entitäten das Verhältnis
der Entitäten zueinander im Kontext der zugrundeliegenden Ontolo-
gie und des vorliegenden Textes am besten wiederspiegeln.
Auch wird die Optimierung des Verfahrens durch die Integration ei-
ner zusätzlichen Lernphase überprüft. Ein solches Lernverfahren er-
möglicht eine Speicherung und Verwertung vergangener Disambi-
guierungsprozesse. Die daraus generierten Maße werden bei der Ana-
lyse weiterer bzw. zuvor unbekannter Texte verwendet. Insofern stützt
11 Siehe Kapitel 14 für die genaue Abgrenzung der verfügbaren Verfahren.
12 Worte in kursiv haben eine hinweisende oder klassifizierende Bestimmung.
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sich das Verfahren bei der Generierung neuer Resultate auf vorausge-
hende Resultate.
Die angesprochene Tendenz des Menschen miteinander in Beziehung
stehende Informationen nahe beieinander zu platzieren ist der Aus-
gangspunkt für zwei weitere Verfahren. Beide Verfahren basieren auf
Regeln, die sich Wortmuster innerhalb des Textes zu Nutze machen.
Im ersten Verfahren wird eine Anreicherung möglicher Bezeichner für
Ontologieelemente anhand deren unterschiedlicher Nennung im Text
sowie die Bestimmung konzeptioneller Abhängigkeiten [259] umge-
setzt. Regeln können vorgegeben oder automatisch erlernt werden.
Zudem ist die Bestimmung von Beziehungen zwischen Ontologie-
elementen sowie deren direkte Eigenschaften ebenfalls möglich [257].
Diese Informationen, die vom Text direkt den Elementen der Ontolo-
gie zugeordnet werden können, ermöglichen eine selektive Auswahl
des Ontologieelements für einen textuellen Bezeichner.
Neben den Verfahren zur Lösung des Ambiguitätsproblems erfolg-
te die Entwicklung einer optimierten Datenbank für die Speicherung
von OWL-Ontologien in den Ansätzen [254, 253].
1.5. Gliederung der Arbeit
In diesem Kapitel wird ein Überblick über den strukturellen Auf-
bau dieser Arbeit dargestellt. Der thematische Aufbau ist in Abbil-
dung 1.213 wiedergegeben. Die Arbeit gliedert sich in vier Teilbe-
reiche: Grundlagen, Bestimmung von Entitätsreferenzen in RDF-Graphen,
Evaluation und thematisch verwandte Arbeiten sowie eine Schlussbetrach-
tung. Im Folgenden werden die einzelnen Teilbereiche vorgestellt.
Teil I - Grundlagen: Zu Beginn erfolgt eine Einordnung der Arbeit in
den Prozess des „Knowledge Discovery in Databases (KDD)“ (Kapitel 2).
Aufbauend auf diesem Prozess werden die grundlegenden Hinter-
grundinformationen eingeführt, auf denen diese Arbeit aufbaut. Das
betrifft zum einen die Darstellung des Hintergrundwissens in Form
13 Der Zusammenhang zwischen den Teilbereichen ist von links nach rechts
dargestellt.
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von einer Ontologie, d.h. eines gängigen Formats im Bereich des Se-
mantischen Webs (Kapitel 3). Zum anderen betrifft es die Definition
und Repräsentation von Entitäten. Im Rahmen der Kommunikation
zwischen Menschen werden Entitäten in der natürlichen Sprache refe-
renziert (Kapitel 4). Um den Zusammenhang zur Wissensbasis zu ge-
währleisten, muss jede referenzierte Entität zuvor in der Wissensbasis
beschrieben worden sein. Die Verwendung semantischer Technologi-
en im Zusammenhang mit Entitäten, unter dem Aspekt der Mehrdeu-
tigkeit, bildet das Thema dieser Arbeit. Die Definition von Ambiguität
wird in Kapitel 5 vorgestellt und dabei in die linguistische Definition
von Mehrdeutigkeit auf Ontologien übertragen. Die hieraus resultie-
rende Problemstellung ist die Begründung für die Notwendigkeit ei-





















Abbildung 1.2.: Thematischer Aufbau
Teil II - Bestimmung von Entitätsreferenzen in RDF-Graphen: Der
zweite Teil gliedert sich in drei Teilbereiche. Zunächst werden in Kapi-
tel 6 die notwendigen Voraussetzungen für den Prozess der Referenz-
bestimmung bezüglich Text und Wissensbasen vorgestellt. In Kapitel 7
wird in die methodischen und technischen Verfahrensvoraussetzun-
gen eingeführt. Auf diesen beruht der Ansatz der graphbasierten Di-
sambiguierung, dessen Konzeption und Verfahrensablauf ebenfalls in
diesem Kapitel vorgestellt werden. Im zweiten Teilbereich wird hier-
auf aufbauend das entworfene Basisverfahren beschrieben (siehe Ka-
pitel 8). Dieser Teil enthält zudem die auf der Grundlage des Basisver-
fahrens weiterentwickelten Verfahren. Hierbei handelt es sich um ein
Verfahren basierend auf einem bidirektionalen Wissensaustausch (Ka-
pitel 9), ein Verfahren, das auf einer getrennten, kontextabhängigen
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Analyse basiert (Kapitel 10) und ein Verfahren, das bestärkendes Ler-
nen zur Resultatoptimierung einsetzt (Kapitel 11). Der dritte Teilbe-
reich umfasst die Vorstellung variierbarer Maße und Parameter, die
innerhalb des Algorithmus zum Einsatz kommen (Kapitel 12).
Teil III - Evaluation und thematisch verwandte Arbeiten: Der dritte
Teil umfasst zunächst die Evaluation des vorgestellten Basisansatzes
und dessen Varianten (Kapitel 13). Diese Evaluation beinhaltet zum
einen einen Vergleich gegenüber einem existierenden Ansatz im Be-
reich der ontologiebasierten Disambiguierung. Zum anderen werden
die in dieser Arbeit vorgestellten Algorithmusvarianten anhand eines
manuell annotierten Referenzdatensatzes evaluiert. Dieser umfangrei-
che Datensatz ermöglicht die Gegenüberstellung der verschiedenen
Varianten hinsichtlich ihrer Vor- und Nachteile. Außerdem ist eine
Übersicht zu verwandten Arbeiten in Kapitel 14 enthalten. Deren je-
weilige Unterschiede und Gemeinsamkeiten zu dieser Arbeit werden
weiterhin erörtert.
Teil IV - Schlussbetrachtung: Die Arbeit wird mit Kapitel 15 ab-
geschlossen indem der erzielte Mehrwert dieser Arbeit beschrieben
wird. Es erfolgt eine Reflektion des wissenschaftlichen Beitrags, der
von dieser Arbeit ausgeht. Mögliche Erweiterungen des Ansatzes wer-






2. Ermittlung von Wissen
Eine wesentliche Charakteristik unserer Zeit ist die ständig wachsen-
de Informationsflut, die uns umgibt. Wir sind in nahezu allen Berei-
chen unseres Lebens mit digitalen Daten konfrontiert, z.B. Bankda-
ten, private und geschäftliche Emails, Einkäufe bei Onlinehändlern
etc. Viele dieser Daten sind entweder Quelle oder Resultat komple-
xer Auswertungsprozesse. Beispielsweise bedarf bereits die Anzeige
der Kundenrezension eines Artikels beim Onlinehändler Amazon1
der Auswertung aller getätigten Einzelbewertungen für diesen Arti-
kel. Während diese Auswertung noch recht offensichtlich ist, d.h. der
Wert der Beurteilung durch den Durchschnitt der Einzelbewertungen
berechnet wird, werden auch komplexere Verfahren zur Auswertung
von Information durchgeführt. Ein Beispiel ist die automatische Ka-
tegorisierung von Nachrichtentexten, z.B. der Zuordnung eines Ar-
tikels zur Kategorie Politik, Sport etc. Hier erfolgt eine Textanalyse,
die anhand von enthaltenen Wörtern über die Kategoriezugehörig-
keit entscheidet. Um solche Auswertungsprozesse zu ermöglichen,
sind Technologien zur Ermittlung versteckten Wissens notwendig. Er-
folgt keine Analyse zur Gewinnung (neuer) abgeleiteter Informatio-
nen, so wird nicht der gesamte Wert genutzt, den diese Daten bein-
halten (vgl. [74, 214, 225]). Der in dieser Arbeit vorgestellte Ansatz
dient der Ermittlung von zusätzlichen impliziten Wissens und ermög-
licht somit die Gewinnung eines Mehrwerts gegenüber der explizit
zugreifbaren Dateninformation.
Zunächst wird in den Vorgang der Wissensgewinnung (Knowled-
ge Discovery) in Abschnitt 2.1 eingeführt. Dieser lässt sich in einen
mehrstufigen Prozess übertragen, der im darauf folgenden Ab-
schnitt 2.2 vorgestellt wird. Jeder Prozessschritt enthält jeweils eine
Erklärung seiner auf das vorliegende Verfahren bezogenen Umset-
zung. Abschnitt 2.3 stellt die verschiedenen Zielsetzungen im Bereich
1 http://www.amazon.com [letzter Zugriff am 10.01.2011]
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Data-Mining vor. Hier erfolgt ebenfalls eine Einordnung des in dieser
Arbeit vorgestellten Verfahrens.
2.1. Knowledge Discovery
Erstmals erwähnt wurde Knowledge Discovery in Databases (KDD) in
der Arbeit von Piatetsky-Shapiro 1991 [176]. Derzeit wird die auf die-
ser Erklärung aufbauende Definition von Fayyad, Piatetsky-Shapiro
und Smyth verwendet: „Knowledge Discovery in databases2 is the non-
trivial process of identifying valid, novel, potentially useful and ultimately
understandable patterns in data“ [74].
Durch den Einsatz von KDD-Methoden soll es ermöglicht werden,
neue Informationen aus den Daten zu gewinnen. Dies bedeutet, dass
neue Strukturen durch den Prozess erkannt werden, welche dem Sys-
tem beziehungsweise dem Benutzer zuvor unbekannt waren und sich
nicht auf die Struktur beziehen, welche für die Speicherung des Da-
tensatzes zunächst entwickelt wurde. Man spricht von der Erkennung
beziehungsweise dem Benennen der versteckten Muster in den Daten.
Muster beschreiben eine Teilmenge der Daten oder ein Modell, das
sich auf diese Daten bezieht. Der Prozess der Wissensermittlung selbst
birgt einen Informationsgewinn, indem versucht wird Informationen,
die implizit und unerwartet in den Daten enthalten sind, zutage zu
fördern. Somit hat dieser Prozess dass Ziel weiteres (verstecktes) Wis-
sen auf Grundlage der gegebenen Daten zu gewinnen. Diese impli-
ziten Informationen können zum einen dazu verwendet werden, um
weitere Charakteristika des Datensatzes zu beschreiben. Zum anderen
können sie als Grundlage für die Analyse neuer Datensätze dienen.
Mögliche Aufgaben sind die Zusammenfassung großer Datenmengen
oder die Möglichkeit Vorhersagen über neue Datenbestände zu tref-
fen. Beispielsweise können Zusammenfassungen von Bestellungen,
oder Vorhersagen über mögliche weitere Einkaufsartikel auf Grund-
lage der bereits im Warenkorb verfügbaren Artikel, erstellt werden.
2 Hier erfolgt eine Festlegung auf „Knowledge Discovery in Databases (KDD)“.
Der allgemeine Ansatz der Wissensermittlung ist hinsichtlich der Quelle seiner
Eingangsdaten nicht festgelegt. Beispielsweise kann auch eine Datei die Menge
der zu verarbeitenden Daten beinhalten.
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Das Ziel des Emittlungsprozesses liegt in der Ermittlung neuer Infor-
mationen durch die Suche nach Regelmäßigkeiten und auftretenden
Mustern innerhalb des Datensatzes.
Der KDD-Prozess wird von Fayyad et al. [74] als 9-stufiger Prozess
deklariert. Der Prozess ist in nachfolgendem Abschnitt 2.2 detailliert
vorgestellt. Aufbauend auf dieser grundlegenden Definition wurden
zwei weitere bekannte Prozesse entwickelt [16]. Zum einen SEMMA
(Sample, Explore, Modify, Model, Assess), welches vom SAS Insti-
tut3 entwickelt wurde. SEMMA erlaubt die praktische Umsetzung
(Organisation, Entwicklung und Wartung) vom Data-Mining Projek-
ten. Dies wird unterstützt durch die hierfür entwickelte Software von
SAS. Zum anderen erfolgt eine Unterstützung durch den CRISP-Data-
Mining Prozess (CRoss-Industry Standard Prozess for Data Mining)
[44]. Dieser Prozess wurde speziell auf die Bedürfnisse der Industrie
angepasst. Es beinhaltet welches Projektziel erreicht werden soll, die
Projektanforderungen die notwendig sind und im Anschluss daran
die Planung der Umsetzung.4
2.2. Der KDD-Prozess
Die Definition von Fayyad et al. [74] beschreibt die einzelnen Stu-
fen des KDD-Prozesses. Dieser Prozess wurde zunächst von Brach-
mann et al. [36] entworfen und später von Fayyad et al. angepasst.
Heutzutage dient die Definition von Fayyad als Ausgangspunkt ver-
schiedener Verfahrensvarianten, z.B. der nutzerspezifische Ansatz von
Engels [67]. Daher wird in dieser Arbeit das Verfahren von Fa-
yyad referenziert, dessen grundlegender Ablauf schematisch in Ab-
bildung 2.1 dargestellt ist. Es beinhaltet die wesentlichen Schritte, die
für die Generierung bzw. Extraktion neuen Wissens basierend auf
einer gegebenen Datenquelle notwendig sind. Insbesondere soll der
3 http://www.sas.com/offices/europe/germany [letzter Zugriff am 12.09.2011]
4 Azevedo [16] beschreibt eine hohe Übereinstimmung zwischen SEMMA und dem
KDD-Prozess. Er bezeichnet SEMMA als „a practical implementation of the five
stages of the KDD process“, da es direkt in Zusammenhang mit der SAS Enterprise
Miner software (http://www.sas.com/technologies/analytics/datamining/
miner [letzter Zugriff am 12.09.2011]) steht. Der Fokus von CRISP bezieht sich auf das
Verständnis eines Geschäftsmodells und bezieht sich somit auf eine speziellen
Anwendungsfall. Daher bildet der beiden zugrundeliegenden KDD-Prozess den
Bezugspunkt für die weitere Arbeit.
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Prozess den willkürlichen Einsatz von Data-Mining Methoden ver-
hindern und deren sinngemäße Einbettung bezüglich der benötigten
Schritte bis hin zur Zielerreichung ermöglichen. Nachfolgend werden
die einzelnen Schritte des Prozesses erläutert und auf den in dieser
Arbeit vorgestellten Ansatz bezogen. Dies ermöglicht die Einord-
nung der später vorgestellten Teilverfahren in den Kontext des KDD-
Prozesses. Die Orientierung erfolgt hierbei an der von Fayyad et al.
vorgeschlagenen Sicht aus der Perspektive des Nutzers und anhand
der neun Schritte des KDD-Prozesses, die in Fayyad et al. [74] aufge-
führt wurden. Der Ausdruck „Hier “ führt die vorgenommene Um-
























Abbildung 2.1.: Knowledge Discovery in Databases
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1. Anwendungsdomäne: Dem Gesamtprozess vorausgehen muss der
Aufbau eines initialen Verständnisses für das Einsatzgebiet, in
dem das Verfahren angewandt werden soll. Der Aufbau eines
initialen Verständnisses bedarf der Abschätzung des benötig-
ten Vorwissens und der Definition des Ziels, das erreicht wer-
den soll. Dieses initiale Verständnis ist die Grundlage für die
nachfolgenden Prozessschritte. Hier: Ziel ist die Zuordnung der
innerhalb eines Textes vorkommenden Bezeichner, z.B. „Hel-
mut Schmidt“, zu den diesen entsprechenden Ontologieelemen-
ten, z.B. im Rahmen von DBpedia http://dbpedia.org/page/
Helmut_Schmidt [letzter Zugriff am 12.09.2011] für den deutschen Altkanz-
ler. Jedoch sind die Bezeichner in den meisten Fällen nicht
eindeutig und somit nicht direkt zuzuordnen. Beispielsweise
sind in DBPedia5 sieben weitere Personen mit dem Namen
„Helmut Schmidt“ enthalten, wodurch die Zuordnung anhand
des natürlich-sprachlichen Bezeichners nicht eindeutig erfolgen
kann. Deshalb muss ein Verständnis für Ontologien (siehe Ka-
pitel 3), die das Hintergrundwissen darstellen, Bezeichnern in
Texten (siehe Kapitel 4), die als Eingangsdaten der Analyse die-
nen, und die damit einhergehende Ambiguität (siehe Kapitel 5)
erreicht werden.
2. Selektion eines Zieldatensets: Innerhalb dieses Prozessschrittes
erfolgt die Selektion des Datensets, das als Grundlage der Ana-
lyse verwendet werden soll. Hier: Das Verfahren benötigt eine
auf die textuelle Datengrundlage angepasste Domänenontolo-
gie. Die Ontologie fungiert zusätzlich zum Text als Datengrund-
lage des Verfahrens. Voraussetzung für eine mögliche Disam-
biguierung eines textuellen Bezeichners ist mindestens ein Ele-
ment der Ontologie bzw. des Ontologiegeflechts6, das diesem
zugeordnet werden kann. Die in der Ontologie vorhandenen In-
formationen sind ausschlaggebend für den Erfolg des Verfah-
rens, z.B. im Zusammenhang mit dem zuvor gegebenen Beispiel
die Information über die Personen, mit denen Helmut Schmidt
in Kontakt steht, die Städte die er bereist hat etc.
5 http://dbpedia.org [letzter Zugriff am 12.09.2011]
6 Es können auch miteinander in Beziehung stehende Ontologien verwendet wer-
den (siehe Kapitel 3).
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3. Datensäuberung und Vorverarbeitung: In diesem Prozessschritt
wird die vorhandene Datengrundlage aufbereitet, z.B. Umgang
mit fehlender Information, fehlerhafte Daten etc. Hier: Im Kon-
text der Arbeit werden auf dieser Stufe Bezeichner von Onto-
logieelementen aus den gegebenen Texten extrahiert (siehe Ab-
schnitt 4.2), die als Eingangsmenge des Algorithmus verwen-
det werden. Für eine spätere Algorithmusvariante sind Infor-
mationen, die im direkten Umfeld eines Bezeichners genannt
werden, von besonderer Bedeutung (siehe Kapitel 10). Hier er-
folgt die Extraktion kontextuell zusammenhängender Textberei-
che, die später einen größeren Grad an Informationen zur Iden-
tifikation des zugehörigen Ontologieelements liefern sollen. Ei-
ne weitere Art der Vorbereitung umfasst die Speicherung frü-
herer algorithmischer Resultate (aus vorausgehenden Disambi-
guierungen), die zur Verbesserung aktueller Analysen herange-
zogen werden (siehe Kapitel 11).
4. Datenreduktion und -projektion: Das Ziel des auszuführenden
Algorithmus ist in diesem Schritt die Suche nach geeignetem Da-
tenmaterial. Beispielsweise können im Falle einer Vektorreprä-
sentation Verfahren zur Dimensionalitätsreduktion ausgeführt
werden. Hier: Die in Schritt 3 extrahierten Bezeichner werden
ihren möglichen Ebenbildern in der Ontologie zugeordnet (sie-
he Kapitel 5 und Kapitel 8). Dadurch wird eine Projektion der
textuellen Information auf die vorliegende Domänenontologie
vorgenommen, d.h. auf alle Elemente, die diesen Bezeichner ha-
ben.
5. Verwendung einer spezifischen Data-Mining Methode: Die be-
absichtigten Ziele, die durch den KDD-Prozess erreicht werden
sollen, bedürfen einer spezifischen Data-Mining Methode.
Diese Methode beschreibt die allgemeine Vorgehensweise
und ist dem eigentlichen Verfahren, sowie seinen spezifischen
Details übergeordnet. Hier: Die Einordnung des in dieser Arbeit
präsentierten Verfahrens und dessen Abgrenzung hinsichtlich
der verschiedenen Techniken des Data-Mining, werden in
Abschnitt 2.3 erörtert.
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6. Explorative Analyse und Festlegung des zugrunde liegenden
Modells und der Hypothese:
Dieser Schritt beinhaltet die Wahl des Data-Mining Algorithmus
und die Methode zur Wissensermittlung. Im Zusammenhang
mit dem Algorithmus erfolgt ebenfalls die Wahl des zugrunde
liegenden Modells, z.B. Vektormodell. Hier: Das in dieser
Arbeit entworfenen Verfahren basiert auf einem Graphmodel
der RDF-Ontologie. Durch ein Data-Mining Verfahren soll
der Bereich im Graph lokalisiert werden, d.h. der Teilgraph,
der für jeden im Text identifizierten Bezeichner einer Entität
mindestens ein Ontologieelement enthält und somit die vor-
handene Ambiguität auflöst. Ein solcher Teilgraph zeigt die
Beziehungen zwischen den im Text vorkommenden Entitä-
ten gemäß der zugrundeliegenden Ontologiedefinition. Das
Modell der Graphrepräsentation wird in Kapitel 7 präsentiert.
Ein Beispiel hierzu ist in Abbildung 2.2 dargestellt. Im Text
werden Bezeichner von Entitäten identifiziert. Danach erfolgt
die Identifizierung der Ontologieelemente, die einen dieser
Bezeichner besitzen. Innerhalb des Graphmodells wird nach
Zusammenhängen zwischen den Elementen gesucht, die in
Form von Teilgraphen repräsentiert werden. Die entworfenen
Verfahren bauen auf der Technik des „Spreading Activation“
auf, um den Teilgraph, der einem Steiner-Graphen entspricht,
zu bestimmen.
7. Data-Mining: Hier findet die Ausführung des gewählten Data-
Mining Verfahrens statt und die Erzeugung durch das Verfahren
bestimmten Repräsentationsform der aufzufindenden Zusam-
menhänge. Hier: Die verschiedenen Verfahren werden in den
Kapiteln 8, 9, 10 und 11 vorgestellt.
8. Interpretation der gewonnener Zusammenhänge: Die Interpreta-
tion der Zusammenhänge bedeutet eine Analyse der zuvor be-
stimmten Ergebnisstrukturen, d.h. die Bestimmung des optima-
len Resultats. Des Weiterem erlaubt dieser Schritt eine Rück-
kehr zu früheren Prozessschritten. Hier: Die Resultatsbewertung
wird anhand der Eigenschaften des Graphen im Bezug zum
Data-Mining Verfahren durchgeführt, z.B. die Distanz zu den be-
stimmten Ontologieelementen ausgehend vom Knoten, der den
Graph repräsentiert (siehe Kapitel 8). Die Rückkehr zu frühe-
ren Prozessschritten kann in zwei Varianten stattfinden. Bei der
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kontextbasierten Analyse (siehe Kapitel 10) wird zunächst jeder
Kontext separat analysiert. Hier wird versucht die direkt mit ei-
nem Bezeichner im Text aufgeführten Informationen zur Zuord-
nung zu nutzen. Bei der Verwendung von Bestärkendem Lernen7
(siehe Kapitel 11) wird auf zuvor erzielte Resultate zurückge-
griffen. Eine Auswertung dieser Resultate soll eine Verbesserung
des Disambiguierungsverfahrens bewirken.
9. Verwenden der erhaltenen Informationen: Hier handelt es sich
um die Einbindung des ermittelten Wissens in weiteren oder auf
dem Verfahren aufbauenden Applikationen bzw. auch dessen
Überprüfung hinsichtlich von Fehlern, z.B. Widersprüchen von
zuvor erzielten Informationen. Hier: Die Zuweisung zum kor-
rekten Ontologieelement ermöglicht den Zugriff auf die, mit die-
sem in Zusammenhang stehenden, Informationen. Diese Infor-
mationen können Zusammenhänge aufzeigen, die nicht explizit
im Text genannt sind, jedoch zu dessen Verständnis einen hohen
Beitrag leisten können. Beispielsweise können Ontologien Zu-
sammenhänge zwischen im Text genannten Personen aufzeigen,
die außerhalb der im Text dargestellten Beziehungen liegen und
somit weitere Einblicke ermöglichen. Beispielsweise kann dies
in anderen Applikation dem Benutzer als zusätzliche Informati-
on angezeigt werden. Auch weitergehende Prozesse, z.B. Clus-
tering, können anhand der bestimmten ontologischen Merkmale
durchgeführt werden.
7 engl. Reinforcement Learning
2.2 DER KDD-PROZESS 25


























26 ERMITTLUNG VON WISSEN
2.3. Data-Mining
Der Unterschied zwischen Data-Mining und KDD liegt darin, dass
Data-Mining ein spezifisches Verfahren beschreibt, das Informationen
basierend auf einer Datengrundlage gewinnt, während KDD den
gesamten Prozess der Wissensermittlung beschreibt. Data-Mining ist
somit ein Teil des KDD-Prozesses (vgl. [74]). In der Literatur werden
die Aufgaben der Selektion, der Vorverarbeitung von Daten und
der Transformation oftmals auch unter Data-Mining zusammenge-
fasst [103]. Dieser Umstand wird auch aus der Prozessdarstellung in
Abschnitt 2.2 ersichtlich. Basierend auf der Definition von Fayyad
et al. beschreibt Data-Mining den Prozess zur Erkennung von Mus-
tern und Relationen im Datensatz.
Folgende Data-Mining-Aufgaben werden von David Hand, Heikki
Mannila und Padhraic Smyth [103] definiert:
Exploratory Data Analysis (EDA): Analyse der Daten ohne vorher-
gehende Zieldefinition. (Zufallsfunde).
Descriptive Modeling: Erstellung eines beschreibenden Datenmo-
dells. Segmentierung der Daten und Clusteranalyse. Ebenfalls
Erstellung einer kompakten Beschreibung (Zusammenfassung)
der Daten.
Predictive Modeling: Klassifikation/Regression. Erstellung eines
Modells, das Vorhersagen für den Wert eines/mehrerer Merk-
male ermöglicht.
Discovering Pattern and Rules: Identifikation von Mustern und
Strukturen. Erstellung von beschreibenden Regeln, welche die
Beziehung zwischen Daten spezifizieren.
Retrieval by Content: Aufgrund einer gegebenen Menge an Merk-
malen werden alle Daten aufgefunden, die eine Übereinstim-
mung hinsichtlich dieser Merkmalsmenge aufweisen.
Fayyad et al. unterscheiden zwischen den Zielen Überprüfung und
zwischen Ermittlung, die durch Data-Mining gelöst werden können.
Das in dieser Arbeit entwickelte Verfahren lässt sich dem zweiten Ziel
zuordnen. Es ermöglicht nur bedingt Vorhersagen durch die Wieder-
verwendung von vorherigen Resultaten zur Tendenzbestimmung des
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im aktuellen Kontext gemeinten Ontologieelements für einen gegebe-
nen Bezeichner. Das Verfahren ermöglicht eine Beschreibung des re-
lationalen Zusammenhangs zwischen Ontologieelementen basierend
auf der Grundlage eines zuvor gegebenen Textes. Es wird für den
Text ein Modell erzeugt, welcher aus der Kombination von Ontolo-
giesubgraphen erstellt wird, jedoch auch künstliche, d.h. nicht durch
das Ontologiemodell vorgegebene, Relationen enthalten kann (siehe
Kapitel 10). Gemäß der von Hand et al. aufgestellten Kategorien hin-
sichtlich der Aufgaben des Data-Mining erfolgt eine Einordnung des
in dieser Arbeit entwickelten Verfahrens in die Kategorie Retrieval by
Content. Im Unterschied zur klassischen Suche liefert das vorgestellte
Verfahren ein beschreibendes Modell der Zusammenhänge, der in dem
gegebenen Text beschriebenen Ontologieelemente, d.h. der im Text be-
schriebene Zusammenhang zwischen den genannten Entitäten findet
sich im Graphmodell wieder bzw. wird dort reflektiert. Dieser Zusam-
menhang bildet die Grundlage zur Disambiguierung mehrdeutiger
Entitätsbezeichner (vgl. Abschnitt 6.4).

3. Semantic Web
Das World Wide Web stellt eine riesige Menge an Informationen zur
Verfügung. Aktuell umfasst es eine Ansammlung von zirka 13.46 Bil-
lionen Internetseiten.1 Das in diesen Seiten enthaltene Wissen birgt
enormes Potential hinsichtlich der darin verborgenen Informationen.
Leider existiert zumeist kein Modell, das die in einer Webseite be-
schriebenen Daten miteinander in Beziehung bringt. Falls Webseiten
über ein solches verfügen, so sind die verwendeten Modelle zumeist
unabhängig voneinander und strukturieren gleiche Inhalte in völ-
lig unterschiedlicher Form. Die Verwendung eines gemeinsamen For-
mats würde ermöglichen, das im Internet vorhandene Wissen mitein-
ander in Beziehung zu setzen. Dieses Kapitel erklärt den Zugriff auf
diese Informationen unter Verwendung einer speziellen Datengrund-
lage – Ontologien. Eine Ontologie bezeichnet ein formales Modell zur
Repräsentation von Wissen, das die oben genannten Vorteile bietet.
Zunächst wird in Abschnitt 3.1 der Begriff „Semantic Web“ erläutert
und die Vision vorgestellt, die sich dahinter verbirgt. Die Wissens-
struktur Ontologie, sowie die zwei am weitesten verbreiteten Ontolo-
giesprachen, (RDF und OWL) werden im Abschnitt 3.2 beschrieben.
3.1. Vision
Beginnend von den ersten Entwürfen des World Wide Web von Tim
Berners-Lee [134], bis hin zu einem weltumspannenden Netzwerk von
13.46 Billionen Internetseiten, hat das Web eine enorme Entwicklung
erfahren. Heute ist es für viele Menschen eine bevorzugte Informati-
onsquelle, z.B. für das Ermitteln von Öffnungszeiten, Kinoprogram-
men, Adressen etc. Hierbei ist die einfache Erstellung von Webseiten,
d.h. die Bereitstellung von Information, ein enormer Vorteil gegenüber
1 http://www.worldwidewebsize.com/ [letzter Zugriff am 12.09.2011]
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anderen Medien. Der Einfluss dieses Kommunikationsmediums zeigt
sich dadurch, dass allein in der EU 2009 bereits 65% der Bevölkerung
Zugriff auf das Internet hatten [70].
Ein Vorteil und gleichzeitig ein Nachteil ist die Ausrichtung der auf
den Internetseiten vorgestellten Information auf die Menschen als
Konsumenten. Dies bedeutet, dass Internetseiten darauf ausgerichtet
sind, Menschen einen einfachen Zugriff auf die dort enthaltenen
Informationen zu ermöglichen. Der angesprochene Nachteil liegt
darin, dass eine computergestützte Analyse über kaum direkt ver-
wertbare Informationen verfügt (z.B. Links), sondern die menschliche
Sprache analysieren muss, um den auf der Webseite dargestellten
Sachverhalt zu erfassen. Es wurden in der Wissenschaft zwar An-
sätze, z.B. Methoden zur Interpretation der menschlichen Sprache
entwickelt etc. (siehe [149]), jedoch ermöglichen diese keine exakte Er-
fassung der Informationen, sondern lediglich eine partielle Deutung
der durch die Webseite kommunizierten Botschaften. Der Mensch
ordnet diese in einen konzeptuellen Zusammenhang ein, den die
Webseite selbst nicht als Datenstruktur enthält. Auf diesen Missstand
wurde bereits durch Tim Berners Lee et al. 2001 hingewiesen [22]. In
der Konsequenz stellte er die Lösung durch das „Semantic Web“ in
Aussicht. Die Autoren definierten das Semantische Web als:
The Semantic Web is an extension of the current web in which infor-
mation is given a well-defined meaning, better enabling computers and
people to work in cooperation.
Hierdurch wird deutlich, dass das Semantic Web eine Weiterent-
wicklung des Internets ist, jedoch eine wohldefinierte Semantik
besitzt, die vornehmlich auch Computern den Zugriff auf darin zur
Verfügung gestellte Informationen ermöglicht. Feigenbaum bezeich-
nete das Semantic Web als „[...] an enhancement that gives the Web far
greater utility“ [75]. Der gesteigerte Nutzwert geht darauf zurück,
dass immer mehr Menschen konzeptuelle Modelle2 über Gebiete
erzeugen, in denen sie Wissen gesammelt haben. Diese Gebiete sind
vollkommen unterschiedlich, z.B. Musik, Orte, Bücher etc. Dieses
formalisierte Wissen kann maschinell ausgelesen werden und durch
2 Neben der rein konzeptuellen Modellierung wird auch davon ausgegangen,
dass die Existenz von Individuen, die diesen Konzepten zugeordnet sind, mit
eingeschlossen ist.
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seine klare Struktur Computern sowie Menschen helfen, Nutzen
aus den Daten zu ziehen. Das WWW Consortium (W3C), das sich
der Entwicklung des Semantic Web angenommen hat, bestätigt dies
durch die Definition des Semantic Web als „The Semantic Web provides
a common framework that allows data to be shared and reused across appli-
cation, enterprise, and community boundaries“ [112]. Zugleich wird die
oben angesprochene Fehlerquelle, die bisherige Wissensermittlung
anhand der vagen Interpretation natürlicher Sprache, entschärft.
Die angesprochenen konzeptuellen Modelle bedürfen jedoch einer
standardisierten Form, um Verbreitung zu finden und die Interpre-
tation sowie Kombination dieser Modelle zu ermöglichen. Im Seman-
tic Web werden solche konzeptuellen Modelle durch Ontologien be-
schrieben.
3.2. Ontologien
Der Begriff „Ontologie“ wird in zwei wissenschaftlichen Bereichen
verwendet - in der Philosophie und im Bereich der künstlichen In-
telligenz (KI). Der Begriff Ontologie in der KI ist abgeleitet von dessen
Bedeutung in der Philosophie. Der Begriff wurde ursprünglich von
den Studenten von Aristoteles eingeführt. Diese verwendeten ihn als
Synonym zur Beschreibung des Aristoteles „first philosophy“ in Me-
taphysics, IV, 1 [193] - der Studie der Dinge, die möglicherweise exis-
tieren (vgl. Smith in [83]). Die erste Aufzeichnung des Wortes im Eng-
lischen erfolgte 1721 im Oxford English Dictionary, welches die Be-
deutung des Worts mit „an Account of being in the Abstract“ beschrieb.
Dies lässt sich als die „Natur des Seins“ interpretieren. Wichtig sind
die Fragestellungen, die hiermit verbunden sind. So beschäftigt sich
dieser Zweig der Philosophie mit Fragen der Art: „Welche Klassen
von Entitäten sind für eine vollständige Beschreibung und Erklärung
der Vorgänge in dieser Welt nötig?“ [83] (siehe auch [98]). Somit steht
die Beschreibung der Zusammenhänge im Vordergrund. Diese Art der
Fragen gibt zudem einen Hinweis auf die Analogie zu der Verwen-
dung des Begriffes in der Informatik.
Im Kontext der Informatik bezeichnet der Begriff Ontologie eine
Struktur zur Wissensrepräsentation. Die philosophische Fragestellung
nach der „Natur des Seins“ wird gemäß Gruber [96, 97] interpretiert
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als „[...] what ’exists’ is that which can be represented“. Der Fokus der
Fragestellung, die in der Philosophie auf eine grundsätzliche und all-
gemein gültige Antwort ausgerichtet ist, verschiebt sich hin zu einer
spezifischen Sicht auf ein KI System. Es gibt verschiedene Definitio-
nen für den Begriff der Ontologie (vgl. [99]), die bekannteste jedoch
wurde von Thomas Gruber [97] formuliert: „An ontology3 is an explicit
specification of a conceptualization.“
Unter Konzeptualisierung4 versteht Gruber eine vereinfachte und ab-
strakte Sicht auf den Teil der Welt, der durch die Ontologie beschrie-
ben werden soll, insbesondere die vorkommenden Konzepte und Ob-
jekte sowie die Relationen zwischen diesen. Die Konzeptualisierung
ist spezifisch für das jeweilig gegebene Interessensgebiet auszusu-
chen, d.h. den thematischen Bereich, der durch das in der Ontolo-
gie repräsentierte Wissen beschrieben werden soll. Die abstrakte Sicht
drückt aus, dass Ontologien nicht auf die bloße Existenz von bestimm-
ten Individuen5 fixiert sind, sondern auf eine Beschreibung des allge-
meingültigen Zusammenhangs [98] sowie des Zusammenhangs zwi-
schen den Individuen. Die Konzepte und deren Zusammenhänge be-
schreiben hierbei das Vokabular zur Wissensdarstellung. Gruber be-
zeichnet eine Ontologie weiterhin als eine „explizite Spezifikation“.
Darunter versteht er, dass die vorkommenden Konzepte und deren
Beschränkungen, z.B. Gleichheit von Konzepten, eindeutig und somit
unmissverständlich definiert sind. Aufbauend auf der Definition von
Gruber definierte Borst eine Ontologie als eine „formal specification of
a shared conceptualisation“ [34]. „Formal“ bezieht sich auf die Tatsache,
dass die in der Ontologie enthaltenen Beschreibungen maschinell les-
bar sein müssen. Die hierfür verwendete Sprache, z.B. Frame-Logic
(F-Logik) [122], muss eine eindeutige Interpretation der Ontologie er-
möglichen, d.h. mehrdeutige Möglichkeiten der Interpretation sind
ausgeschlossen. Der Unterschied zwischen der philosophischen Be-
trachtung der in der KI liegt und in der notwendigen Formalisierung
3 Im Rahmen dieser Dissertation unter mit dem Begriff Ontologie nicht nur das kon-
zeptuelle Modell sondern auch die zugehörigen Instanzen sowie deren Relationen
verstanden.
4 Zu Beginn wurde eine Ontologie primär als konzeptuelle Domänendefinition
betrachtet. Zwischenzeitlich jedoch werden auch die den Konzepten zugewie-
sen Individuen mit einbezogen. Das in dieser Arbeit vorgestellte Verfahren ist
hauptsächlich auf Individuen ausgerichtet.
5 Die Begriffe „Individuen“ und „Instanzen“ werden synonym in dieser Arbeit
verwendet.
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des Wissens. Woods beschreibt den Unterschied zwischen beiden Ge-
bieten durch die Aussage „Philosophers have generally stopped short of
trying to actually specify the truth conditions of the basic atomic propositi-
ons, dealing mainly with the specification of the meaning of complex expres-
sions in terms of the meaning of elementary ones. Researchers in artificial
intelligence are faced with the need to specify the semantics of elementary
propositions as well as complex ones.“ [241]. „Shared“ bezieht sich auf die
Definition der Ontologie. Die Definition soll die gemeinsame Sicht ei-
ner Gruppe von Menschen darstellen und nicht auf der Interpretation
der Verhältnisse in einem System durch eine einzelne Person beruhen.
Die „geteilte“ Sicht ermöglicht es erst ein Gebiet adäquat zu beschrei-
ben. Dies ist darin begründet, dass der Einzelne zumeist nur weni-
ge, subjektiv festgelegte Aspekte einer Domäne beschreibt. Der Begriff
„shared conceptualisation“ geht jedoch weiter, indem er ein für alle zu
verwendendes Vokabular, d.h. die Begrifflichkeiten der Ontologie, für
diese Domäne beschreibt. Erst das Fundament einer gemeinsamen Be-
griffswelt ermöglicht den Austausch von Wissen (vgl. [59]). In dieser
Arbeit wird auf der erweiterten Definition einer Ontologie durch Stu-
der et al. [222] bzw. deren Erweiterung um „of a domain of interest“
(vgl. [223]) aufgebaut:
Ontologiedefinition. „An ontology is a formal, explicit specification of
shared conceptuatlization of a domain of interest“
Diese Definition basiert auf einer Kombination der zuvor genannten
Ontologiedefinitionen. Sie beschreibt, dass die von Gruber erwähnte
„explizite“ Spezifikation in einer formalen Sprache erfolgt und somit
deren Interpretation in einer wohl-definierten Art und Weise, d.h. de-
ren maschinelle Lesbarkeit, garantiert. Die festgelegte Beschränkung
auf das Interessensgebiet birgt zwei wesentliche Vorteile. Erstens er-
möglicht sie die Fokussierung auf die Gegebenheiten dieser Domäne,
d.h. es wird eine detailreiche Darstellung der in der Domäne vorherr-
schenden Verhältnisse gefördert. Dies bedeutet jedoch nicht, dass ei-
ne vollständige Darstellung der Domäne erreicht werden muss (vgl.
[218]). Zweitens ermöglicht sie die modulare Darstellung von Teilbe-
reichen. Diese Module können miteinander in Beziehung gesetzt, d.h.
kombiniert werden, und damit die Sicht auf eine Domäne oder den
Zusammenhang zwischen Domänen darstellen.
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Zusammenfassend betrachtet ermöglicht eine Ontologie eine klare
strukturelle Darstellung von Wissen.6
Dieses Wissen bezieht sich auf die dargestellte Domäne und bildet den
Kern bzw. das „Herzstück“ der Wissenrepräsentation dieser Domäne
[43]. Gleichzeitig ermöglicht die formale Definition bzw. das Vokabu-
lar der Ontologie die maschinelle Lesbarkeit dieser Wissensbasis und
somit den Zugriff durch KI-Systeme. Durch Ontologien wird es mög-
lich neue intelligente Informationssysteme zu bauen. Diese finden An-
wendung in den Bereichen des Wissensmanagement (z.B. [258]), In-
formation Retrieval, Sprachverarbeitung und Informationsintegration
[77]. Je nach Anwendung werden unterschiedliche Anforderungen an
Ontologien gestellt. Guarino [100] teilt Ontologien in vier verschiede-
ne Klassen ein:
Top-Level Ontologien: In dieser Art von Ontologie werden Konzepte
modelliert, die unabhängig von einer Domäne oder einer kon-
kreten Problemstellung sind. Bekannte Top-Level Ontologien
sind die Suggested Upper Merged Ontology (SUMO)7 und die
Descriptive Ontology for Linguistic and Cognitive Engineering
(DOLCE)8. SUMO unterscheidet auf der ersten Ebene „Physi-
cal und Abstract Entity“ während DOLCE hauptsächlich zwi-
schen „Endurants“ (Substanzen und Objekten) sowie „Perdu-
rants“ (Ereignissen und Prozessen) differenziert. Oberle et al.
[166] beschreibt DOLCE als erste Wahl bezüglich der Aufga-
be von Referenzierungen, während die in SUMO gegebene Ta-
xonomie sich gut für Klassifizierungsaufgaben eignet. Weite-
re Top-Level Ontologien sind die Dublin Core Ontology9, ei-
ne Ontologie zum Dublin Core Standard, und OpenCyc10, eine
6 Zu Beginn war die Beschreibung der Struktur, d.h. der konzeptuellen Zusammen-
hänge, das primäre Ziel einer Ontologiedefinition. Dies hat sich jedoch im Laufe
der Zeit gewandelt, so dass heutzutage insbesondere die Beschreibung und das
Vorhandensein von Instanzen wesentlich für viele Einsatzzwecke von Ontologi-
en ist. Zum Beispiel besteht DBPedia (http://wiki.dbpedia.org/ [letzter Zugriff am
12.09.2011]), eine Ontologie, die auf einem Gemeinschaftsprojekt zur Extraktion von
strukturierten Daten aus Wikipedia (http://www.wikipedia.org/ [letzter Zugriff am
12.09.2011]) basiert, primär aus Instanzwissen und verfügt im Verhältnis dazu nur über
einen geringen Anteil konzeptueller Information.
7 http://ontology.teknowledge.com [letzter Zugriff am 12.11.2011]
8 http://www.loa-cnr.it/DOLCE.html [letzter Zugriff am 12.09.2011]
9 http://www.cs.umd.edu/projects/plus/SHOE/onts/dublin.html
[letzter Zugriff am 12.09.2011]
10 http://www.opencyc.org [letzter Zugriff am 12.09.2011]
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Ontologie, die eine allgemeine, d.h. nicht domänenbeschränkte,
Wissensbasis beschreibt.
Domänen Ontologien: Diese beschreiben eine generische Domäne.
Diese sind einem abgegrenzten Interessengebiet zugeordnet,
z.B. „Bücher“ oder „Informatik“. Ein Beispiel ist die Geonames-
Ontologie11, welche die Geographie-Domäne darstellt oder die
SwetoDblp-Ontologie12, die wissenschaftliche Veröffentlichun-
gen beinhaltet.
Aufgaben-Ontologien: Diese widmen sich der Beschreibung einer be-
stimmten Tätigkeit, d.h. einer generischen Aufgabe, z.B. „Auto-
fahren“ oder „Verreisen“. Auch Arbeitsabläufe können mit die-
sem Typ von Ontologie detailliert beschrieben werden.
Anwendungs-Ontologien: Diese Art von Ontologien bezeichnet eine
Mischung zwischen Domänen- und Aufgaben-Ontologie. Die
Konzepte in diesen Ontologien werden oft an die Tätigkeiten
innerhalb der Domäne angepasst, z.B. „technische Fette“ oder
„Schmierstoffe“ im Bereich einer Autowerkstatt. Ein weiteres
Beispiel ist die Experimental Factor Ontology (EFO)13, diese
wird als „an application focused ontology modelling the experimental
factors in ArrayExpress14“. Die EFO gibt die Faktoren der Experi-
mente (Aufgabe) an, die in ArrayExpress als genomische Daten-
bank gespeichert ist15 werden.
11 http://www.geonames.org/ontology/ [letzter Zugriff am 12.09.2011]
12 http://knoesis.wright.edu/library/ontologies/swetodblp
[letzter Zugriff am 12.09.2011]
13 http://www.ebi.ac.uk/efo [letzter Zugriff am 12.09.2011]
14 ArrayExpress beschrieben, eine Datenbank für Genomik Experimente einschließ-
lich Genexpression (siehe http://www.ebi.ac.uk/arrayexpress
[letzter Zugriff am 12.09.2011]).
15 Für die Speicherung von Ontologien gibt es verschiedene Systeme, z.B. [29] oder
das vom Autor, Jörg Henss und Stephan Grimm entwickelte Datenbanksystem
Mnemosyne, das speziell für OWL-Ontologien entwickelt wurde [254, 253].
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3.2.1. Ontologiesprachen
Wie zuvor dargestellt, ermöglichen Ontologien eine strukturelle Dar-
stellung von Wissen, die für die Ausführung vieler KI-Systeme eine
Grundvoraussetzung ist. Ihre Aufgabe ist es, die in einem System vor-
kommenden Objekte sowie die Zusammenhänge zwischen diesen zu
charakterisieren. Zur Beschreibung von Ontologien wurden verschie-
dene Sprachen entwickelt. Im Folgenden werden die zwei verbreitets-
ten, das Resource Description Framework (RDF) (mit der Erweiterung
um RDF-Schema) und die Web Ontology Language (OWL), vorge-
stellt.
RDF(S)
RDF als Beschreibungssprache für Ontologien wird von Tim Berners-
Lee in seinem Artikel über das Semantic Web als Sprache zur Beschrei-
bung von Ontologien eingeführt - „Meaning is expressed by RDF“ [22].
Das W3C beschreibt den Zusammenhang als „The Semantic Web pro-
vides a common framework that allows data to be shared and reused across
application, enterprise, and community boundaries [...]. It is based on the
Resource Description Framework (RDF)“ [112]. Dies bezeichnet RDF als
die Grundsprache16 zur Beschreibung von semantischen Zusammen-
hängen. Der in dieser Arbeit vorgestellte Ansatz baut ebenfalls auf
Ontologien dieses Formats auf.
Die Entwicklung von RDF begann 1999 und RDF wurde 2004 als W3C
Standard [128] spezifiziert. Die Sprache basiert auf der Extensible Mar-
kup Language (XML) [37] und wurde entworfen, um den Austausch
von Daten im Web unter Beibehaltung der ursprünglichen Bedeutung
durchführen zu können. RDF ermöglicht die Beschreibung von Daten
durch Metadaten, d.h. die Bereitstellung von Informationen über Da-
ten. Dies wird auch häufig als die Annotation17 von Daten bezeichnet.
16 Der Duden beschreibt eine Grundsprache als tatsächlich bezeugte oder auch
nur erschlossene Sprache, aus der mehrere verwandte Sprachen hervorgegangen
sind, zu denen sie die gemeinsame Vorstufe darstellt (vgl. http://www.duden.de/
rechtschreibung/Grundsprache [letzter Zugriff am 12.09.2011]).
17 Eine Annotation ist eine zusätzliche Beschreibung der Daten, die jedoch keine
direkten Auswirkungen auf die Daten selbst hat, d.h. die Daten selbst bleiben
unverändert.
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Beispiele für solche Annotationen sind das Hinzufügen von Informa-
tionen, wie Autor, Regisseur oder Erstellungsdatum. Das ist insbeson-
dere vorteilhaft bei Ressourcen, wie z.B. Audio- oder Videodaten, die
eine solche Möglichkeit nicht explizit zur Verfügung stellen.18
Jedes Objekt ist in RDF durch einen Uniform Resource Identifier (URI)
eindeutig identifizierbar. Die Verwendung dieses Formats lässt somit






In der Definition von RDF wird der Graph in Tripel (siehe Abbil-
dung 3.1) zerlegt, welche einen konkreten Zusammenhang zwischen
zwei Objekten definiert.19
Um Aussagen über eine Ressource zu treffen, werden drei grundle-
gende Elemente benötigt:
1. Typen von Individuen, z.B. Regisseur, Schauspieler, Autor etc.
2. Beziehungen zwischen diesen, z.B. Schauspieler→ arbeitet für→
Regisseur
3. Datentypen von Individuen oder auch anderen Ressourcen, wie
z.B. Zahlen oder Strings20
Damit wird es möglich, die semantischen Beziehungen zwischen Indi-
viduen einer Domäne zu definieren. RDF selbst bietet jedoch nur die
Beschreibung von Ressourcen und ein sehr eingeschränktes Vokabu-
lar, z.B. ist die Beschreibung von Konzepthierarchien und Datentypen
nicht möglich. Hierfür wurde RDFS [38] entwickelt. RDFS stellt ein
konkretes Vokabular für RDF dar, welches ermöglicht ein konzeptuel-
les Modell zu definieren, z.B. Person→ arbeitet für→ Person.
RDFS erfüllt somit alle Anforderungen, die von der im vorhergehen-
den Abschnitt vorgestellten Ontologiedefinition verlangt werden. Es
18 abhängig vom verwendeten Datenformat
19 Die Graphrepräsentation von RDF wird in Abschnitt 7.4 beschrieben.
20 Bei einem String handelt es sich um eine Folge von Zeichen, Buchstaben oder
Wörtern. Die sind in einer Zeichenkette mit variabler Länge zusammengefasst.
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ermöglicht die Beschreibung der semantischen Zusammenhänge in ei-
nem Gebiet. RDFS ist maschinell lesbar und verfügt über eine forma-
le Semantik. Die Definition von Klassen, die Zuordnung von Klassen
und Relationen und die Bestimmung der Quelle und des Ziels einer
Relation werden durch RDFS ermöglicht.
OWL
In RDF(S) ist es beispielsweise nicht möglich den Wert von Eigenschaf-
ten zu beschränken, Disjunktionen auszudrücken, sowie Mengen oder
Kardinalitäten exakt anzugeben. Es gibt es Fälle, in denen die Aus-
drucksfähigkeit von RDF(S) nicht hinreichend ist, um den Detailgrad
auszudrücken, der vom Autor einer Ontologie zur Beschreibung ge-
wünscht wird.
OWL ist im Gegensatz zu RDF eine sehr ausdrucksmächtige Sprache,
die auf Beschreibungslogik basiert.21 Die Sprache wurde zunächst von
der Web Ontology Working Group des W3C 2004 [243] vorgeschla-
gen und 2009 mit OWL2 überarbeitet [244]. OWL selbst baut auf frü-
heren Beschreibungssprachen, wie DAML+OIL22 auf. Formale Logik
ermöglicht das automatische Schlussfolgern (Reasoning), welches er-
laubt, implizite Informationen explizit zu machen. Zudem kann mit-
tels automatischen Schlussfolgerns überprüft werden, ob die beschrie-
benen Definitionen gegenseitig miteinander vereinbar, d.h. konsistent,
sind. Beim Entwurf von OWL stand die Abwägung zwischen der Aus-
drucksmächtigkeit der Sprache und deren Einfluss auf die Skalierbar-
keit des Reasoning im Vordergrund. Bei OWL2 wurde die Ausdrucks-
mächtigkeit gegenüber OWL1 erhöht (siehe [244]). OWL-Ontologien
können ebenfalls als Graphen repräsentiert werden. Aufgrund der
komplexen Logik sind diese Graphen aber nicht zu vergleichen mit
den zuvor genannten RDF(S)-Graphen, da die Semantik beider Spra-
chen unterschiedlich ist.
Für OWL existieren drei Sprachen unterschiedlicher Ausdrucksmäch-
tigkeit, um den Ansprüchen verschiedener Anwendergruppen zu ge-
nügen.23
21 Beispielsweise ist es möglich Symmetrie, Transivität, Funktionalität und Inverse
zu beschreiben.
22 http://www.daml.org [letzter Zugriff am 12.09.2011]
23 vgl. http://www.w3.org/TR/owl-features/ [letzter Zugriff am 12.09.2011].
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• OWL-Lite - stellt nur eine geringe Ausdrucksmächtigkeit zur
Verfügung. Es können einfache Beschränkungen zu Klassen hin-
zugefügt werden. Es eignet sich gut zur Erstellung von Taxono-
mien und Thesauri.
• OWL-DL - beschreibt den Kompromiss zwischen Ausdrucks-
mächtigkeit und Berechenbarkeit, d.h. alle enthaltenen logischen
Konstrukte sind berechenbar. Bei der Ausdrucksmächtigkeit
gibt es daher Einschränkungen gegenüber OWL-Full hinsicht-
lich der Beschreibung von Klassen. OWL DL genügt den Anfor-
derungen der Description Logic und baut auf einer entscheidba-
ren terminologischen Logik auf.Es stützt sich auf eine Teilmenge
der Prädikatenlogik erster Stufe. Für das Reasoning in OWL-DL
Ontologien gibt es unterschiedliche algorithmische Ansätze (sie-
he auch [33]).
• OWL-Full - stellt die größte Ausdrucksmächtigkeit zur Verfü-
gung. Problematisch an OWL-Full ist, dass nicht alle Aussagen
überprüft werden können. So ist die Feststellung der Konsistenz
der Ontologie nicht in allen Fällen möglich (siehe auch [204]).
Ob RDF(S) oder OWL zur Beschreibung einer Ontologie verwendet
wird, hängt vom benötigten Detailgrad der zu beschreibenden seman-
tischen Zusammenhänge ab. OWL ermöglicht eine große Ausdrucks-
mächtigkeit sowie das automatische Schlussfolgern von impliziten
Zusammenhängen.24 Dies ist jedoch verbunden mit einem größeren
Aufwand für die maschinelle Verarbeitung. RDF(S) gestattet die De-
finition weniger komplexer Ontologien und ermöglicht einen direk-
ten und schnellen Zugriff auf die beschriebene Information. Das in
dieser Arbeit vorgestellte Verfahren bezieht sich auf Ontologien im
RDF(S)-Format.25 Dies begründet sich darin, dass die meisten Onto-
logien heutzutage immer noch im RDF(S)-Format vorliegen.
24 Existieren beispielsweise mehrere RDF-Dokumente zu einer Person, die für eine
Data-Property unterschiedliche Werte verwenden, z.B. unterschiedliche Angaben
für den Wohnort, so kann mittels OWL die Inferenz gezogen werden, dass es sich
um den gleichen Ort handeln muss.
25 Alle auf die in dieser Arbeit vorgestellte Verfahren benötigten Informationen
können ebenfalls aus einer OWL-Ontologie extrahiert werden.

4. Entitäten
Im bisherigen Verlauf der Arbeit wurde von der Zuordnung eines
Ontologieelements bzw. im Fall von Ambiguität mehrerer Ontologie-
elemente zu einem im Text aufgefundenen Bezeichner gesprochen.
Der Begriff „Bezeichner“ ist für alle möglichen textuellen Beschrei-
bungen gültig. Das in dieser Arbeit vorgestellte Verfahren fokussiert
sich jedoch auf die textuelle Beschreibung von Entitäten, d.h. Entitäts-
bezeichner. Folglich steht die Zuweisung des richtigen Ontologieele-
ments zu einem Entitätsbezeichner, d.h. dessen Referenz in der Onto-
logie, im Fokus dieser Arbeit.1
In Abschnitt 4.1 wird zunächst auf die allgemeine Definition von En-
tität sowie die Zuordnung eines textuellen Bezeichners zu einer En-
tität (Benannte Entität) eingegangen. In diesem Zusammenhang von
besonderem Interesse sind die Gebiete der Sprachanalyse sowie des
Wissensmanagements durch Ontologien. Auf beiden Gebieten baut
diese Arbeit auf. Die Einbindung von Entitäten in beiden Bereichen
wird in den Abschnitten 4.2 und 4.3 vorgestellt. Eine Gegenüberstel-
lung beider Bereiche erfolgt in Abschnitt 4.4. Abschnitt 4.5 behandelt
den Bezug zu weiteren Gebieten der Informatik.
4.1. Entität und Benannte Entität
Das Wort „Entität“ ist vom lateinischen Begriff „ens“ abgeleitet, der
als „seiend“ bzw. „Ding“ interpretiert werden kann. Seinen Ursprung
hat der Begriff in der Philosophie. Die nähere Bedeutung des Begriffs
1 Der vorgestellte Ansatz kann prinzipiell auch für Bezeichner verwendet werden,
die nicht in Zusammenhang mit einer Entität stehen. Daher erfolgte zunächst keine
Einschränkung des Terminus „Bezeichner“.
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beschreibt Roberto Poli [178] mit dem Rückgriff auf die Definition der
„Stoiker“2, die Entität auf drei verschiedene Arten definierten:
1. als Individuum (soma), d.h. als existierender Körper
2. etwas Körperloses (on)
3. als etwas Unbestimmtes (ti).
Poli führt aus, dass soma über ein identifizierendes Merkmal verfügt
und ebenfalls on in den meisten Fällen ein solches besitzt im Gegen-
satz zu ti.
Die obige Definition trifft im Allgemeinen Sprachgebrauch ebenfalls
zu. So definiert das Oxford Dictionary3 eine Entität als „a thing with
distinct and independent existence“. Man kann eine Entität als etwas be-
zeichnen, das unterscheidbar und unabhängig von anderen Dingen
existiert. Eine Einbildung oder Abstraktion kann daher als Entität be-
zeichnet werden. Ein körperloses Individuum wäre beispielsweise die
Sprache, die wir Menschen verwenden, während man Sie als Leser
dieser Arbeit als ein lebendes Individuum bezeichnen kann und so-
mit ebenfalls als eine Entität. Bei körperlosen Entitäten handelt es sich
beispielsweise auch um unbestimmte Bezeichnungen. Entitäten sind
somit materiell oder immateriell. Oftmals wird der Begriff (siehe Defi-
nition zuvor) auch für Unbestimmtes verwendet, so spricht beispiels-
weise der Präsident von Aserbaidschan auf seinem Webauftritt von
„The ethnos within the nation-State cannot be the political-legal entity“4.
Entität wird hierbei interpretiert als Existenz selbst und in diesem Fall
somit als Existenz eines solchen Umstandes.Entity ist in der Politik-
wissenschaft und bei Politikern eine Ausweich-Notabel. Mit „Politi-
scher Entity“ werden Länder bezeichnet, die man nicht als Staat be-
zeichnen möchte, z.B. Palästina, Taiwan, Mazedonien etc. ).
2 Die „Stoiker“ waren eine philosophische Bewegung während der Helle-
nistischen Zeit. Die „Stoiker“ betrachten Gefühle wie Angst oder Eifer-
sucht als Fehlurteil bzw. dessen Folge (siehe auch Stanford Encyclopedia of
Philosophy (http://plato.stanford.edu/entries/stoicism/ [letzter Zugriff am 12.09.2011])).
3 http://oxforddictionaries.com/ [letzter Zugriff am 12.09.2011]
4 http://www.president.az/pages/9/print?locale=en [letzter Zugriff am 12.09.2011]
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Der Begriff „Benannte Entität“ (Named Entity5) unterscheidet sich
durch das Hinzufügen eines Namens. Silvio Brendler formulierte fol-
gende Definition: „Unter ‚Name‘ (wie auch ‚Eigenname‘) wird ein Sub-
stantiv verstanden, das ein als Individuum betrachtetes Objekt bezeich-
net“ [20]. Diese grundlegende Definition beschreibt eine Benannte En-
tität als Entität, die durch eine Assoziation mit einem identifizierenden
Merkmal erweitert wird. Das reduziert die oben dargestellten Arten
von Entitäten zu sumo und on, da ti kein identifizierbares Merkmal be-
sitzt.6 Eine Benannte Entität kann über mehrere Namen identifiziert
werden. Zudem ist die Deklaration als Substantiv eine nicht zu un-
terschätzende Charakteristik, z.B. werden im Deutschen Substantive
ausnahmslos mit einem Großbuchstaben begonnen.
Satoshi Sekine [212] definierte eine Benannte Entität durch die Aus-
sage: „In the expression ‚Named Entity‘, the word ‚Named‘[...]“ refers „to
those entities for which one or many rigid designators [...] stand for the re-
ferent“. Er folgt der Definition von Saul Kripke hinsichtlich des Be-
griffs „rigid designator“. Kripke [130] beschreibt einen rigiden Be-
zeichner als einen Term, der erstens das gleiche Objekt in allen Wel-
ten aussucht, in denen dieses Objekt existiert. Des Weiteren darf er
kein anderes Objekt in allen Welten auswählen, in denen das Objekt
nicht existiert. Drittens sind rigide Bezeichner natürlich-sprachliche
Eigennamen (vgl. [46]). Ein Beispiel für einen rigiden Bezeichner ist
„Rudi Studer“ während der Ausdruck „Leiter der Forschungsgruppe
Wissensmanagement am AIFB7“ eine nicht rigide Bezeichnung dar-
stellt. Letztere ist nicht rigide, da in einer anderen Welt eine ande-
re Person Leiter dieser Gruppe sein könnte. Daniel Jurafsky und Ja-
mes H. Martin [117] generalisierten die von Sekine aufgestellte Defi-
nition durch die Aussage: „By named entity, we simply mean anything
that can be referred to with a proper name“. Sie teilen somit die Auffas-
sung von Mikheev8 [152] und Evans9 [72], welche die Definition des
5 Es gibt keine offiziell gültige Übersetzung des Begriffs. Im Folgenden wird der
deutsche Begriff „Benannte Entität“ verwendet, welche die Zuweisung eines Be-
zeichners ausgedrückt und damit auf das wesentliche Unterscheidungsmerkmal
hingewiesen wird.
6 Beispielsweise ist die Entität, die sich hinter dem Begriff „Existenz“ verbirgt, vom
Typ ti. Diese Entität kann nicht als Individuum betrachtet werden.
7 Institut für Angewandte Informatik und Formale Beschreibungsverfahren (AIFB)
am Karlsruher Institut für Technologie
8 „What counts as a Named Entity depends on the application that makes use of the
annotations“
9 „The set of required name types varies from case to case “
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„proper name“ als applikationsabhängig betrachten. Der Zusammen-
hang mit Kripke ist dadurch gegeben, dass er proper names ebenfalls
als rigide Bezeichner beschreibt [130]. Im Zusammenhang mit Onto-
logien beschreibt Guarino [98] den Ausdruck als eine Eigenschaft, die
in allen Welten gilt. Beispielsweise ist eine Zuordnung zum Konzept
„Person“ rigide, da diese sich für eine Instanz nicht ändert. Eine Zu-
ordnung zum Konzept „Student“ ist jedoch nicht rigide, da diese nur
eine zeitlich begrenzte Gültigkeit aufweist.
Ein Eigenname allein ist allerdings nur eine hinreichende Bedingung
zur Identifikation eines Objektes. Er ermöglicht zwar die angesproche-
ne Identifikation einer Entität, garantiert jedoch keine eineindeutige
Bezeichnung bzw. eindeutige Identifikation. Das in Kapitel 1 erwähn-
te Beispiel des Entitätsbezeichners „Mölln“ ist hier ebenfalls passend.
Dieser identifiziert sowohl die Stadt Mölln in Stavenhagen als auch
die Stadt Mölln in Schleswig-Holstein. Kripke beschreibt keine klaren
Verfahrensweisen zur Berücksichtigung von mehrdeutigen10 Eigen-
namen. Lycan betonte die Bindung des rigiden Bezeichners an dem
Blickwinkel des Betrachters, „Kripke argues that when one uses the name
’Nixon’ to refer a person in this world and then starts describing hypothetical
scenarios or alternative possible worlds, continuing to use the name, one is
talking about the same person.“ [142]. Zur Vertiefung dieser Diskussion
aus Sicht der Philosophie wird auf weiterführende Literatur verwie-
sen, z.B. [240, 141, 142].
Im Rahmen dieser Arbeit wird auf die Definition von Sekine zurück-
gegriffen, da die Definition von Jurafski sehr allgemein gehalten ist.
Nadeau und Sekine [157] beschreiben im Rahmen der Sprachanalyse
(siehe Abschnitt 4.2) explizit die Betrachtung von Entitäten deren rigi-
de(r) Bezeichner zum Zeitpunkt der Analyse nicht nachgewiesen wer-
den können bzw, kann. Eine exakte Darstellung und Erläuterung der
genannten Phänomene ist in Abschnitt 6 gegeben. Nachfolgend wird
näher auf den Begriff Eigenname und die Einbettung von Benannten
Entitäten im Kontext der natürlichen Sprachanalyse sowie im Kontext
von Ontologien eingegangen.
10 Kripkes Aussage im Rahmen seiner Arbeit zu Ambiguität ist: „It is very much the
lazy man’s approach to philosophy to posit ambiguities when in trouble“ [129].
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4.1.1. Eigennamen
In den meisten Arbeiten bzw. wissenschaftlichen Artikeln wird die Be-
deutung bzw. Definition des Eigennamens als bekannt vorausgesetzt
und nicht explizit erwähnt. Im Rahmen der Definition von Benannten
Entitäten stellt der Eigennamen jedoch ein wesentliches Kriterium dar,
das einer Erläuterung bedarf. Der Duden definiert einen Eigennamen
als „etwas Bestimmtes, Einmaliges [...]; er ist in der Regel einzelnen Lebewe-
sen oder Dingen zugeordnet und gestattet diese zu identifizieren“ [64]. Die-
se Definition stimmt überein mit dem vorgestellten Bezug zu Entitäten
(hier: Lebewesen und Dinge). Auch Wittgenstein beschreibt diesen Zu-
sammenhang „A name means an object. The object is its meaning“ [84] .
Diese Definition verfasste er im Rahmen seiner Arbeit zu Ontologien
(aus philosophischer Sicht), in der Objekte11 und den Entitäten gleich-
gesetzt werden.
Hinsichtlich der Definition von Eigennamen weist der Duden auf den
Unterschied zu Gattungsnamen hin, die eine „Gruppe von Lebewesen
oder Dingen“ bezeichnen. Hierbei definiert eine Gattung die Überein-
stimmung der ihr zugeordneten Entitäten hinsichtlich vorgegebener
Merkmale. Beide Definitionen sind nicht immer klar zu trennen. Dies
zeigt sich bei bestimmten Nachnamen, z.B. „Bäcker“ oder „Müller“,
die gleichzeitig für Berufsgruppen stehen.
Quirk et al. [186] unterscheiden „proper noun“ von „proper name“,
indem ersteres nur aus einem Wort bestehen darf12. Beide bezeichnen
eine eindeutige Referenz zu einem Objekt oder Lebewesen. Die Au-
toren unterscheiden zwischen „proper nouns without articles“ und
„proper nouns with articles“.13 In die erste Kategorie gehören unter
anderem Ortsnamen, z.B. „New York“. Die zweite verbindet Zählbe-
griffe mit Eigennamen, z.B. „The New York Times“ (Zeitschrift). Dies
11 Von ihm stammt ebenfalls die Aussage: „Objects can only be names. Signs are threir
representatives. I can only speak about them: I cannot put them into words. Propositions
can only say how things are, not what they are“. Er drückt hiermit das Problem bei der
Bezeichnung von Objekten aus.
12 Im gängigen Sprachgebrauch wird diese Unterscheidung jedoch nicht berücksich-
tigt und beide Begriffe werden alternativ verwendet.
13 Quirk gibt ebenfalls eine Unterkategorisierung dieser beiden Gattungen an. Zur
ersten Kategorie zählt er Personen-, Zeit- und Geographische Namen. Die zwei-
te Kategorie unterteilt er in unmodifizierte Begriffe (z.B. „Der Rhein“) und in Be-
griffe mit einer vorausgehend bzw. nachfolgenden Modifizierung (z.B. „Das Weiße
Haus“ bzw. „Das Denkmal der Gefallenen“).
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weist auf die Problematik in der Erkennung von Eigennamen in Tex-
ten hin.
4.2. Entitäten im Kontext natürlicher
Sprachanalyse
Im wissenschaftlichen Umfeld der Computerlinguistik14 wurde der
Begriff „named entity“ erst 1996 von Ralph Grishman et al. im Rah-
men der sechsten Message Understanding Konferenz15 offiziell ein-
geführt [95]. Die Aufgabendefinition ging zurück auf das Vorhaben,
für die zu entwickelnden Analyseprozesse auf bisherige Komponen-
ten der Informationsextraktion zurückzugreifen, z.B. Komponenten,
die bereits Funktionen auf Ebene der Terme zur Verfügung stell-
ten. Im Vordergrund stand insbesondere die Domänenunabhängig-
keit. Hieraus entstand die „named entity“ Aufgabe, d.h. alle Namen,
die auf Personen, Organisationen, geographische Orte, Zeitangaben,
Währungen und Prozentausdrücke hinweisen, müssen im Text er-
kannt werden. Ein Beispiel in SGML16 wird im Artikel von Grishman
gegeben (siehe Abbildung 4.1).
Abbildung 4.1.: Beispiel einer Annotation basierend auf SGML
14 engl. Natural Language Processing (NLP)
15 MUC wurde 1990 von der DARPA (Defense Advance Research Projects Agency)
ins Leben gerufen. Die Konferenz hatte zum Ziel eine Lösung zu finden, um Infor-
mationen aus unstrukturiertem Text zu extrahieren.
16 Standard Generalized Markup Langaguage (http://www.w3.org/MarkUp/SGML/
[letzter Zugriff am 12.09.2011])
Der Autor dieser Arbeit schließt sich der Sichtweise von Jurafski et 
al. [117] an, dass Eigennamen von Entitäten anwendungsspezifisch 
definiert werden. Die hier angegebenen Merkmale gelten insbeson-
dere für Verwendung von Eigennamen auf der Basis der natürlichen 
Sprache.
Mr. <ENAMEX TYPE="PERSON">Dooner</ENAMEX> met with <ENAMEX TYPE="PERSON">Martin 
Puris</ENAMEX>, president and chief executive officer of <ENAMEX 
TYPE="ORGANISATION">Amirati & Puris</ENAMEX>, about <ENAMEX 
TYPE="ORGANIZATION">McCann</ENAMEX>´s acquiring the agency with billings of <NUMEX 
TYPE="MONEY">$400 million</NUMEX>, but not nothing has materialized.
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Es wird unterschieden zwischen ENAMEX (Entity Name Expressi-
ons) und NUMEX (Numeric Expressions). Von besonderer Relevanz
ist, dass die Definition von ENAMEX als auch die Definitionen von
Sekine, Kripke und Grishman auf natürlich-sprachlichen Ausdrücken
für die Angabe von Namen aufbauen. NUMEX bezeichnet hingegen
quantitative Ausdrücke, die formalen Ausdrücken entsprechen.17
Natürlich-sprachliche Ausdrücke lassen sich klar von formalen Aus-
drücken unterscheiden. Die natürliche Sprache kann definiert werden
als Sprache(n), die von Menschen gesprochen bzw. geschrieben wird
(siehe auch Kapitel 5). Sie wird „natürlich“ genannt, da sie von uns
Menschen nicht wissentlich eingeführt bzw. erfunden wurde, d.h. sie
wird natürlich erlernt und ist Teil der Evolution des Menschen [19].
Ein wesentliches Merkmal der natürlichen Sprache ist, dass sie in ih-
rer Ausdrucksfähigkeit nicht begrenzt ist. Das heißt, dass über alles
damit gesprochen werden kann. Bestehende Einschränkungen basie-
ren auf dem kulturellen und lokalen Kontext, d.h. Menschen in einem
solchen Kontext verwenden nur eine gewisse Menge an natürlich-
sprachlichen Begriffen (z.B. unterschiedliche Landessprachen). Jedoch
können diese Begriffe eine Änderung der Bedeutung über die Zeit er-
fahren sowie neue Begriffe hinzukommen. Diese Eigenschaft unter-
scheidet die natürliche von der formalen Sprache. Eine formale Spra-
che findet Verwendung im Rahmen der Beschreibung eines künstlich
erzeugten Modells [117]. Eine solche Sprache verfügt selbst über ei-
ne Menge an Ausdrücken, die sich aus einem begrenzten Alphabet
von vordefinierten Symbolen zusammensetzen. Eine formale Spra-
che T wird über ein Alphabet ∑∗, d.h. T ⊆ ∑∗ definiert. Eine sol-
che Sprache verfügt über eine endliche, vordefinierte Ausdrucksfä-
higkeit18. Das Modell ermöglicht demzufolge die Generierung dieser
Ausdrücke und deren Erkennung.
17 Die Zuordnung von Zahlbegriffen, z.B. „$400 million“ zu Eigennamen (wie oben
definiert) wird kritisch gesehen, da sie nicht auf konkrete, sondern auf abstrakte
Objekte hinweisen. Die Definition eines Eigennamens abhängig von der Anwen-
dung ermöglicht jedoch auch solche Begriffe.
18 Formale Sprachen gehen oftmals einher mit formalen Grammatiken. Letztere er-
möglichen die eindeutige Beschreibung der Sprache und erlauben den Nachweis,
ob ein gegebenes Wort Teil der Sprache ist.
Die von Grishman formulierte Aufgabe bezieht sich auf
natürlich-sprachlichen Text, in dem die Entitäten aufgefun-
den werden sollen. Er begründet den Forschungszweig der
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„Named Entity Recognition (NER)“. Wie die obige Nennung von
Entitätstypen bereits erahnen lässt, wurde von Grishman ebenfalls
die „Named Entity Classification (NEC)“ als Aufgabe definiert,
d.h. die Zuordnung des korrekten Typs bzw. Kategorie für eine
gegebene Entität. Im Laufe der Zeit vergrößerte sich die Menge
der zunächst definierten Entitätsklassen. Das IREX-Projekt19 [210]
erweitert diese Menge durch die Klasse „artefact“. Das „Automatic
Content Extraction (ACE)“ Programm erweitert es um die Klassen
„graphical/political Entities“ und „facility“. Da die Typen der ver-
wendeten Entitäten von der aktuellen Aufgabe und der Domäne
abhängen, werden die beschriebenen Entitätstypen kontinuierlich
erweitert. Forscher wie Fleischmann [82], Bick [25], Etzioni [69], Zhu
[251] etc. fügten neue Kategorien von Typen hinzu. Sekine [211] ver-
folgt den Ansatz die verschiedenen und teilweise widersprüchlichen
Erweiterungen durch das Aufstellen einer Liste von 200 verschie-
denen Kategorien einheitlich festzulegen.20 Aus dieser Entwicklung
der Kategorisierung kann geschlossen werden, dass die Domäne die
Anzahl der Entitäten sowie deren Klassen vorgibt bzw. definiert.
Beispielsweise fokussieren sich die MUC-Konferenzen hauptsächlich
auf die Analyse von Nachrichtentexten. Für die Analyse von Texten
in einer anderen Domäne, z.B. der Biologie, sind andere Kategorien
von Entitäten, z.B. Gene, Proteine etc. notwendig, um die Domäne
korrekt repräsentieren zu können.
4.3. Entitäten in Ontologien
In Kapitel 3.2 wird der Begriff der Ontologie in der Informatik, als
auch in der Philosophie an der philosophische Fragestellung „Welche
Klassen von Entitäten sind für eine vollständige Beschreibung und Er-
klärung der Vorgänge in dieser Welt nötig?“ [83] vorgestellt. Die einer
Ontologie zugeordnete Aufgabe ist die Beschreibung von Entitäten,
deren Zusammenhängen und der Klassen, in welche sie eingeordnet
werden können. Innerhalb der Ontologiedefinition in der Informatik
kommt diese Sichtweise ebenfalls zum Einsatz.
19 Information Retrieval and Extraction Exercise
20 Die zeitliche Entwicklung der Entitätsklassen kann detailliert im
Übersichtsdokument zu diesem Thema von Sekine [157] nachgelesen werden.
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Je nach Ausdrucksmächtigkeit der Sprache stehen unterschiedliche
Konstrukte zur Definition von Entitäten bereit. OWL definiert Indi-
viduals, Properties und Classes (vgl. [244]) als Entitäten gemäß der
oben vorgestellten Beschreibung. Der Autor dieser Arbeit stimmt mit
der Definition von Manaf et al. [147] bezüglich der Beschreibung von
„Benannten Entitäten“ in OWL überein: „A named entity refers to a na-
med class, a named individual or a named property“. Diese Definition baut
auf der Zuordnung einer URI auf, die über den rdf:id-Tag einer Klasse,
Relation oder einem Individuum hinzugefügt wurde. Gestützt auf die
Aussage von Jurafski [117], dass ein „proper name“ abhängig von der
jeweiligen Applikation bzw. vom Einsatzzweck ist, kann hier der URI
als Eigenname interpretiert werden und somit den benötigten eindeu-
tigen Bezeichner stellen. In die gleiche Argumentationsrichtung geht
die Aussage von Steinberger und Pouliquen [220], welche im Rahmen
sprachübergreifender21 NER darauf verweisen, dass „the language in-
depend level is organized arroud the pivot (a conceptual proper name) which
is represented by a unique identification number (ID)“. In beiden Fällen ist
eine ID, wie sie auch eine URI repräsentiert, identifizierendes Merk-
mal. Im Rahmen von RDF-Ontologien stellen Ressourcen Entitäten
dar. Falls diese eine korrekte URI referenzieren (d.h. keine „blank no-
des“ repräsentieren), entsprechen sie ebenfalls den Anforderungen für
eine „Benannte Entität“.
Von besonderer Relevanz für diese Arbeit ist die Unterscheidung zwi-
schen natürlich-sprachlichen Namen und formalen Namen, wie im
vorherigen Abschnitt vermerkt. Die formale Syntax für die Erzeu-
gung einer URI ist im RFC2396 festgehalten [21]. Für die Zuordnung
zu natürlich-sprachlichen Quellen und damit auch zur besseren Ver-
ständlichkeit für den Menschen sind natürlich-sprachliche Namen
für die oben genannten Ontologieelemente notwendig. Das Vokabu-
lar, welches durch RDF(S) Standard zur Verfügung gestellt wird, er-
laubt die Angabe von natürlich-sprachlichen Bezeichnern durch das
rdfs:label-Tag. Hier kann ein beliebiger optional durch Leerzeichen ge-
trennter String verwendet werden. Des Weiteren ist es möglich einem
Element mehrere solcher rdfs:label-Tags22 zuzuordnen.
21 Die Methode ist nicht auf eine Sprache, z.B. Deutsch, beschränkt, sondern kann auf
mehrere Sprachen angewendet werden.
22 Im Rahmen dieser Arbeit wird in diesem Zusammenhang der englischen Begriff
„Tag“ verwendet, um auf Sprachelemente eines Metadatenstandards Bezug zu
nehmen.
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Der Autor dieser Arbeit stimmt mit Manaf et al. darin überein, dass
ein Elementname von Bedeutung für den Menschen ist, falls er eine
Beziehung zum zu identifizierenden Objekt aufweist. Beispielsweise
kann eine Klasse, der Personen zugeordnet sind, durch den Namen
„Person“ identifiziert werden. Ein solcher Name wird als „semanti-
scher Bezeichner“ spezifiziert. Dies steht im Gegensatz zu einer Be-
schreibung durch eine URI, die diese Bedingung nicht erfüllt.23
Die Angabe von natürlich-sprachlichen Bezeichnern kann über
rdfs:label oder über eigene Datatype-Properties erfolgen. Gegenüber
der eigenen Definition zu bevorzugen sind jedoch definierte und gän-
gige Vokabulare, die bereits Tags für die Bezeichnung von Elementen
zur Verfügung stellen. Der Rückgriff auf öffentliche Vokabulare wird
in der Semantic Web FAQ24 ausdrücklich empfohlen: „the ‚ethos‘of the
Semantic Web is to share and reuse as much as possible“. Eines der standar-
disierten und bekannten Vokabulare ist das Simple Knowledge Organi-
zation System (SKOS). Es wurde 1999 ins Leben gerufen, um unter an-
derem die Spezifikation von Thesauri, Subject-Headings und Taxono-
mien zu ermöglichen. Insbesondere aus der Möglichkeit Thesauri dar-
zustellen resultiert die Möglichkeit, Beschreibungen für Bezeichner
von Benannten Entitäten abzuleiten. SKOS definiert diesbezüglich Be-
schreibungen, wie beispielsweise skos:prefLabel, um einer Entität einen
primären, d.h. bevorzugten, Bezeichner zuzuweisen. Mit skos:alterLabel
können alternative Bezeichner hinzugefügt werden. Diese Möglich-
keiten der Bezeichnung setzt die Definition einer Entität mit einem be-
vorzugten rigiden Bezeichner sehr adäquat um. Beispielsweise kann
der vollständige Name „Christian Schäuble“ als bevorzugter Bezeich-
ner verwendet werden während „Christian“, „Schäuble“, „Chris“ etc.,
d.h. Vorname, Nachname, Spitzname etc. als Alternativbezeichnungen
angegeben werden können.
23 Manaf et al. beschreiben im oben genannten Artikel Techniken zur Auflösung einer
URI in einen natürlich-sprachlichen Ausdruck. Dies erfordert jedoch eine Vorana-
lyse basierend auf einer Heuristik.
24 http://www.w3.org/2001/sw/SW-FAQ# [letzter Zugriff am 12.09.2011]
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4.4. Gegenüberstellung der beiden Gebiete
Tim Berners-Lee beschreibt den Unterschied durch die Aussage
„The Semantic Web will enable machines to COMPREHEND semantic
documents and data, not human speech and writings“ [22]. Aus seiner Sicht
sind auf Grundlage dieses Zitats beide Welten miteinander unverein-
bar, da es die primäre Aufgabe der Sprachanalyse ist, zum Verstehen
der menschlichen Sprache beizutragen und hierfür maschinelle Me-
thoden einzusetzen.
Dieses Zitat beschreibt jedoch den Zusammenhang nicht vollstän-
dig. Viele Verfahren der Sprachanalyse bauen auf Wissensbasen auf
bzw. verwenden diese innerhalb ihrer Methoden. Der Grund hierfür
ist offensichtlich: Ein Kernmerkmal natürlich-sprachlicher Texte ist
deren Unstrukturiertheit.25 Jegliche Art der Struktur muss bestimmt
werden, z.B. das Erkennen von Entitäten (NER), deren Klassifikation
(NEC), das Erkennen von Zusammenhängen zwischen ihnen etc. Wis-
sensbasen im Gegensatz dazu sind strukturiert. Sie enthalten bereits
Zusammenhänge zwischen Entitäten und je nach Art der Wissensba-
sis auch weitere Informationen, z.B. deren Typzugehörigkeit. Wissens-
basen in Form von Ontologien sind hierfür verwendbar. Somit tragen
Ontologien indirekt zum Verständnis von Informationen bei, die in
auf natürlicher Sprache basierenden Quellen enthalten sind.
Ein wesentlicher Unterschied liegt in der Repräsentation von Entitä-
ten. Entitäten in natürlich-sprachlichen Texten können erwartungs-
gemäß aufgrund den im Text erwähnten natürlich-sprachlichen Be-
zeichnern identifiziert werden. Entitäten in Ontologien müssen nicht
zwangsläufig über einen natürlich-sprachlichen Bezeichner verfügen.
Es gibt jedoch auch Ontologien, die speziell zur Abbildung von
natürlich-sprachlichen Bezeichnern und deren Zusammenhänge ent-
worfen wurden. Solche Ontologien definieren somit eine lexikali-
sche Datenbasis. Ein derartiges Beispiel ist die zuvor bereits erwähn-
te „Wordnet“-Ontologie, die lexikalische Zusammenhänge zwischen
natürlich-sprachlichen Wörtern abbildet, z.B. Synonyme, Worttypen
(Hauptwörter etc.), Kategorien etc.
25 Abgesehen von der Strukturierung nach Kapiteln, Abschnitten etc.
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4.5. Entitäten in anderen Gebieten
der Informatik
Die in Abschnitt 4.1 vorgestellte allgemeine Entitätsdefinition erlaubt
eine sehr generische Verwendung des Begriffs „Entität“. Oftmals er-
folgt eine Gleichstellung der Begriffe „Entität“ und „Objekt“. Hier-
durch wird der Einsatz des Begriffes häufig unbestimmt und nur
schwer begründbar. Es gibt jedoch Teilgebiete in der Informatik, die
den Begriff in einer ähnlichen bzw. nahezu übereinstimmenden Art
und Weise mit den zuvor vorgestellten Bereichen der Sprachanalyse
oder der Wissensinterpretation verwenden. Hervorzuheben ist der Be-
reich der Datenbanken. Insbesondere das relationale Datenbankmo-
dell. Dieses ist in den Grundzügen auf das Entity-Relationship Model
von Peter Chen zurückzuführen, welches „incorporates some of the im-
portant semantic information about the real world“ [45].
Der Begriff der Entität findet auch im Bereich der Unified Model-
ling Language (UML) Anwendung. Beispielsweise werden Akteure
in Use-Case Diagrammen als Entitäten bezeichnet und es existiert
ebenfalls der Begriff des Entity-Concepts26 (vgl. [6]). UML-Klassen-
Diagramme ermöglichen die Repräsentation von Klassen eines zu-
grundeliegenden Systems, die Beziehungen zwischen diesen Klassen
sowie deren klassenspezifische Attribute und Operationen. Die Dia-
gramme ermöglichen die Klassen innerhalb der modellierten Domäne
auszuwerten und die Anforderungen als konzeptuelles Modell zu er-
fassen.
Es werden Entitäten verwendet, um ein applikationsspezifisches Do-
mänenmodell zu erstellen. Es besteht die Möglichkeit eine konzep-
tuelle Zuordnung vorzunehmen sowie Entitäten Eigenschaften zuzu-
weisen. Interaktionen zwischen Entitäten können zudem durch Re-
lationen ausgedrückt werden. Diese Merkmale zeichnen ER-Modelle
und UML-Diagramme als Wissensmodelle aus. Beide Modelle können
in das Format der in Kapitel 3.2 eingeführten Ontologien überführt
und somit dem Bereich der Wissensmodelle (vgl. 4.3) zugeordnet wer-
den.
26 „An entity concept is an abstraction representing passive data and information“ [6]
5. Ambiguität
Von William G. Lycan stammt bezüglich Ambiguität die Aussage „a
name is unambgiuous only by historical accident“ [142]. Er bezog sich dar-
auf, dass selbst Personennamen, die normalerweise unverwechselbar
sind, d.h. eindeutig zugewiesen werden können, im Laufe der Zeit
mehrfach vergeben werden. Im Zusammenhang hiermit beschrieb
Neill Ambiguität bei der Analyse von Information als allgegenwär-
tiges Problem. Von ihm stammt ebenfalls die Aussage „information
processing yields ambiguity“ [160] . Besonderen Stellenwert besitzt die-
se Problematik im Bereich der Textanalyse, d.h. der Linguistik. Sarah
Schrauwen sieht in Ambiguität: „One of the biggest problems in the field
of Computational Linguistics“ [207]. Das Problem liegt in der Missinter-
pretation von Daten, falls die Auflösung der Ambiguität nicht durch-
geführt werden kann und dies somit zu Verlusten bzw. Fehlern in
der übermittelten Information führt. Diese Gefahr macht Ambiguität
(Mehrdeutigkeit) von lexikalischen Vokabeln1, die als Bezeichner von
Entitäten verwendet werden, zu einem Schwerpunkt der vorliegen-
den Arbeit und ist für diese von zentraler Bedeutung.
Zunächst werden die verwendeten Begriffe in Abschnitt 5.1 einge-
führt. Der Bezug zur linguistischen Definition von Mehrdeutigkeit so-
wie deren Unterarten wird in Abschnitt 5.2 vorgestellt. Abschnitt 5.3
beinhaltet die lexikalische Darstellung von Mehrdeutigkeit. Ein allge-
meines Modell für Mehrdeutigkeit wird in Abschnitt 5.4 präsentiert.
Abschnitt 5.5 überträgt und spezifiziert das darauf basierende Modell
für Mehrdeutigkeit in Wissensbasen. Auf mehrdeutige Entitäten wird
in Abschnitt 5.6 eingegangen.
1 In diesem Kontext wird von lexikalischen Vokabeln gesprochen, da diese Benen-
nungen/Wörter auf einem Wörterbuch basieren. Als Wörterbuch wird im Allge-
meinen ein Lexikon einer Sprache verstanden, z.B. ’Wahrig - Wörterbuch der deut-
schen Sprache’. Die Repräsentation lexikalischer Zusammenhänge in Ontologien
wird im Laufe des Kapitels erläutert.
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5.1. Begriff, Benennung, Bedeutung
und Referent
Im Folgenden wird der kognitive Prozess vorgestellt, der bei der
Bestimmung der Bedeutung eines Bezeichners vollzogen wird. Aus-
gangspunkt für diese Bestimmung ist zunächst die Konfrontation mit
einem Bezeichner, z.B. „Baum“, dessen Bedeutung festgestellt werden
soll. Der Zusammenhang zwischen einem Bezeichner (Benennung),
dem konkreten Objekt und der zugehörigen Bedeutung (Begriff) ist




Abbildung 5.1.: Semiotisches Dreieck
Eine Benennung ist gegeben durch einen sprachlichen Ausdruck, d.h.
eine Buchstabenfolge. Jede Benennung spezifiziert einen Gegenstand,
d.h. ein Objekt, und somit einen beliebigen Ausschnitt aus der kon-
kret wahrnehmbaren oder der vorstellbaren Welt. Taucht beispielswei-
se der Bezeichner „Baum“ im Kontext des Satzes „In unserem Garten
hängen bereits Äpfel am Baum“ auf, so kann geschlussfolgert werden,
dass es sich hierbei um einen konkreten Baum im Garten des Spre-
chers handelt. In diesem Beispiel bezieht sich die Benennung somit auf
ein Objekt in der realen Welt. Es können ebenfalls immaterielle oder
2 Mit Semiotik wird die Theorie vom Wesen, der Entstehung und dem Gebrauch von
Zeichen bezeichnet (siehe auch [114]).
3 Die Ersterscheinung des Buches von Odgen und Richards war bereits 1923. Die-
se Autoren beschreiben in ihrem Werk das dreiseitige Zeichenmodell, auf das in
dieser Arbeit Bezug genommen wird (vgl. Abbildung 5.1).
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abstrakte Gegenstände bezeichnet werden (siehe Kapitel 4). Eine Be-
nennung ist zugleich immer mit einem Begriff verbunden. Ein Begriff
kennzeichnet einen Denkprozess, der eine Menge von Gegenständen
mit gemeinsamen Eigenschaften beinhaltet, basierend auf einem Ab-
straktionsprozess. Dieser enthält zudem Beziehungen zwischen Ge-
genständen und deren konzeptuelle Abhängigkeit. Der Sprachwis-
senschaftler Ferdinand de Saussure, der als Begründer der modernen
Linguistik betrachtet wird, bezeichnete den Begriff als ein „mentales
Bild“, das durch die Benennung erzeugt wird.
Müller beschreibt „Bedeutung ist das, was mit einem sprachlichen Aus-
druck assoziiert wird“ [156]. Griebel definiert Bedeutung als einen Be-
wusstseinsinhalt, der zum einen ein Ergebnis des gesellschaftlichen
Erkenntnisprozesses und zum anderen ein Resultat kommunikativer
Tätigkeit ist [94]. Beide Ausführungen verdeutlichen, dass diese Defi-
nitionen mit der des oben genannten „Begriffs“ gleichgesetzt werden
können.
Im Rahmen dieser Arbeit ist zudem die Bezeichnung der „Referenz“
von Bedeutung. Müller entwickelte eine Definition, die besagt, dass ei-
ne Referenz sich auf ein konkretes Objekt bezieht, das in der aktuellen
Situation eindeutig identifizierbar ist. Beispielsweise ist die Referenz
in der realen Welt, auf die sich der Ausdruck „Hund“ im Satz „Ich
gehe mit dem Hund spazieren“ bezieht, der Hund, der gerade neben
mir läuft. Ein weiteres Beispiel ist die Beziehung zwischen „Baum“
als Benennung/Ausdruck und dem Objekt Baum. Das Objekt ist die
Referenz des Ausdrucks. Man bezeichnet daher Referenz als ein Phä-
nomen der Sprachverwendung, während Bedeutung Teil des Sprach-
systems ist. Somit kann nicht in jedem Zusammenhang, d.h. in jeder
Situation, eine gültige Referenz erzeugt werden.
5.2. Arten von Mehrdeutigkeit
Die Zuordnung eines Wortes zu einem Gegenstand ist oftmals nicht
eindeutig, d.h. mehrere Gegenstände lassen sich durch denselben Aus-
druck identifizieren. Dieser Umstand wird als Mehrdeutigkeit, Ambi-
guität bzw. Vagheit bezeichnet. Im alltäglichen Sprachgebrauch wer-
den diese Begriffe häufig alternativ verwendet, jedoch ist deren Be-
deutung aus linguistischer Sicht klar zu trennen. Norbert Fries [85]
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beschreibt „Mehrdeutigkeit“ als Oberbegriff von „Ambiguität“ und
„Vagheit“. Unter Mehrdeutigkeit wird die Möglichkeit verstanden ei-
ne Einheit in mehrfacher Weise zu interpretieren. Die Aussage von Ed-
gar Schneider [203] bezüglich des Unterschieds zwischen Ambiguität
und Vagheit lautet „Ambiguitäten sind also zu diesem Thema [203] di-
sambiguierbar durch eine potentielle Selektion aus einer begrenzten und dis-
kreten Menge eindeutiger Interpretationen. Bei Vagheiten steht eine derarti-
ge Selektionsmenge nicht zur Verfügung; [...]4“.5 Ein Begriff wie „Schloß“
wird beispielsweise als ambig bezeichnet, da diesem verschiedene Be-
deutungen klar zugewiesen sind, z.B. ein Schließmechanismus (tech-
nische Interpretation), ein repräsentatives Gebäude (architektonische
Interpretation) etc. Jedoch ist die vage Aussage „Ich komme gleich“
unbestimmt und kann daher keiner konkreten Bedeutung zugewie-
sen werden.6 Klavans [126] führt zudem den Begriff der „Generativi-
ty“ ein, welcher beschreibt, dass Wörter in neuen, kreativen Konstel-
lationen gebraucht werden. Hier fehlt jedoch die Grundlage der Be-
schränktheit auf eine gegebene Selektionsmenge, da die Verwendung
des Wortes zuvor in einer solchen kreativen Konstellation nicht defi-
niert wurde.
Wie bereits von Neil beschrieben, ist Ambiguität allgegenwärtig. Sei-
ner Aussage folgte „[...] awareness is the resolution of that ambigui-
ty“ [160]. Dieses Bewusstsein zu erlangen, erfordert eine detaillierte
Übersicht über die verschiedenen Arten von Ambiguität7 (vgl. Ab-
bildung 5.2)8. Im Folgenden werden die einzelnen Unterkategorien
von Ambiguität dargestellt. Darauf baut Abschnitt 5.5 auf, indem dort
die Auswirkungen jeder jeweiligen Art von Ambiguität in Ontologi-
en beschrieben werden und somit aufgezeigt wird in welcher Art sich
Ambiguität dort äußert. Eine Übersicht der verschiedenen Arten der
Mehrdeutigkeit ist ebenfalls in Anhang A dargestellt.
4 „sie sind gegebenenfalls durch weitere Informationen präzisierbar, jedoch ist der Erhalt
dieser weiteren Informationen von der kommunikativen Situation abhängig und hat mit
der jeweiligen sprachlichen Form im Grunde nichts zu tun“
5 Diese Unterscheidung findet sich ebenfalls bei den diesbezüglichen Definitionen
weiterer Wissenschaftler (z.B. Pinkal [177] und Rieger [189]).
6 „gleich“ ist hierbei ein variabler Zeitausdruck. Je nach Person, die ihn verwendet,
kann der Begriff sich von Sekunden bis hin zu wenigen Minuten steigern.
7 Im Anhang A befindet sich eine detaillierte Auflistung mit Kurzbeschreibung und
Beispielen.
8 Die Hauptquellen für die erstellte Unterkategorisierung von Ambiguität sind [174,
173, 14, 12, 121, 41, 138, 42, 124, 107]. Diese sind auch die Quellen für Erstellung
der Abbildung 5.2.











Abbildung 5.2.: Arten von Ambiguität
5.2.1. Polysemie
„Polysemie ist seit mehr als einem Jahrzehnt eines der am intensivsten unter-
suchten Gebiete der lexikalischen Semantik – vielleicht sogar das am inten-
sivsten untersuchte“ [173]. Diese Aussage aus dem Jahr 2001 verdeut-
licht die Problematik und die Bedeutung, die mit Polysemie9 verbun-
den ist. Polysemie ist definiert als:
Definition 5.1. Polysemie beschreibt das Phänomen, dass ein Wort
zwei oder mehr Bedeutungen10 hat. Diese Bedeutungen stehen in Beziehung
zueinander.
Das Wort geht hierbei auf ein Lexem11 zurück. Das bedeutet, dass
die damit verknüpften Bedeutungen auch untereinander Gemeinsam-
keiten oder Beziehungen zueinander aufweisen.12 Dies ist in Abbil-
dung 5.3 dargestellt. Polysemie entsteht zum einen durch das Teilen
der Kernbedeutung, zum Beispiel wird „Pferd“ auf ein Lexem bezo-
gen, das (1) „Pferd“ als Tier und (2) „Pferd“ als Schachfigur bezeich-
net. Beide Bedeutungen sind durch die äußerlichen Merkmale, die sie
teilen, miteinander verbunden. Ein weiteres Beispiel sind die Bedeu-
tungen „Gebäude“ und „Institution“ für den Begriff „Schule“. Hier-
bei existiert die Property „residiert“ zwischen den Bedeutungen. Die-
se spiegelt die Beziehung zwischen den Bedeutungen wieder. Zum
9 Der Begriff stammt aus dem Griechischen poly „viel“ und sema „Zeichen“.
10 Pethö [174] weist darauf hin, dass eine „Bedeutung“ abhängig vom vorliegenden
Ansatz ist (siehe auch Abschnitt 5.5.2).
11 Lexem bezeichnet eine Gruppe von Wörtern, die wesentliche Eigenschaften teilen,
z.B. Grundbedeutung und Wortform.
12 Alternativ spricht man von der Verwandtschaft auf der Inhaltsebene.
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anderen geht die Polysemie von Wörtern auf ihre etymologischen13
Eigenschaften zurück, die demselben Lexem zugeordnet sind. Zum
Beispiel besitzt das Wort „Flügel“ die beiden Bedeutungen (1) Flugor-







Abbildung 5.3.: Polysemie aus [140], S. 62
Zwischen den Kernbedeutungen polysemer Ausdrücke bestehen so-
mit semantische Relationen. Diese werden im Allgemeinen unter-
schieden in:
• Enthaltenseinbeziehungen (semantisch übergeordnet (Hyperno-
mie), semantisch untergeordnet (Hyponymie))14
• Übertragungsbeziehung (Ähnlichkeitsbeziehung15 (Metapher),
Abbildung16 (Metonymie))
Die Begründung für die Existenz bzw. die Bedeutung von Polysemie
hat Hakulinen treffend bezeichnet: „Ohne Polysemie“ [bzw. Ambigui-
tät im Allgemeinen] „ , wenn jeder Begriff, jede Vorstellung, jede Bedeu-
tungsnuance, jede gedankliche Regung einen auch lautlich differenzierten
Ausdruck haben müsste, wäre das Erlernen einer Sprache in der Praxis eine
nicht zu bewältigende Aufgabe, wodurch es wiederum unmöglich wäre, dass
sie auf eine derartige sinnlose Grenzenlosigkeit anwächst“ [102]. Dies zeigt
13 Etymologie beschreibt die Geschichte der Sprache, d.h. deren zeitliche Entwick-
lung.
14 Beispielsweise schließt der Begriff „Fahrrad“ die Bedeutungen Rennrad und
Klapprad mit ein.
15 Dieser Ausdruck bezeichnet eine bildhafte Umschreibung, z.B. „Tischbein“.
16 Dieser Ausdruck steht für eine Namensübertragung aufgrund Sinnähnlichkeit,
z.B. diese Möbel sind aus „Kiefer“ (Objekt für Stoff).
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erstens die grenzenlose Verbreitung des Phänomens Polysemie und
zweitens dessen vollständige Integration in unseren Sprachalltag.
Abgesehen von der Grundbedeutung und der etymologischen Unter-
scheidbarkeit führte Apresjan [12] zwei unterschiedliche Kategorien
ein: reguläre und irreguläre Polysemie.
Definition 5.2 (Systematische (Reguläre) Polysemie).
Apresjan [12] formulierte diese Art der Polysemie durch folgende Definiti-
on17, die durch zwei weitere Punkte ergänzt werden kann:
• Polysemie wird als regulär bezeichnet, falls das Wort A Sememe18 Ai
und Aj aufweist und sich zumindest noch ein Wort B findet, dessen
Sememe Bi und Bj in den gleichen semantischen Relationen zueinan-
der stehen wie Ai und Aj. Dabei dürfen Ai und Bi sowie Aj und Bj
untereinander nicht synonym19 sein [12].
• Es kann eine Regel abgeleitet werden, welche die konkrete Instanz der
regulären Polysemie beschreibt.
• Diese Regel ist interlingual und bleibt bei die Übersetzung des Begriffs
in andere Sprachen erhalten.
Beispiele sind hierfür „Glas“ als Trinkgefäß und „Glas“ als Angabe ei-
ner Getränkemenge. Dies gilt ebenfalls für „Flasche“,„Eimer“,„Tasse“
etc. Auch andere Zusammenhänge sind davon betroffen, z.B. „Schu-
le“ als Gebäude, als Institution, als Ansammlung der ihr zugehörigen
Personen etc. Auch ersichtlich in „Die Schule ist renovierungsbedürf-
tig“, „Die Schule benötigt mehr Mittel“ und „Die Schule macht einen
Ausflug“. Die Regel, die hier abgeleitet werden kann, lautet: Vom Na-
men einer Institution ausgehend kann man sich in der Regel auf die
17 Der erste Aufzählungspunkt geht auf seine Definition zurück. Die zwei weiteren
Punkte finden sich beispielsweise bei Pethö [174].
18 Ein Semem bezeichnet die Hauptbedeutung eines Wortes sowie die semantischen
Merkmale (z.B. Stadt: Eigenschaft: über 50000 Einwohner etc.). Letztere werden
als Seme bezeichnet. Ein Sem ist die kleinste Einheit der Bedeutung sprachlicher
Zeichen (vgl. [94]).
19 Synonym bedeutet „gleichnamig“ bzw. „gleichbedeutend“. Meines Erachtens trifft
in diesem Kontext die Definition nur für strikte Synonymie zu, d.h. die Synonyme,
z.B. Streichholz und Zündholz besitzen eine exakt gleiche Bedeutung, und sind
nicht auf eine partielle Überlappung beschränkt. Beispielsweise überlappen sich
die Begriffe „Er ist etwas wirr“ und „Er ist etwas durcheinander“.
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Gesamtheit der Menschen beziehen, die dieser Institution angehören
sowie auf das Gebäude, in dem diese Institution ihren Sitz hat bzw.
das diese Menschen beherbergt. Das gilt ebenfalls für „Universität“,
„Firma“ etc.
Eine zentrale Eigenschaft von systematischer Polysemie ist, dass die-
se nur kontextabhängig aufgelöst werden kann. Grund hierfür ist ih-
re unterspezifizierte lexikalische Bedeutung.20 Dies ist ebenfalls den
obigen Beispielen zu entnehmen. Diese Eigenschaft wird auch als kon-
zeptuelle Fokussierung bezeichnet (vgl. Kiefer [121]). Nur der Kontext
„renovierungsbedürftig“ und die Ableitung, dass von den geliste-
ten Bedeutungen nur Gebäude (lokal) renovierungsfähig sind, ermög-
licht eine Disambiguierung. Zusammenfassend resultiert der systema-
tische Charakter dieser Art von Polysemie aus der Existenz bestimm-
ter genereller Beziehungen zwischen Gegenständen unterschiedlicher
Sorte21 (siehe hierzu Abschnitt 6.1.2). Die Systematik ist ferner durch
die Übertragbarkeit dieser Beziehung auf mehrere (verschiedene) po-
lyseme Begriffe gegeben (vgl. Flasche, Glas, Becher etc. im obigen Bei-
spiel).
Die Regularität dieser Art der Polysemie ist ebenfalls typisch für das
Phänomen der Metonymie22 (vgl. [12]).
Definition 5.3 (Nicht-systematische (Irreguläre) Polysemie).
Diese ist definiert durch:
• „Polysemy is called irregular if the semantic distinction between ai and
aj is not exemplified in any other word of the given language.“ [12]
• Sie ist nicht interlingual.
• Es kann keine übergreifende Regel angegeben werden.
• Die verschiedenen Bedeutungen stehen in mindestens einem Merkmal
in einer Beziehung zueinander.23
20 Dies äußert sich darin, dass der Eintrag im Lexikon selbst für eine Auflösung der
Mehrdeutigkeit nicht ausreichend ist (siehe Abschnitt 5.3).
21 Die Bedeutungen können somit in Gruppen klassifiziert werden, z.B. „Tisch“ zu
„Möbel“.
22 Metonymie bezeichnet die Verwendung eines Wortes im übertragenen Sinn.
23 vgl. allgemeine Kriterien für Polysemie
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Während reguläre Polysemie im Wesentlichen durch Metonymie ent-
steht, ist irreguläre Polysemie eher auf metaphorische Ausdrücke zu-
rückzuführen. Die Abbildung der semantischen Beziehungen zwi-
schen zwei der hierbei beteiligten Konzepte lässt sich durch ein
konzeptuelles Mapping der gemeinsamen Eigenschaften darstellen
(vgl. [132]).
Beispielsweise kann der Ausdruck „laufen“ dieser Art von Polysemie
zugeordnet werden. Mögliche Bedeutungen sind unter anderem:
• man ist zu Fuß in Bewegung
• ein Gerät ist in Bewegung, z.B. Auto
• ein Vertrag, der eine bestimmte Laufzeit besitzt
Gemeinsam ist diesen Bedeutungen, dass sie eine zeitlich befristete
Bewegung bzw. Gültigkeit darstellen.
Auch für diese Art der Polysemie ist die Situation ausschlaggebend, in
der die Äußerung stattfindet. Die Zuordnung bzw. Bestimmung initia-
ler Bezeichner (Namen) für Objekte ist nicht zwangsläufig nachvoll-
ziehbar. Pethö [174] führt hierfür das Beispiel des englischen Wortes
„glass“ an. So bedeutet dieser (1) Material, (2) Behälter und (3) Brille.
Gemeinsames Merkmal ist das Material, das (1) bezeichnet und aus
dem (2) und (3) hergestellt werden. Warum der Behälter oder die Brille
jedoch mit „glass“ bezeichnet wurden ist logisch nicht nachvollzieh-
bar, da genauso gut andere Begriffe hätten gewählt werden können.
Dies wird deutlich durch das deutsche Wort „Brille“, das diese spe-
zifische Mehrdeutigkeit24 nicht enthält. Somit ist keine systematische,
sprachübergreifende Bedeutung gegeben.




Eine weitere Unterkategorie lexikalischer Ambiguität ist Homony-
mie25. Bußmann definiert Homonymie als:
Definition 5.4 (Homonymie). „Homonyme Ausdrücke verfügen über die
gleiche Ausdrucksform hinsichtlich Orthographie26 (=Homographie) und
Aussprache (=Homophonie) bei unterschiedlicher Bedeutung und oft ver-
schiedener etymologischer Herkunft“ [41]
Das Wort geht auf zwei syntaktisch gleiche Lexeme27 zurück. Dies be-
deutet, dass die damit verknüpften Bedeutungen untereinander im
Allgemeinen keine Gemeinsamkeiten oder Beziehungen zueinander
aufweisen. Dies ist auch in Abbildung 5.4 dargestellt. Ein Beispiel hier-
für ist der Ausdruck „Kiefer“, der zum einen Nadelbaum und zum










Abbildung 5.4.: Homonymie aus Löbner [140], Seite 62
Unterschieden werden die partielle Homonymie und die totale Hom-
onymie. Ausschlaggebend ist, ob die Übereinstimmung für alle For-
men der beteiligten Wörter gegeben ist. „Bank“ (Sitzgelegenheit/
Geldinstitut) ist ein Beispiel für partielle Polysemie, d.h. für die Form
„Bänke“ ist keine Übereinstimmung mit „Banken“ vorhanden. Im
Fall des Bezeichners „Weiche“ (Schienenübergang/Körperflanke) ist
totale Homonymie gegeben. Bezüglich der Lautform (Aussprache)
25 Begriff stammt aus dem Griechischen homonnymia, die „Gleichnamigkeit“.
26 Schreibweise
27 Ein Lexem beschreibt eine unabhängige Einheit im Wörterbuch.
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unterscheidet man Homographie, z.B. „Tenor“ und „Tenor“, sowie
Homophonie, z.B. „Seite“ und „Saite“.
Wichtigstes Merkmal der Homonymie ist das Fehlen semantischer Be-
ziehungen zwischen den Bedeutungen syntaktischer bzw. in der Aussprache
übereinstimmender Wörter.
5.2.3. Strukturelle Ambiguität
Diese spezielle Art der Ambiguität tritt bei der Interpretation von Sät-
zen auf. Einzelne Phrasen eines Satzes können einander unterschied-
lich zugeordnet und somit unterschiedliche Aussagen erzeugt wer-
den. Strukturelle Ambiguität wird unterschieden in syntaktische Am-
biguität und Skopusambiguität.
Syntaktische Ambiguität Diese Art von Mehrdeutigkeit geht auf
syntaktische Merkmale zurück. Die Art und Weise, verschiedene Phra-
sen (Satzteile) miteinander in Beziehung zu setzen, entscheidet über
die Satzaussage, d.h. die Information, die mit dem Satz vermittelt
wird. Der gegebene Satz „Heike lief Klaus mit dem Stift hinterher“
kann je nach Phrasenbeziehung interpretiert werden als „Heike lief
[Klaus[mit dem Stift]] hinterher“ oder als „Heike [lief [Klaus] mit dem
Stift] hinterher“. „Syntaktische Mehrdeutigkeiten sind eine Folge des Regel-
systems. Sie brauchen keine semantischen Mehrdeutigkeiten nach sich zu zie-
hen“ [246]. Insofern steht bei dieser Art der Mehrdeutigkeit die gram-
matikalische, d.h. regelbasierte, Analyse im Vordergrund.
Skopusambiguität Diese liegt vor, falls die Beziehungen zwischen
den Skopi28 von logischen Teilausdrücken eines Ausdrucks mehrdeu-
tig sind. Ein typisches Beispiel hierfür ist „Jeder Student hat ein Buch
gelesen“. Es sind zwei Interpretationen möglich: (1) Alle Studenten
haben das gleiche Buch gelesen oder (2) Jeder Student hat sein eigenes
Buch gelesen. Die logische Ordnung zwischen verschiedenen Satztei-
len ist bei dieser Form von Ambiguität unklar.
28 Skopi = Reichweite eines Quantors/Ausdruck
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5.2.4. Pragmatische und Morphologische Ambiguität
Pragmatische Ambiguität Bei dieser Art von Ambiguität interpre-
tiert der Hörer/Leser die Intention des Sprechers/Autors falsch. Beim
Beispielsatz „Wir treffen uns nächsten Donnerstag“ könnte z.B. der
Donnerstag in dieser oder in der nächsten Woche gemeint sein.
Auch kann dieser Fall auftreten, falls der Verweis mithilfe eines Pro-
nomens auf eine Entität unklar ist (anaphorischer Gebrauch des Pro-
nomens). Die Aussage „Er ließ den Stift auf den Tisch fallen und zer-
kratzte ihn“ ist mehrdeutig hinsichtlich des Objektes, das zerkratzt
wurde - entweder der Stift oder der Tisch.
Morphologische Ambiguität Diese Art von Ambiguität wird auch
als kategoriale Mehrdeutigkeit bezeichnet und tritt auf, wenn ein
Wort in verschiedenen Wortklassen gebraucht wird. Beispielswei-
se bedeutet der englische Begriff „bark“ in der Verbform „bellen“
und als Substantiv „Borke“. Im Deutschen kann durch die Groß-
/Kleinschreibung dieses spezifische Problem teilweise umgangen
werden.29 Jedoch gilt sie immer noch für Flexions-30, Derivations31-
und Kompositionsausdrücke32. Beispielsweise wird die Aussage des
Wortes „Sinn“ mit dem Wort „Bedeutung“ gleichsetzt. „Sinnlich“ hin-
gegen bezeichnet man eine Situation, welche die Sinne anspricht und
an der die Beteiligten Gefallen finden.
5.2.5. Semantische bzw. Referenzielle Ambiguität
Ein weiterer Fall von Ambiguität umfasst mehrdeutige Begriffe in-
nerhalb eines Satzes, deren verschiedene Interpretationsmöglichkei-
ten Einfluss auf die Gesamtaussage des Satzes haben. Diese Mehrdeu-
tigkeit tritt dann auf, wenn Leser und Autor einem Wort oder einem
29 Es bleibt die Problematik am Satzanfang, da das dort verwendete Wort einen groß
geschriebenen Buchstaben besitzen muss.
30 Dies bezeichnet die Gestaltung eines Wortes hinsichtlich der grammatikalischen
Situation innerhalb des Satzes.
31 Dies bezeichnet die Bildung neuer Wortformen.
32 Dies betrifft die Zusammenführung unterschiedlicher Wörter zu einem neuen
Wort, z.B. Schiffsrumpf.
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Satzteil verschieden interpretieren, d.h. verschiedene Bedeutungen zu-
ordnen. In der Konsequenz ergeben sich unterschiedliche Interpreta-
tionen des Satzes einerseits für den Leser und andererseits für den
Autor. Dieser Fall tritt vor allem dann ein, falls der Autor die Aussage
des Satzes nicht exakt formuliert. Der Satz „Iraqi head seeks arms“ bei-
spielsweise auf zwei verschiedene Arten interpretiert werden, z.B.
(1) head = chief oder (2) head = atomical part of a body. Der Autor
dieser Arbeit stimmt mit Jerold Katz überein,der folgende Definition
verfasste:
Definition 5.5. „Semantic ambiguity [...] occurs when an underlying struc-
ture33 contains an ambiguous word or words that contribute its (their) mul-
tiple senses to the meaning of the whole sentence“ [120]
Insofern ist es eine hinreichende Bedingung, dass mindestens ein Wort
über mehrere Bedeutungen verfügt und in der Konsequenz ambig ist.
Die obige Definition wird durch den Hinweis erweitert, dass diese
Wörter in einem Lexikon hinterlegt sind und somit auf der lexikali-
schen Ambiguität, d.h. Polysemie oder Homonymie, beruhen. Je nach
Interpretation kann der zugrundeliegende Satz eine völlig neue Aus-
sage erhalten. Semantische Ambiguität ist von struktureller Ambigui-
tät klar zu trennen. Der Begriff Lexikon ist variabel definierbar und
kann folglich auch anwendungsspezifische Informationen enthalten.
Bezogen auf das zuvor gegebene Beispiel der Geburtenstatistik könn-
ten alle Kinder mit dem Namen „Marie“ dementsprechenden Lexi-
koneinträgen zugeordnet werden (siehe dazu auch Abschnitt 5.5).
Die zuvor genannte Bedingung ist nur hinreichend, d.h. nicht in allen
Fällen kann ein mehrdeutiges Wort mit allen zugewiesenen Bedeu-
tungen innerhalb eines semantisch ambiguen Satzes verwendet wer-
den. Zum Beispiel im Satz „Die Schule brennt“ ist die Interpretation
von Schule als Institution nicht verwendbar. Das Verb „brennt“ gibt
hier die Auswahlrestriktion vor. In Folge dessen ist die Mehrdeutig-
keit in diesem Fall eingeschränkt. Es erfordert jedoch ein Disambiguie-
rungsverfahren, um die möglichen Fehlinterpretationen auszuschlie-
ßen und die richtige Bedeutung auszuwählen (siehe Teil II).
33 Dies betrifft den aktuell vorliegenden Satz.
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5.2.6. Zusammenfassung
In diesem Teilkapitel werden die unterschiedlichen Arten von Mehr-
deutigkeit vorgestellt. Die individuellen Eigenschaften der jeweiligen
Ambiguität werden beschrieben. Strukturelle Ambiguität, d.h. syn-
taktische und Skopus-Ambiguität, ist fokussiert auf die mehrdeuti-
ge Struktur des Satzes, der je nach vorgenommener Strukturierung
unterschiedliche Bedeutungen erhält. Pragmatische Ambiguität be-
schreibt zum einen auf unbestimmte und daher nicht abgrenzbare In-
formationen (z.B. next Friday) und zum anderen den anaphorischen34
Gebrauch von Pronomen. Morphologische Ambiguität basiert auf den
verschiedenen Bedeutungen eines Wortes je nach zugehöriger Wort-
klasse. Im Gegensatz zur strukturellen Ambiguität bedarf jede dieser
Bedeutungen eines zugehörigen lexikalischen Eintrags, um eine kor-
rekte Bedeutungszuordnung zur Wortform zu ermöglichen. Lexikali-
sche Ambiguität nimmt sich den speziellen Formen der Mehrdeutig-
keit in Lexika an. Hier werden reguläre Polysemie (generelle Bezie-
hungen zwischen den verschiedenen Bedeutungen), irreguläre Poly-
semie (Teilen mindestens eines spezifischen Merkmals) und Homony-
mie (gleiche Wortform) vorgestellt und unterschieden.
In der vorliegenden Arbeit erfolgt eine Fokussierung auf semantische bzw. re-
ferentielle Ambiguität. Diese bezieht sich auf verschiedene Möglichkei-
ten der Satzinterpretation ausgehend von mehrdeutiger lexikalischer
Information und ist somit verantwortlich für referentielle Mehrdeutig-
keit in Ontologien (vgl. Kapitel 5.5).
5.3. Polysemie in Lexika
Der Autor dieser Arbeit folgt der zusammenfassenden Beschreibung
von Dölling [63], der hauptsächlich zwischen vier verschiedenen Me-
thoden von Polysemie in Lexika unterscheidet:
1. Die dem Wort zugeordneten Bedeutungen werden in separaten
lexikalischen Einträgen aufgeführt.
2. Alle zugeordneten Bedeutungen werden im gleichen, d.h. in ei-
nem, lexikalischen Eintrag aufgeführt.
34 Der Verweis eines Satzteils auf einen anderen.
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3. Dem Wort wird nur eine Bedeutung aus der Liste der mögli-
chen Bedeutungen hinzugefügt. Die verbleibenden Bedeutun-
gen können aus dieser Bedeutung abgeleitet werden.35
4. Dem Wort wird nur eine unterspezifizierte (abstrakte) Grundbe-
deutung hinzugefügt. Aus dieser Bedeutung können alle Bedeu-
tungen abgeleitet werden.
Diese Einteilung zeigt auf, dass im Falle der beiden zuerst genannten
Methoden alle Bedeutungsvarianten im Lexikon explizit aufgeführt sind.
Es kann je nach kontextueller Situation aus den gegebenen Varianten
die korrekte Variante ausgewählt werden. Im Fall der ersten Metho-
de ist die Vorgehensweise Äquivalent zum Eintrag von Homonymen, d.h.
auch bei Homonymie erhält jede Bedeutung einen separaten Eintrag
pro Bedeutung (vgl. Abschnitt 5.2.2). Dölling nimmt an, dass bei der
zweiten Vorgehensweise eine Ordnung der Einträge, d.h. eine Rang-
folge angenommen wird. Insofern kann das zuerst genannte Wort als
die wahrscheinlichste Bedeutung angenommen werden.
Im Gegensatz zu den ersten beiden Methoden sind bei den letzten bei-
den die verschiedenen Bedeutungsvarianten nur teilweise explizit (Me-
thode 3) und somit vorwiegend implizit genannt. Hierbei wird jeweils
angenommen, dass die verschiedenen Bedeutungen abgeleitet wer-
den können. In der dritten Methode ist eine Basisbedeutung gegeben,
d.h. aus der Menge der möglichen Bedeutungen wird diejenige ausge-
wählt auf die alle anderen aufbauen. Alle weiteren Bedeutungen müs-
sen aufgrund kontextueller Information abgeleitet werden. Die vierte
Methode setzt sogar eine vollständige Ableitung aller Methoden vor-
aus. Bis auf eine Bedeutung in Methode 3 und hinsichtlich aller Be-
deutungen in Methode 4 kann keine Überprüfung der möglichen Be-
deutungen vorgenommen werden. Beide Methoden bieten somit nicht
die Möglichkeit einer Auswahl, sondern nur der Ableitung von Be-
deutungen. In Methode 3 erfolgt diese Ableitung von der Kernbedeu-
tung anhand des im Text genannten Kontexts. Bei Methode 4 muss die
abstrakte Bedeutung durch den Kontext zu einer spezifischen Bedeu-
tung gewandelt werden.
Dölling ordnet nicht-systematische Polysemie der Methode 2 und sys-
tematische Polysemie der Methode 4 zu.
35 Ein Beispiel hierfür ist „Schule“ mit der Zuordnung von „Institution“. Die weiteren
Bedeutungen, z.B. „Gebäude“ etc., können abgeleitet werden.
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5.4. Allgemeines Modell
Das allgemeine Modell zeigt eine Generalisierung der zuvor darge-
stellten lexikalischen Polysemie und Homonymie anhand eines kon-
zeptuellen Kontextmodells. Eine detaillierte Darstellung des konzep-
tuellen Systems erfolgt in Teil II der Dissertation.
5.4.1. Polysemie
Pethö beschrieb in seinen Aufsatz über Polysemie [174] eine zusam-
menfassenden Beurteilung von Polysemie und deren Visualisierung,
die den Ausgangspunkt für die Grafik 5.5 bildete. Initial gegebenes
Merkmal ist ein Wort, das im Lexikon36 nachgeschlagen wird. In die-
sem befindet sich ein Eintrag, der mit einer Menge Adressen und so-
mit allen dem Wort zugeordneten Bedeutungen verknüpft ist. Die-
se Adressen sind „indexed to appropriate parts of the conceptual sys-
tem“ [174]. Diese Adressen werden als Intensionen37 bezeichnet. Die
Extensionen38 (Umfang) werden durch das konzeptuelle System be-
stimmt. Pethö selbst beschreibt Intension und Extension durch „ad-
dresses may all be considered different intensions of the word in question.
The extension of the word is not determined directly, but via the conceptual
system“ [174].
Wird beispielsweise das Wort „Flügel“ im Sinne des dargestellten Mo-
dells im Lexikon nachgeschlagen, dann werden die dementsprechen-
den Adressen (Intensionen) aufgefunden (z.B. „Seitenteil eines Haus“,
„Musikinstrument“ etc.). Sie sind jeweils in dem gegebenen konzep-
tuellen System eingebettet, welches deren weitere Beschreibung um-
fasst, d.h. unter anderem wie der Flügel aussieht, welche Objekte mit
diesem Flügel in Verbindung stehen (z.B. der Pianist, der auf dem Flü-
gel spielt) etc. Diese Einbettung des Objekts in die Wissensbasis wird
als Extension bezeichnet.
36 Wie bereits angemerkt ist dieses Lexikon abhängig von der Anwendung.
37 Pethö gebraucht den den Begriff Intension nicht im Sinne der gängigen Definition
im Bereich der Logik, sondern bezeichnet damit das „conceptual level“ eines Be-
griffs. Hier realisiert durch die zugewiesenen Adressen, auch genannt Intensionen.
38 Auch Extension wird nicht vollständig im Sinne der klassischen Logik verwendet.
Extension bezeichnet das „referential level“ und somit diejenigen Elemente des
konzeptuellen Systems, welche mit der Intension in Verbindung gebracht werden
können.







Abbildung 5.5.: Modell für Polysemie (vgl. [174])
Hinsichtlich der lexikalischen Repräsentationsform eines systematisch
polysemen Wortes verwendet Pethö einen sog. Adressgenerator, der die
gesuchten Adressen generiert. Dies stimmt mit der oben genannten
Sichtweise Döllings für Methode 4 überein, wobei dem Adressgenera-
tor die Aufgabe der Ableitung zukommt. Nicht-systematische Polyse-
mie verbindet Pethö mit verschiedenen lexikalischen Einträgen und der
Methode 1 aus der Sicht von Dölling.39 Würde man hingegen zu der
im Abschnitt zuvor eingeführten dritten Methode tendieren, so würde
die primär zugeordnete Adresse als Eingabe für den Adressgenerator
dienen.
5.4.2. Homonymie
Der Autor dieser Arbeit verwendet das von Pethö entworfene Mo-
dell der Polysemie und überträgt die Begrifflichkeiten von Intension
und Extension sowie die damit verbundenen Zusammenhänge auf
das Phänomen der Homonymie (siehe Abbildung 5.6). Diese Anpas-
sung erfolgt hinsichtlich der in Kapitel 5.2.2 genannten Eigenschaften
von Homonymie. Ein gegebenes Wort wird unterschiedlichen Einträgen
im Lexikon zugeordnet. Dies entspricht der lexikalischen Darstellung,
wie sie in Methode 2 beschrieben wird.40 Diese voneinander getrenn-
ten Einträge werden jeweils auf eine eigene Adresse abgebildet. Somit
unterscheidet sich das Intensionsmodell von dem zuvor vorgestellten
39 Da die Methoden 1 und 2 sich überlappen, ist diese Sichtweise nicht als wider-
sprüchlich zu erachten.
40 Wenngleich die Methoden auf polyseme Einträge ausgerichtet sind, trifft diese
Form der lexikalischen Darstellung für die Homonymie zu.
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Modelausschnitt der Polysemie. Die Definition einer Extension bleibt
jedoch gleich, d.h. diese umfasst konzeptuelle Zugehörigkeit sowie die




Abbildung 5.6.: Modell für Homonymie (am Beispiel des Ausdrucks
„Georg Bush“)
5.4.3. Zusammenhang mit Semiotischen Dreieck
Vergleicht man das zuvor vorgestellte Modell mit dem semiotischen
Dreieck, so ist ein direkter Zusammenhang erkennbar (siehe Abbil-
dung 5.7). Mehrdeutigkeit führt zu verschiedenen semiotischen Dreie-
cken, da bei gleicher Benennung Unterschiede bzgl. des konkreten Ge-
genstandes sowie des zugehörigen Begriffs vorhanden sind. Es kann je
Objekt/Gegenstand ein eigenes semiotisches Dreieck konstruiert wer-
den. Die Benennungen bleiben hierbei identisch. Intension, d.h. die
entsprechende Adresse, beschreibt das konkrete Objekt bzw. den im
semiotischen Dreieck erwähnten Gegenstand. Die Extension wird im
semiotischen Dreieck dem Begriff zugeordnet. Dieser enthält die Ei-
genschaften des Gegenstandes und im Falle von Polysemie Beziehun-
gen zwischen den Extensionen. Daraus ergibt sich der Zusammen-
hang zwischen Begriff und Extension.
"George Bush"




Abbildung 5.7.: Zusammenhang zum semiotischen Dreieck
5.5. Ambiguität in Wissensbasen
In Kapitel 3.2 wird im Rahmen der Definition von Ontologien
die Beschreibungssprachen, z.B. RDF(S), OWL etc., erwähnt, die als
Grundlage für die Repräsentation von Ontologien verwendet werden.
Apresjan [14] stellt drei wesentliche Anforderungen an eine Metaspra-
che41 („semantische Sprache“):
• Die Bezeichnungen müssen monosem42 sein, d.h. Synonymie,
Polysemie und Homonymie müssen ausgeschlossen sein.
• Die Zahl der Bezeichnungen muss im Sinne der Ökonomiean-
forderungen so gering wie möglich sein.
• Die Zahl der Bezeichner muss ausreichen, um alle Bedeutungen
zu beschreiben.
Der Grund für das Aufstellen dieser Anforderungen ist die Mehr-
deutigkeit der menschlichen Sprache, wie sie in den vorhergehenden
Kapiteln behandelt werden. Tim Berners-Lee spricht vom Zwang zur
Eindeutigkeit „Human language thrives when using the same term to mean
somewhat different things, but automation does not“ [22]. Dies wird bei
der Definition von RDF berücksichtigt, indem Unified Resource Iden-
tifiers verwendet werden. Das zeigt auch seine Aussage: „The triples of
RDF form webs of information about related things. Because RDF uses URIs
to encode this information in a document, the URIs ensure that concepts
41 „Eine Sprache über eine Sprache“ [233]
42 eindeutig
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are not just words in a document but are tied to a unique definition that
everyone can find on the Web“ [22].
Der Ursprung dieser Modelle wird jedoch vernachlässigt. Der Mensch
als Autor dieser Modelle greift auf die natürliche Sprache bei der
Definition von Ontologien zurück. Dies führt dazu, dass natürlich-
sprachliche Begriffe ihren Weg in diese Definitionen finden und dort
gespeichert werden. Leenheer und Moor beschreiben, dass im Hin-
blick auf „the conceptual modelling task [...] the distinction between lexical
level (term for a concept) and conceptual level (the concept itself) is often weak
or even ignored“ [135]. Dies führt dazu, dass die oben genannte Forde-
rung nach monosemen Bezeichnern zwar auf der Ebene der hierfür
ausgewählten Grammatik (URIs) gegeben ist, diese aber hinsichtlich
der natürlich-sprachlichen Bezeichner durchaus als problematisch zu
erachten ist. Der Autor dieser Arbeit stimmt mit Leenheer et al. [135]
überein, die dieses Problem auf zwei wesentliche Merkmale zurück-
führen:
• „no matter how expressive ontologies might be, they are all in fact
lexical representations of concepts, relationships, and semantic cons-
traints“ [135]
• „linguistically, there is no bijective mapping between a concept and its
lexical representation“ [135]
Insbesondere die zweite Aussage beschreibt das Problem, dass ver-
wendete natürlich-sprachliche Bezeichner nicht nur einem Konzept
bzw. einem Ontologieelement zugeordnet sein müssen. Das ist in der
Mehrdeutigkeit sprachlicher Bezeichner begründet. Es kann ein Term
t als Bezeichner von x verschiedenen Ontologieelementen fungieren
(x ≥ 1). Es besteht die Gefahr, dass dieser Term polysem oder homonym
ist. Die Tendenz zur Mehrfachvergabe von gleichen Namen wurde
auch durch Furnas et al. [86] nachgewiesen. Diese führten 1987 ein Ex-
periment durch, das nachwies, dass ohne weitere Hilfestellung immer
noch in 1˜5% der Fälle Menschen dem gleichen Objekt auch denselben
Namen zuweisen. Falls sie unterstützende Hinweise erhalten oder es
sich um Begriffe innerhalb eines Fachgebietes handelt, steigt die Ten-
denz zur gleichen Benennung.
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5.5.1. Sprachbezeichnung in Ontologien
Die Voraussetzungen zur Verwendung (zusätzlicher) natürlich-
sprachlicher Bezeichner für Ontologieelemente wurden bereits im
RDF(S)-Standard geschaffen. Hier ist der Tag rdfs:label definiert, um
die Angabe einer „human-readable version of a resource’s name“ [38] zu
ermöglichen (vgl. Methode 1 in Abschnitt 5.3).
Außerhalb des Standards RDF/RDFS wurden zusätzlich Standards
bzw. Vokabulare entwickelt, die auch im Rahmen von Ontologien
Anwendung finden. Ein prominenter und weit verbreiteter Standard
ist SKOS - Simple Knowledge Organization System [242]. Hier sind
zwei Tags für die Angabe natürlich-sprachlicher Bezeichner vorgese-
hen, skos:prefLabel und skos:alterLabel. Diese ermöglichen die Angabe
eines primären und verschiedener alternativer Bezeichner, wodurch
auch eine implizite Gewichtung der Bezeichner gegeben wird.43 Es
gibt weitere Vokabulare, z.B. Foaf [92] etc., welche die Angabe von
natürlich-sprachlichen Bezeichnern ermöglichen. Abgesehen davon
können eigene Vokabulare entwickelt werden.
Ebenfalls existieren Ontologien, die speziell für die Abbildung lexi-
kalischer Zusammenhänge entwickelt wurden. Beispielsweise ist mit
Wordnet [153] ein Wörterbuch der englischen Sprache als Ontologie
vorhanden. Existierende Ontologien können mit einem solchen Wör-
terbuch bzw. Ontologie verknüpft werden. Hierdurch entsteht ein
enormer Umfang an sprachlichen Bezeichnern für Ontologieelemen-
te, da Wörterbuch-spezifische Eigenschaften, z.B. Synonyme44, Ho-
lonyme45, Meronyme46, Hyponyme47, Hypernyme48 etc., für diese Be-
zeichner zur Verfügung stehen. Dies kann in manchen Fällen auch zu
Widersprüchen zwischen linguistischer und ontologischer Definition
führen, z.B. Widersprüche zwischen lexikalischen Holonymen im Le-
xikon und der Konzepthierarchie in der Domänenontologie. Weiter-
hin existieren Verfahren (z.B. [39]), die auf auf Wordnet aufbauen,
43 Durch Umkehrprozessierung kann diese Rangfolge erstellt werden (vgl. Methode
2 in Abschnitt 5.3).
44 lexikalische Begriffe mit ähnlicher bzw. übereinstimmender Bedeutung
45 Ausdruck, der zum gegebenen Ausdruck im Verhältnis „ist Ganzes von“ steht
46 Ausdruck, der zum gegebenen Ausdruck im Verhältnis „ist Teil von“ steht
47 Ausdruck ist ein Unterbegriff von
48 Ausdruck ist ein Oberbegriff von
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um eigene Lexika davon abzuleiten (siehe Kapitel 14). Wie zuvor an-
gesprochen kann es bei der Verwendung von „externen“ Lexika zu
einem Konflikt zwischen domänenbezogenem Modell (Domänenon-
tologie) und allgemeinem Modell (Lexika) kommen, da Grenzen des
Domänenmodells durch das Lexikon überschritten werden. Dies ist in
der allgemeinen bzw. domänenunabhängigen Sicht von lexikalischen
Modellen begründet.
5.5.2. Zusammenhang Ontologie und Modell
der Mehrdeutigkeit
Ambiguität tritt innerhalb einer Ontologie durch die Verwendung von
mehrdeutigen Begriffen auf. Mehrdeutigkeit ist hierbei nicht im klas-
sischen Sinne, d.h. auf der Grundlage des vollständigen Wortschatzes
einer gegebenen Sprache, zu verstehen. Diese Mehrdeutigkeit ist be-
schränkt auf die innerhalb der Ontologie vergebenen Begriffe. Die Ver-
gabe ist auf das verwendete Vokabular zurückzuführen, das den Ge-
brauch von natürlich-sprachlichen Bezeichnern innerhalb der Onto-
logie definiert (siehe vorheriger Abschnitt). Eine Mehrdeutigkeit liegt
somit vor, falls ein Wort über das Vokabular mehreren Ontologieele-
menten zugewiesen wird. Somit kann dieses Wort nicht mehr eindeu-
tig ein Element referenzieren und die von Aprejan verlangte Mono-
semie für Metasprachen ist nicht mehr gegeben. Im Rahmen dieser
Arbeit wird für die Darstellung dieser Mehrdeutigkeit ebenfalls das
Modell von Pethö verwendet.
Ein gegebenes Wort wird im Lexikon der Ontologie nachgeschlagen.
Wird kein externes Lexikon, sondern ein Vokabular (z.B. RDF(S)) ver-
wendet, dann können über einen Vergleich der rdfs:labels und so-
mit der lexikalischen Bezeichner diejenigen Elemente herausgefunden
werden, die diesem Bezeichner zugeordnet sind (vgl. Methode 1 Ab-
schnitt 5.3).49 Elemente sind hierbei gleich Adressen, die mit URIs ge-
kennzeichnet sind. Diese Adressen beschreiben zugleich die Intensio-
nen für den lexikalischen Begriff. Das konzeptuelle System selbst wird
durch die Ontologie repräsentiert. Jedes Element, das aus der Adres-
sermittlung folgt, besitzt eine zugehörige Extension in der Ontologie.
49 Jedes Element verfügt über einen eigenen Bezeichner und das entspricht der Me-
thode 1 von Dölling bzgl. lexikalischer Struktur. Diese besagt, dass je Element ein
separater Eintrag im Lexikon existiert.
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Diese Extension beschreibt ein relationales Geflecht der Ontologie, in
der das Element das zentrale Merkmal darstellt. Die Ermittlung von







Abbildung 5.8.: Beispiel Polysemie in Ontologien
Homonymie/Polysemie Bei einer Beschreibung mithilfe von
rdfs:label kann Homonymie und Polysemie nicht auf lexikalischer
Ebene getrennt werden. Polysemie kann hier auf Ebene des Le-
xikons nicht ausgedrückt werden. Im Rahmen dieser Arbeit wird
Homonymie und Polysemie in Ontologien wie folgt definiert durch:
Definition 5.6.
• Von Polysemie wird ausgegangen, falls zwischen den Extensionen
von Ontologieelementen mit den wortgleichen, zugrunde liegenden Be-
zeichnern mindestens eine miteinander geteilte Property vorliegt, z.B.
das Aussehen für Pferd als Schachfigur und als Tier.50
• Bei Homonymie ist diese Property nicht gegeben
(siehe Abbildung 5.9).
Ein Beispiel für die Definition von Polysemie aufgrund des Zusammen-
hangs verschiedener Extensionen basierend auf Elementen ist durch
den Bezeichner „Schule“ in seiner Bedeutung als „Gebäude“, „Ge-
samtheit der Schüler“ und „Institution“ gegeben, siehe Abbildung 5.8.
50 Eine Ontologie beschreibt ein individuelles Bild einer Domäne. Daher muss nicht
in allen Fällen eine vorliegende natürlich-sprachliche Polysemie (d.h. gemäß allge-
meiner Lexika) ebenfalls innerhalb der Grenzen der durch die Ontologie repräsen-
tierten Domäne auftreten.
76 AMBIGUITÄT
Diese Beziehung kann durch Data- und/oder Object-Properties aus-
gedrückt werden.
Intension Extension
Abbildung 5.9.: Beispiel Homonymie in Ontologien
Im Falle eines homonymen Bezeichners, z.B. „Kiefer“ (Baum und Ge-
sichtsknochen) ist anzunehmen, dass diese direkte Relation nicht vor-
liegt.51
Die semantischen Beziehungen, die in einer Ontologie abgebildet wer-
den, sind abhängig von der darzustellenden Domäne und beinhal-
ten nicht die Abbildung aller theoretisch möglichen Sachverhalte. Es
kann ohne Beschränkung der Allgemeinheit angenommen werden,
dass semantische Beziehungen zwischen möglichen polysemen Enti-
täten auch in einer Ontologie vorhanden sind. Diese Beziehungen sind
möglichst direkt und ohne Zwischenelemente.
Bei Homonymen ist dieser Sachverhalt im Allgemeinen nicht zutref-
fend. Es kann jedoch nicht ausgeschlossen werden, dass basierend
auf der Domäne semantische Beziehungen zwischen den Bedeutun-
gen definiert sind. Solche Beziehungen beinhalten oftmals Zwischen-
elemente. Beispielsweise im Falle des homonymen Begriffs „Bank“ ist
eine mögliche Situation, dass eine Bank (Sitzgelegenheit) auf einem
Platz vor einer Bank (Geldinstitut) steht.
In den weiteren Abbildungen hinsichtlich der Intensionen und Ex-
tensionen innerhalb von Ontologien ausgehend von gegebenen Be-
griffen, wird auf die Darstellung des Lexikons verzichtet. Weil hier
– wie zuvor erläutert – kein Unterschied zwischen Homonymie und
51 Dies ist auch in Abbildung 5.9 dargestellt. Die unterschiedlichen Elemente, die
„George Bush“ jeweils darstellen, sind nicht miteinander verbunden. Dass eine
Verbindung existiert und es sich in diesem Fall um einen polysemen Bezeichner
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Polysemie vorhanden ist, da jedes Ontologieelement einen separaten
Lexikoneintrag darstellt.52 Abbildung 5.10 visualisiert dies für die obi-
gen beiden Beispiele.
Intension
Abbildung 5.10.: Zusammenhang zwischen Begriff und Intension
Zusammenhang Sprachlexikon und Ontologielexikon Abbil-




























Abbildung 5.11.: Getrennte Extensions für homonyme Bezeichner
Innerhalb eines Lexikons sind die Lexeme von Wörtern definiert, so
werden z.B. „schreiben“, „schriebst“, „schrieben“ demselben Lexem
zugeordnet (siehe [41]). In der Abbildung 5.11 sind für den Bezeichner
52 Hierbei wird von Domänenontologien ausgegangen, die nicht auf die Repräsenta-
tion lexikalischer Zusammenhänge fokussiert sind. Werden RDF Schemata für Le-
xika, z.B. SKOS, verwendet, können Lexeme äquivalent zu den zuvor vorgestellten
Lexika-Einträgen erstellt werden.





„Kiefer“ zwei Lexeme angegeben. Bezogen auf eine Ontologie werden
die mit dem Label54 „Kiefer“ versehenen Elemente zurückgegeben.
Jedem Lexem sind Seme zugordnet, welche die Bedeutung des Le-
xems beschreiben. Für das erste Lexem sind im Lexikon die Seme
„Baum“, „Holzgewächs“, „maximale Höhe 30 Meter“ und „rötliche
Farbe“ angegeben. Das zweite Lexem wird beschrieben durch „Kno-
chen“, „Zähne“, „Gesicht“ und „Kaufunktion“. In einem Lexikon be-
findet sich nur die Aufzählung der Seme und keine weiteren Informa-
tionen. Vergleicht man nun die in der Abbildung ebenfalls dargestell-
te Repräsentation des Sachverhalts in einer Ontologie, so wird deut-
lich, dass der Bezeichner eines Ontologieobjekts diesem durch eine
spezifische Property (z.B. rdfs:label) zugeordnet ist.55 Den Ontolo-
gieobjekten können Konzepte, Objekt-Properties und Data-Properties
Systematische/Nicht-systematische Polysemie Systematische Poly-
semie ist definiert durch eine wiederkehrende relationale Verknüp-
fung. Zudem trifft für sie das Kriterium der Multilingualität zu. Dies
gilt für das zuvor vorgestellte Beispiel „Glas“, das zum einen ein „Ge-
fäß“ und zum anderen einen „Füllstand“ bezeichnet. Dies galt eben-
falls für „Flasche“, „Eimer“ etc. Werden diese Begriffe durch Elemen-
te einer Ontologie repräsentiert, zeichnet diese ein wiederkehrendes
5.5.3. Fazit
Die Verwendung natürlich-sprachlicher Bezeichner führt in Ontolo-
gien unweigerlich zu Mehrdeutigkeit. Diese ist unabhängig von der
logischen Definition, die durch und in Ontologien gegeben wird. Die
54 Hier als „Label“ bezeichnet, um den Unterschied zwischen allgemeinem Bezeich-
ner und Bezeichner eines Ontologieelementes hervorzuheben.
55 Das Ontologieobjekt selbst repräsentiert die zuvor erwähnte Adresse, z.B. via
rdf:id.
zugewiesen werden. Die dadurch zum Ontologieobjekt zusätz-
lich beschriebenen Informationen entsprechen den zuvor be-
schriebenen Semen.
strukturelles relationales Geflecht aus. Das heißt, dass die Ex-
tensionen dieser Bezeichner miteinander in Beziehung stehen 
bzw. überlappen.
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logische Definition ist nach wie vor eindeutig und wird von der lin-
guistischen Mehrdeutigkeit nicht beeinflusst. Die Verwendung von
Ontologien im Zusammenhang mit natürlich-sprachlichen Bezeich-
nern, z.B. in Verbindung mit Texten, Gesprächen, beim Designprozess
etc., und der damit verbundene Vergleich bzw. dem Auffinden von
linguistischen Informationen aus Ontologien führt jedoch zum Pro-
blem der Wahl des korrekten Bezeichners je nach gegebener Situati-
on. Innerhalb von Ontologien werden linguistische Bezeichner in ei-
ner „Art Lexikon“ gespeichert. Im Rahmen dieser Arbeit wird dieses
Lexikon (im Fall, dass kein externes Lexikon gegeben ist) als Menge der
natürlich-sprachlichen Bezeichner von Ontologieelementen basierend
auf mindestens einer zuvor festgelegten Data-Property definiert. Auf
dem Lexikon basierend entsteht ein verbaler Zugriffsindex für Onto-
logieelemente.56 Ein verbaler Zugriffsindex ist jedoch nicht eindeutig
(vgl. [104]). In Folge dessen ist lexikalische Mehrdeutigkeit, d.h. Hom-
onymie und Polysemie, gegeben. Die konkreten Auswirkungen dieser
Mehrdeutigkeiten sind oben dargestellt.
5.6. Zusammenfassung
In Kapitel 4 wurden Entitäten und in Abschnitt 4.3 Entitäten im Kon-
text des Semantic Web vorgestellt. Beispielsweise sind Namensüber-
tragungen ein typischer Grund für Mehrdeutigkeit, d.h. im Fall, dass
Plätze nach Personen oder Veranstaltungen benannt werden und bei-
de Teil derselben Ontologie sind. In Deutschland taucht dieser Fall
beispielsweise bei Schulen auf, die nach Personen benannt werden,
z.B. „Erich-Kästner Realschule“. Im alltäglichen Gebrauch wird auf den
Zusatz „Schule“ oft verzichtet. Ein weiteres Beispiel ist der Bezeichner
„Opel“, der auf den Firmengründer (Adam Opel) oder die Autofirma
(Adam Opel AG) verweisen kann.
Insbesondere kommt Metonymie im Bereich von Entitäten vor,
z.B. „Deutschland“ bezeichnet das Land sowie die politische Füh-
rung des Landes. Mit dem Begriff „Spiegel“ werden die Zeitschrift,
der Inhalt der Zeitschrift sowie ein Arbeitgeber referenziert. Auch
Abkürzungen führen zu Mehrdeutigkeit, insbesondere im Falle von
56 Im Falle von Mehrdeutigkeit existieren mehrere Einträge der gleichen Wortform,
die unterschiedlichen Elementen zugeordnet sind.
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gängigen, d.h. verbreiteten Namen. Beispielsweise können dem Aus-
druck „B. Müller“ die Namen „Benigna Müller“, „Benjamin Müller“,
„Berta Müller“, „Berenike Müller“ etc. zugeordnet werden.
Im Rahmen von Ontologien behalten die zuvor genannten Mehr-
deutigkeiten und Beispiele ihre Gültigkeit. Mehrdeutigkeiten, wie im
Beispiel „Opel“ angegeben, können hierbei als polysem (siehe 5.2.1)
klassifiziert werden, da alle Bedeutungen dieses Bezeichners mitein-
ander in Beziehung stehen. Mehrdeutigkeiten, wie im Beispiel der Na-
mensübertragung, sind hierbei als homonym (siehe 5.2.2) zu klassifizie-
ren.
Im Allgemeinen hängt die mögliche Handhabung mehrdeutiger Be-
griffe, genauso wie bei den vorherigen Beispielen basierend auf der
Verwendung von gängigen Sprachlexika, vom Inhalt des Lexikons ab
und von den darin genannten Begriffen57. D.h. von der Mehrdeutig-
keit, die durch das Lexikon zum Ausdruck gebracht wird (siehe 5.5).
Bei Ontologien ist die Mehrdeutigkeit vom Inhalt des Lexikons der
Ontologie abhängig. Sie ist jedoch nicht eingeschränkt auf die Nen-
nung von Eigennamen, wie in den bisherigen Beispielen gezeigt wird.
Zum Beispiel wird mit dem mehrdeutigen Begriff „Flasche“ kein Ei-
genname verbunden. Dieser kann jedoch beispielsweise als Bezeich-
ner eines Konzeptes verwendet werden. In Abschnitt 4.3 wurde dar-
auf hingewiesen, dass alle Arten von Ressourcen innerhalb von On-
tologien als Entitäten zu betrachten sind. In der Konsequenz werden
somit auch Mehrdeutigkeiten, die nicht auf Eigennamen zurückzu-
führen sind, abgedeckt.








Mehrdeutige Wörter sind in der menschlichen Sprache allgegenwär-
tig und im Sprachsystem weit verbreitet (vgl. [160]).Ohne Verbreitung
würde die Anzahl der Wörter unübersichtliche Dimensionen anneh-
men (vgl. [102]). Nachdem im Kapitel 5 die Auflistung der verschie-
denen Arten von Mehrdeutigkeit erfolgt ist, bildet die Auflösung am-
biguer Bezeichner den Schwerpunkt dieses Kapitels. Auflösung eines
ambiguen Begriffs bedeutet die Bestimmung dessen korrekter1 Bedeu-
tung im Rahmen der kontextuellen Einbettung des Bezeichners, d.h.
die Bestimmung der Referenz. Die Komplexität, die diese Aufgabe
beinhaltet, wird durch die Aussage von Judith Klavans [126] deutlich:
„Ambiguity“ is „the wild child of language interpretation. Whether from the
point of view of the philosopher, linguist, psychologist, lexicographer, or com-
puter scientist, ambiguity problems have relentlessly resisted taming“.
Der Mensch hat im alltäglichen Austausch eine geeignete Vorgehens-
weise entwickelt, um mehrdeutige Bezeichner aufzulösen und somit
der korrekten Bedeutung2 zuzuordnen. Die theoretische Aufarbei-
tung dieses Problems enthält noch unbeantwortete Elemente und be-
schäftigt daher die Wissenschaft bis heute. Eine Näherung hinsicht-
lich der geeigneten maschinellen Umsetzung dieser Vorgehensweise
zur Auflösung der Mehrdeutigkeit in Bezug zu Texten und Wissens-
basen wird in Abschnitt 6.1 vorgestellt. Aufbauend auf der dort vorge-
nommenen Analyse wird in Abschnitt 6.2 das prinzipielle Vorgehen zur
1 Der Ausdruck „korrekt“ bedeutet hier, dass aus der Menge der möglichen Bedeu-
tungen, die mit dem gleichen Bezeichner beschrieben werden, diejenige ausge-
wählt wird, die im Kontext des vorliegenden textuellen Inhalts oder des Gesprächs
die zutreffende ist, d.h. dessen Referenz.
2 Ausgehend von den gegebenen Rahmenbedingungen während einer Äußerung,
z.B. Ort, Geräusche etc., ist eine Auflösung der Mehrdeutigkeit beziehungsweise
eine Einschränkung der Menge der vorhandene Bedeutungen möglich (vgl. Ab-
schnitt 6.1).
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Disambiguierung eingeführt. Dieser Abschnitt zeigt die grundlegen-
de Herangehensweise zur Auflösung von Mehrdeutigkeiten, d.h. zur
Referenzbestimmung. Eine Konkretisierung und Fokussierung die-
ses Prozesses im Hinblick auf semantische Wissensbasen wird in Ab-
schnitt 6.3 vorgenommen. Abschnitt 6.4 erörtert die Einbettung des
hier vorgestellten Problems der Ambiguität in das Forschungsfeld In-
formation Retrieval. Abschließend werden in Abschnitt 6.5 die Vor-
aussetzungen beschrieben, die für ein erfolgreiches Monosemierungs-
verfahren gegeben sein müssen.
6.1. Grundlagen des Monosemierungsprozess
(Disambiguierung)
Das Problem bei mehrdeutigen Wörtern ist die Bestimmung der rich-
tigen Referenz in Anbetracht der gegebenen Bedingungen. Die grund-
sätzliche Voraussetzung für diesen Prozess wird von Pethö beschrie-
ben als: „Reference depends on the co-operation between a speaker and a
hearer and can be considered successfull if the hearer is able to identify what
the speaker has in mind“3 [174]. In Übereinstimmung mit dieser Aussage
bezeichnet Grice [93] die notwendige Abstimmung zwischen Sprecher
und Hörer als co-operative principle. Dieses spezifiziert Regeln für den
Informationsaustausch zwischen Personen. Zwei dieser Regeln sind
(1) das Vermeiden von Ambiguität innerhalb des sprachlichen Aus-
tauschs und (2) die Bereitstellung von so viel Information wie mög-
lich. Vor allem aus der zweiten Regel sowie aus der Aussage von Pethö
folgt:
Postulat 6.1.4 Ambiguität kann anhand von zusätzlich genannten Infor-
mationen aufgelöst werden. Voraussetzung ist, dass die genannten Infor-
mationen zueinander in Beziehung stehen (vgl. John Searle [209]5). Nur
3 Sprecher und Hörer kann hierbei mit Autor und Leser gleichgesetzt werden. Auch
bei textbasierter Kommunikation gilt dieses Prinzip.
4 Ein Postulat ist definiert „als Ausgangspunkt, als notwendige, unentbehrli-
che Voraussetzung einer Theorie, eines Gedankenganges dienende Annahme,
These, die nicht bewiesen oder nicht beweisbar ist“ (http://www.duden.de/
rechtschreibung/Postulat#Bedeutung3a [letzter Zugriff am 12.09.2011].).
5 „A necessary condition for the successful performance of a definite reference in the utteran-
ce of an expression is that either the expression must be an identifying description or the
speaker must be able to produce an identifying description [...].“ [209]
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durch diese Zusatzinformation wird die Selektion auf diejenige Bedeutung
aus der Menge der möglichen Bedeutungen eingeschränkt, die sich durch die
zusätzlichen Informationen in den gegebenen Kontext einbettet.
Schippan bestätigt dies mit der Aussage: „im Kommunikations-
akt“ vollzieht sich „bei der Sprachverwendung ein Monosemierungspro-
zess“ [202].
Durch die nachfolgendene Aussage konkretisiert Lewandowski die
zuvor gegebene Beschreibung des Kontexts, die als entscheidend für
den Monosemierungsprozess aufgeführt wurde:
Postulat 6.2. „Das Eindeutigwerden/Eindeutigmachen der grundsätzlich
als polysem6 (mehrdeutig) zu betrachtenden lexikalischen Einheiten/Wör-
ter in der gesellschaftlichen Kommunikation7 erfolgt, indem durch Kontext
und Situation alle nicht relevanten potentiellen Bedeutungsmöglichkeiten ei-
nes Wortes ausgeschaltet, alle relevanten unterstützt beziehungsweise aktua-
lisiert werden.“ [138]
Lewandowski spezifiziert den in der Hypothese 6.1 verwende-
ten Ausdruck der „zusätzlich genannte(n) Information“8 als Kon-
text der Äußerung und Situation, in der die Äußerung stattfin-
det. Dieser Kontext ermöglicht es die Bedeutung eines Wortes zu
erschließen. Ausgangspunkt sind die möglichen Bedeutungen, die
zum einen der Sprecher und zum anderen der Hörer den Wor-
ten zuordnen. Die daraus resultierenden überlappenden Bedeutun-
gen, die sowohl Sprecher als auch Hörer den Worten beimessen,
können als ein zugrundeliegendes Lexikon betrachtet werden, das
die Mehrdeutigkeit von Worten definiert beziehungsweise beinhal-
tet (siehe auch Abschnitt 5.3). Lewandowski geht davon aus, dass in
6 Wie in Kapitel 5 angegeben, tendieren einige Autoren dazu generelle Mehrdeutig-
keit als Polysemie zu bezeichnen. Beschränkt auf dieses Zitat ist polysem als allge-
mein mehrdeutig und nicht nur als zu Polysemie gehörig zu verstehen.
7 siehe spätere Definition des Situationskontextes
8 Wie angeführt bezeichnet Searle dies als „identifying description“ [209].
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der gesellschaftlichen Kommunikation keine neuen Bedeutungen auf
Grundlage des Sprachsystems (Langue) entstehen.9
Schippan [202] klassifiziert den zur Disambiguierung benötigten Kon-
text in zwei Unterarten10:
Lexisch-semantischer Kontext:
Lexikalischer Kontext: Disambiguierung kann anhand überein-
stimmender Merkmale in der Grundbedeutung (Flexion)
vorgenommen werden. Enthält beispielsweise ein Satz den
Bezeichner „lang“ und das Wort „Raum“, so bedeutet dies
„räumlich ausgedehnt“. In Verbindung mit „Zeit“ hinge-
gen bedeutet es „zeitlich ausgedehnt“.
Grammatikalischer Kontext: Eine Disambiguierung kann an-
hand morphologischer, syntaktischer und konstruktiver
Bedingungen vorgenommen werden, z.B. „sein Wille ist ei-
sern“ (konsequent) und „die eiserne Tür“ (aus dem Materi-
al „Eisen“).
Situationskontext:
Raum-Zeit-Situation: Beschreibt die aktuelle Situation, in der
die Äußerung stattfindet, d.h. die aktuellen Handlungen
der Gesprächspartner, die Umgebung, in der das Gespräch
stattfindet etc.
Gemeinsames Wissen: Um eine Äußerung zu verstehen, muss
gemeinsames Wissen zugrunde gelegt werden, das für das
Verständnis notwendig ist. Auch der geistige, soziale und
kulturelle Hintergrund der Gesprächspartner wird als ent-
scheidend erachtet (vgl. [143]).
9 Neue lexikalisch-semantische Varianten hingegen können innerhalb des Sprach-
gebrauchs entstehen, z.B. „Turnier“ wurde im Mittelalter als Ausdruck für einen
Zweikampf zwischen Rittern in Rüstung verwendet. Diese historische Bedeutung
gilt im übertragenen Sinne auch bei der heutigen Verwendung des Bezeichners
„Tennisturnier“ und somit in seiner heutigen lexikalisch-semantischen Variante.
Die Bedeutung als Zweikampf ist gegeben, jedoch wird dieser nicht mehr von Rit-
tern und nicht mehr in Rüstungen ausgetragen.
10 Die gegebene Klassifizierung wurde auf Grundlage von sprachlichen Äu-
ßerungen, d.h. Gesprächen, verfasst. Hinsichtlich textueller Quellen ist die
„Raum-Zeit-Situation“ nicht gegeben.
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Alle Arten von Kontexten nehmen explizit Bezug auf den Satzkon-
text, d.h. die Bedeutung eines Wortes kann anhand lexikalischer so-
wie in der Wissensbasis vorhandener Merkmale erfasst werden. Die
Bedeutung des Satzes selbst bzw. Wörter innerhalb des Satzes ist ab-
hängig vom gesagten/geschriebenen Text, der dem Satz vorausgeht
(Anapher) beziehungsweise ihm nachfolgt (Katapher).
Der Prozess der Monosemierung/Disambiguierung führt nicht immer zu
einem eindeutigen Ergebnis. Mit oder ohne Absicht des Lesers bezie-
hungsweise des Autors kann es vorkommen, dass dieser Prozess ab
einer zuvor nicht absehbaren Stelle nicht fortgeführt werden kann,
da zusätzliche Informationen für die Bestimmung einer eindeutigen
Zuweisung nicht vorhanden sind. In der Konsequenz ist die Zuwei-
sung von verschiedenen Bedeutungen trotzdem möglich (vgl. [203]).
Bei der Kontextklassifizierung wurde zwischen lexisch-semantischem
und Situations-Kontext unterschieden. Ersteres bedarf einer Textana-
lyse (siehe Abschnitt 6.1.1), letzteres zunächst einer Erfassung der äu-
ßeren Raum-Zeit-Situation und der Informationszusammenhänge in-
nerhalb der Wissensbasis (siehe Abschnitt 6.1.2). Im Rahmen dieser
Arbeit wird die Raum-Zeit-Situation nicht näher untersucht.11 Zu-
dem wird auch der Aspekt der mündlichen Äußerung, z.B. Stimm-
lage, Lautstärke, Hintergrundgeräusche während des Gespräches,
nicht weiter vertieft, sondern die Untersuchung auf textuelle Quel-
len sowie deren Informationszusammenhänge in der Wissensbasis
konzentriert.
6.1.1. Text
Die Untersuchung des lexisch-semantischen Kontextes bedarf einer
lexikalischen sowie grammatikalischen Analyse eines gegebenen Tex-
tes. Hierzu werden verschiedene Methoden aus dem Bereich der
Computerlinguistik verwendet (siehe auch [117]). Die grammatikali-
sche Analyse ermittelt Sätze, Satzstrukturen, Wortstellungen etc. Sie
ist der Grundstock für weitergehende Analysen. Für diese Analy-
sen ist die Existenz von Hintergrundwissen jedoch Voraussetzung.
Die Analyse hinsichtlich Wortarten (Verb, Substantiv, Pronomen etc.)
und Wortformen (Vergangenheit, Zukunft etc.) benötigt ein Lexikon, das
diese Informationen beinhaltet. Das ist in Abbildung 6.1 durch die
11 Für weitere Informationen siehe z.B. [143] oder [40].
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grünen (lexikalische Analyse) und schwarzen (Strukturanalyse12) Be-
reiche dargestellt. Der blaue Bereich stellt einen semantischen Zusam-
menhang dar (siehe hierzu den nächsten Abschnitt 6.1.2).










Abbildung 6.1.: Text-basierter Kontext
Aufbauend auf den Wortarten und Wortformen können weitere
Analysen erfolgen, z.B. der Zusammenhang zwischen Pronomen
und Nomen etc. Hierfür können grammatikalische Regeln verwen-
det werden, z.B. in Form von Programmlogik. Diese Voranalysen
sind Voraussetzung für die Disambiguierung struktureller, pragma-
tischer und morphologischer Ambiguität, da hier auf Faktoren, wie
z.B. Verb-Substantiv-Unterscheidung (Morphologische Ambiguität),
grammatikalisch-basierte Regeln (syntaktische Ambiguität), Feststel-
len des Pronomens (pragmatische Ambiguität) etc., zurückgegriffen
werden muss.
Die Information innerhalb eines Lexikon kann unterschieden werden
in: (a) Information zu Wortarten und Wortformen und (b) Information
zur Bedeutung oder Eigenschaften des Wortes (vgl. Abschnitt 5.3). Die
in (b) genannte Information ist die Grundlage für lexikalische Ambi-
guität, da hier die polysemen und homonymen Wörter ihre Bedeutun-
gen zugeordnet bekommen. Auch können diese Informationen durch
weitere Wissensbasen ergänzt werden, die lexikalischen Bezeichnern
Domänen-spezifisches Wissen zuordnen (Wissen zu Instanzen, Rela-
tionen und Klassen). Siehe hierzu den folgenden Abschnitt sowie den
blauen Bereich in Abbildung 6.1. Für tiefergehende Informationen zur
Sprachanalyse hinsichtlich Entitäten siehe Abschnitt 4.2.
12 Unter Struktur wird hierbei der Aufbau verstanden, z.B. Wörter, Sätze, Abschnitte,
Kaptiel etc. Hier im Beispiel ist die Trennung in einzelne Wörter dargestellt.
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6.1.2. Ontologien
Wie bereits im vorherigen Abschnitt im Rahmen der Text-spezi
fischen Analyse und im Monosemierungsprozess beschrieben
(siehe Thesen von Schippan in Abschnitt 6.1), ist der Aspekt
des dort vorgestellten Situationskontexts von wesentlicher Be
deutung für die Disambiguierung mehrdeutiger Bezeichner. Der
Situationskontexts hebt hervor, dass es gemeinsamen Hintergrund-
wissens bedarf, um eine Äußerung zu verstehen. Voraussetzung für
eine automatische Analyse ist die Repräsentation dieses Wissens
in einer geeigneten Struktur, d.h. im Kontext dieser Arbeit durch
Ontologien.
Ontologien als Hintergrundwissen werden im Bereich der natürlich-
sprachlichen Entitätserkennung bereits seit längerer Zeit eingesetzt.
Chandrasekaran beschrieb bereits 1999: „Ontologies are useful in Natu-
ral Language Understanding [...]“ „[...] as domain knowledge plays a cru-
cial role in disambiguation. A well-designed domain ontology provides the
bases for domain knowledge representation“ [43]. Die Verwendung von
Domänen-spezifischem Wissen erlaubt es, vorhandene mehrdeutige
Bezeichner innerhalb des Textes in der Ontologie zu ermitteln und
diese gegebenenfalls anhand der Informationen innerhalb der Onto-
logie miteinander in Beziehung zu setzen.13 Auch die Ermittlung der
zugeordneten Konzepte (mittels Object-Properties) sowie der Data-
Properties, d.h. mit dem Objekt in Beziehung stehendes zusätzliches
Hintergrundwissen, wird dadurch ermöglicht.
Bezogen auf die linguistische Disambiguierung ist die Aussage von
Wolf: „The sortal proponent can grant all of this, and refine their position
by making two claims; (1) the initial inclusion or „baptism“ of a name into
the language requires some sortal commitment to disambiguate its referent,
and (2) subsequent usage of the name is possible so long as there is some fact
about the rule of identity by which the referent should be reidentified, even if
some users are not aware of that rule in token instances.“ [240]. Er bezieht
sich hierbei auf sortale Nomen, d.h. Nomen, die zu einer bestimmten
Sorte von Objekten zugeordnet werden können. Er beschreibt somit,
13 Ein mehrdeutiges Wort wird als mehrdeutig klassifiziert, indem diesem in der On-
tologie verschiedene Bedeutungen zugewiesen sind, z.B. „Schloss“ als Bauwerk
bzw. Schließsystem. Wenn in der Definition von Letzterem erwähnt wird, dass
es mit einem Schlüssel geöffnet werden kann und Schlüssel ebenfalls im Lexikon
definiert ist, ist hierdurch ein Zusammenhang gegeben.
-
-
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dass bereits bei der initialen Vergabe eines Bezeichners, z.B. „Katha-
rina“, eine Zuordnung zu einem Objekt/Klasse, z.B. „Person“, erfol-
gen muss. Er beschreibt weiterhin, dass eine weitere Nutzung dieses
Bezeichners (im zuvor definierten Sinne) nur möglich ist, solange es
einen Hinweis bzw. eine Regel gibt, die diese Zuordnung ermöglicht.
Dieser Hinweis muss nicht in Worten formulierbar sein.
Die Aussage von Wolf beschreibt das Grundvorgehen für die Er-
stellung, Verwendung und Disambiguierung eines Ontologieelements
basierend auf einem linguistischen Bezeichner. Innerhalb der Desi-
gnphase einer Ontologie werden Elemente erstellt, die bereits bei
der Erstellung entsprechenden Klassen zugeordnet werden.14 Hier-
bei können diesen Elementen auch linguistische Bezeichner zugeord-
net werden.15 Die Zuordnung dieser Elemente (hier beschränkt auf
Instanzen) zu Klassen entspricht der obigen Definition von Michael
Wolf.16
Kripke [130] spricht im Rahmen eines Beispiels zur Referenzierung
der eigentlichen Person, die sich hinter dem Ausdruck „Jack the Rip-
per“ [130] verbirgt, die Relevanz von Eigenschaften an, die mit Per-
sonen und somit mit Elementen im Allgemeinen verbunden sind: „It
fixes the reference by some contingent marks of the object“ [130]. Auch wenn
er sich auf eine „unique property“ bezieht, die aufgrund ihrer Eindeu-
tigkeit die Identifizierung ermöglicht, wird deutlich, dass vorhandene
Informationen über solche Eigenschaften zumindest eine Einschrän-
kung der möglichen Referenzen bewirken können. Abgesehen von
der zuvor angeführten Klassifizierung anhand von Konzepten, erfolgt
auch die Zuweisung von Eigenschaften zu Ontologieelementen wäh-
rend der Designphase. Hierbei werden Data-Properties und Object-
Properties unterschieden. Diese Eigenschaften bilden somit zusätzlich
zur Klassenzuordnung die Grundlage für die Objektreferenzierung in-
nerhalb von Ontologien.
Zusammenfassend betrachtet wird der in Abschnitt 6.1 vorgestellte Si-
tuationskontext, der zunächst innerhalb des Textes aufgefunden wird,
14 Dies trifft auch für spätere Aktualisierungen der Ontologie zu.
15 Dies findet in den meisten Fällen statt, ist jedoch nicht zwingend notwendig.
16 Nicht für diese Arbeit relevant ist die Tatsache, dass er im weiteren Verlauf des Ar-
tikels davon spricht, dass die sortale Zuordnung nicht zuvor bekannt sein muss.
Im Rahmen dieser Arbeit werden die sortalen Zuordnungen innerhalb der Onto-
logie bereits bei der Erstellung von Elementen angegeben und sind somit a priori
bekannt.
6.2 PRINZIPIELLES VORGEHEN ZUR DISAMBIGUIERUNG 91
auf eine Ontologie übertragen. Dies geschieht, indem die im Text be-
schriebenen situativen Zusammenhänge, d.h. enthaltene Entitäten, de-
ren Beziehungen etc., versucht werden in der Ontologie aufzufinden
und somit den Situationskontext dort zu ermitteln.
Eigenschaften, die mittels Object-Properties in der Ontologie realisiert
sind, zeigen direkte Zusammenhänge zwischen verschiedenen Ontologieele-
menten auf. Beispielsweise kann für ein Textfragment „Klaus kennt An-
dreas“ eine Beziehung Person A (Klaus) kennt Person B (Andreas) in
der Ontologie existieren. Dies bedeutet, dass der textuelle Situations-
kontext dem Situationskontext der Ontologie entspricht bzw. in dieser
ebenfalls lokalisiert und durch diese somit ausgedrückt werden kann.
Eigenschaften, die mittels Data-Properties zugeordnet sind, drücken
individuelle Merkmale aus, z.B. das Alter einer Person etc. Diese Ei-
genschaften erlauben es nicht, einen unmittelbaren Zusammenhang
zwischen verschiedenen Ontologieelementen zu erkennen. Jedoch er-
lauben diese ebenfalls die Übertragung textuellen Kontexts. Beispiels-
weise kann der Text „Madita ist 2 Jahre alt“ in einer Ontologie durch
„Person C (Madita) besitztAlter 2 wiedergefunden werden. Kom-
plexere Rückschlüsse bedürfen einer weitergehenden Analyse, z.B. ei-
ne Sortierung nach gleichen Attributwerten.17
6.2. Prinzipielles Vorgehen zur
Disambiguierung
Zur Entwicklung einer grundlegenden Methodik zur Disambiguie-
rung wird zunächst ein Vorbild benötigt, an dem diese ausgerich-
tet werden kann. Im Rahmen der linguistischen Forschung wurde
der Mensch herangezogen. Dieser ordnet zunächst die Wörter, die
er liest, den ihm bekannten Bedeutungen zu, um anschließend aus
der Summe der Bedeutungen einen Gesamtzusammenhang schluss-
zufolgern. Diese Vorgehensweise wird in Abschnitt 6.2.1 behandelt
und deren linguistische Umsetzung vorgestellt. In Abschnitt 6.2.2
erfolgt im Anschluss die Zuweisung zum allgemein eingeführten
17 Beispielsweise kann aufgrund des Textes “alle Zweijährigen gehen in den Kinder-
garten ’St Anton’“ eine Zuweisung einer Object-Properties „gehen in“ zum Object
„St Anton“ für alle Ontologieelemente vorgenommen werden, die vom Typ Kind
sind und für das Attribut Alter den Wert 2 zugewiesen haben.
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Modell hinsichtlich der Intension und Extension der konzeptuellen
bzw. lexikalischen Ebene. Diesem folgt die Realisierung der Vorge-
hensweise basierend auf Ontologien.
Dieses Kapitel liefert die konzeptionelle Grundlage des im nächsten
Kapitel (Kapitel 7) vorgestellten und vom Autor dieser Arbeit entwi-
ckelten Disambiguierungsverfahrens.
6.2.1. Zwei-Ebenen Semantik
Das Modell der Zwei-Ebenen Semantik wurde von Manfred Bierwisch
1983 entwickelt [26, 27] und im Laufe der Zeit mehrfach modifi-
ziert. Im Folgenden wird auf der Beschreibung von Pethö [173] aufge-
baut, die das Grundmodell modifiziert. Die Vorgehensweise der Zwei-
Ebenen Semantik wurde der menschlichen Kognition nachempfun-
den, d.h. den Prozessen des Wahrnehmens und Erfassens von Zusam-
menhängen. Konkret bedeutet dies, dass bei der Interpretation eines
Satzes der Mensch zunächst die Wörter analysiert und die Aussage
aus den von ihm erkannten Zusammenhängen zwischen deren Begrif-
fen (vgl. Semiotisches Dreieck 5.1) ableitet. Mehrdeutigkeiten werden
hierbei durch die Wahl des korrekten Zusammenhangs ebenfalls auf-
gelöst.
Wie der Name bereits erahnen lässt, basiert die Analyse von sprach-
lichen Ausdrücken bei diesem Modell in zwei getrennten Schritten.





Lexikalisch-semantische Ebene Die erste Ebene (a) bezieht sich zu-
nächst auf die lexikalischen Informationen, die in einem Satz enthal-
ten sind. Nach der Identifikation der Wörter innerhalb eines Satzes
können die zugehörigen Lexeme identifiziert werden. Das jeweilige
Lexem wird durch einen Vergleich des vorliegenden Wortes mit den
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Wortformen bestimmt, die dem Lexem zugeordnet sind. Diese Identi-
fikation ist notwendig, um im Rahmen der linguistischen Analyse auf
den Wörterbucheintrag zugreifen zu können, da diese nach Lexemen
aufgeteilt sind. Darauf folgt eine semantische Analyse je gegebenem
Lexem. Wie in Abbildung 6.2 dargestellt, verfügt jedes Lexem LEi über
die Zuordnung von Bedeutungen, von denen jeder eine Beschreibung
von semantischen Eigenschaften (SEMi) beigefügt ist. Das heißt, dass
mittels einer lexikalisch-semantischen Wissensbasis, z.B. eines Sprach-
lexikons, die zugehörigen semantischen Eigenschaften bezüglich je-
des Lexems ermittelt werden können.18 Beispielsweise enthält der Du-
den für das Lexem „Schule“ die verschiedenen Bedeutungen „Lehran-
stalt, in der Kindern und Jugendlichen durch planmäßigen Unterricht
Wissen und Bildung vermittelt werden“, „Schulgebäude“, „(Zoologie)
Schwarm (von Fischen)“ etc.19 Der Bedeutung „Lehranstalt“ sind so-
mit die Domäne „Wissen und Bildung“, die Tätigkeit „unterrichten“
und die Zielgruppe „Kinder“ sowie „Jugendliche“ als weitere seman-
tische Eigenschaften zugewiesen.
Ein Lexikon definiert somit zum einen (a1) Informationen zu Wort-
arten und Wortformen und zum anderen (a2) Informationen zur Be-
deutung und Eigenschaften des Wortes. Zum jetzigen Zeitpunkt wird
der Satz A durch die in ihm enthaltenen semantischen Eigenschaften




SEMEM2+ + +... SEMEMn)SEMEMA M(A)
Abbildung 6.2.: Lexikon basierte Satzrepäsentation
In den meisten Fällen ist davon auszugehen, dass die vorhandenen
Informationen nicht ausreichen, um den sprachlichen Ausdruck voll-
ständig zu interpretieren beziehungsweise zu disambiguieren. Der
Grund hierfür ist, dass die semantischen Eigenschaften der verschie-
denen Lexeme keine direkten Übereinstimmungen zeigen und so-
mit kein Zusammenhang geschlussfolgert werden kann. Tritt dieser
Fall ein, wird das als eine Unterspezifizierung der Satzbedeutung
18 Zur Funktion eines Lexikons vgl. Abschnitt 6.1.
19 Informationen stammen von http://www.duden.de/rechtschreibung/Schule
[letzter Zugriff am 12.09.2011]
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bezeichnet20 (siehe dazu ebenfalls Abschnitt 6.3). Somit sind weiter-
gehende Informationen notwendig.
Konzeptuelle Ebene Die zweite Ebene, d.h. die konzeptuelle Ebene,
wird nun in Anspruch genommen, um das Defizit an Information auf-
zulösen. Diese Ebene wird repräsentiert durch das konzeptuelle Sys-
tem CS. Hierbei wird versucht das weitere Vorgehen beim menschli-
chen Prozess der Disambiguierung nachzubilden. Für den Menschen
bilden seine Erfahrungen und sein gespeichertes Wissen die Grundla-
ge für den Prozess. Hierbei handelt es sich um weitergehende Infor-
mation, d.h. semantische Informationen, die über die zuvor erwähnte
lexikalische Beschreibung hinausgehen.
Das konzeptuelle System beschreibt eine solche Wissensbasis. Jedes
Lexem bzw. die vom Lexikon zugeordneten semantischen Eigenschaf-
ten21 werden in dieser Wissensbasis nachgeschlagen und es wird in
Erfahrung gebracht, welches weitere Wissen damit verknüpft ist. Somit ent-
steht ein semantischer Bereich, der umfangreiche Informationen über
das ursprüngliche Lexem beinhaltet. Dies erfolgt für alle Lexeme und
den diesen zunächst zugeordneten semantischen Eigenschaften. Die-
ses erweiterte Wissen bildet die Grundlage für die Bestimmung der
Satzaussage und somit auch der Auflösung enthaltener Mehrdeutig-
keiten, d.h. die zuvor vorhandene Unterspezifizierung wird überwun-
den und die fehlende Information im konzeptuellen System22 aufge-
funden. Damit kann die Interpretation der Satzaussage M(A) vorge-
nommen werden. Zudem kann weiteres Kontextwissen, d.h. innerhalb
Anapher oder Katapher, verwendet werden, um die Erweiterung der
konzeptuellen Information zu erreichen.
20 Der Ausdruck „unterspezifiziert“ wird verwendet, falls (i) die Bedeutung nicht
aus der Summe der gegebenen semantischen Informationen erschlossen werden
kann oder (ii) benötigte semantische Informationen im zugehörigen Lexikonein-
trag nicht definiert sind. Hervorzuheben ist der Unterschied zur konzeptuellen
Ebene (siehe folgender Abschnitt).
21 Ebenfalls können auf das obige Beispiel „Schule“ bezogen zusätzliche Informa-
tionen zur Zielgruppe „Jugendliche“ aufgefunden werden. Beispielsweise, dass
Menschen zwischen 13 und 19 Jahren als Jugendliche bezeichnet werden.
22 Pethö stellt in seiner Ausarbeitung ein regelbasiertes konzeptionelles System dar.
Auf dieses wird im Rahmen dieser Arbeit nicht weiter eingegangen.
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Abbildung 6.3.: Zwei-Ebenen Semantik im allgemeinen Modell (Bild
von [174])
Abbildung 6.3 zeigt den entwickelten Zusammenhang mit dem all-
gemeinen Modell. Zunächst werden die Wörter ihren entsprechen-
den Einträgen im Lexikon (Intensionen) zugeordnet. Gemäß der oben
vorgestellten allgemeinen Vorgehensweise der Zwei-Ebenen Seman-
tik beinhaltet das Lexikon zugleich semantische Eigenschaften zur
dort aufgelisteten Bedeutungsvariante. Gemäß Pethö sind Intensio-
nen jedoch nur mögliche Adressen im Lexikon. Die zunächst gege-
benen semantischen Eigenschaften SEMi sind daher bereits ein Teil
des konzeptuellen Systems, d.h. eine Extension. Für das oben genann-
te Beispiel „Schule“ wäre somit die Bedeutung „(Zoologie) Schwarm
(von Fischen)“ in der Extension für das Lexem gegeben. Eine direkte
Bestimmung der Satzaussage ist möglich, falls die initialen Extensio-
nen der verschiedenen Lexeme sich gegenseitig überlappen. Andern-
falls besteht eine Unterspezifizierung der Satzbedeutung und somit
muss nach Übereinstimmungen in den weiteren semantischen Bezie-
hungen, d.h. vergrößerten Extensionen, gesucht werden. Für die Di-
sambiguierung, die Teil der Bestimmung der Satzaussage ist, bedeutet
dies:
Postulat 6.3. Die Disambiguierung durch das konzeptuelle System basiert
auf einer teilweisen oder vollständigen Überlappung der Extensionen ver-
schiedener Lexembedeutungen (Intensionen). Dies ist die Grundlage für die
Bestimmung relevanter semantischer Eigenschaften und der Rückverfolgung
der referenzierten Intension.
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Dies ist zugleich die Grundannahme, worauf der in dieser Dissertati-
on vorgestellte Ansatz aufbaut.
6.3. Ontologie-basierter konzeptueller
Disambiguierungsprozess
Bei der allgemeinen Beschreibung der Zwei-Ebenen Semantik (Ab-
schnitt 6.2.1) bleibt die Frage nach der Definition beziehungsweise der
Realisierung des konzeptuellen Systems, das für die Monosemierung
benötigt wird, offen.23 Die vom Autor dieser Arbeit vorgeschlagene
mögliche Antwort ist der Einsatz einer Ontologie, welche die Defini-
tion und gleichzeitige Repräsentation des benötigten Wissens zur Ver-
fügung stellt, d.h. die benötigte konzeptuelle Wissensbasis darstellt.
Die Ausgangsituation für die Analyse liefert eine zu disambiguieren-
de textuelle Äußerung. Mithilfe des prinzipiellen Disambiguierungs-
prozesses kann die vorhandene Mehrdeutigkeit aufgelöst, d.h. disam-
biguiert, werden.
Wichtigstes Kriterium für die Disambiguierung mehrdeutiger Begriffe
ist die Erfassung von zusätzlichen Informationen, die eine Fokussie-
rung auf einzelne Bedeutungsvarianten ambiguer Bezeichner ermög-
licht. Wie oben dargestellt, wird hierbei auf zwei wesentliche Bereiche
Bezug genommen:
Textuelle Vorverarbeitung Die Möglichkeiten der textuellen Analy-
se wurden in Abschnitt 6.1.1 vorgestellt. Hierbei ist hervorzuheben,
dass die Erfassung von Bezeichnern (Textausschnitt) und deren Mo-
difikation (Wortform etc.) wesentlich für eine Zuordnung zu einem
Lexikoneintrag, d.h. hier zu dem Bezeichner eines Ontologieelements,
23 Sowohl Bierwisch [26] als auch Pethö schlagen ein Regelsystem zur Unterschei-
dung von Bedeutungsvarianten vor. In einer Ontologie können diese Regeln
durch Konzeptzuweisungen und die dadurch vorgegebenen Object- und Data-
Relationen vorgenommen werden. Pethö führt in seiner Arbeit [173] das Beispiel
für „Schule“ ein. Ein schematischer Zusammenhang, dass unter dem Begriff das
Gebäude, die Institution, Personengruppe etc. gemeint sein können, muss laut
Bierwisch und Pethö durch Regeln, die diesen Zusammenhang vorgeben, definiert
werden. In einer Ontologie kann dies durch eine Schemadefinition, die diesen Zu-
sammenhang beschreibt, vorgegeben werden. Dies unterscheidet sich jedoch von
dem vom Autor dieser Arbeit vorgeschlagenen Disambiguierungsverfahren.
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ist. Auch können textuelle Verarbeitungsprozesse zusätzliche Infor-
mationen, z.B. Data-Properties, Informationen für einen Monosemie-
rungsprozess zur Verfügung stellen (siehe hierzu auch Kapitel 10).
Es besteht daher oftmals die Möglichkeit, mit Hilfe einer textuellen
Vorverarbeitung zusätzlich zu den Bezeichnern auch Informationen
hinsichtlich bestimmter Ontologieelemente zu gewinnen.
Lexikalisch-Semantische Ebene Basierend auf den durch die textu-
elle Vorverarbeitung bestimmten Bezeichnern wird das Verfahren der
Zwei-Ebenen Semantik angewandt. Im ursprünglichen Modell wer-
den anhand der Liste der aufgefundenen Bezeichner die zugehöri-
gen Lexeme bestimmt. Bei der Übertragung des Modells der Zwei-
Ebenen-Semantik auf die Ontologie-basierte Disambiguierung wird
der Bezug zu Lexemen aufgegeben. Bei Entitätsbezeichnern kann man
nicht von einer gemeinsamen Grundform sprechen, wie sie ein Le-
xem vorgibt (siehe auch 5.5.2). Dies wird am Beispiel der Bezeichner
„USA“, „US“, „Amerika“ etc. deutlich, die sprachlich keine gemeinsa-
me Grundform aufweisen. In diesem Ansatz wird hierfür die Funk-
tion f Intension(Bezeichner) verwendet. Diese Funktion gibt diejenigen
Ontologieelemente der Ontologie zurück, die über einen natürlich-
sprachlichen Bezeichner verfügen, der mit dem gegebenen Bezeich-
ner übereinstimmt. Die einem Bezeichner a zugeordneten Ontologie-
elemente sind mögliche Intensionen (vgl. Abschnitt 5.4 bzgl. Intensio-
nen) aInt1 , aInt2 , ..., aIntu für diesen Bezeichner. Die Monosemierung
hat zum Ziel, die im Kontext verwendete Referenz für einen Be-
zeichner aufzufinden und aus der Menge der möglichen Ontologie-
elemente das passende auszuwählen.
Bezogen auf den Instanzgraph einer Ontologie lässt sich die vorhan-
dene Mehrdeutigkeit in verschiedene Kategorien unterteilen.24:
• Instanzen eines Konzepts: Die Intensionen eines mehrdeuti-
gen Bezeichners beziehen sich auf Instanzen ausschließlich eines
Konzepts. D.h. die durch einen Bezeichner identifizierten Instan-
zen sind dem gleichen spezifischen Konzept zugeordnet.
• Instanzen mehrerer Konzepte: Die Intensionen eines mehr-
deutigen Bezeichners beziehen sich auf Instanzen mehrerer
24 Diese Art der Unterscheidung wurde vom Autor dieser Arbeit in [257] publiziert.
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Konzepte, d.h. die durch den Bezeichner identifizierten Instan-
zen unterscheiden sich teilweise in ihrer Typzuordnung.
• Außerhalb der Domäne: Die Intensionen eines vorliegenden
mehrdeutigen Bezeichners beziehen sich auf Elemente außer-
halb der vorliegenden Ontologie, d.h. sind in dieser nicht be-
schrieben. Eine Ontologie beschreibt die Termini bzw. die Kon-
zepte einer Domäne sowie die Beziehungen dieser Konzepte
und beschreibt somit ein domänen-spezifisches Modell. Durch
den Bezug zu einer Domäne erfolgt eine Einschränkung auf
einen begrenzten Wissensausschnitt im Vergleich zum Allge-
meinwissen. Bezeichner können daher auf Dinge verweisen, die
nicht innerhalb der Ontologie gespeichert sind beziehungsweise
von dieser nicht beschrieben werden.
Konzeptuelle Ebene Das als Referenz identifizierte Ontologieele-
ment ist selbst bereits integraler Bestandteil des durch die Ontolo-
gie repräsentierten konzeptuellen Systems. Die Ontologie bietet zu-
dem Informationen über die Zusammenhänge zwischen Ontologieelemen-
ten und den attributiven und konzeptuellen Eigenschaften. Der kon-
zeptuelle Zusammenhang ist durch eine Überlappung verschiedener
Extensionen gegeben, falls eine Verbindung zwischen den einzelnen
Ontologieelementen aufgefunden werden kann. Daraus folgt:
Postulat 6.4. Eine Disambiguierung innerhalb einer Ontologie basiert auf
einem ontologischen Zusammenhang. Diesem Zusammenhang gehört min-
destens ein Ontologieelement je gegebenen Bezeichner an, das durch diesen
Bezeichner benannt werden kann. Dieses Element bildet somit die Referenz
des Bezeichners.
Kann dieser Zusammenhang nicht aufgefunden beziehungsweise
kann bei mehreren möglichen Zusammenhängen keine Lösung ge-
genüber den anderen Lösungen favorisiert werden (falls mehrere Lö-
sungen vorhanden sind), dann war die Disambiguierung nicht er-
folgreich. In solchen Fällen kann keine eindeutige Disambiguierung
durchgeführt werden, d.h. die Identifikation exakt einer Referenz je
Bezeichner ist nicht möglich. Oftmals sind die verschiedenen Teilzu-
sammenhänge, die sich aus der Analyse bis zu diesem Zeitpunkt er-
gaben auch in einem solchen Fall hilfreich, um zumindest eine Ein-
schränkung der Ambiguität zu erreichen.
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6.3.1. Beispiel
Abbildung 6.5 zeigt eine mögliche Ontologie-basierte Disambiguie-
rung aufbauend auf dem in Abschnitt 6.1.1 vorgestellten Textbeispiel:
„Madita ist geboren in Offenburg“ auf. Zunächst werden die mögli-
chen Bezeichner entsprechend den im Lexikon vorhandenen Bezeich-
nern aufgefunden beziehungsweise modifiziert (z.B. „ist geboren“ zu-
sammengefasst als ein Bezeichner). Dies bedarf einer textuellen Vor-





Anschließend werden über die Funktion f Intensionen für jeden einzel-
nen Bezeichner die durch ihn in der Ontologie bezeichneten Elemen-
te erfasst, d.h. die Intensionen des Bezeichners. Diese Elemente kenn-
zeichnen zugleich die möglichen Referenzen für den Bezeichner.25 Das






Abbildung 6.4.: Ontologie-basierte Disambiguierung
Da die vorliegende Arbeit sich auf die Graphdarstellung von Ontolo-
gien konzentriert und die Analyse anhand des Graphen vollzieht, ist
25 Nicht in allen Fällen ist ein Element innerhalb der Ontologie für einen gegebenen
Bezeichner gegeben. Dieser Umstand wurde in Abschnitt 6.3 beschrieben.
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in Abbildung 6.5 das Beispiel anhand eines Ontologiegraphen reprä-
sentiert. Abbildung 6.5(b) zeigt einen Ausschnitt aus dem Ontologie-
graph, der einen Zusammenhang der Extensionen der verschiedenen
Intensionen repräsentiert.26 Die Begriffe innerhalb der schwarzen Po-
lygone bezeichnen hierbei Klassen der Ontologie. „Ex:“ bezeichnet
eine Entität, d.h. Ontologieinstanz und „Px:“ weist auf eine konkre-
te Property hin. Dieser Graph enthält die Instanzen E1 und E2, die
durch f Intensionen(Madita) identifiziert werden konnten. Diese sind in
der Abbildung innerhalb der dunkelroten Boxen dargestellt. Die wei-
teren Zusammenhänge sind in Tabelle 6.5(a) angegebenen. In den fol-
genden Kapiteln wird näher auf die Auswertung eines solchen Gra-
phen eingegangen.
6.4. Information Retrieval und
Disambiguierung
Fabio Crestani et al. beschreiben Information Retrieval (IR) mit Hil-
fe der Aussage: „The central problem in IR is the quest to find the set of
relevant documents, amongst a large collection, containing the information
sought [...] usually expressed by a user with a query. The documents may be
objects or items in any medium [...]“ [54]. In dieser kurzen Definition sind
die wesentlichen Charakteristika von Information Retrieval benannt.
Insbesondere handelt es sich um eine Suche nach Elementen mit spezi-
fischen Charakteristika innerhalb einer großen Elementenmenge. Die-
se Suche hat eine benutzerspezifische Suchanfrage zum Ursprung.
Die Verwendung des Ausdrucks Information Retrieval findet daher
meistens im Zusammenhang mit Suchapplikationen statt. Die den
Prozess startende Suchanfrage wird in den meisten Fällen von einem
menschlichen Benutzer über eine entsprechende Schnittstelle bezie-
hungsweise Benutzeroberfläche eingegeben und somit der Applikati-
on zur Verfügung gestellt. Die Suche bezieht sich auf eine vorhandene
natürlich-sprachliche Dokumentenmenge. Die Suchanfrage hat zum
26 In vielen Fällen enthält dieser Zusammenhang weitere Elemente der
Ontologie, deren Bezeichner innerhalb des gegebenen Textes nicht erwähnt
wurden.











































Abbildung 6.5.: Beispiel: Ontologie-basierte Disambiguierung
Ziel diese Menge in einen Teil von relevanten und irrelevanten Doku-
menten im Zusammenhang mit der Anfrage aufzuspalten. Diese Do-
kumente bestehen in der Regel aus natürlich-sprachlichen Texten. Je-
doch können ebenfalls nicht natürlich-sprachliche Dokumente sowie
Anfragen, die nicht von menschlichen Benutzern stammen, im Infor-
mation Retrieval Prozess Anwendung finden. Rijsbergen [234] unter-
scheidet dies ausdrücklich. Er bezeichnet das zuletzt genannte als Da-
ta Retrieval und sieht dieses getrennt von Information Retrieval (vgl.
Table 1.1 in [234]).
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Hervorzuheben ist, dass die Suche auf natürlich-sprachlichem Mate-
rial eine textuelle Vorverarbeitung (siehe Abschnitt 6.1.1) voraussetzt.
Hier findet das Indizieren von initialen Bezeichnern, d.h. Worten,
statt, die später für die Suche verwendet werden. Diese sind eben-
falls Basis für die ersten Gewichtungsfunktionen, z.B. t f − id f . Bei
mehrdeutigen Bezeichnern innerhalb dieser zugrundeliegenden Do-
kumente kommt es bereits an dieser Stelle zu falschen Berechnun-
gen, die später das Ergebnis der weiteren Suche beeinflussen. Zernik
wies 1991 nach, dass durch eine vorherige Disambiguierung mehr-
deutiger Begriffe in der Datenmenge, die von ihm durchgeführte Su-
che basierend auf einem Suchwort um 50% bessere Resultate erziel-
te als zuvor [250]. Dies lässt den Schluss zu, dass eine Disambiguie-
rung einen notwendigen Vorverarbeitungsschritt innerhalb des Infor-
mation Retrieval darstellt, um die darauf aufbauende Dokumentsu-
che zu verbessern. Insbesondere in Zusammenhang mit „wortarmen“
Suchanfragen, d.h. mit wenigen Suchworten, führt eine zuvor durch-
geführte Monosemierung zu einer Verbesserung der Ergebnisse. Bei
der Verwendung von „wortreicheren“ Suchanfragen, fügt der Mensch
oftmals bereits notwendige Disambiguierungsinformation durch ent-
sprechend zusätzlich genannte Bezeichner in die Suchanfrage mit ein
(vgl. Abschnitt 6.1).
Die Disambiguierung selbst kann ebenfalls als Information Retrieval
interpretiert werden. Dies erfordert eine Anpassung der Beschreibung
des Disambiguierungsverfahrens an die bisher eingeführten Begriffe
des Information Retrieval. Der Autor dieser Arbeit stimmt hier mit
Sanderson [197] überein, dass ein Korpus durch die einem Wort zu-
gewiesenen Bedeutungen dargestellt werden kann. Die innerhalb des
natürlich-sprachlichen Satzes enthaltenen kontextuellen Worte können
als Suchanfrage verwendet werden. Basierend auf dem Suchalgorith-
mus wird den möglichen Bedeutungen ein Wert der jeweiligen Wahr-
scheinlichkeit zugeordnet, der auch für die Rangliste des Resultats ver-
wendet werden kann. Nichtsdestotrotz wird durch diese Beschrei-
bung auch der Unterschied zum klassischen auf die Suche von Do-
kumenten fokussierten Information Retrieval deutlich.
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6.5. Notwendige Voraussetzungen
In diesem Kapitel wird die grundlegende Vorgehensweise zur Di-
sambiguierung beziehungsweise Monosemierung aufgezeigt. Hier-
bei werden verschiedene Voraussetzungen angesprochen, die für ei-
ne vollständige beziehungsweise teilweise Auflösung der Mehrdeu-
tigkeit eines ambiguen Bezeichner benötigt werden und somit zu des-
sen Referenzbestimmung. Von elementarer Bedeutung ist hierbei das
transportierte Kontextwissen, das einem oder mehreren mehrdeuti-
gen Bezeichnern beigefügt ist. Textueller und ontologischer Kontext
wird unterschieden, d.h. der Kontext eines Bezeichners, der im Text
beschrieben wird und den Kontext, den die Ontologie für diesen Be-
zeichner bereitstellt.
6.5.1. Text
Kontextwissen innerhalb von Texten bedeutet die Erwähnung mehr-
deutiger Begriffe in Zusammenhang mit weiteren Begriffen, die es er-
möglichen die Referenz des ambiguen Begriffs zu bestimmen. Es ist
davon auszugehen, dass der Autor des entsprechenden Textes die
Grundannahme vertritt, dass diese Information ausreicht, um eine
Monosemierung vorzunehmen.
Die textuelle Analyse muss eine Bestimmung der in einem Satz gege-
benen Kontextinformationen ermöglichen (siehe Abschnitt 6.1.1). Not-
wendige Voraussetzung ist somit die Existenz dieser kontextualen Infor-
mation innerhalb des gegebenen Textes. Insbesondere ist davon aus-
zugehen, dass bei der Disambiguierung von Entitäten die Nennung
von mindestens zwei Entitäten erforderlich ist. Jedoch besteht unab-
hängig davon der in der Zwei-Ebenen Semantik genannte Aspekt der
Unterspezifizierung.
104 VERFAHREN ZUR REFERENZBESTIMMUNG
6.5.2. Ontologie
„Im Verstehensprozess baut der Rezipient Relationen zwischen den im Satz
oder Text genannten Einheiten und Ereignissen auf, indem er auf sein im
LZG27 gespeichertes Weltwissen zurückgreift.“ [208]. Daher geht der Au-
tor beim Erstellen des Textes davon aus, dass die von ihm zur Verfü-
gung gestellte Information es dem Leser ermöglicht, Mehrdeutigkei-
ten aufzulösen beziehungsweise den Sinn des Satzes in einer Art zu
erfassen, wie es die Intention des Autors war. Bei näherer Betrachtung
nimmt der Autor an, dass a) der Leser über dasselbe Hintergrundwis-
sen verfügt wie er selbst oder b) er dem Leser dieses über den Text zur
Verfügung stellt, so dass dieser zu den gleichen Schlussfolgerungen
gelangen kann. Im Fall a) benötigt der Autor nur kontextuelle Infor-
mation beschränkten Umfangs, um die Mehrdeutigkeit zu überwin-
den. Im Fall b) ist davon auszugehen, dass mehrere zusätzliche kon-
textuelle Informationen benötigt werden.
Für ein zur Verfügung gestelltes Wissensmodell bedeutet dies, dass
das notwendige Instanz- und Konzeptwissen definiert, d.h. innerhalb
der Ontologie vorhanden, sein muss. Dieses wird benötigt, um die
möglichen Bedeutungen der verwendeten Worte zu erfassen. Dieses
Kriterium ist unabhängig von der Ausprägung der Mehrdeutigkeit
der Begriffe. Die ermittelten Ontologielemente benötigen einen Zu-
sammenhang, der es erlaubt bei mehrdeutigen Bezeichnern das unter
den kontextuellen Bedingungen korrekte Ontologieelement, d.h. die
gesuchte Referenz, zu bestimmen. Somit muss ein Zusammenhang
zwischen diesen Elementen bestehen (vgl. Kapitel 7).
27 LZG ∧= Langzeitgedächtnis
7. Methodische und technische
Verfahrensvoraussetzungen
Der Zugriff auf den Situationskontext stellt einen wesentlichen Fak-
tor für die Referenzbestimmung und somit für die Disambiguierung
mehrdeutiger Bezeichner dar (vgl. Kapitel 6). Neben der textuellen
Erkennung dieser Bezeichner (Abschnitt 7.3) bildet die Verfügbarkeit
und die Analyse von gemeinsamem Wissen die Grundlage für den
Prozess der Referenzbestimmung. Dieses Wissen wird im Kontext die-
ser Arbeit durch Ontologien repräsentiert. Hierbei steht die Darstel-
lung von Ontologien als Graphen im Vordergrund. Abschnitt 7.4 er-
läutert die Transformation von Ontologien in Graphen, die als Aus-
gangssituation für die in den Kapiteln 8, 9, 10 und 11 vorgestellten
Algorithmen dienen. Voraussetzung für die Disambiguierung ist die
Übertragung des im Text beschriebenen Situationskontextes auf die
Ontologie. Die ebenfalls in diesem Abschnitt vorgestellte Definition
hinsichtlich Steinerbaum-basierten Antwortgraphen findet sich in der
Resultatberechnung der Algorithmen wieder. Abschnitt 7.5 erklärt die
Vorgehensweise zur Disambiguierung basierend auf der Bestimmung
entsprechender Antwortgraphen und setzt diese in Bezug zum in Ab-
schnitt 6.3 beschriebenen, allgemeinen Disambiguierungsprozess. Ab-
schnitt 7.6 erläutert die Technik des „Spreading Activation“, auf der
die Vorgehensweise der in den folgenden Kapiteln vorgestellten Algo-
rithmen beruht. Der Zusammenhang zwischen Spreading Activation
und Steinerbaum Bestimmung wird in der Vorstellung des Basisansat-
zes in Kapitel 8 vertieft. Zunächst wird in Abschnitt 7.1 auf die Fokus-
sierung dieser Arbeit auf die Disambiguierung von Entitätsbezeichner
eingegangen und im Anschluss daran der vollständig zu durchlaufen-
de Prozess für die Disambiguierung von Referenzen in Abschnitt 7.2
vorgestellt.
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7.1. Fokussierung auf die Disambiguierung
von Entitätsbezeichnern
Wie bereits in der Einführung (Kapitel 1) beschrieben, konzentriert
sich diese Arbeit auf die Disambiguierung von Entitätsbezeichnern
(Kapitel 4 bzw. Abschnitt 5.6). Das ist mit der Ausrichtung der Text-
analyse auf Eigennamen verbunden (Abschnitt 4.1.1), die innerhalb
einer Ontologie als Bezeichner von Konzepten, Instanzen und Proper-
ties Anwendung finden (Abschnitt 4.3).
Diese Fokussierung führt dazu, dass eine auf Eigennamen speziali-
sierte Textanalyse stattfindet. Unabhängig davon sind alle im Rah-
men dieser Arbeit vorgestellten Grundlagen sowie das Verfahren zur
Referenzbestimmung in Kapitel 6 im Zusammenhang einer allgemei-
nen Textanalyse ohne Einschränkung gültig. Auch die in den nächsten
Kapiteln vorgestellten Verfahrensweisen sind allgemeingültig, jedoch
primär auf Entitäten ausgelegt.
7.2. Prozess zur Referenzbestimmung
Der vom Autor dieser Arbeit entworfene Prozess zur Disambiguie-
rung mehrdeutiger Bezeichner ist in Abbildung 7.1 dargestellt. Aus-
gangspunkt bildet ein zu analysierendes Textdokument, das (am-
bigue) Bezeichner von Entitäten enthält. Ebenfalls gegeben ist eine
Ontologie, die domänenspezifisches Wissen beinhaltet, das im Zusam-
menhang mit dem Text steht (siehe auch Abschnitt 6.5). Die obers-
te Zeile innerhalb der Abbildung zeigt die übergeordneten Prozess-
schritte des Verfahrens. Ausgehend vom gegebenen Text wird der Zu-
sammenhang zwischen textuellen Bezeichnern und Elementen in der
Ontologie hergestellt. Jedem Bezeichner wird eine Menge für ihn in
Frage kommender Entitäten zugeordnet. Basierend auf der Gesamt-
heit von möglichen Entitäten erfolgt eine Analyse möglicher Zusam-
menhänge. Die Monosemierung hat nun zum Ziel, denjenigen Zusam-
menhang aufzufinden, der die beschriebene Situation innerhalb des
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Abbildung 7.1.: Prozess zur Referenzbestimmung
(Bezeichner Bn, Entität em)
Die detaillierte Vorgehensweise startet zunächst mit der Analyse des
gegebenen Textes. Über geeignete Algorithmen werden aus der Men-
ge von Wörtern eines Textes diejenigen Bezeichner ermittelt, die mög-
licherweise als Namen von Entitäten fungieren. Dieser Teilprozess
ist in Abschnitt 7.3 beschrieben. Ausgehend von der Liste mögli-
cher Entitätsbezeichner werden diejenigen Ontologieelemente ermit-
telt, die durch diese identifiziert werden können. Als Grundlage dient
hierbei die Darstellung der Ontologie in Form eines Graphen (sie-
he Abschnitt 7.4). Die Ermittlung der in Frage kommenden Ontolo-
gieelemente ist anhand der Wörterbuchfunktionen in Abschnitt 7.4.1
beschrieben. Nach der Ermittlung der möglichen Ontologieelemen-
te erfolgt die Monosemierung mehrdeutiger Bezeichner, d.h. aus der
Menge der Ontologieelemente für einen Bezeichner wird ein Ele-
ment, d.h. Referenz, ausgewählt, das gemäß dem im Text erwähnten
1 Eine optimale Reduktion bezieht sich darauf, dass aus der Menge möglicher Enti-
täten für einen Bezeichner diejenige Entität gewählt wird, die unter dem Gesichts-
punkt des im Satz dargestellten Sachverhalts dessen Referenz darstellt.
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Zusammenhang am wahrscheinlichsten ist (siehe Abschnitt 7.5). Die
genaue Umsetzung des Prozesses zur Bestimmung dieses Zusammen-
hangs basiert auf einem Algorithmus unter dem Einsatz von Sprea-
ding Activation (Abschnitt 7.6). Die auf dieser theoretischen Grund-
lage basierende praktische Umsetzung wird in den Kapiteln 8, 9, 10
und 11 vorgestellt.
7.3. Texterkennung
Die Ausgangssituation ist durch die Verwendung von mehrdeutigen
Entitäten2 innerhalb von Dokumenten gegeben. Diese Dokumente
können in Form von Nachrichtentexten in Zeitungen, Büchern, Zeit-
schriften, Online-Dokumenten (z.B. Wikipedia) etc. vorliegen. Jede
dieser verschiedenen Formen besitzt ihre individuellen Eigenheiten,
z.B. HTML-Verweise zu weiteren Dokumenten etc., die später eben-
falls im Prozess der Weiterverarbeitung berücksichtigt werden kön-
nen. Abbildung 7.2(c) zeigt einen prozessierten Text, in dem die Enti-
täten erkannt und annotiert sind.
Vorverarbeitung: Zunächst werden verschiedene Schritte zur Vor-
verarbeitung benötigt, die unabhängig von der nachfolgenden Vor-
gehensweise zum Auffinden der Entitäten durchgeführt werden müs-
sen. Diese bauen anschließend auf dieser Vorverarbeitung auf.
• Worterkennung (Tokenization): Die einzelnen Wörter im Text
werden erkannt (siehe Abbildung 7.2(b) und 7.2(a)). Europäi-
sche Sprachen verwenden ein Leerzeichen zur Trennung. Asia-
tische Sprachen, z.B. Japanisch oder Chinesisch, hingegen erfor-
dern einen komplexeren Mechanismus, da die Erkennung der
2 Siehe Kapitel 4 hinsichtlich weitergehenden Informationen zu Entitäten.
3 General Architecture for Text Engineering, Universität Sheffield
(UK) (http://gate.ac.uk [letzter Zugriff am 12.09.2011]). Die von Hamish Cunningham
et al. entwickelte Plattform ermöglicht die Analyse von Texten, d.h. Tokenization
(Erkennung von Wörtern (Tokens)), Stemming (Bestimmung der Wortgrundform),
Wortarterkennung, Gazetteers (listenbasierte Begriffserkennung) etc. Diese ver-
schiedenen Techniken für die Textanalyse können über den Plugin-Mechanismus
eingebunden werden
(http://gate.ac.uk/gate/doc/plugins.html [letzter Zugriff am 12.09.2011]),




(b) Einzelne Wörter des Textes erkannt
(c) Text mit annotierten Entitäten
Abbildung 7.2.: Textverarbeitung
(Bilder des Prozessierens mit GATE3)
einzelnen Wörter hier nicht anhand einfacher Muster vorgenom-
men werden kann (siehe [101]).
• Syntaktische Analyse (Part-of-Speech Tagging): Die einzelnen
Wörter werden zu den grammatikalischen Wortklassen, z.B. No-
men, Verben, Präpositionen etc., zugeordnet.
• Morphologische Analyse: Diese Analyse ermöglicht das Erken-
nen von Wortteilen, z.B. Kaffeekanne. Zudem wird hierbei die
Stammform, z.B. „gehst“→ „gehen“, ermittelt und das Erkennen
von Präfix und Suffix, z.B. vorstellen, durchgeführt.
• Lexikalische Analyse: Nachdem die Zeichenketten identifiziert
wurden, die Wörter darstellen, können diese in einem Lexikon
nachgeschlagen werden. Somit wird ein erster Zusammenhang
mit vorhandenem Wissen ermöglicht.
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• Koreferenz Analyse: Ermittlung des Zusammenhangs zwischen
Wörtern, z.B. auf welches Nomen bezieht sich ein vorhandenes
Pronomen. Beispielsweise bezieht sich das Pronomen „es“ im
Satz „Das Essen war noch warm und es hat gut geschmeckt“ auf „Es-
sen“.
Diese Schritte bauen aufeinander auf und werden zur grundlegenden
grammatikalischen Analyse eines gegebenen Textes verwendet. Nach-
dem die Wörter erkannt wurden, werden Eigennamen anhand von
Nomen und anhand der morphologischen Analyse ermittelt. Die le-
xikalische Analyse ermöglicht die Bestimmung der Intensionen, wäh-
rend die Koreferenzanalyse auf Entitäten innerhalb des Ansatzes der
lokalen Kohärenz Anwendung findet, der in Kapitel 10 vorgestellt
wird.
Vorgehensweisen: Basierend auf der vorhergehenden Analyse exis-
tieren verschiedene Algorithmen zur Erkennung von benannten En-
titäten innerhalb von Texten (z.B. Wortlisten (Gazetteer) [158], Condi-
tional Random Fields [150] etc.). Im Hinblick auf die Vorgehensweise
dieser Algorithmen ist es möglich, drei verschiedene Verfahrenswei-
sen hervorzuheben:
• Listenbasiert: Verwendung eines oder mehrerer umfangreicher
Verzeichnisse (z.B. Datenbank), die alle zu erkennenden Entitäten
und deren Namen sowie alternativer Namen enthalten. Das Nach-
schlagen eines Wortes in einem solchen Verzeichnis ermöglicht
das Auffinden von Entitäten. Es fungiert hierbei als Lexikon.
Bezogen auf eine Ontologie kann für einen gegebenen Bezeich-
ner die vorhandene Intension bestimmt werden, welche die ent-
sprechenden Adressen enthält. Die diesen Adressen zugeordne-
ten Ontologieelemente sind eingebettet in die Ontologie und so-
mit kann auf deren Extensionen zugegriffen werden (vgl. Ab-
schnitt 5.5).
• Regelbasiert: Erstellen von Regeln, die ein Erkennen von Enti-
täten ermöglichen, die zuvor nicht im lexikalischen Wissen ent-
halten waren. Zum Beispiel kann bei einer Geographieontologie
aus der Erkennung eines Nomens, das auf das Wort „County“
folgt oder diesem vorausgeht, geschlossen werden, dass dieses
Nomen ein Bezeichner einer Entität darstellt. Diese Entität kann
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zudem dem Typ „County“ zugeordnet werden. Ein Beispiel ist
in Abbildung 7.2(c) zu sehen. „Los Angeles“ steht hierbei vor
„County“ und kann daher als Entität identifiziert werden.
Siehe hierzu auch die Arbeit des Autors dieser Arbeit basie-
rend auf Regeln mit Signalwörtern [259], die ebenfalls in Ab-
schnitt 7.3.1 ausgeführt wird.
• Lernend: Verwendung von Methoden des maschinellen Ler-
nens (siehe [155] und [30] für nähere Informationen zu maschi-
nellem Lernen). Diese Methoden benötigen einen Trainingskor-
pus4, der bereits annotierte Entitäten enthält. Basierend auf der
Struktur des Trainingskorpus, werden die benötigten Kriteri-
en für eine automatische Erkennung von zuvor unbekannten Enti-
täten5 trainiert (z.B. [195]). Zum Einsatz kommen Techniken,
wie z.B. Hidden Markov Modelle, Maximum Entropie, Condi-
tional Random Fields, Support Vector Machines etc. Hier ist der
vom Autor dieser Arbeit erstellte Ansatz [257] einzuordnen (sie-
he Abschnitt 7.3.2).
Die listenbasierte Vorgehensweise ist Ausgangspunkt dieser Arbeit. Wie im
vorhergehenden Kapitel 5 bereits erwähnt, liegen die in einer Ontolo-
gie definierten Entitäten im Fokus dieser Arbeit. Die Mehrdeutigkeit
hat ihren Ursprung in der mehrfachen Verwendung von gleichen En-
titätsbezeichnern (siehe Abschnitt 5.5.2). Somit stellt die Menge der
Bezeichner innerhalb einer Ontologie die Liste dar, die für die Disam-
biguierung verwendet wird. Abschnitt 7.4.1 erläutert den Zugriff auf
die Bezeichnerliste in RDF(S)-Graphen und somit die graphbezogene
listenbasierte Vorgehensweise.
Regelbasierte und maschinell-lernende Vorgehensweisen können zum
einen auf eine vorhandene Liste von Entitäten bezogen sein. Hier er-
möglicht die Verwendung von Regeln oder Verfahren des maschinel-
len Lernens eine Relevanzbewertung von möglichen Entitäten. Diese
Vorgehensweise kann somit ergänzend zur listenbasierten Verfahrens-
weise eingesetzt und gegebenenfalls auch in, das im Rahmen der Ar-
beit vorgestellte Verfahren, eingebettet werden. Zum anderen können
4 Ein Korpus (lat. corpus (Körper)) bezeichnet eine Sammlung von Texten.
5 Der im Rahmen dieser Arbeit vorgestellte Ansatz ermöglicht momentan nicht die
Erkennung zuvor unbekannter Entitäten. Ein Verfahren, dass sich der Erkennung
zuvor unbekannter Entitäten annimmt, kann jedoch eingebettet werden und ist
somit Teil möglicher Erweiterungen.
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diese Verfahren eingesetzt werden, um unabhängig von oder ergän-
zend zu Listen mit Entitätsnamen neue Entitäten zu entdecken, die
zuvor unbekannt waren.
7.3.1. Exkurs: Regelbasierte Monosemierung
Der Basisansatz der Erkennung von Entitäten verwendet ein zu Be-
ginn des Verfahrens bereitgestelltes Lexikon. Hierbei erfolgt ein di-
rekter Bezeichnervergleich, d.h. das Wort im Text wird verglichen mit
den Bezeichnern in der Entitätenliste. Im Vergleich zu diesem Ansatz
zur Erkennung von Entitäten ermöglicht die Anwendung von Regeln
einen selektiveren Zugriff auf die zugrunde liegende Liste. Das Ziel
einer regelbasierten Anwendung ist es entweder 1) eine Erkennung
einer Entität ohne direktes Verwenden eines Entitätsbezeichners, d.h.
das hierfür verwendete Muster enthält keinen Bezeichner einer Enti-
tät oder 2) bei Verwendung des Entitätsbezeichners erfolgt eine Ein-
schränkung der Menge der durch diesen direkt identifizierbaren En-
titäten durch die Anwendung einer Regel. Fall 1) nimmt nicht direkt
Bezug zum Lexikon.6
2007 entwickelte der Autor dieser Arbeit zusammen mit Raphael Volz
und Wolfgang Müller einen Ansatz zur regelbasierten Monosemie-
rung [259]. Dieser umfasst zum einen eine automatische Anreiche-
rung möglicher natürlich-sprachlicher Bezeichner von Entitäten und
zum anderen einen Ansatz zur automatischen Einschränkung der
Menge der möglichen im listenbasierten Verzeichnis identifizierba-
ren Entitäten. Für die Erweiterung des natürlich-sprachlichen Voka-
bulars wurde ein zusätzliches7 Wörterbuch in die vorhandene Onto-
logie integriert. Hierzu wurde Wordnet [153, 76] verwendet, das über
eine linguistische Ordnungsstruktur durch die enthaltenen Synonym-,
Holonym-, Meronym-, Hyponym- und Hypernymrelationen etc. ver-
fügt (siehe hierzu auch Abschnitt 5.5.1). Diese können verwendet wer-
den, um Bezeichner einander zuzuordnen und somit mit den lexi-
kalischen Synonymen, die in einem zusätzlichen Wörterbuch defi-
niert wurden, die ursprünglich vorhandenen natürlich-sprachlichen
6 In Fall 1) kann die Abarbeitung einer Regel ebenfalls die Selektion von Entitäten
aus Mengen beinhalten.
7 Ein zusätzliches Wörterbuch ist unabhängig vom ontologischen Wörterbuch (siehe
7.4). Für eine Verwendung der im Zusatzlexikon enthaltenen Information muss
dieses in das Ontologiewörterbuch integriert werden.
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Bezeichner von Ontologieelementen anzureichern (siehe Artikel [259]
für weitere Informationen).
Für die Disambiguierung, d.h. Einschränkung beziehungsweise Refe-
renzbestimmung, mehrdeutiger Bezeichner sieht der Ansatz ein drei-
stufiges Verfahren vor. Im ersten Schritt erfolgt die Erkennung mög-
licher Entitäten basierend auf gegebenen Bezeichnern. Im zweiten
Schritt wird eine Vorauswahl möglicher Teilmengen aus der Menge
von Entitäten je Bezeichner vorgenommen und im dritten Schritt er-
folgt die Erstellung einer Rangliste der in Frage kommenden Entitäten
je Bezeichner.
Schritt 1: In der grundlegenden Textanalyse erfolgt die Darstellung
eines Dokuments D durch die geordnete8 Menge der in ihm
enthaltenen Terminale D = (t1, ..., tn). Die Erkennung von En-
titäten erfolgt über einen Bezeichnervergleich. Mit diesem Ver-
gleich werden zum einen Instanzen der Ontologie i ∈ I mittels
cand(ti)9 und zum anderen Klassen der Ontologie c ∈ C mittels
con(ti)10 identifiziert.
Schritt 2: Dieser Schritt sieht eine Iteration über die Terme des Do-
kumentes vor. Hierbei wird jeweils eine Teilmenge von Knoten
einer vorgegebenen Größe betrachtet. Im Ansatz wurden zwei
Teilschritte vorgestellt:
1. Der erste Teilschritt untersucht jeweils zwei aufeinander
folgende Terme (ti, ti+1) (siehe Abbildung 7.3) und ist spe-
zifisch für die Domäne der Geographie, die im Ansatz ver-
wendet wird11. Die verwendete Heuristik sieht vor, dass im
Fall, dass ti als Bezeichner einer Instanz des Konzepts ad-
ministrative feature und ti+1 als Bezeichner des Konzepts ad-
ministrative region (unter anderem) in Schritt 1 identifiziert
wird et vice versa. Im Folgenden wird die Menge möglicher
Entitäten für Bezeichner ti auf diejenigen eingeschränkt, die
in dieser administrative region liegen. Zum Beispiel führt die
8 „Geordnet“ bedeutet, dass die Reihenfolge der Wörter (Terminale) im Text
beibehalten wird.
9 cand :W → 2I
10 con : Q → 2C
11 Ausgangspunkt ist die Ontologie Geonames
http://www.geonames.org/ontology [letzter Zugriff am 12.09.2011].
114 METHODISCHE UND TECHNISCHE VERFAHRENSVORAUSSETZUNGEN
Bearbeitung des Textes „Paris, Frankreich“ mit dieser Ana-
lyse zur Auswahl der französischen Hauptstadt aus der




ti ti+1 ...... tn......t0
Abbildung 7.3.: Beziehungen zwischen Kandidaten
2. Im zweiten Teilschritt wird eine Menge von elf12 aufein-
ander folgenden Termen verwendet ti−5, ..., ti, ..., ti+5 (siehe
Abbildung 7.4). Hier wird versucht die Menge der Entitä-
ten der in diesem Abschnitt gefundenen Bezeichner, je Be-
zeichner auf Entitäten zu begrenzen, die einem ebenfalls in
diesem Abschnitt erkannten Konzept als Instanz zugeord-
net sind. Bei mehreren Konzepten entscheidet die Distanz
zwischen Konzept und Entität. Im Beispiel „Karlsruhe ist
eine city (Stadt), welche dem Konzept administrative
region (Bundesland) Baden-Württemberg“ zugeordnet ist,
erfolgt somit die Untersuchung von Karlsruhe im Zusam-
menhang zum Konzept city und von Baden-Württemberg
zum Konzept administrative region. Diese Zuordnung
basiert jeweils auf den kürzesten Distanzen. Falls kein Kon-





Abbildung 7.4.: Einschränkung möglicher Kandidaten
Schritt 3: In diesem Schritt wird eine Gewichtung der möglichen
Instanz je nach Konzeptzugehörigkeit vorgenommen. Der An-
satz verwendet dafür eine Domänen-spezifische Gewichtung
von Konzepten. Die Gewichtung eines Konzeptes wird transitiv
12 Mehrere Tests ergaben diese Kontextfenster als optimale Größe im Bezug zum ana-
lysierten Testdatensatz.
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Testläufe I II III
Precision 40,1% 68,9% 67,9%
Recall 86,7% 86,7% 86,7%
Gewichtungen
WordnetSenses 0 -20000 -10000
AdministrativeRegion 1000 1000 1000
County 3000 3000 -3000
Hypsography 10 1 10
Locality 1000 500 1000
PopulatedPlace 3000 10000 3000
Road 5 10 5
SpotPlace 10000 2500 1000
Hydrography 10 10 10
Undersea -10 1 10
Vegetation 10 20 10
Tabelle 7.1.: Evaluation regelbasierte Monosemierung
Bei der Evaluation des Verfahrens (siehe auch [259]) wurden bei der
Untersuchung von 255 handanotierten Dokumenten des Reuters21578
Corpus die in Tabelle 7.1 angegebenen Ergebnisse erzielt. Die ange-
gebenen Gewichtungen wurden durch verschiedene zuvor durchge-
führte Testläufe bestimmt und für diese Tests vorgegeben.
7.3.2. Exkurs: Regel erlernende Monosemierung
Beim vorgestellten Ansatz wurden die anzuwendenden Regeln
vom Autor vorgegeben. Auch für die vorgenommene Auswertung
an seine Unterklassen weitergegeben und jeweils abgeschwächt.
Die Gewichtung wird an die Instanzen weitergegeben. Es wer-
den zudem Domänen-spezifische Heuristiken verwendet. Hier
wurden Städte mit höherer Einwohnerzahl gegenüber Städten
mit niedriger Einwohnerzahl bevorzugt. Beispielsweise wurde
in Folge dessen für „Lancaster“ die Instanz, welche die Stadt
Lancaster in Kalifornien (129000 Einwohner) beschreibt gegen-
über der Instanz bevorzugt, welche die Stadt Lancaster in Groß-
britannien (39000 Einwohner) beschreibt.
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der Dokumentbereiche13 und die anschließende Gewichtung wurde
die jeweilige Vorgehensweise vorgegeben, d.h. die Regeln zuvor expli-
zit definiert. Die Verwendung eines Regel erlernenden Ansatzes sieht
dem hingegen das automatische Erstellen einer Regelmenge vor. Diese
wird basierend auf einer Menge vorhandener Daten, die exemplarisch
die Datengrundlage der später durch die Regeln zu analysierenden
Daten darstellen, erlernt.
Im Kontext von Computer-Algorithmen spricht man von maschinell
lernenden Algorithmen zur automatischen Regelerstellung. 2009 wur-
de vom Autor dieser Arbeit im Artikel „Ontology-based Entity Di-
sambiguation with Natural Language Patterns“ [257] ein Ansatz zur
Disambiguierung basierend auf maschinellem Lernen vorgestellt.
Im Zentrum des Ansatzes liegt die Problematik, dass ein gegebe-
ner Bezeichner auf mehrere Instanzen verweist, die unterschiedli-
chen Konzepten angehören, d.h. verschiedenen Konzepten zugeord-
net sind. Diese Art erfordert als primären Schritt zur Auflösung der
Ambiguität die Ermittlung des korrekten14 Konzepts im Satzkontext.
Eine weitergehende Analyse ist notwendig, falls durch die Identifika-
tion des Konzepts nicht bereits Eindeutigkeit erreicht wird, d.h. der Be-
zeichner ebenfalls auf mehrere Instanzen dieses Konzeptes verweist.
Zur Auflösung der Mehrdeutigkeit folgt der Ansatz der Beschreibung
der systematischen Polysemie (Abschnitt 5.2), die davon ausgeht, dass
die korrekte Instanz durch eine Regel beschrieben werden kann. Hin-
sichtlich der zunächst erwähnten Mehrdeutigkeit, d.h. die Zuordnung
zu verschiedenen Konzepten, können vier Arten von Regeln identifi-
ziert werden:
1. Regeln, die Instanzen eines Konzeptes identifizieren, d.h. die Re-
duktion der Intensionen zu Instanzen eines Typs ermöglichen.
Beispielsweise die Nennung des Konzeptnamens in direkter
textueller Nähe kann als Regel formuliert werden (vgl. Ab-
schnitt 7.3.1).
2. Regeln, die Instanzen einer Untermenge von Konzepten identifizie-
ren. Diese finden vor allem Anwendung, falls die Instanzen
13 Ein Dokumentbereich wurde definiert durch die den jeweiligen Ontologiebezeich-
ner umgebende vorgegebene Anzahl an Termen.
14 „Korrekt“ bedeutet hier, dass dieses Konzept derjenigen Instanz zugeordnet wird,
die im analysierten Textbereich als gültige Referenz des Bezeichners auszuwählen
ist.
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von Unterkonzepten eines Konzeptes ebenfalls in der Resul-
tatmenge enthalten sein sollen. Beispielsweise kann durch die
Nennung von Konzepteigenschaften im Bezeichnerumfeld ei-
ne solche Zuordnung ermöglicht werden. Die Nennung von
Inhabitants würde bei einer entsprechenden Ontologie die Zu-
ordnung zu Populated Place und somit zu den Unterkonzep-
ten City, Village etc. ermöglichen.
3. Regeln, die Object-Properties zwischen Konzepten erkennen. Zum
Beispiel ermöglicht eine Regel „City is located near City“, die
konzeptuelle Zuordnung von Instanzen für „Karlsruhe“ und
„Rastatt“ zum Konzept City ausgehend von einem Textaus-
schnitt „Karlsruhe is located near Rastatt“.
4. Regeln, welche die Erkennung von Data-Properties von Konzepten
ermöglichen. Beispielsweise ermöglicht die Verwendung eines
Textmusters „x people live in City“ die Erkennung der Data-
Property Inhabitants des Konzepts City. Somit kann die Men-
ge an möglichen Referenzen auf Instanzen, die diesem Wert für
die gegebene Data-Property besitzen, eingeschränkt werden.
Der Ansatz selbst besteht aus drei Prozessschritten: 1) Erkennung tex-
tueller Bezeichner, die auf Ontologieelemente verweisen (d.h. mit de-
ren Namen übereinstimmen), 2) Suche und Identifikation von Text-
mustern in der direkten Nachbarschaft eines in Schritt 1 erkannten
textuellen Bezeichners und 3) Gewichtung der Textmuster hinsichtlich
ihrer Bedeutung für die konzeptuelle Zuordnung, d.h. der Reduktion
der Menge möglicher Instanzen zu der Teilmenge der Instanzen für
dieses Konzept.
Für den ersten Schritt wird ein sogenannter „Gazetteer“ eingesetzt,
der den Vergleich eines im Text identifizierten Wortes mit einer Wort-
liste der Entitätsbezeichner vornimmt. Hierdurch werden die mög-
lichen Intensionen des Bezeichners bestimmt. Die für den zweiten
Schritt benötigten Textmuster werden durch das in diesem Ansatz
vorgestellte Lernverfahren automatisch erstellt. Der Algorithmus, der
dabei angewendet wird, basiert auf dem Apriori-Algorithmus [3]. Der
Apriori-Algorithmus wurde für die automatische Erkennung häufi-
ger Kombinationen in Daten entwickelt. Ein Beispiel hierfür ist die
Analyse von Einkäufen von Kunden, z.B. einer Einkaufsplattform wie
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Amazon15. Der Apriori Algorithmus ermöglicht die Analyse von Pro-
dukten, die häufig zusammen, d.h. kombiniert, gekauft werden. Da-
zu werden zunächst einzelne Produkte mit einer zuvor vorgegebe-
nen Mindestanzahl an Verkäufen identifiziert. Aus diesen werden an-
schließend mögliche Kombinationen als Kandidaten für häufige Käu-
fe zweier Artikel erstellt, die dann anschließend überprüft werden.
Das Verfahren geht iterativ vor, bis keine Kombination häufiger Arti-
kel mehr nachgewiesen werden kann.
Der Apriori Algorithmus ist in Algorithmus 1 dargestellt. Ausgangs-
punkt ist der vorliegende Textkorpus. Die Datenbank DB, die im Al-
gorithmus verwendet wird, beinhaltet die Sätze des Korpus. Die in
Schritt 1 erkannten Bezeichner von Ontologieelementen werden in
diesen Sätzen ersetzt. Dieses Vorgehen basiert auf der Betrachtung der
möglichen Typzuordnungen der Instanzen innerhalb der Menge der
Ontologieelemente mit diesem Bezeichner. Für jedes Konzept in die-
ser Menge von Konzepten wird ein Satz in die Datenbank eingefügt.
Diese künstliche Erhöhung der Anzahl der Wörter muss bei der nach-
folgend beschriebenen Berechnung der Häufigkeit der Wörter berück-
sichtigt werden. Das Alphabet A besteht aus den im Korpus verwen-
deten Wörtern. Der Algorithmus beginnt bei allen Wörtern, die aus
dem Alphabet A der Menge U, welche die Textmuster enthält, zuge-
fügt werden. Die Menge U enthält zunächst das ganze Aphabet A, da
der Algorithmus mit Textmustern der Länge n := 1 beginnt. Diese än-
dert sich jedoch im Verlauf, da die Bedingung für die Verwendung ei-
nes Textmusters ist, dass das Muster u in der Datenbank mindestens in
der Anzahl smin vorkommt, d.h. supDB ≥ smin (sup = support). Ist dies
der Fall, so wird dieses Muster bei der Generierung neuer, d.h. erwei-
terter Textmuster verwendet. Im Gegensatz zu der oben dargestellten
Kombination von Teilmustern zu neuen Kandidaten, muss im Zusam-
menhang mit der Textanalyse die im Satz vorhandene Reihenfolge der
Wörter eingehalten werden. Das bedeutet, dass bei der Erweiterung
eines Musters, wie beispielsweise „the City“ nur Muster mit „the“ als
letztes Wort innerhalb des Musters oder Muster mit „City als erstes
Wort“ zur Erweiterung verwendet werden dürfen. Dies hat den Ef-
fekt, dass das bisherige Textmuster, das einen korrekten Ausschnitt16
15 http://www.amazon.com [letzter Zugriff am 12.09.2011]
16 „Korrekt“ bedeutet hier, dass dieses Satzfragment innerhalb des Korpus vorkom-
men muss. Dies ist durch die Bedingung der Mindesthäufigkeit smin gegeben.
Voraussetzung hierfür ist smin ≥ 1.
eines Satzes repräsentiert, nicht auseinander getrennt werden kann.
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Algorithmus 1 : Erweiterter Apriori
Input : Alphabet A, Database DB, MinimumSupport smin
Output : F
U := {{a}|a ∈ A}
n := 1
while U 6= ∅ do
compute supDB(u), ∀u ∈ U
Fn := {u ∈ U|supDB(u) ≥ smin}
U := {Fn ⊕n−1 Fn} := { f ⊕n−1 g| f , g ∈ Fn and
| f ∩ g| = (n− 1)− overlapping}
n := n + 1
end
F := {∅} ∪⋃n∈N Fn
Die erstellten Muster werden zur Zuordnung von Bezeichnern zu
Konzeptinstanzen benötigt. Infolgedessen werden aus der Resultat-
menge der häufigen Muster all diejenigen entfernt, die keinen Kon-
zeptnamen beinhalten. Für die verbleibenden Textmuster wird eine
Gewichtung vorgenommen, die bei der späteren Analyse Auskunft
über die Aussagekraft dieses Musters und somit den Grad der Zuord-
nung zu dem durch das Muster repräsentierten Konzept gibt. Diese
wird anhand der Formel Rankgi→ci := (
fci
fd
) ∗ lp bestimmt. Hierbei gibt
die Variable fci an, wie oft das Muster in der Datenbank im Zusam-
menhang mit dem Konzept ci vorkommt, fd ist die generelle Häufig-
keit des Musters in der Datenbank und lp bezeichnet die Länge des
Musters, d.h. die Anzahl der Terme aus denen es besteht. Somit steigt
die Gewichtung durch die Länge und und der Häufigkeit des Musters
im Zusammenhang mit dem Konzept ci.
Zusätzlich zum vorgestellten Ansatz ist auch die vom Autor betreute
Diplomarbeit von Jiayi Shen [213] zu erwähnen, die sich mit der Ver-
wendung maschineller Lernalgorithmen, insbesondere mit Support-
Vector-Machines, beschäftigt. Der Ansatz ist hierbei, von der textu-
ellen Umgebung eines Bezeichners auf das zugehörige Konzept der
durch ihn bezeichneten Instanzen zu schließen. Zunächst erfolgt eine
Textanalyse und eine Vektorgenerierung. Anhand eines Trainingsda-
tensatzes wird das Lernmodell entsprechend aufgebaut und auf neue
Datensätze angewendet. Eine Evaluation des Verfahrens ist in der zu-
vor erwähnten Arbeit aufgeführt.
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Das vorgestellte Verfahren ermöglicht die Zuordnung eines ambiguen
Entitätsbezeichners zu Instanzen des durch die Analyse von Textmus-
tern bestimmten Konzepts. Durch diese Zuordnung reduziert sich die
Ambiguität des Bezeichners. Dies kann zur Bestimmung der Maße
des im Abschnitt 7.3.1 vorgestellten Verfahrens bzw. aller Verfahren
mit ähnlicher Zielgebung angewandt werden. Die identifizierten Text-
muster können als Ausgangspunkt für weitere Analysen verwendet
werden, z.B. eine kategorische Einteilung von Texten (z.B. in Politik,
Geographie etc.).
7.4. Graphrepräsentation von RDF
In Abschnitt 6.1 wurden die Grundlagen des Monosemierungsprozes-
ses vorgestellt. Neben dem lexikalisch-semantischen Kontext wurde
auch der Situationskontext eingeführt. Das gemeinsame Hintergrund-
wissen, das Autor und Leser teilen, ist ein wesentlicher Faktor zur
Disambiguierung mehrdeutiger Bezeichner. Erst dieses gemeinsame
Hintergrundwissen ermöglicht eine Einordnung von Informationen.
Die Art und Weise dieser Einordnung der durch den Autor gegebe-
nen Information in dieses Hintergrundwissen und insbesondere die
direkt mit ihm verknüpften Informationen stellen wertvolles Wissen
für die Referenzauflösung dar.
In Abschnitt 6.2 wurden die Grundlagen für den konzeptuellen Di-
sambiguierungsprozess beschrieben. Dargestellt wurden zum einen
die konzeptuelle Repräsentation des Hintergrundwissens sowie zum
anderen das vorhandene Wissen über die enthaltenen Entitäten. Im
Rahmen dieser Arbeit werden Ontologien, die die Möglichkeit bieten
dieses Wissen zu repräsentieren, verwendet. In Abschnitt 3.2.1 wurde
im Zusammenhang mit der Einführung von Ontologieformaten eben-
falls RDF(S) vorgestellt. Die durch RDF(S) beschriebenen Daten wer-
den durch RDF-Tripel repräsentiert. Ein „Tripel“ entspricht der Struk-
tur: Subjekt, Prädikat und Objekt, z.B. < urn:123, rdfs:label, ’Madita’ >
(siehe Abbildung 7.5).








7.4.1. RDFS- und RDF-Graph
Der W3C17 Standard beschreibt die Möglichkeit, mithilfe dieser
Tripel-Information einen „directed, labelled graph“ zu erstellen „where
edges represent a named link between two resources, represented as graph
nodes“ [128]. Eine RDF-Ontologie kann somit in ihrer Gesamtheit als
Graph dargestellt werden ohne eine Transformation des darin enthal-
tenen Wissens vorzunehmen, d.h. die Darstellung als Graph ist mit
keinem Informationsverlust verbunden. Nachfolgend ist die Graph-
Definition für RDFS-Ontologien gegeben (siehe auch Erklärungen
in [255, 256] sowie [108, 247, 128, 38]).
Definition 7.1 (RDF-Graph). Eine Menge von RDF-Tripeln wird als RDF-
Graph bezeichnet. Die einzelnen Elemente eines Tripels besitzen URI’s, Li-
terale oder Blank-nodes18 als Werte. Subjekt ist hierbei die beschriebene
Ressource, Prädikat die Property und somit die Art der Verbindung und
Objekt der Wert der Property. Ein Subjekt kann hierbei nicht durch ein
Literal dargestellt werden und ein Prädikat muss durch eine URI gekenn-
zeichnet sein.
Alle Werte in den Tripeln eines RDF-Graph R, die keine Blank-nodes dar-
stellen können mit der Funktion vocabulary(R) und die Größe eines RDF-
Graphen in Tripeln kann durch size(R) = |R| abgefragt werden. Mit
den Funktionen subjekt(R), prädikat(R), objekt(R) kann jeweils die Men-
ge der Werte, die sich an den jeweiligen Tripel Positionen befindet, ausgege-
ben werden. Literale werden nicht als Knoten im Graph dargestellt, sondern
als Eigenschaften den jeweiligen Subjektknoten zugewiesen.
17 W3C = World Wide Web Consortium
18 Sogenannte „Blank nodes“ ermöglichen die Erzeugung mehrstelliger Relationen.
Sie können weder durch ein Literal noch durch eine URI identifiziert werden. Zum
Beispiel kann mittels <bsp:Joachim bsp:hatTelefonNr _:b>, <_:b bsp:number
’01’> und <_:b bsp:number ’02’> die Zuweisung zweier Telefonnummern über
diese mehrstellige Relation erzeugt werden.
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Im Folgenden wird eine angepasste Version19 der Definition von
Xiao et al. [247] verwendet, die eine Trennung des Gesamt-RDF Gra-
phen in den konzeptuellen Part, d.h. RDF-Schema Graph, und die
Instanz-Beschreibungen, d.h. RDF-Instanz Graph, ermöglicht.
Definition 7.2 (RDF-Schema Graph). Ein RDF-Schema Graph R über
dem AlphabetAR ist ein gerichteter und bezeichneter GraphR = (V, E,λ).
V bezeichnet hierbei die Menge von Knoten und E die Menge der Kan-
ten. „Gerichtet“ bedeutet, dass jede Kante e ∈ E genau einen Anfangskno-
ten (oder Startknoten) vi ∈ V mit genau einem Endknoten (oder Zielkno-
ten) vj ∈ V verbindet und nicht-symmetrisch (E 6= E−1) ist. Die Menge
an Knoten V teilt sich in Klassen C, Properties P und Datentypen L auf.
E = {(vi, vj)|vi, vj ∈ V} definiert eine Menge von bezeichneten Kanten,
während die Bezeichnungsfunktion durch λ : V ∪ E 7→ AR gegeben ist. Es
gilt:
• ∀v ∈ P gilt domain(v) ∈ C, range(v) ∈ C ∪ L und
λ((v, domain(v))) = „rdfs:domain“ und λ((v, range(v))) =
„rdfs:range“
• ∀e = (vi, vj) ∈ E gilt im Fall von vi und vj ∈ C, dass λ(vi, vj) =
„rdfs:subClassOf““ und im Fall vi und vj ∈ P, dass λ(vi, vj) =
„rdfs:subPropertyOf““
Bezogen auf ein Tripel < v1 ,vp ,v2 > bezeichnet domain(vp) den
Ursprungsknoten der Kante, d.h. v1, und range(vp) den Zielknoten
der Kante, d.h. v2. Das Prädikat „rdfs:subClassOf“ bezeichnen
eine Unterklasse gemäß der Klassen-Hierarchie und das Prädikat
„rdfs:subPropertyOf“ beschreibt eine Spezialisierung zwischen
zwei Properties, z.B.
< example:hasToDoWith, rdfs:subPropertyOf, example:isTaughtBy >
(für eine vollständige Erklärung des RDF- beziehungsweise RDF-
Schema Vokabulars siehe [38, 128]).
19 Xiao et al. entwarfen diese Version für das Mapping von XML-Daten auf RDF-
Daten beziehungsweise die Transformation von XML-Daten zu RDF-Daten. Insbe-
sondere durch die strukturell geordnete Darstellung von komplexen Objekten in
XML ist für den Zusammenhang zwischen hierachisch übergeordnetem Element
und untergeordnetem Elementen beim Mapping keine spezifische Relation vor-
handen. Diese wird von Xiao mit „rdfx:contained“ angenommen. Ein Beispiel hier-
für ist das komplexe XML-Element <Adresse><Straße/></Adresse>. Hier wür-
de im RDF-Mapping das Tripel <Adresse rdfx:contained Straße> generiert.
Zuletzt Genanntes ist jedoch für die vorliegende Arbeit nicht von Relevanz.
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Neben dem RDF-Schema-Graph enthält die gegebene RDF-Ontologie
die instanzspezifische Beschreibung durch den RDF-Instanz Graph.
Die Datentypen sind in dieser Definition auf Literale eingeschränkt.
Definition 7.3 (RDF-Instanz Graph). Aufsetzend auf einem RDF-Schema
Graph S = (VS , ES ,λS ), mit VS = C ∪ P, kann ein RDF-Instanz Graph
G = (VG , EG , τ,λG) durch die Beschreibung klassenspezifischer Objekte er-
zeugt werden. Γ beschreibt eine endliche Menge an Konstanten und U eine
endliche Menge an URI’s. Weiterhin bezeichnet VG eine Menge von Knoten
und EG eine Menge von Kanten. Die Bezeichnungsfunktion λG ist definiert
durch λG : VG ∪ EG 7→ AG ∪U ∪ Γ20 und τ definiert eine Typisierungs-
funktion τ : VG ∪ EG 7→ VS ∪ {„rdf:Property“} ∪ {„rdfs:literal“}.21
∀e = (vi, vj) ∈ EG gilt:
1. Falls τ(e) = „rdf:Property“, dann λG(e) = „rdfs:subClassOf“,
λG(vi) und λG(vj) ∈ U, τ(vi) und τ(vj) ∈ C und (τ(vi), τ(vj)) ∈
ES
2. Falls τ(e) ∈ P, dann λG(e) = λS (τ(e)),λG(vi) ∈ U, τ(vi) ∈
C,λS ((τ(e)), (τ(vi))) = „rdfs:domain“,λS ((τ(e)), (τ(vj))) =
„rdfs:range“ und
• λG(vj) ∈ U, falls τ(vj) ∈ C
• λG(vj) ∈ Γ, falls τ(vj) = „rdfs:literal“
Übergreifend, d.h. für Schema- und Instanzgraph, ist eine Bindung
von Ontologieelementen zu natürlich-sprachlichen Bezeichnern vor-
handen. Diese existiert zusätzlich zu ihrer Kennzeichnung durch
URI’s. Basierend auf diesen natürlich-sprachlichen Bezeichnern exis-
tiert daher ein ontologiespezifisches Lexikon
20 Beispielsweise stützt sich die Bezeichnungsfunktion λG (Karlsruhe123) =
’Karlsruhe’ auf die vorhandene Bezeichnerzuordnung durch das Tripel
<Karlsruhe123 rdfs:label ’Karlsruhe’>, d.h. hier λG (Karlsruhe123) ∈ Γ.
21 Beispielsweise stützt sich die Typfunktion τ(Karlsruhe123) auf die vorhandene
Typzuordnung durch das Tripel <Karlsruhe123 rdf:tpeOf City>.
.
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Definition 7.4 (Wörterbuch). Ein Wörterbuch D einer Ontologie enthält
eine endliche Menge an Wörtern, die als Bezeichner Ontologieelementen zu-
geordnet sind. Die Relation(en), die zur Zuordnung verwendet wird, ist ab-
hängig vom Benutzer und muss zuvor gegeben sein (z.B. „rdfs:label“22). Es
existiert eine Funktion l : V → 2D , die Bezeichner eines gegebenen Onto-
logieelementes auflistet. Hierbei handelt es sich um eine Einschränkung der
zu berücksichtigenden Properties, d.h. um eine Teilmenge von λS bzw. λG .
Ebenfalls können mit p : D → 2V die Elemente zu einem gegebenen Bezeich-
ner aufgelistet werden. Dies entspricht der in Abschnitt 6.2.2 angesproche-
nen Identifikation der Intension mittels f Intension.
Unabhängig von der Teilung von Schema und Instanz Graphen gilt:
Definition 7.5 (Weitere Graph Funktionen).
• Zwei Kanten sind nachfolgend, falls der Endknoten der einen Kante
der Startknoten der anderen Kante darstellt. Im Beispiel der Kanten
e1 = (vi, vj) und e2 = (vj, vl) gilt dieser Umstand für vj.
• Ein Pfad (pfad) beschreibt eine Sequenz von Kanten e1, e2, ..., ei, ..., en.
Für jede dieser Kanten gilt, dass ei auf ei−1 nachfolgend ist.
• Zwei Knoten x und y sind zusammenha¨ngend, falls ein
pfad(e1, ..., en) zwischen ihnen existiert mit x ∈ e1 und y ∈ en.
• Die Länge (la¨nge) des Pfades entspricht der Anzahl seiner Kanten.
OWL-Full [204] baut auf der Semantik von RDF auf. Demzufolge
kann eine Ontologie, die in OWL-Full vorliegt, als Graph repräsen-
tiert werden. Somit gelten die oben angegebenen Definitionen eben-
falls für dieses Ontologieformat. OWL-DL [33] Ontologien lassen sich
ebenfalls in RDF-Ontologien übertragen und sind somit ebenfalls als
Graph darstellbar. Dies bedeutet, dass ebenfalls OWL-Full-Ontologien
sowie OWL-DL-Ontologien als Graph dargestellt und somit vom im
Rahmen dieser Arbeit präsentierten Verfahren als Hintergrundwissen
verwendet werden können.
22 „rdfs:label is an instance of rdf:Property that may be used to provide a human-readable
version of a resource’s name.“ http://www.w3.org/TR/rdf-schema/#ch_label
[letzter Zugriff am 12.09.2011]






















Abbildung 7.6.: Spannbäume: Minimaler Spannbaum vs. Steinerbaum
7.4.2. Bestimmung von Teilgraphen
Die Darstellung einer Wissensbasis als Graphmodel G = (V, E) bie-
tet verschiedene Möglichkeiten des Zugriffs. Zuvor wurde gezeigt,
dass es möglich ist, Pfade zwischen Knoten zu bestimmen. Hierbei
können Knoten verschiedene Entitäten v ∈ V darstellen, die über
Kanten e ∈ E miteinander verbunden sind. Mithilfe der Pfade las-
sen sich semantische Beziehungen zwischen zwei gegebenen Entitä-
ten entdecken und analysieren. In dem Fall, dass zwei Knoten über
einen Pfad, jedoch nicht direkt23 miteinander verbunden sind, können
weitere Knoten, die auf diesem Pfad liegen, als zusätzliche Informati-
onsquellen verwendet werden. Im Abschnitt 6.3 des vorherigen Ka-
pitels wurde darauf hingewiesen, dass innerhalb der konzeptuellen
Abbildung Zusammenhänge zwischen verschiedenen Entitäten exis-
tieren. Im Folgenden werden die Grundlagen für die Bestimmung von
Teilgraphen des Ontologiegraphen vorgestellt, die Zusammenhänge
zwischen Knoten repräsentieren. Im darauf folgenden Abschnitt 7.5
wird die darauf aufbauende graphbasierte Referenzbestimmung vor-
gestellt.
Minimaler Spannbaum Ausgangspunkt für die Suche nach einer
Verbindung zwischen einer zuvor gegebenen Menge an Terminalkno-
ten ist die Bestimmung des minimalen Spannbaums eines Graphen.
23 „Direkt“ entspricht einem Pfad der der Länge 1.
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Definition 7.6 (Minimaler Spannbaum). Ausgangspunkt bildet ein un-
gerichteter Graph G = (V, E). Ein minimaler Spannbaum beschreibt eine
Verbindung zwischen einer zuvor definierten Teilmenge von Knoten L ⊆ V,
diese Menge wird ebenfalls als Terminalknotenmenge bezeichnet. Minimal
bedeutet hierbei die Minimierung einer Kostenfunktion c(e) mit e ∈ E und
c : E → R+, d.h. die Kosten sind hierbei den Kanten zugewiesen und sind
von der Anwendung vorgegeben. Der minimale Spannbaum M = (L, T)
ist somit definiert durch eine Menge von Kanten T ⊆ E, so dass für diesen
Baum eine Minimierung von c(T) : ∑e∈T c(e) gilt.
Es ist ein wesentliches Merkmal eines minimalen Spannbaums, dass
zum einen alle Knoten der Terminalknotenmenge v ∈ L darin ent-
halten sein müssen und dass zu minimalen Kosten eine Verbindung
zwischen ihnen existieren muss. Zum anderen dürfen keine weiteren
Knoten v ∈ L ∩V im Spannbaum vorkommen (siehe mittlerer Graph
in Abbildung 7.6) (vgl. [65]24). Der minimale Spannbaum wird begin-
nend mit einem Wurzelknoten w (der willkürlich aus der Menge sei-
ner Knoten, d.h. w ∈ L, ausgewählt werden kann) mit zusammenhän-
genden Knoten aufgebaut.
Steinerbaum Im Gegensatz hierzu ist die Verwendung von nicht-
terminalen Knoten zur weiteren Minimalisierung der oben genannten
Konstenfunktion bei Steinerbäumen möglich. Voraussetzung hier-
für ist die Möglichkeit einer weiteren Minimierung hinsichtlich der
für die Verbindung der Terminalknoten auflaufenden Kosten. Die
initiale Motivation für einen Steinerbaum, berichten Courant und
Robbins [52], war das Problem drei Städte A, B, C über ein System
von Straßen von minimaler Länge zur verbinden. Das Steinerbaum-
Problem ist eine Generalisierung des Problems des minimalen Spann-
baums und ist definiert als (vgl. [115, 181, 245]):
Definition 7.7 (Steinerbaum). Ausgangspunkt bildet ein ungerichteter
Graph G = (V, E). Ein Steinerbaum beschreibt einen minimalen Spann-
baum B = (U, T), der eine vorher gegebene Knotenmenge L als Teilmenge
24 „A tree connecting“ L „without using any Steiner points is called a spanning tree and
a shortest spanning tree is called a minimal spanning tree.“ [65]. Steiner points be-
schreiben zusätzliche Knoten, die nicht in der vorgegebenen Knotenmenge L ⊆ V
enthalten sind.
Ein minimaler Spannbaum ist definiert als (vgl. [245, 151]):
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der ihm zugeordneten Knotenmenge U enthält; L ⊆ U ⊆ V. Die Kanten-
menge T ⊆ E erfüllt ebenfalls die Bedingung der Minimierung der Kosten-
funktion c(T) : ∑e∈T c(e). Der Steinerbaum ist somit ein minimaler Spann-
baum hinsichtlich der Knotenmenge L. Für das Erreichen einer optimalen
Minimierung der Kostenfunktion kann dieser Baum jedoch zusätzliche Kno-
ten U ∩ L enthalten.
Abbildung 7.6 zeigt den Unterschied zwischen Steinerbaum (Abbil-
dung 7.6(c)) und minimalem Spannbaum (Abbildung 7.6(b)). Wäh-
rend beim minimalen Spannbaum die Verbindungen auf die Verwen-
dung von Terminalknoten beschränkt sind (c(e) = 8), können beim
Steinerbaum zusätzliche Knoten berücksichtigt werden (c(e) = 2).
Bezogen auf das hier abgebildete Beispiel können die Gesamtkos-
ten durch die zusätzliche Berücksichtigung von Verbindungen über
Nichtterminalknoten weiter minimiert werden (Kosten im Verhältnis
4 : 1), d.h. der Steinerbaum ist im Rahmen dieses Beispiels dem mini-
malen Spannbaum vorzuziehen.
Steiner-Gruppen-Problem Das Steiner-Gruppen-Problem (engl.
Group-Steiner-Problem) baut auf dem Ausgangsproblem des
Steinerbaums auf, d.h. auf dessen Ziel, für eine gegebene Termi-
nalknotenmenge den optimalen Verbindungsgraph zu bestimmen.
Hierbei beruht die Aufgabe auf einer Menge von Mengen von
Knoten, wobei je Knotenmenge jeweils ein Knoten gewählt wer-
den muss. Diese Wahl basiert auf der Aufgabe einen Steinerbaum
anhand dieser Auswahl zu erzeugen, der hinsichtlich der Kos-
tenfunktion das minimale Ergebnis ermöglicht. Dieses wird als
Steiner-Gruppen-Problem (vgl. [115, 181]) bezeichnet, das als Er-
weiterung des Steinerbaum Problems betrachtet werden kann. Das
Steiner-Gruppen-Problem ist definiert als:
Definition 7.8 (Steiner-Gruppen-Problem). Ausgehend von einem unge-
richteten Graphen G = (V, E), einer Menge von Gruppen (Knotenmengen)
I1, I2...In und unter der Berücksichtigung einer Kostenfunktion für die gege-
benen Kantengewichtungen c(e), ist es die Aufgabe einen minimalen Steiner-
baum zu berechnen, der von jeder Gruppe mindestens einen Knoten enthält.
Ohne Verlust der Allgemeinheit kann davon ausgegangen werden, dass es
einen Knoten v gibt, der die Wurzel eines solchen Baums repräsentiert. Gilt
|Ii| = 1, d.h. jede Gruppe besteht nur aus einem Knoten, so handelt es sich
um das zuvor beschriebene „klassische“ Steinerbaum-Problem.























Abbildung 7.7.: Beispiel Steiner-Gruppen-Problem
In Abbildung 7.7 ist ein Beispiel für dieses Problem aufgezeigt. Es sind
drei verschiedene Knotenmengen gegeben, S1 = {a, b}, S2 = {c, d}
und S3 = {e}. Aus der Menge der möglichen Steinerbäume, welche
die verschiedenen Teilmengen miteinander verbinden, wird derjenige
mit den minimalen Kosten bestimmt. Dieser ist innerhalb der Abbil-
dung rechts dargestellt.
7.5. Graphbasierte Referenzbestimmung
Die nachfolgende Vorgehensweise konkretisiert die in Abschnitt 6.2.1
vorgestellte Übertragung des Modells der Zwei-Ebenen Semantik auf
Ontologien. Insbesondere wird der im Postulat 6.4 angesprochene
graphbasierte Zusammenhang dargestellt.
Das Problem der Disambiguierung lässt sich übertragen auf das
Steiner-Gruppen-Problem (siehe Definition 7.8). Für die Intension so-
wie Extension des allgemeinen Modells der Zwei-Ebenen Seman-
tik (vgl. Abbildung 6.3) wird ein RDF-Instanz Graph G = (V, E)
(siehe Definition 7.3) verwendet. Die Disambiguierung selbst basiert
nur auf dem Instanzgraphen, während der Schemagraph in der Vor-
prozessierung, z.B. zur Berechnung von Knotengewichtungen, An-
wendung finden kann (siehe Kapitel 12). Der Instanzgraph wurde
als gerichteter Graph definiert. Wird das Steiner-Gruppen-Problem
mit einem zugrunde liegenden Instanzgraph angewandt, so können
7.5 GRAPHBASIERTE REFERENZBESTIMMUNG 129
dessen Richtungsangaben vernachlässigt werden.25 Für diesen Graph
GU = (V, EU)26 gilt somit EU = E, jedoch gilt ebenfalls eine symme-
trische Kantenrelation, d.h. EU = EU−1.
Basierend auf der Graphrepräsentation erfolgt die Referenzbestim-
mung gemäß der Zwei-Ebenen Semantik:
Lexikalisch-semantische-Ebene Ausgehend von einem Satz A, der
eine jeweilige Aussage besitzt, werden zunächst die Bezeichner
und anschließend die Intensionen (Seme) bestimmt (siehe Abbil-
dung 7.8).
• Basierend auf der textuellen Vorverarbeitung wird bei der Di-
sambiguierung eines SatzesA = {w1, ...wn}mit den Worten wi27
als Eingabemenge übergeben. Die Menge der zu berücksichti-
genden Wörter für die Disambiguierung von Entitäten wird ein-
geschränkt auf diejenigen Terme, die als Bezeichner von Enti-
täten verwendet werden können. Die Bezeichner der Entitäten
werden durch die vorausgehende textuelle Analyse erkannt (sie-
he Abschnitt 7.3).
• Die Bestimmung der Intensionen erfolgt über die Selektion der
Ontologieelemente, die dem jeweiligen Bezeichner entsprechen.
Somit ist die Menge möglicher Knoten je Bezeichner inner-
halb eines Satzes A gegeben durch die Menge von Intensionen,









Abbildung 7.8.: Zusammenhang zw. Bezeichner und Intension (vgl.
Abbildung 6.2)
25 Jede gerichtete Property des RDF-Instanz Graphen besitzt eine implizite, d.h.
nicht in der Ontologiedefinition enthaltene, Umkehrproperty. Beispielsweise
besitzt die Beziehung <geo:Karlsruhe geo:liegtIn geo:BadenWürttemberg>
die implizite Umkehrbeziehung <geo:BadenWürttemberg geo:enthältStadt
geo:Karlsruhe>.
26 U = ungerichtet
27 Bei der allgemeinen Disambiguierung wird hierbei auf Lexeme verwiesen.
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Konzeptuelle Ebene und Disambiguierung Die Übertragung auf das
Steiner-Gruppen-Problem stellt die Bedingung, dass die aufzufindenden Se-
me28 der verschiedenen Bezeichner miteinander verbunden sind. Dies zeigt
den konzeptuellen Zusammenhang zwischen ihnen auf und erlaubt
somit die Darstellung eines Graph-Modells für einen Satz A.
Intension 1 Intension 2 Intension N...
Einbetung in the Ontologie
Mögliche Knoten, die auf den Pfaden liegen
Abbildung 7.9.: Zusammenhang zwischen mehreren Adressen ver-
schiedener Intensionen innerhalb der Wissensbasis
Dies ist in Abbildung 7.9 dargestellt. Je analysiertem Bezeichner wi
existiert eine Gruppe von Adressen, welche die Intension Inti für die-
sen Bezeichner darstellt. Diese Intensionen zeigen jeweils einen Aus-
schnitt des gesamten konzeptuellen Systems, d.h. der Ontologie. Der
Zusammenhang zwischen den Intensionen wird über deren Exten-
sionen dargestellt, d.h. deren Einbindung in die Ontologie und so-
mit deren Einbindung in den Graphen. Hierbei können sich die ver-
schiedenen Extensionen überlappen bzw. es kann eine Verbindung
zwischen diesen existieren. Es kann jedoch davon ausgegangen wer-
den, dass es viele unterschiedliche Graphen gibt, die einen Zusam-
menhang für denselben Satz darstellen (wie in der Abbildung ange-
deutet). Ein Abwägen der Relevanz eines Graphen für den vorlie-
genden Satz muss daher durch zuvor festgelegte Kriterien ermög-
licht werden. Im Kontext des Steinerbaums erfolgt dies durch die
zuvorvorgestellte Kostenfunktion für die Kanten. Die Interpretation
28 In Abschnitt 5.2.1 wurde der Begriff „Sem“ erstmals verwendet und als die kleinste
Einheit der Bedeutung sprachlicher Zeichen definiert. Im Zusammenhang mit der
Ontologie-basierten Disambiguierung entspricht dessen übertragene Bedeutung
der einer initialen Adresse in der Intensionsmenge, d.h. die Seme des Bezeichners
„A“ referenzieren die initialen Adressen der Ontologieelemente in der Intension
dieses Bezeichners. Der zusätzliche Begriff wird eingeführt, um den Bezug zu die-
sen initialen Adressen festzulegen.
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des vorliegenden Satzes, d.h. die Aussage des Satzes, ist definiert
durch:
Postulat 7.9 (Satzaussage). Ausgehend von einem ungerichteten RDF-
Instanz-Graphen Gu = (V, Eu), einer Menge von Intensionen, d.h.
Int1, Int2...Intn für die gegebenen Entitätsbezeichner im Satz und dem Kan-
tengewicht c(e) wird die Satzaussage M(A) bestimmt durch den mi-
nimalen Steiner-Gruppen Graph. Dieser berechnet je Intension diejenige
Adresse, die im Rahmen der Aussage des vorliegenden Satzes die gültige Re-
ferenz für den gegebenen Bezeichner darstellt. Dies bedeutet, der Ergebnis-
graph repräsentiert den Satz und stellt somit dessen semantische Aussage
dar.
Das kann ebenfalls auf Texte bzw. Dokumente übertragen werden.
Hier bildet das gesamte Dokument den Kontext, d.h. die Menge der In-
tensionen enthält alle Entitätsbezeichner innerhalb des Dokuments.
7.5.1. Beispiel
Abbildung 7.10 zeigt die Anwendung der zuvor vorgestellten Vor-
gehensweise auf. Dieses Beispiel ist eine Übertragung des in Ab-
schnitt 6.3.1 gezeigten Beispiels im Hinblick auf die Referenzbestim-
mung aus der Menge der möglichen Intensionen.
Ausgangspunkt ist ebenfalls der Satz: „Madita ist geboren in Offenburg“.
Basierend auf der Vorprozessierung, z.B. des Zusammenhanges zwi-
schen Text und Kantenbezeichnern, kann eine Gewichtung für diese
vorgenommen werden (siehe Abbildung 7.10(b) rechts unten). In dem
gezeigten Beispiel erfolgt eine Beschränkung auf die Entitätsbezeich-
ner „Madita“ und „Offenburg“. Dem Bezeichner „Madita“ ist die In-
stanzmenge IntMadita = [i1, i2] mit i1 = E1:Madita und i2 = E5:Madita
zugeordnet. Für den Bezeichner „Offenburg“ wurde IntOffenburg =
[i3, i4, i5] bestimmt mit i3 = E3:Offenburg, i4 = E4:Offenburg und i5 =
E8:Offenburg (siehe Abbildung 7.10(a)). Basierend auf einer Anwen-
dung des vorgestellten Disambiguierungsprozesses wird i1 als Refe-
renz für „Madita“ und i3 für Offenburg bestimmt. Dies ist darin begrün-
det, dass der (gelbe) Graph, der diese beiden Referenzen enthält, im
Verhältnis zu allen anderen möglichen Graphen die minimalen Kos-
ten gemäß der Kostenfunktion besitzt.










































Abbildung 7.10.: Beispiel: Zusammenhang zwischen Zwei-Ebenen
Semantik und Ontologie
7.6. Spreading Activation
Der Begriff Spreading Activation geht zurück auf die Doktorarbeit
von Allan Quillian [185]. Die Ursprünge hierzu beschrieb er be-
reits 1962 im Rahmen einer Arbeit zur maschinellen Übersetzung.
Er befasste sich mit dem Informationsmodell, das für eine erfolg-
reiche Übersetzung von natürlich-sprachlichen Texten benötigt wird.
Er erstellt ein eigenes Modell, das die menschliche Art und Wei-
se der Informationsverarbeitung abbildet. Konfrontiert mit einem
natürlich-sprachlichen Wort oder einer Aussage beginnt der Mensch
intuitiv dieses mit gelerntem Wissen in Verbindung zu bringen, d.h.
dem Konzept29 das er damit in Verbindung bringt. Wird er bei-
spielsweise mit dem Wort „VW Käfer“ konfrontiert, werden diverse
Gedankengänge angestoßen, z.B. es dem Konzept Auto zuzuordnen.
29 Ein Konzept kann eine oder mehrere Eigenschaften eines Objekts, dessen
Beziehungen und Fähigkeiten beschreiben.
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Ein Auto verfügt über Räder, es wird durch einen Motor angetrie-
ben etc. Nach diesem ersten Impuls beziehungsweise diesen ers-
ten Gedanken hinsichtlich direkt zugeordnetem Wissen, fängt der
Mensch an diesen Impuls mit weitergehendem Wissen in Beziehung,
zu bringen, z.B. dass Räder von Reifen umgeben und diese mit Luft
gefüllt sind. Er beginnt ebenfalls abzuwägen, ob Bereiche davon in
Anbetracht der erhaltenen Information von Bedeutung sind. Daraus
folgt, dass innerhalb dieses Modells, das von Quillian als „Semantic
Memory“ bezeichnet wird, dass die Konzepte nicht für sich allein, son-
dern miteinander in Beziehung stehen. Somit verfügt jedes Konzept
über Eigenschaften, die als Relationen modelliert sind. In ihrer Ge-
samtheit bilden diese Konzepte ein Netz mit einer unterschiedlichen
Dichte an Verknüpfungen. Diese hängt vom entstandenen Zusam-
menhang zwischen den Konzepten ab, d.h. dem vorhandenen Wissen.
Quillian spezifiziert weiterhin, welche schematischen Aufgaben diese
Verknüpfungen zusätzlich haben. Er unterscheidet fünf Arten von Re-
lationen: 1) unter- und übergeordnete (is a) Relationen 2) Relationen
zur Modifizierung 3) Relationen zur Trennung von Mengen 4) Rela-
tionen zur Verbindung von Mengen und 5) Klassen von Relationen.
Collins und Quillian [50] versuchen diese Theorie mit psychologi-
schen Tests zu untermauern und gleichzeitig mehr über den Auf-
bau dieses Wissensmodells zu erfahren. So stellen sie beispielswei-
se bei der Untersuchung des konzeptuellen Aufbaus einer Wissens-
basis fest, dass die Probanden innerhalb eines Tests wesentlicher
schneller die Frage: „Kann ein Kanarienvogel fliegen?“ beantworten
konnten als die Frage „Besitzt ein Kanarienvogel eine Haut?“. Dar-
aus zogen sie den Schluss, dass das Konzept „Tier“ mit der Ei-
genschaft „Haut“ dem Konzept „Vogel“ mit der Eigenschaft „Fe-
dern“ übergeordnet ist, d.h. die Reaktionsfähigkeit über die Struk-
tur der Wissensbasis beeinflusst wird (siehe auch [217], S. 250).
Der Theorie von Quillian als generelles Wissensmodell wird von
Tulving [231] widersprochen. Er betrachtete das vorgeschlagene
Modell als zu restriktiv für organisiertes Wissen hinsichtlich der
Verarbeitung von Sprache und anderen Symbolen, d.h. die Zuord-
nung von Wörtern zu Referenzen beziehungsweise die Bedeutung
der Wörter sowie die Beziehungen zwischen diesen. Pfuhl [175]
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beschreibt dieses als „geistigen“ Thesaurus30. Für die Abbildung des
menschlichen Wissensverarbeitungsprozesses ist der Meinung von
Tulving folgend ein zusätzliches epistemisches Modell notwendig.
Ein epistemisches Modell beschreibt autobiographische Vorgänge be-
ziehungsweise spezifische Ereignisse und Episoden. So wäre eine Fra-
ge, die das epistemische Gedächtnis anspricht „Wo waren Sie und was
haben Sie gemacht, als die Bundeskanzlerin Fr. Merkel in Offenburg war? .
Im Gegensatz dazu würde die Frage „Wo hat die Bundeskanzlerin Fr.
Merkel am 16.03.2011 eine Wahlkampfrede gehalten?“ das semantische
Gedächtnis ansprechen. Schank [199] verwirft die Theorien von Quil-
lian und Tulving. Er führt die Conceptual Dependency Theorie ein,
die episodisches und semantisches Wissen zusammenführt. Seman-
tisches Wissen wird hier durch Episoden dargestellt, z.B. beim Satz
„Madita isst ein Eis“ wird „isst“ dem Prozess „essen“ zugeordnet. Die-
ser enthält den Einsatz des Mundes etc. Nur abstraktes Wissen, d.h.
Wissen ohne Erfahrungen, wird in der von Quillian vorgeschlagenen
Form gespeichert.
Selbst in den Anpassungen und Änderungen von Tulving und Schank
sind die Ideen von Quillian für die Modellierung von abstraktem, d.h.
allgemein gültigem Wissen enthalten. Auffallend ist auch die Ähn-
lichkeit seiner Theorie zu den Thesen, auf denen das Semantic Web
aufbaut (vgl. Kapitel 3). Die von Quillian definierten „Konzepte“ wer-
den im Semantic Web in Instanzen und schematische Konzepte (Klassen)
unterschieden. Die von ihm vorgeschlagenen Properties werden im
Semantic Web weiter unterschieden in Data- und Object-Properties.
Die Verbindung über Typzuordnungen zu Instanzen wird auch in sei-
nem Modell bereits berücksichtigt. Die Erstellung von eigenen Rela-
tionen, deren Typisierung, Erzeugung von konjunktiven und disjunk-
tiven Gruppen sind Eigenschaften, die in beiden Modellen zu den
Grundlagen gehören. Zudem ist in beiden Modellen die Darstellung
von epistemischem Wissen nicht berücksichtigt, d.h. eine Trennung in
der oben genannten Form ist nicht möglich.
30 Ein Thesaurus baut auf einem kontrollierten Vokabular auf, d.h. einer endlichen
Menge von zuvor hinzugefügten Wörtern. Er bezeichnet ein Wortnetz, das die-
se Begriffe miteinander in Beziehung setzt. Eine Ontologie bietet ebenfalls die
Möglichkeit über den Zusammenhang von Wort zu Intension auf das extensio-
nal konzeptuelle System zuzugreifen und hier Beziehungen zwischen den Adres-
sen zu ermitteln. Der Unterschied liegt hierbei in der definierten Semantik, die ein
Thesaurus nicht bietet.
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Zusammenfassend kann festgestellt werden, dass Quillian der Idee
der Wissensmodellierung bereits 1962 eine eigene Form durch das von
ihm entwickelte Modell gegeben hat. Dieses basiert auf seiner Inter-
pretation des menschlichen Prozesses mit Wissen umzugehen und es
zu verknüpfen. Das von ihm entwickelte Graphmodel lässt sich auch
in RDF teilweise wiedererkennen und es lässt sich somit ein Zusam-
menhang zum Semantic Web herstellen. Er verfolgt mit seinem Mo-
dell das Ziel „a medium appropriate to serve as a mechanical equivalent of
human understanding“ [184] zu kreieren.
Die ursprüngliche Idee von Quillian findet in der Psychologie (z.B. [49,
8]) Anklang und natürlich weiterhin in der Informatik (z.B. [180]; siehe
hierzu ebenfalls Kapitel 14).
7.6.1. Zusammenhang mit der menschlichen
Informationsverarbeitung
Joachim Diedrich [61] formuliert im Zusammenhang mit der mensch-
lichen Informationsverarbeitung und Spreading Activation, dass „it
is assumed that cognitive processes are best described by parallel relexation
methods or the straigth-forward propagation of activation throughout a me-
mory network“. Unabhängig von der vagen Beschreibung von Sprea-
ding Activation kann diese somit als mögliche Technik mit dem Ziel
der Nachbildung der menschlichen kognitiven Verarbeitung angese-
hen werden. Collins bezeichnet Spreading Activation sogar als „theory
of human semantic processing“ [49].
Bei der Suche nach einer Möglichkeit, sich dem Prozess der mensch-
lichen Informationsverarbeitung anzunähern, wird versucht dessen
Vorgehensweise zu imitieren. So wird vermutet, dass der Impuls, der
durch die Konfrontation beziehungsweise der Eingabe eines Objek-
tes, d.h. Wort oder Satz, erzeugt wird, eine bestimmte Hirnregion an-
regt, in der relevante Informationen gespeichert sind. Dieses Anspre-
chen von gespeicherter Information wird durch einen Aktivierungs-
wert nachgebildet, d.h. die in dieser Hirnregion gespeicherte Infor-
mation wird aktiviert. Die weitere Annahme ist nun, dass diese Ak-
tivität sich im menschlichen Gehirn ausbreitet und die mit den zu-
erst aktivierten Konzepten in Beziehung stehenden Konzepte erfasst
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und ebenfalls aktiviert werden, d.h. die Aktivität des zunächst akti-
vierten Objekts weitergegeben wird. Übertragen auf das oben darge-
stellte Hintergrundmodell, fließt die Aktivität somit über die model-














Abbildung 7.11.: Beispiel zur menschlichen Informationsverarbeitung
Ein Beispiel ist in Abbildung 7.11 gegeben. Ausgehend von VW Po-
lo wird das Konzept Auto aktiviert und die Property 80 PS. Es muss
jedoch abgewogen werden, wie wichtig jedes weitere Konzept ist und
wieviel Aktivität damit übertragen wird. Ausgehend vom vorliegen-
den Beispiel stellt sich die Frage, ob es im gegebenen Kontext von Re-
levanz ist, dass neben einem Auto auch ein Fahrrad in der Lage ist zu
fahren. Der Kontext ist hierbei der Ausgangspunkt, d.h. VW Polo. Oft-
mals wird die Stärke des Zusammenhangs zweier Konzepte über de-
ren Entfernung im Hintergrundmodell ausgedrückt, d.h. längere Wege
deuten auf einen geringen Zusammenhang hin.
Als allgemeiner Oberbegriff wird das verwendete Hintergrundmodell
durch den Ausdruck „Assoziatives Netz“ bezeichnet. Ein assoziati-
ves Netz ist definiert als ein Netz mit Knoten, die Informationsobjekte
repräsentieren während die Kanten des Netzes den Zusammenhang
zwischen diesen darstellen. Das einer Kante zugeordnete Gewicht re-
präsentiert die Stärke des Zusammenhangs zwischen den Informati-
onsobjekten. Crestani definiert ein assoziatives Netz als:
Definition 7.10 (Assoziatives Netz). „This is a generic network of in-
formation items in which information items are represented by nodes, and
links express sometimes undefined and unlabeled associative relations among
information items.“ [53]
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Ein assoziatives Netz fungiert als grundlegende Definition und gibt
somit den äußeren Rahmen eines Hintergrundmodells vor. Vergli-
chen mit den Modellen des Semantic Web (siehe Abschnitt 3) wird
deutlich, dass eine Ontologie ein konkretes assoziatives Netz dar-
stellt. Konkret, da die Kanten eine semantische Bedeutung zwi-
schen zwei Informationsobjekten beschreiben. Der im vorigen Ab-
schnitt vorgestellte Zusammenhang zwischen dem Modell von Quil-
lian und den Thesen des Semantic Web gibt auch diese Konkretisie-
rung wieder. Der Zusammenhang Spreading Activation und assozia-
tives Netz wird ebenfalls in [18, 200] behandelt. Die obige Nennung
von Konzepten bedeutet jedoch keine Beschränkung auf den Schema-
Part einer Ontologie, sondern es kann ebenfalls auf Instanzen Bezug
genommen werden.
Betrachtet man die dargestellte menschliche Informationsverarbei-
tung unter dem Gesichtspunkt, dass ein assoziatives Netz als Hin-
tergrundmodell verwendet wird, so erfolgt bei der Konfrontation mit
einem Ereignis zunächst die initiale Aktivierung einer Teilmenge von
Knoten. Anderson [8] bezeichnet diese als Primary Units. Anderson be-
schreibt, dass nun ausgehend von diesen Kanten sich die Aktivierung
über das Netzwerk ausbreitet. Es gibt zwei mögliche Abbruchbedin-
gungen, die in Abschnitt 7.6.2 vorgestellt werden.
7.6.2. Technik
Die Ausbreitung der Aktivierung erfolgt in den meisten Fällen auto-
matisch (d.h. nach Aktivierung des Knotens wird die Aktivität sofort
weitergegeben), ungerichtet (d.h. die Richtung der Kante ist nicht von
Bedeutung) und parallel (d.h. alle aktivierten Knoten geben gleichzei-
tig ihre Aktivierung weiter) (vgl. [61]). Der Prozess selbst ist hierbei
frei von Interpretation, d.h. es werden nur nicht-symbolische Nach-
richten übertragen. Die Auswertung möglicher Resultate bedarf je-
doch einer externen Komponente, des Path-Evaluator [111].
Ein mögliches Resultat eines Spreading Activation Algorithmus wird
durch einen Pfad ausgedrückt, der entweder eine Menge von mit-
einander in Beziehung stehenden aktivierten Elementen beinhal-
tet oder ein beziehungsweise mehrere „Marker“ besitzt (siehe Di-
gital or Analog Spreading Activation unten). Die Generierung eines
solchen Pfades ist als Resultat eines Propagation-Schrittes möglich,
138 METHODISCHE UND TECHNISCHE VERFAHRENSVORAUSSETZUNGEN
d.h. einem Schritt, in dem die Aktivierungen zu den benachbar-
ten Knoten weitergegeben werden. Waltz teilte 1985 Spreading Ac-
tivation Algorithmen in zwei wesentliche Klassen von Algorithmen
ein. Er unterscheidet zwischen „Digital Spreading Activation“ und
„Analog Spreading Activation“ (vgl. [238]):
Definition 7.11 (Digital Spreading Activation). „Digital Spreading Ac-
tivation is a class of marker-passing algorithms which perform a breadth-first
search for shortest paths on a relational network.“ [238]
„Digital“ bedeutet hier, dass während der Initialisierung verschie-
dene Marker Knoten aktiviert werden. Im nachfolgenden Spreading-
Activation-Prozess wird ein diskreter Wert je Marker an seine Nach-
barknoten weitergegeben und somit die Information des Markers
durch das Netz ausgebreitet. Treffen sich die Marker in einem Knoten,
so wird der Pfad zurückgegeben, der den Zusammenhang der Mar-
ker aufzeigt. Normalerweise existieren mehrere mögliche Pfade. Die
Kanten der verwendeten Netzwerke zeigen symbolische Zusammen-
hänge zwischen den Knoten auf. Der Zusammenhang selbst wird hier-
bei nicht gewichtet. Lycan [142] beschreibt im Rahmen seiner Causal-
Historical-Theorie ein Beispiel, das die Verwendung von Markern
wiedergibt. Er beschreibt, dass die Probleme, mit welchen der Pro-
zess der Referenzerkennung konfrontiert ist (im konkreten Fall einer
Person) bereits mit der initialen Namensvergabe auftreten. Bei einer
Person erfolgt dies normalerweise bei der Geburt. Dies ist im über-
tragenen Sinne die Vergabe des Markers an den initial zugewiese-
nen Knoten des Wissensnetzwerks. Er beschreibt ebenfalls, dass bei
der Weitergabe des Personennamens die aktuelle Person über diesen
durch die vorhergehende Person informiert wird. Dadurch ergibt sich
eine Kette der Weitergabe, die sich auch auf mehrere Pfade verteilen
kann. Dieses Beispiel kann direkt auf die Weitergabe von markerspe-
zifischer Information durch das Spreadingverfahren übertragen wer-
den. Bereits Lycan weist auf die Mehrdeutigkeit von Namen hin, d.h.
in dem von ihm vorgestellten Fall sind das Namen, die mehrere Per-
sonen tragen.31 Dieses Problem wird in Kapitel 8 behandelt.
31 Hierbei wird an das Eingangs erwähnte Beispiel der Namenvergabe „Marie“ für
Neugeborene verwiesen (siehe Kapitel 1).
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energy“ is distributed over the network based on some mathematical function
of the strength of connections. [238]
„Analog“ bedeutet hierbei eine initiale Aktivierung basierend auf ei-
nem numerischen Wert, der basierend auf Kantengewichtungen und
weiteren Einflussfaktoren während des Spreading verändert wird.
Die aktivierten Knoten bleiben oftmals durchgehend aktiviert, wo-
durch das Spreading Aktivierungspfade, die einen numerischen Zu-
sammenhang repräsentieren, aufgezeigt werden. Diese Aktivierungs-
pfade sind das Resultat eines analogen Ansatzes. Analoge Ansätze
bieten gegenüber den digitalen Ansätzen die Möglichkeit, Ähnlichkei-
ten zwischen Objekten numerisch darzustellen und somit auch durch
das Spreading auf weitere Knoten implizit zu übertragen. Als Resul-
tat werden Aktivierungspfade, die Datenmuster beinhalten, ausgege-
ben. Ein Beispiel des analogen Spreading zeigt die Untersuchung von
Elman [66] basierend auf einem Korpus mit 10000 Sätzen. Das Expe-
riment hatte zur Aufgabe, basierend auf einem analogen Spreading,
die Vorhersage des nächsten Wortes des Satzes vorzunehmen. Bei der
Analyse der Muster stellte er fest, dass das Aktivierungsmuster für
„woman“ im Graphen nahezu dem von „girl“ entsprach. Bei „man“
and „woman“ war eine Ähnlichkeit ebenfalls auffindbar. Weitere In-
formationen zu den „Connectionist Models“, die Spreading Activati-
on auf gewichteten Netzen behandeln, sind im Technical Report von
Thomas und McClelland [228] zu finden.
Aktuelle Ansätze (z.B. [180, 105, 230],[255, 256]) verwenden durchweg
eine Kombination beider Ansätze. Innerhalb dieser Ansätze wird je-
doch zum Teil eine Aufteilung in Teilprozessschritte vorgenommen,
die einer der beiden Verfahrensweisen zugeordnet werden können.
Eine Kombination beider Klassen wurde von Hendler [111] erstmals
vorgestellt. Er verwendet eine Erweiterung eines digitalen Ansat-
zes durch eine numerische Auswertung von Ähnlichkeiten zwischen
Objekteigenschaften.
Definition 7.12 (Analog Spreading Activation). „Analog Spreading Ac-
tivation takes place on a weighted netwok of associations, where “activation
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Die grundlegenden Prozessschritte, die beide Varianten gemeinsam
haben, formuliert Collins [49] in den von ihm aufgestellten Annah-
men zur Aktivitätsausbreitung. Im Folgenden ist ein Auszug an Re-
geln wiedergegeben, die in den Ansätzen (z.B. [118, 105, 230],[255, 256,
257]) in Teilen wiederzufinden sind:
1. Bei Prozessieren eines Konzeptes wird dessen Aktivität an die
mit diesem in Beziehung stehenden Konzepte weitergegeben.
2. Die Weitergabe der Aktivität kann je Knoten nur zu einem Zeit-
punkt erfolgen.
3. Die Aktivität nimmt mit der ansteigenden Länge des Pfades ab,
d.h. wird mit jedem Schritt geringer.
4. Der Wert der Aktivierung kann als eine variable Größe interpre-
tiert werden. Wird ein Konzept von verschiedenen anderen Kon-
zepten aktiviert, können diese Aktivierungen aufaddiert wer-
den. Erreicht ein Konzept einen zu definierenden Schwellwert,
deutet dies auf eine Relevanz des dafür verantwortlichen bezie-
hungsweise damit in Beziehung stehenden Pfades hin.
Spreading Activation Algorithmen können abgesehen von der oberen
Unterscheidung nach vier Kriterien klassifiziert werden (vgl. [61]):
• gerichtet - ungerichtet: Vorhandene Kantenrichtungen im Gra-
phen bestimmen den Fluss des Spreading Verfahrens oder wer-
den ignoriert.
• best first - breadth first: Im ersten Fall gibt im nächsten Spreading-
Schritt der am höchsten aktivierte Knoten seine Aktivierung an
seine Kindknoten weiter. Andernfalls werden von allen aktivier-
ten Knoten die jeweiligen Aktivierungen an die Kindknoten wei-
tergegeben. Im letzteren Fall findet somit eine Breitensuche statt.
• dampening - decay. „Dampening“ erzeugt eine Reduzierung
der Aktivierung basierend auf zuvor festgelegten Kriterien,
z.B. Kantentyp. „Decay“ beschreibt eine Abnahme des weiter-
gegebenen Aktivierungswertes von Knoten zu Knoten, d.h. mit
der Länge des Aktivierungspfades nimmt die weiterzugebende
Aktivierung ab.
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• source specific - pulse specific. Diedrich beschreibt die erste Klasse
als eine Auswahl gegebener Knoten, die zuerst aktiviert werden
und ständig Aktivierung an die mit ihnen in Beziehung stehen-
den Knoten abgeben. Bei Pulse specific hingegen wird die Ak-
tivierung gleich einem Pulsschlag auf einmal durch das ganze
Netz verteilt.
Die gegebenen Klassifikationen sind nicht klar voneinander getrennt.
Sie können auch teilweise gleichzeitig in der Spreading Activation Me-
thode zum Einsatz kommen. Eine Verfeinerung der oben genannten
grundlegenden Kriterien findet sich ebenfalls in der Dissertation von
Scott Preece [180] und den Arbeiten [49, 8].
Feststellung eines Resultats des Spreading Algorithmus
Analoges Spreading Activation wird oft im Zusammenhang mit ei-
nem Lernprozess eingesetzt, d.h. die Erstellung der Aktivitätsmus-
ter ist hierbei ein Ziel, das durch das Lernverfahren erreicht werden
soll. Die Terminierung ergibt sich durch das Ende des Lernprozesses,
z.B. eine benutzerspezifische Bedingung (Beispielsweise durch Errei-
chen eines zuvor festgelegten Schwellwertes). Somit besteht das End-
resultat in der Erzeugung des Aktivierungsmusters beziehungsweise
das Auslesen von knotenspezifischen Aktivierungswerten.
Im Falle von digitalem Spreading beziehungsweise Spreading mit
Markern kommen sogenannte Path-Evaluators zum Einsatz. Der Be-
griff wurde von James Hendler [111] geprägt und bildet einen der
Schwerpunkte im Design von Marker-Passing-Systems (siehe seine
Dissertation [110]). Die initial festgelegten Marker werden bei jedem
Spreading Schritt an die jeweiligen Kindknoten weitergegeben. Im
Verlauf des Spreading kommt es somit zu einem Aufeinandertreffen
von verschiedenen Markern in diversen Knoten. Treffen alle Marker
aufeinander, so handelt es sich um eine potentielle Lösung des durch
das Netzwerk, die Marker und die Aktivierungen festgelegten Pro-
blems. Die Güte beziehungsweise Qualität einer möglichen Lösung
bedarf jedoch einer Analyse. Diese Analyse wird durch den sogenann-
ten „Path-Evaluator“ vorgenommen. Die Analyse des Path-Evaluator
fokussiert auf zuvor festgelegte Kriterien, deren Güte anhand des auf-
gefundenen Pfades bestimmt werden. Genügt der Pfad den Anfor-
derungen nicht, so wird dieser nicht als mögliche Lösung akzeptiert.
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Die genannten Kriterien werden über programmspezifische Heuristi-
ken ausgewertet, die den Pfad untersuchen.
Hendler unterscheidet zwei Arten der Mitteilung des Aufeinander-
treffens von Markern: (1) Senden des ganzen Pfades (2) binäre Mit-
teilung, ob ein Aufeinandertreffen stattfand. Die Wahl hängt von der
Aufgabe des Algorithmus ab.
Aus Effizienzgründen empfiehlt sich eine Abwägung, welche und
wieviele Markerkollisionen überprüft werden sollen. Zu viele bedeu-
tet einen Effizienzverlust, während zu wenige die Gefahr bergen, dass
die „beste Lösung“ sich in den nicht untersuchten Kollisionen ver-
birgt.
Formale Vorgehensweise
Crestani [53] definiert folgenden Ablauf für Spreading Activation Al-
gorithmen (siehe Abbildung 7.12)32:
Die Phasen der Vorbereitung und der Nachbereitung bieten die Mög-
lichkeit, die Aktivierung anhand äußerer Umstände, d.h. situations-
abhängig, zu modifizieren. Beide Manipulationen sind optional und
werden oftmals eingesetzt, um eine Abschwächung („decay“) der Ak-
tivierung zu vollziehen. Beide ermöglichen sowohl die Aktivierung
des Knotens als auch den Verlauf des Spreading die Aktivierung wei-
terer Knoten und somit eine Beeinflussung des gesamten Knotennetz-
werkes. Auch kann hier angegeben werden, welche der mit dem Kno-
ten in Verbindung stehenden Knoten für die Weitergabe der Aktivie-
rung ausgewählt werden (siehe hierzu auch Abschnitt 7.6.2).







32 Diese grundlegende Vorgehensweise von Crestani hat bis heute Bestand, wie
die Verweise auf diese Vorgehensweise in aktuellen Dissertationen belegen,
z.B. Scheir [200] und Berger [18].








Abbildung 7.12.: Ablaufschema für Spreading Activation Algorithmen
In diesem Aktivierungsimpuls geben alle33 n Knoten, die über einge-
hende34 Verbindungen beim Knoten j verfügen ihre jeweiligen Aus-
gangsaktivierungen Oi an diesen Knoten weiter. Die Aktivierung wird
beeinflusst durch das Kantengewicht wij der jeweiligen Kante, über
welche die entsprechende Aktivierung weitergegeben wird.
Die Ausgangsaktivierung Oi eines Knoten i und somit die Aktivie-
rung, die dieser Knoten weitergibt, wird berechnet durch:
Oi = f (Ii)(7.2)
33 Hierbei können bei modifizierten Algorithmen auch nur Ausschnitte der Menge
der eingehenden Knoten berücksichtigt werden.
34 Im Standardfall ist die Aktivierungsweitergabe nur über ausgehende und so-
mit beim Knoten j eingehende Verbindungen möglich. Innerhalb einer spe-
zifischen Algorithmusumsetzung kann von dieser Einschränkung abgewichen
werden, z.B. durch ungerichtete Kanten.
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Die Funktion f (Ii) kann eine beliebige Funktion darstellen, z.B. eine
lineare Funktion oder eine Schwellwertfunktion. Letztere wird sehr
oft verwendet und ist definiert durch:
Oi =
{
0 : Ii < ki
1 : Ii ≥ ki
Der Parameter ki gibt hierbei den Schwellwert vor, der übertroffen
werden muss damit eine Aktivierung weitergegeben wird. Zudem
handelt es sich in der dargestellten Funktion um die Weitergabe bi-
närer Aktivierungswerte.
Weitere Einzelheiten und Varianten zu der Durchführung von Vor-
und Nachverabeitungsschritten ist in der Dissertation von Pree-
ce [180] beschrieben.35
Der Zusammenhang zwischen Spreading Activation und Neuronalen
Netzwerken wird auf Grundlage der Definition von Neuronalen Net-
zen im Buch von Rummelhart und McClelland [194] sowie im Artikel
von Berthold et al. [23] dargestellt.
Einschränkung des Spreading Prozesses
Eine unkontrollierte Durchführung des Spreading Activation Ansat-
zes birgt Risiken, die abgewogen werden müssen. Beispielsweise führt
ein unbeschränktes Spreading zu einer kompletten Verbreitung der
Aktivierung durch das ganze Netz. Dies erschwert zum einen das
Auffinden von Aktivierungsmustern oder Pfaden und zum anderen
bringt es hohe Bearbeitungszeiten mit sich. Auch werden Zusatzinfor-
mationen im Sinne der Verwendung von Labels, d.h. Knoten- bezie-
hungsweise Kantennamen und semantischen Beschreibungen nicht
analysiert.
35 Er unterscheidet zwischen quellen- und zielspezifischer Beeinflussung der Sprea-
dingwerte, z.B. „full strength-, unit-“ und „equal-distribution-spreading“ im Fall
der Quelle und „summation, inverse destination frequency spreading“ sowie „de-
cay factors“ im Fall des Ziels.
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Dies wird deutlich in der Beschreibung von Anderson [8], der eben-
falls den Zusammenhang zur menschlichen Informationsverarbei-
tung aufzeigt. Seine Arbeit beschreibt die psychologische Verarbei-
tung von semantischen Informationen und weist bei dieser auf einen
grundlegenden Fehler hin, der bei dieser Verarbeitung auftreten kann.
Die Tendenz des Menschen zur „Overinclusion“, beschreibt das Phä-
nomen, dass eine Information beziehungsweise Instanz der falschen
semantischen Klasse zugeordnet wird. Dies geschieht, obwohl die In-
formation nicht vollständig dieser zugeordnet werden kann, jedoch
in primären Charakteristika dieser entspricht. Ein typisches Beispiel
ist seiner Meinung nach die Zuordnung von Schmetterlingen zu Vö-
geln. Diese Zuordnung erfolgt aufgrund der Tatsache, dass Schmetter-
linge fliegen können. Jedoch handelt es sich bei Schmetterlingen um
Insekten und bei Vögeln um Wirbeltiere. Daher ist eine Übereinstim-
mung im primären Merkmal „fliegen“ ist gegeben. Diese stellt sich
jedoch – bei näherem Blick – als falsch heraus. Die Auffassung des Au-
tors dieser Arbeit kann dies insbesondere im Rahmen von Spreading-
Algorithmen passieren, da diese in den meisten Fällen bereits eine In-
formationsverbindung ausnutzen ohne einen vollständigen Vergleich
aller Assoziationen zwischen Klassen36 durchzuführen.
Folgende Kategorien wurden entworfen, um sich den oben darge-
stellten Problemen anzunehmen. Diese Einschränkungen stützen sich
ebenfalls auf die Arbeiten von Crestani und Preece [53, 180].
Einschränkung des Abstands Nach einem zuvor festgelegten Ab-
stand wird keine Aktivierung mehr weitergegeben. Diese Be-
schränkung folgt der Annahme, dass nach einer gewissen Ent-
fernung kein ableitbarer Zusammenhang von Relevanz mehr
zwischen dem initialen Ursprungsknoten der Aktivierung und
dem jetzigen Zielknoten vorhanden ist.
Einschränkung der ausgehenden Verbindungen Die Knoten, die
über eine hohe Anzahl von Kanten verfügen, geben keine
Aktivierung ab. Dieser Umstand kann auch auf Ontologien
übertragen werden. Je nach Aufgabe des Algorithmus ist die
Weitergabe der Aktivierung eines Konzeptknotens an alle seine
zugehörigen Instanzknoten kontraproduktiv.
36 Dies kann mit Algorithmen für Reasoning erreicht werden. Für nähere Informatio-
nen zu Reasoning siehe [35, 219]. Ebenfalls kann über semantische Kantengewich-
tungen darauf Einfluss genommen werden (siehe Kapitel 12).
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Pfadeinschränkungen Der Pfad darf nur aus Knoten bestehen, die zu-
vor festgelegten Kriterien entsprechen.
Aktivierungseinschränkungen Hier handelt es sich um Schwellwer-
te, die ein weiteres Ausbreiten der Aktivierung vom gegebenen
Knoten verhindern, falls deren Werte überschritten werden. Die-
se können zuvor vorgegeben werden oder durch den Algorith-
mus dynamisch bestimmt werden.
Einschränkungen sind oftmals mit einer Reduktion des Umfangs des
zu durchsuchenden Graphen verbunden. Diese Reduktion bewirkt so-
mit gleichzeitig eine Laufzeitverbesserung. Im vom Autor dieser Ar-
beit entwickelten Ansatz kommen die Einschränkung des Abstands,
der ausgehenden Verbindungen und der Aktivierung zum Einsatz
(siehe Kapitel 8 und 13). Mögliche Pfadeinschränkungen hängen von
der gegebenen Ontologie ab. Ob diese eingesetzt werden ist indivi-
duell zu entscheiden. Einschränkungen des Abstands und der Akti-
vierung erwirken die angesprochene Reduktion des Umfangs. Eine
Einschränkung der ausgehenden Verbindung betrifft im Rahmen die-
ser Arbeit die Data-Properties, da eine Übereinstimmung von Wer-
ten von Basisdatentypen keine semantische Assoziation im Sinne der
Ontologie darstellt. Zudem besteht die Möglichkeit, den Verbindun-
gen (Objectproperties) Kostenwerte beizufügen, die ebenfalls für eine
Auswahl verwendet werden (siehe Kapitel 12).
7.7. Zusammenfassung
Zurückkommend auf den in Abschnitt 7.2 vorgestellten Prozess zur
Referenzbestimmung, der auch in der untenstehenden Grafik 7.13
nochmals gezeigt wird, erfolgt zunächst in Phase 1 die Textanalyse,
die in Abschnitt 7.3 vorgestellt wird. Diese identifiziert die Phrasen,
d.h. Wortfolgen, die innerhalb des untersuchten Textes Namen von
Entitäten repräsentieren. Aufbauend auf diesen erfolgt in Phase 2 die
Identifikation der Ontologieinstanzen, deren Benamung mit den im
Text erkannten Entitätsbezeichnern in Zusammenhang gebracht wird,
z.B. über vollständige oder teilweise Überlappung der Zeichenfol-
gen. Die Entitäten innerhalb des Dokumentes bezeichnen die Aussage
des Dokuments (siehe Postulat 7.9). Insofern birgt die Ermittlung der
Satzaussage (Abschnitt 7.5) eine gleichzeitige Disambiguierung der
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Entitäten. Jeder Bezeichner einer Entität definiert hierbei eine Grup-
pe im Steiner-Gruppen-Problem (Abschnitt 7.4.2). Hierbei enthält die
jeweilige Gruppe die Intension des Bezeichners, d.h. die Adressen der
oben genannten Instanzen. Im Bild wird die Ermittlung der Gruppe
durch f Intension(Bi) dargestellt, während die in Phase 3 vorgenomme-
ne Auflösung des Gruppen-Problems in der rechten Spalte visualisiert
ist. Die Lösung des Steiner-Gruppen-Problems erfolgt über einen Al-
gorithmus zur Graphexploration, der den Resultatgraph, d.h. die Lö-
sung des Steiner-Gruppen-Problems, mittels eines auf Spreading Ac-
tivation (Abschnitt 7.6) basierenden Verfahrens ermittelt. Dieser Algo-




































Abbildung 7.13.: Phasen des Prozesses zur Referenzbestimmung

8. Basisansatz
Bereits 1975 wies Collins auf die grundlegende Bedeutung des Ver-
ständnisses der menschlichen Sprache im Bereich von rechnergestütz-
ten Dienstleistungen durch die Aussage „For information retrieval, and
for social science, the implications of having a computer program able to re-
produce the essentials of human understanding of language would seem to be
of no small importance“ [49] hin. Um dieses zu ermöglichen muss zu-
vor eines der größten Hindernisse auf dem Weg zum Verständnis der
menschlichen Sprache, die Mehrdeutigkeit von Begriffen, ausgeräumt
werden.
Nachdem im Teil I der Dissertation die verschiedenen Arten von Am-
biguität behandelt und in der bisherigen Ausführung von Teil II die
technischen Grundlagen für die Umsetzung eines Algorithmus zur
Referenzauflösung dargestellt werden, wird innerhalb des nun folgen-
den Kapitels der im Rahmen dieser Arbeit erstellte Basisansatz zur Re-
ferenzbestimmung mehrdeutiger Begriffe vorgestellt. Dieser Ansatz
basiert auf der im vorausgehenden Kapitel vorgestellten Technik des
Spreading Activation (Abschnitt 7.6). Der konkrete Zusammenhang
von Spreading Activation und der Vorgehensweise innerhalb eines
kognitiven Modells zur Auflösung von ambiguen Begriffen, d.h. der
Referenzbestimmung, wird in Abschnitt 8.1 vorgestellt. Die appro-
ximative Bestimmung der Satzaussage M(A) (siehe Postulat 7.9) in
Form eines Steiner Baums (siehe Abschnitt 7.4.2) wird in Abschnitt 8.2
diskutiert. Der darauf folgende Abschnitt 8.3 bringt diese approxima-
tive Bestimmung in den Zusammenhang mit der Spreading Activati-
on Technik, d.h. der grundlegenden Verfahrensweise des vorgestellten
Ansatzes. In Abschnitt 8.4 wird das im Rahmen dieser Arbeit entwi-
ckelte Verfahren zur Disambiguierung mehrdeutiger Entitäten mittels
Spreading Activation eingeführt.
150 BASISANSATZ
8.1. Spreading Activation und Ambiguität
Die grundlegende Idee zur informationstechnischen Lösung des Pro-
blems der Referenzbestimmung mehrdeutiger Begriffe orientiert sich
an der menschlichen Kognition, d.h. am Prozess der bei der Referenz-
bestimmung vom Menschen vollzogen wird.
Die Idee der Verwendung von Spreading Activation zur Disambiguie-
rung mehrdeutiger Begriffe wird bereits von Deane 1988 [60] verfolgt.
Wenngleich Deane keine konkrete Umsetzung der Disambiguierung
und des Wissensmodells im Sinne eines Algorithmus beschreibt, bie-
ten die von ihm vorgenommenen Untersuchungen Einsicht in eine
theoretisch beschriebene, auf Spreading Activation basierende Vorge-
hensweise zur Referenzbestimmung. Er definiert hierzu zwei Spezia-
lisierungen der referentiellen1 Polysemie, die auch von Pethö [174]
übernommen (siehe hierzu auch Abschnitt 5.2.5) und ursprünglich
von Fauconnier [73] in Teilen beschrieben wurden. Dean und Pethö
beschreiben hierbei die zwei Phänomene referentieller Polysemie. Zu-
nächst wird der Fall der möglichen Referenzbestimmung (Closed Re-
ferential Polysemy) und anschließend der Fall, in welchem die Refe-
renz nicht eindeutig bestimmt werden kann, beschrieben (Open Refe-
rential Polysemy) :
Postulat 8.1 (Closed Referential Polysemy2). Durch die asymmetrische
Verteilung der Aktivierung im konzeptuellen Netzwerk ist es immer möglich,
die primäre Referenz, auf die sich das ambigue Wort bezieht, zu bestimmen.
Gleichzeitig darf dem Wort nur die gleiche Bedeutung im Kontext des Textes
zugewiesen sein.3
Diese Form der Referenzbestimmung basiert auf der Möglichkeit Pfa-
de, innerhalb des semantischen Netzwerkes anderen vorzuziehen und
1 Der Ausdruck „referentielle Polysemie“ beschreibt die nicht eindeutig mögliche
Zuweisung der korrekten Referenz zum polysemen Ausdruck.
2 Definition in [174]: „Closed referential polysemy derives from an asymmetric spread of
activation in a conceptual network, which accounts for the facts that 1) with closed poly-
semy, it is always obvious which the primary, ’direct’ referent of a word is and which is
derived and 2) closed polysemy disallows crossed-sense anaphora (or more generally, leads
to zeugma).“
3 Dean weist darauf hin, dass dies auch zu Zeugma transformiert werden kann. Un-
ter Zeugma versteht man das Zusammenfügen zweier oder mehrere Teile eines
Satzes mittels eines einfachen Verbs oder Nomens, z.B. „Er nahm seinen Mantel
und seinen Hut“.
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dadurch die primäre Referenz zu bestimmen, die als mögliche Bedeu-
tungen des zu disambiguierenden Wortes sich auf dem bevorzugten
Pfad befindet. Durch diese Pfadauswahl findet eine asymmetrische
Aktivierung innerhalb des konzeptuellen Netzwerks statt, indem be-
stimmte Pfade anderen vorgezogen werden können. Deane und Pethö
geben hierfür zwar Beispiele an, beschreiben jedoch nicht, wie diese
Pfadauswahl technisch durchgeführt werden kann.
Postulat 8.2 (Open Referential Polysemy4). Durch die symmetrische Ver-
teilung der Aktivierung kann keine primäre Referenz bestimmt werden. Da-
durch können für ein Wort auch nach dem Spreading noch mehrere Bedeu-
tungen in Frage kommen. Dieser Zustand kann zum einen durch symmetri-
sche konzeptuelle Relationen ausgehend von einem Knoten erreicht werden,
zum anderen durch mindestens zwei asymmetrische Operationen, die sich im
selben Knoten treffen.
Bei dieser Art von Polysemie kann der primäre Referent nicht be-
stimmt werden. Dies geht darauf zurück, dass notwendige Informa-
tionen, welche die Bevorzugung von einzelnen Pfaden und somit ein-
zelnen Referenzen ermöglichen würden, entweder nicht im zugrunde
liegenden Text genannt oder aufgrund der Struktur des assoziativen
Netzes nicht erreichbar sind. Somit findet eine symmetrische Vertei-
lung der Aktivierung innerhalb des konzeptuellen Netzwerks statt.
Die Einordnung beider Arten von Polysemie im Verhältnis zur Hom-
onymie, Eindeutigkeit und den anderen Arten von Polysemie wird







closed r.p. + 
regular polysemy
allosemy single meaning
Abbildung 8.1.: Open und Closed Referential Polysemie (entnommen
aus Pethö [174])
4 Definition in [174]: „Open referential polysemy on the other hand derives from a sym-
metric spread of activation, which accounts for the phenomena opposite to what has been
observed with closed polysemy: 1) no primary referent can be established; 2) no zeugma
arises.“
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Pethö ordnet hierbei regulärer Polysemie (vgl. systematische Polyse-
mie 5.2) Closed Referential Polysemy bei. Diese Zuordnung basiert dar-
auf, dass mögliche asymmetrische Aktivierungsausbreitung auf das
Umsetzen einer Regel(n) zurückgeführt werden kann. Dies bedeu-
tet die Möglichkeit zur selektiven Pfadwahl anhand vorhandener Re-
geln, die Informationen zur erfolgreichen primären Referenzbestim-
mung bieten. Diese Zuordnung erfolgt nicht zu Open Referential Po-
lysemy. Sondern erfolgt eine symmetrische Aktivierungsausbreitung
und somit kann keine primäre Referenz aufgrund fehlender zusätzli-
cher Information innerhalb des Textes vorgenommen werden. Lexika-
lische Polysemie betrachten Deane und Pethö als nicht auflösbar, da
die Aktivierungen von verschiedenen Pfaden ausgehend aufeinander
treffen und es so zu Überlappungen von möglichen Bedeutungsvari-
anten kommt. Wenngleich Pethö referentielle von lexikalischer Poly-
semie trennt, so können die Bedeutungen lexikalisch polysemer Be-
griffe innerhalb des kontextuellen Rahmens eines Textes über die je-
weiligen Referenzen miteinander in Beziehung gesetzt werden. Iraide
Ibarretxe-Antuñano beschreibt dies durch ihre Aussage: „They need the
help of the semantic content of other lexical items in order to obtain those po-
lysemous senses“ [116]. Somit sind diese nicht als vollständig getrennt
zu betrachten.
Die Umsetzung der Referenzbestimmung anhand eines mathemati-
schen Modells beziehungsweise einer algorithmischen, prozessorien-
tierten, Vorgehensweise wurde von Pethö und Deane jedoch nicht ent-
wickelt.
8.2. Grundlagen zur Bestimmung
der Satzaussage
Die Orientierung an den kognitiven Prozessen des Menschen
und somit der menschlichen Art und Weise der Auflösung von
Mehrdeutigkeit setzt neben der Umsetzung der kognitiven Analyse
auch die Feststellung eines Resultats voraus, d.h. eine Untermenge
möglicher Referenzen. Zwar werden von Deane [60] auf Spreading
Activation basierende Mechanismen im Kontext von referentieller Po-
lysemie vorgestellt, jedoch keine algorithmische Vorgehensweise, die
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es ermöglicht mittels eines durchgeführten Spreadings die im Kontext
gemeinte Referenz zu bestimmen.
Basierend auf der deklarativen Wissensstruktur einer Ontologie wird
in Abschnitt 7.5 die theoretische Vorgehensweise zur graphbasierten
Referenzbestimmung vorgestellt. Im Postulat 7.9 wird das Konzept
einer Satzaussage vorgestellt, d.h. die Bestimmung eines Teilgraphen
basierend auf den Grundlagen der Zwei-Ebenen Semantik, der die-
se Aussage repräsentiert. Für jedes Wort eines Satzes wird die zuge-
hörige Intension bestimmt. Je Intension muss im Resultatgraph min-
destens eine Adresse enthalten sein. Der Resultatgraph zeigt die im
Kontext des Satzes verwendete Bedeutung eines jeden Wortes auf und
somit die gesamte Bedeutung des Satzes, d.h. die Satzaussage.
Diese Vorgehensweise birgt Ähnlichkeiten zu klassischen Suchalgo-
rithmen, die ausgehend von einer Menge von Schlüssel- bzw. Such-
begriffen, Daten, die unter diesen Begriffen aufzufinden sind, zurück-
liefern. Auch die Bestimmung der referenzierten Adressen baut da-
her auf den Grundlagen einer solchen Suche auf. Jeffrey Yu, Lu Qin
und Lijung Chang beschreiben in ihrer wissenschaftlichen Veröffentli-
chung [249] und ihrem Buch [248] theoretische Grundlagen zu Vorge-
hensweisen hinsichtlich „Keyword Search in Relational Databases“. Die
Bestimmung eines Suchergebnisses basiert hierbei auf der Extraktion
des korrekten Teilgraphen T innerhalb des Datengraphen GD, der die
Antwort auf eine Suchanfrage mit l Suchbegriffen birgt. Die Autoren
beschreiben dies als „tree-based-semantics“, d.h. innerhalb des Resul-
tatgraphen T müssen Knoten vi ∈ V(T) existieren für die gilt, dass vi
für einen Suchbegriff ki steht (für 1 ≤ i ≤ l). Die Blattknoten dürfen
nur diese Knoten darstellen, d.h. leaves(T) ⊆ {v1, ..., vl}. Siehe auch
Abschnitt 7.4.2, in dem die grundlegenden Konzepte zur Teilgraphen-
bestimmung bereits eingeführt wird.
Yu, Qin und Chang unterscheiden verschiedene Rückgabestrukturen
der Suchverfahren. Hierbei handelt es sich zum einen um Baumstruk-
turen und zum anderen um Teilgraphen, welche die Resultate der
Suchanfrage repräsentieren. Auf Bäume als Rückgabestruktur wird
im Folgenden genauer eingegangen. Zur Bestimmung der Güte des
Resultats der Anfrage in einer Baumstruktur unterscheiden die Au-
toren zwei mögliche Kostenfunktionen5 STBS (Definition 8.3) und
5 „Weights are assigned to edges to reflect the (directional) proximity of the corresponding
tuple“ [249]
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DRS (Definition 8.4 ) als Grundlage von Verfahren zur Teilgraphen-
bestimmung:
Definition 8.3 (Steiner Tree-Based Semantics6 (STBS)). Die zur Anwen-
dung kommende Kostenfunktion cSTBS(T) = ∑e∈T c(e) berechnet die Ge-
samtkosten auf ALLEN innerhalb des Graphen vorkommenden Kanten. Die
Kostenfunktion wird vom verwendeten Algorithmus vorgegeben.
Definition 8.4 (Distinct Root Semantics (DRS)). Anstatt der Berech-
nung der Kostenfunktion basierend auf allen Kantengewichten wird eine
terminalspezifische Gewichtung eingesetzt. Die Kostenfunktion cDRS(T) =
∑li=1 dist(root(T), ki) bestimmt jeweils das Gewicht hinsichtlich des kürzes-
ten Abstands des jeweiligen Blattknotens ki zur Wurzel root(T) des Teilgra-
phen.
Die Bestimmung von Teilgraphen basierend auf einer Minimierung
der in der Definition 8.3 vorgestellten Kostenfunktion cSTBS(T) ent-
spricht der in Abschnitt 7.4.2 vorgestellten Definition eines Steiner-
baums 7.7. Das Problem der Bestimmung des optimalen Steinerbaums
ist der Komplexitätsklasse NP zugeordnet (vgl. [119]). Zugleich ent-
spricht die Bestimmung einem Aufwand von O(2m) (m bezeichnet die
Anzahl der Kanten), da eine exponentielle Anzahl an möglichen Bäu-
men berechnet werden muss. Wird der Teilgraph jedoch mittels der
Minimierung der Kostenfunktion cDRS(T), d.h. der Distinct Root Se-
mantics (Definition 8.4), bestimmt, so birgt dies einen Aufwand von
O(l(n log n + m)), mit n = |V(T)| und n möglichen Bäumen, d.h. je-
der Knoten kann als potentielle Wurzel eines Baumes betrachtet wer-
den (vgl. [249]).
In Anbetracht der unterschiedlichen Komplexitäts- und Aufwands-
werte wird deutlich, dass algorithmische Verfahren, die eine Lösung
gemäß des Prinzips der Steiner-Tree-Based-Semantics suchen, gerin-
gere Effizienz aufweisen. Hingegen ermöglicht die Teilgraphenbe-
stimmung mittels der Kostenfunktion der Distinct-Root-Semantic ei-
ne effizientere Bestimmung der Näherungslösung. Bei dieser handelt
sich jedoch um eine Näherungslösung im Vergleich zur „optimalen“
Lösung eines Steinerbaums. Dieser Zusammenhang zwischen STBS
6 Der Begriff „Semantics“ wird von den Autoren nicht näher bestimmt. Der Autor
dieser Arbeit übernimmt diesen Begriff, um den korrekten Bezug zu den ursprüng-
lichen Autoren zu gewährleisten.






























Abbildung 8.2.: Zusammenhang Steiner-Tree-Based und Distinct-
Root-Semantics
Im Kontext dieses Zusammenhangs ist ebenfalls auf die Optimierung
des Resultats in Verbindung mit einer Minimierung der Kostenfunk-
tion hinzuweisen. Somit kann davon ausgegangen werden, dass bei
Distinct Root Semantics der Teilgraph T mit den minimalen Kosten
min(cDRS(T)) eine Näherung beziehungsweise gegebenenfalls eine
exakte Übereinstimmung zum gesuchten Steinerbaum darstellt.
Im Zusammenhang mit der zuvor angesprochenen Bestimmung der
Satzaussage ist darauf hinzuweisen, dass sich zusätzlich die Kom-
plexität des Steiner-Gruppen-Problems erhöht, da es sich hier um
Mengen handelt, die eine Selektion des zu verwendenden Blatt-
knotens (d.h. der Adresse) je Intension des jeweiligen Suchbegriffs
und DRS wird dadurch deutlich, dass im Falle von kantendisjunk-
ten Verbindungen zu den gesuchten Begriffen beide Kostenfunktio-
nen übereinstimmen, d.h. cSTBS = cDRS (siehe Abbildung 8.2(a)). Je-
doch für Graphen, die dieses kantendisjunkte Merkmal nicht aufwei-
sen, gilt cSTBS < cDRS (siehe Abbildung 8.2(b)). Somit gilt:
Satz 8.5. Der Zusammenhang zwischen Steiner Tree-Based Semantics und
Distinct Root Semantics ist durch cSTBS ≤ cDRS gegeben.
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erfordern. Hierbei kann eine Näherung über die Verwendung von
Distinct-Root-Semantics erzielt werden.
Zwischen Verfahren zur Bestimmung der Satzaussage und der von
Yu et al. beschriebenen Suche, d.h. zwischen den Suchalgorithmen ba-
sierend auf Schlüsselworten und denen zur Disambiguierung, besteht
jedoch ein wesentlicher Unterschied. Im Zusammenhang mit einem
vorliegenden Satz besteht bei der Disambiguierung die Möglichkeit
des Zugriffs auf Kontextinformationen innerhalb des Satzes zusätz-
lich zu den ambiguen Begriffen. Auf diese impliziten Informationen
kann zur Disambiguierung ebenfalls zurückgegriffen werden.
8.3. Bestimmung von Steinerbäumen mittels
Spreading Activation
In Kapitel 7.6 wird die Methode Spreading Activation zur Simulation
menschlicher kognitiver Prozesse vorgestellt. Es wurde des Weiteren
auf die Verwendung von markerbasierten Spreading Methoden auf
Grundlage der von Hendler [111] entwickelten Technik hingewiesen
und insbesondere die Definition 7.11 des Digital Spreading vorgestellt,
die auf der Verwendung von Markern basiert und ein prinzipielles
Vorgehen zur Bestimmung von Lösungen vorgibt.
Die Verwendung von Markern heftet ausgewählten Knoten eine Infor-
mation an. Diese Information wird in jedem Spreading Schritt weiter-
gegeben und die zur Information assoziierte Aktivierung gemäß der
Formel des Spreading Activation Algorithmus angepasst. Meist im-
pliziert diese einen Decay-Parameter und somit eine distanzgebunde-
ne Abschwächung des Aktivierungswerts. Basierend auf der iterativ
(d.h. im Pulstakt und Activation Decay; siehe Abschnitt 7.6.2) erfol-
genden Weitergabe von markerspezifischer Information können Akti-
vierungswerte verschiedener Marker innerhalb eines Knoten zusam-
menkommen. Somit verfügt dieser Knoten über die Information der
Marker und den diesen zugeordneten Aktivierungswerten.
Überträgt man diesen Vorgang auf das Problem der Steinerbaum-
Bestimmung basierend auf einer initial gegebenen Menge von Enti-
tätsbezeichnern, so wird zunächst ein Marker mi ∈ M für jeden dieser
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Bezeichner individuell erstellt und dieser initial dem Knoten, der ei-
ne Entität mit einem solchen Bezeichner repräsentiert und somit jeder
Adresse in der Intension des Bezeichners zugewiesen. Hierbei findet
auch eine initiale Zuweisung des zugehörigen Aktivierungswerts für
den Marker statt.7 Im Laufe des Spreading werden die markerspezi-
fischen Aktivierungen weitergegeben. Treffen im Verlauf des Sprea-
dingvorgangs alle Marker in einem Knoten aufeinander, d.h. der Kno-
ten besitzt Aktivierungswerte für jeden gegebenen Marker, so reprä-
sentiert dieser eine mögliche Lösung in Form eines Teilbaumes, dessen
Wurzel durch diesen Knoten repräsentiert wird. Ein solcher Teilbaum
wird mittels der Kostenfunktion cSP(T) : ∑
|M|
i=1 ami beurteilt, welche
die Summe der markerspezifischen Aktivierungenswerte, die dem
Wurzelknoten zugeordnet werden, berechnet (siehe Abschnitt 7.6.2;
Kriterium für Path-Evaluator). Die Weitergabe einer Markeraktivie-
rung vom Ursprungsknoten hin zu diesem Knoten beschreibt den Ver-
bindungspfad (Funktion p f ad, siehe Def. 7.5) zwischen diesen Kno-
ten. Bei der Weitergabe der Aktivierung des Markers mi zwischen
zwei benachbarten Knoten v und g wird die Distanz durch die Ver-
wendung eines Decay-Faktors und der zusätzlichen Gewichtung der
Kante berücksichtigt (z.B. ag,i = av,i · d · wv,g; Decay-Faktor d). Inso-
fern hängt der markerspezifische Aktivierungswert eines Knotens g
ab vom Abstand zwischen diesem Knoten und dem Knoten der ei-
ne Intension des Markers repräsentiert. Die Funktion dist(root(T), ki)
beschreibt die Distanz vom Wurzelknoten ausgehend zum Intensions-
knoten des Markers ki bei der Rückverfolgung der höchsten Aktivie-
rungswerte bzgl. dieses Markers. In der Konsequenz resultiert dar-
aus: min(cDRS(T))=̂max(cSP(T)). Ein algorithmisches Suchverfahren
mittels Spreading Activation ist somit Distinct-Root-Semantics zuzu-
ordnen und somit gleichzeitig als Verfahren zur approximativen Be-
stimmung des das optimale Resultat beschreibenden Steinerbaumes
zu betrachten. Hierbei gilt: Je höher die Gesamtaktivierung des Root-
knotens, desto besser die approximative Näherung (vgl. vorheriger
Abschnitt 8.2).
Wird diese Vorgehensweise ohne zusätzliche algorithmische Modifi-
kationen ausgeführt, so führt diese „a breadth-first search for shor-
test paths on a relational network“ (Definition 7.11) durch. Diese
7 Dieser ist abhängig von der Zuordnung des Bezeichners zum Ontologieelement
und gegebenenfalls weiterer textueller Gegebenheiten im zugrundeliegenden Text
(siehe Kapitel 12 zur Bestimmung des initialen Akivierungswertes).
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M Menge der Marker für alle Entitätsbezeichner
cSP(T) Summe der markerspezifischen Aktivierun-
gen im Teilbaum T
d Decay-Faktor
wv,w Kantengewicht zwischen Knoten v und Kno-
ten w
dist(root(T), ki) Distanz zwischen Wurzel des Teilbaums T
und Intension des Markers ki bei Rückverfol-
gung des Pfads der höchsten Aktivierung.
cDRS(T) Definition 8.4
Tabelle 8.1.: Variablen zur Bestimmung von Steinerbäumen mittels
Spreading Activation
impliziert eine Äquivalenz zur Suche nach dem Prinzip des Breadth-
First Algorithmus von Dijkstra [51, S. 595]. Dieser Zusammenhang ist
anhand der Speicherung des maximalen Aktivierungswerts per Mar-
ker im jeweiligen Knoten ersichtlich, welches dem Prinzip der Spei-
cherung des minimalen Abstands von Djikstra folgt. Dies setzt voraus,
dass alle Knoten ihre Aktivierungen innerhalb eines Pulses weiterge-
ben und kein Priorisieren von Knoten stattfindet.8 Ein Beispiel eines
solchen Spreading Vorgangs ist in Abbildung 8.3 gegeben.
Der Ausgangsgraph ist durch die grauen Kanten dargestellt. Ziel
ist es Referenzen für die Bezeichner a, b, c zu finden. Im Beispiel
wurde nur eine Intension je Bezeichner verwendet. Auf der rech-
ten Bildhälfte ist die Bestimmung des Steinerbaums mittels Sprea-
ding Activation dargestellt. Die Aktivierungsweitergabe (Spreading)
wurde bereits vollständig ausgeführt und alle berechneten Aktivie-
rungswerte sind in der rechten oberen Abbildung dargestellt. Der
Wert max(cSP(T)) wird für den Teilbaum mit der Wurzel r mit
der Gesamtaktivierung von ar = 2, 4 erzielt. Zusammen mit der
Rückverfolgung der Marker (d.h. je Bezeichner die Intension mit
dem kürzesten Abstand und der höchsten Aktivierung) ergibt sich
der in der rechten unteren Bildhälfte dargestellte Resultatgraph.
8 Der Vergleich mit Djikstra setzt eine systematische Verteilung der Aktivierung vor-
aus. Der Einsatz eines Priorisierens und somit asymmetrischer Verteilung der Ak-
tivierung widerspricht diesem. Eine Beschreibung von symmetrischer und asym-

























































CDRS(T)  = 3
Abbildung 8.3.: Beispielsuche mit Hilfe von Spreading Activation
Die Berechnung des Steinerbaums (siehe Abschnitt 7.7) mittels Dis-
tinct Root Semantics (cDRS(T) = 1+ 1+ 1 = 3) ist in der linken Bild-
hälfte dargestellt. Hierbei ergibt sich eine Übereinstimmung des best-
möglichen Resultgraphs mittels Distinct Root Semantics und dem
Spreading Activation Ansatz. In diesem Beispiel ist ein Kantengewicht
von 1 und ein Decay-Faktor von 0, 8 gegeben. Ein Verlust dieser Über-
einstimmung kann bei der Verwendung anderer Kantengewichtun-
gen erfolgen. Für das Beispiel wurde 1 als Gewichtungswert für jede
Kante verwendet.
8.4. Algorithmus
Zunächst wird in die allgemeine Vorgehensweise des Algorithmus
in Abschnitt 8.4.1 eingeführt, bevor der Algorithmus selbst in Ab-
schnitt 8.4.2 vorgestellt wird. In Abschnitt 8.4.3 wird dieser anschlie-
ßend zusammengefasst. Die Problematik der nicht zusammenhängen-
den Teilbäume wird in Abschnitt 8.4.5 besprochen und im Anschluss
daran der Algorithmus an einem Beispiel in Abschnitt 8.4.6 erklärt.
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8.4.1. Textuelle Analyse
Der Disambiguierung selbst geht die textuelle Analyse voraus, die es
ermöglicht, ontologiespezifische Entitätsbezeichner (z.B. Bezeichner
von Konzepten, Instanzen etc.) im Text zu erkennen (siehe hierzu Ab-
schnitt 7.3). Eine Erkennung aller ontologischen Merkmale ermöglicht
eine kontextbezogene Übertragung über verschiedene Informations-
medien hinweg, d.h. textuell repräsentiertes Wissen wird anhand ei-
ner Auswahl von Merkmalen (d.h. den erkannten Bezeichnern) auf
das in einer Ontologie modellierte Wissen übertragen. Eine direk-
te9 Vorgehensweise, um diese beiden Welten zu vereinen, ist die Su-
che nach Ontologieelementen innerhalb des Wörterbuchs der Onto-
logie, die namentlich mit den Bezeichnern übereinstimmen (vgl. Ab-
schnitt 7.4). Die Vorgehensweise des Algorithmus basiert auf dem
Prinzip der Zwei-Ebenen Semantik, die in Abschnitt 6.2.1 eingeführt
wurde und hier zum besseren Verständnis der algorithmischen Vorge-
hensweise nochmals besprochen wird. Zunächst wird für einen durch
die textuelle Analyse erkannten Bezeichner die zugehörige Intensi-
on bestimmt ( f Intension(B)), d.h. die Adressen (Seme) der Instanzen in
der Ontologie. Ambiguität definiert sich hierbei aus Intensionen, die
mehr als eine Adresse beinhalten. Im Rahmen der konzeptuellen Ana-
lyse sind alle Intensionen relevant. Dies impliziert ebenfalls eindeu-
tige Bezeichner-zu-Ontologieelement-Zuordnungen, d.h. Intensionen,
die nur eine Adresse beinhalten, da diese Informationen zur Bestim-
mung des Kontextumfelds von Adressen anderer Intensionen von Be-
lang sind. Die konzeptuelle10 Einbettung eines Ontologieelements in-
nerhalb der Ontologie wird als dessen Extension bezeichnet. Dies ist
in Abbildung 8.4 exemplarisch mit den Bezeichnern „A“, „B“ und „C“
9 Die textuelle Analyse bietet eine Vielzahl von Möglichkeiten des Bezeichnerver-
gleiches. So können Informationen, wie z.B. textuelle Distanzen zwischen Parame-
tern, Informationsgewinnung mit zusätzlichen Lexika, indirekte Referenzen über
Pronomina, satzspezifische Aussagen durch lokale Kontextbeschränkung etc. zur
Gewichtung der Güte der Bezeichnerübereinstimmung verwendet werden. Diese
Gewichtung kann zur Berechnung einer individuellen initialen Bezeichneraktivie-
rung für den aktuellen Knoten verwendet werden. Die zuvor genannten Informa-
tionsauswertungen gestaltet sich jedoch schwieriger als der direkte, d.h. zeichen-
basierte, Wortvergleich.
10 „Konzeptuell“ bezieht sich hierbei nicht auf die Schema-Ebene einer Ontologie
sondern auf die relationalen Zusammenhänge der Instanzen innerhalb der vorge-
gebenen Ontologie.
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dargestellt. Der obere Teil der Abbildung zeigt zunächst die einzelnen





























Abbildung 8.4.: Darstellung der Extensionen bzw. der
Extensionsüberschneidungen
Der vorliegende Ansatz versucht die in Abschnitt 6.2 vorgestellte
Überlappung der Extensionen (vgl. unterer Teil der Abbildung 8.4)
zur Referenzbestimmung der mehrdeutigen Begriffe zu nutzen. Über-
tragen auf eine graphbasierte Darstellung einer Ontologie wird ei-
ne Extensionsüberlappung zweier Instanzen durch die Existenz eines
Pfades zwischen diesen ausgedrückt. Demzufolge wird eine Extensi-
onsüberlappung mehrerer Instanzen durch einen Teilbaum inmitten
des Ontologiegraphen repräsentiert.
Das Ziel des Algorithmus ist die Bestimmung des Wurzelknotens
gemäß der vorgestellten Teilgraphenbestimmung basierend auf der
Distinct-Root-Semantic (siehe Abschnitt 8.2). Diese ist zugleich eine
Näherung an die kostenminimale Wurzel des Steinerbaumes. Wie im
vorhergehenden Abschnitt 8.3 gezeigt, ist hierbei im Zusammenhang
der Spreading Activation Technik die zugewiesene Aktivierung aus-
schlaggebendes Kriterium für die Bewertung des Wurzelknotens.
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Variable Bedeutung
Q Nach absteigender Aktivierung geordnete Liste der zu
prozessierenden Knoten
Y Liste der prozessierten Knoten
I Menge der Intensionen
depthu Explorationstiefe Knoten u
Intl Intension für den Entitätsbezeichner l
Pu,l Der erste Knoten auf dem Pfad, der hinsichtlich einer
Referenz (Adresse in der Intension) des Bezeichners l
ausgehend vom Knoten u am besten bewertet wurde
a Aktivierung
l Bezeichner l
L Liste der Bezeichner
Pu Prozessierte Knoten, die vom Knoten u aus erreichbar
sind
w Zählvariable zur Bestimmung des Abbruchkriteriums
maxDeviance
Tabelle 8.2.: Variablen des Algorithmus
8.4.2. Basisalgorithmus
Die semantische Datengrundlage des Algorithmus (siehe
Alg. 2, 3, 4, 5 und Tabelle 8.1) basiert auf dem Instanzgraphen G
einer RDF-Ontologie (siehe Abschnitt 7.3), welcher das im Kontext
der Disambiguierung notwendige Hintergrundwissen repräsentiert.11
Die innerhalb dieses Graphen repräsentierten Zusammenhänge und
Beziehungen zwischen Instanzen beschreiben den konkreten Zustand
der durch die Ontologie repräsentierten Domäne. Nach erfolgter
Identifikation der initialen Entitätsbezeichner durch die textuelle
Analyse wird für jeden Bezeichner l ∈ L mittels f Intension(l) = Intl die
zugehörige Intension Intl bestimmt. I = ∪l∈L Intl beschreibt somit
die Gesamtmenge der initial verfügbaren Information im Rahmen des
11 Terminologische bzw. schematische Zusammenhänge in Verbindung mit dem
Schemagraphen (siehe Abschnitt 7.2) können unabhängig davon in der Vorana-
lyse zur Gewichtung von Instanzinformationen Anwendung finden und somit In-
formationen des Instanzgraphen hinsichtlich algorithmischer Verwertung beein-
flussen.
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gegebenen konzeptuellen Umfeldes. Jeder einen Bezeichner repräsen-
tierende Knoten v ∈ Intl , d.h. jede Adresse, definiert den Ursprung
einer Extension, d.h. jeder Teilgraph, der diesen Knoten enthält, kann
als eine von dessen möglichen Extensionen betrachtet werden. Dies
ist exemplarisch im oberen Part der Abbildung 8.5 dargestellt. Zu
überprüfen sind nun mögliche Steinerbäume innerhalb der Ontolo-
gie, die mindestens eine Adresse je Bezeichner enthalten Der untere
Part der Abbildung 8.5 visualisiert solche Extensionüberlappungen
ausgehend vom Aufeinandertreffen einzelner Extensionen, die durch













































Abbildung 8.5.: Überlappung der Extensionen auf Grundlage eines
Ontologiegraphen
Initialisierung Nach der oben vorgestellten Adressbestimmung (Se-
me), also der Identifikation der Knoten v ∈ Intl , die im Rahmen des
Algorithmus von besonderer Bedeutung sind. Desweiteren erfolgt die
Zuweisung einer initialen, dem repräsentierten Bezeichner l ∈ L zu-
geordneten Aktivierung av,l je Knoten. Diese initiale Aktivierung wird
von zwei Faktoren beeinflusst. Zum einen erfolgt eine Bewertung
der linguistischen Übereinstimmung des textuellen und des ontolo-
gischen Bezeichners und zum anderen wird ein knotenspezifisches
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Maß12 verwendet. Darauf folgend wird das Distanzmaß des der In-
tension Intl zugeordneten Knotens mit dv,l = 0 initialisiert, da jeder
dieser Knoten selbst den Bezeichner l repräsentiert. Weiterhin besitzt
jeder Knoten v eine zugeordnete Menge Pv,l , die jeweils den nächsten
Knoten auf dem aus der Sicht des Algorithmus optimalen13 Pfades
bzw. der optimalen Pfade (bei gleicher Bewertung) zu einer Adres-
se des Bezeichners l beschreibt.14 Zu Beginn sind dieser Menge keine
Knoten zugeordnet.
Algorithmus 2 : Basisalgorithmus Teil 1 (Initialisierung und Prozessablauf)
1 Initialisation Q← L; Y = ∅; R = ∅; ∀u ∈ I : depthu = 0;
2 ∀l, ∀u ∈ I : if u ∈ Intl then du,l ← 0, Pu,l ← u else du,l ← ∞, Pu,l ← ∅,
amax = 0, depth = 0, Pu ← ∅, w = 0, act = 0;
3 while Q is non-empty do
4 get node v, with highest overall activation, from Q and add v to Y;
5 if IS-FULLCONNECTOR(v) then ADDRESULT(v);
6 foreach (u, e) ∈ GETPATHSTEPSOFINTEREST(v) do
7 ANALYSECONNECTION(v, e, u);
8 if ((u /∈Y) and (au > amin) and (depthu < depthmax)) then
9 add v to Q with depthu = depthv + 1;
10 end
11 end
12 depth = depth + 1;
13 end
Im Gegensatz zu der in Abschnitt 8.3 vorgestellten symmetrischen
und gleichzeitigen Exploration erfolgt eine sukzessive priorisierte, d.h.
asymmetrische, Exploration basierend auf der Gesamtaktivierung av,
die dem einzelnen Knoten v zugeordnet ist. Alle Knoten innerhalb
der Vereinigungsmenge der Intensionen v ∈ I werden zunächst in
die Queue Q eingefügt, (Q ← I). Diese ist absteigend geordnet nach
den Gesamtaktivierungen der innerhalb der Liste enthaltenen Knoten,
d.h. der Knoten, der die maximale Gesamtaktivierung max(av) besitzt,
befindet sich an der Spitze der Liste.
12 Dieses beschreibt die Einbettung des Ontologieelements, welches der Knoten re-
präsentiert, in die Ontologie (siehe Kapitel 12).
13 Je nach Variante beschreibt entspricht „optimal“ entweder der kürzesten Distanz
oder dem höchsten Aktivierungswert.
14 Für einen gegebenen Pfad u− n−m− x besitzen die Knoten demzufolge die Zu-
weisungen Pu,l = ∅, Pn,l = u, Pm,l = n und Px,l = m.
8.4 ALGORITHMUS 165
Prozessbeginn Nach Beendigung dieser initialen Vorbereitungspha-
se kann der Algorithmus gestartet werden und somit die Verteilung
der Aktivierung beginnen. Diese erfolgt iterativ durch die Selektion
des jeweils am höchsten aktivierten Knotens v ∈ Q. Die Weitergabe
der Aktivierung folgt dem von Crestani im Abschnitt 7.6.2 vorgestell-
ten Ablaufschema für Spreading-Activation-Algorithmen. Zunächst
werden in der Vorbereitungsphase alle mit dem Knoten v in Beziehung
stehenden Knoten u ∈ V durch die Funktion GETPATHSTEPSOF-
INTEREST(v) erfasst.
Algorithmus 3 : Basisalgorithmus Teil 2 (Pfadselektion)
14 Func GETPATHSTEPSOFINTEREST(v)
15 pathSteps← ∅;
16 foreach (u, e) ∈ incoming(v)⋃ outgoing(v) do
17 if ((degree(e) ≤ degmax)||(u ∈ (Q ∪Y ))) then





Diese Funktion bestimmt die direkt mit dem Knoten v verbundenen
Knoten u ∈ U (U ⊂ V), d.h. die Distanz zu jedem der Knoten ist
minimal, d.h. dv,u = 1. Hervorzuheben ist, dass die Richtung der Kan-
ten vernachlässigt wird und daher eine symmetrische Kantenrelation
gilt15 (E = E−1) (siehe ebenfalls Abschnitt 7.5). Nach der Selektion der
für die Spreadingphase benötigten Zielknoten wird jede Verbindung
durch die Funktion ANALYSECONNECTION(v, e, u) individuell analy-
siert.
Funktion AnalyseConnection(v, e, u) Die Bezeichnerinformationen,
die im Ursprungsknoten v und im Zielknoten u vorhanden sind, wer-
den mittels der Funktion ANALYSECONNECTION(v, e, u) untersucht.
Im Basisansatz erfolgt ein unidirektionaler Abgleich der Bezeichner-
informationen. Dieser Abgleich impliziert die mögliche Weitergabe der
Aktivierung innerhalb einer iterativen Untersuchung, bei der zunächst
15 Im Algorithmus wird dies durch die Selektion der eingehenden incoming(v) und
ausgehenden Relationen outgoing(v) ausgedrückt.
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Algorithmus 4 : Basisalgorithmus Teil 3 (Kantenanalyse)
23 Func ANALYSECONNECTION(v, e, u)
24 foreach identifier l ∈ L do
25 if the activation spreaded from v to u for l is greater than au,l then
26 update au,l with this new activation;
27 ACTIVATIONUPDATE(u, l);
28 end
29 if dv,l + 1 ≤ du,l then
30 if dv,l + 1 < du,l then
31 Pu,l ← ∅;
32 du,l = dv,l + 1;
33 add v to Pu,l ;






40 foreach p ∈ Pu,l do
41 if ap > act then act = ap;
42 if av > ap then remove p from Pu,l ;
43 end
44 if av ≥ act then





50 add v to Pu;
51 end
16 Die Rückwärtspropagierung erfolgt iterativ über die Verknüpfung der Vorgänger-
knoten, die in der Menge Pu,l abgespeichert sind. Das Prinzip der Nachbereitungs-
phase wird in Abschnitt 7.6.2 vorgestellt.
die mögliche zu übertragende Aktivierung hinsichtlich des aktuell
untersuchten Bezeichners zu der im Zielknoten vorhandenen vergli-
chen wird. Falls ein höherer Aktivierungswert erzielt werden kann,
wird die Aktivierung weitergegeben (ACTIVATIONUPDATE(u, l), sie-
he Algorithmus 5). Anschließend wird diese Änderung der Akti-
vierung in der Nachbereitungsphase mittels Rückwärtspropagierung16
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jedem Vorgängerknoten mitgeteilt. Dieser besitzt, falls diese in der
Zwischenzeit nicht durch eine andere, bei einer vorhergehenden Ex-
ploration neu hinzugekommenen Verbindung erhöht wurde, eine
geringere Aktivierung hinsichtlich des Bezeichners, als die, die durch
den gerade aktualisierten Knoten jetzt weitergegeben werden kann.
Nach der Überprüfung des Aktivierungswerts erfolgt die Überprü-
fung der Distanz zur nächsten Adresse des Bezeichners. Falls die
dem Zielknoten aktuell zugewiesen Distanz größer ist als die mit-
tels des Pfades über den Ursprungsknoten hinweg, werden die dem
Zielknoten zugeordneten Pfade in Pu,l vollständig entfernt (Algo-
rithmus 4, Zeile 31).17 Ebenfalls erfolgt die Zuweisung eines neu-
en Distanzwertes. Die Zuweisung von neuen, zuvor unbekannten
Informationen bezüglich eines neuen Bezeichners l ∈ L kann dar-
auf hinweisen, dass der Knoten womöglich über einen Aktivierungs-
wert und somit einen Pfad zu mindestens einem Sem (einer Adres-
se) je Bezeichner verfügt und somit eine Lösung in Form eines Stei-
nerbaums repräsentiert, dessen Wurzelknoten er ist. Dies wird mit
der Funktion IS-FULLCONNECTOR(u) überprüft. Falls dies der Fall
ist, wird die mögliche Lösung mittels der Funktion ADDRESULT(u),
dem Äquivalent des in Abschnitt 7.6.2 vorgestellten Path-Evaluator18,
auf eine mögliche Verwertung hin untersucht. Diese Funktion über-
prüft zunächst, ob die Gesamtaktivierung des gegebenen Knoten
av höher ist als die gespeicherte maximale Aktivierung amax aus
der Menge der zuvor untersuchten Lösungen. Ist dies der Fall, so
wird die Lösung abgespeichert. Ebenfalls enthalten ist die Abbruch-
bedingung des Algorithmus (Phase: Abbruchbedingung prüfen). Ziel
des Algorithmus ist eine Optimierung des durch den Knoten re-
präsentierten Wertes gemäß der Distinct-Root-Semantic, d.h. im Rah-
men des Algorithmus durch dessen Gesamtaktivierung av. Der Al-
gorithmus stoppt, falls insgesamt eine Anzahl von maxDeviance Un-
terschreitungen des amax Wertes auftreten und somit davon aus-
zugehen ist, dass keine weitere Optimierung innerhalb einer ange-
messenen Laufzeit erreicht werden kann. Der zu diesem Zeitpunkt
durch den Knoten o mit der maximalen Aktivierung im Set R, der
17 Dies trifft nicht für die Algorithmusvariante zu, die eine Fokussierung auf die Ak-
tivierungswerte vornimmt (siehe Abschnitt 8.4.4).
18 Der Path-Evaluator nimmt eine Gesamtevaluierung hinsichtlich des Kno-
ten vor (siehe Abschnitt 7.6.2). Diese ist von der Überprüfung der
den einzelnen Bezeichnern zugeordneten Parametern innerhalb der Funkti-
on ANALYSECONNECTION(v, e, u) zu trennen.
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Menge der gespeicherten Resultate, repräsentierte Lösungsbaum be-
schreibt das Resultat des Algorithmus. Unter der Voraussetzung,
dass das Abbruchkriterium nicht erfüllt wurde, erfolgt eine Weiter-
gabe der zuvor ermittelten Änderung des Distanzwertes du,l (Funk-
tion COSTUPDATE(u, l)). Dies betrifft alle Knoten, die vom aktuellen
Knoten u während des Algorithmus zuvor exploriert wurden. Für die-
se Knoten bedeutet die festgestellte Distanzreduktion gleichzeitig eine
mögliche Verbesserung des ihnen bisher zugewiesenen Distanzwer-
tes.
Sofern der Distanzwert nicht niedriger, sondern gleich dem bereits
zugewiesenen Wert ist, werden alle u zugeordneten Vorgängerkno-
ten p ∈ Pu,l auf dem Pfad zum Repräsentant des Bezeichners l un-
tersucht. Besitzen diese Vorgänger eine geringere Gesamtaktivierung
av > ap, so werden diese aus der Menge Pu,l entfernt. Dies ist dar-
auf zurückzuführen, dass die Priorisierung innerhalb aller Varianten
auf der Aktivierung in Kombination mit dem Distanzwert basiert. Bei
geringerem sowie gleichem Distanzwert werden die für den Bezeich-
ner gespeicherten Pfade des Ursprungsknotens durch diesen erweitert
(Algorithmus 4, Zeile 33 bzw. 45).
Mit dem Abschluss der Untersuchung aller bezeichnerspezifischen
Merkmale der Knoten v und u beginnt die Abwägung über die wei-
tere Verwendung des Knotens u innerhalb des Algorithmus. Der Al-
gorithmus besitzt zum Einen das Set Q, das die explizit zu explorie-
renden Knoten enthält und zum Anderen das Set Y, in dem die be-
reits explorierten Knoten vermerkt sind. Knoten der Menge Y kön-
nen nur implizit innerhalb der Methoden COSTUPDATE(u, l) und
ACTIVATIONUPDATE(u, l) aktualisiert werden. Der aktuell untersuch-
te Knoten u wird daher überprüft, ob er bereits analysiert wurde und
die Beschränkungen hinsichtlich minimaler Aktivität amin und maxi-
maler Distanz dmax erfüllt. Gegebenenfalls wird er nach dieser Beur-
teilung der Menge Q hinzugefügt. Zudem erfolgt die Bestimmung der
Explorationstiefe des Knoten u (depthu = depthv + 1).
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Algorithmus 5 : Basisalgorithmus Teil 4 (Zusatzfunktionen)
52 Func COSTUPDATE(u, l)
53 propagate change in cost du,l to all its reached ancestors p ∈ Pu;
54 end
55 Func ACTIVATIONUPDATE(u, l)




59 if av ≥ amax then
60 add v to R based on the amount on its activation av;
61 amax = av;
62 end
63 else
64 w = w + 1;
65 end
66 if w = maxDeviance then // stop algorithm




71 for l ∈ to L do





77 Func SPREADINGACTIVATIONVALUE(v, e, u, l)
78 possibleSpreadAct = possible spreading activation from node u
via edge e to node u for identifier l;
79 return possibleSpreadAct;
80 end
d.h. den Adressen innerhalb der jeweiligen bezeichnerspezifischen In-
tension, die welche die korrekte Referenz des Bezeichners darstellt.
8.4.3. Zusammenfassung des Algorithmus
Mit dem vorgestellten Algorithmus wird das Ziel verfolgt, die im Kon-
text des gegebenen Dokuments enthaltenen Bezeichner ihren korrek-
ten Semen innerhalb der ontologischen Wissensstruktur zuzuordnen,
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Die zu bestimmenden Seme sind somit die im Rahmen des Dokumen-
tes referenzierten Bedeutungen der Bezeichner. Zunächst werden alle
Knoten bestimmt, die Seme repräsentieren, d.h. Intensionen der Be-
zeichner. Sollte ein Knoten in zwei unterschiedlichen Intensionen ent-
halten sein, d.h. verschiedene Bezeichner darstellen, so wird dies bei
der Initialisierung bereits berücksichtigt und schließt somit die Erzeu-
gung von Duplikaten aus. Die anschließende Ordnung über die Akti-
vierungswerte ermöglicht eine priorisierte Exploration und somit eine
Fokussierung auf Teilbäume, die Knoten hoher Aktivierung enthalten.
Das ist auf die Vorgehensweise des Algorithmus zurückzuführen. Je-
der Pfad kann nur bereits explorierte Knoten, d.h. Knoten mit einer
höheren Gesamtaktivierung als der zu explorierende Knoten, beinhal-
ten. Sollte dennoch eine Optimierung der Aktivität bzw. der Distanz
der bereits explorierten Knoten möglich sein, so wird diese über die
Funktionen COSTUPDATE(u, l) bzw. ACTIVATIONUPDATE(u, l) unver-
züglich weitergeleitet. Bei jeder Änderung dieser Werte hinsichtlich
eines Vorgängerknotens wird diese ebenfalls zu dessen bisher explo-
rierten Vorgängern weiter propagiert. Dies ermöglicht ein zu jeder
Zeit aktualisiertes Extensionsnetz. Potentielle Wurzelknoten von Stei-
nerbäumen werden innerhalb der stattfindenden Exploration sowie
während der Propagierung innerhalb der Update-Funktionen ermit-
telt. Dort ist es jeweils möglich einen Wurzelknoten u zu erzeugen,
der eine Verbindung zu allen Bezeichnern aufweist. Der explorierte
Knoten verfügt über alle Informationen seiner Vorgänger und damit
alle von diesen ausgehenden Verbindungen zu Bezeichnern. Somit ist
dieser Knoten der erste, der innerhalb des von ihm repräsentierten Lö-
sungsbaums über die vollständige Anzahl der benötigten Verbindun-
gen, d.h. für alle Bezeichner verfügt. Diese werden durch die Propa-
gierung weitergegeben, so dass jeder Knoten p ∈ Pu,l , ∀l ∈ L des Lö-
sungsbaums N einen potentiellen Wurzelknoten darstellt. Durch die-
ses Vorgehen wird gewährleistet, dass dieser Baum zu jeder Zeit durch
den Knoten mit der höchsten Gesamtaktivierung max(an), ∀a ∈ N als
Wurzelknoten repräsentiert wird.
Durch die Vorstellung der algorithmischen Vorgehensweise wird
deutlich, dass die asymmetrische Weitergabe der Aktivierungen im
Fokus des Algorithmus liegt. Prägnantestes Merkmal hierfür ist die
nach Aktivierungswert geordnete Queue Q. Diese ermöglicht bereits
eine selektive Auswahl der Knoten, deren Aktivierung bevorzugt wei-
tergegeben werden soll. Weiterhin ermöglichen Gewichtungen von
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Knoten und Kanten den Einfluss auf den weiterzugebenden Aktivie-
rungswert (siehe Kapitel 12). Diese Vorgehensweise orientiert sich da-
durch am Prinzip der Closed Referential Polysemy (Definition 8.1).
Das bedeutet außerdem, dass im Gegensatz zu der in Abschnitt 8.3
erwähnten „breadth-first“ Exploration innerhalb des vorgestellten Al-
gorithmus eine Tiefensuche, durch „best-first“ Exploration basierend
auf dem Auswahlkriterium des Aktivierungswerts, vorgenommen
wird.
Wie zuvor angesprochen wird eine Änderung der Aktivierung im
Knoten u bezüglich eines Bezeichners l umgehend an die Vorgän-
gerknoten in Pu,l weitergegeben. Es folgt eine Neubewertung der
Relevanz jedes einzelnen Knoten. Diese Bewertung ist abhängig von
den Bedeutungen der Knoten, die mit dem untersuchten Knoten in-
nerhalb des Ontologiegraphen in Verbindung stehen und sie wird
während des Algorithmus fortwährend aktualisiert. Dieses Vorge-
hen der Aktualisierung durch den Spreading Activation Algorithmus
wird von Kacholia et al. als „PageRank with decay“ [118] bezeichnet,
da die in Pulsen, d.h. iterativ, erfolgenden Spreading Schritte jeweils
zu einer Neugewichtung der Knoten führen können.
8.4.4. Fokussierung auf Aktivitätswerte
Im bisher vorgestellten Algorithmus erfolgt die Bewertung von Kno-
ten durch die Distanzwerte für jeden Bezeichner l ∈ L (siehe Algo-
rithmus 4 bzw. 6, Funktion ANALYSECONNECTION(v, e, u)). Mit der
Berücksichtigung der Distanz geht eine Beschränkung der Anzahl der
Explorationsschritte einher, da kürzere Pfade bei einer iterativen Ex-
ploration weniger zu untersuchende Knoten aus Q bedeuten. Ist beim
Knoten u eine Minimierung der Distanz für den Bezeichner l durch
den Knoten v möglich, so werden alle bisher gespeicherten Vorgänger-
knoten in Pu,l durch diesen Knoten ersetzt und es erfolgt die Bekannt-
machung dieser Veränderung über die Funktion COSTUPDATE(u, l).
Bei der gleichen Distanz wird nur der Knoten mit der höchsten Ak-
tivierung für diese Distanz gespeichert, alle anderen Knoten werden
entfernt.
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Algorithmus 6 : Distanzfokussierte Exploration
1 Func ANALYSECONNECTION(v, e, u)
2 foreach l ∈ L do
3 if the activation spreaded from v to u for l is greater than au,l then
4 update au,l with this new activation;
5 ACTIVATIONUPDATE(u, l);
6 end
7 if dv,l + 1 ≤ du,l then
8 if dv,l + 1 < du,l then
9 Pu,l ← ∅ ;
10 du,l = dv,l + 1;
11 add v to Pu,l ;




16 foreach p ∈ Pu,l do
17 if av > ap then remove p from Pu,l and
insert = tue;;
18 end
19 if insert then





25 add v to Pu;
26 end
In Algorithmus 7 ist eine alternative Umsetzung der Funkti-
on ANALYSECONNECTION(v, e, u) dargestellt. Diese alternative Funk-
tion ermöglicht die Knotenbewertung ausschließlich durch die Beur-
teilung von Aktivierungswerten. Zunächst erfolgt die Bestimmung
der möglichen Aktivierung possibleKeyAct im Zusammenhang mit
dem aktuell untersuchten Bezeichner (Zeile 3 Algorithmus 7, siehe Ka-
pitel 12 für die Umsetzung der Funktion). Die Bewertung der Vorgän-
gerknoten innerhalb der Funktion wird nun anhand der Aktivierungs-
werte vorgenommen. Ein höherer Aktivierungswert bedeutet die voll-
ständige Ersetzung der vorhandenen Knoten innerhalb von Pu,l durch
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den Knoten v und eine Bekanntmachung dieser Veränderung über die
Funktion ACTIVATIONUPDATE(u, l). Falls die mögliche Aktivierung
der vorhandenen Aktivierung entspricht, wird der Knoten hinzuge-
fügt. Danach erfolgt ebenfalls die Überprüfung, ob es sich eventuell
um einen Wurzelknoten handelt (Zeile 8).
Algorithmus 7 : Aktivitätsfokussierte Exploration
1 Func ANALYSECONNECTION(v, e, u)
2 foreach l ∈ L do
3 possibleKeyAct = SPREADINGACTIVATIONVALUE(v, e, u, l);
4 if possibleKeyAct ≥ au,l then
5 if possibleKeyAct > au,l then
6 Pu,l ← ∅ ;
7 update au,l with possibleKeyAct;
8 if IS-FULLCONNECTOR(u) then ADDRESULT(u) ;
9 ACTIVATIONUPDATE(u, l);
10 end





Durch eine entsprechende Topologie des Instanzgraphen G besteht die
Möglichkeit, dass kein Knoten v ∈ V(G) aufgefunden werden kann,
der über mindestens eine Verbindung zu einem Knoten je Intension
verfügt. Somit existiert kein Wurzelknoten eines Steinerbaums, der
einen Pfad zu mindestens einem Sem je Bezeichner, d.h. einer Adresse
je Intension, ausgehend von diesem Knoten enthält. In Abbildung 8.6
ist dies dargestellt.
Der Grund für die fehlende Verbindung liegt in der Tatsache, dass die
Instanzen der Ontologie zwar über ihre Konzeptzugehörigkeit eine
Verbindung zueinander besitzen können, die sich über die schemati-
schen Zusammenhängen ergibt, diese impliziert jedoch keine Verbin-
dung im Instanzgraphen. Somit existieren nur Extensionen eines be-
schränkten Umfangs für die gegebenen Knoten der Intensionen v ∈ I.
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Diese sind eingeschränkt durch die möglichen Pfade innerhalb des
Graphen, d.h. lokal beschränkt.
Wird dieser Fall festgestellt, indem kein Wurzelknoten ermittelt wer-
den kann, der für alle Bezeichner Aktivierungswerte aufweist19, so
wird im Rahmen dieser Arbeit ein selbstentwickeltes Verfahren ein-
gebettet, das eine zuvor nicht im Graph vorhandene Verbindung
zu den bisher in R vorhandenen Knoten erzeugt. Der Algorithmus
wird normal fortgesetzt und es folgt eine Analyse der einzelnen
Verbindungen. Die dadurch festgestellten Wurzelknoten werden nach
Aktivität geordnet und der höchstaktivierte bezeichnet die Lösung
des Verfahrens.
Solche Situationen entstehen, z.B. in der Entitätsdisambiguierung,
falls in untersuchten Dokumenten verschiedene Themengebiete be-
sprochen werden, die voneinander unabhängig sind. Diese Unabhän-
gigkeit äußert sich oftmals in fehlenden Beziehungen innerhalb des
verwendeten Hintergrundwissens.
Beispiel getrennte Teilgraphen In Abbildung 8.6 sind ausser-
halb des oberen mittleren Graphen die vom Algorithmus berech-
neten Resultatgraphen der höchsten Aktivierung für die jewei-
ligen Bezeichnerkombinationen aufgeführt. Diese sind mit ihren
jeweiligen Wurzeln (durch R gekennzeichnet) in der Resultatmenge
R enthalten. Hierbei handelt es sich ausschließlich um Teilresultate,
d.h. es ist kein Resultatbaum enthalten, der für jeden Bezeichner ei-
ne Adresse enthält. Daher wird nun ein künstlicher Wurzelknoten er-
zeugt. Dieser wird mit den zuvor berechneten Wurzelknoten20 der
Teilresultate verbunden (siehe mittlerer oberer Graph in der Graphik).
Es erfolgt eine Exploration und zugehörige Spreading Schritte, die da-
zu führen, dass der Graph nach Wurzelknoten für eine Lösung durch-
sucht wird, die nun alle Bezeichner berücksichtigt. Dies ist im unteren
Teil der Abbildung dargestellt.
19 Zudem kann eine Abbruchbedingung ausschlaggebend sein. Eine solche basiert
z.B. auf einer vorgegebenen maximalen Anzahl an Explorationsschritten.
20 Im Fall, dass mehrere festgestellte Wurzelknoten die höchste Aktivierung teilen
























Abbildung 8.6.: Beispiel getrennte Teilgraphen
8.4.6. Anwendungsbeispiel Basisalgorithmus
Im Folgenden wird eine konkrete Anwendung des Algorithmus
im Rahmen eines gegebenen Dokuments und einer zugehörigen
Domänenontologie vorgestellt. Es handelt sich hierbei um einen
Auszug der in Kapitel 13 vorgestellten Evaluationsdaten des Algo-
rithmus. Die gegebene Domäne beschreibt Hintergrundwissen über
die Zusammenhänge zwischen geographischen Daten. Ziel, der nun
vorgestellten Disambiguierung, ist die Erkennung der im Kontext des
Dokumentes verwendeten Entitäten21, die der Intention des Autors
21 Es ist darauf hinzuweisen, dass anstatt von Entitäten auch andere Begrifflichkeiten
zur Disambiguierung verwendet werden können (z.B. Verben, Pronomina). Hier-
für ist allerdings eine Anpassung der Knotengenerierung und eine korrekte Aus-
wahl der Hintergrundontologie von Bedeutung.
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des untersuchten Dokumentes entsprechen.22 Der Beispieltext lautet:
Beispiel: “A wildfire in northern Arizona [...] a fire north of Lake City
in Florida. Flames remained about a mile from the community of
Christopher Creek. The community is south of See Canyon [...]. Else-
where New Jersey [...]”
Im Folgenden wird der in Abschnitt 7.2 vorgestellte Analysepro-
zess durchlaufen. Zunächst wird der Text analysiert und die darin
enthaltenen Entitäten identifiziert. Diese Entitäten Arizona, Lake City,
Florida, Christopher Creek, See Canyon und New Jersey sowie deren
Position sind im Text durch Unterstreichen hervorgehoben. Für
jeden der sechs Bezeichner wird unter der direkten Verwendung der
Wörterbuchfunktion die zugehörige Intension ermittelt. Die initiale
Aktivierung ist abhängig vom Grad der Ambiguität, d.h. | f Intension(l)|
(siehe Kapitel 13 für eine vollständige Darstellung der vorgenommen
Gewichtungen). Die Adressen in der Intension des Bezeichners
Florida werden am geringsten gewichtet, da |IntFlorida| = 249 und die
Adressen des Bezeichners New Jersey am höchsten, |IntNewJersey| = 3.
Dies spiegelt sich in der Reihenfolge der Exploration wieder, da sich
die Knoten, der Intensionen des Bezeichners New Jersey an der Spitze
der Queue Q befinden. Das bedeutet, dass die Exploration von diesen
Knoten aus startet und sich zunächst auf deren direkte Umgebung
konzentriert. Nach dieser Anfangsphase fokussiert sich die Explo-
ration auf Knoten, in denen die Aktivierungen bezüglich mehrerer
Bezeichner zusammentreffen. Das ist in Abbildung 8.7 dargestellt.
Zunächst kommen die Aktivierungen mehrerer Bezeichner durch
die Explorationen der ersten Knoten beim Knoten zusammen, der
das Zentrum des linken Graphen darstellt. Durch dessen weitere
Exploration werden Beziehungen zu den noch fehlenden Bezeichnern
aufgebaut. Der diskutierte Knoten wird aufgrund der Vollständigkeit
der Bezeichnerinformationen als Wurzelknoten identifiziert. Im
Kontext der Domäne handelt es sich bei diesem Knoten um den
Repräsentant der „USA“, die als Staat alle gesuchten Städte und
Länder enthält und somit als „übergeordnete Instanz“ fungiert.
Der in Abbildung 8.7 links dargestellte Graph zeigt einen Ausschnitt
aus dem Instanzgraphen G, welcher die rund um den Wurzelknoten
22 Es wird vorausgesetzt, dass der Autor des Textes Kenntnisse über die Domäne
besitzt und das Dokument in sich keinen Widerspruch darstellt.
8.4 ALGORITHMUS 177
der USA lokalisierte Information darstellt. Hierbei wird ebenfalls die
Ambiguität durch die Vielzahl an Knoten der gleichen Farbe deut-
lich.23 Im rechten Teil ist der vom Algorithmus zurückgelieferte Stei-
nerbaum dargestellt.24 Die Minimierung der möglichen Seme wurde
durch die Aktivierungswerte und Gewichtungen ermöglicht. Im ge-
gebenen Beispiel war es jedoch nicht möglich, die exakte Referenz für
Christopher Creek zu bestimmen. Jedoch beträgt die Reduktion der Am-
biguität für diesen Bezeichner bereits 90%.
23 Hierbei stehen alle Farben außer rot für unterschiedliche Intensionen.
24 Basierend auf dem höchstaktivierten Wurzelknoten und somit auf dessen zuge-









Die im Folgenden vorgestellte Modifikation des in Kapitel 8 einge-
führten Basisansatzes befasst sich mit dem Informationsaustausch
während der Analyse einer Verbindung zwischen zwei Knoten. Op-
timierungsmöglichkeiten liegen bei der Menge und Qualität der In-
formationen über Bezeichnerverbindungen, die ausgetauscht werden
können. Diese sind ebenfalls für die Bewertung eines Knotens aus-
schlaggebend. Die initiale Aktivierung zusammen mit den bezeich-
nerspezifischen Aktivierungen bestimmt die Gesamtaktivierung des
Knotens und somit dessen Explorationszeitpunkt, d.h. dessen Selekti-
on von Q. Eine Änderung beeinflusst die weitere Explorationsreihen-
folge und somit auch die Wahl des Resultatgraphen.
In Abschnitt 9.1 wird die Vorgehensweise der bidirektionalen Explora-
tion und deren Unterschiede zur unidirektionalen Exploration erläu-
tert und anhand eines Beispiels aufgezeigt. Die Auswirkungen auf die
Exploration des Graphen und das Auffinden der Steinerbäume wird
in Abschnitt 9.2 behandelt.
9.1. Unterscheidung der uni- und
bidirektionalen Exploration
Die Änderung betrifft die Analysephase des Basisansatzes. Innerhalb
der Funktion ANALYSECONNECTION(v, e, u) findet eine Analyse an-
hand des Tripels < v, e, u > statt, d.h. anhand der Knoten v und u,
die über die Kante ev,u verbunden sind. Innerhalb des Basisansatzes
wird kontrolliert, ob der Zielknoten u der Verbindung hinsichtlich der
vom Knoten v bereitgestellten Informationen bereits über eigene ver-
fügt und ob diese eine höhere Qualität1 aufweisen. Nur im Fall, dass
1 Eine höhere Qualität definiert sich im Basisansatz durch einen höheren Aktivie-
rungswert bzw. einen geringeren Distanzwert.
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die vom Knoten v bereitgestellten Werte der Bezeichneraktivierung
und/oder der Distanz eine Verbesserung oder Gleichheit gegenüber
den aktuell zugeordneten Werten ermöglicht, erfolgt eine Aktualisie-
rung der dem Knoten u zugeordneten Werte. Gegebenenfalls schließt
sich bei einer Verbesserung eine Propagierung der Werte an die zuvor
explorierten Knoten an. Falls der Knoten u nicht bereits zuvor erkun-
det wurde, wird er anhand des aktualisierten Aktivierungswerts in
die Queue Q eingefügt.
Abbildungen 9.1 und 9.2 veranschaulichen diesen Vorgang des uni-
direktionalen Abgleichs der Werte an einem Beispiel. Knoten v reprä-
sentiert eine Intension für den Begriff „USA“ (v ∈ IntUSA) und besitzt
einen diesbezüglichen Aktivierungswert. Knoten p besitzt bereits eine
Aktivierung für den Begriff „Kansas“ und Knoten u für den Begriff
„Boston“ (z.B. durch vorhergehende Spreading-Schritte). Zunächst er-
folgt eine Selektion des Knotens v (Entitätsbezeichner „USA“) von Q.
Innerhalb des Instanzgraphen besitzt der Knoten v eine Verbindung
zum Knoten u (< v, e1, u >) und zum Knoten p (< v, e2, p >). Im dar-
auffolgenden Analyseschritt wird zunächst die zuerst genannte Rela-
tion überprüft. Da der Knoten u über keinen zugeordneten Wert für
den Bezeichner „USA“ verfügt, überträgt der Knoten v die diesbezüg-
lichen Distanz- und Aktivierungswerte (siehe Schritt 1). Die Untersu-
chung der Relation führt zu keinen weiteren Aktualisierungen. Für
die zweite Relation < v, e2, p > wird dieselbe Verfahrensweise ange-
wandt. Hier wird der Wert für den Bezeichner „USA“ vom Knoten v
zum Knoten p übertragen (siehe Schritt 2).
Kansas USA Boston
a_{Kansas} = 0.1 a_{USA}    =  0.5 a_{Boston} = 0.4
Abbildung 9.1.: Zustand vor Ausführung des unidirektionalen
Abgleichs
In diesem Beispiel ist es offensichtlich, dass die Informationen zu den
Bezeichnern „Boston“ und „Kansas“ sich in greifbarer Nähe befinden.
Aufgrund der unidirektionalen Exploration können diese Informatio-
nen jedoch erst später ausgetauscht werden. Die Verzögerung ergibt
sich dadurch, dass die Knoten u bzw. p zuvor exploriert werden müs-
sen und diese erst die jeweilige Bezeichnerinformation an den Knoten
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Kansas USA Boston
a_{Kansas} = 0.1
a_{USA}    = 0.4
-----------------------
                    = 0.5
a_{USA}    =  0.5 a_{Boston} = 0.4
a_{USA}    = 0.13
------------------------
                    = 0.53
2 1
Abbildung 9.2.: Beispielausführung des unidirektionalen Abgleichs
v weitergeben. Eine weitere Möglichkeit stellt die Exploration eines
alternativen Knotens der Menge IntBoston bzw. IntKansas dar. Letztere
impliziert die Weitergabe über Propagierung.2
Der vorgestellte Ablauf des Informationsaustausches war Motivati-
on für die im Folgenden beschriebene Variante (dargestellt in Abbil-
dung 9.3). Anstatt des in unterschiedlichen Schritten erfolgenden Aus-
tauschs liegt dieser die Idee zugrunde, dass alle innerhalb eines Tri-
pels vorhandenen Informationen innerhalb deren Analysephase mit-
einander ausgetauscht werden. Dies bedeutet ein Zusammentreffen
der durch dieses Tripel repräsentierten Information und deren Aus-
wertung für den Ursprungs- sowie für den Zielknoten. Auf das Bei-
spiel und somit zunächst auf das Tripel < v, e1, u > bezogen bedeu-
tet dies, dass der oben dargestellten Variante entsprechend überprüft
wird, ob der Knoten u einen Informationsgewinn durch den Kno-
ten v erzielen kann. Dies ist der Fall, da der Knoten u über keine
Information hinsichtlich des Bezeichners „USA“ verfügt (vgl. Schritt
1). Jedoch erfolgt nun im direkten Anschluss eine zusätzliche, in-
verse Analyse der Verbindung, d.h. ANALYSECONNECTION(u, e1, v).
Diese findet unabhängig von der Einordnung des Knotens u in der
Queue Q statt. Somit erfolgt auf das Beispiel bezogen die Weiterga-
be der „Boston“-spezifischen Werte vom Knoten u zum Knoten v (vgl.
Schritt 2). Hier findet ebenfalls eine Propagierung der geänderten Wer-
te an die Vorgängerknoten statt. Im Beispiel besitzt der Knoten v zu
2 Bei einer Restriktion der Erreichbarkeit des Knoten v über die zwei vorgestellten
Relationen impliziert diese, dass der Knoten p und/oder u bereits exploriert wur-
de(n). Beispielsweise über die Verbindung v, e1, u, e3, o. Der Knoten o ∈ IntKansas
besitzt eine höhere Aktivierung als der Knoten p und wird dadurch vor diesem er-
kundet. Durch das Hinzufügen des Werts für den Bezeichner „Kansas“ zum Kno-
ten u erfolgt ein Propagieren an die Vorgänger und somit auch ein Hinzufügen des
Werts zum Knoten v.
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diesem Zeitpunkt nur den Knoten u als Vorgängerknoten und in Folge
dessen findet hier keine Aktualisierung von Werten statt.3 In der wei-
teren Analyse des mit dem Knoten v verbundenen Pfades < v, e2, p >
erfolgt die Weitergabe der Werte für „USA“ vom Knoten v zum Kno-
ten p. Da der Knoten v nun jedoch auch über Informationen zum
Bezeichner „Boston“ verfügt, werden diese ebenfalls weitergegeben
(vgl. Schritt 3 für die Weitergabe der Werte „USA“ und „Boston“).
Anschließend erfolgt auch hier eine Analyse der inversen Relation
ANALYSECONNECTION(p, e2, v), die einen Austausch der Informatio-
nen bezüglich des Bezeichners „Kansas“ bewirkt. Zunächst wird der
Knoten v aktualisiert (vgl. Schritt 4). Über die Propagierung wird die
Information zudem zum Knoten u übertragen (vgl. Schritt 5). Somit
verfügen alle drei Knoten v,u und p nach der Analyse des Knoten
v über die vollständige Information bezüglich aller drei Bezeichner
„Kansas“, „USA“ und „Boston“.
Hervorzuheben ist, dass der auf das Beispiel bezogene Austausch
der Informationen bei der unidirektionalen Variante eine Analyse aus
Sicht von mindestens4 drei verschiedenen Knoten, d.h. deren jeweilige
Selektion aus der Queue Q, erfordert. In der hier vorgestellten Verfah-
rensweise erfolgt die Analyse aus Sicht eines Knotens, der unabhän-




a_{USA}    = 0.4
a_{Boston} = 0.08
------------------------
                    = 0.58
a_{USA}    =  0.5
a_{Boston} =  0.11
a_{Kansas} =  0.08
a_{Boston} = 0.4
a_{USA}    = 0.13
a_{Kansas} = 0.02
------------------------







Abbildung 9.3.: Beispielausführung des bidirektionalen Abgleichs
3 Da der Knoten u den Ursprung der Werte darstellt, die von v propagiert werden,
verfügt dieser über vorteilhaftere Werte hinsichtlich des aktuell überprüften Be-
zeichners.
4 Je nach Reihenfolge der Knoten in Q können zusätzliche Knoten zwischenzeitlich
exploriert werden.
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Das als bidirektionale Analyse bezeichnete Verfahren beschränkt sich
bei der Analyse der mit dem Knoten v in Beziehung stehenden Kno-
ten jeweils auf die gegebene Relation. Dies ist zu unterscheiden von
einer vollständigen Exploration aller mit diesen Knoten in Beziehung
stehenden Knoten. Angenommen, die im Rahmen des unidirektiona-
len Beispiels erwähnte Erweiterung würde existieren, d.h. der Knoten
p wäre zusätzlich zu der Verbindung mit v auch dem Knoten o ver-
bunden, so würde diese Verbindung frühestens bei der Analyse von o
bzw. p nach deren Selektion von Q vorgenommen.
9.2. Auswirkungen der bidirektionalen
Exploration
Betrachtet man die Auswirkungen der bidirektionalen Exploration, so
können drei wesentliche Punkte identifiziert werden:
1. Jeder Knoten5 innerhalb der Analysephase besitzt das Maxi-
mum an Information, das die direkt mit ihm in Beziehung ste-
henden Knoten zur Verfügung stellen können.
2. Die Reihenfolge des Informationsaustausches sowie der zu ex-
plorierenden Knoten verändert sich.
3. Die Expansion des Graphen tendiert zu einer primär lokal be-
schränkten Ausdehnung. Die Ausweitung, d.h. die Untersu-
chung längerer Pfade, erfolgt zeitlich mit teils großer Verzöge-
rung.
Punkt 1 beschreibt den Umstand, dass alle mit v in Beziehung stehen-
den Knoten ihre Informationen ebenfalls innerhalb der Analysepha-
se des Knotens v mit v austauschen. Dieser gibt die Informationen
bei weiteren Relationsanalysen oder durch propagieren neuer oder
verbesserter Werte weiter. Somit besitzen am Ende der Analyse des
Knotens v alle von ihm erreichbaren Knoten Informationen über die
5 Bezogen auf eine Analysephase handelt es sich um den Knoten v und jeden Kno-
ten GETPATHSTEPSOFINTEREST(v). Zudem ist die Analyse auf die Verbindungen
vom Knoten v zu jedem einzelnen Knoten u beschränkt. Eine Analyse weiterer
Relationen ist erst bei der Wahl eines neuen Knotens von Q möglich.
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gleiche Anzahl von Bezeichnern.6 Punkt 2 resultiert aus dem vollstän-
digen Informationsaustausch, der in Punkt 1 erwähnt wird. Dieser
geht einher mit der Steigerung der Gesamtaktivierung des Knotens
v. Dadurch wird seine Relevanz als Vorgängerknoten erhöht, jedoch –
da die Exploration des Knoten nun abgeschlossen wurde – hat dieser
Umstand keine Auswirkung auf die Queue Q. Dennoch besitzt nach
der Analyse auch jeder Knoten u ∈ GETPATHSTEPSOFINTEREST(v)
die vollständigen Informationen, mit denen eine mögliche Steigerung
seiner Gesamtaktivierung einhergeht und somit gegebenenfalls eine
Änderung seines Ranges in Q. Die in Punkt 3 beschriebene Auswir-
kung des Verfahrens ist ein direktes Resultat der in Punkt 2 beschrie-
benen Reihenfolgenänderung in Q. Dies wird durch die Darstellung
einer Beispiel-Exploration in Abbildung 9.4 deutlich. Die Abbildung
zeigt Ausschnitte der unterschiedlichen Explorationen ausgehend von
der algorithmischen Analyse des in Abschnitt 8.4.6 gezeigten Text-
beispiels. Bei Anwendung des unidirektionalen Abgleichs (siehe Ab-
bildung 9.4(a)) wird der Fokus auf die rasche Exploration von Pfa-
den mit der Weitergabe des im Lauf des Pfades gesammelten Wissens
ersichtlich. Ein intensive Analyse ist im oberen Teil der Abbildung
zu sehen, bei dem viele Seme nahe beieinander liegen. Nach außen
nimmt die Weitergabe der Informationen aufgrund der Beschränkun-
gen, z.B. Minimalaktivierung, ab. Im Fall der bidirektionalen Explora-
tion (siehe Abbildung 9.4(b)) wird die intensive Überprüfung durch
die lokal gebündelten Bereiche deutlich. Wie zuvor erläutert ist dies
zum einen ein Resultat des vollständigen Informationsaustauschs und
der priorisierten lokal zusammenhängenden Exploration. Zum ande-
ren verzögern die gesteigerten Gesamtaktivierungswerte neben der
besseren Einordnung in Q das Erreichen des Zeitpunkts, an dem die
zusätzlichen Abbruchbedingungen hinsichtlich der Minimalaktivie-
rung etc. erfüllt werden.
Der Unterschied der Varianten wird im Rahmen der Evaluation in Ka-
pitel 13 aufgezeigt.
6 Diese Informationen sind hinsichtlich des Aktivierungs- und Distanzwertes auf-
grund der mathematischen Berechnung abweichend von den dem Knoten v zuge-
wiesenen Werte (siehe Kapitel 12).


































































10. Ansatz der lokalen
Kohärenz
Der Ansatz zur Disambiguierung, der in dieser Arbeit vorgestellt
wird, besitzt weitgehende Allgemeingültigkeit für verschiedenste Ar-
ten von Eingangsmedien. Voraussetzung ist hierbei die mögliche Ex-
traktion von darin vorkommenden Elementen, denen Instanzen der
Ontologie zugewiesen werden können und somit die Übertragung des
durch das Medium dargestellten Sachverhalts auf das in der Ontolo-
gie gespeicherte Hintergrundwissen.1 Für die innerhalb dieses Kapi-
tels vorgestellte Erweiterung des in Kapitel 8 eingeführten Basisalgo-
rithmus sind spezifische Eigenschaften von Texten ausschlaggebend.
Daher wird in Abschnitt 10.1 zunächst auf die Merkmale von Texten
eingegangen und die Begrifflichkeit des Wortes „Kohärenz“ erläutert.
Der Zusammenhang zwischen Textkohärenz und dem in Kapitel 8
vorgestellten Verfahren sowie die daraus hervorgehenden Änderun-
gen werden in Abschnitt 10.2 vorgestellt. In Abschnitt 10.3 wird die
Verwendung von lokalen Propositionen2 auf eine algorithmische Vor-
gehensweise übertragen und in Abschnitt 10.4 anhand eines Beispiels
dargestellt.
1 Beispielsweise ist die kontextuelle Referenzbestimmung innerhalb Tonaufnahmen,
Bilddarstellungen, Videos etc. möglich. Je nach Medium bedarf dies einer unter-
schiedlichen Vorverarbeitung, z.B. die Überführung von Tonaufnahmen in Wor-
te, Sätze etc., bei Bildern die Erkennung von Gegenständen und bei Videos eine
Kombination von beidem. Die daraus resultierenden Informationsobjekte müssen
anschließend dem Hintergrundwissen der Ontologie zugeordnet werden. Darauf
aufbauend kann eine Verarbeitung durch die vorgestellte Methode erfolgen.
2 Dieser in der Linguistik häufig verwendete Begriff steht für den ausgedrückten
Sachverhalt.
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10.1. Textkohärenz
Im Gegensatz zu menschlichen Gesprächen, die in den meisten
Fällen einer spontanen und somit unstrukturierten Vorgehensweise
folgen, ist es verbreitet und nahezu ein Standard bei schriftlichen
Dokumenten sich an eine Form der Strukturierung zu halten.3 Der
Urheber eines Textes, d.h. der Autor, steht vor dem Problem, den von
ihm anvisierten, zu vermittelnden Inhalt in eine adäquate Struktur
zu bringen, um einen inhaltlichen Zusammenhang zu gewährleis-
ten. Während ein Autor jedoch bereits den Inhalt kennt und ihm
vorhandenes Wissen über den Inhalt als vorausgesetzt betrachtet
werden kann, muss der Leser diesen Schritt des „Verstehens“ zuerst
vollziehen. Dies bedeutet, dass er das dort Beschriebene miteinander
in Zusammenhang bringen muss, d.h. die Kohärenz erkennen muss.
Hierfür müssen die einzelnen Textaussagen erkannt und deren
jeweilige Proposition vom Leser „gespeichert“ werden (siehe auch
Kintsch und Dijk [123]). Im Folgenden gilt es für den Leser diese
einzelnen Propositionen miteinander zu verknüpfen und in eine
Wissensstruktur zu überführen, um ein „Verstehen“ zu ermöglichen.
Hierbei hilft die Tatsache, dass Begriffe oftmals wiederholt werden
und somit anhand eines Begriffes Zusammenhänge zugeordnet
werden können. Quathamer [183] spricht von einem „Sinnfluss“, der
sich durch diese Zuordnung ergibt, d.h. die Kohärenz des Textes.
Schnotz beschrieb die Kohärenz eines Textes durch: „Die Kohärenz
eines Textes ist das, was ihn von einer bloßen Aneinanderreihung beliebiger
Sätze unterscheidet. Im allgemeinsten Sinne bedeutet dieser Begriff, dass
die einzelnen Teile eines Textes einen Gesamtzusammenhang bilden, d.h.
die ihnen entsprechenden Propositionen bzw. Bedeutungseinheiten durch
semantische Relationen zu einem integrierten Ganzen verbunden sind. Ein
Text ist demnach kohärent, wenn sein Inhalt durch ein zusammenhängendes
Netzwerk darstellbar ist und nicht in einzelne, miteinander unverbundene
Teilnetze zerfällt.“ [205]
Diese Beschreibung hat zwei Kernaussagen: (a) Es gibt Teile ei-
nes Textes, die für sich einen Zusammenhang darstellen und (b) diese
3 Ausnahmen bei Gesprächen bilden Vorträge, Interviews etc., die ebenfalls eine zu-
vor festgelegte Struktur verfolgen.
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Teile fügen sich nahezu nahtlos in einen Gesamtzusammenhang ein.4
Diese Teile verbinden das Wissen, das in ihnen beschrieben wird.
Kintsch et al. [123] beschreiben diese Unterteilung als lokale und glo-
bale Kohärenz. Lokale Kohärenz, als Mikrostruktur von den Autoren
bezeichnet, baut auf der Analyse einzelner Sätze auf. Zunächst wer-
den die Argumente aus ihnen extrahiert. Eine lokale Kohärenz geht
nun aus der Argumentüberlappung benachbarter Sätze hervor. Ein
Text lässt sich daher in viele lokale Kohärenzen unterteilen.5
Makrostrukturen existieren auf verschiedenen Ebenen. Die unterste
beginnt mit der Zusammenfassung zweier lokaler Kohärenzen, die
aufgrund Argumentüberlappung zusammengefasst werden. Weitere
Ebenen entstehen aus der Zusammenfassung von Argumentüberlap-
pung der nun erzeugten Makrostrukturen. Dies wird fortgesetzt, bis
der Gesamtzusammenhang des Textes als letzte Makrostrukturebene









Abbildung 10.1.: Hierarchie der Mikro- und Makrostrukturen
Kintsch et al. [123] erstellten ebenfalls ein Computermodell, das den
Vorgang der lokalen und globalen Kohärenzbildung simuliert (siehe
auch Darstellung von Anderson in [9]). Die Autoren unterscheiden
das Kurz- bzw. Arbeits- und Langzeitgedächtnis. Für unseren Ansatz
ist die Tatsache wichtig, dass zuvor unbekannte Informationen mit
dem Langzeitgedächtnis, d.h. der globalen Wissensbasis abgeglichen
werden. Das Arbeitsgedächtnis repräsentiert einen Ausschnitt dieses
4 Schnotz verwendet den Begiff „Netzwerk“ hierbei metaphorisch, um den Zusam-
menhang zwischen den Teilen auszudrücken.
5 Lokale Kohärenz bezeichnet somit die Verknüpfung aufeinanderfolgender Zusam-
menhänge.
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Wissens, der dem aktuellen Verständnis entspricht, das der Leser für
den Text entwickelt hat.
10.2. Zusammenhang der Textkohärenz mit
dem Basisansatz
Die im vorherigen Abschnitt vorgestellte Vorgehensweise des „Ver-
stehens“ von Text beinhaltet viele Parallelen zu der in dieser Arbeit
vorgestellten kontextuellen Referenzbestimmung (siehe Abschnitt 8.4)
bzw. des Zwei-Ebenen-Modells (siehe Abschnitt 6.2.1). Innerhalb des
erwähnten Computermodells findet ein Abgleich zuvor unbekannter
Informationen mit dem Langzeitgedächtnis des Lesers statt. Der im
Rahmen des in der Arbeit verfolgte Ansatz orientiert sich hieran durch
die Verwendung einer Ontologie zur Repräsentation des diesbezügli-
chen Wissens. Das Arbeitsgedächtnis hingegen hält zu jeder Zeit die
wichtigsten Informationen vor, auf die der Leser zur Durchführung
der Verknüpfung von Informationen zurückgreift, d.h. die im Arbeits-
gedächtnis aktiv vorgehaltenen Propositionen sind exakt die, die ent-
lang der gerade vorgenommenen Exploration innerhalb des Graphen
angeordnet sind (Kombination von zeitlicher Nähe und Priorität). Der
Basisansatz ermöglicht durch die Verwendung von Spreading Acti-
vation ebenfalls einen priorisierten Rückgriff auf Informationen. Die
wichtigste Information entspricht hierbei der höchstaktivierten. Wäh-
rend Anderson [9] bei der Interpretation des Ansatzes von Kintsch
et al. darauf hinweist, dass die Kapazität des Arbeitsgedächtnises be-
schränkt ist, bestehen beim hier vorgestellten Ansatz keine Kapazitäts-
beschränkungen. Die exakte Darstellung einer Proposition wird von
Anderson nicht näher beschrieben. Zwar stellt er ein Beispiel hierfür
vor, jedoch ist die Form der Darstellung nicht exakt festgelegt. Im Rah-
men des vom Autor dieser Arbeit vorgestellten Ansatzes werden Pro-
positionen durch Teilgraphen des Ontologieinstanzgraphen realisiert.
Diese repräsentieren mögliche Aussagen, die gleichzeitig durch den
Algorithmus gewichtet werden. Das bedeutet, dass eine globale Kohä-
renz durch eine kombinatorische Auswertung der einzelnen Proposi-
tionen bestimmt werden muss und zwar anhand von Informationen,
die durch die Teilgraphen gegeben sind, welche die Propositionen re-
präsentieren.
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Die Realisierung durch den Basisansatz weicht in einem wesentlichen
Punkt jedoch von der im vorherigen Abschnitt vorgestellten Vorge-
hensweise ab, da bisher keine gezielte Berücksichtigung lokaler Kohä-
renz vorgenommen wurde. Alle gegebenen Informationen werden im
Basisansatz für die Erstellung eines Gesamtzusammenhangs (globale
Kohärenz) verwendet. Lokale Zusammenhänge ergeben sich hierbei
im Laufe des Verfahrens durch die lokale Bündelung während der Ex-
ploration. Diese lokalen Zusammenhänge müssen jedoch nicht in al-
len Fällen den lokalen Zusammenhängen im Text entsprechen. Eine
lokale Bündelung entspricht einer Exploration, die im engeren Um-
feld, d.h. bei kleiner Distanz und hohen Aktivierungswerten, eines
Knotens vorgenommen wird. Dies ist dann der Fall, falls viele Knoten
dieses Umfeldes Seme (Adressen in den Intensionen der Bezeichner)
repräsentieren und somit die initial höchsten Aktivierungswerte be-
sitzen. Die Bezeichner dieser Seme müssen im Text nicht zwangswei-
se nahe beieinander stehen und deshalb kann dies ein Indikator für
einen möglichen Fehler durch die Priorisierung suboptimaler Relatio-
nen bei der Exploration darstellen. Folglich können Seme im Graphen
eng verbunden sein, deren Bezeichner im Dokument weit voneinan-
der entfernt sind. Die Nähe von Semen verschiedener Bezeichner im
Graphen hängt nicht zwangsläufig mit der textuellen Nähe (Wortab-
stand) der Bezeichner im Dokument zusammen. Um einen höheren
Grad des in der textuellen Struktur vorhandenen Hintergrundwissen
einzubringen, verfolgt der in diesem Kapitel vorgestellte Ansatz die
Verbesserung des Verfahrens durch die gezielte Erstellung lokaler Ko-
härenzen. Hierbei sind folgende Kriterien zu beachten:
1. Lokale Kohärenz baut auf der Proposition einzelner Sätze auf
(vgl. Kintsch et al. [123]).
2. Ein Text wird in Abschnitte formatiert, die sich auf Sinneinheiten
beziehen (vgl. Kintsch et al. [123]).
3. Wiederholung eines Begriffs bildet einen Sinnfluss
(vgl. Quathamer [183]).
Diese Kriterien fügen sich in die in Abschnitt 6.1 vorgestellte Kon-
textklassifizierung von Schippan ein, d.h. in den lexisch-semantischen
Kontext und Situationskontext.
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10.3. Umsetzung lokaler Kohärenz
im Ansatz
Die hier vorgestellte Algorithmusvariante ermöglicht die Berück-
sichtigung lokaler Kohärenzen. Diese beginnt mit der Identifikation
relevanter Textbereiche. Daher werden zunächst (in Übereinstim-
mung mit der Vorgehensweise des Basisansatzes) die Entitätsbezeich-
ner sowie deren Position innerhalb des Textdokuments identifiziert.
Die positionale Einbettung ermöglicht es, textuelle Zusammenhänge
zu extrahieren. Diese werden benötigt, um die Lokalität der späte-
ren Kohärenz zu gewährleisten. Daher erfolgt zunächst die Bestim-
mung des textuellen Kontexts, der den lokalen Zusammenhang dar-
stellt. Hierzu muss der Text in einzelne Fragmente zerlegt werden, die
einzeln analysiert werden. In der von Kintsch et al. vorgestellten Vor-
gehensweise wird auf Satzebene begonnen und anschließend werden
die Propositionen iterativ in den Makroebenen ineinander überführt.
Der hier vorgestellte Ansatz verwendet anstatt der Satzebene Berei-
che aufeinanderfolgender Worte. So wird zunächst ein Wortbereich,
der einen Bezeichner l umgibt, in ein Fenster vorgegebener Größe ein-
gebettet, z.B. 5 Wörter6, d.h. wk−2, wk−1, lk, wk+1, wk+2 (k bezeichnet die
Wortposition). Diese Festlegung entspricht dem lexisch-semantischen
Kontext und beinhaltet außer der Bestimmung der innerhalb dieses
Fensters vorkommenden Instanzbezeichner (und zugehörige Seme)
kein weiteres Hintergrundwissen. Ein Textfenster entspricht daher in-
nerhalb dieses Ansatzes der in Kriterium 1 vorgenommenen Textbe-
reichsfestlegung des Satzes. Die Verwendung von Textfenstern erfolgt
nach dem von Firth vorgegebenen Prinzip: „a word is characterized by
the company it keeps“ [81]. Auf dieser untersten Ebene ist dies durch
direkt aufeinanderfolgende Wörter gegeben. Im nächsten Schritt wer-
den die einzelnen Wortfenster auf Überlappungen überprüft. Dies ge-
schieht anhand der Wortposition innerhalb des Textes. Überlappende
Wortfenster werden zu einem Segment miteinander vereinigt. Diese
Vorgehensweise ist in Abbildung 10.2 dargestellt. Die Fenster b1, b2
und b3 werden zu einem Segment B1 zusammengefasst. Die Fenster
b1 und b4 weiter unten im Text werden in B2 zusammengefasst. b5 bil-
det ein separates Segment B3. Am Ende dieses Verabeitungsschrittes
6 Die Größe des Textfensters muss individuell auf den zu untersuchenden Textkor-
pus angepasst werden. Hierfür sind mehrere Tests bzw. Expertenwissen notwen-
dig.
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beschreibt jedes Segment einen lokalen Kontext. Die darin enthalte-
nen Entitätsbezeichner werden in einer diesen Kontext beschreiben-
den Menge Ki zusammengefasst.
Text
B1 = b1,  b2,  b3
B2= b1,  b4
B3= b5
B4 = B1 ∪ B2
Abbildung 10.2.: Vereinigung überschneidender Textfenster
So wird gewährleistet, dass nur direkt aufeinanderfolgende Bezeich-
ner in einer gemeinsamen Menge zusammengefasst werden. Das
bewirkt die in Kriterium 2 genannte Einteilung in Sinnabschnitte. Die-
se sind jedoch noch nicht konsistent, solange Wiederholungen dersel-
ben Bezeichner nicht dem gleichen Sinnabschnitt zugeordnet wurden
(siehe Zusammenführen wiederholter Bezeichner, Kriterium 3). Die-
se Zuordnung erfolgt im nächsten Prozessschritt. Hierzu werden alle
Mengen überprüft, ob ein Bezeichner mehreren Mengen zugeordnet
ist. Wird ein solcher Bezeichner identifiziert, so erfolgt eine Vereini-
gung der Mengen, d.h. iff Ki ∩ Kj = ∅ then Ki ∪ Kj (Ki enthält hierbei
alle Bezeichner R im Wortfenster i). Im Beispiel in Abbildung 10.2 ist
dieser Fall gegeben. Da b1 in B1 und B2 enthalten ist, werden diese zu
B4 zusammengefasst. Es ist in in Abbildung 10.3 dargestellt.
Nach dem Abschluss dieser Vorprozessierung erfolgt die Erstellung
der Proposition basierend auf der Verwendung von Hintergrundwis-
sen. Hierzu muss jeder Kontext einzeln prozessiert werden. Zu Beginn
werden die einzelnen Intensionen Intl der im lokalen Kontext vorhan-
denen Bezeichner l ∈ Ki bestimmt und letztlich in die den Kontext
repräsentierende Intensionsmenge IKi = ∑l∈Ki Intl überführt (siehe
Alg. 8, Zeile 4). Darauf folgt die kontextuelle Referenzbestimmung.
Hierfür ist die Bestimmung des Steinerbaums notwendig, der die-
sen Kontext, d.h. die Kohärenz des lokalen Kontexts, beschreibt (sie-
he Alg. 8, Zeile 8). Den Unterschied zwischen dem Basisansatz und
der hier vorgestellten Variante bildet zunächst die übergebene Men-
ge an Bezeichnern, die je nach Kontext variiert. Nach Durchführung



















Abbildung 10.3.: Systematisches Vorgehen
In der Vorgehensweise von Kintsch et al. erfolgt ein iteratives Zu-
sammenführen von Propositionen, gemäß der Darstellung in Abbil-
dung 10.1 bzw. 10.3. Wie bereits vorgestellt erfolgt das Zusammen-
führen der Propositionen innerhalb des Basisansatzes implizit über
die Exploration. Nachdem durch die obige Analyse lokaler Kohä-
renzen ein textueller Bezug geschaffen wurde, erfolgt deren implizi-
te Aggregation zur Erstellung des Gesamtzusammenhangs. Hierzu
gibt es zwei mögliche Vorgehensweisen: (a) die lokalen Kontextbäume
der Analyse existiert für jeden lokalen Kontext eine Menge der durch
den Algorithmus bestimmten Referenzen für die innerhalb des Kon-
texts vorhandenen Bezeichner, d.h. Sem(e) innerhalb des Lösungs-
baums. Innerhalb dieses Lösungsbaums ist jedem Sem ein Gesamt-
aktivierungswert av zugeordnet, der die Relevanz dieses Knotens im
Rahmen der lokalen Kohärenz beschreibt. Dieser Aktivierungswert ist
von entscheidender Bedeutung für die weitere Analyse.
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Funktion Bedeutung
CALCINITIALACT(Intl ) Berechnet die initiale Aktivierung
für die Knoten, die in der überge-
gebenen Intension enthalten sind
RUNBASEALGORITHM(IKi ) Ruft die in Kapitel 8 vorgestellte
Basisvariante des Algorithmus auf.
IKi gibt hierbei die Knoten vor, die
als Seme verwendet werden sollen.
Tabelle 10.1.: Funktionen des Algorithmus
Algorithmus 8 : Algorithmus lokaler Kohärenz (Funktionsbe-
schreibung in Tabelle 10.1)
1 while K is non-empty do
2 foreach Ki ∈ K do
3 foreach l ∈ Ki do
4 estimate Intl ;
5 CALCINITIALACT(Intl );
6 add Intl to SKi and T;
7 end
8 R = RUNBASEALGORITHM(SKi );
9 foreach v ∈ R do
10 get t ∈ T where id(t) = id(v);
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werden iterativ erweitert7, bis sich ein Gesamtzusammenhang ergibt
bzw. (b) es erfolgt eine erneute Analyse gemäß der Vorgehensweise in-
nerhalb des Basisansatz, jedoch mit dem Priorisieren der Seme gemäß
deren Integration in den zuvor berechneten lokalen Kontexten. Die
zweite Möglichkeit erlaubt zudem die Pfade von Beginn an neu zu
explorieren. Es ist somit möglich den globalen Zusammenhang von
Beginn an ebenfalls zu berücksichtigen - jedoch ausgehend von der
Bedeutung der Seme, die in den lokalen Kontexten bestimmt wur-
de. Daher wird die zweite Variante in dieser Arbeit bevorzugt.8 Um
die Berücksichtigung der Bedeutung der einzelnen Kontexte von Be-
ginn an zu gewährleisten, erfolgt bei dieser Verfahrensweise, d.h. der
Neuprozessierung, die Änderung des initialen Aktivierungswerts der
Knoten, die in den Lösungsbäumen der lokalen Kontexte enthalten
sind at,initial (Algorithmus 8, Zeile 10 bestimmt die Äquivalenz). Die-
sem wird somit der Gesamtaktivierungswert des Sems innerhalb des
lokalen Kontexts zugewiesen (Algorithmus 8, Zeile 11). Hierdurch er-
gibt sich eine Priorisierung des Knotens bei der Selektion von Q.
Schnotz beschrieb, dass die einzelnen Propositionen zu einem Ge-
samtzusammenhang über semantische Relationen verbunden sind.
Der hier vorgestellte Ansatz folgt dieser Vorstellung. Eine Proposition
wird hierbei durch eine lokale Kohärenz dargestellt. Diese wird reprä-
sentiert durch den zughörigen Lösungsbaum. Die lokalen Kohärenzen
sind untereinander über semantische Relationen, die in der Ontologie
definiert sind verbunden und bilden somit einen Gesamtzusammen-
hang. Der das Dokument und somit den Zusammenhang der lokalen
Kohärenzen untereinander darstellende Resultatbaum hängt ab von
den auf den lokalen Kohärenzen aufbauenden Gewichtung, die für
die Exploration des Gesamtzusammenhangs verwendet wird.
7 Es erfolgt ein sukzessives Zusammenführen je zweier Kontexte von Ebene zu Ebe-
ne.
8 Erfolgt eine vollständige Überprüfung aller Pfade und Knoten innerhalb des den
lokalen Kontext repräsentierenden Teilbaums, so kommt dies ebenfalls einer voll-
ständigen Neuprozessierung gleich.
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10.4. Anwendungsbeispiel Ansatz
lokaler Kohärenz
Um den Unterschied zum Basisansatz zu verdeutlichen, wird der
Ansatz der lokalen Kohärenz anhand des bereits in Abschnitt 8.4.6
eingeführten Beispiels vorgestellt. Innerhalb der Vorprozessierung
werden zunächst die Wörter markiert, die den Bezeichnern von Onto-
logieinstanzen entsprechen. In Verbindung mit der in Abschnitt 13.2.2
vorgestellten geographischen Domänenontologie werden die Wörter
Arizona, Lake City, Florida, Christopher Creek, See Canyon und New Jersey
sowie deren Position innerhalb des Textes identifiziert. Jedes dieser
Wörter definiert das Zentrum eines Textfensters mit vorgegebener
Größe. Im vorgestellten Beispiel beträgt die Größe eines solchen
Textfensters 7 Wörter. Innerhalb des nächsten Prozessschritts werden
alle Textfenster hinsichtlich Überlappungen geprüft und im Falle von
Überlappung werden die Textfenster zu einem gemeinsamen Fenster
zusammengefügt. Somit werden alle in diesem Fenster enthaltenen
Bezeichner einer diesen Kontext repräsentierenden Menge zugefügt.
Beispiel:
1. “A wildfire in northern Arizona [...]” (Kontext 1)
2. “[...] a fire north of Lake City in Florida. Flames remained about a mile”
(Kontext 2)
3. “from the community of Christopher Creek. The community is south of
See Canyon [...]” (Kontext 3)
4. “[...] Elsewhere New Jersey [...]” (Kontext 4)
In diesem Beispiel wurde in Textbereich 1 nur ein Bezeichner identifi-
ziert, da innerhalb der Analyse kein Zusammenhang zu anderen Be-
zeichnern festgestellt wurde. Insofern enthält Kontext 1 außer Arizona
keine weiteren Bezeichner. Dies steht im Gegensatz zu den Textaus-
schnitten 2 und 3. Hier überlappen sich die Textfenster der jeweiligen
Bezeichner. In Textausschnitt 2 überschneiden sich das Fenster [fire,
north, of, Lake City, in Florida, Flames] und das Fenster [of, Lake City, in,
Florida, Flames remained, about]. Somit wird Kontext 2 durch die Be-
zeichner Lake City und Florida definiert. Kontext 3 enthält anhand der
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Überlappung beider Textfenster die Bezeichner Christopher Creek und
See Canyon und Kontext 4 enthält New Jersey.
Nachdem die lokalen Kontexte identifiziert wurden, erfolgt die Un-
tersuchung der lokalen Kohärenz je Kontext. Für jeden Kontext wird
der Basisansatz separat ausgeführt. Hierbei bilden die bestimmten Be-
zeichner die Voraussetzung. Für diese Art der Bearbeitung muss ein
Kontext mindestens zwei Bezeichner beinhalten. Abbildung 10.4 zeigt
die algorithmische Verarbeitung.
Zunächst wird die lokale Kohärenz für Kontext 2 erstellt, diese ist
durch den Graph links oben und den die Lösung repräsentierenden
Steinerbaum (Schritt 1) dargestellt. Die lokale Kohärenz für Kontext
3 ist durch den Graph links unten visualisiert. Der zugehörige Stei-
nerbaum ist rechts daneben (Schritt 2) aufgeführt. Die Steinerbäu-
me enthalten jeweils die Resultate der kontextuellen Referenzbestim-
mung. Die Knoten, welche die jeweiligen Seme darstellen, besitzen
hierbei einen Aktivierungswert, der sie gegenüber anderen Semen der
gleichen Intension priorisiert. Nach der lokalen Kontextanalyse er-
folgt nun eine Analyse des Gesamtkontextes über den Basisalgorith-
mus. Diese Vorgehensweise impliziert hierbei jedoch die Verwendung
der Gesamtaktivierungswerte der bestimmten Referenzen im loka-
len Kontext als initialen Aktivierungswert, der diesen entsprechenden
Semknoten zu Beginn der Analyse des globalen Kontexts zugewie-
sen wurde. Der unter diesen Voraussetzungen explorierte Graph und
resultierende Steinerbaum ist im rechten Teil der Abbildung darge-
stellt. Die unterschiedliche Vorgehensweise bei der Exploration wird
beim Vergleich dieser Abbildung zur Darstellung des Anwendungs-
beispiels des Basisalgorithmus 8.4.6 deutlich. Dort erfolgt die Explora-
tion entlang der höchstaktivierten Knoten aufgrund ihrer Einbettung
in den aktuellen Gesamtgraphen, während bei diesem Ansatz die Ein-
bettung in die Lokalgraphen ein wesentlicher Faktor für deren Aus-
wahl von Q und somit deren Priorität bei der Erstellung des Gesamt-
graphen darstellt.
Der Unterschied der Varianten wird im Rahmen der Evaluation in Ka-
pitel 13 aufgezeigt.






























11. Ansatz mit Bestärkendem
Lernen
In der in Kapitel 8 vorgestellten Ausführung des Algorithmus werden
die notwendigen Eingabeparameter beim Aufruf des Algorithmus
durch die gegebene Ontologie sowie den übergebenen Text gesetzt.
Dies gilt auch für die bisher vorgestellten Varianten des Basisalgorith-
mus. Hierbei werden keine Resultate vorheriger Algorithmusausfüh-
rungen auf unterschiedlichen Texten herangezogen, um auf die Be-
arbeitung des aktuell vorliegenden Disambiguierungsproblems einen
positiven Einfluss zu nehmen. Die in diesem Kapitel vorgestellte Mo-
difikation des Basisalgorithmus ändert dies, indem hier der Einsatz
eines Verfahrens des Bestärkenden Lernens1 einsetzt. Die vorgestellte
Methode ermöglicht somit die Berücksichtigung der selbsterzeugten
Resultate früherer Disambiguierungen. Alternativ wird auch die Ver-
wendung einer überwachten Datenmenge als Grundlage für die Lern-
funktion, d.h. überwachtes Lernen2, berücksichtigt.
In Abschnitt 11.1 werden zunächst die Grundlagen des Maschinellen
Lernens, insbesondere des Bestärkenden Lernens, beschrieben. An-
schließend wird in Abschnitt 11.2 das im Rahmen dieser Arbeit er-
stellte Verfahren vorgestellt und in Bezug zu den grundlegenden Ele-
menten Bestärkenden Lernens gesetzt.
1 engl. reinforcement learning; „[...] Reinforcement learning [...] is concerned with the
problem of finding suitable actions to take in a given situation in order to maximize a re-
ward. Here the learning algorithm is not given examples of optimal outputs, in contrast to
supervised learning, but must instead discover them by a process of trial and error. Typi-
cally there is a sequence of states and actions in which the learning algorithm is interacting
with its environment.“ [30] (siehe [224])
2 engl. supervised learning; „Applications in which the training data comprises examples
of the input vectors along with their corresponding target vectors are known as supervised
learning problems.“ [30] (siehe auch z.B. [252])
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11.1. Grundlagen des Bestärkenden Lernens
Allgemein liegt in diesem Lernverfahren die Idee zugrunde, dass ak-
tuell vorliegende Situationen aufgrund von Erlerntem, d.h. zum Zeit-
punkt der Analyse der jetzigen Situation (Eingabeparameter) bereits
das vorhandene Wissen beurteilt und gemäß einer mit diesem Wissen
verbundenen Vorgehensweise erreicht werden können. Die Annahme
ist, dass durch die mit Wissen verbundene Vorgehensweise bessere
Ergebnisse3 durch den Algorithmus erreicht wird. Abhängig von der
konkreten Methode des maschinellen Lernens variiert die Strategie
Im Gegensatz zu den meisten Verfahren überwachten Lernens, die ei-
ne abgeschlossene Menge zur Erstellung von Hypothesen verwenden,
baut bestärkendes Lernen auf einer iterativen Erstellung von Gesetz-
mäßigkeiten, d.h. Regeln, auf. „Iterativ“ weist darauf hin, dass im Lau-
fe der algorithmischen Analyse dieses Modell korrigiert und erwei-
tert wird. Somit ermöglichen die zuvor durchgeführten Analysen eine
Beeinflussung der algorithmischen Analyse der aktuell vorliegenden
Eingabewerte. Sutton und Barto beschreiben dies durch die Aussage:
„An Agent must be able to learn from its own experience“. Dies bedeutet:
„a) explore what he already knows“ und „b) explore to make better action
selections“ [224].
Ebenfalls definierten diese Autoren die vier grundlegenden Elemente,
über die ein solcher Algorithmus verfügen sollte:
1. eine Strategie
2. eine Funktion zur Beurteilung bzw. zum Honorieren
von Reaktionsweisen
3. eine Gewichtungsfunktion
4. ein Modell der Domäne (optional)
3 Der Term „besseres Ergebnis“ bezieht sich auf eine zur Überprüfung des Algorith-
mus durchgeführte Evaluation.
des Lernens. Beispielsweise verwendet überwachtes Lernen eine 
gegebene Menge von Daten, die zuvor auf Korrektheit überprüft 
wurden.
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Punkt 1 beschreibt eine Strategie, d.h. einen Vorgehensplan, die vorgibt
wie auf eine gegebene Situation reagiert werden muss. Die Honorie-
rungsfunktion (Punkt 2) beschreibt eine Vorgehensweise zur Ermitt-
lung der Güte, welche die ausgewählte Reaktion (Punkt 1) im Rah-
men des Vorgehensmodells zur Folge hat.4 Dies kann ebenfalls An-
lass zu einer Änderung der Strategie geben und enthält gegebenen-
falls die Art und Weise der Reaktionsänderung. Punkt 3 beschreibt
die Gewichtung von Vorgehensweisen. Diese orientiert sich an deren
Auswirkung über mehrere Anwendungen hinweg und somit deren
Nutzen auf längere Sicht. Das Modell der Domäne (Punkt 4) bildet
die Abläufe innerhalb des gegebenen Arbeitsgebietes ab, d.h. die Si-
tuationen, die während der Verarbeitung auftreten können und wie
darauf reagiert werden kann. Solche Modelle ermöglichen unter an-
derem die Erstellung und Anwendung von Algorithmen, die in der
Lage sind, die Wahrscheinlichkeit hinsichtlich des Auftretens von Si-
tuationen und mögliche Konsequenzen, je nach Reaktionsweise, zu
bestimmen.
11.2. Bestärkendes Lernen im Basisansatz
Das Verfahren hat die Bestimmung der Referenz des korrekten
Ontologieelements ausgehend von einem vorliegenden natürlich-
sprachlichen Bezeichner unter besonderer Berücksichtigung des Pro-
blems der Ambiguität zur Aufgabe. Es setzt einen vorhandenen Text-
korpus als auch eine die Domäne beschreibende Ontologie voraus.
Die Information, die aus dem Text ausgewertet wird, fokussiert sich
auf die Erkennung der dort enthaltenen Entitätsbezeichner. Die On-
tologie beschreibt die vorhandene Domäne als Wissensmodell. Dieses
ist jedoch zu unterscheiden von einem Verfahrensmodell hinsichtlich
einer algorithmischen Vorgehensweise.
4 D.h. ob die durch die Strategie ausgewählte Regel einen positiven oder negativen
Effekt auf die weitere Durchführung des algorithmischen Prozesses ausübt.
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Im Folgenden sind die wesentlichen Verfahrensschritte des vorgestell-
ten Basisalgorithmus angegeben.
1. Extraktion von Entitätsbezeichnern
2. Bestimmung der Seme in der Ontologie, d.h. der Adressen inner-
halb der Intension des Bezeichners
3. Bestimmung möglicher Steinerbäume
4. Bestimmung der Referenz(en) je gegebenen Entitätsbezeichner
aus dem höchstgewichteten Steinerbaum.
Die zunächst genannte Extraktion von Bezeichnern benannter Enti-
täten (Punkt 1) wird für jedes Dokument des gegebenen Textkor-
pus durchgeführt, d.h. bei einer iterativen Bearbeitung kommt es mit
großer Wahrscheinlichkeit zum wiederholten Auftauchen gleicher Be-
zeichner. Unter der Annahme, dass mit der Wiederholung von Be-
zeichnern auch eine Tendenz zu der Bestimmung der gleichen Re-
ferenzen für diesen Bezeichner einhergeht, führt dies zu der Konse-
quenz, dass innerhalb der Intension eines Bezeichners bestimmte Se-
me wahrscheinlicher sind als andere (Punkt 2). Zugleich kann dies
in die Bestimmung möglicher Steinerbäume im Spreading-Activation-
Verfahren einfließen. Wesentliches Kriterium stellt in diesem Verfah-
ren die Aktivierung eines Knotens dar. Daraus folgt, dass solchen Se-
men ein höherer bezeichnerspezifischer Aktivierungswert zugeordnet
ist. Dieser muss jedoch den Grad der Wahrscheinlichkeit wiederspie-
geln (Punkt 3). Dies nimmt implizit Einfluss auf die Bestimmung der
Lösungsreferenz, da diese anhand des Aktivierungswerts bestimmt
wird (Schritt 4).
Diese Annahmen basieren darauf, dass eine Domäne ein abgeschlos-
senes Fachgebiet bezeichnet. Es stellt eine Spezialisierung (bzw. ein
Teilgebiet) gegenüber einer allgemeinen Wissensbasis dar. Die Defini-
tion einer Ontologie (vgl. Abschnitt 3.2) beinhaltet die Zuordnung der
Ontologie zu einer Domäne, d.h. das Wissen, das durch die Ontologie
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dargestellt wird, betrifft ein abgeschlossenes Fachgebiet.5 Dieser Sach-
verhalt ist von besonderer Bedeutung, da er Anlass dazu gibt, dass
eine Textbasis, die sich auf dieses Wissen bezieht, mit hoher Wahr-
scheinlichkeit mehrere Texte beinhaltet, die gleiche oder ähnliche In-
halte beschreiben. Dokumente, die teils wiederholende Bezeichner zu
Referenzzuordnungen enthalten, sind wahrscheinlicher innerhalb von
Texten des gleichen Fachgebietes6, als in Texten, die sich auf allgemei-
nes Wissen beziehen. Ein typisches Beispiel sind Texte, die das gleiche
Ereignis beschreiben. Betrachtet man solche Dokumente, so enthal-
ten zeitlich später erscheinende Artikel oftmals zusätzliche Informa-
tionen, die zuvor nicht bekannt waren. Das deutet mit hoher Wahr-
scheinlichkeit auf dieselben und somit wiederkehrende Referenzen
für dieselben Bezeichner hin, die in den aufeinander folgenden Ar-
tikeln genannt werden. Dieser Sachverhalt ist unabhängig vom Grad
der Ambiguität innerhalb der Ontologie.
Aus dem vorgestellten Sachverhalt ergibt sich die im Folgenden
vorgestellte Umsetzung des Ansatzes mit bestärkendem Lernen.
Das wird anhand der zuvor aufgeführten vier Grundelemente eines
Ansatzes zum bestärkenden Lernen (Abschnitt 11.1) vorgestellt:
Strategie Die Strategie analysiert zunächst die vorliegende Men-
ge an Entitätsbezeichnern. Für jedes Sem ni innerhalb der Intension
Intt eines Bezeichners t erfolgt eine Überprüfung des Fundus des
bereits erlernten Wissens, der durch zuvor durch geführte Mono-
semierungsprozesse erzeugt wurde. Diese Überprüfung untersucht
ob und in welchem Zusammenhang das untersuchte Sem bereits
als Referenz für t bestimmt wurde und ermittelt dadurch die Wahr-
scheinlichkeit für dieses Sem, dass es gleichzeitig die im Kontext des
vorliegenden Dokumentes gesuchte Referenz für diesen Bezeichner
darstellt.
5 Es existieren Ontologien, die diese Spezialisierung nicht aufweisen. Beispiels-
weise beschreibt die DBPedia Ontologie (Ontologie zugreifbar unter http://
downloads.dbpedia.org/3.7/dbpedia_3.7.owl.bz2 [letzter Zugriff am 18.11.2011], Erläu-
terung unter http://wiki.dbpedia.org/Datasets [letzter Zugriff am 18.11.2011]) das in der
freien Enzyklopädie Wikipedia (http://www.wikipedia.org [letzter Zugriff am 12.09.2011])
enthaltene Wissen. Diese hat den Anspruch ein allgemeines und nicht ein auf ei-
ne Domäne beschränktes Nachschlagewerk zu sein. Für weitere Informationen zu
DBpedia wird auf den initialen Artikel von Bizer et al. [32] verwiesen.
6 Im Zusammenhang mit einer Ontologie, die allgemeines Wissen beschreibt, kann
dies ebenfalls durch eine zuvor erfolgte Kategorisierung erreicht werden, z.B. eine
thematische Ordnung (Clustering) nach Themengebieten (z.B. Politik, Sport etc.).
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Die detaillierte Vorgehensweise ist in Abbildung 11.1 dargestellt. Der
linke Bereich zeigt die Vorgehensmethode, die ohne Bestärkendes Ler-
nen vom Algortihmus verfolgt wird (Initialisierungsphase des Basisal-
gorithmus 8.4.2). Für jeden Bezeichner wird die Intension bestimmt.
Jedem Sem wird eine initiale Aktivierung für den repräsentierten Be-
zeichner (z.B. für Knoten n1 als Sem des Bezeichners t die Aktivie-
rung an1,t) gemäß der initialen Aktivierungsfunktion (Abschnitt 12.1)
zugeordnet. Im Rahmen der Modifikation durch den Einsatz von Be-
stärkendem Lernen (rechter Bereich der Abbildung 11.1) erfolgt eine
Neugewichtung anhand der bisher erfahrenen Informationen in den
zuvor durchgeführten Disambiguierungen. Die Kriterien hierfür sind
im unteren Abschnitt Gewichtung dargestellt. Die Gewichtung ist in-
nerhalb des Algorithmus zum einen verantwortlich für die Auswahl
des nächsten zu prozessierenden Knotens von Q und zum anderen für























Honorierung Eine Honorierung,  die Beurteilung des Erfolgs bzw. 
Misserfolgs einer angewandten Strategie, lässt sich dadurch be-
stimmen, ob die durch den Ansatz des bestärkenden Lernens, am 
wahrscheinlichsten die bestimmte Referenz auch als endgültige 
Referenz für den Entitätsbezeichner im Resultat enthalten ist. Der 
hier vorgestellte Algorithmus verwendet als Honorierung diese 
Information, da ein zusätzliches Resultat direkt zur Bestimmung 
der Gewichtung des Sems bei einer erneuten Textprozessierung 
verwendet wird. Somit wird im Falle, dass das Ergebnis dieser 
Referenzbestimmung mit diesem Sem übereinstimmt, diesem ein 
höheres Gewicht zugeordnet und die Auswahl dieses Sems bei ei-
ner später erfolgenden Analyse eines neuen Dokumentes begüns-
tigt. Andernfalls wird das Gewicht abgeschwächt und somit die 
Wahrscheinlichkeit für dessen Auswahl reduziert.
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1. Wie viele Entitätsbezeichner des aktuell zu prozessierenden
Dokumentes waren in diesem Dokument enthalten?
2. Wie viele zusätzliche Entitätsbezeichner sind enthalten?
Die Anzahl der übereinstimmenden Entitätsbezeichner gibt Hinweis
darauf, ob ähnliche Zusammenhänge im zu untersuchenden Doku-
ment r und im bereits zuvor prozessierten Dokument d beschrieben
werden, die auf die gleichen Entitäten schließen lassen. Lr bezeich-
net die Menge der Bezeichner innerhalb des Dokuments r und Ld die
Menge der Bezeichner innerhalb des Dokuments d. Die Schnittmenge
Lr ∩ Ld gibt somit die Menge der übereinstimmenden, d.h. der sowohl
in Dokument r als auch in Dokument d vorkommenden, Bezeich-
ner an. Das bedeutet, dass die Kohärenz beider Dokumente durch
die Schnittmenge beschrieben wird. Insofern bestätigt dies, dass die
Wahrscheinlichkeit desselben Sems für einen gegeben Bezeichner in
beiden Dokument zunimmt, je mehr Bezeichner innerhalb der Do-
kumente übereinstimmen. Beispielsweise weisen zwei Texte in denen
der Bezeichner „Madita“ vorkommt noch keinen Hinweis auf Über-
einstimmung der möglichen Referenz auf. Sind jedoch in beiden Tex-
ten die Bezeichner „Madita, Offenburg, Joachim“ enthalten, so lässt
dies bereits weniger Raum für unterschiedliche Referenzen, da die
Informationsdichte durch die Anzahl gleicher Bezeichner zunimmt.
Während Punkt 1 die Anzahl der übereinstimmenden Entitätsbe-
zeichner hervorhebt, kann dennoch davon ausgegangen werden, dass
Gewichtung Die Gewichtung eines Sems hängt von der Anzahl der 
durchgeführten Analysen ab, bei denen das Sem als Referenz für 
den gegebenen Entitätsbezeichner bestimmt wurde. Ohne weite-
re Faktoren steht die alleinige Anzahl für die Präsenz des Sems 
als Referenz des Bezeichners im Zusammenhang mit dem Text-
korpus. Insofern werden von allen zuvor analysierten Dokumen-
ten Rt in denen der Bezeichner t disambiguiert wurde, diejenigen 
Dokumente Rn1,t ausfindig gemacht, in denen der Knoten n1 als 
Referenz für t bestimmt wurde. Jedoch ist dieses Merkmal allein 
ungenügend, da es der Situation, die durch die Kohärenz aller 
Bezeichner eines Dokumentes ausgedrückt wird, nicht gerecht 
wird. Um diese nachzubilden, wird eine individuelle Gewich-
tung jedes zuvor berechneten Resultats durchgeführt. Die Höhe 
der bestimmten Aktivierung für eine Referenz ist hierbei abhän-
gig von (vgl. Gleichungen (12.9)):
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zusätzliche Bezeichner im zu untersuchenden Dokument mehr Mög-
lichkeiten für unterschiedliche Referenzen offen lassen. Das ist in
Punkt 2 beschrieben, da diese gegebenenfalls unterschiedliche Zu-
sammenhänge beschreiben und somit keine Kohärenz zwischen bei-
den Texten besteht, d.h. die Menge der übereinstimmenden Bezeich-
ner wird in das Verhältnis zu allen Wörtern im zu untersuchenden
Dokument gesetzt, d.h. Lr∩Ld
Lr .
Es gibt Varianten des bestärkenden Lernens, die auf Grundlagen
des überwachten Lernens zurückgreifen. In dem hier vorgestellten
Verfahren gibt es ebenfalls eine solche Alternative. Diese greift iterativ
auf die zur Evaluation benutzten, d.h. die zuvor durch den Benutzer
auf Korrektheit überprüften, Ergebnisse zurück, anstatt auf die
Ergebnisse, die durch den Algorithmus selbst erstellt wurden.
Zusammenfassend liegt der Hauptunterschied dieser Variante
zum in Kapitel 8 vorgestellten Basisansatz in der veränderten in-
itialen Gewichtung der Knoten. Durch Bestärkendes Lernen wird
es ermöglicht, anhand bereits zuvor durchgeführter Disambiguie-
rungsverfahren bestimmte Seme der Intension anderen gegenüber
vorzuziehen. Die detaillierte Beschreibung des mathematischen
Verfahrens zur Gewichtungsberechnung basierend auf Bestärkendem
Lernen ist im Kontext der anderen Maßfunktionen in Abschnitt 12.3
beschrieben. Der Erfolg der Methode wird im Rahmen der Evaluation
in Kapitel 13 besprochen.
Modell In Abschnitt 11.1 wird die Verwendung eines Modells als opti-
onal bezeichnet. Für das gegebene Verfahren wird in Einklang da-
mit kein Vorgehensmodell verwendet. Als alleiniges Modell kommt 
das durch die Ontologie vorgegebeneWissensmodell zum Einsatz.
12. Maße, Parameter
und Heuristiken
In den Kapiteln zuvor wird das grundlegende Vorgehen sowie die
algorithmischen Varianten beschrieben, die darauf aufbauen. Jedoch
wird der Detailgrad hinsichtlich der verwendeten Maße hierbei re-
duziert, um die Erläuterung der jeweiligen Techniken1 in den Vor-
dergrund zu stellen. Dieses Kapitel enthält die Maße und Parame-
ter, die zur Berechnung der Aktivierungswerte innerhalb des Ansat-
zes verwendet werden. Die Qualität des Ansatzes steigt und sinkt ba-
sierend auf den Aspekten, die bei dieser Berechnung herangezogen
werden.2
Abschnitt 12.1 beschreibt die Maße, die bei Berechnung der Bedeutung
einer Instanz Anwendung finden, d.h. deren Gewichtung und die Wei-
tergabe der Aktivierungswerte beim Spreading. In Abschnitt 12.2 wird
die Bestimmung entitätsspezifischer Zusammenhänge ausgehend von
den Entitätsbezeichnern beschrieben, während in Abschnitt 12.3 die
Maße für den Ansatz des Bestärkenden Lernens vorgestellt werden.
Abschnitt 12.4 führt die Gewichtung von Kanten (Object-Properties)
ein und in Abschnitt 12.5 wird auf die Abbruchkriterien, d.h. das Stop-
pen der weiteren Exploration, innerhalb des Algorithmus eingegan-
gen.
1 Dies bezieht sich auf die Erläuterungen in den Kapiteln 8,9,10 und 11.
2 Eine genaue Darstellung der Effektivität der einzelnen Aspekte befindet sich in
Kapitel 13, das eine Evaluation des Ansatzes enthält.
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12.1. Bestimmung der Instanzspezifischen
Aktivierungswerte
Die Gewichtung einer Instanz, d.h. eines Knotens innerhalb des In-
stanzgraphen3, ist von entscheidender Bedeutung für deren Berück-
sichtigung innerhalb des Algorithmus. Je Instanz gibt es drei verschie-
dene Typen von Aktivierungswerten: 1) ein Aktvierungswert, der die
Wertigkeit4 der Instanz unabhängig von Bezeichnern angibt, 2) der Akti-
vierungswert der Instanz je Bezeichner und 3) der Gesamtaktivierungswert,
der aus den ersten beiden zusammengesetzt wird.
Die Zuweisung eines initialen instanzspezifischen Aktivierungswerts
nodePrestige(v) ermöglicht die Festlegung der Wertigkeit einer In-
stanz unabhängig von deren Stellung zu den zu berücksichtigenden
Bezeichnern (siehe Tabelle 12.1 für eine Übersicht der verwendeten
Variablen). Ein solches Maß kommt ebenfalls in den Ansätzen von
Bhalotia [24, 1] und Kacholia [118] zum Einsatz. Typische Maße sind
indegree und outdegree des Knoten v. Eine weitere Möglichkeit ist die
Gewichtung nach Konzeptzugehörigkeit durch dieses Maß. Beispiels-
weise können im Fall einer Geoontologie Instanzen von Städten ge-
genüber denen von Dörfern bevorzugt werden.5 Eine Übersicht ist in
[229] zu finden. Dieser Wert nodePrestige(v) wird in die Berechnung
der Gesamtaktivierung av (Gleichung (12.3)) miteinbezogen. Sie be-
stimmt die Position des Knotens in der Queue Q und somit dessen
Platz in der Explorationsreihenfolge. Ein von den Bezeichnern unab-
hängiges Kriterium zur Knotenbewertung stellt beispielsweise die all-
gemeine Einbettung der Instanz in die Domäne dar und kann durch
die Anzahl, die Art der Properties oder über die Zuordnung zu einem
3 Innerhalb diesem Abschnitt werden die Begriffe „Knoten“ und „Instanz“ alterna-
tiv verwendet, da innerhalb des Instanzgraphen alle Knoten für Instanzen stehen.
4 Definiert die Bedeutung des Knotens für das Verfahren unabhängig vom Bezeich-
ner. Beispielsweise können Instanzen bestimmter Konzepte dadurch eine höher
Relevanz zugewiesen werden.
5 Hierbei ist der Zusammenhang zur Informationsdarstellung innerhalb des Korpus
entscheidend.
vorgegebenen Konzept bestimmt werden.




Gleichung 12.1: Initiale Sem Aktivierung (Einsatz:
Initialisierungsphase)
Entscheidender für das Verfahren ist die Zuweisung der bezeichner-
spezifischen Aktivierungswerte. Ein solcher Aktivierungswert wird
einer Instanz vor Ausführung des Algorithmus initial zugewiesen
(siehe Gleichung (12.1)), falls es sich bei ihr um ein Sem in der bezeich-
nerspezifischen Intension Intl handelt. Ausschlaggebend für einen
Knoten (Sem) v ∈ Intl ist zunächst dessen individueller Bezug zum
gegebenen Bezeichner, der durch die Funktion proximity(v, l, i) be-
stimmt wird.6 Umsetzungsmöglichkeiten dieser Funktion sind in Ab-
schnitt 12.2 dargestellt. Zur Normierung erfolgt eine Division durch
die Größe der Intension |Intl | für den Bezeichner l. Hintergrund die-
ser Division ist die Tatsache, dass je weniger Seme in dieser Menge
enthalten sind, desto größer ist die Wahrscheinlichkeit, dass es sich bei
einem darin enthaltenen Sem um die gesuchte Referenz handelt.
(12.2) au,l = av,l × λ× P(ev,u)
Gleichung 12.2: Berechnung der Aktivierungsweitergabe (Einsatz:
Spreading der bezeichnerspezifischen Aktivierung)
Neben der initialen Zuweisung von bezeichnerspezifischen Aktivie-
rungswerten erfolgt die Weitergabe von Aktivierungen während des
Spreading-Activation-Verfahrens (siehe Gleichung (12.2)7).Bei der Ex-
ploration einer Kantenverbindung zwischen zwei Knoten v und u
6 Je nach Art und Weise der Textanalyse kann hierbei auch der Vergleich mit dem
ursprünglich im Text vorhandenen Wort vorgenommen werden, das zum Nach-
schlagen im Lexikon verwendet wurde.
7 Diese Formel kommt in Algorithmus 4 in den Zeilen 25 bzw. 26 zur Anwendung.
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wird die Aktivierung für l von v nach u via der Kante e weiter-
gegeben.8 Zum einen erfährt der Aktivierungswert hierbei eine Ab-
schwächung durch den Faktor λ9, der die Aktivierung im Verhältnis
zu der weitergegebenen Distanz zwischen Sem und Knoten reduziert
(z.B. λ = 0.8). Zum anderen erfolgt eine Bewertung der Verbindung
zwischen beiden Knoten basierend auf der vorliegenden Kante mittels
der Funktion P(ev,u). Mögliche Umsetzungen dieser Funktion werden
in Abschnitt 12.4 vorgestellt.
(12.3) av = ∑
l∈L
av,l + nodePrestige(v)
Gleichung 12.3: Gesamtaktivierung (Einsatz: Bestimmung der
Position innerhalb der Queue Q)
Die in Gleichung (12.3)10 dargestellte Berechnung der Gesamtaktivie-
rung setzt sich zusammen aus der Summe des je Bezeichner individu-
ell zugewiesenen Aktivierungswerts, als auch dem initial zum Kno-
ten zugeordneten nodePrestige(v). Der Gesamtaktivierungswert av be-
stimmt die Position innerhalb der Queue Q. Eine Verbindung zu meh-
reren Semen kann sich hierbei als vorteilhaft erweisen. Der Rang in-
nerhalb dieser Queue ist insbesondere von Bedeutung, falls der Algo-
rithmus über Abbruchbedingungen gestoppt wird, bevor Q vollstän-
dig exploriert wurde. Zudem beeinflusst es das Ranking der Ergebnis-
se, da die Knoten, die die Resultate (d.h. die Wurzeln der Steinerbäu-
me) repräsentieren, ebenfalls anhand der Gesamtaktivierung beurteilt
werden.
8 Dies geschieht im Basisverfahren unter der Voraussetzung, dass der Knoten v von
Q selektiert wurde und nun exploriert wird. Beim bidirektionalen Verfahren kann
es innerhalb dieses Explorationsschritts, der ursprünglich von v ausging, auch um
den Knoten u handeln.
9 Der Wertebereich der Variable λ beträgt 0 < λ < 1. Je nach gesetztem Wert nimmt
der zu übertragende Aktivierungswert von Spreadingvorgang zu Spreadingvor-
gang ab.
10 Diese Formel kommt in Algorithmus 2 in der Zeile 8 zur Anwendung.
12.2 AKTIVIERUNG ANHAND ENTITÄTS- UND KNOTENBEZEICHNER 213
Variable Bedeutung
av,l Aktivierung für Entitätsbezeichner l bei
Knoten v
proximity(v, l, i) Zusammenhang zwischen Label i und En-
titätsbezeichner l bei Knoten v
Intl Intension für Entitätsbezeichner l
av Gesamtaktivierung von Knoten v
nodePrestige(v) Gewichtung Knoten v unabhängig von
Entitätsbezeichnern
Q Queue für Exploration (geordnet nach Ge-
samtaktivierungen)
λ Reduktionsvariable für eine Verringerung
des Wertes bei Weitergabe des Aktivie-
rungswerts
Pev,u Funktion für Kantengewichtung
i Label eines Knotens
Rl Zuvor analysierte Dokumente die den En-
titätsbezeichner l enthalten
d Dokument
td,Rl,v Zuvor analysierte Dokumente bei denen
der Knoten v als Referenz des Entitätsbe-
zeichners l bestimmt wurde
γd,r Schnittmenge der Bezeichner in Doku-
ment r und Dokument d
Tabelle 12.1.: Verwendete Variablen
12.2. Aktivierung anhand Entitäts- und
Knotenbezeichner
Neben der nodePrestige(v)-Funktion bietet die Funktion
proximity(v, l, i) die Möglichkeit der Zuweisung eines Aktivierungs-
werts, der explizit unter Berücksichtigung der individuellen Merk-
male eines Knotens berechnet wird. Die Funktion proximity(v, l, i)
bestimmt den Zusammenhang des der Instanz zugeordneten Labels
zum gegebenen Entitätsbezeichner. Mögliche Wege dies umzu-
setzen sind die Verwendung textspezifischer Maße, welche die
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Schreibweisen miteinander vergleichen, und/oder Heuristiken, die
diesen Zusammenhang bewerten.
Im Rahmen dieser Arbeit wird auf die Levenshtein Distanz [137] zu-
rückgegriffen. Dieser Algorithmus erfuhr weite Verbreitung und wird
verwendet, um die Ähnlichkeit zweier Textfragmente zu beurteilen.
Navarrro bezeichnet ihn als „the most important measure of similari-
ty“ [159]. Levenshtein erlaubt die Berücksichtigung der Möglichkeit
von Buchstabenersetzungen, deren Löschen sowie Neueinfügungen.
Dies unterscheidet es von anderen ebenfalls verwendbaren Maßen,
wie z.B. der Hamming-Distanz [198] (Ersetzen) und der Episode Di-
stanz [58] (Löschen). Für eine Übersicht der verschiedenen Maße wird
auf die Artikel von Navarro [159], Manivannan et al. [148] und das
Buch von Manning et al. [149] verwiesen.
Neben dieser Überprüfung via textspezifischen Maßes, die gegebe-
nenfalls zu einer Abwertung aufgrund von Rechtschreibfehlern führt,
wird kontrolliert, ob der Entitätsbezeichner mit dem Wert der einer
Instanz zugewiesenen rdf:alterLabel Data Property übereinstimmt.
Diese Übereinstimmung führt zu einer Abwertung, da angenommen
wird, dass solche Instanzen nicht primär für den Entitätsbezeichner
stehen.11
Eine weitere Möglichkeit ist die Berücksichtigung von Heuristiken.
Beispielsweise können Konzeptbezeichner (z.B. „GmbH“ für Firmen)
in der direkten Umgebung eines Instanzbezeichners lokalisiert wer-
den und dementsprechend Adressen dieses Konzepttyps in der Inten-
sion des Entitätsbezeichners höher gewichtet werden.
12.3. Bestärkendes Lernen
Der Ansatz des Bestärkenden Lernens wurde in Kapitel 11 eingeführt.
Im Folgenden sind die dem Ansatz zugrundeliegenden mathemati-
schen Berechnungen dargestellt. Der Ansatz beruht darauf, dass je
gegebenem Bezeichner l ∈ L innerhalb des gegebenen Dokuments
d überprüft wird, ob dieser bereits in zuvor durchgeführten Analy-
sen berücksichtigt wurde. Im Fall, dass in vorherigen Analysen eine
11 Dies ist nicht zutreffend, falls der rdf:label-Wert ebenfalls dem Bezeichner ent-
spricht.
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Referenz (bzw. Referenzen) für diesen bestimmt wurden, wird dies
bei der aktuellen Analyse berücksichtigt. Dies geschieht dadurch, dass
die Initialgewichtung für diesen Entitätsbezeichner für einen Knoten
v ∈ Intl , der zuvor als Referenz für l bestimmt wurde, neu berechnet
wird. Diese Neuberechnung hat eine Änderung der initialen Gewich-
tung für diesen Knoten zur Folge.
Die Berechnung ist in Gleichung (12.4) dargestellt. Die (neue) Ge-
wichtung des Knotens v für den Bezeichner l setzt sich dabei zusam-
men aus einem Maß basierend auf den Dokumenten, in denen dieser
Knoten zuvor als Referenz bestimmt wurde (td,Rl,v) und dem zuvor
vorgestellten Textvergleich (proximity(v, l, i)). Somit wird die in Glei-
chung (12.1) vorgestellte Initialaktivierung vollständig ersetzt durch
die im Folgenden vorgestellte Gleichung (12.4). Beides wird in das
entsprechende Verhältnis gesetzt, d.h. proximity(v, l, i) zu der Größe
der aktuellen Intension |Intl | und (td,Rl,v) zur Menge der zuvor analy-






Gleichung 12.4: Initiale Sem Aktivierung (Einsatz:
Initialisierungsphase bei Reinforcement Learning)
Der Parameter γd,r (12.5a) beschreibt das spezifische Resultat für den
Knoten v im Zusammenhang mit dem Dokument r des Resultatsets
Rl,v. Bei Rl,v handelt es sich um die Teilmenge von Rl (Rl,v ⊆ Rl), wel-
ches die Dokumente enthält, bei denen v als Referenz für l bestimmt
wurde. Der Wert von γd,r wird gebildet durch die Berücksichtigung
der Menge der im aktuell zu analysierenden Dokument d enthaltenen
Entitätsbezeichner Ld, die gleichzeitig auch in den Entitätsbezeichnern
Lr des zu überprüfenden Dokument r des Resultatsets Rl,v enthalten
sind. Beispielsweise liegt ein solche Situation vor, dass wenn im aktu-
ell zu überprüfenden Dokument 5 Entitätsbezeichner enthalten sind
und im zu analysierenden Dokument r, welches bereits zuvor dem
Prozess der Monosemierung unterlag, sind 3 dieser 5 Bezeichner eben-
falls vorhanden. Daraus ergibt sich der Schluss, dass diese Dokumente
eine gegenseitige Ähnlichkeit von über 50% aufweisen ( 35 = 0, 6).









Gleichung 12.5: Bezeichnerspezifische Gewichtung, die auf
vorherigen Resultaten basiert (Einsatz: Initiale Bezeichnerpezifische
Aktivierung des Sem bei Reinforcement Learning)
Das knotenspezifische Resultat, das durch die Analyse der zuvor
überprüften Dokumente errechnet wird, ist in Gleichung (12.5b) be-
schrieben. Hier werden alle vorherigen Resultate, die je Dokument
r ∈ Rl,v in Gleichung (12.5a) bestimmt wurden, aufsummiert. Somit
beschreibt td,Rl,v die Anzahl der Dokumente, in denen der Knoten v
als Referenz für den Entitätsbezeichner l bestimmt wurde. Je exakter
die gegebenen Entitätsbzeichner Ld mit den enthaltenen Entitätsbe-
zeichnern Lr übereinstimmen, desto eher ist davon auszugehen, dass
die zuvor bestimmten Ergebnisse für das Dokument r auch für das
aktuelle Dokument d gelten. Daher werden Dokumente innerhalb der
Menge der Resultate bevorzugt, die möglichst die gleichen Bezeichner
wie das aktuell zu analysierende Dokument enthalten. Dies bedeutet
im Zusammenhang mit dem zuvor erwähnten Beispiel, dass das ak-
tuell analysierte Dokument aussagekräftiger für den Knoten v ist, als
ein Dokument in dem die Übereinstimmung der Bezeichner nur 30%
beträgt.








av,l = er f (av,l)(12.6b)
Gleichung 12.6: Normalisierung mittels Gaußscher Fehlerfunktion
(Einsatz: Initale Berechnung der Bezeichneraktivierung des Sem bei
Reinforcement Learning)
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Da der neuberechnete Wert av,l gegebenenfalls 1 übersteigen kann, ist
eine Normalisierung notwendig. Diese betrifft alle initialen Aktivie-
rungen, d.h. auch der Knoten, die in keinem zuvor analysierten Do-
kument enthalten waren. Hierzu wurde die Gaußsche Fehlerfunktion,
die eine Sigmoid-Kurve durch den 0-Punkt beschreibt, gewählt (siehe
12.6). Diese gewährleistet die Einhaltung des Wertebereichs zwischen
0 und 1 sowie die unterschiedlichen Größenverhältnisse der Aktivie-
rungen.
12.4. Kantenmaße
Ontologien bieten Data- und Object-Properties, um die Eigenschaf-
ten einer Instanz zu beschreiben. Data-Properties sind nur bedingt ge-
eignet, um einen Bezug zwischen Instanzen auszudrücken.12 Object-
Properties hingegen werden dazu verwendet, direkte Beziehungen
zwischen Ontologieelementen aufzuzeigen und bilden die Kanten in-
nerhalb des Instanzgraphen. Bei jeder Exploration erlaubt die Berück-
sichtigung der Object-Property daher eine individuelle Gewichtung
des Knotenzusammenhangs. Dies erfolgt über die zuvor bereits vor-
gestellte Funktion P(ev,u).
Im Folgenden wird die Berechnung eines heuristischen (Ab-
schnitt 12.4.1) sowie semantischen (Abschnitt 12.4.2) Maßes für einen
gegebenen Zusammenhang vorgestellt.
12.4.1. Heuristisches Maß
Das hier vorgestellte Maß setzt die individuelle Object-Property zwi-
schen zwei Instanzen in Bezug zu anderen Object-Properties, die
dem aktuell untersuchten Knoten zugeordnet sind. Dies geschieht
über die Betrachtung des Kantentyps. Der Knoten v ist hierbei der
aktuell explorierte Knoten. Die Anzahl der Kanten zwischen den
12 Data-Properties sind nur bedingt geeignet, da Zuammenhänge hierbei abhängig
von Datenwerten sind. Die Auswertung einer solchen Übereinstimmung ist im
Allgemeinen nicht durch die Ontologie selbst gegeben, sondern das Resultat ei-
nes darauf angewandten Verfahrens (z.B. die Gruppierung von Instanzen, die den
gleichen Wert für ein bzw. mehrere Properties aufweisen (Clustering)). Der Einsatz
muss daher im Einzelfall sehr genau abgewogen werden.
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Knoten v und u, die dem Typ der gegebenen Kante e entsprechen
(|Ev,u|), werden in das Verhältnis aller Kanten dieses Typs gesetzt, die
v zugeordnet sind (|Ev|). Die Güte der individuellen Zuordnung zwi-




Gleichung 12.7: Heuristisches Kantenmaß (Einsatz: Kantenmaß bei
Berechnung des Spreading Activation Wertes)
Mittels dieser Heuristik wird eine Annahme getroffen, von welcher
Relevanz diese Beziehung in Anbetracht der Menge von weiteren Re-
lationen des gleichen Typs ist. Ein Beispiel, bezogen auf die zuvor be-
reits erwähnte Ontologie geonames.org [letzter Zugriff am 12.09.2011], ist das Ver-
hältnis zwischen der Geoinstanz, welche die Vereinigten Staaten von
Amerika bezeichnet v und derjenigen, die den Staat Florida bezeich-
net u. Die Kante e ist durch geo:inCountry gegeben. Wird v explo-
riert, so wird P(ev,u) durch 11886307 berechnet. Grund hierfür ist, dass
sehr viele Instanzen in Amerika liegen. Wird u hingegen exploriert,
so wird P(eu,v) durch 11 berechnet. Durch die beiden Werte wird der
Unterschied in der Wertigkeit der Zuordnung deutlich, der bei dieser
Heuristik durch die Anzahl der Kanten des vorliegenden Kantentyps
normiert wird. Zudem wird aufgezeigt, dass die Explorationsrichtung
hierbei entscheidend ist.
12.4.2. Semantisches Maß
Die Beurteilung der Güte einer Object-Property wird bei einem „Se-
mantischen Maß“ durch die Berücksichtigung sowohl konzeptuel-
ler Zusammenhänge (T-Box)13 als auch der Zusammenhänge auf
der Instanzebene (A-Box) erzielt. Mögliche Vorgehensweisen fin-
den sich im Forschungsbereich Ranking von Ergebnissen semantischer
Suche, z.B. [5, 11]. Ranking beschäftigt sich mit der Ordnung des Su-
chergebnisses, d.h. mit dem Priorisieren von Resultaten innerhalb der
13 Eine Übersicht von Maßen zur Bestimmung von Konzeptähnlichkeiten ist in Arti-
kel [133] beschrieben.
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Ergebnisliste. Semantische Suche bedarf somit eines semantischen
Maßes, um die einzelnen Suchergebnisse zu bewerten.
Der Unterschied zum vorliegenden Verfahren ist, dass beim Ranking
eine Bewertung nach Abschluss der Suche vorgenommen wird. Für
das im Rahmen dieser Arbeit entwickelte Verfahren ist es jedoch erfor-
derlich, dass die Bewertung im Laufe der Exploration vorgenommen
werden kann. Bei der Analyse verschiedener Verfahren wird deutlich,
dass der von Anyanwu, Maduko und Sheth entwickelte Ansatz „Sem-
Rank“ [10] hierfür geeignete Methoden bietet. Es wird hierbei nur auf
Teile des Verfahrens zurückgegriffen, da auf die Analyse vollständiger
Pfade verzichtet wird.14 Der Ansatz verwendet eine Kombination in-
formationstheoretischer Methoden und Heuristiken. Die verwendeten
Gewichtungen werden im Folgenden dargestellt. Für eine vollständi-
ge Darstellung wird auf den Artikel [10] verwiesen.
Die Methode ermittelt den Informationsgewinn, der durch eine
Object-Property erzielt werden kann. Anayanwu et al. orientieren
sich hierbei an den Prinzipien der Informationstheorie, welche die
Information eines Ereignisses durch den negativen Logarithmus der
Wahrscheinlichkeit dessen Eintritts bestimmt. Der Ansatz baut auf
der Ermittlung der Spezifität einer Object-Property auf, die in Glei-
chung (12.8) beschrieben ist.
(12.8) Is(p) = −log(Pr(χ = p)) = −log( |[[p]]
∧|
|[[P]]∧| ), p ∈ P
Gleichung 12.8: Bestimmung der Spezifizität einer Object-Property
hinsichtlich der gesamten Wissensbasis
Hierbei sind die Parameter definiert durch:
a) [[c]]∧ = {r|r ist rdf:type of c}, d.h. nur direkte Instanzen von c
b) [[p]]∧ = [r1, r2]|r1 ∈ {[[c]]∧|c ∈ p.domain}, r2 ∈ {[[c]]∧|c ∈
p.range}, d.h. nur direkte Instanzen von p
14 Das geht auf die Tatsache zurück, dass die Methode Speading Activation bereits
implizit eine Bewertung des Pfades vergleichbar zu PageRank vornimmt. Siehe
auch die Anmerkungen hierzu in Abschnitt 8.4.3.
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Die Spezifität einer Property wird ermittelt, indem zunächst die An-
zahl ihrer Verwendung in der Wissensbasis bestimmt wird, d.h. wie
häufig diese zur Verbindung von Instanzen innerhalb der gesamten
Wissensbasis zum Einsatz kommt. Diese wird in das Verhältnis zur
Häufigkeit des Einsatzes aller Object-Properties in der Wissensbasis
gesetzt.
Anyanwu et al. nehmen eine Konkretisierung (siehe Gleichung 12.9b)
vor. Diese fokussiert auf die Situation zwischen zwei Konzepten r1
und r2. Bei Bewertung der Spezifität einer Object-Property p zwischen
diesen zwei Konzepten hängt diese zunächst von der Anzahl |[[p]]∧|
der Instanzen der beiden Konzepte ab, zwischen denen die Object-
Property p definiert wurde. Des Weiteren werden Sub-Properties tran-
sitiv ihrer jeweils allgemeinsten Super-Property, d.h. in der hierarchi-
schen Gliederung zuerst stehende Property, zugeordnet und die Men-
ge aller Instanzen, die den Properties zwischen beiden Konzepten, die
diesem Vererbungsbaum angehören, wird durch θ beschrieben (siehe
Beispiel unten). Hierbei gilt p ∈ θ. Die Anzahl der Verbindungen aller
Object-Properties |[[θ]]∧| innerhalb von θ bildet den Wert zur Normie-
rung.
Pr(χ = p|χ ∈ θ) = Pr(χ = p,χ ∈ θ)
Pr(χ ∈ θ) =
|[[p]]∧|
|[[θ]]∧|(12.9a)
Iθ−s(p) = I(χ = p|χ ∈ θ) = −logPr(χ = p|χ ∈ θ)(12.9b)
Gleichung 12.9: Semantisches Kantenmaß (Einsatz: Kantenmaß bei
Berechnung des Spreading Activation Werts)
Diese Berechnung ist in Gleichung (12.9a) dargestellt, d.h. die Häufig-
keit der Object-Property p im Verhältnis zu der Häufigkeit der Pro-
perties in θ. Dieses Maß erlaubt somit die Bewertung einer Object-
Property im Rahmen der konzeptuellen Zuordnung von r1 und r2, d.h.
zur Menge der weiteren Object-Properties zwischen diesen Konzep-
ten.
Angenommen, r1 ist dem Konzept Bürgermeister zugeordnet, wäh-
rend r2 dem Konzept Stadt zugehörig ist. Es existieren folgende
Super-Object-Properties in θ = {repräsentiert, wohntIn}. Es gibt
15 Instanzen von repräsentiert und 20 von wohntIn. Insgesamt gibt
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es 100 Object-Property-Instanzen. Daraus folgt für repräsentiert die
Wahrscheinlichkeit von 0.15 im Verhältnis zu allen Properties und
15
15+20 = 0.428571429 im Verhältnis zu θ.
Für das Maß P(eu,v) wird die Gleichung (12.9b) verwendet (e = p).
12.5. Abbruchkriterien für den Algorithmus
Ohne die Verwendung von Kriterien zur vorzeitigen Beendigung der
algorithmischen Ausführung stoppt der Algorithmus erst, nachdem
alle möglichen Resultate berechnet wurden. Mögliche heuristische
Abbruchbedingungen sind das Setzen eines a) minimalen Aktivierungs-
werts (ω)15 und/oder einer b) maximalen Explorationstiefe (η)16. Eine
maximale Explorationstiefe beschränkt die Größe des Steinerbaums,
der ermittelt werden kann, d.h. der längste Pfad darin kann maximal
die Länge 2η besitzen. Dieses Maß ist unabhängig von der Güte des
Baumes, die durch die Aktivierungswerte der jeweiligen Entitätsbe-
zeichner dargestellt wird, die dem den Baum repräsentierenden Kno-
ten zugeordnet sind (Gleichung (12.3)). Aufgrund der unterschied-
lichen Aktivierungsverteilung können auch größere Bäume, d.h. die
einen längeren maximalen Pfad enthalten, ein teilweise besseres Re-
sultat erzielen, als kleinere Bäume. Die Verwendung eines minimalen
Aktivierungswerts ω kommt dieser Tatsache nach. Ist die berechnete
weiterzugebende Aktivierung hinsichtlich eines Entitätsbezeichners
vom Knoten v zum Knoten u kleiner als die minimale Aktivierung,
d.h. au,l < ω, so wird diese nicht weitergegeben.17 Dadurch erfolgt ein
Stopp der Ausbreitung der Aktivierung für diesen Entitätsbezeichner.
Eine zusätzliche Einschränkung des Explorationsprozess kann durch
weitere Heuristiken vorgenommen werden. Der Algorithmus 2 (Zei-
le 20) sieht das Maß degmax vor, um Knoten von der Analyse auszu-
schließen, die mehr ein- und ausgehenden Kanten besitzen als durch
diese Beschränkung vorgegeben.
Unabhängig von den vorgestellten heuristischen Abbruchbedingun-
gen kann ein Abbruch auch aufgrund einer Beurteilung der in der
15 Im Algorithmus 2 mit ω = amin in Zeile 8 verwendet.
16 Im Algorithmus 2 mit η = depthmax in Zeile 8 verwendet.
17 Siehe Gleichung (12.2) zur Weitergabe des Aktivierungswerts.
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Zwischenzeit erstellten Resultate vorgenommen werden. Ein verbrei-
teter Ansatz ist der Abbruch der Analyse, nachdem ein Resultat durch
x darauffolgend errechnete Resultate nicht verbessert werden konn-
te. Der Algorithmus bietet diese Möglichkeit durch das Setzen des
maximumDeviance-Parameters (Algorithmus 5, Zeile 68). Jedoch gilt
es die Verwendung abzuwägen, da gegebenenfalls doch noch ein bes-
seres Ergebnis hätte berechnet werden können. Im Fall, dass die Ak-
tivierung allein vom Distanzmaß abhängig ist, ist dies eine valide
Vorgehensmethode. Der Ansatz des Spreading Activation deutet dar-
auf hin, dass das beste Ergebnis innerhalb einer Distanzbeschränkung
auch zuerst aufgefunden wird. Dies liegt daran, dass die Exploration
immer den besten Aktivierungswerten folgt und diese höher sind je
kürzer die Distanz zu den Semen ist. Sind jedoch weitere Parameter
involviert (nodePrestige(v), P(eu,v) etc. ), so hängt es von diesen ab, ob
der bestbewertete Resultatbaum ebenfalls durch die kürzesten Pfaden






In diesem Kapitel wird die Evaluation des in Kapitel 8 vorgestellten
Algorithmus sowie aller vorgestellten Varianten erörtert. Die Evalua-
tion bringt die Güte der einzelnen Verfahren zum Ausdruck, indem sie
die Resultate anhand eines mathematischen Maßes bewertet und ein
Kriterium der Vergleichbarkeit schafft. Voraussetzung für eine Evalua-
tion im Zusammenhang mit dem beschriebenen Verfahren ist die Ver-
wendung einer Hintergrundontologie, welche die semantischen Zu-
sammenhänge beschreibt und eines Textkorpus, dessen Entitäten in
dieser Ontologie beschrieben sind.
Zunächst werden die theoretischen Grundlagen des Evaluationspro-
zesses in Abschnitt 13.1 eingeführt. Danach werden in Abschnitt 13.2
die Grundlagen der beiden durchgeführten Fallstudien vorgestellt.
Die erste verwendet eine Ontologie, die eine allgemeine Wissensba-
sis darstellt. Die zweite eine Ontologie, die auf geographische Loka-
tionen fokussiert. Beide Fallstudien werden zunächst hinsichtlich der
verwendeten Ontologie und Textbasis vorgestellt. Im Anschluss dar-
an werden in Abschnitt 13.3 die spezifischen Testergebnisse je Studie
vorgestellt und analysiert. Abschnitt 13.4 beschreibt die daraus resul-
tierenden Schlussfolgerungen.
13.1. Evaluationsprozess
Der Evaluationsprozess hat die Aufgabe, den in dieser Ar-
beit vorgestellten Ansatz mit vorhandenen Systemen zu ver-
gleichen. Gleichzeitig soll er jedoch auch über die Praxistaug-
lichkeit hinsichtlich der gegebenen Komplexität Auskunft geben.
Die in diesem Kapitel vorgestellte Evaluation stellt mit der ers-
ten Fallstudie eine Vergleichbarkeit zum Disambiguationsansatz
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von Nguyen [163] her. Der Ansatz von Nguyen wurde auf-
grund seiner gleichen Zielsetzung – der Disambiguierung mehrdeuti-
ger Entitätsbezeichner – ausgewählt. Der Ansatz selbst wird in Kapi-
tel 14 „Verwandte Arbeiten“ näher beschrieben. Die verwendete Onto-
logie und die zugehörigen Daten werden in Abschnitt 13.2 vorgestellt.
Die Voraussetzung für vergleichbare Systeme ist, dass deren Verfahren
ebenfalls eine Ontologie zur Disambiguierung von Daten verwenden.
Dies bedeutet, dass die Ambiguität innerhalb eines Dokuments auf
die Ontologie zurückgeführt werden kann und dort aufgelöst werden
muss. Der Ansatz von Nguyen ist den Recherchen des Autors dieser
Arbeit zur Folge ein hierfür geeigneter Ansatz, da dieser mittels eines
Vektorenvergleichs zwischen in Texten enthaltenen ambiguen Enti-
tätsbezeichnern und deren möglichen Äquivalenzen in der Ontologie
eine Disambiguierung vornimmt. Diese grundlegende Art und Weise
des mathematischen Prozessierens textueller Inhalte beruht auf deren
Repräsentation in Form von Vektoren (vgl. [149]). Daher ermöglicht
ein Vergleich des Verfahrens von Nguyen und dem des Autors dieser
Arbeit zugleich eine Gegenüberstellung der verwendeten mathemati-
schen Modelle.
Explizit wird davon abgesehen das vorgestellte Verfahren mit Ansät-
zen zur Disambiguierung zu vergleichen, die auf Datensätzen ohne
Ontologie basieren. Für die Anwendung des im Rahmen dieser Arbeit
vorgestellten Verfahrens ist die Zuordnung einer Ontologie zum zu-
grundeliegenden Datensatz Voraussetzung. Ist jedoch durch das Ver-
gleichsverfahren keine Ontologie vorgegeben, muss die zu verwen-
dende Ontologie selbst gewählt werden. Durch die Zuordnung einer
selbst gewählten Ontologie für die Evaluation ergibt sich allerdings
eine Fehlerquelle, die eine Vergleichbarkeit der Resultate nicht mehr
gewährleistet.1 Hassel et al. [106] beschreiben dies durch die Aussage
„the up-to-date status of an ontology can have an impact on the quality of
the disambiguation results“, d.h. nicht nur die Ontologie, sondern auch
die vorliegende Version von dieser können das Resultat beeinflus-
sen. Insbesondere Ansätze zur Disambiguierung, die auf Wikipedia
1 Die Entitäten des Textes müssen dieser Ontologie zunächst zugeordnet werden.
Während die Disambiguierung vieler verwandter Verfahren allein auf Textfeatu-
res basiert, steigt und sinkt die Qualität des hier vorgestellten Verfahrens mit der
verwendeten Ontologie. Dies bedeutet, dass das Verfahren nicht allein den kriti-
schen Punkt darstellt, sondern insbesondere die Ontologie. Insofern ist ein valider
wissenschaftlicher Vergleich, der auf den gleichen Voraussetzungen der Verfahren
basiert, nicht möglich.
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basieren (z.B. [55, 154, 131, 139, 79]) fallen in die Kategorie von Verfah-
ren ohne Ontologie. Zwar gibt es die Möglichkeit der Verwendung
von DBpedia, der Ontologie basierend auf Wikipediadaten, diese ent-
hält nur eine Klasse von Properties. Sie basiert auf den PageLinks in
Wikipedia-Artikeln. PageLinks stellen Beziehungen zwischen der in
Wikipedia erklärten Entität und allen auf der zugehörigen Website re-
ferenzierten Entitäten dar. Diese Art der Assoziation lässt jedoch kei-
ne getypten Schlüsse zu, z.B. <HelmutSchmidt pagelink Hamburg> oder
<HelmutSchmidt pagelink Vegesack>. Es lässt sich aufgrund dieser Art
der Assoziation z.B. nicht herausfinden, dass er in Hamburg geboren
wurde und in Vegesack seinen Wehrdienst geleistet hat. Dieser Um-
stand erlaubt keine Anwendung der in Kapitel 12 vorgestellten Maße
(z.B. heuristische und semantische Property-Bewertung) und gewähr-
leistet zudem - wie zuvor dargestellt - keine Vergleichbarkeit mit An-
sätzen, die nicht diese Ontologie zur Disambiguierung verwenden.2
Zusätzlich zu der Vergleichbarkeit zu anderen Ansätzen hat die Eva-
luation auch die Aufgabe einen Eindruck der Leistungsfähigkeit des
Ansatzes in Anbetracht einer großen und äußerst ambiguen Datenba-
sis zu geben. Dieser Nachweis ist durch die Untersuchung der zweiten
Fallstudie gegeben, die auf geographische Daten ausgerichtet ist und
wird in Abschnitt 13.2 vorgestellt.
Die innerhalb der Fallstudien verwendeten Daten stellen eine Asso-
ziation zwischen Entitäten der Texte und den diese repräsentierenden
Instanzen in der jeweiligen Ontologie zur Verfügung. Die Evaluation
erfolgt anhand von Resultaten für einen gegebenen Textkorpus, d.h.
jeder Text wird auf Entitäten untersucht. Diese werden mithilfe des
vorgestellten Verfahrens disambiguiert und das Ergebnis für jedes Do-
kument anschließend gespeichert. Basierend auf dem Vergleich die-
ser Ergebnisse zu manuell überprüften Referenzergebnissen wird die
Qualität des Ansatzes evaluiert.
13.1.1. Evaluationsmaße
Zur Evaluation der erzielten Ergebnisse werden die Standardma-
ße im Forschungsgebiet „Information Retrieval“, Precision (13.1a) und
2 Es konnten leider keine auf DBPedia basierten Disambiguierungverfahren
festgestellt werden.
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Recall (13.1b) verwendet. Voraussetzung zur Anwendung dieser Ma-
ße ist ein vorhandenes Referenzergebnis, mit dem das durch das Pro-
gramm erzielte Ergebnis verglichen werden kann. Diese Referenzer-
gebnisse werden im Normalfall durch Menschen erstellt. Beim vor-
liegenden Evaluationsszenario ist ein Referenzergebnis durch die In-
stanzen gegeben, welche die relevanten Referenzen (relevant entities)
für die vom Algorithmus aufgefundenen Entitätsbezeichner (retrieved
entities) vorgeben.
Precision P (13.1a) beschreibt das Verhältnis der zuvor vorgegeben,
als relevant bezeichneten Referenzen zur Menge der vom Verfahren
aufgefundenen Referenzen, d.h. das Maß beschreibt die Korrektheit
des aufgefundenen Resultats. Recall R (13.1b) hingegen beschreibt das
Verhältnis der korrekt identifizierten Referenzen durch den Algorith-
mus zu allen relevanten Referenzen, die das Referenzergebnis vorgibt.
Somit beschreibt das Maß die Anzahl der gesuchten Referenzen, die
aufgefunden werden, während Precision zusätzlich noch auf die An-
zahl der Referenzen je Entität Bezug nimmt.
P :=
|relevant entities ∩ retrieved entities|
|retrieved entities|(13.1a)
R :=
|relevant entities ∩ retrieved entities|
|relevant entities|(13.1b)
Zusätzlich zu diesen individuellen Maßen existieren verschiedene
kombinierte Maße. Eines der am weitesten verbreiteten Maße ist die
sog. F-Measure (13.2). Dieses beschreibt das harmonische Mittel zwi-
schen den beiden oben genannten Maßen, d.h. diese sind hierbei gleich
gewichtet. Informationen zu diesen Maßen finden sich in [234, 145].
(13.2) fmeasure :=
2 ∗ R ∗ P
R + P
Tritt derselbe Bezeichner mehrfach im selben Text auf, so erfordert die-
ser Fall eine konsistente Vorgehensweise. Im Rahmen dieser Arbeit
wird davon ausgegangen, dass es sich bei einer solchen Mehrfachnen-
nung durchweg um die gleiche Entität handelt. Diese weitverbreitete
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Vorgehensweise wurde in der Arbeit „One Sense per Discourse“ [87]
von Gale et al. näher erörtert.
13.2. Grundlagen der Fallstudien
Dieser Abschnitt stellt beide Fallstudien vor, die für die Evaluation
verwendet wurden. Jede von ihnen besteht aus einer Ontologie, wel-
che das Wissensmodell der Domäne repräsentiert, und einem Textkor-
pus, welcher die zu verwendenden Dokumente beinhaltet. Die in den
Dokumenten enthaltenen Entitäten müssen ebenfalls in der Ontologie
enthalten sein.3
13.2.1. Fallstudie 1
Die KIM (Knowledge and Information Management)4 - Plattform
wurde entwickelt, um die innerhalb von Texten erwähnten Informa-
tionen mit denen in Ontologien zusammenzubringen. Eine in die
Plattform integrierte Applikation erlaubt die automatische Annotati-
on von Wörtern im Text mit Ontologieelementen. Ebenfalls erlaubt sie
manuelles Hinzufügen neuer Ontologieelemente, eine Suche und eine
graphische Ontologienavigation. KIM wurde von der Firma Ontotext5
entwickelt. Nguyen verwendete die Ontologie der Plattform sowie die
Named Entity Recognition Komponente der integrierten Applikation,
um die Entitäten innerhalb der Texte seines Testkorpus zu erkennen.
Ontologie
KIM verwendet die PROTON-Ontologie6 (PROTo ONtology) [227],
die speziell zur Beschreibung Benannter Entitäten im Bereich von
allgemeinen Nachrichtentexten entwickelt wurde. Sie repräsentiert
3 Bei der Evaluation werden nur Entitätsbezeichner berücksichtigt, die dem Label
von mindestens einem Ontologieelement zugeordnet werden können, d.h. durch
rdf:label oder rdf:alterLabel bezeichnet wurden.
4 http://www.ontotext.com/kim [letzter Zugriff am 12.09.2011]
5 http://www.ontotext.com/ [letzter Zugriff am 12.09.2011]
6 http://proton.semanticweb.org/ [letzter Zugriff am 12.09.2011]
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keine spezifische Domäne, sondern Allgemeinwissen aus den Berei-
chen Sport, Politik und Finanzen. Insgesamt enthält sie zirka 300 Kon-
zepte und 100 Properties. Hauptsächlich werden die Entitäten in un-
tersuchten Textkorpora den Konzepten „Person, Location, Organisation,
Money (Amount), Date etc.“ [227] zugewiesen.
Die Instanzbasis der Ontologie enthält zirka 77.500 Entitäten, denen
zirka 110.000 Namen zugewiesen sind. Weiterhin sind in ihr geogra-
phische Orte abgelegt, sowie eine Vielzahl von Organisationen. Die
genauen Zahlen sind im Anhang B.1 aufgeführt.
Die von Nguyen verwendete Ontologie konnte auf Anfrage nicht
mehr zur Verfügung gestellt werden. Der Autor dieser Arbeit verwen-
det daher den aktuellen Stand der Ontologie, der unter der Adresse
http://www.ontotext.com/kim/ontologies [letzter Zugriff am 12.09.2011] bezogen
wurde. Die Ontologie besitzt keine Informationen über die drei Enti-
täten mit dem Namen „John McCarthy“. Dies war bereits bei Nguyen
der Fall. Dieser hat die erforderlichen Informationen selbst zur Onto-
logie hinzugefügt. Um welche Informationen es sich hierbei handelt
wurde von ihm im Artikel [163] nicht vorgestellt und konnte auch auf
Nachfrage nicht rekonstruiert werden. Daher wurden vom Autor die-
ser Arbeit notwendige Informationen zur Ontologie hinzugefügt. Die
exakte Auflistung dieser Tripel ist in Anhang B.2 gegeben.7
Textkorpus
Der Textkorpus wurde von Nguyen für den in seinem Artikel [163]
durchgeführten Test zusammengestellt und dem Autor dieser Ar-
beit auf Anfrage zur Verfügung gestellt.8 Es handelt sich hierbei um
drei verschiedene Datensets, die von verschiedenen online Nachrich-
tenservices, z.B. BBC, CNN etc., stammen. Insgesamt sind 140 Doku-
mente enthalten, die nach drei Entitätsbezeichnern aufgeteilt sind. Die
genaue Verteilung der Entitäten auf die Dokumente im Korpus ist in
Tabelle 13.1 dargestellt.
7 Diese Informationen betreffen die drei Entitäten mit dem Bezeichner
„John McCarthy“. Aufgrund fehlender Ontologieinformationen wurden ebenfalls
zwei Tripel für eine Entität mit dem Namen „Georgia“ hinzugefügt.
8 Der Autor dieser Arbeit möchte sich an dieser Stelle nochmals ausdrücklich hierfür
bedanken.






John McCarthy 28 73
Georgia 72 407
Columbia 40 109
Tabelle 13.1.: Dokumente je Entitätsbezeichner
Entität Anzahl der
Dokumente
John McCarthy (Compter Scientist) 17
John McCarthy (Linguist) 5
John McCarthy (UFC Referee) 3
Georgia (USA) 30
Georgia (Country next to Russia) 21
Georgia (Country in North America) 30
Columbia (Canada) 20
Columbia (Sportswear Company) 6
Columbia (University (USA)) 5
Columbia (City (USA)) 3
Columbia (Columbia District (Washington, USA)) 6
Tabelle 13.2.: Entitätsübersicht
Bei den Entitätsbezeichnern handelt es sich um
„John McCarthy“, „Georgia“ und „Columbia“. Im Rahmen der On-
tologie weist der Namen „John McCarthy“ auf 3 Entitäten (Personen)
hin. Es sind 3 Entitäten mit dem Namen „Georgia“ (Lokationen) und
7 mit dem Namen „Columbia“ (4 Organisationen und 3 Lokationen)
in der Ontologie enthalten. Deren Verteilung im Korpus, d.h. die in
den Texten verwendeten Entitäten, ist in Tabelle 13.2 angegeben.
Zusätzlich zu den Dokumenten, die nur eine Entität für einen der
gegebenen Bezeichner beschreiben, sind Dokumente enthalten, die
mehrere Entitäten für einen Bezeichner referenzieren, z.B. „Columbia“
als Sportswear und als Distrikt.
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13.2.2. Fallstudie 2
Geonames http://www.geonames.org [letzter Zugriff am 12.09.2011] wurde ur-
sprünglich von Marc Wick entwickelt und ist mittlerweile eine be-
kannte Plattform für geographische Informationen. Die zur Verfü-
gung gestellte Datenbasis vereint viele bekannte Datenquellen, z.B. die
Daten der National Geospatial-Intelligence Agency (Geolokationen
außerhalb der USA), der U.S. Geological Survey Geographic Names
Information System (Auswahl geographischer Daten innerhalb der
USA) sowie 44 weiterer Quellen. Die Webseite erlaubt die Suche nach
Orten, Städten etc. sowie das Hinzufügen oder Ändern von Informa-
tionen. Täglich werden zirka 20 Millionen Anfragen9 an die Seite ge-
richtet.
Ontologie
Die Ontologie für Geonames10 wurde von Bernard Vatant entworfen.
Sie enthält 645 Subkategorien, die 9 Oberklassen zugeordnet sind. Die-
se sind Administrative Region, Hydrography, Location, Populated Place,
Road, Spot Place, Hypsography, Undersea und Vegetation. Die Ontologie
ist auf die Domäne Geographie beschränkt und in der Konsequenz
sind ausschließlich geographische Entitäten in ihr enthalten.
Die Ontologie enthält über 10 Millionen Namen. Es wurden 5, 5 Mil-
lionen alternative Namen für Instanzen verwendet, d.h. die mittels
rdfs:alterLabel zugewiesen wurden.11 Der Ontologie sind 7, 5 Mil-
lionen Instanzen zugewiesen, von denen 2, 8 Millionen Populated Pla-
ces (Städte, Orte, etc.) beschreiben. Betrachtet man die Anzahl der Na-
men und die umfangreiche Verwendung der Möglichkeit alternative
Namen zuzuweisen, so wird deutlich, dass diese Ontologie eine Viel-
zahl an ambiguen Entitätsbezeichnern enthält. Die exakte Verteilung
ist in Abbildung 13.1 aufgezeigt. Zirka 6 Millionen Namen sind ein-
deutig vergeben. Teilweise sind Namen enthalten, denen über 255 En-
titäten und mehr zugewiesen sind, z.B. 255 Entitäten für „Florida“,
2085 Entitäten für „First Baptist Church“. Die Ontologie ist im RDF-
Format verfügbar und besteht aus „60 million triples“ [31]. Zudem ist
9 http://www.geonames.org/about.html [letzter Zugriff am 12.09.2011]
10 http://www.geonames.org/ontology [letzter Zugriff am 12.09.2011]
11 Diese Namen wurden zum Teil ebenfalls als primäre Bezeichner verwendet.
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Abbildung 13.1.: Ambiguität innerhalb der Geonames-Ontologie
Textdaten
AllDocs AllEntities AvgEntitiesProDoc AllDiffEntities
1002 12776 12,75 2217
Tabelle 13.3.: Korpus Statistik
Auch in dieser Domäne wurde der Textkorpus mithilfe von Web-
dokumenten zusammengestellt. Hierfür wurde das System des
European Media Monitor (EMM)13 verwendet. Das System wurde
von Steinberger et al. [221] am Europäischen Joint Research Center
entwickelt und bietet eine automatische Medienüberwachung. Es
werden Webseiten in 43 Sprachen, die sich Nachrichten, Diskus-
sionen etc. widmen, auf aktuelle Informationen überprüft und ins
Archiv aufgenommen. Ursprüngliche Aufgabe des Systems war
12 Eine von Richard Cyganiak erstellte Übersicht über die LOD Datensätze ist auf
http://richard.cyganiak.de/2007/10/lod/ [letzter Zugriff am 12.09.2011] gegeben.
13 http://emm.newsbrief.eu/ [letzter Zugriff am 12.09.2011]
sie Teil der Linked Open Data Cloud [32, 236]. Dieses Projekt hat die




Tabelle 13.4.: Ambiguität innerhalb des EMM-Korpus
Der verwendete Textkorpus enthält Artikel aus den Kategorien „Na-
tural Desaster“ und „Terrorist Attack“. Beide Kategorien enthalten Ar-
tikel, die eine Vielzahl geographischer Entitäten beinhalten und so-
mit geeignet sind den Zusammenhang mit der Geonames-Ontologie
herzustellen. Die Daten wurden in Intervallen im Zeitraum zwischen
2008-2011 importiert. Insgesamt handelt es sich um 1002 Dokumente,
von denen im Durchschnitt jedes nahezu 13 Entitätsbezeichner ent-
hält (vgl. Tabelle 13.3). Durchschnittlich besitzt ein Entitätsbezeichner,
der in diesen Texten enthalten ist, 16, 28 mögliche Bedeutungen. Die
genaue Verteilung der Namensambiguität bezogen auf den verwen-
deten Korpus ist in Abbildung 13.2 dargestellt. Hervorzuheben ist,
dass 1.504 von 2.217 Entitätsbezeichner, d.h. 67,84 %, innerhalb die-
ses Korpuses mehrdeutig sind. Die Mengenverhältnisse bezüglich der
Zuweisung der im Text genannten Entitäten zu den Ontologiekonzep-
ten sind in Anhang C angegeben.
13.3. Evaluationsergebnisse
In den folgenden Abschnitten sind die Evaluationsergebnisse des
vorgestellten Verfahrens und dessen Varianten hinsichtlich der zu-
vor beschriebenen Fallstudien aufgeführt. Hierbei widmet sich Ab-
schnitt 13.3.1 dem Vergleich der Verfahren zu den Ergebnissen des An-
satzes von Nguyen. Im Abschnitt 13.3.2 hingegen sind die Ergebnisse
der Analyse der Geonames-Ontologie in Verbindung mit dem EMM-
Datensatz aufgeführt. Dort liegt der Schwerpunkt im Vergleich der
einzelnen Varianten, da der Umfang dieses Datensatzes eine Vielzahl
es, die manuelle Medienrecherche an Europäischen Institutionen zu
ersetzen. EMM bietet hierfür zwei wesentliche Anwendungen 1)
Newsbrief und 2) Newsexplorer. Das erste System nimmt eine Samm-
lung der Daten vor, während das zweite umfangreiche Möglichkeiten
bietet, um strukturiert auf diese zuzugreifen.
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Abbildung 13.2.: Ambiguität innerhalb des Geonames Korpus
13.3.1. Fallstudie 1
Die Ergebnisse von Nguyen sind in Tabelle 13.5 angegeben.14 Der
von ihm entwickelte Ansatz basiert auf einem Vektorvergleichsver-
fahren, d.h. die Entitäten im Text sowie in der Ontologie werden je-
weils als Vektor repräsentiert.15 Im Basisansatz verwendet Nguyen al-
le im Text erwähnten Entitäten und Features, die innerhalb des Tex-
tes vorkommen sowie den ambiguen Bezeichner, der die Entität des
Textes repräsentiert (globalIE). Diese bilden die Dimensionen des ers-
ten Vektors. Dieser aus der textuellen Information erzeugte Vektor
14 Diese geben die von ihm ermittelten Ergebnisse des Basisverfahrens für diesen
Datensatz an, die im Artikel [163] vorgestellt werden. Die Resultate basierend auf
der Verwendung von Wikipedia-Material werden nicht zu einem Vergleich heran-
gezogen, da es sich hierbei um eine Erweiterung durch eine zweite Wissenbasis
handelt.
15 Eine Erklärung hinsichtlich der Verwendung des Vektormodells im Bereich Natu-
ral Language Processing ist im Buch von Manning und Schütze beschrieben [149].
Des weiteren wird das Verfahren bei der Analyse des Ansatzes in Kapitel 14
erörtert.
von Dokumenten umfasst, die es erlaubt diesbezüglich Schlussfolge-
rungen zu ziehen.
236 EVALUATION
wird mit einem Vektor basierend auf der Ontologieinstanz der Enti-
tät verglichen. Der zuletzt genannte Vektor enthält als Dimensionen
alle der Instanz direkt zugeordneten Properties. Die Ergebnisse sind
im oberen Abschnitt der Tabelle 13.5 angegeben. Die BaseNP-Variante
berücksichtigt die Noun Phrases, die innerhalb jeden Satzes, in dem
ein ambiguer Bezeichner genannt wird, und innerhalb der Überschrift
des untersuchten Dokuments vorkommen. Dies ändert teilweise die
Dimensionswerte im Vektor des ambiguen Entitätsbezeichners. Nguy-
en gibt hierfür folgendes Textbeispiel an: „The New York Philharmonic
is looking at film music this week, with the composer John Williams on hand
to lead works of his own and selections from Bernard Herrmann scores.“.
In der globalIE-Variante werden folgende Begriffe als Benannte Enti-
täten verwendet: „New York Philharmonic“, „John Williams“, „Philhar-
monic“ und „Bernard Herrmann“. BaseNP sind folgende vorhanden:
„week“, „film“, „music“, „works“, „composer John Williams“ und „Ber-
nard Herrmann scores“. Insbesondere werden die direkten Zusammen-
hänge durch „composer John Williams“ und „Bernard Herrmann scores“
herausgestellt. Für weitere Details wird auf [163] verwiesen. Nähere
Informationen zum Thema „Noun Phrases“ werden ebenfalls in der
Arbeit von Ramshaw und Mitchell [188] aufgeführt.
Der zu Grunde liegende Datensatz wurde von den programmatischen
Umsetzungen der in den Kapiteln 8, 9, 10 und 11 vorgestellten Verfah-
ren prozessiert. In Tabelle 13.5 sind die Ergebnisse für den Verfahrens-
vergleich beschrieben. Zunächst sind in den Zeilen eins und zwei die
Ergebnisse des Ansatzes von Nguyen dargestellt. In Zeile drei werden
die Ergebnisse, die durch die KIM-Plattform erzielt wurden beschrie-
ben17. In Zeile 4 werden die besten Ergebnisse aus den ermittelten
16 Die nachimplementierte Version des Nguyen-Algorithmus liefert von diesen An-
gaben abweichende Resultate. Die exakte Auflistung ist im Anhang D.1 gegeben.
Das F-Measure Resultat ist für „John McCarthy“ 6, 249%, für „Georgia“ 54, 205%
und für „Columbia“ 73, 115%.
17 Die exakten Regeln, die diese Plattform zur Disambiguierung einsetzt, sind nicht
frei zugänglich. Nach den Informationen in [179] ist zu schließen, dass jede Enti-
tät für sich analysiert wird. Es werden zunächst die möglichen Konzepten von In-
stanzen mit dem identifizierten Namen bestimmt. Anschließend wird versucht die
möglichen Relationswerte mit Informationen innerhalb des Textes abzugleichen.
Hierzu werden spezielle Muster verwendet, die innerhalb von Gate, welches zur
Textprozessierung verwendet wird, hinterlegt sind. Hierbei ist anzunehmen, dass
die Properties innerhalb des Textes (die aufgrund der Muster bestimmt werden)
nicht eindeutig identifiziert werden können und somit die Bestimmung der zuge-






















































































































































































































Resultaten aller vom Autor dieser Arbeit vorgestellten Algorithmus-
varianten aufgezeigt.18 In Zeile 5 hingegen wird das Resultat der am
besten evaluierten Algorithmusvarianten vorgestellt.19 Hierbei stam-
men die Ergebnisse für „John McCarthy“ und „Columbia„ in Zeile
vier ebenfalls von diesen beiden Algorithmusvarianten. Der Vergleich
der Ergebnisse, die durch alle Varianten des Algorithmus erzielt wur-
den, sind vollständig im Anhang D.2 dieser Arbeit enthalten.
Werden die aufgeführten Resultate beider Ansätze verglichen, so stellt
sich heraus, dass der Ansatz von Nguyen ein besseres Ergebnis für
den Testfall „Columbia“ erzielt. Dem hingegen erreicht das im Rah-
men dieser Arbeit entwickelte Verfahren bessere Resultate für die Test-
fälle „John McCarthy“ und „Georgia“. Das in dieser Arbeit vorgestell-
te Verfahren erreicht ebenfalls ein besseres Durchschnittsergebnis.
Aufgrund der Ähnlichkeit der Ergebnisse beider Verfahren für „John
McCarthy“ erfolgt eine Fokussierung auf „Georgia“ und „Columbia“,
um den Unterschied zwischen beiden Ansätzen aufzuzeigen. Im Fall
von „Georgia“ ist der direkte semantische Zusammenhang zwischen
den in den Texten erwähnten Entitäten nicht gegeben, d.h. die Aus-
wertung der direkt zugeordneten Property-Information stellt sich als
ungenügend heraus. Das im Rahmen dieser Arbeit entwickelte Vorge-
hensmodell überwindet das, indem Verbindungen über mehrere In-
stanzen hinweg zur Auflösung der Ambiguität berücksichtigt werden.
Im Fall von „Columbia“ hingegen birgt die Restriktion auf die direkt
in Beziehung stehenden semantischen Informationen Vorteile. Die Be-
schränkung auf den direkten Entitätsvergleich, d.h. dass kein Zusam-
menhang zwischen allen Entitäten erreicht werden muss, erzielt hier
bessere Ergebnisse.20 Im Verfahren des Autors dieser Arbeit hinge-
gen resultiert die Verwendung von Relationen über mehrere Entitä-
ten hinweg in den meisten Fällen in der Bevorzugung der Entität, die
den „District of Columbia“ beschreibt. Dies geschieht aufgrund der
Verbindungen innerhalb der Ontologie. Somit wird diese in den meis-
ten Fällen bei der Disambiguierung als Referenz bevorzugt. Dies führt
18 Eine Beschreibung der in der Tabelle verwendeten Zahlenkodierung findet sich in
Anhang D.2.
19 Für das Ergebnis trat kein Unterschied dabei auf, ob die Exploration nur über On-
tologieelemente fortgeführt wurde, die nur eine ausgehende Kante besitzen oder
über die Ontologieelemente mit der geringsten Anzahl ausggehender Kanten.
20 Der Zusammenhang wird implizit betrachtet, falls die Bezeichner der weiteren En-
titäten im Vektor enthalten sind.
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somit zu falschen Ergebnissen. Dieses Problem kann mit hoher Wahr-
scheinlichkeit in einer zukünftigen Implementierung durch eine hö-
here initiale Gewichtung derjenigen Entitäten, deren Data-Properties
im Text gefunden werden, behoben werden.
Im Anhang D.1 werden die Ergebnisse vorgestellt, die durch eine
Nachimplementierung des von Nguyen entwickelten Ansatzes erzielt
werden konnten. Diese werden dort näher analysiert und mit dem
vom Autor dieser Arbeit entwickelten Ansatz verglichen. Beim Ver-
gleich der Entitätsbezeichner zeigt sich, dass bei einer Berücksichti-
gung des vorgegebenen ambiguen Bezeichner, z.B. „Columbia“ etc.,
gegenüber den im Text exakt genannten Bezeichnern, z.B. „District of
Columbia“ eine Verschlechterung der Resultate des von Nguyen vor-
geschlagenen Ansatzes eintritt. Nähere Informationen hierzu sind im
Anhang gegeben.
Im Rahmen des Vergleichs der verschiedenen Algorithmusvarianten,
die in dieser Arbeit vorgestellt werden, stellte sich im Rahmen die-
ser Evaluation der bidirektionale Ansatz unter Verwendung von Be-
stärkendem Lernen und dem semantischen Kantenmaß als Variante
mit den besten Ergebnissen heraus. Im Vergleich der verschiedenen
Testvarianten zueinander zeigt sich, dass für die Analyse die Verwen-
dung des semantischen Kantenmaßes durchschnittlich zu besseren Er-
gebnissen führt, als die Verwendung des heuristischen Maßes oder
dem Verzicht auf die Gewichtung der Kanten. Eine Verwendung des
Lernverfahrens in Kombination mit der Berücksichtigung eines Kan-
tenmaßes führt in den meisten Fällen zu einer Verbesserung. Hierbei
stellt sich heraus, dass zum einen die Entitätskonstellationen in meh-
reren Texten Ähnlichkeiten aufweisen, d.h. Teile der in Texten aufge-
führten Entitäten in anderen Texten ebenfalls vorhanden sind. Zum
anderen ist das korrekte Referenzieren von Entitätsbezeichnern in zu-
vor analysierten Dokumenten entscheidend für die Qualität, die durch
Bestärkendes Lernen erreicht werden kann. Dies bedeutet, dass die
umfangreiche Bestimmung falscher Referenzen in vorherigen Doku-
menten negativ auf die weitere Referenzbestimmung auswirkt. Letz-
teres ist bei der Verwendung der vorgestellten Kantenheuristik so-
wie dem Verzicht auf eine Kantengewichtung gegeben. Die Fokus-
sierung auf Aktivierungswerte anstatt auf Distanzwerte hat bei der
Evaluation keinen Unterschied zur Folge. Dies resultiert bei diesem
Testfall aus der gegebenen Ontologiestruktur. Hierbei stimmen die
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Resultatgraphen aufgrund ihres geringen Umfangs für beide Varian-
ten in allen Fällen überein.
13.3.2. Fallstudie 2
Im Folgenden werden die Resultate der Evaluation des Geonames-
Datensatzes analysiert. In diesem Abschnitt erfolgt eine Konzentrati-
on auf die Ergebnisse der Ansätze, die mittels Fokussierung auf die
Aktivitätswerte (siehe auch Algorithmus 7) vorgenommen wurden.
Die Resultate, die mittels einer Fokussierung auf die Distanz (siehe
auch Algorithmus 6) berechnet wurden, werden im Anhang E erör-
tert.
Die durch die verschiedenen Verfahrensvarianten erzielten Ergebnisse
sind in Tabelle 13.6 bzw. 13.7 aufgelistet. Die besten Resultate wurden
von der Algorithmusvariante erzielt, die auf der bidirektionalen Ex-
plorationsmethode mit heuristischer Kantengewichtung und lokaler
Kohärenz basiert. Die Tabelle ist wie folgt strukturiert:
• Explorationsmethode: 0 - Unidirektional (siehe Kapitel 8); 1 - Bi-
direktional (siehe Kapitel 9)
• Bestärkendes Lernen: 0 - Nein; 1 - Ja
Verwendung des Bestärkenden Lernens (siehe Kapitel 11)
• : 0 - Nein; 1 - Ja
Verwendung des Ansatzes der lokalen Kohärenz (siehe Kapi-
tel 10)
Bei einer näheren Auseinandersetzung mit den erzielten Werten fällt
zunächst auf, dass in allen Evaluationsergebnissen der Recall einen
höheren Wert als die Precision besitzt. Ohne die Verwendung eines
Kantenmaßes liegen die Werte am weitesten voneinander entfernt.
Des Weiteren erfolgt eine Steigerung der Ergebnisse durch die ver-
schiedenen Verfahrensvarianten. Durch die bidirektionale Explora-
tionsmethodik (siehe Kapitel 9) wird ein Maximum an Informatio-
nen in jeder gegebenen Explorationssituation ausgetauscht. Die da-
durch erzielte Änderung der Prozessierungsfolge der zu berücksichti-
genden Knoten ermöglicht eine primär lokal fokussierte Exploration,












































Fokussiert auf Aktivierungswerte - ohne Ranking
0 0 0 79,779 58,644 67,598
1 0 0 79,403 59,235 67,852
0 0 1 80,045 58,749 67,763
1 0 1 79,779 59,750 68,327
0 1 0 77,522 62,770 69,370
1 1 0 77,339 64,496 70,336
0 1 1 78,392 59,913 67,918
1 1 1 77,643 61,172 68,430
Fokussiert auf Aktivierungswerte - semantisches Maß
0 0 0 70,921 67,677 69,261
1 0 0 70,693 68,168 69,408
0 0 1 71,369 67,858 69,569
1 0 1 71,685 68,905 70,268
0 1 0 71,377 69,178 70,260
1 1 0 71,980 70,523 71,244
0 1 1 71,326 68,579 69,926
1 1 1 71,977 69,990 70,970
Fokussiert auf Aktivierungswerte - Heuristisches Maß
0 0 0 74,226 67,860 70,900
1 0 0 73,709 69,679 71,637
0 0 1 74,675 68,279 71,331
1 0 1 74,132 69,995 72,004
0 1 0 73,373 68,879 71,055
1 1 0 73,024 70,836 71,913
0 1 1 73,343 68,140 70,646
1 1 1 73,133 70,030 71,548



























































Activation Focused - ohne Ranking
0 0 0 14,113 5,631 79,779 58,644 64,595
1 0 0 13,666 5,598 79,403 59,235 64,937
0 0 1 14,284 5,640 80,045 58,749 64,773
1 0 1 13,526 5,628 79,779 59,750 65,446
0 1 0 11,553 5,524 77,522 62,770 67,521
1 1 0 10,721 5,459 77,339 64,496 68,633
0 1 1 12,815 5,567 78,392 59,913 65,411
1 1 1 12,099 5,510 77,643 61,172 66,097
Activation Focused - semantisches Maß
0 0 0 7,925 5,072 70,921 67,677 68,877
1 0 0 7,673 5,058 70,693 68,168 69,090
0 0 1 7,975 5,112 71,369 67,858 69,162
1 0 1 7,732 5,133 71,685 68,905 69,928
0 1 0 7,698 5,096 71,377 69,178 69,979
1 1 0 7,510 5,144 71,980 70,523 71,053
0 1 1 7,749 5,084 71,326 68,579 69,576
1 1 1 7,602 5,164 71,977 69,990 70,705
Activation Focused - Heuristisches Maß
0 0 0 8,488 5,242 74,226 67,860 70,026
1 0 0 7,861 5,234 73,709 69,679 71,163
0 0 1 8,482 5,274 74,675 68,279 70,440
1 0 1 7,897 5,266 74,132 69,995 71,504
0 1 0 8,116 5,210 73,373 68,879 70,507
1 1 0 7,611 5,178 73,024 70,836 71,638
0 1 1 8,212 5,199 73,343 68,140 69,889
1 1 1 7,732 5,196 73,133 70,030 71,128
Tabelle 13.7.: Resultate Geonames Datensatz (Fokussiert auf
Aktivierungswerte
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vorteilhaft erweist. Insofern wird eine Steigerung der Evaluationser-
gebnissen gegenüber dem unidirektionalen Ansatz unabhängig vom
verwendeten Kantenmaß durchweg erzielt. Betrachtet man den dies-
bezüglich Recall so wird deutlich, dass dieser nur geringfügig von der
unidirektionalen Explorationsweise abweicht. Die Precision hingegen
erfährt in allen Fällen eine Verbesserung.
Die Resultate des unidirektionalen sowie bidirektionalen Ansatzes er-
fahren eine weitere Steigerung durch die Berücksichtigung einer lo-
kalen Kohärenz, die durch die Kontextgröße 10 vorgegeben wurde.
Dies bedeutet, dass jeweils die Umgebung von fünf Wörtern vor und
fünf Wörtern nach der Entität als Kontext berücksichtigt wurden (sie-
he Kapitel 10). Die Analyse der dadurch erzielten lokalen Segmente er-
möglicht eine Konzentration auf direkt miteinander in Beziehung ste-
hende Entitäten und dadurch eine bereits gewinnbringende Disambi-
guierung im ersten Prozessschritt. Diese kann erfolgreich in den nach-
folgenden Schritten eingebunden werden. Hierbei ist zu berücksichti-
gen, dass die bidirektionale Exploration gegenüber der unidirektiona-
len bessere Resultate erzielt. Ebenfalls zeigt sich eine Steigerung der
Ergebnisgüte unabhängig vom verwendeten Kantenmaß.
Eine weitere Verbesserung der Resultatwerte kann durch die Anwen-
dung bestärkenden Lernens (siehe Kapitel 11) erzielt werden. Bestär-
kendes Lernen ermöglicht die Berücksichtigung zuvor erzielter Ergeb-
nisse der Analyse einzelner Entitäten bei deren erneuten Nennung in
Texten, die während einer späteren Analyse untersucht werden. Die
durch das bestärkende Lernen ermöglichte Steigerung geht insbeson-
dere auf die hohe Anzahl an Texten zurück, die mit der Nennung glei-
cher Entitätsbezeichner in mehreren Texten einhergeht. Kernmerkmal
der vorgestellten Variante des Bestärkenden Lernens ist eine Steige-
rung der Relevanz einer Entität in einem aktuell untersuchten Text,
falls diese in diesem Text mit weiteren, bereits in einem zuvor analy-
sierten Text enthaltenen Entitäten, auftaucht. Das ist verbunden mit
der Häufigkeit der zuvor analysierten Texte mit dieser Eigenschaft.
Die begründet zugleich die Abnahme der Ergebnisqualität, falls Be-
stärkendes Lernen mit dem Ansatz der lokalen Kohärenz kombiniert
wird. Die Steigerung der Relevanz findet nur im ersten Schritt statt.
Da bei der lokalen Kohärenz nur eine geringe Anzahl von Entitäten
im Textausschnitt enthalten ist, tritt der Effekt der gegenseitigen Stei-
gerung der Relevanz durch gemeinsames Auftauchen von mehreren














Precision 61,06 58,89 60,59
Recall 53,05 51,17 42,26
F-Measure 56,77,82 54,76 49,79
Tabelle 13.8.: Resultat der Nachimplementierung des Nguyen-
Ansatzes
Bei einer Analyse der verwendeten Kantenmaße stellt sich
heraus, dass die Verwendung eines Maßes eine Verbesserung
der Resultatwerte zur Folge hat. Die besseren Werte des heuristischen
Maßes gegenüber dem semantischen Maß lassen sich auf die Onto-
logiestruktur zurückführen. Bei der Geonames-Ontologie handelt es
sich um eine Wissensbasis, die geographische Information beinhaltet.
Generell kann davon ausgegangen werden, dass je größer die Anzahl
der aus- und eingehenden Verbindungen, desto „größer“21 und
bekannter ist die geographische Entität. Es kann davon ausgegangen
werden, dass Entitätsbezeichner sich in den meisten Texten auf die be-
kanntesten Instanzen beziehen, so dass sich diese Effekte gegenseitig
begünstigen.
Ergebnisse der Nguyen-Nachimplementierung Um einen Vergleich
zu ermöglichen wurde der Geonames-Datensatz ebenfalls von einer
vorgenommenen Nachimplementierung des Nguyen-Ansatzes ana-
lysiert. Die erzielten Ergebnisse werden in Tabelle 13.8 wiedergege-
ben.
21 „Größer“ bezieht sich hierbei auf die Einteilung in Dorf, Stadt, Großstadt etc.
tritt eine Steigerung unabhängig vom Kantenmaß und von bidirektio-
naler gegenüber unidirektionaler Exploration auf. Die Verwendung
von bestärkendem Lernen bewirkte ebenfalls bei nahezu ähnlichem
Recall eine Steigerung der erzielten Precision.
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den direkten Kontext einer Entität berücksichtigt. Somit können län-
gere Wege, d.h. Zusammenhänge, die sich über mehrere Entitäten
hinweg ergeben, durch dieses Verfahren nicht gewinnbringend un-
tersucht werden. Ohne „NounChunk“ erfolgt eine Berücksichtigung
der konkreten Terme ohne Zusammenfassung von komplexeren No-
mensausdrücken. Dies zusammen mit der Berücksichtigung der ge-
gebenen Wortform, z.B. ohne Stemming, erzielt die besten Ergebnisse,
da auf die exakten Terme zurückgegriffen werden kann. Die Berück-
sichtigung beider Modifikationen erhöht die Ambiguität und führt zu
schlechteren Ergebnissen.
13.4. Schlussfolgerungen
Die vorgenommenen Evaluationen ermöglichen verschiedene
Schlussfolgerungen, die zum einen eine Einschätzung der in dieser
Arbeit vorgestellten Verfahrensweisen zulassen und zum anderen
auf mögliche Verbesserungen hinweisen, die in einer künftigen
Weiterentwicklung vorgenommen werden können.
Durch die Analyse des KIM-Datensatzes kann nachgewiesen wer-
den, dass die Analyse anhand eines Ontologiegraphen Vorteile bei der
Berücksichtigung des Zusammenhangs zwischen den Entitäten bie-
tet. Hierbei ist hervorzuheben, dass die Länge der durch die Object-
Properties gegebenen Pfade nicht beschränkt ist. Jedoch ist darauf hin-
zuweisen, dass die Berücksichtigung von Data-Properties zusätzliche
Informationsquellen birgt, die momentan nicht in dem vorgestellten
Verfahren dieser Arbeit berücksichtigt wird (siehe auch Kapitel 15.2).
Außerdem ergeben sich durch die verwendeten Entitätsbezeichner
Unterschiede in den Resultaten (siehe hierzu Anhang D).
Die geringeren Ergebniswerte gegenüber den zuvor vorgestellten Re-
sultaten der innerhalb dieser Arbeit entwickelten Verfahren sind dar-
auf zurückzuführen, dass die vektorbasierte Implementierung nur
Bei der Analyse des Geonames-Datensatzes zeigt sich, dass in nahe-
zu allen Fällen über 23 der Entitätsbezeichner den richtigen Entitä-
ten innerhalb der Ontologie zugeordnet und durchschnittlich 75%
von ihnen aufgefunden werden können. Es wird auch nachgewiesen,
dass die verschiedenen Modifikationen des Basisalgorithmus, d.h. bi-
direktionale Exploration, lokale Kohärenz und die der Einsatz von
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Zusammenhänge ermöglicht und dadurch eine Verbesserung der vor-
genommenen Disambiguierung erreicht werden kann.
Bestärkendem Lernen, in einer Steigerung der Ergebnisgüte resul-
tieren. Zudem wird der Nachweis erbracht, dass die Verwendung
eines Kantenmaßes eine genauere Beurteilung der ontologischen
14. Thematisch verwandte
Arbeiten
In diesem Kapitel werden Arbeiten mit ähnlicher Zielsetzung bzw.
mit verwandter algorithmischer Methodik vorgestellt. Es handelt sich
hierbei um Ansätze zur Disambiguierung ambiguer Begriffe, d.h. En-
titäten, allg. Wörter etc., Arbeiten zur Suche bzw. zur Erkennung von
Entitäten in Texten/Ontologien sowie zur Definition von Semanti-
schen Maßen. Ebenfalls betrachtet werden sowohl die theoretischen
Hintergründe zur Disambiguierung von Entitäten, als auch der Me-
thodik von Spreading Activation.
Zunächst werden in Abschnitt 14.1 Arbeiten von Autoren vorgestellt,
die sich der gleichen Problemstellung, d.h. Disambiguierung mittels
einer gegebenen Ontologie, widmen.1 Weitere verwandte Arbeiten,
die - ähnlich dem in dieser Arbeit vorgestellten Verfahren - Algorith-
men basierend auf einem Graphmodell verwenden, werden in Ab-
schnitt 14.2 dargestellt. Die Abschnitte sind jeweils zweigeteilt. Zu-
nächst werden Arbeiten, die algorithmisch eine Ähnlichkeit zum vor-
gestellten Ansatz des Autor dieser Arbeit aufweisen, explizit diesem
gegenübergestellt und nachfolgend erfolgt eine etwas knappere Dar-
stellung weiterer thematisch relevanter Arbeiten.
14.1. Arbeiten mit vergleichbarer
Problemstellung
Die im Folgenden vorgestellten Arbeiten zeichnen sich durch ein
direkt vergleichbares Vorgehensmodell aus. Dies impliziert, neben
1 Die Verwendung einer Ontologie steht hierbei im Vordergrund, d.h. die Ansätze
müssen nicht zwangsläufig auf einem Graphmodell basieren.
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dem vorausgesetzten Problem ambiguer Entitäten und der sich dar-
aus ergebenden Problemstellung der Disambiguierung, die Verwen-
dung einer Ontologie als Wissensmodell sowie die optionale Verwen-
dung der Spreading-Activation Technik zur Referenzbestimmung.
Zunächst erfolgt in Abschnitt 14.1.1 die Vorstellung der Arbeiten von
Nguyen und Cao, deren Artikel [163] in Kapitel 13 als Vergleichsarbeit
verwendet wird. Darauffolgend werden in Abschnitt 14.1.2 die Arbei-
ten weiterer Autoren vorgestellt.
14.1.1. Arbeiten von Nguyen
Im Folgenden werden die Arbeiten von Nguyen und Cao vorgestellt.
Diese Autoren zeichnen sich dadurch aus, dass der Schwerpunkt ihrer
Forschung sich dem Problem der Entitätsdisambiguierung widmet.
Zur Lösung dieses Problems greifen die Autoren in ihrer Arbeit zum
einen auf eine bereits existierende Hintergrundontologie (KIM) zu-
rück. Zum anderen erstellen sie eine eigene Wissensbasis bzw. erwei-
tern eine existierende Wissensbasis anhand von Wikipedia-Daten.
Nguyen und Cao: Artikel zur Disambiguierung von Entitäten
[161, 163, 162, 164]
Die Arbeiten von Nguyen et al. sind durchweg fokussiert
auf den Forschungsbereich der Entitätsdisambiguierung. Her-
vorzuheben ist die Tatsache, dass sich alle Arbeiten auf die
Disambiguierung textueller Entitätsbezeichner anhand von ge-
gebenen Entitäten in bereits vorhandenen oder selbsterstellten
Wissensbasen beziehen. Im zuerst erschienenen Artikel [161]
beschäftigen sich die Autoren mit der Disambiguierung anhand
von direkten2 Object-Properties zwischen den Instanzen. Die
mehrdeutigen Entitätsbezeichner im Text werden als jeweiliges
Zentrum eines umgebenden Textfensters verwendet. Die Disam-
biguierung eines ambiguen Bezeichners findet anhand weiterer,
ebenfalls in diesem Fenster enthaltenen Entitätsbezeichner statt,
d.h. es wird überprüft, ob eine für den Entitätsbezeichner in
Frage kommende Entität zu einer oder zu mehreren in die-
sem Textfenster enthaltenen Entitäten, die durch die weiteren
Entitätsbezeichner beschrieben werden, in Beziehung stehen.
2 Entspricht einer Pfadlänge mit Abstand 1.
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Hierzu werden nur monoseme Entitäten im Kontextfenster ver-
wendet. Für eine Entität werden alle Koreferenz-Informationen3
berücksichtigt, d.h. alle in den verschiedenen Textfenstern der
Koreferenzen enthaltenen eindeutigen (d.h. nicht ambiguen)
Entitäten werden zur Disambiguierung des Bezeichners ver-
wendet. Zudem führen die Autoren eine Klassenheuristik ein,
die eine höhere Wahrscheinlichkeit von Instanzen eines be-
stimmten Konzepts gegenüber den Instanzen anderer Konzepte
und somit die Bevorzugung einer bestimmten Konzeptzu-
gehörigkeit ermöglicht. Beispielsweise ermöglicht dies die
Bevorzugung von Personen, d.h. Instanzen des Konzepts „Per-
son“, gegenüber Organisationen, d.h. Instanzen des Konzepts
„Organisation“.4 Der Ansatz ist auf die Entitäten innerhalb der
KIM-Ontologie (siehe auch Abschnitt 13.2) ausgerichtet.
Im darauffolgenden Artikel [163], der ebenfalls die Grundla-
ge der Vergleichsevaluation in Kapitel 13 bildet, wird dieser
Ansatz durch ein Vektormodell konkretisiert. Hierzu wird so-
wohl ein Vektor für den im Text enthaltenen Entitätsbezeichner
als auch für jede in der Ontologie beschriebene Entität erstellt.
Für Letztere wird die Ontologieinformation zu einer Entität, d.h.
deren Klassenhierarchie, Object- und Data-Properties etc., zu-
nächst zu einem String zusammengesetzt und anschließend in
einen Termvektor umgewandelt. Die Autoren versuchen eine
Erweiterung dieses zunächst rein auf der Ontologie basieren-
den Vektors durch Informationen, die sie in Wikipedia vorfin-
den. Hierzu erstellen sie ein auf Wikipedia basierendes Entitäts-
lexikon, d.h. je Entität in Wikipedia wird ebenfalls ein Termvek-
tor erzeugt, welcher die Informationen des Titels, der Titel der
Weiterleitungsseiten, Kategorie(n) etc. enthält. Zur Erweiterung
der Information zu einer Entität der Ontologie erfolgt ein Ver-
gleich zwischen den erstellten Entitätsvektoren und den Vekto-
ren der Entitäten aus Wikipedia. Dieser Vektorvergleich erfolgt
anhand des Maßes Termfrequency - Inverted Document Fre-
quency (tf-idf) (siehe auch [48]). Das Ergebnis ist Grundlage zur
3 Eine Koreferenz beschreibt eine erneute Nennung der Entität gegebenenfalls auch
unter alternativem Namen, z.B. zunächst „[...] die USA sind eine reiche Industrie-
nation [...]“ und später „US Präsident Truman [...]“. Hier beziehen sich „USA“ und
„US“ auf dieselbe Entität.
4 Dies bedarf der Voraussetzung, dass sowohl das Konzept „Person“ als auch das
Konzept „Organisation“ existieren.
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Vereinigung von Vektorinformation, d.h. Erweiterung der onto-
logischen Entitätsinformation. Zur Disambiguierung textueller
Entitätsbezeichner wird zunächst für jeden im Text erwähnten
Entitätsbezeichner ebenfalls ein Vektor erstellt. Dieser basiert auf
den im Text verwendeten Nominalphrasen in der Überschrift
und im Textfenster, in dem der Entitätsbezeichner den Mittel-
punkt bildet (vgl. [161]). Die eigentliche Disambiguierung er-
folgt anhand eines Vergleichs jedes dieser Vektoren mit den er-
weiterten Vektoren der Ontologieentitäten. Die aus dem Ver-
gleich hervorgegangene, am besten bewertete Entität in der On-
tologie wird als Referenz für den Bezeichner verwendet. Dieser
Ansatz baut auf dem vorherigen auf, da er ebenfalls den textuel-
len Bezeichner einer Instanz der Ontologie zuordnet. Die Ver-
wendung der Wikipedia-Informationen kann als Erweiterung
eines Basisverfahrens bezeichnet werden. Dieses Basisverfahren
beschreibt eine Referenzbestimmung anhand eines Vektorver-
gleichs zwischen einem Vektor des Entitätsbezeichners im Text
und den Vektoren der Ontologieentitäten. Dieses Verfahren wird
daher ohne die Erweiterung durch Informationen aus Wikipedia
als Referenzverfahren für die Evaluation in Kapitel 13 gewählt.
Im anschließend erschienenen Artikel [162] greifen die Auto-
ren auf keine explizite Ontologie, sondern ausschließlich auf
Informationen aus Wikipediadaten zurück.5 Die Disambiguie-
rung basiert bei diesem Ansatz auf den Entitätsvektoren aus
Wikipedia, die dem in Artikel [163] beschriebenen Vektoraufbau
entsprechen. Der Algorithmus zur Disambiguierung folgt einem
iterativen Modell. Zunächst werden alle eindeutigen (d.h. nicht
ambiguen) Entitäten bestimmt und deren bisherige Bezeichner
im Text durch die Titel der diese Entitäten beschreibenden Wi-
kipediaseiten ersetzt. Diese beinhalten oft zusätzliche Informa-
tionen, z.B. der Staat für Lokationen (Miami, Florida). Die Än-
derung im Text bewirkt implizit eine Veränderung der Vektoren
der Entitätsbezeichner im Text. Anschließend erfolgt für jeden
ambiguen Entitätsbezeichner die Bestimmung aller Entitätsbe-
zeichner, die zu diesem einen Abstand von maximal 10 Wörtern
aufweisen. Diese werden überprüft, ob sie sich in der Wikipedia-
Beschreibung einer in Frage kommenden Entität wiederfinden.
5 Die Vektoren werden aufgrund einer Interpretation aus Wikipedia-Artikeln
erstellt. Diese basieren daher auf keiner gegebenen Ontologie, wie z.B. DBpedia.
14.1 ARBEITEN MIT VERGLEICHBARER PROBLEMSTELLUNG 251
Je nach Übereinstimmung ist eine Disambiguierung möglich.
Falls diese durchgeführt werden konnte, werden die entspre-
chenden Entitätsbezeichner im Text ebenfalls ersetzt. Dieses Vor-
gehen wird iterativ durchgeführt. Zuletzt erfolgt die tf-idf ba-
sierte Bestimmung der Referenzen für die Entitätsbezeichner,
die bis zu diesem Zeitpunkt nicht zugeordnet werden konnten.
Im zuletzt erschienenen Artikel [164] wird der Ansatz von
[163] erneut aufgefriffen. Das Entitätslexikon basiert, wie im
Ansatz [162], ausschließlich auf Wikipedia-Daten. Insofern wird
die dort beschriebene Termvektorerstellung für die Entitätsbe-
zeichner im Text und die Entitäten des Thesaurus verwendet.
Im Unterschied zu den vorherigen Artikeln wird eine sehr de-
taillierte Evaluation durchgeführt, d.h. es werden verschiedene
Kombinationen der zu berücksichtigten Charakteristika für die
Erstellung des Vektors des Entitätsbezeichners im Text und der
Entitäten im Entitätslexikon untersucht. Diese werden in einer
Analyse zueinander abgewogen und evaluiert.
Verfahrensvergleich
Die vorgestellten Ansätze basieren sowohl auf der Repräsenta-
tion von Ontologieinstanzen als auch von Entitäten innerhalb
des Textes durch Termvektoren. Im Bereich des Informatio-
nen Retrieval ist der Vergleich durch Vektordarstellung weit
verbreitet und demzufolge basieren viele Verfahren für Text-
clusterung, Suche, Klassifizierung etc. auf der Auswertung von
Termvektoren.
Für das Verfahren von Nguyen und Cao sind hierbei zwei Fak-
toren wesentlich. Zum einen die verwendeten Dimensionen,
d.h. die Auswahl der Informationen basierend auf der Ontolo-
gie bzw. dem Text. Zum anderen das verwendete Maß für den
Vektorvergleich. Für Letzteres greifen die Autoren auf das Maß
tf-idf zurück. Dieses setzt jedoch einen vorhandenen Korpus
mit mehreren Dokumenten voraus, damit der Parameter der In-
verted Document Frequency Aussagekraft erhält. Hervorzuhe-
ben ist insbesondere die Einschränkung auf einen reinen Term-
vergleich, d.h. jede Art von Wissen, das berücksichtigt werden
soll, muss als Term kodiert werden, um im Vektormodell dar-
gestellt werden zu können. Das tf-idf Maß selbst beschreibt nur
die Häufigkeit der Nennungen eines Terms und unterscheidet
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sich somit grundlegend von der Verwendung semantischer Ma-
ße. Die vorgeschlagenen Vorgehensweisen zur Disambiguierung
berücksichtigten insofern nur die direkten ontologischen Bezie-
hungen zwischen Entitäten. Die Beschreibung des ontologischen
Zusammenhangs ist somit stark eingeschränkt. Im Gegensatz zu
dem vom Autor dieser Arbeit vorgestellten Verfahren ergibt sich
zudem kein Bild des Gesamtzusammenhangs zwischen den ent-
haltenen Entitäten.6 Dies ist darin begründet, dass jeweils nur
ein kleiner Ausschnitt der im Text enthaltenen Entitäten für den
Vergleich einer Entität herangezogen wird, d.h. nur die Entitäten,
die im Textfenster der untersuchten Entität vorkommen. Weiter-
hin ist das Verfahren äußerst abhängig von den Informationen
in Wikipedia und ist in späteren Artikeln ausschließlich darauf
beschränkt. Problematisch ist hierbei, dass die Heuristiken zur
Erstellung eines Entitätsvektors aus Wikipedia, d.h. Titel, Links
etc., nicht direkt auf weitere Ontologien übertragen werden kön-
nen und somit der Vergleich in Kapitel 13 auf die in Artikel [163]
vorgestellte Methode zur Erstellung von Entitätsvektoren mit-
tels Ontologien beschränkt ist.
14.1.2. Übersicht weiterer verwandter Arbeiten
Das Problem der Entitätsdisambiguierung wird mit Interesse verfolgt
und viele Autoren widmen sich diesem, indem sie für diese Problem-
stellung Ansätze zur Lösung entwerfen. Im Folgenden werden diese
Verfahren jeweils kurz beschrieben und dem Ansatz des Autors dieser
Arbeit vergleichend gegenübergestellt. Hervorzuheben ist die Tatsa-
che, dass diese Ansätze ebenfalls Ontologie(n) als zugrundeliegende
Wissensbasis für die aufzufindenden Referenzen verwenden.
Hassell, Aleman-Meza, Arpinar: Ontology-Driven Automatic Entity
Disambiguation in Unstructured Text [106]
Hassell et al. stellen ein Verfahren zur Disambiguierung
von Autorennamen anhand der DBLP-Ontologie7 vor. Das
Verfahren ist auf diese Ontologie abgestimmt und beschreibt
den Vorgang Entitätsbezeichner in Texten, d.h. die Namen von
6 Dieses ergibt sich durch den Steinerbaum.
7 http://sw.deri.org/~aharth/2004/07/dblp [letzter Zugriff am 12.09.2011]
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Autoren der DBLP-Ontologie, den im Kontext korrekten Instan-
zen dieser Ontologie zuzuordnen. Das Verfahren basiert zum
einen auf Informationen textueller Art, z.B. der Erkennung von
Autorennamen, Institutionsbezeichnern, Forschungsgebieten
und den diesbezüglich erstellten textuellen Maßen, z.B. tex-
tuelle Distanz, d.h. die Anzahl der Terme, zwischen diesen
Bezeichnern. Zum anderen werden Informationen innerhalb
der Ontologie verwendet, z.B. der Grad der Ambiguität eines
Namens (d.h. wieviele Instanzen werden durch diesen Namen
bezeichnet) und die semantischen Beziehungen zwischen diesen
Instanzen. Anhand dieser Informationen werden die in Frage
kommenden Instanzen gewichtet und anhand dessen die Wahr-
scheinlichkeit bestimmt, zu der sie als Referenz für die Entität
im Text in Betracht kommen. Die Gewichtung basiert auf den
textuellen Maßen sowie den semantischen Beziehungen zu den
Co-Autoren. Für diese Autoren wird ein iteratives Verfahren zur
Anpassung der Wahrscheinlichkeit verwendet. Dieses basiert
auf der Auswertung semantischer Relationen, indem Instanzen
hoher Wahrscheinlichkeit die mit ihnen verbundenen Instanzen
höher gewichten und diese wiederum diese Gewichtung an
die mit ihnen über die Co-Autor-Object Property verbundenen
Instanzen weitergeben.
Verfahrensvergleich
Das Verfahren ist auf die DBLP-Ontologie abgestimmt. Indikator
hierfür ist der Umstand, dass Institutionen nicht als Entitäten in
der Ontologie dargestellt werden, sondern als Data-Properties.
Je nach Data-Property, d.h. Instutionzugehörigkeit oder Inter-
essengebiet, wird ein unterschiedliches Textmaß verwendet.
In der Ontologie existiert nur eine Objekt-Property. Diese be-
zeichnet die Autor-zu-Co-Autor Relation. Das führt dazu, dass
im Gegensatz zum Verfahren des Autor dieser Arbeit, hier nur
in Ausnahmefällen ein Gesamtzusammenhang des Textes, d.h.
zwischen allen genannten Autoren, dargestellt werden kann.
Dieser ist auf den Fall beschränkt, dass die erwähnten Personen
über Co-Autor Beziehungen miteinander verbunden sind.
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Garcia, Blazquez del Toro, Sanchez: IdentityRank: Named Entity
Disambiguation in the Context of the NEWS Project [88]
Der Ansatz von Garcia et al. ermöglicht die Disambiguie-
rung von Entitäten in Nachrichtenartikeln. Das benötigte
Hintergrundwissen ist durch zwei Ontologien gegeben, die
semantische Informationen über diese Entitäten im Zusam-
menhang mit analysierten Artikeln der Nachrichtendomäne
enthielt. Die erste Ontologie ist die News-Ontologie [78],
die Informationen über die Nachrichtendomäne birgt. Die
zweite Ontologie beschreibt die zuvor analysiertem Artikel
und die darin enthaltenen Entitäten. Die Vorgehensweise zur
Disambiguierung basiert auf einer angepassten Version des
PageRank-Algorithmus [170]. Im Gegensatz zu der von Pa-
ge et al. entwickelten Variante ist es beim diskutierten Ansatz
möglich, den Kanten zwischen den Entitäten Gewichte hinzuzu-
fügen. Das Vorgehensprinzip von PageRank, d.h. die Relevanz
einer Entität hängt von der Relevanz der diese umgebenden
Entitäten ab, bleibt hierbei bestehen. Zusätzlich kommen
Heuristiken zum Einsatz, die auf die Nachrichtendomäne ab-
gestimmt werden. Insofern wird berücksichtigt, wie häufig die
Entität in den vergangenen Tagen in den Nachrichten erwähnt
wurde und welcher (Nachrichten-)Kategorie sie zugeordnet ist.
Ersteres basiert auf der Annahme, dass Ereignisse über mehrere
aufeinander folgende Tage in den Nachrichten vorkommen,
während Letzteres über die Zuordnung zu Sport, Politik etc. die
Anzahl an möglichen Entitäten für einen gegebenen Bezeichner
einschränkt. Die mit dem Programm disambiguierten Texte
werden mit Menschen nachbearbeitet, so dass die erzeugte
Lernphase eine Aktualisierung der Ontologie ist.
Garcia et al. entwickelten eine Erweiterung dieses Ansatzes [89].
In dieser Arbeit erstellen die Autoren eine Verknüpfung je
Entität, zu der diese repräsentierenden Wikipedia-Seite und
verwenden die Verknüpfungen zwischen den Wikipedia-Seiten
als weitere Quelle der Information.
Verfahrensvergleich
Die Informationen innerhalb der News-Ontologie sind im
Rahmen dieses Artikels beschränkt auf die gemeinsame
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Erwähnung von Entitäten innerhalb von Artikeln, auf deren
Kategoriezugehörigkeit sowie auf einer Klassenhierarchie für
Nachrichtenthemen. Zusammenhänge zur Disambiguierung
von Entitäten innerhalb eines Textes basieren insofern auf
den gemeinsam genannten Entitäten in zuvor erschienenen
Artikeln und deren ontologischen Beziehungen zueinander.
Das Verfahren berücksichtigt jedoch keine zwischen den En-
titäten liegenden Entitäten, z.B. A kennt B kennt C. Falls B
nicht erwähnt ist, wird auch keine Relation zwischen A und
C gefunden. Für die Erweiterung, die im Artikel [89] vorge-
stellt wird, trifft dieses Problem ebenfalls zu. Die Erweiterung
nimmt ausschließlich Bezug zur Hintergrundontologie. Der
Algorithmus des Verfahrens hingegen bleibt unverändert.
Banek, Vrdodljak, Tjoa: Word Sense Disambiguation as the Primary
Step of Ontology Integration [17]
Banek et al. weisen in ihrem Artikel darauf hin, dass viele
existierende Ansätze im Bereich „Ontology Integration“8 auf
WordNet9 zur Ermittlung zusätzlicher Informationen zurück-
greifen. Um jedoch an diese Informationen zu gelangen, muss
zuvor ein Namensvergleich zwischen Konzeptbezeichnern
und WordNet-Bezeichnern durchgeführt werden. Hierbei ist
insbesondere die möglicherweise vorliegende Ambiguität zu
beachten. Die Autoren schlagen hierfür ein Verfahren vor,
das Ontologiekonzepte mittels der in WordNet dargestell-
ten Zusammenhänge disambiguiert. Es erfolgt somit eine
Überprüfung, welcher WordNet-Eintrag zu welchem Konzept
passt. Hierfür kommen der A-Box-Graph der Ontologie sowie
ein selbsterstellter Graph, der auf WordNet-Informationen
(Homonymen, Hypernymen, Meronymen und Holonymen)
basiert, zum Einsatz. Optional kann hierbei auch die Glosse
eines WordNet-Eintrags10 und/oder sein Antonym verwendet
werden. Die Disambiguierung basiert auf dem Vergleich des
8 Euzenat und Shvaiko definieren Ontology Integration als „the inclusion in one on-
tology of another and assertions expressing the glue between these ontologies, usually as
bridge axioms. The integrated ontology is supposed to contain the knowledge of both initial
ontologies. Contrary to merging, the first ontology is unaltered while the second one is
modified“ [71].
9 http://wordnet.princeton.edu/ [letzter Zugriff am 12.09.2011]
10 Eine Glosse beschreibt eine textuelle Erklärung zum vorliegenden Begriff.
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Zusammenhangs zwischen einem Konzept und den mit diesem
Konzept direkt in Beziehung stehenden Konzepten zu deren
Abbild in WordNet, d.h. jeder individuelle Zusammenhang
zwischen zwei Konzepten wird versucht in WordNet wieder-
zufinden. Je mehr Zusammenhänge aufgefunden werden und
je geringer die Distanz zwischen diesen ist, desto höher ist
die Wahrscheinlichkeit, dass es sich um das richtige WordNet-
Äquivalent des fraglichen Konzepts handelt. Die Autoren schla-
gen zur Berechnung dieses Verhältnisses zwei unterschiedliche
Maße vor: zum einen die Pfadlänge des Pfades zwischen den
möglichen Referenzen in WordNet und zum anderen ein Ver-
gleich zwischen der in den Glossen enthaltenen Informationen
der WordNet-Einträge über den Pfad hinweg.
Verfahrensvergleich
Das Verfahren interpretiert Disambiguierung als einen Struktur-
vergleich zwischen zwei Ontologien.11 Dies ist kein allgemein
gültiger Ansatz, da beide Ontologien je nach Domäne keine
Ähnlichkeiten zueinander aufweisen müssen. Bei diesem
Vergleich profitiert der Ansatz von der Einschränkung der
Disambiguierung auf Ontologiekonzepte. Die T-Box einer
Ontologie basiert aufgrund ihrer höheren Abstraktion eher auf
allgemeinen Begriffen, die ebenfalls in Thesauri wiederzufinden
sind. Die Disambiguierung von Instanzbezeichnern ist jedoch
mit dem Problem konfrontiert, dass diese – im Gegensatz zu
Konzeptbezeichnern – äußerst selten in Thesauri, z.B. Word-
Net12, enthalten sind. Daher liefert dieses Verfahren keine
Lösung für die Disambiguierung von Instanzbezeichnern. Der
Ansatz unterscheidet sich somit grundlegend vom Ansatz des
Autors dieser Arbeit .
11 WordNet kann als Ontologie interpretiert werden, da aus lexikalischer Sicht
Homonym- und Hypernymrelationen als Ober- und Unterklassen interpretiert
werden können. Ebenfalls können Meronym- und Holonyminformationen seman-
tisch interpretiert werden.
12 WordNet verfügt über einen Teil von Instanzbezeichnern, z.B. die Künstlerin Ma-
donna. Dies kann jedoch nicht allgemein auf alle Thesauri übertragen werden und
ist in WordNet in der Möglichkeit begründet, dass Benutzer selbständig neue Ein-
träge diesem Thesaurus hinzufügen können. Selbst dies führt nur zu einem kleinen
Ausschnitt an möglichen Instanzen und lässt sich nicht als vollständiges Bild für
mögliche Domänenbeschreibungen interpretieren.
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Zusätzlich zu den hier vorgestellten Arbeiten sind auch die
Ansätze [259, 257] des Autors dieser Arbeit zu nennen, die bereits im
Abschnitt 7.3 näher vorgestellt werden.
Ebenfalls anzumerken ist die Tatsache, dass alle vorgestellten Ver-
fahren, auch die Verfahren von Nguyen et al. untereinander,
unterschiedliche Testdaten verwenden. Dies ermöglicht insofern kei-
nen statistischen Vergleich der Verfahren auf Grundlage der diese be-
schreibenden Artikel.
14.2. Arbeiten basierend auf
Graphenmodellen
Im Folgenden sind Ansätze basierend auf Graphmodellen aufgeführt.
Zu jedem der aufgelisteten Verfahren wird ein Vergleich zu dem in
dieser Arbeit entwickelten Verfahren vorgenommen und somit deren
Gemeinsamkeiten und Unterschiede hervorgehoben.
Veronis und Ide: Word Sense Disambiguation with Very Large
Neural Networks. Extracted from Machine Readable Dictio-
naries [235]
Veronis und Ide erstellen einen Ansatz zur Disambiguie-
rung ambiguer Begriffe in einem gegebenen Textausschnitt. Der
Ansatz basiert auf einem Wissensmodell, das durch den An-
satz selbst anhand eines vorliegenden Thesaurus erstellt wird
sowie einer Spreading Activation Technik zur Bestimmung der
wahrscheinlichsten Referenz je gegebenen ambiguen Begriff.
Der gegebene Thesaurus besitzt die in Abbildung 14.1 aufge-
zeigte Struktur. Der Algorithmus baut anhand diesem ein „very
large neural network (VLNN)“ auf, das alle darin enthaltenen
Begriffe, deren Sinne und wiederum deren Begriffe im Erklä-
rungstext13 miteinander verbindet. Hierdurch entsteht eine
13 Der jeweilige Informationstext, den die Glosse enthält, wird nach Begriffen durch-
sucht, die sich ebenfalls als exklusive Einträge im Thesaurus wiederfinden. Diese
werden dann für die Knoten im Netzwerk verwendet.
Verbindung von Bedeutung zu Bedeutung. Beim Vorgang der
Disambiguierung werden die durch den Text gegebenen ambi-





Eine Brille besteht aus 
dem Material Glass...
Ein Material ist ein zur 
Herstellung benötigter
Werkstoff...
Abbildung 14.1.: Beispiel der Struktur des verwendeten Thesauri (vgl.
Ansatz Veronis und Ide [235])
guen Begriffe begriffsspezifisch im Netzwerk aktiviert und via
Spreading Activation die entsprechenden Aktivierungswerte
weitergegeben. Der verwendete Algorithmus veranlasst eine
Breitensuche durch das gesamte Netzwerk und die Wortbedeu-
tung des ambiguen Bezeichners wird durch dessen Bedeutung
mit der höchsten Aktivierung, d.h. diese wird als Referenz
bestimmt.
Verfahrensvergleich
Die Autoren bauen auf einem Graphenmodell ausgehend von
einem Thesaurus auf. Die darin enthaltenen Erklärungstexte,
die jeder Bedeutung zugeordnet sind (Glossen), sind die Grund-
lage für Verknüpfungen. Diese selbst erstellten Verknüpfungen
unterscheiden sich von ontologischen Instanzbeziehungen,
da sie nicht Konzepten zugeordnet sind. Daher können sie
beispielsweise nicht für semantische Maße verwendet werden.
Hervorzuheben ist der Unterschied in der Spreading Technik.
Diese verwendet die unmodifizierte Breitensuche und somit
muss der gesamte Graph durchsucht werden, um Resultate zu
bestimmen. Als Ergebnis werden ebenfalls die Bedeutungen
bestimmt, die durch die Knoten der höchsten Aktivierung
repräsentiert werden. Das berechnete Resultat stellt jedoch kein
graphbasiertes Zusammenhangmuster dar, wie es durch die
Berechnung eines Steinerbaumes gegeben ist.
Bhalotia, Hulgeri, Nakhe, Chakrabarti: BANKS: Browsing and Key-
word Searching in Relational Databases [1]
Dieser entwickelte Ansatz ist fokussiert auf die Suche an-
hand von Schlüsselworten in Datenbanken und verwendet
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ein Graphmodell der Datenbank. Die Suche ist vergleichbar
mit dem in Abschnitt 7.5 vorgestellten Suchverfahren, d.h. es
werden ebenfalls Steinerbäume erzeugt, die jeweils durch einen
Knoten, welche die diesbezüglichen Informationen birgt, reprä-
sentiert werden. Ursprünglich wurde dieses Suchmodell von
Palmon et al. [56, 57, 171] entwickelt. Der Ansatz von Bahlotia
et al. verwendet jedoch ein eigenes Gewichtungsmodell. Beim
Suchalgorithmus zur Erstellung der Steinerbäume handelt
es sich um eine Variante des Djikstra-Algorithmus [62]. Der
Algorithmus basiert auf einer Rückwärtssuche. Um dies zu
ermöglichen, wird eine Verfahrensweise zur Erstellung von zu-
sätzlichen Kanten vorgestellt, die, falls die Kante falsch gerichtet
ist, eine künstliche14, spiegelverkehrte Kante anlegt. Hierfür
wird ebenfalls eine Gewichtung eingeführt. Zusätzlich zum
Algorithmus selbst wird eine Visualisierungskomponente, die
das Durchsuchen bzw. Ordnen von Daten erlaubt, vorgestellt.
Verfahrensvergleich
Das theoretische Vorgehensmodell, d.h. die Erstellung von
Resultaten anhand der Generierung eines Steinerbaumes, der
durch einen Knoten dargestellt wird, entspricht dem Vorge-
hensmodell des vom Autor dieser Arbeit vorgestellten Ansatzes
(vgl. 7.5). Die Grundlagen dieses Modells wurden bereits
zuvor entwickelt (siehe [56, 57, 171]) und von Bhalotia et al.
ebenfalls aufgegriffen. Die Publikation auf der VLDB-Konferenz
weist jedoch nachdrücklich darauf hin, dass die eigentliche
Schwierigkeit in der Adaptierung dieses Modells auf der
jeweiligen Domäne liegt, d.h. im Ansatz auf der Suche in
Datenbanken. Im direkten Verfahrensvergleich unterscheiden
sich die Ansätze durch das verwendete Hintergrundmodell,
die Maße, die algorithmischen Vorgehensweise (z.B. Erstel-
lung/Auffinden des Steinerbaumes) und insbesondere durch
die Suche von Schlüsselbegriffen zur Disambiguierung von
14 Diese Kante ist im ursprünglichen Modell nicht vorhanden.
Texten. Bhatolia et al. stellen keine Varianten des Algorithmus
vor, z.B. die Verwendung maschinellen Lernens etc.
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Kacholia, Pandit, Chakrabarti, Sudarshan, Desai, Karambelkar:
Bidirectional Expansion for Keyword Search on Graph
Databases [118]
Bei diesem Verfahren handelt es sich um eine Erweiterung
des BANKS-Ansatzes. Diese umfasst zum einen die Verwen-
dung von Spreading Activation zur algorithmischen Umsetzung
der Suche und zum anderen ein Bidirektionales Suchverfahren.
Die Verwendung von Spreading Activation basiert auf der Vor-
gehensweise, wie sie unter anderem in den Artikeln [180, 196]
und [53] zu finden ist. Im Ansatz von Kacholia et al. werden
Anpassungen hinsichtlich der Struktur von BANKS vorge-
nommen. Bidirektionalität bedeutet hier, dass zunächst alle
eingehenden Kanten eines Knotens und später (basierend auf
einer weiteren Prozessierungsliste) alle ausgehenden Kanten
untersucht werden. Somit wird der Graph nicht ausschließlich
nach dem aus der Kantenrichtung folgenden Prinzip der Rück-
wärtsexploration aufgebaut.
Verfahrensvergleich
Der hier vorgestellte Ansatz ist technisch verwandt mit dem
Ansatz des Autors dieser Arbeit . Das liegt an der hohen
Übereinstimmung der Vorgehensweise an dem Suchprinzip via
Spreading Activation (vgl. [53, 47]). Wesentliche Unterschiede
sind die Gewichtung von Kanten (z.B. Spreadingfunktion) und
Knoten (z.B. Gesamtaktivierung) sowie der Prozess (z.B. keine
Kantenrichtungen) etc. Die Bidirektionalität des Ansatzes von
Kacholia et al. unterscheidet sich von der in Kapitel 9 vorge-
stellten Bidirektionalität. Für das in diesem Kapitel vorgestellte
Verfahren ist nicht die Kantenrichtung entscheidend, sondern
der vollständige, beidseitige Informationsaustausch zwischen
Ursprungs- und Zielknoten der aktuellen Exploration, während
im Ansatz von Kacholia der Austausch einseitig bleibt.15
15 Kacholia et al. beschreiben, dass die Bidirektionale Suche “improves [...] backward
expanding search by allowing forward search from potential roots towards leaves“ [118].
Das fügt somit ausschließlich die Exploration vorwärts gerichteter Kanten hinzu.
Die von Kacholia et al. entwickelte bidirektionale Suche ist nicht zu verwechseln
mit dem bidirektionalen Ansatz, der in dieser Arbeit entwickelt wurde(siehe Ka-
pitel 9).
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Rocha, Schwabe, Poggi de Aragão: A Hybrid Approach for Searching
in the Semantic Web [190]
Der Ansatz von Rocha et al. beschreibt ein Verfahren für
die Suche von Informationen innerhalb einer Ontologie ba-
sierend auf der Spreading Activation Technik. Anhand von
gegebenen Stichwörtern schließt der Algorithmus auf das
relevante Suchergebnis. Dieses muss nicht zwangsläufig in On-
tologieelementen resultieren, deren Bezeichner die Stichwörter
beinhalten, sondern kann auch auf Ontologieelemente hinwei-
sen, für die dies nicht zutrifft. Die Ontologie wird zunächst
in einen Instanzgraphen transformiert. Die Kanten zwischen
Knoten werden anhand zweier Metriken initial gewichtet. Das
erste Maß ist ähnlich wie das in Abschnitt 12.4.2 vorgestellte
Maß. Es gewichtet zum einen die Menge der Instanzrelationen
für einen gegebenen Relationstyp zwischen zwei Konzepten
im Verhältnis zu allen ausgehenden Instanzrelationen dieses
Typs vom ersten Konzept. Zum anderen wird eine Gewichtung
für die Ähnlichkeit zweier Konzepte verwendet. Alle Knoten,
welche die gegebenen Schlüsselbegriffe repräsentieren, werden
initial aktiviert und propagieren ihre Aktivierung an die mit
diesem in Beziehung stehenden Knoten. Zuletzt werden die
Knoten mit der höchsten Aktivierung zurückgegeben. Diese
Knoten müssen nicht zwangsläufig eines der Schlüsselwörter
im Bezeichner tragen.
Verfahrensvergleich
Das Verfahren folgt ebenfalls den Grundsätzen von Crestani [53]
und Cohen [47]. Im Unterschied zum Verfahren des Autors die-
ser Arbeit wird die Aktivierung nicht spezifisch je Schlüsselwort
weitergegeben und als Resultat kein Graph zurückgegeben,
wenngleich dieser durch das Spreading entsteht. Auch wird die
Mehrdeutigkeit von Begriffen innerhalb des Prozessierens nicht
berücksichtigt. Das Verfahren ist fokussiert auf die Schlussfolge-
rung des wahrscheinlichsten Ontologieelements, das im Zusam-
menhang mit den Begriffen steht, d.h. das Element, welches am
Ende des Spreading-Prozesses den höchsten Aktivierungswert
besitzt. Dies ist vergleichbar mit dem Knoten, der im Verfahren
des Autors dieser Arbeit den Lösungsbaum, d.h. dessen Wurzel,
repräsentiert, da dieses ebenfalls den höchsten Gesamtakti-
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vierungswert im Graph besitzt. Jedoch sind die Lösungen der
Verfahren nicht übereinstimmend, da im Rahmen einer Di-
sambiguierung für die Referenzbestimmung eines Begriffs ein
Ontologieelement benötigt wird, das die Referenz der Entität
bzw. des gegebenen Bezeichners angibt und dies in der Lösung
des Verfahrens von Rocha et al. nicht in allen Fällen gegeben ist.
Hasan: A Spreading Activation Framework for Ontology-enhanced
Adaptive Information Access within Organisations [105]
Md Maruf Hassan entwickelte einen Ansatz, der es erlaubt
Informationen innerhalb eines erweiterten ontologischen Mo-
dells aufzuspüren. „Erweitert“ bedeutet, dass es sich zwar
um eine zuvor hinterlegte Ontologie handelt, diese jedoch
nicht für jeden Entitätsbezeichner ein Ontologieelement mit
derselben Bezeichnung enthält. Somit müssen diese Elemente
teilweise dynamisch erzeugt werden. Der Aufbau des Gra-
phen erfolgt durch eine Analyse eines gegebenen Textkorpus.
Für jedes Dokument wird ein Knoten erstellt und diesem,
die aus dem Dokument extrahierten Entitäten, hinzugefügt.
Sind die Entitäten in der Ontologie vorhanden, so werden die
Informationen (Data-Properties) über diese verwendet. Falls
Entitäten im Text erkannt wurden, die nicht in der Ontologie
enthalten sind, werden deren möglicherweise zugehörigen
Data-Property-Informationen ebenfalls aus dem Text extrahiert
und der Ontologie hinzugefügt. Diese Analyse ermöglicht auch
die Erweiterung von Informationen zu Entitäten, die bereits
in der Ontologie enthalten sind. Das Netzwerk ergibt sich aus
den Zusammenhängen zwischen Dokumenten, die dieselben
Entitäten enthalten. Bei der Suche werden die Schlüsselbegriffe
mit den Data-Properties der Entitäten verglichen. Im Falle eines
positiven Vergleichs werden die Entitäten aktiviert. Es erfolgt
ein Spreading durch das Netzwerk. Als Resultat wird die Menge
der höchstaktivierten Knoten zurückgegeben. Eine adaptive
Anpassung durch den Benutzer ist durch eine höhere Gewich-
tung einzelner Properties möglich. Außerdem ist Feedback
darauffolgenden Suche berücksichtigt wird.
durch den Benutzer möglich, welches für die Gewichtung in der
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Verfahrensvergleich
Dem Benutzer wird das semantische Netzwerk in der Visua-
lisierung angezeigt sowie die Knoten, die als Resultate der
Anfrage zurückgegeben werden. Hierbei handelt es sich nicht
um die Berechnung eines Lösungsgraphen. Die Informationen
innerhalb des berücksichtigten Graphen beschränken sich auf
die Relationen vom jeweiligen Dokument zu den in diesem
enthaltenen Entitäten sowie den Data-Properties, die mittels
String-Vergleich später ausgewertet werden. Direkte Relationen
zwischen Entitäten sind nicht vorhanden.16 Es werden keine
spezifischen Aktivierungswerte verwendet, sondern ein all-
gemeiner Aktivierungswert. Das Verfahren ermöglicht jedoch
die Einbindung eines Lernprozesses, der Einfluss auf Gewich-
tungen der Graphelemente in darauffolgenden Suchanfragen
hat. Es folgt den Grundsätzen des in Kapitel 11 vorgestellten
Ansatzes mit Bestärkendem Lernen. Hassan verwendet je-
doch überwachtes Lernen, d.h. der Mensch ist die Quelle des
Priorisierens im Verfahren.
Tsatsaronis, Vazirgiannis, Androutsopoulos: Word Sense Disambigua-
tion with Spreading Activation Networks Generated from
Thesauri [230]
Tsatsaronis et al. stellen – ähnlich zu den zuvor genannten
Verfahren – ein Verfahren zur Disambiguierung mittels Sprea-
ding Activation vor, das auf einem Thesaurus aufbaut. Sie
verwenden übereinstimmend mit zuvor genannten Ansät-
zen WordNet als Thesaurus. Disambiguiert werden Begriffe
innerhalb eines gegebenen Dokumentes. Zunächst wird das
Dokument in seine Sätze aufgeteilt und anschließend jeder
Satz für sich disambiguiert. Hierbei erfolgt zunächst eine
Ermittlung der Begriffe (z.B. Nomen, Verben etc.), die sowohl
im untersuchten Satz als auch im Thesaurus enthalten sind.
Übereinstimmend mit dem Ansatz von Banek [17] wird aus den
Beziehungen der Thesaurieinträge (z.B. Hyponyme, Homonyme
etc.) das semantische Netzwerk erstellt. Zu Beginn der Analyse
erfolgt die Aktivierung aller Knoten, die Begriffe des Satzes
16 Indirekt sind Relationen über gleiche Data-Property-Werte gegeben.
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repräsentieren. Das Verfahren verwendet Spreading Activation,
um die Aktivierungen weiterzugeben. Das Spreading wird
iterativ fortgesetzt, bis die Schranke des minimal weiterzuge-
benden Aktivierungswertes einsetzt. Somit bildet der zuletzt
aktive Knoten, aus der Menge der Knoten, die denselben Begriff
repräsentieren, die Referenz zum Begriff.
Verfahrensvergleich
In diesem Verfahren werden alle Begriffe als gleichwertig
betrachtet, d.h. es gibt keine ontologische Unterscheidung,
z.B. in Konzepte, Instanzen, etc. Der wesentliche Unterschied
zum Verfahren des Autors dieser Arbeit liegt in der Art des
Spreading Activation-Algorithmus und in der Auswertung der
durch diesen erzeugten Resultate. Insbesondere stellt WordNet
bzw. Thesauri im Allgemeinen - wie zuvor bereits dargelegt
- eine spezielle Art von Ontologien dar, die auf linguistische
Zusammenhänge fokussiert sind. Das Verfahren ist nicht
ohne Anpassungen auf domänenspezifische Ontologien, die
diese linguistischen Zusammenhänge nicht beinhalten, zu
übertragen.
Weitere Graph-Ansätze mit dem Ziel Disambiguierung bzw. Su-
che Im Allgemeinen lassen sich zwei Vorgehensweisen bei der Gra-
phanalyse unterscheiden. Zum einen versuchen Verfahren durch das
Zusammenfügen17 von Teilgraphen einen Graphen zu erstellen, der
gemeinsamen Kriterien entspricht bzw. eine gemeinsame Bedeutung
aufweist und damit eine Minimierung der Ambiguität durch Zusam-
menfassung erreicht wird. Zum anderen erfolgt der Aufbau bzw. die
Extraktion eines Graphen durch die sukzessive Exploration eines hin-
terlegten Graphen. Der Anspruch an diesen (Teil-)Graph ist es, die im
Kontext der Applikation korrekten Referenzen zu enthalten.
Die Ansätze von Aggire et al. [2], Byung et al. [168] und Ferret [80]
liefern Beispiele für die zuerst genannte Vorgehensweise. Der Ansatz
von Aggire et al. [2] reichert korrekt disambiguierte Bezeichner mit
Kontextworten aus der Beschreibung der entsprechenden WordNet-
Äquivalente an und legt je Referenz ein initiales Kontextcluster an.
Diese Kontextcluster werden anschließend sukzessive anhand von
17 engl. clustern
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Übereinstimmungen der Kontextwörter zusammengefügt. Letztlich
bleiben nur noch die unterschiedlichen Bedeutungen eines ambiguen
Wortes übrig. Ähnlich arbeitet auch das Verfahren von Ferret [80].
Hier werden die Zusammenhänge zwischen den Clustern mittels
Kosinus-Maß18 bestimmt. Nach diesem Vorverabeitungsschritt erfolgt
die Umwandlung in einen Graphen, dessen Kantengewichte durch
dieses Maß beschrieben werden. Die weitere Verarbeitung erfolgt über
den Shared Nearest Neighbors-Algorithmus [68]. Byung [168] ver-
wendet ebenfalls eine Ähnlichkeitsmatrix als Grundlage und ermög-
licht die Disambiguierung mittels Graphpartitionierung.
Beispiele der zweiten Methodik werden bereits im Abschnitt 14.1
und zu Beginn dieses Abschnitts 14.2 vorgestellt. Hierzu zählen auch
die Ansätze von Malaisè et al. [146] und Rada et al. [187, 215].
Malaisè et al. beschreiben ein Verfahren, das ebenfalls auf Word-
Net als Hintergrundwissen zurückgreift. Eine gegebene Wortmenge
wird vom Verfahren auf bereits vorhandene Knoten innerhalb des
WordNet-Graphen übertragen. Die Disambiguierung erfolgt abermals
durch die Suche nach einem zentralen Knoten, der eine Verbindung zu
Referenzen für alle benötigten Begriffe besitzt.
Der Ansatz von Rada et al. basiert auf einem Random Walk19 Ansatz,
d.h. der Erstellung eines Graphen, der die initial gegebenen Wörter
beinhaltet. Rada setzt zunächst das Maß von Lesk [136] ein. In ei-
ner späteren Arbeit [215] evaluiert Rada verschiedene weitere Ma-
ße für diesen Ansatz. Für den Anwendungsfall der Schlüsselworts-
uche entwickelte Tong den Center-Piece-Subgraph-Algorithmus, d.h.
ein Verfahren, in dem der Zusammenhang zwischen den Schlüssel-
wörtern durch einen Graph ausgedrückt wird und dieser durch einen
Knoten - Center-Piece - repräsentiert wird. Hierzu entwickelt er einen
neuen Random-Walk-Algorithmus, der auch komplexe Anfragen mit
„oder“ etc. unterstützt.
18 Siehe [226] für nähere Informationen bezüglich des Kosinusmaßes.
19 Rada definiert „Random walks“ als „The random walks are mathematically modeled
through iterative graph based algorithms, which are applied on the label graph associated
with the given sequence of words, resulting in a stationary distribution over label proba-
bilities. These probabilities are then used to simultaneously select the most probable set of
labels for the words in the input sequence.“ [187]. Durch die Definition wird deutlich,
dass die Bezeichnung auf die Verfahren dieser Arbeit als auch auf viele der zuvor
vorgestellten Ansätze zutrifft, z.B. auf die Ansätze PageRank [170] und BANKS [1].
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Asawath et al. [15] setzen einen zweigeteilten Spreading-Activation-
Algorithmus ein. Zunächst erfolgt ein Spreading für die primären
Sinnzuordnungen, danach für die Synonyme. Darauf folgt eine Klas-
sifizierung anhand einer Support-Vector-Engine, die in positive und
negative Informationen einteilt, was zu einer unterschiedlichen Resul-
tatauswertung führt.
Thanh et al. [229] entwickelten ein Suchverfahren, dass zusätzlich
in der Lage ist, initiale Begriffe auch Kanten zuzuordnen. Der Algo-
rithmus weist hohe Ähnlichkeit zum BANKS-Algorithmus auf [1]. Es
wird ein Iterator je Menge der Knoten, die über ein Suchwort auf-
gefunden werden, verwendet. Die meisten Ansätze verwenden nur
einen Iterator für die gesamte Menge der über die Suchwörter aufge-
fundenen Knoten. Auch werden individuelle Kantenmaße verwendet.
Bei Ihrem Ansatz gibt der Benutzer zunächst Stichwörter ein, die sei-
ne Suche beschreiben. Der Ansatz ermittelt daraus mögliche Anfragen
und bietet diese dem Benutzer an, der diese konkretisieren und somit
eine fokussiertere Suche durchführen kann.
Der BLINKS Algorithmus von Hao et al. [109] baut ebenfalls auf
dem BANKS-Algorithmus von Bhatolia auf. Er verändert jedoch die
Auswahl des als nächstes zu explorierenden Knotens. Diese Auswahl
orientiert sich am Explorationsumfang je Teilcluster (getrenntem Teil-
graph), da diese sich möglichst entsprechen sollten. Daher wird im-
mer das Cluster mit dem geringsten Umfang als nächstes exploriert.
Zudem führt er eine Indexstruktur ein, die eine schnellere Explorati-
on gewährleistet. Ebenfalls in diesem Abschnitt explizit zu erwähnen
ist das PageRank-Verfahren [170] von Page und Brin, das ebenfalls als
Random Walk Algorithmus bezeichnet werden kann. Hierbei wird ein
Knoten20 im Graph durch die Popularität seiner Nachbarknoten re-
kursiv gewichtet.






Durch die Konfrontation mit der Problematik der Ambiguität, d.h. der
multiplen Vergabe des gleichen Bezeichners für verschiedene Entitä-
ten bzw. der Vergabe mehrerer Bezeichner für eine Entität, wird das
Interesse des Autors geweckt. Die Tatsache, dass eine Vielzahl der um-
fangreichen Arbeiten hinsichtlich dieses Themas in der Vergangenheit
überwiegend auf rein textuellem Wissen basierten, war Anlass für den
Entwurf eines Verfahrens, das sich durch die Zusammenführung tex-
tueller Information mit ontologischen Wissen auszeichnet. Dieses baut
auf der Kernannahme auf, dass die Disambiguierung von Entitäten
insbesondere durch die Verwendung von ontologischen Zusammen-
hängen erreicht werden kann (vgl. Abschnitt 1.2). Ausschlaggebend
für diese These ist die bereits bestehende Möglichkeit, die Interpreta-
tion von textueller Information dazu zu verwenden, um eigene Hin-
tergrundmodelle aufzubauen. Das ist beispielsweise ein wesentlicher
Faktor bei Verfahren des Maschinellen Lernens. Jedoch ist das nicht
zu vergleichen mit einem auf die Domäne abgestimmten Modell, das
individuell erzeugt wird, um die Zusammenhänge der Domäne zu re-
präsentieren. Die vorliegende Arbeit zeigt auf, dass die solch Modelle
selbst die Ambiguität jedoch nicht auflösen, sondern zunächst selbst
in sich tragen.
15.1. Schlussfolgerungen
Die in dieser Arbeit vorgestellten Verfahren machen sich das onto-
logische Modell zunutze und ermöglichen ambigue Bezeichner, die
in einem die Domäne betreffenden Zusammenhang genannt werden
(z.B. in Texten oder in Gesprächen), den korrekten Ontologieelemen-
ten zuzuordnen. Diese Arbeit entwirft ein Vorgehensmodell, das die
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Disambiguierung mehrdeutiger Bezeichner ermöglicht. Das Modell
ist jedoch nicht allein auf mehrdeutige Bezeichner beschränkt, son-
dern ermöglicht es im Allgemeinen, die gegebenen Bezeichner den
korrekten, d.h. als Referenz fungierenden, Ontologieelementen zuzu-
weisen. Diese Zuweisung basiert auf einer Analyse der Zusammen-
hänge innerhalb der externen Quelle. Zur Erstellung dieses Modells
müssen die in Abschnitt 1.2 vorgestellten Forschungsfragen individu-
ell erörtert werden. Die diesbezüglichen Ergebnisse sind im Folgen-
den zusammengefasst:
Linguistische Ambiguität im ontologischen Modell: Durch die Ar-
beit wird zunächst die Bedeutung des Ausdrucks „linguistische
Ambiguität“ aufgezeigt werden. Hierzu werden deren multi-
ple Facetten, d.h. Polysemie, Homonymie, etc. vorgestellt. Ins-
besondere werden semantische und strukturelle Mehrdeutigkei-
ten, besprochen. Diese Arbeit stellt die Übertragung der Proble-
matik Ambiguität auf ein allgemeines Modell vor, das die Berei-
che der Intension und Extension für die Beschreibung der Ambi-
guität verwendet. Das ist zugleich die Grundlage zur Erfassung
von Ambiguität in Ontologien, d.h. der Art und Weise inwie-
fern sich Ambiguität in einer Ontologie äußern kann. Aufbau-
end auf diesem Modell wird insbesondere die Ambiguität von
Entitäten in Ontologien analysiert. Hierbei liefert die Intension,
die Zuordnung des im Lexikon hinterlegten Bezeichners zu den
Ontologieelementen, während die Extension, die in der Ontolo-
gie zugeordneten Eigenschaften zu einem die Entität repräsen-
tierenden Ontologieelement, beschreibt. Diese aus der linguis-
tischen Ambiguität für die ontologische Ambiguität folgenden
Zusammenhänge sind die Grundlage für den Entwurf der in
dieser Arbeit vorgestellten, darauf aufbauenden Disambiguie-
rungsverfahren.
Referenzbestimmung anhand semantischer Zusammenhänge
zwischen Entitäten:
Das entworfene Disambiguierungsverfahren macht sich die on-
tologischen Extensionen der Entitäten zunutze. Zunächst jedoch
erfolgt die Bestimmung der möglichen Ontologieelemente je
gegebenen Bezeichner über die zugehörige Intension. Der Kern
des Verfahrens basiert auf der Annahme eines gegebenen on-
tologischen Zusammenhanges zwischen den Extensionen von
mindestens einer Adresse innerhalb der Intension je Bezeichner.
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Diese Annahme ist zum einen mit multiplen Zusammenhän-
gen dieser Art in der gegebenen Ontologie konfrontiert und
somit muss ein Priorisieren semantischer Beziehungen anhand
festgelegter Kriterien erfolgen. Zum anderen ist sie der Gefahr
ausgesetzt, dass kein Zusammenhang ermittelt werden kann.
Dies veranlasst die Erstellung eines künstlichen Zusammen-
hangs, der ein Ontologieelement für jeden Bezeichner aufweist.
In dieser Arbeit wird davon ausgegangen, dass dieser Zu-
sammenhang durch einen Steinerbaum beschrieben werden
kann. Demzufolge ist das vorgestellte auf Spreading Activation
basierende Verfahren dazu optimiert diesen aufzufinden. Für
beide Problemstellungen, d.h. das Priorisieren und den künst-
lichen Zusammenhang, werden in der vorliegenden Arbeit
Möglichkeiten der Problemlösung vorgestellt.
Möglichkeiten der Qualitätsverbesserung: Die Möglichkeit der Ex-
traktion eines Graphen, der den Zusammenhang zwischen En-
titäten ausnutzt und zur Disambiguierung verwendet wird, ist
begründet in der Überlappung von Extensionen. Dieses Merk-
mal ist die Grundlage für den Entwurf eines Verfahrens zur Be-
stimmung eines Steinerbaums. Eine Optimierung des Basisver-
fahrens stellt die gleichzeitige Entwicklung von Maßen dar, die
auf die semantische Einbettung der Entitäten in der Ontologie
Bezug nehmen. Weitere Möglichkeiten der Optimierung finden
sich in den Verfahrensvarianten. Die Änderung des Algorithmus
durch die Berücksichtigung eines Bidirektionalen Explorations-
modells ermöglicht einen umfassenderen Austausch der Infor-
mationen und ergibt eine Verbesserung, die in der Evaluation
der Verfahren (vgl. Kapitel 13) nachgewiesen wird. Die Verwen-
dung von lokaler Kohärenz ermöglicht eine spezifische Optimie-
rung hinsichtlich lokal gebündelter Information. Insbesondere
ist der Umfang der lokalen Kohärenz, d.h. die Definition von
„lokal“ ein spannendes Feld zur Qualitätsverbesserung. Wieder-
kehrende Informationen, d.h. die Wiederholung von Teilen vor-
handenen Wissens in Texten, gab Anlass für die Einführung ei-
nes Ansatzes mit Bestärkendem Lernen. Dieser ermöglicht eine
Steigerung der Ergebnisqualität durch die Verwendung zusätz-
lichen Wissens in der Analyse neuer Texte, das auf zuvor durch-
geführte Analysen zurückgeht. Neben der Adaption durch die
vorgestellten Verfahrensvarianten ergibt eine Fokussierung der
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Exploration auf Aktivierungswerte eine weitere Optimierung
des Basisverfahrens.
15.2. Ausblick
Das im Rahmen dieser Arbeit entwickelte Verfahren ist darauf aus-
gelegt, dass es individuell adaptiert werden kann. Durch die flexible
Einbindung neuer Maße, sowie durch die Möglichkeit Ontologieele-
mente zuvor individuell zu gewichten. Unabhängig davon gibt es ei-
ne Vielzahl möglicher Erweiterungen und Änderungen, die Chancen
zur Steigerung der Qualität des vorgestellten Verfahrens bieten.
Textanalyse: Ein konkretes und spannendes Forschungsfeld, das di-
rekt mit dieser Arbeit in Zusammenhang steht, ist die Auswer-
tung textueller Informationen. Zusätzlich zu den bisher berück-
sichtigten Informationen zu Instanzen, kann eine Analyse weite-
rer Informationen hinsichtlich der Ontologieelemente erfolgen.
Der Zusammenhang zwischen Ontologiebezeichner und Enti-
tätsbezeichner im Text ist oftmals nicht direkt, d.h. eine vollstän-
dige Übereinstimmung aller Buchstaben liegt nicht in allen Fäl-
len vor. Dabei helfen Verfahren zur Ermittlung von Wortzusam-
menhängen, z.B. der Zuordnung von Namensvarianten, Spitz-
namen, Geschlechtsbezeichnern etc. Neben den Standardmaßen
(z.B. Levenshtein) sind insbesondere Heuristiken von Bedeu-
tung. Hierbei ist darauf zu achten, dass ontologische Merkmale
ebenfalls durch Begriffe beschrieben werden, z.B. Firma, Person
etc. Letztere ermöglichen die Einschränkung der Referenzsuche
auf Instanzen bestimmter Konzepte. Insgesamt gilt es Verfahren
der textuellen Analyse zu entwerfen, die eine Abbildung der
textuellen Information auf die Ontologieelemente ermöglichen
bzw. zusätzlich Hinweise zur Ermittlung des Zusammenhangs
in der Ontologie berücksichtigen.
Zusätzliche Wissensbasen: Neue Möglichkeiten bietet die Erweite-
rung der Informationen innerhalb der zu berücksichtigenden
Ontologie durch weitere Wissensbasen. Diese besitzen großes
Potential, da sie zusätzliche Informationen bereitstellen kön-
nen. Hierbei muss ermittelt werden, welche Ontologieelemen-
te der verschiedenen Wissensbasen miteinander in Beziehung
15.2 AUSBLICK 273
stehen. Diese Problematik kann als separat vom Kernproblem
der existierenden Ambiguität betrachtet werden. In der Über-
sicht der verwandten Arbeiten werden bereits Verfahren vorge-
stellt, die Informationen aus allgemeinen Lexika, z.B. WordNet
oder Wikipedia, versuchen aufzugreifen und für die Disambi-
guierung zu verwenden. Jedoch stehen diese Lexika nicht gene-
rell als Ontologien zur Verfügung stehen. Die Erweiterung on-
tologischer Information ist ebenfalls durch eine aus der Analyse
der Texte folgende Übernahme textueller Information in die Wis-
sensbasis möglich, das betrifft Informationen, die in dieser Basis
zuvor nicht enthalten sind. Voraussetzung hierfür ist die ange-
sprochene zusätzliche Disambiguierung, um die innerhalb des
Integrationsprozesses auftretende Ambiguität zu überwinden.
Maße: In Bezug zur algorithmischen Vorgehensweise zeigen die ein-
gesetzten Maße direkte Auswirkung auf die Qualität des Ergeb-
nisses der Disambiguierung. Daher ist einerseits die Entwick-
lung von semantischen Maßen von großer Relevanz für das vor-
gestellte Verfahren, da diese versuchen die semantischen Zu-
sammenhänge anhand numerischer Werte zu beschreiben. Kri-
terien hierfür sind Konzeptzugehörigkeit, Kantentypen, Relati-
onsverteilungen etc. Andererseits ist neben der Verwendung se-
mantischer Maße auch die Verwendung textueller Maße von Be-
deutung. Diese sind nicht auf die initiale Gewichtung von ein-
zelnen Ontologieelementen beschränkt, sondern können eben-
falls individuelle Relationen zwischen Entitäten, Konzeptzuge-
hörigkeiten etc. anhand von Gewichten ausdrücken. Auch hin-
sichtlich des Ansatzes der lokalen Kohärenz ist deren Umfang
sowie inhaltlicher Fokus eine spannendes Feld zur Qualitätsver-
besserung.
Lernverfahren: In dieser Arbeit wird ein Verfahren des Bestärken-
den Lernens verwendet. Neben diesem kann auch ein über-
wachtes Lernverfahren, z.B. Support Vector Machine etc., zum
Einsatz kommen. Es ist möglich, sowohl textuelle als auch on-
tologische Merkmale zu berücksichtigen. Die Aufgabe besteht
bei einem solchen Verfahren in der Zusammenführung beider
Informationen, um die Qualität des Algorithmus zu steigern.
Auch unüberwachte Lernverfahren können hierbei zum Ein-
satz kommen. So kann beispielsweise via Clustering der zu
analysierende Korpus vorprozessiert werden. Das kann eine
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Zusammenführung der maximalen Informationen je Bezeichner
bewirken, die im späteren Algorithmus in die Analyse eingebet-
tet werden können. Auch ist die Erweiterung des Ansatzes des
bestärkenden Lernens möglich, z.B. durch die Interaktion mit
Menschen, die mögliche Feedback-Informationen an das Pro-
gramm weitergeben.
Algorithmus: Ansatzpunkte für eine algorithmische Optimierung lie-
gen in der Weitergabe und Initialisierung der Aktivierungs-
werte. Möglichkeiten der Erweiterung sind beispielsweise ein
paralleler Aktivierungsaustausch je Bezeichner. Der Spreading
Activation Algorithmus gilt als Näherung zum menschlichen
Prozessieren von Problemstellungen, d.h. der Konfrontation mit
initialen Merkmalen und deren individueller Nachverfolgung.
Letztlich wird das Resultat das Ende der Aktivierungskette be-
stimmt. Eine exakte Analyse menschlicher Disambiguierungs-
prozesse und deren Übertragung auf das vorgestellte algorith-
mische Vorgehensmodell bietet ebenfalls die Möglichkeit einer
Steigerung der Ergebnisgüte.
Anwendungsbereiche: Ein möglicher Anwendungsbereich für das in
dieser Arbeit vorgestellte Verfahren existiert, sobald eine Iden-
tifikation von semantischem Inhalt ausgehend von natürlich-
sprachlichen Medien notwendig bzw. gewünscht wird. Das birgt
viele Möglichkeiten, insbesondere weil der größte Umfang der
heutzutage verfügbaren Informationen in natürlicher Sprache
vorliegt. Beispiele für Anwendungen sind:
• Überprüfung der Konsistenz des Inhalts, z.B. die Überprü-
fung von Aussagen durch Beurteilung des Graphaufbaus
oder automatisches Schlussfolgern nach Identifikation der
Ontologieelemente.
• Erweiterung des gegebenen Wissens
– Das Verfahren kann in der Ontologie weitere Instanzen
von Relevanz aufzeigen, die nicht im Text genannt, je-
doch im Lösungsgraphen enthalten sind.
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– Wird eine Disambiguierung anhand verschiedener On-
tologien basierend auf dem gleichen Text durchgeführt,
so kann dies unterschiedliche Zusammenhänge her-
vorbringen. Das kann als Ausgangspunkt für Erweite-
rungen innerhalb einer der Ontologien verwendet wer-
den.
• Ordnung von Wissen, z.B. in welchen Texten werden diesel-
ben Zusammenhänge zwischen Entitäten benannt (Disam-
biguierung ist hier Voraussetzung). Das ist auch sprach-
übergreifend möglich.
Die aufgelisteten Beispiele zeigen nur einen Ausschnitt mögli-
cher Anwendungsfälle. Die Möglichkeit der Verarbeitung von
textuellem Inhalt und dessen Zuordnung zu semantischen Wis-
sensbasen birgt die Zuordnung prinzipiell unstrukturiertem zu
strukturiertem Wissen. Disambiguierung bildet hierbei die Aus-
gangsbasis für jeden Anwendungsfall. Die Entwicklung von An-
wendungen und zugleich das damit verbundene Potential wei-
terer an den Anwendungsfall angepassten Forschungsfragen






Im Folgenden ist eine Übersicht über die in Kapitel 5 vorgestell-
ten Arten von Ambiguität dargestellt.1 Lexikalische und struktuelle
Ambiguität werden unterschieden und die zugeordneten Unterarten
vorgestellt. Die Darstellung A.1 ermöglicht einen direkten Vergleich
zwischen den verschiedenen Arten von Ambiguität. Die wichtigsten
Merkmale je Ambiguitätsart werden dargestellt und durch zugehöri-
ge Beispiele ergänzt.
Auf diese Strukturierung der verschiedenen Arten von Ambiguität
folgt Darstellung A.2, die sich den wichtigsten Kriterien zur Auflö-
sung von Polysemie, Homonymie und syntaktischer Ambiguität wid-
met. Diese enthält jeweils eine Beschreibung der Vorgehensweise zur
Disambiguierung, welche auf die auf die angegebenen Ambiguitäts-
variante jeweils fokussiert ist und an Beispielen erläutert wird.
1 An dieser Stelle möchte ich mich bei Frau Joanna Hareza bedanken mit de-
ren Hilfe und großem Engagement diese Übersicht entstand. Als Wissen, das
als Ausgangspunkt zur Erstellung dieser Übersicht diente, sind die schriftlichen
Quellen [13, 28, 192, 114, 203, 90, 91, 85, 102, 121, 144, 144, 165, 169, 177, 182,
189, 201, 138, 232, 237, 239] und die Online Quellen http://www.uni-leipzig.
de/~doelling/veranstaltungen/semprag4.pdf [letzter Zugriff am 12.09.2011] (Uni Leipzig,
Ambiguität), http://lexikologie.perce.de/wb/?l=742B78764B&v= [letzter Zugriff am
12.09.2011] (Lexikologie.de, Mehrdeutigkeit) sowie http://www.fask.uni-mainz.de/
inst/iaspk/Linguistik/Morphologie/Wortbildung.html [letzter Zugriff am 12.09.2011]
und http://indigo2.de/fhw/master/seminar/4.html [letzter Zugriff am 12.09.2011] zu
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B.1. Verteilung der Entitäten innerhalb der
KIM-Ontologie
In Tabelle B.1 sind die von Ontotext [113] genannten statistischen Wer-
te bezüglich der in der KIM-Ontologie genannten Entitäten darge-
stellt. Hervorzuheben ist, dass durchschnittlich jede Entität über 1, 42
zugewiesene Namen verfügt. Dies belegt eine vorhandene Mehrdeu-
tigkeit hinsichtlich der Entitätsbezeichner. Weiterhin zeigt sich der all-
gemeine, d.h. nicht domänenfokussierte Charakter der Ontologie über
die verwendeten Entitätstypen, d.h. Ontologiekonzepte.
Konzept Anzahl
Entitäten 77561






Organisationen (mit Firmen) 8365
Tabelle B.1.: Übersicht der Entitätsverteilung innerhalb der KIM-
Ontologie (entnommen von [113])
B.2. Hinzugefügte Tripel
Nguyen [163] gibt an, die verwendete KIM-Ontologie um zusätzli-
che Tripel erweitert zu haben. Wie zuvor bereits angesprochen, war
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es Nguyen nicht möglich auf Anfrage die von ihm vorgenommene
Erweiterung dem Autor dieser Arbeit zur Verfügung zu stellen. Als
Konsequenz daraus nimmt der Autor dieser Arbeit eine eigene Erwei-
terung der KIM-Ontologie vor. Die zum Einsatz gekommenen Tripel
sind in Tabelle B.2 aufgelistet.

































































































































































































































































































































































































































































































In Tabelle C.1 ist die Zugehörigkeit der in den Texten enthaltenen On-
tologieentitäten zu ihren Ontologiekonzepten dargestellt. Die Tabelle
zeigt auf, dass die Dokumente überwiegend Entitäten mit den Kon-
zepten „Country“ bzw. „Populated Place“ enthalten. Dies resultiert
aus dem Charakter der verwendeten Texte, da es sich bei diesen um
Nachrichtentexte allgemeinen Inhalts handelt und somit die Nach-



























































































D. Evaluation KIM Datensatz
Im Folgenden wird näher auf die Resultate des von Nguyen vorge-
stellten Referenzdatensatzes eingegangen, der in seinem Artikel [163]
vorgestellt wird und freundlicherweise dem Autor dieser Arbeit zur
Verfügung gestellt wurde. In Abschnitt D.1 werden die Evaluati-
onsergebnisse erörtert, die durch eine Nachimplementierung des
von Nguyen et al. vorgestellten Algorithmus erzielt werden. Diese
Nachimplementierung kommt zu leicht veränderten Ergebniswerten
gegenüber den innerhalb des Artikels [163] präsentierten Ergebnis-
werten. In Abschnitt D.2 sind die ausführlichen Ergebnisse aufgelis-
tet, die durch die vom Autor dieser Arbeit entwickelten Algorithmus
auf dem KIM-Datensatz erzielt werden.
D.1. Ergebnisse der Nachimplementierung
des Nguyen Ansatzes
In den Tabellen D.1, D.2 und D.3 sind die Ergebnisse der Nachimple-
mentierung des Nguyen Ansatzes aufgeführt. Diese werden jeweils
mit den von ihm in Artikel [163] genannten Ergebnissen verglichen.
Zunächst erfolgt die Erstellung eines Wortvektors für jede Ontologi-
einstanz und eines Wortvektors für jeden identifizierten Textbereich,
der einen Instanzbezeichner beinhaltet. Erstere enthalten die direkte
Umgebung der Ontologieentitäten, d.h. der Data-Properties und der
direkt zugeordneten Object-Properties. In Tabelle D.1 sind die Ergeb-
nisse dargestellt. Auffallend ist, dass die Ergebnisse der Nachimple-
mentierung teilweise starke Abweichungen zu den von Nguyen er-
zielten Resultaten aufweisen. Diese Abweichungen sind höchstwahr-
scheinlich Folge der unterschiedlichen Tripel, die als Erweiterung der
Daten, die durch die KIM-Ontologie zur Verfügung gestellt wurden,
verwendet werden. Wie zuvor bereits erwähnt war es nicht möglich
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die von Nguyen im Ansatz [163] verwendeten Tripel zu erhalten. Es
wurden daher die in Tabelle B.2 angegebenen Tripel der Ontologie
hinzugefügt.
Tabelle D.1 nennt die Ergebnisse ohne Stemming1 und der in Ka-
pitel 13 vorgestellten globalIE-Variante. Erfolgt die Berücksichti-
gung des allgemeinen Entitätsbezeichners „Columbia“ anstatt der
in den meisten Texten vorkommenden exakten Entitätsbezeichnern,
z.B. „District of Columbia“2 oder „Columbia University“3 resultiert
dies in einem Rückgang des F-Measure Wertes von 73, 12 auf 59, 7. Die
Unterschiede bezüglich des Resultats von „Georgia“ sind mit großer
Wahrscheinlichkeit auf die unterschiedlichen, zusätzlich verwende-
ten Tripel zurückzuführen. Jedoch kann auch ohne Verwendung die-
ser Erweiterung möglich höherer Resultatwert als der des Orginalan-
satzes erzielt werden.4 Der Leistungseinbruch bei der Disambiguie-
rung von „John McCarthy“ ist auf die Erzeugung der Vektorrepräsen-
tation der Ontologieentität zurückzuführen. Die Entität besitzt zwar
eine Object-Property „hasJobPosition“, jedoch erst über eine weitere
Object-Property ausgehend vom Wert der JobPosition kann ein Zu-
sammenhang zu einer Organisation identifiziert werden.Somit ist die-
ser Zusammenhang erst durch eine weiterführende Analyse identifi-
zierbar, d.h. diese wird im direkten Kontext der Entität nicht erwähnt
und ist somit nicht im Entitätsvektor aufgeführt. Diese Tatsache be-
gründet das schlechte Disambiguierungsergebnis. Durch zusätzliche
Tripel kann dieser Missstand behoben werden und dies deutet darauf
hin, dass diese von Nguyen bereitgestellt wurden.
In Übereinstimmung mit der von Nguyen erzielten Verbesserung
durch die Verwendung von BaseNounPhrases erzielt auch die
Nachimplementierung bei Berücksichtigung dieser Noun Chunks
bessere F-Measure Werte. Tabelle D.2 stellt diese dar.
Bei der Durchführung eines Wort-Stemmings als Voranalyse wird eine
Verbesserung der Ergebnisse für „Columbia“ und „Georgia“ erzielt.
1 Mit „Stemming“ bezeichnet man den Vorgang der Überführung von Worten in ihre
Grundform bzw. auf ihren Wortstamm. Beispielsweise werden „gehst“, „gehen“
etc. auf in Grundform „gehen“ überführt.
2 Entität wird in allen 5 Texten mit „District of Columbia“ genannt.
3 Entität wird in 4 von 5 Texten mit „Columbia University“ erwähnt.
4 Hierbei sei angemerkt, dass auch durch zusätzliche Tripel die Qualität des Ergeb-
nisses gemindert werden kann.
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Diese ist darauf zurückzuführen, dass beispielsweise die verschiede-
nen Flexionsformen der Properties in eine übereinstimmende Grund-
form überführt wurden.
D.2. Ergebnisse der innerhalb dieser Arbeit
entwickelten Verfahren
In Tabelle D.5, D.7 und D.9 sind die Ergebnisse der vom Autor dieser
Arbeit entwickelten Verfahrensvarianten aufgeführt. Die Tabelle D.5
berücksichtigt kein Kantenmaß, während die Tabelle D.7 das semanti-
sche Kantenmaß und die Tabelle D.9 das heuristische Kantenmaß ver-
wenden.
Die Tabellen sind wie folgt strukturiert:
• Explorationsmethode: 0 - Unidirektional (siehe Kapitel 8); 1 - Bi-
direktional (siehe Kapitel 9)
• Fokussiert auf Aktivierungswerte: 0 - Nein; 1 - Ja
Eine Fokussierung bedeutet hierbei, dass die Exploration akti-
vierungsbasiert vorgenommen wird. Falls nicht, ist der Distanz-
wert entscheidend.
• Bestärkendes Lernen: 0 - Nein; 1 - Ja
Verwendung des Bestärkenden Lernens (siehe Kapitel 11)
• One Connection: Die Exploration wird nur über Ontologieele-
mente fortgeführt, die nur eine ausgehende Kante besitzen bzw.
über die mit den geringsten ausgehenden Kanten.
Die besten Werte für „Columbia“ und „John McCarthy“ werden unter
Berücksichtigung des semantischen Kantenmaßes erzielt. Beiden zu
Eigen ist die Verwendung der bidirektionalen Exploration, des Bestär-
kenden Lernens und der auf die Distanz fokussierten Vorgehenswei-
se. Das beste Ergebnis für „Georgia“ wird mittels unidirektionaler Ex-
ploration unter dem Ausschluss des Bestärkenden Lernens, distanz-
fokussierter Exploration und der Berücksichtigung des heuristischen
Kantenmaßes erzielt.
























































































Columbia Georgia John McCarthy Durchschnitt
0 1 0 1 51,282 84,038 81,183 72,167
0 1 0 0 51,282 84,038 81,183 72,167
0 1 1 1 48,718 81,925 81,720 70,788
0 1 1 0 46,154 81,925 81,720 69,933
0 0 0 1 51,282 84,038 81,183 72,167
1 1 1 0 43,590 82,629 81,720 69,313
0 0 0 0 51,282 84,038 81,183 72,167
0 0 1 1 46,154 84,038 81,720 70,637
0 0 1 0 48,718 83,333 81,720 71,257
1 1 0 1 48,718 78,404 75,806 67,643
1 1 0 0 48,718 78,404 75,806 67,643
1 1 1 1 43,590 82,629 81,720 69,313
1 0 0 1 48,718 76,995 76,882 67,532
1 0 0 0 48,718 76,995 76,882 67,532
1 0 1 1 51,282 81,925 81,720 71,642
1 0 1 0 51,282 81,925 81,720 71,642
Tabelle D.4.: KIM - Resultate ohne Kantenmaße (Teil 1)










































Columbia Georgia John McCarthy Durchschnitt
lokale Kohärenz (Kontextgröße 10)
0 1 0 1 48,718 79,812 76,882 68,471
0 1 0 0 48,718 79,812 76,882 68,471
0 1 1 1 51,282 79,812 73,656 68,250
0 1 1 0 51,282 79,812 73,656 68,250
0 0 0 1 48,718 84,038 76,882 69,879
0 0 0 0 48,718 84,038 76,882 69,879
0 0 1 1 51,282 84,038 73,656 69,659
0 0 1 0 51,282 84,038 73,656 69,659
1 1 0 1 46,154 79,812 79,032 68,333
1 1 0 0 46,154 79,812 79,032 68,333
1 1 1 1 48,718 76,995 79,032 68,249
1 1 1 0 48,718 76,995 79,032 68,249
1 0 0 1 46,154 78,404 76,882 67,146
1 0 0 0 48,718 84,038 76,882 69,879
1 0 1 1 48,718 75,587 76,882 67,062
1 0 1 0 48,718 75,587 76,882 67,062
Tabelle D.5.: KIM - Resultate ohne Kantenmaße (Teil 2)










































Columbia Georgia John McCarthy Durchschnitt
0 1 0 1 58,974 74,178 83,333 72,162
0 1 0 0 58,974 74,178 83,333 72,162
0 1 1 1 58,974 74,178 80,108 71,087
0 1 1 0 58,974 74,178 80,108 71,087
0 0 0 1 58,974 81,221 83,333 74,509
0 0 0 0 58,974 81,221 83,333 74,509
0 0 1 1 58,974 81,221 76,882 72,359
0 0 1 0 58,974 81,221 76,882 72,359
1 1 0 1 58,974 74,178 83,333 72,162
1 1 0 0 58,974 74,178 83,333 72,162
1 1 1 1 58,974 75,587 83,333 72,632
1 1 1 0 58,974 75,587 83,333 72,632
1 0 0 1 56,757 77,451 80,864 71,691
1 0 0 0 56,757 77,451 80,864 71,691
1 0 1 1 59,459 77,114 87,821 74,798
1 0 1 0 59,459 77,114 87,821 74,798
Tabelle D.6.: KIM - Resultate mit semantischem Kantenmaß (Teil 1)










































Columbia Georgia John McCarthy Durchschnitt
Kontextgröße 10
0 1 0 1 58,974 72,770 83,333 71,693
0 1 0 0 58,974 72,770 83,333 71,693
0 1 1 1 56,410 72,770 83,333 70,838
0 1 1 0 56,410 72,770 83,333 70,838
0 0 0 1 58,974 79,812 83,333 74,040
0 0 0 0 58,974 79,812 83,333 74,040
0 0 1 1 53,846 79,812 83,333 72,331
0 0 1 0 53,846 79,812 83,333 72,331
1 1 0 1 58,974 72,770 83,333 71,693
1 1 0 0 58,974 72,770 83,333 71,693
1 1 1 1 53,846 74,178 83,333 70,453
1 1 1 0 53,846 74,178 83,333 70,453
1 0 0 1 56,757 75,980 80,864 71,200
1 0 0 0 56,757 75,980 80,864 71,200
1 0 1 1 54,054 77,114 80,864 70,678
1 0 1 0 54,054 77,114 80,864 70,678
Tabelle D.7.: KIM - Resultate mit semantischem Kantenmaß (Teil 2)










































Columbia Georgia John McCarthy Durchschnitt
0 1 0 1 51,282 81,221 54,301 62,268
0 1 0 0 51,282 81,221 54,301 62,268
0 1 1 1 51,282 76,995 73,656 67,311
0 1 1 0 51,282 77,949 71,605 66,945
0 0 0 1 51,282 86,854 73,656 70,597
0 0 0 0 51,282 86,854 73,656 70,597
0 0 1 1 51,282 82,629 73,656 69,189
0 0 1 0 51,282 82,629 73,656 69,189
1 1 0 1 46,154 79,812 54,301 60,089
1 1 0 0 46,154 79,812 54,301 60,089
1 1 1 1 48,718 75,587 76,882 67,062
1 1 1 0 48,718 75,587 76,882 67,062
1 0 0 1 46,154 78,404 76,282 66,947
1 0 0 0 46,154 78,404 76,282 66,947
1 0 1 1 50,000 75,587 83,333 69,640
1 0 1 0 50,000 75,587 83,333 69,640
Tabelle D.8.: KIM - Resultate mit heuristischem Kantenmaß (Teil 1)










































Columbia Georgia John McCarthy Durchschnitt
Kontextgröße 10
0 1 0 1 46,154 78,404 54,301 59,620
0 1 0 0 46,154 78,404 54,301 59,620
0 1 1 1 48,718 78,404 60,753 62,625
0 1 1 0 48,718 78,404 60,753 62,625
0 0 0 1 46,154 85,446 73,656 68,419
0 0 0 0 46,154 85,446 73,656 68,419
0 0 1 1 48,718 84,038 76,882 69,879
0 0 1 0 48,718 84,038 76,882 69,879
1 1 0 1 41,026 77,778 54,301 57,701
1 1 0 0 41,026 77,778 54,301 57,701
1 1 1 1 43,590 76,667 60,753 60,336
1 1 1 0 43,590 76,667 60,753 60,336
1 0 0 1 41,026 76,995 76,282 64,768
1 0 0 0 41,026 76,995 76,282 64,768
1 0 1 1 43,590 75,238 80,128 66,319
1 0 1 0 43,590 75,238 80,128 66,319
Tabelle D.9.: KIM - Resultate mit heuristischem Kantenmaß (Teil 2)
D.2 ERGEBNISSE DER INNERHALB DIESER ARBEIT ENTWICKELTEN VERFAHREN 301
Für alle Varianten des Kantenmaßes (ohne, semantisches Kantenmaß
und heuristisches Kantenmaß) wird unter Verwendung der unidirek-
tionalen Exploration und des Bestärkenden Lernens für „Georgia“ das
beste Ergebnis erzielt. Für „John McCarthy“ ist trifft dies für die bidi-
rektionale Exploration und Bstärkenden Lernen zu. Für „Columbia“
lässt sich kein Verhalten bestimmen, das über die verschiedenen Ma-
ße hinweg Gültigkeit besitzt.
Die Berücksichtigung lokaler Kontexte resultiert in schlechteren Er-
gebnissen im Gegensatz zur Verwendung eines Kontextes für den ge-
samten Text. Dieser Effekt trat unabhängig von der Verwendung des
Bestärkenden Lernens auf.
Die aus der vorhergehenden Analyse hervorgehenden vorteilhafteren
Ergebnisse für distanzfokussierte Exploration lässt sich auf die Struk-
tur der Ontologie sowie auf die Tatsache zurückführen, dass es sich
bei „Georgia“ und „Columbia“ um geographische Entitäten handelt.
In Ontologien werden geographische Entitäten, die miteinander in Be-
ziehung stehen oftmals direkt, d.h. über geringe Distanz, in Relation
zueinander gesetzt. Aufgrund dessen ist die Berücksichtigung kurzer
Wege vorteilhaft für die Disambiguierung. Basierend auf der hohen
Anzahl von Dokumenten ähnlichen Inhalts stellt sich Bestärkendes
Lernen ebenfalls als vorteilhaft heraus, da eine erfolgreiche Identifika-
tion von Entitäten in nachfolgenden Disambiguierungen wiederver-
wendet werden können.
In Tabelle D.10 sind die Ergebnisse angegeben, die der Algorithmus
des Autor dieser Arbeit bei exakter Berücksichtigung der im Text
enthaltenen Bezeichner erreicht. Demzufolge werden in Texten, die
z.B. „District of Columbia“ enthalten, der vollständige Bezeichner und
nicht – wie im Standardfall – eine Beschränkung auf „Columbia“
durchgeführt. Letztere ist nötig, um die Ambiguität der Bezeichner
zu erhalten.
Der Algorithmus erzielt eine Verbesserung im Testfall „Columbia“.
Hier war es möglich 89.10% F-Measure zu erzielen. Ohne die Berück-
sichtigung des exakten Bezeichner konnten zuvor lediglich 59, 5% er-
reicht werden. Für „Georgia“ und „John McCarthy“ können indes
beinahe dieselben Ergebnisse erzielt werden. Die geringfügige Ver-
schlechterung lässt sich auf die veränderten Teilgraphen zurückfüh-
ren, die durch den Wechsel der Bearbeitungsmethodik berechnet wur-
den.










































Kantenmaß Columbia Georgia John McCarthy
0 1 0 1 11 11 11 11
0 1 0 0 semantisch 89.10 69.01 81.72
0 0 0 1
0 0 1 0 ohne 78.21 86.151 78.5
1 0 1 1
1 0 1 0 heuristisch 85.89 81.92 81.72
Tabelle D.10.: KIM - Resultate mit exakten Bezeichnern
E. Evaluation Geonames
Datensatz (distanzbasiert)
Innerhalb dieses Kapitels werden die Ergebnisse der in dieser Arbeit
entwickelten Ansätze unter Anwendung der distanzfokussierte Ex-
ploration (siehe Algorithmus 6) vorgestellt.
Bevor jedoch auf die einzelnen Ergebnisse eingegangen wird, wird der
Unterschied zwischen der distanzfokussierten und der aktivierungs-
fokussierten Explorationsmethodik nochmals hervorgehoben. Bei der
distanzfokussierten Exploration werden in der Liste der besten Vor-
gängerknoten Pu,l des Knotens u für einen Bezeichner l diejenigen ge-
speichert, welche die geringste Distanz zum Knoten u aufweisen. Bei
einer aktivierungsfokussierten Exploration handelt es sich hingegen
um die Knoten mit der höchsten Aktivierung. Eine Berücksichtigung
des Aktivierungswertes findet im distanzfokussierten Ansatz erst ge-
gen Ende des Algorithmus statt. Dort wird aus der Liste der Vorgän-
gerknoten nur derjenige mit der höchsten Aktivierung und mit der ge-
ringsten Distanz verwendet. Bei der aktivierungsfokussierten Explo-
ration hingegen ist die Distanz zwar einer der Werte der Aktivierungs-
bestimmung, jedoch ist die Bindung zwischen geringster Distanz und
höchster Aktivierung nicht zwangsläufig gegeben.
Beim direkten Vergleich ist es abhängig von der Ontologie und von
der Formel, die den Aktivierungswert berechnet, welche Art der Ex-
plorationsmethode die vorteilhafteren Ergebnisse erzielt. Die Resulta-
te sind in Tabelle E.1 aufgelistet.










































Fokussiert auf Distanzwerte – ohne Ranking
0 0 0 79,799 58,661 67,616
1 0 0 80,491 59,495 68,418
0 0 1 80,067 58,907 67,876
1 0 1 79,755 59,655 68,256
0 1 0 78,871 64,373 70,888
1 1 0 76,365 65,503 70,518
0 1 1 78,765 60,655 68,534
1 1 1 77,496 62,487 69,187
Fokussiert auf Distanzwerte – semantisches Maß
0 0 0 74,389 69,679 71,957
1 0 0 77,468 71,063 74,127
0 0 1 75,112 70,326 72,640
1 0 1 73,488 70,099 71,754
0 1 0 75,296 72,144 73,686
1 1 0 73,447 71,341 72,379
0 1 1 74,602 70,767 72,634
1 1 1 73,915 71,312 72,560
Fokussiert auf Distanzwerte – heuristisches Maß
0 0 0 76,311 69,947 72,990
1 0 0 76,863 72,866 74,811
0 0 1 76,866 70,587 73,593
1 0 1 76,659 72,767 74,662
0 1 0 75,271 70,759 72,945
1 1 0 75,869 73,696 74,767
0 1 1 75,626 70,581 73,016
1 1 1 75,849 73,012 74,403
Tabelle E.1.: Geonames - Resultate des auf Distanz fokussierten
Ansatzes
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bzw. dem heuristischen Kantenmaß die besseren Resultate. Bei der
Verwendung des semantischen Kantenmaßes tritt dieser Effekt nicht
auf. Jedoch ist die Abweichung im Resultat minimal. Der Einsatz be-
stärkenden Lernens ermöglicht eine Steigerung der Resultatgüte und
erzielt das beste Ergebnis unter Anwendung der bidirektionalen Ex-
ploration und des heuristischen Kantenmaß.
Schlussfolgerung: Die distanzfokussierte Evaluation ermöglicht die
Erzielung von besseren Ergebnissen gegenüber der aktivierungsfo-
kussierten Evaluation (siehe Abschnitt 13.3.2). Dies ist auf die Domäne
der Ontologie zurückzuführen. Die Geonames-Ontologie als Wissens-
basis geographischer Entitäten enthält eine enge Bindung zwischen
miteinander in Beziehung stehenden Entitäten. Diese enge Bindung
führt innerhalb der Graphdarstellung zu kurzen Entfernungen. Die
verwendeten Texte enthalten weitgehend Entitäten, für die diese enge
Bindung zutrifft und daher ermöglicht die distanzfokussierte Explora-
tion ein vorteilhafteres Ergebnis. Es muss an dieser Stelle jedoch dar-
auf hingewiesen werden, dass die Auswahl anhand der höchsten Ak-
tivierungswerte und insofern der Bestimmung der Aktivierungswerte
parallel zur distanzfokussierten Exploration die hohen Werte für Pre-
cision und Recall ermöglicht. Bei reiner Anwendung distanzfokussier-
ter Explorationsmethodik ohne die zuletzt vorgenommene Auswahl
anhand des Aktivierungswertes wäre der Wert für Precision wesent-
lich geringer und würde kein verwendbares Ergebnis ermöglichen.
Bei der Analyse der erzielten Resultate stellt sich heraus, dass im Stan-
dardfall, d.h. der Bearbeitung ohne lokale Kohärenz und Bestärkenden
Lernens, die bidirektionale Exploration der unidirektionalen überle-
gen ist. Dieses Phänomen ist unabhängig von dem verwendeten Kan-
tenmaß. Auch unter Berücksichtigung der lokalen Kohärenz erzielt
die Bidirektionale Exploration für den Verzicht auf ein Kantenmaß
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