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COUNTING ARCS IN PROJECTIVE PLANES VIA
GLYNN’S ALGORITHM
NATHAN KAPLAN, SUSIE KIMPORT, RACHEL LAWRENCE,
LUKE PEILEN, AND MAX WEINREICH
Abstract. An n-arc in a projective plane is a collection of n dis-
tinct points in the plane, no three of which lie on a line. Formulas
counting the number of n-arcs in any finite projective plane of or-
der q are known for n ≤ 8. In 1995, Iampolskaia, Skorobogatov,
and Sorokin counted 9-arcs in the projective plane over a finite
field of order q and showed that this count is a quasipolynomial
function of q. We present a formula for the number of 9-arcs in any
projective plane of order q, even those that are non-Desarguesian,
deriving Iampolskaia, Skorobogatov, and Sorokin’s formula as a
special case. We obtain our formula from a new implementation of
an algorithm due to Glynn; we give details of our implementation
and discuss its consequences for larger arcs.
1. Introduction
We begin by recalling the basic definitions needed to describe the
problem of counting n-arcs in finite projective planes.
Definition 1.1. A projective plane Π is a collection of points P and a
collection of lines L, where each ℓ ∈ L is a subset of P such that:
(1) Every two points are incident with a unique line; that is, given
distinct points p1, p2,∈ P there exists a unique ℓ ∈ L such that
{p1, p2} ⊂ ℓ.
(2) Every two lines are incident with a unique point; that is, given
distinct lines ℓ1, ℓ2 ∈ L there exists a unique p ∈ P with p ∈
ℓ1 ∩ ℓ2.
(3) There exist four points such that no three of them are contained
in any line.
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Let q be a positive integer. We say that Π has order q if each line
contains exactly q + 1 points, and if each point is contained in exactly
q + 1 lines.
The projective plane over a field k, denoted P2(k), gives a well-
studied algebraic class of examples. Finite projective planes that are
isomorphic to P2(Fq) for some finite field Fq are called Desarguesian,
and all other finite projective planes are called non-Desarguesian. For
an overview of the theory of non-Desarguesian projective planes, see
[17].
Our goal is to count special configurations of points called n-arcs.
Definition 1.2. An n-arc in a projective plane Π is a collection of n
distinct points, no three of which are collinear.
Arcs are collections of points in linear general position, a fundamental
concept in classical and algebraic geometry. In an infinite projective
plane, most collections of points form arcs, but in finite projective
planes, interesting enumerative problems arise.
For simplicity, throughout this paper we count ordered n-arcs, that
is, n-tuples of points that form an arc, and we often omit the adjective
ordered. The number of ordered n-arcs in a projective plane is equal
to the number of unordered n-arcs in the plane multiplied by n!.
Definition 1.3. Let Π be a projective plane of order q. Define Cn(Π)
as the number of ordered n-arcs of Π. In the case where Π is the
projective plane P2(Fq), we write Cn(q) in place of Cn(Π).
For small values of n we can determine Cn(q) using the algebraic
structure of P2(Fq). For example, the homography group of P
2(Fq) is
PGL3(Fq), which acts sharply transitively on collections of four points,
no three of which lie on a line (that is, ordered 4-arcs). Therefore,
C4(q) = |PGL3(Fq)| = (q
2 + q + 1)(q2 + q)q2(q − 1)2.
An ordered 4-arc comes from choosing a point P , a different point Q,
another point R not on the line PQ, and another point not on the union
of the lines PQ, PR,QR. There are q2 + q + 1 choices for P, q2 + q
choices for Q, q2 for R, and (q−1)2 for S, so exactly the same formula
holds in any projective plane Π of order q. Similar but more intricate
ideas lead to polynomial formulas for all n ≤ 6.
Theorem 1.4. [6, Theorem 4.1] For any finite projective plane Π of
order q,
(1) C1(Π) = C1(q) = q
2 + q + 1,
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(2) C2(Π) = C2(q) = (q
2 + q + 1)(q2 + q),
(3) C3(Π) = C3(q) = (q
2 + q + 1)(q2 + q)q2,
(4) C4(Π) = C4(q) = (q
2 + q + 1)(q2 + q)q2(q − 1)2,
(5) C5(Π) = C5(q) = (q
2 + q + 1)(q2 + q)q2(q − 1)2(q2 − 5q + 6),
(6) C6(Π) = C6(q) = (q
2+ q+1)(q2+ q)q2(q−1)2(q2−5q+6)(q2−
9q + 21).
Formulas for C7(Π) and C8(Π) are known, but are no longer given
by a single polynomial in q for any finite projective plane Π. These
formulas involve the number of strong realizations of certain special
configurations of points and lines.
Definition 1.5 ([2]). A linear space is a pair of sets (P,L), the ele-
ments of which are referred to as points and lines respectively, such
that:
(1) each line is a subset of P,
(2) any two distinct points belong to exactly one line,
(3) each line contains at least two points.
A pair (p, l) consisting of a point p and a line l containing p is called
an incidence (or flag) of the linear space.
Linear spaces capture the basic notions of incidence geometry with-
out reference to a particular projective plane. Thus, a linear space
may be thought of as a combinatorial blueprint, the incidence data of
which may or may not be satisfied by any given set of points and lines
in a projective plane. For instance, every n-arc encapsulates the data
of the linear space ({1, 2, . . . , n}, Tn), where Tn is the set of 2-subsets
of {1, 2, . . . , n}. To formalize this notion, we recall the definition of a
strong realization.
Definition 1.6 ([7]). For a linear space S = (P,L), a strong realization
of S in a projective plane Π is a one-to-one assignment s : P → Π such
that each subset Q of P is contained in a line of S if and only if s(Q)
is contained in a line of Π.
A special class of linear spaces called superfigurations play an im-
portant role in the formulas we give.
Definition 1.7 ([7]). Let a full line of a linear space be a line con-
taining more than two points. A (combinatorial) nk-configuration is
a linear space on n points with n full lines, such that each full line
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contains exactly k points, and each point is contained in exactly k full
lines.
A linear space on n points with some number of full lines, not nec-
essarily n, in which each full line contains at least k points and each
point is contained in at least k full lines is called an nk-superfiguration.
Since every configuration is a superfiguration, but not conversely, we
state all of our results and definitions in terms of superfigurations.
Throughout this paper all nk-configurations we encounter will have
k = 3, so we refer to n3-configurations simply as configurations. Simi-
larly, we refer to n3-superfigurations as superfigurations.
Remark 1.8. Glynn [6] refers to connected superfigurations as “vari-
ables”, and Iampolskaia, Skorobogatov, and Sorokin [9] call superfigu-
rations “overdetermined configurations”. We have opted to call them
superfigurations for the sake of consistency with Gru¨nbaum’s text on
classical configurations of points and lines [7], and to distinguish them
from other uses of the terms “variable” and “configuration”.
In this paper we will be concerned with the collection of all super-
figurations on at most n points, so we introduce a notion of what is
means for two linear spaces to be ‘the same’. See [1, Section 1.7 and
Lemma 2.6.2].
Definition 1.9. Let S = (P, L) and S ′ = (P ′, L′) be finite linear
spaces and let f be a bijective function from P to P ′. Then f is an
isomorphism of linear spaces if and only if for any ℓ ∈ L, f(ℓ) ∈ L′.
There are no superfigurations with 6 or fewer points. Up to isomor-
phism, there is a unique superfiguration with 7 points, which is called
the Fano plane, and a unique superfiguration with 8 points, which is
called the Mo¨bius-Kantor configuration. Note that isomorphic linear
spaces have the same number of strong realizations in any projective
plane. We define a counting function for strong realizations that occurs
in our formulas.
Definition 1.10. For a linear space f , let Af (Π) be the number of
n-tuples of distinct points of Π such that the points are the image of a
strong realization in Π of a linear space that is isomorphic to f .
With this language, we can restate our problem as follows: give
a formula for Aa(Π), where a is the linear space ({1, . . . , n}, Tn) as
defined previously. It is clear from the definition that when f and g
are isomorphic linear spaces, Af (Π) = Ag(Π).
Glynn gives formulas for the number of 7-arcs and the number of
8-arcs in a projective plane Π of order q. When s is the Fano plane,
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we write A7(Π) in place of As(Π), and when s is the Mo¨bius-Kantor
configuration, we write A8(Π) for As(Π).
Theorem 1.11. [6, Theorems 4.2 and 4.4] Let Π be a projective plane
of order q. Then
(1) C7(Π) = (q
2 + q + 1)(q2 + q)q2(q − 1)2(q − 3)(q − 5)(q4 − 20q3 +
148q2 − 468q + 498)− A7(Π),
(2) C8(Π) = (q
2 + q + 1)(q2 + q)q2(q − 1)2(q − 5)
· (q7 − 43q6 + 788q5 − 7937q4 + 47097q3 − 162834q2 + 299280q −
222960)
− 8(q2 − 20q + 78)A7(Π) + A8(Π).
Remark 1.12. Glynn gives formulas counting 7-arcs and 8-arcs in
terms of realizations of “variables” (73) and (83) [6] (see Remark 1.8).
Our formulas for A7(Π) and A8(Π) differ from these expressions by a
factor of n!. That is, A7(Π) = 7!(73) and A8(Π) = 8!(83).
Glynn applies these formulas to the problem of classifying finite pro-
jective planes. Since A7(Π) ≥ 0 we see that C7(Π) is at most the
value of the degree 14 polynomial given in (1). For q = 6, this degree
14 polynomial evaluates to −29257200, which implies that there is no
projective plane of order 6 [6, Corollary 4.3]. It is not clear whether
formulas for Cn(Π) for larger n will have similar consequences for the
classification of finite projective planes.
Theorem 1.11 shows that the quantity C7(Π) +A7(Π) depends only
on q and not on the particular projective plane Π. This allows us
to compare the number of 7-arcs among all planes of a given order.
Specifically, the number C7(Π) is maximized for fixed order when A7(Π)
is minimized, and vice versa.
Given 7 ordered points in Π that give a strong realization of the Fano
plane, any of the 7! permutations of these points also gives a different
strong realization of the Fano plane in Π. There are 168 choices of an
ordered 4-arc from this set of points, so each Fano subplane contributes
at least 168 to C4(Π). Thus, A7(Π)/7! ≤ C4(Π)/168, and therefore
A7(Π) ≤ 30C4(Π).
If a plane satisfies the property that every 4-arc together with the
three meeting points of its diagonals forms a Fano plane, then that
plane is said to obey the Fano axiom. Thus, a plane that obeys the Fano
axiom has A7(Π) = 30C4(Π) exactly; otherwise, A7(Π) < 30C4(Π).
Gleason’s theorem shows that the only finite planes that obey the Fano
axiom are Desarguesian planes of even order [5]. Thus, for any q = 2r,
6 KAPLAN, KIMPORT, LAWRENCE, PEILEN, AND WEINREICH
the Desarguesian plane has strictly the fewest 7-arcs among planes of
order q.
A conjecture widely attributed to Hanna Neumann states that every
non-Desarguesian finite projective plane contains a Fano subplane (see,
for example, [15]). Further, it is well-known that Desarguesian planes
of odd order do not contain Fano subplanes. Thus, Theorem 1.11 leads
to the following equivalent reformulations of Neumann’s conjecture.
Conjecture 1.13. (1) Let Π be a finite non-Desarguesian plane. Then
C7(Π) < (q
2+q+1)(q2+q)q2(q−1)2(q−3)(q−5)(q4−20q3+148q2−468q+498).
(2) Let q be a fixed odd prime power and let Π be a non-Desarguesian
projective plane of order q. Then C7(Π) < C7(q).
When Π = P2(Fq), we can compute A7(q) and A8(q) to get formulas
for C7(q) and C8(q). We have seen that A7(q) = 0 for all odd q, and is
given by a polynomial in q when q is even.
Definition 1.14. A quasipolynomial of period m is a function g(x)
of the positive integers such that there is a collection of polynomials
f0(x), . . . , fm−1(x) satisfying g(x) = fi(x) for all x ≡ i (mod m).
Such functions are sometimes called PORC, or polynomial on residue
classes. If the formula A7(q) for prime powers q is extended to all in-
tegers we obtain a quasipolynomial of period 2, which only depends
upon the parity of q. Similarly, A8(q) is a quasipolynomial of period 3.
Glynn computes these quasipolynomials and gives explicit quasipoly-
nomial formulas for C7(q) and C8(q) [6]. He did not push this method
further, noting “the complexity of the problem as the number of points
approaches 10.”
In order to study the problem of counting inequivalent linear MDS
codes, Iampolskaia, Skorobogatov, and Sorokin give a formula for the
number of ordered n-arcs in P2(Fq). For more on the connection be-
tween arcs and MDS codes, see [8]. There are 10 superfigurations on 9
points up to isomorphism, which we denote by 93, . . . , 912. Let A9i(Π)
denote the number of strong realizations of 9i in the projective plane
Π. When Π = P2(Fq) we write A9i(q) instead of A9i(Π).
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Theorem 1.15. [9, Theorem 1] The number of 9-arcs in the projective
plane over the finite field Fq is given by
C9(q) = (q
2 + q + 1)(q2 + q)(q2)(q − 1)2[
q10 − 75q9 + 2530q8 − 50466q7 + 657739q6 − 5835825q5
+35563770q4 − 146288034q3 + 386490120q2 − 588513120q
+389442480− 1080
(
q4 − 47q3 + 807q2 − 5921q + 15134
)
a(q)
+840
(
9q2 − 243q + 1684
)
b(q) + 30240
(
− 9c(q) + 9d(q) + 2e(q)
)]
where
a(q) =
{
1 if 2 | q,
0 otherwise;
b(q) = #{x ∈ Fq : x
2 + x+ 1 = 0},
c(q) =
{
1 if 3 | q,
0 otherwise;
d(q) = #{x ∈ Fq : x
2 + x− 1 = 0},
e(q) = #{x ∈ Fq : x
2 + 1 = 0}.
Iampolskaia, Skorobogatov, and Sorokin give quasipolynomial for-
mulas for each of the functions a(q), b(q), c(q), d(q), e(q) [9]. For exam-
ple, e(q) depends only on q modulo 4. Substituting these formulas into
Theorem 1.15 gives C9(q) as a quasipolynomial of period 60.
In order to prove Theorem 1.15, Iampolskaia, Skorobogatov, and
Sorokin use the fact that there is a natural way to assign coordinates
to the points of P2(Fq). For example, by taking an appropriate change
of coordinates, every superfiguration on at most 9 points is projectively
equivalent to one where five points are chosen to be [1 : 0 : 0], [0 : 1 :
0], [0 : 0 : 1], [1 : 1 : 1], and [1 : 1 : 0]. Therefore, we need only count
the number of strong realizations of the superfiguration where these
five points are fixed (see [9, 14]).
We cannot generally assign coordinates to the points of a non-Desarguesian
projective plane. In particular, Theorem 1.15 is insufficient to describe
the number of 9-arcs in non-Desarguesian planes, that is, planes that
are not coordinatized by a field.
The main result of this paper is to extend Theorem 1.15 to any
projective plane of order q.
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Theorem 1.16. Let Π be a projective plane of order q. The number
of 9-arcs in Π is
C9(Π) = q
18 − 75q17 + 2529q16 − 50392q15 + 655284q14
−5787888q13 + 34956422q12 − 141107418q11 + 356715069q10
−477084077q9 + 143263449q8 + 237536370q7 + 52873326q6
−2811240q5 − 588466080q4 + 389304720q3
+(−36q4 + 1692q3 − 29052q2 + 212148q − 539784)A7(Π)
+(9q2 − 243q + 1647)A8(Π)− A93(Π)− A94(Π)
−A95(Π) + A97(Π)− 3A910(Π) + 3A911(Π)− 9A912(Π).
Computing A7(q), A8(q), and A9i(q) for each i recovers Theorem 1.15
as a corollary. These functions are computed in [9], but we note that
there is a minor error in the calculation of A93(q). Despite this error,
the final formula for C9(q) is correct. We include these counts for com-
pleteness:
A7(q) = 30a(q)C4(q) A97(q) = 60480(e(q)− a(q))C4(q)
A8(q) = 840b(q)C4(q) A98(q) = 10080(q − 2− b(q))C4(q)
A93(q) = 3360((q − 2− b(q))(q − 5) + (q − 3)b(q))C4(q) A99(q) = 0
A94(q) = 40320(q − 2− b(q))C4(q) A910(q) = 1680b(q)C4(q)
A95(q) = 30240(q − 3)(1− a(q))C4(q) A911(q) = 90720d(q)C4(q)
A96(q) = 30240(q − 2)a(q)C4(q) A912(q) = 30240c(q)C4(q).
There are q2+q+1 points in a projective plane of order q, so naively
counting 9-arcs requires checking O(q18) configurations. The formula
from Theorem 1.16 reduces the problem to counting strong realizations
of twelve superfigurations. Each of these superfigurations is so highly
determined that at most q2 sets of points must be considered following
a selection of four initial points. Therefore, Theorem 1.16 reduces the
total number of collections of points that we must consider to O(q10).
Theorem 1.16 demonstrates non-obvious relationships between the
function C9(Π) and the number of strong realizations of certain su-
perfigurations, such as the Pappus configuration 93. Interestingly, the
superfigurations 96, 98, and 99 do not influence C9(Π). These relation-
ships could lead to more conjectures along the lines of Conjecture 1.13.
In Section 2, we describe the algorithm used to prove Theorem 1.16.
In Section 3 we discuss computational aspects of the implementation
and the difficulty of extending our results to larger arcs. Finally, in
Section 4 we discuss related work on counting 10-arcs in P2(Fq).
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2. Algorithms for calculating arc formulas
In [6], Glynn gives an inductive algorithm for counting Cn(Π) in
terms of the number of strong realizations in Π of all superfigurations
on at most n points. The following statement is a version of [6, Theorem
3.6].
Theorem 2.1. There exist polynomials p(q), ps(q) such that for any
finite projective plane Π of order q, we have
Cn(Π) = p(q) +
∑
s
ps(q)As(Π),
where the sum is taken over all superfigurations s with at most n points
up to isomorphism.
We call the polynomial gs(q) the coefficient of influence of the su-
perfiguration s, since it measures the degree to which s is relevant in
Cn(Π).
In order to prove Theorem 1.16 we return to Glynn’s original al-
gorithm from [6]. To our knowledge, this is the first time that the
algorithm has been implemented to find new enumerative formulas,
rather than just used as a theoretical tool to prove that formulas of a
certain type exist. The implementation we describe has the potential
to give analogues of Theorem 1.16, computing Cn(Π) for larger values
of n.
The algorithm used to arrive at Theorems 1.3 and 1.4 was first de-
scribed in [6], and was further clarified by Rolland and Skorobogatov
in [13]. The latter form of the algorithm was a central component
of the proof of Theorem 1.15. We present an exposition of the algo-
rithm and prove that it works, following [9] and [13]. We then discuss
modifications to the algorithm that lead to a manageable runtime.
Definition 2.2 ([9]). A boolean n-function is a function taking sub-
sets of {1, 2, 3, . . . , n} to {0,1}. Two boolean n-functions f and g are
isomorphic if there is a permutation i of {1, . . . , n} so that g = f ◦ i.
We highlight that f can be thought of as labeled : for instance, we
must distinguish the boolean 2-function which just sends {1} to 1 from
the isomorphic boolean 2-function which just sends {2} to 1. We also
note that the boolean n-functions are in one-to-one correspondence
with the power set of the power set of {1, . . . , n}.
Definition 2.3 ([9]). For boolean n-functions f and g, we say f ≥ g
if f(S) ≥ g(S) for all S ⊆ {1, 2, . . . , n}. Note that ≥ is a partial order
on the set of boolean n-functions.
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Example 2.4. Suppose f : 2{1,...,7} → {0, 1} satisfies f({1, 3, 4, 5}) =
f({4, 5, 6}) = 1 and f(S) = 0 for every other subset. Then f is a
boolean 7-function. If we let f ′ : 2{1,...,7} → {0, 1} be the function that
satisfies f ′({1, 3, 4}) = f ′({4, 5, 6}) = 1 and f ′(S) = 0 for every other
subset, then it is not the case that f ≥ f ′.
Our goal is to explain an abstraction of the axioms of geometry where
the elements of {1, . . . , n} are points and the function f is an indicator
function that evaluates to 1 for the collinear subsets of {1, . . . , n}.
Definition 2.5. A boolean n-function f is a linear space function if it
satisfies the following:
(1) If f(I) = 1, then f(J) = 1 for all J ⊆ I.
(2) If #I ≤ 2, then f(I) = 1.
(3) If f(I) = f(J) = 1 and #(I ∩ J) ≥ 2, then f(I ∪ J) = 1.
If f does not satisfy these requirements, we call f pathological.
In words, these requirements mean the following:
• subsets of collinear sets are collinear sets;
• any set of 0, 1, or 2 points qualifies as a collinear set;
• if two collinear sets intersect in at least two points, then the
union of the sets is also a collinear set.
Thus, a linear space function f defines a linear space with points
{1, 2, . . . , n} and sets of collinear points defined by f−1(1). If f de-
fines a superfiguration, we sometimes say that f is a superfiguration.
For the rest of the section, fix some projective plane Π of order q.
We now extend Definition 1.6 to boolean n-functions.
Definition 2.6. Let f be a boolean n-function. A strong realization
of f is an n-tuple S of distinct points labeled 1, 2, . . . , n in Π such that
the set f−1(1) is exactly the collection of collinear subsets of S. We
denote the number of strong realizations of f in Π by Af (Π).
If f is pathological, then Af(Π) = 0 by the projective plane axioms
given in Definition 1.1. If f is a linear space function, then f defines a
linear space sf on the set {1, 2, ..., n}, where the lines are taken to be
the collinear sets of f which are maximal with respect to inclusion. In
this situation, the value of Asf (Π) is equal to Af(Π) multiplied by the
number of linear space functions isomorphic to f .
Definition 2.7. Let f be a boolean n-function. A weak realization of
f is an n-tuple S of distinct points labeled 1, 2, . . . , n in Π such that
the set f−1(1) is a subset of the collection of collinear subsets of S.
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Consider the boolean n-function a for which a−1(1) is the set of
subsets of {1, . . . , n} of size 0, 1, or 2. Then a is also a linear space
function. Every tuple of n distinct points in Π is a weak realization
of a. A strong realization of a is an n-arc. Therefore, the goal of the
algorithm is to calculate Aa(Π). We do this indirectly, by examining
weak realizations and working backwards.
Definition 2.8. For a boolean n-function f , define
Bf (Π) =
∑
g≥f
Ag(Π).
If f is a linear space function, then Bf (Π) is the number of weak
realizations of f in Π. If f is pathological, then Bf (Π) is still defined,
although its interpretation in terms of weak realizations is less clear.
Now we reproduce the method described by Rolland and Skoroboga-
tov in [13] to calculate Bf (Π) in terms of realizations of linear space
functions on fewer points.
Definition 2.9. Suppose that f is a linear space function. A full line
of f is a subset S ⊆ {1, . . . , n} with #S ≥ 3, so that f(S) = 1 and
for all T that properly contain S, f(T ) = 0. In other words, there is
no larger set of collinear points that includes S. We say the index of a
point p of f is the number of full lines of f that include p.
Note that we can completely describe a linear space function by giving
its full lines.
The next lemma is closely related to a result of Glynn [6, Lemma
3.14].
Lemma 2.10. Suppose the linear space function f on n points has a
point of index 0, 1, or 2. Then we may express Bf(Π) as a polyno-
mial in q and the values Ag(Π), where g ranges over the linear space
functions on n− 1 points. Further, Bf(Π) is linear in the Ag(Π).
Proof. Let f be a linear space function with points {1, 2, . . . , n} and
suppose that the point n has index 0, 1, or 2. Let f ′ be the linear space
function on the points {1, 2, . . . , n−1} inheriting collinearity data from
f . That is, a subset S ′ ⊂ {1, 2, . . . , n− 1} has f ′(S) = 1 if and only if
there is a subset S ⊂ {1, 2, . . . , n} with S ′ ⊆ S and f(S) = 1.
Every weak realization of f in Π is a strong realization of a linear
space function g ≥ f ′ on {1, 2, . . . , n− 1} together with an additional
point of Π, which we label n. For each g, let µ(g, f) be the number of
ways to add a point n to a strong realization of g in Π to get a weak
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realization of f in Π. We thus get an equation
Bf (Π) =
∑
g≥f ′
µ(g, f)Ag(Π).
We complete the proof of the lemma by giving a method to determine
µ(g, f) for any pair g, f as a polynomial in q. The method described by
Rolland and Skorobogatov is subtle in the sense that two isomorphic
boolean n-functions g, g′ do not necessarily satisfy µ(g, f) = µ(g′, f)
[13].
Let Pg be an ordered collection of n − 1 points of Π that gives a
strong realization of g. We want to determine the number of choices
of the remaining q2 + q + 1 − (n − 1) points of Π that we can add to
Pg and label n to get a weak realization of f in Π. We consider cases
based on the index of the point n in f .
(1) Suppose the index of the point n in f is 0. Any point of Π
other than the points of Pg can be added to Pg to get a weak
realization of f . Therefore, µ(g, f) = q2 + q + 1− (n− 1).
(2) Suppose the index of the point n in f is 1. There is a unique
full line L of f containing n. Let L′ be the line of f ′ containing
the points of L other than the point n. Note that #L′ ≥ 2.
The strong realization Pg determines a unique line Lg of Π cor-
responding to L′.
Any point of Lg \ Pg can be labeled with n to get a weak
realization of f in Π. Therefore, µ(g, f) = q + 1−#(Lg ∩ Pg).
(3) Suppose the index of the point n in f is 2. There are two
distinct full lines L1 and L2 of f that contain n. Let L
′
1 ⊂
{1, 2, . . . , n− 1} be the subset of {1, 2, . . . , n− 1} contained in
L1 and define L
′
2 analogously.
It is possible that the points of L′1 and the points of L
′
2 are
contained in a single full line of g. In this case, this line deter-
mines a unique line Lg of Π, and as in the previous case, any
point of Lg \Pg can be labeled with n to give a weak realization
of f . Therefore, µ(g, f) = q + 1−#(Lg ∩ Pg).
Now suppose that the points of L′1 and the points of L
′
2 are
not contained in a single line of g. The strong realization Pg
determines distinct lines Lg,1 and Lg,2 of Π corresponding to
L′1 and L
′
2, respectively. In a weak realization of f , the point
labeled with n must lie on the intersection of the lines of Π
corresponding to L1 and L2. If Lg,1∩Lg,2 ∈ Pg, then µ(g, f) = 0.
Otherwise, µ(g, f) = 1.

COUNTING ARCS IN PROJECTIVE PLANES VIA GLYNN’S ALGORITHM 13
Lemma 2.10 explains why superfigurations arise in Glynn’s algorithm
and in Theorem 2.1. Since the method for computing Bf (Π) only
applies to those linear space functions f with a point of index 0, 1, or 2,
the algorithm cannot inductively find Bf(Π) for linear space functions
with all points of index at least 3. In other words, the algorithm cannot
determine Bf(Π) for superfigurations.
The following algorithm inductively expresses each As(Π) and Bs(Π)
in terms of the values Af(Π) for superfigurations f .
Algorithm 1.
(1) Find As(Π) and Bs(Π) for the unique linear space function s on
1 point.
(2) Assume that we have At(Π) and Bt(Π) for all linear space func-
tions t on k points.
(3) Use Lemma 2.10 to find Bt(Π) for every non-superfiguration lin-
ear space function t on k + 1 points.
(4) Assume that f is a linear space function on k + 1 points, and
assume that we know Ag(Π) for all linear space functions g > f .
If f is not a superfiguration, calculate Af (Π), by writing
Af(Π) = Bf (Π)−
∑
g>f
Ag(Π),
and then use the expression found in (3) to express Bf (Π) in
terms of As(Π) for k-point superfigurations s.
(5) Repeat the previous step until we have calculated Af(Π) for all
linear space functions f on k + 1 points.
(6) Continue by induction until k = n.
This algorithm gives the number of strong or weak realizations of
any n-point linear space function L in a projective plane Π as
p(q) +
∑
s∈S
ps(q)As(q),
where S is the set of superfigurations on at most n points, As(q) is
the number of strong realizations of superfiguration s in Π, and p(q)
and the ps(q) are polynomials in q. The sum in this expression involves
many superfigurations s that are isomorphic to each other. Observing
that isomorphic superfigurations have the same number of strong re-
alizations in Π allows us to group these terms together. We then get
an expression where the sum is taken only over superfigurations on at
most n points up to isomorphism.
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We implemented this algorithm in the computer algebra system Sage.
Running it for up to 9 points takes several minutes of computation time
and outputs the formula for 9-arcs from Theorem 1.16.
3. Counting larger arcs
Algorithm 1 computes Cn(Π) in terms of As(Π) for all superfigura-
tions s for any value of n. In particular, the formula for 10-arcs in
general projective planes is now within reach. However, we run into
problems due to the complexity of the algorithm, which has runtime
roughly proportional to the square of the number of linear space func-
tions on n points.
The complete list of n-point linear spaces can be determined by com-
puting the list of hypergraphs on n vertices under the constraints that
the minimum set size is 3 and the intersection of any two sets is of
size at most 1 (see [3, 16]). To restrict attention to superfigurations,
we impose the additional condition that the minimum vertex degree is
3. For n ≤ 11, McKay’s Nauty software can quickly compute all such
hypergraphs up to isomorphism (see [12]). The first line of the table
below matches the computations of Betten and Betten [3].
Counts of Linear Spaces
n 7 8 9 10 11 12
Linear spaces on n points 24 69 384 5250 232929 28872973
Superfigurations 1 1 10 151 16234 >179000
Configurations 1 1 3 10 31 229
The fast growth of these functions indicates the increasing difficulty
of applying Algorithm 1. In particular, we found that the prohibitively
high runtime comes from of the difficulty of using Lemma 2.10 to calcu-
late so many values of Bs(Π). We introduce a variant of this algorithm
that partially circumvents this problem.
Recall that the number of weak realizations of a n-arc is given by
Ba(Π) =
∑
g≥a
Ag(Π)
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where g ranges over all linear space functions on n points. We may
therefore express the strong realizations of the n-arc linear space func-
tion as
Aa(Π) = Ba(Π)−
∑
g>a
Ag(Π)
= Ba(Π)−
∑
g>a
g not a superfiguration
Ag(Π)−
∑
s>a
s a superfiguration
As(Π),
where the first sum ranges over linear space functions g that are not
superfigurations, and the second sum ranges over superfigurations s
only.
Choose a linear space function g that is minimal with respect to the
partial order ≥ among the index set of the first sum; that is, there does
not exist any linear space function g′ occurring in the first sum with
g > g′. We say that g is a minimal non-superfiguration of this formula.
Apply the substitution
Ag(Π) = Bg(Π)−
∑
h>g
Ah(Π).
This eliminates the Ag(Π) term from our formula, leaving only terms
Ah(Π) for h > g. By repeated applications of this substitution to a
minimal non-superfiguration in the formula, we arrive at an expression
of the form
Aa(Π) =
∑
g not a superfiguration
k(g)Bg(Π) +
∑
s a superfiguration
l(s)As(Π),
where the k(g) and l(s) are integers. Using the observation that iso-
morphic linear spaces have the same number of strong realizations in
Π we can group terms together to get a sum over linear spaces up to
isomorphism.
We can now give a formula for n-arcs where each instance of Bg(Π)
is replaced by a polynomial in q and At(Π) for superfigurations t on
up to n − 1 points. This substitution does not affect the coefficients
of the As(Π) for superfigurations s on n points. Therefore, the values
l(s), which we have already calculated, are the coefficients of influence
for the n-point superfigurations. We state this as a lemma.
Lemma 3.1. In the formula for n-arcs given in Theorem 2.1, the co-
efficient of influence of each n-point superfiguration is a constant.
Let us consider the implications for n = 10. Of the 163 superfigu-
rations on up to 10 points, 151 are on exactly 10 points. Therefore,
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the algorithm just described calculates 151 of the 163 coefficients of
influence without finding any values of Bg(Π).
Computing the coefficients of influence for the remaining 12 superfig-
urations on at most 9 points would be quite computationally intensive.
The table below gives the coefficients of influence for each of the super-
figurations 1013, 1014, . . . , 10163. These superfigurations are defined at
the website [11], which we have created to organize information related
to counting 10-arcs.
The values in the table below were obtained by running an implemen-
tation of our algorithm in Sage on the “Grace” High Performance Com-
puting cluster at Yale University. Thirty-two IBM NeXtScale nx360
M4 nodes each running twenty Intel Xeon E5-2660 V2 processor cores
completed the parallelized algorithm in several hours.
Coefficients of Influence in the Formula for C10(Π)
s ps(q) s ps(q) s ps(q) s ps(q) s ps(q) s ps(q)
1013 27 1039 −3 1065 0 1091 −1 10117 2 10143 −2
1014 27 1040 −3 1066 0 1092 −1 10118 −1 10144 −2
1015 27 1041 −3 1067 0 1093 −1 10119 1 10145 −1
1016 1 1042 −3 1068 0 1094 −1 10120 −1 10146 −2
1017 1 1043 −3 1069 0 1095 −1 10121 −1 10147 −2
1018 1 1044 −3 1070 0 1096 −1 10122 −1 10148 −2
1019 1 1045 −3 1071 0 1097 −1 10123 −1 10149 −2
1020 1 1046 −3 1072 −1 1098 −1 10124 2 10150 1
1021 1 1047 9 1073 −1 1099 3 10125 −1 10151 9
1022 1 1048 9 1074 −1 10100 3 10126 −1 10152 9
1023 1 1049 9 1075 −1 10101 3 10127 2 10153 2
1024 1 1050 9 1076 −1 10102 3 10128 3 10154 1
1025 1 1051 9 1077 −1 10103 3 10129 5 10155 2
1026 −2 1052 4 1078 −1 10104 −1 10130 4 10156 4
1027 −2 1053 4 1079 −1 10105 0 10131 12 10157 5
1028 −2 1054 4 1080 −1 10106 −1 10132 0 10158 6
1029 −2 1055 6 1081 −1 10107 −1 10133 0 10159 18
1030 −2 1056 6 1082 −1 10108 0 10134 0 10160 1
1031 16 1057 6 1083 −1 10109 −1 10135 0 10161 1
1032 −2 1058 6 1084 −1 10110 1 10136 0 10162 10
1033 −2 1059 19 1085 −1 10111 2 10137 −1 10163 −6
1034 −2 1060 −8 1086 −1 10112 1 10138 −1
1035 −3 1061 19 1087 −1 10113 2 10139 0
1036 −3 1062 19 1088 −1 10114 2 10140 −1
1037 −3 1063 −12 1089 −1 10115 1 10141 −2
1038 −3 1064 −8 1090 −1 10116 1 10142 −1
4. Application to Counting 10-arcs
We noted in the introduction that Cn(q) is given by a polynomial in
q for all n ≤ 6, and that C7(q), C8(q), and C9(q) have quasipolynomial
formulas. It is natural to ask how Cn(q) varies with q for larger fixed
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values of n. In forthcoming work, Elkies [4] analyzes As(q) as a func-
tion of q for each of the 103-configurations and shows that several of
these functions are not quasipolynomial. In a follow-up paper [10], we
analyze As(q) for each of the 151 superfigurations on 10 points, find-
ing several more non-quasipolynomial examples. As a consequence, we
conclude that C10(q) is not quasipolynomial (see [4, 10]).
4.1. Remarks on Superfigurations and their Coefficients of In-
fluence. The ten classical configurations 1016, 1017, 1018, . . . , 1025 all
have coefficient of influence equal to 1. The three superfigurations that
contain only 9 lines, 1013, 1014, and 1015, share the coefficient of influ-
ence 27. All of the fifteen superfigurations with coefficient of influence
0 have either 11 or 12 lines. These and other runs of equal coefficients
suggest that superfigurations with similar structure tend to share co-
efficients of influence.
In the classical theory of configurations, every configuration has a
“dual” configuration obtained by interchanging points and lines (see
for example [1, Section 1.3]). Similarly, a superfiguration of n points
and m lines is dual to another superfiguration of m points and n lines.
Perhaps contrary to expectation, dual superfigurations may have dif-
ferent coefficients of influence, as with superfigurations 1061 and 1063.
Further, dual superfigurations may have different numbers of strong
realizations in a projective plane Π. As an example, the superfigu-
rations 96 and 1013 are dual; however, 96 has strong realizations in
Desarguesian planes of even order greater than 2, while 1013 does not
[11].
A superfiguration with an equal number of points and lines may
be self-dual : that is, the superfiguration produced by interchanging
points and lines is isomorphic to the original one. Our online catalogue
of superfigurations shows that 41 of the 45 superfigurations with 10
points and 10 lines are self-dual [11]. It is unclear whether to expect
self-duality to be a common property for larger superfigurations.
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