Clustering infections by genetic similarity is a popular technique for identifying potential out-2 breaks of infectious disease, in part because sequences are now routinely collected for clinical 3 management of many infections. A diverse number of nonparametric clustering methods have 4 been developed for this purpose. These methods are generally intuitive, rapid to compute, and 5 readily scale with large data sets. However, we have found that nonparametric clustering methods 6 can be biased towards identifying clusters of diagnosis -where individuals are sampled sooner 7 post-infection -rather than the clusters of rapid transmission that are meant to be potential foci 8 for public health efforts. We develop a fundamentally new approach to genetic clustering based 9 on fitting a Markov-modulated Poisson process (MMPP), which represents the evolution of trans-10 mission rates along the tree relating different infections. We evaluated this model-based method 11 alongside five nonparametric clustering methods using both simulated and actual HIV sequence 12 data sets. For simulated clusters of rapid transmission, the MMPP clustering method obtained 13 higher mean sensitivity (85%) and specificity (91%) than the nonparametric methods. When we 14 applied these clustering methods to published HIV-1 sequences from a study cohort of men who 15 have sex with men in Seattle, USA, we found that the MMPP method categorized about half (46%) 16 as many individuals to clusters compared to the other methods, and that the MMPP clusters were more consistent with transmission outbreaks. This new approach to genetic clustering has sig-1 nificant implications for the application of pathogen sequence analysis to public health, where it 2 is critical to robustly and accurately identify clusters for the most cost-effective deployment of 3 resources. 4 Introduction 5
where σ i = ∑ j =i σ i j , and denote the vector of rates of the Poisson process by λ = [λ 1 , . . . , λ m ] T .
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The probability density of the process producing its first arrival at time y in state j, given that 1 it started in state i at time 0, is the i jth element of the matrix f (y) = exp((Q − Λ)y)Λ where 2 Λ = diag(λ ) [21] . Following [22] and [23] , it is straightforward to calculate the likelihood of an 3 observed tree under this process. Let v be an internal node of the τ other than the root, u be its 4 parent, w and z be its children, and t v be the length of the branch joining v to its parent u. As in 5 [23], define L i (v) to be the likelihood of the subtree rooted at v conditioned on the parent u being At the root of the tree, with children w and z, L i (τ) = π i L i (w)L i (z)
At a tip node v with branch length t v , it is intuitive to define the likelihood using the matrix 8 exp((Q − Λ)t v ), which gives the probability density of each state transition and no events oc-9 curring up to time t v . However, we found that the parameters which optimized the likelihood with 10 this definition nearly always included one arbitrarily small rate assigned to all tips. For this reason,
11
we simply assign L i (v) = 1 for all tips v. This approach is likely to overestimate cluster sizes due 12 to inclusion of non-cluster individuals sampled following transmission from a cluster member, as 13 well as individuals who are not currently part of a cluster but were in the past. I due to mortality at a rate µ or by becoming sampled at a rate ψ. The population is structured 10 into two subpopulations with constant migration between like compartments (S 0 ↔ S 1 , I 0 ↔ I 1 ) at 11 a rate m. The two subpopulations comprised S 0 + I 0 = 9000 and S 1 + I 1 = 1000 individuals, re-tions, we ran a second set of simulations under different parameters to evaluate the sensitivity of our results to these settings. Specifically, we reduced the baseline (majority) transmission rate 1 from β 0 = 5 × 10 −3 to 7.5 × 10 −4 and reduced the sampling fraction ψ/(ψ + µ) -the probability 2 that an infected individual was sampled before death -from 0.98 to 0.5 to reflect the parame-3 ter settings used in [28] . We note that this sampling fraction is very different from the sampled To compare these clustering methods on an actual data set, we obtained 3102 published partial
HIV-1 pol sequences that were previously collected in a cohort study of men who have sex with 12 men in Seattle, USA, and analyzed for clusters of transmission [39] . We reduced the data down 13 to a single sequence per patient (n = 1953) by excluding sequence records that were annotated as 14 an additional isolate (suffixed with an underscore and integer). Next, we removed codons asso- from 0.0065 to 0.008 caused every terminal branch to be assigned to a cluster.
In the second simulation scenario, the rate of sampling was elevated in the minority subpopu-1 lation but the transmission rates were held constant ('faster sampling'). In other words, members 2 of the minority subpopulation were more likely to be diagnosed sooner after infection. Under this 3 scenario the MMPP predictions were no better than a random guess with a mean TPR and FPR 4 of 55.6% and 51.5%, respectively. This outcome was not surprising given that terminal branch 5 lengths were excluded from maximum likelihood parameter estimation of the MMPP model. The 6 nonparametric methods were far superior, with the best results obtained by the subtree clustering 7 method. At a bootstrap cutoff of 90% and mean branch length cutoff of 0.006, for example, the 8 average TPR and FPR was 78.8% and 11.9%, respectively. We obtained qualitatively similar results (SI Figure S1 ) when the trees were simulated under a 16 different parameterization of the model based on [28] . Relative to the first parameter settings, the 17 transmission rates in both subpopulations were reduced by a factor of 0.15, and the mortality rate 18 of infected individuals was increased to equal the sampling rate in the majority subpopulation. In 19 general, we observed higher FPR associated with the MMPP method for this set of simulations.
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The mean TPR and FPR of MMPP under the faster transmission scenario were 90.4% and 31.1%, 21 respectively. To our surprise, MMPP was able to correctly identify clusters under the faster sam-22 pling scenario (82.3% TPR and 28.8% FPR), unlike the previous set of simulations. This level 23 of performance was comparable to the subtree clustering method. We attribute this difference to Cluster Picker (version 1.2.4) was run with default initial and main support thresholds (0.9) and a genetic distance threshold of 0.025. Subtree clusters were extracted from the tree with a bootstrap threshold of 90% and mean branch length threshold of 0.0065. seldom removed by mortality before sampling under the previous parameterization of the model. Intel Xeon E5-1650v4 (six core) processor. If the UNIX time output implied multi-core processing and the use of multiple cores was documented for the program, then this was indicated under the heading 'Multi-core'. None of the reported times include the time required to reconstruct phylogenetic trees from the simulated sequence data, since the specific reconstruction method used (e.g., maximum likelihood, neighbor joining) may vary among users. Because we observed substantial variance among repeated runs of MMPP on the same data, we reported the average of 3 runs. Times reported for TN93 include filtering the genetic distance calculations for the shortest pairwise distance per sequence.
Method
one sequence per individual and then filtered for non-recombinant subtype B sequences (n = 1653, 27 see Methods). We reconstructed a maximum likelihood phylogeny from these sequences as the 1 primary input for the different clustering methods. First, we discovered that the MMPP method 2 tended to assign faster branching rates throughout the base of the tree, including the root node. A 3 lineages-through-time plot of the tree (SI Figure S3 ) was consistent with a period of population- 
