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We present a theory of generating functions in countably many non-commut- 
ing variables. This generalizes the theory of context free languages. Applications 
are given to compositions of a number, rooted planar tree, dissected polygons, 
and the theory of simple random walks. 
1. INTRODUCTION 
This paper develops a theory of generating functions in a countable number 
of non-commuting variables and their application to combinatorics and 
probability theory. 
The genesis of this theory is the work of Polya [l], on picture writing, who 
regarded this approach as a mnemonic tool for deriving generating function 
identities. Independently of this Schiitzenberger [2, 3, 41 developed a theory 
of generating functions in a finite number of non-commuting variables to 
solve problems in context-free languages. Gross and Lentin [5] applied these 
methods to derive the generating function for triangular dissections of 
polygons and Kuich [6] applied them to count planted plane trees. 
The basic ideas are the following: 
(1) Each object to be counted is represented as a word in a free monoid 
(semigroup) on any number of generators. The words can be thought of as 
monomials in non-commuting variables. The set of words W corresponding 
to the set of objects to be counted is called a language. 
(2) A formal substitution schema is found that generates the set W. 
This is a generalization to a countable set of variables of the notion of a 
context free grammar. 
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(3) To each formal schema is associated a system of formal equations, 
one of whose solutions in the ring of formal power series over the monoid 
is the formal power series S = ZUEW w. 
(4) We choose those properties by which we wish to enumerate the 
objects e.g. planar trees by number of vertices or by edges or height or any 
combination of these. A homomorphism is then constructed which maps the 
semigroup into a commutative semigroup such that the induced map on 
the ring of formal power series maps S onto a generating function Fin com- 
muting variables which is the desired enumerator. F will satisfy the induced 
system of formal equations and this enables us to solve for F. A frequent tool 
at this stage is the Lagrange inversion formula in infinitely many variables. 
This approach is essentially an invariant formalism for generating functions 
which in many cases allows us to deal with infinitely many variables as easily 
as with one variable. 
Applications of this theory include enumeration of rooted planar trees, 
polygon dissections of any specification, compositions and partitions of a 
number, ballot problems and random walk paths. When we add a theory of 
probabilistic formal schema the combinatorial results can be used to derive 
functional equations of branching processes and the fluctuation theory of 
simple random walks. Cori and Richard [7] apply these ideas to the Tutte 
theory of planar graph enumeration. 
The theory of formal schema unifies the classical counting and modern 
algorithmic approach to enumeration. Given an algorithm written in a speci- 
fied form (formal schema) we can then derive a generating function from the 
algorithm. 
In this section we give two examples which motivate the main ideas of 
formal language methods. This is followed by the general theory and appli- 
cations to trees, polygon dissections, and random walks. In a second paper 
we shall give further applications including branching processes, functional 
composition symbols and partitions of a number. 
I am grateful to M. Schtitzenberger, whose work inspired mine, for 
interesting conversations on the subject. I also thank A. Garsia and S.A. Joni 
for showing me tricks related to the Lagrange inversion formula. Garsia 
suggested that every language should be the homomorphic image of an 
unambiguous language. 
An interesting question is whether or not the methods of this paper can 
be generalized to other species of generating functions along the lines of the 
Bender-Goldman theory of prefabs [8]. 
EXAMPLE. Compositions of a number. A composition of the positive integer 
n into kparts is a sequence a, , a, ,..., a, of k positive integers whose sum is n. 
We often denote the composition by a, + a2 + a3 + ... + ak . Thus e.g. 
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the compositions of 3 are 1 + 1 + 1, 1 + 2, 2 + 1, and 3. Compositions 
differ from partitions in that the order of the parts count. We shall derive 
generating functions and formulae for the number of compositions of n 
with k even parts (no restriction on the number of odd parts). In the course 
of the solution we shall actually set the stage for solving an infinite variety 
of composition problems. 
The first step is to represent compositions as words in a free monoid. 
We take the set C of generators of the free monoid M(C) to be t, (1), (2), (3),.... 
The composition (I~ + a2 + ..+ + a, will be represented by the word 
(~)(a~) ... (uk) t of M(B). The generators can be thought of as non-com- 
muting variables and the words (elements) of M(C) are monomials in these 
variables. Any subset of M(C) is called a formal language or just a language. 
Our second step is to give a “formal schema” or algorithm to generate the 
language CM of those words which represent compositions of any number. 
The schema is a set of “substitution (production) rules,” 
s - (n) s, n = 1, 2, 3 ,..., 
s ---f I, 
together with an “axiom” or initial symbol S. A word w E M(C) is derivable 
from the schema if there exists a sequence w0 = S, wl, w2 ,..., w, = w, 
of words of M(C u {S}), such that w~+~ is derived from wi by replacing the 
leftmost occurrence of S in wi by the right hand side of any substitution rule 
in the schema. (The above schema has only one S in any wi ; in general this 
is not true). We write the derivation 
w, + WI - w2 + ... -+ w, . 
For example the composition (l)(5)(3) t of the number 9 is derived as follows 
s - (1) s - (l)(5) s - (l)(5)(3) s - (l)(5)(3) t. 
It should be clear that the set of all words derivable from the schema is 
exactly the language CM of compositions. The word t is taken to represent 
the empty composition. 
We now form the formal sum CweCM w of all words in our language. This 
is, in fact, a formal power series in the infinitely many non-commuting 
variables t, (l), (2) (3) ,... . 
Our third step is to set up a formal equation in the variable S such that 
s = IL34 w is a solution. The equation is 
S=t+(l)S+(2)S+(3)S+ . ..= t+ 5 (n)S (1) 
n=1 
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formed by putting the variable S on the left side and setting the right side 
equal to the formal sum of all words on the right hand side of all production 
rules in the schema. 
To see that C w is a solution note that (1) x C w = C (1) w is the sum 
of all compositions beginning with (l), (2) x C w = C (2) w is the sum of 
all compositions beginning with (2) and so on. Hence substituting C w for 
every occurrence of S on the right hand side of the equation yields each com- 
position exactly once which is exactly what we get by substituting C w 
for S on the left hand side of the equation. 
Equation (1) can be thought of as the defining equation for the generating 
function of all compositions. Since 2 wsCM w is a solution of Eq. (1) we shall 
abuse terminology and write S = CweCM w when talking about the equation. 
Let us now derive the generating function for composition of n 
C(x) = 5 c,xn, co= 1; 
V&=0 
thus we ignore all information about a composition a,, a2 ,..., a, except 
the value of its sum. C(x) is derived by specializing S = C w and Eq. (1). 
However, since we are dealing with formal power series, homomorphism 
replaces the operation of substituting special values for the variables 
t, (1), (2),... of the series S. Consider the homomorphism 4: M(C) --+ M({x)) 
(the monoid generated by X, i.e. all power series in x) defined on the generators 
by 
(4 -+ xn, 
t-+x0= 1. 
Then for a composition (aI) a.- (ak) t 
dKaJ(4) ... (4 t] = (lj +(aJ) d(t) = Yl+az+...+Qk 
4 induces a homomorphism +* on the ring of formal power series over M(C) 
into the ring of formal power series in one variable x and 
d(S) = d(&w) =ngo C,.Y” = C(x). 
Hence taking the image of Eq. (1) we see that C(X) satisfies the induced 
equation 
C(x) = 1 + f x”C(x) = 1 + C(+& *=I 
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Solving for C(X) we get 
C(x) = +=& 
and expanding 
To derive the generating function C(x, y) = Cnsk c,,~x~Y”, where x and y 
commute and c,,~ counts compositions of n with k even parts, we introduce 
the homomorphism 0 defined by 
(4 - X”Y, 
(4 + xn, 
t-+ 1, 
n even, 
n odd, 
of M(C) onto the free commutative monoid generated by x and y. 
@[(a,)(a,) . . . (a,) t] = Xa~+%+...+~~ ynumber of even parts 
and 0 induces a homomorphism O* of formal power series over the monoids. 
We then have 
o*(s) = o* (z: w) 
= c C,,kXnyk = C(x, y) 
and C(x, y) satisfies the induced equation 
C(x, y) = 1 + f xZn+lC(x, y) + 5 xZfZyC(x, y) 
n=a TL=l 
from which C(x, y) is immediately derived. 
Thus given a specific composition counting problem, the fourth step of 
our procedure is to specialize the general series C w and its defining Eq. (l), 
via a homomorphism, to look at only a special set of properties. This requires 
that the properties, e.g. values of compositions, number of even parts, 
number of parts of size 2, number of prime parts, etc., be representable in 
the multiplicative structure of the semigroup, that is by a homomorphism. 
EXAMPLE. Rooted Planar Trees. By a rootedplanar tree we mean a rooted 
unlabeled tree, in which the edges emanating from an arc (i.e. moving away 
from the root) are given an order i.e. we designate a final edge, second edge, 
etc. For example a family tree where the names of offspring are unimportant 
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but the relative ages define the order of the edges. Topologically a rooted 
planar tree is a rooted unlabeled tree drawn in the plane with a cyclic ordering 
of the edges emanating from any vertex (this corresponds to the ordering in 
the combinatorial definition) which can be designated by rooting one of the 
edges incident to the root and taking the cyclic order as clockwise with the 
rooted edge first. 
Two such trees are isomorphic if there is an orientation preserving homo- 
morphism of the plane carrying one tree onto the other preserving vertices, 
edges, roots, and incidence relations. 
Figure 1 shows two rooted planar trees. Figure 2 gives two isomorphic 
trees. Figure 3 shows two non-isomorphic trees. Figure 4 shows two alternate 
ways to represent the same rooted planar trees. In Fig. 4b the rooted vertex 
is at the head of the broken arrow and the rooted edge is the final edge 
emanating from the rooted vertex in a clockwise direction from the broken 
arrow. It will frequently be convenient to use this broken arrow repre- 
sentation. 
We now represent these trees by words in a free monoid and generate the 
language consisting of all “tree” words by a formal schema. 
FIGURE 1 
FIGURE 2 
FIGURE 3 
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The free semigroup M(T) is generated by the set T = {( , ), t} and the 
schema is 
n times 
s- (S ... S), n = 1, 2,.. 
s+ t. 
As for compositions, we say a word w E M(T) is derivable from the schema 
if there exists a sequence wO = S, wr , w2 ,..., w, = w, of words in M(T u {S}), 
such that wi+r is derived from wi by replacing the left most occurrence of 
S in wi by the expression on the right hand side of any substitution rule in 
the schema. We call the sequence a derivation of w. It is easy to prove that this 
schema is non-ambiguous in the sense that any word w is derivable by at most 
one derivation. 
a b 
FIGURE 4 
To connect this with trees consider the following example of a derivation 
of the word ((tt) t(t)): 
s + (SSS) -+ ((SS) SS) ---f ((tS) SS) + ((tt) SS) 
- Ktt> ts> - ((tt> W) - (WI t(t)) 
We associate with this word and its derivation a derivation tree or parsing 
tree (Fig. 5a) and ignoring the labels on the derivation tree we get a rooted 
planar tree (Fig. 5b) in which the broken arrow is not part of the tree but 
only designates the rooting as discussed earlier. To go from the tree back 
to the word we just associate with each vertex a pair of parentheses and as 
many S’s between them as there are arrows emanating from the vertex. 
By associating with each word the rooted planar tree determined by the 
derivation tree, we get a one-one correspondence between the words generated 
by our schema and the set of all rooted planar trees. Let RT denote this 
language which codes rooted planar tree. 
To solve a variety of tree enumeration problems we form the formal sum 
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c WERT w of all tree words. This is a formal power series in the non-commuting 
variables {(J, t}. Proceeding as with compositions we see that S = CWERT w 
is a solution of the formal equation 
s=t+(S)+(SS)+(Sss)+~~~ (2) 
=t+ f (;t.?;, 
72=1 
formed by setting the left side equal to S and the right side equal to the formal 
sum of all expressions on the right hand side of all production rules in the 
schema. t Ii t11 I km) t (5) \I7 (sys) v 0I I I I I I 
(b) 
FIGURE 5 
To see this substitute C w into the equation and note that every tree word 
then appears exactly once on the left side. Now on the right hand side 
n times 
I + CcsI (C w C w ... C w) the term (x w) = C(w) is the sum of all words 
which use S--f (S) as the first step of their derivation (trees with one edge 
emanating from the root) and each such word appears once, (C w C w) = 
CW CW, (ww’) is the sum of all words which use S -+ (SS) as the first step of 
their derivation (trees with two edges emanating from the root) and each 
such word appears once, and so on with the terms (c w C w C w), 
cc w c w c w c w),.... Hence each tree word appears exactly once on the 
right side of the equation. 
As for compositions, Eq. (2) can be thought of as the defining equation to 
derive various generating functions of rooted planar trees. For example, 
we first derive the generating function T(x) = Cl, tnxn, where t, is the 
number of rooted planar trees with n vertices. Consider the homomorphism 
4: M(T) - WxH (th e monoid generated by x) defined on the generators 
of M(T) by 
( - x, t --+ x. 
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The 4 maps a word MJ onto x*, where n is the number of vertices in the tree 
represented by w. 4 induces a homomorphism c#* of the ring of formal power 
series over M(T) into the ring of formal power series in one variable x and 
+* Leiw w = T(X). Taking the image of Eq. (2) we see that T(x) satisfies 
the induced equation 
Thus T satisfies the quadratic equation 
T’-T+x=O 
whose solutions are 
where we recall that for n > 1, (A) = (-I)“-‘(“,“_;“)/n2”“-’ and (b) = I. 
Since (6) = 1 and we need a zero constant term we choose the solution corre- 
sponding to the negative sign. Hence 
and 
T(x) = f fl (9-4.x)” 
We can of course specialize our schema to count a subclass of trees. Suppose 
e.g. we wish to count binary trees i.e. the outdegree of every vertex equals 2. 
These are generated by the schema 
Using the homomorphism ( ----f x, t + x we get that Tb(x) = C,T=, tmbxn, 
the generating function for rooted planar binary trees satisfies 
7-b(X) = x + XTb(X)2. 
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Solving this quadratic equation, similar to the previous one, we get 
i.e. the number of rooted planar binary trees with 2n - 1 vertices equals the 
number of all rooted planar trees with n vertices. 
2. FORMAL LANGUAGES 
In this section we develop a theory of formal languages and generating 
functions in a countable number of non-commuting variables to the extent 
needed for combinatorial applications. The basic reference for the finite case 
is the paper of Chomsky-Schtitzenberger [4]. 
A free monoid (semi-group) M(G) is a triple M(G) = (G, II’, 0) where: 
(a) the set G of generators is an arbitrary set, 
(b) W is the set of words on G, i.e. all finite sequences of elements of G, 
(4 0 is the binary operation of concatenation on the words, i.e. 
WI 0 w2 = w,w, . 
If we say that two words in M(G) are equivalent when the elements of 
one are a rearrangement of the elements of the other, then we have an 
equivalence relation and A(G), the quotient monoid with respect to this 
relation, is called the free Abelian monoid on G. Intuitively we can think of 
the words of M(G) as monomials in non-commuting variables (elements of G) 
and the words of A(G) as monomials in same variables considered as com- 
muting variables. 
A language L is a subset of a free monoid. 
A formal grammar is a 3-tuple F = (A, B, P) where: 
(a) A, the non-terminal or variable symbols, is a countable set whose 
elements are generally denoted by upper case letters, 
(b) B, the set of terminal symbols, is a countable set whose elements 
are generally denoted by lower case letters, 
(c) P is a countable set of substitution rules or productions, i.e. 
expressions of the form T -+ w, where T is an element of A and w is a word 
of M(A u B). 
A formal schema is a Ctuple FS = (A, B, S, P) where (A, B, P) is a formal 
grammar and S is a fixed element of A called the axiom. 
A word w E M(B) is derivable form the schema Fs if there exists a sequence 
wg = s, WI , wz ,..., w, = w, of words in M(A u B), such that w;+~ is derived 
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from wi by replacing the left most occurrence of a variable (element of A) 
in wi by the right hand side of any substitution rule in the schema in which the 
variable appears on the left. When describing a schema we generally write 
down the set of substitution rules with the sets of terminal and non-terminal 
symbols being understood. The language L(E;,) of the schema Fs is the set of 
all words derivable from F, . When A, B and P are finite sets the language is 
called a context free language. 
It is possible for a word w derivable from a schema F, to be derived in 
more than one way i.e. there can be more than one derivation sequence 
whose last term is w. E.g. consider the schema S + T, S + t, T + S. The word 
w = t is derivable by the sequences S, T, t and S, t. In fact t is the only word 
derivable from this language and there are infinitely many ways to derive it. 
We let N(w, Fs) be the number of ways to derive w from the schema Fs with 
with N(w, FJ = cc if there are infinitely many such ways. 
HYPOTHESIS. We restrict ourselves to those schema F, , such that N(w, Fs) 
is finite for all w E L(F,). 
L(FJ is unambiguous if N(w, F,) = 1 for all w E L(F,). 
By a formal power series (FPS) over a free monoid M(G) (or A(G)) we 
understand a map r: M ---f 2, written symbolically as r = CufM r(w) w, 
where r(w) is called the coefficient of w. We could just as easily choose the 
elements of any field to be our coefficients but there is no need for such 
generality here. 
The set of all power series over a monoid M can be made into a ring 
R(M) by introducing the following operations: 
(a) addition - (rl + r2)(w) = rl(w) + rz(w), 
(b) multiplication - r1 * r2(w) = Cw w2;ui10wL‘zZILI rl(wl) r2(w2). This ring 
also has an operation of scalar multiplication by elements of 2 viz. 
(4 (a . r)(w) = 444). 
If Fs = (A, B, S, P) is a formal schema and L(FJ is the corresponding 
language we can associate with L its characteristic formal power series 
over M(B) viz. fs = C N(w, F) w. 
Now in line with our introductory examples we introduce the equation of 
a grammar. If F = (A, B, P) is a grammar and ws,l , wss2 ,..., E A, are 
all words such that S + w~,~ is a substitution rule then the set of formal 
equations 
S = c wsVi , for all S E A 
2 
is the set of equations of the grammar F. For any SE A we also call these 
equations the equations of the schema Fs . 
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Before stating the, main theorem we need one additional notion. A homo- 
morphism from a monoid M to a monoid N is a map 4: M -+ N such that 
d@ o 4 = d(a) o d(b) f or all a, b EM. Such a homomorphism induces 
a homomorphism +* of the formal power series rings, +*: R(M) -+ R(N), 
by d* C r(w) w)= C r(w) b(w). If M and N are free monoids or free Abelian 
monoids and a set E of power series satisfies a set of equations over R(M), 
then the image set 4*(E) satisfies the induced set of equations over R(N) 
since these are just identities in the power series ring. Furthermore if 
F, = (A, B, S, P) is a grammar and 4: M(B) + M(Z) is a homomorphism 
then 4 induces a grammar 4(F) = (A, B’, P’) in a natural way where the 
image of the substitution rule arises by taking the image of each element of 
B in the rule e.g. $[S -+ abS] = S + +(a) 4(b) S. The language L(+(F,)) is 
called the homomorphic image of L(F,) under 4. 
THEOREM. If F = (A, B, P) is a formal grammar, (Fs : S E A} is the set 
of all schema which can be formedfrom A, and { fs} is the associated set of formal 
power series, then {fs} satisfies the set of equations for F, i.e., if we substitute 
fs for each occurrence of S in the set of equations we get a true set of identities 
in the corresponding ring of formal power series. 
A proof of this theorem can be given by the iterative technique used by 
Chomsky and Schiitzenberger [4] in the finite case. Here we present a different 
proof for the case where the grammar has only one variable, to stress the 
intuitive idea behind the proof. Our proof is easily generalized to countably 
many variables. 
To prove this theorem we need the following lemma. 
LEMMA. Given a grammar F = (A, B, P), there exists a grammar 
F’ = (A, B’, P’) and a homomorphism 4: M(B’) -+ M(B) such that 
(4 vV’) = 4 @I every language L(F,‘) associated with F’ is unambiguous, 
and(c) every language L(FJ is the homomorphic image of L(Fs’). 
Proof. We construct F’ as follows: For each substitution rule S -+ w 
in P we have a substitution rule S - &w) in P’. We must take the set 
C = 0, (s : SE A} to be distinct from any of the symbols in B. Now set 
B’ = Bu C. 
The map 4 that takes a word in M(B’) and erases all occurrences of 
parentheses from C yields a word in M(B) and 4: M(B’) -+ M(B) is clearly 
a homomorphism. Since $[S + (sw)] = S --f w we have $(F’) = F. Similarly 
+(L(Fs’)) = L(Fs) for all S E A. 
To prove unambiguity we fix S E A, choose a word w E L(F,‘) and show 
that w uniquely determines its derivation sequence. Reading the letters of w 
from right to left we locate the first left parenthesis from the set C, say (r . 
We then find the matching right parenthesis so that w = v~(~v~) v8 where 
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v2 and u3 contain no left parentheses from C. Since our derivation always 
proceeds by substitution for the left most occurrence of a variable the next 
to the last word in the derivation sequence must be w2 = u,Tv3 . Applying 
the same procedure to w2 we get the unique second to the last word in the 
deviation sequence and iterating this process we arrive at the unique deri- 
vation sequence for ~7. 
Proof of the theorem. By the preceeding lemma we need only consider those 
grammars F = (A, B, P) whose associated languages Fs are unambiguous. 
Since we are restricting ourselves to grammars with one variable, we let our 
. . substltutlon rules be P = (S -+ w~,~ : i = 1,2,...} and we have one equation 
Let Fs,i be the power series resulting from the substituion offs , the charac- 
teristic series of L(F& for each occurrence of S in w~,~ . Then we must prove 
that 
’ i 
M’ = c ws,j (3) 
W‘ws) 
is a true identity in the ring R(B). On the left hand side of the equation we 
have the set of words of L(FJ each appearing once. We must show the right 
hand side consists of the same set. 
Let w E L(F,) and let S ---f w~,~ be the first substitution rule used in the 
unique derivation of w. Then ws,j = v,S *.. Sv, ... Sv, where the Oi are 
empty or words of M(B). Now w = z~rwl ... Wi.02 *.. M’~,v~ where each 
wi E L(F,) since it is obtained from a series of substiiutions beginning with S. 
Hence it must appear as a term in W,,$ = ulfs .*. fsvz -..fsu, since each 
wi is a term infs . Hence every w E L(FJ appears on the right hand side of 
Eq. (3). 
Now let w be any word appearing on the right hand side of Eq. (3) and 
suppose it appears in the series iGs,j . Then as above w must be of the form 
01% a-* wj,v, **a wi v, where each vi is empty or EM(B) and each wi E L(Fs). 
Thus by starting &th the substitution rule S -+ v,S ... Sv, .a. Sv, and then 
listing the derivation sequences for w1 , w2 ,..., w, , leaving out the first term 
of each viz. S, we have produced a derivation sequence for w and therefore 
w E L(Fs). Hence the right hand side of equation (3) consist of exactly the 
words of L(Fs) and the theorem is proved. 
3. ROOTED PLANAR TREES 
In example (2) we were able to count rooted planar trees by the total 
number of vertices or the number of end vertices and non-end vertices, using 
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different variables for each property. Suppose however we wish to count each 
tree by the number of vertices of each given outdegree (i.e. by the number of 
branches hanging from each vertex, going away from the root). We shall 
derive the generating function‘ 
A@) = c a&, A, ,...) x*x: *-* 
where A(Z) = A(x,, , x1 ,... ) is a generating function in countably many com- 
muting variables x0 , x1 ,..., the summation is over all sequences h, , X, ,... 
of non-negative integers and a(&, h, ,...) equals the number of rooted 
planar trees with Xi vertices of outdegree i (X, counts end vertices). Note 
that many of the a’s will be zero. In fact a(&, , h, ,...) = 0 unless 
1 + CL, (i - 1) Xi = h, a condition easily proved by induction on the 
process of growing a tree one edge at a time. Although the information as 
to the number of vertices of each degree is in the coding of trees to words 
we used in example (2), it is not in the “multiplicative structure” of the word, 
i.e., we cannot extract the information by a homomorphism. To remedy this 
consider the following formal schema: 
n times 
S-+(,S--S), n = 1,2 ,..., S-+u. 
The derivation trees of this schema will be just as in example (2), the set 
of rooted planar trees. We note that this again yields an unambiguous 
language. Now, however, we have put some redundant information in the 
coding, namely each left parenthesis in a word, which corresponds to a 
vertex in the tree, has a subscript which denotes the outdegree of that vertex. 
E.g. the derivation sequence 
corresponds to the tree in Fig. 6. We have of course extended the finite 
s 
FIGURE 6 
582424/3-6 
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alphabet {(,), u} of example (2) to the countable alphabet {), u, (n : n = 1, 2,...) 
but we now have the desired information in the generators of the monoid. 
The equation of this schema is 
s = l4 + f (,S -*a S). (4) 
11=1 
To derive the generating function A(Z) consider the homomorphism 
(n--+x,,~+xo,)-+ 1. 
Under this map a word w representing a tree with hi vertices of outdegree i 
gets mapped onto X&X$ *.. and S = Cw & tree word w maps onto A(%). This 
induces a map of the equation of the schema and we have 
A(F) = x0 + f x,A(Z)” = f XfAi. 
n=l ?Z=O 
(5) 
By the introduction of a new variable we shall now solve this functional 
equation for A(Z) by means of the Lagrange inversion formula. 
Now A is a formal power series in x0, x1 ,... such that for each N, there 
are only a finite number of monomials of degree N occurring in A. 
We set A, = the homogeneous part of A of degree N (note Al z x0) and 
also set 
A(t) = 5 AJ”, 
n=1 
a fps in t with coefficients in R[x, , x2 ,..., 1. Taking the homogenous parts 
of deg N + 1 (for N > 1) on both sides of (5) gives 
A N+l = WON + x2 c A.,A,, + *-* + XN 1 A, --. A, 
vl+~a=N ul+...+uN=N 
“i>l “$>I 
or equivalently (for all N > 1) 
A(t)1 
tN+l 
= x,A(r)ltN + x,A(~)~ ltN + *.. + XN&)~ ltN 
= gl x&)” ltN 
= !, wW” ltN = t gl x,A(t)” ltN+l . 
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Thus we have 
A(t) = A,t + t f x,A(t)” 
tkl 
= x,t + t 2 X,A(f)” 
V=l 
= t 
( 
x0 + f x,A(t)” = t f x,&t)” 
fi=l 1 U=O 
or equivalently 
We set 
@) = &xp (an invertible fps under functional composition) 
and (6) s 
a(A(t)) = t. 
The Lagrange inversion theorem states: given f(t), F(t) such that 
then for all N > 0, 
Thus in our case, we have 
(6) 
Now v1 + v2 + -.. + vN+l = N and vi 3 0 implies vi < N. Thus if we 
let Xi = number of v’s which are equal to i we have that the coefficient of 
*$gl . . . &’ under the summation sign in (7) is given by the multinomial 
coefficient (A,,A~~~,A,). Hence 
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N! 
= A, ! ... AN ! 
= (43 + A, + *** + AN - l)! 
A0 ! x, ! -*. A, ! 
which was our goal. 
If we wish to count only those rooted planar trees with specific restrictions 
on the types of outdegrees we can either specialize our Eq. (4) or the formal 
schema. The latter specialization often lead to a simpler equation as, e.g., 
in the case of binary trees and will prove most useful in later sections. 
4. POLYGON DISSECTIONS 
We consider regular n-sided polygons in the plane whose vertices are 
labeled 1, 2,..., n in a counterclock-wise direction. A dissection of such a 
polygon is a collection of non-overlapping diagonals which decompose the 
polygon into smaller polygonal regions. A dissected poZygon is a polygon 
together with a dissection. Examples are given in Fig. 7. 
1/1 (7j3 
1 2 
1 2 
FIGURE 7 
In this section we describe a method for counting all dissected polygons as 
well as subclasses given by restrictions on the subpolygons. Polya [l] counted 
the number of dissected polygons, allowing only triangular subpolygons, 
by using a picture writing identity. 
The essential idea is to associate with each dissected polygon a rooted 
planar tree and thus reduce the enumeration to a tree counting problem. 
This correspondence is illustrated in Fig. 8. We place a vertex of the tree 
in each subpolygon as well as in the outside region near the middle of each 
edge of the polygon. The edges of the tree are the lines connecting the vertices 
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across each line of the dissected polygon. The edge crossing the iZ side of 
the polygon is a broken edge and the vertex in the subpolygon containing 
the iZ side is the root. 
It is easy to prove that our procedure sets up a one-one correspondence 
between dissected polygons and rooted planar trees in which no vertex 
has outdegree one. The tree with one vertex corresponds to the trivial dis- 
sected polygon with one side. The number of non-terminal nodes in the tree 
corresponds to the number of subpolygons and a node of outdegree i 
corresponds to a subpolygon with i + 1 sides. 
e 
0 
FIGURE 8 
Thus, e.g., we can derive Polya’s formula [l] for P, , the number of dis- 
sected polygons consisting of n-triangular subpolygons. Since, in this case, 
an n + 2 sided dissected polygon has exactly IZ triangles, we are in fact 
counting the number of ways of dissecting all n + 2 sided polygons into 
triangles. Under our correspondence these dissected polygons correspond 
to the binary rooted planar trees of example (2) given by the schema 
s -+ (XT), s -+ t 
We choose a slightly different homomorphism than in example (2) viz., 
( - x, t-+ 1. 
Under this homomorphism a term x” in the generating function corresponds 
to a tree with n non-terminal nodes or a dissected polygon with n-triangles. 
The quadratic equation which arises is easily solved and yields 
D n = the number of dissected n-sided polygons (into n - 2 triangles) 
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To count dissected polygons with each subpolygon having k sides we would 
use the schema 
with the same homomorphism ( -j x, t ---f 1. This gives the functional 
equation 
T(x) = x7-(x)“-l + 1 
the so-called trinomial equation which can be solved by Lagrange 
inversion [9]. 
To count dissected polygons with a specified number of subpolygons of 
each type we use the general formula derived in Section 3. 
5. RANDOM WALKS 
The theory of discrete random walks is treated both extensively and 
beautifully in Feller, Vol. 1 [IO], in particular, the results in this section are 
derived in Chapter 3 on fluctuations in coin tossings and random walks. 
We review some of the basic concepts, for others the reader should consult 
Feller. 
DEFINITION. A lattice path of length r is a sequence of points (0, 0), 
(1, nl), (2, nJ ,..., (r, n,) satisfying 
(a) ni are non-negative integers, 
@> n++l = ni i 1, i = 0, I,..., r - 1. 
If n, = 0 we say the path is closed. 
All paths considered in this section are closed paths and we thus drop the 
adjective. 
We can also represent each path by a polygonal curve whose edges are the 
line segments connecting (i, ni) to (i + 1, ni+l); see Fig. 9. 
ni ~1,2,3,2,3,2,1,2,1,2,1,0 
FIGURE 9 
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Our problem is to count all paths of length r. To do this we use a very 
pretty correspondence, due to Harris [ll], between paths and a class of 
rooted planar trees. A formal description and proof of this very simple 
correspondence would be rather long and tedious so we illustrate the process 
(going from tree to path) by an example which should make the genera1 idea 
completely clear. 
The tree in Fig. 10 corresponds to the lattice path of Fig. 9. Starting at 
the root we traverse the contour of the tree as shown in the figure and we 
begin the lattice path at (0, 0). Each time we traverse an edge of the tree 
going away from the root we add a new segment to the lattice path going 
FIGURE 10 
up, i.e. the ordinate of its endpoint is increased by one, and each time we 
traverse an edge going in toward the root we add a segment going down 
(decrease the ordinate by one). It is easy to see that this sets up a one-one 
correspondence between all rooted planar trees whose roots have degree 
one and all lattice paths. 
The class of rooted planar trees, with the degree of the root equal to one, 
is generated by the schema 
S -+ (T), 
n times 
T-+ (nT --- T), n = l,..., 
T-+ t. 
This schema then leads to the pair of equations 
S = V), 
T = t + (,T) + (,TT) + .-a. 
We want to compute the generating function P(x) = CzzJ=Ipn~n where 
p,, counts closed lattice paths of length n. Noting that each edge of the tree 
gives two segments in the path we choose the homomorphism 
( --t x2, (78 + x2”, t+ 1. 
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This maps S onto P(x), T onto another generating function Q(x) and we get 
the induced set of equations 
P=xQ 
Q = 1 + f x2nQfl= 1 + x2Q 
?I=1 1 - x”Q ’ 
Thus we have a quadratic equation for Q and we can find Q(x), P(x) and pla 
as in previous sections. 
The enumeration of non-closed paths can also be handled by Harris’ 
correspondence but this requires a fancier schema and will be done in 
another paper. 
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