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1. INTRODUCTION 
In this paper we study the scattering theory for a classical particle 
moving in R” under the influence of a time dependent force f(x(t), t), 
where x(t) is the position of the particle at time t. We shall assume that its 
mass is one so that the dynamics is given by Newton’s equation, 
-f(t) =f(x(t), th (1) 
with initial conditions x(0) = x0 E R”, a(O) = u0 E R”. 
We essentially follow the ideas of Simon [S], who studied the case when 
the force depends only on the position (the autonomous case). As usual, we 
define a scattering state as the data (x, (0) a,(O)) such that, as t -+ +_m, 
the corresponding solution x+(t) is asymptotic to a solution CI + + h t f of 
the free equation ji = 0, with b + # 0. 
In the autonomous case, there is an alternative approach [ 1, 33 in which 
the problem is studied in L* of the phase space. In our case, one could try 
to formulate the problem in the context of the time-dependent Scattering 
theory in Hilbert spaces (see the references given in [4, Section X1.4]), but 
we have chosen to work directly on phase space. 
In Section 2 we show, under certain conditions on the force f(x, t), that, 
given (a, b) E R” x R” with b # 0, there exists a unique solution x(t) of (1) 
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which is asymptotic to the line a + bt, as t approaches infinity. The wave 
operator Q- is then defined by Q-(a, b) = (x(O), -I;-(O)) (and similarly for 
a’). In that section we also study some properties of these operators. 
In Section 3, we characterize the ranges of the wave operators. Here, 
unlike the autonomous case, conservation of energy does not hold and 
therefore we impose new restrictions on the force f(x, t). The main result of 
this section (Theorem 4) classifies the non-trivial solutions of (1) as (i) 
those solutions which are scattered in both time directions and ‘(ii) 
solutions that are bounded in one time direction and scattered in the other. 
Finally, in Section 4 we study the case of a central force of type 
f(x, t) =g(r, t)(x/r), where r = (xl. 
2. WAVE OPERATORS 
Throughout this section we shall assume that the force f(x, t) is defined 
for all (x, t) in R” x R! and satisfies the following conditions: 
(A) f(x, t) is bounded, continuous in (x, t), and locally Lipschitz in 
x. Moreover, the Lipschitz constant is uniform for t in compact sets. 
(B) There exists R,, > 0, To> 0, C>O such that If(x, t)l 5 
C 1x1 --OL (t) -B, for any (x, t) with 1x1 > R,, ItI 2 T,,, where tl, p are two non- 
negative constants with a + /I > 2. 
(C) There exist nonnegative constants D, y, 6 with y + 6 > 2 such 
that If(x, t)-f(y, t)l <DrpY Jtl-6 Ix-yl, for any x,y, t satisfying 1x1, 
(yJ >r>RR, and ItI 2 To. 
Condition (A) guarantees global existence and uniqueness of solutions of 
the initial value problem 
2 =f(x, t), 
x(t,)=xo, 
4&J) = 00, 
where (x0, vo) E R” x R” and tog [w. We denote this solution by 
x(t, to; x0, uo) and its derivative with respect to t by k(t, to; x0, uo). 
The decay condition (B), and the Lipschitz condition (C) will be used to 
establish the existence and uniqueness of scattering solutions. 
We shall use the notation .Z = R” x !R” and 
Zo= {(a, b)EC) b#O}. 
Detailed proofs will be given only for the case when t goes to + co. The 
case when t goes to -cc can be treated in a similar way. 
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THEOREM 1. Let (a, b) E C,. Then, there exists a unique solution x(t) of 
(1) which is asymptotic to a + bt; that is, 
lim i(t)-b=O 
I* +m 
and 
lim x(t)-bt-a=O. 
1+ +a3 
Proof. We first note that a solution x(t) of ( 1) is asymptotic to a + bt if 
and only if u(t) = x(t) - bt - a satisfies the integral equation 
u(t)=Sm Smf(~(t)+b5+a,r)dzds. 
* s 
(2) 
Because of global existence and uniqueness, it is enough to prove that 
(2) has a unique solution defined for t in some neighborhood of infmity. 
For any fixed T, we set 
and, given u E M,, we define 
F(u)(t) = j- jm f(u(t) + bt + a, ~5) dt ds. 
I A 
Now, for T sufficiently large and u E M,, we have that 
14~) + br + al > C, Id, for all r > T. 
From (B), it follows that the integral in (2) is absolutely convergent. 
Moreover, for an adequate T, F: M, + M, and, by (C), a straightforward 
calculation shows that F is a contraction mapping on M,. Therefore there 
is a unique solution u(t) of (2) belonging to M,. 
Hence, x(t) = u(t) + bt + a is a solution of (1) defined on [T, co ) which, 
by (A), can be uniquely extended to a global solution. 
Finally, if xl(t) and x2(t) are two solutions of (1) which are asymptotic 
to the same line a + bt, then uI(t) =x,(r) - bt - a and u,(t) = x,(t) - bt - a 
satisfy (2). Clearly, u, and u2 belong to the same M, for T large enough, 
and because of uniqueness of the fixed point, it follows that u, = u2 on 
[T, 00) which proves uniqueness. 1 
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Remark. It is easy to see that T can be chosen uniformly for (a, b) in 
any compact subset of Z,. 
DEFINITION 1. The wave operator !X: Z0 --t C is defined by 
Q-(4 b) = (x(O), W)), 
where x(t) is the solution of (1) given by Theorem 1. In a similar way we 
define the wave operator Q +. 
Let us denote by x(t, I,, a, 6) the solution of (1) with data 
x(c,, t,,,a,b)=u and a(&,, tO,u,b)=b. 
The interacting dynamics U(t) is given by 
Also, the free dynamics corresponding to the equation 2 = 0 is given by 
Uo(t)(u, b) = (a + bt, b). 
Condition (A) guarantees that for any time t, the dynamics U(t) and 
U,,(t) are homeomorphisms on the phase space C. 
The next theorem gives a characterization of the wave operators in terms 
of the free and interacting dynamics, which, in the autonomous case, 
reduces to the one given in [S]. 
THEOREM 2. For any (a, b) E CO, 
Q-(a, b)=,“Tm U(t)-’ Uo(t)(u, b), 
where the limit is uniform on compact subsets of iTO. 
ProoJ Let T and MT be as in the proof of Theorem 1. For T< o < 00, 
let F,: M, -+ M, be the mapping 
FO(u)(t)=~uj-uf(u(r)+b~+u,r)drds; 
* s 
thus, F, is the mapping Fin the proof of Theorem 1. It is easy to see that 
{F,: T< 0 < cc } is a family of contractions on M, and that the contrac- 
tion constant can be chosen independent of 0. Moreover as r~ + co, F, + F 
uniformly on MT. Therefore the fixed point U, of F, converges to the fixed 
point u of F, and also zi, converges to zi. 
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Let us take x,(t) = a + bt -t- u,(t) and x(t) = a + bt + u(t). Then, for each 
t 2 T, lim ~--r ,(x,(t), i.,(f)) = (x(t), a(t)) and therefore 
&(a, b)= U(T+ 1))’ U(T+ 1)(x(O), -t(O)) 
= U(T+ 1))’ lim (x,(7’+ l), ii-,(T+ 1)) 
0 - % 
= lim U(T+ 1))’ (x,(T+ l),.?,(T+ 1)) 
0-m 
= lim (x,(O), a,(O)) 
0-x 
= lim U(a)- ’ (a + ba, b) 
L7 4 ,*a 
= lim U(a) ’ U,(a)(a, h). 
O’S 
By the remark following Theorem 1, the above argument works 
uniformly for (a, b) in any compact subset of C,. 1 
As in the autonomous case one can prove that the wave operators are 
continuous functions. 
In order to prove that the wave operators are measure-preserving 
mappings we now strengthen condition (A): 
(A’). The function f(x, t) is continuous, bounded and the Jacobian 
matrix D,f(x, t) off with respect to x is continuous. 
Assuming condition (A’), the interacting dynamics U(t) is a measure- 
preserving map on the phase space. In fact, with the notation 4 = (x, a), 
Eq. (1) becomes 
I=m t), (3) 
where F((u, u), t) = (u, f(u, t)). 
Hence, if #(t, &,) denotes the solution of (3) with initial data do, then 
Y = &4/Z@, satisfies the variational equation (see [2]) 
with Y(0) = I. 
Since the trace of D, F is zero, we conclude that det Y = 1, which proves 
our assertion. 
THEOREM 3. Let f(x, t) be a function obeying (A’), (B), and (C); then 
the wave operators Q* : Z + C are measure-preserving transformations. 
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Proof: Let g E CF(E,). Since U(t) and U,,(t) are measure preserving we 
have that 
s g(Q-w) dw= s lim g(U(t)-’ U,(t)w) &v z3 &I r-m 
= lim s g(w) dw t-a ,r” 
= s g(w) dw, zl 
which proves the theorem. 1 
3. THE RANGE OF THE WAVE OPERATORS 
For the autonomous conservative systems j; = -VV(x), where V(x) + 0 
as 1x1 + co, it is known [S], that given a solution x(t) with positive 
energy, its initial data (x(O), 1(O)) belong to Ran(Q-) if and only if x(t) is 
unbounded as t goes to infinity. 
Since energy conservation for ?=f(x, t) does not hold, we shall impose 
a new restriction on S, which will be enough for obtaining a similar result. 
We state this condition as: 
(D) The function f satisfies x. f(x, t) > 0, for all (x, t) in R” x R with 
x # 0. 
LEMMA 1. Let f(x, t) be a function which satisfies conditions (A) and 
(D). Then, given a solution x(t) of (l), its moment of inertia Z(t) = 4 lx(t)12 
satisfies one and only one of the following: 
(a) Z(t)=O. 
(b) There is a unique t, such that i(t,) = 0. 
(c) i(t) #O for all t. 
ProoJ We first note that Z(t) =x(t) -i(t) and 
i(t) = Ia(t +x(t) .f(x(t), t). 
Let us suppose that ii(tl)=O, for some I~. Then, by (D), it follows that 
x(t,) = 0 and a(t,) = 0 and therefore, by (A), Z(t) = 0, for all t. 
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On the other hand, assuming that (a) does not hold we have that Z(t) is 
a strictly convex function of t. Hence, if i(t,) = 0 for some t, then t, is the 
unique critical point of I(t). 1 
A solution x(t) of (1) satisfies statement (c) of Lemma 1 if and only if 
either i(t) > 0 for all t or i(t) < 0 for all t. 
Thewe two cases can be distinguished in terms of the initial data, namely 
x(O).i(O)>O or x(O)..k(O)<O. 
THEOREM 4. Assume that f(x, t) satisfies conditions (A), (B), and (D) 
and fet x(t) be a solution of (1). 
(a) Zf x(t) verifies assertion (b) of Lemma 1 then x(t) is a scattering 
solution; that is, (x(O), i(O)) E Ran(Q * ). 
(b) Zf x(t) verifies assertion (c) of Lemma 1 and x(0) .z?(O) >O 
(x(0) ..2(0) < 0) then (x(O), i(O)) E Ran(W) (Ran(Q+)) and x(t) is boun- 
dedfor t<O ((20). 
Proof. (a) Let us write r(t) = Ix(t)l. Then, Z(t) = r2/2 and 
i(t) = r(r) i(t). 
Let t, be the unique critical point of Z(t). For t # to, i(t) # 0 and 
therefore r(t) = Ix(t)1 # 0. On the other hand, 
7(t) = i(t)‘+ r(t) f(t) 
= Ii(t)l’ +x(t) .f(x(t), t), 
But, since i(t)’ < la( t)l 2, we have that r(t) i(t) 2 x(t) f(x( t), t) > 0 and 
therefore P(t) > 0, for all t # t,. 
Using the fact that i(t) > 0 for t > t,, we conclude that i(t) > 0 for t > I,, 
and therefore there exists c > 0 such that r(r) 3 ct for all t suffkiently large.. 
By the argument given in [S], condition (B) implies that the limits 
b=lim,, +oc i(t) and a=lim ,+,(x(t) - bt) exist and also that b ~0. In 
other words, (x(O), i(O)) E Ran(O ~ ). 
The corresponding statement about Ran(Q+ ) is proven in the same way. 
(b) Let us suppose that i(t) > 0 for all t. Since f(t) > 0 for all t, the 
above argument shows that i(t) > 0 for all t. Also, r(t) and i(t) are always 
positive. From these facts it follows that r(t) is bounded for negative t and 
that r(r) > ct, for all t sufficiently large. Again as in (a), we conclude that 
(x(O), a(O)) E Ran(W). The case when i(t) < 0 is treated similarly. 1 
Remark. In case (b) of the previous theorem, it is obvious that if x(t) is 
bounded for 120 (t,<O) then, as t goes to infinity (negative infinity), r(r) 
converges to some limit r( + co) (r( - co)) and i(t) converges to zero. 
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4. THE CENTRAL CASE 
In what follows, L’,+ (C;) will denote the set of initial data (x,, uO) such 
that the solution x(t, 0; x0, uO) is bounded for t < 0 (12 0). Thus, the 
previous section shows that under assumptions (A), (B), and (D), the 
phase space Z can be written as disjoint unions 
C,+ u Ran(Q+) = Cg u Ran(Q-). 
For the autonomous conservative systems R = -VP’(x) with V(x) + 0 as 
1x1 + co, it is known, [S], that Ran(G?+) and Ran(P) agree up to a set of 
measure zero. In general, this result does not hold for the non-autonomous 
case. 
From now on, we restrict ourselves to the case where f(x, t) is a central 
force, that is, f(x, t) =g(r, [)(x/r), where g(r, t) is continuous, bounded, 
and differentiable with respect o r. We assume that f(x, t) satisfies (B) and 
(C) and that g(r, t) > 0 for r # 0 with g(0, t) = 0 so that conditions (A’) and 
(D) are also verified. 
LEMMA 2. Let x(t) be a solution of (1) such that its moment of inertia 
satisfies i(t) < 0 (i> 0), for all t; then, as t approaches infinity (negative 
infinity), x(t) converges to some x( 00) E R” and a(t) converges to zero. 
Proof: By the remark following Theorem 4, we know that as t + +co, 
i(t) + 0, and r(t) + r( + 00). 
On the other hand, as in the proof of Theorem 4, we have that 
i.(t)>$$.f(x(t), t)=g(r, t) 
Hence 
I 
cc 
i(s)< - g(r(z), ~1 dT, 
s 
and therefore 
r(t)>r(+orJ)+fmjUg(r(r),T)drds. 
t s 
Since If(x, t)l =g(r, t), the integral fFf(x(s), r) dT converges and it is equal 
to i(s). 
Moreover, the double integral Jy J: f(x(r), r) ds ds also converges and 
x(t)=x(~~)+I~j-f(x(~),~)d~ds. 1 
I s 
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LEMMA 3. Let us suppose that there exists E > 0 such that for each t E R, 
g( ., t) is non-decreasing in [IO, E). Then 
(a) given t, E R, 
B(t,,E)={(q,u)ECI lq(d~andx(t,t,;q,v)ishoundedfort>,t,) 
is a closed set contained in the graph of a ,function v = v(q), with -I: 
monotone, and 
(b) the set Z;(E) = ((x, v) E CT 1 Ix(co)l <E} has measure zero. 
Proqf. Suppose that (q,, vi), (q2, v2)EB(T,E). Let us consider x,(t)= 
46 to;ql, v,), .dt)=x(t, to;q2, u2) and u(t)= Ix,(t)--x2(t)12/2. Then, 
and 
ii= Ii, -.2,(*+(x, -x2). g(r,, t) $-g(r2, t) z 
( 1 
2 Ii, - i212 + (rl - r2Mrl, t) -g(r2, t)), 
where r, = Ix,(t)1 and r2 = Ix2(t)l. 
Since rl, r2 E [0, E] for all t 2 to, this last expression is non-negative. 
Hence, ii 2 0 for all t 2 to. From the fact that u(t) is bounded we conclude 
that C(t) < 0, for all t 2 t. 
On the other hand, if q1 = q2 then u(t,) =0 and therefore u(t) must 
vanish identically. In particular, we have that v, = v2. 
Moreover, since u(t) is non-increasing, we conclude that the function 
u=v(q) satisfies (ql -q2) .(v(q,)-v(q,))<O, which proves that --c is 
monotone. 
Now, E(t,, tz) = B(t,) n ((9, v) E C: 141 GE}, where 
B( to) = ((4, v) E C: x( t, to, q, v) is bounded for t > to 1, 
which is easily proven to be a closed subset of C. This concludes the proof 
of (a). 
Let {tn} be such that t, + co as n + co. It is easy to see that Z~(E) E 
u,“= 1 u(b) --I (B(tn> E)). 
From (a) we know that each B(t,, E) is closed and it is contained in the 
graph of the corresponding function u = vn(q). Therefore B(t,, E) has 
measure zero for every n. 
Since U(t) is measure preserving, we conclude that Zi- (E) has measure 
zero. 1 
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Finally, we present a particular case for which asymptotic completeness 
holds; that is, Ran Q+ = Ran sX’- up to a set of measure zero. We assume 
that the force j(x, t) satisfies the conditions stated at the beginning of this 
section and that g(r, t) = h(r) k(t), where k(t) > 0 for all t. 
THEOREM 5. Suppose that there exists T such that one of the following 
statements holds: 
(i) J?j,“k(T)d d d’ g z s lver es and h(r) is non-decreasing in (0, E,) or 
(ii) j? s? k(r) h ds converges. 
Then L’; has measure zero. 
Proof: In case (i), if (x,, vO) is such that x(t, 0, x0, v,,) is bounded for 
t 2 0 then, by the proof of Lemma 2, we have that 
If(x(z),r)l dtds< 03. 
Since If(+), ~)l=h(r(~))k( ) r we conclude that r( co) = 0. Therefore, 
C; c Z;(E), which by Lemma 3 has measure zero. 
Let us now assume that (ii) holds. Then, the double integral (2) in the 
proof of Theorem 1 converges. Therefore, we can extend Theorem 1 to 
conclude that given any a E R” there exists a unique solution x(t) of (1) 
such that lim,,,f(t)=O and lim,,,x(t)=a. 
Hence the wave operator Q-: C, + .Z can be extended to a function 
s’i-: Z + Z: Moreover, an argument similar to the proof of Theorem 3 
shows that fi- is also measure-preserving. Besides, by Lemma 2, 
Z; = s”i-(!IV x {0}), which has measure zero. 1 
Finally, we state two corollaries which follow from Theorem 5 and from 
thefact thatC=C;uRanO-=,Z’,+uRanQ+. 
COROLLARY 1. If h(r) is non-decreasing in (0, E) then Ran(C)= 
Ran(Q + ) = Z, except for a set of measure zero. 
COROLLARY 2. Zf j? s: k(z) dz ds and jr o. 1: co k(z) dT ds converge, 
then Ran(C) = Ran(Q+ ) = C, except for a set of measure zero. 
As remarked at the beginning of this section the asymptotic ompleteness 
does not necessary hold in the general case, as we show in the following 
example. 
Let us consider the equation 
2 = -VV(x) a(t), 
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where a(t) is a non-negative real valued C =-function such that a(t) = 0 for 
t >, 1 and cl(t) = 1 for t < 0. We assume that the potential V is negative at a 
point x0 and that f(x, t) = -VI’(x) or(t) satisfies the conditions given in 
Section 2. 
For t negative the equation is autonomous and as shown in [4], Cc has 
positive measure. However, for t > I the equation becomes 1= 0 and since 
2, = {(Xo,Y,) l41,0;x,,.Y0)=0) 
has measure zero we conclude that the set A = Ran(O- ) - Ran(Q+ ) has 
positive measure. 
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