The complexity of designing concurrent and highly-evolving interactive systems has grown to a point where system verification has become a hurdle. Fortunately, formal verification methods have arrived at the right time. They detect errors, inconsistencies and incompleteness at early development stages of a system formally modeled using a formal specification language. π-calculus (Milner, 1999 ) is one such formal language which provides strong mathematical base that can be used for verifying system specifications. But (Ahmad & Rahimi, 2008; Rahimi, 2006; Rahimi et al., 2001 Rahimi et al., , 2008 to provide a comprehensive tool for designing and analyzing multi process/agent systems. Open-Bisimulation (Sangiorgi, 1996) concept is utilized as the theoretical base for the design and implementation of the tool which incorporates an expert system implemented in Java Expert System Shell (JESS) (Friedman-Hill, 2003) . DOI: 10.4018/jssci.2012010103 56 International Journal of Software Science and Computational Intelligence, 4(1), 55-83, January-March 2012 Copyright © 2012, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.
INTRODUCTION
The advent of concurrent and multi-threaded programming has led to the development of complex and highly-evolving interactive systems which concurrently run two or more independent, Research on networks of processes where processes are mobile and configuration of communication links is dynamic has been dominated by the π -calculus (Baeten, 2005) . π -calculus is a process algebra introduced by Robin Milner, Joachim Parrow and David Walker (Milner, 1999) , which is derived from CCS, where the only values being passed are names but within the algebra it is possible to encode other data types. π -calculus, as a formal language, can help answer fundamental questions about seemingly disparate issues. It gains simplicity by removing all distinctions between variables and constants; communication links are identified by names, and computation is represented purely as the communication of names across links. More importantly, it provides a strong mathematical base that can be used for verifying system specifications (Sangiorgi, 1996) .
As discussed before, verifying a system involves checking if the system described in a process calculus -in our case π-calculus -behaves according to the design specification. Of central concern in any verification tool is when two terms express processes that have the same observable behavior. The technical basis for the account of behavioral equivalence is the notion of bisimulation (Sangiorgi, 1996) . In theoretical computer science, a bisimulation is an equivalence relation between state transition systems and associating systems which behave in the same way in the sense that one system simulates the other and vice-versa. Intuitively two systems are bisimilar if they match each other's moves. In this sense, each of the systems cannot be distinguished from the other by an observer. Like any other process calculus, the π-calculus has its own set of equivalences namely late and early bisimulation equivalences (Sangiorgi & Walker, 2003) . In late bisimulation, the choice of the value with which to instantiate a bound name is done later than the choice of the derivative, whereas in early bisimulation this order is reversed yielding a coarser early bisimulation. Open bisimulation is a different formulation of bisimulation for π-calculus which is a full congruence and which is strictly finer than the late and early equivalences.
Analyzing and manually verifying a specification of concurrent systems, is a very tedious and error-prone work, especially if the specifications are large and the verification is done manually. Thus, an automated verification tool for π-calculus family of process calculi, is vital for efficient system design and development. Currently, The Mobility Workbench (Victor & Moller, 1994 ) is only such tool that uses bisimulation equivalence checking. It works for systems expressed in Polyadic π-calculus. We have designed the verification tool partially on the lines of Victor and Moller (1994) where the bisimulation checking is done on-the-fly (Fernandez & Mounier 1992) : the state spaces of the two systems in question are generated together, rather than separately, during the construction of the candidate bisimulation relation which equates them.
In this paper, we present our tool for π-calculus family of process calculi, which examines the correctness of a system by comparing its behavior with how the designer expected it to behave. It would become part of the Formal Modeling Methodology for component-based software composition in development by the Software Agent Research Group at Southern Illinois University and will be integrated with the Visualization Tool developed by Raheel Ahmad (Ahmad & Rahimi, 2008; Rahimi, 2003; Rahimi et al., 2002) to graphically design networks of communication processes in a less error-prone way, and the Performance Evaluation module of Rahimi et al. (2011) to provide the user with the necessary tools for component based software composition. The visualization tool is guided by the Reduction tool developed by Rahimi et al. (2008) to perform reductions at each step of the system. The reduction of a system is governed by a set of rules known as reduction rules and a set of axioms known as axioms of structural congruence. As the visualization tool and its reduction tool are already implemented in Java programming language, we design the verification tool on the same lines for easy software in-tegration as well as to take advantage of the Java programming language and its support for external knowledge based rule engine libraries such as JESS.
Bisimulation concept is utilized as the theoretical base for the design and implementation of the verification tool with specific concentration on open bisimulation equivalence (Sangiorgi, 1996) . The main reason for using the definition of open bisimilarity in developing the verification tool is its full congruence and that a bisimulation checking algorithm for late or early bisimulation can be extracted from the open bisimulation checking algorithm.
It is worth noting that the automated open-bisimilarity system discussed in this paper potentially can be utilized in cognitive computing as well. This is because, two programs can be thought of as strongly equivalent or as different realizations of the same algorithm or the same cognitive process, if they can be represented by the same program in some theoretically specified virtual machine (Wang et al., 2011) . In cognitive modeling, the idea of computation as communication has not yet been embraced. Our open-bisimilarity methodology (and more generally π-calculus) would provide a plausible avenue towards cognitive models of strong equivalence. In the advent of distributed computing, this would facilitate, in practice, to construct virtual machines of unprecedented scale with a functional architecture closer to human cognition than before (Wang, 2008) .
The rest of this paper is structured as follows: Section 2 provides some background knowledge on π-calculi and component based software composition. Section 3 talks about the related work in this area, particularly The Mobility Workbench and few ideas borrowed from its research team. In Section 4, the employed verification methodology is discussed and open-bisimilarity and its characteristics are highlighted. Section 5 is technical documentation as it discusses the implementation details, the system architecture, classes created, how they interact and builds their sequence diagram. A real-time output snapshot from the verification tool is presented at http://www.cs.siu.edu/~rahimi/Rias-AppendixA&B.pdf.
BACKGROUND
The presented verification tool works on systems formally modeled using the π-calculus family of process calculi. The π-calculus is a process calculus originally developed by Robin Milner in the late 1980s (Milner, 1989) as an advancement over CCS in order to provide mobility in modeling concurrency. It aims at the challenge of defining an underlying model, with a small number of basic concepts, in terms of which interactional behavior can be rigorously described (Sangiorgi & Walker, 2003) . It is in the family of process calculi that have been used to model concurrent programming languages just as the λ -calculus (Hankin, 2004) . has been used to model parallel programming languages. Central to the π-calculus is the notion of name. Names play the double role of communication channels and variables. Details on π-calculus can be found in Sangiorgi and Walker (2003) .
Reduction Semantics
Central to both the reduction semantics and the labeled transition semantics is the notion of structural congruence. Two processes are structurally congruent, if they are identical up to structure. In particular, parallel composition is commutative and associative. More precisely, structural congruence is defined as the least equivalence relation preserved by the process constructs and satisfying the axioms and rules of equational reasoning enlisted in Sangiorgi and Walker (2003) .
The operational semantics of π -calculus can be listed either as reduction semantics or as a labeled transition systems. The standard way to give an operational semantics to process algebra is through labeled transition system, where transitions are of kind P Q α  →  for some set of actions ranged over by α (Parrow, 2001) , where → is the smallest relation closed under 
the rules in Table 3 . Symmetric versions of the rules Sum, Par, Com, and Close have been omitted.
In addition, alpha-convertible processes are deemed to have the same transition. In other works we could add P P
to the operational semantics of the π-calculus without any restriction.
RELATED WORK
Analyzing and manually verifying a specification of concurrent systems is a very tedious and error-prone task, especially if the specifications are large and the verification is done manually. Without an automated tool, it becomes hard to analyze and verify a system. Though formal verification methodologies, which can prove or disprove a system with respect to certain formal specification, have been around for quite some time, not many automated tools exist to automate the entire process. The Mobility Workbench (Victor & Moller, 1994 ) is one such tool that uses open bisimulation equivalence checking to manipulate and analyze mobile concurrent systems described in the π -calculus. In this section, we will outline the related work done in this area with particular concentration on the Mobility Workbench's features and its working principles.
Hal Formal Method Environment (Ferrari et al., 2003) . The History Dependent Automata Laboratory (HAL) is an integrated tool set for the specification, verification and analysis of concurrent and distributed systems. As can be inferred from the name, the core of HAL is the HD-automata (Ferrari et al., 2003) which are used as a common format for the various history-dependent languages. The HAL environment includes modules which implement decision procedures to calculate behavioral equivalences, and modules which support verification of behavioral properties expressed as formulae of suitable temporal logics. The Table 3 . Reduction semantics for the π -calculus
system to be verified is defined and expressed by π -calculus formalism. The HAL environment allows π -calculus agents to be translated into ordinary automata, so that existing equivalence checkers can be used to calculate whether the π -calculus agents are bisimilar. The environment also supports verification of logical formulae expressing desired properties of the behavior of π -calculus agents. HAL is written in C++ and compiles with the GNU C++ compiler (the GUI is written in Tcl/Tk). It is currently running on SUN stations (under SUN-OS) and on PC stations (under Linux). Jack (Bouali et al., 1994) . Just Another Concurrency Kit (JACK) is a new verification environment defined to deal with reactive systems. It provides a general environment with series of functionalities including the formalization of requirements, rewriting techniques, behavioral equivalence proofs and logic verifications. It has been built by integrating separately developed tools and they exchange information through a text format called FC2. The properties of the system specification are described using ACTL and model checking of ACTL formulae on the specification is performed in linear time (Ferro, 1994) . A π-logic formula is satisfied by a π-calculus agent P if and only if the finite state ordinary automaton associated with P satisfies the corresponding ACTL formula. The translation of a formula is thus not unique, but depends on the agent P . Specifically, it depends on the set S of the fresh names of the ordinary automaton associated with the agent P . Truth (Leucker & Tobies, 1998) . TRUTH is a verification tool developed by the modeling concurrent systems group at the University of Technology Aachen. As with any verification tool the main task of TRUTH is answering whether a specification satisfies a given property. The specification is defined in CCS and Labeled Transition Systems (LTS) are used as the semantic domain. But using an LTS creates the problem of state space explosion. This is taken care of in this tool by sharing common data via hashing and by generating the model only on demand. Our verification tool has partially borrowed this idea of on-the-fly implementation. The Mobility Workbench (Victor & Moller, 1994) . The Mobility Workbench (MWB) is a tool for verifying if two processes are similar (bisimulation equivalences). It was written mainly by Björn Victor of the Department of Computer Science at Uppsala University, as a licentiate thesis (Victor, 1994) and implemented in a Standard ML environment (Milner et al., 1990) . This tool implements algorithms of Victor (1994) to decide the open bisimulation equivalences of Sangiorgi (1996) which is defined in Definitions 9, and 13, for agents in the polyadic π-calculus with the original positive match operator. The algorithm is based on the alternative efficient characterizations of the equivalences described in Sangiorgi (1996) and Frendrup and Jensen (2001) . More importantly it generates the state space on the fly (Fernandez & Mounier 1992) .
Normally, any bisimulation checking algorithm would separately generate the state space of the systems involved and then invoke the necessary algorithm and model-checking logic on it to try to distinguish the two start states. But, this technique is in-applicable in case of π -calculus because of the name instantiation problems. Let us look at the example from Victor and Moller (1994) . ( ) . Now, no matter how the state space of Q x ( ) is generated it cannot be equated or compared with above state space of P x ( ) , as its first transition cannot instantiate y to x, due to the appearance of x in the ensuing process. Thus, to match these two states, the state space of P x ( ) and Q x ( ) must be generated together during the construction of the candidate bisimulation relation which equates them (Victor & Moller, 1994) . We have designed the verification tool partially on the lines of this on-the-fly methodology. We refer the reader to Victor and Moller (1994) and Victor (1994) for extensive treatment of the formal framework of the tool. Having said this, we will now talk about how the MWB algorithm works in the absence of distinctions, from a higher level perspective.
Given two agents P and Q and a relation S , it checks if ( , ) P Q is already in the relation. If the relation exists between P andQ , then it returns the relation unchanged. Otherwise, for each transition P makes, it finds a transition that Q can make such that the conditions are matched appropriately and the actions are equivalent under the substitution σ induced by the first, larger condition. It then makes the transition instantiate the same bound name (alpha-converting the derivatives), and adds that P and Q into the relation. Now, it applies the substitution to the derivatives and recurses over them using the extended relation. If this fails, the recursion tries with the next transition of Q or returns a relation relating the two derivatives which will be used in the subsequent recursive calls. Now when all transitions of P are matched byQ , it matches each transition of Q with P and repeats the above procedure. In the more general case, distinctions are handled in a suitable fashion.
Our verification follows a similar logic but it also takes distinction into consideration while building the state spaces. It is worth mentioning that there are some other methodologies (Lucchi & Mazzara, 2007; Norman et al., 2009; Abadi et al., 2007; Ryan & Smyth, 2011) , which are introduced recently to provide stepping stones toward automated process validation.
VERIFICATION METHODOLOGY
Formal verification is the act of proving or disproving the correctness of a system with respect to a certain formal specification or property, using formal methods of mathematics. By correctness, we mean a formal system has a formally stated property and that it is behaving according to the designer's intentions. The verification of a system is done by providing a formal proof on an abstract mathematical model of the system, the correspondence between the mathematical model and the nature of the system being constructed. It is logical at this point to ask why we need formal verification when we have software testing already in place. Software testing alone cannot suffice to tell if a system has certain property or prove that it does not have a certain defect. Only the process of formal verification can prove that a system does not have a certain defect or that it does have a certain property. It is impossible to prove or test that a system has no defect since it is impossible to formally specify what no defect means. All that can be done is to prove that a system does not have any of the defects that can be thought of, and has all of the properties that together make it functional and useful.
There are basically two separate approaches to formally verify a system. They are Model Checking and Logical Inference.
Model Checking. Model checking is a method to algorithmically verify formal systems. This is achieved by verifying if the model, often deriving from a hardware or software design, satisfies a formal specification. It consists of performing a systematically exhaustive exploration of the mathematical finite model. Usually this consists of exploring all states and transitions in the model, by using smart and domain-specific abstraction techniques to consider whole groups of states in a single operation and reduce computing time. It is a significant recent development in the area of formal verification and the model checking tools are routinely used in industrial applications. Logical Inference. It consists of using a formal version of mathematical reasoning about the system, usually using theorem proving software such as the HOL theorem proofer. This is usually only partially automated and is driven by the user's understanding of the system to validate.
Our verification methodology is based on model checking. It is also important to distinguish between verification and validation as they are complementary concepts which have the tendency to be used interchangeably. Verification refers to the process of checking if a system conforms to the design specifications. It consists of both static and dynamic parts, where for example to verify a software source code against a set of test cases, the code is a static part and the test cases are the dynamic counter parts. Validation on the other hand is a complementary concept which checks if a system behaves as the user wants it to. It is informal as it compares behavior of the system against the human expectations. Contrary to verification, it can only be done dynamically.
Bisimulation
Of central concern in any verification tool is when two terms express processes that have the same observable behavior. Thus, given a system, one can equate it with the design specification to check if it is behaving in accordance with the designer's intentions or not. For two system descriptions (agents) to have an equivalence relation they must be able to imitate each others' actions, step by step, and continue to be equal after each step (Sangiorgi & Walker, 2003) .
The technical basis for the account of behavioral equivalence is the notion of bisimulation. In theoretical computer science, a bisimulation is an equivalence relation between state transition systems, associating systems which behave in the same way in the sense that one system simulates the other and vice-versa. In the process algebra community, bisimulation is probably the most common mathematical idea utilized to set the behavioral equivalence on processes. It is also one of the most stable and mathematically natural concepts developed in concurrency theory (Milner et al., 1990) . Two π -calculus terms will be deemed to express the same behavior if they are bared congruent, that is, when the terms are put into an arbitrary π -calculus context and compared using the appropriate bisimulation technique, no difference can be observed. (1)
Definition 1 (Substitution)
In other words, substitution is a simultaneous substitution that maps every free occurrence of a name x i to y i for all i n ∈ { , ,..., } 1 2 . Application of substitution to a process P is written as Pσ.
Definition 3 (Ground Bisimulation) A symmetric binary relation S between process terms is a ground bisimulation if whenever ( , ) P Q S ∈ then
The relations is symmetric because S is ground bisimulation if S and S −1 are ground simulations. From the definition of ground bisimulation we can easily define the notion of ground bisimilarity.
Definition 4 (Ground Bisimilarity) The processes P andQ are ground bisimilar, written P Q g , if there exists a ground bisimulation S such that ( , ) P Q S ∈ .
Thus, processes P and Q are ground bisimilar if P can perform an action α and become P ' then there exists some Q ' such thatQ can also perform the same action α and become Q ' and P ' and Q ' are ground bisimilar themselves and vice versa forQ in P .
But, ground bisimilarity is too simplistic to be applied to π-calculus because of the problem of name instantiation. Name instantiation plays a major role in π-calculus. Moreover, ground bisimilarity is not preserved by the parallel composition operator because of its total ignorance to name instantiation. Consider for example the following two processes:
These two processes are clearly ground bisimilar ( P x Q x g ( )~( ) ) based on the Definitions 3 and 4 as P x ( ) andQ x ( ) after performing the initial x y ( ) input action can do nothing and behaves as an inactive process. But, when each of the above processes is run in parallel with xz, they exhibit completely different behavior, as in P x ( ) the match returns true, resulting in the firing of the action zz . But in Q x ( ) silent action fires and then it behaves as an inactive process 0.
To overcome this problem, a different clause of bisimulation equivalences was introduced in Milner (1999) which are preserved by the parallel operator. They were late bisimulation and its counterpart early bisimulation (Sangiorgi, 1996) as defined in the following definitions.
Definition 5 (Late Bisimulation) A symmetric binary relation S between process terms is a late bisimulation if whenever ( , )
and
where α =ab or τ and bn
The relations is symmetric because S is late bisimulation if S and S −1 are late simulations. From the definition of late bisimulation we can easily define the notion of late bisimilarity.
Definition 6 (Late Bisimilarity) The processes P andQ are late bisimilar, written P Q L  , if there exists a late bisimulation S such that ( , ) P Q S ∈ .
Thus processes P and Q are late bisimilar if P can perform an input action a x ( ) and become P ' then there exists some Q ' such thatQ can also perform the same action a x ( ) and become Q ' and for each name b , P b x '{ } and Q b x '{ } are late bisimilar themselves and vice versa for Q in P . If P performs an action α ≠ a x ( ) then for P and Q to be late bisimilar the definition is same as the ground bisimulation (3, 4).
As an example of late bisimilarity, consider the processes a x by ( ). | . 0 0 and a x by by a x ( ). . . ( ). 0 0 + . It can be easily seen from the Definition of 3 and 4 that these two processes are late bisimilar (  L ). It is termed late bisimilarity as the choice of value ofb with which to instantiate the bound name x is done later than the choice of the derivativeQ ' . If the order of the quantifiers in clause 4 and 6 are reversed we get early bisimulation as defined below.
Definition 7 (Early Bisimulation)
A symmetric binary relation S between process terms is a early bisimulation if whenever ( , )
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The relations is symmetric because S is early bisimulation if S and S −1 are early simulations. From the definition of early bisimulation we can easily define the notion of early bisimilarity.
Definition 8 (Early Bisimilarity) The processes P andQ are early bisimilar, written P Q E  , if there exists a early bisimulation S such that ( , ) P Q S ∈ .
Thus processes P and Q are early bisimilar if P can perform an input action a x ( ) and become P ' then for each name b , there exists some Q ' such thatQ can also perform the same action a x ( ) and become Q ' and P b x '{ } and Q b x '{ } are early bisimilar themselves and vice versa forQ in P . If P performs an action α ≠ a x ( ) , then for P and Q to be early bisimilar the definition is same as the ground bisimulation (Definition 3).
Though both late and early bisimulation are preserved by the parallel composition, they still suffer from the same problem of ground bisimulation as they are not preserved by all π -calculus operators. Consider the processes P x ( ) and Q x ( ) used in the example of ground bisimulation. In addition, using the aforementioned definitions of late and early bisimulation, it is hard to give an efficient algorithm for checking the bisimilarity between processes because of the problem of name instantiation. Consider a process P with a transition P P a x ( ) '  →  to explore transitions from P ' we have to examine all the possible substitutions of x in P ' and there are infinitely many such substitution. Thus, these bisimulations are not closed under the constructor input prefix and substitution and thus are not Congruence's. What we need is an equivalence relation which is a full congruence.
Open Bisimulation Equivalences
Bisimulation as congruence is a very desirable feature of a calculus for distributed, concurrent processes (Sangiorgi & Walker, 2003) . For instance, if any of the aforementioned bisimilarity relations equate the inert process (which does nothing) with a process that waits to read on channel x and then terminates (perhaps because no other process is around to write on channel x , and so also this process is stuck), we can be sure that in this case bisimilarity is not a congruence. In fact, when both processes are composed in parallel with another process which writes on channel x , we obtain two processes which behave differently: The first remains inert because the inert process does not read channel x , thus the writer is stuck altogether, while the second is composed by a reader and a writer for x , and therefore, it may perform a computational step where the two components exchange a value on x . So we cannot safely replace under every context the inert process with a process that reads on a channel and then stops. Thus, we can easily see the huge benefits of bisimulations which is congruence.
Thus, we proceed towards such a bisimulation relation and use an alternate definition of bisimulation known as open bisimulation introduced by Sangiorgi (1996) . To begin with, consider the sub calculus without the restriction operator.
Definition 9 (Open Bisimulation) (Sangiorgi, 1996) A symmetric binary relation S between process terms is a open bisimulation if whenever ( , ) P Q S ∈ then for each substitution σ from names to names,
The relations In open bisimulation the name instantiation is moved inside the definition of bisimulation, thus the clauses 4 and 5 for late bisimulation and 8 and 9 for early bisimulation collapses into one. While the early equivalence instantiates a bound name at the synchronization and late equivalence instantiates it just after the synchronization, the open equivalence does not instantiate names until it can no longer be deferred. This leads to a uniform treatment of names as variables where names play a dual role of constants and variables in the late and early bisimulation. More importantly, this relation is a full congruence and strictly finer than the previously mentioned equivalences.
Though ~O is full congruence for the restriction-free subcalculus, it loses its congruency when placed in the context of restriction in the full calculus. To illustrate this, consider the following two processes taken from Sangiorgi and Walker (2003) . . / + . But we do not want to distinguish between P x ( ) and Q x ( ) as bounded names z and w cannot be instantiated to the same name in any π -calculus context. Thus, the above definition of open bisimilarity is adequate only for the sub calculus without restriction. In order to handle restrictions, we need a strong equivalence which is full congruence even with restriction in the full π -calculus. Before we define such equivalence, we need to introduce the concept of distinction into the context. Distinctions prevent substitutions to fuse two names that were assumed to be different at some point. This is particularly useful in handling restriction as a restricted name is different from all other known names. We will define a strong open bisimulation relation which is a full congruence and strictly finer than the aforementioned equivalences. To define strong open bisimilarity, we need the notion of distinction-indexed relation first.
Definition 12 (Distinction-Indexed Relation) (Frendrup & Jensen, 2001) A distinction-indexed relation S is a set { } S D D of relations S D over π -processes, where D ranges over all distinctions. Definition 13 (Strong Open Bisimulation) The largest family of symmetric binary relation S
between process terms is a strong open bisimulation if whenever ( , ) P Q S D ∈ then for each substitution σ which respects D written as Dσ , One thing that has to be noted is that the definition of strong open bisimulation involves the usage of quantification over substitutions respecting D . The only drawback to this is that with the increase in the size of the relations needed to define a bisimulation, the work to check that a relation satisfies the definition would also increase. Sangiorgi talks about an efficient characterization of ~O D in Sangiorgi (1996) where any quantification over substitution is avoided. But, only few of the D -bisimulation are large relations and with enough system memory and given sufficient time even in this case, we can still obtain results in finite amount of time. We leave for future work the deployment of the efficient characterization of Sangiorgi (1996) . We employ the definition of open D -bisimilarity in our design of the verification tool because of the aforementioned advantages. More importantly, using open D -bisimulation it would suffice to consider a single fresh input to establish the equivalence. Any other instantiation occurs only if it needed to perform communication along that name. This prevents the explosion of the number of process pairs to check which is vital in development of any verification tool. In addition, it is a full congruence and it is the largest ground bisimulation that is closed under substitution (Sangiorgi & Walker, 2003) . It is also preserved by the input prefix. Moreover, the average complexity of checking strong open bisimulation is expected to be substantially lower than those of late and early bisimulations (Victor, 1994; Sangiorgi & Walker, 2003; Boreale & De Nicola, 1994) . Another interesting aspect of ~O D is that the axiomatisation for finite terms is fairly simply. As discussed in Section 1, the bisimulation checking algorithm for late and early bisimulations can be easily extracted from the strong open bisimulation counterpart. Thus, given two processes P and Q and a set D of distinctions, the verification tool employs the definition 13 recursively following the steps enlisted in Section 3.4 to find open D -bisimi-larity among these processes. Again as discussed in Section 3, the state space of the processed involved are generated on-the-fly to take care of the problems emanating from name instantiation.
Section 5 will discuss the system architecture of our verification tool. We will mention why Java was chosen as the language of choice and how its deficiency for reasoning is overcame by integrating Jess rule engine library. In addition, the input syntax followed by the entire workflow along with the classes used, class structure, class diagrams, the rule engine architecture, and sequence diagrams are discussed.
IMPLEMENTATION DETAILS
Verification is a formal method intended to check or prove if a formal system has a formally stated property (Victor, 1994) . A verification algorithm or tool, given enough time and memory, will eventually terminate with the answer yes or no stating if a system is working correctly or not. A software-design for such an automated verification tool or any other tool for that matter should encompass cross-platform compatibility considerations in its design specifications, to seamlessly be available across varying operating systems running on dissimilar architectures without any pre-compilation restrictions. With this requirement in consideration, this verification tool, which checks for open bisimilarity among given processes, is written entirely in Java programming language to take full advantage of its portability and its inherent qualities to support cross platform implementation.
Reasoning Capability
Reasoning is the most basic but vital module of verification. Each input agent/process has to be parsed and reasoned against a knowledge base to determine its authenticity and to make inferences of it. Conventional programming languages are designed and optimized for manipulation of data such as numbers and arrays. Reasoning often involves very abstract, symbolic approaches to problem solving and manipulation, which are not well suited for implementation in conventional languages.
Although abstract information can be modeled in languages such as Java, considerable programming effort is required to transform the information to a usable format. Java as such, does not include the reasoning capability. Since rule-based programming is one of the most com- Figure 1 . Binary tree representation of a process monly used method for developing expert systems, incorporating an expert system shell which is cross-compatible with Java programming language, would be a feasible alternative. There are two main ways in which Java code can be used with Java Expert Systems Shell (Jess): either Java can be used to extend Jess, or the Jess library can be used from Java. The latter approach is adopted in our proposal. In our system the reasoning capacity is build using Jess which is a rule based engine and scripting environment written entirely in Java (Friedman-Hill, 2003) .
Jess uses an enhanced version of the Rete algorithm to process rules and can directly manipulate and reason about Java objects. The Rete algorithm is an efficient pattern matching algorithm for implementing rule-based systems. A Rete-based expert system builds a network of nodes, where each node (except the root) corresponds to a pattern occurring in the left-hand-side of a rule.
Rules are used to represent heuristics, or "rules of thumb," which specify a set of actions to be performed for a given situation. A rule is composed of a <if> portion and a <then> portion. The <if> portion of a rule is a series of patterns which specify the facts (or data) which cause the rule to be applicable. The process of matching facts to patterns is called pattern matching. The expert system tool provides a mechanism, called the inference engine, which automatically matches facts against patterns and determines which rules are applicable. The inference engine selects a rule and then the actions of the selected rule are executed; it then selects another rule and executes its actions. This process continues until no applicable rules remain. The path from the root node to a leaf node defines a complete rule left-hand-side. Each node has a memory of facts which satisfy that pattern. 
Input Syntax
The central point to the working of the verification tool is a binary-tree. A binary tree is a tree data structure of connected acyclic graph in which each node has at most two children. For each input process and its corresponding sub-processes, a binary tree is constructed from scratch. Building a tree structure helps in efficient parsing of processes. With each process represented as a binary tree, the tool completes the walk-through of the tree, identifying the action, the verbs and names of each of the processes, fast enough to speed up the execution time of the verification process.
The verification process is initiated by invoking the Checker program as java com.Checker <input_file> [distinctions] D = ϕ The verification tool supports the following operators: SUM, PAR, DOT, and MAT. Among these, SUM always takes the highest priority, followed by PAR and DOT. SUM → PAR → DOT SUM, PAR and DOT are of particular interest as they always work on two operands. MAT operator is a three operand operator where the first and second operators qualify for the <if> conditional part and the third operand, which can be an action, an operator or a process itself, forms the <then> part of the <if> statement.
Before a tree is build for a given process, the MAT condition is evaluated by checking the first two operands against D for their equivalency. If found equivalent, the third operand is di- Figure 3 . Action class diagram rectly loaded onto the tree. If the match fails, the operator as a whole is loaded onto the tree by the parser. This is done to reduce the amount of inter-class communication. Without this methodology, the Checker class would end up performing the matching operation by itself and would have to modify the tree by calling the parser again. Unnecessary inter-class communications creates class dependencies which results in tight-coupling among the classes involved. Our scheme removes this tight coupling and makes any future upgrades and maintenance more straightforward.
Each process to be verified has to be formally defined, following the Jess rule engine specification for defining a template as follows:
(process (slot name) (multislot verbs) (multislot data))
Templates do not create any facts, but rather the form which facts can take. Every time a fact of this type is created, it contains the slots specified in its definition, each of which can contain a value and can be accessed by name. Multislot names can hold multiple values.
Consider the following process expressed in π -calculus: The parser scans the input from left to right. The first encountered SUM gets the highest priority among other operators and is placed as the root of the tree with name P, having its parsed left hand side as its left node and parsed right hand side as its right node. As can be seen from Figure 1 , the MAT condition gets evaluated by the parser and its third operand gets loaded onto the tree as ( , )
x y which is not part of the D relation. 
System Architecture
The entry point to the verification tool is the Checker class which serves as the master and runs the tool and spawns other utility classes as needed and calls their appropriate methods to initiate and sustain the verification process to its completeness.
Checker Class: The Checker initiates the verification process by reading the input file, scanning it and making sure the Jess engine is ready, before spawning new Parser object. As can be seen from Figure 2 , it has 5 protected methods and 11 private methods. Among the private methods, we have methods which are served by their corresponding helper methods for example getSilentNodeList() is served by getSilentNodeListHELPER(). The helper methods aid its parent method in processing information and returning requested data. The Checker class uses the four utility classes which serve as the building blocks of the tool namely Action, Node, Tree, and Parser. Each of these classes is very specific and important to the whole verification process. Action Class: Action class represents an action that a process can perform. This class follows the standard javabeans specification where for each private member variable, their corresponding public getter method -which returns the variable -and a corresponding setter methodwhich sets the variable to the passed-in value -are specified. As shown in the class diagram of Figure 3 , it has four private variables: verb -representing the action that a process can perform, param1 -the channel used by the process, param2 -data that will be passed over that channel and conditionalAction -which in most cases is null, except when MAT action occurs, where in the conditionalAction there is the action that would occur if the MAT action passes. It also has four overloaded constructors and public getter and setter methods. Node Class: The Node class represents the individual nodes that make up the Tree class ( Figure  4 ). On the lines of Action, this also follows the standard javabeans specification where for each private member variable, their corresponding public getter method -which return the variable -and a corresponding setter method -which sets the variable to the passed-in value -are specified. The data portion of the class holds either the String description of the Node or an Action object but not both. "location" indicates if the node is placed to the left hand side of its parent or to the right hand side. Tree Class: The Tree class represents the tree structure of an input process ( Figure 5 ). The object is vital to the verification process as it serves as the source upon which traversal and parsing is performed. It has a Node object acting as the root of a tree and a String object representing the name of that tree, as its attributes and their corresponding getter and setter methods. In addition, it also has methods to retrieve and set the data contained in the root, as well as methods which would return the left node and the right node of the root. Moreover, it includes overloaded insert methods which insert a node to the left or right of another node and replace methods which swap the left or right child of a node in any branch with a different one. The printTree() method prints the tree in top-down fashion. Parser Class: The Parser class, Figure 6 , serves the most important part in verification. It systematically receives process definitions and parses it left to right by asserting the process definition into the jess engine. It then builds a Tree definition for the input process and returns it. The parse() method implements this. The findLeftSubTerms() and findRightSubTerms() are recursive functions which aid in building the left sub-tree and right sub-tree respectively. Once the tree is complete, the parse() method calls the setLeafNodes() method which in turn calls createAction() method to replace the nodes of the tree containing String representation of the data with their corresponding Action object representation.
Termination Condition
The open-bisimulation is by itself recursive in nature. For any recursive procedure, a termination condition has to be in place to get the result in a finite amount of time and also to make efficient utilization of the limited system resources and more importantly to avoid endless loops.
Definition 15 (Inactive Transition):
On performing an action, if a process P can make a transition and become a process Q which can neither make any further transitions nor can perform any silent operations and cannot branch out then such a transition is termed an inactive transition. Definition 16 (Inactive Process): A process which can neither make any transitions nor can perform any silent operations and cannot branch out is termed an inactive process. In other words, a process resulting from inactive-transition is an inactive process. Definition 17 (State space): State space is the tuple ( S T S I , , , ∆ ), where • S is a set of states.
• T is a set of structural transitions.
• ∆ ⊆ × × S T S is a set of semantic transitions or edges • S I is a set of initial states. It satisfies S S I ⊆ and S I ≠ ø A state space in its basic form, consist of all states that a system can reach, and all transitions that system can make between those states. Often we include only those states that system can reach during an execution that starts in an initial state.
The recursion will exit for the current.t: a) If a process cannot perform all the actions that the other process can perform. b) If each of the two processes have only one action in their state space and by performing that action, each become an in-active process. c) If the processes can perform more than one action or has more than one transition in its state space, and if one process leads to an inactive-transition by performing an action α and none of the transitions of the other process, obtained by performing an action β that simulates the action α of other process, are inactive-transitions. d) The entire recursion runs to its completeness.
The first condition states that if a process cannot perform all the actions that the other process can perform, it is concluded that they are not open D-bisimilar and recursion is stopped. The second condition states that if only one action is possible for each of the processes and the resulting processes from the transition cannot proceed any further, it is logical to stop the recursion process and conclude that they are open D -bisimilar for the current iteration, as both cannot branch out any further. The third condition is by itself a derivative of the first and if it is met then it can be safely concluded that the processes are not open D -bisimilar for the current iteration and the recursion is stopped. The final condition would be met if none of the above conditions are met and the recursion runs to its completeness and it is concluded if the processes are open-bisimilar.
Work Flow
As mentioned before, the open-bisimulation verification process is recursive in nature. To implement any recursive behavior, a set of termination conditions have to be in place so task completion in a finite amount of time is possible. The verification tool will strongly adhere to the aforementioned set of termination conditions as recursion sometimes has a tendency of running to infinity without a valid termination condition.
The verification process is initiated by running the Checker class with the input file (input. dat) which contains the processes (agents) to be compared and a set of distinctions, D , supplied as run-time parameters. Checks are made to ensure the validity of the input file and the distinctions.
The Checker immediately springs into action by scanning each line of the input file which corresponds to individual process definition, and populates the corresponding Vector object. Once the vectors are pre-populated with the process definitions, a call is made to the Jess rule engine by creating a new Rete object. The engine is then reinitialized by calling the clear() method. The set of bisimulation rules are loaded into its knowledge base by loading the bisimulation. clp script. These are the set of rules which facilitate the understanding of the process structure Figure 7 . UML sequence diagram -phase I and de-ciphering each operation/action the processes can perform and fire accordingly. Once the rules are loaded, the runtime memory is reset and all non-globals are cleared from the global scope. The initial-facts are then asserted.
As mentioned before, constructing a binary-tree representation of each input process is vital for efficient parsing of the processes. Thus, for each process scanned, a new Parser object is spawned and the parse() method is called. The actual bisimulation begins here. The parser then spawns corresponding Tree, Node and Action objects and calls their corresponding methods as described below and as depicted in the Unified Modeling Language (UML) sequence diagrams in Figure 7 .
The UML sequence diagram helps to clearly and succinctly understand the behaviors and interactions between classes and interfaces in this application. It illustrates the chronological sequence of messages between instances in an interaction. The interaction is represented by lifelines and the messages that they exchange over time. A lifeline represents a connectable element of the enclosing classifier, including inherited properties or parameters, and describes how each instance participates in the interaction over a period of time. Each instance in an interaction is represented by a lifeline.
Figure 8. UML sequence diagram -phase II
As can be seen from Figure 7 , each scanned process gets asserted into Jess and the rule engine starts. The corresponding rules fire and each process is parsed from left to right. The highest priority operator is captured and its left hand side (LHS) and its right hand side (RHS) is identified. After this initial identification, a new Tree object is created with the highest priority operator as its root and new Node objects are spawned corresponding to the LHS and RHS identified. These nodes are then inserted as the left child and right child of the root, respectively. The left node is then scanned by the findLeftSubTerms() recursive method which checks if the left node has any further operators. If so, left node gets asserted into the rule engine and its operator, LHS and RHS are identified and nodes created accordingly. The LHS is now replaced by the node corresponding to the operator and LHS and RHS becomes its own left and right child respectively. This recursive process is repeated for the right child by calling the findRightSubTerms() method.
This process continues by branching out the tree into left and right branches until the leaf nodes are null. Now, for each leaf nodes, corresponding Action objects are created and replaced with the string actions. While creating the Action objects, if a MAT operator is found, the match condition is evaluated against the set of distinctions and if the condition passes, the action object is created with the <then> part of the action else the entire action string with the MAT operator is casted as a action object. The second phase of the open-bisimulation checker begins as depicted in Figure 8 . Note that there are three lifelines for the Checker class itself but they are all the same instances of the class. This is done to clearly model the method calls, as the checker class has many complicated methods and depicting all these interactions on a single timeline would make the figure bloated and indecipherable.
As can be seen from the sequence diagram in Figure 8 , once the tree is returned to the Checker, the recursion check is initiated. For each input process, a call to constructStateSpace() method is made which gets the set of leaf nodes from the tree representation of the process by performing an In-Order-Depth-First-Search traversal of the tree. Each of these leaf nodes are in turn passed to constructStateSpaceHELPER() which in turn calls buildStateSpace() which builds and returns the state space transitions of each node of the tree.
It is a recursive method, which traverses the tree scanning each nodes parent for any operator and creates the complete state space transitions associated with the node. The returned state space transitions are stored as a hash table whose keys are actions and whose values are the transitions resulting by performing the actions. Once the above step is complete, the set of silent transitions that the node can perform is discovered. Initially, the set of all nodes which can possibly be part of any silent transitions are collected. The PAR operator is given utmost importance in this discovery operation, as a TAU can result if one child of PAR can perform a send action and the other a receive action over the channel which are part of the distinction and can be substituted for each other. While creating a list of nodes that can perform silent operation, the silent node list is stored as an Array list of length 10. Thus, at most 10 SUM operations can be present in the process and the silent node list will be created for each of these 10 branches. This restriction is large enough to accommodate a complex system but it can be increased as the system becomes complex and needs to deal with more complex processes. The tree is traversed in top-down fashion scanning for possible silent operations in each sub tree headed by SUM.
With the state space transitions of each of the input process in hand, a call to openBisimulation() method is made, which checks to determine if for all the actions that the first process can perform the other process is also able to perform similarly and yield a transition and vice versa. Only if this method returns true, the processes are taken into the next step in recursion, otherwise, the recursion ends and it would be concluded that the processes are not open D -bisimilar. If one process cannot simulate the action of the other, it can be neither bisimilar nor open-bisimilar. If the method returns true, recursion starts.
For each action, α , that a process P can perform and for each corresponding action, β , that process Q can perform to simulate α , the termination conditions of the two processes are checked initially to determine when the recursion should be stopped. The conditions are discussed in an earlier subsection. If at least one of the four termination conditions is satisfied, the recursion will exit itself. This is a very important and attractive feature of this tool as it reduces the usage of vital system resources. In particular, the memory of the executing system while continuing the recursion to its completeness, without giving careful consideration to the termination conditions, will face memory logs, especially if the compared processes are large and complex. If the first three conditions fail, the recursion is carried over to the next step to check for the fourth condition as this condition will only be satisfied if the recursion runs to its completeness. Thus, for the processes P and Q which can simulate each others' action, two new sub processes are created representing the processes which P and Q would transfer to after performing the action α .
A call to the Parser is made with the newly generated sub processes and its corresponding tree structure is obtained. The Jess rule-engine comes into the picture again. It is reset to clear the working memory and asset the initial facts into the memory. Call to recursion is made with the new trees while constantly checking the termination conditions. It should be noted that the set of distinctions, D , also apply for the sub processes. If the recursion test returns false, it can be safely concluded that as it is pointless to proceed with the second simulation if the first one has failed. Thus, the system execution time is reduced.
Tool Verification
To verify and examine the functionality of this tool, at the initial stage, it was tested on 20 sets of processes. The goal was to come up with a variety of processes that cover most of pi-calculus grammar. The accuracy of the evaluations was 100%. As an example of the software operation consider the following two processes P and Q defined in π -calculus terms as follows: as P can perform a silent operation τ as x and y can be substituted for each other as they are not distinct, while Q cannot simulate the silent action. However, when distinction is introduced as ( , )
x y D ∈ implying that x and y cannot be substituted for each other, the two process are open D -bisimilar P Q O x ỹ{ , }
, as P cannot perform the silent operation τ and so is Q .
To verify the solution, the processes P and Q are modeled as follows and given as input to the verification tool.
Process 1: (process (name P) (verbs SEND x,m PAR RECV y,n) (data m n)) Process 2: (process (name Q) (verbs SEND x,m DOT RECV y,n SUM RECV y,n DOT SEND x,m) (data m n))
The tool output for case 1 which gives the output snapshot when distinction is empty is "not-bisimilar" and for case 2 when the distinction includes x and y is "bisimilar." Because of the space constraint, the complete output snapshot as obtained by running the tool on these two processes is posted at [Rishat] .
CONCLUSION AND FUTURE WORK
In this paper, we have presented a successfully designed and implemented formal automated verification tool for π -calculus family of process calculi which is based on open-bisimulation equivalence checking. As discussed earlier, manually analyzing and verifying a specification of concurrent systems, is a very tedious and error-prone job, especially if the specifications are considerable. This calls for a formal verification tool which can automate the verification process and paves the way for efficient and productive software development cycle. However, such formal automated verification tools are rare. Our tool tries to fill in this gap and provides an automated working framework which greatly eases the work of software testers.
We have used the definition of strong open bisimulation in our implementation as open D -bisimilarity is a full congruence and its axiomatisation is simple. The verification methodology is implemented using Java programming language with reasoning capabilities provided by the Jess rule engine library. To demonstrate the working of our implemented verification tool we tested the tool on multiple examples and verified that the outputs obtained are correct. The output snapshots are provided in Appendix A of Rias (http://www.cs.siu.edu/~rahimi/RiasAppendixA&B.pdf).
This tool provides a solid backbone for automated verification process but it is still in its initial version. It checks only for strong open bisimulation equivalences. The integration of the weak open bisimulation equivalences should be further investigated and its efficient characterization should be studied. In addition, to harness its wide ranging potential, it has to be integrated with the visualization tool, performance evaluation tool and the reduction tool of the our Software Agent Research Group (mentioned earlier) to provide a comprehensive toolbox for component based software composition. This would help to reduce the production costs and the time to manufacture new software applications. As mentioned earlier, the definition of strong open bisimilarity uses the notion of quantification. Although our approach to verification is sufficient enough to analyze real time systems, larger D -bisimulation relations do exist and the average response time to work on these relations would be high. Thus, the other direction for the future work could be to incorporate the notion of "efficient characterization" defined in (Sangiorgi, 1996) , where any quantification over substitution is avoided. This way, the response time of real time verification and analysis can be greatly improved.
