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A B S T R A C T
The understanding of the electrical properties of organic semiconducting materials is crucial for
achieving efficient and stable devices. While organic light-emitting diodes (OLEDs) already suc-
ceed as industrial consumer products in displays, organic solar cells (OSC) are still a step behind.
Yet both technologies share the common potential of low-cost mass production of light-weight,
flexible opto-electronic devices making them attractive for a wide range of applications.
The electrical function of both OLEDs and OSCs is governed by the physical processes of charge
carrier injection/extraction, transport, recombination, light absorption and emission. The assess-
ment of these processes requires a thorough understanding of the related material and device
parameters.
Establishing reliable measurement methods and numerical models to determine these parame-
ters is crucial for the organic semiconductor industry. 30 years after the invention of OLEDs still
new active and functional materials are being developed and devices are being optimized.
In this work we present a novel synoptic approach that combines a variety of electrical charac-
terization techniques in the steady-state, transient and ac-mode. The use of complementary tech-
niques and analytic methods as well as the qualitative analysis of signatures in the data allows
us to draw conclusions about the underlying physical processes as well as to determine specific
material parameters. Hereby the various measurements are only comparable because they can be
performed with the same measurement setup in a short time and under the same environmental
conditions.
By marrying this combinational measurement process with numerical drift-diffusion device
simulation we are for the first time able to model the whole range of electrical experiments. This
enables us to evaluate the reliability of common parameter extraction routines and examine their
limitations. In fact, we find that the most accurate and reliable way to determine the set of material
and device parameters is a global fitting routine of the full range of measured signals with a drift-
diffusion simulation.
It can be advantageous for parameter extraction to fabricate dedicated devices where only one
carrier type is present, thereby avoiding recombination and other bipolar charge transport effects.
Here, we demonstrate that bilayer OLEDs comprising a polar electron transport layer show a
voltage regime where only holes are present in the active layer. Such devices are therefore an easy-
to-fabricate alternative to metal-insulator-semiconductor (MIS) devices in order to deliberately
analyse the hole injection and transport properties of the hole transport layer, or any material
with suitable molecular energetic levels. By varying the device temperature we can determine the
thermal activation and disentangle the charge transport from the charge injection properties.
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We further apply the synoptic approach to study device degradation. A multitude of physical
and chemical processes are triggered by external stress factors such as light, temperature, humid-
ity or electrical current, and impair the performance and stability of organic electronic devices.
For our investigations we perform extensive measurement routines at various points during the
ageing process. Again combined with simulation as well as by analysing the specific signatures
of some effects we are able to distinguish between similar processes and to identify the dominant
degradation mechanisms. We also find that in many cases the full layer stack, consisting of encap-
sulation, various functional layers and the active materials, has to be considered in stability tests.
To conclude, the combination of various experiments and simulation allows to extract valuable
information about the physics behind degradation, and represents a valid and attractive approach
for further characterization of organic electronic materials and devices.
Z U S A M M E N FA S S U N G
Das Verständnis der elektrischen Eigenschaften von organischen Halbleiter-Materialien ist von
enormer Bedeutung, um stabile und effiziente Bauelemente zu erreichen. Während organische
Leuchtdioden (OLEDs) bereits industriell hergestellt werden, sind organische Solarzellen (OSCs)
noch nicht so weit. Beide Technologien eint jedoch das Potential dass sie kostengünstig in grossen
Massen, dabei in flexiblen und leichten Bauformen hergestellt werden könnten, was sie interessant
für eine ganze Reihe von Anwendungen macht.
Die elektrische Funktionsweise von OLEDs und OSCs ist bestimmt durch die physikalischen
Prozesse Ladungsträger-Injektion/Extraktion, Transport, Rekombination, Lichtabsorption und
-emission. Die Untersuchung dieser Prozesse erfordert ein gutes Verständnis der damit zusam-
menhängenden Material- und Bauteil-Parameter.
Die Etablierung von zuverlässigen Messmethoden und numerischen Modellen zur Bestimmung
dieser Parameter ist für die organische Halbleiterindustrie entscheidend, werden doch auch 30
Jahre nach der Erfindung von OLEDs stetig neue organische Halbleitermaterialien entwickelt und
Bauelemente optimiert.
ii
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In dieser Arbeit präsentieren wir einen neuen synoptischen Ansatz, welcher eine Reihe von
elektrischen Charakterisierungs-Methoden im stationären Zustand sowie im transienten und AC-
Modus kombiniert. Die Verwendung von komplementären Messungen und analytischen Metho-
den sowie die qualitative Analyse von spezifischen Charakteristika in den Messungen lässt Rück-
schlüsse auf die zugrunde liegenden physikalischen Prozesse zu und erlaubt es einzelne Materi-
alparameter zu bestimmen. Dabei sind die verschiedenen Messungen direkt vergleichbar weil sie
mit dem selben Messaufbau in kurzer Zeit und bei konstanten Messbedingungen durchgeführt
werden.
Indem wir diesen kombinatorischen Prozess mit numerischen Drift-Diffusions-Simulationen
zusammenbringen, sind wir erstmalig in der Lage die gesamte Bandbreite der elektrischen Ex-
perimente zu modellieren. Dies erlaubt uns die Zuverlässigkeit von gebräuchlichen Parameter-
Extraktions-Routinen zu testen und ihre Grenzen zu bestimmen. Es zeigt sich, dass der genaueste
und zuverlässigste Weg zur Bestimmung des ganzen Parameter-Satzes eine globale Fit-Routine
von Drift-Diffusions-Simulationen über die gesamte Reihe an Experimenten ist.
Es kann von Vorteil sein, für die Parameter-Analyse spezielle unipolare Bauteile herzustellen,
womit Rekombination und andere bipolare Ladungstransport-Effekte vermieden werden. Hier zei-
gen wir, dass Zwei-Schicht-OLEDs, welche eine polare Elektronen-Transportschicht enthalten, in
einem gewissen Spannungsbereich unipolares Verhalten aufweisen. Solche Bauelemente können
daher anstelle von Metall-Isolator-Halbleiter (MIS) Bauteilen verwendet werden, um die Loch-
Injektion sowie den Loch-Transport in der Loch-Transportschicht, oder in einem beliebigen Mate-
rial mit passenden molekularen Energieniveaus, zu untersuchen. Durch Variation der Temperatur
können wir die thermische Aktivierungsenergie bestimmen, und in Beiträge für den Transport
und die Injektion zerlegen.
Wir wenden den synoptischen Ansatz weiter an, um Degradation zu untersuchen. Eine Vielzahl
von physikalischen und chemischen Prozessen, ausgelöst durch Licht, Temperatur, Feuchte oder
elektrischen Strom, kann die Leistung und Stabilität von organischen Halbleiter-Bauelementen
beeinträchtigen. Für unsere Studien führen wir ausführliche Messroutinen zu verschiedenen Zeit-
punkten während des Alterns durch. Durch die Kombination mit Simulationen sowie durch die
Analyse der Signaturen spezifischer Prozesse ist es uns möglich, zwischen verschiedenen Effekten
zu unterscheiden und die dominierenden Alterungsmechanismen zu identifizieren. Hierbei zeigt
sich, dass in vielen Fällen der gesamte Schichtaufbau, bestehend aus Verkapselung, funktionellen
Schichten und dem aktiven Material, in Stabilitäts-Untersuchungen berücksichtigt werden muss.
Zusammenfassend lässt sich sagen, dass die Kombination von verschiedenen Experimenten
in Verbindung mit Simulationen es ermöglicht, wertvolle Informationen über die Physik hinter
Degradationsprozessen zu erhalten. Dieser Ansatz stellt damit einen gültigen und attraktiven
Weg für die weitere Charakterisierung von organischen Halbleiter-Materialien und Bauteilen dar.
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Part I
M E T H O D S
The first part of this thesis gives a general introduction into organic light-
emitting diodes and solar cells as well as their stability. We then present the
main motivation and objectives of this dissertation. Furthermore the experi-
mental techniques and methods as well as the numerical simulation models
which have been employed are introduced.

1 I N T R O D U C T I O N A N D M O T I VAT I O N
1.1 O R G A N I C E L E C T R O N I C M AT E R I A L S
Organic electronics are founded on the electrical conductivity of a wide class of materials known as
organic semiconductors. The first organic material to show electric properties was the anthracene
molecule investigated in the early 20th century [1–3]. In the 1950s the photoconductive behaviour
of anthracene [4], later also of other organic materials [4, 5], as well as electroluminescent be-
haviour or organic crystals was reported [6, 7]. In 1977 Heeger, MacDiarmid and Shirakawa dis-
covered semiconducting polymers, for which they were awarded the Nobel Prize in Chemistry
in 2000 [8, 9]. This development led to the first bilayer organic solar cell (OSC) in 1986 [10] and
the first bilayer organic light-emitting device (OLED) in 1987 [11]. Also the first organic field-
effect transistors (OTFT) were demonstrated in the 1980s [12–14]. The next major steps were the
invention of polymer OLEDs in 1990 [15, 16] and the bulk-heterojunction (BHJ) solar cell in 1991
[17, 18]. These potential applications raised enormous interest in the scientific community and
also triggered investments from industry, empowering a huge progress throughout the last three
decades. This is due to a range of advantages over conventional semiconductor electronics:
• Many properties of organic semiconductors can be tuned by chemical engineering.
• The materials themselves can be produced in large quantities by low-cost chemical processes
and from abundant raw materials.
• Solution-processing enables high-throughput, large-area, roll-to-roll printing and therefore
cheap production. Optimized vacuum-processing has the same potential.
• Thin-film technology allows for mechanically flexible and low-weight products.
• Non-toxic and biodegradable materials may be employed.
• New classes of products are conceivable which are not possible with other materials.
• Organic solar cells have good performance at low-intensity and indirect light and show a
positive temperature coefficient.
The origin of the (semi-)conducting behaviour of organic electronic materials lies in the molecu-
lar energetics of their units, which are always small molecules or polymers with a carbon backbone.
Alternating covalent carbon double-bonds lead to a delocalization of pi-electrons and hence to a
high microscopic electrical conductivity. The macroscopic conductivity is, however, reduced due
to energetically hindered intermolecular charge transport, so-called hopping. The actual film mor-
phology and layer crystallinity strongly influence the charge transport properties and are therefore
subject to research and optimization.
The relevant energetic levels of a single molecule are the HOMO (Highest occupied molecular
orbital) and the LUMO (Lowest unoccupied molecular orbital) which are separated by the optical
bandgap. When many molecules form an amorphous or nanocrystalline film, the molecular levels
shift and distribute according to the disorder of the film, leading to a band-like density-of-states
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(DOS). Charge transport occurs in the HOMO band (corresponding to the valence band in conven-
tional semiconductors), and the LUMO band (corresponding to the conduction band). An electron
that is excited from the HOMO into the LUMO can be transported there, leaving a positively
charged "hole" in the HOMO which can be imagined as a mobile charge carrier. Thus current in
organic semiconductor devices is usually bipolar.
In opposition to conventional semiconductors organic electronic materials are by themselves
intrinsic, undoped semiconductors, yet often favour one carrier species. However, conductivity
doping leading to specific n- or p-type behaviour has been developed in order to optimize charge
transport, injection or extraction [19, 20]. So today standard devices comprise multiple functional
layers such as transport, injection, and blocking layers around the active layer(s).
The physical processes taking place in an organic layer are charge generation, transport and
recombination. While charge generation by light absorption and subsequent charge extraction are
the working process of solar cells, in light-emitting diodes charges need to be injected from the
contacts, transported and to recombine radiatively, thereby emitting photons. So in principle the
same physical processes as in conventional semiconductors take place. Therefore the terminology,
theoretical and analytical models, as well as characterization methods for organic semiconductors
are very similar and sometimes equal to those for inorganic semiconductors. In the following we
will introduce the working principles of OLEDs and OSCs in more detail.
1.2 O R G A N I C L I G H T- E M I T T I N G D I O D E S
The most simple organic light-emitting diodes (OLEDs) consist of just one layer between two
contacts, where charges are injected from both sides and recombine radiatively to emit light. These
devices are however very inefficient, so more complex structures are employed. In bilayer OLEDs
two materials are combined which are charge-selective (see Fig. 1.1a). Then charge transport is
phase-separated and the carriers meet at the internal interface between the hole transport layer
(HTL) and the electron transport layer (ETL). There they can form a charge-transfer exciton which
can decay radiatively, hereby emitting light. The spectrum of the emitted light depends on the
bandgap of the emitting material, is however broadened due to disorder effects and vibronic
oscillations.
In order to confine the recombination to a larger region it has become common to introduce a
dedicated emission layer (EML) between ETL and HTL, which can transport both electrons and
holes and thereby increases the probability for radiative recombination. Furthermore, additional
injection layers (HIL, EIL) which are usually highly doped and have suitable energy levels,
facilitate injection from the electrodes. Finally, blocking layers (HBL, EBL) help the confinement
of charges in the EML (see Fig. 1.1b) and minimize leakage currents.
Due to spin-selection rules excitons are generated in singlets (25 %) and triplets (75 %). However,
only the singlet excitons can decay radiatively (fluorescence), while the triplets recombine non-
radiatively [7, 21, 22]. In order to overcome this limitation, another deeper-lying energy level can
be introduced that allows relaxation of the triplet excitons into singlet excitons (phosphorescence)
[23–25]. This approach is usually followed in Host-Guest systems, where the fluorescent host
material of the EML is doped with a phosphorescent emitter molecule, in order to harvest all the
excitons. There are also other approaches like thermally activated delayed fluorescence (TADF)
OLEDs that can reach internal quantum efficiencies of 100 % [26–31].
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(a) Bilayer OLED stack. (b) Multilayer OLED stack.
Figure 1.1: Different OLED layer stacks and their schematic energy profile.
The operation voltage of polymer OLEDs is in the range of 2− 5 V, while that of small-molecule
based devices is in the range of 3 − 7 V. Stacked tandem OLEDs comprising several emission
layers allow for white light emission, but also need higher voltages. Using several phosphors
or conversion layers it is, however, also possible to obtain a white OLED (WOLED) in a single
configuration [32–35].
The main application for OLEDs is in display technology, where they are employed today on a
large industrial scale in smartphones as well as in TVs. Compared to conventional LCD displays
OLEDs offer high contrast ratio, wide viewing-angle and a thinner form-factor [36–38]. The
second market is lighting. Here OLEDs compete with conventional LEDs to replace incandescent
and fluorescent lamps. While both are very energy efficient, OLED lighting offers additional
mechanical flexibility, large-area and homogeneous illumination, as well as variable colours [37,
39–42].
The most important figures-of-merit for OLEDs are quantum efficiency, luminous and current
efficiency. The external quantum efficiency (EQE) of OLEDs is characterized as the number of
photons that are outcoupled to air per injected electron. For qualification of light sources the
luminous efficacy, being the luminance per driving current, and the power efficiency, being the
luminous flux per electrical power, are more important. Hereby the efficiencies in monochro-
matic OLEDs strongly depend on the wavelength, as the same electrical power converts to
different amounts of photons [43]. Today’s most efficient WOLEDs reach power efficiencies of
70 − 120 lm/W, in the same range as conventional LEDs, luminous efficacies of 70 cd/A, and
EQEs of 26 % [41, 44–46]. Interestingly, the main reason for the low EQE are outcoupling losses,
meaning that most emitted photons are internally reflected, scattered and reabsorbed. Thus,
optical modelling and optimization holds a large potential for further device improvement. For
example using a scattering top electrode the EQE could be enhanced to 54 % [41].
The limited OLED stability was a big issue in the beginning hindering the market entry
[47–50]. The most important degradation mechanisms of the active materials are polaron-induced,
meaning that they occur due to the current flowing through the device. These effects are mainly
chemical degradation of the molecules, thereby leading to both loss in transport properties as
well as in radiative efficiency [51–55]. Due to space-charge formation, as a result of imbalanced
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transport and energetic barriers, often interfaces are affected most [53, 56–58]. In phosphorescent
OLEDs the guest molecules which are recombination centres are susceptible to degradation
[59–62]. These degradation pathways could however be largely mitigated by the development of
chemically more stable organic materials [63, 64]. Furthermore, tuning of the recombination/e-
mission zone by thickness optimization and the introduction of blocking layers contributed to
both enhanced efficiencies and lifetimes [51, 65–67]. A second prominent degradation mechanism
in OLEDs is the oxidation of the low-workfunction electrode due to oxygen and water ingress
through pinholes and grain boundaries, which leads to electrode delamination and dark spot
formation [68–74]. By development of good encapsulation materials and improved processing, as
well as introducing thin barrier layers, this problem can be largely avoided today in high-efficiency
devices [75–78]. Today lifetimes exceeding 50000 h, greater than the ones of LCDs, have been
demonstrated [26, 79–81].
The OLEDs investigated in this thesis are vacuum-processed small-molecule bilayer OLEDs
comprising the electron transport layer Alq3 which is also the emitting material, and the hole
transport layer α-NPD. This is actually the same device layout as used in the very first OLED by
Tang and Van Slyke [11]. Since the emitter is fluorescent the internal quantum efficiency is below
25 %. Yet due to its simplicity this layer stack configuration has been proven to be very interesting
and suitable for fundamental research. Our interest lies in the understanding of the charge carrier
injection and transport processes as well as the polarity of the ETL, thus we focus on electrical
characterization, and largely disregard the emission behaviour. In fact, the polar ETL (in our case
Alq3) leads to a voltage regime below the turn-on voltage where the device behaves as a metal-
insulator-semiconductor MIS device [82, 83]. We exploit this behaviour to investigate and develop
routines for the extraction of material parameters.
1.3 O R G A N I C S O L A R C E L L S
The second promising application for organic electronics are organic solar cells (OSCs), also
called organic photovoltaics (OPV). Here the high light absorption coefficients of some organic
materials are exploited, making them suitable for thin-film applications[84–87]. This bears the
potential of flexible, light-weight solar cells, hereby opening a new market. Roll-to-roll processing
on flexible plastic substrates enables high-throughput and large-area production of organic solar
cells, making them a low-cost technology [86, 88, 89]. Further, using printing, bladecoating, but
also evaporation as the deposition methods allows for free-form photovoltaic modules [90–92].
Furthermore, by tuning the thickness as well as the material properties it is possible to adjust the
colour and even make semitransparent cells [93–95]. Finally it is also conceivable that sustainable
and non-toxic materials can be employed, which would be a major advantage over other thin-film
technologies. The main drawback for a commercialization so far have been the low power
conversion efficiencies (PCEs) below 12 % and, perhaps even more, the limited stability under
atmospheric conditions as well as under illumination. Eventually, OPV may find its niches in
specific applications, while conventional PV will probably maintain their major role [37, 96–99].
The basic layer structures of organic solar cells are depicted in Fig. 1.2, where the active
layer(s) is (are) sandwiched between two electrodes. Due to the workfunction difference of the
high-workfunction contact (anode) and the low-workfunction contact (cathode) a built-in poten-
tial drops over the active layer under short-circuit condition. Organic solar cells’ active layers
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(a) Planar OSC stack. (b) BHJ OSC stack.
Figure 1.2: Planar and bulk-heterojunction OSC stacks and their schematic energy profile. The different
energy levels mentioned in the text are indicated.
are usually made up of a combination of two materials, an electron donor and an electron ac-
ceptor. They can be deposited as a bilayer (planar heterojunction) [10, 100] or intermixed as a
bulk-heterojunction (BHJ) [18]. Charge generation takes place by absorption of incident photons
by a material, exciting electrons from the LUMO into the HOMO, and thereby forming a bound
electron-hole-pair, called exciton. In the ideal case this exciton is separated at a donor-acceptor
interface, where the energetics are favourable for charge transfer of one charge carrier to the other
material. The separated electron and hole can then be transported in the acceptor and donor
phases, respectively [101]. Hereby the built-in field serves as a driving force for the exciton disso-
ciation as well as for charge transport and thus is crucial to extract the photogenerated charges as
an electrical current at the electrodes.
The exciton, having a binding energy of several 100 meV, can however also recombine radiatively
or non-radiatively. For an efficient exciton separation it is necessary that an exciton finds a donor-
acceptor interface within its diffusion length of several nm. The main advantage of an intermixed
active layer - the bulk-heterojunction - compared to the planar stack is therefore the strongly
increased exciton separation probability leading to an enhanced photocurrent [102].
Knowing the absorption of the material at a specific wavelength (and with a specific illumination
spectrum) the maximum obtainable short-circuit current can be calculated. The actual short-circuit
current Isc is however smaller, as the internal quantum efficiency (IQE) is below one due to several
loss mechanisms. As mentioned, not all excitons are separated, although for BHJ this can usually
be assumed. Another loss mechanism is recombination of electrons with holes or trapping of
charge carriers. Due to the phase-separated transport in BHJs and depending on the specific
layer morphology the bimolecular recombination losses can be minimized. Finally the extraction
properties (selectivity) of the contacts represent another loss factor in OSCs.
The open-circuit voltage Voc - the voltage where the current is zero - is mainly limited by the
effective bandgap of the materials, that is the difference between the acceptor LUMO and the
donor HOMO. The open-circuit voltage is defined as the difference between the quasi-Fermilevels
of electrons and holes (see also Sec. 3.1). These are dependent on the respective photogenerated
charge densities. Under open-circuit condition the quasi-Fermilevels are flat and only bent at the
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contacts. As the total current is zero and the device is essentially field-free, there is an equilibrium
between generation, recombination and diffusion.
At short-circuit, that is without an applied voltage, the photogenerated charges can be extracted
by the built-in field. The quasi-Fermilevels are slanted, and drift in the electric field constitutes the
driving force for charge transport. A schematics of the bands at short-circuit and open-circuit is
shown in Fig. 3.2.
For arbitrary applied voltages as well as under non-equilibrium conditions the charge carrier
current is composed of a drift current in the electric field, and a diffusion current due to charge
density gradients. This allows modelling these devices using the drift-diffusion approach, as de-
scribed in more detail in Chapter 3.
1.3.1 Current Status
Figure 1.3 gives an overview of the various solar cell technologies and their current record power
conversion efficiencies (PCEs) [103]. The best organic solar cells have efficiencies just above 10 %,
much lower than conventional Silicon-based cells. Currently single OSCs reach record efficiencies
of 10− 12 % [104–111], and tandem OSCs have been reported with up to 13 % [112–116]. There
are calculations based on detailed balance as well as drift-diffusion models showing that the
theoretical limit for OSC efficiencies is 21− 28 %, nearly at the Shockley-Queisser limit [117–122].
Yet, in spite of the enormous effort in the last decades OSCs have been quickly surpassed by
the evolving perovskite-based solar cells which already reach 21 % in single cell and 26 % in
tandem configurations with Silicon [123–125]. The unprecedented increase seen in perovskite-
based devices has led many researchers to shift focus from OPV to perovskite research in the last
years. Still, the rapid progress in perovskite solar cells would not have been possible without the
preceding effort of the OPV community. Many scientific methods and achievements that came out
of OPV research can now be transferred very usefully to other technologies. Furthermore, with
perovskites showing low stability, and containing toxic materials, there may still be a chance for
OSCs.
1.4 O R G A N I C S O L A R C E L L S TA B I L I T Y
While the potential in terms of efficiency and fabrication cost are relatively clear and promising,
as a third factor the stability of OSCs is of crucial importance in order for them to become com-
mercially viable [126–129]. As Fig. 1.4 shows there has been a lot of effort in the past years leading
to a significant increase in the reported device stabilities.
The degradation manifests itself in the reduction of specific characteristic parameters like short-
circuit current and a consequential loss in overall device performance. The decay curves of the
performance, but also of other parameters can be classified into different shapes, as shown in Fig.
1.5 [126, 130]. All these shapes have been found and reported in literature, yet the most meaningful
is shape 1 , which can be further differentiated in two parts - a fast initial decay, often called burn-
in, which is followed by a slower decay or even a nearly stable behaviour (see also figure part (b) )
[130–134]. In this curve it is meaningful to define a characteristic lifetime T80, where the parameter
under investigation (E in Fig. 1.5) has dropped from an initial value E0 to 80 % of this value E80.
If there is a burn-in then a T80 time can be defined for both phases.
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Figure 1.3: Best research solar cell efficiencies, as of 17.04.2017. Taken from www.nrel.gov [103].
1.4.1 Degradation Mechanisms
Figure 1.6 summarizes the various factors that influence device stability. These extrinsic factors
can harm the different components of an organic solar cell or organic light-emitting diode. In the
following we will focus on solar cell degradation, yet, as many materials can also be employed in
OLEDs, the mechanisms there can be very similar.
The most critical effect is that the active layer itself is prone to degradation under illumination,
which can occur by absorption loss (photobleaching), usually of the polymer [135–138]. This pho-
todegradation is understood as light induced chemical reactions usually decomposing the poly-
mer chain, making it less absorbing as well as less conductive [139–149]. If oxygen can ingress the
device, photo-oxidation can take place which also leads to absorption loss [150–157]. The chemical
(by-)products from these reactions can further act as traps or charged dopants and then addition-
ally harm charge carrier transport, leading to a reduced mobility, enhanced recombination losses,
and extraction problems [158–172]. Some of the photodegradation processes have been observed
to be reversible, for example by thermal annealing or just by letting the device rest [171, 173–178].
Another interesting effect is light-soaking (see shape 3 in Fig. 1.5), where the device performance
first improves upon illumination [179–182], which can make it difficult to characterize a stable cell
efficiency.
The active layer morphology can be intrinsically unstable, even in annealed devices. This leads
to a slow equilibration of the morphology, happening even in the dark and at room temperature
[183, 184]. Increased temperature accelerates this process, as it enhances the molecular diffusion
in the layer [185–192]. The result is a de-mixing of the two bulk-heterojunction phases (phase-
segregation) leading to a less efficient exciton separation and transport [187, 191, 193–200]. It has
also been shown that some fullerene acceptors tend to dimerize, thereby changing their electric
properties [187, 195, 201–203].
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Figure 1.4: Published lifetimes of organic solar cells, and number of publications reporting lifetimes. Plot
taken from [126].
Figure 1.5: a) Overview of possible shapes of degradation curves in OSCs. b) Shape 1 showing definition of
the parameters mentioned in the text. Plots taken from [126].
In order to make the active layer intrinsically more stable, the crosslinking of the polymer
phase during layer deposition has been shown to help controlling and stabilizing the morphology
[204–209]. Furthermore by optimizing the active materials on a molecular level their optoelectrical
properties and stability can be improved [188, 210–214].
The surrounding functional layers for charge extraction are also prone to degradation. When
organic materials are employed, they can suffer from the same photochemical instabilities as de-
cribed above [215–218]. A commonly used interlayer material in polymer solar cells, serving as a
hole transport layer, is the conducting polymer PEDOT:PSS. However, PEDOT:PSS is acidic and
hygroscopic [127] and has been shown to induce corrosion of the low-workfunction electrode [219–
222]. Furthermore the PEDOT:PSS workfunction is subject to change due to UV-illumination or
water [223–225].
Hence, the device stability can be improved by replacing PEDOT:PSS with alternative HTL
materials. By using metal oxides instead of PEDOT:PSS, both the stability and the performance
of the devices can be improved [226–230]. The most common metal oxides employed for this
purpose are MoO3, V2O5 and NiO, and they can even be deposited from solution [221, 226,
10
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Figure 1.6: Overview of possible degradation mechanisms in organic solar cells and OLEDs.
231–240].
As mentioned, the low-workfunction electrode, usually aluminium or calcium, is sensitive to
humidity and can corrode, thereby forming a thin insulating oxide layer [222, 241]. As this layer
grows laterally following the humidity ingress, it leads to a loss in effective device area [242–
244]. Sometimes a chemical reaction leads to the production of gas and a formation of so-called
bubbles, where the electrode contact is completely lost by delamination [68, 220, 222, 245–247].
Also mechanical stress like bending can lead to electrode delamination [172, 248–250].
One approach to prevent the degradation of the low-workfunction electrode is the use of thin
interlayers that are impermeable for oxygen or water [240, 251–254]. Another possibility is repre-
sented by an inverted stack design, that places the sensitive electrode at the bottom [255–257].
The high-workfunction electrode is usually transparent indium-tin-oxide (ITO). Here the dif-
fusion of indium and tin into the active layers has been reported [258, 259]. It has further been
reported that the acidic PEDOT:PSS can etch the ITO [219]. Additionally the ITO workfunction
may also change with time, harming the built-in and open-circuit voltage [260].
Finally, the encapsulation material, usually a plastic barrier foil, can degrade [261–263]. Me-
chanical bending can lead to delamination, but also to crack formation with subsequent water
ingress [243, 244, 264–271]. Even in glass-glass encapsulated devices water ingress through the
edge sealing can play a role.
Thus, it is clear that a reasonable lifetime of organic solar cells can only be guaranteed when
they are well-encapsulated, so that no oxygen or water are present in the active and functional
layers. In research this condition is usually fulfilled by fabricating and characterizing the devices in
gloveboxes in nitrogen atmosphere. This allows to focus the degradation analysis on the intrinsic
and extrinsic stability of the absorber material, being the most important ingredient for an organic
solar cell. Another reason for this way of working is of course that leaving out the encapsulation
or some functional layers represents a smaller fabricational effort. Moreover, also in encapsulated
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devices failure may happen due to insufficient or defective encapsulation, which can sometimes
lead to a misinterpretation of the defect as a failure of the active layer.
1.4.2 ISOS guidelines
In order to understand the manifold degradation mechanisms in organic solar cells better, a useful
approach is to generate ageing conditions that allow to exclude some of them. Furthermore a
systematic variation of the ageing conditions and/or device parameters is the best approach to
identify specific processes.
Another very important point for the understanding and improvement of organic solar cell
stability is the comparison of results from different groups. Such comparison is only meaningful
when the same or at least similar ageing conditions were applied [272, 273]. This factor is
even more important when quantitative results like device efficiency or lifetime are compared.
Several interlaboratory and round-robin studies have been performed in the past to assess the
intercomparability of stability measurements [272–281].
Table 1.1: ISOS guidelines for stability testing of organic solar cells. Table taken from [282].
These considerations led the researcher community that is investigating OPV stability to de-
velop a set of guidelines how to measure and report device stability [126, 272, 282]. The so-called
ISOS-protocols define various ageing conditions, as summarized in Table 1.1. The four classes D,
O, L and T establish conditions for ageing in the dark, outdoors with real sunlight, in the lab with
artificial sunlight, and at high temperatures, respectively. The protocols further come in several
gradings specifying the exact requirements and which kind of characterization and ageing equip-
ment should be employed. Thus, while only very few groups have the equipment to execute all of
the defined tests [283, 284], most laboratories have the possibility to perform at least some of them.
By following the ISOS tests it is now easier to intercompare results from different laboratories.
The reported cell stabilities can then be classified according to the ISOS protocols, as has been done
in a recent review by Gevorgyan et al. [126]. For that work the COST StableNextSol consortium,
composed of a majority of the European research groups in the field of OPV stability, joined forces
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Figure 1.7: Distribution of lifetimes for different testing conditions and ISOS protocols. Plot taken from
[126].
and data-mined all existing literature for data on OSC lifetimes. The data that could be assigned to
a specific ISOS condition were then assembled, giving a total of 983 datasets, and analysed further.
The results are shown in Fig. 1.7, therein classified by the specific ISOS test. The data shows
that the photodegradation strongly depends on the illumination source and intensity. So, devices
photodegraded with low intensity or with low UV-part of the spectrum as well as devices aged
under real outdoor conditions are more stable than devices illuminated by an artificial AM1.5g
spectrum. The relatively higher outdoor stability can be explained by both the lower average light
intensity as well as by the daily cycling, allowing part of the performance to restore overnight
[285–287]. Figure 1.7 furthermore shows that the shelf-life stability of cells in the dark already
reaches up to years, being a very promising result.
1.4.3 Architectures and Encapsulation
Figure 1.8 compares the stability of organic solar cells with different architectures. The standard
architecture has already been described above, where the layers are deposited in the order trans-
parent anode - active layer - metal cathode. In an inverted stack design a transparent electron
contact, often ZnO, is deposited first, followed by the active layer and a metallized hole contact.
In this configuration the upper contact is a high-workfunction metal, while the more sensitive
low-workfunction contact is buried inside [255–257].
The standard stack, having the metallic cathode on top, is much more sensitive to the surround-
ing air and therefore the lifetimes are on the order of days when the cells are not encapsulated.
Encapsulation leads to a pronounced increase of lifetime to several months, showing that the dom-
inant degradation mechanisms are oxygen- and water-induced (see Fig. 1.8). In inverted stacks the
sensitivity to oxygen and water is strongly reduced, showing in the higher lifetimes on the order
of months for unencapsulated cells. Here encapsulation only slightly improves the stability [257,
268, 288, 289].
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Figure 1.8: Distribution of lifetimes for standard and inverted, encapsulated and unencapsulated organic
solar cells. Plot taken from [126].
1.4.4 Status
The stability of organic solar cells has increased a lot during the last years. As described above,
two main developments have contributed to this progress - the inverted stack and encapsulation.
Of course another important aspect is the development of new active layer materials and the
use of alternative functional layers. The hygroscopic and acidic PEDOT:PSS has been shown to
introduce several degradation mechanisms into the system. Thus, by replacing PEDOT:PSS with
alternative hole transport materials like MoO3 or V2O5 the stability can be enhanced [228, 229,
234, 290]. Furthermore the introduction of ultrathin interface layers at the electron contact has
been demonstrated to improve both efficiency and stability [240, 251, 267]. Finally, also the active
materials can be made more stable by chemical optimization [213, 214], and the layer morphology
can be stabilized using crosslinking methods [204, 208, 209].
All of these efforts have led to the progress in device stability as observed in Fig. 1.4. Figure 1.9
shows the highest reported lifetimes under different conditions. Today T80 times of more than 2
years (17000 h) have been reported under dark and outdoor conditions [131, 276, 291–297].
Figure 1.9: Best reported lifetimes of organic solar cells under different testing conditions. Plot taken from
[126].
14
1.5 motivation and contents
1.5 M O T I VAT I O N A N D C O N T E N T S
While organic light-emitting diodes are already an industrial-scale technology, organic solar
cells are not yet at this stage. The three basic challenges efficiency, cost, and stability need to
be solved in order to make organic photovoltaics a powerful product. While the cost factor
is mainly governed by processing and the choice of materials, the improvement of efficiency
and stability requires a fundamental understanding of the physical processes and relations.
Many numerical methods and experimental techniques have been developed to address these
issues, to quantify parameters, analyse correlations and to develop a deeper understanding
of the macroscopic and microscopic device physics. As pointed out, OLEDs and OSCs em-
ploy the same or similar materials and their function is based on the same physics. Thus, many
experimental techniques as well as modelling approaches are applicable to both OLEDs and OSCs.
The physical processes we are interested in are charge carrier injection/extraction, transport
and recombination. This implies that we focus on electrical characterization techniques. The most
common electrical measurement are current-voltage curves, which assess the steady-state (equi-
librium) device current depending on the applied external bias (and on illumination in the case
of solar cells). However, dynamic measurements can provide a lot of additional valuable informa-
tion. We therefore mainly employ a range of transient techniques as well as frequency-domain
experiments like impedance spectroscopy.
The novelty of our work is based on the combination of several experimental techniques in the
dc, ac- and transient modes, both in measurement and simulation. This is possible only due to the
development of the measurement setup Paios and the integration of the simulation software Setfos
into the same graphical user interface [298, 299]. The various measurements are only comparable
because they can be performed with the same equipment in a short time and without changes
of the device or the measurement conditions during the measurement time. This is even more
important when investigating degradation. The crucial factor governing the modelling part is that
the computation times have strongly reduced in the last years due to improved algorithms, now
for the first time enabling multi-mode simulations of all investigated electrical techniques. The
approach of combining several experiments and adding simulation is proposed as a powerful, yet
inexpensive way for device investigation and material screening.
Simulation-based analysis is expected to allow to derive new analytic formulas for material and
device parameter determination, as well as to test existing formulas and their validity.
The other goal of this work is to find out how the combinatorial approach can help to investi-
gate device degradation. One part of this goal is realized through the Paios setup which yields
very systematic datasets during the degradation progress. The second part is the identification
of the dominant degradation mechanisms with help from numerical modelling. We want to find
out if, with this concept, we are able to arrive at the same conclusions as other groups, who have
investigated degradation with much more expensive and complex experiments.
As we are mainly dealing with solution-processed and small-area research cells, the repro-
ducibility of fabrication is rather low. This implies that often a qualitative understanding of the
participating processes is more valuable than a full quantitative description of one specific device.
This is why we put a lot of focus on qualitative behaviour and "shapes" of the different exper-
imental curves. Especially when investigating the changes during degradation, a synoptic view
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on several experiments helps to draw conclusions and understand the underlying processes. The
modelling can then confirm these assumptions by demonstrating the connections and sensitivities
of experiments on specific parameters. Often several physical and chemical processes happen in
parallel during degradation, some of them linked, some of them independently. In these cases we
concentrate on the most severe mechanism that dominates the performance loss. This comes with
the side effect that we are not able to quantitatively describe the device at all times during ageing,
but helps to point out the most important problems.
The following paragraph gives a short overview of the contents of this thesis. In Chapter 2 we
present the automated measurement platform Paios which was employed for nearly all experi-
ments in this work. We also introduce various experimental techniques that have been used and
analysed a lot. Chapter 3 gives an introduction to drift-diffusion modelling, and summarizes vari-
ous theoretical models that have been employed in the simulation to describe the measurements.
In Part II we investigate new methods for parameter extraction, hereby employing polar OLEDs.
After an introduction to polar OLEDs in Chapter 4 we present the MIS-CELIV approach for deter-
mination of the charge carrier mobility in Chapter 5. The following Chapter 6 contains a method
for extraction and discrimination of the thermal activation energies of injection and transport in
polar OLEDs and MIS-devices. Finally we show some degradation measurements on polar OLEDs
in Chapter 7. The part is closed with Chapter 8 by a summary and discussion of further applica-
tions of the parameter extraction methods.
Part III is the main part of this thesis containing results on organic solar cells and their degrada-
tion under different conditions. In Chapter 9 we analyse initial defects that are very common for
hand-made research devices, and which not only affect device efficiencies, but also can aggravate
parameter analysis.
Chapter 10 presents a degradation study on unencapsulated organic solar cells, that have been
exposed to humid air leading to a loss in effective area due to oxidation of the aluminium elec-
trode. Encapsulated cells have been subject to photodegradation in Chapters 11 & 12, where we
investigate the hypothesis that the photodegradation process is independent on the illumination
concentration.
The findings of this thesis are summarized in Chapter 13 and further discussed and put in a
larger context in Chapter 14.
The first chapter in the Appendix (Part V) contains additional information regarding simulation
parameters (Appendix A). In Appendix B we show several global fits of various measurements
with one set of parameters quantitatively describing the cells. Finally, in Appendix C we perform
parameter sweeps in order to better understand the sensitivities of different experiments on spe-
cific material and device parameters.
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We aim to contribute to a better understanding of the physical processes in organic electronic de-
vices by employing a range of opto-electrical measurement techniques. So, in addition to current-
voltage curves, which are the most common characterization technique for OSCs and OLEDs,
we perform transient and impedance measurements. By measuring the same device with several
of these techniques, it is possible to identify physical processes by their specific signatures in
the different measurements. Often for this purpose much more complicated, expensive and time-
consuming experiments need to be performed, which we aim to avoid with our approach. Our
concept also adds the modelling of all the performed experiments to the process, thereby allowing
us to validate proposed hypotheses. While we will introduce the simulation model in Chapter 3,
here we present the measurement setup Paios that has been employed for the experimental work.
2.1 PA I O S P L AT F O R M
The Paios "All-in-one Characterization Platform for Organic Light-Emitting Diodes and Solar
Cells" has been developed by the company Fluxim AG, and could be employed by the author
in their lab as well as in the Organic Electronics and Photovoltaics Laboratory at the Institute of
Computational Physics of ZHAW. The author has also been involved in the software development
of Paios.
The main goal behind Paios is to deliver a reliable, systematic set of data from different exper-
iments of the same device in a short time. Today many labs have dedicated measurement setups
for specific experiments, for example a source-measure-unit (SMU) setup for current-voltage ac-
quisition, a digital oscilloscope for transient measurements, and an impedance analyser. Not only
is such equipment expensive, performing several experiments on the same device leads to time-
consuming transfer time from one setup to the other, and to a loss of systematics and comparability.
All electrical equipment comes with its own systematic measurement errors, internal resistance,
eventually different contacting probes, and sometimes even a different lab. This makes it impossi-
ble to fully intercompare data acquired with different equipment, and it is highly inconvenient in
order to perform systematic series of measurements, for example to investigate degradation.
Therefore the Paios system has been developed and is commercially available since 2012 in a
Solar Cell and an OLED version. The system basically consists of two sets of function generators
and digital oscilloscopes. The first set is used to drive and measure the device under test (DUT).
The function generator hereby applies a transient voltage signal depending on the measurement
type. For impedance measurements a small modulation voltage is added on top of a constant
offset. For steady-state measurements several types are implemented, allowing different accuracy
levels and acquisition times. The resulting current of the device under test is then measured over
the internal resistance with the digital oscilloscope.
In the solar cell version the second function generator − digitizer pair is used to drive and mea-
sure a high-power white LED [300] employed as illumination source. This allows to perform short
light pulses, but also constant-illumination measurements. It also allows to vary the illumination
intensity over several orders of magnitude by controlling the LED current. In the OLED version
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the second digitizer measures the signal from an amplified photodetector, and thus records the
electroluminescence of the DUT.
Using a trans-impedance amplifier currents between 1 nA and 100 mA can be well resolved.
This and other specifications of Paios are given in Table 2.1. These properties make Paios well-
suited for the investigation of thin-film organic electronic devices.
measurement specifications
Voltage Range ±10 V
Minimum Current < 1 nA
Maximum Current ±100 mA
Voltage measurement resolution 12 Bit
Current measurement resolution 12 Bit
Maximum sampling rate 60 MS/s
Minimum time resolution 16 ns
Minimum signal length 1 µs
Maximum signal length 5 h
Impedance frequency range 10−2 − 107 Hz
Table 2.1: Paios measurement specifications.
2.1.1 RC Effects and Displacement Currents
When investigating transient electrical signals one always has to take RC-effects into account,
which are the main source of displacement currents. According to Maxwell’s equations a changing
external or internal electric field induces a displacement current [301]:
Jdisp =
(
ε0εr
∂Vext(t)
∂t
)
+
∫ d
0
(
ε0εr
∂E(x, t)
∂t
)
(2.1)
The capacitance is hereby the effective capacitance of the layer stack, thus in first approximation
C = ε0εrd . The series resistance is composed of the contact resistance between the probes and the
electrodes, the lateral resistivity of the electrodes, the resistance of the cables, and the measurement
resistance of the setup. While the latter can be calibrated and corrected for, the first are device-
specific. The most simple equivalent circuit to describe this is shown in Figure 2.1a, where the
device is described as a diode with the geometric capacitance C, and where Rs is the external
series resistance.
In many devices shunts leading to leakage currents and a non-blocking behaviour in reverse
complicate the situation. In this case part of the current flows through the parallel resistance Rp
which is no longer high enough to be blocking. The situation is shown in Fig. 2.1b. When the
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applied device voltage and the measured device current are known the signals can be corrected
according to:
Vdev = Rs · Idev +Vc (2.2)
Idev = Imeas = Ipure +
Vc
Rp
+ C · dVc
dt
(2.3)
IRC =
Vc
Rp
+ C · dVc
dt
= f
[
Vdev(t), Rs, Rp, C
]
(2.4)
Icorr = Ipure = Idev − IRC (2.5)
(a) Equivalent circuit with series resistance, geo-
metric capacitance and diode.
(b) Equivalent circuit with series and parallel re-
sistance, geometric capacitance and diode.
Figure 2.1: Equivalent circuits taking into account series and parallel resistance of the device.
The influence of the series and parallel resistance can be visualized in Paios. Especially in tran-
sient measurements they can affect the signal strongly, and can also distort parameter analysis or
even render it impossible. So, for example CELIV currents are slowed down by a series resistance,
leading to a photo-CELIV peak at later times and thereby to an underestimation of the charge
carrier mobility, as seen in Fig. C.1f [302]. In case the device is non-blocking in reverse as a result
of shunting (low parallel resistance), the CELIV current does not show a plateau but the paral-
lel/parasitic current rises strongly and can completely hide the peak feature (see Fig. C.4b). But
also in steady-state, both series and parallel resistance affect the performance of a solar cell. We
will discuss these influences further in Sections 9.1 & 9.2, and we show simulation results with
varying series and parallel resistance in the Appendix C.1 & C.2.
2.1.2 Flex-Res
An important feature of Paios is the flexible transient sampling method. This allows to resolve 6
orders of magnitude in time in a single transient measurement. Using a linear sampling would
lead to a problem in storing all the measured points, therefore with a reasonable number of
data points only three orders of magnitude in time are accessible. The "Flex-Res" feature makes
it possible to analyse transients in log-t scale, where specific features of charge transport can be
identified more easily. The function is also very valuable for perovskite devices where charge
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and ion transport happen on different timescales. Figure 2.2 shows an example of the transient
photocurrent rise of a perovskite solar cell upon turning on the LED. Using a linear sampling the
initial rise and overshoot could not be resolved in the same measurement with the slow second
rise.
Figure 2.2: Transient photocurrent rise of a perovskite solar cell with flexible time sampling (Flex-Res).
The two graphs show a linear and logarithmic representation of the time axis. The black line
corresponds to a linear sampling rate, the red line shows the same measurement acquired with
Flex-Res. Plot taken from [303].
2.1.3 Series Measurements
Another functionality of Paios that has been used extensively in this work is the "Series Measure-
ment Module". It allows to repeat a measurement routine automatically after a specified condition
is fulfilled. So it is perfectly suited for stress-tests and accelerated ageing. Devices may be stressed
by applying a voltage, current and/or illumination. The module can also be coupled with the
"Temperature Module" of Paios in order to investigate low-temperature behaviour or to perform
thermal stress tests. Due to the automation the resulting set of data is highly systematic and
consistent, which can be crucial when ruling out other effects.
2.2 M E A S U R E M E N T T Y P E S
In the following we will introduce the various measurement types that Paios offers and which
have been extensively used in this work. Many experimental techniques employed in organic elec-
tronics research have their origins in the inorganic semiconductor field and have been transferred
to OSCs and OLEDs. However, in some cases the analytic framework to describe these measure-
ments is then no longer valid and needs adaptation. By simulating the experiments we are able to
examine the analytic routines for parameter determination and find out the limitations of their va-
lidity. The following overview introduces the different experimental techniques and informs about
correlations with specific parameters. For simulated parameter sweeps of the various experiments
we refer to the Appendix C.
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• Current-Voltage Curve (IV)
The current-voltage curve is the default characterization technique for solar cells. The stan-
dard solar cell parameters short-circuit current (Isc), open-circuit voltage (Voc), fillfactor (FF),
maximum power point (Vmpp, Impp) and power conversion efficiency (η) are determined from
it. The efficiency can be calculated knowing the incident illumination intensity Plight :
η =
Vmpp · Impp
Plight
=
Voc · Isc · FF
Plight
(2.6)
where the fillfactor is defined as FF = Vmpp·ImppVoc·Isc .
(a) Linear scale. (b) Logarithmic scale.
Figure 2.3: Schematics of the dark and light current-voltage curve in linear and logarithmic representation.
The parameters mentioned in the text are indicated.
By analysing the slope of the open-circuit voltage versus the light intensity L in a log-lin plot
information about the recombination mechanism (geminate or non-geminate recombination)
can be obtained [304–309]. Furthermore the light ideality factor is calculated as [310]:
nid =
q
kBT
· dVoc
dln(L)
(2.7)
At low light intensities the slope of the short-circuit current versus the light intensity is
proportional to the photon-to-charge conversion efficiency, which can be related to the ex-
citon dissociation efficiency. Furthermore the saturation of the photocurrent at high light
intensities can be observed [304, 311].
The fillfactor is affected by the series and parallel resistance of the device as well as the
recombination losses (see Appendix C) [312].
Furthermore the voltage V0 where the photocurrent (difference between light and dark IV-
curve) becomes zero, can be interesting to study, as it allows conclusions about the contact
selectivity.
In the high-voltage regime of the dark IV-curve, unipolar and sometimes also bipolar devices
exhibit a space-charge limited current (SCLC) which can be used to determine the mobility.
In the unipolar case the current follows the Mott-Gurney relation [313–317]:
ISCLC =
9
8
e0er · S · µ ·
V2e f f
d3
(2.8)
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where the effective voltage is reduced by the built-in voltage and the series resistance:
Ve f f = Vapp −Vbi − I · Rs (2.9)
An extension of this model includes the Poole-Frenkel effect which describes the field de-
pendence of the mobility: µ = µ0 · exp
(
γ
√
Ve f f
d
)
, giving [318]:
ISCLC f ield =
9
8
e0er · S · µ0 ·
V2e f f
d3
· exp
(
γ
√
Ve f f
d
)
(2.10)
Another approach to analyse IV-curves is the use of equivalent circuit models as in Fig. 2.1.
The most common one is the 1-diode-model using the Shockley equation (see Eq. 3.1). In
order to describe real devices, the series and shunt resistance have to be taken into account.
As shown in Sections C.1 & C.2 these can strongly influence the solar cell parameters.
• Capacitance-Frequency (C-f)
The impedance of a device is measured by applying a small sinusoidal voltage and mea-
suring the current response (see also Eqs. 3.25 & 3.26). The impedance is then defined by:
Z =
V(t)
I(t)
= Re(Z) + iIm(Z) = |Z| · eiφ (2.11)
If the amplitude of the voltage modulation is small enough the device acts linear in the
specified working point (offset voltage, offset illumination), and the measured current signal
has the same frequency as the applied voltage sinus. By using a large range of frequencies
f = ω/2pi different physical effects in the device can be distinguished due to their different
characteristic timescales. Traps can for example show an effect in the low frequency range,
while the series resistance leads to a cutoff at high frequencies [319–321].
Impedance-frequency measurements are often plotted showing the real and imaginary parts
of the impedance or the admittance in a Cole-Cole-plot [175, 319–329]. These plots are usu-
ally analysed by equivalent circuit models. Here one half-circle is related with one RC-circuit,
and by combining several resistances and capacitances in series and parallel, many shapes
of the Cole-Cole-plot can be reproduced. A major task is then the interpretation of the equiv-
alent circuit and the assignment of the different elements to physical processes and device
parameters [327–329]. For this purpose the impedance-frequency is measured at varied off-
set voltage or light intensity, and the behaviour of the equivalent circuit fit parameters versus
the varied parameter is analysed.
Further the admittance, capacitance and conductance of the device can be calculated accord-
ing to Eqs. 3.26. The geometric capacitance is usually extracted as the limit in the dark and at
reverse bias, however traps or doping can complicate the analysis. The capacitance-frequency
plot is often used to study traps because the capacitance in the low frequency range increases
with trap density [330–332].
• Capacitance-Voltage (C-V)
For the Capacitance-Voltage analysis, the impedance of the device is measured versus varied
offset voltage at a constant frequency, and the calculated capacitance is analysed [177, 325,
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(a) Capacitance-frequency / Conductance-
frequency.
(b) Capacitance-voltage / Conductance-voltage.
Figure 2.4: Schematics of the capacitance and conductance measured a) versus frequency and b) versus
voltage.
333–336]. Again, the capacitance limit for negative bias is identified as the geometric value.
Further a peak around the built-in voltage is often observed, which however also depends
on various other parameters.
A Mott-Schottky analysis can be employed in order to extract doping densities and the built-
in potential. For this purpose the inverse of the squared capacitance is plotted (see also Eq.
11.1), and in case the device shows the build-up of a space-charge region, the plot is linear.
However, it has been shown that the extracted doping density is only valid for thick and
highly doped devices [337–339]. Under some conditions a Mott-Schottky behaviour is also
observed for illuminated C-V measurements (see Fig. 11.2b).
• Transient Photocurrent (TPC)
For this measurement technique the device is flashed with a light pulse, charges are gen-
erated and the transient photocurrent is measured at short-circuit or with an offset voltage
applied [340–345].
The dynamics of the TPC rise and decay are directly linked to the charge carrier mobilities.
It is, however, not yet clear if a quantitative model to determine the mobilities can be found.
In some cases where charges accumulate due to an energy barrier or due to trapping an
overshoot in the TPC rise can be observed, and sometimes even an undershoot after turning
the light off again appears.
The TPC can also be performed as a small-signal technique where at a given working point
defined by offset light and voltage a small light pulse is added. The decay of the photocur-
rent is then integrated as a measure of the amount of extracted charge. This experiment is
usually combined with the small-signal transient photovoltage decay, in order to calculate
the differential capacitance.
• Transient Photovoltage (TPV/OCVD)
For the transient photovoltage measurement the device is forced into the open-circuit con-
dition by using a high load resistance, so that no current can flow. The TPV signal is the
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(a) Transient photocurrent. (b) Transient photovoltage.
Figure 2.5: Schematics of the transient photocurrent and photovoltage experiments.
voltage response to a light pulse, and usually the decay of the signal after turning off the
light is analysed. The assumption is that the open-circuit voltage can only decay by charge
recombination, therefore the decay kinetics can give information about the recombination
mechanism.
This method can be performed as a large-signal technique (OCVD) but also using a small
light pulse on top of an offset illumination [306, 346].
The TPV decay is then fitted with a mono- or biexponential law, in order to analyse the
recombination lifetimes. Often the extracted lifetime for varied offset light intensity is plotted
versus the charge density that is obtained from the corresponding small-signal TPC decay
[306, 346–350]. The use of TPV in organic solar cells is still under debate, as this technique
was originally developed for inorganic devices with minority carriers. In contrast to this, in
OSCs the recombination law is not easy to determine and the measurement can be influenced
by the used measurement resistor as well as by a nonideal parallel resistance (see Section
C.2).
• Charge Extraction by Linearly Increasing Voltage (CELIV)
Charge extraction by linearly increasing voltage measures the current response to a nega-
tive voltage ramp. According to Maxwell’s law a linearly changing external field induces a
constant displacement current I0 in the organic layer [351]:
I0 =
ε0εr · S · A
d
= Cgeo · A , (2.12)
where A = dVdt is the negative voltage ramp rate. The displacement current plateau can thus
be used to determine the geometric capacitance.
I0 can be superimposed by a current peak, if charges are in the layer prior to the ramp
that can be extracted by the negative field. This peak contains information about the charge
carrier mobilities, the number of charges, and furthermore about disorder.
Various modifications of the CELIV technique exist:
– In Dark-CELIV the ramp is applied in the dark and without an offset voltage. Usually
then only the constant displacement current is expected. In the special case of doping,
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however, mobile equilibrium carriers are extracted, leading to an overshoot [175, 302,
352].
– For Injection-CELIV a positive offset voltage is applied, so that an injection current
flows before the ramp. During the ramp the current reverses and shows a peak before
reaching the displacement plateau [353–355].
– In Photo-CELIV the device is illuminated and an offset voltage around Voc is applied
prior to the ramp, so that no current flows. The ramp then extracts the photogenerated
carriers showing in a peak on top of the displacement current plateau [302, 356–360].
While we wait for steady-state before starting the ramp, other groups are working with
short laser pulses generating many charges instantaneously, before the ramp starts. We
find, however, that deviations from zero of the current before the ramp can influence
the extracted parameters strongly [352, 356].
– MIS-CELIV is basically an Injection-CELIV experiment performed on a MIS-device. The
difference is that charges are injected by a positive pre-bias, but no equilibrium current
can flow, so the CELIV current starts at zero, making it easier to interpret [353, 354,
361–363].
– In Delaytime-CELIV the Photo-CELIV measurement is performed several times with a
varying delaytime between the light pulse and the voltage ramp. During the delaytime
charges can recombine and less charges are extracted. The technique can therefore be
used to study the recombination kinetics [364–368]. Keeping the voltage at a constant
value during the delaytime, however, can lead to counter-injection. OTRACE therefore
adapts the voltage according to the TPV decay during the delaytime, such that the
current is always zero prior to the ramp [369, 370].
– In Reverse-CELIV a positive voltage ramp is applied, starting at a negative bias. The
current then rises to the displacement current plateau, and when injection sets in, in-
creases rapidly. This technique is only interesting in MIS-devices or strongly degraded
cells [228].
The CELIV technique was originally developed to investigate the charge carrier mobility. In
a simple picture charges inside the active layer drift in the external, changing electric field
towards their respective electrodes. A basic analytical model assuming a homogeneous car-
rier distribution as well as a position-independent field was deduced, relating the transient
position of the current peak with the carrier transit time and therefore with the mobility [351,
352]:
µCELIV =
2d2
3A · t2max ·
(
1+ 0.36 Imax−I0I0
) (2.13)
Due to the simplification made in the derivation of this formula, its application is very
limited and usually gives only the order of magnitude of the mobility. Several adaptations
and improvements have been attempted [302, 368, 371, 372], one of which is the approach
by Lorrmann et al. [360]:
µCELIV =
d2
2A · t2max
·
[
1
6.2+ 0.0124 Imax−I0I0
+
1
1+ 0.12 Imax−I0I0
]2
(2.14)
25
experimental
(a) Dark-CELIV / MIS-CELIV. (b) Photo-CELIV.
Figure 2.6: Schematics of the dark-CELIV/MIS-CELIV and photo-CELIV experiments, indicating the pa-
rameters mentioned in the text.
By integration of the current peak the number of extracted charges is calculated. Due to re-
combination losses, and due to the finite ramp time, only part of the charges can be extracted
[352, 356]. In principle with a faster ramp more charges are extracted.
NCELIV =
1
q · d · S
∫ (
I(t)− Idisp(t)
)
dt (2.15)
In OTRACE the number of extracted charges decays with the delaytime due to recombina-
tion:
dn
dt
= −R = −k1n− k2n2 (2.16)
The equation takes into account recombination losses by bimolecular recombination (second
order) as well as first-order recombination losses (Shockley-Read-Hall, trap-assisted recom-
bination). The general solution to this Ricatti equation is
n(t) =
−k1 · exp (k1c1)
k2 · exp (k1c1)− exp (k1t) (2.17)
With the initial charge density n(t = 0) = ns as the boundary condition we obtain
n(t) =
k1(
k1
ns + k2
)
· exp (k1t)− k2
for k1 > 0 (2.18)
If first-order recombination can be neglected, that is k1 = 0, the solution to Eq. 2.16 becomes
n(t) =
ns
k2nst + 1
for k1 = 0 (2.19)
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Herein the recombination constant k2 is often called β in literature [373]. When the recom-
bination is Langevin-type, the bimolecular recombination constant is related to the charge
carrier mobility: βL =
eµ
e0er
.
• Charge Extraction (CE)
In the charge extraction experiment a reverse extraction voltage is applied after the illumina-
tion is turned off. During the light pulse the applied voltage is adapted such that no current
flows. The extraction current is then integrated to give a measure of the photogenerated
charge density at open-circuit [374–376].
Like in OTRACE the recombination dynamics can be studied with delaytime charge extrac-
tion, where during the delaytime the TPV decay signal is applied, ensuring no current is
flowing [377].
(a) Charge extraction. (b) Voltage step.
Figure 2.7: Schematics of the charge extraction and the small voltage step experiments.
• Small Voltage Step (VP)
The small voltage step experiment is used to investigate the RC-time. Assuming the device is
empty of charges and a small voltage step around 0 V or in reverse is applied, only displace-
ment current is measured. For an ideal voltage step the current peak response is inversely
proportional to the series resistance, Istep = Vstep/RS , and the decay constant is the RC-
time. So from this simple experiment both series resistance and geometric capacitance of the
device can be determined [302].
• Dark/Double Injection Transient (DIT)
The dark injection transient current is a technique to determine the mobility in thick unipolar
layers. Here, when a forward voltage pulse is applied, charges are injected. The injection
current is superimposed to the RC current peak and decay. In the unipolar and trap-free
case, and under space-charge limited injection, a current peak can be observed. From the
transient position of the peak the charge carrier mobility can be determined [331, 378–384]:
µDIT =
0.787d2
tmax(V −Vbi) (2.20)
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The technique can also be performed in bipolar devices as double injection transient. Here
a peak can occur as well, and the dynamics of the rise of the injection current can be anal-
ysed. There is, however, no analytic model for this case, and the measurement needs to be
compared to simulation.
(a) Dark / double injection transient. (b) Deep-level transient spectroscopy
Figure 2.8: Schematics of the DIT and DLTS experiments.
• Deep-Level Transient Spectroscopy (DLTS)
Deep-level transient spectroscopy is a technique to study trap effects. A negative prebias
is applied for several milliseconds during which all trapped charges should be released
and extracted. Then the voltage is switched to zero, allowing the traps to be filled. This
leads to a small current superimposed to the large displacement current due to the voltage
step. After a long enough waiting time, the voltage is switched back to reverse, and the de-
trapping current is measured. The trap release and filling processes are strongly temperature
dependent, and this measurement is usually performed in a cryostat at various temperatures
[385–387]. From a sophisticated analysis it may be able to determine the trap density-of-
states as well as the trapping rates. For this analysis usually the second voltage step is used,
however, in case of a device with a shunt there will be a high offset current under reverse
bias, so in this case the first voltage step can be analysed.
• Intensity-Modulated Photocurrent/Photovoltage Spectroscopy (IMPS/IMVS)
Similar to the impedance measurement, this is a modulation technique, whereas here the
illumination is modulated. For IMPS the voltage is kept constant (or zero) and the current
response is measured. For IMVS the device is forced to open-circuit using a high-load mea-
surement resistor and the voltage is analysed [388–393].
IMPS is employed to investigate charge transport, while IMVS contains information about
recombination. The peak frequency of the imaginary part of the IMPS signal is related to
the charge carrier collection time τsc, and depends on transport and recombination at short-
circuit [388, 394, 395]:
τsc =
1
2pi · fmax =
(
1
τrec
+
1
τcc
)−1
(2.21)
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The peak frequency of the imaginary part of the IMVS signal is related to the recombination
time at open-circuit τoc [388, 394]:
τoc =
1
2pi · fmin = τrec (2.22)
The IMPS and IMVS time constant are further related by the charge collection efficiency
[394]:
ηcc =
Jsc
Jinj
=
Jsc
Jsc + Jrec
=
1/τcc
1/τcc + 1/τoc
= 1− τsc
τoc
(2.23)
(a) IMPS real and imaginary part. (b) IMVS real and imaginary part.
Figure 2.9: Schematics of the IMPS and IMVS experiment.
These techniques promise to hold a lot of interesting information on charge transport and
recombination. Also traps may be observed by specific signatures at lower frequencies.
However, a thorough simulation-based understanding of these techniques was not possible
until now.
While in the main part of this thesis often only a few of the presented techniques are shown
and discussed, for most studies we have performed a larger range of techniques. All of these
experiments can be simulated with Setfos and most of them are presented in the global fits
and parameter sweeps shown in Appendix B & C.
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3 S I M U L AT I O N
There exist several approaches for the modelling of organic semiconductor devices [396–398].
Many of them have been originally transferred from inorganic semiconductor modelling and
then adapted to the special requirements of organics. In order to simulate charge transport there
are three basic routes: microscopic modelling of transport between molecules, macroscopic mod-
elling of the transport in an effective medium, and full-device modelling. The microscopic sim-
ulations are usually employing Monte Carlo [399–401], finite elements [402] or Master equation
models [403, 404], and simulate the charge transfer between molecules by hopping rates [405,
406] and based on random walk. By statistical averaging empirical models for the charge carrier
mobility, for example the Gaussian disorder model (GDM) [407–409], can be found. These mod-
els parametrize the mobility dependence on temperature, electric field, charge density and the
density-of-states distribution.
Situated on the other end of the model range are equivalent circuit models, that allow to analyt-
ically describe the device current depending on different parameters such as voltage or tempera-
ture. The best known of these models is the Shockley equation, that describes the IV-curve of an
ideal diode [305, 410]:
I(V) = IS ·
[
exp
(
qV
kBT
)
− 1
]
− Iph (3.1)
where IS is the saturation dark current and Iph is the (voltage-independent) photocurrent. As this
equation is too simplified for use in OSCs some additions are commonly made:
I(V) = IS ·
[
exp q
(
V − IRs
n kBT
)
− 1
]
+
V − IRs
Rp
− Iph(V) (3.2)
where the series and parallel resistance and an ideality factor n different from unity as well as a
voltage-dependent photocurrent are accounted for.
A combination of several diodes, resistance, capacitance and inductance elements defines an
equivalent circuit, which can describe a single cell (see Fig. 2.1), a tandem cell or even a full solar
cell module. These models are mainly employed to analyse impedance data, where the different
physical processes like transport or interface effects are related to the various elements of the
equivalent circuit, which are characterized by their frequency-dependent resistance, conductance
or capacitance [411, 412].
The intermediate class of models, which we will employ here, focuses on the description of
the charge carrier generation, transport and recombination in a single device. The microscopic
hopping between molecules is not taken into account, instead the outcome of the microscopic
models, namely the empirical mobility relation, is employed and describes an effective mobility
inside a material. The model treats each layer as an effective medium with homogeneous
properties. Furthermore, when applicable, the outer functional layers (HTL, ETL) are simulated
as perfect conductors presenting no limitation to charge transport, thus acting as metallic. The
most common way to model charge transport in organic electronic devices is therefore the
MIM-model (metal-insulator-metal) [398], where the electrodes, injection and transport layers
are subsummized as metallic, and the organic semiconductor is treated as a nearly insulating,
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low-conductive layer. This approach is also justified regarding the device geometric capacitance,
where only the "insulating" layer contributes.
We aim to model the various experiments with a fully coupled 1D opto-electrical drift-diffusion
simulation in order to understand the charge generation, transport, recombination, injection and
extraction better. For this purpose we employ the commercial software Setfos 4 by Fluxim AG
[299]. In the following the implemented physical models, which have been used, are introduced.
The basic model to describe electrical charge transport is the drift-diffusion model [413–424]. As
mentioned above, usually only the active layers with low conductivity are simulated, while the
outer well-conducting electrodes and doped transport layers are usually treated as ideal.
Still, concerning the optical simulation, which describes the light incoupling and absorption in
solar cells, respectively the outcoupling of emitted photons in OLEDs, all layers need to be taken
into account. For this purpose a 1D Transfer Matrix approach is employed [413]. It calculates the
absorption inside the layers, and reflection and transmission at all layer interfaces, thereby con-
sidering wavelength-dependent interference. In organic solar cells the actual optical field profile
leads to a strongly thickness-dependent absorption and inhomogeneous charge carrier generation
profile in the active layer. For simulating the Paios measurements the spectrum of the white LED
light source as shown in Fig. A.2b is used for the simulation.
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Figure 3.1: Simulated charge generation profiles for a solar cell with different active layer thicknesses. The
standard layer stack (see Fig. A.1) is used, the active layer position is between 4 and 5, and the
reflecting metal electrode is between 5 and 6.
As mentioned in the introduction, excitons can play an important role in organic semiconduc-
tors. In this work, however, we did not assume any exciton processes to be relevant on the inves-
tigated timescales. We choose a constant effective photon-to-charge conversion efficiency in solar
cells hereby neglecting a possible field- or temperature-dependent exciton dissociation and charge
generation. With this simplification the optical simulation directly gives a charge carrier gener-
ation profile G(x). Figure 3.1 shows the generation profiles for various active layer thicknesses,
emphasizing the wavelength-dependent interference effects and absorption profiles.
While the optical simulation is always performed, the exact generation profile has only a small
influence on the transient measurements. The strongest sensitivity towards thickness and therefore
on the generation profile has the spectral EQE measurement, where the actual shape is largely
influenced by the various layer thicknesses and their spectral absorption coefficients.
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3.1 D R I F T- D I F F U S I O N M O D E L
Our main focus is on the electrical part of the simulation, which describes the charge carrier
transport and the electrical currents.
The first equation to consider is the continuity equation:
dn
dt
= goptnpGn − RLang − Rnt +
1
q
∂Jn
∂x
(3.3)
dp
dt
= goptnpGp − RLang − Rpt −
1
q
∂Jp
∂x
which relates the change of mobile carrier concentration at a point x due to charge generation,
recombination, or a change in current. This relation ensures the conservation of charge. The gen-
eration rate results from the generation/absorption profile G times the photon-to-charge conver-
sion rate gopt, which is assumed constant here, but could include exciton dissociation models.
Equation 3.3 contains two recombination terms - bimolecular, Langevin-type recombination and
monomolecular, trap-assisted recombination. Note that all quantities depend on the position x in
the layer.
The electric field profile is given by the Poisson equation through the mobile and immobile
charge densities:
∂E
∂x
= − q
ε0εr
· (n− p + nt − pt + NA − ND) = −∂
2Φ
∂x2
. (3.4)
Herein E is the electric field, Φ is the electrostatic potential, n/p are mobile electrons/holes, nt/pt
are trapped charges and NA/ND denote immobile charged species (acceptor/donor doping). The
boundary conditions for the electrostatic potential at an applied voltage V are:
Φ(x = d) =
∫ d
0
E dx = V −Vbi Φ(x = 0) = 0 (3.5)
with the built-in potential being the electrode workfunction difference:
Vbi =
1
q
(WFa −WFc) . (3.6)
The charge current is driven by drift in the electric field and diffusion due to a density gradient:
Jn = qnµnE + qDn ∂n
∂x
= qnµnE + µnkBT ∂n
∂x
(3.7)
Jp = qpµpE − qDp ∂p
∂x
= qpµpE − µpkBT ∂p
∂x
, where the Einstein relation for the diffusion Dµ =
kBT
q was used. The combination with Eq. 3.3
yields:
dn
dt
= goptnpGn − RLang − Rnt +
∂
∂x
[
nµnE + µnkBTq
∂n
∂x
]
(3.8)
dp
dt
= goptnpGp − RLang − Rpt −
∂
∂x
[
pµpE − µpkBTq
∂p
∂x
]
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The intrinsic carrier concentration is defined by:
ni = N0 · exp
(−Eg
kBT
)
(3.9)
with the density of states N0 and the bandgap Eg. The carrier densities are then given by
n = ni · exp
(
V − EFn
kBT
)
p = ni · exp
(
EFp −V
kBT
)
(3.10)
These equations introduce the quasi-Fermilevels, which describe the filling of the density-of-states:
EFn = ELUMO − kBT · ln
(
N0
n
)
EFp = EHOMO + kBT · ln
(
P0
p
)
(3.11)
At equilibrium in the dark n · p = n2i is always fulfilled (mass-action law), and the quasi-
Fermilevels are the same, EFn = EFp, and lie in the middle of the band gap [425].
Under illumination this no longer holds and the quasi-Fermilevels split:
n · p = N0 exp
(
−ELUMO − EFn
kBT
)
· P0 exp
(
−EFp − EHOMO
kBT
)
= n2i exp
(
EFn − EFp
kBT
)
(3.12)
The splitting of the quasi-Fermilevels defines the open-circuit voltage:
qVoc = EFn − EFp = Eg − kBT · ln
[
N0 · P0
n · p
]
(3.13)
Figure 3.2 depicts the steady-state solution of the combined set of differential equations for an
organic solar cell under short-circuit and open-circuit conditions. The graphs show the potential
distribution, the charge densities and the electric field profiles. For this simulation the default
device and material parameters as summarized in Appendix A were used.
Under short-circuit condition the built-in potential leads to a nearly constant negative electric
field, serving as a driving force for photocurrent extraction. Conversely, at open-circuit the electric
field is zero in the main part of the device and the bands are flat. This leads to higher charge
carrier densities under open-circuit condition compared to the short-circuit. Also at voltages
around the open-circuit voltage diffusion currents dominate the total current, whereas otherwise
drift dominates.
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(a) Bands at short-circuit. HOMO, LUMO, elec-
trodes (black lines), electron (solid) and hole
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(b) Bands at open-circuit. HOMO, LUMO, elec-
trodes (black lines), electron (solid) and hole
(dashed) quasi-Fermilevels (blue lines).
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(dashed line) at short-circuit.
0 0.5 1
Rel. position (1)
1020
1025
Ch
ar
ge
 d
en
sit
y 
(m
-
3 )
(d) Electron density (solid line) and hole density
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(f) Electric field distribution at open-circuit.
Figure 3.2: Simulated band, charge density and electric field profiles at short-circuit (left) and open-circuit
(right) conditions. The x-axis goes from 0 (anode ) to 1 (cathode).
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We employ the "ohmic" injection / Schottky diffusion contact model [425–427], where the Fer-
milevel continuity/alignment at the electrode interfaces is prescribed. The charge densities at the
interfaces to the electrodes are given by
nelectrode = N0 · exp
[
−ELUMO −WFc
kBT
]
= N0 · exp
[
− Ec
kBT
]
(3.14)
pelectrode = P0 · exp
[
−WFa − EHOMO
kBT
]
= P0 · exp
[
− Ea
kBT
]
where Ec = ELUMO −WFc is the electron injection barrier and Ea = WFa − EHOMO is the hole
injection barrier.
The bimolecular recombination rate in Eq. 3.3 depends on both carrier densities and their mo-
bilities [428, 429]:
RLang = β · n · p βL = γ q
ε0εr
· (µn + µp) (3.15)
Hereby γ < 1 is a morphology-dependent reduction factor accounting for the reduced recombi-
nation efficiency observed in many bulk-heterojunctions [430–432].
Simulations in this work including traps use single trap levels for electrons or holes, where the
trapping is described by a capture-and-release model [331, 420]:
dnt
dt
= Rnt = cn · n · (Nt − nt)− en · nt (3.16)
dpt
dt
= Rpt = cp · p · (Pt − pt)− ep · pt
, with the release or detrapping rate en/p being thermally activated and depending on the capture
rate cn/p :
en = cnN0 · exp
[
Et − ELUMO
kBT
]
(3.17)
ep = cpP0 · exp
[
EHOMO − Et
kBT
]
In case Shockley-Read-Hall (also called trap-assisted or monomolecular) recombination [433, 434]
is taken into account, holes can also be captured by electron traps and vice versa, and the change
in the densities of trapped electrons and holes is:
dnt
dt
= Rnt − Rpt = cn · n · (Nt − nt)− en · nt + ep · (Nt − nt)− cn · p · nt (3.18)
dpt
dt
= Rpt − Rnt = cp · p · (Nt − pt)− ep · pt + en · (Nt − pt)− cp · n · pt
So far we have considered only single transport levels EHOMO and ELUMO, which is sufficient
for most purposes. In Chapter 12 we discuss the influence of disordered bands and transport. In
this case the density-of-states (DOS) for electrons (so far denoted by N0) becomes:
N(E) =
N0√
2piσ2
· exp
[
−
(
E− E0√
2σ
)]
(3.19)
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where E is the energy, N0 the total number of states, distributed around the mean energy E0 and
σ is the disorder parameter. The electron density is then obtained by the Fermi-Dirac distribution:
n(x, E f n) =
∫ ∞
−∞
N(x, E) · fFD(E, EFn) dE (3.20)
fFD(E, EF) =
1
exp
(
E−EF
kBT
)
+ 1
(3.21)
The mobility can be described by the Extended Gaussian Disorder Model (EGDM), which is im-
plemented in Setfos as [408, 416, 435]:
µ(T, n, E) = µ0(T) · g1(T, n) · g2(E) (3.22)
µ0(T) = µ∗ · exp [−c2σˆ]
g1(T, n) = exp
[
0.5(σˆ2 − σˆ)
(
2
n
N0
)δ]
g2(T, E) = exp
[
0.44(σˆ1.5 − 2.2)
]
·
(√
1+ 0.8
(
E · qa
σ
)
− 1
)
where σˆ = σkBT describes the energetic width of the density-of-states.
Furthermore Setfos can consider an external series resistance, which is of crucial importance for
direct comparison with measurements. The resistance affects the applied voltage according to:
Vsource = Vdev + Rs · I (3.23)
The most recent Setfos version 4.5 also allows to include a nonideal parallel resistance (shunt) in
the circuit, as shown in Fig. 2.1b. Then the total current only partly flows through the device:
Itot = Idev + Ip = Idev +
Vdev
Rp
(3.24)
Setfos further is able to calculate modulated signals like impedance or IMPS. Here a small
modulation is introduced into the voltage (or illumination) and the charge density and current
responses are calculated:
V(t) = Veq +Vac · eiωt (3.25)
n(t) = neq + nac · eiωt
p(t) = peq + pac · eiωt
I(t) = Ieq + Iac · eiωt−ϕ
Assuming a linear behaviour in the small-signal regime, the complex impedance Z and admittance
Y as well as the conductance G and capacitance C at the specific working point Vac, nac, pac and
frequency w = 2pi f can then be calculated as:
Z =
V(t)
I(t)
=
Vac
Iac
(3.26)
Y =
I(t)
V(t)
=
Iac
Vac
= G + iωC
For IMPS/IMVS the imaginary and real parts of Z are usually analysed.
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3.1.1 Setfos
The simulation software Setfos 4 allows to model steady-state, transient and modulated experi-
ments. In fact, currently all the techniques implemented in Paios except for IMVS can be simu-
lated, using dedicated algorithms and solvers for the different modes. The algorithms have been
optimized for the specific modes, enabling unparalleled simulation speed.
The "Setfos-Paios-Integration" Module allows to perform the simulation from within the Paios
GUI. This is very advantageous, as it facilitates the direct comparison of measurement and simu-
lation data, as well as postprocessed plots. Additionally the user does not need to care about the
specific settings of the experiment, which reduces human error.
3.1.2 Fitting
The functionality of simulating all experiments from within Paios consequently gives way to pa-
rameter extraction by fitting. It is possible to choose various material or device parameters, various
experiments and devices and to perform a global fit. It should be noted, however, that this process
still needs some manual adjustment, and can only be performed by experienced users, therefore
it is far from being fully automated. It is advisable to follow a specific order for parameter ex-
traction. In the Appendix B we show various examples where such a global fitting procedure was
successfully performed.
In order to achieve a global fit, it is useful to follow some routine. The first parameters to be
determined are the series resistance and the capacitance from which the active layer thickness can
be deduced. The RC are best extracted from capacitance-frequency plots or dark-CELIV curves.
The next step could be the extraction of the built-in voltage from IV and CV curves, where, how-
ever, the injection barriers and the density-of-states already play a role. Now one can start to fit
several transient experiments like TPC and CELIV together, in order to estimate the mobility and
recombination prefactor. The Setfos-Paios-Integration also calculates the correlation matrix of the
fit parameters, which is a measure of how reliably parameters can be determined independent
from each other. By adding more experiments the correlation can be minimized [340].
3.1.3 Default Device Stack and Parameters
The standard layer stacks for simulation of organic solar cells and OLEDs can be found in the
Appendix A. There we also summarize the default parameters that have been used for qualitative
simulations like in Fig. 3.2.
Our basic approach for defining a stack and the appropriate models is to simplify as far as
possible. For example, in most cases the injection and transport layers can be assumed as highly-
conductive and are therefore not playing a role in the electrical transport, which allows us to model
them only optically, and incorporating them into the electrode for electrical simulations. Further-
more, if it is not absolutely necessary to use other models, we employ the ohmic (Fermilevel align-
ment) injection model, constant mobilities, and single trap levels. In order to demonstrate trends
which happen during degradation and to investigate parameter sensitivity, this reduction of com-
plexity is very helpful. Furthermore, as one usually does not know a lot about the investigated
material, we find it a more scientific approach to limit number of unknown model parameters to
as few as possible.
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Part II
A N A LY S I S O F P O L A R O L E D S
This part deals with bilayer organic light-emitting diodes. We show that this
device type can be more generally employed as a prototypical layer stack for
parameter extraction. Validated by modeling we propose several experiments
to determine material parameters. Furthermore we also investigate degradation
phenomena of bilayer OLEDs.

4 P O L A R O L E D S
4.1 I N T R O D U C T I O N
Organic light-emitting diodes (OLEDs) rely on the use of functional materials in order to facilitate
charge carrier injection and transport, as well as to confine the recombination/emission zone.
In standard bilayer OLEDs this functionality is used to ensure a selective charge transport,
by stacking a hole transport layer (HTL) and an electron transport layer (ETL), where one or
both also serve as the emitting material. The different materials have suitable energy levels
for injection of one carrier type (see Figs. 1.1a & 4.1), and usually also comprise high charge
carrier mobilities for this carrier type. This approach allows for efficient charge injection and
transport. The radiative recombination (emission) is then confined to the interface of HTL and
ETL, and the layer thicknesses can be tuned in order to optimize the optical outcoupling. The
first OLED demonstrated by Tang and van Slyke in 1987 [11] had in fact such a bilayer structure.
While today there are more efficient stack architectures as mentioned in Section 1.2, this bilayer
heterojunction is still employed for research. The main reasons for this are the simplicity of
the stack allowing to distinguish and investigate specific physical processes, but also the easy
fabrication by sequentially depositing all layers. While most reported bilayer OLEDs are based
on small-molecule materials which are usually vacuum-processed, there have been efforts to also
employ polymers [436, 437] as well as to use solution-processing [438]. Furthermore this stack
layout is well-suited to analyse new HTL and ETL materials in depth, which can then later be
employed in multilayer architectures.
In this work we are investigating "polar" bilayer OLEDs. This expression stems from the fact
that many electron transport materials exhibit a permanent polarization upon deposition. The
molecules do not arrange fully randomly, but have a slight preference for orientation, so that a
small permanent molecular dipole moment leads to a macroscopic orientation polarization of the
thin film [82, 439]. This polarization can be physically described as two surface charge densities
with opposite sign on both sides of the layer, and is therefore effectively an interface effect.
The polarization effect has been first discovered experimentally at PTCDA/Alq3 and α-
NPD/Alq3 interfaces using photoelectron spectroscopy, however interpreted as an interface dipole
[440, 441]. Later Berleb and Brütting found a signature of an interfacial electric field jump in
capacitance-voltage measurements which they also initially attributed to an interface dipole [82,
442]. Ito et al. discovered a giant surface potential (GSP) in Kelvin probe force microscopy mea-
surements on Alq3 films [443]. They explained it by a preferential orientation of the Alq3 molecules
during deposition, which, as the molecules have a permanent dipole moment, leads to a macro-
scopic surface charge density. They could further confirm this picture using second harmonic
generation, which is an optical technique and also sensitive to molecular dipoles. It was found
that only a very small portion of the molecular dipoles are oriented [443, 444]. Furthermore the
orientation polarization in Alq3, which is still the most investigated ETL, has been shown to de-
pend on the fabrication conditions, and to decay with time [443, 445–447].
With the years it became clear that many commonly used electron transport materials show
the orientation polarization effect, and the polar sheet charge density QS is always in the range
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of 0.1 − 5 mC/m2. Some values reported for Alq3 are 0.44 mC/m2 [443] and 1.1mC/m 2 [439],
obtained from Kelvin probe measurements, and −1.1 mC/m2 [56, 82, 448], −1.7 mC/m2 [444]
from capacitance-voltage and displacement current measurements. Other polar ETLs are TPBi
(−1.1 mC/m2), BCP (−0.51 mC/m2) and OXD-7 (−2.3 mC/m2) [439, 449]. Hereby the positive
values from Kelvin probe refer to the top surface of the layer, while the CV measurements address
the buried interface, giving negative values [450]. All of these materials have the same macroscopic
orientation. Only one material - Al(7-Prq)3 - has been demonstrated so far to exhibit an "inverted"
polarity with a sheet charge density of +3.1 mC/m2 [451, 452].
Up to now no hole transport layers with a relevant macroscopic polarity have been reported.
Yet, such materials can in principle be obtained using dipolar doping, for example by mixing Alq3
into an α-NPD matrix [444].
4.2 M O D E L L I N G A P P R O A C H
Figure 4.1 schematically shows the bilayer band structure at short-circuit without and with a polar
ETL. In fact there is a huge difference due to the strong field jump at the interface. While in the
non-polar device neither holes nor electrons can be injected below the built-in voltage, in the polar
OLED a voltage range below Vbi exists where holes are already injected into the HTL.
(a) (b)
Figure 4.1: Schematics of the energy profile of a bilayer OLED (a) without and (b) with a polar ETL. The
sheet charge densities are denoted by squares, and mobile electrons and holes by filled and open
circles, respectively.
As in the IV-curve only bipolar currents are observed, this technique shows no signatures of the
polar ETL. Yet this property can be investigated by other electrical techniques such as impedance
spectroscopy or displacement current measurements. Figure 4.2 shows the original capacitance-
voltage measurements from Berleb et al. [442] of bilayer OLEDs, where the thickness of the ETL
(Alq3) was varied. A second plateau starting at the transition voltage Vt is identified as a clear
signature of the polar effect. This transition voltage is the voltage where holes start to be injected,
and shifts to smaller, even to negative values when increasing the ETL thickness. The following
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Figure 4.2: CV measurements of α-NPD/Alq3 polar OLEDs with varied ETL thickness. The inset shows the
correlation of the hole injection voltage with the ETL thickness. Plot taken from [442].
relation was established between the ETL thickness and the transition/hole injection voltage [82,
442] :
Vt = Vbi +
QSdETL
ε0εr
= Vbi +
QS
CETL
(4.1)
where QS is the effective sheet charge density, which is negative in most cases, as mentioned
above.
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Figure 4.3: Displacement current measurement of an α-NPD/Alq3 device (full red line) using a ramp rate of
130 V/s corresponding to frequency 13 Hz and the capacitance-voltage curve of the same device
(dotted blue line) at 13 Hz.
The displacement current measurement (DCM) technique consists of two cycles of forward and
reverse voltage ramps [453]. The forward voltage ramp probes charge injection, while the reverse
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ramp probes extraction, being basically a very slow injection-CELIV measurement. Capacitance-
voltage curves measured at low frequency are equivalent to the forward ramp measurements
in DCM. The measured displacement current can be converted into a capacitance by dividing
through the ramp rate A:
I =
ε0εrA · S
d
and C =
ε0εrS
d
: C =
I
A
The characteristic frequency corresponding to the transient measurement is the repetition rate of
the ramp cycles, f = 1/T = A/(2 · Vamp). Under the condition of low enough frequency, then
the DCM capacitance and the capacitance-voltage curve are identical below the built-in voltage,
as depicted in Fig. 4.3, therefore allowing to determine the hole injection voltage also from DCM.
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Figure 4.4: Capacitance-voltage plot of an α-NPD(80 nm)/Alq3(60 nm) OLED measured at 100 Hz. The MIS-
regime (II) between Vt = −1.2 V and Vbi = +2.2 V is indicated by the vertical dashed lines.
In order to model the polarity effect in the drift-diffusion software Setfos, the two sheet charge
densities can be introduced as very thin additional layers on both sides of the ETL, where the
sheet charge is modelled as a high electrical doping (being a fixed charge density). In the standard
polar devices a negatively doped layer is added at the HTL/ETL interface, and a positively doped
layer is added at the ETL/Cathode interface. Altazin et al. have shown that this approach allows
to simulate polar layers within the drift-diffusion model [83]. Figure 4.4 shows a typical CV curve
of a bilayer polar OLED, where three voltage regimes are indicated. At high reverse bias (regime
I) the bilayer device is insulating and the measured capacitance is the geometric capacitance of the
complete stack:
Cgeo =
(
dHTL
ε0εHTL
+
dETL
ε0εETL
)−1
=
ε0 · εHTL · εETL
εETL · dETL + εHTL · dETL
(4.2)
At the transition/hole injection voltage Vt (in this case −1.2 V) the capacitance rises to a second
plateau corresponding to the capacitance of the ETL CETL =
ε0 εETL
dETL
. When holes are injected into the
HTL, it does no longer act as an insulating dielectric and therefore does not contribute to the capac-
itance any more. This second regime can be described by a MIS (metal-insulator-semiconductor)
structure, where the HTL is semiconducting and the polar ETL acts as an insulator. The third
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regime is above the built-in voltage (in this case 2.2 V), where bipolar charge injection and ra-
diative recombination set in so that the capacitance drops and can even become negative [454, 455].
The simulation of the polar OLED can be used to investigate the charge carrier and field profiles
in more detail. As we have already shown in the schematics of Fig. 4.1 we expect a field jump at
the HTL/ETL interface. Figure 4.5 shows typical charge density, electric field and potential profiles
for the three voltage regimes defined in the capacitance-voltage curve. The schematics above are
confirmed by the simulation. We find that in the second regime between Vt and Vbi holes are
already injected and accumulate at the HTL/ETL interface, while the ETL is still empty. The effect
of the polar sheet charge is the strong bending of the potential in the ETL related to the field jump.
(a) Hole densities (solid lines) and elec-
tron densities (dashed lines).
(b) Electric field distribution. (c) HOMO and LUMO bands and con-
tact potentials (black).
Figure 4.5: Simulated profiles in a polar OLED for regime I (−3 V), regime II (0 V) and regime III (3 V).
Simulation parameters as in Table A.2, except for ETL thickness: dETL = 80 nm.
Figure 4.6 depicts several representations of simulated impedance-voltage data with varied ETL
thickness. The hole injection voltage can be clearly identified in the capacitance, conductance and
amplitude data. It is, however, concealed in the phase data, where a change only happens with
bipolar injection above 2.5 V.
In the following Chapters 5 & 6 we will discuss in detail several possible applications for polar
layers for parameter determination. Yet the polar layers also are of practical importance, as they
have a direct influence on the device performance. This is difficult to measure by itself, but it
becomes clear in Fig. 4.7, where we have simulated the IV-curves of a device without, with and
with an inverted polar ETL. It turns out that the standard polar ETL has a (small) beneficial effect
on the injection, as the positive sheet charge induces a high electron density at the ETL/cathode
interface. Oppositely, employing an inversely oriented ETL such as Al(7-Prq)3, the electron
injection is hindered, leading to a strongly impaired IV-curve and a less efficient device.
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Figure 4.6: Simulations of impedance versus voltage at 100 Hz for ETL thickness varied between 60 and
120 nm and an HTL thickness of 80 nm. The hole injection voltage can be determined from
several representations of the impedance data. Simulation parameters as in Table A.2.
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Figure 4.7: (a) Simulated IV-curves for a non-polar OLED, a polar OLED, and a polar OLED with inverted
polarity. (b) Hole (solid lines) and electron (dashed lines) densities at 3 V for the three different
values of the sheet charge density. Simulation parameters as in Table A.2, except ETL thickness
is 80 nm.
46
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The charge carrier mobility is one of the most important material parameters in organic electronics.
In OLEDs of the key factors determining the (current-to-luminance) efficiency is the charge balance
factor [21, 417, 456]. This factor can be maximized by the stack design, e.g. using blocking layers,
as well as optimizing the carrier mobilities in the charge transport layers. Bimolecular carrier
recombination is directly proportional to carrier mobility (see Eq. 3.15) [457], thus a high carrier
mobility translates into a high recombination efficiency which in turn is linked to a high charge
balance factor, too.
In organic solar cells, conversely, a high current collection efficiency is based on high carrier
mobilities and ensures maximum photocurrent, and low bimolecular recombination losses allow
for a high fill factor. As a rule-of-thumb, higher and balanced electron and hole mobilities are
favourable for good organic solar cells (see also Appendix C.5) [121, 458–460]. It has however been
shown that there is a trade-off discouraging too high mobilities, and furthermore monomolecular
recombination can play a role as well [362, 461, 462].
In any case the charge carrier mobility of the majority charge carriers in an organic semi-
conductor material is one of the most relevant parameters for further optimization of organic
electronic devices. Various experimental techniques such as space-charge limited current-voltage
curves [463], time-of-flight [464, 465], admittance spectroscopy [466, 467], dark injection transients
[468, 469], field-effect mobility [14] and charge extraction by linearly increasing voltage (CELIV)
[351, 470] are in principle available to assess this parameter. Most of these techniques come with
the need to fabricate dedicated devices with especially thick layers, or with different contact
materials than in the final device geometry, to ensure unipolar transport. The only one that
can be performed on fully operating devices is photo-CELIV in organic solar cells, where the
identification of the sign of the majority charge carrier is a non-obvious task, however.
The CELIV technique was originally developed by Juška et al. [351] to extract the charge carrier
drift mobility in thin-film silicon, and has been subsequently applied to doped organic layers
[352, 471] and to organic photovoltaic cells [343]. The technique can in principle be applied to any
kind of device that behaves as a diode, meaning that it needs to be non-injecting under reverse
bias condition. Applying a negative voltage ramp induces a constant displacement current due
to the electric field changing linearly with time. In case mobile charges are already present in the
device under the conditions prior to the voltage ramp, these charges are extracted by the reverse
field, and the transit time and number of carriers are linked to an additional current peak on
top of the displacement current plateau. The charges being extracted can be equilibrium carriers
(induced by electrical dopants), photo-generated carriers or previously injected carriers. We can
thus distinguish among dark-CELIV, photo-CELIV and injection-CELIV (see also Section 2.2). To
clarify the experimental details we schematically show the voltage and current transients in Fig.
2.6.
The transient position of the CELIV current peak is related to the charge carrier transit time and
therefore to the mobility. The first analytical model to calculate the mobility µ was given by Juška
et al. with Eq. 5.1 [351]:
µ =
2d2
3A · t2max
(5.1)
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where the layer thickness is denoted by d, the voltage ramp is A = dV/dt and the position of the
current maximum is tmax.
The application of this formula is, however, very limited, as the underlying assumptions (drift
only, uniform charge carrier distribution, no RC-effects) are usually not justified [302]. Several
other approaches have therefore been pursued to describe the full transient current, and specif-
ically to quantify the mobility [360, 368, 371, 372]. In bipolar devices the peak consists of both
electrons and holes, and it is not possible to unambiguously assign the extracted mobility to one
specific charge carrier type. Also, depending on the ratio of the electron and hole mobility as well
as the ratio of electron and hole density the extracted mobility can be the faster one, the slower
one or an average of the two species. Finally, the peak position and thereby the extracted mo-
bility depend on the relation of the peak height jmax to the displacement current plateau j0, the
employed voltage ramp rate, (bipolar) recombination and the external series resistance [302, 360]
which further complicates the analysis and can render simple analytic formulas inaccurate. There
have been adaptions and extensions to the initial equation, but also these are approximations and
valid only in specific cases [343, 352, 371]. A planar heterojunction organic solar cell represents
such a special case, where the identification of the carrier species was supported by a thickness
variation of either of the two layers [472]. The most general modelling approach for the bipolar
case still is the dual-carrier drift-diffusion model, ideally coupled with a fitting routine, which in
the end allows for a real quantitative extraction of both charge carrier mobilities [228, 302, 415].
5.1 A P P R O A C H
So far, it seemed impossible to use fully operating bipolar devices for a valid CELIV analysis.
However, recently several groups have developed a new approach by fabricating metal-insulator-
semiconductor (MIS) devices to determine both mobilities of the semiconductor [353, 362, 473].
Here the extraction current shows signatures of only one charge carrier type, which was injected in
the first place and for which the electrode on the semiconductor is selective. The main advantage
of MIS-CELIV is that it is a quite general approach which can be followed for a large range
of materials. Furthermore the active layer to be investigated can be deposited with the same
parameters (thickness, morphology) as in the full stack, so the mobilities in a "real" device can be
inferred to be very similar. Yet, the fabrication of well-controlled thin and dense insulating layers
can be challenging. The deposition of metal-oxide insulators can harm the underlying organic
layer, furthermore the use of specific insulators like MgF2, can lead to undesired side effects such
as contamination of the evaporation chamber. Finally interface states between the insulator and
organic layer may lead to band-bending and trapping effects and therefore complicate the analysis.
These shortcomings make the use of inorganic insulators not suitable for all research groups and
every material of interest.
Due to their diode behaviour, OLEDs are also suitable for CELIV experiments, but a pre-bias
above the built-in potential needs to be applied for injecting carriers in the first place. Like in bulk-
heterojunction OSCs, the CELIV peak, however, cannot unambiguously be assigned to one carrier
type alone as both of them are injected above the built-in voltage. In this work we present the
application of the CELIV technique in OLEDs with clear identification of the carrier type, namely
holes. For this endeavour, we take advantage of the concept of polar layers that was introduced in
the previous Chapter.
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5.2 R E S U LT S
In order to demonstrate the approach proposed here, we investigate a prototypical OLED stack
consisting of ITO (160 nm)/PEDOT:PSS (30 nm)/α-NPD (80 nm)/Alq3 (60 nm)/Ca (15 nm)/Al
(100 nm). The devices have been fabricated at Augsburg University using standard procedures
that have already been described elsewhere [447]. The electrical transient and impedance mea-
surements reported here have been performed with Paios. Drift-diffusion simulations to calculate
the CELIV currents and charge density profiles have been generated using Setfos. Hereby the
macroscopic polarization was taken into account by two thin, doped layers, as described in the
previous Chapter [83]. The model parameters are summarized in Table A.2.
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Figure 5.1: Simulated potential and charge density profiles of a polar OLED and a MIS-device. See Table
A.2 for the simulation parameters.
Figures 5.1a & 5.1b depict the simulated potential and charge density profiles of a polar OLED
at zero volt, that is between Vt and Vbi. The energy levels show a large potential drop over the
ETL, leading to a strong negative field in this layer caused by the polar sheet charge densities, in
line with Fig. 4.5. Conversely there is a weak positive electric field in the HTL, however, giving
rise to hole injection into the HTL. The injected holes accumulate at the internal interface with
49
mis-celiv in polar oleds
the polar ETL, since both the interfacial energy barrier and the opposite electric field in the ETL
prevent the holes from entering the ETL.
For comparison Figs. 5.1c & 5.1d show the corresponding situation in a standard MIS device.
Here, a forward bias above the built-in potential is applied. The resulting small positive electric
field enables hole injection into the HTL. The injected holes accumulate at the HTL/insulator
interface, as they cannot overcome the large energetic barrier towards the insulator. Even though
the field inside the polar ETL is strongly negative compared to the constant positive field in the
insulator, the charge density and potential profiles inside the HTL are nearly identical for the
two layer stacks. This proves that a polar OLED in hole accumulation regime does behave like
a standard MIS device under forward bias. Therefore a CELIV measurement will extract the
equilibrium hole density, resulting in the typical extraction peak. In this case there is no doubt
about the type of extracted carriers - holes - and the extracted mobility is neither perturbed by
the opposite charge carrier nor by recombination losses.
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Figure 5.2: MIS-CELIV measurement on an α-NPD(80 nm)/Alq3(60 nm) device at varied offset voltages
from −1.6 V to 6.2 V. For offset voltages below the hole injection voltage Vt = −1.2 V only
the displacement current plateau is observed. The displacement current j0 and the saturation
current j∞ are denoted by dashed lines.
For the MIS-CELIV measurement, an offset voltage with a value between the hole injection
voltage Vt and the built-in voltage Vbi is applied prior to the CELIV voltage ramp. The closer the
offset voltage is to Vbi, the more holes will be present in the active layer prior to the extraction
ramp. Figure 5.2 shows the measured CELIV currents using a ramp rate A = −2 V/µs at varied
offset voltages. For offset voltages below the hole injection voltage Vt = −1.2 V both HTL and
ETL are empty and therefore insulating; then the current density consists only of the displacement
current j0 = Cgeo · A. For voltages above Vt holes are present prior to the ramp and are extracted
by it, leading to the characteristic current peak. We observe a saturation of this peak at a value
corresponding to the capacitive current density of the ETL j∞ = CETL · A . The appearance of this
saturation corresponds to the space-charge limited current, as pointed out by Juška et al. [353].
The reason is that during a time step not more than the charge on the capacitor plates CETL · V
can be displaced. The ratio of the current levels corresponds to the simple layer thickness ratio
j∞
j0
=
dETL+dHTL
dETL
of about 2.2 in our case if we neglect differences in dielectric permittivity.
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Figure 5.3: Extracted parameters from the MIS-CELIV measurements shown in Fig. 5.2 with offset voltage
variation. (a) Current maximum and integrated charge. For clarification some variables used
in the text are also denoted in grey. (b) Calculated mobility using Eq. 5.2 with two different
estimates of the transit time.
Figure 5.3 shows various parameters extracted from the data of Fig. 5.2. The current maximum
and the extracted charge, which is the time-integrated current Qtot =
∫ tramp
0 (j(t)− j0) dt, are plot-
ted in Fig. 5.3a. Below the hole injection voltage no charges are extracted, and the current is just
the constant displacement current. Above Vt holes are extracted, showing up in the linearly ris-
ing current maximum and extracted charge. For high voltages above the built-in voltage both
quantities saturate due to the space-charge limitation.
In order to determine the hole mobility the conventional CELIV formula (Eq. 5.1) cannot be used
as it assumes a bulk charge distribution, and does not account for the redistribution of the electric
field by the insulating layer. There is, however, the analytic framework for MIS-CELIV, which was
originally proposed by Juška et al. This is based on the assumption that all the equilibrium charges
accumulate at the internal interface in an infinitesimally narrow distribution [353, 362, 474]:
µ =
2d2
HTL
A · t2tr
·
(
1+
εHTL dETL
εETL dHTL
)
=
2d2
HTL
A · t2tr
·
(
1+
j0
j∞ − j0
)
(5.2)
In Eq. 5.2 ttr is the transit time, A is the voltage ramp, d denotes the layer thicknesses and ε is the
respective relative permittivity of the layers. If the permittivity is not known and the saturation
current j∞ is observed in the measurement, using the second part of Eq. 5.2 can help to reduce
uncertainties.
In standard MIS devices the ratio j∞/j0 is large due to the typically thin insulator layers and
their high permittivities. Under this condition the transit time can be estimated from the time t1
when the current reaches twice the plateau value, j(t1) = 2 · j0 [353]. The two times are then related
by ttr = 4pi t1 [353, 474]. In case the proportions of the layer thicknesses are nonideal, Važge˙la et
al. provide a correction factor in Figure 2 of their publication [474]. For our device the ratio j∞/j0
is approximately 2.2, so we take the relation between t1 and ttr to be approximately: ttr ≈ 0.55 t1.
The problem is that t1 can be determined only for high offset voltages above Vbi, and hence the
mobility analysis may be disturbed by electron contributions.
Therefore we focus on the low-conductivity regime by investigating the small peaks that occur
for offset voltages just above the hole injection voltage. Here only a small charge density is present
and the extraction current is unperturbed by space-charge effects. In accordance with conventional
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CELIV theory, Juška et al. state that in the small-charge limit the transit time is identical with the
transient position of the current peak [353].
Figure 5.3b shows the extracted mobility values for the measurements of Fig. 5.2 using Eq. 5.2.
Thereby we have estimated the transit time by either the peak position ttr = tmax, or, if possible,
using the time t1 via ttr = 0.55 t1. The first method gives values around 9 · 10−5 cm2/Vs just above
Vt, while for higher offset voltages the extracted mobility is lower, due to the starting saturation
and space-charge effects. The values estimated using t1 are higher (up to 1.6 · 10−4 cm2/Vs), how-
ever they are not reliable as t1 is only observed in the bipolar regime above Vbi. We therefore
conclude that for bilayer OLEDs the most convenient and reliable way to determine the mobility
is from the small-charge regime, that is using offset voltages just above the hole injection voltage.
Obviously the field dependence can be further investigated, where in the CELIV theory usually
the extraction field at the peak time Eext = V(ttr)−Vbidtot is taken. The consistency with mobility values
determined by the alternative methods confirms the new CELIV method with standard devices to
be reliable in practice.
However, as a side remark we want to note that, instead of using CELIV formulas, we can also
resort to drift-diffusion simulations as we have already demonstrated in the context of OSCs [228,
340]. Since in the MIS-regime of the polar device only holes are present, the CELIV transients may
be fitted with the hole mobility as the only fitting parameter. Using the drift-diffusion simulation
software Setfos we obtain a value of 1.2 · 10−4 cm2/Vs, in very good agreement with the mea-
surement. A global fit of several measurements of a polar OLED can be found in the Appendix
B.4.
5.3 D I S C U S S I O N
In principle the presented approach can also be used in order to analyse the electron mobility of
an active layer. In this case a polar hole transport material is needed, on top of which the active
layer is deposited, followed by the electron injecting contact (see Fig. 5.4b). While so far no hole
transport materials leading to films with a permanent dipole moment have been reported, such
materials can be obtained using dipolar doping. Jäger et al. have shown that by mixing Alq3 into
an α-NPD matrix the polarity of the HTL can be controlled [444].
The electron transport material Al(7-Prq)3 has been demonstrated to exhibit an inverted polar-
ization with a sheet charge density of +3.1 mC/m2 [451]. In a bilayer configuration as shown in
Fig. 5.4c, it would thus be possible to determine the electron mobility in this material. It would
then also be feasible that by dipolar doping of Al(7-Prq)3 into an HTL the hole mobility of the
HTL host could be determined (Fig. 5.4d).
Of the different configurations depicted in Fig. 5.4 the first two seem the most relevant, as they
allow to selectively determine the hole and electron mobility of an active layer by fabricating two
devices where the material under investigation once is deposited onto the hole-injecting contact,
and once an electron-selective contact is deposited onto this layer. Obviously this also allows to
selectively investigate charge carrier transport in general bipolar and bulk-heterojunction semicon-
ductor layers.
There are two key advantages of the presented approach compared to other measurement tech-
niques. Firstly, the active layers to investigate can be prepared and deposited in the same way and
especially with the same thickness as in a regular OLED or solar cell stack, thus the extracted
mobility values can be assumed to be the same in the regular device.
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Figure 5.4: Schematic energy levels of standard and alternative bilayer configurations of HTL and ETL
where one of the layers shows a permanent polar moment, and the layer under investigation is
highlighted in blue. The sheet charge densities are denoted by the squares, and mobile electrons
and holes by filled and open circles, respectively. (a) Standard polar OLED configuration as
discussed in the main text. The ETL is polar with a negative sheet density at the interface, the
hole mobility in the HTL is determined. (b) The HTL is polar with a positive sheet density at
the interface. This can be fabricated by dipolar doping of the HTL with a polar material, and
can be used to determine the electron mobility in the ETL. (c) The ETL is polar with an inverted
polarity. This allows to determine the electron mobility of the ETL. (d) The HTL is polar with a
negative sheet density at the interface. This would allow to determine the hole mobility of the
HTL, however no such material is reported so far.
The second key advantage is that the employed organic polar electron transport layers are very
easy to handle and deposit, and furthermore less harmful to the underlying materials than oxide
insulators. Basically every group working in the OLED field can fabricate Alq3 layers by thermal
evaporation, and could thus employ the new CELIV technique.
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6 A C T I VAT I O N E N E R G I E S
There is great interest in the knowledge of the temperature-dependent behaviour of organic semi-
conductor devices such as organic light-emitting diodes (OLEDs) and organic solar cells (OSCs).
The reason for this is the operation temperature of such devices which is usually higher than
room temperature. In OLEDs Joule heating by the charge current leads to selfheating effects and
an increase of the device temperature up to 70 ◦C [454, 475–477]. Conversely, in OSCs, parasitic
absorption as well as non-radiative recombination also lead to operation temperatures in a similar
range. However, many materials for these devices are usually still investigated under standard test
conditions, which is 25 ◦C. Furthermore for OSCs a standard illumination intensity and spectrum
of 1 sun (AM1.5g) is employed for efficiency measurements [478]. In contrast to this during real
outdoor operation solar cells will experience strongly changing temperatures due to daily cycling,
sunlight incidence angle, and weather conditions like clouds or wind [479]. In OLEDs used in
display applications the stack temperature may also change quickly, furthermore different driving
currents in different pixels can lead to inhomogeneous two-dimensional temperature distributions.
All these arguments show that it is indispensable to investigate the temperature dependence of
charge transport in organic materials and devices.
In OLEDs good charge carrier injection is important to achieve high efficiencies. However, in
standard devices it is challenging to distinguish effects of injection and transport, which in turn
makes it difficult to characterize the energetic barrier for charge injection. Furthermore the bipolar
current depends on both electron and hole injection barriers as well as their mobilities, making
the analysis rather challenging.
For the study presented here we concentrate on the temperature dependence of bilayer OLEDs
with the stack configuration ITO/HIL/HTL/Alq3/Ag as depicted in Fig. 6.2a. The findings of
this work are however not restricted to OLEDs alone, but can easily be transferred to other device
stacks and materials, as discussed in the final section.
6.1 A N A LY T I C A L M O D E L
In polar bilayer OLEDs hole injection from the hole injection layer into the hole transport layer
occurs already below the built-in voltage Vbi due to the permanent polarization of the electron
transport layer Alq3 [82, 439, 442]. Depending on the ETL thickness the hole injection voltage
Vt can be shifted even to reverse bias. In these devices the HTL is already flooded with holes at
voltages below Vbi, which can be witnessed in the capacitance of the device. The capacitance is no
longer the geometric value, Cgeo =
(
dHTL
ε0εHTL
+ dETLε0εETL
)−1
, but, as the HTL no longer contributes to it,
is enhanced to the value of the ETL alone, CETL = ε0εETLdETL . The hole injection voltage Vt giving the
transition from the geometric to the ETL capacitance can be obtained from capacitance-voltage
experiments, or displacement current measurements [82, 83, 480].
If the capacitance is measured versus frequency at a bias Vt < V < Vbi, the transition from
the geometric to the ETL capacitance occurs at a characteristic frequency ft, as can be seen in the
measurement of Fig. 6.1. If the temperature is lowered this transition occurs at lower frequency.
The temperature dependent behaviour of the capacitance-frequency experiment (C-f-T), especially
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Figure 6.1: Capacitance-frequency measurement at varied temperature for an α-NPD/Alq3 bilayer OLED at
zero volts. The inset shows an Arrhenius plot of the temperature-dependent transition frequency
which is marked by the symbol, giving an activation energy of 0.53 eV. The geometric capacitance
and the increased ETL capacitance plateaus are also highlighted by the dashed grey lines.
the one of this transition frequency, can be used to analyse the thermal activation of the hole
current[319, 481–485]. The activation energy is obtained from an Arrhenius analysis, as shown in
the inset of Fig. 6.1, by employing:
ft(T) = f0 · exp
(−Eact
kBT
)
(6.1)
(a) (b)
Figure 6.2: a) Schematics of the bilayer stack layout, and definition of the activation energies for hole in-
jection and transport. b) Equivalent circuit representation of the bilayer stack as a series of two
RC-circuits and a series resistance.
The behaviour of the transition frequency can be understood from a simple equivalent circuit
model of the bilayer OLED, where the two layers are represented by RC elements (see Fig. 6.2b) [82,
485–487]. When the conductance of the HTL increases with temperature, its resistance decreases.
The transition frequency for the case that the HTL is significantly less resistive than the ETL is
given by [326] :
ft =
1
RHTL · (CHTL + CETL)
(6.2)
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Thus a HTL conductance increasing exponentially with temperature corresponds to a resistance
decreasing like RHTL(T) = R0 · exp
(
Eact
kBT
)
. Then the transition frequency, being proportional to the
HTL resistance, is Arrhenius-activated as Eq. 6.1.
As a side remark we would like to note that the observed capacitance increase at very low
frequencies in Fig. 6.1 is an effect of the lateral conductivity of the PEDOT:PSS layer [326]. This
parasitic capacitance is not accounted for in the simple equivalent circuit model. Furthermore
the influence of an external series resistance produces the capacitance decay at high frequencies
above 1 MHz.
However, this simple model conceals that the activation energy of ft contains contributions
of both the hole injection barrier (Einj) at the interface with the HIL and the thermal activation
of the hole mobility inside the HTL (Eµ). To account for this increased complexity we move to
a microscopic description of the conductivity of the HTL layer, which allows us to describe and
investigate the two processes independently. In a first approximation, we will assume that the hole
concentration in the HTL is constant and equal to the concentration at the HIL contact interface.
Ensuring Fermi-level alignment at the HIL/HTL interface, the hole density in the HTL is given by
pHTL = P0 · exp
(−Einj
kBT
)
, where P0 is the density-of-states of the HTL. The conductivity of the HTL
is defined by GHTL = q · pHTL · µHTL , with q being the unit charge and µ the hole mobility. If the
mobility is thermally activated by Eµ we obtain:
G(T) = q · P0 · exp
(−Einj
kBT
)
· µ0 · exp
(−Eµ
kBT
)
= G0 · exp
(
−Einj + Eµ
kBT
)
(6.3)
The consequent assumption is that the observed temperature-dependence of the G-f-T and there-
fore of the transition frequency is determined by the sum:
Eact = Einj + Eµ (6.4)
These thoughts make it clear that the two parameters cannot be decoupled easily. As we noted
in a previous publication, measured C-f-T data could be fitted with a high injection barrier and
temperature-independent mobility, thereby however leading to unrealistically high mobility val-
ues [83]. Obviously a good fit would also be obtained by setting the injection barrier Einj zero and
putting all thermal activation into the mobility.
In summary, assuming that the hole concentration and therefore the conductivity in the HTL
is constant already gives a qualitative understanding of the temperature dependence of the
transition frequency. We will later see that it is, however, a too simplified model to quantitatively
determine the activation energies.
In order to decouple the two activation energies, we propose to add a second, independent
experiment which is performed at different temperatures, namely MIS-CELIV. In this experiment
a negative voltage ramp is applied to the device in order to extract the charge density present
at the working point prior to the ramp. The CELIV technique is mostly employed to determine
the charge carrier mobility from the characteristic drift time leading to a peak in the measured
current [351, 353, 362]. In our previous publication we have demonstrated that this technique can
be employed for mobility determination in the context of polar OLEDs [480], which behave like
MIS-diodes in accumulation regime for applied bias voltages between the hole injection voltage
Vt and the built-in voltage Vbi. Under this condition the CELIV current shows a peak on top of a
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constant displacement current and allows to determine the charge transit time, which is related to
the charge-carrier mobility by [353, 474, 480]:
µ =
2d2
HTL
A · ttr2 ·
(
1+
εHTL dETL
εETL dHTL
)
(6.5)
where ε denotes the relative dielectric permittivity and d the thickness of the respective layers,
A = −dV/dt is the applied voltage ramp, and ttr is the transit time.
We have shown that this technique is best employed using offset voltages just above the hole
injection voltage, thereby avoiding space-charge effects [480]. In this limit the transit time is equal
to the transient position of the current peak [353]. Figure 6.3 shows the temperature-dependence
of such a measurement, together with the Arrhenius plot of the extracted mobility from measure-
ments at different offset voltages, thereby assuming a thermally activated mobility, in line with Eq.
6.3 [463, 488–490]:
µ(T) = µ0 · exp
(−Eµ
kBT
)
(6.6)
(a) The offset voltage prior to the ramp is 0.2 V, the ramp
rate is 0.2V/µs. The grey dashed line denotes the dis-
placement current, the symbols show the current max-
imum which is used to calculate the mobility.
(b) Arrhenius plot and linear fits for the measurements in
(a) (offset voltage 0.2 V) and additional offset voltages
from -0.4 to 2.0 V, denoted by their different symbols.
The determined activation energies lie between 0.22 eV
and 0.28 eV.
Figure 6.3: MIS-CELIV measurement of an α-NPD/Alq3 bilayer OLED for varied temperature.
For simplicity we assume that the non-uniform electric field that may be present in the HTL
does not affect the analysis and that the observed MIS-CELIV mobility is mainly influenced
by the thermal activation and not the field-dependence. Since the MIS-CELIV experiments are
carried out for the same electrical driving conditions (i.e. ramp rate), this seems a safe assumption.
As there is no energy barrier for charge extraction the determined activation energy from the
MIS-CELIV experiment is only the thermal activation of the hole mobility Eµ. Thus, by combina-
tion of this experiment with the C-f-T technique we believe to be able to individually determine
the two activation energies Einj and Eµ. In the next section we are going to examine this hypoth-
esis by means of numerical drift-diffusion simulation which allows us to investigate the accuracy
of the extracted parameters. We will then apply this combination of methods to the already pre-
sented experimental data. In the last section we discuss the broader application of the proposed
method in the context of OLED and OSC devices and materials.
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6.2 D R I F T- D I F F U S I O N M O D E L L I N G
We aim to validate the proposed method by using a two-step approach. In the first "forward" sim-
ulation we calculate the two device characterization signals, namely C-f-T and MIS-CELIV current
transients at various temperatures. In the second step, the above analytic approach is applied to
the two kind of signals. The extracted parameters for temperature-dependent charge mobility and
injection are compared to the model input parameters used in the "forward" simulations. This
allows us to determine the self-consistency and how reliably we can obtain the activation energies
by the combined experiments using basic analytic formulas. For this purpose we employ the com-
mercial tool Setfos which is able to simulate both the (large-signal) transient CELIV experiment as
well as the (small-signal) capacitance-frequency method with the same set of model parameters
[299]. In previous publications we have already demonstrated the possibility of modelling polar
ETLs in bilayer OLEDs in the steady-state and frequency domain with Setfos [83, 480].
The boundary condition in the injection model is that the Fermi-level at the contact is conserved
(Fermi-level alignment). Then an injection barrier between HIL and HTL leads to a thermally
activated exponential increase of the boundary charge density with temperature as:
p(x = 0) = P0 · exp
(−Einj
kBT
)
(6.7)
This is the same boundary condition as stated above in the simplified model. However, we do no
longer assume a constant charge density throughout the HTL, but the density profile is calculated
self-consistently in the drift-diffusion approach. Here we do not take barrier lowering due to image
charge effect into account.
For the hole mobility in α-NPD we use the above-mentioned temperature dependent model, Eq.
6.6, where we set the mobility at 300 K to a value of 10−4 cm2/Vs, which we determined from our
CELIV measurements. Other model parameters have been chosen in accordance with measure-
ments as well, and are summarized in Table A.2. We then systematically varied the hole injection
barrier Einj and the mobility activation energy Eµ, in order to find out about their influence on the
validity of the analysis method.
Table A.2 summarizes the standard simulation parameters that have been used in the drift-
diffusion part of this study. For the parameter sensitivity study a temperature-dependent hole
mobility was employed, setting µh(T=300 K) = 1 · 10−4 cm2/Vs, and the barrier between the PE-
DOT:PSS (HIL) workfunction and the HTL HOMO was varied.
Figure 6.4 shows two exemplary simulations (Einj = 0.4 eV, Eµ = 0.2 eV) of the C-f-T and
temperature-dependent MIS-CELIV. We also mark the relevant transition frequencies and CELIV
peaks, respectively, and show the Arrhenius-plots with the fits in the insets. The mobility in the
CELIV simulations is determined using Eq. 6.5, as we perform simulations in the small-charge
regime with offset voltages just above Vt. The transition frequency in impedance-frequency
measurements can be deduced as the inflection point of the C-f plot, which is best derived as the
minimum of the numerically computed first derivative.
For the C-f-T data we expect that the extracted activation energy is the sum of both the injec-
tion barrier and hole mobility activation, while for the CELIV experiment we expect to find only
the mobility activation. From the simulation data of Fig. 6.4 we extract a total activation energy
of 0.51 eV from C-f-T and an activation energy of 0.18 eV from MIS-CELIV, compared to the ex-
pected values of 0.6 eV and 0.2 eV, respectively. Thus, for the example in Fig. 6.4, the error for
determination of Eµ by the analytic method is only 0.02 eV, and the error of the total activation
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(a) Capacitance-frequency simulations at zero applied
bias. The inset shows an Arrhenius plot of the tran-
sition frequency, resulting in an activation energy of
0.51 eV.
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(b) MIS-CELIV simulations for an offset voltage of -0.7 V
and a ramp rate of 0.2 V/us. The inset shows an Ar-
rhenius plot of the mobility determined by Eq. 6.5, re-
sulting in an activation energy of 0.18 eV.
Figure 6.4: Simulation of an α-NPD (80 nm)/Alq3 (60 nm) bilayer device at varied temperature. The hole
injection voltage is −2.2 V, injection barrier is 0.4 eV, and the mobility activation is 0.2 eV.
energy determined from C-f-T is 0.09 eV, leading to a total combined error for the injection barrier
of 0.11 eV. We calculated this kind of systematic error for a large series of simulations performed
by systematically varying both the hole injection barrier and the hole mobility activation energy.
The analysed activation energies and the deviation from the expected values are shown in Fig. 6.5
and demonstrate the uncertainty of the analysis method based on Eqs. 6.1, 6.3 & 6.6.
For the MIS-CELIV simulations analysed in Figs. 6.5a & 6.5c we find nearly constant deviations
< 0.07 eV for injection barriers below 0.25 eV. Here our assumption that this experiment is
insensitive to the injection barrier holds. Indeed, for good contacts with low injection barriers the
mobility activation energy may be determined reliably from the CELIV experiment. However, for
larger injection barriers there is an influence and the deviation increases up to 0.15 eV.
Figures 6.5b & 6.5d show that for C-f-T the error in determining the activation energy is imposed
by the injection barrier alone, while varying the mobility activation energy does not influence it.
We find that the maximum deviation for determining the combined activation energy is 0.20 eV,
at an injection barriers of 0.25 eV. Below this value, the error is on the same order of Eact, meaning
that the experiment shows only the temperature dependence of the mobility, when the device
is not contact-limited. This actually indicates that the mobility activation energy may also be
obtained from C-f-T in the case of ideal ohmic contacts, with a very small systematic error below
100 meV. It is noteworthy, that for injection barriers higher than 0.25 eV the error decreases and
the uncertainty of the extracted parameter will become as low as 0.05− 0.10 eV emphasizing that
this is a powerful method to simultaneously estimate both activation energies.
Furthermore, as the deviation from the real value is always positive, the extracted parameters
always underestimate the true values and thus give a quantitative lower limit.
We conclude that indeed the MIS-CELIV experiment is largely determined by the mobility
activation energy. For small extracted Eact values the mobility activation can then be reliably de-
termined. This is good news as the mobility activation energy in organic materials usually lies in
the range of 0.1− 0.3 eV. Thus from the MIS-CELIV alone this parameter can be determined.
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Figure 6.5: Analysis of the extracted activation energies from the simulated experiments. The upper plots
show the determined values and the dashed lines depict the expexted parameters, the lower
plots show the deviation between the expected (=input parameter) and the analysed value of the
activation energy, for varied injection barrier Einj and at different values of mobility activation
Eµ. Simulation parameters as in Table A.2, except for dETL = 80 nm.
For a better understanding of the systematic error on parameter extraction, we show the simu-
lated equilibrium charge carrier density and electric field profiles for varied injection barriers in
Fig. 6.6. These profiles do not depend on the choice of mobility or mobility activation, as they
depict the thermodynamic equilibrium. This is also the reason why the mobility activation does
not influence the error in Fig. 6.5d.
As shown in Fig. 6.6b, for high injection barriers the holes accumulate only at the internal
interface with the ETL, while for low barriers there is a considerable amount of charge also
at the interface with the HIL, and in the bulk. Therefore, the analytic approach of Eq. 6.3
assuming position-independent density and field turns out to be too simplified. It seems that for
non-limiting contacts the assumption of a homogeneous conductivity is best fulfilled, leading to
the small errors in parameter determination.
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In order to trust a maximum error of 0.25 eV we performed further simulations where other
modelling parameters were varied. For these simulations we set Einj = 0.4 eV, Eµ = 0.2 eV, so we
would expect activation energies to lie at 0.6 eV and 0.2 eV for C-f-T and CELIV, respectively. We
observe that the parameter extraction is completely unaffected by the model parameters electron
mobility in the ETL, electron injection barrier, density-of-states in the HTL, internal energy barrier
for holes between HTL and ETL, and the mobility prefactor µ0 for holes. This shows the robustness
of the method and allows us to specify 0.25 eV as an upper limit of the systematic error. It also
confirms our initial assumption that the combination of the two experiments is indeed suited to
disentangle the two activation energies, as no other parameters play a role.
We further find that for C-f-T the offset voltage plays only a minor role, so the working point
(between Vt and Vbi, naturally) does not matter. Concerning the activation energy of the mobility
using the MIS-CELIV experiment, it turns out that an offset voltage just above the hole injection
voltage (−2 V in our case) leads to the most accurate results (0.18 eV), while the extracted mobility
activation for an offset voltage of +1 V, for example, would be 0.1 eV instead of 0.2 eV. Part of
this error probably stems from the evaluation of the mobility by Eq. 6.5, where for larger peaks
the transit time has to be defined differently [353, 474]. Finally, also the voltage ramp was varied,
and we find the smallest deviation from the input model parameter for high voltage ramps in the
range of 0.1− 1 V/µs. Thus, by using appropriate measurement conditions the uncertainty of the
extracted parameters can be narrowed further.
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(c) Electric field profile of a MIS device at an offset
voltage of 3.4 V.
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Figure 6.6: Simulation of the field and density profiles of a polar OLED and a MIS-device for varied injection
barrier. See Table A.2 for the simulation parameters.
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6.3 E X P E R I M E N T
In order to compare our approach with experimental characterizations, bilayer OLEDs were fab-
ricated at Augsburg University. The layer stack was ITO (160 nm)/PEDOT:PSS (30 nm)/α-NPD
(77 nm)/Alq3 (66 nm)/Ca (15 nm)/Al (100 nm). The devices were encapsulated with a cover
glass using epoxy. The active layer thicknesses are obtained from capacitance measurements. The
capacitance-frequency and MIS-CELIV experiments were performed with Paios. For cooling we
employed the low-temperature module of Paios, which uses a cryostat chamber cooled by liquid
nitrogen. The whole temperature sweep with intermittent C-f-T and MIS-CELIV acquisition is au-
tomated in the Paios software and can be performed within 2 h, preventing accidental degradation
of the device. The device temperature is logged using a PT100 temperature sensor which is placed
on the glass substrate of the sample, therefore being a more relevant temperature probe than the
sensor inside the cryostat cooling stage. For enhanced signal quality the CELIV measurements
were performed 5 times and then averaged.
The C-f-T measurements and the temperature-dependent MIS-CELIV curves have already been
shown in Figs. 6.1 & 6.3, respectively. From the CELIV measurement we determine a mobility ac-
tivation energy of 0.22− 0.28 eV, where the highest value is obtained for offset voltages just above
the hole injection voltage and therefore the most reliable one. Taking the systematic deviation as
found from the simulations into account, we can give the result: Eµ = 0.28 [+0.1; -0.0] eV. The fit
further allows us to estimate the high-temperature limit of the hole mobility in α-NPD to be µ0=
3.5 cm2/Vs.
As for the C-f-T measurements, a total activation energy of 0.53 eV is obtained at an offset
voltage of 0 V. Subtracting the hole mobility activation yields the apparent injection barrier. As
there is already an error on Eµ the accuracy for the injection barrier is smaller. We find Einj =
0.25 [+0.2; -0.1] eV. The determined value for the injection barrier between PEDOT:PSS and α-NPD
seems a bit low, as from the difference between the nominal PEDOT:PSS workfunction (5.1 eV)
and the α-NPD HOMO (5.5 eV) one would assume a higher value. Such a high barrier would,
however, not allow for efficient OLEDs. Our analysis suggests that the effective injection barrier
is lowered at the interface. Thus, we are able to distinguish and estimate the lower limit for both
activation energies relevant for the hole injection and transport, albeit with some uncertainty.
6.4 D I S C U S S I O N
As we have seen, the implicit assumption of constant charge and field profiles throughout the layer
employed in the analytic model gives rise to the systematic errors in parameter determination. A
first improvement of this situation would be the use of a more complex analytic model taking the
inhomogeneous density into account [491]. In order to further narrow down the confidence inter-
val of the parameters, a full drift-diffusion modelling and global fitting of the measurement data
is conceivable, and we have already demonstrated such a procedure before [228, 340]. However,
even though the analytic description is not powerful enough to get a very accurate value of the
injection barrier, we believe that this method still can be useful to compare different devices or to
monitor the degradation of one device.
Overall, it seems that we can determine Eµ very well, while we systematically underestimate Eact
from C-f-T, because the "effective" injection barrier is about 0.1− 0.2 eV smaller than the nominal
value.
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This approach is not limited to bilayer OLEDs, as we have only exploited their behaviour as MIS-
diodes here. Conventional MIS-devices comprising an insulating layer will obviously also work.
For comparison we show an exemplary simulation of the field and density profiles of a MIS-device
in Figs. 6.6c & 6.6d. The profiles are qualitatively identical, thus the analytic procedure is as valid
as in the polar OLED case. As a side note we want to mention that the thickness ratios in standard
MIS-devices are usually different from the bilayer OLEDs, and therefore the CELIV mobility is
often analysed in saturation regime, demanding a correction factor for the determination of ttr in
Eq. 6.5 [353, 474, 480].
Thus the method presented may be applied generally to new organic materials. In dif-
ferent bilayer stack layouts comprising a polar layer [444, 480], or in dedicated MIS devices it
would then also be possible to gain information on the electron mobility and its thermal activation.
The value obtained for the mobility activation in α-NPD is 0.28 eV. In organic materials exhibit-
ing disordered transport this effective activation energy depends on the shape of the density-of-
states. In the context of the field- and temperature-dependent extended Gaussian disorder and
correlated Gaussian disorder models (EGDM and ECDM) the width of the density-of-states σ can
be related to the transport activation by Eµ = 49
σ2
kBT
[492, 493]. With this formula and the activation
energy of Eµ=0.28 eV we obtain a DOS width of σ = 125 meV at 300 K, in good agreement with
values reported earlier for α-NPD [494–496].
Concerning the temperature activation itself, the disorder models usually note a 1/T2 de-
pendence instead of the observed and discussed 1/T behaviour [407, 497, 498]. In fact, at high
temperatures (>200 K) the two dependencies can not unambiguously be distinguished, and the
disorder models are fully consistent with Arrhenius activation [499–501].
The energetic barrier for charge injection is most relevant for efficient OLEDs with a low
turn-on voltage. The experimental finding that small injection barriers (<0.2 eV) are not "seen"
by the charges, is confirmed by the simulation, without special care for the interface modelling.
Thus if the device is not contact-limited the mobility activation energy will be the only factor
contributing to Eact determined from C-f-T. For such small barriers the chosen contact model
assuming Fermi-level alignment is physically more meaningful than the thermionic emission or
tunnelling models, which are valid rather for high energetic barriers [502, 503]. Including barrier
lowering effects has not been in the scope of this work, but we encourage to investigate this
refinement further.
Even though there are several formulations for injection models and mobility models, it remains
an experimental challenge to discriminate one from the other. Therefore we try to concentrate on
the determination of effective material parameters. Concerning the mobility temperature activa-
tion, this has been most often investigated in unipolar devices by experimental techniques such
as space-charge limited current [494, 504], time-of-flight [505] or negative differential susceptance
[506]. However, as we have shown above, the injected current is always dependent on both the mo-
bility activation and the injection barrier. So good care must be taken when fabricating unipolar
devices and analysing these measurements. Alternatively, as proposed here, extraction experi-
ments like CELIV are much less sensitive to the injection barrier, and therefore better suited.
Concerning the injection barrier between two organic semiconducting materials, that is the
energy level offset between their conduction bands, its experimental assessment is even more
problematic. The most common techniques to analyse the valence and conduction bands of organic
materials are photoelectron spectroscopy and Kelvin probe force microscopy [507–509]. In order
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6.4 discussion
to determine the energy offset between two materials a series of devices needs to be fabricated
and measured, where the second layer is deposited onto the first with varied thickness, therefore
allowing to probe the position-dependent energetics (bandbending) [440, 510–512]. While these
techniques have proven valid and reproducible, they are expensive and time-consuming, and
multiple devices are needed. Furthermore, these techniques also have their systematic errors for
parameter determination; for UPS errors in the range of 0.1 − 0.35 eV have been reported for
organic materials [440, 513–516].
Another approach seen in literature is the use of IV-curves and capacitance-voltage measure-
ments for the extraction of injection barriers [333, 492, 517]. However, as mentioned before,
injection currents always depend on both the barrier and the mobility, so in these cases probably
an effective total activation is observed. Furthermore usually simplified layer stacks have to be
used.
We believe that temperature-dependent electrical measurements on MIS-devices or complete
polar OLEDs can be more practical and relevant. The method presented in this work can be per-
formed on complete layer stacks, and results are obtained more quickly and with less consumption
of resources. And apart from the parameters discussed in this text, the temperature-dependence
of OLEDs and OSCs is by itself an important experiment on the way of device optimization.
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7 O L E D D E G R A D AT I O N
The degradation of OLEDs is usually investigated under operating conditions. Hereby the device
is stressed at a constant forward current, and after specified time intervals a measurement (usually
IV-curve acquisition) is performed. With progressing degradation a higher driving voltage has to
be applied to achieve the specified current. Furthermore, if the current efficiency degrades, the
light output at this current decreases. Thus, the constant current driving condition directly allows
to distinguish between degradation effects that are related to injection and transport, and those
related to radiative recombination and excitonics.
Here we present a degradation study of a bilayer OLED consisting of the stack ITO
(140 nm)/PEDOT:PSS (30 nm)/α-NPD (130 nm)/Alq3 (45 nm)/Ca (15 nm)/Al (100 nm). The
device was stressed at 1 mA for 2 h and at 2 mA for another 2 h. For this purpose we employed
the Stress-Test Module of Paios, which applies and controls the constant current, and performs
automated measurement routines periodically in between the stressing, in this case every 20 min.
Figure 7.1 shows various measurements during the degradation. The current-voltage as well as
the luminance-voltage curves decrease. While the current at 6 V decreased by 60 %, the luminance
decreases by a factor of 4. The first observation is consistent with the observed increase in driving
voltage needed for a current of 1 mA (see Fig. 7.1c). The injection becomes less efficient during
degradation, also showing in the change of the IV-curve slope. Secondly, the strong loss in
luminance relates to an additional loss in current efficiency, witnessed by a decrease of 60% of
luminance at 1 mA (see Fig. 7.1d). The luminance and voltage have been plotted versus the stress,
that is the stress current times the stress time. Here the luminance decrease is approximately
exponential to the stress, as observed by the linear behaviour in log-x scale. Interestingly, however,
the slopes change at the point where the stress current was increased from 1 to 2 mA, meaning
that a two times higher current accelerates the degradation by a factor higher than two.
We further performed MIS-CELIV measurements as shown in Fig. 7.1e. Here the MIS-CELIV
taken at an offset voltage of 1 V shows a strong decline of the peak. At 1 V, due to the polar ETL,
the device is in the MIS-regime, thus the CELIV peak consists only of holes. So, the decreasing
peak is either a sign of a weaker hole injection at 1 V or of an extraction problem. When looking at
the reverse CELIV (fast DCM) (see Fig. 7.1f), we follow the injection behaviour, which shows that
the hole injection voltage shifts and also the electron injection (related to the second increase after
30 µs) is impaired. The shift of the hole injection voltage becomes more clear by analysing the
impedance measurements. The capacitance-frequency at 1.5 V as well as the capacitance-voltage
at 1000 Hz clearly show the transition from a polar device into a non-polar device. Therefore we
conclude that the polar sheet charge decays during degradation. In fact, the decrease of the polar
sheet charge in Alq3 has been reported many times [443, 445–448, 518–521], due to illumination,
temperature, and current stress. The decrease of the polarity effect can be related to a decrease
in conductivity of the HTL, leading to the lower relaxation frequencies, which is in line with the
lower currents (compare to Fig. 4.7).
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Figure 7.1: Measurements of a polar OLED degraded by constant current stressing for 380 mA*min. Legend
from green (fresh) to blue (degraded) is shown in subplot (a).
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The change in the hole (and electron) injection properties can explain only part of the measure-
ments, as it does not relate to a loss in luminous efficiency. Therefore a second mechanism needs
to be present to account for the exponential decrease in luminance. One possible explanation is
the current (polaron) induced generation of traps as a product of chemical degradation. In fact,
we can speculate that the loss in sheet charge density goes along with the generation of mid-gap
states. Traps can affect the forward current, but also act as non-radiative recombination centres.
Indeed, traps have been reported in literature to represent an important degradation mechanism
in OLEDs [56, 447, 522–527].
Here we can only speculate where the traps are formed. Both the Alq3 [526, 527] and the α-NPD
[523–525] have been shown to be prone to current induced trap formation. On the one hand the
HTL conductivity is decreased, which could be explained by a lower effective hole mobility due
to trapping. On the other hand, however, the CELIV peak position is unchanged. Still, the CELIV
peak time is related to the fastest carriers, and trapped holes would not contribute here, while
they would affect the overall mobility and conductivity and hence the forward current.
But also electron traps in the ETL are feasible to explain the lower current. They could further
be responsible for a partial compensation of the polar sheet density.
In any case traps influence the effective mobility and can decrease the charge balance factor
and therefore the luminous efficiency. Trap-assisted (non-radiative) recombination will addition-
ally decrease the light emission. Thus, trap generation and a reorientation of the Alq3 molecular
dipoles are suggested as the two dominant degradation mechanisms in this case.
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8 S U M M A RY
The macroscopic polarization of many electron transport layers in OLEDs has been known for
15 years [442]. Yet, only now it has become possible to quantitatively simulate this effect within
the drift-diffusion modelling approach. This possibility holds many opportunities for device char-
acterization.
The polarity effect describes the non-random orientation of the molecular dipole moments of a
material during deposition, leading to an effective sheet charge density on both sides of the layer.
This induces a large potential drop over the polar ETL, such that the bands in the HTL are more
favourable for hole injection. In a bilayer OLED this leads to the observed three voltage regimes:
(I) in reverse, where both ETL and HTL are insulating, (II) a MIS regime, where the ETL is still
insulating, but holes are already injected into the HTL, and (III) the bipolar regime above Vbi
where a steady-state current and emission set in. The most direct influence of the polar ETL is
on the forward current in the IV-curve. Here the polarity which leads to a positive sheet charge
at the ETL/cathode interface induces electrons into the ETL and hereby facilitates injection. This
leads to a higher forward current and also a slightly lower turn-on voltage. Oppositely, with an
inverted polarity (which is however not common) the forward current will be strongly impaired.
In our work we focus on the MIS regime, where only holes are present in the device. Depending
on the ETL thickness the hole injection voltage can be shifted even to negative bias. As there is no
steady-state current, IV-curves are not interesting in the voltage range below Vbi. Instead transient
and impedance techniques can give valuable information.
We presented two new approaches for parameter determination in polar bilayer devices. The
first one is the application of the CELIV technique. We take advantage of the fact that between the
hole injection voltage and the built-in voltage the device behaves like a MIS-device. Under these
conditions the MIS-CELIV experiment can be performed and the hole mobility of the active layer
under investigation can be determined. This method therefore has the potential to be applied
rather generally to new thin film semiconducting materials for organic solar cells and OLEDs. In
combination with dipolar doping both hole and electron mobility of a material can be assessed.
The second analysis we demonstrated is the determination of activation energies. We have
presented an approach how the different activation energies for hole transport and injection in
polar bilayer devices can be decoupled. For this purpose we combine C-f-T data with temperature-
dependent MIS-CELIV measurements. From a first simple analytical model it becomes clear that
the C-f-T data contains contributions of both the temperature dependent charge injection and
hole mobility. Using a self-consistency analysis enabled by numerical drift-diffusion simulation
we determine the accuracy of the extracted parameters depending on the model input values
of injection barrier and mobility activation energy. In this analysis we find that the extracted
values are always lower than the true model parameters by up to 0.2 eV. The main reason for
the deviation is the highly inhomogeneous charge profile in the hole transport layer leading to a
non-constant conductivity, which is not taken into account in the analytical expression.
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Employing this approach with an α-NPD/Alq3 device comprising the hole injection layer
PEDOT:PSS, we deduced the hole mobility activation energy in α-NPD to be 0.28 [+0.1;-0.0] eV,
which can be translated into a width of the Gaussian density-of-states of 125 meV, in good
accordance with previous reports in literature. The injection barrier from PEDOT:PSS into α-NPD
is found to be 0.25 [+0.2;-0.0] eV.
We have shown that the polarity effect leads to a regime where the device behaves as a MIS-
device in accumulation. This behaviour can be exploited for parameter determination. Techniques
that have been developed for MIS-diodes may be applied, and our findings are directly transfer-
able to "real" MIS-devices. This layer architecture, being either a bilayer with a polar material or
comprising a fully insulating layer, therefore represents a highly valuable design for parameter
determination and investigation of new materials.
Parts of the preceding Chapters presenting modelling and analysis of bilayer polar OLEDs have
been published in peer-reviewed journals. The basic modelling of polar layers within the drift-
diffusion approach has been presented in: S. Altazin, S. Züfle, E. Knapp, C. Kirsch, T. D. Schmidt,
L. Jäger, Y. Noguchi, W. Brütting, and B. Ruhstaller. “Simulation of OLEDs with a polar electron
transport layer”. Organic Electronics 39 (2016), pp. 244–249. doi: 10.1016/j.orgel.2016.10.014
[83].
We have further demonstrated the possibility to determine the charge carrier mobility in
polar OLEDs in the MIS-regime: S. Züfle, S. Altazin, A. Hofmann, L. Jäger, M. T. Neukom,
T. D. Schmidt, W. Brütting, and B. Ruhstaller. “The use of charge extraction by linearly increasing
voltage in polar organic light-emitting diodes”. Journal of Applied Physics 121 (2017), p. 175501. doi:
10.1063/1.4982903 [480].
Another publication discussing the use of bilayer OLEDs for determining activation energies
has been submitted and is currently under review: S. Züfle, S. Altazin, A. Hofmann, L. Jäger,
M. T. Neukom, W. Brütting, and B. Ruhstaller. “Determination of charge transport activation
energy and injection barrier in organic semiconductor devices”. Journal of Applied Physics 122
(2017), p. 115502. doi: 10.1063/1.4992041 [528].
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Part III
D E G R A D AT I O N O F O R G A N I C S O L A R
C E L L S
This part contains the results obtained on organic solar cell degradation. The
experimental findings of several stability studies using different ageing condi-
tions are presented. The measurements are analysed and proposed degradation
mechanisms are discussed. The assumptions are then examined by numerical
simulations.

9 I N I T I A L D E F E C T S A N D R E P R O D U C I B I L I T Y
When investigating organic solar cell degradation, one usually analyses how the device perfor-
mance decreases with time. In theory this implicates that at time 0 the device was ideal. However,
in reality this is not the case, and most devices do not achieve the performance that their mate-
rials potentially allow. Some of the loss mechanisms that prevent the device from achieving its
full potential are consequences of the electrodes and functional layers as well as the device layout.
Some are due to the active material itself. Furthermore the actual fabrication conditions can have
a detrimental effect.
In the following we will show several effects that can harm the performance already in the fresh
state.
9.1 S E R I E S R E S I S TA N C E
The series resistance of the device is of crucial importance for transient measurements. Here a high
resistance distorts the measured currents and can render parameter extraction inaccurate. But also
the device efficiency can be harmed if the resistance is too high [529, 530].
The main contribution to the series resistance comes from the contacts and the sheet resistance
of the electrode fingers. In organic solar cells this is mainly the sheet resistance of the ITO. In the
IV-curve the series resistance affects the short-circuit current and the fillfactor.
For dynamic measurements the RC-time is relevant:
τRC = RS · C ∼ (w · l) · S (9.1)
As the capacitance of the device C = ε0εrSd increases with the active area, small pixel sizes are
better for transient and impedance experiments.
When the ITO contact is metallized a big part of the series resistance can be mitigated. The
contact resistance can be minimized using silver conducting paste. An optimized geometry of the
electrode fingers can further help to decrease the series resistance.
The influence of the series resistance various experiments is shown in the Appendix C.1.
9.2 S H U N T S
As already described in the introduction (Section 2.1.1) a non-blocking behaviour of the device
needs to be taken into account. When the parallel resistance is too low a part of the total current can
flow as a parasitic current. These effects often arise from too thin layers leading to shunts where
the top metal electrode touches the bottom ITO. As ITO is relatively rough and has needles the
functional layers should be deposited thick enough to planarize and avoid these shorts. Another
class of shunts is caused by incomplete etching and structuring leading to parasitic currents at the
edges of the sample or device.
Ohmic shunts contribute a linear current-voltage characteristic adding to the diode current-
voltage curve. There is, however, also the possibility of reverse injection, for example when the
contact material is not fully selective for one carrier and the injection barrier is small enough, or
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Figure 9.1: Influence of a shunt on different measurements. The plots show data from two devices on the
same P3HT:PCBM sample.
when the layer is so thin that tunnelling between the electrodes can occur. In these cases the ob-
served reverse current is nonlinear and may be described similarly to a forward injection current.
In the IV-curve a low parallel resistance affects the open-circuit voltage and fillfactor. This is
observed in the example measurement in Fig. 9.1 where the values for low intensities are affected
most. Figure 9.1b also demonstrates the influence on the CELIV peak position.
The effect of the parallel resistance on this and other experiments is shown in the Appendix C.2.
Figure 9.2a shows a photoinduced shunting effect that can occur in devices employing ZnO
as an electron transport layer. This material changes its conductance when subject to light and
oxygen. In order to trace down the reason for the sudden shunting behaviour observed during a
previous measurement routine we stressed an unencapsulated device under different conditions:
At first in the glovebox by current and light stress, showing no shunting. The device was then
exposed to air in the dark and stressed with current, still showing no change. Only when the
device was illuminated in air the shunting effect appeared quickly. This effect has been shown
before and is supposed to be (partly) reversible by an annealing step [178, 531]. Another way to
avoid it is, however, the use of a different ETL, as shown in Fig. 9.2b [180].
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Figure 9.2: (a) Photo-shunting effect in a device with ZnO as ETL exposed to light and air. Different stresses
are performed to identify the cause of the shunt. (b) Device with PV-E002 as ETL, showing
stability for all stress conditions, and being insensitive to photo-shunting.
9.3 E Q U I L I B R I U M C A R R I E R S ( D O P I N G )
As explained in the introduction, the active layers can usually be described as intrinsic, that is un-
doped, layers. However, some materials such as P3HT show "doping" under specific fabrication
conditions. Intrinsic charged immobile species lead to the injection of counter-balancing charges
with opposite sign in equilibrium. Similar to doped inorganic semiconductors a space-charge zone
forms from where photogenerated charge cannot easily be extracted, hereby impairing the short-
circuit current. The influence of doping on various experiments is shown in the Appendix C.6.
Furthermore degradation-induced doping plays an important role in Chapter 11.
The doping effect is usually removed by special treatment, for example thermal annealing. This
is demonstrated in Fig. 9.3 where the dark-CELIV peak nearly disappeared after annealing the cell
for 20 min at 100 °C. In the IV-curve the fillfactor and short-circuit current are strongly improved
by this annealing step, and the S-shape disappears.
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Figure 9.3: Influence of annealing for 20 min at 100 °C on the characteristics of a P3HT:PCBM device.
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9.4 S - S H A P E
Another sign of a non-ideal device, be it due to fabrication conditions, choice of functional
layers, or the active material itself, is the characteristic of a kink, the so-called S-shape, in the
current-voltage curve. This S-shape almost always decreases the fillfactor, and therefore represents
an important loss mechanism. The position of the S-shape can be determined visually as the
inflection point of the IV-curve, but is easier visualized as a peak in the differential resistance plot
(Rdi f f = dVdI ). The two examples in Fig. 9.4 show the position of the S-shape at forward and at
reverse bias, respectively. The first one is probably due to an injection problem, while the second
is related to an extraction barrier and shows a degraded device. Some S-shapes are correlated
with an overshoot in the transient photocurrent, however, such an overshoot can also be observed
without having an S-shape, and vice versa.
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Figure 9.4: Different occurrences of S-shapes in the IV curve, and correlated signatures in other measure-
ments.
An S-shape can have various reasons, but all have in common that one charge species accu-
mulates, leading to a local screening of the electric field and therefore an impaired current. The
accumulation can happen due to an interface barrier for injection or extraction, but also due to im-
balanced electron and hole mobilities. Another cause can be traps, effectively also slowing down
one carrier type. Some reasons for an S-shape are demonstrated qualitatively by the simulations
in Fig. 9.5.
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Figure 9.5: Simulations demonstrating several reasons for S-shapes in IV-curves.
9.5 R E P R O D U C I B I L I T Y
Another big issue is the low reproducibility of device fabrication. As research OSCs are mainly
fabricated in small batches and involving manual steps, this "human factor" leads to the problem
that no two samples are identical. Automation where possible and thorough care on the manufac-
turing process can strongly reduce the cell-to-cell variation. However, also on one sample (glass
substrate) containing several devices one can often observe slight differences. These are mainly
due to inhomogeneous layer thicknesses from spin-coating as well as non-ideal metal evaporation
leading to slightly different active areas.
Figure 9.6 shows IV-curves of several nominally identical devices on the same substrate, for
two samples from different producers. While the first producer can guarantee identical current
densities, even for devices with different active areas, the second case shows lower reproducibility
as well as one device which shows a strong shunt from the beginning.
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(b) P3HT:PCBM substrate with 6 nominally identical
devices
Figure 9.6: IV-curves of all devices on one substrate.
Another example featuring PCDTBT:PCBM solar cells from the COST StableNextSol Experi-
ment [532] is given in Fig. 9.7. Here the participating producers fabricated five nominally identical
samples (glass substrates). The plot shows the variation between samples and devices from one
producer. While it is obvious that different producers, who all use different recipes, geometries
and functional layers lead to strongly varying parameters, also the cell-to-cell variations for
nominally identical devices and substrates can be quite large. Here the capacitance variation is
shown as a sign of inhomogeneous layer thicknesses over the sample area.
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Figure 9.7: Variations between different nominally identical samples.
The preceding analysis makes it clear that one should be careful already when measuring
fresh devices. The first step should be measuring all devices on a substrate to find out about the
variations. Then we suggest to choose the best device for further analysis and degradation studies.
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It is obvious that for the reporting of efficiency values a more statistical approach involving
ideally many samples is necessary.
On the other hand, for stability studies often qualitative changes during degradation are the
most interesting result. Here it can still be valid to concentrate on single devices and their ageing
behaviour. As a matter of fact, for the complementary measurements shown in this work a
systematic measurement process, reliable ageing conditions, and measuring always the same
device gives a much higher reproducibility. Involving several devices or samples in the ageing
study would make it less systematic.
Another question is whether global fits of experimental data with simulation, as the ones shown
in Appendix B, are still useful considering the large sample-to-sample variation. While the exact
parameter values may indeed differ for another, nominally identical device, the range and magni-
tude of the various parameters is still valuable information. Furthermore, the fits shown here also
serve to demonstrate that the simulation model is indeed appropriate to describe the full set of
measurements.
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10 H U M I D I T Y I N D U C E D D E G R A D AT I O N
Unencapsulated organic solar cells show only very limited stability due to chemical reactions with
in-diffusing oxygen and water. In the conventional architecture, which employs low-workfunction
metals as top electrode, this layer is prone to oxidation leading to a fast decay of the solar cell
parameters [222]. When the device comprises PEDOT:PSS as the hole transport layer (HTL), this
material’s hygroscopic behaviour can accelerate water ingress and thereby the cathode oxidation
[533]. One approach to enhance the stability is thus the replacement of PEDOT:PSS by other
hole transport materials. For this study we employ metal-oxide based, solution-processed hole
transport layers, allowing for a fully printable solar cell stack.
10.1 E X P E R I M E N TA L
The device stack has a standard architecture and consists of: ITO (130 nm)/HTL
(20 nm)/P3HT:PC61BM (85 nm)/Al (100 nm). For the comparison we use PEDOT:PSS AI4083,
MoO3, and V2O5 from two different precursors (V2O5 Xerogel and V2O5 Oxopolymer). The
synthetisation as well as the device fabrication took place at CSEM in Basel [534].
The ageing conditions were varied also:
• Room temperature (25 °C) in the dark, with ambient humidity (45% RH), corresponding to
shelf life degradation in compliance with ISOS-D-1. Ageing time was 1200 h.
• Room temperature (25 °C) in the dark, with enhanced humidity (75 % RH). Ageing time was
600 h.
• Enhanced temperature (45 °C) in the dark, with high humidity (85 % RH), in a climate cham-
ber (ESPEC SH-641). Ageing time was around 200 min.
For the experiments at room temperature the IV-curve of the devices was repeatedly measured
with a Keithley 2400 SMU under a solar simulator with an AM1.5g spectrum. These measure-
ments were performed by Marc Zinggeler at CSEM. The cells aged in the climate chamber were
characterized with the Paios system. Therefore the Paios measurement table was placed inside
the climate chamber with the solar cell and the illumination source (LED) [535] contacted, and a
complete measurement routine was performed periodically after a defined ageing time interval.
For drift-diffusion modelling Setfos 4.1 was used employing ohmic contacts, constant mobilities,
series resistance, single trap levels, Langevin recombination, and doping. The insulating interface
layer was implemented as a thin layer with very low mobility and a much higher LUMO level
(+0.5 eV) than the active layer. The modelling parameters can be found in Table B.1. The simula-
tions were launched from a Matlab script, that also did the parallel summation of the currents and
the plotting. The diffusion modelling was carried out using Mathematica.
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10.2 R E S U LT S
The different measurements that were performed with Paios are shown exemplarily for the
PEDOT:PSS device in Fig. 10.2. In the following we will demonstrate that the same mechanism is
present under all ageing conditions and for all devices. Later on we will focus on the PEDOT:PSS
device due to its rapid degradation, that allows us to study the whole device lifetime.
The current-voltage curves in Fig. 10.2a show a rapid, homogeneous decrease in both forward
and reverse current, while the open-circuit voltage remains stable [240–242, 262, 536]. When we
plot the short-circuit current versus ageing time we find a good agreement with a square-root
power law for all devices, that is under the three different ageing conditions and using four
different hole transport materials (see Fig. 10.1). The decay kinetics are strongly slowed down
when using the alternative HTLs, and the T80 time is increased by factors of up to 380. The T80
time was calculated using the fit with a square-root decay
Isc(t) = Isc(0) · (1− k
√
t) (10.1)
and interpolating to Isc(T80) = 0.8 · Isc(0) [244]. The resulting T80 times and the increase in lifetime
are summarized in Table 10.1. V2O5 Oxopolymer leads to the most stable devices with T80 times
up to 300 h, which is a 190-fold increase in stability compared to the PEDOT:PSS device under
the same condition. We further notice a reduced lifetime under enhanced temperature as well
as increased humidity, being a first confirmation that water ingress is the dominant degradation
mechanism [537].
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Figure 10.1: Decay of the short-circuit current for the three different ageing conditions. The hole transport
materials and used symbols are PEDOT:PSS (+), MoO3 (x), V2O5 Xerogel (∗), V2O5 Oxopolymer
(o). The lines show fits to a square-root time dependence. The same plots are shown with a
linear time scale (a-c) and versus the square-root of time (d-f).
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10.2 results
T80 (h) PEDOT:PSS MoO3 V2O5 Xerogel V2O5 Oxopolymer
25°C, 45 % RH 1.67 (1 x) 108.5 (65 x) 53.4 (32 x) 313.1 (187 x)
25°C, 75 % RH 0.18 (1 x) 35.2 (196 x) 4.02 (22 x) 68.4 (380 x)
45°C, 85 % RH 0.05 (1 x) 10.3 (206 x) 0.98 (19 x) 6.27 (125 x)
Table 10.1: T80-times of the short-circuit current for cells with different HTLs and under different ageing
conditions. In parenthesis the increase in lifetime compared to the respective PEDOT:PSS device
is shown.
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Figure 10.2: Measurements of the PEDOT:PSS device performed repeatedly during the first two hours of
degradation in the climate chamber at 45°C, 85% RH.
85
humidity induced degradation
In the following we will discuss the various measurement results shown in Fig. 10.2, thereby
trying to interpret the qualitative changes.
Concerning the transient photocurrent (Fig. 10.2b), only the fresh device shows a "normal" shape
with a steady increase to the equilibrium short-circuit current, while for the degraded cell a strong
overshoot is observed, and later even an undershoot after light turn-off appears. The overshoot
is generally related to charge accumulation resulting in a local screening of the electric field and
a reduction of the photocurrent. The undershoot, however, is a sign for a current flowing in the
"wrong" direction. This is quite counter-intuitive and will be explained later in Section 10.3.
The dark-CELIV measurement shown in Fig. 10.2c does not change during ageing which is a
sign that no intrinsic charge (doping) builds up. The Photo-CELIV experiment shows a loss of the
extracted charge which is however much smaller than the loss of the extracted steady-state pho-
tocurrent. Therefore we can conclude that a conceivable loss in absorption, while it might explain
the Photo-CELIV decrease, cannot explain the full reduction of the short-circuit current, as well
as the shape change of the TPC. Furthermore absorption losses (photobleaching) are generally a
photodegradation pathway, whereas here we investigate ageing in the dark. Increased recombina-
tion could also be the reason for a smaller CELIV peak, would however further affect the fillfactor
of the IV-curve. And the stability of the peak position tells us that the charge carrier mobilities are
unperturbed.
The small voltage step experiment (Fig. 10.2d) shows no changes, in accordance with the
capacitance-frequency plot (Fig. 10.2e), where only a slight increase of the capacitance is observed.
This means that neither the series or shunt resistance of the device nor the geometric capacitance
and the layer thickness have changed.
Finally the capacitance-voltage plot (Fig. 10.2f) contains important information. The peak posi-
tion is related to the built-in field, while its height depends on the injection and recombination
properties. We find that the peak strongly decreases which could be a hint for reduced injection
efficiency. At the same time it stays at the same voltage, thus the built-in voltage, defined by
the difference in electrode workfunctions, does not change. This is in line with the constant
open-circuit voltage observed in the IV-curves. Furthermore there is a second plateau evolving
in forward bias above built-in, which shows even better at later times (Fig. 10.9f). This is a hint
for an insulating interface layer that leads to a MIS-device with harmed injection and extraction
properties [538, 539].
The various conclusions we can draw already by observing the qualitative changes in the differ-
ent experimental techniques are summarized in Table 10.2. The only remaining mechanisms that
might explain the dominant changes in all experiments are related to the interface with an elec-
trode. Here the build-up of a thin insulating interface layer or a complete electrode delamination
are conceivable.
10.3 M O D E L L I N G A P P R O A C H
The most reasonable modelling approach is the introduction of a thin insulating layer between
the active layer and an electrode. As we believe all devices show the same degradation behaviour
we assume that the aluminium contact is the relevant one. This assumption is encouraged by
literature describing the low-workfunction contact as the most sensitive in general, and showing
that the aluminium layer is prone to oxidation when in contact with (humid) air [222, 241, 262,
540]. The oxidation will lead to the formation of a thin Al2O3 layer that is insulating.
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mechanism expected consequence conceivable?
Absorption↓ Jsc↓, Voc↓, injection unchanged minor
Doping↑ Jsc↓, dark-CELIV peak↑, capacitance↑ no
Mobility↓ Jsc↓, TPC rise and CELIV slower no
Layer swelling field↓, extraction↓, capacitance↓ no
Resistance↑ FF↓, CELIV slower no
Trapping↑ Jsc↓, FF↓, Cf at low f ↑ no
Recombination↑ FF↓, photo-CELIV ↓ minor
Built-in field↓ Voc↓, CV peak position ↓ no
Injection barriers↑ Voc↓, CV peak position↓ no
Disorder↑ perhaps current↓, Voc↓, FF↓ no
Interface barrier current↓, field unchanged possible
Electrode delamination current↓, field unchanged, complete contact loss possible
Table 10.2: List of possible degradation mechanisms and if they are conceivable here. The expected tendency
is indicated with the arrows.
The different degradation kinetics can then be explained as the water ingress into the device is
enhanced by the hygroscopic HTL PEDOT:PSS, while the alternative HTLs are not or much less
hygroscopic, leading to longer lifetimes. This is also the reason why we choose the PEDOT:PSS
device as modelling target, as for this device the most extensive dataset has been measured.
(a) Schematic energy diagram of
the modelled cell. The growing
Al2O3 layer acts as an electron ex-
traction and injection barrier.
(b) Scheme of a homogeneous growth of the aluminium oxide layer due to water
ingress.
Figure 10.3: Schematics of the degraded device comprising a homogeneous insulating interface layer.
For the modelling we start with a global fit of the various experiments with one set of
parameters. This fit and the simulation parameters are found in Appendix B.1. We then aim
to qualitatively reproduce the observed experimental behaviour by introducing a thin layer
at the organic/cathode interface, where we simulate the insulating property by assigning
very low charge carrier mobilities and a very large bandgap, as shown in Fig. 10.3a. We can
now either increase the thickness of this layer to mimic the degradation progress, or increase
the energetic barrier for electron injection and extraction. These two cases are modelled in Fig. 10.4.
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Figure 10.4: Simulated IV-curves assuming a homogeneous insulating interface layer as illustrated in Fig.
10.3b.
Using the modelling approach described above with a homogeneous insulating layer always
leads to a pronounced S-shaped IV-curve. This is in contrast to the observed behaviour where no
S-shape was seen (see Fig. 10.2a). We therefore postulate a different process, namely the lateral
growth of the insulating layer from the edges of the device and through pinholes in the cathode.
This would lead to a local formation of the interface resulting in a local complete loss of steady-
state current, while other regions of the device are still unaffected and show their initial perfor-
mance. This means that the observed decay of the short-circuit current is directly proportional to
the remaining effective area of the device, which decreases with progressing water in-diffusion.
When a certain concentration of water vapour is reached at a point, the insulator is considered as
grown and the point no longer contributes to steady-state current generation.
(a) Scheme of the lateral progress of aluminum oxidation due to water ingress
from the sides and through pinholes.
(b) Representation of the partly de-
graded device as a virtual parallel
circuit of fresh and fully degraded
subcell.
Figure 10.5: Schematics of the effective area model accounting for lateral degradation. The solar cell can be
modelled by two subcells representing the fresh and the fully degraded state of the device.
We can realize this model by simulating a "fresh" device without insulating layer, and a "de-
graded" device with a full-grown insulating layer, and adding the currents up relative to the
remaining effective area. The schematics for this "effective area approach" is shown in Fig. 10.5b.
The summation of the two currents corresponds to a parallel circuit of the two virtual subcells.
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Figure 10.6: Simulation of the degradation behaviour of the various experiments by the effective area ap-
proach. The crosses denote the measurements of the fresh PEDOT:PSS device. The modelling
parameters are given in Table B.1.
Therefore we introduce a unitless parameter x describing the degraded portion of the device, thus
going from 0 to 1. The effective area and the total device current are then calculated as:
A f resh = (1− x) · Atot (10.2)
Adeg = x · Atot
Jtot = (1− x) · J f resh + x · Jdeg
where Atot is the initial active device area of 4 mm2. The variable x then represents the dynamic
decay of the short-circuit current relative to its initial value. Equation 10.2 is however not only
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valid in the steady-state, but can also be employed for transient and capacitance simulations.
Figure 10.6 shows the resulting simulations together with the initial measurement, where we
used the global fit as a starting point and then introduced the insulating layer as just described.
We find a very good agreement for all experiments that reflects all qualitative changes observed
and described in Section 10.2.
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Figure 10.7: Electric field profiles and current contributions of the transient photocurrent simulation for the
degraded device. The numbers denote the four transient regimes discussed in the text.
As we have found a suitable model to explain the observed behaviour we can now look a bit
deeper into the device by means of simulation and understand better the transient photocurrent
overshoot and undershoot observed in the degraded cell. Figure 10.7 shows the electric field
profile for various times during the experiment and the separate transient current contributions
of electrons and holes. At time t=0 (region I) the device is in the dark at equilibrium. The built-in
field is negative and furthermore inhomogeneous due to asymmetric contacts and mobilities.
When the light it turned on (region II) charges are photogenerated and move in the electric field
towards their respective contacts, leading to a negative photocurrent rise. This movement also
induces a small displacement current. The electrons, however, are not able to be extracted when
they reach the cathode, due to the interface barrier with the aluminium oxide. This leads to their
accumulation at the interface resulting in a screening of the electric field in a large part of the
active layer (region III). During this process the current peaks and decreases again as the electron
movement is slowed down and the driving force is cancelled. The movement of the holes is
also slowed down but they can still be extracted on their side. While the electron drift current
is stopped, due to their large concentration gradient the electrons start to move in the opposite
direction by diffusion, generating a negative current contribution. In equilibrium the electron
diffusion current cancels out the hole current, resulting in a net zero steady-state current (end
of region III). When the light is turned off again (region IV), no new charges are generated and
the remaining holes are quickly extracted at the anode. The bulk is however still field-free due to
a remaining electron space charge, and many electrons are still diffusing in the wrong direction.
The decay of the electron concentration by the diffusion current is slow, leading to a net positive
current, which is observed in the experiment as undershoot.
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The simulation results show that the postulated model of a laterally growing insulating layer
can describe all experiments qualitatively. For a full quantitative description, however, other
minor degradation mechanisms such as trapping or changes in mobility would also need to
be included. Here we concentrated on the dominant effect - the water ingress induced cathode
oxidation - that is responsible for the very low lifetimes of the devices.
One other possible process is the full delamination of the electrode. In such a case no conduction
current at all can flow through the delaminated parts of the device. There would however still be
an electric field due to the contacts, and displacement currents would also still persist. Yet by some
additional measurements on a fully degraded device we can rule out that delamination takes place
in our case. While the capacitance-voltage already showed signs of an evolving insulating layer
(Fig. 10.2f), this can also be probed by a reverse CELIV measurement as shown in Fig. 10.8a. Here,
two displacement current plateaus corresponding to the geometric capacitance of the device and
the capacitance of the insulating layer alone, are observed. This behaviour is due to holes being
injected and flooding the active layer, so that in forward bias only the insulating layer contributes
to the measured capacitance.
Furthermore we measured illuminated IV-curves with high reverse bias (Fig. 10.8b). It turns
out that at −10 V the full original photocurrent can be extracted, as the large extraction barrier
for electrons can be overcome or tunnelled. This is another proof that no delamination occurred.
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Figure 10.8: Measurements on the fully degraded device showing the behaviour as a MIS-diode due to the
Al2O3 interface layer.
Figure 10.9 shows measurements of the discussed device at later times. After two hours there
is hardly any photocurrent left, yet other degradation mechanisms set in. In the IV-curve a loss of
open-circuit voltage and fillfactor is observed, which may be related to recombination (Fig. 10.9a).
The main mechanism observed at later times is a charging process, showing in the dark-CELIV
peak (Fig. 10.9b). However, as no constant second plateau is observed in the C-f (Fig. 10.9e), but a
steady capacitance increase towards lower frequencies, we may attribute the observed behaviour
to traps rather than doping. There may be deep traps that give a signature in the dark-CELIV, or
a more complex trap density-of-states forms that includes both shallow and deep traps. As the
dark-CELIV peak position shifts to longer times, the effective mobility is strongly reduced by the
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trapping. A second reason for the slower signal may be an increased series resistance, for example
because the PEDOT:PSS becomes less conductive when saturated with water.
The TPC also shows an interesting behaviour where the overshoot and undershoot discussed
above disappear again (Fig. 10.9d). In the charged device the space charge can screen the built-
in field completely, so that already from the start of the light pulse only diffusion currents are
possible.
Finally, the capacitance-voltage reaches the MIS-device like shape at around 150 min, which
would correspond to the time when the full aluminium electrode is oxidized (Fig. 10.9f). Later,
however, the CV loses all features and becomes completely flat for the last measurement. The
increased value compared to the geometric value might correspond to the depletion zone, and
the flatness in forward bias is explained by a non-functional hole injection due to PEDOT:PSS
degradation or even decomposition.
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(b) Dark-CELIV current.
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(c) Photo-CELIV current.
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(d) Transient photocurrent response to a 60 µs light
pulse.
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(e) Capacitance-frequency without offset voltage.
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(f) Capacitance-voltage at 20 kHz.
Figure 10.9: Measurements of the PEDOT:PSS device for later times of the degradation in the climate cham-
ber at 45 °C, 85 % RH.
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10.4 WAT E R VA P O U R D I F F U S I O N M O D E L
In the previous section we have shown that the loss of short-circuit current is caused by lateral
diffusion of water into the cell, leading to the oxidation of the aluminium cathode and forming an
insulating aluminium oxide layer. As found experimentally, the short-circuit current decay is ap-
proximately proportional to the square-root of ageing time. In this section we aim to analytically
model the water vapour diffusion into the device in order to investigate the degradation kinetics
further. As the aspect ratio of the lateral dimensions (usually some millimetres to centimetres)
to the thickness of the layer stack (several 100 nanometres) is very high, the 3D problem can be
approximated by a 2D simulation, and the whole diffusion process is governed by the in-plane
lateral diffusion. In the following two different boundary conditions - pinholes and edge ingress -
are investigated as possible sources of the observed decay kinetics.
The diffusion process is caused by a lateral gradient in the concentration C of water vapour [541,
542]. The transient change of concentration is hereby related to its lateral gradient, according to 1.
Fick’s law:
∂C(x, y, t)
∂t
= −D
(
∂2C(x, y, t)
∂x2
+
∂2C(x, y, t)
∂y2
)
(10.3)
where D is the diffusion coefficient. For random boundary conditions there is no simple solution
to this differential equation and it needs to be solved iteratively. However, for specific geome-
tries analytic solutions can be found in literature [543–545]. Here two relevant geometries are
investigated: the constant-concentration point-source, and an iso-concentration surface. These two
geometries may describe diffusion through pinholes and from the edges, respectively.
C(x, y, t) =Cext · Erfc
(√
(x− x0)2 + (y− y0)2
2
√
Dt
)
(10.4)
C(x, y, t) =Cext · Erfc
(
x
2
√
Dt
)
(10.5)
C(x, y, t) =Cext − 16
pi2
Cext ·
∞
∑
l=0
[
(−1)l
2l + 1
· exp
(−D · (2l + 1)2pi2 · t
A0
)
· cos
(
(2l + 1)pi( L2 − x)
L
)]
·
∞
∑
l=0
[
(−1)l
2l + 1
· exp
(−D · (2l + 1)2pi2 · t
A0
)
· cos
(
(2l + 1)pi( L2 − y)
L
)]
(10.6)
with the diffusion constant D in mm2/s, and the constant boundary concentration Cext corre-
sponding to the absolute humidity of the surrounding air [266, 543]. For the calculations we
consider a square-shaped cell with 0 < x < L, 0 < y < L and the device area A0 = L2 = 4 mm2.
Further, as the relations always depend on both time and diffusion constant in the same way,
we use the generalized unitless coordinate Dt/A0 as the parameter describing the diffusion
progress. In Eq. 10.4 the pinhole position is at (x0, y0), in Eq. 10.5 we consider only 1D diffusion
from an iso-concentration surface at x = 0, and by Eq. 10.6 2D diffusion from all four edges
x, y = 0, x, y = L is described. We assume that the interior of the device is water-free at time zero:
C(x, y, t = 0) = 0. The diffusion models were numerically evaluated in Mathematica.
An evaluation of the three diffusion models allows to visualize the water concentration profile
inside the device at different times (see Fig. 10.10). Figure 10.11a shows the profiles for a pinhole
source at different times, while Fig. 10.11b shows the transient evolution of the concentration
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(a) Concentration profile at Dt/A0 =
0.01 for a pinhole at (0.5, 0.5).
(b) Concentration profile at Dt/A0 =
0.1 for 1-edge diffusion from x =
0.
(c) Concentration profile at Dt/A0 =
0.01 for 4-edge ingress.
Figure 10.10: Simulated 2D water vapour concentration for the three models.
at different distances from the surface. Figure 10.11c shows the concentration profile for edge
diffusion with varied diffusion progress.
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Figure 10.11: Simulated water vapour concentration profiles for the three models.
In order to calculate the area degraded by water ingress, we assume that a point of the device
becomes fully degraded when a certain threshold concentration Cthr is reached. The motivation for
this assumption is that LBIC and EL pictures always show sharp edges and no intermediate, grey
regions. We therefore numerically integrate all points with C(x, y, t) < Cthr, giving the remaining
effective area A(t).
Figure 10.12 shows the integrated effective area with different chosen threshold concentrations
for the three models, using an external concentration of Cext = 1, versus diffusion progress. The
calculated area is then fitted using a power law dependence:
A(t) = A0 · (1− k · tn) (10.7)
For the pinhole degradation we obtain an exact linear decrease of the remaining effective area
(n = 1), for any chosen threshold concentration. This is in agreement with measured behaviour of
pinhole growth by several other studies [71, 77, 244, 546, 547].
Furthermore, for the degradation from one surface the loss in effective area is proportional to
the square-root of time (n = 0.5) for all chosen threshold concentrations [244] .
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Figure 10.12: Simulated decay of the effective area for the three diffusion models with varied threshold
concentrations. Dots are simulated data, lines are fits to Eq. 10.7.
The case of 2D diffusion from four edges is more complicated, as the obtained power law
depends on the threshold concentration (n = 0.3− 0.7). However, for low threshold concentrations
a big part of the decay curve fits well to a square-root law (n = 0.5).
This behaviour coincides with our own experimental observation shown in Fig. 10.1. It therefore
allows us to conclude that in our case the edge ingress is the dominant degradation mechanism,
and pinhole effects are negligible.
As we experimentally found a loss of the short-circuit current proportional to the square-root of
time, which is a signature of edge ingress, we can now try to estimate the diffusion rate of water
vapour in the different HTLs. For this we first calculate the absolute humidity corresponding to the
fixed outer water vapour concentration Cext for the three conditions. Using the Clausius-Clapeyron
equation we obtain:
m =
RL
Rd
· RH · ES = RLRd · RH · 6.112 · exp
(
17.67T
T + 243.5
)
(10.8)
AH =
1000 ·m
1000+ m
where RH is the relative and AH the absolute humidity, RL is the specific gas constant for dry air,
Rd the specific gas constant for water vapour, ES is the saturation vapour pressure, and T is the
temperature in °C. The resulting values are given in Table 10.3.
We then relate the decay constant k from Eq. 10.7 to the diffusion constant D.
A(T80) = 0.8A0 = A0 − k
√
D · T80 → D = A0k2 · T80 (10.9)
Hereby T80 is the estimated lifetime from Table 10.1, and k is the decay fitting constant according
to Eq. 10.7, where n = 0.5 was fixed. As can be inferred from Fig. 10.12 this decay constant
depends strongly on the threshold concentration, therefore a real quantitative determination of
the diffusion constant seems not feasible. Yet, to obtain an order of magnitude we will assume a
threshold concentration. As degradation proceeds already for low absolute humidity values below
10 g/m3, we used a threshold concentration of Cthr = 1 g/m3 for the calculations. The external
concentration was set to the absolute humidity values given in Table 10.3. In the table we show the
resulting diffusion constants for evaluation of the 1-edge and the 4-edge model. We would like to
mention, however, that these values may be not very accurate, due to the made assumptions.
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D (mm2/s) AH (g/m3) Model PEDOT:PSS MoO3 V2O5 Xerogel V2O5 Oxopolymer
25°C, 45 % RH 8.8 1 edge 1.3 e-6 2.1 e-8 4.2 e-8 7.1 e-9
25°C, 75 % RH 14.6 1 edge 9.9 e-6 4.8 e-8 4.2 e-7 2.5 e-8
45°C, 85 % RH 48.4 1 edge 2.1 e-5 1.0 e-7 1.1 e-6 1.7 e-7
25°C, 45 % RH 8.8 4 edges 1.0 e-7 1.6 e-9 3.3 e-9 5.6 e-10
25°C, 75 % RH 14.6 4 edges 7.4 e-7 3.8 e-9 3.3 e-8 2.0 e-9
45°C, 85 % RH 48.4 4 edges 1.7 e-6 8.2 e-9 8.6 e-8 1.3 e-9
Table 10.3: Estimated diffusion constants of water vapour in the different hole transport layers.
10.5 C O N C L U S I O N S
In this study we investigated the degradation of organic solar cells under different atmospheric
conditions. We find that in unencapsulated OSCs subject to ambient humidity the ingress of
water and subsequent oxidation of the cathode is the dominant degradation mechanism. The
decay of the short-circuit current follows the remaining effective area of the solar cell which is
decreased due to the lateral growth of insulating regions in the aluminium cathode. For this con-
clusion we conducted a complementary analysis of various measurements that were repeatedly
performed during the ageing process. We further employed numerical drift-diffusion simulations
to qualitatively describe the influence of the forming insulating layer, and furthermore to prove
that the degradation is a lateral and not a homogeneous process. All these conclusions, which
are in perfect agreement with literature [222], could thus be made by nondestructive methods
performed on a single device.
We have further shown that by replacing PEDOT:PSS with other, solution-processed metal
oxide layers can strongly slow down the degradation process. We found an up to 380-fold increase
in T80 time using V2O5.
By 2D diffusion modelling we could further distinguish between degradation due to pinhole
growth and from edge ingress by their different decay dynamics (linear vs. square-root). Therefore
we find that in our case the lateral in-diffusion of water vapour from the edges, accelerated by the
hygroscopic PEDOT:PSS HTL is the main failure mechanism.
The main results of this study have been published in: S. Züfle, M. T. Neukom, S. Altazin,
M. Zinggeler, M. Chrapa, T. Offermans, and B. Ruhstaller. “An Effective Area Approach to Model
Lateral Degradation in Organic Solar Cells”. Advanced Energy Materials 5.20 (2015), p. 1500835.
doi: 10.1002/aenm.201500835 [228].
The part on diffusion modelling will also be published as a joint paper in: D. Fluhr, S. Züfle, B.
Muhsin, R. Öttking, M. Seeland, R. Rösch, U. Schubert, B. Ruhstaller, S. Krischok, and H. Hoppe.
“Unified description of electrode corrosion dynamics in organic solar cells”. submitted (2017) [548].
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11 L I G H T I N D U C E D D E G R A D AT I O N : P H O T O D O P I N G
11.1 I N T R O D U C T I O N
In this and the next chapter we investigate photodegradation of encapsulated organic solar cells
that are subject to different illumination concentrations. We want to find out whether the use
of concentrated sunlight is a valid tool to accelerate stability testing [176, 549–551]. Thus the
question is if the same degradation mechanisms take place under one sun and under 100 suns
illumination intensity. Furthermore we aim to quantify the acceleration factors for the different
conditions.
Here we investigate a solar cell stack with an inverted architecture based on the polymer-
fullerene bulk-heterojunction HBG1:PC61BM. Hereby the high-bandgap polymer HBG1 is used,
and PV-E002 is employed as a highly conductive electron transport material. The layer stack
and nominal thicknesses are ITO (150 nm)/PV-E002 (5 nm)/HBG1:PC61BM (200 nm)/PEDOT:PSS
AI4083 (50 nm)/Ag (100 nm) and each glass substrate comprises 4 devices with 15 mm2 and 4
devices with 7.5 mm2 active area. The encapsulation glass is glued on top at the edges, leaving a
nitrogen-filled cavity inside. The devices have been fabricated at Merck Chemicals Ltd., Chilworth,
United Kingdom in February 2016. The measurements were performed in March and April 2016.
The studies took place at Ben-Gurion University of the Negev in Israel, where we could employ
a fiber-coupled concentrator setup, as shown in Fig. 11.1 [549, 552]. At this place in Sede Boker in
the Negev desert the natural sun spectrum is very close to the standard ASTM AM1.5g spectrum
[478, 553, 554], which allows us to work with real sunlight instead of artificial light sources. In
the concentrator a mirror optic focusses the sunlight into a fiber which is then guided into the lab
building and on the solar cell. The solar cell is lying on a water-cooled metal stage, and at the
exit of the fiber the light is homogenized using different sized kaleidoscopes. The kaleidoscope
cross section and the opening of the pizza-iris determine the total illumination intensity, which
is calibrated using a precision Silicon photodiode. Furthermore the concentrator tracks the sun
automatically during the day, and on clear days the diurnal change of the spectrum can be
neglected [555].
Apart from using the concentrated sunlight for device degradation, we also tried to combine
the concentrator setup with the Paios setup. Figure 11.2 shows measurements of a HBG1:PCBM
cell performed with Paios under different sunlight concentrations. This demonstrates the general
light intensity dependence of an organic solar cell IV-curve, which shows an optimum device
efficiency at significantly below one sun. Furthermore we observe that for high illumination in-
tensities around 20 suns the IV-curve becomes linear, as the series resistance becomes dominant,
leading to a fillfactor of only 25 %. Interestingly the open-circuit voltage shows a peak around
10 suns, which we cannot explain so far.
The capacitance-voltage curves measured under strong illumination exhibit a Mott-Schottky be-
haviour, which indicates the formation of a space-charge zone. This behaviour is only possible
when the photogenerated charges show inhomogeneous profiles or imbalanced transport, as oth-
erwise they should counterbalance each other. We further find that under very high intensities a
99
light induced degradation : photodoping
Figure 11.1: Concentrator setup at Ben-Gurion University, which has been employed in this study. Image
taken from [552].
change is observed in the capacitance-voltage curve, showing the peak to shift to lower voltage,
which is then also observed in the Mott-Schottky plot.
In the Appendix C.3 we simulate the effect of the illumination intensity on various experiment
types. We obtain a maximum efficiency at around 0.1 suns, however the peak in open-circuit
voltage is not reproduced when employing the most simple models (constant mobility, no traps,
no doping) in the simulation. It seems worthwhile to investigate the light intensity dependence
further, both in order to explain the behaviour at very high intensities and in order to find out the
optimum illumination intensity for a specific solar cell [178, 531]. In the end organic solar cells
will probably only rarely "see" a full 1-sun spectrum, while most of the time the intensity will be
lower.
11.2 M E A S U R E M E N T R E S U LT S
For photodegradation we illuminated the samples with different light intensities, ranging from
1 to 100 suns. Hereby the 1-sun experiment was performed outdoors, and 50-sun and 100-sun
illumination was performed using the concentrator setup. After comparable light doses (illumi-
nation duration times illumination intensity) the cells were characterized with an extensive Paios
measurement routine, and then degraded further. The goal of 100 sun*h in total could however
not be achieved for all devices due to the limited time and some cloudy days. We also took EQE
spectra of the fresh and degraded cells.
Figures 11.4 & 11.5 show the experimental results of two devices that were photo-degraded
with 1 sun and 50 suns, respectively. The left graph always shows the 1-sun case, and the right
graph the 50-sun case, and the degradation steps are chosen to be after comparable illumination
doses. The last, red line shows a measurement of the same device taken a month later after
storage in the dark. In the following we will discuss the various experiments and their changes
during photodegradation.
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Figure 11.2: I-V and C-V measurements performed under concentrated sunlight with intensities between
0.5 suns (blue) and 30 suns (red).
In the current-voltage curves (Figs. 11.4a & 11.4b) a strong loss of short-circuit current and
fillfactor dominate the degradation process. The solar cell parameters measured with the Paios
white LED are summarized for the different ageing conditions in Fig. 11.3.
The short-circuit current drops more strongly for the high-illumination case to 40 % of its initial
value and then stays stable. The loss in fillfactor occurs after an initial short increase and with
a slower rate than for the short-circuit current, and is also stronger for the 100-sun experiment.
Furthermore we observe a slight increase in open-circuit voltage in all cases, which is also found
as a slight shift of the dark and light IV-curves to higher voltages (see Figs. 11.4c & 11.4d).
The device stability can be assessed by comparing the doses necessary to degrade a parameter
to a specific percentage (e.g. 80 %) of its initial value. Assuming that all occurring degradation
mechanisms are linearly accelerated by concentrated sunlight, and that the same mechanisms
occur, these values should be the same under all conditions. As shown in Table 11.1 this is not the
case. The different solar cell parameters reach 80/90/50 % of their initial values after a smaller
dose when concentrated sunlight is used. The main reason for this is believed to be heating of
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Figure 11.3: Solar cell parameters during photodegradation under three different illumination intensities.
The last point corresponds to the measurement of the partly recovered device after 30 days of
dark storage.
the device under high illumination intensities [479, 553]. A higher temperature will accelerate
basically any physical or chemical process going on in the device. We expect the cell temperature
to be around 60− 70 °C under high intensities, even though the measurement stage was actively
cooled. Using a thermocouple inside the encapsulation cavity this temperature might be measured,
which could then allow us to calculate the thermal activation of the degradation process. Such an
investigation of the device temperature is projected, but has not yet been done.
condition Voc (D80) Isc (D80) FF (D90) Eff (D50) total dose
1 sun Not reached 8 sun*h 8 sun*h 30 sun*h 104 sun*h
50 suns Not reached 4 sun*h 4 sun*h 20 sun*h 17 sun*h
100 suns Not reached 1 sun*h 2 sun*h 7 sun*h 88 sun*h
Table 11.1: Interpolated illumination doses to reach 80/90/50 % of initial values. In general the acceleration
factor is larger than 1, so for higher intensity less dose is necessary for the same degradation. The
last column summarizes the total illumination dose reached for the different ageing conditions.
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(a) Light IV-curve, degraded under 1 sun.
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(b) Light IV-curve, degraded under 50 suns.
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(c) Dark IV-curve, degraded under 1 sun.
0.2 0.4 0.6 0.8 1.0 1.2
Device Voltage (V)
10 3
10 2
10 1
100
101
D
ev
ic
e 
C
ur
re
nt
 (m
A
)
(d) Dark IV-curve, degraded under 50 suns.
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(e) Dark-CELIV current, degraded under 1 sun.
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(f) Dark-CELIV current, degraded under 50 suns.
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(g) Capacitance-frequency, degraded under 1 sun.
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(h) Capacitance-frequency, degraded under 50 suns.
Figure 11.4: Photodegradation under 1 sun (left column) and 50 suns (right column) - Measurements at
different illumination doses (from blue to green), and after one month of dark storage (red
curve). Legend can be found in Figs. 11.4a & 11.4b.
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(a) Mott-Schottky plot, degraded under 1 sun.
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(b) Mott-Schottky plot, degraded under 50 suns.
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(c) Photo-CELIV current, degraded under 1 sun.
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(d) Photo-CELIV current, degraded under 50 suns.
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(e) TPC , degraded under 1 sun.
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(f) TPC , degraded under 50 suns.
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(g) OCVD decay, degraded under 1 sun.
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(h) OCVD decay, degraded under 50 suns.
Figure 11.5: Photodegradation under 1 sun (left column) and 50 suns (right column) - Measurements at
different illumination doses (from blue to green), and after one month of dark storage (red
curve). Legend can be found in Figs. 11.4a & 11.4b.
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11.2 measurement results
The degraded light IV-curves (Figs. 11.4a & 11.4b) show a nearly linearly field-dependent pho-
tocurrent, which is a sign of an extraction problem. Several possible causes are conceivable to
lead to a field-dependent photocurrent: doping, traps, imbalanced mobilities, or field-dependent
exciton separation. The latter two seem improbable to change so strongly upon photodegradation,
thus trapping or doping effects will be a suitable hypothesis.
The next experiment we analyse is the dark-CELIV measurement (Figs. 11.4f & 11.4b). Here the
device degraded under concentrated sunlight shows a clear peak rapidly occurring upon ageing.
This peak is a strong indication of doping, that is the formation of equilibrium immobile charge
carriers in the active layer. The extraction peak then stems from oppositely charged mobile species
that were previously injected to counterbalance the immobile space charge of the doping thereby
ensuring thermal equilibrium.
We also observe a strong rise of the capacitance plateau in the capacitance-frequency plot for
the 50-sun device (Fig. 11.4h), which is again a signature of doping. As the space-charge region
is highly doped and conductive it does not contribute to the capacitance any more, so that the
effective thickness decreases and the measured capacitance rises.
Finally we also measured the capacitance-voltage, and show the Mott-Schottky plot in Fig.
11.5b. A linear fit is possible for the device degraded at 50 suns, giving a quantitative value for
the doping. Figure 11.6 compares the doping densities extracted from the Mott-Schottky analysis
to the integrated dark-CELIV extraction peak. The doping increases rapidly upon ageing and
seems to saturate at higher doses. The doping density obtained from CELIV is around a factor of
4 smaller than the one from Mott-Schottky. This is usually the case as the CELIV ramp can not
extract all the equilibrium charges and therefore this technique underestimates the real value.
Interestingly, the device aged under the 1-sun condition shows no signatures of doping in dark-
CELIV, capacitance-frequency or capacitance-voltage (Figs. 11.4e, 11.4g & 11.5a). Instead these
dark measurements seem not to change at all. So from the observed behaviour it seems that the
photodegradation processes under 1 sun and at high intensities are different, as the photodoping
appears only for high intensities.
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Figure 11.6: Extracted doping density versus illumination dose for the device degraded under 50 suns. The
doping density was extracted from the dark-CELIV peak and by Mott-Schottky analysis.
However, the measurements performed one month of dark storage after the main experiment,
might give a different view. Very interestingly we find all the effects just described as signatures
of doping, have disappeared in the cells aged at 50 and 100 suns. This is shown as the red line
in the plots of Figs. 11.4 & 11.5. The dark-CELIV signal shows the initial constant displacement
current, and the Mott-Schottky and capacitance-frequency plots look nearly identical as for the
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fresh cell. And yet, the IV-curve is still strongly degraded and has only very slightly recovered.
This can also be seen in the IV-parameters in Fig. 11.3. So perhaps at least part of the degradation
process is independent of the illumination intensity. At this point we want to note that it is,
however, not independent of illumination, and reference devices kept in the dark the whole time
do not show any relevant degradation.
When we analyse the photo-CELIV measurement (Figs. 11.5c & 11.5d), we observe the same
behaviour independent of the ageing condition. In all cases the decay of the CELIV peak becomes
more dispersive, which is often a signature of trap-controlled transport. In the 50-sun device the
effect is superimposed to the doping, and therefore partly reversible.
The transient photocurrent rise shows only slight changes (Figs. 11.5e & 11.5f). While the doping
in the 50-sun cell makes it temporarily slower, the last measurements look again very similar,
having a slight shoulder and a small peak before steady-state. Again this could be related to
trapping effects. If we now consider the slight change in the capacitance-frequency plot at low
frequencies, it also hints to slow processes that increase with degradation, independent of the
illumination intensity (Figs. 11.4g & 11.4h).
The last measurement we want to discuss is the transient photovoltage decay, as shown in Figs.
11.5g & 11.5h. For both cells we find an initial change slowing down the main part of the decay,
which corresponds to a more dispersive transport, as witnessed in the photo-CELIV curve. The
decay kinetics beyond 1 ms should not be compared, as they are linked to the specific parallel
resistance of the two devices. We find however a further slow-down of the main decay in the
50-sun cell after the 30-day dark storage, which is not seen in the 1-sun device. The findings from
these large-signal TPV (or OCVD) measurements are in line with small-perturbation TPV, which
are normally used to determine the recombination lifetime. Here as well we find an increase
of the lifetime with degradation in both cases, which would usually be explained as a lower
recombination efficiency. This would however lead to a much higher photo-CELIV peak. Thus,
also the increased lifetime can be interpreted in terms of deep traps which are released slowly
and lead to the delayed extraction in photo-CELIV and slower recombination in TPV.
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11.3 M O D E L
Using drift-diffusion simulation we now aim to model various experiments and to confirm the
hypotheses made so far. For this we start with a global fit of various experiments for the fresh
device. This fit is shown in the Appendix B.2. Starting from there we can now investigate the
influence of doping on the device performance.
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Figure 11.7: Simulations of various experiments with varied doping density. The doping density was varied
from 1021 m−3 (blue curve) to 1024 m−3 (green curve).
Figure 11.7 shows modelled experiments with varied doping density. The main features as
observed in the measurements of the 50-sun device are reproduced, confirming our initial as-
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(d) Charge density profiles under illumination at open-
circuit.
Figure 11.8: Simulated field and charge density profiles with varied doping density. The lines in the right
graphs show electron (solid lines) and hole (dashed lines) densities. The x-axis position 0 cor-
responds to the anode, position 1 to the cathode.
sumption. The doping leads to a strong loss of short-circuit current in the IV-curve, as charges
generated inside the field-free space-charge zone cannot efficiently be extracted.
The field profiles in the dark are shown in Fig. 11.8a and confirm that the field drops over a
thin depletion zone. Fig. 11.8b shows the charge carrier densities in the active layer in the dark at
zero volt. The doping itself does not show in the graph, as it is modelled as an immobile negative
homogeneous space charge. What is seen in Fig. 11.8b are the oppositely charged free holes that
are induced to be injected and to counterbalance the space charge in thermal equilibrium. The
layer is therefore neutral in the steady-state, yet due to the built-in potential and recombination
the distribution is not homogeneous. Instead a zone with low hole density is observed near the
cathode, becoming thinner with increasing doping.
The acceptor doping leads to a pi-device, with the depleted intrinsic zone Wdep near the cath-
ode, and a field-free, positive space-charge region (d −Wdep) near the anode. As the depletion
zone is smaller than the active layer, the probed capacitance in C-f and C-V becomes higher with
increasing doping (see Fig. 11.7d). By applying a negative external bias the depletion region can
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be enhanced and the capacitance decreases quadratically to the geometric value (see Fig. 11.7e).
This is represented in the Mott-Schottky formalism:
Wdep(V) =
√
2ε0εr
qNA
(V −Vbi) < d (11.1)
C(V) =
ε0εrS
Wdep(V)
> Cgeo (11.2)
C−2(V) =
2(V −Vbi)
qε0εrS2NA
(11.3)
where NA is the doping density. From a linear fit this quantity can be extracted, in case the layer
is thick enough [337] (see Fig. 11.6).
The equilibrium electron density is strongly reduced with increasing doping, mainly at the
cathode side. This is because at thermal equilibrium in the dark the condition n · p = n2i = const
must hold [425] (see Section 3.1).
The comparison with the illuminated case (Fig. 11.8d) shows that the hole density in doped
devices is hardly perturbed by illumination. The main difference to the dark case is that much
more electrons are present and distribute rather homogeneously in the bulk. For highly doped
layers the photogenerated holes are negligible compared to the equilibrium carriers. Again the
total electron density is reduced due to ensure thermal equilibrium.
At high doping densities the device acts as a minority carrier device, which are often found
in inorganic semiconductor theory [425]. Here the equilibrium holes are the majority carriers,
whose density can be regarded as approximately constant, and the electrons are the minority
carriers. Under this condition the transient photovoltage decay would be governed only by the
electron lifetime, and have a mono-exponential shape. As seen in Fig. 11.5h this is however not
the case, being a hint that additional recombination pathways like trap-assisted recombination
as well as diffusion play an important role. Another reason for the non-exponential decay of the
open-circuit voltage is the inhomogeneous charge distribution.
Another experiment which was performed before and after degradation is EQE. The measure-
ments are shown in Fig. 11.9. Along with the loss in short-circuit current we observe a general
drop in EQE. Additionally, we also find spectral changes, raising the question whether there could
be any loss in absorption. This so called photobleaching happens in many polymers and would
then affect only part of the spectrum. Previous data from Merck however do not confirm this,
but to be sure the study should be repeated on thin films with the same blend, which should be
characterized for transmission and absorption.
One hint that the absorption does not decay strongly, is the photo-CELIV peak, where we find
hardly any change during degradation. The extracted charges should be a direct measure of the
photogenerated charges, so we can rule out that absorption loss is an effective mechanism here,
even for degradation under high intensities.
Furthermore there is again a difference between the 1-sun and the 50-sun devices. The spectral
changes are relatively small in the device aged under 1 sun, while for the device degraded at
50 suns the region between 600 − 700 nm is strongly affected, which is a region where mainly
the polymer HBG1 absorbs. This could indicate that the photodoping can be related to certain
chromophores of the polymer.
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(a) EQE of the device aged under 1 sun for 91 sun*h.
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(b) EQE of the device aged under 50 suns for
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(c) Normalized EQE of the device aged under 1 sun
for 91 sun*h.
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(d) Normalized EQE of the device aged under 50 suns
for 100 sun*h.
Figure 11.9: EQE measurements comparing the fresh and photodegraded devices aged under 1 sun and
under 50 suns. The normalized EQE emphasizes the spectral changes.
Using simulation we can still reproduce the spectral changes in EQE very well without the need
for additional explanations. The EQE measurements were done directly after photodegradation,
so in the 1-sun device we assume traps, and in the 50-sun device we assume traps and the doping
which has not yet reversibly disappeared.
The qualitative EQE simulation in Fig. 11.10 shows strong changes in the spectral and absolute
shape by only increasing the doping density. The reason is that the space-charge of the doping
leads to a field-free region in the device, as explained above. Charges created within that region
cannot be extracted without an applied bias. As the generation profile for each wavelength de-
pends on the interference effects in the thin-film layer stack, some wavelengths are affected more
than others [556]. We can reproduce the effect on the EQE nicely, but only qualitatively, as the
exact layer thicknesses and absorption coefficients are not known.
As for the 1-sun device, the spectral changes in EQE are much less pronounced. First of all we
would like to note that the manual positioning of the sample inside the EQE setup may lead to
some changes in the beam positioning and illumination angle, which can already give an error of
around 5− 10 %. Furthermore, a part of the spectral changes can also be explained by deep traps,
that, when filled, act as charged, immobile species, thereby locally screening the electric field, and
leading to a similar effect as dopants.
110
11.4 discussion
300 400 500 600 700 800
wl (nm)
0
0.5
1
EQ
E 
(1)
(a)
300 400 500 600 700 800
wl (nm)
0
0.5
1
1.5
EQ
E 
no
rm
 (1
)
(b)
Figure 11.10: EQE simulation with varied doping density, showing the change in absolute values (a) as
well as spectrally (b). The doping density was varied from 1021 m−3 (blue curve) to 1024 m−3
(green curve).
11.4 D I S C U S S I O N
The previous considerations have shown that there are at least two distinct mechanisms contribut-
ing to the photodegradation - a reversible photodoping and the generation of (deep) traps. In the
device aged at 1 sun the reversible photodoping did not occur. The cell was usually aged during
daylight for maximum 8 h a day, and measured directly afterwards - no doping signatures were
observed. This device does however still show strong photodegradation in the IV-curves, which
we attribute to the formation of (deep) traps. The traps give slow contributions to transport and
recombination behaviour, which have both been observed. The question remains how they can so
strongly affect the IV-curve without clear signatures in other experiments.
The devices aged at 50 and 100 suns also show the signatures of the traps, yet additionally they
show the occurrence of intrinsic charges (doping), which has been verified by several techniques.
We further found this doping effect to be fully reversible after 30 days in the dark.
As the doping is not observed under 1 sun, even when measuring directly after a degradation
step, it is probable that the doping effect only occurs under high illumination. It may thus be
thermally activated.
The disappearance of the doping during storage in the dark allows for speculations. It may
be possible that by a chemical reaction the doped species become neutral, and therefore have no
longer an effect on the electrical properties. Another option could be that the equilibrium charges
are in fact very deep traps, which by changing/lowering their energetic depth could "relax" into
traps that can take part in the transport process again, as they can be dynamically filled and
released. In this case the doping would be a pre-state of the (deep) traps which are also observed
in the 1-sun experiment. The question remains why and how this change of energy level should
happen.
The assumption that the charging of the layer under high illuminations is a chemical and
unstable by-product of photodegradation of the polymer, seems the most plausible.
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Temperature-dependent measurements might give further insight into the nature of the pho-
todegradation species and possible thermally activated processes. We performed experiments in
the temperature range 150− 320 K on devices aged at 1 sun, 50 suns, and not degraded at all, after
the dark storage for 30 days. The two degraded devices show very similar behaviour. The DLTS
shows temperature-dependent decay kinetics, which could be related to trapping/detrapping
processes. Also a low-frequency plateau in C-f is observed upon cooling. Furthermore at low
temperatures slight signatures of intrinsic charges are again found in the dark-CELIV, while they
are not observed at room temperature. These preliminary results need further analysis before a
clear statement can be made. They already hint to the presence of thermally activated processes,
and therefore also confirm - though only qualitatively - the assumption of deep traps.
The solar cells investigated in this study show two distinct photodegradation mechanisms. So
far it is not yet clear whether these two are directly linked or fully independent processes. However,
we should conclude that in this case accelerated ageing by concentrated sunlight does lead to a
different degradation behaviour and can therefore not be used to predict the lifetime of the same
cell under 1-sun condition.
The study presented here is intended to be published as: S. Züfle, G. Zanotti, E. A. Katz, P.
Tiwana, and B. Ruhstaller. “Reversible Photodoping of Organic Solar Cells aged by Concentrated
Sunlight”. manuscript in preparation (2017) [557].
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In this chapter we present a second study of photodegradation by concentrated sunlight. The de-
vices therefore employ the prototypical polymer PCDTBT mixed with the fullerene PC71BM. This
study was performed as a short-term scientific mission in collaboration with Karlstad University
and Ben-Gurion University within the COST StableNextSol project [532].
Just as in Chapter 11 we aim to investigate whether the photodegradation processes under
high illumination intensities are the same as those under 1-sun condition. Should this be the case,
could accelerated ageing by concentrated sunlight considerably speed up lifetime predictions for
organic solar cells [550, 551].
12.1 E X P E R I M E N TA L
The cells comprising the active materials PCDTBT and PC71BM have been fabricated by Rickard
Hansson at Karlstad University, Sweden. The devices aged by concentrated sunlight employ
the hole transport material PEDOT:PSS, while some additional devices for the second part use
evaporated MoO3. The glass substrates with prestructured ITO were purchased from Ossila Ltd.
and contain 6 devices with active areas of 4.5 mm2. The solar cells were encapsulated using
UV-curable encapsulation epoxy and glass coverslips. More details on the sample preparation
can be found in: R. Hansson. “Materials and Device Engineering for Efficient and Stable Polymer
Solar Cells”. PhD thesis. Karlstad University, 2017 [558].
The layer structure is ITO (100 nm)/PEDOT:PSS (50 nm)/PCDTBT:PC71BM (1:4) (90 nm)/LiF
(0.3 nm)/Al (100 nm) respectively ITO (100 nm)/MoO3 (8 nm)/PCDTBT:PC71BM (90 nm)/LiF
(0.3 nm)/Al (100 nm). The cells were sent to the Sede Boker Campus of Ben-Gurion University of
the Negev. Here we performed photodegradation studies under different illumination conditions
which are summarized in Table 12.1. Photodegradation with concentrated sunlight (1− 100 suns
intensity) was performed using the concentrator setup at BGU shown in Fig. 11.1 and described
in the last chapter [549, 552, 553, 555]. Degradation under approximately 1 sun was performed
outdoors at BGU.
For the second series of devices we have employed a sun simulator (Oriel Sol2A, model 94022A,
with a 150 W Xenon lamp with AM1.5 filter) in Karlstad for photodegradation under 1 sun illumi-
nation, following the ISOS-L1 protocol [282]. Finally we also employed the Paios white high-power
LED (Cree XP-G, integrated power 720 W/m2) with negligible UV spectrum [300] for degradation
(see Fig. A.2b). During photodegradation all cells were kept under open-circuit condition. The
various experiments with different illumination sources and intensities as well as two different
HTLs are summarized in Table 12.1.
IV-curves and other experiments were recorded at different times during the degradation
process using Paios 3, which employs a white LED as light source [300]. For the cells aged with
the sun simulator IV-curves were recorded with a Keithley 2636A.
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htl ill . source intensity tot. ill . dose initial voc loss
(w/m2 ) (sun ·h)
PEDOT:PSS Outdoor sunlight 1000 250 96 meV in 2 sun*h
PEDOT:PSS Conc. sunlight 10 suns 10000 4 109 meV in 4.2 sun*h
PEDOT:PSS Conc. sunlight 50 suns 50000 160 107 meV in 4.4 sun*h
PEDOT:PSS Conc. sunlight 100 suns 100000 195 108 meV in 8.5 sun*h
PEDOT:PSS Sun simulator 1000 4 72 meV in 4 sun*h
MoO3 Sun simulator 1000 4 13 meV in 4 sun*h
PEDOT:PSS White LED 700 0.7 58 meV in 0.7 sun*h
MoO3 White LED 700 9 11 meV in 9 sun*h
Table 12.1: Summary of the performed studies using different illumination sources, intensities, and varying
the hole transport layer. For comparison the total integrated illumination dose is specified. The
last column denotes the maximum observed drop in open-circuit voltage for each experiment.
12.2 R E S U LT S
Figure 12.1 shows IV-curves of encapsulated ITO/PEDOT:PSS/PCDTBT:PC71BM/LiF/Al solar
cells that have been exposed to sunlight of different intensities. Independent of the illumination
intensity, all the solar cells show a marked initial drop in Voc. As can be seen in the plots, the Voc
loss is due to a shift of the entire IV-curve towards lower voltages, a shift that is observed for both
the light and the dark IV-curves. Thus, the overall shape of the IV-curves is preserved and the
fillfactor is only very slightly affected (see Fig. 12.2c). The initial voltage shift is also observed in
the capacitance-voltage and conductance-voltage plots (Fig. 12.9f).
How the Voc changes over time for the solar cells is shown in Fig. 12.2a for different illumi-
nation intensities. The burn-in loss occurs during the first sun-hours of illumination dose and
reaches around 100 mV, thus leading to an efficiency loss of over 10 %. The relative size of the Voc
loss does not depend on the illumination intensity and after the initial drop, the Voc remains stable.
(a) IV-curve at 1 sun (b) IV-curve at 10 suns (c) IV-curve at 100 suns
Figure 12.1: Dark and light IV-curves during initial photodegradation of PEDOT:PSS based devices under
different illumination intensities.
The observation that the IV-curve shifts during the burn-in period (see Fig. 12.1), implies that
the burn-in is linked to the injection behaviour under forward bias, which depends on the built-in
voltage and the injection barriers at the electrodes. In order to investigate whether this is related
to the interlayer materials, the hole transporting layer (HTL) was changed from PEDOT:PSS to
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(a) Voc (b) Isc
(c) FF (d) Eff
Figure 12.2: Behaviour of the solar cell parameters versus integrated sun-dose for the different PEDOT:PSS
based devices aged with concentrated sunlight.
MoO3. In Fig. 12.3, IV-curves of encapsulated ITO/HTL/PCDTBT:PC71BM/LiF/Al solar cells
exposed to simulated sunlight at an intensity of 1 sun for different times are compared for
PEDOT:PSS (Fig. 12.3a) and MoO3 (Fig. 12.3b) as the HTL. Here a distinct difference can be seen
between solar cells using PEDOT:PSS and MoO3. While devices with PEDOT:PSS exhibit again a
shift in the IV-curve along with a drop of Voc during the first 30 minutes of illumination, devices
with MoO3 remain stable. Figure 12.4 shows how the solar cell parameters change over time
for the two devices. We find that the initial Voc losses can be significantly reduced by replacing
the PEDOT:PSS HTL with MoO3. Thus it is clear that the burn-in loss is directly linked to the
PEDOT:PSS layer.
parameter PEDOT:PSS MoO3
Jsc 7.2 mA/cm2 7.2 mA/cm2
Voc 0.81 V 0.83 V
FF 51 % 56 %
Eff 3.0 % 3.4 %
Table 12.2: Solar cell parameters of the fresh PEDOT:PSS and MoO3 based devices.
The initial performances of the solar cells with PEDOT:PSS and MoO3 are summarized in Table
12.2, and the open-circuit voltage loss for different illumination sources and intensities are shown
in Table 12.1. Varying the sunlight concentration from one sun to 100 suns does not significantly
affect the burn-in loss for solar cells with PEDOT:PSS. When changing the illumination source to
115
light induced degradation : burn-in
(a) PEDOT:PSS (b) MoO3
Figure 12.3: IV-curves for a PEDOT:PSS and a MoO3 based device during photodegradation under a solar
simulator at 1 sun intensity.
(a) Voc (b) Isc
(c) FF (d) Eff
Figure 12.4: Behaviour of the solar cell parameters versus integrated sun-dose comparing PEDOT:PSS and
MoO3 based devices aged under 1 sun of the sun-simulator.
a white LED whose spectrum does not contain any UV-light, a burn-in loss is still observed for
devices with PEDOT:PSS, but not for devices with MoO3.
There have previously been several reports on burn-in related Voc losses in PCDTBT-based solar
cells [132, 148, 292, 294, 559–561]. Heumueller et al. found an initial loss of 40 mV under white
light illumination from an LED and of 120 mV using UV light [560]. The same group also observed
that the Voc lost during the burn-in remains lost even after replacing the top metal electrode with
a fresh one, thus showing that the Voc loss does not depend on the metal-organic interface [133].
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How the initial burn-in loss is affected by the HTL material has previously been investigated by
replacing PEDOT:PSS with metal oxides[132, 559]. Bovill et al. compared PEDOT:PSS with MoO3
and V2O5 and found the PEDOT:PSS-containing solar cells to exhibit a higher stability both during
and after the burn-in period [559], which is in contrast to our observations. Peters et al. on the other
hand, found that substituting PEDOT:PSS with MoO3 or V2O5 lead to a smaller loss in Voc during
the burn-in [132]. The Voc loss during the burn-in period has previously been attributed by Peters
et al. to a photo-induced reaction in the active layer that leads to the formation of sub-bandgap
states increasing the energetic disorder in the active layer [132]. Heumueller et al. then suggested
a model where the increased energetic disorder causes a broadening of the density-of-states (DOS)
and results in Voc losses [560].
12.3 M O D E L L I N G A P P R O A C H
In the following we aim to model the observed effect by a drift-diffusion approach using
Setfos 4.4. We start with a global fit of various measurements of the fresh device, such as IV-curve,
capacitance-voltage, capacitance-frequency, transient photocurrent and photo-CELIV, giving us
high confidence in the used modelling parameters. This fit and the associated parameters can be
found in the Appendix B.3.
In the next step we try to model the device changes during photodegradation, namely the
rapid voltage shift. The open-circuit voltage is defined as the difference of the quasi-Fermilevels
[425], which pictures the filling of the density-of-states (DOS). This is influenced strongly by the
energetics of the contact as well as the shape of the DOS. Several analytic formulas for the Voc have
been derived to describe the intensity and temperature dependence, one approach gives [562, 563]:
Voc = E
e f f
g − kbTq · ln
(
N0 · P0
n · p
)
(12.1)
Ee f fg = EHOMO,D − ELUMO,A − σ
2
n
kBT
− σ
2
p
kBT
(12.2)
where EHOMO,D-ELUMO,A is the electronic band gap, σn/p denotes the width of the Gaussian
DOS, N0/P0 is the total density-of-states and n/p the number of free charge carriers. An important
constraint for a valid model must not only be that it can reproduce the open-circuit voltage drop,
but it must also conserve the shape of the IV-curve and the fillfactor, as was observed in the
measurements (Figs. 12.1 − 12.3).
From this it becomes obvious that several effects can have a strong influence on open-circuit
voltage. We will investigate four effects to decrease Voc: (a) a broadening of the density-of-states,
(b) an increase in the total number of states, (c) a change of the hole injection barrier, and (d) a
decrease of the electronic band gap.
Following the disorder model [562] used by Heumueller et al. [560] we can indeed reproduce
a Voc loss by increasing the width of the DOS in the extended Gaussian disorder model (EGDM)
[408] (see Section 3.1). The resulting simulated IV-curves are shown in Fig. 12.5. Substantial
changes in the forward current, and a related loss in fillfactor clearly show that this model
is not applicable to our own experiments. Heumueller et al. do not give a representative plot
of their IV-curves before and after degradation, so we can only assume that they observed
the accompanied fillfactor loss and decreased injection current, which is also featured in the
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underlying modelling study by Blakesley et al. [562]. The mechanism of broadening of the DOS
by creation of in-gap states (traps) can however still take place as a minor effect [132]. It could
then explain the very small open-circuit voltage losses of 10 mV that have been observed for the
MoO3 devices, and would be intrinsic to the active layer.
Figure 12.5: Simulation of IV-curves with increasing width of the polymer HOMO Gaussian density-of-
states, using the ohmic injection model and the EGDM mobility model. The right plot shows
the influence on Voc and FF.
There are, however, other effects conceivable from modelling that would lead to a Voc loss. From
Eq. 12.1 one would expect the Voc to drop if the density-of-states either increases or broadens.
An increase in the total density-of-states, which could be due to light-induced trap formation,
indeed shifts the curve to lower voltages, thus decreasing the Voc. At the same time the shape of
the curve and the fillfactor are only slightly affected, as shown in Fig. 12.6. This effect, however,
should then also occur in the MoO3 based devices.
Figure 12.6: Simulation of IV-curves with increasing polymer HOMO density-of-states, using the ohmic
injection model and constant mobilities. The right plot shows the influence on Voc and FF.
As the observed voltage shift is linked to the use of PEDOT:PSS, and also observed in the
dark-IV, it could also be due to the hole injection properties. In our model we employ an ohmic
injection model including an injection barrier Ea at the interface, being the difference between
the PCDTBT HOMO and the PEDOT:PSS (or MoO3) workfunction. There are reports that the
PEDOT:PSS workfunction can increase due to illumination [564–569], which would in our case
lead to a decrease of the injection barrier accompanied with a better contact. We find in Fig. 12.7
that by changing the barrier from 0.2 eV (from the global fit) towards 0 eV hardly any changes are
observed, as the contact is already good enough.
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On the other hand it is also conceivable that some residual oxygen or ambient water is left inside
the encapsulation, which has been shown to decrease to PEDOT:PSS workfunction [223, 570, 571].
In this case the contact properties would diminish, as seen in the simulations of Fig. 12.7. While for
larger barriers the shape of the IV-curves is nearly unchanged, the currents are much lower than
observed, so it seems that a decreasing PEDOT:PSS workfunction can not explain the observations.
Figure 12.7: Simulation of IV-curves with varying hole injection barrier between PEDOT:PSS and PCDTBT
HOMO by changing the PEDOT:PSS workfunction, using the ohmic injection model and con-
stant mobilities. The right plot shows the influence on Voc and FF.
The fourth effect influencing Eq. 3.13 would be a decrease of the electronic band gap, which
however would imply considerable chemical alterations to the active layer materials (or at least
the polymer). The bandgap has a linear correlation with the forward current and the open-circuit
voltage, therefore the shift is reproduced as found in the experiments (see Fig. 12.8). The question
remains how such a strong change in the material properties could happen, and why the effect is
not observed in the MoO3 based devices.
Figure 12.8: Simulation of IV-curves with varying PCDTBT bandgap by changing the PCDTBT HOMO
while keeping the injection barrier constant, using the ohmic injection model and constant
mobilities. The right plot shows the influence on Voc and FF.
So far we have shown that conventional, bulk models can not explain the observed effects and
link it to the PEDOT:PSS contact. We therefore postulate that a thin interface layer forms induced
by illumination, which has energetic properties such that the quasi-Fermilevel splitting is reduced.
The so-called band-bending effect has been under debate recently [572–574], and it describes the
position dependent energy levels that are affected by injection barriers, accumulated charges and
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the applied field, leading to thin regions near the contact interface that do not behave like the bulk
material.
At this point it remains unclear if there are other factors influencing the PEDOT:PSS behaviour.
The described effect has not been reported before for full solar cell devices, while PEDOT:PSS
is widely used among the community. So we express the assumption that by using a different
PEDOT formulation, or by different processing steps during fabrication, it may be possible to
obtain a more stable PEDOT:PSS layer.
(a) IV-curve. (b) Photo-CELIV current.
(c) TPC normalized rise. (d) TPC normalized decay.
(e) Capacitance-frequency. (f) Capacitance-voltage.
Figure 12.9: Various experiments during photodegradation of a PEDOT:PSS based PCDTBT:PCBM device
for 2 h at 50 suns.
As we have seen, the burn-in effect occurred for all devices comprising PEDOT:PSS independent
on the illumination intensity. In the following we will shortly discuss the further degradation
progress. It turns out that the qualitative behaviour remains the same for the different ageing
conditions. The measurements shown in Fig. 12.9 exemplarily depict the device aged under
120
12.3 modelling approach
50 suns.
While during the initial burn-in the forward current increases, at later times of degradation the
injection efficiency and the forward currents decrease. This is accompanied by the introduction of
an S-shape, leading to a loss in fillfactor and short-circuit current.
The decreased photocurrent is also observed as the steady-state value of the TPC signal (not
shown). The rise and decay of the TPC, which are signatures of the charge carrier mobilities, do
not change considerably, thus the mobilities are probably stable. There is, however, an indication
of a slow decay component, visible at times above 10 µs, which may be related to traps.
The photo-CELIV current shows a rapid and complete disappearance of the extraction peak,
which is at least partly related to the S-shape and therefore a sign for an extraction problem.
Another process contributing to a lower CELIV peak could be an increased recombination.
Finally, the capacitance-frequency plot shows only minor changes at low frequencies. These can
also be interpreted as trapping signatures.
The qualitative behaviour described above is observed for all ageing intensities from 1-100 suns.
In line with Fig. 12.2 the devices are relatively stable after the burn-in phase. Therefore the changes
in the other experiments at later times are only minor. There are, however, several indications that
traps are generated leading to a more dispersive charge transport. Traps could also be one of the
reasons for the diminished photo-CELIV peak. The second reason is the formation of an extraction
barrier, which is also responsible for the observed S-shape. So far we cannot attribute this barrier
to either of the contacts, yet, as the PEDOT:PSS contact/interface has been found to be susceptible
to changes, and furthermore the PEDOT:PSS itself is know to change upon illumination, our
assumption is that the extraction barrier is formed there.
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12.4 C O N C L U S I O N S
We have found a strong burn-in effect during photodegradation of encapsulated PDCTBT:PC71BM
organic solar cells that takes place under real and artificial sunlight as well as at illumination con-
centrations up to 100 suns. The rapid Voc drop of around 100 mV during the first sun-hours is
accompanied by a shift of the complete current-voltage curve towards lower voltages. The effect
is related to the employed PEDOT:PSS as hole transport layer, as it is not observed when re-
placing this material by MoO3. Using numerical drift-diffusion simulation we discussed possible
mechanisms that can lead to a loss in open-circuit voltage. An already described broadening of
the density-of-states, that is increased disorder of the active layer, shows to be unsuitable in our
case, as the Voc drop is accompanied by a loss in fillfactor and a change in the IV-curve shape.
However an increase in the total density-of-states, as well as a decrease of the effective bandgap
of PCDTBT:PC71BM reproduces the qualitative behaviour correctly. The question remains how
this process may occur only in the PEDOT:PSS based devices. We therefore propose that a further
mechanism, affecting the interface of the PEDOT:PSS to the PCDTBT:PC71BM blend, is responsible
for the observed behaviour and leads to a decrease in the quasi-Fermilevel splitting. We speculate
that this is due to photoinduced formation of a thin interlayer with different energetic properties.
As the initial efficiency drop during this burn-in phase amounts to over 10 %, it is obvious that
PEDOT:PSS can strongly harm the overall stability of these devices, even in the encapsulated
device. This study also underlines the importance of the injection and transport layers even
for intrinsic stability studies. Here the intrinsic stability of the active material turns out to be
much higher than the stability of the stack, so it can be a challenge to probe only the intrinsic
degradation of the active layer.
In the PCDTBT:PC71BM bulk-heterojunction the photodegradation processes are independent of
the used illumination intensity. The signatures of various experimental techniques show the same
behaviour during ageing. So we may conclude that in this material system accelerated ageing by
concentrated sunlight is a valid method to estimate the device stability.
The study presented here is intended to be published as: S. Züfle, R. Hansson, E. A. Katz,
E. Moons, and B. Ruhstaller. “Burn-in degradation of PCDTBT:PC70BM organic photovoltaics:
underlying mechanism and interlayer effect”. manuscript in preparation (2017) [575].
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Part IV
C O N C L U S I O N S
This part summarizes and further discusses the main results of this thesis. We
review the original objectives and how the combined approach of experiments
and simulation can help to improve the understanding of the device physics.

13 S U M M A RY
This thesis investigates charge carrier transport in organic semiconductor devices. For this pur-
pose we employ a novel approach of combining experiment and simulation and a variety of
characterization techniques. We use this approach to investigate and formulate parameter extrac-
tion methods, and to analyse and determine degradation mechanisms in organic solar cells and
polar OLEDs. The tools for our investigations are the measurement setup Paios and the modelling
software Setfos, which are developed and commercialized by the company Fluxim AG.
13.1 C O M B I N AT O R I A L A P P R O A C H
The measurement setup Paios unites a large variety of electrical characterization techniques in the
dc, ac, and transient mode for solar cells and OLEDs. It allows to perform these experiments in
an automated, consistent and reproducible way. There are several advantages to this approach:
• The measurement errors which are due to the measurement instrument are the same for all
techniques, leading to a higher comparability.
• The automation of the measurement routines leads to unprecedented data acquisition speed.
• Performing all experiments with the same device under the same environmental conditions
and without re-contacting gives a highly increased comparability and consistency of the
data, as it excludes device-to-device variation and minimizes degradation in between mea-
surements.
• The specific hardware used (Paios) further comes with a sophisticated graphical user in-
terface, additional functional modules (e.g. stress-test, temperature), and the possibility to
include numerical modelling by the drift-diffusion solver Setfos and fitting directly in the
same user interface.
Most of the devices we investigated are small-area research devices fabricated in academic
laboratories mainly by hand and mostly with solution-processing of the active layers. Therefore,
device-to-device as well as sample-to-sample variations can be high and the reproducibility of
measurements is impaired. Thus, it is difficult to obtain identical devices in the first place. This
obviously can strongly influence the results, especially when investigating degradation, or for
quantitative parameter determination.
This problem has lead to the current situation that solar cell efficiency values are often reported
as a statistical mean over a series of nominally identical devices, that is, devices which have been
produced in one batch with the same fabrication process and parameters. While this allows to
estimate the reliability of the data and numbers, this strategy is not applicable to the investigation
of degradation by complementary techniques. The time and effort needed to sequentially degrade
and characterize a series of identical devices without an automated stress and measurement setup
is very high. Furthermore, any re-contacting and transfer between different measurement equip-
ments represents a potential error source, and uncontrolled time delays between stress and mea-
surement may also distort the consistency of the data. Hence, for a degradation analysis that does
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not focus only on one measurement technique it is much more suitable to employ one device at a
time, and therefore automate the stress and measurement process as far as possible.
With the Paios Stress-Test Module it is possible to apply an electrical, light or thermal stress to
the device and sequentially measure the whole measurement routine, making it a highly suited
tool for stability analysis.
We base our work on both the combination of various electrical experiments in the steady-state,
transient and impedance modes, as well as the combination of measurement with simulation. In
general, the steady-state measurement of an IV-curve conceals a lot of important information, as it
depicts only the equilibrium situation. Transient and modulated methods are much better suited
to investigate the dynamics of charge transport in organic electronic materials.
Charge transport in all solar cells and light-emitting devices is governed by electric fields
(drift) and density gradients (diffusion). While in most inorganic devices diffusion currents
dominate, due to the employment of doped layers , in organic semiconductors the transport is
mainly governed by drift. The drift-diffusion modelling approach is in principle suited for all
semiconductor devices, and specific models for charge carrier mobility, injection, excitons and
furthermore have been developed to account for the individual peculiarities of the different
technologies.
The possibility to for the first time simulate all these different experiments allows to qualita-
tively understand the influences of the various material and device parameters on the experiments.
Hereby the qualitative shape of a characterization signal can give valuable information without
the need for being quantitative. Furthermore, this approach helps us to relate specific features
in different experiments to each other. For example, the occurrence of an S-shaped IV-curve can,
but does not need to be correlated with a current overshoot in the TPC signal, depending on the
underlying mechanism. Thus, a synoptic view of several experiments allows us to identify the
underlying process.
The numerical modelling furthermore is very useful to test analytic parameter extraction
formulas. It turns out that they are usually not applicable for the complete parameter space, but
their accuracy is limited to specific conditions and parameter regions. Being able to model the
experiments, we can specify these parameter regions and the accuracy of the extracted values.
From this we are able to give advise for more appropriate experimental conditions, and it is also
possible to design new parameter extraction routines and analytical models.
Another way to obtain material parameter values is the full drift-diffusion modelling of
the experiment combined with a fitting procedure. Hereby the experiment is simulated with
the correct measurement settings, and the deviation between simulation and measurement is
minimized by an algorithm which is stepwise adapting the model parameters. However, multiple
local minima of the error may exist due to the multi-dimensional parameter space, and depending
on the starting values different solutions may be obtained. We have shown that this ambiguity
can be avoided by fitting several different experiments at the same time. This leads to a strongly
changed error landscape in the multi-dimensional parameter space, and it is much more likely to
find the global minimum of the error, and therefore the correct parameters.
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13.2 PA R A M E T E R E X T R A C T I O N
In order to determine specific material parameters like the charge carrier mobility, often unipolar,
single-layer devices are fabricated. In this configuration only one carrier contributes to the current,
and the analysis is not complicated by a second carrier type or by bimolecular recombination.
The simplification of the system usually yields higher success for parameter determination using
analytic formulas. This approach comes, however, with a fundamental drawback, namely that the
direct transfer of the results to a full device is often not correct.
There are several reasons for this:
• Analytic models for single-carrier devices are often only valid for and applied to thick films,
while in fully functional devices the layer thicknesses are much smaller. Layers of different
thicknesses need different fabrication conditions, which can lead to a different morphology
and changed material properties.
• The surrounding functional layers can influence the determined as well as the effective pa-
rameters. For example the nominal barrier for carrier injection from the electrode into the
active material is strongly reduced by an injection layer.
• In a bipolar device bimolecular as well as Shockley-Read-Hall recombination can strongly
affect parameter analysis. The determined effective mobility can be lower than the one in a
unipolar device by orders of magnitude.
On the other hand, because in bipolar devices electron and hole parameters can not be distin-
guished, it can still be useful to employ unipolar devices. Layer stacks comprising an insulating
layer have been introduced as an alternative, as they keep the active layer processing parameters
while being strictly unipolar. They are, however, non-functional devices. Yet, under specific
circumstances, also regular devices show a regime where the signatures of only one carrier type
are observed. This condition will probably yield the most accurate parameter estimation, as it
does not require an unusual film thickness or preparation.
One class of devices that shows a unipolar regime are polar bilayer OLEDs. Due to the
polarity of the ETL there is a voltage regime where holes are already injected and the layers
are still empty of electrons. Thus, there is no steady-state current, but transient and impedance
techniques can be performed to investigate hole transport and injection. In the voltage regime
between the hole injection voltage and the built-in voltage the device can be understood as a
metal-insulator-semiconductor (MIS) device, where the ETL is still insulating and the HTL is
already semiconducting. In this work we have investigated these polar OLEDs and elaborated
new ways to determine parameters by exploiting the MIS character.
The MIS-CELIV experiment was originally developed for "real" MIS-devices. We show for the
first time that it can be employed also in polar bilayer OLEDs to determine the hole mobility in the
HTL. Hereby the thickness ratio between ETL and HTL defines the available experimental voltage
region for the measurements, and whether the small-charge regime or the space-charge limited
case can be evaluated. We find values of the hole mobility in α-NPD of µh ≈ 10−4 cm2/Vs at room
temperature, using voltages just above the hole injection voltage.
The temperature dependence of the charge mobility is a second topic that we have addressed.
Assuming an exponential increase of the mobility with temperature, we employ simulation to
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investigate how well the mobility activation energy can be obtained using an Arrhenius analysis.
We find that a large hole injection barrier can influence the determined values. Furthermore,
we show that the temperature dependent transition frequency between the two capacitance
plateaus in C-f-T data can also be analysed by an Arrhenius fit, however giving an effective
activation energy which depends on both the mobility activation and the injection barrier.
The combination of C-f-T and MIS-CELIV therefore has the potential to allow distinguishing
between the two contributions of injection and transport to the thermal activation. We find in
an α-NPD/Alq3 device that the combined activation energy of ≈ 0.5 eV is composed of two
nearly equal contributions of the hole injection barrier and the charge mobility activation energy.
Furthermore, the use of simulation allows us to better understand the limitations of the analysis
methods. The main reasons for the inaccuracies found in the self-consistency study are the inho-
mogeneous charge density profiles which contradict with the assumptions of the analytical model.
There are other devices that show both a second capacitance plateau and a peak in the
dark-CELIV signal - doped organic solar cells. While the doping is basically a loss mechanism
and usually due to degradation, these devices also allow to consider only one carrier type in some
measurements. The dark-CELIV peak contains only carriers of one type, therefore the extracted
mobility is more reliable than the one from photo-CELIV. Using drift-diffusion simulation allows
for fitting the dark-CELIV with only one mobility, and then keeping this mobility while fitting
the photo-CELIV signal with the other mobility and the recombination prefactor as the only fit
parameters. Furthermore, the temperature dependence of the capacitance-frequency in doped
devices also yields an activation energy which depends mainly on the mobility activation.
Thus, in order to accurately determine material parameters one needs to distinguish between
different processes. This can be done by simplifying the layer stack, or by exploiting the specific
operating regimes of some layer stacks and by utilizing specific signatures of physical processes.
Often already the distinction of electron and hole parameters is not possible, and at one point an
arbitrary assignment is made. In the cases presented here the assignment of the respective carrier
type is straight-forward, however.
13.3 D E G R A D AT I O N A N A LY S I S
The second part of this work deals with the degradation of organic semiconductor devices by
various factors such as humidity, oxygen, light or electrical current. Traditionally degradation
mechanisms are studied by monitoring the gradual performance decrease of a series of devices
during prolonged operation. What we propose in this thesis is to intermittently and repeatedly
carry out a series of diagnostic techniques in AC, DC and transient mode on the same device.
Thereby a rich and comprehensive data set is acquired that enables a systematic analysis and an
understanding of the underlying mechanisms that goes beyond the standard stability lifetime
measurements. The studies we have performed are in principle similar to other studies done
before, which however included further, rather time-consuming, expensive and sometimes
invasive, experimental methods. We show the same conclusions can be obtained by our approach
in a far more elegant way.
The first study we present underlines the role of hole transport materials in the degradation
of the cathode. We investigated the solar cell stack ITO/HTL/P3HT:PC61BM/Al with different
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solution-processed hole transporters: PEDOT:PSS, MoO3, V2O5 Oxopolymer and V2O5 Xerogel.
The devices were not encapsulated and exposed to air in the dark under three different tempera-
ture and humidity conditions.
The dominant degradation mechanism is the oxidation of the aluminium cathode triggered by
an ingress of humidity, leading to the formation of a thin insulating aluminium oxide layer and
thus a loss in effective area for charge extraction. The most prominent signature of this effect in
the IV-curve is therefore the strong loss of short-circuit current and at the same time a stable open-
circuit voltage. In transient photocurrent measurements a short-lived transient current is observed,
as the active material and with it the photogeneration is still unchanged. However, the electrons
cannot be extracted at the organic/insulator interface barrier, leading to a space-charge build-up
and a complete loss of the driving electric field, giving a steady-state photocurrent of zero. In this
fully degraded state the whole device area is oxidized and the device has become a MIS-device,
which is confirmed in capacitance-voltage and MIS-CELIV measurements.
The effect is accelerated by humidity as well as temperature, and its speed is governed by the
choice of the HTL. We find that PEDOT:PSS, which is hygroscopic, strongly enhances the diffusion
of water into the device. In contrast, the alternative HTLs can slow down the process by a factor
of up to 380.
From modelling the water concentration inside the stack we could compute the loss in
effective area which is proportional to the measured short-circuit current over time. The diffusion
simulation gives a squareroot-of-time dependence for diffusion from the edges, which agrees
well with the measured behaviour. The 2D modelling thus confirms the proposed lateral progress
of degradation, and further allows us to give an estimate of the water diffusion constant in the
different hole transport materials.
Another study was performed using encapsulated devices with the structure
ITO/HTL/PCDTBT:PC71BM/LiF/Al where PEDOT:PSS and evaporated MoO3 were used
as hole transport layers. The encapsulation prevents water and oxygen ingress and with it the
oxidation of the aluminium electrode. The devices were stressed by illumination, thus most of
the degradation is expected to stem from the active material. However, in the PEDOT:PSS devices
a strong initial voltage loss was observed, in contrast to the MoO3 devices. This burn-in effect
is thus related to the PEDOT:PSS/organic interface energetics. This initial instability leads to
a large drop in Voc of around 100 meV. At later times the main degradation mechanism is the
photodegradation of the absorber layer.
We also addressed photodegradation by concentrated sunlight, thereby investigating the
PCDTBT:PC71BM solar cell stack as well as a second batch of samples based on a HBG1:PC61BM
blend. In the first case an increased illumination intensity basically just accelerates the degrada-
tion. The burn-in behaviour is always observed, and later trapping probably becomes the domi-
nant mechanism. Therefore, in this material system concentrated light may be used to accelerate
the degradation and to predict device stability lifetimes.
In the HBG1-based devices, however, a clear difference is observed for devices aged at 1 sun
and devices aged with 50 or 100 suns. Under high illuminations the devices show signatures
of doping building up, additionally to trap-related signatures which are observed under all
intensities. We furthermore find that the photodoping part is fully reversible after storage in the
dark for 30 days. Therefore, in this BHJ material, accelerated ageing by concentrated sunlight is
not a valid tool to predict the cell stability.
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Based on the degradation studies shown here we conclude that it is crucial to look at the com-
plete stack when investigating stability of organic solar cells. It would have been grossly incorrect
to ascribe the short-circuit current loss of uncencapsulated devices to a change in the active mate-
rial. It is also wrong to relate the burn-in observed in the PCDTBT-based cells only to the PCDTBT.
In both cases the role of the functional layers (hole transport layers) and the encapsulation cannot
be underestimated. Thus, variations of the experiment are indispensable in order to learn about
the contributions of the various layers to the overall degradation, and we suggest to:
• Compare encapsulated to non-encapsulated devices
• Vary the material(s) of the functional layer(s)
• Vary the ageing conditions temperature, humidity, current, illumination intensity
The second conclusion we can draw from the degradation experiments is not to focus only on
the IV-curve parameters. Basically every degradation mechanism leads to a decrease of the device
performance (PCE) over time. While recording this curve may allow to determine a lifetime, and
to compare different materials or ageing conditions, it is not possible to determine the dominant
ageing mechanism from this data alone.
Only by the combination of several experiments a full picture of the processes going on in the
device may be obtained. While a huge range of other experimental techniques has been employed
for this purpose, we have demonstrated that also the combined analysis of various electrical mea-
surements is equally useful. Finally, the postulated degradation mechanisms can be tested by
numerical modelling of the full device, and the picture can be completed.
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We have shown that simulation-based analysis of transient electrical measurements can give
deeper insight into the underlying physical processes in organic semiconductor devices. This
approach also allowed us to test commonly used models and develop new analytic routines for
parameter extraction.
In fact, this procedure may be applied to a large range of analytical models and parameter
extraction routines:
• The CELIV formula has been demonstrated to be not always reliable, as the assumptions
made are usually not correct. Also the improved equations based on more appropriate mod-
els, partly even based on (simplified) drift-diffusion modelling, turn out to be not suited
to accurately determine the charge carrier mobility in relevant stack architectures. There-
fore, based on our tools, a new parametrized CELIV formula dependent on ramp rate, peak
position and peak height may be developed in the future.
• As we show in the Appendix C.5, also other techniques like the transient photocurrent rise
may be suited to determine the mobility. Here as well a simulation-based development of a
dedicated formula and the investigation of its limitations would be a very useful effort.
• The modulated photocurrent techniques IMPS/IMVS also offer new ways to gain informa-
tion on mobility and recombination. As they have just become available for simulation now,
they surely should be investigated in more detail.
• We find that the transient photovoltage decay commonly used to analyse the recombination
behaviour is problematic. First of all the basic theory of minority carrier recombination is
usually not fulfilled in organic solar cells. Secondly the influence of the measurement resistor
as well as non-ideal shunting behaviour can distort the signal and render it useless. In our
opinion time-delayed charge extraction methods like OTRACE-CELIV or Delaytime Charge
Extraction are much better suited to really measure the recombination kinetics.
• The assessment of trap parameters - density, energetic distribution, capture rates - constitutes
a huge task. Especially in the context of photodegradation trapping and dispersive transport
play an important role. Therefore dedicated experiments for quantitative parameter determi-
nation need to be found and understood. Deep-level transient spectroscopy might be such a
technique, as well as temperature-dependent low-frequency impedance measurements (ther-
mal admittance spectroscopy). For this effort, however, also the simulation side may need
some extensions, as currently not all combinations of mobility, injection, and trapping mod-
els are supported.
While the idea of comparing several experiments as well as comparing measurement and
simulation is not new, only now we are for the first time able to pursue this idea with respect to
electrical techniques, and bring it to a quantitative level. For this achievement it was necessary to
have a measurement setup where complementary experiments can be performed in a short time,
enabling a synoptic approach. And only due to the improved computation speeds in Setfos it has
become possible and realistic to simulate all experiments and to perform global fitting routines.
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The polar bilayer OLED stack was identified to be well-suited for specific parameter extraction
routines borrowing from the theory of MIS-devices. One of our conclusions for reliable parameter
determination is that for the investigation of new materials there is probably no way around
fabricating dedicated devices to determine specific parameters. Now, apart from purely unipolar
devices and "real" MIS structures, also devices with a polar layer implement carrier selectivity.
This concept enables new layer combinations, and in principle allows to separately address both
electron and hole parameters of a material.
For our experiments we employed very standard materials and layer stacks which have been
available for us. This leads to various consequences: Simple stacks are easier to understand and
therefore more suitable for degradation as well as parameter extraction studies. Common active
layer materials such as P3HT:PCBM or α-NPD/Alq3 are useful in order to compare the results to
previous studies. They do, however, only offer limited efficiencies as well as stabilities. Therefore
it is unclear whether the results obtained can be directly transferred to more efficient or very
stable devices. Today’s record cells probably do not suffer from the same loss and degradation
mechanisms, otherwise they wouldn’t be that efficient.
The hand-made and mainly solution-processed devices show only a low reproducibility. Thus
fully quantitative studies do not always seem meaningful, as a different device from the same
batch will behave slightly different. Therefore qualitative behaviour of different experiments ver-
sus a parameter variation are more informative. The variation may be a measurement parameter
like light intensity, a device parameter like the layer thickness or the used functional material,
and the progress of degradation under a given stress condition. In all these cases qualitative
changes in the shapes of the various measurements are observed which are signatures for specific
physical (or chemical) processes. We believe that the goal should be to find a suitable model that
can explain all these observed changes qualitatively. As models always contain simplifications it
is unlikely that a fully quantitative picture can be found which is based on the change of only one
model parameter. Especially for stability analysis several processes happen simultaneously, and
the goal should be to identify the most severe one.
The current focus in OPV stability research is on photostable materials and thermally stable
morphologies. Photodegradation usually contains chemical reactions that decompose the organic
material and lead to the generation of charged species (doping, radicals) or sub-bandgap states
(traps). Therefore the characterization of the changes in the density-of-states would be the most
important task concerning (opto-)electrical measurements and simulations. For this purpose it
is probably necessary to include further experimental techniques such as thermally stimulated
current spectroscopy or spectral response.
During thermal stress the morphology of a bulk-heterojunction changes. It is assumed that
during a de-mixing process the fullerene tends to cluster and form larger domains while simulta-
neously diffusing towards one side of the film. Some of the resulting effects could be tackled with
our approach. The phase-segregation will lead to a change in the recombination efficiency, and
may also lead to a lower effective mobility. Furthermore fullerene accumulation on one side could
be simulated as a thin fullerene-only layer at the interface, mainly leading to extraction problems.
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outlook
However, more complicated situations and a more direct accounting for the changing cluster
sizes is not directly possible within our drift-diffusion effective medium approach. The presented
effective area model using a parallel circuit of different cells might be one way to go, by simulating
various cross-sections corresponding to different polymer/fullerene mixing. On the other hand,
as the electrical measurements only deliver a total current of the full device, other experiments
would be needed to justify a chosen parametrization. Thus, the use of a 1D effective medium
model to describe thermal stability studies still needs to be evaluated.
As for the degradation issues related to oxygen and water, we are confident that good encapsu-
lation strategies and materials are available today, also from the OLED industry, and that this will
not pose a threat to device stability in a future industrial fabrication scenario of OSCs. Further-
more, the reproducibility issues can also be well handled by upscaling and automation. Therefore,
the race for organic solar cells is still on!
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Part V
A P P E N D I X
Here we present some additional results from the simulation. The default
model parameters and layer stacks are summarized, and the global fits ob-
tained for several devices are shown. Furthermore we examine the influence of
some device and measurement parameters on various experiments.

A S I M U L AT I O N PA R A M E T E R S
In the following we describe the standard layer stack for solar cells, polar OLEDs which was
employed for simulations with Setfos. We summarize all modelling parameters that are needed
and give their default values, which have been used for qualitative simulations of parameter
sensitivities or typical charge carrier profiles, as for example in Figs. 3.2 & 5.1 and in the Appendix
C.
(a) Layer structure (b) Energy levels
Figure A.1: Default layer stack and schematic energy levels used for the simulations of organic solar cells.
Graphs taken from Setfos GUI.
(a) Sunspectrum AM1.5g. (b) Spectrum of the white LED [300] used in Paios.
Figure A.2: Illumination spectra used for solar cell simulations and Paios measurements.
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simulation parameters
parameter value unit
Thickness of the active layer 100 nm
Thickness of the Anode (usually PEDOT:PSS) 20 nm
Thickness of the Substrate (usually ITO) 150 nm
Thickness of the Cathode (usually Al) 100 nm
Device area 4.0 mm2
Series Resistance 30 Ω
Parallel Resistance ∞ Ω
Temperature 300 K
Workfunction Cathode 4.15 eV
Workfunction Anode 5.05 eV
Vbi 0.85 eV
EHOMO 5.3 eV
ELUMO 3.9 eV
bandgap (EHOMO - ELUMO) 1.4 eV
Energy barrier at cathode 0.25 eV
Energy barrier at anode 0.25 eV
Relative permittivity 3.5
Total density-of-states 1.5 · 1027 m−3
Electron mobility 1.5 · 10−4 cm2/Vs
Hole mobility 3.5 · 10−4 cm2/Vs
Recombination efficiency 0.05
Table A.1: Default modelling parameters for solar cell simulations with Setfos.
(a) Layer stack (b) Energy levels
Figure A.3: Default layer stack and schematic energy levels used for the simulations of polar bilayer OLEDs.
Graphs taken from Setfos GUI.
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simulation parameters
(a) Layer stack (b) Energy levels
Figure A.4: Default layer stack and schematic energy levels used for the simulations of MIS-devices. Graphs
taken from Setfos GUI.
polar oled mis-device
parameter value unit value unit
HTL thickness 80 nm 80 nm
polar ETL / insulator thickness 60 nm 60 nm
Relative permittivity HTL 3.5 3.5
Relative permittivity ETL/Ins 3.5 3.5
Total density-of-states HTL 1 · 1027 m−3 1 · 1027 m−3
Total density-of-states ETL/Ins 1 · 1027 m−3 1 · 1027 m−3
Hole Mobility HTL 1 · 10−4 cm2/Vs 1 · 10−4 cm2/Vs
Electron Mobility HTL 1 · 10−7 cm2/Vs 1 · 10−7 cm2/Vs
Hole Mobility ETL / insulator 1 · 10−8 cm2/Vs 1 · 10−6 cm2/Vs
Electron Mobility ETL / insulator 1 · 10−7 cm2/Vs 1 · 10−9 cm2/Vs
Anode Workfunction 5.2 eV 5.2 eV
Cathode Workfunction 3 eV 3 eV
Built-in Voltage 2.2 V 2.2 V
HOMO HTL 5.6 eV 5.6 eV
LUMO HTL 2.4 eV 2.7 eV
HOMO ETL/Ins 5.9 eV 6.2 eV
LUMO ETL/Ins 2.7 eV 2.1 eV
Sheet charge density ETL −1.8 mC/cm2
Applied Voltage 0 V 3.4 V
Temperature 300 K 300 K
Series Resistance 10 Ω 10 Ω
Parallel Resistance ∞ Ω ∞ Ω
Device area 4.0 mm2 4.0 mm2
Table A.2: Default modelling parameters for simulations of polar OLEDs and MIS-devices with Setfos.
139

B G L O B A L PA R A M E T E R F I T S
b.1 P 3 H T: P C 6 1 B M
parameter value unit
Thickness of the active layer 85 nm
Device area 4.0 mm2
Relative permittivity 2.7
Series Resistance 95 Ω
Temperature 320 K
Total density-of-states 1.2 · 1027 m−3
Electron mobility 11.5 · 10−5 cm2/Vs
Hole mobility 4.5 · 10−5 cm2/Vs
Recombination efficiency 6.1 · 10−3
HOMO 5.2 eV
LUMO 4.01 eV
Workfunction Cathode 4.14 eV
Workfunction Anode 4.99 eV
EHOMO - ELUMO 1.19 eV
Vbi 0.85 eV
Energy barrier at cathode 0.13 eV
Energy barrier at anode 0.21 eV
Acceptor doping density 1 · 1022 m−3
Electron trap density 8.5 · 1022 m−3
Electron trap depth 0.31 eV
Electron trap capture rate 1.2 · 10−17 m3 s−1
Table B.1: Simulation parameters for an ITO/PEDOT:PSS/P3HT:PC61BM/Al device.
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global parameter fits
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(a) Light IV-curve.
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(b) Dark IV-curve.
Time (us)
0 20 40 60 80 100
Cu
rre
nt
 d
en
sit
y 
(m
A/
cm
2 )
-15
-10
-5
0
Measurement
Simulation
(c) Transient photocurrent response to a 60 µs
light pulse.
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(d) Response to a small voltage step.
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(e) Dark-CELIV current.
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(f) Photo-CELIV current.
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(g) Capacitance-frequency without offset volt-
age.
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(h) Capacitance-voltage at 20 kHz.
Figure B.1: Global fit for an ITO/PEDOT:PSS/P3HT:PCBM/Al device.
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B.2 hbg1:pc61bm
b.2 H B G 1 : P C 6 1 B M
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(a) IV-curves for intensity 0, 0.5, 1.
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(b) Capacitance-frequency without
offset voltage.
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(c) Capacitance-voltage at 20 kHz.
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(d) Dark-CELIV current.
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(e) Photo-CELIV current.
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(f) Injection-CELIV current.
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(g) Double injection transient.
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(h) Transient photocurrent.
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(i) Transient photovoltage decay.
Figure B.2: Global fit for an ITO/PV-E002/HBG1:PC61BM/PEDOT:PSS/Ag device. Measurements thick
lines, simulations thin lines.
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global parameter fits
parameter value unit
Thickness of the active layer 210 nm
Device area 16 mm2
Series Resistance 26 Ω
Temperature 293.15 K
Intensity calibration factor 0.9
Relative permittivity 3.48
Total density-of-states 1.0 · 1027 m−3
Electron mobility 3.4 · 10−4 cm2/Vs
Hole mobility 8.5 · 10−4 cm2/Vs
Recombination efficiency 0.007
HOMO 5.35 eV
LUMO 3.95 eV
Workfunction Cathode 4.2 eV
Workfunction Anode 5.1 eV
EHOMO - ELUMO 1.4 eV
Vbi 0.9 eV
Energy barrier at cathode 0.25 eV
Energy barrier at anode 0.25 eV
Hole trap density 4 · 1023 m−3
Hole trap depth 0.23 eV
Hole trap hole capture rate 1.2 · 10−22 m3 s−1
Hole trap electron capture rate 1.2 · 10−22 m3 s−1
Table B.2: Simulation parameters for an ITO/PV-E002/HBG1:PC61BM/PEDOT:PSS/Ag device.
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B.3 pcdtbt :pc71bm
b.3 P C D T B T: P C 7 1 B M
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(a) Light IV-curve.
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(b) Transient photocurrent.
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(c) Double injection transient.
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(d) Dark-CELIV current.
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(e) Photo-CELIV current.
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(f) Injection-CELIV current.
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(g) Capacitance-frequency without
offset voltage.
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(h) Capacitance-voltage at 20 kHz.
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(i) Conductance-voltage at 20 kHz.
Figure B.3: Global fit for an ITO/MoO3/PCDTBT:PC71BM/LiF:Al device. Measurements thick lines, simu-
lations thin lines.
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global parameter fits
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(b) Transient photocurrent.
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(c) Double injection transient.
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(d) Dark-CELIV current.
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(e) Photo-CELIV current.
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(f) Injection-CELIV current.
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(g) Capacitance-frequency without
offset voltage.
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(h) Capacitance-voltage at 20 kHz.
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(i) Conductance-voltage at 20 kHz.
Figure B.4: Global fit for an ITO/PEDOT:PSS/PCDTBT:PC71BM/LiF:Al device. Measurements thick lines,
simulations thin lines.
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B.3 pcdtbt :pc71bm
moo3 pedot :pss
parameter value unit value unit
Thickness of the active layer 85 nm 85 nm
Device area 5.0 mm2 4.5 mm2
Relative permittivity 5.3 4.7
Total density-of-states 1.5 · 1027 m−3 1.5 · 1027 m−3
Electron mobility 1.0 · 10−4 cm2/Vs 1.6 · 10−3 cm2/Vs
Hole mobility 3.5 · 10−4 cm2/Vs 8.0 · 10−4 cm2/Vs
Recombination efficiency 0.75 1.0
HOMO 5.3 eV 5.37 eV
LUMO 3.8 eV 3.8 eV
Workfunction Cathode 3.88 eV 3.88 eV
Workfunction Anode 5.1 eV 5.22 eV
Electron trap density 8.0 · 1022 m−3 1.0 · 1023 m−3
Electron trap depth 0.28 eV 0.40 eV
Electron trap electron capture rate 1 · 10−17 m3 s−1 1 · 10−17 m3 s−1
Electron trap hole capture rate 1 · 10−17 m3 s−1 3 · 10−16 m3 s−1
Series Resistance 100 Ω 90 Ω
Table B.3: Simulation parameters for ITO/HTL/PCDTBT:PC71BM/LiF:Al devices with MoO3 and PE-
DOT:PSS as HTL.
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(a) IV-curve.
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(d) Dark-CELIV current.
5 0 5 10 15 20 25 30 35
Time (us)
0.40
0.35
0.30
0.25
0.20
0.15
0.10
0.05
0.00
D
ev
ic
e 
C
ur
re
nt
 (m
A
)
(e) Injection-CELIV current.
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(f) Reverse-CELIV current.
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(g) Small voltage pulse.
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(h) Double injection transient.
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(i) Deep-level transient spectroscopy.
Figure B.5: Global fit for an ITO/PEDOT:PSS/α-NPD/Alq3/Ca/Al bilayer OLED. Measurements thick
lines, simulations thin lines.
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B.4 α-npd :alq3
parameter value unit
Device area 3.6 mm2
Series Resistance 80 Ω
Temperature 295 K
Workfunction Cathode 2.9 eV
Workfunction Anode 5.1 eV
Vbi 2.2 eV
Barrier Cathode 0.35 eV
Barrier Anode 0.41 eV
α-npd alq3
parameter value unit value unit
Thickness 80 nm 60 nm
Relative permittivity 3.5 3.5
Total density-of-states 2.0 · 1027 m−3 1.5 · 1027 m−3
Zero-field electron mobility 1.0 · 10−7 cm2/Vs 5 · 10−8 cm2/Vs
Zero-field hole mobility 2.5 · 10−4 cm2/Vs 1 · 10−9 cm2/Vs
Characteristic field electrons 2.0 · 106 V/m 2.5 · 106 V/m
Characteristic field holes 2.0 · 106 V/m 2.5 · 106 V/m
Recombination efficiency 1 1
HOMO 5.51 eV 5.81 eV
LUMO 2.3 eV 2.55 eV
Sheet charge density −1.9 mC/m2
Sheet charge layers thickness 3 nm
Table B.4: Simulation parameters for an ITO/PEDOT:PSS/α-NPD/Alq3/Ca/Al OLED device.
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C PA R A M E T E R S W E E P S
This chapter shows simulation results with Setfos for a standard organic solar cell, using default
parameters as summarized in Table A.1. We then vary one parameter in order to show its influence
and sensitivity on different experiments. The obtained simulation results are meant to be used
as a reference, allowing the reader to identify specific signatures and qualitative changes in the
different techniques.
c.1 S E R I E S R E S I S TA N C E
The series resistance, as introduced in Fig. 2.1 is mainly due to the contact resistance and the
ITO lateral conductivity. It is therefore treated as an external series resistance according to the
equations shown in Section 2.1.1. It influences all experiments in steady-state, transient and AC
mode.
In the IV-curve the series resistance mainly leads to a lower fillfactor, and very high values also
harm the short-circuit current. It is obvious from Eq. 2.2 that the open-circuit voltage is unaffected.
In the high-resistance limit the IV-curve becomes a straight line and the fillfactor is 25 %. However,
also intermediate resistance values of 100 Ω can already lead to a decreased efficiency.
The resistance is often deduced in equivalent circuit models as the differential resistance of
the IV-curve at open-circuit. This is true for high values, however, for low values, an intrinsic
resistance of the active layer and not the external value is obtained. Thus care needs to be taken
when identifying the elements of the equivalent circuit.
In transients the external resistance together with the geometric capacitance lead to RC-effects,
so that processes faster than the characteristic RC-time are difficult to be resolved. The RC-effects
therefore slow down the response of the device to light or voltage signals.
The photo-CELIV peak shows a very strong influence on the series resistance. Due to the delay
of the peak position the extracted mobility is strongly underestimated.
The DIT response shows not only the decreased steady-state forward current, but also the
characteristic minimum (and maximum in unipolar devices) is delayed, again complicating
parameter analysis.
The TPC response shows the reduced photocurrent in steady-state, just as observed in the
IV-curves. However, additionally the rise and decay dynamics are slowed down. While the
unaffected dynamics might be used to determine the transit time, with high resistance only the
RC-time will be measured.
In impedance measurements the RC-time defines a cutoff frequency. For frequencies above the
RC frequency the charges cannot follow the alternating voltage signal (or light signal in IMPS) any
more and the device becomes conducting. The capacitance drops to zero and the high-frequency
conductance is just the inverse of the series resistance. For transport analysis only frequencies
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parameter sweeps
below the RC threshold may be used. This becomes especially important for materials with high
mobilities.
The capacitance-voltage shows a decrease and shift of the peak position with increased resis-
tance, which would lead to an underestimation of the built-in potential. The resistance has further
an influence on the capacitance behaviour above the built-in voltage and on the negative capaci-
tance effect.
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Figure C.1: Simulations of various experiments with varied series resistance. The series resistance was var-
ied from 1 Ω (blue curve) to 10000 Ω (green curve).
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parameter sweeps
c.2 PA R A L L E L R E S I S TA N C E
The parallel resistance of an ideal solar cell is infinite. In real devices, there can however be shunts,
for example due to too thin layers on top of the rough ITO electrode, leading to parallel current
contributions, as discussed in Section 2.1.1.
The contribution of shunts is basically symmetric for positive and negative voltages, and adds
up to the default device current (see Eq. 2.3). Therefore the device becomes nonblocking in reverse
bias, while in forward only strong shunts have an effect.
In case of reverse injection due to inappropriate contact barriers the parallel current is not
linear but represents a diode characteristic. The qualitative implications shown below also hold
for this case.
The light IV-curve shows a strong effect of a shunt on the fillfactor, quickly leading to a linear
curve. For very low parallel resistances also the open-circuit voltage is affected.
The parallel resistance in an equivalent circuit representation of the device is often determined
as the differential resistance at short-circuit. This is, however, only true for very strong shunting,
while for high parallel resistances they cannot be determined reliably. In real measurements the
current resolution further impedes the determination of high parallel resistances.
The CELIV experiments do not show the constant displacement current any more when a
shunting problem is present. The parallel current just follows the voltage ramp and adds up to the
device current, thus the photo-CELIV peak can be affected. Also the plateau may be impossible
to determine.
For TPV measurements the device is forced to the open-circuit condition by using a high mea-
surement resistor (> 1 MΩ). The maximum TPV lifetime that can be measured is then limited by
that resistor, and corresponds to the RC time of the measurement circuit.
However, even with an ideal measurement setup the decay which is often used to investigate
the recombination dynamics, is directly related to the parallel resistance of the device. Thus,
the decay time constant is approximately the RpC time, and only during the initial decay the
recombination dynamics are observed. Interestingly, the rise of the open-circuit voltage is nearly
unaffected.
In impedance measurements the influence on the capacitance in negligible. The parallel resis-
tance is, however, seen well in the conductance signal and may be extracted as its low-frequency
limit.
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Figure C.3: Simulations of various experiments with varied parallel resistance. The parallel resistance was
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C.3 light intensity
c.3 L I G H T I N T E N S I T Y
With Paios it is easy to sweep the incident light intensity over several orders of magnitude. This
allows us to compare actual data to the qualitative simulation results shown below.
In the most simple device model (constant mobilities, no traps or doping), the short-circuit
current is directly proportional to the illumination intensity. Only at very high intensities it
starts to saturate due to space-charge effects and field screening. The open-circuit voltage nicely
follows the expected logarithmic dependence on the light intensity. The fillfactor, however, is
being strongly reduced with higher intensities as space-charge and recombination increases and
the device behaves more like a resistor. This leads to the observed peak of the efficiency at an
intensity below 1 sun. The actual value depends on various parameters, but the peak is always
found.
The photo-CELIV peak increases with intensity, however also shows a saturation. The same is
true for the extracted charge density. The reason for this is that the maximum number of charges
extracted per time is limited by the device capacitance, Qmax = C · V . While the peak position
only slightly varies, the determined apparent mobility decreases with increasing intensity over
more than one order of magnitude.
The TPV rise becomes faster with higher intensities, and also the decay accelerates. The reason
for this may be that more charges for bimolecular recombination are available.
The impedance simulations do not show clear trends and are strongly dependent on other
parameters such as recombination efficiency. The capacitance plateau usually increases first with
increasing illumination and then decreases again. The increase is due to the space-charge leading
to a lower effective thickness, while the decrease is related to recombination.
In the capacitance-voltage experiment with illumination several effects can be observed and
depend on the recombination efficiency. The peak position can shift, the peak broadens and a
Mott-Schottky behaviour can be sometimes observed. However, sometimes also a second peak at
lower voltages is generated, and above the built-in the negative capacitance effect is influenced.
Due to its sensitivity on various parameters, the CV with light experiment is complicated to
understand, cowever, combined with simulation it may be a very useful technique.
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Figure C.5: Simulations of various experiments with varied illumination intensity. The illumination inten-
sity varied from 10−3 (blue curve) to 102 (green curve).
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Figure C.6: Simulations of various experiments with varied illumination intensity. The illumination inten-
sity varied from 10−3 (blue curve) to 102 (green curve).
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c.4 R E C O M B I N AT I O N E F F I C I E N C Y
For these simulation studies we only employ bimolecular recombination according to Eq. 3.15,
and neglect traps and Shockley-Read-Hall recombination. The prefactor γ is en empirical
parameter taking into account that in many BHJ materials the Langevin recombination efficiency
is reduced. Here this prefactor was varied.
The recombination efficiency mainly affects the fillfactor of the IV-curve. Full Langevin recom-
bination, however, also strongly reduces short-circuit current and open-circuit voltage.
In photo-CELIV the peak height is directly affected by the recombination. Obviously with CELIV
only charges can be extracted that have not recombined yet. Therefore faster ramps will extract
higher charge densities, and the recombination dynamics can be well investigated by time-delayed
CELIV and charge extraction techniques.
The apparent mobility analysed from the peak saturates at very low and very high recombina-
tion efficiencies. For γ = 1 here the expected value is nicely observed. However, as seen above,
also light intensity and ramp rate as well as the actual mobilities influence the accuracy of this
value.
The TPV rise and decay dynamics are hardly affected by the recombination efficiency, which
is somehow unexpected, as one would think a higher recombination prefactor would lead to a
faster open-circuit voltage decay.
The capacitance-frequency at 0 V does not show any effect, as the device is empty. Here we
show the C-f at forward bias with varied recombination efficiency. For decreased recombination a
peak is observed and the low-frequency capacitance becomes negative.
The corresponding behaviour is observed in the CV plot above built-in. Furthermore the height
of the peak decreases with increasing recombination and the peak also slightly shifts.
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Figure C.7: Simulations of various experiments with varied recombination efficiency. The recombination
prefactor was varied from 10−4 (blue curve) to 1 (green curve).
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C.4 recombination efficiency
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Figure C.8: Simulations of various experiments with varied recombination efficiency. The recombination
prefactor was varied from 10−4 (blue curve) to 1 (green curve).
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parameter sweeps
c.5 M O B I L I T Y
The charge carrier mobility is one of the most important parameters and influences all of the
experiments. In bipolar devices two different mobilities, and also possible field-, temperature-,
and density dependences complicate the determination of this parameter from experiments.
Here we choose only constant mobilities and set a ratio between electrons and holes: µe = 0.6µh.
Then we sweep both mobilities at the same time with this ratio being fixed. In case of very
imbalanced mobilities the simulations below can look very different.
The IV-curves are strongly affected by the mobilities, as both drift and diffusion currents
directly depend on them. With increased mobilities the injection currents increase and the
short-circuit current and fillfactor strongly improve, before saturating. The open-circuit voltage
decreases slightly, yet the efficiency still improves with higher mobility.
The photo-CELIV technique which was developed to characterize the mobility shows a direct
correlation of the peak time with mobility, and the determined values are indeed between the
two input parameters. Only for high mobilities the peak becomes smaller due to enhanced
recombination, and as the peak height also goes in the mobility formula, the extracted parameters
tend to be too high. However, as mentioned before, such a good agreement between input and
analysed value can usually not be expected, and depends on a range of parameters.
The transient photocurrent rise and decay as well as the TPV rise also show a direct relation
with the input mobility, and they might be used as well to determine the mobility. Yet a high
series resistance as well as overshoots and trapping effects will surely complicate such an analysis.
In the DIT the steady-state injection current is governed by the mobilities, yet also the dynamics
of the injection onset and related characteristics are connected to the mobility. It is however not
clear for bipolar devices whether the observed minimum or inflection point can be used for
parameter extraction.
The influence of the mobilities on the capacitance-voltage is unclear. It seems that for low
mobilities the injection is harmed and the peak becomes lower, whereas for very high mobilities
also a slight shift of the peak is observed. Again, many other parameters also influence this plot
and a clear statement is not possible.
The capacitance-frequency at forward bias shows clear signatures that could be used to
calculate the mobility. This technique is indeed employed in unipolar devices to analyse mobility
from the negative differential susceptance (which is a postprocessed C-f curve). However, in real
measurements on bipolar devices, is it unusual to observe such a behaviour.
Finally, the IMPS imaginary part shows a peak position which is clearly linked to the mobility,
and we are confident that this can indeed be used to determine a reliable value.
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Figure C.9: Simulations of various experiments with varied mobility. The hole mobility was varied from
10−6 cm2/Vs (blue curve) to 10−3 cm2/Vs (green curve).
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C.6 doping
c.6 D O P I N G
Doping is introduced in the simulation as an immobile homogeneous charge density. Then, to
ensure equilibrium and charge neutrality, mobile carriers of the opposite charge are injected. As
these charges are mobile they can be moved and extracted, leading to the specific signatures of
doping. As shown in Fig. 11.8 a space-charge zone is formed, where the field is nearly zero, and
at the interface a depletion zone with a strong field is observed.
In the IV-curve the short-circuit current and fillfactor (and also slightly the open-circuit voltage)
are reduced by increasing doping density. The photocurrent is field-dependent, as a reverse bias
can increase the depletion width and thereby improve charge extraction.
In the dark IV-curve a slight increase of the current may be observed, as the field at the contact
is enhanced.
The clearest signature of doping is found in the dark-CELIV current, where the induced
counter-charges are extracted as a peak. In photo-CELIV they superimpose on the original
photo-CELIV current, leading to a shift of the peak and a more dispersive shape. For low
ramp-rates the dark-CELIV current corresponds to a purely capacitive signal and Mott-Schottky
analysis can be applied.
The DLTS response is slowed down strongly, which corresponds to an increased RC time. The
RC time is increased due to the capacitance which is larger as a thinner depletion zone contributes
to it. This is also found in the capacitance-frequency plot.
The capacitance-voltage signal can be used for Mott-Schottky analysis, which allows to deter-
mine the doping density. There are some limits on the accuracy of the determined values, but the
fact that the Mott-Schottky plot shows a straight line is always a sign for a large space charge
region.
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