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Abstract.
Background
Independence models among variables is one of the most relevant topics in epidemiology, partic-
ularly in molecular epidemiology for the study of gene-gene and gene-environment interactions.
They have been studied using three main kinds of analysis: regression analysis, data mining
approaches and Bayesian model selection. Recently, methods of algebraic statistics have been
extensively used for applications to biology. In this paper we present a synthetic, but com-
plete description of independence models in algebraic statistics and a new method of analyzing
interactions, that is equivalent to the correction by Markov bases of the Fisher’s exact test.
Methods
We identified the suitable algebraic independence model for describing the dependence of two
genetic variables from the occurrence of cancer and exploited the theory of toric varieties and
Gro¨bner basis for developing an exact independence test based on the Diaconis-Sturmfels al-
gorithm. We implemented it in a Maple routine and we applied it to the study of gene-gene
interaction in Gen-Air, an European case-control study. We computed the p-value for each
pair of genetic variables interacting with disease status and we compared our results with the
standard asymptotic chi-square test.
Results
We found an association among COMT Val158Met, APE1 Asp148Glu and bladder cancer
(p-value: 0.009). We also found the interaction among TP53 Arg72Pro, GSTP1 Ile105Val
and lung cancer (p-value: 0.00035). Leukaemia was observed to significantly interact with
the pairs ERCC2 Lys751Gln and RAD51 172 G>T (p-value 0.0072), ERCC2 Lys751Gln and
LIG4Thr9Ile (p-value: 0.0095) and APE1 Asp148Glu and GSTP1 Ala114Val (p-value: 0.0036).
Conclusion
Taking advantage of results from theoretical and computational algebra, the method we propose
was more selective than other methods in detecting new interactions, and nevertheless its results
were consistent with previous epidemiological and functional findings. It also helped us in
controlling the multiple comparison problem.
c© EDP Sciences, 2012
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In the light of our results, we believe that the epidemiologic study of interactions can benefit of
algebraic methods based on properties of toric varieties and Gro¨bner bases.
Keywords and phrases: polymorphism, interaction, Markov basis, Diaconis-Sturmfels al-
gorithm, independence model, toric variety
Mathematics Subject Classification: 62P10, 62F03, 92B05, 13P10
1. Introduction
Interaction among variables is one of the most relevant topics in epidemiology, particularly in molecular
epidemiology. In the last few years, gene-gene (G-G) and gene-environment (G-E) interactions were ex-
tensively studied on the assumption of important functional meaning. Most of the recent Genome-Wide
Association Studies (GWAS) used a single-locus analysis strategy and the failure to properly address
interactions is probably one of the reasons for the failure of GWAS in identifying strong associations in
complex diseases. On the contrary, the study of interactions can lead to new possible undescribed di-
rect or indirect functional relationships as reported in [5], where the authors hypothesized that cigarette
smoking was associated with an increased risk of colorectal cancer and that this risk might be modified
by variants in carcinogen metabolism genes.
A recent review [6] describes the methods that are used for testing interactions. There are three main
kinds of analysis: regression analysis, data mining approaches and Bayesian model selection.
The traditional parametric method to analyze interactions is logistic regression. Using this method, it is
possible to estimate the main effects and the interaction terms and to test if interaction terms contribute
or not to the model. This method is affected by a series of problems, especially in analyzing genetic
databases with a large number of variables compared to the number of subjects.
Another method that was developed for the analysis of G-G and G-E interactions is Multifactor Di-
mensionality Reduction (MDR) [22, 43], that is a nonparametric, model-free algorithm that reduces the
dimensionality of multilocus information, to improve the identification of polymorphism combinations
associated with disease risk. This method has been extensively used both in case-control studies [27] and
in discordant-sib-pair studies [30]. The main limitation of this approach is that, in the case of extensive
analyses of more than few hundreds of variables, it is too time consuming. The other problem is that in
many instances, results obtained using MDR were different from results obtained using other methods
[27,35].
Recently, Bayesian methods for testing interactions have been presented, in particular the Bayesian Epis-
tasis Association Mapping (BEAM) [52] and profile regression analysis [31].
Algebraic applications to statistics have been extensively described by different authors [10,34,38,39] and
different papers on their applications to biology have been published [4, 23, 33, 36, 48]. An application to
epistasis is provided by [26].
In this paper we describe a new method to analyze epidemiological interactions, using algebraic statistics
and computational algebra. This method has been used previously to test the association between two
variables [39] and, in this case, it is equivalent to the correction by Markov bases of Fisher’s exact test.
We propose an extension to three-way biological interactions.
The main advantages of algebraic methods compared to classical methods are their parsimony (lower
number of degrees-of-freedom) and their being assumption-free, i.e. they do not specify the mathemat-
ical form of the interaction. Furthermore, compared to other assumption-free methods such as MDR,
they are not empirical but are based on a sound theoretical background.
∗Corresponding author. E-mail: lea.terracini@unito.it
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2. Material and methods
2.1. The mathematical model
We were interested in testing the effect of the combination of two polymorphims on the risk of cancer.
Then the most suitable model to apply is the model of independence of two random variables, say X1, X2,
from a third one X3 which is a binary variable denoting the presence or absence of cancer; in symbols
P (X1 = i,X2 = j,X3 = k) = P (X1 = i,X2 = j)P (X3 = k) (2.1)
This model is exactly the standard log-linear model (it is sufficient to take logarithms in formula (2.1));
we shall write it in multiplicative form in order to emphasize its toric structure.
We refer to the Appendix for a general description of toric models, their corresponding formulation as
log-linear models, and their algebraic and geometrical properties.
The parametric equations of model (2.1) are of the form
pijk = θijµk.
Depending on the cases, X1 and X2 can have values in {0, 1} or in {0, 1, 2}. We refer to the case where
both X1 and X2 are ternary variables as case TT, to the case where one of them is binary as case TB, and
to the case where both are binary as case BB. We associate to this model the ideal I12,3 (see Appendix,
Section 5.2) that contains all polynomials in the variables pijk that identically vanish on the points given
by the parametrization. It is a toric ideal and a Gro¨bner basis for it is given by binomials of the form
pi1j1k1pi2j2k2 − pi1j1k2pi2j2k1 . (2.2)
The Gro¨bner basis consists of 36 binomials in case TT, of 15 binomials in case TB, and of 6 binomials in
case BB.
As explained in the Appendix the likelihood is easily maximized for every toric model, using algebraic
and/or numerical techniques.
We used the Pearson coefficient ∑ (obs− exp)2
exp
as our test statistic.
We tested interaction of each pair of polymorphisms on cancer using a method, originally proposed
by Diaconis and Sturmfels [9], which belongs into the category of exact methods. It is known (see [1,2])
that exact methods are useful in situations where the asymptotic assumptions are not met, and so the
asymptotic p-value is not a good approximation for the true p-value: for example when the size of samples
is small, or when the data distribution is sparse. In their more general form, they consist in comparing
the test statistic of the observed sample with that of every element in a reference finite set Y consisting
of all possible samples having the same sufficient statistics (the MLE in our case). If Y0 denotes the
subset of Y consisting of samples having the test statistic greater than or equal to the observed one,
the exact p-value is defined as the sum of probabilities of elements in Y0. In our case, probability is
uniformly distributed on the reference set Y (and thus also on Y0), so that the p-value is simply the ratio
of cardinalities
|Y0|
|Y|
.
As noted by Diaconis and Sturmfels [9] (see also the discussion in [26]) the reference set is in general very
large, and then difficult to enumerate even for very small data sets, where the asymptotic approximation
is heavily inadequate. Then Monte Carlo methods can be used in order to sample from it according to
a fixed distribution. Using the Gro¨bner basis of the ideal associated to the model, Diaconis-Sturmfels
algorithm allows us to obtain in a simpler way a Monte Carlo sampling (see Appendix, Section 5.5).
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We applied D-S algorithm to each pair of SNPs (Single Nucleotide Polymorphisms) in the database,
and computed the corresponding Monte Carlo p-value. The number of pairs is quadratic in the number
of variables, so this is computationally expensive; however the Gro¨bner basis only depends on the model
and on the number of values of X1, X2, so it is computed only once for each of the three cases TT, TB,
BB.
We implemented the Diaconis-Sturmfels test in a Maple routine. The software is available at our
website:
http://www.unito.it/unitoWAR/page/dipartimenti1/D005/D005 merima1.
2.2. Study population
Our method has been tested in the Gen-Air study [49].
Gen-Air is a case-control study nested in the European Prospective Investigation into Cancer and Nutri-
tion (EPIC) cohort, that is a multicenter European study, in which more than 500 000 healthy volunteers
were recruited in 10 European countries (France, Denmark, Germany, Greece, Italy, The Netherlands,
Norway, Spain, Sweden and UK) corresponding to 23 recruitment centers [41] .
The aim of Gen-Air is to study the relationship between some types of cancer and air pollution or en-
vironmental tobacco smoke (ETS); for this reason only non-smokers or former smokers since at least 10
years have been included. Cases are subjects with bladder, lung, oral, pharyngeal or laryngeal cancers
and leukemia, diagnosed after recruitment. For each case, three controls were matched for exposure
assessment and the analysis of questionnaire data, and two controls for laboratory analyses. Matching
criteria were gender, age (±5 years), smoking status (never or former smoker), country of recruitment,
and follow-up time.
In the present study, we analyzed 124 cases of bladder cancer, 116 of lung cancer, 169 of leukemia and 757
controls (breaking the matching between cases and controls) with available blood samples and successful
DNA extraction and genotype analysis. In the analyses we included 35 polymorphisms in 28 genes (Table
1).
Motivations for the choice of relevant polymorphisms and methods of genotyping are described elsewhere
[27,29,37].
3. Results
We observed that 10.000 iterations of the Diaconis-Sturmfels algorithm were able to discriminate between
significant (p-value < 0.05) and non-significant results. We also observed that 100.000 iterations were
able to give consistent results at the fourth decimal figure. For this reason we tested all the triplets using
10.000 iterations and we repeated the analysis using 100.000 iterations for the triplets that showed a
p-value less than 0.10.
In Tables 2, 3 and 4 we show the results of G-G interactions for bladder cancer, lung cancer and leukaemia,
respectively. In each table, results in the diagonal represent the association between each SNP and the
corresponding cancer. It is obvious that significant results in single association lead to significant results
for almost all the interactions involving that particular SNP, so we did not consider them because they
are not proper interactions. Significant Monte Carlo p-values are emphasized in bold in the tables.
For bladder cancer the main result was the association between COMT Val158Met, APE1 Asp148Glu
and the case-control status (p-value: 0.009). For lung cancer, the most significant result concerned
the interaction among TP53 Arg72Pro, GSTP1 Ile105Val and the disease (p-value: 0.00035). For
leukaemia we observed three strongly significant results: the interaction between leukaemia and the
pairs ERCC2 Lys751Gln and RAD51 172 G>T (p-value 0.0072), ERCC2 Lys751Gln and LIG4Thr9Ile
(p-value: 0.0095) and APE1 Asp148Glu and GSTP1 Ala114Val (p-value: 0.0036).
In Table 5 we show the results which are significant either for the chi-square goodness-of-fit test or for our
test, or both. In about 30% of analyses, the chi-square failed to produce results because of zero values
in some categories. In all other cases, we can see that the associations detected with our method remain
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significant using the chi-square test, and that our method results to be more conservative. In many cases,
chi-square was not the recommended test because in at least one category the expected value was lower
than 5.
4. Discussion
In this paper we show a new application of algebraic statistical methods to the study of interactions
in epidemiology. The interpretation of independence models as toric models and the corresponding
algebraic and geometrical theory allowed us to construct an algorithm for testing gene-gene interaction
in epidemiology.
The main advantages of our approach compared to other existing approaches are its parsimony, its being
assumption-free and its simplicity. Furthermore, although it is based on a rigorous theoretical background,
developed by world famous mathematicians, the underlying idea is extremely simple, natural and easy
to implement.
Using this approach we were able to identify five G-G interactions for cancer risk.
For lung cancer, we detected an interaction between the two polymorphisms TP53 Arg72Pro and GSTP1
Ile105Val. This result is supported by previous findings: Gorij et al. found that the Val/Ile and Val/Val
forms in this SNP in the GSTP1 gene were associated with lack of TP53 expression in Basal Cell
Carcinoma [21]. Furthermore, it has been demonstrated that GSTP1 gene is a heretofore unrecognized
downstream transcriptional target of the tumor suppressor p53 and it is transcriptionally activated by
p53 through binding of p53 to a p53-binding motif present in the GSTP1 gene [25]. This interaction was
also found by Manuguerra et al. analyzing GenAir data using MDR [27].
Similarly, the interaction between COMT Val158Met and APE1 Asp148Glu for the risk of bladder
cancer was found in MDR analysis of four variables. COMT is a well-known protein that catalyses the
methylation of various endobiotic and xenobiotic substances and prevents quinone formation and redox
cycling. The unfavourable COMT variant might thus lead to an increased oxidative DNA damage that can
induce base excision repair (BER) pathway, interacting in particular with APE1 activity [3]. Moreover,
in an independent study [28] p53 mutations were observed to occur in subjects with the COMT.
Three of the five genes that we found to interact in leukaemia (GSTP1, RAD51 and APE1 ), were also
detected by the MDR analysis. Regarding the association between ERCC2 Lys751Gln and RAD51
172 G>T, a recent analysis on the crystal structure of ERCC2 [15] showed that its catalytic core was
composed by four domains, one of which resembled the ATPase domain in RAD51. The interaction
between ERCC2 Lys751Gln and LIG4Thr9Ile is not surprising. In fact it is known that genes involved
in the NER DNA-repair pathway interact with genes in DSBR repair pathway [53], particularly in the
interstrand crosslink repair [51].
Our method belongs to the family of permutation tests, that grew out of the works of Fisher [18] and that
is an alternative to Bonferroni’s correction for multiple comparisons. The general idea is that reference
distributions for the test statistics for the observed data are derived by rearranging the original data
points and the calculation of all possible values of that test statistics. The assumption is that “if all tests
are equivalent then the test statistic should be the same even if the data points are jumbled”[42]. The
specific purpose of these methods is to compute how often a given p-value would be found by chance if the
study were repeated without any associations. The properties of permutations tests (in relation to the
reduction of I type error) were widely described elsewhere ([8,13,14,20,32,44]). Moreover, in the contest
of Genome-Wide association, many new permutation tests were recently proposed ([11, 12, 24]) and a
very recent paper by Wang et al. describes how these tests can be used in gene-environment interaction
studies ([50]). For this reason we can suggest that our method helps in disentangling the problem of
multiple comparison in a robust way, regardless the underlying distribution.
As a supplementary confirm of this, we compared our results with the asymptotic chi-square goodness-
of-fit test. In most of the cases, the chi-square approach failed to produce reliable results (because of
sparseness of data). When chi-square was applicable, it seemed that our technique was more conservative,
suggesting a better control for multiple comparisons.
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The main problem of our approach is that implementation required running the algorithm for each pair
with a large number of iterations. For example, in the context of the study of interactions in a GWAS, this
method at the moment would be computationally too expensive. Another problem is that interactions are
only tested but not quantified (for example in terms of Odds Ratio). It would be interesting to develop
a measure of interaction by using algebraic techniques; some suggestions arise from the recent papers by
Fassino and Torrente [16]. Another limit of our approach is that we confined our analysis to the study
of three-way interactions. Sturmfels’ hierarchical models described in the Appendix could be applied in
order to generalize our method to the interaction of four or more variables.
In conclusion, interactions among genetic variants were successfully detected using our method that also
helped in tackling the multiple comparison problem. Furthermore, the different kinds of interaction
are very well outlined in the algebraic context and Markov bases are easily computed by Buchberger
algorithm.
In the light of our results, we believe that the epidemiologic study of interactions can benefit of algebraic
methods based on properties of toric varieties and Gro¨bner bases.
5. Appendix: mathematical background
5.1. Toric statistical models
Toric models (or log-linear models) are a very important class of statistical models. In the following we
summarize the part of the theory which is relevant for our work; for details see [36,45].
Let A = (aij) be a d × n matrix having non negative integral entries, and such that the sum of each
column is the same:
d∑
i=1
ai1 =
d∑
i=1
ai2 = ... =
d∑
i=1
ain (5.1)
The j-th vector column aj = (a1j , ..., adj) of A represents the monomial
θaj = θ
a1j
1 θ
a2j
2 ...θ
adj
d .
The toric model MA associated to A is given by the parametrization
ϕ : θ = Rd −→ Rn
θ 7−→ (θa1 , θa2 , ..., θan).
that is it is defined by the parametric equations

p1 = θ
a1 = θa111 θ
a21
2 ...θ
ad1
d
...
pn = θ
an = θa1n1 θ
a2n
2 ...θ
adn
d
θ1, ..., θd > 0 (5.2)
The hypothesis (5.1) ensures that all monomials θai have the same degree.
By the elimination theorem (see for example [7, p. 113]), we can eliminate the parameters θi and we
obtain an ideal IA in the polynomial ring Q[p1, ..., pn] which is called the ideal of the toric model. In other
words, we get algebraic equations for the variety VA that is the minimal algebraic variety containing the
points given by the parametrization (called the Zariski closure of this set of points). In general the Zariski
closure may contain more points than the original parametrized analytical variety. It is well-known that
IA has a special set of generators (a Gro¨bner basis) consisting of homogeneous binomials [45]. The points
(p1, ..., pn) in VA such that pi ≥ 0 for i = 1, ..., n and
∑n
i=1 pi = 1 are the statistically relevant points of
the variety; each of such point may be regarded as a particular probability distribution in the model.
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5.2. Independence models
An important class of toric models is provided by independence models of a finite set of random variables,
that we briefly describe. Some of them has been studied in [26].
Independence models of two random variables
The most simple example is the independence model of two random variables. For each natural number
d, we denote by [d] the set {1, ..., d}. Let d1, d2 be two natural numbers. We introduce variables pij , i ∈
[d1], j ∈ [d2], θ1, ..., θd1 , µ1, ..., µd2 and consider the model defined by the parametric equations{
pij = θiµj (i, j) ∈ [d1]× [d2], θi, µj ∈ R>0 (5.3)
By taking logarithms in the parametric equations, we get the standard log-linear model:
log(pij) = λ
X1
i + λ
X2
j .
For each value of the vector of parameters θ = (θ1, ..., θd1 , µ1, ..., µd2) we obtain a point with positive
coordinates (pij(θ), i ∈ [d1], j ∈ [d2]) on the corresponding variety. If we further impose that
∑
i,j pij(θ) =
1, then we can regard the function
p(i, j) = pij(θ)
as the joint density function of two independent random variables X1, X2 with values in [d1] and [d2]
respectively. The density functions of X1, X2 will be respectively
p(i) = θi
∑
j
µj i = 1, ..., d1
q(j) = µj
∑
i
θi j = 1, ..., d2
Conversely, if X1, X2 are two independent random variables in [d1] and [d2] respectively, then their joint
density function (P (X1 = i,X2 = j)) is represented by a point in the model.
Then the model defined by equations (5.3) represents the family of all joint random variables of two
independent random variables X1 and X2 with values in [d1] and [d2] respectively.
By eliminating the parameters θ1, ..., θd1 , µ1, ..., µd2 we get the ideal
I := (pi1j1pi2j2 − pi1j2pi2j1 | 1 ≤ i1 < i2 ≤ d1, 1 ≤ j1 < j2 ≤ d2)
The corresponding variety is the well-known Segre variety. It is easily seen from the generators of I
that the Segre variety consists of those matrices {pij} having all minors of order 2 equal to 0, thus having
rank 1.
Independence models for three random variables
Consider now three discrete (categorical) random variables X1, X2, X3 with values in finite sets [d1], [d2]
and [d3] respectively. Then we can construct the joint random variables X12 = (X1, X2), X13 = (X1, X3),
X23 = (X2, X3) and X = (X1, X2, X3). Denote by P the probability function. Besides the problem of
studying the complete independence of the three original variables X1, X2, X3, one might be interested
in the study of independence of some subset of variables in {X1, X2, X3, X12, X13, X23, X}. For some
subset this problem does not make sense: for example it is obvious that X1 cannot be independent from
X12, and each variable is dependent from X. In [47] Sturmfels analyzes the five significant types of
independence of three random variables:
– Complete independence: The complete independence model is the classical independence of the
three variables, which must be subjected to the condition
P (X1 = i,X2 = j,X3 = k) = P (X1 = i)P (X2 = j)P (X3 = k)
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for (i, j, k) ∈ [d1]× [d2]× [d3].
In order to give parametric equations of the model, we introduce variables pijk and parameters
θ1, ..., θd1 , µ1, ..., µd2 , ν1, ..., νd3 in the space R
d
>0 and consider the d1d2d3 equations of the form
{pijk = θiµjνk
The ideal of the corresponding variety is denoted by I1,2,3.
By taking logarithms in the parametric equations, we get the standard log-linear model:
log(pijk) = λ
X1
i + λ
X2
j + λ
X3
k .
– Independence of (X1, X2) from X3: It is the model that we will adopt in our study. It is defined
by the condition
P (X1 = i,X2 = j,X3 = k) = P (X1 = i,X2 = j)P (X3 = k)
for(i, j, k) ∈ [d1]× [d2]× [d3].
The model involves d1d2+d3 parameters θij , (i, j) ∈ [d1]×[d2], µ1, ..., µd3 and has parametric equations
{pijk = θijµk; (5.4)
the ideal of the corresponding variety is denoted I12,3.
It is shown in [47] that a Gro¨bner basis for I12,3 is provided by the binomials of the form
pi1j1k1pi2j2k2 − pi1j1k2pi2j2k1 . (5.5)
In logarithmic notation, the model is given by
log(pijk) = λ
X1X2
ij + λ
X3
k .
In our specific cases (TT, TB and BB), we imposed on the parameters the order
θ00, θ01, θ02, θ10, θ11, θ12, θ20, θ21, θ22, µ0, µ1,
and on the variables pijk the lexicographic order. Then the matrix A associated to our models is an
11× 18 matrix in case TT (8× 12 and 6× 8 respectively in cases TB and BB) of the form
A =


1 1 0 0 ... 0 0
0 0 1 1 ... 0 0
...
0 0 0 0 ... 1 1
1 0 1 0 ... 1 0
0 1 0 1 ... 0 1


;
we see that the rank of A is one less the number of rows of A in each case.
– Independence of X1, X2 conditionally to X3
We say that X1 and X2 are independent conditionally to X3 (in symbols X1
∐
X2|X3) if
P (X1 = i,X2 = j | X3 = k) = P (X1 = i | X3 = k)P (X2 = j | X3 = k)
for every i, j, k.
The parametric equations of the model are
{pijk = θikµjk.
The ideal of the corresponding variety is denoted by I12,23.
In logarithmic notation, the model is given by
log(pijk) = λ
X1X3
ik + λ
X2X3
ij .
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– No three way interaction
It is the model that parametrizes those distributions where all possible interactions involve only two
of the three variables. The parametric equations of the model are of the form
{pijk = θijµikνjk.
In logarithmic notation:
log(pijk) = λ
X1X2
ij + λ
X1X3
ik + λ
X2X3
jk .
The ideal of the corresponding variety is denoted by I12,13,23.
– Models not depending on one or more variables
In the previous models the value pijk depends on all indices i, j, k. Consider now the following models
{pijk = θi or log(pijk) = λ
X1
i (5.6)
{pijk = θij or log(pijk) = λ
X1X2
ij (5.7)
{pijk = θiµj or log(pijk) = λ
X1
i + λ
X2
j (5.8)
We see that the joint probability does not depend on the value of X3 (and in the first case not even
on the value of X2). Therefore X3 (and also X2 in the first case) are uniformly distributed and
independent from the remaining variables. The second case allows dependence between X1 and X2,
while in the third case X1 e X2 are independent. The ideals of the corresponding variables are denoted
by I1, I12, I1,2 respectively.
Each model gives rise to a toric ideal in the ring Q[{pi,j,k}], with (i, j, k) ∈ [d1]× [d2]× [d3]. A Gro¨bner
basis B for the ideal, w.r.t. a suitable monomial order, can be computed by Buchberger algorithm [7].
Independence of four or more random variables: hierarchical models
A generalization of the previous analysis to the case of more than three random variables is described in
[36]. Suppose to have random variables X1, ..., Xn with values in [d1], ..., [dn] respectively. Then we can
construct different independence models for these variables, as follows.
Let Σ be a collection of subsets of [n] = {1, .., n} such that σ1 6⊆ σ2, for every σ1, σ2 ∈ Σ. For every
σ = {r1, ..., rk} ∈ Σ we introduce a set of parameters θσ,i1,...,ik , with (i1, ..., ik) varying in [dr1 ]× ...× [drk ]
and consider the model given by the parametric equations:
MΣ :

pi1,...,in =
∏
σ∈Σ, σ={r1,...,rk}
θσ,ir1 ,...,irk
The corresponding ideal in Q[pi1,...,in | (i1, ..., in) ∈ [d1]× ...× [dn]] is denoted by IΣ .
Example 5.1. In the case n = 4, put Σ = {{1, 3}, {2, 3}, {4}},A = {1, 3}, B = {2, 3}, C = {4}; then
the corresponding model has parametric equations
MΣ : {pi1,i2,i3,i4 = θA,i1,i3θB,i2,i3θC,i4
5.3. Lattices, fibers and Markov basis
Following [45] we shall call a lattice a subgroup of Zn.
Given a lattice L and a vector u, the fiber of u is the set
F(u) = (u+ L) ∩Nn
= {L ∈ Nn | u− L ∈ L}
It is easy to see that if the only non-negative vector (that is such that every component is non-negative)
in L is the zero vector then every fiber is a finite set. Every subset B of L gives each fiber F a natural
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structure FB of undirected graph: namely, there is an edge between two vectors u and v if v = ±b+ u
for some b ∈ B. A finite subset B of L is said to be a Markov basis of L if the graphs F(u)B are
connected for every u ∈ Nn.
Now let A be a d×n matrix defining a toric model. We can regard A as a linear application Zn −→ Zd;
then its kernel is a lattice in Zn, that we denote LA. Observe that condition (5.1) implies that the only
non-negative vector in LA is the zero vector: indeed every vector in LA must be orthogonal to the vector
(1, ..., 1). Therefore for every u ∈ Nn the fiber FA(u) is a finite set. Let G = {g1, ..., gr} be a reduced
Gro¨bner basis of IA; then each gi is a binomial, so we can write
gi = p
ui1
1 ...p
uin
n − p
vi1
1 ...p
vin
n with uij , vij ∈ N
and since the ideal IA is prime we may assume that the two vectors ui = (ui1, ..., uin) and vi = (vi1, ..., vin)
have disjoint supports. The following result, proved in [9], is crucial:
Theorem 5.2. If G is a reduced Gro¨bner basis of IA then B = {ui − vi | i = 1, ..., r} is a Markov basis
of LA.
By Theorem 5.2, Markov bases can be effectively computed by Buchberger algorithm and its improve-
ments (see [7, Chap. 2, Section 7]; see also the website related to [26], that provides Markov bases for
the models they use).
A very useful application of the above result is the Diaconis-Sturmfels algorithm which provides a
method for sampling from a fiber according to a given distribution. It is a variant of Metropolis-Hastings
algorithm which uses a Markov basis B to generate moves on the fiber. For details see [9].
Diaconis-Sturmfels algorithm
Let B be a Markov basis for L and let σ be a probability distribution on a fiber F .
Step 1. Start from h0 = k0 ∈ F ;
Step 2. Randomly choose b ∈ B and  ∈ {±1}.
Step 3. If hr + b 6∈ N
n then set hr+1 = hr; else, move to hr+1 = hr + b with probability
min{σ(hr+b
σ(hr)
), 1}, i.e. put
hr+1 =
{
hr + b with probability µ = min{
σ(hr+b
σ(hr)
), 1}
hr with probability 1− µ
Since the graph FB is connected, the underlying Markov process is connected, reversible and aperi-
odic [9, Lemma 2.1]; therefore by the Ergodic theorem for Markov Chains, σ is the unique stationary
distribution, and uniformly for h ∈ F ,
lim
n→∞
P (hn = h) = σ(h).
5.4. Maximum likelihood estimation for toric models
For toric models the maximum-likelihood estimation (MLE) of a frequency vector k0 of a set of observa-
tions can be determined in an algebraic way.
Given a set of observations let k = (k1, ..., kn) be the associated frequency vector. For a toric model
MA of the form (5.2) the log-likelihood function is linear in the logarithm of the parameters:
`(k1,...,kn)(θ1, ..., θd) =
d∑
i=1
n∑
j=1
kjaij log(θi)
The log-MLE is thus obtained by maximizing the function ` with the constraint
θa111 ...θ
ad1
d + ...+ θ
a1n
1 ...θ
adn
d = 1.
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This can be done using the method of Lagrange multipliers. It is shown in [36] that the critical points
of the lagrangian function associated to the optimization problem above is the set of solutions of the
system 

a11θ
a11
1 ...θ
ad1
d + a12θ
a12
1 ...θ
ad2
d + ...+ a1nθ
a1n
1 ...θ
adn
d =
1
k
∑n
j=1 kja1j
...
ad1θ
a11
1 ...θ
ad1
d + ad2θ
a12
1 ...θ
ad2
d + ...+ adnθ
a1n
1 ...θ
adn
d =
1
k
∑n
j=1 kjadj
where k =
∑n
i=1 ki. By using the parametrization (5.2) we can regard this set as the set of points
p = (p1, ..., pn) in the zero-set of the ideal IA which are solutions of the linear system
Ap =
1
k
Ak, (5.9)
that is the set of points in the variety of the ideal JA = IA + (Ap −
1
k
Ak). The solutions which are
relevant for the statistical problem are those having pi ≥ 0 for i = 1, .., n; a theorem of Birch about
convex polytopes [36, Theorem 1.10] ensures that there is a unique such solution. This is an easy fact
if the frequency vector has strictly positive entries; when some ki is zero, it is a consequence of the
properties of the moment map, see [19, §4.2] and [17, Theorem 4 and Appendix A]. Therefore, the MLE
for a toric model is well-defined for every set of observations; moreover, it can be easily computed from
the ideal JA using algebraic methods [46]. In the case of our independence model it can be proved that
this point also belongs to the image of the parametrization, if we allow parameters vary in [0,+∞).
In general there is not a closed formula expressing the MLE as a function of the matrix A and the
vector k of observed frequencies. However, case by case, the solution can be computed (this is possible
using the most common symbolic calculation softwares) with the algebraic and/or numerical techniques.
Equation (5.9) has a very important consequence: suppose to have two set of observations U1 and U2
of the same size k and let k1 and k2 be their respective relative frequency vectors. Then U1 and U2 have
the same MLE if and only if k1 and k2 are in the same fiber F of the lattice LA. If this is the case
and B is a Markov basis of LA, then there will be a finite sequence of elements u0,u1, ...us such that
u0 = k1,us = k2 and for i = 1, ..., s, ui = ui−1 ± bi for some bi ∈ B. This fact gives the theoretical
foundation for the exact inference method described below.
5.5. Exact methods for goodness-of-fit tests and the Diaconis-Sturmfels algorithm
Let A be a matrix d×n, and MA be the toric model defined by equations (5.2). As explained above, the
model describes a family of discrete distributions on the set {1, .., n} and thus observations can belong
to n different classes. In our application n is 3× 3× 2 in case TT, 3× 2× 2 in case TB and 2× 2× 2 in
case BB.
Suppose to have a set U0 of k observations, let k0 = (k1, ..., kn) be the observed frequency vector and
compute the MLE pˆ = (pˆ1, ..., pˆn).
Consider the Pearson coefficient:
CU0 = Ck0 =
n∑
i=1
(kpˆi − ki)
2
kpˆi
.
Notice that by the proof of Birch theorem in [36, Theorem 1.10] pˆi = 0 implies ki = 0 so that we can
assume (kpˆi−ki)
2
kpˆi
= 0 in this case.
The standard asymptotic χ-square test is based on the fact that C, regarded as a random variable,
tends in law to the limit distribution χ2(n− 1− d′) where d′ is the number of parameters estimated from
the sample. In the toric case formula (5.9) shows that d′ = rank(A)− 1. Then one rejects the goodness
of fit hypothesis at a certain significance level α if
Ck > χ
2
1−α(n− rank(A)),
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where χ21−α(m) is the (1− α)-quantile of the distribution χ
2(m).
Let Y be the set k observations with the same MLE as U0; it is known that every sample in Y has the
same probability under our independence model [39]; therefore exact methods based on the MLE-statistics
consist in estimating the exact p-value, that is the ratio of cardinalities:
pU0 =
|{U ∈ Y | CU ≥ CU0}|
|Y|
(5.10)
Since the order of the sets involved is in general very large, Monte Carlo techniques are used in order
to randomly walking through the set Y. As observed in [9,40], this aim can be accomplished by reducing
to the problem of sampling in the fiber F(k0), as we explain below.
Let F = F(k0) be the fiber of k0 in the lattice L = LA. Observe that for every h = (h1, ..., hn) ∈ F
there are exactly k!
h1!·...·hn!
elements of Y having h as their frequency vector. Therefore the uniform
distribution on Y induces on F the hypergeometric distribution, such that the probability of h is pro-
portional to τ(h) = 1
h1!·...·hn!
. Then the problem of uniformly sampling from Y is reduced to that of
sampling in the fiber F according to the hypergeometric distribution, and this can be performed by using
the Diaconis-Sturmfels algorithm. Therefore an approximation of the p-value (5.10) can be obtained by
running the following algorithm:
Diaconis-Sturmfels exact goodness-of-fit test
Let B be a Markov basis for L. Fix a (large) number N of iterations.
Start from h0 = k0 ∈ F ; introduce a counter function T and initialize T (0) = 0.
Step 1. Randomly choose b ∈ B and  ∈ {±1}.
Step 2. If hr + b 6∈ N
n then set hr+1 = hr; else, move to hr+1 = hr + b with probability
min
{
τ(hr+b)
τ(hr)
, 1
}
, i.e. put
hr+1 =
{
hr + b with probability µ = min
{
τ(hr+b)
τ(hr)
, 1
}
hr with probability 1− µ
Step 3. Compute the Pearson coefficient Chr+1 .
Step 4. Put
T (r + 1) =
{
T (r) + 1 if Chr+1 ≥ Ck0
T (r) if Chr+1 < Ck0
Step 5. If r = N then stop and output IC = T (N)
N
; else put r := r + 1 and go to Step 1.
The output IC(k0) will be called theMonte Carlo p-value of k0 (or U0). The goodness-of-fit hypothesis
is rejected if IC(k0) < α for a significance level α.
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Table 1. Polymorphisms included in the analyses
Gene Function Polymorphism rs Genotype frequency (%)
DNA repair w/w w/m m/m
1 ERCC2/XPD NER Asp312Asn rs1799793 38.4 45.3 16.2
2 ERCC2/XPD NER Lys751Gln rs13181 35.7 46.1 18.2
3 PCNA BER 6084 G > C(30-UTR) rs3626 80 18.9 1.1
4 XRCC1 BER Arg194Trp rs1799782 87.6 12.2 0.3
5 XRCC1 BER Pro206Pro rs915927 30.9 46 23.1
6 XRCC1 BER Arg399Gln rs25487 44.8 43.6 11.6
7 XRCC3 DSBR 17893 A > G (IVS6-14) rs1799796 51.1 40.1 8.9
8 XRCC3 DSBR Thr241Met rs861539 34.6 49.8 15.6
9 APE1 BER Asp148Glu rs3136820 29.3 48.2 22.5
10 ERCC1 NER Asn118Asn rs3177700 35.6 46.8 17.6
11 MGMT DRR Leu84Phe rs12917 73.6 24.6 1.8
12 hOGG1 BER Ser326Cys rs1052133 62.6 32 5.4
13 BRCA1 DSBR Pro871Leu rs799917 42.5 47.7 9.8
14 BRCA2 DSBR Asn372His rs144848 51.6 41.3 7.1
15 NBS1 DSBR Glu185Gln rs1805794 49.2 40.2 10.6
16 RAD51 DSBR 135 G > C (5’ -UTR ) rs1801320 87 12.7 0.3
17 RAD51 DSBR 172 G > T (5’-UTR ) rs1801321 33.8 48.7 17.5
18 RAD52 DSBR 2259 C > T (3’-UTR ) rs11226 33.7 46.8 19.4
19 XRCC2 DSBR Arg188His rs3218536 83.2 16 0.9
20 LIG4 DSBR Ala3Val rs1805389 88.7 7.7 3.5
21 LIG4 DSBR Thr9Ile rs1805388 72.1 25 2.8
22 TP53 Cell cycle/apoptosis Arg72Pro rs1042522 57.5 36.5 5.9
Metabolic
23 MnSOD Oxidative scavenger Ala9Val rs4880 25.2 52.7 22.1
24 NQO1 Oxidative scavenger Pro187Ser rs1800566 65 31.4 3.6
25 COMT Phase 1 Val158Met rs4680 24.8 52.1 23.1
26 MPO Phase 1 G > A SP1 site rs2333227 60.3 35.4 4.2
27 SULT1A1 Phase 2 Arg213His rs9282861 44.7 43.5 11.8
28 GSTM3 Phase 2 3 bp deletion (*A,*B) 68.7 28.4 3
29 GSTP1 Phase 2 Ile105Val rs1695 44.1 44.1 11.8
30 GSTP1 Phase 2 Ala114Val rs1138272 83.9 15 1.1
31 CYP1A1 Phase 1 Ile462Val rs1048943 83.6 15.4 1
32 CYP1B1 Phase 1 Val432Leu rs1056836 16.4 48.6 35
w/w w/m + m/m
33 GSTT1 Phase 2 Gene deletion (*1, *2/*2) 75.5 24.5
34 GSTM1 Phase 2 Gene deletion (*2/*2, *1) 55.6 44.4
35 NAT2 Phase 2 Slow/rapid acetylator 42.7 57.3
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Table 2. Interaction results for bladder cancer
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 0,71 0,56 0,89 0,95 0,92 0,56 0,43 0,81 0,52 0,8 0,57 0,82 0,75 0,66 0,62 0,76 0,99 0,12
2 0,56 0,34 0,5 0,68 0,41 0,62 0,53 0,31 0,58 0,9 0,59 0,94 0,8 0,2 0,61 0,44 0,94 0,89
3 0,89 0,5 0,32 0,62 0,87 0,81 0,69 0,92 0,71 0,52 0,61 0,38 0,88 0,42 0,66 0,76 0,86 0,55
4 0,95 0,68 0,62 0,92 0,89 0,89 0,32 0,63 0,71 0,89 0,63 0,79 0,95 0,23 0,2 0,84 0,55 0,12
5 0,92 0,41 0,87 0,89 0,54 0,33 0,13 0,82 0,72 0,71 0,62 0,96 0,65 0,42 0,71 0,62 0,81 0,68
6 0,56 0,62 0,81 0,89 0,33 0,75 0,032 1 0,63 0,65 0,26 0,99 0,18 0,28 0,41 0,76 0,41 0,71
7 0,43 0,53 0,69 0,32 0,13 0,032 0,53 0,74 0,67 0,82 0,49 0,71 0,14 0,11 0,48 0,35 0,54 0,38
8 0,81 0,31 0,92 0,63 0,82 1 0,74 0,94 0,91 0,66 0,49 0,84 0,61 0,32 0,93 0,45 0,59 0,31
9 0,52 0,58 0,71 0,71 0,72 0,63 0,67 0,91 0,42 0,86 0,26 0,8 0,79 0,17 0,27 0,47 0,9 0,44
10 0,8 0,9 0,52 0,89 0,71 0,65 0,82 0,66 0,86 0,44 0,53 0,6 0,47 0,29 0,78 0,22 0,83 0,8
11 0,57 0,59 0,61 0,63 0,62 0,26 0,49 0,49 0,26 0,53 0,18 0,76 0,55 0,11 0,65 0,48 0,56 0,29
12 0,82 0,94 0,38 0,79 0,96 0,99 0,71 0,84 0,8 0,6 0,76 0,89 0,95 0,41 0,87 0,72 0,89 0,5
13 0,75 0,8 0,88 0,95 0,65 0,18 0,14 0,61 0,79 0,47 0,55 0,95 0,66 0,35 0,88 0,23 0,83 0,7
14 0,66 0,2 0,42 0,23 0,42 0,28 0,11 0,32 0,17 0,29 0,11 0,41 0,35 0,12 0,35 0,48 0,75 0,52
15 0,62 0,61 0,66 0,2 0,71 0,41 0,48 0,93 0,27 0,78 0,65 0,87 0,88 0,35 0,53 0,64 0,4 0,11
16 0,76 0,44 0,76 0,84 0,62 0,76 0,35 0,45 0,47 0,22 0,48 0,72 0,23 0,48 0,64 0,9 0,96 0,35
17 0,99 0,94 0,86 0,55 0,81 0,41 0,54 0,59 0,9 0,83 0,56 0,89 0,83 0,75 0,4 0,96 0,7 0,85
18 0,12 0,89 0,55 0,12 0,68 0,71 0,38 0,31 0,44 0,8 0,29 0,5 0,7 0,52 0,11 0,35 0,85 0,4
19 0,96 0,81 0,87 0,68 0,85 0,9 0,55 0,54 0,56 0,79 0,77 0,74 0,85 0,24 0,88 0,99 0,85 0,66
20 0,63 0,17 0,85 0,94 0,79 0,95 0,78 0,42 0,85 0,32 0,69 0,59 0,77 0,41 0,88 0,92 0,73 0,26
21 0,73 0,82 0,15 0,36 0,63 0,7 0,13 0,11 0,47 0,61 0,78 0,66 0,87 0,16 0,53 0,95 0,074 0,43
22 0,44 0,52 0,68 0,76 0,73 0,89 0,57 0,41 0,4 0,69 0,36 0,66 0,58 0,16 0,67 0,7 0,88 0,34
23 0,39 0,45 0,65 0,48 0,97 0,64 0,63 0,63 0,93 0,6 0,75 0,56 0,65 0,59 0,72 0,9 0,45 0,47
24 0,27 0,42 0,48 0,28 0,02 0,19 0,51 0,21 0,32 0,38 0,03 0,84 0,68 0,22 0,83 0,56 0,93 0,89
25 0,21 0,45 0,33 0,34 0,1 0,16 0,14 0,13 0,009 0,2 0,039 0,46 0,91 0,48 0,39 0,89 0,91 0,48
26 0,47 0,69 0,76 0,53 0,88 0,88 0,41 0,93 0,11 0,79 0,22 0,9 0,41 0,15 0,34 0,82 0,7 0,43
27 0,63 0,14 0,87 0,95 0,91 0,86 0,79 0,79 0,88 0,97 0,64 0,97 0,9 0,43 0,96 0,91 0,96 0,93
28 0,94 0,8 0,43 0,35 0,51 0,59 0,4 0,86 0,058 0,76 0,3 0,91 0,69 0,3 0,6 0,93 0,66 0,55
29 0,22 0,76 0,61 0,88 0,69 0,38 0,6 0,83 0,07 0,58 0,74 0,06 0,98 0,014 0,79 0,94 0,98 0,8
30 0,9 0,51 0,76 0,73 0,55 0,77 0,74 0,93 0,71 0,58 0,44 0,78 0,61 0,12 0,77 0,53 0,84 0,69
31 0,9 0,48 0,5 0,23 0,27 0,11 0,85 0,86 0,21 0,67 0,21 0,88 0,46 0,19 0,49 0,67 0,25 0,44
32 0,8 0,71 0,24 0,78 0,025 0,51 0,92 0,73 0,64 0,54 0,56 0,75 0,29 0,14 0,31 0,22 0,7 0,3
33 0,29 0,21 0,63 0,84 0,44 0,6 0,77 0,86 0,4 0,092 0,075 0,79 0,51 0,23 0,088 0,17 0,13 0,36
34 0,31 0,048 0,23 0,34 0,31 0,19 0,22 0,23 0,2 0,16 0,18 0,42 0,32 0,1 0,13 0,17 0,45 0,15
35 0,7 0,4 0,8 0,93 0,51 0,081 0,83 0,99 0,8 0,86 0,55 0,72 0,86 0,48 0,78 0,69 0,98 0,83
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19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35
1 0,96 0,63 0,73 0,44 0,39 0,27 0,21 0,47 0,63 0,94 0,22 0,9 0,9 0,8 0,29 0,31 0,7
2 0,81 0,17 0,82 0,52 0,45 0,42 0,45 0,69 0,14 0,8 0,76 0,51 0,48 0,71 0,21 0,048 0,4
3 0,87 0,85 0,15 0,68 0,65 0,48 0,33 0,76 0,87 0,43 0,61 0,76 0,5 0,24 0,63 0,23 0,8
4 0,68 0,94 0,36 0,76 0,48 0,28 0,34 0,53 0,95 0,35 0,88 0,73 0,23 0,78 0,84 0,34 0,93
5 0,85 0,79 0,63 0,73 0,97 0,02 0,1 0,88 0,91 0,51 0,69 0,55 0,27 0,025 0,44 0,31 0,51
6 0,9 0,95 0,7 0,89 0,64 0,19 0,16 0,88 0,86 0,59 0,38 0,77 0,11 0,51 0,6 0,19 0,081
7 0,55 0,78 0,13 0,57 0,63 0,51 0,14 0,41 0,79 0,4 0,6 0,74 0,85 0,92 0,77 0,22 0,83
8 0,54 0,42 0,11 0,41 0,63 0,21 0,13 0,93 0,79 0,86 0,83 0,93 0,86 0,73 0,86 0,23 0,99
9 0,56 0,85 0,47 0,4 0,93 0,32 0,009 0,11 0,88 0,058 0,07 0,71 0,21 0,64 0,4 0,2 0,8
10 0,79 0,32 0,61 0,69 0,6 0,38 0,2 0,79 0,97 0,76 0,58 0,58 0,67 0,54 0,092 0,16 0,86
11 0,77 0,69 0,78 0,36 0,75 0,03 0,039 0,22 0,64 0,3 0,74 0,44 0,21 0,56 0,075 0,18 0,55
12 0,74 0,59 0,66 0,66 0,56 0,84 0,46 0,9 0,97 0,91 0,06 0,78 0,88 0,75 0,79 0,42 0,72
13 0,85 0,77 0,87 0,58 0,65 0,68 0,91 0,41 0,9 0,69 0,98 0,61 0,46 0,29 0,51 0,32 0,86
14 0,24 0,41 0,16 0,16 0,59 0,22 0,48 0,15 0,43 0,3 0,014 0,12 0,19 0,14 0,23 0,1 0,48
15 0,88 0,88 0,53 0,67 0,72 0,83 0,39 0,34 0,96 0,6 0,79 0,77 0,49 0,31 0,088 0,13 0,78
16 0,99 0,92 0,95 0,7 0,9 0,56 0,89 0,82 0,91 0,93 0,94 0,53 0,67 0,22 0,17 0,17 0,69
17 0,85 0,73 0,074 0,88 0,45 0,93 0,91 0,7 0,96 0,66 0,98 0,84 0,25 0,7 0,13 0,45 0,98
18 0,66 0,26 0,43 0,34 0,47 0,89 0,48 0,43 0,93 0,55 0,8 0,69 0,44 0,3 0,36 0,15 0,83
19 0,92 0,98 0,61 0,63 0,65 0,69 0,82 0,91 0,51 0,47 1 0,1 0,59 0,12 0,39 0,15 0,97
20 0,98 0,68 0,67 0,71 0,85 0,67 0,77 0,44 0,98 0,95 0,86 0,58 0,3 0,41 0,37 0,049 0,41
21 0,61 0,67 0,49 0,53 0,64 0,21 0,68 0,33 0,98 0,73 0,74 0,46 0,37 0,66 0,26 0,0099 0,31
22 0,63 0,71 0,53 0,28 0,44 0,5 0,49 0,66 0,097 0,28 0,8 0,26 0,23 0,67 0,5 0,2 0,36
23 0,65 0,85 0,64 0,44 0,72 0,63 0,18 0,84 0,7 0,96 0,57 0,32 0,1 0,73 0,88 0,35 0,56
24 0,69 0,67 0,21 0,5 0,63 0,16 0,11 0,52 0,69 0,79 0,81 0,15 0,35 0,42 0,17 0,17 0,63
25 0,82 0,77 0,68 0,49 0,18 0,11 0,061 0,1 0,54 0,1 0,27 0,06 0,12 0,35 0,2 0,062 0,3
26 0,91 0,44 0,33 0,66 0,84 0,52 0,1 0,38 0,84 0,59 0,32 0,33 0,57 0,21 0,53 0,072 0,56
27 0,51 0,98 0,98 0,097 0,7 0,69 0,54 0,84 0,77 0,42 0,29 1 0,76 0,6 0,42 0,35 0,66
28 0,47 0,95 0,73 0,28 0,96 0,79 0,1 0,59 0,42 0,58 0,8 0,87 0,17 0,76 0,13 0,13 0,82
29 1 0,86 0,74 0,8 0,57 0,81 0,27 0,32 0,29 0,8 0,58 0,68 0,24 0,35 0,66 0,33 0,83
30 0,1 0,58 0,46 0,26 0,32 0,15 0,06 0,33 1 0,87 0,68 0,41 0,48 0,89 0,62 0,1 0,9
31 0,59 0,3 0,37 0,23 0,1 0,35 0,12 0,57 0,76 0,17 0,24 0,48 0,29 0,18 0,6 0,038 0,71
32 0,12 0,41 0,66 0,67 0,73 0,42 0,35 0,21 0,6 0,76 0,35 0,89 0,18 0,34 0,57 0,18 0,35
33 0,39 0,37 0,26 0,5 0,88 0,17 0,2 0,53 0,42 0,13 0,66 0,62 0,6 0,57 0,27 0,081 0,4
34 0,15 0,049 0,0099 0,2 0,35 0,17 0,062 0,072 0,35 0,13 0,33 0,1 0,038 0,18 0,081 0,029 0,13
35 0,97 0,41 0,31 0,36 0,56 0,63 0,3 0,56 0,66 0,82 0,83 0,9 0,71 0,35 0,4 0,13 0,65
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Table 3. Interaction results for lung cancer
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 0,69 0,48 0,31 0,11 0,93 0,23 0,4 0,64 1 0,7 0,9 0,35 0,73 0,31 0,44 0,51 0,57 0,72
2 0,48 0,47 0,87 0,26 0,51 0,29 0,71 0,55 0,85 0,34 0,65 0,45 0,9 0,46 0,77 0,65 0,59 0,74
3 0,31 0,87 0,5 0,22 0,25 0,096 0,99 0,94 0,97 0,38 0,93 0,52 0,98 0,12 0,36 0,54 0,97 0,85
4 0,11 0,26 0,22 0,13 0,22 0,012 0,34 0,37 0,2 0,079 0,39 0,23 0,13 0,059 0,24 0,12 0,28 0,3
5 0,93 0,51 0,25 0,22 0,4 0,14 0,18 0,2 0,85 0,041 0,69 0,42 0,68 0,014 0,29 0,12 0,7 0,21
6 0,23 0,29 0,096 0,012 0,14 0,027 0,066 0,023 0,16 0,039 0,21 0,069 0,048 0,00059 0,036 0,02 0,22 0,018
7 0,4 0,71 0,99 0,34 0,18 0,066 0,66 0,84 0,87 0,49 0,8 0,58 0,35 0,17 0,68 0,059 0,74 0,81
8 0,64 0,55 0,94 0,37 0,2 0,023 0,84 0,68 0,36 0,72 0,74 0,79 0,74 0,22 0,65 0,24 0,8 0,61
9 1 0,85 0,97 0,2 0,85 0,16 0,87 0,36 0,91 0,43 0,28 0,78 0,86 0,13 0,37 0,63 0,78 0,92
10 0,7 0,34 0,38 0,079 0,041 0,039 0,49 0,72 0,43 0,15 0,48 0,27 0,61 0,054 0,18 0,28 0,12 0,16
11 0,9 0,65 0,93 0,39 0,69 0,21 0,8 0,74 0,28 0,48 0,46 0,59 0,97 0,23 0,81 0,43 0,45 0,61
12 0,35 0,45 0,52 0,23 0,42 0,069 0,58 0,79 0,78 0,27 0,59 0,24 0,62 0,11 0,8 0,43 0,87 0,49
13 0,73 0,9 0,98 0,13 0,68 0,048 0,35 0,74 0,86 0,61 0,97 0,62 0,81 0,12 0,98 0,23 0,65 0,24
14 0,31 0,46 0,12 0,059 0,014 0,00059 0,17 0,22 0,13 0,054 0,23 0,11 0,12 0,025 0,19 0,056 0,24 0,22
15 0,44 0,77 0,36 0,24 0,29 0,036 0,68 0,65 0,37 0,18 0,81 0,8 0,98 0,19 0,51 0,4 0,43 0,22
16 0,51 0,65 0,54 0,12 0,12 0,02 0,059 0,24 0,63 0,28 0,43 0,43 0,23 0,056 0,4 0,17 0,28 0,48
17 0,57 0,59 0,97 0,28 0,7 0,22 0,74 0,8 0,78 0,12 0,45 0,87 0,65 0,24 0,43 0,28 0,56 0,51
18 0,72 0,74 0,85 0,3 0,21 0,018 0,81 0,61 0,92 0,16 0,61 0,49 0,24 0,22 0,22 0,48 0,51 0,33
19 0,78 0,52 0,42 0,45 0,87 0,17 0,24 0,17 0,43 0,087 0,93 0,91 0,76 0,11 0,93 0,77 0,87 0,7
20 0,58 0,97 0,96 0,45 0,67 0,17 0,26 0,59 0,79 0,78 0,81 0,33 0,81 0,18 0,5 0,46 0,83 0,9
21 0,27 0,85 0,92 0,27 0,64 0,047 0,34 0,79 0,89 0,65 0,5 0,88 0,52 0,12 0,74 0,74 0,8 0,47
22 0,29 0,37 0,073 0,14 0,019 0,023 0,37 0,062 0,33 0,076 0,19 0,36 0,011 0,041 0,23 0,18 0,67 0,54
23 0,65 0,37 0,68 0,39 0,28 0,27 0,52 0,36 0,71 0,54 0,64 0,46 0,85 0,32 0,097 0,41 0,26 0,68
24 0,033 0,026 0,0052 0,00077 0,0035 0,002 0,021 0,0085 0,046 0,00026 0,011 0,028 0,05 0,0021 0,13 0,0087 0,022 0,17
25 0,43 0,45 0,7 0,034 0,65 0,2 0,98 0,53 0,67 0,62 0,71 0,55 0,82 0,11 0,99 0,73 0,97 0,59
26 1 0,8 0,94 0,24 0,43 0,21 0,36 0,85 1 0,7 0,95 0,77 0,12 0,11 0,24 0,72 0,1 0,84
27 0,98 0,93 0,95 0,45 0,58 0,16 0,96 0,95 0,86 0,41 0,93 0,81 0,58 0,51 0,97 0,64 0,81 0,56
28 0,77 0,5 0,32 0,24 0,44 0,14 0,81 0,73 0,64 0,34 0,78 0,45 0,21 0,02 0,5 0,081 0,027 0,11
29 0,62 0,58 0,51 0,35 0,42 0,1 0,31 0,37 0,63 0,16 0,78 0,3 0,63 0,28 0,79 0,67 0,76 0,69
30 0,71 0,35 0,94 0,61 0,68 0,24 0,97 0,71 0,85 0,5 0,61 0,58 0,42 0,067 0,58 0,12 0,66 0,31
31 0,41 0,4 0,71 0,3 0,58 0,086 0,83 0,54 0,8 0,21 0,78 0,78 0,77 0,07 0,85 0,85 0,44 0,27
32 0,94 0,98 0,69 0,29 0,86 0,23 0,51 0,99 1 0,42 0,55 0,22 0,78 0,11 0,99 0,35 0,81 0,31
33 0,94 0,89 0,91 0,4 0,8 0,12 0,29 0,88 0,85 0,4 0,88 0,58 0,82 0,072 0,57 0,61 0,23 0,57
34 0,94 0,83 0,95 0,2 0,29 0,089 0,51 0,96 1 0,22 0,65 0,51 0,97 0,12 0,88 0,46 0,42 0,72
35 0,79 0,38 0,88 0,26 0,81 0,17 0,64 0,42 0,96 0,18 0,37 0,66 0,58 0,11 0,8 0,25 0,15 0,58
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19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35
0,78 0,58 0,27 0,29 0,65 0,033 0,43 1 0,98 0,77 0,62 0,71 0,41 0,94 0,94 0,94 0,79
0,52 0,97 0,85 0,37 0,37 0,026 0,45 0,8 0,93 0,5 0,58 0,35 0,4 0,98 0,89 0,83 0,38
0,42 0,96 0,92 0,073 0,68 0,0052 0,7 0,94 0,95 0,32 0,51 0,94 0,71 0,69 0,91 0,95 0,88
0,45 0,45 0,27 0,14 0,39 0,00077 0,034 0,24 0,45 0,24 0,35 0,61 0,3 0,29 0,4 0,2 0,26
0,87 0,67 0,64 0,019 0,28 0,0035 0,65 0,43 0,58 0,44 0,42 0,68 0,58 0,86 0,8 0,29 0,81
0,17 0,17 0,047 0,023 0,27 0,002 0,2 0,21 0,16 0,14 0,1 0,24 0,086 0,23 0,12 0,089 0,17
0,24 0,26 0,34 0,37 0,52 0,021 0,98 0,36 0,96 0,81 0,31 0,97 0,83 0,51 0,29 0,51 0,64
0,17 0,59 0,79 0,062 0,36 0,0085 0,53 0,85 0,95 0,73 0,37 0,71 0,54 0,99 0,88 0,96 0,42
0,43 0,79 0,89 0,33 0,71 0,046 0,67 1 0,86 0,64 0,63 0,85 0,8 1 0,85 1 0,96
0,087 0,78 0,65 0,076 0,54 0,00026 0,62 0,7 0,41 0,34 0,16 0,5 0,21 0,42 0,4 0,22 0,18
0,93 0,81 0,5 0,19 0,64 0,011 0,71 0,95 0,93 0,78 0,78 0,61 0,78 0,55 0,88 0,65 0,37
0,91 0,33 0,88 0,36 0,46 0,028 0,55 0,77 0,81 0,45 0,3 0,58 0,78 0,22 0,58 0,51 0,66
0,76 0,81 0,52 0,011 0,85 0,05 0,82 0,12 0,58 0,21 0,63 0,42 0,77 0,78 0,82 0,97 0,58
0,11 0,18 0,12 0,041 0,32 0,0021 0,11 0,11 0,51 0,02 0,28 0,067 0,07 0,11 0,072 0,12 0,11
0,93 0,5 0,74 0,23 0,097 0,13 0,99 0,24 0,97 0,5 0,79 0,58 0,85 0,99 0,57 0,88 0,8
0,77 0,46 0,74 0,18 0,41 0,0087 0,73 0,72 0,64 0,081 0,67 0,12 0,85 0,35 0,61 0,46 0,25
0,87 0,83 0,8 0,67 0,26 0,022 0,97 0,1 0,81 0,027 0,76 0,66 0,44 0,81 0,23 0,42 0,15
0,7 0,9 0,47 0,54 0,68 0,17 0,59 0,84 0,56 0,11 0,69 0,31 0,27 0,31 0,57 0,72 0,58
0,74 0,87 0,57 0,3 0,54 0,0086 0,99 0,97 0,96 0,52 0,81 0,42 0,96 0,84 0,91 0,97 0,72
0,87 0,46 0,58 0,22 0,66 0,039 0,79 0,68 0,82 0,2 0,96 0,67 0,93 0,88 0,85 0,65 0,63
0,57 0,58 0,75 0,34 0,66 0,037 0,99 0,78 0,28 0,11 0,91 0,56 0,91 0,24 0,93 0,73 0,87
0,3 0,22 0,34 0,07 0,054 0,02 0,62 0,36 0,023 0,067 0,00035 0,13 0,086 0,69 0,19 0,15 0,17
0,54 0,66 0,66 0,054 0,6 0,04 0,89 0,6 0,92 0,38 0,36 0,28 0,52 0,89 0,97 0,6 0,53
0,0086 0,039 0,037 0,02 0,04 0,002 0,0084 0,043 0,0092 0,014 0,028 0,0096 0,0077 0,016 0,013 0,021 0,016
0,99 0,79 0,99 0,62 0,89 0,0084 0,89 0,85 0,9 0,81 0,37 1 0,85 0,68 0,54 0,87 0,98
0,97 0,68 0,78 0,36 0,6 0,043 0,85 0,98 0,99 0,59 0,33 0,98 0,72 0,66 0,98 0,86 0,57
0,96 0,82 0,28 0,023 0,92 0,0092 0,9 0,99 0,92 0,9 0,35 0,84 0,51 0,83 0,6 1 0,96
0,52 0,2 0,11 0,067 0,38 0,014 0,81 0,59 0,9 0,27 0,6 0,81 0,48 0,71 0,44 0,41 0,39
0,81 0,96 0,91 0,00035 0,36 0,028 0,37 0,33 0,35 0,6 0,28 0,63 0,081 0,036 0,72 0,78 0,68
0,42 0,67 0,56 0,13 0,28 0,0096 1 0,98 0,84 0,81 0,63 0,78 0,49 0,92 0,93 0,97 0,61
0,96 0,93 0,91 0,086 0,52 0,0077 0,85 0,72 0,51 0,48 0,081 0,49 0,41 0,62 0,71 0,78 0,78
0,84 0,88 0,24 0,69 0,89 0,016 0,68 0,66 0,83 0,71 0,036 0,92 0,62 0,81 0,97 0,9 0,89
0,91 0,85 0,93 0,19 0,97 0,013 0,54 0,98 0,6 0,44 0,72 0,93 0,71 0,97 0,62 0,82 0,4
0,97 0,65 0,73 0,15 0,6 0,021 0,87 0,86 1 0,41 0,78 0,97 0,78 0,9 0,82 0,91 0,12
0,72 0,63 0,87 0,17 0,53 0,016 0,98 0,57 0,96 0,39 0,68 0,61 0,78 0,89 0,4 0,12 0,54
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Table 4. Interaction results for leukaemia
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 0,56 0,49 0,75 0,78 0,78 0,51 0,61 0,32 0,36 0,22 0,73 0,49 0,61 0,87 0,91 0,21 0,082 0,39
2 0,49 0,21 0,29 0,6 0,35 0,22 0,3 0,19 0,32 0,7 0,75 0,27 0,19 0,43 0,61 0,17 0,0072 0,34
3 0,75 0,29 0,74 0,85 0,26 0,22 0,97 0,26 0,64 0,94 0,6 0,95 0,66 0,99 0,84 0,47 0,41 0,94
4 0,78 0,6 0,85 0,41 0,58 0,048 0,83 0,13 0,35 0,91 0,58 0,34 0,17 0,4 0,66 0,23 0,21 0,18
5 0,78 0,35 0,26 0,58 0,13 0,33 0,71 0,11 0,22 0,4 0,77 0,66 0,45 0,33 0,34 0,021 0,026 0,39
6 0,51 0,22 0,22 0,048 0,33 0,076 0,46 0,029 0,016 0,26 0,016 0,63 0,46 0,2 0,017 0,16 0,3 0,66
7 0,61 0,3 0,97 0,83 0,71 0,46 0,86 0,15 0,55 0,6 0,82 0,49 0,57 0,23 0,63 0,61 0,37 0,54
8 0,32 0,19 0,26 0,13 0,11 0,029 0,15 0,065 0,15 0,31 0,27 0,34 0,32 0,71 0,83 0,45 0,16 0,87
9 0,36 0,32 0,64 0,35 0,22 0,016 0,55 0,15 0,28 0,92 0,25 0,011 0,21 0,8 0,56 0,61 0,011 0,38
10 0,22 0,7 0,94 0,91 0,4 0,26 0,6 0,31 0,92 0,76 0,32 0,6 0,42 0,34 0,99 0,14 0,59 0,82
11 0,73 0,75 0,6 0,58 0,77 0,016 0,82 0,27 0,25 0,32 0,61 0,96 0,7 0,85 0,95 0,81 0,56 0,96
12 0,49 0,27 0,95 0,34 0,66 0,63 0,49 0,34 0,011 0,6 0,96 0,49 0,25 0,89 0,18 0,11 0,37 0,35
13 0,61 0,19 0,66 0,17 0,45 0,46 0,57 0,32 0,21 0,42 0,7 0,25 0,16 0,64 0,057 0,19 0,23 0,18
14 0,87 0,43 0,99 0,4 0,33 0,2 0,23 0,71 0,8 0,34 0,85 0,89 0,64 0,89 0,68 0,59 0,34 0,99
15 0,91 0,61 0,84 0,66 0,34 0,017 0,63 0,83 0,56 0,99 0,95 0,18 0,057 0,68 0,87 0,3 0,11 0,99
16 0,21 0,17 0,47 0,23 0,021 0,16 0,61 0,45 0,61 0,14 0,81 0,11 0,19 0,59 0,3 0,19 0,2 0,63
17 0,082 0,0072 0,41 0,21 0,026 0,3 0,37 0,16 0,011 0,59 0,56 0,37 0,23 0,34 0,11 0,2 0,095 0,6
18 0,39 0,34 0,94 0,18 0,39 0,66 0,54 0,87 0,38 0,82 0,96 0,35 0,18 0,99 0,99 0,63 0,6 0,86
19 0,48 0,27 0,94 0,45 0,32 0,65 0,9 0,63 0,66 0,74 1 0,085 0,066 0,79 1 0,75 0,69 0,56
20 0,47 0,17 0,89 0,31 0,61 0,14 0,86 0,58 0,88 0,91 0,82 0,13 0,21 0,84 0,78 0,053 0,24 0,39
21 0,51 0,0095 0,79 0,27 0,68 0,19 0,62 0,98 0,72 0,59 0,73 0,4 0,21 0,94 1 0,95 0,057 0,96
22 1 0,27 0,81 0,56 0,39 0,44 0,82 0,53 0,35 0,96 1 0,64 0,37 0,16 1 0,81 0,29 0,82
23 0,094 0,11 0,26 0,069 0,15 0,044 0,49 0,022 0,25 0,21 0,44 0,22 0,11 0,51 0,11 0,02 0,08 0,28
24 0,12 0,83 0,14 0,37 0,47 0,28 0,78 0,49 0,71 0,24 0,92 0,88 0,19 0,84 0,55 0,11 0,12 0,8
25 0,87 0,53 0,94 0,75 0,63 0,28 0,8 0,23 0,55 0,64 0,26 0,24 0,68 0,9 0,6 0,58 0,023 0,91
26 0,94 0,42 0,8 0,8 0,82 0,45 0,94 0,42 0,2 0,58 0,87 0,88 0,071 0,9 1 0,69 0,4 0,94
27 0,74 0,51 0,98 0,79 0,41 0,12 0,94 0,63 0,58 0,83 0,58 0,11 0,78 0,98 0,56 0,58 0,21 0,93
28 0,98 0,38 0,99 0,66 0,086 0,27 0,72 0,69 0,52 0,9 0,89 0,65 0,46 1 0,38 0,32 0,53 1
29 0,87 0,76 0,92 0,37 0,28 0,57 0,92 0,38 0,54 0,96 0,64 0,36 0,44 0,22 0,63 0,55 0,27 0,31
30 0,65 0,25 0,62 0,57 0,33 0,18 0,85 0,18 0,0036 0,55 0,36 0,3 0,39 0,47 0,91 0,55 0,22 0,34
31 0,11 0,052 0,058 0,01 0,015 0,0063 0,06 0,0019 0,01 0,078 0,11 0,03 0,008 0,083 0,0032 0,01 0,0065 0,0018
32 0,3 0,07 0,073 0,069 0,061 0,029 0,4 0,1 0,19 0,48 0,27 0,27 0,68 0,91 0,82 0,61 0,082 0,51
33 0,96 0,61 0,97 0,66 0,65 0,36 0,94 0,084 0,51 0,25 0,94 0,52 0,4 0,31 0,74 0,47 0,43 0,54
34 0,35 0,21 0,97 0,54 0,64 0,4 0,68 0,15 0,58 0,52 0,5 0,79 0,39 0,99 0,21 0,65 0,42 0,91
35 0,56 0,46 0,5 0,35 0,42 0,1 0,6 0,1 0,38 0,33 0,19 0,32 0,26 0,75 0,13 0,15 0,26 0,63
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19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35
1 0,48 0,47 0,51 1 0,094 0,12 0,87 0,94 0,74 0,98 0,87 0,65 0,11 0,3 0,96 0,35 0,56
2 0,27 0,17 0,0095 0,27 0,11 0,83 0,53 0,42 0,51 0,38 0,76 0,25 0,052 0,07 0,61 0,21 0,46
3 0,94 0,89 0,79 0,81 0,26 0,14 0,94 0,8 0,98 0,99 0,92 0,62 0,058 0,073 0,97 0,97 0,5
4 0,45 0,31 0,27 0,56 0,069 0,37 0,75 0,8 0,79 0,66 0,37 0,57 0,01 0,069 0,66 0,54 0,35
5 0,32 0,61 0,68 0,39 0,15 0,47 0,63 0,82 0,41 0,086 0,28 0,33 0,015 0,061 0,65 0,64 0,42
6 0,65 0,14 0,19 0,44 0,044 0,28 0,28 0,45 0,12 0,27 0,57 0,18 0,0063 0,029 0,36 0,4 0,1
7 0,9 0,86 0,62 0,82 0,49 0,78 0,8 0,94 0,94 0,72 0,92 0,85 0,06 0,4 0,94 0,68 0,6
8 0,63 0,58 0,98 0,53 0,022 0,49 0,23 0,42 0,63 0,69 0,38 0,18 0,0019 0,1 0,084 0,15 0,1
9 0,66 0,88 0,72 0,35 0,25 0,71 0,55 0,2 0,58 0,52 0,54 0,0036 0,01 0,19 0,51 0,58 0,38
10 0,74 0,91 0,59 0,96 0,21 0,24 0,64 0,58 0,83 0,9 0,96 0,55 0,078 0,48 0,25 0,52 0,33
11 1 0,82 0,73 1 0,44 0,92 0,26 0,87 0,58 0,89 0,64 0,36 0,11 0,27 0,94 0,5 0,19
12 0,085 0,13 0,4 0,64 0,22 0,88 0,24 0,88 0,11 0,65 0,36 0,3 0,03 0,27 0,52 0,79 0,32
13 0,066 0,21 0,21 0,37 0,11 0,19 0,68 0,071 0,78 0,46 0,44 0,39 0,008 0,68 0,4 0,39 0,26
14 0,79 0,84 0,94 0,16 0,51 0,84 0,9 0,9 0,98 1 0,22 0,47 0,083 0,91 0,31 0,99 0,75
15 1 0,78 1 1 0,11 0,55 0,6 1 0,56 0,38 0,63 0,91 0,0032 0,82 0,74 0,21 0,13
16 0,75 0,053 0,95 0,81 0,02 0,11 0,58 0,69 0,58 0,32 0,55 0,55 0,01 0,61 0,47 0,65 0,15
17 0,69 0,24 0,057 0,29 0,08 0,12 0,023 0,4 0,21 0,53 0,27 0,22 0,0065 0,082 0,43 0,42 0,26
18 0,56 0,39 0,96 0,82 0,28 0,8 0,91 0,94 0,93 1 0,31 0,34 0,0018 0,51 0,54 0,91 0,63
19 0,93 0,95 0,96 0,89 0,032 0,82 0,87 0,93 0,9 0,97 0,76 0,91 0,029 0,8 0,77 0,57 0,78
20 0,95 0,45 0,53 0,45 0,058 0,45 0,65 0,83 0,31 0,66 0,6 0,59 0,0034 0,13 0,8 0,8 0,39
21 0,96 0,53 0,87 0,88 0,055 0,15 0,81 0,95 0,69 1 0,1 0,57 0,11 0,74 0,8 0,93 0,68
22 0,89 0,45 0,88 0,88 0,37 0,92 0,1 0,92 0,054 0,82 0,79 0,29 0,023 0,28 1 0,69 0,76
23 0,032 0,058 0,055 0,37 0,061 0,15 0,31 0,35 0,27 0,092 0,051 0,28 0,0036 0,11 0,11 0,076 0,098
24 0,82 0,45 0,15 0,92 0,15 0,61 0,53 0,53 0,73 0,7 0,89 0,8 0,022 0,17 0,79 0,78 0,091
25 0,87 0,65 0,81 0,1 0,31 0,53 0,55 0,72 0,27 0,11 0,57 0,5 0,049 0,23 0,77 0,67 0,35
26 0,93 0,83 0,95 0,92 0,35 0,53 0,72 0,65 0,48 0,49 0,098 0,31 0,047 0,17 0,87 0,48 0,18
27 0,9 0,31 0,69 0,054 0,27 0,73 0,27 0,48 0,82 0,92 0,29 0,29 0,026 0,0033 0,97 0,94 0,75
28 0,97 0,66 1 0,82 0,092 0,7 0,11 0,49 0,92 0,89 0,84 0,87 0,064 0,16 1 0,91 0,47
29 0,76 0,6 0,1 0,79 0,051 0,89 0,57 0,098 0,29 0,84 0,47 0,39 0,025 0,18 0,8 0,025 0,39
30 0,91 0,59 0,57 0,29 0,28 0,8 0,5 0,31 0,29 0,87 0,39 0,34 0,012 0,22 0,58 0,2 0,11
31 0,029 0,0034 0,11 0,023 0,0036 0,022 0,049 0,047 0,026 0,064 0,025 0,012 0,002 0,0065 0,044 0,015 0,0025
32 0,8 0,13 0,74 0,28 0,11 0,17 0,23 0,17 0,0033 0,16 0,18 0,22 0,0065 0,039 0,09 0,1 0,027
33 0,77 0,8 0,8 1 0,11 0,79 0,77 0,87 0,97 1 0,8 0,58 0,044 0,09 0,85 0,94 0,28
34 0,57 0,8 0,93 0,69 0,076 0,78 0,67 0,48 0,94 0,91 0,025 0,2 0,015 0,1 0,94 0,54 0,5
35 0,78 0,39 0,68 0,76 0,098 0,091 0,35 0,18 0,75 0,47 0,39 0,11 0,0025 0,027 0,28 0,5 0,14
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Table 5. Results that are significant by either the chi-square goodness-of-fit test, or the
algebraic method, or both.
Interaction Cancer Hypothesis p-value Minimum p-value from
expected value DS-algorithm
1-18 Bladder FALSE 0,04 3,7 0,12
2-34 Bladder FALSE 0,01 7,2 0,048
5-7 Bladder FALSE 0,04 3,2 0,13
5-24 Bladder FALSE 0,01 1,1 0,02
5-25 Bladder FALSE 0,04 6,8 0,1
5-32 Bladder FALSE 0,01 5,3 0,025
6-7 Bladder FALSE 0,01 2,5 0,032
6-35 Bladder FALSE 0,02 6,8 0,081
7-25 Bladder FALSE 0,04 2,5 0,14
8-21 Bladder FALSE 0,04 0,75 0,11
9-25 Bladder FALSE 0 6,5 0,009
9-28 Bladder FALSE 0,02 1,4 0,058
9-34 Bladder FALSE 0,04 11 0,2
10-33 Bladder FALSE 0,02 4,7 0,092
11-24 Bladder impossible 0 0,03
11-25 Bladder FALSE 0,02 0,36 0,039
11-33 Bladder FALSE 0,02 0,36 0,075
11-34 Bladder FALSE 0,04 0,36 0,18
12-29 Bladder FALSE 0,03 1,4 0,06
14-29 Bladder FALSE 0,01 0,74 0,014
14-34 Bladder FALSE 0,03 1,9 0,1
15-33 Bladder FALSE 0,02 2,9 0,088
17-21 Bladder FALSE 0,03 0,37 0,074
17-33 Bladder FALSE 0,04 5,1 0,13
18-34 Bladder FALSE 0,04 5,6 0,15
20-34 Bladder FALSE 0,01 1,5 0,049
21-34 Bladder FALSE 0 1,9 0,0099
22-27 Bladder FALSE 0,04 0,74 0,097
24-25 Bladder FALSE 0,04 0,73 0,11
24-34 Bladder FALSE 0,03 2,5 0,17
25-28 Bladder FALSE 0,04 1,4 0,1
25-34 Bladder FALSE 0,02 10 0,062
26-34 Bladder FALSE 0,02 0,36 0,072
31-34 Bladder impossible 0 0,038
33-34 Bladder FALSE 0,01 13 0,081
34-34 Bladder impossible 0 0,029
34-35 Bladder FALSE 0,02 20 0,13
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Interaction Cancer Hypothesis p-value Minimum p-value from
expected value D-S algorithm
1-24 Lung FALSE 0,01 0,98 0,033
2-24 Lung FALSE 0,01 0,66 0,026
3-24 Lung impossible 0 0,0052
4-6 Lung impossible 0 0,012
4-24 Lung impossible 0 0,00077
4-25 Lung impossible 0 0,034
5-10 Lung FALSE 0,02 5,3 0,041
5-14 Lung FALSE 0,01 0,67 0,014
5-22 Lung FALSE 0,01 2,7 0,019
5-24 Lung FALSE 0 0,66 0,0035
6-6 Lung impossible 0 0,027
6-7 Lung FALSE 0,04 0,33 0,066
6-8 Lung FALSE 0,01 3,3 0,023
6-10 Lung FALSE 0,01 2,3 0,039
6-12 Lung FALSE 0,04 0,67 0,069
6-13 Lung FALSE 0,02 1,7 0,048
6-14 Lung FALSE 0 0,67 0,00059
6-15 Lung FALSE 0,02 0,68 0,036
6-16 Lung impossible 0 0,02
6-18 Lung FALSE 0,01 3 0,018
6-21 Lung impossible 0 0,047
6-22 Lung FALSE 0,01 1 0,023
6-24 Lung FALSE 0 0,66 0,002
6-27 Lung FALSE 0,04 1 0,16
6-29 Lung FALSE 0,04 1,7 0,1
6-33 Lung FALSE 0,03 3,3 0,12
6-34 Lung FALSE 0,02 4,3 0,089
6-35 Lung FALSE 0,04 6,4 0,17
7-24 Lung FALSE 0,01 0,98 0,021
8-22 Lung FALSE 0,03 1,4 0,062
8-24 Lung impossible 0 0,0085
9-24 Lung FALSE 0,02 1,3 0,046
10-14 Lung FALSE 0,02 0,67 0,054
10-22 Lung FALSE 0,04 2 0,076
10-24 Lung FALSE 0 0,66 0,00026
10-35 Lung FALSE 0,04 9,5 0,18
11-24 Lung impossible 0 0,011
12-24 Lung impossible 0 0,028
13-22 Lung FALSE 0,01 1 0,011
13-24 Lung FALSE 0,02 0,34 0,05
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Interaction Cancer Hypothesis p-value Minimum p-value from
expected value D-S algorithm
14-14 Lung impossible 0 0,025
14-22 Lung FALSE 0,02 0,67 0,041
14-24 Lung impossible 0 0,0021
14-25 Lung FALSE 0,04 0,34 0,11
14-26 Lung FALSE 0,04 0,34 0,11
14-28 Lung FALSE 0,01 0,33 0,02
14-33 Lung FALSE 0,02 1,3 0,072
14-34 Lung FALSE 0,04 2 0,12
14-35 Lung FALSE 0,03 2 0,11
15-24 Lung FALSE 0,04 0,35 0,13
16-24 Lung impossible 0 0,0087
17-24 Lung FALSE 0,01 1 0,022
17-28 Lung FALSE 0,01 0,34 0,027
17-35 Lung FALSE 0,04 6,9 0,15
19-24 Lung impossible 0 0,0086
20-24 Lung impossible 0 0,039
21-24 Lung impossible 0 0,037
22-23 Lung FALSE 0,03 0,68 0,054
22-24 Lung FALSE 0,01 0,34 0,02
22-27 Lung FALSE 0,01 0,68 0,023
22-28 Lung FALSE 0,04 0,34 0,067
22-29 Lung FALSE 0 1 0,00035
23-24 Lung FALSE 0,01 0,99 0,04
24-24 Lung impossible 0 0,002
24-25 Lung FALSE 0 0,66 0,0084
24-26 Lung impossible 0 0,043
24-27 Lung FALSE 0,01 0,66 0,0092
24-28 Lung impossible 0 0,014
24-29 Lung FALSE 0,02 0,65 0,028
24-30 Lung impossible 0 0,0096
24-30 Lung impossible 0 0,0077
24-32 Lung FALSE 0,01 0,32 0,016
24-33 Lung FALSE 0 0,65 0,013
24-34 Lung FALSE 0 1,9 0,021
24-35 Lung FALSE 0 1,7 0,016
29-32 Lung FALSE 0,01 3,3 0,036
34-35 Lung FALSE 0,02 23 0,12
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Interaction Cancer Hypothesis p-value Minimum p-value from
expected value D-S algorithm
1-17 Leukaemia FALSE 0,04 2,2 0,082
2-27 Leukaemia FALSE 0 2,6 0,0072
2-21 Leukaemia impossible 0 0,0095
2-23 Leukaemia FALSE 0,04 2,8 0,11
2-31 Leukaemia FALSE 0,04 0,37 0,052
2-32 Leukaemia FALSE 0,03 5 0,07
4-6 Leukaemia impossible 0 0,048
4-31 Leukaemia impossible 0 0,01
5-8 Leukaemia FALSE 0,04 5,3 0,11
5-16 Leukaemia impossible 0 0,021
5-17 Leukaemia FALSE 0,01 5,1 0,026
5-28 Leukaemia FALSE 0,04 0,35 0,086
5-31 Leukaemia impossible 0 0,015
5-32 Leukaemia FALSE 0,02 5 0,061
6-8 Leukaemia FALSE 0,01 3,2 0,029
6-9 Leukaemia FALSE 0 5,7 0,016
6-11 Leukaemia FALSE 0,01 0,36 0,016
6-15 Leukaemia FALSE 0,01 3,3 0,017
6-23 Leukaemia FALSE 0,01 3,9 0,044
6-31 Leukaemia FALSE 0,01 0,37 0,0063
6-32 Leukaemia FALSE 0,01 3,6 0,029
6-35 Leukaemia FALSE 0,03 7,8 0,1
8-23 Leukaemia FALSE 0 6,4 0,022
8-31 Leukaemia FALSE 0 0,37 0,0019
8-32 Leukaemia FALSE 0,04 2,9 0,1
8-33 Leukaemia FALSE 0,02 6,5 0,084
8-34 Leukaemia FALSE 0,04 13 0,15
8-35 Leukaemia FALSE 0,02 11 0,1
9-12 Leukaemia FALSE 0,01 1,4 0,011
9-17 Leukaemia FALSE 0 5,1 0,011
9-30 Leukaemia FALSE 0 0,36 0,0036
9-31 Leukaemia impossible 0 0,01
12-31 Leukaemia impossible 0 0,03
13-15 Leukaemia FALSE 0,03 1,1 0,057
13-23 Leukaemia FALSE 0,04 2,1 0,11
13-26 Leukaemia FALSE 0,03 1,4 0,071
13-31 Leukaemia impossible 0 0,008
15-17 Leukaemia FALSE 0,04 2,6 0,11
15-31 Leukaemia impossible 0 0,0032
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Interaction Cancer Hypothesis p-value Minimum p-value from
expected value D-S algorithm
15-35 Leukaemia FALSE 0,03 6,1 0,13
16-23 Leukaemia impossible 0 0,02
16-31 Leukaemia impossible 0 0,01
17-21 Leukaemia FALSE 0,03 1,1 0,057
17-23 Leukaemia FALSE 0,03 5,4 0,08
17-24 Leukaemia FALSE 0,04 0,36 0,12
17-25 Leukaemia FALSE 0,01 5,1 0,023
17-31 Leukaemia impossible 0 0,0065
17-32 Leukaemia FALSE 0,04 4,7 0,082
18-31 Leukaemia impossible 0 0,0018
19-23 Leukaemia impossible 0 0,032
19-31 Leukaemia impossible 0 0,029
20-23 Leukaemia FALSE 0,03 0,72 0,058
20-31 Leukaemia impossible 0 0,0034
21-23 Leukaemia FALSE 0,02 1,1 0,055
21-29 Leukaemia FALSE 0,04 0,36 0,1
22-31 Leukaemia impossible 0 0,023
23-28 Leukaemia FALSE 0,04 0,7 0,092
23-29 Leukaemia FALSE 0,03 5,7 0,051
23-31 Leukaemia impossible 0 0,0036
23-33 Leukaemia FALSE 0,04 9 0,11
23-34 Leukaemia FALSE 0,02 16 0,076
23-35 Leukaemia FALSE 0,03 12 0,098
24-31 Leukaemia impossible 0 0,022
24-35 Leukaemia FALSE 0,02 0,69 0,091
25-31 Leukaemia impossible 0 0,049
26-29 Leukaemia FALSE 0,04 1,1 0,098
26-31 Leukaemia impossible 0 0,047
27-31 Leukaemia impossible 0 0,026
27-32 Leukaemia FALSE 0 3,2 0,0033
29-31 Leukaemia impossible 0 0,025
29-34 Leukaemia FALSE 0 7,9 0,025
30-31 Leukaemia impossible 0 0,012
31-31 Leukaemia impossible 0 0,002
31-32 Leukaemia impossible 0 0,0065
31-33 Leukaemia FALSE 0,02 0,37 0,044
31-34 Leukaemia FALSE 0,01 0,36 0,015
31-35 Leukaemia impossible 0 0,0025
32-32 Leukaemia impossible 0 0,039
32-33 Leukaemia FALSE 0,02 4,3 0,09
32-34 Leukaemia FALSE 0,03 12 0,1
32-35 Leukaemia FALSE 0 11 0,027
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