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Coordination between mid-term maintenance outage decisions and
short-term security-constrained scheduling in smart distribution systems
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Distribution systems are the ﬁrst volunteers experiencing the beneﬁts of smart grids. The smart grid con-
cept impacts the internal legislation and standards in grid-connected and isolated distribution systems.
Demand side management, the main feature of smart grids, acquires clear meaning in low voltage distri-
bution systems. In these networks, various coordination procedures are required between domestic, com-Keywords:
Coordination
mercial and industrial consumers, producers and the system operator. Obviously, the technical basis for
bidirectional communication is the prerequisite of developing such a coordination procedure. The main
coordination is required when the operator tries to dispatch the producers according to their own pref-
erences without neglecting its inherent responsibility. Maintenance decisions are ﬁrst determined by
generating companies, and then the operator has to check and probably modify them for ﬁnal approval.
In this paper the generation scheduling from the viewpoint of a distribution system operator (DSO) is for-
mulated. The traditional task of the DSO is securing network reliability and quality. The effectiveness of
the proposed method is assessed by applying it to a 6-bus and 9-bus distribution system.ributio
al from
r, prod
ies tha
ibutionDistribution system
Generation scheduling
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Network security constraints
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1. Introduction
The medium and low voltage dist
ower systems are mainly unidirection
xchange between the system operato
rs [1]. The penetration of technolog
ommunication infrastructure in distr
o function in a smarter way with effectiven networks in existing 
 the viewpoint of data 
ucers and the consum-
t support bidirectional 
 systems enables them 
Therefore, it cannot manage the system individually ignoring the de-
sired plans of other sections. Completing this duty requires coordi-
nation between the system operator, the transmission companies, 
the producers and the consumers.
A method based on game theory for maintenance scheduling in 
 coordination between the layer of producers and in the transmission level is introduced arket participants. Smart grids should operate in a competitive 
nvironment with the involved players competing to achieve indi-
in [4]. In this model producers decide their outage plans, consider-
ing their rivals’ reactions. However, the outcome of this procedure idual goals and cooperating in order to ensure common goals. 
hese common goals mainly contain system issues, aiming at ensur-
ng reliability and security levels and minimizing operation costs. 
onsequently, the agent that handles the supervisory role in smart 
rids is concerned about maintenance outage schedules, because 
hey naturally deteriorate the grid reliability and increase the oper-
tion cost [2]. Electricity markets usually include a market operator 
hat manages the ﬁnancial transactions and the implementation of 
arket rules and an independent system operator (ISO), which man-
ges the network and all the involved constraints, in addition to sell-
rs and buyers that negotiate in the market [3]. It carries out the duty 
f achieving a good solution enabling to attain common goals and to 
rovide players with the conditions to attain their individual goals.is inapplicable due to the absence of supervision over security and 
reliability issues of the grid.
A coordinating mechanism based on incentives/disincentives 
among power producers and the ISO to achieve the ﬁnal mainte-
nance plan for a year ahead is introduced in [2]. This method expe-
dites achieving a generation maintenance plan which satisﬁes the 
producer maximum proﬁt objective while achieving a fair degree 
of reliability in each week of the year. In this model the coordina-
tion among producers and the ISO is provided through an iterative 
procedure. This iterative method requires several data exchange 
between the ISO and the producers, and also requires that each 
market participant solves its scheduling problem before submis-
sion. This is possible when we are talking about long-term plan-
ning; however, in short-term generation scheduling, which is 
usually a day or a week ahead, several data exchange requiring 
rescheduling at each destination is not possible.
In [5], the coordination between optimal maintenance schedul-
ing of generating units and transmission lines in a vertically inte-
grated power system is discussed. In this model the ISO runs the
Nomenclature
Indices
t index of time periods (h)
p index of priority for maintenance plans offered from
market participants to the DSO
y line index
a, b index for bus
s index of ESSs
l index of loads
i index of producers
j index of generating units
Variables
xty binary decision variable for maintenance status of line y
at time period t (0 if the line is on maintenance and 1
otherwise)
xtij binary decision variable for maintenance status of gen-
erating unit j of producer i at time period t (0 if the unit
is on maintenance and 1 otherwise)
zts binary decision variable for the discharging status of ESS
s in period t (1 if the unit is discharging and 0 otherwise)
v ts binary decision variable for the charging status of ESS s
in period t (1 if the unit is charging and 0 otherwise)
aij(p) binary decision variable for the acceptance of producer’s
i pth preferred plan for the outage plan of its generating
unit j (1 if it is accepted and 0 otherwise)
by(p) binary decision variable for the acceptance of pth pre-
ferred plan for the outage plan of line y (1 if it is ac-
cepted and 0 otherwise)
utij binary decision variable for online status of generating
unit j of producer i in time period t (1 if unit j is on in
period t and 0 otherwise)
dtij binary decision variable for shut-down status of gener-
ating unit j belonging to producer i in time period t (1 if
unit j is shut down at the beginning of time period t and
0 otherwise)
stij binary decision variable for start-up status of generating
unit j belonging to producer i in time period t (1 if unit j
starts up at the beginning of time period t and 0 other-
wise)
Qtij reactive power generated by generating unit j of pro-
ducer i in period t (MVAR)
Ptij active power generated by generating unit j of producer
i in period t (MW)
PCs ðtÞ the power required for charging the ESS s at time period
t (MW)
PDs ðtÞ the discharging power of the ESS swhich injects into the
grid at time period t (MW)
Estoreds ðtÞ energy storage level in ESS s at the beginning of time
period t (MWh)
htb the angle of bus b at period t
Vtb the voltage magnitude of bus b at period t
PgbðtÞ active power injected to the grid by the generating units
and the ESSs connected to bus b at time period t (MW)
QgbðtÞ reactive power injected to the grid by all of the generat-
ing units connected to bus b at time period t (MVAR)
Pty the active power passing through line y at time period t
(MW)
Qty the reactive power passing through line y at time period
t (MVAR)
Sty the apparent power that is passing through line y (MVA)
Constants
CFijðtÞ ﬁxed cost of generating unit j belonging to producer i at
each time period (€)
CPijðtÞ production cost of generating unit j belonging to pro-
ducer i at each time period (€/MWh)
CSij start-up cost of generating unit j of producer i (€)
CCs ðtÞ the cost of charging the ESS s at time period t (€/MWh)
JDs ðtÞ the grid income due to the participation of ESS s in sup-
plying energy during time period t (€/MWh)
nG number of producers
nS number of ESSs
ny number of lines
nl number of loads
nb number of buses
T total number of time periods (24 or 168)
PMAXij capacity of generating unit j belonging to producer i
(MW)
PMINij minimum output power of generating unit j belonging
to producer i
EMAXs capacity of ESS s (MWh)
EMINs minimum limit for the energy level of ESS s (MWh)
gCs charging efﬁciency of ESS s
gDs discharging efﬁciency of ESS s
CRs charge rate of ESS s (MW/h)
DRs discharge rate of ESS s (MW/h)
MR(t) minimum reserve in period t (MW)
PdbðtÞ active load demand and the discharge power of ESSs at
bus b and time period t (MW)
QdbðtÞ reactive load demand at bus b and time period t (MVAR)
hMAXb maximum bus angle for bus b
hMINb minimum bus angle for bus b
VMAXb maximum bus voltage magnitude for bus b
VMINb minimum bus voltage magnitude for bus b
SMAXy maximum apparent power established at line y (MVAR)
Wij number of time periods required for the maintenance of
generating unit j belonging to producer i in the speciﬁed
time horizon
WtyðpÞ the payment from transmission system owner to the
DSO for each time period (t) in order to increase the
chance of acceptance of pth preferred plan for the main-
tenance outage plan of line y (€)
UtijðpÞ the payment from producer i to the DSO at each time
period (t) in order to increase the chance of acceptance
of its pth preferred plan for the outage plan of its gener-
ating unit j (€)
Gab real term of the element a, b in the bus admittance ma-
trixmaintenance scheduling problem considering the maintenance
costs of market participants, and the ﬁnal plan is compulsory for
market players. A model similar to the approach introduced in[5] is developed in [6]. The authors suggest considering the most
preferred maintenance schedules of generation companies (GEN-
CO) and of the transmission company (TRANSCO) when the
short-term security-constrained unit commitment (SCUC) problem
is being solved from the viewpoint of the ISO. It is assumed that the
ISO does not carry the responsibility toward GENCOs and TRANS-
COs to minimize their maintenance costs.
The ISO executes the SCUC in a restructured power system to
plan a secure and economical hourly generation plan for the day-
ahead market. An efﬁcient SCUC approach with AC constraints that
obtains the minimum system operating cost while maintaining the
security of power systems is introduced in [7]. The authors used
the Benders decomposition to separate the unit commitment in
the master problem from the network security check in sub
-problems [7]. AC network security constraints, which include both
transmission ﬂow and bus voltage constraints, are checked to
determine whether a converged and secure AC power ﬂow is
obtained.
Determining the optimal set of producers to be in service and
participate in supplying the demand during each scheduling period
(a day or a week) is an important issue in the daily operation and
planning of power systems. In [8] an energy management model is
proposed with the objective of minimizing the active power losses.
In this model AC power ﬂow equations plus the active and reactive
power generation constraints impose limitations to the optimiza-
tion problem. The concept of Virtual Power Producers (VPP), super-
vising agents for single and multiple isolated power systems, has
been developed in [9], and its application on a real case study
including various renewable resources has been examined.
There are different levels of smart grids available and calling a
system smarter than the other system is getting popular. There is
a wide range of technologies that can together form a smart grid;
energy-related devices and interconnecting communication tech-
nologies are the two main categories of the involved technologies.
Renewable energy resources, smart meters, energy storage sys-
tems (ESS), home area networks and many other technologies be-
long to this family.
In a smart environment, end-users have ﬂexible offers in provi-
sion of energy and some other merits. Determining the structure
rationally from numerous alternatives is the responsibility of the
system operator. Lots of researches have been focused on this to-
pic. A mixed-integer linear programming model is developed in
[10] for the integrated plan and evaluation of distributed energy
systems. This model minimizes overall energy cost for a test year
by selecting the units to install and determining their operating
schedules. Various renewable resources including solar, wind, bio-
mass, as well as energy storage technologies are considered in the
model [10]. In [11], an economic optimization model for the high
level system design and unit commitment of a microgrid is devel-
oped. A mixed-integer linear programming model to maximize
utilities proﬁt and a linear programming model to minimize green-
house gas emissions for a biomass based energy system is devel-
oped in [12].
The operation of a central controller for microgrids is described
in [13]. The controller optimizes the operation of a microgrid oper-
ating under various market policies in the case of interconnection
with upstream system [13].
Demand response is a good opportunity for consumers to par-
ticipate in the smart grid environment, and represents signiﬁcant
beneﬁts for the whole electricity market [14]. Demand response
events affect the grid’s security conditions, and therefore are man-
aged by the DSO [15]. The DSO manages the distribution system
and has the responsibility of voltage control. The methodology
introduced in [14] considers the demand response to the electricity
price variation imposed by the system operator in the presence of a
reduction need, speciﬁcally designed for distribution systems. De-
mand response programs will have signiﬁcant impact on existing
power systems which about 20% of their capacity exists to meet
the peak demand (i.e., about 5% of the time) [1]. However, imple-menting demand response programs avoids building extra capacity
and consequently reduces the install cost in a power system.
The microgrid enters into the open market, buying and selling
power to the grid, via an aggregator or similar energy service pro-
vider. The microgrid central controller maximizes the revenues of
the aggregator by power exchange with the grid. The consumers
also pay for their consumption at the open market prices [13].
The regulations in a smart distribution system should promote
the application of smart grid supporting technologies for both the
DSO and the network users [16]. In this paper, a scheme for effective
andpractical coordination betweenmarketmembers in a smart grid
is proposed. The output of producersmid-termmaintenance sched-
uling is submitted to theDSOandwaits for its decision. TheDSO is in
charge of planning, operating andmanaging the distribution system
and operates a monopoly businesses for its’ regional network. In
electricity market environment, DSOs seek the maximization of
their income while ensuring the power quality and system reliabil-
ity under strict network regulation. The way that the DSO reacts to
suggested plans and the method it chooses for coordination are
the main scopes of this research. This innovative strategy provides
the operator with an efﬁcient mechanism for short-term decision
making considering the interests of the producers and the other
players. This method is tested by a series of simulations on radial
feeders, a 6-bus distribution network [17,18] is tested ﬁrst and then
the effectiveness of theproposedmethod is examined in a 9-bus sys-
tem with higher penetration of distributed energy resources (DER).2. Smart distribution systems
The traditional power systems are evolving into a new structure
with greater levels of demand side management, and intensive use
ofdistributedgenerationandESSs closer to theconsumptioncenters.
The term ‘‘smart grid’’ is commonly used for futuristic distribution
systems which will be more intelligent in comparison to conven-
tional distribution systems [19]. The electricity distribution system
as the ﬁrst volunteer organization in power systems is experiencing
a profound change, where blind and manual operations, along with
the electromechanical components, are transforming into a ‘‘smart
grid’’ [20]. The structure of distribution system is slightly changing
dueto thederegulation inpowersystemsandgovernment incentives
for renewable resources. In smart distribution systems the energy
ﬂow is not just in one direction from the transformer substation to
users as in passive systems. In this environment, customers have
higher access to system conditions, which helps them to have better
maintenance practices. To address the bidirectional ﬂow patterns
andonline smart functions in real-time frameworkofdaily operation
in the distribution system infrastructure, major upgrades in
communication structure are required [20,21]. These changes will
have signiﬁcant impact on the implementation of information
technology in distribution systems which conventionally entail
limited sensors and automation for data transfer.
Smart grids are often characterized in four layers: the distribu-
tion systemwith all physical elements, sensors and actuators, com-
munication system, and ﬁnally the management system. Advanced
distribution management system gives intelligence and smartness
to the system and is known as the brain of future distribution
systems [21].
In EU commission task force for smart grids [22], DSO is respon-
sible for operating, maintaining, and developing the distribution
system in the given area, where applicable, its interconnection
with other systems. Moreover, the DSO is responsible for regional
grid stability, integration of renewable sources at the distribution
level and regional load balancing [22]. In future electricity markets,
the responsibilities of the DSO resemble that of the transmission
grid of today [22].
Deployment of the microgrids concept plays a leading role in
establishing the evolution of conventional electrical grids toward
smart grids. Microgrid is a low voltage distribution system com-
prising various DERs, controllable loads and ESSs and operates as
a grid-connected system or as a controlled entity isolated from
the main distribution system. An example for isolated microgrids
is a low voltage regional network in a rural area [13,23].
Planning in the smart grid framework can be divided into three
different levels: synthesis optimization, design optimization and
operation optimization. In the ﬁrst two hierarchical process of
planning, the components that appear in a system, their connec-
tions, technical characteristics of them and the substances that en-
ter or exit each component are decided [10]. However, in this
model the main purpose is achieving the optimal operating sche-
dule in a system which has passed the previous two steps.
Renewable resources with intermittent nature are likely to be
intensively used in most smart grids. These resources, due to their
limited dispatchability, impose several challenges to the existing
distribution infrastructure and to the ISO [20]. In many regions of
the United States wind resources are considered as a must-take op-
tion for the ISO [20]. Variations in the production of renewable re-
sources hamper the competition for the owners of these units
when they participate in electricity markets [24]. The application
of energy storage technologies which are under development par-
tially alleviates the challenges that distribution systems face when
trying to increase the share of renewable energy resources. The
ability of storing considerable amounts of energy for several hours
can provide the necessary ﬂexibility for smoothing the output
power of intermittent resources [24].
Implementation of smart grids requires a comprehensive regula-
tory framework in addition to technology, market and commercial
consideration and information and communication technology.
The emerging communication technologies will face the challenges
of providing efﬁcient power routing for higher cooperation between
themembers and enabling the consumers tomanage their demand.
The smart grid needs to enable its stakeholders to beneﬁt from new
ways of engaging with each other and performing information and
energy exchange with each other in the market environment [1].
The purpose of the proposed model is to deﬁne a coordination pro-
cedure among many coordination procedures which might take
place in a smart grid, and to propose a realistic methodology for
maintenance scheduling in smart grids.
3. Problem formulation and methodology
In this section the formulation of the proposed method is dis-
cussed. As mentioned in the ﬁrst section of this article, the main
objective of the DSO in a smart distribution system is to determine
a day-ahead or a week-ahead unit commitment to minimize the
system operating cost while meeting the network security and
the producers’ constraints [7]. Similar methodologies and comput-
ing algorithms which are applied in transmission level, such as
load ﬂow and optimal power ﬂow are needed in distribution sys-
tem management [21].
In the centralized electricity framework, the system operator
determines the maintenance plan that fulﬁlls the requirement for
the desired reliability level throughout the planning horizon while
minimizing the operation cost of the system and imposes it to all
producers [2].
When addressing the system planning problems in competitive
environments, market participants’ aims must be considered, spe-
ciﬁcally the schedule of their own equipment maintenance. The
competitive nature of smart grids does not allow implementing a
single stage maintenance scheduling structure used in centralized
electricity networks. In such context, the producers that contribute
in supplying the electrical energy to consumers should submittheir mid-term maintenance outage plans to the system operator
for approval. Similarly the main concern of the ﬁrms that take part
in competitive markets, is obtaining the maximum beneﬁt by
increasing their proﬁts. However, it should not be forgotten that
the duties of the ISO which is in charge of maintaining the system
security and guarantying an adequate level of reliability through-
out the planning horizon cannot be overlooked.
In the proposed model, which is based on the idea that was ﬁrst
introduced in [6], the DSO considers the preference of producers
and transmission lines for their maintenance outages. In the con-
text of smart grids, the objective of the proposed method for form-
ing a coordination between mid-term maintenance scheduling of
generating units and transmission lines and short-term planning
in the operator’s level is to minimize operation costs over the
scheduling period while satisfying operation and security con-
straints. The symbols that are used in the objective function and
the constraints are introduced in the Nomenclature section. For
the sake of simplicity, uncertainty in the system data is not consid-
ered, i.e. the demand data and wind farm generation forecasts are
considered as known values. Forced outage rate of each generating
unit properly illustrates the availability of each unit and depends
on many factors mainly the previous maintenance experiences.
This parameter should be considered as an important factor when
generation scheduling is solved from the viewpoint of producers.
In this model the effect of forced outage rate for each generating
unit is included in the reserve constraint.
The DSO employs an approach to decide whether to permit,
deny, or adjust planned outage schedules submitted by generating
units and transmission lines in order to preserve the system secu-
rity, while optimally committing, dispatching and allocating re-
sources [25].
Each producer that might own several generating units solve
the corresponding maintenance scheduling problem individually
seeking their own proﬁt maximization, considering the relevant
constraints such as crew constraints [2]. The producers submit
their maintenance outage plans to the DSO while assigning higher
priorities to their preferred plans by offering payments to each
time period of their desired maintenance window. This payment
is in fact the penalty that producers can pay due to deteriorating
the system reliability and security. The DSO has also accepted
the risk of worsening the system reliability and security; therefore
it might be questioned from the consumers or penalized by the
higher supervisory organization. Each company suggests a set of
plans with different priorities distinguished by the prices that they
offer for each time period of outage in their preferred maintenance
outage interval.
Several terms are included in the coordination objective func-
tion (1) of the DSO. The cost of providing energy for customers
which is categorized as ﬁxed costs, production costs and start-up
costs of the producers is introduced in the objective function by
the ﬁrst three terms. The next two terms in the objective function
relate to the charge cost and the discharge beneﬁts for ESSs. The
inclusion of producers’ preference in operator’s decisions is dis-
played in the last two terms.
Min
XT
t¼1
PnG
i¼1
P
j2Di
CFijðtÞ utij hðtÞþ
PnG
i¼1
P
j2Di
CPijðtÞ Ptij hðtÞþ
PnG
i¼1
P
j2Di
CSij  stij
þP
ns
s¼1
PCs ðtÞ CCs ðtÞ hðtÞ
Pns
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P
j2Di
P
p2Pij
aijðpÞ UtijðpÞ  ð1xtijÞ
Pny
y¼1
P
p2Py
byðpÞ WtyðpÞ  ð1xtyÞ
2
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3
7777777775
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Besides minimizing the total operation cost of the system, the
preceding objective function maximizes the income of the system
operator from the maintenance scheduling procedure which comes
Fig. 1. One-line diagram for the 6-bus test system.
Table 2
Bus data.
Bus No. Max-voltage (pu) Min-voltage (pu)
1 1.05 0.95
2 1.15 0.85
3 1.15 0.85
4 1.10 0.91
5 1.01 0.97
6 1.07 0.88from its position as the regulatory section in smart grids. Addition-
ally, the producers are also positive about this scheduling policy,
because they can have their units in maintenance in their preferred
maintenance windows, determined according to their own con-
straints and objectives.
The way that the forced outage rate involves in the formulation
of the problem, depends on how the coordination procedure is de-
ﬁned and from which point of view the problem is seen. In this
case, planning in the layer of producers is ﬁnished. Producers in-
form the DSO about the probability that each unit might not be
available for service when required for the next scheduling time
horizon. DSO ensures a net reserve above a particular threshold
for all periods by considering constraint (2). Maintaining a speciﬁc
reserve for each time period throughout the scheduling time span
is one of the primary functions of the system operator [26].XnG
i¼1
X
j2Di
PMAXij  ð1 xtijÞ  ð1 FijÞ 
Xnl
l¼1
PDl ðtÞP MRðtÞ; 8t: ð2Þ
Constraint (3) ensures that each unit is maintained for the re-
quired number of time periods according to its submitted plan.
Continuity between the time periods of maintenance is necessary;
therefore, the operator adds this feature to the optimization prob-
lem when it considers constraint (4). Constraint (5) shows that a
unit which is in maintenance cannot be committed. Constraints
(6) and (7) enforce the logic of status change by deﬁning the rela-
tionship between online, start-up and shut-down binary decision
variables. Those units considered for maintenance in the following
time horizon were not in maintenance during the last time period
before the planning interval begins. However, the online state of
the generating units during the last time period of the previous
time horizon affects the start-up and shut-down status of the ﬁrstTable 1
Line data.
Line No. From bus To bus Zse
1 1 2 0
2 2 3 0
3 3 4 0
4 4 5 0
5 5 6 0
6 6 1 0.2
7 1 5 0.2
Sbase = 100 MVA, Vbase = 25 kV.time period. The value u0ij shows the online state of each generating
unit at this time period, and the planners need to know this value
for each generating unit.
XT
t¼1
ð1 xtijÞ ¼ Wij; 8i;8j 2 Di: ð3Þ
xt1ij  xtij 6 ð1 x
tþWij1
ij Þ 8i;8j 2 Di; t ¼ 2;3; . . . ; T: ð4Þ
utij þ ð1 xtijÞ 6 1; 8i;8j 2 Di;8t: ð5Þ
stij  dtij ¼ utij  ut1ij 8i;8j 2 Di;8t: ð6Þ
stij þ dtij 6 1 8i; 8j 2 Di;8t: ð7Þ
The active and reactive power that each online unit generates
should be within a range, the following two constraints refer to
this limitation of generating units.
utij  P
MIN
ij
6 Ptij 6 utij  P
MAX
ij
8i;8j 2 Di; 8t: ð8Þ
utij  Q
MIN
ij
6 Qtij 6 utij  Q
MAX
ij
8i;8j 2 Di; 8t: ð9Þ
Only one of the suggested outage plans might be selected by the
DSO (10), (11).
X
p2Pij
aijðpÞ 6 1 8i;8j 2 Di: ð10Þ
X
p2Py
byðpÞ 6 1 8y: ð11Þ
Eqs. (12) and (13) refer to active and reactive power ﬂow equa-
tions [27]. The limits for bus voltage magnitude and bus voltage
angle are shown in constraint (14) and (15) respectively. Eq. (16)
shows the relation between active, reactive and apparent power
passing through the lines. Constraint (17) refers to apparent power
limit of the lines, or in other words, the line thermal limits.
PgbðtÞ  PdbðtÞ ¼
Xnb
a¼1
Vtb  Vta  ðGba  cosðhtb  htaÞ
þ Bba  sinðhtb  htaÞÞ 8b;8t: ð12Þrial (pu) Yshunt (pu) Flow limit (MVA)
.0038 + j0.509 j0.0012 8.0
.0038 + j0.509 j0.0012 7.0
.0038 + j0.509 j0.0012 7.0
.0038 + j0.509 j0.0012 8.0
.0038 + j0.509 j0.0012 8.0
276 + j0.2961 j0.0025 9.0
603 + j0.7382 j0.0008 8.5
Fig. 2. Active demand for 6-bus test system. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 3. Reactive demand for 6-bus test system. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Table 4
Generator cost data (case 1).
Unit Fixed cost (€/h) Production cost (€/MWh) Start-up cost (€)
G1 61 37 98
G2 72 159 111
G3 63 32 18
G4 72 52 103
G5 85 182 76
Table 3
Generator technical data (case 1).
Unit Type Bus
No.
Pmax
(MW)
Pmin
(MW)
Qmax
(MVAR)
Qmin
(MVAR)
Maintenance
duration (h)
Forced
outage
rate
G1 Hydro
power
1 12 4 8 1 5 0.08
G2 Diesel
plant
2 8 2 5 0.5 4 0.1
G3 Wind
farm
3 9 4 4 0 – 0.05
G4 Biomass
plant
5 8 3 5 1.5 8 0.07
G5 Fuel cell 6 3 1.5 1.5 0 – 0.01QgbðtÞ  QdbðtÞ ¼
Xnb
a¼1
Vtb  Vta  ðGba  sinðhtb  htaÞ
Bba  cosðhtb  htaÞÞ 8b;8t:
ð13Þ
VMINb 6 V
t
b 6 V
MAX
b 8b;8t: ð14Þ
hMINb 6 h
t
b 6 h
MAX
b 8b;8t: ð15ÞðPtyÞ2 þ ðQtyÞ2 ¼ ðStyÞ2 8y;8t: ð16Þ
Sty 6 S
MAX
y 8y;8t: ð17Þ
The following constraint (18) indicates that the ESSs might only
experience one of the charging or discharging conditions during
each time period.
zts þ v ts 6 1 8s;8t: ð18Þ
The energy stored in ESS relates to its state during the previous
time interval and the amount of storage at the start of that period
(19).
Table 5
Offered maintenance plans (case 1).
Unit Priority
1
Offered
price
(€/h)
Priority
2
Offered
price
(€/h)
Priority
3
Offered
cost
(€/h)
Producer
1
G1 1–5 40 4–8 31 18–22 17
Producer
2
G2 3–6 52 21–24 43 18–21 11
G4 2–9 63 5–12 47 4–11 31
Table 6
Binary decision variables for online and start-up status.
Hours Online state Start-up state
G1 G2 G3 G4 G5 G1 G2 G3 G4 G5
1 1 1 0 1 0 1 0 0 0 0
2 1 0 0 1 0 0 0 0 0 0
3 1 0 0 1 0 0 0 0 0 0
4 1 0 1 0 0 0 0 1 0 0
5 1 0 1 0 0 0 0 0 0 0
6 1 0 1 0 0 0 0 0 0 0
7 1 1 1 0 0 0 1 0 0 0
8 1 1 1 0 0 0 0 0 0 0
9 1 1 1 0 0 0 0 0 0 0
10 1 1 1 0 0 0 0 0 0 0
11 1 1 1 0 0 0 0 0 0 0
12 1 0 1 1 0 0 0 0 1 0
13 1 1 0 1 0 0 1 0 0 0
14 1 1 0 1 0 0 0 0 0 0
15 1 1 0 1 0 0 0 0 0 0
16 1 1 0 1 0 0 0 0 0 0
17 1 1 0 1 0 0 0 0 0 0
18 0 1 1 1 1 0 0 1 0 1
19 0 1 1 1 1 0 0 0 0 0
20 0 1 1 1 1 0 0 0 0 0
21 0 1 1 1 1 0 0 0 0 0
22 0 1 1 1 1 0 0 0 0 0
23 1 0 0 1 1 1 0 0 0 0
24 1 0 0 1 0 0 0 0 0 0Estoreds ðtÞ ¼ Estoreds ðt  1Þ þ hðt  1Þ  ðgCs  PCs ðt  1Þ
 1
gDs
PDs ðt  1ÞÞ 8s; t ¼ 2;3; . . . ; T: ð19Þ
Energy storage devices are deﬁned by three parameters: storage
capacity (MWh), charge rate (MW) and discharge rates (MW). In
reality, the ESSs do not store all the received energy, and similarlyFig. 4. Active power production of generating units. (For interpretation of the referenc
article.)provide less energy in comparison to the amount of energy deple-
tion in the unit. These characteristics are modeled by charge efﬁ-
ciency and discharge efﬁciency. Constraints (20) and (21) model
the limitation of ESSs related to their discharge rate and charge
rate. The energy storage level in each ESS is limited by its capacity
and the minimum threshold for energy level (22).
1
gDs
 PDs ðtÞ 6 DRs  zts  hðtÞ 8s;8t: ð20Þ
gCs  PCs ðtÞ 6 CRs  v ts  hðtÞ 8s;8t: ð21Þ
EMINs 6 E
stored
s ðtÞ 6 EMAXs 8s;8t: ð22Þ
This problem is formulated as mixed-integer nonlinear pro-
gramming problems that can be solved using commercially avail-
able software [28].
4. Numerical results
In this section we analyze two case studies, a 6-bus test system
and its extension to a larger system with higher share for ESSs and
renewable resources, to examine the performance and the effec-
tiveness of the coordination procedure.
4.1. Case 1
Fig. 1 shows the one-line diagram of the 25-kV 6-bus distribu-
tion test system introduced in [18]. This test system includes ﬁve
generating units and seven lines. Table 1 displays the line data,
and gives the parameters such as lines’ serial impedance and the
value of the shunt capacitance which is deﬁned in the line model.
Table 2 refers to the limitations of voltage magnitude for each line.
The bus angle is considered as a variable changing between p and
p.
Loads 1–4 are respectively connected to buses 2, 3, 4 and 6.
Fig. 2 shows the active power demand variation of the loads during
the day on an hourly basis. Similarly the reactive power consump-
tion of the four loads is depicted in Fig. 3. The time horizon of the
study is 24 h, and the data tables are given in this frame.
Two main producers own the generating units; producer 1
owns units 1 and 3 and the rest of generating units belong to pro-
ducer 2. Table 3 shows the technical data of generating units, and
Table 4 gives the generators’ cost data.es to colour in this ﬁgure legend, the reader is referred to the web version of this
Fig. 5. Reactive power production of generating units. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this
article.)
Fig. 6. Share of each generating unit to supply demand (24 h). (For interpretation of
the references to colour in this ﬁgure legend, the reader is referred to the web
version of this article.)
Fig. 7. One-line diagram for the 9-bus test system.The effective supervision of the DSO is required to control and
analyze the maintenance plans submitted by the producers. This
is also an opportunity for the operator to reduce the cost by consid-
ering the payments that generating units propose for their pre-
ferred plans.
The two producers demonstrate their willingness to have the
generating units that they own in maintenance during their pre-
ferred time periods. Table 5 shows their offered plans and their
corresponding priority levels which are distinguished by the price
that they suggest for each hour.
The DSO receives these suggestions and has the authority to
modify, deny or accept them. From the viewpoint of the DSO, the
minimum operation cost considering the payments from genera-
tion companies from the viewpoint of the DSO is 36,096 Euros.
The ﬁnal maintenance plan which is mandatory for the market par-
ticipants for the day ahead agrees with the third priority of unit 1
for maintenance, ﬁrst priority of unit 2 and last priority of unit 4 for
its maintenance. The total payment to the DSO in the coordination
procedure during the scheduling time horizon of one day is 541
Euros.
The dispatch variables for this case during the 24 h of planning
are shown in Table 6. Figs. 4 and 5 refer to the contribution of each
unit in satisfying the active and reactive load demand. Wind units
are not dispatchable; therefore, the production forecast of the wind
unit in our test system is considered as known data. Inherited bin-
ary variables for the last time period of the previous scheduling
period affect the results and are considered in the simulation. It
is also worth noting that the difference between the sum of units’
production and the demand in active and reactive ﬁgures is due to
the line loss which is included in our model by considering the se-
rial impedance and the line shunt capacitance.
In Fig. 6 the share of each generating in supplying the energy
needs of the smart grid during the considered 24 h is displayed.
Single stage maintenance scheduling is common in conven-
tional power systems, and the ﬁnal plan is appointed as a ﬁxed
schedule by the operator. For this case study the proposed ap-
proach can provide about 17% of the active demand at each hour
as the system reserve for that period. However, the conventional
one stage maintenance scheduling can ensure more than 22% of
the active demand at each hour as the system reserve. One of the
main responsibilities of the DSO is to maintain the reliability of
the system at an acceptable level. Applying the proposed approach
in comparison to the conventional maintenance scheduling
Fig. 8. System demand (case 2). (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Table 7
Generator technical data (case 2).
Unit Type Bus
No.
Pmax
(MW)
Pmin
(MW)
Qmax
(MVAR)
Qmin
(MVAR)
Maintenance
duration (h)
Forced
outage
rate
G1 Fuel cell 6 8 2 5.5 1 – 0.01
G2 Hydro 1 10 3 6 2 13 0.11
G3 Biomass 2 9.5 3 5 0.5 7 0.015
G4 Solar 9 9 5 7.5 1 – 0.01
G5 Diesel 8 11 1 7 2 – 0.09
Table 8
Generator cost data (case 2).
Unit Fixed cost (€/h) Production cost (€/MWh) Start-up cost (€)
G1 73 101 72
G2 54 41 97
G3 42 56 94
G4 23 29 18
G5 77 136 117represents additional revenue for the DSO. The DSO has accepted
the risk of reducing the system reserve and consequently the reli-
ability deterioration in exchange for the excess income. This reve-
nue can be shared with system loads by means of reliability
dependant demand response programs. In fact, these are alterna-
tive ways to remunerate these loads acceptance of a lowering in
their energy supply quality level.4.2. Case 2
The 6-bus test system introduced in case 1 has been extended
to match to the characteristics of smart grids. The 9-bus test sys-
tem as shown in Fig. 7 has 12 lines with 5 generating units. The to-Table 9
ESSs’ technical and cost data.
ESSs Bus Capacity (MWh) Charge rate
(kW/h)
Discharge rate
(kW/h)
Charging
U1 7 2 630 510 0.92
U2 5 3 220 270 0.83
U3 3 2 530 157 0.93tal active and reactive demand during the 24 h of planning is
shown in Fig. 8.
The generating units’ technical and cost data are shown in Ta-
bles 7 and 8. The time horizon of the operation planning is 24 h.
In order to show the non-dispatchability feature of the solar unit,
this has been considered ofﬂine during hours 1–5 and 21–24. Three
ESSs are located in this system. The technical characteristics of
these units are shown in Table 9.
The maintenance plans with different priorities are submitted
by the generating units. In this case three priority levels are consid-
ered for units 2 and 3. Unit 2 pays 51 €/hour if its suggested plan
for maintenance during hours 12–24 achieves the acceptance,
and 33 €/hour for hours 5–17. Unit 2 does not have the third prior-
ity and this means that if its ﬁrst two desired plans are not ap-
proved, then it does not mind about other maintenance windows
determined by the DSO. Unit 3 submits all the three plans allowed
for each generating unit with their priority levels and the price that
it will pay if it is considered for outage during those periods. It pays
45, 32 and 26 €/hour respectively for hours 14–20, 12–18 and 6–
12.
The model is implemented using DICOPT under GAMS [29] on a
computer equipped with two Xeon X5450 processors, each one
with 4 cores, clocking at 3.0 GHz with 4 GB of RAM. The time re-
quired to attain the solution is 8.112 s. The results show that none
of the proposed maintenance windows by unit 2 are accepted. The
DSO decides hours 1–13 for maintenance of unit 2 which does not
ﬁt to any of the plans proposed by this unit. The most preferred
plan for unit 3 gains the acceptance. The total operation cost of
the distribution system is 48 251 €. Unit 3 has to pay 315 € in order
to beneﬁt from the coordination procedure and to be in mainte-
nance during its preferred time interval.
When intermittent resources receive higher share in smart
grids, the beneﬁts of ESSs can be easily understood. In this case
study, the ESSs charge and discharge many times as shown in
Fig. 9. During the hours that the system might experience shortageefﬁciency Discharging efﬁciency Charging cost
(€/MWh)
Discharging proﬁt
(€/MWh)
0.89 14 69
0.82 21 83
0.94 24 81
Fig. 9. The storage energy level during the scheduling period. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of
this article.)in providing energy, these units mostly prefer to discharge and as-
sist the grid in not asking for large amounts of energy. It can be
clearly seen in Fig. 9 that the ESSs do not charge signiﬁcantly dur-
ing the hours that the solar unit is unavailable.5. Conclusions and future work
Most of the models introduced in the literature deﬁne the gen-
eration scheduling plan as a single step procedure, without consid-
ering the need for data exchange between the producers and the
system operator. However, the methods that were based on coor-
dination between the members lacked the security consideration,
the main concern of the operators. Bilateral data exchange, the
technical basis for the coordination procedure, is available in smart
grids. In the proposed method the DSO solves the hourly unit com-
mitment, considering the AC power ﬂow security constraints and
reliability issues. In essence, the proposed method tries to intro-
duce effective legislation for maintenance planning in smart grids
by clearly deﬁning the main objective of each side.
This multiperiod optimal power ﬂow-based method increases
the revenue of the DSO while trying to remember the orientation
of producers toward maximum proﬁt by having their units online
during the high price periods. Minimizing the total system cost is
also the main objective of the operator included in the model.
The possible developments that will be discussed in our future
publications are the impact of stochastic factors such as load de-
mand ﬂuctuations, random forced outages of generating units
and network lines, system reconﬁguration due to the planned
and forced outages of the transmission lines. The deviation of gen-
erating units from their nominal power factor causes more stress
on the system and the units, and consequently affects the mainte-
nance costs. Therefore, this criterion can be included in the future
works to introduce a comprehensive outage planning module for
short-term generation scheduling.Acknowledgements
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