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Four conjectures in Nonlinear Analysis
BIAGIO RICCERI
Abstract. In this chapter, I formulate four challenging conjectures in Nonlinear Analysis. More
precisely: a conjecture on the Monge-Ampe`re equation; a conjecture on an eigenvalue problem; a conjecture
on a non-local problem; a conjecture on disconnectedness versus infinitely many solutions.
In this chapter, I intend to formulate four challenging conjectures in Nonlinear Analysis which have
their roots in certain results that I have obtained in the past years.
1. A conjecture on the Monge-Ampe`re equation
CONJECTURE 1.1. - Let Ω ⊂ Rn (n ≥ 2) be a non-empty open bounded set and let h : Ω → R be a
non-negative continuous function.
Then, each u ∈ C2(Ω) ∩ C1(Ω) satisfying in Ω the Monge-Ampe`re equation
det(D2u) = h
has the following property:
∇(Ω) ⊆ conv(∇(∂Ω)) .
This conjecture is motivated by [26] where I proved that it is true for n = 2. I am going to produce
such a proof here.
In what follows, Ω is a non-empty relatively compact and open set in a topological space E, with
∂Ω 6= ∅, and Y is a real locally convex Hausdorff topological vector space. Ω and ∂Ω denote the closure and
the boundary of Ω, respectively. Since Ω is compact, ∂Ω, being closed, is compact too.
Let us first recall some well-known definitions.
Let S be a subset of Y and let y0 ∈ S. As usual, we say that S is supported at y0 if there exists
ϕ ∈ Y ∗ \ {0} such that ϕ(y0) ≤ ϕ(y) for all y ∈ S. If this happens, of course y0 ∈ ∂S.
Further, extending a maximum principle definition for real-valued functions, a continuous function
f : Ω→ Y is said to satisfy the convex hull property in Ω (see [7], [13] and references therein) if
f(Ω) ⊆ conv(f(∂Ω)) ,
conv(f(∂Ω)) being the closed convex hull of f(∂Ω).
When dim(Y ) < ∞, since f(∂Ω) is compact, conv(f(∂Ω)) is compact too and so conv(f(∂Ω)) =
conv(f(∂Ω)).
A function ψ : Y → R is said to be quasi-convex if, for each r ∈ R, the set ψ−1(]−∞, r]) is convex.
Notice the following proposition:
PROPOSITION 1.1. - For each pair A,B of non-empty subsets of Y , the following assertions are
equivalent:
(a1) A ⊆ conv(B) .
(a2) For every continuous and quasi-convex function ψ : Y → R, one has
sup
A
ψ ≤ sup
B
ψ .
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PROOF. Let (a1) hold. Fix any continuous and quasi-convex function ψ : Y → R. Fix y˜ ∈ A. Then,
there is a net {yα} in conv(B) converging to y˜. So, for each α, we have yα =
∑k
i=1 λizi, where zi ∈ B,
λi ∈ [0, 1] and
∑k
i=1 λi = 1. By quasi-convexity, we have
ψ(yα) = ψ
(
k∑
i=1
λizi
)
≤ max
1≤i≤k
ψ(zi) ≤ sup
B
ψ
and so, by continuity,
ψ(y˜) = lim
α
ψ(yα) ≤ sup
B
ψ
which yields (a2).
Now, let (a2) hold. Let x0 ∈ A. If x0 6∈ conv(B), by the standard separation theorem, there would be
ψ ∈ Y ∗ \ {0} such that supconv(B) ψ < ψ(x0), against (a2). So, (a1) holds. △
Clearly, applying Proposition 1.1, we obtain the following one:
PROPOSITION 1.2. - For any continuous function f : Ω→ Y , the following assertions are equivalent:
(b1) f satisfies the convex hull property in Ω .
(b2) For every continuous and quasi-convex function ψ : Y → R, one has
sup
x∈Ω
ψ(f(x)) = sup
x∈∂Ω
ψ(f(x)) .
In view of Proposition 1.2, we now introduce the notion of convex hull-like property for functions defined
in Ω only.
DEFINITION 1.1. - A continuous function f : Ω→ Y is said to satisfy the convex hull-like property in
Ω if, for every continuous and quasi-convex function ψ : Y → R, there exists x∗ ∈ ∂Ω such that
lim sup
x→x∗
ψ(f(x)) = sup
x∈Ω
ψ(f(x)) .
We have
PROPOSITION 1.3. - Let g : Ω→ Y be a continuous function and let f = g|Ω.
Then, the following assertions are equivalent:
(c1) f satisfies the convex hull-like property in Ω .
(c2) g satisfies the convex hull property in Ω .
PROOF. Let (c1) hold. Let ψ : Y → R be any continuous and quasi-convex function. Then, by
Definition 1.1, there exists x∗ ∈ ∂Ω such that
lim sup
x→x∗
ψ(f(x)) = sup
x∈Ω
ψ(f(x)) .
But
lim sup
x→x∗
ψ(f(x)) = ψ(g(x∗))
and hence
sup
x∈∂Ω
ψ(g(x)) = sup
x∈Ω
ψ(g(x)) .
So, by Proposition 1.2, (c2) holds.
Now, let (c2) hold. Let ψ : Y → R be any continuous and quasi-convex function. Then, by Proposition
1.2, one has
sup
x∈∂Ω
ψ(g(x)) = sup
x∈Ω
ψ(g(x)) .
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Since ∂Ω is compact and ψ ◦ g is continuous, there exists x∗ ∈ ∂Ω such that
ψ(g(x∗)) = sup
x∈∂Ω
ψ(g(x)) .
But
ψ(g(x∗)) = lim
x→x∗
ψ(f(x))
and, by continuity again,
sup
x∈Ω
ψ(g(x)) = sup
x∈Ω
ψ(g(x))
and so
lim
x→x∗
ψ(f(x)) = sup
x∈Ω
ψ(f(x))
which yields (c1). △
The central result is as follows:
THEOREM 1.1. - For any continuous function f : Ω → Y , at least one of the following assertions
holds:
(i) f satisfies the convex hull-like property in Ω .
(ii) There exists a non-empty open set X ⊆ Ω, with X ⊆ Ω, satisfying the following property: for every
continuous function g : Ω→ Y , there exists λ˜ ≥ 0 such that, for each λ > λ˜, the set (g+λf)(X) is supported
at one of its points.
PROOF. Assume that (i) does not hold. So, we are assuming that there exists a continuous and
quasi-convex function ψ : Y → R such that
lim sup
x→z
ψ(f(x)) < sup
x∈Ω
ψ(f(x)) (1.1)
for all z ∈ ∂Ω.
In view of (1.1), for each z ∈ ∂Ω, there exists an open neighbourhood Uz of z such that
sup
x∈Uz∩Ω
ψ(f(x)) < sup
x∈Ω
ψ(f(x)) .
Since ∂Ω is compact, there are finitely many z1, ..., zk ∈ ∂Ω such that
∂Ω ⊆
k⋃
i=1
Uzi . (1.2)
Put
U =
k⋃
i=1
Uzi .
Hence
sup
x∈U∩Ω
ψ(f(x)) = max
1≤i≤k
sup
x∈Uzi∩Ω
ψ(f(x)) < sup
x∈Ω
ψ(f(x)) .
Now, fix a number r so that
sup
x∈U∩Ω
ψ(f(x)) < r < sup
x∈Ω
ψ(f(x)) (1.3)
and set
K = {x ∈ Ω : ψ(f(x)) ≥ r} .
Since f, ψ are continuous, K is closed in Ω. But, since K ∩U = ∅ and U is open, in view of (1.2), K is closed
in E. Hence, K is compact since Ω is so. By (1.3), we can fix x¯ ∈ Ω such that ψ(f(x¯)) > r. Notice that
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the set ψ−1(] −∞, r]) is closed and convex. So, thanks to the standard separation theorem, there exists a
non-zero continuous linear functional ϕ : Y → R such that
ϕ(f(x¯)) < inf
y∈ψ−1(]−∞,r])
ϕ(y) . (1.4)
Then, from (1.4), it follows
ϕ(f(x¯)) < inf
x∈Ω\K
ϕ(f(x)) .
Now, choose ρ so that
ϕ(f(x¯)) < ρ < inf
x∈Ω\K
ϕ(f(x))
and set
X = {x ∈ Ω : ϕ(f(x)) < ρ} .
Clearly, X is a non-empty open set contained in K. Now, let g : Ω→ Y be any continuous function. Set
λ˜ = inf
x∈X
ϕ(g(x)) − infz∈K ϕ(g(z))
ρ− ϕ(f(x))
.
Fix λ > λ˜. So, there is x0 ∈ X such that
ϕ(g(x0))− infz∈K ϕ(g(z))
ρ− ϕ(f(x0))
< λ .
From this, we get
ϕ(g(x0)) + λϕ(f(x0)) < λρ+ inf
z∈K
ϕ(g(z)) . (1.5)
By continuity and compactness, there exists xˆ ∈ K such that
ϕ(g(xˆ) + λf(xˆ)) ≤ ϕ(g(x)) + λf(x)) (1.6)
for all x ∈ K. Let us prove that xˆ ∈ X . Arguing by contradiction, assume that ϕ(f(xˆ)) ≥ ρ. Then, taking
(1.5) into account, we would have
ϕ(g(x0)) + λϕ(f(x0)) < λϕ(f(xˆ)) + ϕ(g(xˆ))
contradicting (1.6). So, it is true that xˆ ∈ X , and, by (1.6), the set (g + λf)(X) is supported at its point
g(xˆ) + λf(xˆ). △
An application of Theorem 1.1 shows a strongly bifurcating behaviour of certain equations in Rn.
THEOREM 1.2. - Let Ω be a non-empty bounded open subset of Rn and let f : Ω → Rn a continuous
function.
Then, at least one of the following assertions holds:
(d1) f satisfies the convex hull-like property in Ω .
(d2) There exists a non-empty open set X ⊆ Ω, with X ⊆ Ω, satisfying the following property: for every
continuous function g : Ω → Rn, there exists λ˜ ≥ 0 such that, for each λ > λ˜, there exist xˆ ∈ X and two
sequences {yk}, {zk} in Rn, with
lim
k→∞
yk = lim
k→∞
zk = g(xˆ) + λf(xˆ) ,
such that, for each k ∈ N, one has
(j) the equation
g(x) + λf(x) = yk
has no solution in X ;
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(jj) the equation
g(x) + λf(x) = zk
has two distinct solutions uk, vk in X such that
lim
k→∞
uk = lim
k→∞
vk = xˆ .
PROOF. Apply Theorem 1.1 with E = Y = Rn. Assume that (d1) does not hold. Let X ⊆ Ω be an
open set as in (ii) of Theorem 1.1. Fix any continuous function g : Ω→ Rn. Then, there is some λ˜ ≥ 0 such
that, for each λ > λ˜, there exists xˆ ∈ X such that the set (g + λf)(X) is supported at g(xˆ) + λf(xˆ). As we
observed at the beginning, this implies that g(xˆ)+λf(xˆ) lies in the boundary of (g+λf)(X). Therefore, we
can find a sequence {yk} in Rn \ (g + λf)(X) converging to g(xˆ) + λf(xˆ). So, such a sequence satisfies (j).
For each k ∈ N, denote by Bk the open ball of radius
1
k
centered at xˆ. Let k be such that Bk ⊆ X . The set
(g+λf)(Bk) is not open since its boundary contains the point g(xˆ)+λf(xˆ). Consequently, by the invariance
of domain theorem ([29], p. 705), the function g + λf is not injective in Bk. So, there are uk, vk ∈ Bk, with
uk 6= vk such that
g(uk) + λf(uk) = g(vk) + λf(vk) .
Hence, if we take
zk = g(uk) + λf(uk) ,
the sequences {uk}, {vk}, {zk} satisfy (jj) and the proof is complete. △
REMARK 1.1. - Notice that, in general, Theorem 1.2 is no longer true when f : Ω→ Rm with m > n.
In this connection, consider the case n = 1, m = 2, Ω =]0, pi[ and f(θ) = (cos θ, sin θ) for θ ∈ [0, pi]. So,
for each λ > 0, on the one hand, the function λf is injective, while, on the other hand, λf(]0, pi[) is not
contained in conv({f(0), f(pi)}).
If S ⊆ Rn is a non-empty open set, x ∈ S and h : S → Rn is a C1 function, we denote by det(Jh(x))
the Jacobian determinant of h at x.
A very recent and important result by J. Saint Raymond ([27]) states what follows (for anything con-
cerning the topological dimension we refer to [8]):
THEOREM 1.A ([27], Theorem 10). - Let A ⊆ Rn be a non-empty open set and ϕ : A → Rn a C1
function such that the topological dimension of the set
{x ∈ A : det(Jϕ(x)) = 0}
is not positive.
Then, the function ϕ is open.
A joint application of Theorem 1.1 and Theorem 1.A gives
THEOREM 1.3. - Let f : Ω→ Rn be a C1 function.
Then, at least one of the following assertions holds:
(a1) f satisfies the convex hull-like property in Ω .
(a2) There exists a non-empty open set X ⊆ Ω, with X ⊆ Ω, satisfying the following property: for every
continuous function g : Ω → Rn which is C1 in X, there exists λ˜ ≥ 0 such that, for each λ > λ˜, the
topological dimension of the set
{x ∈ X : det(Jg+λf (x)) = 0}
is greater than or equal 1.
PROOF. Assume that (a1) does not hold. Let X be an open set as in (ii) of Theorem 1.1. Let
g : Ω→ Rn be a continuous function which is C1 in X . Then, there is some λ˜ ≥ 0 such that, for each λ > λ˜,
there exists xˆ ∈ X such that the set (g + λf)(X) is supported at g(xˆ) + λf(xˆ). As already remarked, this
implies that g(xˆ)+λf(xˆ) ∈ ∂(g+λf)(X) and so (g+λf)(X) is not open. Now, (a2) is a direct consequence
of Theorem 1.A. △
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In turn, here is a consequence of Theorem 1.3 when n = 2.
THEOREM 1.4. - Let Ω be a non-empty bounded open set of R2, let h : Ω→ R be a continuous function
and let α, β : Ω→ R be two C1 functions such that |αxβy − αyβx|+ |h| > 0 and (αxβy − αyβx)h ≥ 0 in Ω.
Then, any C1 solution (u, v) in Ω of the system

uxvy − uyvx = h
βyux − βxuy − αyvx + αxvy = 0
(1.7)
satisfies the convex hull-like property in Ω.
PROOF. Arguing by contradiction, assume that (u, v) does not satisfy the convex hull-like property in
Ω. Then, by Theorem 1.3, applied taking f = (u, v) and g = (α, β), there exist λ > 0 and (xˆ, yˆ) ∈ Ω such
that
det(Jg+λf (xˆ, yˆ)) = 0 .
On the other hand, for each (x, y) ∈ Ω, we have
det(Jg+λf (x, y)) = (uxvy − uyvx)(x, y)λ
2 + (βyux − βxuy − αyvx + αxvy)(x, y)λ + (αxβy − αyβx)(x, y)
and hence
h(xˆ, yˆ)λ2 + (αxβy − αyβx)(xˆ, yˆ) = 0
which is impossible in view of our assumptions. △
Finally, taking Proposition 1.3 in mind, here is the proof of Conjecture 1.1 when n = 2:
THEOREM 1.5. - Let Ω be a non-empty bounded open subset of R2, let h : Ω → R be a continuous
non-negative function and let w ∈ C2(Ω) be a function satisfying in Ω the Monge-Ampe`re equation
wxxwyy − w
2
xy = h .
Then, the gradient of w satisfies the convex hull-like property in Ω.
PROOF. It is enough to observe that (wx, wy) is a C
1 solution in Ω of the system (1.7) with α(x, y) = −y
and β(x, y) = x and that such α, β satisfy the assumptions of Theorem 1.4. △
2. A conjecture on an eigenvalue problem
CONJECTURE 2.1. - Let n ≥ 2 and let Ω = {x ∈ Rn : a < |x| < b}, with 0 < a < b.
Then, there exists λ > 0 such that the problem{
∆u = λ sinu in Ω
u = 0 on ∂Ω
has at least one non-zero classical solution.
The above conjecture has its roots in Pohozaev identity ([19]). Let me recall it.
So, let Ω ⊂ Rn be a smooth bounded domain, and let f : R→ R be a continuous function. Put
F (ξ) =
∫ ξ
0
f(t)dt
for all ξ ∈ R. For λ > 0, consider the problem
{
−∆u = λf(u) in Ω
u = 0 on ∂Ω .
(Pλf )
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In the sequel, a classical solution of problem (Pλf ) is any u ∈ C2(Ω) ∩ C1(Ω), zero on ∂Ω, satisfying the
equation pointwise in Ω. Set
Λf = {λ > 0 : (Pλf ) has a non-zero classical solution} .
When n ≥ 2, the Pohozaev identity tells us that, if u is a classical solution of (Pλf ), then one has
2− n
2
∫
Ω
|∇u(x)|2dx+ nλ
∫
Ω
F (u(x))dx =
1
2
∫
∂Ω
|∇u(x)|2x · ν(x)ds (2.1)
where ν denotes the unit outward normal to ∂Ω.
From (2.1), in particular, it follows that, if Ω is star-shaped with respect to 0 (so x · ν(x) ≥ 0 on ∂Ω),
then the set Λf is empty in the two following cases:
(a) f(ξ) = |ξ|p−2ξ with n ≥ 3 and p ≥ 2n
n−2 ;
(b) supξ∈R F (ξ) = 0 .
A natural question arises: what about problem (Pλf ) in cases (a) and (b) when Ω is not star-shaped ?
It is very surprising to realize that, while a great amount of research has been produced on case (a) (see,
for instance, [1]-[5], [12], [14], [17], [18]), apparently the only papers dealing with case (b) are [9]-[11], [23].
In [11], the following result has been pointed out:
THEOREM 2.1. - Let n ≥ 2 and Ω = {x ∈ Rn : a < |x| < b} with 0 < a < b.
Then for every continuous function f : R→ R, with supξ∈R F (ξ) = 0, and every λ > 0, problem (Pλf )
has no radially symmetric non-zero classical solutions.
PROOF. Let f : R → R be a continuous function, with supξ∈R F (ξ) = 0, let λ > 0, and let u be a
radially symmetric classical solution of (Pλf ). Then

−(rn−1u′(r))′ = λrn−1f(u(r)) for r ∈ (a, b)
u(a) = u(b) = 0 ,
that is 

u′′(r) + n−1
r
u′(r) + λf(u(r)) = 0 for r ∈ (a, b)
u(a) = u(b) = 0 .
(2.2)
Multiplying both sides of the equation in (2.2) by u′, we have
u′′(r)u′(r) +
n− 1
r
(u′(r))2 + λf(u(r))u′(r) = 0 (2.3)
for all r ∈ (a, b). Let r1 ∈ (a, b) be such that u′(r1) = 0. Define
Ir1(r) =
1
2
|u′(r)|
2
+ (n− 1)
∫ r
r1
(u′(t))2
t
dt+ λF (u(r))
for all r ∈ [a, b]. Then (2.3) shows that I ′r1(r) = 0 for all r ∈ (a, b) and so, for some c ∈ R, one has
Ir1(r) = c
for all r ∈ [a, b]. Since
Ir1(r1) = 0 + 0 + λF (u(r1)) ≤ 0 ,
we have c ≤ 0. On the other hand, since
Ir1(b) =
1
2
|u′(b)|2 + (n− 1)
∫ b
r1
(u′(t))2
t
dt+ 0 ≥ 0 ,
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have c ≥ 0, and so c = 0. In particular Ir1(b) = 0, which implies u
′(b) = 0, and consequently u(r) = 0 for all
r ∈ [a, b], as claimed. △
REMARK 2.1. - It is important to note the drastic difference between cases (a) and (b) enlighted by
Theorem 2.1 when Ω is an annulus. Actually, in this case, it was remarked in [13] that the problem
{
−∆u = λ|u|p−2u in Ω
u = 0 on ∂Ω
has radially symmetric non-zero classical solutions for p ≥ 2n
n−2 (n ≥ 3), and λ > 0.
Now, I recall a very general result proved in [23].
For any real Hilbert space X , denote by AX the set of all C1 functionals I : X → R such that 0 is a
global maximum of I and I ′ is Lipschitzian with Lipschitz constant less than 1. Set
γX = inf
I∈AX
inf{λ > 0 : x = λI ′(x) for some x 6= 0} .
We have:
THEOREM 2.2. - For any real Hilbert space (X, 〈·, ·〉), with X 6= {0}, one has
γX = 3 .
We first prove
PROPOSITION 2.1. - One has
γR = 3 .
PROOF. Let I0 ∈ AR and let L < 1 be the Lipschitz constant of I ′0. Set
I = I0 − I0(0) .
Fix λ ∈]0, 3]. Let us prove that 0 is the only solution of the equation
x = λI ′(x) .
Arguing by contradiction, assume that
x0 = λI
′(x0)
for some x0 6= 0. It is not restrictive to assume that x0 > 0 (otherwise, we would work with I
′(−x)).
Consider now the function g : R→ R defined by
g(x) =


−x
2
2 if x <
x0
3
x2
2 −
2x0x
3 +
x20
9 if
x0
3 ≤ x ≤ x0
−x
2
2 +
4x0x
3 −
8x20
9 if x0 > x .
Clearly, g ∈ C1(R). Let x > 0 with x 6= x0. Let us prove that
g′(x) < I ′(x) .
We distinguish two cases. If 0 < x ≤ x03 , We have
g′(x) = −x < −Lx ≤ I ′(x) .
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If x > x03 , We have
g′(x) =
x0
3
− |x− x0| <
x0
3
− L|x− x0| =
λI ′(x0)
3
− L|x− x0| ≤ I
′(x0)− L|x− x0| ≤ I
′(x) .
So, in particular, we get
I
(
4x0
3
)
=
∫ 4x0
3
0
I ′(x)dx >
∫ 4x0
3
0
g′(x)dx = g
(
4x0
3
)
= 0
which contradicts the fact that the function I is non-positive, since 0 is a global maximum of I0. From what
we have just proven, it clearly follows that
3 ≤ γR .
Now, fix any µ > 1. Continue to consider the function g defined above (for a fixed x0 > 0). Clearly, the
function 1
µ
g belongs to AR and
x0 = 3µ
g(x0)
µ
.
Of course, from this we infer that
γR ≤ 3µ
and the conclusion clearly follows. △
Proof of Theorem 2.2. First, let us prove that
γX ≤ 3 . (2.4)
To this end, fix any ϕ ∈ AR and any λ > 0 such that
t = λϕ′(t)
for some t 6= 0. Fix also u ∈ X , with ‖u‖ = 1, and consider the functional I defined by putting
I(x) = ϕ(〈u, x〉)
for all x ∈ X . It is readily seen that I ∈ AX . In particular, note that
I ′(x) = ϕ′(〈u, x〉)u .
Finally, set
xˆ = λϕ(t)u .
Of course, xˆ 6= 0. Since
〈u, xˆ〉 = λϕ′(t)
we also have
〈u, xˆ〉 = t
and so
xˆ = λI ′(xˆ) .
From this, it clearly follows that
γX ≤ γR
and so (2.4) follows now from Proposition 2.1.
Now, let us prove that
3 ≤ γX . (2.5)
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To this end, fix I ∈ AX , λ > 0 and x ∈ X \ {0} such that
x = λI ′(x) . (2.6)
Then, consider the function ϕ : R→ R defined by
ϕ(t) = I
(
tx
‖x‖
)
for all t ∈ R. Clearly, 0 is a global maximum for ϕ. Moreover, ϕ ∈ C1(R) and one has
ϕ′(t) =
〈
I ′
(
tx
‖x‖
)
,
x
‖x‖
〉
.
Therefore, if L is the Lipschitz constant of I ′, for each t, s ∈ R, we have
|ϕ′(t)− ϕ′(s)| =
∣∣∣∣
〈
I ′
(
tx
‖x‖
)
− I ′
(
sx
‖x‖
)
,
x
‖x‖
〉∣∣∣∣
≤
∥∥∥∥I ′
(
tx
‖x‖
)
− I ′
(
sx
‖x‖
)∥∥∥∥ ≤ L|t− s| .
This shows that ϕ′ is a contraction, and so ϕ ∈ AR. Now, from (2.6), we get
‖x‖ = λ
〈
I ′(x),
x
‖x‖
〉
that is
‖x‖ = λϕ′(‖x‖) .
From this, we infer that
γR ≤ γX .
So (2.5) follows from Proposition 2.1, and the proof is complete. △
Now, for each L > 0, denote by CL the class of all Lipschitzian functions f : R → R, with Lipschitz
constant L, such that f(0) = 0 and supξ∈R F (ξ) = 0. Also denote by λ1 the first eigenvalue of the problem
{
−∆u = λu in Ω
u = 0 on ∂Ω .
From Theorem 2.2, it directly follows that
inf
f∈CL
inf Λf ≥
3λ1
L
.
In [10], X. L. Fan obtained the finer inequality
inf
f∈CL
inf Λf >
3λ1
L
.
Conjecture 2.1 says that Λf 6= ∅ for f(ξ) = − sin ξ, Ω being an annulus. Due to what precedes, if
Conjecture 2.1 is true, then λ must necessarily be larger than 3λ1.
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3. A conjecture on a non-local problem
CONJECTURE 3.1. - Let a ≥ 0, b > 0 and let Ω ⊂ Rn be a smooth bounded domain, with n > 4.
Then, for each λ > 0 large enough and for each convex set C ⊆ L2(Ω) whose closure in L2(Ω) contains
H10 (Ω), there exists v
∗ ∈ C such that the problem


−
(
a+ b
∫
Ω |∇u(x)|
2dx
)
∆u = |u|
4
n−2u+ λ(u − v∗(x)) in Ω
u = 0 on ∂Ω
has at least three weak solutions, two of which are global minima in H10 (Ω) of the functional
u→
a
2
∫
Ω
|∇u(x)|2dx+
b
4
(∫
Ω
|∇u(x)|2dx
)2
−
n− 2
2n
∫
Ω
|u(x)|
2n
n−2 dx−
λ
2
∫
Ω
|u(x)− v∗(x)|2dx .
Conjecture 3.1 comes from the results I have obtained in [25]. I am going to reproduce them here.
Let a, b,Ω be as in Conjecture 3.1.
On the Sobolev space H10 (Ω), we consider the scalar product
〈u, v〉 =
∫
Ω
∇u(x)∇v(x)dx
and the induced norm
‖u‖ =
(∫
Ω
|∇u(x)|2dx
) 1
2
.
Denote by A the class of all Carathe´odory functions f : Ω×R→ R such that
sup
(x,ξ)∈Ω×R
|f(x, ξ)|
1 + |ξ|p
< +∞ (3.1)
for some p ∈
]
0, n+2
n−2
[
.
Moreover, denote by A˜ the class of all Carathe´odory functions g : Ω×R→ R such that
sup
(x,ξ)∈Ω×R
|g(x, ξ)|
1 + |ξ|q
< +∞ (3.2)
for some q ∈
]
0, 2
n−2
[
.
Furthermore, denote by Aˆ the class of all functions h : Ω×R→ R of the type
h(x, ξ) = f(x, ξ) + α(x)g(x, ξ)
with f ∈ A, g ∈ A˜ and α ∈ L2(Ω). For each h ∈ Aˆ, define the functional Ih : H10 (Ω)→ R, by putting
Ih(u) =
∫
Ω
H(x, u(x))dx
for all u ∈ H10 (Ω), where
H(x, ξ) =
∫ ξ
0
h(x, t)dt
for all (x, ξ) ∈ Ω×R.
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By classical results (involving the Sobolev embedding theorem), the functional Ih turns out to be
sequentially weakly continuous, of class C1, with compact derivative given by
I ′h(u)(w) =
∫
Ω
h(x, u(x))w(x)dx
for all u,w ∈ H10 (Ω).
Now, recall that, given h ∈ Aˆ, a weak solution of the problem
{
−
(
a+ b
∫
Ω
|∇u(x)|2dx
)
∆u = h(x, u) in Ω
u = 0 on ∂Ω
is any u ∈ H10 (Ω) such that(
a+ b
∫
Ω
|∇u(x)|2dx
)∫
Ω
∇u(x)∇w(x)dx =
∫
Ω
h(x, u(x))w(x)
for all w ∈ H10 (Ω). Let Φ : H
1
0 (Ω)→ R be the functional defined by
Φ(u) =
a
2
‖u‖2 +
b
4
‖u‖4
for all u ∈ H10 (Ω).
Hence, the weak solutions of the problem are precisely the critical points in H10 (Ω) of the functional
Φ− Ih which is said to be the energy functional of the problem.
The central result is as follows:
THEOREM 3.1. - Let n ≥ 4, let f ∈ A and let g ∈ A˜ be such that the set{
x ∈ Ω : sup
ξ∈R
|g(x, ξ)| > 0
}
has a positive measure.
Then, there exist λ∗ ≥ 0 such that, for each λ > λ∗ and each convex set C ⊆ L2(Ω) whose closure in
L2(Ω) contains the set {G(·, u(·)) : u ∈ H10 (Ω)}, there exists v
∗ ∈ C such that the problem
{
−
(
a+ b
∫
Ω |∇u(x)|
2dx
)
∆u = f(x, u) + λ(G(x, u)− v∗(x))g(x, u) in Ω
u = 0 on ∂Ω
has at least three weak solutions, two of which are global minima in H10 (Ω) of the functional
u→
a
2
∫
Ω
|∇u(x)|2dx+
b
4
(∫
Ω
|∇u(x)|2dx
)2
−
∫
Ω
F (x, u(x))dx −
λ
2
∫
Ω
|G(x, u(x)) − v∗(x)|2dx .
If, in addition, the functional
u→
a
2
∫
Ω
|∇u(x)|2dx+
b
4
(∫
Ω
|∇u(x)|2dx
)2
−
∫
Ω
F (x, u(x))dx
has at least two global minima in H10 (Ω) and the function G(x, ·) is strictly monotone for all x ∈ Ω, then
λ∗ = 0.
The main tool we use to prove Theorem 3.1 is Theorem 3.C below which, in turn, is a direct consequence
of two other results recently established in [24].
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To state Theorem 3.C in a compact form, we now introduce some notations.
Here and in what follows, X is a non-empty set, V, Y are two topological spaces, y0 is a point in Y .
We denote by G the family of all lower semicontinuous functions ϕ : Y → [0,+∞[, with ϕ−1(0) = {y0},
such that, for each neighbourhood U of y0, one has
inf
Y \U
ϕ > 0 .
Moreover, denote by H the family of all functions Ψ : X × V → Y such that, for each x ∈ X , Ψ(x, ·)
is continuous, injective, open, takes the value y0 at a point vx and the function x → vx is not constant.
Furthermore, denote by M the family of all functions J : X → R whose set of all global minima (noted by
MJ) is non-empty.
Finally, for each ϕ ∈ G, Ψ ∈ H and J ∈M, put
θ(ϕ,Ψ, J) = inf
{
J(x)− J(u)
ϕ(Ψ(x, vu))
: (u, x) ∈MJ ×X with vx 6= vu
}
.
When X is a topological space, a function ψ : X → R is said to be inf-compact if ψ−1(]−∞, r]) is compact
for all r ∈ R.
THEOREM 3.A ([24], Theorem 3.1). - Let ϕ ∈ G, Ψ ∈ H and J ∈ M.
Then, for each λ > θ(ϕ,Ψ, J), one has
sup
v∈V
inf
x∈X
(J(x) − λϕ(Ψ(x, v))) < inf
x∈X
sup
z∈X
(J(x) − λϕ(Ψ(x, vz))) .
THEOREM 3.B ([24], Theorem 3.2). - Let X be a topological space, E a real Hausdorff topological vector
space, C ⊆ E a convex set, f : X ×C → R a function which is lower semicontinuous and inf-compact in X,
and upper semicontinuous and concave in C. Assume also that
sup
v∈C
inf
x∈X
f(x, v) < inf
x∈X
sup
v∈C
f(x, v) .
Then, there exists v∗ ∈ C such that the function f(·, v∗) has at least two global minima.
THEOREM 3.C. - Let ϕ ∈ G, Ψ ∈ H and J ∈M. Moreover, assume that X is a topological space, that
V is a real Hausdorff topological vector space and that ϕ(Ψ(x, ·)) is convex and continuous for each x ∈ X.
Finally, let λ > θ(ϕ,Ψ, J) and let C ⊆ V a convex set, with {vx : x ∈ X} ⊆ C, such that the function
x→ J(x)− λϕ(Ψ(x, v)) is lower semicontinuous and inf-compact in X for all v ∈ C.
Under such hypotheses, there exist v∗ ∈ C such that the function x→ J(x) − λϕ(Ψ(x, v∗)) has at least
two global minima in X.
PROOF. Set
D = {vx : x ∈ X}
and, for each (x, v) ∈ X × V , put
f(x, v) = J(x) − λϕ(Ψ(x, v)) .
Theorem 3.A ensures that
sup
v∈V
inf
x∈X
f(x, v) < inf
x∈X
sup
v∈D
f(x, v) . (3.3)
But, since f(x, ·) is continuous and D ⊆ C, we have
sup
v∈D
f(x, v) = sup
v∈D
f(x, v) ≤ sup
v∈C
f(x, v) = sup
v∈C
f(x, v)
for all x ∈ X , and hence, from (3.3), it follows that
sup
v∈C
inf
x∈X
f(x, v) < inf
x∈X
sup
v∈D
f(x, v) ≤ inf
x∈X
sup
v∈C
f(x, v) .
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At this point, the conclusion follows applying Theorem 3.B to the restriction of the function f to X × C.△
Proof of Theorem 3.1. For each λ ≥ 0, v ∈ L2(Ω), consider the function hλ,v : Ω×R→ R defined by
hλ,v(x, ξ) = f(x, ξ) + λ(G(x, ξ) − v(x))g(x, ξ)
for all (x, ξ) ∈ Ω×R. Clearly, the function hλ,v lies in Aˆ and
Hλ,v(x, ξ) = F (x, ξ) +
λ
2
(
|G(x, ξ) − v(x)|2 − |v(x)|2
)
.
So, the weak solutions of the problem are precisely the critical points in H10 (Ω) of the functional Φ− Ihλ,v .
Moreover, if p ∈
]
0, n+2
n−2
[
and q ∈
]
0, 2
n−2
[
are such that (3.1) and (3.2) hold, for some constant cλ,v, we
have ∫
Ω
|Hλ,v(x, u(x))|dx ≤ cλ,v
(∫
Ω
|u(x)|p+1 +
∫
Ω
|u(x)|2(q+1)dx+ 1
)
for all u ∈ H10 (Ω). Therefore, by the Sobolev embedding theorem, for a constant c˜λ,v, we have
Φ(u)− Ihλ,v (u) ≥
b
4
‖u‖4 − c˜λ,v(‖u‖
p+1 + ‖u‖2(q+1) + 1) (3.4)
for all u ∈ H10 (Ω). On the other hand, since n ≥ 4, one has
max{p+ 1, 2(q + 1)} <
2n
n− 2
≤ 4 .
Consequently, from (3.4), we infer that
lim
‖u‖→+∞
(Φ(u)− Ihλ,v (u)) = +∞ . (3.5)
Since the functional Φ− Ihλ,v is sequentially weakly lower semicontinuous, by the Eberlein-Smulyan theorem
and by (3.5), it follows that it is inf-weakly compact.
Now, we are going to apply Theorem 3.C takingX = H10 (Ω) with the weak topology and V = Y = L
2(Ω)
with the strong topology, and y0 = 0. Also, we take
ϕ(w) =
1
2
∫
Ω
|w(x)|2dx
for all w ∈ L2(Ω). Clearly, ϕ ∈ G. Furthermore, we take
Ψ(u, v)(x) = G(x, u(x)) − v(x)
for all u ∈ H10 (Ω), v ∈ L
2(Ω), x ∈ Ω. Clearly, Ψ(u, v) ∈ L2(Ω), Ψ(u, ·) is a homeomorphism, and we have
vu(x) = G(x, u(x)) .
We show that the map u→ vu is not constant in H10 (Ω). For each x ∈ Ω, set
α(x) = inf
ξ∈R
G(x, ξ)
and
β(x) = sup
ξ∈R
G(x, ξ) .
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Since G is a Carathe´odory is continuous, we have
α(x) = inf
ξ∈Q
G(x, ξ)
and
β(x) = sup
ξ∈Q
G(x, ξ) ,
and so the functions α, β are measurable. Set
A = {x ∈ Ω : α(x) < β(x)} .
Clearly, we have
A =
{
x ∈ Ω : sup
ξ∈R
|g(x, ξ)| > 0
}
.
Hence, by assumption, meas(A) > 0. Then, by the classical Scorza-Dragoni theorem ([6], Theorem 2.5.19),
there exists a compact set K ⊂ A, of positive measure, such that the restriction of G to K×R is continuous.
Fix a point x˜ ∈ K such that the intersection of K and any ball centered at x˜ has a positive measure. Next,
fix ξ1, ξ2 ∈ R such that
G(x˜, ξ1) < G(x˜, ξ2) .
By continuity, there is a closed ball B(x˜, r) such that
G(x, ξ1) < G(x, ξ2)
for all x ∈ K ∩ B(x˜, r). Finally, consider two functions u1, u2 ∈ H10 (Ω) which are constant in K ∩ B(x˜, r).
So, we have
G(x, u1(x)) < G(x, u2(x))
for all x ∈ K ∩ B(x˜, r). Hence, as meas(K ∩ B(x˜, r)) > 0, we infer that vu1 6= vu2 , as claimed. As a
consequence, Ψ ∈ H. Of course, ϕ(Ψ(u, ·)) is continuous and convex for all u ∈ X . Finally, take
J = Φ− If .
Clearly, J ∈ M. So, for what seen above, all the assumptions of Theorem 3.C are satisfied. Consequently,
if we take
λ∗ = θ(ϕ,Ψ, J) (3.6)
and fix λ > λ∗ and a convex set C ⊆ L2(Ω) whose closure in L2(Ω) contains the set {G(·, u(·)) : u ∈ H10 (Ω)},
there exists v∗ ∈ C such that the functional Φ− Ihλ,v∗ has at least two global minima in H
1
0 (Ω) which are,
therefore, weak solutions of the problem. To guarantee the existence of a third solution, denote by k the
inverse of the restriction of the function at+ bt3 to [0,+∞[. Let T : X → X be the operator defined by
T (w) =


k(‖w‖)
‖w‖ w if w 6= 0
0 if w = 0 ,
Since k is continuous and k(0) = 0, the operator T is continuous in X . For each u ∈ X \ {0}, we have
T (Φ′(u)) = T ((a+ b‖u‖2)u) =
k((a+ b‖u‖2)‖u‖)
(a+ b‖u‖2)‖u‖
(a+ b‖u‖2)u =
‖u‖
(a+ b‖u‖2)‖u‖
(a+ b‖u‖2)u = u .
In other words, T is a continuous inverse of Φ′. Then, since I ′hλ,v∗ is compact, the functional Φ − Ihλ,v∗
satisfies the Palais-Smale condition ([30], Example 38.25) and hence the existence of a third critical point of
the same functional is assured by Corollary 1 of [20].
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Finally, assume that the functional Φ − If has at least two global minima, say uˆ1, uˆ2. Then, the set
D := {x ∈ Ω : uˆ1(x) 6= uˆ2(x)} has a positive measure. By assumption, we have
G(x, uˆ1(x)) 6= G(x, u2(x))
for all x ∈ D, and so vuˆ1 6= vuˆ2 . Then, by definition, we have
0 ≤ θ(ϕ,Ψ, J) ≤
J(uˆ1)− J(uˆ2)
ϕ(Ψ(uˆ1, vuˆ2))
= 0
and so λ∗ = 0 in view of (3.6). △
Notice the following corollary of Theorem 3.1:
COROLLARY 3.1. - Let n ≥ 4, let ν ∈ R and let p ∈
]
0, n+2
n−2
[
.
Then, for each λ > 0 large enough and for each convex set C ⊆ L2(Ω) whose closure in L2(Ω) contains
H10 (Ω), there exists v
∗ ∈ C such that the problem
{
−
(
a+ b
∫
Ω |∇u(x)|
2dx
)
∆u = ν|u|p−1u+ λ(u− v∗(x)) in Ω
u = 0 on ∂Ω
has at least three solutions, two of which are global minima in H10 (Ω) of the functional
u→
a
2
∫
Ω
|∇u(x)|2dx+
b
4
(∫
Ω
|∇u(x)|2dx
)2
−
ν
p+ 1
∫
Ω
|u(x)|p+1dx−
λ
2
∫
Ω
|u(x)− v∗(x)|2dx .
PROOF. Apply Theorem 3.1 taking f(x, ξ) = |ξ|p−1ξ and g(x, ξ) = 1. △
REMARK 3.1. - In Theorem 3.1, the assumption made on g (besides g ∈ A˜) is essential. Indeed, if
g = 0, for f = 0 (which is an allowed choice), the problem would have the zero solution only.
REMARK 3.2. - The assumption n ≥ 4 is likewise essential. Indeed, Corollary 3.1 does not hold if
n = 3. To see this, take p = 4 (which, when n = 3, is compatible with the condition p < n+2
n−2 ) and observe
that the corresponding energy functional is unbounded below.
Besides Corollary 3.1, among the consequences of Theorem 3.1, we highlight the following
THEOREM 3.2. - Let n ≥ 4, let f ∈ A and let g ∈ A˜ be such the set{
x ∈ Ω : sup
ξ∈R
F (x, ξ) > 0
}
has a positive measure. Moreover, assume that, for each x ∈ Ω, f(x, ·) is odd, g(x, ·) is even and G(x, ·) is
strictly monotone.
Then, for each λ > 0, there exists µ∗ > 0 such that, for each µ > µ∗ and for each convex set C ⊆ L2(Ω)
whose closure in L2(Ω) contains the set {G(·, u(·)) : u ∈ H10 (Ω)}, there exists v
∗ ∈ C such that the problem
{
−
(
a+ b
∫
Ω |∇u(x)|
2dx
)
∆u = µf(x, u)− λv∗(x)g(x, u) in Ω
u = 0 on ∂Ω
has at least three weak solutions, two of which are global minima in H10 (Ω) of the functional
u→
a
2
∫
Ω
|∇u(x)|2dx+
b
4
(∫
Ω
|∇u(x)|2dx
)2
− µ
∫
Ω
F (x, u(x))dx + λ
∫
Ω
v∗(x)G(x, u(x))dx .
16
PROOF. Set
D =
{
x ∈ Ω : sup
ξ∈R
F (x, ξ) > 0
}
.
By assumption, meas(D) > 0. Then, by the Scorza-Dragoni theorem, there exists a compact set K ⊂ D, of
positive measure, such that the restriction of F to K ×R is continuous. Fix a point xˆ ∈ K such that the
intersection of K and any ball centered at xˆ has a positive measure. Choose ξˆ ∈ R so that F (xˆ, ξˆ) > 0. By
continuity, there is r > 0 such that
F (x, ξˆ) > 0
for all x ∈ K ∩B(xˆ, r). Set
M = sup
(x,ξ)∈Ω×[−|ξˆ|,|ξˆ|]
|F (x, ξ)| .
Since f ∈ A, we have M < +∞. Next, choose an open set Ω˜ such that
K ∩B(xˆ, r) ⊂ Ω˜ ⊂ Ω
and
meas(Ω˜ \ (K ∩B(xˆ, r)) <
∫
K∩B(xˆ,r) F (x, ξˆ)dx
M
.
Finally, choose a function u˜ ∈ H10 (Ω) such that
u˜(x) = ξˆ
for all x ∈ K ∩B(x, r),
u˜(x) = 0
for all x ∈ Ω \ Ω˜ and
|u˜(x)| ≤ |ξˆ|
for all x ∈ Ω. Thus, we have
∫
Ω
F (x, u˜(x))dx =
∫
K∩B(xˆ,r)
F (x, ξˆ)dx+
∫
Ω˜\(K∩B(xˆ,r)
F (x, u˜(x))dx
>
∫
K∩B(xˆ,r)
F (x, ξˆ)dx−Mmeas(Ω˜ \ (K ∩B(xˆ, r)) > 0 .
Now, fix any λ > 0 and set
µ∗ =
Φ(u˜) + λ2 IGg(u˜)
If (u˜)
.
Fix µ > µ∗. Hence
Φ(u˜)− µIf (u˜) +
λ
2
IGg(u˜) < 0 .
From this, we infer that the functional Φ− µIf +
λ
2 IGg possesses at least to global minima since it is even.
At this point, we can apply Theorem 3.1 to the functions g and µf − λGg. Our current conclusion follows
from the one of Theorem 3.1 since we have λ∗ = 0 and hence we can take the same fixed λ > 0. △
4. A conjecture on disconnectedness versus infinitely many solutions
CONJECTURE 4.1. - Let Ω ⊂ Rn be a smooth bounded domain, with n ≥ 3. Let τ be the strongest
vector topology on H10 (Ω).
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Then, there exists a continuous function f : R→ R, with
sup
ξ∈R
|f(ξ)|
1 + |ξ|
n+2
n−2
< +∞ ,
such that the set {
(u, v) ∈ H10 (Ω)×H
1
0 (Ω) :
∫
Ω
∇u(x)∇v(x)dx −
∫
Ω
f(u(x))v(x)dx = 1
}
is disconnected in (H10 (Ω), τ)× (H
1
0 (Ω), τ).
The importance of Conjecture 4.1 is shown by Proposition 4.3 below. But, first the relevant theory
should be fixed.
The central abstract result, obtained in [21], is as follows (see also [16]):
THEOREM 4.1. - Let X be a connected topological space, let E be a real topological vector space, with
topological dual E∗, and let A : X → E∗ be an operator such that the set
{y ∈ E : x→ 〈A(x), y〉 is continuous}
is dense in E and the set
{(x, y) ∈ X × E : 〈A(x), y〉 = 1}
is disconnected.
Then, A does vanish at some point of X.
PROOF. Denote by pX the projection from X ×E onto X . Moreover, for any C ⊆ X ×E, x ∈ X , put
Cx = {y ∈ E : (x, y) ∈ C}.
Arguing by contradiction, assume that A(x) 6= 0 for all x ∈ X . Denote by Γ the set
{(x, y) ∈ X × E : 〈A(x), y〉 = 1}.
Since Γ is disconnected, there are two open sets Ω1,Ω2 ⊆ X × E such that
Ω1 ∩ Γ 6= ∅, Ω2 ∩ Γ 6= ∅, Ω1 ∩ Ω2 ∩ Γ = ∅, Γ ⊆ Ω1 ∪ Ω2.
We now prove that pX(Ω1 ∩ Γ) is open in X . So, let (x0, y0) ∈ Ω1 ∩ Γ. Since E is locally connected ([28],
p.35), there are a neighbourhood U0 of x0 in X and an open connected neighbourhood V0 of y0 in E such
that U0 × V0 ⊆ Ω1. Since 〈A(x0), ·〉 is a non-null continuous linear functional, it has no local extrema.
Consequently, since 〈A(x0), y0〉 = 1, the sets
{u ∈ V0 : 〈A(x0), u〉 < 1},
{u ∈ V0 : 〈A(x0), u〉 > 1}
are both non-empty and open. Then, thanks to our density assumption, there are u1, u2 ∈ V0 such that the
set
{x ∈ U0 : 〈A(x), u1〉 < 1 < 〈A(x), u2〉}
is a neighbourhood of x0. Then, if x is in this set, due to the connectedness of V0, there is some y ∈ V0 such
that 〈A(x), y〉 = 1, and so, x actually lies in pX(Ω1 ∩ Γ), as desired. Likewise, it is seen that pX(Ω2 ∩ Γ) is
open. Now, observe that, for any x ∈ X , the set {x}×Γx is non-empty and connected, and so it is contained
either in Ω1 or in Ω2. Summarizing, we then have that the sets pX(Ω1 ∩ Γ) and pX(Ω2 ∩ Γ) are non-empty,
open, disjoint and cover X . Hence, X would be disconnected, a contradiction. △
Once Theorem 4.1 has been obtained, we can state the following formally more complete result:
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THEOREM 4.2. - Let X be a topological space, let E be a real topological vector space, and let A : X →
E∗ be such that the set
{y ∈ E : x→ 〈A(x), y〉 is continuous}
is dense in E.
Then, the following assertions are equivalent:
(i) The set
{(x, y) ∈ X × E : 〈A(x), y〉 = 1}
is disconnected.
(ii) The set X \A−1(0) is disconnected.
PROOF. Let (i) hold. Since
{(x, y) ∈ X × E : 〈A(x), y〉 = 1} = {(x, y) ∈ (X \A−1(0))× E : 〈A(x), y〉 = 1},
if X \A−1(0) were connected, we could apply Theorem 4.1 to A|(X\A−1(0)), and so A would vanish at some
point of X \A−1(0), which is absurd.
Conversely, if (ii) holds, then (i) follows at once observing that, with the notations of the proof of
Theorem 4.1, one has X \A−1(0) = pX(Γ). △
REMARK 4.1. - When X is a connected topological space, E is an infinite-dimensional real vector
space (with algebraic dual E′), and A : X → E′ is a σ(E′, E)-continuous operator, one could try to apply
Theorem 4.1 endowing E with the strongest vector topology ([15], p.53).
REMARK 4.2. - In Theorem 4.1, the role of the constant 1 can actually be assumed by any continuous
real function on X . Precisely, we have the following
PROPOSITION 4.1. - Let X be a topological space, let E be a real topological vector space, and let
A : X → E′. Assume that, for some continuous function α : X → R, the set
Λ := {(x, y) ∈ X × E : 〈A(x), y〉 = α(x)}
is disconnected.
Then, either A(x) = 0 for some x ∈ X, or the set
Γ := {(x, y) ∈ X × E : 〈A(x), y〉 = 1}
is disconnected.
PROOF. Assume that A−1(0) = ∅. So, pX(Γ) = X . Consider the function f : X ×E → X ×E defined
by putting f(x, y) = (x, α(x)y) for all (x, y) ∈ X ×E. Of course, f is continuous. Arguing by contradiction,
assume that Γ is connected. Then, f(Γ) is connected too. Now, observe that
Λ =
⋃
x∈α−1(0)
(f(Γ) ∪ ({x} × Λx)).
Furthermore, note that, if x ∈ α−1(0), then (x, 0) ∈ f(Γ)∩ ({x}×Λx), and so f(Γ)∪ ({x}×Λx) is connected.
In turn, the sets f(Γ)∪ ({x}×Λx) (x ∈ α−1(0)) are clearly pairwise non-disjoint, and hence Λ is connected,
a contradiction. △
In [22], the following proposition was pointed out:
PROPOSITION 4.2 ([22], Proposition 3). - Let E be an infinite-dimensional Hausdorff topological vector
space and K a relatively compact subset of E.
Then, the set E \K is connected.
Finally, as said, the following proposition shows the importance of Conjecture 4.1:
PROPOSITION 4.3. - Let f be a function satisfying Conjecture 4.1.
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Then, the problem {
−∆u = f(u) in Ω
u = 0 on ∂Ω
has infinitely many weak solutions.
PROOF. Let X =W 1,20 (Ω), with the usual norm ‖u‖ = (
∫
Ω |∇u(x)|
2dx)
1
2 . For 0 < q ≤ n+2
n−2 and f ∈ Aq,
put
J(u) =
1
2
∫
Ω
|∇u(x)|2dx−
∫
Ω
(∫ u(x)
0
f(ξ)dξ
)
dx
for all u ∈ X .
So, the functional J is of class C1 on X and one has
J ′(u)(v) =
∫
Ω
∇u(x)∇v(x)dx −
∫
Ω
f(x, u(x))v(x)dx
for all u, v ∈ X . Hence, the critical points of J in X are exactly the weak solutions of the problem. Since J
is of class C1, clearly the operator J ′ : X → X∗ is τ -weakly-star continuous. Hence, by Theorem 4.2, the set
X \ (J ′)−1(0) is τ -disconnected. Then, due to Proposition 4.2, the set (J ′)−1(0) is not τ -relatively compact,
and hence is infinite. △
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