Abstract -In this paper the geometric formulation of the single layer perceptron weight optimization problem previously described in [1, 2] is combined with results [3] [4] [5] [6] [7] on nonconvex set projections to describe sufficient conditions for uniqueness of weight solutions. It is shown that the perceptron data surface is pseudoconvex and has infinite folding, allowing for the specification of a region of desired vectors having unique projections purely in terms of the local curvature of the data surface. No information is therefore required regarding the global curvature or size of the data surface. These results in principle allow for a-posteriori evaluation of whether a weight solution is unique or globally optimal, and for a-priori scaling of desired vector values to ensure uniqueness, through analysis of the input data. The practical applicability of these results from a numerical perspective is evaluated on some carefully chosen examples.
I INTRODUCTION
Various examples of multiple local minima in single layer perceptrons have been published [8] [9] [10] . The absence of local minima under certain separability or linear independence conditions [10, 11] , or modifications of the least squares error norm [12] have been proven. However, the problem of characterizing these extrema for the standard least squares error, using only a finite number of arbitrary inputs, previously has not been solved, nor has a clear understanding of the conditions which cause local minima emerged.
The optimization problem for neural networks can frequently be formulated as a special case of a general projection problem. If the error criterion can be formulated as an inner product, as in the least 1 This research was funded in part by NSF Grant number MIP-9157221. squares case, then the problem can be formulated as finding the minimum length projection onto a nonconvex subset in a Hilbert space. General theories describing such projections have been developed by a number of theorists. Among these, Abatzoglou [3, 13] and later Chavent [4] [5] [6] [7] have independently studied sufficiency conditions for uniqueness and/or global optimality of projections onto manifolds, based on the distance of the desired output vector relative to the data manifold and the global and local curvature of the data manifold.
A geometric formulation of the weight optimization process for a single layer perceptron as a projection onto data manifold was recently introduced in [1, 2] . In this paper, we show how the complete characterization provided in this formulation allows for the results by Abatzoglou and Chavent to be applied to the single layer perceptron network. In particular, it is shown that for the single layer perceptron, sufficiency conditions for uniqueness of solution does not require knowledge about the global curvature of the manifold. In principle, this allows for verifying the global and local optimality, and uniqueness, of some sets of weights by evaluating the local curvature of the input data manifold and the final training error. These results can further be used to select desired output assignments that result in globally optimal projections, and also provide useful qualitative insight into the conditions that cause local minima to appear in single layer networks.
In Section II the geometric view of the optimization of the weights of a single layer perceptron is briefly reviewed and notation defined. For a complete description of this geometric formulation see [1, 2] .
The theories developed by Abatzoglou and Chavent are similarly lengthy and provide more generality than is required for this paper. Thus in Section III we summarize the theoretical reasoning common to, and the differences between the theories, and highlight specific results relevant to the work. The reader is referred to the appropriate papers for the complete and general theorems and definitions. The application of the two theories to the single layer perceptron is discussed in Section IV. It is first shown that the data manifold of the single layer perceptron has infinite folding, allowing for the results of Abatzoglou to be applied. These results describe conditions for global optimality (although not necessarily uniqueness) of a projection. It is then shown how a parametrization of the data manifold can be defined which allow conditions ensuring uniqueness of the projection to be formulated, using results by Chavent. Finally, in Section V, the practical applicability of the theories is discussed based on the existence of approximate bounds on the local curvature, and on the numerical behavior of the approach when applied to examples.
II GEOMETRY OF PERCEPTRON PROBLEM
In this section, the geometric perspective of weight optimization for single perceptrons is reviewed. It is this perspective that is key in applying and understanding the results of Chavent and Abatzoglou.
The problem that is considered is that of using a single layer perceptron to map a set of data fx[i] 2 < n ji = 1; 2; ::Lg to corresponding desired vectors fy[i] 2 <ji = 1; 2; ::Lg, as illustrated in Fig 1. The perceptron produces a mapping q : < n ! <,
where : < ! < is the node nonlinearity (monotonically increasing and bounded by 61), and w = fw i g 2 < n is the weight vector. For conciseness the convention is used that a vector argument to a scalar function from < to < (such as ) implies that the scalar function is applied separately to each element in the matrix. Similarly, in the following sections a prime will be used to indicate the derivative of the function with respect to its argument. Hence 0 (x) =
The objective is to find the optimal network weights so that q minimizes the stochastic mean square
The set of activations r[i] = w T x[i] is denoted by r = X T w, where the input and output data matrices X 2 < n2L and y 2 < L , respectively, are defined as
The data surface produced by applying all perceptrons to the input data set is Z = f(X T w) j 8 w 2 < n g. Since each possible network is parameterized by its weights, every point on Z is identified with a set of parameters. The error 2 for a given network is the square of the distance from the desired data vector y to the point on Z defined by the weights.
If X is not full rank, there are an infinite number of weights associated with each point on Z, and therefore the weights do not form a mathematically valid coordinate system. These weights define affine subspaces in < n , since, as in the linear case, if a weight vector w 0 produces an output (X 
Fig 2 illustrates this geometric perspective for a perceptron with three weights (n = 3) and L = 3 and s = 2. Note that the set 6(Q< s ) is generally not convex. The point on 6(Q< s ) where an orthogonal projection exists corresponds to an unique and distinct solution 2 < s (indicated by dark circles in leftmost figure) . Such a solution in turn is related to a specific hyperplane (indicated by the parallel planes in the rightmost figure) of weights in < n using w 0 = R y (shown as dark circles on the weightplanes). The point on 6(Q< s ) with the shortest error vector defines the global minimum of the problem. Solutions at infinite weights can occur when the desired vector y is positioned relative to 6(Q< s ) such that the closest point on the surface to y is an edge point, since 6(Q< s ) is a compact set in < L due to the bounded output of the sigmoidal function. For an expanded discussion of these results and other clarifying examples, see [1, 2] .
III GEOMETRY OF UNIQUENESS OF PARAMETERS
As illustrated above, the optimization process for the neural network weights corresponds to projection of the desired data vector y onto the non convex data manifold (Q< s ) in a Hilbert space. While for convex sets only one projection generally exists onto a set for each point y, there can be multiple projections of a point y onto non-convex sets. Therefore, two issues are relevant in dealing with nonconvex sets: (i) Characterizing points y for which only one projection exists, and (ii) given a projection, quantifying whether it is the globally optimal (absolute minimum projection error) solution. If the sets form manifolds, it is possible to provide partial answers to these questions, depending on the position of the point y relative to the manifold M, and the curvature of M.
III-A Overview
Given a point y for whom a projection m onto a manifold M is known, consider the set of all points S = fx j jjy 0 mjj = jjy 0 xjjg. These points form a hypersphere, and all points where the hypersphere intersect the manifold M have the same error measure. Based on geometric intuition, it would appear that if the point y is closer to M than 1=jj max , where jj max is the maximum curvature of a curve in M, then the hypersphere S will not have any other intersections of M other than the tangent point at m. Figure 3 (a) illustrates this intuition, where the point y has a projection onto M at the point P of maximum curvature.
Although the above intuition, in general, holds true locally on the manifold M, in general the global curvature of a manifold has to be considered, as is illustrated by the example in Figure 3 (b). In the illustrated example, ab and cd are segments of circles of equal radius, smoothly joined by straight line bc. The point y is chosen such that a projection exists onto ab at the point P 1 . It is clear that if bc is short enough, a point P 2 will exist along cd such that jjy 0 P 1 jj > jjy 0 P 2 jj. Therefore, simply choosing y closer to M than 1=jj max for this problem is not sufficient to guarantee uniqueness of projection, or optimality of a given projection.
From simple geometrical intuition it would appear that the normal curvature of the curves on a manifold is of prime importance in determining uniqueness of projection. This follows since the normal curvature of a curve on a surface measures the projection of the principal normal of a curve onto the space orthogonal to the surface, in which the error vector is contained. The set of curves whose principal and normal curvature are the same form the geodesics of a surface. At each point on the surface, geodesics that have extremal values of normal curvature can be found; these form an orthogonal net of curves and are known as lines of curvature [14] .
Results which explicitly quantify the above intuitions and are applicable to the neural problem have been reported by Abatzoglou [3] and Chavent [4] [5] [6] [7] . Abatzoglou obtained results describing bounds on the approximation error such that a known projection satisfying these bounds corresponds to the global minimum error projection. Such manifolds are know as quasi-convex sets [7] . In later work, Chavent addresses the characterization of points y for which it is known that only one projection exists onto the manifold. Such manifolds are known as strictly quasi-convex sets. The results by Chavent and Abatzoglou are extensive and far more general than needed here. In the following sections, we highlight only those specific results critical to our application.
III-B Quasiconvexity
Abatzoglou [3] obtained results which ensure global optimality of a given projection on a manifold.
These results do not imply that other projections do not exist, but simply state that such projections have higher error. This theory differs primarily from that of Chavent, which is described in Section III-C, in that all the results rely on characterization of the lines of curvature of the data manifold. In the case where there is a unique normal onto a manifold, it is possible to use the second fundamental form of the surface to find the lines of curvature [14] . However, in the case of embedding of a lower dimensional manifold into a space of at least two more dimensions, the normal is no longer unique. This is the case in the perceptron network where a manifold of dimension s (the rank of the data matrix) is embedded into a space of dimension L (the number of samples) and typically L s. 
The metric curvature of M at m is defined by
where jjvjj = 1 and v ? M at m.
As previously discussed, the global properties/behavior of the surface is important to describe the number of possible solutions. M to x.
The major difficulties with this theory are characterizing the folding of the manifold and describing the lines of curvature. Note that the theorem in general, restricts the region of the manifold M that can be considered as containing a unique projection, since a direct relationship is established between the size of the region on the manifold and the maximum curvature therein. Locally on M, the implication of this result is that given a region on the manifold for which the maximum, finite, curvature is known, a (sub)region can be found such that a point close enough to the manifold has only one unique minimum length projection. In a non-local sense, the theorem implies that if the maximum curvature and minimum folding of all the lines of curvature on the manifold M is known, then it is possible to state that a given projection close enough to the manifold corresponds to the global projection minimum. In Section IV-A these results are used to state whether a minimum is the best minimum in a certain region of, or in the whole of the weight space, based on the curvature of the manifold (Q< s ).
III-C Strict Quasiconvexity
Chavent approaches the problem of determining a set of y having unique projections on an arbitrary manifold M, by considering unique projections onto curves on the manifold M. These curves form the image of paths connecting points in the domain C that is mapped onto M. In the case of the perceptron, the geometric characterization discussed in Section II provide a natural framework for this approach, since paths in the weight space can be considered, with C = < s . Both the potential advantages and challenges in using this approach result from the freedom available in choosing any paths in the preimage C. In general, the minimum global radius of curvature of a curve cannot be larger than the minimum instantaneous radius of curvature along the curve. It is possible to connect any two points on M such that the connecting curve has arbitrarily small instantaneous radius of curvature.
Chavent gives no prescription for choosing the paths P such that the bound on global radius of curvature will be as large as possible. However, the paths can be chosen such that analysis of the properties of the paths are simpler than characterizing prescribed paths (e.g. lines of curvature) on the manifold. 
The main result of use concerning uniqueness of projection can now be stated (Thms 3:6, 4:12 in [7] ). For the perceptron network, therefore, if it is possible to define a set of low deflection paths, then the uniqueness of a projection is ensured by having y closer to the data surface than the minimum radius of curvature. Such a set of paths will be described in Section IV-A.
IV APPLICATION TO SINGLE PERCEPTRONS
The results from Sections III-B-III-C are applied to the single layer perceptron problem in Sections IV-A-IV-B. The major results in these sections are a characterization of the folding of, and the definition of a set of low-deflection paths on the manifold.
IV-A Lines of Curvature
One of the central difficulties with applying the results in Section III-B is that of characterizing the folding of the manifold. The monotonicity of the node nonlinearity however results in the following property:
Theorem 4
The manifold 6(Q< s ) for a single layer perceptron has infinite folding.
The proof is contained in the appendix. This property allows for the specification of a region of points y for which it is possible to confirm global optimality, by characterizing the lines of curvature on 6(Q< s ).
To find the metric curvature of the single layer perceptron manifold we use results from [1] . The tangent space of the manifold is generated by the columns of the matrix 0 (r) 
where Q i is the ith column of Q, the second fundamental form [14] corresponding to n (13) can be derived:
Then the normal curvature in the direction n is given by evaluating (6) (; n) = max 
Using (16) the maximum curvature over the data surface 6(Q< 2 ) was calculated, resulting in an answer 1=jj max = 0:9714. The region for which points have unique, global projections is illustrated in Figure 5 . The set of points y to which the results due to Abatzoglou could be applied, contains Z = 6(Q< s ), and is bounded by the two surfaces P a = 6(Q< s ) + 1=jj max n and P b = 6(Q< s ) 0 1=jj max n. Thus, if y is contained in this region, any globally convergent method is optimal. Furthermore, if allowed, the output data vector can be scaled or chosen to be contained in this region, which results in a problem with a unique minimum, and eliminates local convergence problems.
IV-B Straight Line Weight Parametrization
In the previous section the lines of curvature were considered. These can be troublesome to calculate numerically. Therefore, bounds on the size of the quasiconvex neighborhood of the data surface 6(Q< s ) using the results by Chavent are considered. In this case path collections in < s have to be defined. We consider straight lines in < s connecting arbitrary points (weights) 1 The set of lines are chosen such that these lines form a complete set for regions of < s , and thus regions on the manifold (the reason for considering regions on the manifold rather than the complete manifold will become clear later). These lines have the property that it is possible to obtain bounds on the quasiconvex neighborhoods based only on the maximum curvature, since these paths are low deflection paths by the following theorem (proof in Appendix).
Theorem 5 (Global deflection)
Given any curve on 6(Q< s ) generated by connecting points 1 and 2 ( 1 6 = 2 ) by a straight line in in < s 1 , the maximum deflection 2 =2
Based on this result, it is known that the global minimal radius of curvature is equal to the global minimal instantaneous radius of curvature for these paths. In general the curvature of a curve p(t) 2 6(Q< s ) generated on 6(Q< s ) by a parametrization (t) is given by [14] (t) = jjp 0 ((t))jj Substituting the parametrization in (18) into p(t) = (Q(t)) and evaluating (19), the curvature of the straight line parametrization is given by 
V PRACTICAL APPLICATION
In this section, we consider in more detail the question of practical application of the results above. In 
The different data surfaces 6(Q< s ) for various values of are shown in Fig 6(a) , while the corresponding exact curvature as a function of () is shown in Fig 6(b) . Note that plotting the curvature against () provides an indication of the curvature based on the distance of the 6(Q< s ) to the unit square, i.e. relative to the sigmoidal saturation values.
It can be shown that in the case of = tanh, when 1 < < 2, the maximum curvature of 6(Q< s ) becomes infinite as becomes arbitrarily large. When 2, the maximum curvature is internal to () 2 [0; 1] and the curvature at = 1 is zero. The maximum curvature is zero when = 1.
Similarly, by symmetry, infinite maximum curvature results for 0:5 < < 1, and finite maximum curvature when 0 < 0:5.
It appears strange that such complicated transitions result from a smooth function (21). An understanding of the appearance of this behavior is gained by expanding the hyperbolic tangent in terms of exponentials, resulting in an (large algebraic) expression for the curvature as a rational expression of sums of exponentials of differing orders. The highest order of the numerator of this expression for > 0 is found to be 7 +4, while for the denominator the order is maxf9; 3 +6g. These relations as a function of are shown in Fig 7. It is seen that in the range (0:5; 2) the exponential order of the denominator is lower than that of the numerator, resulting in divergence to infinity when approaches infinity except for the case = 1, where the overall expression for the curvature is identically zero. The transition from internal, finite maxima, to infinite curvature at = 1 is therefore the result of either the numerator or denominator having the largest exponent.
Therefore, even for a simple example as indicated, the maximal curvature exhibits complex behavior.
Note further that in the case where the dimension s of 6(Q< s ) is greater than one, one-dimensional curves similar to that described in the example above can be found embedded in 6(Q< s ). Each such curve is generated by deforming a line through the origin in < L . Depending on the angle of this line relative to the major symmetry axes of the standard basis in < L similar behavior can occur. Obtaining bounds on the curvature can therefore only be done with difficulty. Numerous Hardy type inequalities [15, 16] were investigated, but none were found that resulted in a simple form that accurately describe the curvature properties of the surface.
The difficulty with obtaining bounds can be traced to the saturation effect of the node nonlinearity, which implies that 0 (x) ! 0 as jxj ! 1. This implies that the curvature often becomes infinite near the sides of the unit cube [01; 1] L . Note, however, that when infinite curvature on a data manifold results, multiple minima will always exist for desired output vectors in some region. Therefore, the failure to find a non-trivial bound does not reflect a failure in the analytical approach, but behavior intrinsic to the input data. Even in these cases, though, it is still feasible to consider regions in weight space, corresponding to points internal to the hypercube [01; 1] L .
In the case of small weights (projections far from the edges of the hypercube), it is possible to derive a loose bound on the curvature for the lines of curvature using the Poincaré separation theorem [17] . for different cases is illustrated in Table 1 . The relative looseness of the bound does, however, illustrate the difficulty in obtaining simple tight bounds on the curvature.
VI IMPLICATIONS/SUMMARY
In the preceding sections it was illustrated that the manifold for a single layer perceptron has infinite folding. Therefore, if the lines of curvature (which are a subset of the geodesics) are characterized, then Theorem 1 can be applied either locally, or globally, to state whether a minimum is the absolute minimum in a region of weight space or in the whole weight space, respectively. Alternatively, the manifold can be equipped with a set of straight line paths P such that f6(Q< s ); Pg is strictly quasiconvex, with maximum deflection 2(6(Q< s )) =2. By bounding the curvature of the image of these paths on the perceptron manifold, it is possible to generate sufficient conditions under which it is possible to say whether a given projection is the global minimum and unique. The geometric nature of these results further provide a clear understanding of why local minima exist in neural network; namely, these minima are caused by positioning of the desired output data vector too far from the perceptron data surface.
In the case of the hard-limiting perceptron, the data surface Z lies entirely along the edges and major axes of the unit hypercube.The analysis in this paper does not apply, and the problems are fundamentally different. In the hard-limiting case, the problem of uniqueness of solutions reduced to a combinatorial problem.
Practically, the characterization is sufficient, but not necessary. While the minima can be characterized only after training is complete, still these results are potentially useful for evaluating optimality and uniqueness. The maximal curvature can be poorly behaved with resulting difficulty in bounding the curvature on the data set, and calculation of the exact bound can be computationally expensive. However, calculation of the exact curvature is feasible if a given input data set X is to be used for multiple sets of desired vectors, as when a class of problems is considered, or when appropriate scaling or assignment of desired data vectors are desired.
A PROOFS Theorem 1
Proof :
Consider any two points on 6(Q< s ), corresponding to weight sets 1 and 2 . These two points can be connected by a path generated by the set of weights (t) = 1 +t( 2 0 1 ); t 2 [0; 1]. Then d dt jj(Q(t)) 0 (Q 1 )jj 2 = 2 < (r) 0 (r 1 ); 0 (r) Q( 2 0 1 ) >= 2 < (r) 0 (r 1 ); 0 (r) d >, where r i = Q i ; i = 1; 2, r = r(t) = Q(t), and d = r 2 0 r 1 .
0 (r i (t))(r 2i 0 r 1i )((r i ) 0 (r 1i )) 0, since 0 (x) > 0 8 x 2 <, and (x) (y) 8 x; y 2 <; x y implies (r 2i 0 r 1i )((r i ) 0 (r i1 )) = (r 2i 0 r 1i )((r 1i + t(r 2i 0 r 1i )) 0 (r 1i )) 0. Therefore, any two points m 1 and m 2 on the manifold can be joined by a curve (t) so that the distance jj(t)0m 1 jj as measured in the embedding space increases with path length. Then, by Lemma 5.1 of [3] , the folding is innite.
Theorem 2 (Global deflection)
Given any path P on 6(Q< s ) generated by connecting points 1 and 2 ( 1 6 = 2 ) by a straight line in in < s 1 , the maximum deflection 2(P) =2
Proof :
Let : [0; 1] ! < s ; = 1 + t( 2 0 1 ). Then the tangent vector (t) to the surface 6(Q< s ) corresponding to a point t is in the direction of d dt (Q(t)) = 0 (Q(t)) Q d dt = 0 (Q(t))Q( 2 0 1 ) = 0 (r(t))d where d = Q( 2 0 1 ) and r(t) = Q(t). Therefore, the angle between the tangent vectors (t) and (t 0 ) corresponding to t and t 0 satises sgn < (t); (t 0 ) >= sgn < 0 (r(t)) d; 0 (r(t 0 )) d >. Expanding into coordinates sgn < (t); (t 0 ) >= sgn
For the case of innite coordinates we have 0 (x) 0 8 x 2 < 1 and sgn < (t); (t 0 ) > 0. Since the inner product for any two tangent vectors is non-negative, the deection is at most =2. 
List of Tables

