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We consider the zero controllability problem for the distributed parameter
system governed by the damped wave equation
1 d du
u q 2 d x u y p x q q x u s F x , t ,Ž . Ž . Ž . Ž .t t t ž /r x dx dxŽ .
w xwhere x g 0, a , a - ‘ with the boundary conditions
 4u q ku 0 s 0, u q hu a s w t , h , k g C j ‘ .Ž . Ž . Ž .Ž . Ž .x t x t
Ž . Ž . Ž . Ž . Ž .We consider two cases: a F x, t s g x f t and w t is not identically zero;
Ž . Ž . Ž . m Ž j.Ž . Ž . Ž . Ž . Ž .b w t s 0 and F x, t s Ý g x f t . The functions f t , f t , and w t arejs1 j j
the distributed and boundary controls respectively. The problem with a nontrivial
Ž . Ž . Ž .function f t and w t s 0 was studied in our recent joint work using the spectral
decomposition method. The approach was based on the recent results of one of the
authors on the spectral analysis of the nonselfadjoint dynamics generator of the
system. It was shown that the system is controllable in a time T which is equal to1
w xtwice the time it takes for a wave to travel between the ends of the interval 0, a .
In the present paper, we investigate the conditions on the force profile functions
Ž . Ž j.Ž .g x , g x , j s 1, 2, . . . , m, under which the control time can be reduced. Namely,
Ž . Ž .in case a , we give the sufficient conditions on g x under which the combination
Ž . Ž .of two controls f t and w t allows us to reduce the control time twice. In case
Ž . Ž j.Ž .b , we give the sufficient conditions on the force profile functions g x ,
j s 1, 2, . . . , m, under which the control time is equal to T rm. In the proofs of1
these results, we use the generalization of the approach suggested by Russell for
the boundary controllability of the undamped wave equations. Q 1999 Academic
Press
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1. INTRODUCTION
In this paper, we continue to study the controllability problem for the
w xdamped wave equation initiated in the works 1]7 . We consider the
one-dimensional wave equation which governs the vibrations of a string
with spatially nonhomogeneous damping, modulus of elasticity, and density
coefficients. The equation is defined on a finite interval with linear
first-order nonselfadjoint boundary conditions containing damping terms.
As was already mentioned, this paper is an extension of the results from
w x1 . All necessary facts from different sources are collected in Section 2,
w xand all new results are proven in Sections 3 and 4. We recall that in 1
we used the method of spectral decomposition to construct the control
law that brings the system to rest in a specific finite time. The
control law was implemented through the distributed forcing term of
Ž . Ž . Ž . Ž .the form g x f t , where g x was the force profile function and f t was
the control. We gave the necessary and sufficient conditions on
the initial data and the force distribution function under which the
construction of the desired control was possible and then gave the explicit
formula for the control.
In this paper, we consider two important extensions of the results from
w x1 . First, we consider the boundary control combined with the aforemen-
tioned distributed control, and second, we examine more general dis-
tributed control, i.e., the case where the distributed control is implemented
Ž . m Ž j.Ž . Ž .through the forcing term of the form F x, t s Ý g x f t , wherejs1 j
Ž j.Ž . Ž .g x are the force profile functions and f t are the controls. We recallj
w xthat in 1 , it was shown that there exists a special time 2T , such that0
generally the given initial state cannot be steered to zero in the time
w xinterval 0, T if T - 2T . This particular value was given explicitly in0
terms of the coefficients of the problem. We define 2T as twice the time0
it takes for the wave to travel from one end of the finite string to the
other.
Our principal question is: Do there exist boundary and distributed controls
Ž .or their combinations which allow us to reduce T ? This question is of0
critical importance in many applications where asymptotic stabilization is
simply too slow, for example, rotor vibrations in helicopters, and in many
applications featuring thin rotating disks.
The main result of the present paper consists of the following. Combin-
ing the boundary and the distributed controls, we show that it is possible to
reduce the time interval; i.e., under certain conditions, the initial state can
be steered to zero in time T - 2T . Moreover, by choosing appropriate0
controls, we can reduce the control time as many times as desired. To give
the precise formulation of our results, we have to recall the problem.
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Our main object of interest is the wave equation
w xu q 2 d x u q Lu s F x , t x g 0, a , t G 0, 1.1Ž . Ž . Ž .t t t
where L is the Sturm]Liouville operator defined on smooth functions w
by the formula
1 d dw
Lw s y p x q q x w . 1.2Ž . Ž . Ž .ž /r x dx dxŽ .
Ž . Ž .Equation 1.1 describes the forced motion of a string with density r x ,
Ž .with modulus of elasticity p x , and subject to an external harmonic force
Ž . Ž .with rigidity q x and in the presence of viscous damping 2 d x . Precise
conditions on all coefficients and the specific form of the distributed
Ž .control F x, t will be formulated later.
Ž .We assume that u x, t satisfies the initial conditions
u x , 0 s u0 x , u x , 0 s u1 x , 1.3Ž . Ž . Ž . Ž . Ž .t
and the following two-parameter family of boundary conditions:
 4u q ku 0, t s 0, u q hu a, t s w t , h , k g C j ‘ .Ž . Ž . Ž . Ž . Ž .x t x t
1.4Ž .
Ž . w xw t is called an admissible boundary control function on the interval 0, T
2Ž .if w g L 0, T . Depending upon the values of the parameters h and k,
Ž .conditions 1.4 with w s 0 describe different physical phenomena which
are briefly mentioned below. In the case h s ‘ and k s ‘, we have
homogeneous Dirichlet boundary conditions, which correspond to a string
Ž .clamped at the ends. If k s 0 or h s 0 , we have the Neumann boundary
Ž .conditions, which corresponds to a string with a free left or right end. At
the right end, for h s 1, we have the Sommerfeld radiation boundary
condition. This condition combined with k s ‘ is used to describe the
resonance phenomenon in the scattering of acoustical waves on a semi-in-
finite string. The boundary conditions with k s y1 and h s 1 are used in
the description of the resonance phenomenon in the scattering of acousti-
cal waves on the entire axis by an obstacle concentrated on the interval
w x0, a .
w x Ž .We recall that in 1 , we studied the case where w s 0 and F x, t s
Ž . Ž . 2Ž . 2Ž .g x f t , g g L 0, a , f g L 0, T . It was established that for initial data
satisfying certain conditions, there existed a time interval of length T s 2T0
a 0 1Ž Ž . Ž ..'with T s H r t rp t dt, in which the initial data u x , u x couldŽ . Ž .0 0
Ž .be steered to zero. Generally, this value T cannot be reduced if w x s 00
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Ž .and the distributed control is taken in the separable form F x, t s
Ž . Ž .g x f t .
In the present paper, we are interested in the following two problems.
Ž . Ž .Problem 1. Let initial conditions 1.3 be given and let F x, t s
Ž . Ž . 2Ž .g x f t . Do there exist a distributed control f g L 0, T and boundary
2Ž . Ž . Ž .control w g L 0, T such that the solution of problem 1.1 ] 1.4 satisfies
the following additional conditions at the moment t s T :
w xu x , T s u x , T s 0, x g 0, a , T - 2T ? 1.5Ž . Ž . Ž .t 0
Our results for Problem 1 can be considered a generalization of the
w xclassic results of Russell 8]12 , who solved the above controllability
problem for the one-dimensional wave equation without damping terms.
The main difference between the damped wave equation and the un-
damped one is the fact that for each h and k, the dynamics generator for
Ž . Ž .problem 1.1 ] 1.4 is a nonselfadjoint operator, for which the spectral
theory has only recently been developed. Our solution is based on the
w xrecent results obtained by Shubov 13]19 , who showed that the system of
eigenvectors and associated vectors of the aforementioned nonselfadjoint
operator forms a Riesz basis in the corresponding energy space. In the
present paper, we also need the spectral results on the nonselfadjoint
quadratic operator pencils associated to the aforementioned dynamics
w xgenerators. In 17 , it was shown that the systems of the generalized
eigenfunctions of these pencils form the Riesz bases in a specific weighted
2 Ž w x .L -space. For more details, see 17 .
Ž .Problem 2. Let w s 0 and let the forcing term in Eq. 1.1 be given in
the form
m
Ž j.F x , t ss g x f t . 1.6Ž . Ž . Ž . Ž .Ý j
js1
Ž .Do there exist m distributed control functions f t , j s 1, 2 . . . m, andj
2Ž . Ž . Ž .T - 2T such that f g L 0, T and the solution of problem 1.1 ] 1.40 j
Ž .satisfies conditions 1.5 ?
In the next section, we give the necessary and sufficient conditions
under which the aforementioned problems can be solved. In Section 3, we
derive the moment problem relevant to the controllability problem, and we
prove our main results.
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2. AUXILIARY PROPOSITIONS AND FORMULATIONS
OF MAIN RESULTS
In this section, we formulate the main results of the paper. Before we
give these results, we have to recall the necessary information from papers
w x16]18 on the spectral properties of nonselfadjoint quadratic operator
Ž . Ž .pencils generated by problem 1.1 ] 1.4 . The aforementioned spectral
information will be used in the formulation of the control-theoretical
results.
First, we introduce the assumption about the coefficients
r , p g W 2 0, a ; d g W 1 0, a ; q g L‘ 0, a ; 2.1Ž . Ž . Ž . Ž .1 1
a
w xr x , p x G C ) 0 for x g 0, a ; d x G 0 and d x dx ) 0.Ž . Ž . Ž . Ž .H0
0
2.2Ž .
For real h and k,
< < < <' 'r 0 rp 0 / k , r a rp a / h . 2.3Ž . Ž . Ž . Ž . Ž .
We use the notation W l for the Sobolev space of the functions havingm
weak derivatives up to the order l in the space Lm.
Ž .Note that conditions 2.3 are sufficient for the spectral results below
Ž .but not necessary. If conditions 2.3 do not hold, they can be replaced
with some other conditions which preserve the spectral results. For the
w xcorresponding discussion, see Remark 2.2 of 1 .
Ž .We consider the nonselfadjoint quadratic operator pencil P l givenhk
by the formula
2 w xP l y s yLy y 2 ild x y q l y , x g 0, a , 2.4Ž . Ž . Ž .hk
Ž .where L is given in 1.2 . The pencil is defined on the domain
D P l s u g W 2 0, a : u q ilku 0 s u q ilhu a s 0 .Ž . Ž . Ž . Ž . Ž . Ž . 4Ž .hk 2 x x
2.5Ž .
Ž .We say that l is an eigenvalue of the pencil P l if the problemhk
P l w s 0, w q ilkw 0 s w q ilhu a s 0 2.6Ž . Ž . Ž . Ž . Ž . Ž .hk x x
Žhas a nontrivial solution. This solution is called an eigenmode or eigen-
.  hk4  Ž .4functon . Let l and w x be the sets of eigenvalues andn ng Z n ng Z
Ž . w Ž .eigenfunctions of P l . We also need the adjoint pencil P l which ishk hk
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given by the formula
w 2 w xP l y s yLy q 2 ild x y q l y , x g 0, a , 2.7Ž . Ž . Ž .hk
Ž . w Ž .where L is given in 1.2 . The pencil P l is defined on the domainhk
w 2D P l s u g W 0, a : u y ilku 0 s u y ilhu a s 0 .Ž . Ž . Ž . Ž .Ž .  4Ž . Ž .hk 2 x x
2.8Ž .
Ž .Note that there are two reasons for P l to be nonselfadjoint. Namely,hk
Ž . w Ž . ŽP l differs from P l both in the differential expression comparehk hk
Ž . Ž .. Ž Ž . Ž ..2.4 with 2.7 and in the boundary conditions compare 2.5 with 2.8 .
w Ž .The eigenvalues and eigenfunctions of P l are defined in a wayhk
hk wŽ .  4  4similar to those for P l . We denote them as l and whk n ng Z n ng Z
respectively.
In our first statement, we describe the properties of the sets of the root
Ž .vectors eigenvectors and associated vectors together of these pencils in a
certain weighted L2-space. To introduce this space, we have to consider
Ž .the eigenvalue equation from 2.6 in the extended interval. As was done
w x Ž Ž . w Ž . .in 17 , we will consider both equations P l u s 0 and P l u s 0 inhk hk
w xthe interval x g 0, A , where A is given by the formula
a'A s a q M , M s r x rp x dx. 2.9Ž . Ž . Ž .H
0
To extend the equations, we assume that the coefficients satisfy the
following conditions:
r x s p x s 1, q x s d x s 0 for x g a, A . 2.10Ž . Ž . Ž . Ž . Ž Ž .
w xCombining the results from our papers 13, 17 , we formulate the following
proposition.
Ž . Ž . w Ž .THEOREM 2.1. 1 Both pencils P l and P l ha¤e purely dis-hk hk
hk hk 4  4crete spectra l and l . The geometric multiplicity of eachn ng Z n ng Z
eigen¤alue is one. There may be a finite number of multiple eigen¤alues each
with finite algebraic multiplicity.
Ž .2 All eigen¤alues are located in a strip parallel to the real axis. They are
asymptotically equidistant. More precisely,
Re lhk “ "‘, Re lhk y lhk “ const, Im lhk y lhk “ 0Ž . Ž .n nq1 n nq1 n
as n “ "‘. 2.11Ž .
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In addition, the following estimates hold:
0 - inf Im lhk F sup Im lhk - ‘. 2.12Ž .n n
n n
Ž . Ž .3 The set of root ¤ectors eigen¤ectors and associated ¤ectors together
Ž . Ž .of the pencil P l , normalized by the condition w a s 1 and extended tohk n
w x 2 Ž .the inter¤al 0, A , forms a Riesz basis in the weighted space L 0, A . Ther
w Ž .same is ¤alid for the set of root ¤ectors of the adjoint pencil P l .hk
Ž . Ž .4 If the pencil P l has a simple spectrum, then the set of nonhar-hk
hk 2 Ž .4 Ž .monic exponentials exp il t forms a Riesz basis in the space L 0, 2 Mn ng Z
Ž .with M being from 2.9 .
 4We recall that the set of vectors c in a Hilbert space H is a Rieszn ng Z
basis if there exist a bounded and boundedly invertible operator A and an
 4 y1orthonormal basis c such that c s Ac . The operator A isn ng Z n n
called an orthogonalizer.
To formulate the next theorem, we need the following additional infor-
Ž .mation. The set of eigenfunctions of the pencil P l can be naturallyhk
divided into two subsets: F and F . Indeed, if Im h / 0, then there areq y
w x Ž .no purely imaginary eigenvalues 17 . Therefore, the spectrum of P lhk
 hk4  hk4can be split into two subsets: l j l . The first subset con-n n) 0 n n- 0
Ž .tains the eigenvalues with positive real parts we number them by n ) 0
and the second subset contains the eigenvalues with negative real parts
Ž .n - 0 ; i.e., the entire spectrum L can be represented in the form
 hk4  hk4L s l j l .n n) 0 n n- 0
If Im h s 0, there may be a finite number of purely imaginary eigenval-
ues. Nevertheless, the splitting, similar to the aforementioned one, is also
Ž w x.possible for the details we refer to 17, pp. 298, 299 . Having the partition
Ž .of the spectrum, we can split the set of root functions of P l into twohk
subsets:
F s w x , F s w x . 2.13 4  4Ž . Ž . Ž .q n y nn)0 n-0
w Ž . wIn a similar way, the set of root vectors of P l splits into two parts, Fhk q
and Fw.y
2 Ž .THEOREM 2.2. Each set F or F forms a Riesz basis in L 0, a . Theq y r
same is true for Fw or Fw.q y
w xThis result is shown in 17 under the assumption that the spectrum is
w xsimple and in 19 in the general case.
The next result is important for control-theoretical applications. It does
w xnot follow directly from papers 13]18 . It requires some proof. Below, we
give the formulation of the result and its proof will be postponed to
Section 4.
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Ž .THEOREM 2.3. Assume that the pencil P l has a simple spectrum andhk
let m be a positi¤e integer. Then each set of nonharmonic exponentials
hk Ž .4  4exp il t , Z9 s Z _ 0 , j s 1, 2, . . . , m forms a Riesz basis in them nqj ng Z9
2 hkŽ .  Ž .4space L 0, 2 Mrm . In particular, each set of exponentials exp il t2 n ng Z9
hk 2 Ž .4 Ž .or exp il t forms a Riesz basis in the space L 0, M .2 nq1 ng Z
To formulate our next result, we need a set of sequences defined below.
Ž .  04  1 4 Ž 0. 4  4a Let u , u , du , and g with N being then ng N n ng N n ng N n ng N
set of the positive integers, be the following Fourier coefficients:
a
0 0 w 0 w
2u s u x r x w x dx ’ u , w ,Ž . Ž . Ž . Ž . Ž .H L 0, an n n r
0
u1 s u1 , w w 2 , g s g , w w 2 , du0 s du0 , w w 2 .Ž .Ž . Ž .Ž . Ž .Ž . Ž .L 0, aL 0, a L 0, ann n n n nrr r
2.14Ž .
Ž .  4b Let a be the following sequence:n ng N
1
0 hk 0 1a s y 2 du y il u q u , n g N. 2.15Ž . Ž .nn n n np aŽ .
Ž .  4c Let us introduce a set of functions x by the rulen ng Z9
x t s exp yilhk t if n ) 0,Ž . Ž .n n
hkx t s exp il t if n - 0. 2.16Ž . Ž .ž /n < n <
hk hk 4  4If Im h s Im k s 0, then the set l j yl coincides with then n) 0 n n) 0
Ž .  Ž .4spectrum of the pencil P l . In this case, the set x t forms ahk n ng Z9
2Ž .Riesz basis in L 0, 2 M . The later result is a particular case of Theorem
2.3 when m s 1 and j s 0. If one of the parameters h or k is not purely
real, then the result on a Riesz basis property of nonharmonic exponen-
tials is also valid. It can be obtained using the asymptotics of the spectrum
Žand known facts about the families of nonharmonic exponentials see
w x.  4  4 2Ž .20]23 . The sets x and x form Riesz bases in L 0, M .2 nq1 ng Z 2 n ng Z9
 4 2Ž .Let v be a Riesz basis in L 0, M which is biorthogonal ton ng Z
 Ž .4  4 2Ž .x t , and let v be a Riesz basis in L 0, M biorthogonalÃ2 nq1 ng Z n ng Z9
 Ž .4to x t , i.e.,2 n ng Z9
M M
v t x t dt s v x t dt s d . 2.17Ž . Ž . Ž . Ž .ÃH Hm 2 nq1 m 2 n m n
0 0
SHUBOV AND MARTIN24
0Ž .From now on, we will consider the initial states u x satisfying the
following condition:
u0 0 s u0 0 s u0 a s u0 a s 0. 2.18Ž . Ž . Ž . Ž . Ž .x x
We introduce this restriction only for one reason: to simplify the
investigation of the solvability of the moment problem which will appear in
Section 3. As a result, we will have a solution of that problem in L2-space.
Ž .Without assumption 2.18 , we would have had the moment problem
Ž .solution in the class of distributions. Due to 2.18 , we will have some
technical simplifications in the proofs. However, our main results remain
valid without this assumption.
1Ž . Ž .Let us denote the subspace of functions from H 0, a satisfying 2.18
1Ž .by H 0, a . It can be easily shown that0
dim H 1 0, a mod H 1 0, a s 4.Ž . Ž .Ž .0
Now we are in a position to formulate the main results of the paper.
Ž .THEOREM 2.4. Assume that the force profile function g x in Problem 1
has an expansion with respect to the Riesz basis that is biorthogonal to Fwq
such that only its e¤en Fourier coefficients are nontri¤ial, i.e.,
g s g , w w 2 / 0, n g N9, andŽ . Ž .L 0, M2 n 2 n
g s g , w w 2 s 0, n g N. 2.19Ž .Ž . Ž .L 0, M2 nq1 2 nq1
Ž .Also assume that sequence 2.15 satisfies the condition
 4 2a g l N . 2.20Ž . Ž .n ngN
Assume that the boundary control function is gi¤en explicitly by the formula
2
2w t s y Re a v t g L 0, M , 2.21Ž . Ž . Ž . Ž .Ý 2 nq1 np aŽ . nG0
 Ž .4 2Ž .where v t is a Riesz basis in L 0, M biorthogonal to the Riesz basisn ng Z
Ž Ž . Ž ..of exponentials see 2.16 , 2.17 .
 4Let b be the sequence of the Fourier coefficients of the function2 n ng N
h kil t 22 nŽ Ž .. Ž .  4 Ž .yw t from 2.21 with respect to the Riesz basis e in L 0, M :ng Z
M h kyi l t2 nb s y w t e dt , n g N. 2.22Ž . Ž .H2 n
0
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If the following condition is satisfied,
g ’ gy1 a q b g l 2 N , 2.23Ž . Ž . Ž . 4n 2 n 2 n 2 n ngN
then the boundary]distributed control problem has a unique real solution on
w xthe time inter¤al 0, M . The distributed control function can be written in the
form
f t s 2 Re g v t , 2.24Ž . Ž . Ž .ÃÝ n n
ngN
 Ž .4 2Ž .where v t is a Riesz basis in L 0, M , biorthogonal to the Riesz basisÃn ng N
Ž . Ž .of exponentials introduced in 2.16 , 2.17 .
The second result is concerned with the problem in which there is no
boundary control but the distributed control is given in the special form
Ž . Ž .1.6 . Due to this form, it is possible to construct m control functions f tj
Ž 0Ž . 1Ž ..which steer to zero the initial state u x , u x in the time interval
w x0, 2 Mrm .
THEOREM 2.5. Assume that w s 0 and the distributed control has the
Ž .form 1.6
m
Ž j.F x , t s g x f t . 2.25Ž . Ž . Ž . Ž .Ý j
js1
Ž j.Ž .Assume also that each function g x admits the expansion with respect to
 wŽ .4the Riesz basis biorthogonal to w x such that for the jth function, then ng N
Ž .only nontri¤ial Fourier coefficients ha¤e numbers mn q j , i.e.,
0 if p / mn q j, n g N,Ž j. Ž j. w< <g s g , w s 2.26Ž .2Ž .p p Ž .L 0, M ½ ) 0 if p s mn q j, n g N.
Introduce m sequences of complex numbers:
y1Ž j. Ž j. 0 hk 0 1k s y g 2 du y il u q u . 2.27Ž . Ž .Ž . m nqjn n m nqj m nqj m nqj
If each sequence satisfies the condition
k Ž j. g l 2 N , j s 1, 2 . . . m , 2.28Ž . Ž . 4n ngN
Ž . Ž 0 1.then there exist m control functions f t such that the initial state u , uj
Ž . w xsatisfying 2.28 can be steered to zero in the finite time inter¤al 0, 2 Mrm .
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Ž .The formulas for f t arej
f t s 2 Re k Ž j.v Ž j. t g L2 0, 2 Mrm , 2.29Ž . Ž . Ž . Ž .Ýj n n
ngN
 Ž j.Ž .4 2Ž .where v t is a Riesz basis in L 0, 2 Mrm biorthogonal to the Rieszn ng Z
hk Ž .4basis of exponentials exp il t .m nqj ng Z
3. MOMENT PROBLEM
In this section, we make the first necessary step towards the proofs of
our main results-Theorems 2.4 and 2.5. Here, we will use the approach
w xsuggested by Russell 8, 10 for the problems without damping. Following
this approach, we derive a certain moment problem and then prove the
unique solvability of this problem. To derive the aforementioned moment
problem, we need an auxiliary initial]boundary value problem which we
introduce below. For the convenience of the reader, we reproduce now the
original problem and formulate the auxiliary problem.
So, our main problem is the following:
u q 2 d x u q Lu s F x , t , L is given in 1.2 ; 3.1Ž . Ž . Ž . Ž .t t t
 4u q ku 0, t s 0, u q hu a, t s w t , h , k g C j ‘ ;Ž . Ž . Ž . Ž . Ž .x t x t
3.2Ž .
u x , 0 s u0 x , u x , 0 s u1 x . 3.3Ž . Ž . Ž . Ž . Ž .t
Our auxiliary problem is the following:
¤ y 2 d x ¤ q L¤ s 0; 3.4Ž . Ž .t t t
¤ y k¤ 0, t s 0, ¤ y h¤ a, t s 0; 3.5Ž . Ž . Ž .Ž . Ž .x t x t
¤ x , 0 s ¤ 0 x , ¤ x , 0 s ¤ 1 x . 3.6Ž . Ž . Ž . Ž . Ž .t
The two problems are different not only because the second problem does
Ž Ž . Ž . .not have forcing terms F x, t s w t s 0 , but also because there is a
Ž .different sign before the damping term in Eq. 3.4 and there are different
Ž .boundary conditions in Eq. 3.5 .
To prove our main results, we will use Theorem 2.2. According to this
 w4 w Ž .theorem, the set of root vectors w of the pencil P l forms an ng N hk
2 Ž .Riesz basis in the space L 0, a . We make use of this powerful property tor
derive the moment problem.
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Ž . Ž .Let us multiply Eq. 3.1 by the function ¤ x, t and the equation which
Ž . Ž .is complex conjugated to Eq. 3.4 by u x, t . Then we subtract the result
of the second multiplication from the result of the first. Finally, we
w x Ž .integrate the difference over the interval 0, a with the weight r x .
Denoting the left-hand side of the resulting equation by I , we have0
a
I s r x u q 2 d x u q Lu ¤Ž . Ž .Ž .H0 t t t
0
y ¤ y 2 d x ¤ q L¤ u dx ’ I q I q I , 3.7Ž . Ž .Ž .t t t 1 2 3
where we introduce the following notations:
a
I s r x u ¤ y ¤ u dx , 3.8Ž . Ž .H1 t t t t
0
a
I s 2 r x d x u ¤ q ¤ u dx , 3.9Ž . Ž . Ž .H2 t t
0
a
I s p x u9 9¤ y p x ¤ 9 9u dx. 3.10Ž . Ž . Ž .Ž . Ž .H3
0
Note that the integrals I and I can be written in the following forms:1 2
a ad d
I s r x u ¤ y ¤ u dx and I s 2 r x d x u¤ dx.Ž . Ž . Ž .Ž .H H1 t t 2dt dt0 0
3.11Ž .
Ž . Ž .Using boundary conditions 3.2 and 3.5 , we get for the integral I3
a
I s p x u9¤ y p x ¤ 9uŽ . Ž .3 0
s yhu a, t ¤ a, t y u a, t h¤ a, t q w t ¤ a, t p aŽ . Ž . Ž . Ž . Ž . Ž . Ž .t t
q ku 0, t ¤ 0, t q ku 0, t ¤ 0, t p 0Ž . Ž . Ž . Ž . Ž .t t
d d
s yhp a u a, t ¤ a, t q kp 0 u 0, t ¤ 0, tŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
dt dt
q w t ¤ a, t p a . 3.12Ž . Ž . Ž . Ž .
w x ŽNow, we integrate I over the time interval 0, T with some T ) 0. T is0
. Ž . Ž .not specified yet. Taking into account that u x, T s u x, T s 0 andt
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Ž . Ž .using the formulas 3.11 and 3.12 , we obtain the following results:
aT T1 I dt s r x dx u ¤ y ¤ uŽ . Ž .H H1 t t 0
0 0
a
s r x dx u x , 0 ¤ x , 0 y ¤ x , 0 u x , 0Ž . Ž . Ž . Ž . Ž .H t t
0
a
0 1 1 0s r x u x ¤ x y u x ¤ x dx. 3.13Ž . Ž . Ž . Ž . Ž . Ž .ŽH
0
aT 0 02 I dt s y2 r x d x u x ¤ x dx. 3.14Ž . Ž . Ž . Ž . Ž . Ž .H H2
0 0
T T T3 I dt s p a w t ¤ a, t dt q kp 0 u 0, t ¤ 0, tŽ . Ž . Ž . Ž . Ž . Ž . Ž .H H3 0
0 0
Ty h u a, t ¤ a, tŽ . Ž . 0
T
s p a w t ¤ a, t dt q hu a, 0 ¤ a, 0Ž . Ž . Ž . Ž . Ž .H
0
y kp 0 u 0, 0 ¤ 0, 0Ž . Ž . Ž .
T 0 0 0 0s p a w t ¤ a, t dt q hu a ¤ a y kp 0 u 0 ¤ 0 .Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .H
0
3.15Ž .
Ž . Ž .Collecting together 3.13 ] 3.15 , we arrive at the following result:
aT
dt r x F x , t ¤ x , t dxŽ . Ž . Ž .H H
0 0
a
0 1 1 0s r x u x ¤ x y u x ¤ x dxŽ . Ž . Ž . Ž . Ž .H
0
a
0 0y 2 r x d x u x ¤ x dxŽ . Ž . Ž . Ž .H
0
T 0 0q p a w t ¤ a, t dt q hu a ¤ aŽ . Ž . Ž . Ž . Ž .H
0
0 0y kp 0 u 0 ¤ 0 . 3.16Ž . Ž . Ž . Ž .
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Ž . Ž .To get rid of terms in 3.16 without integrals, we use assumption 2.18
and obtain the following integral identity:
aT T
dt r x F x , t ¤ x , t dx y p a w t ¤ a, t dtŽ . Ž . Ž . Ž . Ž . Ž .H H H
0 0 0
a
0 1 1 0s r x u x ¤ x y u x ¤ x dxŽ . Ž . Ž . Ž . Ž .H
0
a
0 0y 2 r x d x u x ¤ x dx. 3.17Ž . Ž . Ž . Ž . Ž .H
0
Ž .From now on, instead of one Eq. 3.17 , we will consider an infinite
Ž .sequence of equations with a special choice of ¤ x, t for each equation in
Ž .the aforementioned sequence. Namely, let ¤ x, t be the functionn
h kil t wn¤ x , t s e w x , n g N, 3.18Ž . Ž . Ž .n n
wŽ . w Ž . Ž .where w x is an eigenfunction of the pencil P l introduced by 2.7n hk
hkŽ .  4and 2.8 , and l is the spectrum of this pencil.n ng Z9
As was already mentioned, to avoid technical difficulties, we have
Žassumed that the pencil has a simple spectrum there are no associated
.vectors, only eigenvectors .
By a straightforward computation, one can verify that for each n g N,
Ž . Ž . Ž .the function ¤ x, t is a solution of problem 3.4 , 3.5 satisfying then
following initial conditions:
0 w 1 hk w¤ x s w x , ¤ x s il w x . 3.19Ž . Ž . Ž . Ž . Ž .n n n
Ž . Ž . Ž .Indeed, let us check that ¤ x, t given by 3.18 satisfies Eq. 3.4 andn
Ž . Ž . Ž .boundary conditions 3.5 . Substituting 3.18 into Eq. 3.4 , we obtain the
equation
2 h khk hk il t wny l ¤ x , t y 2 d x il ¤ x , t q e Lw s 0,Ž . Ž . Ž .Ž .n n n n n
wŽ .which is equivalent to the following equation for w x :n
2
w hk w hk wLw y l w y 2 d x il w s 0. 3.20Ž . Ž .Ž .n n n n n
Ž . w Ž . w Ž .Equation 3.20 coincides with the equation P l w s 0, where P l ishk hk
Ž . Ž . Ž .defined in 2.7 and 2.8 . The fact that ¤ x, t satisfies boundary condi-n
Ž . w Ž .tions 3.5 is also true since w satisfies conditions 2.8 .n
h kil t wnŽ . Ž .Let us rewrite Eq. 3.17 for each ¤ s e w x keeping in mind thatn n
 wŽ .4 2 Ž .w x is a Riesz basis in L 0, a .n ng N r
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Ž . m Ž j.Ž . Ž .If we assume that F x, t s Ý g x f t , then by using notationsjs0 j
Ž . Ž .2.14 , we obtain from 3.17
m
T Th k h kŽ j. yil t yil tn ng f t e dt y p a w t e dtŽ . Ž . Ž .Ý H Hn j
0 0js0
s y2 du0 q ilhk u0 y u1 , n g N. 3.21Ž . Ž .n n n n
Ž .In the derivation of 3.21 , we took into account the normalization condi-
wŽ . Ž w x.tion w a s 1 see 17 .n
Ž .System 3.21 defines the moment problem. This problem consists of the
Ž . Ž . Ž .restoration of all functions f t and w t from 3.21 if all sequences ofj
coefficients are given and such that
g Ž j. , u0 , u1 , du0 g l 2 N . 4Ž . Ž . 4  4  4 nn n n ngNngN ngN ngN
Ž .From now on, system 3.21 is our main object of interest.
4. PROOFS OF MAIN THEOREMS
Now we are in a position to prove the main results of the paper. First,
we will prove Theorems 2.4 and 2.5 and then Theorem 2.3.
Ž .Proof of Theorem 2.4. Let us rewrite the moment problem 3.21 using
the conditions of Theorem 2.4. We have
T Th k h kyi l t yil tn ng f t e dt y p a w t e dt s a , n g N, 4.1Ž . Ž . Ž . Ž .H Hn n
0 0
Ž .where a is given in 2.15 . Consider the set of equations complexn
Ž .conjugated to 4.1 ,
T Th k h kil t il tn ng f t e dt y p a w t e dt s a , n g N. 4.2Ž . Ž . Ž . Ž .H Hn n
0 0
Ž . Ž . Ž .In 4.2 , we took into account that both f t and w t have to be real. Now,
we introduce the following sequences:
g , if n ) 0 a , if n ) 0n n
g s , a s ,Ä Än n½ ½g , if n - 0 a , if n - 0< n < < n <
4.3Ž .
hkl , if n ) 0n
m sn hk½ yl , if n - 0.< n <
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Ž . Ž . Ž .Utilizing notations 4.3 , we can combine two systems 4.1 and 4.2 into
the following:
T Tyi m t yim tn ng f t e dt y p a w t e dt s a , n g Z9. 4.4Ž . Ž . Ž . Ž .Ä ÄH Hn n
0 0
Ž .Note that if g s 0, then g s g s 0. System 4.4 is, in fact, theÄ Äk k yk
w xclassical version of the moment problem 20, 24 . Recall that the exponents
 4m are located in a strip parallel to the real axis; they are asymptoti-n ng Z9
cally equidistant and accumulate to "‘. The set of exponentials
 yi m n t4 2Ž .  yi m 2 n t4e forms a Riesz basis in L 0, 2 M . Each set e orng Z9 ng Z9
 yi m 2 n1q1 t4 2Ž .e forms a Riesz basis in L 0, M .ng Z
Ž .Let us collect only those equations from 4.4 which have odd numbers
n s 2m q 1:
T y1yim t2 mq1w t e dt s ya p a , m g Z. 4.5Ž . Ž . Ž .Ž .ÄH 2 mq1
0
 4 2Ž . Ž .Since a g l Z , the moment problem 4.5 has a unique solution inÄ2 mq1
2Ž .L 0, M which can be given by the formula
1
w t s y a v t , 4.6Ž . Ž . Ž .ÄÝ 2 mq1 mp aŽ . mgZ
 Ž .4 2Ž .where v t is a Riesz basis in L 0, M , biorthogonal to the Rieszm mg Z9
 yi m 2 mq1 t4 Ž .basis of exponentials e . First, we verify that w t , given bymg Z
Ž .4.6 , is a real-valued function and, second, we verify that it can be
Ž . Ž . yi m 2 mq1 trepresented in form 2.21 . Note that the functions c t s em
satisfy the equations
yi m t im ty2 mq1 2 my1c t s e s e s c t , m G 0.Ž . Ž .ym m
Therefore, similar equations are valid for the biorthogonal functions, i.e.,
v t s v t , m G 0. 4.7Ž . Ž . Ž .ym m
Ž . Ž . Ž .Using 4.7 and definition 4.4 of a , we can easily check that 4.6 gives aÄn
real-valued function. Indeed,
1
w t s y a v t q a v tŽ . Ž . Ž .Ä ÄÝ Ý2 mq1 m 2 mq1 mp aŽ . mG0 m-0
1
s y a v t q a v tŽ . Ž .Ý Ý2 mq1 m 2 < m <y1 < m <p aŽ . mG0 m-0
2
s y Re a v t .Ž .Ý 2 mq1 mp aŽ . mG0
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Ž .On the next step, we return to the moment problem 4.4 , select the
Ž . Ž .equations with even numbers, and substitute w t from 4.6 in each
equation. We will have
T Tyi m t yim t2 m 2 mg f t e dt s a y a v t e dt.Ž . Ž .Ä Ä ÄÝH H2 m 2 m 2 mq1 mž /
0 0 mgZ
From the latter equation, we obtain the following moment problem:
a q p a w , eyi m 2 m? 2Ž . Ž .T Ž .L 0, M2 myim t2 mf t e dt s , m g Z9. 4.8Ž . Ž .H gÄ0 2 m
Ž .For m ) 0, the numbers on the right-hand side of Eq. 4.8 are exactly the
Ž .g introduced in 2.23 .m
If we agree to use for m - 0 the same notations g for the constants onm
Ž . Ž .the right of Eq. 4.8 , then the solution of the moment problem 4.8 is
given by the formula
f t s g v t , 4.9Ž . Ž . Ž .ÃÝ m m
mgZ9
 Ž .4where v t is a Riesz basis biorthogonal to the Riesz basis ofÃm mg Z9
yi m t 22 m 4 Ž .exponentials e in L 0, M . Since g s g , we can rewritemg Z9 ym m
Ž . Ž .4.9 in the form 2.24 .
The theorem is shown.
Proof of Theorem 2.5. In this theorem, we prove the result only for the
m Ž j.Ž . Ž .case of a distributed control of a specific form: Ý g x f t . However,js1 j
all results can be extended to the case containing the boundary control as
well.
Ž Ž ..By assumption see 2.26 , each force profile function has the following
expansion:
g Ž j. x s g Ž j.w x . 4.10Ž . Ž . Ž .Ý n m nqj
ngN
Ž .Let us rewrite moment problem 3.21 taking into account now that
Ž . Ž .w t s 0 and the distributed control term has the form 1.6 :
m
T h kŽ j. yil t 0 hk 0 1ng f t e dt s y2 du q il u y u , n g N. 4.11Ž . Ž . Ž .Ý H nn j n n n
0js0
Ž .From 4.11 , we obtain m independent nonstandard moment problems of
the type
T h kŽ j. yil t Ž j.m nq jg f t e dt s k , n g N, j s 0, 1 . . . m , 4.12Ž . Ž .Hn j n
0
Ž j. Ž .where k is given by 2.27 .n
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We proceed exactly in the way used in the proof of Theorem 2.4.
Ž .Namely, consider the set of equations complex conjugated to Eqs. 4.12 .
Ž .Since, by assumption, f t is real-valued, we obtainj
T h kŽ j. yiŽyl . t Ž j.m nq jg f t e dt s k , n g N, j s 0, 1 . . . m. 4.13Ž . Ž .Hn j n
0
Let us fix some j and introduce the following quantities:
g Ž j. , for n ) 0 k Ž j. , for n ) 0n n
c s , d s ,n nŽ j. Ž j.½ ½g , for n - 0 k , for n - 0< n < < n <
4.14Ž .
hk¡l , for n ) 0m nqj~m sn hk¢yl , for n G 0.< m n <qj
Ž . Ž .In terms of the notations from 4.14 , the system obtained from 4.12 and
Ž .4.13 has the form
T yi m t y1nf t e dt s c d , n g Z9. 4.15Ž . Ž .H n n
0
Ž . Ž w x.System 4.15 represents a standard moment problem see 20, 23, 24 . It
y1  y1 4 2Ž .has a unique solution if c d / 0, n g Z9, and c d g l Z9 . Then n n n ng Z9
Ž .latter fact is guaranteed by condition 2.28 . The solution of the moment
Ž .problem given by 4.15 can be written in the form
f t s cy1d v Ž j. t , 4.16Ž . Ž . Ž .Ý n n n
ngZ9
 Ž j.Ž .4where v t is a Riesz basis, biorthogonal to the Riesz basis ofn ng Z
 yi m n t4 2Ž .exponentials e in L 0, 2 Mrm . Note that this basis coincidesng Z9
 yi v nŽ j. t4 Ž .with the Riesz basis of exponentials e introduced in 2.29 .ng Z9
Ž . Ž . Ž .To reduce 4.16 to 2.29 , it suffices to take into account definitions 4.14
and have
f t s cy1d v Ž j. t q cy1d v Ž j. tŽ . Ž . Ž .Ý Ýn n n n n n
n)0 n-0
y1y1 Ž j. Ž j.s c d v t q c d v tŽ . Ž .Ž .Ý Ýn n n n n n
n)0 n)0
s 2 Re cy1d v Ž j. t .Ž .Ý n n n
n)0
This completes the proof of Theorem 2.5.
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Now, we prove Theorem 2.3. First, we note that if a sequence of complex
 4points m s d q it is such that the corresponding family of expo-Än n n ng Z
2Ž .nentials forms a Riesz basis in L 0, T , then the same fact is valid for the
 4sequence m s m q ic where c is a real number. Therefore, afterÄn n 0 ng Z 0
the necessary shift and rescaling, we can reformulate Theorem 2.2 in the
following way.
 4THEOREM 4.1. Let m be a sequence of complex points satisfyingn mg Z
the following conditions:
Ž . Ž .a There exists a positi¤e integer N such that there are exactly 2 N q 1
 4N Ž .points m in the circle of radius N q 1r2 centered at the origin.n nsyN
Ž .b All points m which are located outside this circle are e-close to n,n
n G N q 1, i.e.,
< <m y n F e . 4.17Ž .n
Ž .c The following asymptotic relation holds:
m y n “ 0 as n “ ‘. 4.18Ž .n
Then,
Ž .  im n x41 the family of nonharmonic exponentials e forms a Rieszng Z
2Ž . Ž .basis in L 0, 2 ; and 2 the subfamily of nonharmonic exponentials
 im m n x4e with m being a gi¤en positi¤e integer forms a Riesz basis inng Z
2Ž .L 0, 2rm .
Ž . Ž .Proof. First, we note that due to conditions a and b , there exists a
one-to-pone correspondence between the vectors of the orthonormal basis
in x 2 im xn' . 4 Ž .  41r 2 e in L 0, 2 and e . Let us denote by M and H theng Z ng Z
2 in x 2'Ž . Ž . 4 Ž .closed linear spans in L 0, 2 of the systems 1r 2 e in L 0, 2ng Z
 im n x4and e respectively. We haveng Z
dim L2 0, 2 mod M s dim L2 0, 2 mod H s 2 N q 1. 4.19Ž . Ž . Ž . Ž . Ž .
in x'Ž 4Note that 1r 2 e is an orthonormal basis in M. As is shown inng Z
w x  4 Ž .our paper 25 , if the set of points m satisfies condition c , then then
 im n x4corresponding set of nonharmonic exponentials e is a Riesz basis in
H. Furthermore, it is the so-called V -basis, i.e., it is very close to thep
in x'Ž . 4orthonormal basis 1r 2 e in M. The latter means that thereng Z
Ž . Ž .y1 Žexists a compact operator V g G p ) 0 such that I q V exists and,p
. 0Ž .therefore, is bounded and the following relation holds. If w x sn
in x im xn'Ž . Ž .1r 2 e and w x s e , thenn
w s I q V w 0 . 4.20Ž . Ž .n n
Ž .Using condition a , we can extend the operator I q V from the subspace
2Ž . Ž .y1M to the whole space L 0, 2 keeping the property that I q V exists.
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Thus, we obtain that there exists bounded and boundedly invertible
2Ž .operator I q V in L 0, 2 which transforms the orthonormal basis
in x'Ž . 41r 2 e into the set of nonharmonic exponentials. The latterng Z
Ž .means that the aforementioned set is also a Riesz basis. Statement 1 is
Ž .shown. Now we prove Statement 2 . First, we claim that the system
im n x 2'Ž . 4 Ž .1r 2 e is an orthonormal basis in L 0, 2rm . Indeed, theng Z
 im n x4orthogonality of the functions e can be verified by a direct computa-
2Ž .tion. To see that this system is complete in L 0, 2rm , we use a contradic-
tion argument. Namely, assume that there exists a nonzero function
2Ž .f g L 0, 2rm such that
2rm im n xf x e dx s 0, n g Z. 4.21Ž . Ž .H
0
Ž . Ž . Ž .If F j ’ f jrm , then from 4.16 , we obtain for each n g Z:
2 inj Ž . Ž .H e F j dj s 0. The latter equation obviously means that F j s 0,0
Ž .and therefore, f j s 0.
 4 Ž . Ž .Finally, we note that the sequence m satisfies conditions a ] cm n ng Z
 4with respect to the sequence mn . Completing all steps similarly to theng Z
Ž .ones that we did in the proof of Statement 1 , we achieve the result of
Ž .Statement 2 .
The theorem is shown.
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