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Quantenchemische Rechnungen sind in vielen Bereichen der Chemie zu ei-
nem wichtigen Hilfsmittel geworden, auch weil es mittlerweile möglich ist,
quantenchemische Rechnungen für größere Systeme mit relativ bescheidenen
Rechnerresourcen durchzuführen. Dies ist nicht nur der Entwicklung der Rech-
ner geschuldet, sondern auch maßgeblich der Methodenentwicklung. Für viele
Anwendungen sind Dichtefunktional-Methoden zu einem Standardverfahren
geworden. Dieser Erfolg beruht maßgeblich auf einem Kompromiss zwischen
Genauigkeit und Effizienz. Zudem erfordern Dichtefunktional-Rechnungen
vergleichsweise wenig Expertenwissen und können auch von theoretisch nicht
versierten Benutzern ausgeführt werden.
Dass die Dichtfunktional-Methoden stabile Ergebnisse mit verblüffend hoher
Genauigkeit in verschiedensten Gebieten der Chemie liefern, ist vorallem der
Entwicklung nicht empirischer Dichtefunktionale wie TPSS oder BP86 zu
verdanken [1–4], dennoch wird chemische Genauigkeit (Fehler von 4 kJ/mol in
Bindungsenergien) von den heutigen Dichtefunktional-Methoden nicht erreicht.
Wird chemische Genauigkeit benötigt, müssen sogenannte korrelierte Metho-
den verwendet werden, die von der Rechenzeit und von den Rechnerresourcen
weitaus anspruchsvoller sind. Zudem muss in vielen Fällen auf Hybrid-Dichte-
funktionale zurückgegriffen werden, deren Energieausdruck zusätzlich Hartree-
Fock-Austausch enthält. Die Auswertung des Hartree-Fock-Austausches ist
jedoch vergleichsweise teuer, was die Anwendbarkeit der Hybridfunktionale
erheblich einschränkt.
Eine der Hauptanforderungen der Anwender von quantenchemischen Pro-
grammen an die Methodenentwicklung ist es, dass immer schnellere Programme
zur Berechnung von Moleküleigenschaften bereitgestellt werden. Eine große
Herausforderung der Quantenchemie ist dabei der überproportionale Anstieg
des Rechenaufwands mit der Systemgröße. Das asymptotische Verhalten des
Rechenaufwands als Funktion der Systemgröße im Grenzfall großer Systeme
wird als Skalenverhalten bezeichnet. Beispielsweise bedeutet lineares Skalen-
verhalten, dass sich der Rechenaufwand asymptotisch wie O(N) verhält, wobei
N ein Maß der Systemgröße ist (zum Beispiel die Zahl der Basisfunktionen).
Ein Ziel dieser Arbeit war es, die Anwendbarkeit von Dichtefunktional-Me-
thoden, aber auch von Hybrid-Dichtefunktional-Methoden, durch Entwicklung
und Implementierung optimierter Algorithmen zu erweitern. In Abschnitt 2
wird ein optimierter Quadratur-Algorithmus für DFT-Rechnungen an mole-
kularen Systemen und dessen Implementierung in das Programmpaket Tur-
bomole vorgestellt. Abschnitt 3 beschreibt einen optimierten Algorithmus
zur Berechnung des Hartree-Fock-Austausches, sowie dessen Implementierung.
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Ein effizienter Algorithmus zur Berechnung des Hartree-Fock-Austausches
beschleunigt sowohl Hybrid-Dichtefunktional-Rechnungen, als auch Hartree-
Fock-Rechnungen, die als Ausgangspunkt für korrelierte Rechnungen weiterhin
unverzichtbar sind.
Das Programmpaket Turbomole [5] ist seit jeher darauf ausgerichtet, dem
Anwender effiziente und robuste Programme zur Verfügung zu stellen, die ihm
helfen sollen, chemische Fragestellungen mit den Mitteln der Quantenchemie
zu beantworten. Bei der Entwicklung und Implementierung der oben genann-
ten optimierten Algorithmen wurde daher ein eher pragmatischer Ansatz
verfolgt. Um ein niedriges Skalenverhalten zu erreichen, ist ein zusätzlicher
algorithmischer Aufwand notwendig. Es wurde versucht, einen Kompromiss
zu finden zwischen diesem zusätzlichen algorithmischen Aufwand und dem
Skalenverhalten des Algorithmus. Die Entwicklung linear skalierender Algo-
rithmen ist von unbestreitbarem Wert für die Methodenentwicklung gewesen.
Der Nutzen eines streng linear skalierenden Algorithmus im Vergleich zu einem
höher skalierenden ist jedoch dann fraglich, wenn die Rechenzeiten nur für eine
kleine Klasse von Systemen verkürzt werden kann, wobei es sich typischerweise
um sehr große Moleküle mit lokalisierten Bindungen handelt, sich aber die
Rechenzeiten bei einer großen Anzahl von Systemen verlängern.
2
1 Theoretischer Hintergrund
1.1 Das quantenmechanische Mehrelektronenproblem
Die Quantenmechanik ist die grundlegende physikalische Theorie zur Beschrei-
bung von Atomen und Molekülen und somit auch zur theoretischen Behandlung
chemisch relevanter Fragestellungen. Die zentrale Gleichung der nichtrelati-
vistischen Quantenmechanik ist die Schrödinger-Gleichung. Für stationäre
Systeme hat sie die Form
HˆΨ = EΨ . (1)
Hierbei steht Hˆ für den Hamilton-Operator, Ψ für die Wellenfunktion und E
für den zugehörigen Energieeigenwert. In der Born-Oppenheimer Näherung
separiert man die Elektronenbewegung von der Kernbewegung unter der
Annahme, dass die kinetische Energie der Kerne, aufgrund der im Vergleich
zur Elektronenmasse viel höheren Masse der Atomkerne, vernachlässigt werden
kann. In diesem Fall ist Gleichung 1 die elektronische Schrödinger-Gleichung.
Der N -Elektronen-Hamilton-Operator ist dann gegeben durch
Hˆ = Tˆ + Vˆ ext + Wˆ . (2)












den Operator des äußeren Potentials, das sich typischerweise zusammensetzt





|ri − rj| (5)
den Operator der interelektronischen Wechselwirkungsenergie.
Für nahezu alle chemisch relevanten Systeme lässt sich die Schrödinger-
Gleichung nur näherungsweise lösen. Zwei sehr erfolgreiche Methoden zur Be-
schreibung komplexerer chemischer Systeme sind, bedingt durch ihr günstiges
Skalenverhalten und ihren niedrigen algorithmischen Vorfaktor, die Dichte-
funktionaltheorie [6] und das Hartree-Fock-Verfahren.
3
1.2 Grundlagen der Dichtefunktionaltheorie
Die zentrale Größe der Dichtefunktionaltheorie ist nicht die Wellenfunktion
Ψ(x1, . . . ,xN), xi = (ri, σi), σi ∈ {α, β}, i ∈ {1, N} , (6)




|Ψ(r, σ, r2, σ2, . . . , rN , σN)| dr2 dσ2 . . . drN dσN . (7)
Bei der Notation der Gleichung 7 wurde angenommen, wie durchgehend in
dieser Arbeit, dass die z-Komponente des Gesamtspins erhalten bleibt, was
der Näherung des unbeschränkten Spins entspricht (englisch spin-unrestricted
approximation; auch als spin-unrestricted-Formalismus bezeichnet).
Hohenberg und Kohn konnten zeigen [7], dass das äußere Potential und somit
der elektronische Hamilton-Operator ein Funktional der Grundzustandsdichte
ist. Wird mit Hilfe der Methode der Minimumsuche unter Nebenbedingungen
(englisch constrained search) von Levy und Lieb [8] folgendes Funktional
definiert
F LL[ρα, ρβ] = minΨ→ρα, ρβ
〈Ψ|Tˆ + Wˆ |Ψ〉 , (8)
so kann die Energie als Funktional der Einteilchenelektronendichte wie folgt
geschrieben werden




vσ(r)ρσ(r) dr . (9)
Die Grundzustandsenergie ergibt sich dann aus der Minimierung dieses Ener-
giefunktionals.
1.3 Die Kohn-Sham-Konstruktion
In der Praxis hat sich die sogenannte Kohn-Sham-Konstruktion zur Minimie-
rung des Energiefunktionals, Gleichung 8, bewährt. Das Kohn-Sham-System [9]
ist definiert als ein System aus N nichtwechselwirkenden Fermionen in einem
lokalen Potential vsσ(r), dessen Grundzustandsdichte gleich der Dichte ρσ(r)
des gesuchten Grundzustand ρσ(r) ist. Das hochgestellte s steht hier und
im Folgenden für Kohn-Sham. Analog zum Hartree-Fock Verfahren ist die
4
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In der unbeschränkten Spinnäherung enthält diese Determinante zwei Sätze
von Orbitalen φkα und φkβ, entsprechend den Eigenwerten 12 und − 12 des
Spinoperators sˆz. Nach der Vorschrift der Suche unter Nebenbedingungen
ergibt sich das Funktional der kinetischen Energie dieses Systems zu
T s[ρα, ρβ] = minΦ→ρα, ρβ
ΦDet.
〈Φ|Tˆ |Φ〉 . (11)
Das Levy-Lieb-Funktional (Gleichung 8) lässt sich nun unter Verwendung von
T s in mehrere Terme zerlegen
F LL[ρα, ρβ] = T s[ρα, ρβ] + J [ρ] + Exc[ρα, ρβ] . (12)
Die weiteren Terme in Gleichung 12 sind das Austauschkorrelationsfunktional
Exc[ρα, ρβ] und das Funktional der klassischen Coulomb-Energie oder Hartree-
Energie
J [ρ] = 12
∫ ρ(r) ρ(r′)
|r − r′| drdr
′ , (13)
wobei die Dichte ρ gegeben ist durch ρ(r) = ρα(r) + ρβ(r). Für das Energie-
funktional ergibt sich nun




vσ(r)ρσ(r) dr + J [ρ] + Exc[ρα, ρβ] . (14)
Durch Gleichung 12 wird das Austauschkorrelationsfunktional Exc definiert.
Die exakte Auswertung des Levy-Lieb-Funktionals F LL wäre allerdings ebenso
aufwändig wie die Lösung des ursprünglichen N -Elektronen Problems. Das
Funktional Exc muss daher in der Praxis approximiert werden. Aus der Varia-











welche in einem selbstkonsistenten Verfahren gelöst werden können und die
Kohn-Sham Grundzustandsdichte liefern. Dabei hat das Potential vsσ
vsσ[ρα, ρβ](r) = v(r) + vJ [ρ](r) + vxcσ [ρα, ρβ](r) (17)





die Funktion eines (ortsabhängigen) Lagrange-Multiplikators, der die Neben-
bedingung (16) erzwingt [10].
In seiner ursprünglichen Form ist das Kohn-Sham Verfahren nur für Po-
tentiale definiert, die Ableitungen der Dichte sind. In Abschnitt 1.5 wird
ein allgemeineres Schema beschrieben, das auch für nicht-lokale Potentiale
anwendbar ist, unter anderem die Hartree-Fock-Näherung beinhaltet, und
welches die Basis der meisten Implementierungen eines DFT-Algorithmus ist.
1.4 Semilokale Austauschkorrelationsfunktionale
Die Bedeutung der Dichtefunktionaltheorie für die Chemie gründet sich auf
Näherungen für das Austauschkorrelationsfunktional, die einen guten Kom-
promiss zwischen Effizienz und Genauigkeit erlauben. Allgemein werden die
vorhandenen Näherungen für das Austauschkorrelationsfunktional in verschie-
dene Klassen eingeteilt. Die üblichen Bezeichnungen für diese Klassen sind
dabei:
i) die Funktionale der local spin density approximation (LSDA),
ii) die Funktionale der generalized gradient approximation (GGA),
iii) die Hybrid-Funktionale und
iv) die meta-GGA Funktionale (MGGA).
Während die LSDA-Funktionale für chemisch interessante Systeme noch meis-
tens unbefriedigende Ergebnisse lieferten, etablierte sich die Dichtefunktio-
naltheorie nach der Entwicklung der GGA-Funktionale als ein Standardverfah-
ren der Theoretischen Chemie.
Die allgemeinste Form, die für den Energieausdruck aller Funktionale dieser
Klassen angegeben werden kann, ist
ExcMGGA =
∫
f(ρα(r), ρβ(r), γαα(r), γαβ(r), γββ(r), τα(r), τβ(r)) dr . (19)
Dabei ist ρσ(r) die σ-Spindichte (siehe Gleichung 7), γσσ′(r) ist das Skalarpro-
dukt der Spindichtegradienten (γσσ′(r) = ∇ρσ(r) · ∇ρσ′(r)), und τσ(r) ist die
Dichteverteilung der kinetischen Energie der σ-Spin-Elektronen. In der Basis








Bei den GGA-Funktionalen ist f unabhängig von τσ(r). Bei den LSDA-Funk-
tionalen hängt f zusätzlich nicht von γσσ′(r) ab.
1.5 Das selbstkonsistente Hybrid-Kohn-Sham-Verfahren






(〈φiσ| − 12∆|φiσ〉+ 〈φiσ|v





ijσ(〈φiσ|φjσ〉 − δij) .
(21)
ExHF steht dabei für das Funktional der Hartree-Fock-Austauschenergie ska-
liert mit dem Hybridmischungskoeffizienten cx. Dieser Formalismus beinhaltet
Hybrid-Dichtefunktionaltheorie in ihrer allgemeinsten Form. Als Spezialfälle
erhält man die Hartree-Fock-Näherung für cx = 1, Exc = 0 und Dichtefunktio-
naltheorie ohne Hybrid-Funktionale für cx = 0.
Die Grundzustandsenergie wird erhalten als das Minimum von L bezüglich
aller Parameter, dem Vektor der besetzten Molekülorbitale φ und der Matrix
der Lagrange-Multiplikatoren . Aus der notwendigen Bedingung, dass L
stationär ist bezüglich φ, folgen die Hybrid- Kohn-Sham-Gleichungen(
−12∆ + v






Die Stationaritätsbedingung bezüglich  führt zu
〈φiσ|φjσ〉 = δij , (23)
das heißt die Lagrange-Multiplikatoren ij erzwingen die Orthonormiertheit
der besetzten Orbitale.
































Dabei ist σ′ 6= σ. Hängt Exc auch von τ ab, wie dies bei MGGA-Funktionalen
im allgemeinen der Fall ist, so ist das oben definierte vxc zwar ein lokales,
nicht aber multiplikatives Potential. Der eigentliche Kohn-Sham-Formalismus
erlaubt nur lokale, multiplikative Potentiale, die Ableitungen nach der Dichte
entsprechen. Obiges Verfahren verwendet jedoch Ableitungen nach den Orbi-
talen, was zu nichtlokalen Potentialen führen kann. Offensichtlich ist dies für
das Hartree-Fock-Austauschpotential




|r − r′| . (26)
In der Praxis rechtfertigen die marginalen Energieunterschiede den erheblich
höheren Rechenaufwand exakter Kohn-Sham-Rechnungen selten [11].
Gleichungen 16, 20, 22 und 23 bilden bei gegebenem Funktional ein selbst-
konsistentes Schema zur Bestimmung der Grundzustandsenergie und Grund-
zustandsdichte und zugleich die Grundlage für die hier vorgestellten algorith-
mischen Arbeiten.
1.6 Finiter Basissatz
Das im letzten Abschnitt erwähnte selbstkonsistente Schema (Gleichungen 16,
20, 22, 23) ist ein nichtlineares Eigenwertproblem. Das Standardverfahren zur
näherungsweisen Lösung dieses Eigenwertproblems ist, die Molekülorbitale
φjσ(r) in einer finiten Basis atomzentrierter Funktionen χµ(r) zu entwickeln.
Die Molekülorbitale werden dabei durch eine Linearkombination dieser Atom-




Cµjσ χµ(r) . (27)









wobei iµ, jµ, kµ ∈ N0 und lµ = iµ + jµ + kµ die l-Quantenzahl von χµ ist. Eine
bewährte Methode zur Bestimmung der Exponenten ζpµ und Kontraktions-
koeffizienten cpµ ist die Optimierung am Atom. Auf Grund ihrer häufigen
Verwendung stehen optimierte Basissätze aus kartesischen Gaußfunktionen in
vielen verschiedenen Qualitäten für alle Atome zur Verfügung [12–14].











|r − r′| χκ(r
′)χλ(r′) drdr′ , (30)
so lassen sich in einer finiten reellen Basis die Hybrid-Kohn-Sham-Gleichungen
(22) wie folgt formulieren∑
µ
(Fµνσ − iσSµν)Cµiσ = 0 . (31)
Darin bezeichnen Sµν die Elemente der Überlappungsmatrix
Sµν = 〈µ|ν〉 , (32)
und Fµνσ die Elemente der Fock-Matrix
Fµνσ = hµν + Jµν + vxcµνσ − cxKµνσ . (33)
Die Einelektronenbeiträge sind dabei in der Matrix
hµν = 〈µ| − 12∆ + v
ext|ν〉 (34)




(Dκλα +Dκλβ) (µν|κλ) (35)




Dκλσ (µκ|νλ) , (36)
wobei cx den Hybridmischungskoeffizienten bezeichnet. Die Matrixelemente







































2 Optimierter Quadratur-Algorithmus für
DFT-Rechnungen an molekularen Systemen
2.1 Einleitung
Die gängigen Näherungen des Integranden f in Gleichung 19 haben eine so
komplizierte Form, dass sie im Allgemeinen nicht analytisch integriert werden
können. Die Integration erfolgt daher numerisch auf einem problemgerechten





f(ρα(rg), ρβ(rg), γαα(rg), γαβ(rg), γββ(rg), τα(rg), τβ(rg))wg .
(39)
Die Summation erfolgt über alle Gitterpunkte rg, wobei die Summanden mit
den Quadraturgewichten wg gewichtet werden. Üblicherweise wird dieses Mo-
lekül-Quadraturgitter mit Hilfe der Becke-Partitionierungsfunktion [15] aus
Atom-Quadraturgittern zusammengesetzt. Die Atom-Quadraturgitter werden
wiederum aus sphärischen Gittern und radialen Gittern aufgebaut. Es haben
sich verschiedene Gitter und Quadraturverfahren etabliert. Das Programmpa-
ket Turbomole benutzt standardmäßig sphärische Lebedev-Gitter und für
den Radialteil eine Gauß-Tschebyscheff-Quadratur [16].
Analog zur Gleichung 38 lässt sich die Bestimmungsgleichung für die Ele-
mente der Austauschkorrelationsmatrix vxcµνσ aufstellen. Mit der Definition der






































Dµνσ χµ(rg)χν(rg) , (41)













auf dem Quadraturgitter. Wie aus den obigen Formeln ersichtlich ist, skalieren
alle drei Schritte formal wie O(N3).
2.2 Motivation
Die hier vorgestellten Arbeiten bauen auf der bestehenden Implementierung
von O. Treutler und R. Ahlrichs [16] auf. Diese erste DFT-Implementierung
in Turbomole war bereits sehr effizient und nutzte unter anderem die volle
Punktgruppensymmetrie [17], die Lokalität der Basisfunktionen sowie eine
mögliche dünne Besetzung der Dichtematrix aus. Später führte R. Ahlrichs
eine Umsortierung der Gitterpunkte ein, um möglichst lokalisierte Blöcke
(englisch batches) von Quadraturgitterpunkten zu erhalten.
Obwohl diese Implementierung leistungsfähig war, gab es einige Einschrän-
kungen:
i) Bei der Berechnung der Dichte sowie der Fock-Matrix wurden formale
O(N3) Schleifen mit Abfragen und Sprunganweisungen verwendet.
ii) Die Symmetrie der Beiträge zur Fock-Matrix wurde im Fall gradienten-
korrigierter Funktionale nicht vollständig ausgenutzt.
iii) Die Werte der Basisfunktionen auf einem Block von Gitterpunkten wurden
nur sehr grob unter Verwendung von Mittelwerten abgeschätzt. Unter
sehr ungünstigen Bedingungen konnte die Abschätzung fehlerhaft werden.
iv) Die Werte der Schranken für die Abschätzungen waren unabhängig von
der globalen Konvergenzschranke.
v) Der sehr komplexe Fortran-Sourcecode wurde auf verschiedenen Rechner-
architekturen unterschiedlich effizient optimiert.
2.3 Algorithmus
2.3.1 Zielsetzung
Für den neu in das Programmpaket Turbomole implementierten Algorithmus
wurde versucht, ein niedriges Skalenverhalten zu erreichen, ohne den (algorith-
mischen) Vorfaktor zu erhöhen. Ein weiteres Ziel war es, alle Schranken, die




2.3.2 Schritte vor den SCF-Iterationen
Die grundsätzliche Programmstruktur der DFT-Implementierung wurde aus
dem vorherigen Programm übernommen [16, 18]. Vor den SCF-Iterationen
werden die Atom-Quadraturgitter erzeugt∗. Aus diesen wird durch Becke-Par-
titionierung ein Molekülgitter erstellt. Gitterpunkte mit verschwindend kleinen
Quadraturgewichten werden dabei vernachlässigt. Die Gitterpunkte werden
so sortiert, dass räumlich benachbarte Gitterpunkte auch im Programmab-
lauf nacheinander verarbeitet werden. Dies ist notwendig, um später Blöcke
benachbarter Gitterpunkte erzeugen zu können.
Neu eingeführt wurde ein DFT-Programmteil, der für jede Basisfunktion
einen Radius bestimmt, außerhalb dessen diese Basisfunktion und ihre Ablei-
tungen ein monoton fallendes Verhalten zeigen, das heißt man befindet sich
außerhalb dieses Radius im asymptotisch abfallenden Bereich der Gaußfunkti-
on. Diese Daten werden während der SCF-Iterationen bei der Berechnung der
Werte der Basisfunktionen und ihrer Ableitungen auf dem Quadraturgitter
benötigt. In Schema 1 werden die wichtigsten Schritte des DFT-Algorithmus
vor den SCF-Iterationen noch einmal zusammengefasst.
Erstelle Atom-Quadraturgitter
Konstruiere durch Becke-Partitionierung ein Molekül-Gitter
Eliminiere Gitterpunkte mit verschwindend kleinen Quadraturgewichten
Sortiere die Gitterpunkte
Bestimme den asymptotisch fallenden Bereich der Basisfunktionen
Schema 1: Die wichtigsten Schritte des DFT-Algorithmus, die vor den SCF-
Iterationen ausgeführt werden.
2.3.3 Schritte in den SCF-Iterationen
In jeder SCF-Iteration wird zunächst das Quadraturgitter in möglichst gleich
große Blöcke aufgeteilt. Die Blockgröße ist im neuen DFT-Programmteil durch
eine Option in den Konfigurationsdateien des Programmpakets Turbomole
(control-Datei) veränderbar. Als effizienteste maximale Blockgröße wurde
mit Tests der Wert 100 ermittelt†, der auch schon von den vorherigen DFT-
Programmroutinen benutzt wurde. Im neuen DFT-Programmteil werden aus
∗Werden variable Gittergrößen benutzt (m–grids), so wird in der letzten Iteration
nochmal ein größeres Gitter erzeugt.
†Dieser Wert ist abhängig von der Rechnerarchitektur, im speziellen von den Cache-
Größen der verwendeten Prozessoren. Für andere Rechnerarchitekturen als die getesteten,
zum Beispiel neuere Rechnerarchitekturen, könnten andere Werte effizienter sein.
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Effizienzgründen die einzelnen Gitterpunktblöcke für ein Atom so gewählt,
dass sie ungefähr gleich groß sind. Es sei an dieser Stelle angemerkt, dass
durch das Zusammenspiel der Abfragen, die die Berechnung unsignifikanter
Beiträge verhindern, sowie auch durch Rundungsfehler es passieren kann, dass
die berechnete Dichte nicht mehr überall positiv wird. Deshalb müssen vor
der Funktionalauswertung die Dichtebeiträge auf einen sinnvollen kleinsten
Wert beschränkt werden.
Die Gitterpunkte in Blöcke aufzuteilen hat mehrere Vorteile. Alle Felder,
die zusätzlich für den DFT-Programmteil benötigt werden, bleiben klein
genug, um sie bei Bedarf dynamisch zu allozieren und im Hauptspeicher
des Rechners zu halten. Es ist daher nicht nötig, Daten auf externe Dateien
auszulagern. Durch die zuvor vorgenommene Sortierung der Gitterpunkte wird
die Wahrscheinlichkeit erhöht, dass die Basisfunktionen auf allen Punkten
eines Blockes vernachlässigbare Werte besitzen und damit ganze Blöcke von
Gitterpunkten vernachlässigt werden können. Der Algorithmus lässt sich durch
diese Blockstruktur leicht parallelisieren. Die einzelnen Blöcke sind weitgehend
unabhängig voneinander und lassen sich daher parallel zueinander berechnen.
Auch der parallele DFT-Programmteil wurde auf den neuen Algorithmus
umgestellt.
Das Ablaufschema des iterativen Teils des neuen DFT-Algorithmus ist
in Schema 2 zusammengefasst. Der neue DFT-Algorithmus wird dabei in
seiner allgemeinsten Form beschrieben, wie er für meta-GGA-Funktionale zur
Anwendung kommt∗. Bei GGA-Funktionalen und LSDA-Funktionalen entfällt
die Berechnung der nicht benötigten Terme.
Durch die Aufteilung in Blöcke von Gitterpunkten kann folgender, für die
weiteren Abschätzungen benötigter, Maximalwert für alle Gitterpunkte g eines







Aus den Gleichungen 40, 41, 42 und 43 ist ersichtlich, dass die Basisfunktionen
χµ und χν nur dann einen signifikanten Beitrag zum Austauschkorrelationsteil
der Fock-Matrix vxcµνσ liefern, wenn das Produkt zweier Basisfunktionswerte
oder dessen Ableitung mit dem dazugehörigen Dichtematrixelement für alle
Gitterpunkte g eines Blockes B keinen vernachlässigbaren Wert annimmt,
wenn also das Produkt qµ qν Dµνσ kleiner als eine Schranke ist.
Für jeden Block von Gitterpunkten werden zuerst die Werte der Basisfunktio-
nen und deren Gradienten bestimmt. Bei der Auswertung der Basisfunktionen
∗Im Rahmen dieser Arbeit wurde der Algorithmus für LSDA-Funktionale und GGA-
Funktionale in das Programmpaket Turbomole implementiert. Aufbauend auf dieser
Implementierung wurde von F. Furche die Erweiterung auf meta-GGA-Funktionale vorge-
nommen [11].
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Erstelle Blöcke von Quadraturgitterpunkten
Schleife über Blöcke B von Gitterpunkten g:
Auswertung der Basisfunktionen auf dem Quadraturgitter:
Schleife über Schalen von Basisfunktionen m:
Wenn qm qmaxDmax > thrQ:
(unter Berücksichtigung des asymptotisch fallenden Bereiches der Basisfunktionen)
Berechne χµ(rg), ∇χµ(rg)
Berechne Abschätzungen qµ = max
g∈B
(|χµ(rg)|, |∇χµ(rg)|)
Erstelle einen Sortierindex der qµ
Sortiere die Felder χµ(rg),∇χµ(rg) um mit dem Sortierindex
Berechnung der Dichte und des Gradienten der Dichte:
Bestimme den maximalen Index k, für den gilt qk >
√
thrD
2Dmaxσ(Aus dem Sortierindex der Basisfunktionen)
ZDσ = χDσ ; YDσ = ∇χDσ BLAS (dsymm)
Schleife über die sortierten Basisfunktionen χµ, µ ∈ {1, k}:
Schleife über alle Gitterpunkte des Blockes B:
ρσ(rg)← ρσ(rg) + ZDσµ(rg)χµ(rg)
∇ρσ(rg)← ∇ρσ(rg) + 2ZDσµ(rg)∇χµ(rg)
τσ ← τσ + 12 Y Dσµ(rg) · ∇χµ(rg)
Verarbeite die verbliebenen χµ(rg), χν(rg), ∇χµ(rg), ∇χν(rg),
für die gilt qµqνDµνσ > thrD
Berechnung der Beiträge zur Fock-Matrix und zur Energie:
















Bestimme fmaxσ = max
g∈B
{∣∣∣ ∂f∂ρσ ∣∣∣ , ∣∣∣ ∂f∂∇ρ ∣∣∣ , ∣∣∣ ∂f∂τσ ∣∣∣}
Berechne Beiträge zu Exc




Schleife über die sortierten Basisfunktionen χµ, µ ∈ {1, k}:













Y Fσµ(rg) = w(rg) ∂f∂τσ ∇χµ(rg)
Fσ ← Fσ + 12
(
(ZFσ )T χ+ χT ZFσ
)
BLAS (dsyr2k)
Fσ ← Fσ + 12
(
(YFσ )T ∇χ+ (∇χ)T YFσ
)
BLAS (dsyr2k)
Verarbeite die verbliebenen χµ(rg), χν(rg) für die gilt qµqνfmaxσ > thrF
Schema 2: Die wichtigsten Schritte des DFT-Quadratur-Algorithmus, die in
jeder SCF-Iteration ausgeführt werden, wie in Abschnitt 2.3.3 erklärt.
auf dem Quadraturgitter wird mit einer Schranke die Berechnung insignifikan-
ter Werte verhindert. Da die Auswertung der Basisfunktionswerte und deren
Gradienten in einer Schleife über Schalen von Basisfunktionen erfolgt, muss
15
abgeschätzt werden, wie groß die Basisfunktionswerte einer Schale und deren
Ableitungen für einen Gitterpunktblock werden. Eine Schale ist hierbei definiert
als eine Menge von kontrahierten Basisfunktionen gleicher l-Quantenzahl lµ,
die sich nur durch die in Gleichung 28 definierten Monom-Exponenten iµ, jµ, kµ
unterscheiden. Diese Abschätzung qm für die qµ einer Schale m ist allerdings
nur im asymptotisch abfallenden Bereich der kontrahierten Basisfunktionen
anwendbar. Mit den vor den SCF-Iterationen berechneten Radien wird ermit-
telt, in welchem Bereich der Basisfunktion sich der Block von Gitterpunkten
befindet. Zuerst werden alle Basisfunktionswerte und deren Ableitungen be-
rechnet, bei denen sich der Block von Gitterpunkten nicht im asymptotisch
abfallenden Bereich der kontrahierten Basisfunktionen befindet; gleichzeitig
werden die qµ und das Maximum qmax dieser qµ ermittelt. Danach werden
die Basisfunktionswerte und deren Ableitungen berechnet, bei denen sich der
Block von Gitterpunkten im asymptotisch abfallenden Bereich der kontrahier-
ten Basisfunktionen befindet und für welche folgende Ungleichung mit der
Schranke thrQ und dem Maximum der Dichtematrix Dmaxσ erfüllt ist
qm q
maxDmaxσ > thrQ . (45)
Diese erste Schranke des Algorithmus (Gleichung 45) liefert einen wichtigen
Beitrag zur Effizienz und zum günstigen Skalenverhalten des Algorithmus. Ein
weiterer, entscheidender Punkt ist, dass mit Hilfe der Maximalwerte qµ ein
Sortierindex erstellt wird. Mit diesem Sortierindex werden die Werte der Basis-
funktionen auf dem Gitter χµ(rg) und deren Ableitungen ∇χµ(rg) umsortiert.
Diese geblockte Struktur ermöglicht es, die Felder in den weiteren Schritten mit
Matrix-Matrix-Operationen weiterzuverarbeiten. Der Sortierindex ermöglicht
es auch, alle Schleifen über Basisfunktionen nun über den Sortierindex laufen
zu lassen. So können diese Schleifen beendet werden, wenn das jeweilige Ab-
schneidekriterium das erste Mal erfüllt wird. Diese Vorgehensweise verhindert
daher das unnötige Durchlaufen von Schleifen und ermöglicht ein niedriges
Skalenverhalten des Algorithmus.
Bei der Berechnung der Dichte ρ, des Gradienten der Dichte ∇ρ und der
Dichteverteilung der kinetischen Energie τ wird zuerst ein quadratischer Aus-
schnitt der Beiträge zur Dichte, der Beiträge zum Gradienten der Dichte
und der Beiträge zur Dichteverteilung der kinetischen Energie bestimmt. Die
Vorgehensweise wird im folgenden Abschnitt, exemplarisch für die Dichte ρ,
im Detail erläutert.
Nach Gleichung 41 kann ein Beitrag zur Dichte ρ eines Gitterpunktblockes






Ein XµνσB, also ein Beitrag zur Dichte, kann dann vernachlässigt werden,
wenn
|XµνσB| < thrD . (47)
Die Beiträge zur Dichte XµνσB können als Elemente einer Matrix X aufgefasst
werden. Werden nur die Elemente betrachtet, die nicht durch die Schran-
ke (Gleichung 47) vernachlässigt wurden, ergibt sich eine charakteristische






X X X X
X X X X X
X X X X X X
X X X X X X X
X X X X X X X X
X X X X X X X
X X X X X X
X X X X X X





In der oben skizzierten Besetzungsstruktur der Matrix X sind nur Elemente
mit X gekennzeichnet, die nicht vernachlässigt werden. Da die Matrix X
symmetrisch ist, muss nur ein Teil dieser Matrix, hier das untere Dreieck,







kann nun der Index des letzten noch nicht vernachlässigbaren Diagonalele-
ments XkkσB bestimmt werden. Dieser Index k definiert einen (quadratischen)
Ausschnitt aus der Matrix X, wobei alle Elemente innerhalb dieses Ausschnitts
nicht vernachlässigbar sind∗.
∗In den Unterprogrammen wird versucht, einen optimalen Ausschnitt zu finden, das
heißt einen Ausschnitt, für den die Laufzeit des jeweiligen Unterprogramms minimal wird.
Dieser Ausschnitt ist im Allgemeinen etwas größer als der mit der angegebenen einfachen
Abschätzung erzeugten. Es werden daher einige eigentlich vernachlässigbare Werte zusätzlich
berechnet.
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Für die Gradienten der Dichte ∇ρ und für die Dichteverteilung der kine-
tischen Energie τ ist die Vorgehensweise analog, wenn die Symmetrie der
Beiträge zum Gradienten der Dichte berücksichtigt wird. Wenn die Maximal-
werte qµ nach Gleichung 44 gebildet werden, können dieselben Abschätzungen
und Schranken benutzt werden.
Die Werte der Basisfunktionen auf dem Gitter χµ(rg) und deren Ableitung
∇χµ(rg) sind in den Unterprogrammen als Felder organisiert. In Matrixschreib-
weise lassen sich diese Felder folgendermassen formulieren








Die zwei weiteren Matrizen, welche die Ableitung der Basisfunktionen auf dem
Gitter enthalten, werden analog zu Gleichung 51 gebildet. Diese Blockstruktur
ermöglicht es nun, die folgenden Zwischenwerte














mit Matrix-Matrix-Operationen zu berechnen. Die Dichtematrix Dσ in den
Gleichungen 52 und 53 hat die Dimension k× k, die Matrizen χ und ∂χ
∂z
haben
die Dimension G× k. Hierbei ist G die Anzahl der Gitterpunkte g des Blockes
B und k der mit der Abschätzung in Gleichung 49 bestimmte Index. Die








= Y Dνσz(rg) . (55)
Für diese Berechnungen werden hochoptimierte rechnerarchitekturabhängige
Unterprogrammbibliotheken (Basic Linear Algebra Subprogram) benutzt. Mit
Hilfe dieser Zwischenwerte werden ρσ(rg), ∇ρσ(rg) und τσ in der innersten
zweier verschachtelter Schleifen bestimmt,
ρσ(rg)← ρσ(rg) + ZDµσ(rg)χµ(rg) (56)
∇ρσ(rg)← ∇ρσ(rg) + 2ZDµσ(rg)∇χµ(rg) (57)
τσ ← τσ + 12 Y
D
µσ(rg) · ∇χµ(rg) (58)
wobei der Vektor der Zwischenwerte Y D gegeben ist durch
Y Dµσ(rg) =
(




Die erste Schleife läuft dabei über den sortierten Basisfunktionsindex µ von 1
bis k, und die zweite Schleife läuft über alle Gitterpunkte des Blockes B.
Anschließend müssen noch die wenigen verbliebenen Werte χµ(rg) und
∇χµ(rg) verarbeitet werden, die nicht durch den quadratischen Ausschnitt
erfasst wurden und die nicht mittels folgender Abschätzung
qµqνDµνσ > thrD (59)
vernachlässigt werden können.
Als nächstes werden die zur Berechnung der Fock-Matrix und der Austausch-





























Abschließend kann nun die Fock-Matrix berechnet werden. Wie bei der
Berechnung der Dichte ρ beschrieben, wird auch hier ein quadratischer Aus-
schnitt für die Beiträge zur Fock-Matrix ermittelt. Für die Bestimmung dieses






die den Index k festlegt. In der innersten zweier verschachtelter Schleifen


















um sie in Matrixform weiterverarbeiten zu können. Diese Zwischenwerte lassen
















∗Die Routinen zur Berechnung der Funktionalwerte wurden von F. Furche mit Hilfe des
Computer-Algebra-Programms Maple (re)implementiert.
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Die erste Schleife läuft dabei über den sortierten Basisfunktionsindex µ von
1 bis k, und die zweite Schleife läuft über alle Gitterpunkte des Blockes B.
Die Idee ist wiederum, für die folgenden Schritte hochoptimierte rechnerar-
chitekturunabhängige Unterprogrammbibliotheken zu nutzen. Die Beiträge
zur Fock-Matrix werden nun mit Matrix-Matrix-Operationen unter Benutzung
dieser Unterprogramme berechnet
Fσ ← Fσ + 12
(
(ZFσ )T χ+ χT ZFσ
)
(68)
Fσ ← Fσ + 12
(





max > thrF (70)
werden die Beiträge ermittelt, die nicht vernachlässigbare Beiträge zur Fock-
Matrix liefern und daher noch berechnet werden müssen. Diese Beiträge werden
in einer konventionellen Schleifenstruktur ausgewertet.
2.4 Implementierung in das Programmpaket Turbomole
Der im Abschnitt 2.3 vorgestellte Algorithmus wurde in einer modularen und
strukturierten Weise in die Programme ridft und dscf des Programmpakets
Turbomole implementiert. Diese Implementierung umfasst die Berechnung
von Grundzustandsenergien mit LSDA-Funktionalen, GGA-Funktionalen und
Hybrid-GGA-Funktionalen für den geschlossenschaligen und offenschaligen Fall.
Auch wurde der neue Algorithmus sowohl in den sequentiellen als auch in den
parallelen Teil dieser beiden Programme implementiert. Durch Umstrukturie-
rungen im Programm dscf konnte ein Feld der Dimension einer Dichtematrix
eingespart werden. In der vorherigen Implementierung wurde zudem ein wei-
teres Feld verwendet, dessen Dimension quadratisch mit der Systemgröße
skalierte. Im neuen Algorithmus wird dieses Feld, welches durch Kopieren
der Dichtematrix unter Vernachlässigung kleiner Werte erzeugt wurde, nicht
mehr benötigt. In beiden Programmen konnte somit der Hauptspeicherbedarf
gesenkt werden.
Die Implementierung des gesamten neuen Algorithmus konnte so struktu-
riert werden, dass sie von einem einzigen Unterprogramm gerufen wird. Die
verschiedenen zeitkritischen Schritte der Berechnung werden von Unterpro-
grammen ausgeführt. So werden in den Unterprogrammen funct_1, funct_2,
. . . die Werte der Basisfunktionen und, falls es sich nicht um LSDA-Funktio-
nale handelt, deren Gradienten berechnet. Die Berechnung der Dichte und
deren Ableitungen erfolgt in den Unterprogrammen ondes_1, ondes_2, . . . .
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Die Berechnung der Fock-Matrix erfolgt in den Unterprogrammen onf_1,
onf_2, . . . . Durch diese Strukturierung können dieselben Unterprogramme
sowohl im sequentiellen wie auch im parallelen Teil der Programme genutzt
werden. Die Programmstruktur erleichtert auch Erweiterungen vorzunehmen
oder die Unterprogramme in veränderter und unveränderter Form in anderen
Programmen weiterzunutzen. So bauen die DFT-Programmteile der Turbo-
mole Programme escf [19], egrad [20,21] und in Teilen aoforce [22] auf der
hier vorgestellten Implementierung auf.
2.5 Ergebnisse der Testrechnungen
2.5.1 Vorbemerkungen
Die Programme wurden mit vielen Testrechnungen auf verschiedensten Rech-
nerarchitekturen geprüft, und dabei die Schranken thrQ, Gleichung 45, thrD,
Gleichung 59, thrF , Gleichung 70, an das globale Konvergenzkriterium des
Programms angepasst. Um die Effizienz des neuen DFT-Algorithmus zu prüfen,
wurden Vergleichsrechnungen mit dem vorherigen Algorithmus durchgeführt∗.
Für die Vergleichsrechnungen wurden verschiedene homologe Klassen von
Molekülen gewählt. Diese Molekülklassen wurden dabei so gewählt, dass eindi-
mensionale, zweidimensionale und dreidimensionale Systeme berücksichtigt
wurden.
Bei der ersten für die Vergleichsrechungen ausgewählten Gruppe von Mole-
külen handelt es sich um n-Alkane. Die homologe Reihe der n-Alkane ist sehr
beliebt bei Vergleichsrechnungen. Es handelt sich bei diesen Testmolekülen um
eindimensionale Systeme mit lokalisierten Bindungen. Ihre Verwendung wird
damit begründet, dass mit diesen Molekülen bei vertretbaren Rechenzeiten
das Skalenverhalten eines Algorithmus bei großen Systemen gezeigt werden
könne. Es ist allerdings fraglich, ob realistischere Systeme, mit delokalisier-
ten Elektronenorbitalen zum Beispiel, das gleiche Skalenverhalten zeigen wie
eindimensionale Kettenmoleküle. Da in vielen Veröffentlichungen n-Alkane
berechnet werden, wurden auch für diese Arbeit Vergleichsrechnung mit diesen
Molekülen angefertigt, um einen Anhaltspunkt darüber zu bekommen, wie
effizient der neue Algorithmus im Vergleich zu anderen Algorithmen ist.
∗Es wurde die Version Turbomole-V5.0 (Dezember 1999) des Programms ridft
benutzt, da in späteren Versionen schon erste Optimierungen implementiert wurden. Bei
dieser Programmversion war noch keine Sortierung der Quadraturgitterpunkte implementiert.
In der neuen Programmversion ist es möglich, die Sortierung der Quadraturgitterpunkte
mit einem Schlüsselwort in der Konfigurationsdatei abzuschalten. Eine Testrechnung mit
dem n-Alkan C192H386 erbrachte, dass bei der neuen Programmstruktur sich die Rechenzeit
für den DFT-Programmteil ohne Sortierung der Gitterpunkte um ca. 110 gegenüber der
Rechenzeit mit Sortierung verlängert.
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Des weiteren wurden Vergleichsrechnungen an Kohlenstoffnanoröhren (sin-
gle-wall carbon nanotube, SWCNT) vorgenommen. Da Kohlenstoffnanoröhren
als aufgerollte Kohlenstoffschichten betrachten werden können, ist es möglich,
sie als ein zweidimensionales System mit delokalisierten Bindungen zu inter-
pretieren. Bei den Kohlenstoffnanoröhren, welche für die Vergleichsrechnungen
ausgewählt wurden, handelt es sich um mit Wasserstoffatomen abgesättigte
Armchair (4,4) SWCNTs (für eine genaue Erklärung der Nomenklatur wird
auf die Literatur verwiesen [23]). Diese Gruppe von Kohlenstoffnanoröhren
zeigt bei unendlicher Ausdehnung metallischen Charakter [23]. Bei der quan-
tenchemischen Untersuchung der mit Wasserstoffatomen an den Rändern
abgesättigten (4,4) SWCNTs konnte bis zu der untersuchten Molekülgröße
allerdings kein “metallisches” Verhalten nachgewiesen werden [24].
Die letzten hier vorgestellten Vergleichsrechnungen wurden an Cadmiumse-
lenidclustern vorgenommen. Bei diesen Halbleiterclustern handelte es sich um
dreidimensionale Systeme bestehend aus einem Cadmiumselenid-Clusterkern,
der von einer Ligandenhülle aus Wasserstoffatomen und PH3-Einheiten umhüllt
ist [25].
Um einen Anhaltspunkt über das Skalenverhalten der Algorithmen zu
bekommen, wurden Skalierungsexponenten n zwischen zwei Molekülen einer
homologen Klasse von Molekülen mit folgender Formel berechnet
n = ln t− ln t<lnNBF − lnNBF<
. (71)
Als Maß für die Systemgröße wurde die Anzahl der Basisfunktionen NBF
gewählt, t bezeichnet die Rechenzeit. Der Index < kennzeichnet das kleinere
der zwei Moleküle.
Die Vergleichsrechnungen wurden mit unterschiedlichen Quadraturgittern
durchgeführt. Die verschiedenen Quadraturgitter im Programmpaket Turbo-
mole sind mit Nummern gekennzeichnet, wobei eine kleinere Zahl ein kleineres
Gitter bezeichnet [16]. Bei den m-Gittern (englisch multi-grids) werden die SCF-
Iterationen bis zur Konvergenz mit einem um zwei Nummern kleineren Gitter
durchgeführt. Eine abschließende Iteration wird danach mit dem bezeichneten
Gitter ausgeführt. Bei den in den Vergleichsrechnungen verwendeten m-Gittern
m3 und m4 werden in den SCF-Iterationen daher die Turbomole-Gitter 1
beziehungsweise 2 verwendet, in der abschließenden Iteration die Gitter 3 be-
ziehungsweise 4. Die Ergebnisse der Vergleichsrechnungen an drei verschieden
Molekülgruppen werden in den nächsten Abschnitten vorgestellt.
Die Ausführungszeiten der einzelnen Programmteile werden direkt von den
einzelnen Programmen des Programmpakets Turbomole bestimmt und aus-
gegeben. Die Vergleichsrechnungen mit den Cadmiumselenidclustern wurden
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auf vier Iterationen begrenzt, worauf sich alle Messungen der Rechenzeit bezie-
hen. Damit die angegebenen Rechenzeiten den Aufwand wiedergeben, der für
die Berechnung der Grundzustandsenergie nötig ist, wurden die Vergleichsrech-
nungen an den n-Alkanen und den Kohlenstoffnanoröhren bis zur Konvergenz
durchgeführt. Die Rechenzeiten wurden auf eine Referenz-Anzahl von Itera-
tionen umgerechnet. Als Referenz-Anzahl von Iterationen wurde dabei die
maximale Anzahl von Iterationen genommen, die bei den Vergleichsrechnungen
an einer Molekülklasse auftrat.
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2.5.2 Vergleichsrechnungen
Tabelle 1: Rechenzeiten aus Vergleichsrechnungen an n-Alkanen
Rechenzeiten t (s) und Skalierungsexponenten n für die Berechnung
von DFT-Grundzustandsenergien von n-Alkanen in C1 Symmetrie,
unter Verwendung des GGA-Funktional BP86 [3,4], des Basissatzes
def2-SVP [12] und des Quadraturgitters m3 [16]. Bei den Rechnungen
wurde die Energie auf 10−7Eh auskonvergiert, die Zeiten wurden
auf 15 Iterationen umgerechnet. NBF bezeichnet die Anzahl der
Basisfunktionen (AO). Ein hochgestelltes DFT kennzeichnet, dass
nur die Zeiten für den DFT-Teil gemessen wurden, ein hochgestelltes
ridft kennzeichnet Gesamtrechenzeiten. Messungen mit einer Version
des Programms ridft, welches den neuen (vorherigen) Algorithmus
nutzt, sind mit neu (alt) gekennzeichnet. Der Wert für ricore betrug
5000 (vom RI-J-Programmteil genutzter Hauptspeicher in MB). Als
Rechenplattform diente eine Hewlett-Packard j5000 (HP-PARISC
1.5 GHz), wobei nur ein Prozessor genutzt wurde.
System NBF tDFTneu nDFTneu tridftneu tDFTalt nDFTalt tridftalt
C12H26 298 64 – 112 109 – 182
C24H50 586 154 1.3 326 270 1.4 625
C48H98 1162 369 1.3 1214 736 1.5 2910
C96H194 2314 767 1.1 5410 2032 1.5 19885
C192H386 4618 1865 1.3 30232 5943 1.6 130474
C384H770∗ 9226 4450 1.2 186937 – – –
∗Mit der Version Turbomole-V5.0 des Programms ridft brach die Rechnung mit
einer Fehlermeldung ab. Es konnten daher keine Zeiten bestimmt werden.
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Abbildung 1: Grafische Darstellung der Rechenzeiten aus Vergleichs-
rechnungen an n-Alkanen
Vergleich der Rechenzeiten des DFT-Teils des Programms ridft
für die Berechnung von DFT-Grundzustandsenergien von n-
Alkanen. Messungen mit einer Version des Programms ridft,
welches den neuen (vorherigen) Algorithmus nutzt, sind mit neu
(alt) gekennzeichnet. Die genaue Spezifikation der Rechnungen






















Tabelle 2: Rechenzeiten aus Vergleichsrechnungen an Kohlenstoffna-
noröhren (SWCNTs)
Rechenzeiten t (s) und Skalierungsexponenten n für die Berech-
nung von DFT-Grundzustandsenergien von (4,4) SWCNTs in D4d
Symmetrie unter Verwendung des GGA-Funktionals BP86 [3, 4],
des Basissatzes def2-SVP [12] und des Quadraturgitters m4 [16].
Bei den Rechnungen wurde die Energie auf 10−7Eh auskonvergiert,
die Zeiten wurden auf 50 Iterationen umgerechnet. Die weiteren
Spezifikationen sind wie in Tabelle 1.
System NBF tDFTneu nDFTneu tridftneu tDFTalt nDFTalt tridftalt
(C16)2H16 528 145 – 229 245 – 326
(C16)4H16 976 426 1.7 732 744 1.8 1034
(C16)8H16 1872 1030 1.4 2149 1956 1.5 3154
(C16)16H16 3664 2673 1.4 8418 5081 1.4 17704
(C16)32H16 7248 6217 1.2 32013 14078 1.5 91724
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Abbildung 2: Grafische Darstellung der Rechenzeiten aus DFT-
Vergleichsrechnungen an Kohlenstoffnanoröhren (SW-
CNTs)
Vergleich der Rechenzeiten des DFT-Teils des Programms ridft
für die Berechnung von DFT-Grundzustandsenergien von (4,4)
SWCNTs. Messungen mit einer Version des Programms ridft,
welches den neuen (vorherigen) Algorithmus nutzt, sind mit neu
(alt) gekennzeichnet. Die genaue Spezifikation der Rechnungen























Tabelle 3: Rechenzeiten der Vergleichsrechnungen an Cadmium-Sele-
nid-Clustern
Rechenzeiten t (s) und Skalierungsexponenten n für die Berechnung
von DFT-Grundzustandsenergien von Cadmium-Selenid-Clustern in
C1 Symmetrie unter Verwendung des GGA-Funktional BP86 [3,4],
des Basissatzes def-SV(P) [13, 14] und des Quadraturgitters 2 [16].
Die globale Konvergenzschranke war scfconv=7. In die Messungen
gingen nur die ersten vier Iterationen ein. NBF bezeichnet die Anzahl
der Basisfunktionen (AO). Ein hochgestelltes DFT kennzeichnet,
dass nur die Zeiten für den DFT-Teil gemessen wurden, ein hoch-
gestelltes ridft kennzeichnet Gesamtrechenzeiten. Messungen mit
einer Version des Programms ridft, welches den neuen (vorherigen)
Algorithmus nutzt, sind mit neu (alt) gekennzeichnet. Der Wert
für ricore betrug 400 (vom RI-J-Programmteil genutzter Haupt-
speicher in MB). Als Rechenplattform diente eine IBM RS6000
(POWER3 222 MHz), wobei nur ein Prozessor genutzt wurde.
System NBF tDFTneu nDFTneu tridftneu tDFTalt nDFTalt tridftalt
Cd4(SeH)6(PH3)4 369 118 – 200 377 – 476
Cd10Se4(SeH)12(PH3)4 872 441 1.5 1548 1563 1.7 2902
Cd17Se4(SeH)24(PH3)4 1448 1028 1.7 5356 3735 1.7 9106
Cd32Se12(SeH)36(PH3)4 2536 2670 1.7 20307 9552 1.7 31847
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Abbildung 3: Grafische Darstellung der Rechenzeiten der Vergleichs-
rechnungen an Cadmium-Selenid-Clustern
Vergleich der Rechenzeiten des DFT-Teils des Programms ridft
für die Berechnung von DFT-Grundzustandsenergien von Cad-
mium-Selenid-Clustern. Messungen mit einer Version des Pro-
gramms ridft, welches den neuen (vorherigen) Algorithmus
nutzt, sind mit neu (alt) gekennzeichnet. Die genaue Spezifikati-


























2.5.3 Diskusion der Testrechnungen
Das neue DFT-Programm zeigt in allen untersuchten Fällen ein niedrigeres
Skalenverhalten und einen niedrigeren algorithmischen Vorfaktor als das vor-
herige. Ein besseres Skalenverhalten wurde also nicht mit längeren Laufzeiten
der Programme bei kleineren Systemen erkauft. Auch wenn berücksichtigt
wird, dass die Rechenzeiten des vorherige Algorithmus durch die Sortierung
der Gitterpunkte um ca. 110 − 15 verkürzt werden könnte, sind die Rechenzeiten
des neuen DFT-Programms zumindest für die größeren Molekükle signifikant
kürzer.
Bei den Vergleichsrechungen an den n-Alkanen (Tabelle 1, Abbildung 1)
und an den Kohlenstoffnanoröhren (Tabelle 2, Abbildung 2) ist zu erkennen,
wie sich die Skalierungsexponenten dem Skalenverhalten des Algorithmus
annähern. Aus den Skalierungsexponenten der Vergleichrechnungen ist aber
auch abzulesen, dass Vergleichsrechnungen an noch größeren Moleküle nötig
wären, um das Skalenverhalten des Quadratur-Algorithmus exakter bestimmen
zu können. Dies gilt im Besonderen für die Cadmium-Selenid-Cluster (Tabelle
3, Abbildung 3), da hier dreidimensional gepackte Systeme vorliegen. Wie
aus den Skalierungsexponenten abzulesen ist, sind die Systeme noch nicht
groß genug, um Aussagen über das Skalenverhalten des Algorithmus bei dieser
Molekülklasse zu treffen. Für das Minimum der Skalierungsexponenten bei den
Vergleichsrechungen an den n-Alkanen (Tabelle 1), welches sich beim C96H194
befindet, konnte keine überzeugende Erklärung gefunden werden. Es ist aber
anzunehmen, dass dieses Verhalten auf einen Einfluss der Rechner-Architektur




Bei DFT-Rechnungen mit nicht-Hybrid-Funktionalen wird der Austauschkorre-
lationsbeitrag getrennt vom Coulomb-Beitrag zur Fock-Matrix berechnet (siehe
Abschnitt 2). Zur Behandlung des Coulomb-Beitrages stehen spezielle Metho-
den wie die RI-J-Näherung zur Verfügung, die in Abschnitt 3.4 beschrieben
werden und mit denen die zeitaufwändige Berechnung von Vierzentrenintegra-
len (µν|κλ) vermieden werden kann. Hartree-Fock-Rechnungen sowie DFT-
Rechnungen mit Hybrid-Funktionalen sind im Vergleich dazu weitaus zeit-
aufwändiger, da zusätzlich HF-Austausch benötigt wird. In diesem Fall kann
die Berechnung von Vierzentrenintegrale nur schwer umgangen werden. Des-
halb werden in konventionellen Hybrid-Dichtefunktional-Programmen und HF-
Programmen Coulomb-Beiträge und HF-Austauschbeiträge meist gemeinsam
unter Berechnung von Vierzentrenintegralen ausgewertet.
Hybrid-Funktionale werden für Eigenschaften benötigt, die empfindlich sind
für Selbstwechselwirkungsfehler der (M)GGA-Funktionale, wie zum Beispiel
Anregungsenergien [26] oder Reaktionsbarrieren [27]. HF-Rechnungen sind für
Vergleichszwecke sowie als Ausgangspunkt für korrelierte Rechnungen nach
wie vor unverzichtbar.
Wenn der HF-Austausch getrennt vom Coulomb-Beitrag berechnet wird,
könnte ein speziell für dieses Problem angepasster Algorithmus Rechnungen mit
Hybrid-Funktionalen, aber auch HF-SCF-Rechnungen beschleunigen [28–30].
In den folgenden Abschnitten wird ein Algorithmus zur Berechnung des HF-
Austausches und dessen Implementierung in das Programmpaket Turbomole
vorgestellt. Ziel war es, die vorhandenen effizienten Verfahren zur Berechnung
des Coulomb-Beitrages mit einem verbesserten Algorithmus zur Berechnung des
HF-Austausches zu kombinieren, in der Hoffnung, den Zeitaufwand von DFT-
Rechnungen mit Hybrid-Funktionalen und Hartree-Fock-SCF-Rechnungen zu
verringern.
3.2 Das direkte HF-SCF-Verfahren
Das Verfahren der selbstkonsistenten Lösung der Hartree-Fock-Gleichungen
im finiten Basissatz war eines der ersten in der Quantenchemie verwende-
ten ab-initio-Methoden zur Berechnung der Grundzustandsenergie chemisch
relevanter Systeme. Wegen seiner Bedeutung wurden immer effizientere Algo-
rithmen entwickelt, um immer größere und komplexere Systeme behandeln zu
können. Die ersten Programme, bedingt durch die zu dieser Zeit zur Verfügung
stehenden Rechnerresourcen, berechneten noch alle benötigten Zweielektronen-
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integrale (µν|κλ) und schrieben sie dann auf ein permanentes Speichermedium,
von dem sie dann für die weiteren Rechenschritte wieder eingelesen werden
konnten.
Durch die noch immer anhaltende Entwicklung der Rechnerarchitekturen
wurden die Rechenwerke der Prozessoren im Verhältnis sehr viel schneller,
als dies für die Eingabe-Ausgabe-Einheiten möglich war. Diese modernen
Rechnerarchitekturen verhalfen den direkten, beziehungsweise semidirekten
Algorithmen zum Durchbruch, bei denen die Integrale nur bei Bedarf berech-
net werden und nur zum Teil oder gar nicht für die nächsten Iterationen
zwischengespeichert werden [5, 31,32].
Es ist schon lange bekannt [33, 34], dass mit Hilfe von Abschätzungen
und Schranken ein quadratisch skalierender Algorithmus möglich ist. Als
beste Abschätzung für diese Vorauswahl von Integralen (englisch integral





(κλ|κλ) = QµνQκλ . (72)
Weitere Optimierungen, wie die rekursive Konstruktion der Fock-Matrix [5,32],
Ausnutzung der Symmetrie des Systems [35], effiziente Algorithmen zur Inte-
gralberechnung [36], sowie Konvergenzbeschleunigungsverfahren [37] führten
zur Verringerung des algorithmischen Vorfaktors und damit zu immer schnel-
leren Programmen.
3.3 Gemeinsame Berechnung von J und K
In integraldirekten und semidirekten Algorithmen kann eine weitere Opti-
mierung erreicht werden, wenn in den Abschätzungen und Schranken die
Dichtematrix berücksichtigt wird. Die Fock-Matrix besteht aus folgenden
Beiträgen (siehe Gleichung 33)
Fµνσ = hµν + Jµν − cxKµνσ + vxcµνσ . (73)
Wie schon erwähnt wurde, ist in der Hartree-Fock Näherung cx = 1 und
vxcµνσ = 0. Die Matrixelemente für den HF-Austausch und die Elemente der








(Dκλα +Dκλβ)(µν|κλ) . (75)
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Für die Coulomb-Beiträge zur Fock-Matrix und für die HF-Austauschbeiträge
zur Fock-Matrix müssen also dieselben Zweielektronenintegrale berechnet
werden.
Eine erhebliche Vereinfachung ergibt sich durch Ausnutzung der Permutati-
onssymmetrie der Zweielektronenintegrale. So sind die folgenden acht Integrale,
wenn reelle Basisfunktionen (zum Beispiel Gaußfunktionen) benutzt werden,
identisch:
(µν|κλ) = (κλ|µν) = (νµ|λκ) = (λκ|νµ) = (76)
(νµ|κλ) = (κλ|νµ) = (µν|λκ) = (λκ|µν) .
Ein Integral liefert daher Beiträge zu den folgenden sechs Elementen der
Fock-Matrix einer Spinkomponente, wobei zwei Beiträge von Elementen der
Coulomb-Matrix Jµν stammen,
Fµνσ ← Fµνσ + 2 (Dκλα +Dκλβ) (µν|κλ) , (77)
Fκλσ ← Fκλσ + 2 (Dµνα +Dµνβ) (µν|κλ) ,
und vier Beiträge von Elementen der Austauschmatrix Kµνσ stammen,
Fµκσ ← Fµκσ − cxDνλσ (µν|κλ) , (78)
Fµλσ ← Fµλσ − cxDνκσ (µν|κλ) ,
Fνκσ ← Fνκσ − cxDµλσ (µν|κλ) ,
Fνλσ ← Fνλσ − cxDµκσ (µν|κλ) .
Ein Integral muss nur dann berechnet werden, wenn es einen signifikanten
Beitrag zu einer der Fock-Matrizen der beiden Spinkomponenten liefert. Daraus
folgt, dass in einem konventionellen Algorithmus ein Integral berechnet werden
muss, wenn einer von zwei Termen der Columb-Matrix oder einer von acht
Termen der Austausch-Matrizen nicht vernachlässigbar ist. Da die Dichtematrix
vor der Integralberechnung bekannt ist, lässt sich mit der Integralabschätzung
Gleichung 72 eine Abfrage konstruieren, in der diese zehn Terme berücksichtigt
werden. Mit dieser Abfrage
Qµν Qκλ max{DmaxJµνκλ , DmaxKµνκλ } ≥ thr (79)
kann dann verhindert werden, dass Integrale (µν|κλ) berechnet werden, die
vernachlässigbare Beiträge zur Fock-Matrix liefern, wobei die zehn Elemente




die gegeben sind durch
DmaxJµνκλ = max{2|Dκλα +Dκλβ|, 2|Dµνα +Dµνβ|} (80)
= max{2|Dtotκλ |, 2|Dtotµν |} ,
DmaxKµνκλ = max{DmaxKµνκλα, DmaxKµνκλβ} , (81)
DmaxKµνκλσ = max{|cxDνλσ|, |cxDνκσ|, |cxDµλσ|, |cxDµκσ|} . (82)
Der Nutzen der obigen Abfrage wird allerdings dadurch gemindert, dass die
Wechselwirkungsintegrale Qµν bei den meisten Systemen ein ähnliches Ver-
halten zeigen wie die Dichtematrixelemente Dµν . Betrachtet man speziell die
Abschätzungen für die Coulomb-Beiträge, so müssten bei nicht verschwinden-
den Werten für Qµν (Qκλ) die Werte für Dtotµν (Dtotκλ ) sehr klein werden, wie
auch im umgekehrten Fall bei nicht verschwindenden Werten der Dichtema-
trixelemente die Integrale sehr kleine Werte liefern müssten, um zusätzliche
Integrale vernachlässigen zu können.
Dies wird besonders offensichtlich, wenn man die Coulomb-Beiträge zur





|Dtotκλ |Qµν Qκλ = Qµν
N∑
κ, λ=1
|Dtotκλ |Qκλ . (83)
Die Abschätzung für |Jµν | wird hauptsächlich durch die Wechselwirkungsinte-
graleQµν begrenzt. Daher ergibt sich, selbst unter der Annahme eines günstigen
Verlaufs der Dichtematrix, ein O(N2) Skalenverhalten für die Berechnung der
Coulomb-Matrix J.
In einem Algorithmus, der die Coulomb-Beiträge zusammen mit den Aus-
tauschbeiträgen über die Zweielektronenintegrale berechnet, ist daher kein
besseres Skalenverhalten als O(N2) zu erwarten. Eine naheliegende Möglichkeit
ist, die Austauschbeiträge getrennt von den Coulomb-Beiträgen zu berechnen.
Ein auf das jeweilige Verhalten dieser beider Beiträge speziell angepasster
Algorithmus könnte zu einem niedrigen Skalenverhalten und zu einer Effizienz-
steigerung führen.
3.4 Effiziente Verfahren zur Berechnung von J
Es gibt mehrere Methoden bei denen nur der Coulomb-Beitrag benötigt wird.
Werden zum Beispiel im Rahmen der Dichtefunktionaltheorie keine Hybrid-
Funktionale benutzt, so wird der Hartree-Fock-Austausch nicht benötigt. Für
diese Methoden wurden verbesserte Algorithmen zur Berechnung des Coulomb-
Beitrages entwickelt, von denen einige wenige wichtige kurz erwähnt werden.
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Die Effizienz der Berechnung des Coulomb-Beitrages wurde durch die RI-J
Näherung (resolution of the identity) drastisch verbessert (Turbomole RI-
J [38–40]). Durch Algorithmen, die auf einer Multipolentwicklung basieren
(fast multipole methods), konnte auch das Skalenverhalten verringert werden [41,
42]. Die im Programmpaket Turbomole implementierte MARI-J Näherung
(multipole-accelerated-RI-J) kombiniert beide Methoden zu einem äußerst
effektiven Verfahren [43].
3.5 Verfahren zur Berechnung von K
Wird J getrennt von K berechnet, können genauere Abschätzungen in einem
optimierten Algorithmus verwandt werden. Schreibt man die Austauschbeiträge
zur Fock-Matrix Kµν mit der Abschätzung für die Integrale, analog wie in




Qµκ |Dκλσ|Qνλ , (84)
so wird die unterschiedliche Struktur der Beiträge von J und K offensichtlich.
Ein Algorithmus mit strengem O(N) Verhalten sollte dann möglich sein, wenn
der Kern der Dichtematrix ein exponentiell abfallendes Verhalten zeigen würde,
was zu einer dünn besetzten Dichtematrix führen würde.
Es wurden Versuche unternommen, das asymptotische Verhalten des Kerns
der Dichtematrix ρ(r, r′) = ∑κλDκλ χκ(r)χλ(r′) für idealisierte Festkörper ab-
zuschätzen. Für leitende Festkörper konnte folgendes asymptotisches Verhalten
für den Kern der Dichtematrix hergeleitet werden
ρ(r, r′) ∼ |r − r′|−d , (85)
dabei nimmt d die Werte 1.0, 1.5, 2.0 für eindimensionale, zweidimensionale
und dreidimensionale Leiter an [44]. In einer Arbeit von Kohn [45] wurde für
ideale Isolatoren folgender exponentieller Abfall vorausgesagt
ρ(r, r′) ∼ e−
√
G|r−r′| . (86)
Dabei ist G proportional zur Bandlücke des Systems. Die Aussagekraft dieser
Arbeit für molekulare Systeme ist allerdings nicht unumstritten [46]. Es ist
davon auszugehen, dass endliche leitende Systeme ein polynomial abfallendes
asymptotisches Verhalten der Dichte wie leitende Festkörper zeigen. Nicht
bekannt ist, ob endliche nichtleitende System ein exponentiell abfallendes
Verhalten der Dichte zeigen. Mehrere Autoren [47–50] haben die Dichtematrix
mehrerer Moleküle mit großer HOMO-LUMO Separation untersucht und
Hinweise auf ein mögliches exponentiell abfallendes Verhalten gefunden.
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Um zu einem niedrigeren Skalenverhalten zu gelangen, ist es zwingend er-
forderlich, das Durchlaufen der vier verschachtelten Schleifen des Algorithmus
über die Indizes der Zweielektronenintegrale (µ, ν, κ, λ) zu verhindern. Würde
nur in der innersten der vier Schleifen eine Abfrage die Berechnung vernach-
lässigbarer Integrale verhindern, würden immer noch O(N4) Rechenoptionen
ausgeführt werden, allerdings mit einem niedrigen Vorfaktor dieser Operatio-
nen. Das Ziel aller Algorithmen, die mit normalen Zweielektronenintegralen
den HF-Austausch berechnen, ist es daher, frühestmöglich diejenigen Integrale
zu identifizieren, die signifikante Beiträge zur Fock-Matrix liefern werden.
Eine Möglichkeit, diesen Punkt zu berücksichtigen, ist, Listen der zu be-
rechnenden Integrale aufzustellen, was durch spezielle Schleifenprozeduren
vor der eigentlichen Integralberechnung erfolgt. Diese Listen müssen dann
zu einer einheitlichen Liste unter Eliminierung doppelter Einträge vereinigt
werden. Diese Vorgehensweise ist von mehreren Autoren verwirklicht worden
(siehe [28–30]). Unter der Voraussetzung eines exponentiell abfallenden Verhal-
tens der Dichte führt der oben skizzierte Algorithmus zu einem strengen O(N)
Skalenverhalten. Durch die zusätzlich nötigen Rechenoperationen, obgleich
O(N) skalierend, erhöht sich allerdings der algorithmische Vorfaktor.
Analog zum RI-J-Algorithmus wurde auch ein RI-K-Algorithmus entwickelt,
der die RI-Näherung auf den HF-Austausch anwendet [51]. Dieser Algorithmus
skaliert allerdings wie O(N4) mit einem niedrigen algorithmischen Vorfaktor.
Speziell bei großen Basissätzen und kleinen Systemen, zum Beispiel wenn eine
Hartree-Fock-Rechnung als Startpunkt für eine korrelierte ab-initio-Rechnung
benötigt wird, ist dieser Algorithmus sinnvoll zu verwenden. Bei Basissätzen,
wie sie typischerweise für Hartree-Fock-Rechnungen und DFT-Rechnungen
benutzt werden, macht das Skalenverhalten diesen Algorithmus ineffizient. Der
RI-K-Algorithmus und der Algorithmus zur Berechnung des HF-Austausches,
wie er in den nächsten Abschnitten beschrieben wird, ergänzen sich daher.
3.6 Der modifizierte Algorithmus zur Berechnung des HF-
Austausches
Der im Rahmen dieser Arbeit entwickelte und implementierte Algorithmus ist
anders aufgebaut, als die im letzten Abschnitt erwähnten mit Integrallisten ar-
beitenden Algorithmen, um auch den Vorfaktor klein zu halten. Ausgangspunkt
des neuen Algorithmus ist die Standard-Schleifenstruktur zur Verarbeitung
von Vierzentrenintegralen, die in Schema 3 skizziert ist. Die Schleifen des
Algorithmus laufen über Schalen (m, n, k, l) von Basisfunktionen, was bei
Algorithmen, die Integrale von Basisfunktionen berechnen, vorteilhaft ist. Die
Basis für das Vernachlässigen von Integralen mit insignifikanten Beiträgen ist
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die folgende Ungleichung Qµν QκλDmaxKµνκλ ≥ thr, die aus Gleichung 79 folgt,
wenn ausschließlich HF-Austausch berechnet wird.
Schleife über Schalen m
Schleife über Schalen n
Schleife über Schalen k
Schleife über Schalen l
berechne die Integrale (µν|κλ)
multipliziere die Integrale mit den zugehörigen Dichtematrixelementen
addiere die Beiträge zur Fock-Matrix
Schema 3: Die vier Schleifen des Algorithmus zur Berechnung des HF-Austau-
sches in vereinfachter Form.
Der neue Algorithums ist in Schema 4 skizziert und wird im Folgenden
erläutert. Vor den Schleifendurchläufen wird ein Sortierindex berechnet, der





|Qµν | . (87)
Des weiteren werden in dem neuen Algorithmus vor den Schleifendurchläufen




um eine, im vorherigen Algorithmus nicht vorhandene, zusätzliche Abfrage in
der Schleife über die Schalen k zu ermöglichen. Die Werte Dmn bezeichnen






Der zeitbestimmende Teil des Algorithmus ist das Durchlaufen der vier
verschachtelten Schleifen über die Schalen m,n, k, l. In der ersten Schleife
ist keine Abfrage möglich. Die zweite Schleife läuft, unter Verwendung des






zum ersten Mal, kann die Schleife daher beendet werden, was einem Sprung
zurück in die Schleife über die Schalen m entspricht. Dmax ist das Maximum
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erzeuge Sortierindex über die Qmn
erzeuge das Feld (QD)max
Schleife über Schalen m
Schleife über sortierte Schalen n
Wenn QmnQmaxDmax < thrcx springe zurück in Schleife m
berechne Dmaxmnu = max(Dmu, Dnu)
berechne Dmaxmn = max
u
Dmaxmnu
Schleife über Schalen k
Wenn Qmn max ((QD)maxnk , (QD)maxmk ) < thrcx nächstes k
Schleife über sortierte Schalen l







< thrcx nächstes l
berechne die Integrale (µν|κλ)
multipliziere die Integrale mit den zugehörigen Dichtematrixelementen
addiere die Beiträge zur Fock-Matrix
Schema 4: Die wichtigsten Schritte des neuen Algorithmus zur Berechnung
des HF-Austausches, wie in Abschnitt 3.6 erklärt.
aller Dichtematrixelemente und Qmax das Maximum aller Qkl. Um in den
innersten Schleifen so wenige Rechenoperationen wie möglich ausführen zu
müssen, wurde die Berechnung von Maximalwerten der Dichtematrix, die für
weitere Abschätzungen benötigt werden, in diese zweite Schleife vorgezogen.
Die wie folgt gebildeten Werte
Dmaxmnu = max(Dmu, Dnu) , (91)
werden für alle Schalen u auf einem Feld zwischengespeichert. Die Berechnung





Dieses Maximum bilden zu können ist der Hauptgrund die Maximalwerte
Dmaxmnu zu berechnen, denn da das Maximum über alle Schalen gebildet
wird (hier mit u bezeichnet als Platzhalter für k oder l), enthält Dmaxmn










Die dritte Schleife läuft über die Schalen k. Ist die Abfrage





erfüllt, kann ein Schleifendurchlauf der Schleife über die Schalen k beendet
werden. Für diese Abfrage werden die vor den Schleifendurchläufen errechneten
Zwischengrößen (QD)max (siehe Gleichungen 88) verwendet. Mit diesen Zwi-
schengrößen (QD)max können die für diese Abfrage benötigten vier Beiträge
zur Fock-Matrix (siehe Gleichungen 78, 81, 82) wie folgt abgeschätzt werden
QmnQklDnl ≤ Qmn (QD)maxnk ,
QmnQklDml ≤ Qmn (QD)maxmk ,
QmnQklDnk ≤ QmnQmaxk Dnk ,





QklDnl ≥ QkkDnk = Qmaxk Dnk (95)
ist ersichtlich, dass die zwei letzten Abschätzungen in Gleichung 95 überflüssig
sind und daher in der Abfrage nicht berücksichtigt werden müssen.
Die innerste Schleife läuft über die sortierten Schalen l. Dadurch, dass die
Werte Qkl mit jedem Schleifendurchlauf kleiner werden, ist es möglich, eine
Abfrage zu konstruieren, um aus der innersten Schleife über l direkt in die






nutzt dafür die zuvor berechneten Maximalwerte der Dichtematrix Dmaxmn
(siehe Gleichung 92). Dieser ersten Abfrage in der innersten Schleife folgt eine
zweite Abfrage




die, falls sie erfüllt ist, eine Schleifendurchlauf der innersten Schleife beendet. Im
anderen Fall werden die Zweielektronenintegrale dieser Schalen berechnet, mit
den zugehörigen Elementen der Dichtematrix multipliziert und diese Beiträge
zur Fock-Matrix addiert.
3.7 Implementierung in das Programmpaket Turbomole
Der im letzten Abschnitt beschriebene Algorithmus zur Berechnung der HF-
Austauschbeiträge wurde im Rahmen des spin-restricted-Formalismus und des
spin-unrestricted-Formalismus in das Programm ridft des Programmpaketes
Turbomole implementiert. Dazu war es notwendig, mehrere Teile des Pro-
gramms umzustrukturieren. Um zu niedrigen Laufzeiten zu gelangen, erwies es
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sich als zwingend erforderlich zusätzlich das Verfahren der rekursiven Konstruk-
tion der Fock-Matrix zu implementieren [32]. Da der Coulomb-Beitrag und
der Austausch-Beitrag zur Fock-Matrix linear von der Dichtematrix abhängen,
können sie aus Differenzdichtematrizen berechnet werden. Die Vorgehensweise
wird im Folgenden exemplarisch für den HF-Austausch erläutert. Am Anfang
der n-ten Iteration wird bei diesem Verfahren eine Differenzdichtematrix aus
den Differenzdichtematrizen der vorhergegangenen Iterationen berechnet
∆D(n)σ = D(n)σ −
n−1∑
i=1
xi ∆D(i)σ . (98)
Gleichung 98 ist so zu verstehen, dass ∆D(1)σ = D(1)σ gesetzt wird. Nach
einem Verfahren von M. Häser [32] werden die xi dabei so bestimmt, dass
die Norm der Restdichte ||∆D(n)σ || minimal wird unter gleichzeitiger Kontrolle
der Fehlerfortpflanzung. Mit dieser Differenzdichtematrix wird der Austausch-




∆D(n)κλσ (µκ|νλ) . (99)
Die Differenzdichtematrix hat nur noch an den Stellen nicht zu vernachlässi-
gende Werte, an denen sich die Dichtematrix von einer Iteration zu nächsten
signifikant geändert hat. Die Anzahl der zu berechnenden Zweielektronen-
integrale wird weiter reduziert, weil die Abfragen (Gleichungen 90, 93, 96,
97), die alle auch die Dichtematrixelemente berücksichtigen, häufiger greifen.
Der vollständige Beitrag zur Fock-Matrix ergibt sich aus den Differenz-Fock-
Matrizen der letzten Iterationen
K(n)σ = ∆K(n)σ +
n−1∑
i=1
xi ∆K(i)σ . (100)
Nur die Coulomb-Beiträge und die Beiträge des HF-Austausches hängen
linear von der Dichtematrix ab, nicht aber der DFT-Beitrag vxcµνσ. Bevor die
DFT-Beiträge zur Fock-Matrix berechnet werden, muss daher zuerst eine
vollständige Fock-Matrix generiert werden. Das Programm ridft enthält auch
eine Implementierung des RI-K-Algorithmus, bei dem der HF-Austausch über
eine RI-Näherung berechnet wird [51]. So wie dieser Algorithmus implementiert
ist, kann auch dieser Beitrag nicht mit Differenzdichtematrizen berechnet
werden.
Mit Testrechnungen wurden die Schranken, die im neuen Algorithmus des
HF-Austausches benutzt werden, an die globale Konvergenzschranke des Pro-
gramms ridft angepasst. Zudem wurde mit Testrechnungen festgelegt, bei
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welchen Rechenmethoden standardmäßig das Differenzdichtematrixverfahren
aktiviert wird. Das Ergebnis dieser Testrechnungen war, dass es nur dann
sinnvoll ist Differenzdichtematrizen zu benutzen, wenn auch HF-Austausch
berechnet wird. Zwar beschleunigt das Differenzdichtematrixverfahren auch
ein wenig den RI-J-Algorithmus beziehungsweise den MARI-J-Algorithmus,
welchen das Programm ridft zur Berechnung des Coulomb-Beitrages benutzt,
aber diese kleine Ersparnis wird durch die zusätzlich nötigen Operationen zur
Berechnung der Differenzmatrizen wieder egalisiert.
Mit dem Turbomole Programm ridft kann, nach der Implementierung
des HF-Austausches und der damit verbunden nötigen Umstrukturierungen,
die Grundzustandsenergie molekularer Systeme mit den folgenden Methoden
berechnet werden:
• DFT mit und ohne Differenzdichtematrixverfahren für den RI-J-Teil
(Die Standardeinstellung ist ohne Differenzdichtematrixverfahren),
• Hybrid-DFT mit HF-Austausch, mit und ohne Differenzdichtematrixver-
fahren für den RI-J-Teil und den HF-Austausch-Teil (Die Standardein-
stellung ist mit Differenzdichtematrixverfahren),
• Hybrid-DFT mit RI-Austausch (RI-K)∗(Das Differenzdichtematrixver-
fahren kann für den RI-J-Teil benutzt werden. Die Standardeinstellung
ist ohne Differenzdichtematrixverfahren, da diese Methode nicht für die
Berechnung des RI-Austausches genutzt werden kann.).
Alle Methoden können im Rahmen des spin-restricted-Formalismus oder des
spin-unrestricted-Formalismus berechnet werden. Zur Berechnung des Cou-
lomb-Beitrages stehen im Programm ridft die RI-J-Näherung und MARI-J-
Näherung zur Verfügung (siehe Abschnitt 3.4).
3.8 Ergebnisse der Testrechnungen
3.8.1 Vorbemerkungen
Mit vielen Hybrid-Dichtefunktional-Rechnungen und HF-SCF-Rechnungen
wurde der neu in das Programm ridft implementierte HF-Austausch-Pro-
grammteil geprüft und dabei die Schranken des Algorithmus an das globale
Konvergenzkriterium des Programms angepasst. Um die Effizienz des neu-
en Algorithmus zur Berechnung des HF-Austausches zu ermitteln, wurden
∗Die Routinen zur Berechnung des RI-Austausches wurden von F. Weigend implementiert
[51]. Durch die im Rahmen dieser Arbeit vorgenommenen Umstrukturierung des Programms
sind nun auch Hybrid-DFT-Rechnungen mit RI-Austausch möglich.
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Vergleichsrechnungen mit dem Programm dscf durchgeführt, und die Rechen-
zeiten der einzelnen Programmteile bestimmt. Die Rechenzeiten wurden auf
eine Referenz-Anzahl von Iterationen umgerechnet, wie in Abschnitt 2.5.1
beschrieben. Um einen Anhaltspunkt über das Skalenverhalten der Algorith-
men zu bekommen, wurden Skalierungsexponenten n zwischen zwei Molekülen
einer homologen Klasse von Molekülen berechnet (siehe Gleichung 71).
Die Vergleichsrechnungen wurden an zwei homologen Klassen von Molekülen
durchgeführt, den n-Alkanen und den (4,4) Kohlenstoffnanoröhren (SWCNTs).
Es handelt sich dabei um dieselbe homologe Klasse von Molekülen, wie sie in
Abschnitt 2.5.1 beschrieben sind. Bei allen Rechnungen mit dem Programm
ridft wird die Implementierung des neuen HF-Austausch-Algorithmus be-
nutzt. Bei allen Rechnungen mit dem Programm dscf wird der konventionelle
Algorithmus benutzt, bei dem der HF-Austausch zusammen mit den Coulomb-
Beiträgen berechnet wird [5].
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3.8.2 Vergleichsrechnungen
Tabelle 4: Rechenzeiten des HF-Austausches und des Coulomb-Teils
der Hybrid-DFT-Vergleichsrechnungen an n-Alkanen
Vergleich der Rechenzeiten t (s) und Skalierungsexponenten n für
die Berechnung von Hybrid-DFT-Grundzustandsenergien an n-
Alkanen in C1 Symmetrie unter Verwendung des MGGA-Funktional
TPSSh [52], des Basissatzes def2-SVP [12] und des Quadraturgit-
ters m3 [16]. Bei den Rechnungen wurde die Energie auf 10−7Eh
auskonvergiert, die Zeiten wurden auf 15 Iterationen umgerechnet.
NBF bezeichnet die Anzahl der Basisfunktionen (AO). Ein hochge-
stelltes KHF kennzeichnet, dass nur die Zeiten für den HF-Austausch
gemessen wurden, ein hochgestelltes JRIKHF kennzeichnet, dass
die Zeiten für den HF-Austausch und den RI-J-Teil gemessen wur-
den unter Verwendung des Programms ridft. Ein hochgestelltes
JK kennzeichnet, dass nur die Zeiten für HF-Austausch und den
Coulomb-Teil zusammen gemessen wurden unter Verwendung des
Programms dscf. Der Wert für ricore betrug 5000 (vom RI-J-Pro-
grammteil genutzter Hauptspeicher in MB). Als Rechenplattform
diente eine Hewlett-Packard j5000 (HP-PARISC 1.5 GHz), wobei
nur ein Prozessor genutzt wurde.
System NBF tKHF nKHF tJRIKHF nJRIKHF tJK nJK
C12H26 298 465 – 487 – 791 –
C24H50 586 1460 1.7 1526 1.7 3514 2.2
C48H98 1162 4081 1.5 4297 1.5 16368 2.3
C96H194 2314 9021 1.2 10130 1.2 69452 2.1
C192H386 4618 28250 1.7 32057 1.7 340228 2.3
C384H770 9226 97102 1.8 110900 1.8 2002504 2.6
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Abbildung 4: Grafische Darstellung der Rechenzeiten des HF-Austau-
sches und Coulomb-Teils der Hybrid-DFT-Vergleichs-
rechnungen an n-Alkanen
Vergleich der Rechenzeiten des HF-Austausches und des RI-J-
Teils des Programms ridft für die Berechnung von Hybrid-
DFT-Grundzustandsenergien von n-Alkanen mit den Rechenzei-
ten des HF-Austausches und des Coulomb-Teils des Programms
dscf. Messungen mit dem Programm ridft sind mit JRIKHF
gekennzeichnet. Messungen mit dem Programm dscf sind mit
JK gekennzeichnet. Die genaue Spezifikation der Rechnungen ist




























Tabelle 5: Gesamtrechenzeiten und Rechenzeiten des DFT-Teils der
Hybrid-DFT-Vergleichsrechnungen an n-Alkanen
Rechenzeiten t (s) und Skalierungsexponenten n für die Berechnung
von Hybrid-DFT-Grundzustandsenergien von n-Alkanen. Ein hoch-
gestelltes DFT kennzeichnet, dass nur die Zeiten für den vxc-Teil
gemessen wurden unter Verwendung des Programms ridft. Ein
hochgestelltes ridft oder dscf kennzeichnet Gesamtrechenzeiten und
die dazugehörigen Skalierungsexponenten mit den jeweiligen Pro-
grammen. Die genaue Spezifikation der Rechnungen ist der Tabelle 4
zu entnehmen.
System NBF tDFT nDFT tridft nridft tdscf ndscf tdscf
tridft
C12H26 298 165 – 680 – 968 – 1.4
C24H50 586 372 1.2 2012 1.6 3957 2.1 2.0
C48H98 1162 844 1.2 5771 1.5 17637 2.2 3.0
C96H194 2314 1768 1.1 15610 1.4 74109 2.1 4.8
C192H386 4618 3879 1.1 61950 2.0 364206 2.3 5.9
C384H770 9226 8334 1.1 290368 2.2 2171340 2.6 7.5
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Tabelle 6: Rechenzeiten des HF-Austausches und Coulomb-Teils der
HF-SCF-Vergleichsrechnungen an n-Alkanen
Rechenzeiten t (s) und Skalierungsexponenten n für die Berech-
nung von HF-SCF-Grundzustandsenergien von n-Alkanen in C1
Symmetrie unter Verwendung des Basissatzes def2-SVP [12]. Bei
den Rechnungen wurde die Energie auf 10−7Eh auskonvergiert, die
Zeiten wurden auf 15 Iterationen umgerechnet. NBF bezeichnet die
Anzahl der Basisfunktionen (AO). Die weiteren Spezifikationen sind
wie in Tabelle 4.
System NBF tKHF nKHF tJRIKHF nJRIKHF tJK nJK
C12H26 298 612 – 634 – 819 –
C24H50 586 2133 1.9 2199 1.8 3719 2.2
C48H98 1162 6356 1.6 6574 1.6 16435 2.2
C96H194 2314 13756 1.1 14873 1.2 73538 2.2
C192H386 4618 36920 1.4 40706 1.5 361277 2.3
C384H770 9226 102897 1.5 115939 1.5 1965415 2.5
Tabelle 7: Gesamtrechenzeiten der HF-SCF-Vergleichsrechnungen
an n-Alkanen
Gesamtrechenzeiten t (s) und Skalierungsexponenten n für die Be-
rechnung von HF-SCF-Grundzustandsenergien von n-Alkanen. Ein
hochgestelltes ridft oder dscf kennzeichnet Gesamtrechenzeiten und
die dazugehörigen Skalierungsexponenten mit den jeweiligen Pro-
grammen. Die genaue Spezifikation der Rechnungen ist der Tabelle 6
zu entnehmen.
System NBF tridft nridft tdscf ndscf tdscf
tridft
C12H26 298 680 – 968 – 1.4
C24H50 586 2012 1.9 3957 2.2 2.0
C48H98 1162 5771 1.7 17637 2.2 3.0
C96H194 2314 15610 1.4 74109 2.2 4.8
C192H386 4618 61950 1.8 364206 2.3 5.9
C384H770 9226 290368 2.1 2171340 2.5 7.5
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Abbildung 5: Grafische Darstellung der Rechenzeiten des HF-Austau-
sches und Coulomb-Teils der HF-SCF-Vergleichsrech-
nungen an n-Alkanen
Vergleich der Rechenzeiten des HF-Austausches und des RI-J-
Teils des Programms ridft für die Berechnung von HF-SCF-
Grundzustandsenergien von n-Alkanen mit den Rechenzeiten
des HF-Austausches und des Coulomb-Teils des Programms
dscf. Messungen mit dem Programm ridft sind mit JRIKHF
gekennzeichnet. Messungen mit dem Programm dscf sind mit
JK gekennzeichnet. Die genaue Spezifikation der Rechnungen ist



























Tabelle 8: Rechenzeiten des HF-Austausches und Coulomb-Teils der
Hybrid-DFT-Vergleichsrechnungen an SWCNTs
Rechenzeiten t (s) und Skalierungsexponenten n für die Berechnung
von Hybrid-DFT-Grundzustandsenergien von (4,4) SWCNTs in D4d
Symmetrie unter Verwendung des MGGA-Funktional TPSSh [52],
des Basissatzes def2-SVP [12] und des Quadraturgitters m4 [16].
Bei den Rechnungen wurde die Energie auf 10−7Eh auskonvergiert,
die Zeiten wurden auf 50 Iterationen umgerechnet. Die weiteren
Spezifikationen sind wie in Tabelle 4.
System NBF tKHF nKHF tJRIKHF nJRIKHF tJK nJK
(C16)2H16 528 853 – 901 – 1668 –
(C16)4H16 976 4210 2.6 4397 2.6 9922 2.9
(C16)8H16 1872 15930 2.0 16551 2.0 47634 2.4
(C16)16H16 3664 80803 2.4 83627 2.4 231343 2.4
(C16)32H16 7248 219514 1.5 256546 1.6 1042735 2.2
Tabelle 9: Gesamtrechenzeiten und Rechenzeiten des DFT-Teils der
Hybrid-DFT-Vergleichsrechnungen an SWCNTs.
Gesamtrechenzeiten t (s) und Skalierungsexponenten n für die Be-
rechnung von Hybrid-DFT-Grundzustandsenergien von (4,4) SW-
CNTs. Ein hochgestelltes DFT kennzeichnet, dass nur die Zeiten für
den vxc-Teil gemessen wurden unter Verwendung des Programms
ridft. Ein hochgestelltes ridft oder dscf kennzeichnet Gesamtre-
chenzeiten und die dazugehörigen Skalierungsexponenten mit den
jeweiligen Programmen. Die genaue Spezifikation der Rechnungen
ist der Tabelle 8 zu entnehmen.
System NBF tDFT nDFT tridft nridft tdscf ndscf tdscf
tridft
(C16)2H16 528 384 – 1329 – 2078 – 1.6
(C16)4H16 976 1141 1.8 5708 2.4 11149 2.7 2.0
(C16)8H16 1872 2738 1.3 20050 1.9 50801 2.3 2.5
(C16)16H16 3664 6652 1.3 94805 2.3 239483 2.3 2.5
(C16)32H16 7248 13000 1.0 288805 1.6 1065867 2.2 3.7
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Abbildung 6: Grafische Darstellung der Rechenzeiten des HF-Austau-
sches und Coulomb-Teils der Hybrid-DFT-Vergleichs-
rechnungen an SWCNTs
Vergleich der Rechenzeiten des HF-Austausches und des RI-J-
Teils des Programms ridft für die Berechnung von Hybrid-DFT-
Grundzustandsenergien von (4,4) SWCNTs mit den Rechenzei-
ten des HF-Austausches und des Coulomb-Teils des Programms
dscf. Messungen mit dem Programm ridft sind mit JRIKHF
gekennzeichnet. Messungen mit dem Programm dscf sind mit
JK gekennzeichnet. Die genaue Spezifikation der Rechnungen ist



























für die Berechnung von Hybrid-DFT-Grundzu-
standsenergien von (4,4) SWCNTs mit dem Programm ridft. Ein
hochgestelltes ridftref kennzeichnet Rechnungen, bei denen die glo-
bale Turbomole Schranke (scftol) auf 10−66 gesetzt wurde. Ein
hochgestelltes ridft kennzeichnet Rechnungen mit dem Standard-
wert für die Integralabschneidekriterien. Die genaue Spezifikation







(C16)2H16 528 -1228.11726971502 -1228.11726973739 2.2 ∗ 10−8
(C16)4H16 976 -2446.79817758068 -2446.79817766040 8.0 ∗ 10−8
(C16)8H16 1872 -4884.23369395213 -4884.23369408665 1.3 ∗ 10−7
(C16)16H16 3664 -9759.04726128042 -9759.04726147824 2.0 ∗ 10−7
(C16)32H16 7248 -19508.67191698400 -19508.6719170433 5.9 ∗ 10−8
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Tabelle 11: Rechenzeiten des HF-Austausches und Coulomb-Teils der
HF-SCF-Vergleichsrechnungen an SWCNTs
Rechenzeiten t (s) und Skalierungsexponenten n für die Berechnung
von HF-SCF-Grundzustandsenergien von (4,4) SWCNTs in D4d
Symmetrie unter Verwendung des Basissatzes def2-SVP [12]. Bei
den Rechnungen wurde die Energie auf 10−7Eh auskonvergiert,
die Zeiten wurden auf 50 Iterationen umgerechnet. Die weiteren
Spezifikationen sind wie in Tabelle 4.
System NBF tKHF nKHF tJRIKHF nJRIKHF tJK nJK
(C16)2H16 528 1178 – 1226 – 1727 –
(C16)4H16 976 5474 2.5 5661 2.5 9500 2.8
(C16)8H16 1872 22967 2.2 23604 2.2 46369 2.4
(C16)16H16 3664 109749 2.3 112559 2.3 235619 2.4
(C16)32H16 7248 365591 1.8 397783 1.9 1105462 2.3
Tabelle 12: Gesamtrechenzeiten der HF-SCF-Vergleichsrechnungen
an SWCNTs
Gesamtrechenzeiten t (s) und Skalierungsexponenten n für die Be-
rechnung von HF-SCF-Grundzustandsenergien von (4,4) SWCNTs.
Ein hochgestelltes ridft oder dscf kennzeichnet Gesamtrechenzeiten
und die dazugehörigen Skalierungsexponenten mit den jeweiligen
Programmen. Die genaue Spezifikation der Rechnungen ist der
Tabelle 11 zu entnehmen.
System NBF tridft nridft tdscf ndscf tdscf
tridft
(C16)2H16 528 1256 – 1750 – 1.4
(C16)4H16 976 5764 2.5 9571 2.8 1.7
(C16)8H16 1872 24070 2.2 46661 2.4 1.9
(C16)16H16 3664 115087 2.3 236988 2.4 2.0
(C16)32H16 7248 408899 1.9 1112056 2.3 2.7
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Abbildung 7: Grafische Darstellung der Rechenzeiten des HF-Austau-
sches und Coulomb-Teils der HF-SCF-Vergleichsrech-
nungen an SWCNTs
Vergleich der Rechenzeiten des HF-Austausches und des RI-J-
Teils des Programms ridft für die Berechnung von HF-SCF-
Grundzustandsenergien von (4,4) SWCNTs mit den Rechenzei-
ten des HF-Austausches und des Coulomb-Teils des Programms
dscf. Messungen mit dem Programm ridft sind mit JRIKHF
gekennzeichnet. Messungen mit dem Programm dscf sind mit
JK gekennzeichnet. Die genaue Spezifikation der Rechnungen ist























3.8.3 Diskusion der Testrechnungen
Da es nicht möglich ist, die Rechenzeit für die Auswertung des HF-Austausches
im Programm dscf separat zu messen, müssen die Summe der Rechenzei-
ten aus HF-Austausch und Coulomb miteinander verglichen werden. In allen
Vergleichsrechnungen zeigen die Rechnungen mit dem Programm ridft, also
die Rechnung bei denen der neue HF-Austausch-Algorithmus zur Anwendung
kommt, ein niedrigeres Skalenverhalten als die mit dem Programm dscf durch-
geführten. Auch sind die Rechenzeiten mit dem Programm ridft in allen
Fällen kürzer als die Rechenzeiten mit dem Programm dscf. Ein großer Teil
dieser Rechenzeitersparnis ist auf die viel effizientere Behandlung der Coulomb-
Energie im Programm ridft zurückzuführen. So ist der rechenzeitdominieren-
de Programmteil bei allen Vergleichsrechnungen mit dem Programm ridft
der HF-Austausch. Auch ist das Skalenverhalten des neuen HF-Austausch-
Algorithmus nicht linear. Die Gesamtrechenzeit skaliert für die größeren Mo-
leküle höher als die Rechenzeiten für den HF-Austausch, den DFT-Teil oder
den Coulomb-Teil allein. Dies beruht hauptsächlich auf der Diagonalisierung
der Fock-Matrix, die wie O(N3) skaliert. Bei großen Molekülen und niedriger
Symmetrie kann die Rechenzeit für die Diagonalisierung einen erheblichen Teil
der Gesamtrechenzeit ausmachen.
Für die Aussagekraft der Skalierungsexponenten der Vergleichsrechnungen
gilt das in Abschnitt 2.5.3 gesagte. Es wäre nötig, weitaus größere Syste-
me zu untersuchen, was durch die dann erheblichen Rechenzeiten allerdings
einen enormen Aufwand darstellen würde. Auffällig bei der Analyse der Test-
rechnungen ist wiederum das Minimum der Skalierungsexponenten bei den
Vergleichsrechungen an den n-Alkanen bei C96H194 (Tabelle 4 und 6, Grafik 4
und 5). Zusätzlich ergibt sich ein Minimum bei den Vergleichsrechungen an
den Kohlenstoffnanoröhren bei (C16)8H16 (Tabelle 8 und 11, Grafik 6 und 7).
Für dieses Verhalten konnte keine überzeugende Erklärung gefunden werden.
Wie in Abschnitt 2.5.3 ist die plausibelste Erklärung der Einfluss der Rechner-
Architektur.
Vergleicht man die Ergebnisse der HF-SCF-Vergleichsrechungen an n-Al-
kanen mit den HF-SCF-LinK-Vergleichsrechungen von C. Ochsenfeld und
M. Head-Gordon [28], so zeigt sich ein ähnliches Skalenverhalten des HF-Aus-
tausches beider Algorithmen. Im Gegensatz zu den Ergebnissen in [28], sind
die Rechenzeiten aber für alle Moleküle mit dem optimierten HF-Austausch-Al-
gorithmus kürzer als mit dem konventionellen Algorithmus, bei dem Coulomb
und Austausch gemeinsam berechnet werden. Ein besseres Skalenverhalten
wurde auch im Fall des HF-Austausches nicht mit längeren Laufzeiten der




Die im Rahmen dieser Arbeit entwickelten und implementierten Algorithmen
zur selbstkonsistenten Berechnung der Dichtefunktional-Austauschkorrelati-
onsenergie sowie der Hartree-Fock-Austauschenergie haben die Rechenzeiten
von DFT-Rechnungen wesentlich verkürzt, ohne die Anforderungen an die
Rechnerresourcen wie Hauptspeicherbedarf oder Festplattenkapazität zu er-
höhen. Dadurch können DFT-Rechnungen an großen Systemen mit mehr als
10000 Basisfunktionen auf handelsüblichen PCs routinemäßig durchgeführt
werden. So benötigte zum Beispiel die Berechnung der Grundzustandsenergie
der (4,4) Kohlenstoffnanoröhre (C16)32H16 mit 7248 Basisfunktionen bei 50
SCF-Iterationen (Tabelle 2) ca. 9 h, gegenüber ca. 26 h mit der voherigen
Version des Programms ridft.
Durch das günstige Skalenverhalten dieser Algorithmen werden bei Dichte-
funktional-Rechnungen an großen Systemen Programmteile rechenzeitbestim-
mend, deren Ausführungszeiten vorher nur einen kleinen Teil der Gesamtre-
chenzeit ausmachten. Es ist schon seit langem bekannt, dass vor allem die
Diagonalisierung der Fock-Matrix wegen ihres ungünstigen Skalenverhaltens
(O(N3)) rechenzeitbestimmend werden kann, insbesondere bei der Berechnung
der Grundzustandsenergie von Molekülen mit niedriger Punktgruppensym-
metrie. Aber auch Transformationen der Dichtematrix und der Fock-Matrix
können wegen ihres ungünstigen Skalenverhaltens (O(N3)) kritisch werden.
Da sich diese Programmteile bekanntermaßen nicht einfach parallelisieren las-
sen, werden Rechnungen, die parallel auf mehreren Prozessoren durchgeführt
werden, schon bei geringer Knotenzahl ineffizient, weil dann die sequentiel-
len Programmteile die Rechenzeit dominieren. Es wird in Zukunft notwendig
werden, diese Programmteile im Programmpaket Turbomole effizienter zu ge-
stalten oder die gesamte Programmstruktur so umzustellen, dass diese Schritte
überflüssig werden.
Die Rechenzeiten für Hybrid-Dichtefunktional-Methoden konnten durch die
Implementierung des in dieser Arbeit vorgestellten verbesserten Algorithmus
zur Berechnung des HF-Austausches gesenkt werden. Sie liegen aber immer
noch weit über den Rechenzeiten von nicht Hybrid-Dichtefunktional-Rech-
nungen. Der zeitbestimmende Programmteil bleibt die Berechnung des HF-
Austausches. Es erscheint fraglich, ob bei Rechnungen an realistischen mole-
kularen Systemen ein lineares Skalenverhalten bei der Berechnung des HF-
Austausches nur durch Abfragen erreicht werden kann, welche die Beiträge zur
Fock-Matrix berücksichtigen. Eine Möglichkeit wäre es, den HF-Austausch zu
dämpfen. Aufbauend auf einer frühen, unvollständigen Version der Implemen-
tierung des neuen Algorithmus zur Berechnung des HF-Austausches, wurde
von U. Huniar ein Algorithmus zur Berechnung des sogenannten gedämpften
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HF-Austausches entwickelt und teilweise implementiert [53]. Wegen der er-
heblichen Abweichungen, die sich zwischen Rechnungen mit gedämpften und
ungedämpften HF-Austausch ergeben, erscheinen HF-SCF-Rechnungen mit
dieser Methode jedoch problematisch. Definiert man die Methode, die aus der
Kombination eines Hybrid-Funktionals mit dem gedämpften HF-Austausch
entsteht, als ein neues Hybrid-Funktional, so sind für dieses neue Hybrid-
Funktional jedoch durchaus sinnvolle Anwendungen denkbar [54].
Momentan sind nur Hybrid-Funktional-Rechnungen der Grundzustands-
energie mit dem Programm ridft möglich, das heißt unter Verwendung des
effizienteren Algorithmus zu Berechnung des HF-Austausches. Um Struktur-
optimierungen durchführen zu können, sowie weitere Eigenschaften wie zum
Beispiel Polarisierbarkeiten mit dem neuen Algorithmus zeitsparend berechnen
zu können, sind analytische Ableitungen der hier implementierten Energieaus-
drücke erforderlich. Dies bleibt zukünftigen Arbeiten vorbehalten.
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