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Introduction
When a resource must serve many demands simultaneously, it is important to schedule the resource's activities in some fair manner, so that each demand receives a share of the resource that is proportional to its demand relative to the competing demands. A mixed-model assembly line, to mention one standard example, should produce different products at rates that are close to the given demand for each product. Similarly, computer systems must service requests that have different priorities.
Both applications demonstrate the need for a fair sequence. Kubiak (2004) provides a good overview of fair sequences and the product rate variation problem and reviews important results. Miltenburg (1989) and Inman and Bulfin (1991) were some of the first to discuss the problem of mixed-model assembly lines. Waldspurger and Weihl (1995) discuss the problem in computer system applications and provide an important stride scheduling heuristic. Kubiak (2004) discusses a parameterized stride scheduling heuristic that we will adapt in our work.
We were motivated to consider the fair sequencing problem while working with a healthcare facility that needed to schedule the collection of waste from waste collection rooms throughout the building. Given data about how often a trash handler needs to visit each room (to take away a cart of waste), the facilities manager wanted these visits to occur as regularly as possible so that excessive waste would not collect in any room. For instance, if a room needs four visits per eight-hour shift, then, ideally, it would be visited every two hours. Given a schedule for one shift, the same schedule can be repeated every shift. The time to visit each room and return with the trash cart varies slightly depending on the room location and other factors. However, the variation is small and can be ignored. The problem is difficult because different rooms require a different number of visits per shift.
This problem is clearly one of creating a fair sequence. In the product rate variation problem, the typical objective is to minimize the maximum absolute deviation (over each product and each position in the finite sequence) between the actual cumulative production and the ideal cumulative production. However, a more appropriate objective in a cyclic situation is to minimize the variability in the time between consecutive completions of the same task (consecutive visits to the same room in our waste collection problem). Thus, we will use the response time variability (RTV) metric, which was presented and analyzed by Corominas et al. (2007) . Herrmann (2007) independently studied this measure as well, and Garcia et al. (2006) presented metaheuristic procedures for the problem.
If the intervals between consecutive completions of the same task had to be equal to a predetermined quantity, we would have the periodic maintenance scheduling problem (Wei and Liu, 1983) . However, in our case, we don't require this and instead seek to keep the intervals nearly the same. Wei and Liu (1983) suggested that machines with the same maintenance interval could be replaced by a substitute machine with a smaller maintenance interval and that this replacement would facilitate finding a feasible solution. This concept, which was not developed into a solution algorithm, is similar to the aggregation proposed here. Waldspurger and Weihl (1995) present a hierarchical stride scheduling algorithm that combines products into groups. They suggest the use of a binary tree to minimize the maximum absolute deviation. The key distinction between their hierarchical stride scheduling algorithm and the aggregation approach presented here is that their algorithm requires using the stride scheduling algorithm to disaggregate each group, since the products in a group may have unequal demands. Also, the placement of products in the tree not specified. Because our aggregation scheme groups products with equal demand, the disaggregation is much simpler.
The limitation, however, is that the problem must have some equal demand products. Corominas et al. (2007) showed that the RTV problem is NP-hard and presented a dynamic program and a mathematical program for finding optimal solutions. Because those approaches required excessive computational effort, they conducted experiments to evaluate the performance of various heuristics. However, the heuristics performed poorly for some classes of problem instances. Independently, Herrmann (2007) described the RTV problem and presented a heuristic that combined aggregation and parameterized stride scheduling. The aggregation approach combines products with the same demand into groups, creates a sequence for those groups, and then disaggregates the sequence into a sequence for each product.
The current paper builds on these last two works. After formulating the problem, it precisely defines the aggregation approach of Herrmann (2007) and describes the results of extensive computational experiments using the aggregation approach in combination with the heuristics presented by Corominas et al. (2007) . The goal of these experiments is to determine if the solutions generated using the aggregation approach have lower RTV than solutions generated without using the aggregation approach.
Problem Formulation
Given a single server that must produce n products, each with a demand that is a positive integer, let . A feasible sequence has length D, and each product i occurs exactly times in the sequence. We assume that each product requires the same amount of time, so we can ignore time and consider only the positions in the sequence. Moreover, this sequence will be repeated, and we will call each occurrence a cycle. The response time variability (RTV) of a feasible sequence equals the sum of the response time variability for each product. If product i occurs at positions
, the response time variability is a function of the intervals between each position, which are { } 1 , ,
, where the intervals are measured as follows (with 0
The average interval for product i is , so we calculate RTV as follows:
This problem is NP-hard (Corominas et al., 2007) . Note that changes to the absolute positions do not change the variability. The objective function value is invariant under any translations or reflection.
Parameterized Stride Scheduling
The parameterized stride scheduling algorithm builds a fair sequence and performs well at minimizing the maximum absolute deviation (Kubiak, 2004) . The algorithm has a single parameter δ that can range from 0 to 1. This parameter affects the relative priority of lowdemand products and their absolute position within the sequence. When δ is near 0, low-demand products will be positioned earlier in the sequence. When δ is near 1, low-demand products will be positioned later in the sequence.
The algorithm starts with an empty sequence. Given a partial sequence, with the first k positions filled, let ik x be the number of times that product i occurs in those k positions. Then, position is allocated to customer i* where
Of course, there may be ties, so a tie-breaking procedure is needed. We always select the lowest-numbered product to break a tie. The computational effort of the algorithm is O(nD). The high variability of this sequence occurs because the algorithm positions all of the low-demand products together, which creates a lumpy pattern for the high-demand product. A more fair sequence would blend the two types of products more evenly.
Aggregation
This insight led to the development of an aggregation approach that iteratively transforms the original instance into one with fewer products. This was first introduced in Herrmann (2007) and is similar to the substitution concept discussed by Wei and Liu (1983) .
To do this blending, we will combine products that have the same demand into groups.
This has two benefits. First, it reduces the number of products that need to be sequenced.
Secondly, because a group will have higher demand, it will be blended better than the individual products.
Let an instance k I be a sequence of products for
. It will be convenient to represent a product as a set. Each product has demand . We assume that the products are sorted so that . Let
I be the original instance, and each
Given an instance k I , the aggregation procedure transforms k I into a new problem 
, , The total demand in the new instance will equal the total demand of the original instance because the demand of the new product (which we call a "group") equals the total demand of the products that were removed.
We run the aggregation procedure until no further aggregation is possible to generate a sequence of instances 0 I , …, H I . (H is the index of the last aggregation created.) The aggregation can be done at most times because the number of products decreases by at least one each time the aggregation procedure is called (unless no aggregation occurs). Thus
We can then apply a sequence generation algorithm to the most aggregated instance H I to generate a sequence H S . We disaggregate H S to generate Tables 1, 2 , and 3 present a 10-product example that is aggregated three times. Table 1 . A 10-product instance and the aggregate instances formed from it. S _ 3  3  2  3  2  3  1  3  2  3  2  3  1  1  4  0  9   3  2  2  3  1  3  S _ 2  2  4  3  4  2  1  3  4  2  4  3  2  4  4  2  1  3  S _ 1  5  1  6  2  5  4  6  3  5  1  6  5  2  3  5  4  6  S _ 0  1  6  1 0  7  2  9  1 0  8  3  6  1  4  7  8  5  9  1 0   3  3  6  1 0 The aggregation can greatly simplify sequencing. If only one product remains in the final instance, then it gets all of the positions in the sequence, and one can immediately proceed to disaggregation. For instance, consider the following example from Waldspurger and Weihl (1995) . There are n = 101 products with demands d = (100, 1, 1, …, 1). Therefore, D = 200. To solve this problem, we first aggregate the one hundred low-demand products into one group with a total demand of 100. Then we aggregate the group and the high-demand product into a larger group with a total demand of 200. Now that we have only one group, we disaggregate the 200 positions by allocating them alternately to the high-demand product and the group of 100. Then, we disaggregate the group's 100 positions by giving one to each low-demand product. The resulting sequence has zero RTV.
In the 14-product example presented earlier in this paper, the aggregation procedure replaces the 13 low-demand products by one group with a demand of 26 to create an instance with only two products. Applying the parameterized stride scheduling algorithm (with δ = 0.5) to generate an aggregate sequence and then disaggregating it reduces the RTV from 304.2 to 4.2.
(The aggregate and disaggregated sequences are shown in Figure 1 .)
Heuristics
The purpose of this paper is to investigate how much the aggregation approach reduces RTV when used with various heuristics. To that end we will consider five basic heuristics and the exchange heuristic of Corominas et al. (2007) .
Webster. This heuristic uses the parametric stride scheduling algorithm with 0.5
Jefferson. This heuristic uses the parametric stride scheduling algorithm with 1 δ = .
The Webster and Jefferson heuristics run in O(nD) time.
Bottleneck. This heuristic is the due date algorithm that Steiner and Yeomans (1993) developed for solving the mixed-model production problem. This heuristic runs in O (D log D) time.
Random swap. This heuristic (presented in Corominas et al., 2007) 
Assign copies of product 2 to all of the remaining positions. 
Computational Experiments
The purpose of the computational experiments was to show how the aggregation technique performs in combination with a variety of heuristics on the metric of RTV.
We generated 4700 instances as follows. First, we set the total number of tasks D and the number of products n. (We followed Corominas et al., 2007, in choosing values of D and n, but these are not the same instances.) To generate an instance, we generated random numbers from a discrete uniform distribution over
We then let equal one plus the number of copies of i in the set of random numbers (this avoided the possibility that any
We generated 100 instances for each of the following combinations of D and n: 10, 20, 30, 40, 50, 60, 70, 80, and 90; 500 D = and , 5, 10, 50, 100, 150, 200, 250, 300, 350, 400 , and 450; 3 n = 1000 D = and , 50, 100, 200, 300, 400, 500, 600, 700, 800, and 900; and 10 n = 1500 D = and , 200, 300, 400, 500, 600, 700, 800, 900, 1000, 1100, 1200, 1300, and 1400. 100 n = For each instance that can be aggregated, we constructed 30 sequences as follows. First, we applied one of the basic heuristics to the instance (we call this the H sequence). Then, we applied the exchange heuristic to the H sequence to construct the HE sequence. (This essentially repeats what Corominas et al., 2007, did.) Next, we aggregated the instance if possible. For the aggregate instance, we applied the heuristic to construct an aggregated solution. We disaggregated this solution to construct the AHD sequence. Then, we applied the exchange heuristic to the AHD sequence to construct the AHDE sequence. We also applied the exchange heuristic to the aggregated solution and then disaggregated to construct the AHED sequence. Finally, we applied the exchange heuristic to the AHED sequence to construct the AHEDE sequence. This makes six sequences using one basic heuristic and combinations of aggregation-disaggregation and the exchange heuristic. We repeated this for the remaining basic heuristics for a total of 30 solutions.
The clock time needed to generate the six sequences for one instance and one basic heuristic increased as D increased. These times ranged from 1 to 15 seconds for instances with D = 1500. The longest times occurred when n = 400, and the shortest times occurred when n = 1400.
Before discussing the results of the heuristics, we note that the number of times that an instance was aggregated depended greatly upon the ratio of n/D. When this ratio was very small When n/D is near 0.9, the average number of aggregations is between 2 and 3.
Because the exchange heuristic is known to reduce RTV, significantly in some cases, our discussion will focus on the HE and AHDE sequences. As shown by Corominas et al. (2007) , the exchange heuristic significantly reduces the RTV of the solutions generated by the heuristics (without aggregation). Thus, the HE sequences are more interesting that the H sequences.
The results of these experiments show that the AHD sequences may perform poorly (compared to the other sequences) for large values of n and in combination with the random swap and insertion heuristics. The AHED sequences also perform poorly. Finally, the RTV of the AHEDE sequences was only slightly better than that for the AHDE sequences.
The notable exception to this last result occurred for the random swap and insertion heuristics when D = 1000 and D = 1500. In those cases, the AHEDE sequences were significantly better than the AHDE sequences for medium values of n. However, these sequences were still not as good as the sequences generated using the Webster, Jefferson, and bottleneck heuristics.
Tables 4 to 7 present the results for the HE and AHDE sequences for each of the basic heuristics. The results are averaged over the instances where aggregation was performed. The number of instances (out of 100) where any aggregation was performed is also shown.
Using aggregation with the Webster, Jefferson, and bottleneck heuristics generates the best sequences. Compared to the HE sequences, the AHDE sequences reduce RTV dramatically when n is moderate (not at the extremes). For instance, when n = 300 and D = 1000, the average RTV of the AHDE sequences is less than 4% of the average RTV of the HE sequences. When n = 400 and D = 1500, the average RTV of the AHDE sequences is between 1% and 2% of the average RTV of the HE sequences.
We can see why if we consider a set of products with the same demand. The Webster, Jefferson, and bottleneck heuristics tend to put copies of these products next to each other, which increases the RTV of products with higher demand. Aggregation spreads out the copies these products, leaving space for the products with higher demand.
When n is very small and D = 100, 500, or 1000, the AHDE sequences are about the same as the HE sequences because the heuristic sequences are already good. When n is near D, the AHDE sequences are about the same as the HE sequences because the exchange heuristic is very good at constructing low-RTV sequences in those cases.
The random swap and insertion heuristics generate sequences that are not as good. Using aggregation improves the random swap sequences less than it improves the sequences generated with other heuristics. In sequences generated by the random swap heuristic, the advantages that occur with aggregation are lost as the products are shuffled in the aggregated sequence. In sequences generated by the insertion heuristic, products with low demand usually have higher RTV than the other products in that sequence because the low demand products are assigned last and get the "leftover" spots, which are not spread out evenly. However, the heuristic works well if there are many products with the same demand, because it will allocate them fairly. The aggregation deliberately creates an instance in which no products have the same demand, which degrades the performance of the insertion heuristic. The products that are not aggregated will be assigned last and will have large RTV. 
Summary and Conclusions
This paper presents an aggregation approach for the problem of minimizing RTV. We combined this approach with various heuristics for the RTV problem in order to determine when aggregation is useful. The computational effort of the aggregation and disaggregation procedures is comparable to that of the heuristics themselves. Thus, it is reasonable to consider aggregation and disaggregation as part of the solution approach.
The results show that, when the number of products is very small or when the number of products is near the total demand (and each product has very small demand), combining aggregation with other heuristics does not reduce RTV compared to using the heuristics without aggregation.
In all other cases, combining aggregation with other heuristics does dramatically reduce RTV compared to using the heuristics without aggregation. In these cases, the solutions generated by the heuristics have large values of RTV, and aggregation provides a way to find much better solutions. Aggregation is particularly effective in combination with the Webster, Jefferson, and bottleneck heuristics. Our results also confirm that the exchange heuristic plays a valuable role in reducing RTV.
The aggregation procedure described in this paper is simple but effective. However, it is possible to create more sophisticated aggregations that more intelligently combine products in order to minimize the number of products in the highest level of aggregation, with the goal of aggregating all of the products into one group. If there is only one group, the disaggregation leads directly to a solution with zero RTV. Future work will consider algorithms for systematically creating more sophisticated aggregations.
Other future work should consider problems with multiple servers. In the case of multiple servers, it would be interesting to look at the problem under the constraint that, for each product, all of its demand must be satisfied by exactly one of the servers. That is, the products are first assigned to servers, and then we seek to find a low variability sequence for each server. 
