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This dissertation examines the use of non-parametric Bayesian methods and
advanced Monte Carlo algorithms for the emulation and reliability analysis of
complex engineering computations. Firstly, the problem lies in the reduction of
the computational cost of such models and the generation of posterior samples for
the Gaussian Process’ (GP) hyperparameters. In a GP, as the flexibility of the
mechanism to induce correlations among training points increases, the number of
hyperparameters increases as well. This leads to multimodal posterior distributions.
Typical variants of MCMC samplers are not designed to overcome multimodality.
Maximum posterior estimates of hyperparameters, on the other hand, do not
guarantee a global optimiser. This presents a challenge when emulating expensive
simulators in light of small data. Thus, new MCMC algorithms are presented
which allow the use of full Bayesian emulators by sampling from their respective
multimodal posteriors. Secondly, in order for these complex models to be reliable,
they need to be robustly calibrated to experimental data. History matching
solves the calibration problem by discarding regions of input parameters space.
This allows one to determine which configurations are likely to replicate the
observed data. In particular, the GP surrogate model’s probabilistic statements
are exploited, and the data assimilation process is improved. Thirdly, as sampling-
based methods are increasingly being used in engineering, variants of sampling
algorithms in other engineering tasks are studied, that is reliability-based methods.
Several new algorithms to solve these three fundamental problems are proposed,
developed and tested in both illustrative examples and industrial-scale models.
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The use of complex mathematical models has become ubiquitous in modelling
manufactured and physical processes in Engineering. Computational representa-
tions of such models allow one to bypass the limitations associated with expensive
or infeasible experimental designs. In particular, the analysis of computer code
output allows the analyst to improve the understanding of the processes under
study, identify theoretical shortcomings, or improve a decision-making scenario.
In the literature, the computational implementation of a mathematical model is
known as a simulator [171]. A mathematical model often requires parameters that
govern the dynamics and laws of the process. In contrast, simulators use some
parameters to represent physical properties of the system; some to compensate
for approximations in the simulator (tuning parameters); and some account for
external actions influencing the process under study (control parameters) [99].
Thus, the output from such a simulator can be thought as a function η : X → Y ,
where X ⊆ Rd and Y ⊆ Rm. In this context, X denotes the set of all possible
input configurations for the simulator, and Y denotes the set of possible output
values.
The framework of uncertainty quantification (UQ) allows one to compare the
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Chapter 1 Introduction
output of a simulator with the corresponding observed real process. Moreover,
through UQ it is possible to identify and quantify uncertainties generated from
different sources in the modelling pipeline. The main sources of uncertainty arise
from models, numerical algorithms, experiments, and observations of real world
processes [199]. In particular, model uncertainty arises from the discrepancy of the
mathematical representation of the process and the unknown input configuration
needed to be used for the simulator. The model itself is built upon assumptions
and the exact underlying physics of the process are not known. On the other hand,
input values for the simulator cannot truly be observed. At the same time, a chosen
simulator input x ∈ X , also contains some simulator parameters that cannot be
observed directly. Experimental uncertainty arises from partially observed data and
the limited accuracy of measuring devices. This kind of uncertainty is due to the
experimental design being a surrogate of a potentially physically infeasible setting,
e.g. placing sensors in the fuselage of an aircraft. Lastly, numerical uncertainty
arises from the representation of the model in a computational framework. For
example, models based on dynamic systems require approximation methods to be
solvable. Numerical uncertainty is also known as code uncertainty. These sources
of uncertainty can be further classified according to the degree on which they are
inherent to the application or reflect pure lack of knowledge. Smith [199] provides
the following definitions which are well known in the engineering literature.
Definition 1 (Aleatoric uncertainty). Also known as statistical, stochastic, or ir-
reducible uncertainty. This is uncertainty inherent to a problem or experiment that
in principle cannot be reduced by additional physical or experimental knowledge.
Definition 2 (Epistemic uncertainty). This is uncertainty due to simplifying
model assumptions, missing physics, or basic lack of knowledge.
Aleatoric uncertainty can be defined in a probabilistic framework, whereas epis-
temic uncertainty is less prone to such a treatment. Hence, one goal of uncertainty
quantification is to restate epistemic uncertainties as aleatoric uncertainties where
a probabilistic handling is applicable [199, Section 1.1.4]. This classification of
uncertainty is just a modelling tool, as with perfect knowledge both types of
uncertainty are not needed. In applications, epistemic uncertainty is considered
as a type of uncertainty that can be reduced. On the other hand, aleatoric uncer-
tainty represents a type of uncertainty that is infeasible to reduce further. The
2
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probabilistic framework has been the most widespread choice to treat uncertainty.
Although it is important to note that imprecise probabilities, Dempster-Shafer
Belief functions, possibility measures, and ranking functions are other modelling
alternatives [see 109, 219, for an overview]. Bayesian inference is used in this
dissertation as it provides the only coherent framework in which uncertainty is
treated probabilistically. This allows one to naturally incorporate both types of
uncertainty, making this distinction artificial from a Bayesian perspective. This is
a consequence of modelling probabilities as a reflection of the decision-maker’s
state of knowledge about an uncertain event. By using Bayesian theory, one is
able to incorporate epistemic uncertainty into the modelling procedure and update
probabilities in light of observed data [96].
Framed within the probabilistic framework for uncertainty quantification, simu-
lators are used to propagate input uncertainty to study the implied randomness
in the computer code output. However, this process relies on a well calibrated
computer model and intensive use of computational resources for experimentation.
The calibration problem, arises from the need for a model to be able to represent
truthfully the process for which it was designed for. The physics, although cor-
rect, incorporate parameters that govern the model which are not known with
certainty. This motivates the need to find an appropriate input configuration, say
x∗, that will enable a good understanding of the process through the simulator
output η(x∗). Once x∗ has been identified, the exploration of its probabilistic
neighbourhood allow the analyst to answer questions of interest. In this setting,
uncertainty in the output of the model is usually a consequence of uncertainty in
the input configuration. In applications such as climate models, nuclear reactor
models, or biological models, it is paramount to make predictions with quantified
uncertainties. For this purpose, input uncertainty is propagated to the output
through extensive simulator runs. However, even though computer power has
increased, the computational complexity of the models has increased as well,
leading to expensive computer codes infeasible for repeated evaluations. Thus, a
full characterisation of the uncertainty in the simulator’s output is prohibitive and
the need for surrogate models arises. A surrogate model aims to retain similar
statistical properties from the simulator, at less computational expense.
The Gaussian stochastic process (GP) has been successfully used as a surrogate
for computationally expensive computer codes. As such, a Gaussian process
not only provides both a surrogate for the simulator, but a full probabilistic
3
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characterisation of the computer code output as well. The reason is that it also
provides an internal measure of uncertainty about its predicted value. Therefore,
the Gaussian process can be used as an emulator for large scale computer code
analysis [193]. The original use of the Gaussian process in the context of Uncer-
tainty Quantification dates back to modelling ore reserves in mining [137]. The
technique is known as kriging, and its formulation was motivated by finding the
best linear unbiased predictor subject to a known covariance structure. Kriging
has been widely applied in geostatistics as a predictive model with limited data
[51, 50, 204]. According to Owen et al. [175], the first application of Gaussian
processes in the field of computer experiments was done by Sacks et al. [190]. It
was formulated from a frequentist approach and the Gaussian process was used to
model the residuals of a linear regression. Eventually the idea was translated to
a Bayesian modelling perspective in the work of Currin et al. [52] and has been
gradually refined over the years. As of today, the paper by Kennedy and O’Hagan
[130] offers an introduction to the use of a Gaussian process as an emulator from a
Bayesian formulation. The use of Gaussian process surrogates covers a wide range
of applications such as uncertainty analysis [170], sensitivity analysis [173], and
calibration [113]. In particular, the use of Gaussian process models for reliability
analysis [20] are more recent applications.
Considering the success of Gaussian process emulation and their connection
to the Bayesian framework for uncertainty quantification, it is a surprise that a
single estimate for its hyperparameters is often consider in the literature. The
hyperparameters are often fixed to the maximum likelihood estimator (MLE)
or the maximum a posteriori (MAP). The reason for this is often accredited to
computational convenience. The consequence is that all associated uncertainty in
the Gaussian process formulation is summarised in a single candidate. Therefore,
the motivation of this dissertation is to integrate a full Bayesian Gaussian process
for robust uncertainty quantification in computationally expensive engineering
applications. Moreover, computer codes that can run efficiently are not enough
to tackle real-world engineering challenges. The trust that can be deposited into
these numerical models relies on how well they are calibrated to experimental
data. The problem of calibration of expensive computer models given highly
constrained experimental settings is addressed by employing history matching
[48, 49]. In particular, a full probabilistic perspective is applied to the emulator
and propagated when applying history matching. Additionally, the reliability
4
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analysis of complex engineering systems is of paramount interest and presents
an opportunity of integrating Bayesian inference techniques to improve upon.
In particular, techniques such as subset simulation and Bayesian updating with
structural reliability methods (BUS) [206] are further developed.
1.2 Aims and objectives
The aim of this dissertation is to develop probabilistic computational algorithms
to be applied in Uncertainty Quantification problems of fundamental interest in
engineering computations. Specifically, to reduce the cost of complex engineering
models to efficiently propagate and quantify uncertainty in the model or its
surrogate; calibrate expensive computer codes; and quantify the reliability of
complex engineering systems.
The objectives are to implement robust surrogate modelling techniques derived
from probabilistic formulations to reduce the computational cost of performing
uncertainty quantification; to increase the trust in engineering computer models
by developing robust calibration techniques with emphasis on statistical and
numerical considerations; to increase the efficiency of the reliability analysis
problem in complex engineering systems; to develop calibration algorithms based
on a probabilistic framework for implausibility and principles of active learning;
to develop a Hamiltonian-based subset simulation technique and incorporate first
order information of a system performance function in simulation algorithms; and
to develop a connection between reliability analysis and model calibration through
a new algorithm that alleviates the need for critical parameters.
The following sections presents an overview of surrogate modelling, history
matching and reliability analysis as the foundational driving forces of this disser-



























As stated above, surrogate modelling aims to provide fast but accurate approxi-
mations to computationally expensive simulators. Let f : X ×Θ→ Y denote the
surrogate model, where X denotes the input space of the simulator, Θ denotes
the space of parameters controlling the surrogate model, and Y ⊆ R the range
of the simulator output. The overall goal of surrogate modelling is to find θ∗
such that the surrogate f(·) is as close as possible to the simulator η(·) at every
location x ∈ X . A common approach is to consider the simulator as an unknown
function in all its domain except in a selected collection of points. The chosen
locations are denoted by {x1, . . . ,xn} with corresponding outputs yi = η(xi). The
set of input-output pairs is denoted by D = {(xi, yi) : i = 1, . . . , n} and is referred
6
1.3 Surrogate Modelling
to as the set of training runs. Most surrogate modelling techniques find θ∗ by
minimising a loss function between observations η(xi) and predictions f(xi,θ).
For example, a linear regression would minimise a quadratic loss function by
modifying the linear coefficients and taking the training pairs as data. Other
approaches have been developed and will be discussed shortly.
For the sake of completeness, some widespread surrogate models are presented
in the following subsections. This is by no means an exhaustive list, as this is
currently an active research area. For example, learning algorithms from the
machine learning community have been adopted as surrogates [see 76, 150, 58],
while newer methodologies have been developed [134]. A deeper discussion on
surrogate models can be found in [199, Chapter 13].
1.3.1 Regression and interpolation-based models
Regression-type models offer the flexibility of treating the simulator η(·) as a black
box. This means that there is no need to know about the details of the model.
The only quantities of interest are the input-output pairs D. A surrogate of this
type is defined by
yi = f(xi,β) =
p∑
j=1
βj ψj(xi) + ε(xi), (1.1)
where ψj(·) is a collection of known functions, also known as basis functions, and
εi is a stochastic error term. The linear expansion of the first term in the right
hand side is used to model the global trend of the simulator. The second term
accounts for unresolved fine-scale behaviour or measurement errors. In regression
approaches it is common to assume εi = ε(xi) as independent and identically
distributed (iid) random variables with zero mean and finite variance.
Quadratic response model
The basis functions can be chosen to accommodate a quadratic response surface.
The surrogate model is defined as
















where β is the vector containing all unknown coefficients in the expansion. The
model has p = [(d + 1)(d + 2)]/2 parameters, which can be estimated through
least squares. Thus, the required number of simulator runs to enable an accurate
estimation of the regression coefficients should be at least p = O(d2). The
quadratic response model is a particular case of a more general family of polynomial
expansions. Nonetheless, quadratic models are the most popular among all
polynomial expansions of the input variables. However, they can have limited
accuracy due to their inability to fine-tune local variations and motivate the use
of more flexible models.
Radial basis functions
This type of surrogate functions employ a more flexible approach than polynomial




βj ψj(x) + h(x), (1.3)
where ψj(x) = ψ(||x− xj||) are the radial basis functions, and h(·) denotes the
global trend function. The radial basis functions are defined locally by each of
the training points. In particular, the basis functions use the Euclidean distance
between x and the data point xj . Thus, the first term in the right hand side above
is designed to capture local variations in the response surface which cannot be
captured in h. A typical formulation uses a constant global trend, β0. Common








||x− xj||ν Power law
||x− xj||2 log (||x− xj||) Thin plate spline
Table 1.1: Examples of radial basis functions for surrogate modelling.
The coefficients β are estimated by imposing an interpolation condition for




yj = f(xj,β), j = 1, . . . , n, (1.4)
along with the constraint
n∑
j=1
βj = 0, (1.5)
as a consequence of considering a constant global trend. The final prediction can
be computed as
f(x,β) = βˆ0 + k(x)
>K−1(y − βˆ01), (1.6)
where βˆ0 = (1
>K−11)−11>K−1y, K ∈ Rn×n is the Gram matrix of kernel eval-
uations Kij = ψj(xi) = ψ(||xi − xj||), and k(x) ∈ Rn is the vector of cross
evaluations, ki(x) = ψ(||x− xi||). The use of the symbols K and k is evocative of
the close connection of radial basis functions to kernel methods such as kriging and
Gaussian processes. The main difference is that this surrogate does not provide
an internal uncertainty measure for the prediction.
Kriging
This surrogate model is strongly connected to the Gaussian process, which will be
discussed in detail as a probabilistic model in Chapter 2 and as a computer code
emulator in Chapters 3 and 4. The main difference is that the estimators under
Gaussian Processes and kriging stem from different goals. The kriging model is
constructed as a surrogate which interpolates observed data. The output of the
surrogate f(x) is assumed to be a random field,
f(x) = m(x)>β + ε(x), (1.7)
where ε is a zero mean random field with known covariance structure, m is a
known function with output in Rp and β is a p-vector of unknown coefficients.
The function m(·) accommodates for the global trend of the unknown function.
The covariance structure is defined by cov(f(x), f(x′)) = k(x,x′), where k(·, ·)
is a known kernel function. The covariance function models short term local
variations in the predicted surface. Predictions can be computed by using the best
linear unbiased predictor (BLUP), given the assumed covariance structure. That
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is, out of all linear predictors of the form λ0 +λ
>y, the BLUP minimises the mean
squared error (mse) subject to the unbiasedness constraint E(λ0 +λ>y) = E(f(x))
for any vector β. The solution for the constrained optimisation problem is
λ>y = k>K−1(y −M βˆ) +m(x)>βˆ, (1.8)
where βˆ = (M>K−1M)−1M>K−1y, M is the design matrix obtained after evalu-
ating the mean function m(·) on the training points, and K and k are denote the
variance-covariance matrix and cross-covariance vector respectively. The mse of
the BLUP for an unseen x0 is
k0 − k>K−1k + γ>(M>K−1M)−1γ, (1.9)
where γ = m(x0)−M>K−1y and k0 = k(x0,x0).
Common choices for the mean function are the zero function m(·) = 0, or a
constant m(·) = 1. The former is known as simple kriging; the latter, ordinary
kriging. Nonetheless, the flexibility of the model allows for a more general global
trend. As suggested by (1.7), it is possible to define a regression-based global
trend approach. The full model under this construction is called universal kriging.
As mentioned before, kriging is connected to other models. In particular, an
ordinary kriging model assumes m(x) = β0 for all x ∈ X . The resulting design
matrix can be written as M = 1. If the radial basis functional form is the same as
the kernel function in kriging, both models are equivalent for prediction purposes.
That is, the surrogate model prediction under ordinary kriging and the radial
basis regression model with constant global trend are the same. The advantage of
kriging is that it also incorporates an internal measurement of uncertainty as seen
from (1.9).
The kriging model assumes a known covariance structure. This implies that
the hyperparameters that appear in the kernel function equation are assumed to
be known. However, in practice this is not the case and these parameters need
to be estimated from data. The maximum likelihood estimator is usually used
with a leave-one-out cross validation scheme to accommodate for small datasets
and multiple optima. On the other hand, a Bayesian approach would define a
prior distribution for the hyperparameters of the model. This is equivalent to
the formulation of a Gaussian process for regression. The main difference is that
Gaussian processes define a probabilistic distribution for functions, instead of
10
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building an interpolator as a surrogate. Moreover, the Gaussian process defines a
probability distribution on function spaces. Thus, through a Gaussian process
random functions can be generated and used as surrogates given observed data.
Neural networks
Artificial neural networks are at present one of the most well known learning
models in machine learning applications. Goodfellow et al. [102] refer to the general
field of research concerning neural networks and its variants as Deep Learning.
The widespread use of deep neural networks in current scientific applications is
due to their success in computer vision [47], reinforcement learning [197], speech
recognition [21], to name a few. The idea of using a mathematical abstraction
for how the brain works can be traced back to the paper by McCulloch and Pitts
[151]. The perceptron algorithm by Frank [81] was first used in classification tasks,
and was inspired by the analogy to brain models. The most simple neural network






j x + γj), (1.10)
where θ is the vector of parameters, αj is the coefficient associated with neuron
j, Ψ is a sigmoidal function with parameters β and γj. The general idea is that
the input values are combined to generate a response. If this response exceeds a
threshold γj the neuron emits a signal. The final prediction is made by a linear
combination of the signals from the collection of neurons. More complicated
architectures can be derived from this simple formulation. Layers of neurons can
be added sequentially and their responses are treated as inputs for the next layer
of neurons. Thus, the first layer receives the inputs x; the last layer emits a linear
combination of the signals from the second-to-last layer to make predictions. The
parameters are estimated by minimising an appropriate cost function, usually
a quadratic loss. Unfortunately, the cost function is a non convex function and
multiple optima can be encountered. Moreover, the number of parameters grows
exponentially fast as layers and neurons are added. This has led to study heuristics
to avoid overfitting.
Neural networks are known to be universal approximators. That is, any contin-
uous function can be approximated by a neural network. This property makes
11
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them interesting candidates for surrogate modelling. However, they often require
big datasets to enable them as robust surrogate models that avoid overfitting.
This hinders their applicability in domains of computationally expensive computer
codes, where Gaussian processes offer a higher degree of flexibility given scarce
amount of data. A more general discussion on different architectures for neural
networks and test cases in machine learning applications can be found in [102]. It
is important to note that there exists a theoretical connection between Gaussian
processes and artificial neural networks. Neal [167] showed that a neural network
with a single hidden layer converges to a Gaussian process as the number of
neurons increases.
1.3.2 High-dimensional model representation
Another type of surrogate modelling techniques consist on variance-based ap-
proaches. These type of methods are known as functional ANOVA (Analysis of
Variance) in statistics, and high-dimensional model representation (HDMR) or
Sobol’s representation in the UQ community. This methodology assumes the
output from the simulator to be a second order stationary process. That is,
the model can be characterized by the first and second statistical moments. In
particular, a second order stationary process has constant mean and a covariance
function that depends only on the distance of the indices. The HDMR approach
considers the randomness of the output a consequence of the randomness in the
input variables. The assumption is that input random variables are independent
from one another. Thus, the joint distribution of X ⊆ Rd is a product d marginal
distributions. Assuming that the output of the simulator η(x) is square integrable
with respect to the joint distribution for X , its Sobol decomposition is given by






fij(xi, xj) + · · ·+ f1,...,d(x), (1.11)
where f0 represents the mean response of η(·), fi the individual contributions
of each variable, fij the interaction and contribution from pairs of variables i
and j, and so on. In general, this type of methods have proven to be effective
for sensitivity analysis. That is, to identify the most influential variables in the




A surrogate model for η(·) belongs to the class of polynomial chaos expansions if





where A is a set of multi-indices α = (α1, . . . , αd), {Ψa} is a set of multivariate
family of polynomials orthogonal with respect to the inner product defined by the
density of X , and θα are the unknown coefficients associated with each polynomial.





(x1)× · · · × ψ(n)αn (xn), (1.13)
where ψ
(j)
αj denotes the α-th order polynomial for the j-variable. Note that
the orthogonality condition on the family of polynomials makes the expansion
completely dependent on the assumed joint distribution for the input variables.
For example, if the assumed probability distribution is a Gaussian, then the
family of polynomials used is the Hermite polynomials. This assumption plays an
important role in the methods used to find the unknown coefficients. For example,
quadrature rules actively exploit the orthogonal property of the polynomial basis
by approximating the integrals associated to the inner product. Quadrature points
are chosen based on the assumed probabilistic model and these points define
the set of configuration points to run the expensive simulator. This strategy is
known as a non-intrusive method for solving the polynomial chaos expansion.
Note that this renders the estimation of the polynomial expansion coefficients,
and more importantly the design of simulator runs, completely dependent on the
assumed prior distribution of simulator inputs. See [174] for a detailed discussion
on polynomial chaos and non-intrusive methods.
The formulation of the surrogate in (1.12) is an infinite series in the space
of polynomials, which in turn, is an infinite dimensional Hilbert space. For
computational convenience, it is common to truncate the series and keep only the
polynomials of degree up to p. This means that the total number of unknown






Thus the number of coefficients to be estimated grows exponentially fast as the the
number of dimensions in the simulator’s input increases. Several regression-based
approaches to overcome this limitation have been proposed in [33, 34]. Nonetheless,
the main drawback when compared to the Gaussian process model is still the
computational burden of running the simulator to generate a training dataset.
The reason is that the assumptions on the prior distribution of the simulator’s
input determines the training dataset to be used to learn the polynomial chaos.
Such is the case of using a non-intrusive method based on quadrature rules.
Alternatively, a regression-based approach does not guarantee that the chosen
polynomial family is a good mathematical object to approximate the simulator
output. A more thorough discussion on Polynomial chaos can be found in [93, 94].
A summary and a comparison of Polynomial chaos expansions and Gaussian
processes as computer code emulators can be found in [175]. O’Hagan [174]
provides a thorough discussion on polynomial chaos surrogates from a statistician
perspective.
Low rank tensor approximations
Low rank tensor approximations have been recently developed as an alternative
approach to polynomial chaos expansions [134]. In particular, they have been used
in sensitivity and reliability analysis [136, 135]. The simulator is represented as a
sum of a finite number of rank-one functions. That is, the surrogate is referred as
a canonical decomposition with rank equal to the number of rank-one components














where R is the rank of the approximation and θ is a vector of unknown coefficients.
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Lastly, the family of univariate functions v
(i)
l is chosen as an orthonormal basis of
polynomials with respect with the marginal distributions for xi. This implies an


















k,l additional unknown coefficients for each univariate function.




(pi + 1), (1.18)
which scales linearly with the number of dimensions. This provides an advantage
with respect to polynomial chaos expansions. Details on the estimation of the
parameters for a low rank tensor approximation can be found in [136].
1.4 History Matching
So far in our discussion, a simulator has been defined as a computational imple-
mentation of a mathematical model. This allows one to describe and study a
physical process of interest through computer code evaluations. These simulators
have been introduced as mappings η(·) of a certain input domain X to a range of
possible values Y. The input domain considers vectors of inputs x, where some
components are observed physical parameters in the realisation of physical process,
some are inherent to the mathematical model, and some others are related to
the computational code being used. These parameters allow the simulator to
approximate the process it is modelling. Thus, if a simulator is expected to be
used as a reliable approximation of reality, the code should be well calibrated.
That means that an input configuration x∗ is known and it produces the closest
output to observed data. Typically, x∗ is found by both extensive experimentation
and domain knowledge.
The problem is that modern simulators are often computationally expensive
which means that thorough exploration of the input space is not feasible. This
motivates the use of surrogate models, like the ones presented in the previous
15
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section. The objective is to use fast but accurate approximations to the simulator
to explore more efficiently the input space. In practice, this exploration means to
minimise a cost function relating the computer code output, now being approxi-
mated by the surrogate model, and a collection of observed data. This strategy
allows one to find x∗ to use a well-calibrated simulator.
In general, there are many uncertainties associated with the previous methodol-
ogy. As discussed previously, uncertainty can arise from the mathematical model,
the numerical implementation and the measurement process. A Bayesian approach
would treat x∗ as a true but unknown parameter, and a posterior distribution for
x∗ would be the result of updating the prior specification given collected data.
Nonetheless, there might not be enough measured data to believe that there is
a unique choice for x∗. Actually, to choose a single point might not be possible
at all. In this setting, history matching allows the identification of collections of
simulator evaluations which are consistent with measured data, within the levels
of uncertainty associated with the problem. Thus, modelling the measurement
error, the model discrepancy and the code uncertainty derived from the surrogate
is paramount in history matching applications [99].
The identification of a single candidate x∗ is relaxed for history matching. This
relaxation offers a change of goal which is an advantage of history matching. The
surrogate is used to explore the input space in order to find regions on which
the simulator gives acceptable matches to the data. History matching allows one
to discard regions of input space even in cases where the simulator has a multi-
dimensional output, as in [216]. This reduction of input space is done with the
hope of actually reducing the search space on which other traditional approaches
such as Bayesian calibration is easier to handle. In particular, a probabilistic
version of history matching has been developed under the umbrella of Bayes
linear analysis [48]. This framework considers expectation as the foundational
component of probabilistic inference. The linear properties of expectation as an
operator are inherited and thus the term linear Bayes. A thorough treatment
of probability through this approach can be found in the work of DeFinetti [54].
The main advantage is that a minimal set of assumptions from a subjective point
of view can be defined. This implies that only the first and second moments are
specified, instead of complete distributional assumptions. In the linear Bayes
setting, probabilistic updating is performed under the notion of Bayes linear
adjustment [see 100, for a thorough exposition]. That is, Ez(y) and Vz(y) are the
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expectation and variance of the vector y adjusted by the observations z. These
quantities are given by
Ez(y) = E(y) + Cov(y, z)V(z)−1(z − E(z)) (1.19)
Vz(y) = V(y)− Cov(y, z)V(z)−1Cov(z, y). (1.20)
This updating mechanism allows one to specify expectation and variances of
untested input configurations of the simulator. This allows one to discard regions
of parameter space by pointwise evaluations of the expected code output and the
variance term which includes all modelled uncertainties. In particular, history
matching assesses the number of standard deviations between the observed data
point z and the expected surrogate for η(x). The number of standard deviations
can be computed as
I(x) =
|z − E(f(x))|√
V(x) + σ2me(x) + σ2md(x)
, (1.21)
where σ2me(x) and σ
2
md(x) denote the assessed measurement error and model
discrepancy respectively (possibly heteroskedastic), and I(·) denotes the implau-
sibility measure. A threshold of three standard deviations is commonly used as
at least 95% of probability mass is contained within three standard deviations in
unimodal continuous distributions. This is known as Pukelsheim’s three sigma
rule [182]. Thus, a point is deemed implausible if I(x) exceeds the threshold 3,
written as I(x) > 3, and is consequently discarded of the analysis.
The history matching framework sequentially removes regions of parameter
space using the implausibility function. The input regions that are considered
“non-implausible” are kept and are sampled to refocus the emulator for the next
stage and further reduce the non-implausible region. The procedure of resampling,
re-emulating, and reducing the non-implausible space can be done until the space
is not reduced further. Each iteration of this procedure is known as a wave [216].
This results in regions of parameter space where points x would give acceptable
fits to historical data. A more thorough discussion on history matching can be
found in the original papers [48] and [49]. A more recent discussion on history
matching can be found in [99]. Additionally, in Chapter 5 history matching will
be developed further by proposing a probabilistic version of the implausibility
function. This is due to the probabilistic nature of a Gaussian process as a
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computer code emulator under a full Bayesian formulation.
1.5 Reliability Analysis
Another topic that is essential in uncertainty quantification is that of reliability
analysis (RA). Its main focus of interest is the estimation of probabilities for
rare events. A rare event can be defined as the realisation of a state of nature
with an almost negligible probability. In engineering systems and applications
the realisation of such events generate catastrophic consequences. Thus, an
adequate estimation of the probability of such type of outcomes is paramount to
communicate and perform uncertainty analysis.
A rare event is often associated with the failure of a certain system. Failure is
characterised as the exceedance of a critical response over a given threshold. The
response of a system can be represented mathematically as a function h(x). It is
defined in an input domain X ⊆ Rd which encompasses possible configurations of
the system. The failure domain is defined as
F = {x ∈ X : h(x) > b}, (1.22)
where b denotes the critical threshold level.
The system configuration is subject to variations which can be represented as a
probability density function pi(x). As before, this is done to express uncertainty
in the system’s configuration. Thus, letting PF denote the probability of failure




1(x ∈ F )pi(x) dx, (1.23)
where 1(x ∈ F ) denotes the indicator function which is equal to 1 if x ∈ F , and 0
otherwise. The main challenge is that the integral cannot be computed in closed
form and efficient approximation techniques are needed. A naive implementation
would approximate the integral with a Monte Carlo estimate using random samples
generated from the density pi(x). However, the relative error of the estimation
can only be decreased if an enormous amount of simulations is performed. For
example, if the probability of failure is of order 10−k, the number of simulations
needed to keep a relative 10% deviation is of order 10k+2 [12].
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The estimation of the probability of failure by means of the Monte Carlo method
presents a concern if the response function is a computationally expensive computer
model. This estimation would require a massive use of computational resources
or would take too long to be useful. In this setting, subset simulation alleviates
the computational demands by generating samples in F by means of a decreasing
sequence of M intermediate failure events, denoted as F = FM ⊂ · · · ⊂ F0 = X .
Thus, the probability of failure can be estimated with a lower computational cost
as the product
PF = pi(FM |FM−1)× · · · × pi(F1 |F0)× pi(F0), (1.24)
where each pi(Fi+1|Fi) denotes the intermediate probabilities of failure. A thorough
discussion on how to define the intermediate levels can be consulted in the original
paper [9].
1.6 Areas of Opportunity
The previous discussion has presented several topics of interest in Uncertainty
Quantification to be developed further in this dissertation. In particular, the use
of probabilistic surrogate models (emulators) in engineering systems where compu-
tationally expensive simulators need to be exploited for appropriate quantification
of modelled uncertainties. In the literature, a Bayesian framework for surrogate
modelling is often adopted, although to a certain extent. This provides oppor-
tunities of exploring, for example, a full Bayesian characterisation of surrogate
models. Thus, the following areas of opportunity have been identified based on
the following classification.
1. Computer code emulation
a) Exploit a full Bayesian characterisation of Gaussian processes for sur-
rogate modelling of computationally expensive simulators.
b) Develop effective sampling algorithms that can cope with limited
amounts of data in surrogate modelling, and avoid traps of isolated
local maxima in posterior distributions.
c) Assess the robustness of quantified uncertainties by means of a Gaussian





a) Incorporate a full probabilistic characterisation of the surrogate model
for history matching.
b) Adopt efficient sampling techniques to identify and explore the non-
implausible domains in history matching.
c) Provide a study of learning functions to guide and refocus the emulator
used at each wave in history matching.
3. Reliability analysis
a) Exploit the direct connection between reliability analysis and history
matching due to the failure domain and the non-implausible character-
isation.
b) Develop efficient sampling algorithms for constrained domains as found
in reliability analysis and history matching.
c) Adapt existing probabilistic programming software developed for ma-
chine learning application to be used in general engineering applications.
1.7 Layout of the Dissertation
This dissertation is organised as follows. In Chapter 2, a brief overview on Bayesian
inference and Gaussian processes as regression models is provided. In Chapter 3,
Gaussian processes are used as computer code emulators and their implementation
is discussed. Additionally, two newly developed sampling algorithms are presented
and studied in the context of small datasets and multimodal posterior distributions
in Chapters 3 and 4. In Chapter 5, history matching is presented as a calibration
technique in computationally restricted settings. In particular, Gaussian processes
are used as emulators in history matching as surrogates for computationally
expensive simulators. Moreover, the sampling algorithms developed in Chapters 3
and 4 are used in this context to be able to sample from the non-implausible
regions. Three active learning criteria are discussed to further improve the
emulator in each wave of history matching. In Chapter 6, a Hamiltonian-based
subset simulation algorithm is developed in order to improve the efficiency of
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sampling in reliability analysis. This is because the use of implausibility functions
in history matching resemble the formulation of failure domains in reliability
analysis. Furthermore, Chapter 7 presents an extension of subset simulation to
more general Bayesian inference problems. In particular, a reformulation of the
BUS (Bayesian Updating with Structural reliability-based sampling) algorithm
is presented which circumvents the definition of a critical parameter. Finally,





This chapter presents the theoretical foundations for this dissertation. The
first half of the chapter presents an overview of Bayesian inference as a theory
that characterises coherent decision-makers facing uncertainty. Bayesian theory
treats probability as a formal representation of the decision-maker’s degree of
belief in the realisation of an uncertain event. Within the framework of this
dissertation, uncertainty arises due to the high computational demands of complex
simulators. Surrogate models are used to overcome this computational burden.
Thus, the objective is to build an educated guess of the response surface for a
given computer model with an appropriate input parameter space. In particular,
Gaussian processes build reliable surrogates in light of limited data. Furthermore,
they provide an internal measure of uncertainty associated with its own predictions.
As such, Gaussian processes allow one to quantify and update uncertainty in
infinite dimensional function spaces. Thus, the second half of the chapter presents
a brief overview on the formulation of a Gaussian process as a regression technique.
Some insight in the implicit assumptions being made by the Gaussian process
model is presented as well. The use of Gaussian process as computer code
surrogates is introduced in Chapter 3 where sampling algorithms are developed




Laplace wrote in 1814 that “Probability theory is at bottom nothing but common
sense reduced to calculus” [140]. In modern mathematics, Measure theory provides
the axiomatic framework to manipulate probability theory. However, at the very
core, there are different schools of thought regarding the notion of what probability
means. The objective school of thought postulates that the probability of the
occurrence of an event, is a property purely attributed to the event in question,
Feller [refer to 78]. Thus, the probability of an uncertain event can be computed
and estimated through a limiting sequence of frequencies. The so-called ratio
of counts of the realisation of the outcome of interest, against the counts of all
possibilities. In contrast, the subjective school of thought treats probability as
the decision-maker’s degree of belief on the realisation of the event of interest.
In particular, probability is a subjective quantity attributed to the decision-
maker when dealing with uncertain events. As a result, probability follows from
the decision-maker’s strategy to maximise her utility satisfying certain rational
principles. Hence, probabilities can be elicited as the decision-maker’s willingness
to bet on the realisation of an uncertain event. Furthermore, these degree of
beliefs can be updated by means of a simple mathematical rule known as Bayes’
theorem. This result is attributed to Rev. Thomas Bayes [27]. A proper treatment
of the foundations of probability from a subjective view can be found in the work
of Savage [194] and DeFinetti [54] (originally published in 1974).
In the context of Uncertainty Quantification, Bayesian inference provides a
solid mathematical foundation to operate and update probability models in the
evidence of data. In Bernardo’s words “Bayesian statistics offers a rationalist
theory of personalistic beliefs in contexts of uncertainty, with the central aim of
characterising how an individual should act in order to avoid certain kinds of
undesirable behavioural inconsistencies” [27]. As such, this dissertation follows the
Bayesian framework to quantify uncertainty in engineering applications. In the
following paragraphs the general procedure for updating prior beliefs is presented.
Let D = {x1, . . . , xn} denote n independent realisations of an observable quan-
tity. Let p(x|θ) denote the assumed probabilistic model that generated such data.
That is, each xi is an independent realisation from the model p(x|θ), also known as
the likelihood. The joint likelihood function, which follows from the assumption of
independent realisations of each datum, can be written as p(D|θ) = ∏ni=1 p(xi|θ).
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The parameter θ represents an unobservable quantity as it is only a mathematical
construct in the model. The goal is to make inferences on the value of such a
parameter to understand better the data-generation mechanism. There is no direct
observation of θ, but the analyst can state her prior beliefs on such quantities
by a probabilistic model p(θ). The latter is known as the prior distribution. To-




where p(θ|D) denotes the so-called posterior distribution and p(D) denotes the
evidence of the data. The posterior distribution represents the updated beliefs of
the analyst after mixing the likelihood, the prior and the data. The evidence is the
normalising factor of the posterior distribution and is calculated by marginalising






where Θ denotes the support of θ. That is, the set of all possible realisations of θ.
Figure 2.1 depicts two examples of Bayesian updating. The left panel depicts
inference of a Gaussian model with unknown mean parameter denoted by µ. In
this case, the variance σ2 is assumed to be known. A sample of independent and
identically distributed (iid) realisations is collected. In this case, the likelihood is
a Gaussian distribution and together with a Gaussian prior leads to a Gaussian
posterior for θ. Note that the posterior provides a balance between the prior and
likelihood functions. The likelihood model dominates the prior and gives coverage
to the true parameter value, shown as vertical dashed line. The right panel, shows
the Bayesian updating for n iid Bernoulli experiments. The likelihood model is a
Binomial distribution with unknown probability of success, denoted by θ. In this
case, the likelihood is maximised in the true value of θ, shown as vertical dashed


































Figure 2.1: Bayesian inference examples. On the left, a Gaussian model with unknown
location parameter µ, and known variance σ2. On the right, A Binomial
model with unknown probability of success θ. The three curves are shown
to illustrate the interplay of prior and likelihood assumptions to yield the
posterior distribution.
2.1.1 Prior distributions
The choice of an appropriate prior distribution has remained an open question
in research. The alternatives have ranged from priors that have the least effect
on the likelihood to highly informative priors. Priors with little effect on the
likelihood are known as noninformative. The name reflects that no additional
prior information on the model’s parameters is known. Informative priors arise
from situations where there is some evidence on possible values taken by the
parameters, e.g. appropriate scale or range of values. This information usually
comes from domain knowledge and it is updated through the use of the Bayesian
framework.
Noninformative prior specification has been motivated on scenarios where
objective inference is desired. This setting aims to let the data to speak for itself
without any inferential bias. In this sense, Jeffreys’ prior is typically used for one
parameter models [122]. However, it has been found to be inappropriate when
dealing with multiparameter families [25]. The use of reference priors allows one
to bypass this limitation [24]. However, they are model dependent and difficult to
derive for complex models. Alternatively, weakly informative priors lie between
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the noninformative and highly informative prior specification. This type of prior
distribution aims to penalise the complexity of the model and have been found
useful in hierarchical models [89, 198]. In summary, the analyst is free to choose
whatever prior distribution reflects her current state of belief. However, it has
been pointed out by Gelman et al. [91], that this specification should be consistent
with the model as a data-generative mechanism.
2.1.2 Prediction
Having specified the complete model, the analyst is expected to report results
from her posterior beliefs. This can be done, for example, by communicating
summaries of the posterior distribution. One is likely to opt for the most probable
explanation. That is, to report back the Maximum a Posteriori (MAP) estimate
of θ. Although other options include credible intervals or other statistics. The
MAP is a simple solution as it involves the optimisation of the numerator in (2.1),
effectively avoiding the computation of the evidence in (2.2). This is desirable as
the integral involved in the calculation of the normalising constant does not have,
in general, a closed-form solution. However, more often than not, the objective
of the study incorporates performing predictions as well. Thus, another layer
of complexity in the analysis arises. In this situations, the MAP estimate for
the parameters might provide a short-sighted summary. Let x∗ denote the value
to be predicted from the probability model. The task now involves using all
data available and the analyst’s model assumptions for predictions. For this, the





which follows from the independence of the observables given the model’s parame-
ters. The predicted posterior effectively incorporates both data and modelling
assumptions through the posterior distribution. However, an intractable integral
needs to be solved to make predictions. This motivates the development of Markov
Chain Monte Carlo (MCMC).
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2.1.3 Reporting inferences and Markov Chain Monte Carlo
The MAP estimate could be used to approximate the integral, but this strategy
does not incorporate the uncertainty of θ. This suggests that more information
can be extracted from the probabilistic formulation of the full Bayesian model.
The development of Markov Chain Monte Carlo (MCMC) has provided a way to
report results from the posterior in a systematic way [92, 188]. The success of
MCMC methods stems from both the overall improvement of modern computing
power and the acknowledgement of shortcomings in high dimensional settings.
An example of the latter is the so-called concentration of measure. That is, the
non-intuitive phenomenon where neighbourhoods around the MAP estimate do
not contain the most of the probability mass of the model [127].
In terms of computational implementation, Probabilistic programming allows
one to write the model and prior beliefs as a computer code. By feeding data
to this model and using automatic sampling algorithms, one is able to generate
more informative reports from the posterior distribution using MCMC. Common
choices to perform this calculations are probabilistic programming software like
JAGS [118], Stan [40], PyMC3 [192] and Edward [213].
The computation of the integral in (2.3) is approximated by an average if
samples of the posterior distribution can be generated exactly. This is called a
Monte Carlo approximation. The quality does not depend on the dimensionality
of the problem, but in the number of samples generated. This result is guaranteed
by both the Strong Law of Large Numbers and the Central Limit Theorem. The
former states that sample averages converge almost surely to the theoretical
expectation. The latter states an asymptotic Gaussian distribution centred in the
theoretical expectation. The variance reduces as the number of generated samples
increase with rate 1/
√
n, where n denotes the number of samples. However, for
more general model specifications it is not possible to generate correct independent
random numbers. In practice only a handful of simple cases are possible [see part
V and VI of 40, for a list of such distributions].
In the general case, where no such random number generators exist, the strategy
is to settle for a sequence of correlated random numbers which distribution
eventually converges to the distribution of interest. This is achieved by a sequential
generation of random numbers that satisfy the Markov property. Let {θ(k)}mk=1
denote a sequence of random numbers. It is said that {θ(k)}mk=1 follows the
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Markov property if the equality p(θ(k+1)|θ(k), . . . ,θ(0)) = p(θ(k+1)|θ(k)) is satisfied.









where p(θ∗|θ) denotes the transition operator. If the sample is not accepted,
the chain is grown with a copy of θ. The transition operator is a random
number generator that proposes a new state for the Markov chain. Common
choices are symmetric distributions as the Gaussian or a Uniform. The original
implementation of this idea is known as the Metropolis algorithm [153, 154].
The use of more general transition operators, not necessarily symmetric, was
provided by Hastings and is known as the Metropolis-Hasting algorithm [111].
The ratio in (2.4) accounts for this more general setting and is known as the
Metropolis-Hasting ratio. If the Markov Chain is grown with transitions governed
by (2.4), the distribution of the samples is guaranteed to eventually satisfy the
ergodic property. That is, after a burn in period, the samples generated by this
mechanism will follow the target distribution p(θ|D). The rate of convergence
depends on the ability to generate good candidates, although a high number of
samples is usually recommended. Several diagnostics for MCMC convergence are
available and can be consulted in [188] and implemented in the coda software in
R [180]. A more thorough introduction on MCMC and on convergence of MCMC
methods can be found in [92]. Several modifications to the Metropolis Hastings
algorithm have been proposed in the literature and can be found in [37], [189],
[188] and [143]. The sampling algorithms developed in this dissertation can be
thought as samplers from the family of Sequential Monte Carlo (SMC) methods
[67]. SMC methods have gained popularity in recent applications due to their
flexibility and success cases. See [67] for a thorough exposition on theoretical and
practical developments of SMC methods. In particular, SMC methods are able
exploit modern computational architectures and address the sequential nature of




At an abstract level, Gaussian processes can be thought as a probability distri-
bution over functions. In this section, the theory is presented in the context of
nonparametric regression. Firstly, a linear regression model is introduced, linear
regression model is a statistical technique designed to make predictions about a
quantity of interest, y, from a linear combination of certain observable quantities
x ∈ Rp. In this setting, let D denote the collection of n input-output observations.
That is, D = {(xi, yi) : i = 1, . . . , n} is a dataset of n observation pairs, consisting
of the target y and predictors x. Given the data, a basic linear model would
assume the relationship
y ≈ β1x1 + · · ·+ βdxd, (2.5)
where β is a vector of unknown coefficients to be estimated by minimising a loss
function L. Typically, the loss function used is a quadratic function which aims




(yi − x>i β)2. (2.6)
In statistical language, this is interpreted as assuming a Gaussian model for y with
mean x>β and common standard deviation denoted by σ. The solution for β is
computed by minimising the log-likelihood function, or equivalently the quadratic
loss function written above.
The linear regression model captures the linear relationship from the observed
predictors with the outcome of interest. As restrictive as it is, it can also ac-
commodate for different extensions, as discussed in Chapter 1. In particular, the
linear model (2.5) can readily be extended by two approaches. The first approach
would consider a family of known basis functions φj(x) to be used as predictors
in the linear expansion. This is the approach taken by radial basis functions or
polynomial models [32, 83]. The second, a probabilistic approach, considers a
prior distribution on every possible function that could be used as a mapping
from predictors to target variable.
The first approach has an obvious problem as there is no guarantee that the
considered family of functions is appropriate. An inflexible class would lead to
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poor predictions, while a richer class could lead to an overfitted model. On
the other hand, the general problem of setting a prior distribution on functions
seems like an unsolvable problem. Gaussian processes alleviate these concerns by
generalising the multivariate Gaussian distribution to infinite dimensional spaces.
In contrast to assigning probabilities to scalars or vectors in an Euclidean space,
Gaussian processes govern the properties of the allowed functions in probability
space.
2.2.1 Priors on random linear functions
In this section a simple construction of random functions is presented. This strategy
builds up from the linear model (2.5). Diaconis [62] traces this construction all
the way back to Poincare´ [181]. The strategy is to consider the coefficients β in
the linear model as Gaussian random variables, β ∼ N (β0,Σ0). Without loss of
generality, it is assumed that β0 = 0. Thus, β is seen as a zero mean random
vector with possibly correlated components.
The model is constructed as follows. Under the assumption of independent
observations, and given the vectors of coefficients and predictors, the target
variable is assumed to be distributed as
p(y|X,β) = N (Xβ, σ2In), (2.7)
where as before, data comes in pairs (xi, yi). The vector y ∈ Rn contains all
recorded target values, X ∈ Rn×d is the matrix formed by placing in each row
every observed vector corresponding to predictors, and In ∈ Rn×n denotes the
identity matrix. Note that every realization of β from the prior, defines a different
linear model as depicted in Figure 2.2. In this sense, the prior distribution over β
reflects our belief on which linear models are deemed possible.
The posterior distribution is computed as
p(β|X,y) = p(y|X,β) p(β)
p(y|X)
∝ p(y|X,β) p(β), (2.8)
where the normalising constant is discarded for computational convenience. The
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Figure 2.2: Prior assumptions on a linear model. The contour levels of the prior
distribution assumed for the coefficients are shown. Random samples are
taken from the joint distribution of β = (β0, β1), and are depicted as dots.
Each realisation of the prior induces a linear model as shown on the right
with matching colours. Note that the prior does not show preference for a
particular linear model.
focus is on the distribution for β. The Gaussian assumption on both the target
and the coefficients leads to the Gaussian posterior
p(β|X,y) = N (β1,Σ1) (2.9)
where β1 = σ
−2Σ1X>y, and Σ−11 = σ
−2X>X + Σ−10 . In order to make predictions




p(y∗|x∗,β) p(β|X,y) dβ, (2.10)
where, as before, the parameter β is marginalised. The difference is that the
marginalisation is performed under the posterior distribution. This effectively
takes into account all remaining uncertainty after assimilating the available data.
As before, every realisation of β defines a posterior linear model as shown in
Figure 2.3. However, at this stage, the random nature of β is governed by the
posterior. That is, after updating our prior beliefs in the light of data. The
resulting distribution (2.10) is the predictive posterior distribution. The posterior
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Figure 2.3: Posterior inference after observing data. The crosses shown in the right
panel correspond to the data used for updating the prior. As before, the left
panel shows the contour levels from the posterior distribution. Each sample
drawn from the posterior induces a linear model on the right panel. Colours
are used to identify each induced linear model with the corresponding sample.
Note that the posterior reflects what is learned from the data. A linear
model with positive slope and positive intercept.
linear model, yield together the following analytic expression for the predictive
posterior
p(y∗|x∗, X,y) = N (β>1 x∗,x>∗ Σ1x∗). (2.11)
Moreover, this can be readily extended to make predictions in more than one
point at a time. For example, assume there is interest in predicting the response



















Note that the predictive posterior induces a correlation based on the predictors
x∗ and x∗∗. This correlation can be written as k(x∗,x∗∗) = x>∗ Σ1x∗∗. This
observation is important in the discussion of the Gaussian process model.
The preceding discussion can be extended for a more flexible linear model. The
linear expression in (2.5) can be written in terms of p known basis functions hj(x),
with j = 1, . . . , p. The likelihood can be written as
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p(y|X,β) = N (Hβ, σ2In), (2.13)
where H is known as the design matrix with each row being equal to a vector
of the form hi = h(xi) = [h1(xi), . . . , hp(xi)]. The posterior distribution of β is
equal to
p(β|X,y) = N (β1,Σ1) (2.14)
where β1 = σ
−2Σ1H>y, and Σ−11 = σ
−2H>H + Σ−10 . Finally, the posterior
predictive distribution for an unseen point x∗ can be shown to be
p(y∗|x∗, X,y) = N (β>1 h∗,h>∗ Σ1h∗), (2.15)
where h∗ = h(x∗). This allows the extension of the linear regression model with
linear predictors to models with more flexible known basis functions.
In summary, a linear model with unknown coefficients β has been specified to
relate predictors x and target variable y. The prior distribution on β reflects our
belief on which linear models are deemed possible. By combining likelihood, prior
beliefs and data, the result is the posterior distribution on β. This effectively
reflects our updated beliefs in the linear model after observing some data.
2.2.2 The Gaussian process for regression
Formally, a Gaussian process (GP) is a stochastic process W = {Wx : x ∈ X},
indexed by a set X , such that the vector [Wx1 , . . . ,Wxn ]> is distributed as a
multivariate Gaussian for any choice of x1, . . . ,xn ∈ X and n ∈ N. In this sense,
the Gaussian process is a generalisation of the multivariate Gaussian distribution.
As its finite dimensional counterpart, it is completely determined by its mean
and covariance functions. Let m(x) and k(x,x′) denote the mean and covariance
functions of a process f(x) such that
m(x) = E[f(x)]
k(x,x′) = E[(f(x)−m(x))(f(x′)−m(x′))]. (2.16)
The function f(x) is said to be distributed as a Gaussian process with mean m(x)
and covariance k(x,x′), and it is denoted as
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f(·) ∼ GP(m(·), k(·, ·)). (2.17)
Consider the linear model, f(x) = β>h(x) with prior β ∼ N (0,Σ). It can be
redefined as a Gaussian process with mean and covariance
E[f(x)] = E[β]>h(x) = 0 (2.18)
E[f(x)f(x′)] = h(x)>E[ββ>]h(x′) = h(x)>Σh(x′). (2.19)
The covariance function can be identified as k(x, x′) = h(x)>Σh(x′). Thus, the
linear model can effectively be interpreted as a zero mean Gaussian process with
covariance k(x,x′) = h(x)>Σh(x′).
In general, the Gaussian process model is used as a prior over function spaces.
That means that the function f(·) is assumed to be a random realisation of a
Gaussian process. In contrast with the linear model, the target variable y is
considered as an output from an underlying function f(·) with corresponding input
variables x ∈ X . Assuming Gaussian errors for the observations, the complete
Bayesian formulation is
y | f(·),x ∼ N (f(x), σ2) (2.20)
f(x) | θ ∼ GP(mθ(x), kθ(x,x′)), (2.21)
where θ is a vector of parameters with some components used in the covariance
function, and some in the mean function. For computational simplicity, the mean
function is usually assumed to be 0, as in machine learning applications [186].
Alternatively, as is common in the computer code analysis literature, this can be
seen as a modularised approach in which the Gaussian process is used to model
the residuals. This partially mitigates the complexity of modelling the unknown
function through a Gaussian process. This strategy has been found to be useful
in identifying the discrepancy term in the analysis of computer models [142]. The
covariance function, also known as covariance kernel, governs how the output
from different locations are correlated as a function of the locations themselves.
Common choices for the covariance function assume an isotropic model. That
means, that the kernel is only a function of the Euclidean distance between points,
and is not influenced by location or any given rotation. Popular choices are the
Mate´rn, or the squared exponential. The latter assumes an infinite differentiable
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process which in certain applications is considered a vague specification [204]. In
contrast, the Mate´rn kernel contains a parameter that controls the differentiability
of the implied functions. Other choices are possible and can accommodate for
different prior information regarding the function to be estimated. For example,
one dimensional spline kernels can be used to prevent the GP reverting back
to a constant mean function when extrapolating data. If certain periodicity is
suspected from the model, a periodic kernel might be of employed [71].
Different isotropic kernels are shown in Figure 2.4. For a kernel to be isotropic,
the kernel needs to satisfy the relation k(x,y) = k(||x − y||). Thus, the kernel
can be plotted against distance values as in the left panel of 2.4. The examples
















where Γ(·) is the gamma function, Bν(·) is the modified Bessel function of the
second kind, d = ||x− y|| is the distance between the kernel arguments, and ϕ
and ν are the lengthscale and smoothness parameter of the covariance function.
Additionally, the squared exponential kernel is shown in Figure 2.4, which is
defined as








where ϕ2 denotes the lengthscale parameter of the kernel. As shown in Figure 2.4,
the squared exponential decays faster than the other kernels. Moreover, the
Mate´rn kernels possess a rougher behaviour near the origin. That is, for points
closer to each other. A sample function derived from each kernel is depicted in
the right panel. As noted before, the Mate´rn kernel produces rougher sample
paths. The Mate´rn kernel with smoothness parameter ν = 1/2, also known as
a exponential kernel, exhibits the most erratic behaviour. For more details on
kernels and composition of kernels for Gaussian processes refer to Chapter 4
in [186]. Further discussion on additive and periodic kernels can be found in
[70],[72],[71], and [97].
Once the kernel and all prior specification of the Gaussian process has been
established the posterior can be computed. After observing some training input-
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(b) Sample paths induced by kernels.
Figure 2.4: Different kernels are shown in the left panel as a function of the distance
of its arguments. Note the lighter tails as the kernel becomes smoother.
The Mate´rn 1/2 kernel posses both heavier tails and rougher correlation
near the origin. Sample paths induced by each kernel are shown on the
right panel. Colours are used to identify each kernel. Note the smoother
sample path from the squared exponential against the rougher sample paths
from the Mate´rn variants.
framework. Let f∗ denote the predicted output for unseen input x∗, the joint












where Kij = k(xi,xj) denotes the covariance matrix using the kernel and training
data, k∗ = [k(x1,x∗), . . . , k(xn,x∗)]T is the vector of cross-covariances between
training data and x∗, and K∗ = k(x∗,x∗). The joint distribution results in
a Gaussian as a direct consequence of the finite dimensional properties of a







where the mean predicted value is f¯∗ = k>∗ [K + σ
2In]
−1y, and the variance is
σ¯2(x∗) = K∗ − k>∗ [K + σ2In]−1k∗.
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An example of a Gaussian process used in regression is depicted in Figure 2.5.
The top panel shows samples from a a zero mean Gaussian process prior with a
square exponential kernel. The parameters are chosen as σ2f = 1 and ϕ = 1. The
darker solid line shows the mean of the Gaussian process prior and the shaded
regions correspond to credible bands for the expected function. The lower panel
shows the Gaussian process posterior after observing some data, depicted as dots.
The underlying true function is shown as the black dashed line. The observations
were produced with an observation Gaussian model with variance σ2 = 0.2. The
dark blue solid line depicts the mean function from the Gaussian process posterior,
and the shaded regions illustrate the corresponding credible regions.
For the Gaussian process posterior, note that the predicted mean can also be
written as





with coefficients αi = [y
>(K + σ2In)−1]i. Being able to write the predicted value
as above is evidence of the connection of Gaussian processes and Reproducing
Kernel Hilbert spaces. The latter is an object of study in functional analysis.
The Representer theorem in functional analysis guarantees equation (2.26) as a
solution in function approximation theory using second order stochastic processes
such as the Gaussian process [26, 1]. Additionally, the expression for the mean as
in (2.26), together with Mercer’s Representation theorem [see Section 3.2 26] can
be used to determine an appropriate choice of kernel. The benefit is that a zero
mean Gaussian process can be defined and all inferential power be treated through
the covariance kernel. It is important to note that the kernel function by itself
induces certain regularities and desirable properties in the mean of predictions.
To see this, Mercer’s Representation theorem states that any kernel admits an































(b) Posterior GP predictions
Figure 2.5: A Gaussian process with squared exponential kernel is assumed for this
example. Prior function realisations are shown with different curves in the
top panel. The solid line shows the mean function from the GP prior. After
observing some data, the GP prior is udpated as shown in the lower panel.
The solid line depicts the posterior mean from the GP model. The dashed
line depicts the true underlying function with training samples shown as




For example, consider the squared exponential kernel







where x, x′ ∈ R, and ` > 0 denotes the lengthscale hyperparameter. This
kernel induces an expansion for the predictions in terms of damped polynomials
ψt(x) = x
t exp(−x2/2`). This type of polynomial expansion in the solution can
be used for an infinite differentiable function with unbounded domains. Minka
[155] provides an exposition on polynomial kernels and other approaches to solve
for quadrature rules in integration problems with Gaussian processes as a prior
over the function of interest. Moreover, explicit connections of mean functions
and covariance kernels can also be consulted in [155].
In summary, the Gaussian process can be understood as a prior distribution on
function space. Just as for the multivariate Gaussian distribution, it is completely
determined by the mean and the variance-covariance functions. The covariance
matrix is formed by evaluating the kernel function in every pair of points available
for training. For computational convenience, it is often assumed a zero mean
function for the process, and all predictive power is transferred to the choice
of covariance kernel. This is because implicit assumptions about the mean of
the process can be specified by selecting the kernel. For this reason, Stein [204]
motivates the use of zero mean Gaussian processes with careful considerations on
the kernel being used. In this dissertation, only the functional form of the kernel
is chosen. The parameters of the kernel are subject to an inference procedure
appropriate for Bayesian analysis, which is often a complicated task. Proper
inference on the hyperparameters of the kernel is later discussed in Chapters 3
and 4, where sampling methods are presented to sample from such complicated
posteriors.
2.3 Discussion
This chapter has presented an overview on the theoretical foundations of the
methodology used in this dissertation. An overview in Bayesian inference for
statistical models was discussed in Section 2.1. It was discussed that both the
construction of models, and the mechanism for updating beliefs under the Bayesian
framework provides a coherently systematic approach for uncertainty quantification
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in engineering applications. Foundational texts on Bayesian inference can be found
in [194] and [27]. Specialised texts in data analysis using Bayesian inference can
be found in [138],[90], and [152].
Section 2.2 presents an overview on Gaussian processes as a Bayesian model
for regression. The Gaussian process provides a highly flexible model that has
proven to be useful even when small datasets are available. This property allows
the Gaussian process to be a suitable emulator for computationally expensive
computer codes. This has motivated the use of Gaussian processes as surrogates
in this dissertation. Additionally, note that the monograph on Gaussian processes
[186] has popularised the model in supervised learning applications as regression
and classification. For a review of Gaussian processes used in spatial data analysis
see [1, 204]. Berlinet and Thomas-Agnan [26] provide a study of properties of
Hilbert spaces and their connections to second order stochastic processes such as
the Gaussian process. Finally, Smola and Scho¨lkopf [200] present the Gaussian
process model in the context of Bayesian kernels methods for machine learning.
As discussed in Chapter 1, the hyperparameters of a Gaussian process are usu-
ally not known. However, due to computational convenience they are estimated
via optimisation routines. In engineering applications where Gaussian processes
are used as emulators the estimation of the hyperparameters provides only a
myopic version of the Gaussian process posterior. This is because in engineering
applications, where the function that is being modelled is computationally ex-
pensive, only a limited amount of data is available. This limitation coupled with
a single candidate of hyperparameters does not allow one to infer the complete
posterior distribution of the Gaussian process. In Chapters 3 and 4 two new
sampling algorithms are presented to perform a complete Bayesian specification
of the posterior distribution of a Gaussian process and its hyperparameters. This
leads to robust uncertainty quantification in engineering applications where fast
but accurate surrogates are needed. Moreover, in Chapter 5 the Gaussian process
is used as a surrogate model in history matching. This represents a more restrictive
setup in calibration of computer codes as expensive experimental replications only
allow a handful of available data. In summary, the Bayesian framework for stating
and updating probabilities allows for proper propagation of uncertainty as needed





Parallel Asymptotically Independent Markov Sampling1
Computationally expensive computer codes are frequently needed to implement
mathematical models which are assumed to be reliable approximations of physical
processes in engineering. Such simulators often require intensive use of compu-
tational resources that makes them inefficient if further exploitation of the code
is needed, e.g. optimisation, uncertainty propagation and sensitivity analysis
[80, 130]. For this reason, surrogate models are needed to perform fast approxima-
tions to the output of demanding simulators and enable efficient exploration and
exploitation of the input space. In this context, Gaussian processes are a common
choice to build statistical surrogates -also known as emulators- which allow one
to take into account the uncertainty derived from the inability to evaluate the
original model in the whole input space. Gaussian processes have become popular
in recent years due to their ability to fit complex mappings between outputs and
inputs by means of a non-parametric hierarchical structure. Such applications
are found, amongst many other areas, in computer code analysis [130], history
matching [49], Machine Learning [186], Spatial Statistics [51] (with the name of
Kriging), likelihood-free Bayesian Inference [221] and Genetics [124].
1The algorithms and ideas presented in this chapter have been published in Garbuno-Inigo
et al. [85]
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To build an emulator, a number of runs from the simulator is needed, but due to
computing limitations only a small amount of evaluations can be performed. With
a small amount of data, it is possible that the uncertainty of the parameters of the
model cannot be described by a clearly uni-modal distribution. In such scenarios,
Model Uncertainty Analysis [68] is capable of setting a proper framework in which
we acknowledge all uncertainties related to the idealisations made through the
modelling assumptions and the available, albeit limited information. To this
end, hierarchical modelling should be taken into account. This corresponds to
adding a layer of structural uncertainty to the assumed emulator either in a
continuous or discrete manner [see 68, §4]. In the case of Gaussian processes,
continuous structural uncertainty can be accounted for as a natural by-product
from a Bayesian procedure. Hence, this is pursued in this work by focusing on
samplers capable of exploring multi-modal distributions.
In order for the Gaussian process to be able to replicate the relation between
inputs and outputs and make predictions, a training phase is necessary. Such
training involves the estimation of the parameters of the Gaussian process from
the data collected by running the simulator. These parameters are referred
to as hyperparameters. The selection of the hyperparameters is usually done
by using Maximum Likelihood estimates (MLE), or their Bayesian counterpart,
Maximum a Posteriori estimates (MAP) [171, 186], or by sampling from the
posterior distribution [222] in a fully Bayesian manner.
In this dissertation generating new runs from the simulator is assumed to be
prohibitively expensive. Such limited information is not enough to completely
identify either a candidate or a region of appropriate candidates for the hyper-
parameters. In this scenario, traditional optimisation routines [169] are not able
to guarantee global optima when looking for the MLE or MAP, and a Bayesian
treatment is the only option to account for all the uncertainties in the modelling.
In the literature, however, it is common to see that MLE or MAP alternatives
are preferred [130, 95] due to the numerical burden of maximising the likelihood
function or because it is assumed that Bayesian integration will not produce
results worth the effort. Though it is a strong argument in favour of estimating
isolated candidates, in high-dimensional applications it is difficult to assess if the
number of runs of the simulator is sufficient to produce robust hyperparameters.
Robustness is usually measured with a prediction-oriented metric such as root-
mean-square error (RMSE) [131], ignoring uncertainty and risk assessment of
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choosing a single candidate of the hyperparameters by an inference process with
limited data. In order to account for such uncertainty in the hyperparameters
when making predictions, numerical integration should be performed. However,
methods such as quadrature approximation become infeasible as the number of
dimensions increases [130]. Therefore, an appropriate approach is to perform
Monte Carlo integration [146]. This allows one to approximate any integral by
means of a weighted sum, given a sample from the correct distribution.
In Gaussian processes, as in many other applications of statistics, the target
distribution of the hyperparameters cannot be sampled directly and one should
resort to Markov Chain Monte Carlo (MCMC) methods [188], as mentioned in
Chapter 2. MCMC methods are powerful statistical tools but have a number
of drawbacks if not tuned properly, particularly if one wishes to sample from
multi-modal distributions [164, 110]. One of such limitations is the tuning of the
proposal distribution, which allows the generation of new candidates for the chain.
This proposal function has to be tuned with parameters that define its ability to
move through the sample space. If an excessively wide spread is selected, this will
produce samples with space-filling properties but which are likely to be rejected.
On the other hand, having a narrower spread will cause an inefficient exploration
of the sample space by taking short updates on the states of the chain, known
in the literature as Random Walk behaviour [160]. In practice it is desirable to
use a proposal distribution which is capable of balancing both extremes. Finding
an appropriate tuning in high-dimensional spaces with sets of highly correlated
variables can be an overwhelming task and often MCMC samplers can become
expensive due to the long time needed to reach stationarity [45]. Neal [163] and
Williams and Rasmussen [222] favour the Hybrid Monte Carlo (HMC) method
to generate a sample from the posterior distribution. This prevents the random
walk behaviour of traditional MCMC methods. If tuned correctly, the HMC
should be able to explore most of the input space [144]. Such tuning process is
problem-dependent and there is no guarantee that the method will sample from
all existing modes, thus failing to adapt well to multi-modal distributions [166].
More details on HMC will be provided in Chapter 6 in the context of reliability
analysis.
In this chapter, the Gaussian process model introduced in Chapter 2 is used in
the context of computer code emulation. Also, a sampling algorithm is proposed
for the marginalisation of the hyperparameters of a Gaussian process emulator.
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The proposed algorithm uses the Transitional Markov Chain Monte Carlo (TM-
CMC) method of Ching and Chen [45] to set a framework for the parallelisation
of Asymptotically Independent Markov Sampling in both the context of hyperpa-
rameter sampling (AIMS) [14] and in stochastic optimisation (AIMS-OPT) [226]
reminiscent of Stochastic Subset Optimisation [209, 210]. Such an extension is
built using concepts of Particle Filtering methods [6, 103], Adaptive Sequential
Monte Carlo [56, 57] and Delayed Rejection Samplers [227, 156]. AIMS is chosen
since it is an effective Sequential Monte Carlo sampler [161, 164, 56], which is a
member of the family of Sequential Monte Carlo methods [67, 104]. It uses most
of the information generated in the previous step in the sequence as opposed to
traditional sequential methods, thus building a robust sampler when applied to
multi-modal distributions. Finally, by using the AIMS-OPT algorithm a solution
is built by means of a nested sequence of subsets, which converges to the optimal
solution set. The algorithm can be terminated prematurely given a previously cho-
sen accuracy threshold, thus providing a set of nearly optimal solutions. Whether
it is composed by a single element, or a set of elements whose objective function
differs by a negligible quantity, a full characterisation of the optimal solution is
achieved. This contrasts with the capabilities of other stochastic optimisation
schemes such as particle swarm optimisation or genetic algorithms [195].
By selecting the hyperparameters using the AIMS-OPT framework the effect is
twofold. First, the uncertainty inherent to the specification of the hyperparameters
is embedded in the set of suboptimal approximations to the solution. This
uncertainty, expressed in a mixture of Gaussian process emulators, yields a robust
surrogate where model uncertainty is accounted for. Second, computational
implementation deficiencies of the inference procedure in Gaussian processes is
overcome by incorporating stabilising approaches exposed in the literature as in
Ranjan et al. [185], Andrianakis and Challenor [2] but in a Bayesian framework.
The problem is therefore treated from both a probabilistic and an optimisation
perspective.
The chapter is organised as follows. In Section 3.1, the Gaussian process (Chap-
ter 2) is presented as an emulator for computationally expensive computer codes.
Section 3.2 presents both the AIMS algorithm and the proper generalisation for a
parallel implementation. Section 3.3 discusses several aspects of the computational
implementation of the algorithm and their effect on the modelling assumptions.
The result is the Parallel Asymptotically Independent Markov sampler (PAIMS).
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The efficiency and robustness of PAIMS are discussed in Section 3.4 with some
illustrative examples. A discussion of the results is given in Section 3.5.
3.1 The Gaussian Process as an Emulator
Let X = {x1, . . . ,xn} be the set of trials run by the simulator where xi ∈ Rp
denotes a given configuration for the model. The set X will be referred to as the
set of design points. Let y = {y1, . . . , yn} be the set of outputs observed for the
design points. The pair (xi, yi) will denote the training run being used to learn
the emulator that approximates the simulator. The emulator is assumed to be a
real-valued mapping η : Rp → R which is an interpolator of the training runs, i.e.
yi = η(xi) for all i = 1, . . . , n. This omits any random error in the output of the
computer code in the observed simulations, that is, the simulator is deterministic.
It is assumed that the output of the simulator can be represented by a Gaussian
process. Therefore, the set of design points is assumed to have a joint Gaussian
distribution where the output satisfies the structure
η(x) = h(x)Tβ + Z(x|σ2,φ), (3.1)
where h(·) is a vector of known basis (location) functions of the input, β is a
vector of regression coefficients, and Z(·|σ2,φ) is a Gaussian process with zero
mean and covariance function
cov(Z(x), Z(x′)|σ2,φ) = σ2 k(x,x′|φ), (3.2)
where σ2 is the signal noise and φ ∈ Rp+ denotes the length-scale parameters
of the correlation function k(·, ·). Note that for a pair of design points(x,x′),
the function k(·, ·|φ) measures the correlation between η(x) and η(x′) based on
their respective input configurations. The effect of different values of φ in a
one-dimensional example is depicted in Figure 3.1.
The role of the correlation function is to measure how close to each other the
design points are, following the assumption that similar input configurations
should produce similar outputs. For its analytical simplicity, interpretation and
smoothness properties, this work uses the squared-exponential correlation function,
namely
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Figure 3.1: The length-scale parameters represent how sensitive is the output of the
simulator to variations in each dimension. The plot corresponds to 8 design
points chosen for the function η(x) = 5 + x+ cos(x) + .5 sin(3x). For low












Note that other authors prefer the parametrisation with φ2i as denominator. The
reason behind this is that the squared parametrisation helps to interpret the length-
scale parameter in the original scale of the data. However, this work uses a linear
term in the denominator since the restriction of the length-scale parameters to lie
in the positive orthant is more natural, as weights in the norm used to measure
closeness and sensitivity to changes in such dimensions. Both interpretability
and numerical performance can be improved if the length-scales refer to the same
units, which leads to rescaling all dimensions of the input configurations. In the
computer simulation terminology this translates in utilising experimental designs
restricted to hypercubes, such as Latin hypercube sampling or Sobol sequences.
Design of experiments is an active area of research outside the scope of this work.
In summary, the output of a design point, given the parameters β, σ2 and φ,
has a Gaussian distribution
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y|x,β, σ2,φ ∼ N (h(x)Tβ, σ2 k(x,x′|φ)), (3.4)
which can be rewritten as the joint distribution of the vector of outputs y condi-
tional on the design points X and hyperparameters β, σ2 and φ as
y|X,β, σ2,φ ∼ N (Hβ, σ2K), (3.5)
where H is the design matrix whose rows are the inputs h(xi)
T and K is the
correlation matrix with elements Kij = k(xi,xj|φ) for all i, j = 1, . . . , n.
3.1.1 Estimating the Hyperparameters
The parameters of the process are not known beforehand and this induces un-
certainty in the emulator itself. They can be estimated by Maximum Likelihood
principles, but doing so lacks rigorous uncertainty quantification by concentrating
all the density of the unknown quantities in a single value. The alternative is to
treat them in a fully Bayesian manner and marginalise them when performing
predictions. This way their respective uncertainty is taken into account. In this
scenario, the prediction y∗ for a non-observed configuration x∗ can be performed
with the data available, D = (y, X), and the evidence they shed on the parameters





p(y∗|x∗,D,θ) p(θ|D) dθ, (3.6)
where θ = (β, σ2,φ) denotes the complete vector of hyperparameters. One should
note that given the properties of a collection of Gaussian random variables, a
prediction for y∗ conditioned in the data and θ is also a Gaussian random variable
[see 171]. As in hierarchical modelling, each possible value of θ defines a specific
realisation of a Gaussian distribution, so it is appropriate to refer to θ as the
hyperparameters of the Gaussian process.
Due to its computational complexity, the integral in (3.6) is often omitted when
making predictions. It is commonly assumed that the MLE of the likelihood
L(θ) = p(y|X,β, σ2,φ), (3.7)
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or the MAP estimate from the posterior distribution
p(θ|D) ∝ p(y|X,β, σ2,φ) p(β, σ2,φ), (3.8)
are robust enough to account for all the uncertainty in the modelling. However,
when either the likelihood (3.7) is a non-convex function or the posterior (3.8) is a
multi-modal distribution, conventional optimisation routines might only find local
optima, thus failing to find the most probable candidate of such distribution. More-
over, by selecting only one candidate, robustness and uncertainty quantification
are lost in the process. Additionally, there are degenerate cases when it is crucial
to estimate the integral in (3.6) by means of Monte Carlo simulation instead of by
proposing a single candidate. As it has been noted by Andrianakis and Challenor
[2], two extreme cases for the Gaussian process length-scale hyperparameters can
be identified. One possibility is for φ to approach infinity, which makes every
design point dependent on each other; the other, when φ approaches the origin
where a multivariate regression model becomes the limiting case. In the first case,
high correlation among all the training runs results in a model which is not able to
distinguish local dependencies. As for the second, it violates the assumptions that
constitute a Gaussian process, by completely ignoring the correlation structure in
the design points to predict the output. Consequently, if MCMC is performed






where θi is obtained through an appropriate sampler, i.e. one capable of sampling
from multi-modal distributions. The coefficients wi denote the weights of each
sample generated. Since each term p(y∗|x∗,D,θi) corresponds to a Gaussian
density function, the predictions are made by a mixture of Gaussians.
Theorem 1. If the emulator output y∗ conditional on its configuration vector x∗
has a posterior density as in (3.9), then its mean function and covariance function
can be computed as
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∗)− µ(x∗))(µi(x′)− µ(x′)) + cov(x∗,x′|θi)] , (3.11)
where µi(x
∗) denotes the expected value of the likelihood distribution of y∗ condi-
tional on the hyperparameters θi, the training runs D and the input configuration
x∗.
Proof. Equality in (3.10) is a direct application of the tower property of conditional
expectation and (3.11) follows from the covariance decomposition formula using the
vector of weights wi as an auxiliary probability distribution on the conditioning. 
From equation (3.11) we can compute the variance, also known as the prediction





∗)− µ(x∗))2 + σ2i (x∗)). (3.12)
By doing this, a more robust estimation of the prediction error is made since it
balances the predicted error in one sample with how far the prediction of such
sample is from the overall estimation of the mixture.
3.1.2 Prior Distributions
In order to perform a Bayesian treatment for the prediction task in equation (3.6)
the prior distribution p(β, σ2,φ) in equation (3.8) has to be specified. Weak prior
distributions are commonly used for β and σ2 [171]. Such weak prior has the form
p(β, σ2,φ) ∝ p(φ)
σ2
, (3.13)
where it is assumed a priori that both the covariance and the mean hyperparameters
are independent. Even more, β and σ2 are assumed to have an improper non-
informative distribution.
As for the length-scale hyperparameter φ, a prior distribution p(φ) is still needed.
In this case the reference prior [studied by 22, 24] sets an objective framework
to account for the uncertainty of φ, thus avoiding any potential bias induced
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by the modelling assumptions. This prior is built based on Shannon’s expected
information criteria and allows the use of a prior distribution in a setting where no
previous knowledge is assumed. That way, the training runs are the only source of
information for the inference process. Additionally, the reference prior is capable of
ruling out subspaces of the sample space of the hyperparameters [5], thus reducing
regions of possible candidates of Gaussian distributions in the mixture model in
equation (3.9). Since this provides an off-the-shelf framework for the estimation of
the hyperparameters, the reference prior developed by Paulo [179] is used in this
work. However, there are no known analytical expressions for its derivatives which
limits its application to MCMC samplers that use gradient information. Note that
there are other possibilities available for the prior distribution of φ. Examples of
these are the log-normal or log-Laplacian distributions, which can be interpreted
as a regularisation in the norm of the parameters. Andrianakis and Challenor
[5] suggest a decaying prior. Another option is to elicit prior distributions from
expert knowledge as in Oakley [172].
3.1.3 Marginalising the Nuisance Hyperparameters
The nature of the hyperparameters β, σ2 and φ is potentially different in terms of
scales and dynamics, as seen and explained in Figure 3.2. It is possible to cope with
these limitations by using a Gibbs sampling framework, but it is well-known that
such sampling scheme can be inefficient if it is used for multi-modal distributions
in higher dimensions. Analogously, a Metropolis-Hastings sampler can also be
overwhelmed.
Another alternative is to focus on φ and perform the inference in the correlation
function. This is done by regarding β and σ2 as nuisance parameters and integrat-
ing them out from the posterior distribution (3.8). The modelling assumptions in
the training runs and the prior distribution, equations (3.5) and (3.13) respectively,
allow one to identify a Gaussian-inverse-gamma distribution for β and σ2, which
can be shown to yield the integrated posterior distribution
p(φ|D) ∝ p(φ) (σˆ2)−n−p2 |K|− 12 |HTK−1H|− 12 , (3.14)
where
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Figure 3.2: In 3.2a, different dynamics of the hyperparameters for the log-posterior
distribution of test function 3.4.1 are shown: A. corresponds to positive
correlation between φ1 and φ2. B. corresponds to an independent region.
C. corresponds to negative correlation between φ1 and φ2. In 3.2b, the
marginal log-posterior function of the same example with h(x) = 1, presents
the same contour level for a wide range of β. Thus, the hyperparameters
exhibit very different scales. The dot represents the minimum of the
corresponding function.
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n− p− 2 , (3.15)
and
βˆ = (HTK−1H)−1HTK−1y, (3.16)
are estimators of the signal noise σ2 and regression coefficients β [see 171, for
further details]. Additionally, the predictive distribution conditioned on the hyper-
parameters follows a Gaussian distribution with mean and correlation functions
µ(x∗|φ) = h(x∗)T βˆ + t(x∗)TK−1(y −Hβˆ), (3.17)
corr(x∗,w∗|φ) = k(x∗,w∗|φ)− t(x∗)TK−1 t(w∗) +(
h(x∗)T −t(x∗)TK−1H) (HTK−1H)−1 (h(w∗)T − t(w∗)TK−1H)T ,
(3.18)
where x∗, w∗ denote a pair of test configurations and t(x∗) denotes the vector
obtained by computing the covariance of the new proposal with every design
point t(x) = (k(x,x1|φ), . . . k(x,xn|φ))T . Note that both estimators depend only
on the correlation function hyperparameters φ since both β and σ2 have been
integrated out. Considerations of when it is appropriate to integrate out the
hyperparameters in a model has been discussed by MacKay [147]. In the Gaussian
process context it gains additional significance since it allows the development of
appropriate MCMC samplers capable of overcoming the dynamics of different sets
of hyperparameters.
In the light of the above discussion, this work focuses on the inference drawn
from the correlation function k(·, ·) in equation (3.2), since the structure of
dependencies of the training runs to predict the outputs is recovered by it. The
main assumption is that the mean function hyperparameter β contains minor
information on the structural dependencies of the data, relative to the correlation
function hyperparameters, which would prevent the use of integrated likelihoods
[see 23, for further discussion]. If prior information is available, then an additional
effort can be made on eliciting an appropriate mean function for the Gaussian
process emulator. Such information can be related to expert knowledge of the
simulator which eventually allows the analyst to build a better mean function by




Hyperparameter marginalisation by means of Monte Carlo methods in Gaussian
processes is usually performed by Hybrid Monte Carlo methods [163, 222] which
are capable of suppressing the Random Walk behaviour of MCMC samplers
if tuned correctly. In this work, the sampling of the hyperparameters is done
by means of Asymptotically Independent Markov Sampling (AIMS) [14]. This
method combines techniques developed for Bayesian inference such as Importance
Sampling and Simulated Annealing [132] to sample from the posterior distribution
as done by other MCMC algorithms. Additionally, AIMS can also be adapted for
global optimisation (AIMS-OPT) [226] in a fashion of the traditional simulated




where H(φ|D) denotes the negative log-posterior distribution conditional on the









where |Φ∗| ≥ 1. This formulation acknowledges the presence of multiple
global optima in the posterior distribution conditional on the training runs. It is
important to note that using the logarithm of the posterior distribution reduces
the overflow in the computation of the equation (3.14), which is likely to arise due
to ill-conditioning of the matrix K [165]. Ill-conditioned matrices are common
in Gaussian process applications when using a squared exponential kernel. This
is due to the assumptions that this type of kernel induces in the differentiability
of the process and, subsequently, on the simulator being modelled. The squared
exponential kernel induces greater correlations for the global behaviour of the
model. The consequence is that training points can still have an effect on points
which are farther apart. As it will be discussed in Section 3.3, a nugget term
is added to the formulation to improve the stability of computations using, for
example, a squared exponential covariance kernel, and to match a Bayesian
formulation with an assumed observational error.
In this context, AIMS-OPT is capable of producing samples by means of a
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sequence of nested subsets Φk+1 ⊆ Φk that converges to the set of optimal solutions
Φ∗. Thus, if the algorithm is terminated in a premature step, a set of sub-optimal
approximations to (3.20) will be recovered. Let {pk(φ|D)}∞k=1 be the sequence of
density distributions such that
pk(φ|D) ∝ p(φ|D)1/τk = exp {−H(φ|D)/τk} , (3.21)
for a sequence of monotonically decreasing temperatures τk. By tempering the
distributions in this manner, the samples obtained in the first step of the algorithm
are approximately distributed as a uniform random variable over a practical support;




pτ (φ|D) = UΦ(φ), (3.22)
lim
τ→0
pτ (φ|D) = UΦ∗(φ), (3.23)
where UA(φ) denotes a uniform distribution over the set A for every φ ∈ A.
3.2.1 Annealing at Level k
The general framework for the AIMS-OPT algorithm is presented, focusing on
how to sample from the hyperparameter space at level k based on the sample
of the previous level. Let φ
(k−1)
1 , . . . ,φ
(k−1)
N be samples of the hyperparameters
distributed as pk−1(φ) at level k − 1. For notational simplicity, the conditional
on D will be omitted from pk−1(·), however the training runs are crucial to
build statistical surrogates. The objective is to use a kernel such that pk(·) is
the stationary distribution of the Markov chain. Let Pk denote such Markov




Pk(dφ|ξ) pk(ξ) dξ, (3.24)
where pk(dφ) = pk(φ) dφ denotes the probability measure. By applying impor-
tance sampling using the distribution at the previous annealing level, equation












Pk(dφ|φ(k−1)j )ω(k−1)j = pˆk,N(dφ), (3.25)





























are the importance weights and the normalised importance weights respectively.
Note that for computing ω
(k−1)
j the normalising constant of the integrated posterior
distribution (3.14) is not needed.
The proposals of candidates for the chain are done in two steps. In the first
step, a candidate is drawn as an update from a random marker from the sample
of the previous annealing level, checking whether it is accepted or not. If the local
candidate is rejected by a Random Walk Metropolis-Hastings evaluation, then the




i , and another marker is selected at random.
In the second step, given the candidate has been accepted as a local proposal,
such candidate is considered as being drawn from the approximation in (3.25) and
accepted in an Independent Metropolis-Hastings framework, hence called a global
candidate for the chain. Let qk(·|·) denote the symmetric transition distribution
used for local proposals for the Markov chain. The subscript k accounts for the
adaptive nature of the transition steps in each annealing level. Thus, the kernel
distribution of the Random Walk, which leaves the intermediate density invariant,
can be written as






dφ + (1− αk(ξ)) δξ(dφ), (3.28)
where δξ(dφ) denotes a delta density and αk(ξ) is the probability of accepting
the transition from ξ to Φ\{ξ}. It follows from (3.25) that the approximated
stationary condition of the target distribution at annealing level k can be written
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∣∣∣φ(k−1)j ) αlk (φ ∣∣∣φ(k−1)j ) , (3.29)
with







the probability of accepting the local transition; whereas







denotes the probability of accepting such candidate for the Markov chain, hence
accepting a global transition [see 226, for a detailed discussion]. This leads to
Algorithm 1 and 2 detailed below.
According to Algorithm 1, the initialising step should also be provided for the
annealing level. In practical implementations it is suggested that it should be
considered to be φ
(k)
1 ∼ qk(φ|φ(k−1)j ) where j = arg maxi ω(k−1)i , i.e. the sample
with the largest normalised importance weight.
3.2.2 Adaptive Proposal Distribution and Temperature
Scheduling
Even though a Random Walk is performed in every local proposal, AIMS-OPT
performs efficient sweeping of the sample space by producing candidates from
neighbourhoods of the markers from the previous annealing level {φ(k−1)j }Nj=1. This
is accomplished if the transition distribution qk(φ|φ(k−1)j ) uses an appropriate
proposal distribution where sampling is to be realised; namely, the level curves of
the tempered distribution. To be able to cope with the non-negative restriction
and to neglect the effect of the scales on each dimension, the transitions are
performed in the log-space of the length-scale parameters φ, as suggested by Neal
[162]. The symmetric transition distribution proposed is a Gaussian distribution




∣∣∣φ(k−1)j , ckΣk) , (3.37)
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Algorithm 1: AIMS-OPT at annealing level k
Input :
 φ(k−1)1 , . . . ,φ(k−1)N ∼ pk−1(φ), generated at previous level;








, initial state of the chain;
 qk(φ|ξ), symmetric local proposal;
Output :
 φ(k)1 , . . . ,φ(k)N ∼ pk(φ);
for i← 2 to n− 1 do















a) Select index j with probability proportional to importance
weights ω
(k−1)
1 , . . . , ω
(k−1)
N .












i → φ(k)i+1 by accepting or rejecting ξ using Algorithm
2.
end
where ck is a decaying parameter for the spread of the proposal, i.e. ck = ν ck−1
with ν ∈ (0, 1) commonly chosen as ν = 1/2 [226]. The matrix Σk denotes the
covariance matrix for log-parameters where typical choices can be the identity
matrix Ip×p, a diagonal matrix or a symmetric positive definite matrix. We propose
the use of the weighted covariance matrix estimated from the sample and their









doing so, the scale and directions of the ellipsoids of the Gaussian steps are learned
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Algorithm 2: Global acceptance of ξ
if ξ was accepted as local candidate then













as in Adaptive Sequential Monte Carlo methods [108, 77] from the information
gathered from the previous level in the sequence.
The annealing sequence and its effective exploration of the sample space is
dictated by the temperature τk of the intermediate distributions. Moreover,
it defines how different is one target distribution from the next one, so the
effectiveness of the sample as markers from the previous annealing level depends
strongly on how the scheduling is performed. It is clear that abrupt changes lead
to rapid deterioration of the sample, whilst low paced changes could produce
unnecessary steps in the annealing schedule. In order to cope with this compromise,
Zuev and Beck [226] used the effective sampling size to determine the value of the
next temperature in the process. That is solving for τk, when a sample from level



















)})2 = 1γn, (3.38)
where γ defines a threshold for the proportion of the sample to be as effective
from the importance sampling. Note that the value of γ defines additionally how
many annealing steps will be performed. As suggested from Zuev and Beck [226]
a value of 1/2 is used for such parameter.
3.2.3 Stopping Condition
If the temperature continues to drop along the sequence of intermediate distri-
butions, eventually an absolute zero τk = 0 would be reached. However, such
limit cannot be achieved in practical implementations and a stopping condition
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is needed for the algorithm. By the same assumptions as in the original paper
[226] and without loss of generality, the objective function H(φ) is assumed to
be non-negative. Similarly, let δk denote the coefficient of variation (cov) of the
































Therefore, δk is used as a measure of the sensitivity of the objective function to
the hyperparameters in the domain Φ∗τk . If the samples are all located in Φ
∗ then
their COV will be zero, since ∀ j H(φ(k)j ) = minφ∈Φ∗ H(φ). As the progression
of the intermediate distributions advances with k, it is expected that δk → 0.
As a consequence, a criteria to stop the annealing sequence is needed, and the
algorithm will stop when the following condition is attained
δk < α δ0 = δtarget, (3.40)
where α is assumed to be 0.10 in practical implementations to prevent the algorithm
generating redundant annealing levels in the last steps of the procedure. Note that
the stopping criterion (3.40) is used to drive the simulated annealing temperature
towards the absolute zero. However, if the aim is not localising modes as in
stochastic optimisation, and a more traditional oriented sampling is required, the
algorithm could be truncated in a temperature value of 1. This adds an additional
layer of flexibility to the algorithm which other stochastic-search approaches do
not share.
3.2.4 Parallel Implementation and Guarding Against Rejection
As found in our earliest experiments, AIMS-OPT with the global acceptance rule
as in Algorithm 2 might degenerate quickly in higher dimensions since the starting
of the chain comes from the highest normalised weighted sample and a transition
might take too long to be performed, resulting in high rejection rates. Furthermore,
information from the markers is lost since they do not provide good transition
neighbourhoods and the ability to create new samples for the next annealing level
is maimed. This aside, AIMS-OPT can become computationally expensive when
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the number of samples increases. To cope with these limitations it is proposed
to incorporate the Transitional Markov Chain Monte Carlo (TMCMC) and the
Delayed Rejection methods into the AIMS-OPT framework. This extension not
only enhances the mixing properties of the sampler, i.e. improve acceptance rates,
but also provides a computational framework in which parallel Markov chains
can be sampled from the intermediate distributions pk(φ) of the length-scale
hyperparameters.
The idea to enable parallelisation comes from the TMCMC algorithm [see 45,
for further details]. In the framework of Algorithm 1, every marker from the
annealing level k − 1 is a starting point for a Markov chain. This produces not
only specialised chains which are likely to explore the marker’s neighbourhood on
the sample space, but also allows an assessment of which markers will generate
a better chain. The normalised weights ω
(k)
j will dictate how deeply a chain will
evolve starting from its marker φ
(k−1)
j . Consequently, the number of samples in
each chain will be set with probability proportional to the normalised weight, a
direct result from the TMCMC algorithm.
In order to guard against high rejection rates, and therefore degeneracy on
the sampling scheme, it is proposed to generate an additional candidate if the
first one is rejected as in Delayed Rejection Algorithms [156]. Let S1(·|·), S2(·|·, ·)
be a one step and two steps proposal density distributions respectively; pi(·) the
target distribution of the Markov chain and a1(·, ·) the probability of accepting
a transition in one step. Then, the probability of accepting a transition in two








where φ0 denotes the starting point, φ1 the rejected candidate and φ2 the second
stage candidate. In our context, the target distribution pi(·) is each annealing level
pk(·) density distribution, the one step proposal distribution S1 is the independent
approximation in equation (3.29) and the one-step acceptance probability is the
global acceptance probability in (3.31). The two-step proposal density S2 can be
chosen from several alternatives. In this work we use a symmetric distribution
centred at the starting point φ0, since it can be seen as a back-guard against
S1 being a deficient independent sampler [see 227, for a detailed discussion].










where αgk(·|·) is defined as in equation (3.31). The fact that S2 is a symmetric
distribution centred in the starting point φ0 has been used, i.e. S2(φ2|φ0,φ1) =
g(φ2|φ0) = g(φ0|φ2) = S2(φ0|φ2,φ1), where g(·|·) denotes such symmetric pro-
posal density. By performing the second stage proposal, the stationary condition
of pk(·) is maintained as stated in the following proposition.
Theorem 2. AIMS-OPT coupled with delayed rejection in two stages leaves the
target distribution pk(·) invariant at each annealing level.
Proof. See Appendix 3.A at the end of this chapter for a proof using a general
transition distribution S2(·|·, ·). 
From the above discussion, the proposed scheme provides a fail-safe against
any possible mismatch of the approximation done with (3.29). Additionally, the
results presented in this dissertation correspond to the second step candidate
being a Gaussian random variable, ξ ∼ N (φ(k)i |c0Σk). The ideas to accept a
global transition after having accepted a local proposition can be summarised in
Algorithm 3.
Algorithm 3: Global acceptance using delayed rejection
if ξ was accepted as local candidate then






Generate a second candidate ξ2 from
ξ2 ∼ N (φ(k)i |c0Σk) (3.44)
if ξ2 is accepted with probability αk,2(φ
(k)
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3.3 Implementation Aspects
The computational complexity of the posterior distribution in equation (3.14) is
governed by the inverse of the covariance matrix K as it scales with the number
of training runs N . Several solutions have been developed in the literature, such
as computation of inverse products of the form K−1u, with u ∈ RN , by means of
Cholesky factors or Spectral Decomposition [see 101, for efficient implementations]
to preserve numerical stability in the matrix operations [see 95]. Nonetheless,
numerical stability is not likely to be achieved if the training runs are very limited,
or if the sampling scheme for such training runs cannot lead to stable covariance
matrices, as depicted in Figure 3.3.
To overcome this practical deficiency, a correction term in the covariance matrix
can be added in order to preserve diagonal dominancy, that is, we add a nugget
hyperparameter φδ to the covariance such that
Kδ = K + φδ I, (3.47)
is positive definite. Doing so results in the stochastic simulator
yi = η(xi) + σ
2φδ. (3.48)
Note that the interpolating quality of the Gaussian process is lost, however, the
term σ2φδ accounts for the variability of the simulator that cannot be explained
by the emulator given the original assumptions (adequacy of the covariance
function, for example). The nugget can also provide further quantification of model
uncertainty as it provides an alternative smoothing of an already complex surface.
The nugget term also incorporates the effect of inactive inputs in the covariance
kernel. Thus, it can be interpreted as a formal dimensional reduction mechanism
useful in modelling complex physical processes with high-dimensional input spaces.
As it is also noticed by Andrianakis and Challenor [2] and Ranjan et al. [185],
the quality of the emulator changes with the inclusion of the nugget, since it
modifies the objective function itself by introducing new modes in the landscape
of the posterior distribution. The configuration reflected by new modes in these
cases might correspond to emulators with no local dependencies and an overall
simple trend, defined from the basis functions and regression hyperparameters










Number of training runs = 18
(a) Numerically unstable surface
φ1






Number of training runs = 18
(b) Numerically stable surface
Figure 3.3: Projection of the negative log-posterior curves in the two dimensional
length-scale space. Adding the nugget φδ results in a numerically stable
surface.
mode farther away from the origin in the length-scale space, is assessed as not
appropriate for the model, a regularisation term can be added in the optimisation
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formulation as in [2]. This corresponds to precautions for the inclusion of the
nugget and can be seen as elicited prior beliefs on the Bayesian formulation.
However, by using a multi-modal sampler for stochastic optimisation as the one
proposed, a robust emulator capable of mixing various possibilities can be provided.
This results in an emulator that is able to cope with violations to the modelling
assumptions originated by working with a limited amount of training runs.
The nugget term φδ is incorporated as a hyperparameter of the correlation
function in the Bayesian inference process. As suggested by Ranjan et al. [185] a
uniform prior distribution U(10−12, 1) for such parameter is considered. The effect
of the bounds is twofold. First, the lower bound is used to guarantee stability in
the covariance matrix. Second, the upper bound is used to force the numerical
noise of the simulator to be smaller than the signal noise of the emulator itself.
Note that this last assumption can be omitted if the problem requires it. By
considering the correlation matrix as in equation (3.47), this yields
Σδ = σ
2Kδ, (3.49)
where Kδ denotes the corrected correlation matrix and Σδ has been used to denote
the covariance matrix of the Gaussian process. By doing so it is clear that previous
considerations regarding σ2, such as the ability of marginalising it as a nuisance
parameter and the use of a non-informative prior remain unchanged [53].
3.4 Numerical Experiments using PAIMS
To illustrate the robustness of estimating the hyperparameters of a Gaussian
process using the parallel AIMS-OPT framework, three test cases have been
selected. The first two are common examples that can be found in the literature.
The first is known as the Branin function and has been modified to resemble
usual properties of engineering applications [80]. The second one [13] has been
used as a two dimensional function with a challenging complexity for emulating
purposes. The third example presented in this section comes from a real dataset
also presented in Bastos and O’Hagan [13]. In all the examples it is assumed that
h(x) = (1, x1, . . . , xp)
T . Regarding the nugget, a sigmoid transformation has been
performed in order to sample from a Gaussian distribution. Namely, we sample
an auxiliary zδ as part of the multivariate Gaussian in (3.37), and compute the
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1 + exp(−zδ) + lb, (3.50)
where lb is the lower bound for the nugget, which is set equal to 10
−12. Additionally,
the uniform meta-prior distribution of equation (3.22) has been considered in a
practical support of the length-scale parameters in the logarithmic space, namely
a uniform distribution with support in [−7, 7]. For the nugget, a truncated beta
distribution with parameters α = β = 0.5 has been considered since it corresponds
to a non informative meta-prior in the interval [lb, 1]. Here the prefix meta has
been used to refer to the algorithm’s prior distribution and to set a clear distinction
from the prior used in the modelling assumptions in equation (3.13).
The code has been implemented in MATLAB and all examples have been run
in a GNU/Linux machine with an Intel i5 processor with 8 Gb of RAM. For the
purpose of reproducibility, the code used to generate the examples is available for
download at https://github.com/agarbuno/paims_codes.
3.4.1 Branin Function
The version of the Branin function used in this dissertation is a modification
made by Forrester et al. [80] for the purpose of Kriging prediction in engineering
applications. It is a rescaled version of the original in order to bound the inputs
to the rectangle [0, 1]× [0, 1], with an additional term that modifies its landscape


















where x1 = 15x1 − 5 and x2 = 15x2. For completeness, Figure 3.4 shows the
contour levels of the Branin function in the domain of interest X = {(x1, x2) ∈
[0, 1]× [0, 1]}.
For this case, a sample of 18 design points were chosen with a Latin hypercube
sampling (LHS) scheme for training. Additional 25 points where chosen from an
independent LHS for validation purposes. The resulting log-posterior function
possesses 4 different modes in its landscape (see Figure 3.5a) leading to 4 possible
configurations of the correlation function. Thus, the impact of the training runs
used to construct the emulator is evident. Among these modes, 4 different types
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Figure 3.4: Contour levels of Branin function
of emulators can be distinguished: an emulator with high sensitivity to changes
in input x1 (mode A in Figure 3.5a); an emulator with rapid changes in x2 for
the correlation structure of the training runs (mode B); a limiting case where
dimension x2 is disregarded in the correlation function, due to a high value in φ2
(mode C); or a second limiting emulator which approximates a Bayesian linear
regression model (mode D) [see 2, for a detailed discussion].
For this example, two thousand samples were generated in each annealing level.
The parallel AIMS-OPT algorithm generated 7 annealing levels to produce the
samples in Figure 3.5b. The RMSE of the MAP model is 7.068 whereas the RMSE
of the mixture is 15.099 which is an indication that in terms of brute prediction,
the mixture model could be improved by taking more samples. Figure 3.5c depicts
the standardised residuals from both the MAP approach (top) and the mixture
model (bottom) using equations (3.10) and (3.11) with uniform weights in the





where y is the output for configuration x, µ(x) = E[y|x,D] and σ2(x) =
var(y|x,D), the posterior mean and variance for configuration x [see 13, for
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(a) Level curves and modes
φ1






Number of training runs = 18. Temperature = 0.31
(b) Parallel AIMS-OPT sample




Residual plot using MAP
Index




Residual plot using mixture model
(c) Residual plots
Figure 3.5: Projection of the negative log-posterior curves in the two dimensional
length-scale space for the Branin simulator. The minimum possible value
of 10−12 for the nugget φδ has been used for such projection. The reference
diagonal helps visualise the regions where the length scales favour one
dimension over the other.
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a more detailed discussion on diagnostics]. By marginalising the hyperparame-
ters it is clear that our estimation is a more robust in terms of error prediction.
Even with such limited amount of information the residuals suggest that the
uncertainty is being incorporated appropriately in the marginalised predictive
posterior distribution in equation (3.6). The standardised residuals are inside the
95% confidence bands, assuming approximate normality, though not too close to
0. This is an indicator that although greater variability is expected, excessively
large variances are avoided. This is done by means of the integrated predictive
distribution and the use of the proposed sampler to build a mixture of emulators
leaving the predicted errors inside appropriate bounds.
3.4.2 2D Model
This function has already been used as an example for emulation purposes and
can be found in GEM-SA software web page (http://ctcd.group.shef.ac.
uk/gem.html). Even though it is a two dimensional problem it also serves as
a good illustration of the importance of estimating the hyperparameters of a
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)
. (3.53)
For completeness, Figure 3.6 depicts the contour levels in the domain of interest
X = {(x1, x2) ∈ [0, 1]× [0, 1]} for this 2D model.
As in the previous case, the training runs and the modelling assumptions fail
to summarise the uncertainty in a uni-modal posterior distribution. As in the
Branin example, 18 design points and 25 validation points were selected using two
independent LHS designs in the rectangle [0, 1]× [0, 1]. It can be seen from Figure
3.7a that the modes are separated by a wide valley of low posterior probability,
which can become an overwhelming task for traditional MCMC samplers. The
proposed sampler is able to cope with all local and global spread dynamics present
in the neighbourhoods of the modes it encounters, as shown in Figure 3.8a.
Depicted in Figures 3.7a and 3.7b the use of the reference prior in the posterior
distribution removes probability mass from the neighbourhood around the origin.
This validates the use of the reference prior to cut out regions from the space of
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Figure 3.6: Contour levels of the 2D Model
hyperparameters for the sampling and exploit the most information contained in
the data available, namely, the training runs D. As in the previous example, two
thousand samples were generated in each annealing level. The parallel AIMS-OPT
algorithm generated 7 annealing levels to produce the samples in Figure 3.8a. In
terms of prediction accuracy, we now obtain that the RMSE is 1.356 for the MAP
estimate and 1.345 for the mixture model. While as for the residuals, we can see
from Figure 3.8b that the mixture model allows for a more robust prediction of
the error, by means of increasing the variability in particular locations. This can
be seen as the standardised residuals are concentrated within the 95% confidence
bands of an approximate assumed normality, resulting in a more robust estimation
of the error by the use of a mixture model. This motivates the use of multi- modal
density samplers in the context of optimisation, where if a single candidate is
provided the overall error prediction of the emulator might be biased towards
more concentrated predictions around the mean estimation.
3.4.3 Nilson-Kuusk Model
Although the focus of this dissertation is engineering models, the framework
developed in this chapter is, naturally, not exclusive to engineering simulations.
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φ1






Number of training runs = 20
(a) Level curves with reference prior
φ1






Number of training runs = 20
(b) Level curves with uniform prior
Figure 3.7: Projection of the negative log-posterior curves in the two dimensional
length-scale space for the 2D Model simulator. The minimum possible
value of 10−12 for the nugget φδ has been used for such projection. The
reference diagonal helps visualise the regions where the length scales favour
one dimension over the other.
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φ1






Number of training runs = 20. Temperature = 0.26
(a) Parallel AIMS-OPT sample




Residual plot using MAP
Index




Residual plot using mixture model
(b) Residuals plot
Figure 3.8: Projection of the negative log-posterior curves in the two dimensional
length-scale space for the 2D Model simulator. In the upper panel, dots
depict the posterior sample points generated with the PAIMS algorithm.
The lower panel shows diagnostics in the validation data using the MAP
estimate and the posterior samples generated by PAIMS.
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For this experiment, the simulator is the Nilson-Kuusk model for the reflectance
for a homogeneous plant canopy. Such model is a five dimensional simulator
whose inputs are the solar zenith angle, the leaf area index, relative leaf size,
the Markov clumping parameter and a model parameter λ [see 168, for further
details on the model itself and the meaning of the inputs and outputs]. For the
analysis presented in this dissertation a single output emulator is assumed and
the set of the inputs have been rescaled to fit the hyper-rectangle [0, 1]5 on a five
dimensional space as in Bastos and O’Hagan [13].
As in the previous test cases, the design points were chosen by Latin hypercube
designs (100 for this case). In this example, the dimension of the problem makes it
impossible to plot the level curves of the posterior distribution for the length scale
hyperparameters to visualize potential multiple modes. However, the samples can
be visualized by means of a box-plot as shown in Figure 3.9, where the red line
denotes the median, the edges of the box the 25th and 75th percentiles, and the
whiskers cover the most extreme cases. The samples are obtained after completing
10 levels of the parallel AIMS-OPT algorithm. The box-plots of the approximate
optimal solutions strongly suggest that the samples come from a multi-modal
posterior distribution. This can be seen from the location of the edges of the
boxes and the median for any given input. The last input possesses a very limited
spread which might denote a high concentration around one mode. Note that as
the magnitude of the length-scale increases, thus reducing the sensitivity of the
simulator to such input, the length-scales are located in what can be seen as either
a plateau or regions of modes with negligible difference in the posterior density.
Additionally, from the range of values that are covered in log-space, it can be
noted that the output of the simulator appears to be insensitive to changes of
the third and fourth input. Furthermore, a limit-case emulator can be suggested
by the boxplot in Figure 3.9 by considering a surrogate with no third and fourth
inputs in the model. Notice the scales for such hyperparameters in logarithmic
space.
Due to the larger number of dimensions, five thousand samples were generated
for each annealing level. In this case we have that the RMSE of the MAP estimate
is 0.022 while the RMSE of the mixture proposal is 0.021 which is a consequence
of the posterior distribution being highly concentrated around one mode, in a
particular set of length-scales (φ1, φ2 and φ5) while being less specialised for the
less sensitive ones (φ3 and φ4). The values for φ3 and φ4 are so large that a linear
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φ1 φ2 φ3 φ4 φ5
Figure 3.9: Box-plots of the sample of length-scales obtained by the parallel asymptoti-
cally independent Markov sampling.
dependence of the simulator output with respect to both parameters is suspected.
In Figure 3.10 there is evidence that even with such behaviour the predictive error
is improved by narrowing the spread of the standardised residuals, as before, a
consequence of an increased estimation of the variability in particular locations.
In this case the residuals cannot all be contained in the approximate normality
95% bands but as noted by Bastos and O’Hagan [13] in their experiments there
is strong evidence that more runs of the simulator are needed to adequately
built a statistical surrogate. Due to the highly concentrated posterior density
around the high sensitive length-scales there seems to be no apparent gain from
using the mixture model. However, it can be noted from Figure 3.9 that by
acknowledging the variability of the hyperparameters, a better understanding
of the sensitivity of the simulator with respect to the inputs is achieved. An
improved and more robust uncertainty analysis of the simulator can be provided in
this case understanding the wide spread of length-scales for particular dimensions.
For instance if screening is performed, the MAP estimate will fail to summarise
the wide posterior density with respect to φ3 and φ4 and this in turn, will provide
partial information. This analysis cannot be performed solely by maximising the
posterior density. Therefore the proposed method provides additional insight of
the sensitivity of both simulator and emulator.
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Residual plot using MAP
Index




Residual plot using mixture model
Figure 3.10: Residuals plot diagnostic for the Nilson-Kuusk simulator.
3.5 Discussion on PAIMS Results
In the previous sections, a new sampler based on the Asymptotically Indepen-
dent Markov Sampling (AIMS) method is proposed. The main objective being
the estimation of the hyperparameters of a Gaussian process. The AIMS-OPT
algorithm, used in stochastic optimisation, provides a robust computation of
the MAP estimates of the hyperparameters. This is done by providing a set of
approximations to the optimal solution instead of a single approximation as it is so
frequently done in the literature. The problem is approached in a combined effort
from the computational, optimisation and probabilistic perspectives which serve
as solid foundations for building surrogate models for computationally expensive
computer codes.
The original AIMS algorithm has been extended to provide an efficient sampling
alternative in computational terms, by means of parallelisation, as well as an
effective sampler with good mixing qualities, by means of both the delayed rejection
and adaptive modification exposed. It has been demonstrated that by using
the parallel AIMS-OPT (PAIMS-OPT) algorithm it is possible to acknowledge
uncertainty in the structure of the emulator proposed as illustrated in the examples
provided. Structural uncertainty should be taken into account to determine when
the training runs available are sufficient to narrow the posterior distribution of
the hyperparameters to a uni-modal convex distribution. Even though it has been
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proven to be effective in lower and medium dimensional design spaces, research in
high dimensional spaces has been left for future research.
3.6 Conclusion
This chapter discussed the use of Gaussian processes as emulators of computation-
ally expensive simulators such as the ones encountered in engineering applications.
The Gaussian process emulator was formulated in a full Bayesian setting. This
chapter also introduced the proposed PAIMS algorithm to perform the marginal-
isation of the hyperparameters. The algorithm’s flexibility allows also for an
optimisation strategy as well. This is known as subset optimisation and it enables
the identification of the modes of the posterior distribution. The efficiency of the
generation of samples was achieved by coupling adaptive scaling for each interme-
diate level in the AIMS framework, and also by incorporating a delayed-rejection
mechanism to improve the acceptance rate without compromising the exploration
of the space. In the following chapter, the delayed rejection ideas are explored
further through the use of slice sampling and are incorporated into the AIMS
framework. This leads to the development of the Transitional Annealed Adaptive
Slice Sampling (TA2S2 ) in Chapter 4, which will be later applied in the history
matching setting in Chapter 5 under both modes of operations. That is, sampling
for the hyperparameters of Gaussian process emulator, and subset optimisation
to lead the refocusing in history matching.
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3.A Appendix
This appendix shows that using the delayed rejection algorithm in the AIMS
framework leaves the target distribution pk(·) invariant.
A sufficient condition to prove that indeed pk(·) is the stationary distribution for
the Markov chain is to prove that the detailed balance condition is satisfied. Since
the first stage approval has been proven to satisfy the detailed balance condition
in Zuev and Beck [226], it will only be proved for the second stage sampling.
Let fk(φ2|φ0) describe the AIMS-OPT delayed transitions in the k-th annealing
level from φ0 → φ2, with φ2 6= φ0. Let φ1 be the rejected transition in the first
stage, for any φ0,φ1,φ2 ∈ Φ\{φ(k−1)1 , . . . ,φ(k−1)n }. It will be proved that for such
candidates the following holds:
pk(φ0)f2(φ2|φ0) = pk(φ2)f2(φ0|φ2). (3.54)
As seen from the description in section 3.2.4 it follows that
fk(φ2|φ0) = pˆk,n(φ1)︸ ︷︷ ︸
generate φ1







where it is used the fact that AIMS-OPT generates first stage proposals with an









and the fact that for any two positive numbers a, b the equality a min{1, b/a} =
b min{1, a/b} is satisfied. With these two equalities we can substitute the left
hand side of equation (3.54) as
pk(φ0)f2(φ2|φ0) = pˆk,n(φ1) [pk(φ0)S2(φ2|φ0,φ1) (1− a1(φ0,φ1))] a2(φ0,φ2)
= pˆk,n(φ1) [pk(φ2)S2(φ0|φ2,φ1) (1− a1(φ2,φ1))] a2(φ2,φ0)
= pk(φ2) f2(φ0|φ2), (3.57)
which proves the detailed balance for the second stage proposal. Note that
the proof has been made with no further assumptions about the second stage
proposal distribution S2(φ2|φ0,φ1), as it can be defined from several candidates.
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In this work, a symmetric proposal that ignores the rejected sample has been
used since it can be interpreted as a Random Walk safeguard against a possible





Transitional Annealed Adaptive Markov Sampling1
The previous chapter proposed a new algorithm to sample the hyperparameters
of a Gaussian process. This chapter, introduces a new algorithm based on this
work given that the concept of delayed rejection can be further strengthened.
This is done by incorporating Slice Sampling [165] in the proposal distribution.
Overall, this proposed sampling scheme is based on two principles and can be
used for multi-modal distributions. The first principle is to use the concept of
crumb introduced by Neal [165] for a multivariate adaptive slice sampler to guide
the proposal distribution. The second principle is based on the AIMS framework
introduced by Zuev and Beck [226] and discussed in Chapter 3. This in turn
enables the generation of samples through a sequence of nested subsets as in
Stochastic Subset Optimisation [209, 210]. The use of delayed rejection in the
proposed asymptotically independent Markov sampler [85] of the previous chapter,
has proven to enhance the mixing capabilities in highly correlated probability
models. To the author’s knowledge, coupling the adaptive slice sampling algorithm
with a sequential sampler has not been explored previously. This presents an
opportunity to develop efficient sampling algorithms for multi-modal distributions.
1The algorithms and ideas presented in this chapter have been published in Garbuno-Inigo
et al. [84]
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The main advantage of the proposed scheme is that it requires little tuning
of parameters as it automatically learns the sequence of temperatures for an
annealing schedule, as opposed to being tuned by trial and error [31]. The samples
generated at any previous annealing level can be exploited further as they provide
the crumbs needed for the sampling in the next annealing level. Additionally,
embedding the sampler with the Transitional Markov chain Monte Carlo method
[45] results in an algorithm that can be run in a cluster of cores, if available. By
using the proposed Transitional Annealed Adaptive Slice Sampling algorithm
(TA2S2 ) to sample the hyperparameters of a Gaussian process, the resulting
emulator is built taking into account both a probabilistic and computationally
efficient perspective. Efficiency is gained as the sampler adapts the proposal
distribution, which for other MCMC schemes is a highly sensitive parameter to
be tuned. The probabilistic strategy to treat the problem in a Bayesian manner
accounts for the uncertainty that stems from the unknown parameters. This adds
a layer of structural uncertainty to the model. Additionally, model uncertainty
is mitigated by adding numerical stabilisation measures in the Gaussian process
model as in [185, 2] in a fully Bayesian framework.
This chapter is organised as follows. In Section 4.1 the concepts of Slice Sampling
and Adaptive Slice Sampling are presented. Section 4.2 presents the proposed
TA2S2 algorithm, as well as extensions needed for a parallel implementation. In
Section 4.3, some illustrative examples are used to discuss the efficiency and
robustness of TA2S2 . Section 4.4 includes a discussion of such results. Section 4.5
presents an industrial application of the proposed sampler to train a Gaussian
process emulator. Finally, Section 4.6 presents concluding remarks for the chapter.
4.1 Slice Sampling
The slice sampling algorithm [165] is a method to simulate a Markov chain of a
random variable θ ∈ Θ. This is done by introducing an auxiliary random variable
u ∈ U ⊆ R and sampling from the joint distribution on the extended space Θ×U .
The marginal of θ is recovered by disregarding the values of u in the Markov
chain, a consequence of defining an appropriate conditional distribution for u,
given θ. The samples are generated by an iterative Gibbs sampling schedule to
recover pairs {(θi, ui)}Ni=1, which follow the joint density probability distribution
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pi(θ, u) ∝ I{u<pi(θ)}(θ, u), (4.1)
where IE(·) is the indicator function for the set E ⊂ Θ × U , and pi(θ) is the
target distribution of θ. Slice Sampling first generates u from the conditional
distribution of u |θ specified as a uniform on the interval (0, pi(θ)). It then samples
θ, conditioned in u from a uniform distribution in the slice defined by the set
Su = {θ : u < pi(θ)}. (4.2)
Since the marginal satisfies
∫ pi(θ)
0
pi(θ, u) du = pi(θ), samples from the target
distribution can be recovered by disregarding the auxiliary component of the joint
samples. If the target distribution is a non-normalised probability density f(θ)








f(θ) dθ and the previous considerations for the marginal of θ
follow. In the context of Gaussian processes it should be noted that floating-point
underflows are common due to ill-conditioning of the matrix K in equation (3.14).
Thus, in order to compute stable evaluations of the target distribution in Slice
Sampling, it is preferable to evaluate the negative logarithm of the target density.
In such case, equation (4.2) can be computed as stated in the following proposition.
Theorem 3 (Slice characterisation). Given the state of the Markov chain θ0, the
uniform distribution for the next candidate has support in the slice given by
Sθ0 = {θ : z > H(θ)}, (4.4)
where H(·) denotes the negative logarithm of the target density and z = H(θ0) + e,
with e distributed as an exponential random variable with mean equal to 1.
Proof. The result follows from the fact that for a given state θ0 of the Markov
chain, the auxiliary uniform random variable defining the slice can be written as
the product u× f(θ0) with u uniformly distributed in the interval (0, 1). Thus,
the slice is defined as
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Sθ0 = {θ : u f(θ0) < f(θ)}
= {θ : − log(f(θ0))− log(u) > − log(f(θ))}
= {θ : H(θ0) + e > H(θ)}, (4.5)
where it is easy to prove that e = − log(u) is distributed as an exponential
random variable with mean 1 and H(·) denotes the negative logarithm of the
target density. 
The main concern when implementing Slice Sampling is the ability to sample
uniformly from the slice. In one-dimensional applications, the slice can be defined
in many ways. The canonical example is a stepping-out and shrinkage procedure
which aims to adapt an initial interval centred in the current state of the Markov
chain [see 165, for further details].
4.1.1 Adaptive Slice Sampling
For multivariate distributions, the concept of the slice extends naturally. However,
methods based on intervals (e.g. the stepping-out and shrinking procedure) become
dramatically slow as the dimension of the problem increases. This is due to the
generalisation of intervals as hyper-rectangles in Rp and the need to compute the
target function for each vertex a repeated number of times along the expansion and
shrinkage of the boundaries. For Gaussian process emulators, the task of evaluating
the target density becomes expensive, a consequence of the non-parametric nature
of the model and the computational cost of evaluating equation (3.14). If multiple
evaluations are needed for the construction of the Markov chain either because
of a high rejection rate, difficult characterisation of the slice or if longer chains
are required, simulation by MCMC with slice sampling becomes computationally
expensive and inefficient. Therefore, other alternatives are preferable.
This work employs a framework proposed by [165] for adaptive slice sampling in
multivariate applications. The key idea is the use of the information provided by
the rejected samples in order to lead the future generation of a candidate inside
the slice. In this framework, the evidence gathered by the rejected candidates is
referred to as crumbs, as they will be “followed” towards the slice.
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4.2 Transitional Annealed Adaptive Slice Sampling
As previously stated, in order to marginalise the posterior predictive distribution
in equation (3.14), Monte Carlo integration is usually performed when aiming at
a fully Bayesian treatment of Gaussian process surrogates. This is usually done
by Hybrid Monte Carlo [163, 222] which is capable of suppressing the Random
Walk behaviour of traditional MCMC methods. Nonetheless, the tuning of this
kind of algorithm is problem-dependent and expert knowledge is crucial for an
optimal sampling schedule. The development of Elliptical Slice Sampling [159]
provides a framework for the simulation of the hyperparameters of a Gaussian
process with little tuning required from the analyst [158]. However, this is only
applicable when the posterior predictive distribution for the hyperparameters is
of the form
p(θ|D) ∝ N (l(θ)|µ,Σ) p(θ), (4.6)
where p(θ) denotes the prior distribution, N (·|·, ·) is a Gaussian distribution and
l(·) is a latent variable that depends on the hyperparameters. As it can be seen
from the integrated posterior in equation (3.14), this is not the expression for the
assumed posterior distribution. The difference stems from σ being considered a
nuisance parameter and the prior considered for the length-scales of the Gaussian
process.
This work proposes the Transitional Annealed Adaptive Slice Sampling algo-
rithm (TA2S2 ), which can also be used in other applications of Bayesian inference
and Stochastic optimisation. The sampling problem is formulated based on the
Asymptotically Independent Markov Sampling [14] framework. This treats the
sampling problem as a simulated annealing algorithm. The objective is to sample
from intermediate posterior distributions pk(φ|D) that eventually converge to the
true posterior. This is done by tempering the posterior distribution by means
of a monotonically decreasing sequence of temperatures τk converging to 1. Let
{pk(φ|D)}∞k=1 be the sequence of density distributions in the annealing schedule
such that
pk(φ|D) ∝ p(φ|D)1/τk = exp {−H(φ|D)/τk} , (4.7)
where H(φ|D) denotes the negative integrated log-posterior distribution of the
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length-scale hyperparameters, given the set of training runs D.
The algorithm provides a sequence of nested subsets Φk+1 ⊆ Φk converging to
the set of posterior samples denoted by Φ∗. The temperature is learned through an
automatic mechanism to determine the sequence of distributions. By construction,
the sample in the first level of annealing is distributed uniformly on a practical
support of the sampling space [see 126, for more a detailed discussion]. For the
limiting case, the samples are uniformly distributed in the support of the posterior
density. Both these observations can be summarised by
lim
τ→∞
pτ (φ|D) = UΦ(φ), (4.8)
lim
τ→1
pτ (φ|D) = UΦ∗(φ), (4.9)
where UA(φ) denotes a uniform distribution over the set A for every φ ∈ A.
4.2.1 Annealing at Level k
This subsection focuses on the sampling carried out by TA2S2 at the k-th
level of the annealing sequence. It is assumed that a sample from level k − 1,
which is distributed according to pk−1(φ|D), has already been generated. Let
φ
(k−1)
1 , . . . ,φ
(k−1)
N denote such sample and let N be the sample size in each an-
nealing level. Following the ideas discussed in Section 4.1.1 for Adaptive Slice
Sampling, the crumb formulation will be exploited. The samples from the previous
level play the role as the crumbs to be followed to generate candidates from each
slice. Thus, retaining information from the posterior landscape and limiting the
amount of evaluations of the integrated posterior, which can be expensive for a
reasonable number of training runs. Firstly, note that Proposition 1 implies the
following
Theorem 4 (Slice set at the k-th level). The slice defined in the k-th annealing
level, given the current state of the Markov chain φ0, is given by
Skφ0 = {φ : zk > H(φ|D)}, (4.10)
where zk = H(φ0|D) + ek, with ek an exponential random variable with mean τk.
As in other Sequential Monte Carlo algorithms [56, 77], let us define the
importance weights of the samples φ
(k−1)


































j denotes the importance weights and ω
(k−1)
j the normalised importance
weights. The weights allow one to measure the importance of each sample as
being drawn for the next annealing level.
The proposal for a new state of the Markov chain, given the current one φ0,
is generated as follows. A slice is obtained as in equation (4.10) by generating




current state. A first crumb is randomly selected from the set of past approxima-
tions that lie inside the slice. This means selecting a uniformly distributed index
j from the set
J =
{





1 , . . . ,φ
(k−1)
N are uniformly distributed in the approximation
set Φk−1 and will be used as markers for the annealing level k. If the above index
set is empty, there is evidence of the annealing temperature being decreased too
rapidly. A fail-safe can be used by generating a crumb from a wide Gaussian
distribution centred at the current state of the Markov chain. This is also known
as Defensive Sampling. It is applied to importance samplers to improve their
robustness to explore the complete sampling space [112]. Additionally, as it is
done in other Sequential Monte Carlo methods [57], a renewal component can be
added. The renewal is performed as the crumbs are selected from the markers,
due to the fact that relying on the sample from the previous level can lead to bias
in the simulations. To this end, if the index set J is empty, or with probability
prenew, the crumb ς1 will be distributed as
ς1 ∼ N (φ0, c20 Σk), (4.14)
where c0 is a spread parameter associated with the annealing sequence, and Σk
denotes a covariance matrix at level k. Typical choices for the covariance matrix
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are the identity matrix Ip×p or a diagonal matrix diag{d1, . . . , dp} which defines
a different scale for each variable. In order to use a better proposal in terms of
scales and correlations observed along the annealing sequence, we define Σk as
the weighted covariance matrix from the weighted samples {(ω(k−1)j ,φ(k−1)j )}Nj=1.
As discussed by [88], the spread parameter is set as c0 = 2.38/
√
p, since it allows
for efficient transitions in Gaussian steps.
Once the first crumb is drawn, a first candidate ξ1 is generated from the
appropriate Gaussian distribution
ξ1 ∼ N (ς1, c20 Σk), (4.15)
where c0 is a spread parameter for the proposals and Σk defined as above. In











where ς i is the average of the crumbs generated so far, as proposed by [165]. Note
how the generation of new candidates in the slice is narrower as the candidates
are rejected by means of the parameter c0/i. However, the mean for the Gaussian
proposal might not converge to a point in the slice if the posterior is a multi-modal
distribution. To cope with this limitation, it is proposed to use a weighted average
of the current state and the crumb centre to enhance the mixing of the sampler.
Namely, by sampling the i-th candidate from a Gaussian distribution with mean
ς∗i = αiφ0 + (1− αi) ς i (4.17)
and covariance (c0/i) Σk. The weight parameter αi can be defined in terms of
the number of crumbs previously rejected. Since it is desirable that αi → 1 as
i increases, we can define it either as αi = (1 − 1/i) or αi = (1 − exp(−i)). As
confirmed by these experiments, αi is linearly-dependent on the crumb iteration,
since the exponential behaviour exhibits pronounced decay towards the current
state, causing Random Walk behaviour. The sampling in each annealing level is
summarised in Algorithm 4. To avoid cluttered notation, the conditioning on the
design points D is dropped in the remainder.
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Algorithm 4: TA2S2 at annealing level k
Input :
 φ(k−1)1 , . . . ,φ(k−1)N ∼ pk−1(φ), generated at previous level;
 φ(k)1 ∈ Φ, initial state of the chain;
Output :
 φ(k)1 , . . . ,φ(k)N ∼ pk(φ);
begin
Compute covariance matrix Σk from the weighted samples;
for i← 1 to N − 1 do
Define slice Skφi as in (4.10) ;
Define the crumb counter as: l← 0;
do
l← l + 1, and generate u ∼ U(0, 1);
if |J | 6= ∅ or u < prenew then





Generate ςl ∼ N (φ(k)i , c20 Σk) ;
end
Define crumb as ς∗l = αl φ
(k)
i + (1− αl) ς l ;
Generate candidate ξi ∼ N (ς∗l , (c0/l)2 Σk) ;
while ξi /∈ Skφi ;





4.2.2 Overview of the Full Sampler - TA2S2
The algorithm starts with a uniform sample in an admissible space Φ, as implied
by the meta-prior distribution in equation (4.8). As a second step, the algorithm
described in the previous section is used to generate the samples of the first
annealing level, that is φ
(1)
1 , . . . ,φ
(1)
N ∼ p1(φ). As mentioned before, this set of
points allows one to approximate the slices in the next annealing level and the
areas where the posterior mass is concentrated. As the sequence of temperatures
converges to 1, it is expected that better approximations are generated. That is,
until a sample φ
(k∗)
1 , . . . ,φ
(k∗)
N has been drawn and is uniformly distributed in the
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set Φ∗. The next section discusses how to learn the temperature sequence and
the overall parallel implementation achieved by embedding it on a transitional
Markov chain schedule.
Annealing Schedule
The way the temperature sequence is determined is one of the most crucial
aspects of any simulated-annealing-based method. It is clear that if the change
of temperatures is abrupt the markers will degenerate quickly, as observed in
sequential Monte Carlo samplers. On the contrary, if the sequence of temperatures
decreases slowly the actual efficiency of the algorithm is hindered, since sampling
in a sequence of annealing levels is redundant for the generation of posterior
sample. Setting the temperature sequence beforehand requires prior knowledge of
the overall behaviour of the function H(·) and the topology around the set Φ∗,
both of which are generally not available.
Following the suggestion by [226], the Effective Sampling Size can be used as
a measure of degeneracy of the chain in each annealing level. This allows one
to measure how similar the (k − 1)-th and the k-th densities are. The effective











j is the normalised weight of sample φ
(k−1)
j . Given the temperature of
the previous level is known, the problem is to determine the temperature of the
next one. This is done by determining a target threshold for nˆeff in terms of the
size of the simulated set. Thus, given γ ∈ (0, 1), the target threshold is defined by




























)})2 = 1γN , (4.19)
which yields an equation for the unknown temperature τk. Solving the equation for
τk can be done efficiently by standard numerical techniques such as the bisection
method.
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The value of the threshold γ affects the overall efficiency of the annealing
schedule. If a value close to zero is chosen, the resulting algorithm will create few
tempered distributions and this will result in poor approximations. If γ is close
to 1, then there will be excessive tempered distributions and redundant annealing
levels. As suggested by [14], and as confirmed by the experiments carried out for
this work, a value of γ = 0.5 delivers acceptable efficiency.
Parallel Markov Chains
As described so far, the proposed algorithm can be computationally expensive
if the Markov chain of the samples is drawn sequentially. This is due to the
inversion of a n× n matrix and related products in equation (3.14). Hence, it is
desirable to speed up the process of generating samples in each annealing level.
In our context, the inversion of such a matrix is not prohibitive, since we assume
that the set of training points is expensive to acquire, however, a fast sampling
algorithm is desired for a complete Bayesian treatment of the problem. This
way we can compensate for the drawbacks associated with an appropriate error
estimation by using the emulator in a Bayesian setting [see 130, for a discussion].
The idea of parallelisation comes from an adaptation of Transitional Markov
Chain Monte Carlo (TMCMC) [45] in the context of the annealed adaptive slice
sampling algorithm described previously.
TMCMC builds a Markov chain from a target distribution in a sequential
schedule as in Sequential Monte Carlo [55, 104] or Particle Filtering [6]. That
means that N Markov chains are started, each from the state of an initial Markov
chain being drawn from the prior distribution of the Bayesian inference problem.
The key difference is that the Markov chains are allowed to communicate among
each other by a transition mechanism that allows growing each Markov chain
differently within the same annealing level, disregarding poor initial states for
certain Markov chains. The length of the Markov chain is determined by a
probability proportional to the importance sampling weight defined in equation
(4.11). By doing so, the markers are automatically selected in the updating
sequence and concentrated around the modes found during the annealing. This
improves the mixing of the samples generated in each annealing level.
Summarising, the proposed TA2S2 algorithm consists of Markov chains gener-
ated as established in Algorithm 4, the annealing temperature being determined
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empirically by the effective sampling size described in Section 4.2.2 and stopped
whenever the temperature reaches 1. The selection of the initial states of the
Markov chains and their growth length is a direct implementation of the TMCMC
method [45] for Bayesian model updating.
4.3 Numerical Experiments using TA2S2
The following examples illustrate the effectiveness and robustness of TA2S2 when
sampling the hyperparameters of Gaussian process emulators. The first example is
Franke’s function [107], which can have challenging features when emulated. The
second example is a five-dimensional model [168] which has been previously used to
test Gaussian processes meta-models [13]. The third example is a ten-dimensional
model for the weight of a wing of a light aircraft [80]. Concerning the nugget of the
surrogate, sigmoid transformation is performed in order to sample all covariance
hyperparameters with multivariate Gaussian distributions as discussed in Section
4.2.1. That is, auxiliary component zδ is introduced and extend the vector of
hyperparameters φ to Rp+1. That is, zδ is the (p+ 1)-th component to be sampled
in the algorithm. Finally, the nugget is transformed back to the original scale as
θδ =
1− lb
1 + exp(−zδ) + lb, (4.20)
where lb is the lower bound, which is set equal to 10
−12 following the discussions
in [185]. To incorporate the algorithm to the length-scale hyperparameters, the
sampling has been performed in logarithmic space to avoid additional concerns
for the non-negative restrictions imposed to the aforementioned variables as in
other sampling schedules [162]. The initial values of the algorithm, equation (4.8),
are set to a uniform distribution in a wide practical range, that is the interval
[−7, 7] for the length-scales. For the nugget, a non-informative truncated beta
distribution in the interval [lb, 1] has been considered.
The code was implemented in MATLAB and all examples were run in a
GNU/Linux machine with an Intel i5 processor with 8 Gb of RAM. For the
purpose of reproducibility, the code used to generate the examples in this thesis is
available for download at http://github.com/agarbuno/ta2s2_codes.
In order to contrast the proposed methodology with existing ones, the Particle
Learning sampler PLGP [103] is taken as as a benchmark. This sampler has
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proven effective for sampling the posterior distribution of the hyperparameters
of a Gaussian process by means of tempering in a data-oriented manner, i.e. by
feeding subsets of the training runs in each annealing level. Although the proposed
sampler can be implemented in an on-line fashion akin to PLGP, we resort only
at comparing them as strategies in batch applications. Note that the extension to
on-line learning tasks can be done by regarding the posterior of a subset of data
as the prior for the next set of training runs. This can be followed easily as the
re-weighting of the samples by a data- oriented alternative to equation (4.11) can
help adjust the importance of the samples.
Following the discussion of [133] proper scoring rules should be used in order to
compare the probability statements made by the Gaussian process model resulting
from the samples used to marginalise the predictive posterior. In the context
of Gaussian processes, both prediction and error estimation are used to assess
the quality of the surrogate, i.e. the estimated mean and variance. If a local
scoring rule such as the negative logarithm of predictive density (NLPD) is used to
evaluate the generated samples, there is a risk of penalising heavily over-confident
predictions and treat with less rigour under-confident far-off predictions. This
is not desirable since it is known that the full Bayesian treatment in Gaussian
processes is preferred for better error estimation in uncertainty analysis [130]. In
contrast, by using distance-sensitive scoring rules such as the continuously ranked
probability score (CRPS) there is better placement of probability mass near target




(F (y)− 1{y ≥ x})2dy, (4.21)
where F is the cumulative predictive distribution and x is the point where it is
verified. A Gaussian approximation is assumed for the predictions made by the
Gaussian process emulator. This uses the mixture model expressed in equations
(3.10) and (3.12) to be able to use the complete mixture expression developed in
[105] which is included for completeness. That is, for a mixture of Gaussians the
CRPS can be written as
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)
, (4.22)
where ωi denotes the weight of the sample, µi is the mean of x given by sample i
and s2i the corresponding estimated variance. The function A(·, ·) is defined as













where fN (·) and FN (·) denote the density and cumulative functions of a standard
Gaussian random variable. It should be noted that the CRPS does not possess an
analytic expression for every probability function used for prediction [105], thus
the choice of using a mixture of Gaussians for the predictive posterior distribution
instead of t-distributions.
Other alternatives for scoring rules for Gaussian processes could be the boot-
strapped variance predictor of [59]. This predictor aims to estimate the variance of
the Gaussian process independent of the set of points used for training. However,
such approach leads to prefer under-confident predictions not exactly around the
target value and relies in the assumption of infinite repeatability of the simulator
experiments. This hypothesis is not satisfied by Bayesian analysis of computer
code output (BACCO), since by assumption, the generation of training runs is
limited due to computational cost.
4.3.1 Franke’s function
Franke’s function has been used to test Gaussian process emulators [107]. Its
complexity stems from the presence of two peaks and one dip in its landscape.
Let f : [0, 1]2 → R be such that
f(x) = 0.75 exp
(
− (9x1 − 2)
2
4






− (9x1 + 1)
2
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− (9x1 − 7)
2
4




− 0.2 exp (−(9x1 − 4)2 − (9x2 − 7)2) . (4.24)
For completeness, Figure 4.1 depicts the contour levels of Franke’s function in
the region of interest. In order to train the model 20 design points were chosen
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using a Latin hypercube sampling (LHS) scheme. For testing purposes, 100
independent design points were chosen by an independent LHS. Figure 4.2a shows
the multi-modal integrated log-posterior for a fully-parametrised Gaussian process
[85]. Region A contains a mode with no preference for any dimension. Regions B
and C depict different asymptotic behaviours of the emulator. In region B, the
emulator behaves as linear regression model, as noted by [2]. Region C corresponds
to a model which disregards the first dimension. In Figure 4.2b a set of samples
obtained by applying TA2S2 is showed, illustrating the ability to overcome possible
multi-modal distributions that arise in Bayesian analysis of expensive computer
codes.
Figure 4.1: Contour levels of Franke’s function
To contrast the proposed sampler against the PLGP benchmark, a set of 100
experiments were run. In each experiment, a sample of size 100 of length-scale
hyperparameters was obtained by each method. This sample size was achieved
by thinning the TA2S2 results when a chain of length 2000 was constructed in
every annealing level. The quality of the probability statements made from both
results were compared by means of the CRPS, as depicted in Figure 4.3. Note
that the training set was the same for each experiment and variations in the
results among experiments are mainly because of the stochastic nature of the
sampling schemes. In Figure 4.3a the boxplots for the CRPS computed from the
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Number of training runs = 20. Temperature = 0.31
(b) TA2S2 samples
Figure 4.2: Projection of the negative log-posterior curves in the two dimensional length-
scale space for Franke’s simulator using a fully-parametrised Gaussian
process. The minimum possible value of 10−12 for the nugget φδ has been
used for the projection. Depicted in Figure 4.2b, the temperature has been
decreased beyond 1 to retrieve samples from the posterior modes.
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samples are shown. Figure 4.3b shows the same plots but with an exponential
prior for all hyperparameters with rate 0.2, i.e. λ = 5. This choice of a prior
distribution was made since the PLGP software assumes an exponential prior
for both the length-scales and nugget term [103]. In both settings, the proposed
sampler outperforms both the PLGP alternative and the MAP estimate. The
latter was calculated from the samples generated by TA2S2. These experiments
demonstrated that the MAP estimated this way usually corresponds to the one
found by local optimisation routines such as Nelder-Meade or BFGS. The variation
in the scores of the MAP illustrates the multi-modality properties of the integrated
posterior. All the MAP estimates reported in the remainder are calculated based
on this observation. Additionally, it can be seen that the PLGP results seem to
contain those achieved by the most probable candidate. In this experiment either

















(b) Exponential prior, λ = 5.
Figure 4.3: Boxplots of CRPS comparing MAP, TA2S2 and PLGP. In both cases the
proposed sampler outperforms PLGP.
4.3.2 Nilson-Kuusk model
The simulator for reflectance of a homogeneous plant canopy has already been
introduced in Chapter 3. In this experiment, both samplers were used to train
a Gaussian process emulator with a dataset of 100 simulation runs. The test
set consisted of a different set of 150 training runs. Both datasets, whose design
points were generated through LHS, were obtained from the GEM-SA software
web page (http://ctcd.group.shef.ac.uk/gem.html). On average, a total of
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10 tempered distributions were used in the annealing schedule, while keeping the
sampling as N = 5000 in each level. A thinned sample of 100 experiments was
recovered by the end of each TA2S2 run to compare results.
The results shown in Figure 4.4 demonstrate again the overall improved per-
formance of using the proposed sampler in contrast with the benchmark. In this
case, one set of experiments (50 iterations) consisted on making inference with
the reference prior discussed previously, while the second set (50 iterations) used
a common exponential prior. Both samplers outperform the MAP estimate which
provides evidence that a more complete uncertainty analysis can be carried out if
instead one turns to a full Bayesian inference scheme. Additionally, it is worth
noting that Figures 4.4a and 4.4b show that the MAP changes with the prior
used. This is not a matter of concern, as it is consistent with the notion that
small amount of data is being used for inference and the probabilistic model of
the observables is not dominating the prior beliefs.
4.3.3 Wing weight model
This simulator of the weight of the wing of a light aircraft [80] has been used
for input screening, that is to identify the most important input parameters
affecting the output. Coupled with a Gaussian process emulator with the squared
exponential kernel in equation (3.3), a sensitivity analysis of the wing weight with
respect to each input variable can be performed. The model is given by















where the input variables and the range of their values are summarised in Table
4.1. For this problem, the evaluation of the reference prior is prohibitive since
it scales with the number of dimensions [179]. Thus, a uniform prior in the
hyperparameters’ log-space has instead been used for this experiment.
The inputs were rescaled to the 10-dimensional unit hypercube [0, 1]10. Two LHS
samples of size 100 and 300 were chosen as training and testing sets respectively.
At each annealing level, 5000 samples were generated, achieving convergence after
15 levels on average. As before, a thinned sample of 100 was kept to compare
results with the benchmark in each experiment. A total of 50 experiments we run
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(b) Exponential prior, λ = 5.








(c) Sample from TA2S2 for each length-
scale.
Figure 4.4: Nilson-Kuusk results obtained after 50 experiments were run. The scatter
plot (4.4c) is drawn from a single experiment. The MAP estimates are
shown in black.
Input Range Description
Sw [150, 200] Wing area
Wfw [220, 300] Weight of fuel in the wing
A [6, 10] Aspect ratio
Λ [−10, 10] Quarter-chord sweep
q [16, 45] Dynamic pressure at cruise
λ [0.5, 1] Taper ratio
tc [0.08, 0.18] Aerofoil thickness to chord ratio
Nz [2.5, 6] Ultimate load factor
Wdg [1700, 2500] Flight design gross weight
Wp [0.025, 0.08] Paint weight
Table 4.1: Inputs of the wing weight model.
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in this case.
In Figures 4.5a and 4.5b, it can be noted that by using sampling one can obtain
an improved version of the probabilistic statements made by the surrogate. Figure
4.5a shows that the proposed sampler outperforms the benchmark, concentrating
its samples around the mode of the posterior distribution. This is shown by the
location and spread of the CRPS for both TA2S2 and MAP results, which are
similar. Although the CRPS with TA2S2 exhibits better performance as can been
seen from the location and spread of the boxplot. PLGP in the case of Uniform
priors seem to be sampling from other areas with less spread than that of the
proposed algorithm. However, if an exponential prior distribution is used for
both length-scales and nugget, as in Figure 4.5b, TA2S2 is outperformed by the
benchmark. Note how the location of the mode changes dramatically, showed by
both the means of the boxplot of the CRPS of the MAP, and by the difference of
the samples plotted in Figures 4.5c and 4.5d. Nonetheless, the proposed sampler
is capable of offering improved probabilistic statements for the regression task
compared to the MAP estimate.
4.4 Discussion on TA2S2 Results
The Transitional Annealed Adaptive Slice Sampling (TA2S2 ), has been introduced
to sample from the posterior distribution of the hyperparameters of a Gaussian
process. In this context, it is known that multi-modal distributions are encountered.
TA2S2 combines Slice Sampling for delayed-rejection, Transitional Markov Chain
Monte Carlo (TMCMC) for efficient parallelisation and Markov chain growth, and
Asymptotically Independent Markov Sampling (AIMS) for driving the annealing
schedule. The delayed-rejection feature of Slice Sampling provides improved
mixing which is desirable in highly correlated spaces. Additionally, the proposed
algorithm provides a sampling scheme with no burn-in periods for local Markov
chains. This is computationally advantageous in Gaussian process applications
where the computational burden of the sampling scheme is dominated by the
inversion of the correlation matrix. However, it should be noted, that there is
an implicit burn-in period associated with high temperature levels. Nonetheless,
efficient coverage of the sampling space is achieved by the annealing schedule and
the incorporation of Slice Sampling in Sequential Monte Carlo (SMC) methods
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(b) Exponential prior, λ = 5.






(c) Sample from TA2S2 for each dimension.
Uniform prior.






(d) Sample from TA2S2 for each dimension.
Exponential prior.
Figure 4.5: Results for the wing-weight model using the TA2S2 and PLGP algorithms.
The scatter plot (4.4c) is drawn from a single experiment, in black the
MAP estimates.
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[55]. Simulated tempering [149] and tempered transitions [161] are two methods
closely related to simulated annealing, although they are based on importance
sampling principles. Both algorithms provide an alternative annealing schedule to
AIMS and are characterised by treating the temperature parameter as a random
variable. In particular, this type of algorithms allows one to explore different
annealing levels within one Markov chain. This is different to the algorithms
proposed in Chapters 3 and 4, as PAIMS and TA2S2 explore sequentially the
annealing levels and do not reintroduce previously explored temperature values.
This provides an alternative direction of future research.
The examples presented show how TA2S2 is capable of efficiently exploring multi-
modal distributions providing a better alternative to MAP estimates or traditional
MCMC methods for Gaussian processes applications. Efficiency is gained through
the adaptive nature of the algorithm which allows to sample from complicated
regions of the posterior distribution. Namely, modes separated by large valleys
of low probability. Furthermore, TA2S2 allows the generation of samples more
efficiently than in traditional MCMC applications, where longer chains are needed
to ensure good coverage of the sampling space. This is particularly relevant
in the context of computer experiments and Engineering, where it is usually
considered that the cost of marginalising the hyperparameters does not justify
the additional computational burden. The proposed method justifies the cost of
sampling the hyperparameters by providing robust estimates of the predicted error.
This is reflected through the continuously ranked probability score (CRPS) which
shows that the marginalised emulator outperforms MAP estimates. Moreover,
the proposed sampling scheme performs as good as the PLGP benchmark, which
justifies the annealing by means of functional tempering rather than by subsets of
data, which is also sensitive to data permutations.
The proposed algorithm could also be employed for global optimisation problems,
by allowing the temperature to reach a practical zero. This has application in
other areas of Bayesian inference problems and machine learning. As discussed
previously, the algorithm can be used in active learning schedules by means of
Bayes’ Theorem.
The computational cost of the proposed sampler is dominated by the inversion
of the covariance matrix in the integrated posterior distribution. This limitation is
inherent to any MCMC schedule used for Gaussian processes. Further strategies to
improve the speed of the sampler could be developed, such as the exact evaluation
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of the log-posterior only for candidates where the probability of acceptance is
high. For such strategy, a first order Taylor expansion of the objective function
could be a feasible enhancement. This is material for future research.
4.5 Industrial application
This section illustrates the use of a full Bayesian Gaussian process as an emulator
of a computationally expensive simulator model. This work was done with MMI
Engineering as part of a industrial partner collaboration at the Institute for
Risk and Uncertainty at the University of Liverpool. The aim of this exercise
was to build a fast surrogate model for a Computational Fluid Dynamic (CFD)
simulation of a gas leakage in an offshore platform designed for explosion risk
analysis. The objective was to enable fast exploration of the input configuration
space of the simulator in order to refine their understanding of the CFD model
under consideration.
The simulator was originally a highly multi-dimensional model in both inputs
and outputs. The input parameter space consisted in wind directions, gas flow
rate, wind velocity, release location, and direction of release. The output consisted
of the gas density contained at every grid cell in the platform for the duration of
the simulation. For simplicity, and after careful elicitation with the MMI team,
the input space was reduced to a 2-dimensional simulator with mass flow rate and
ventilated velocity as input variables of interest. The considered input domain was
defined as the rectangle [0, 200]× [0, 6.22], as shown in the axis labels of Figure 4.6.
The direction of release was determined as against a wall in the structure to allow
a greater concentration of gas with collinear wind direction. The chosen output of
interest was the maximum size of a gas cloud formed above the lower flammable
limit (ALFL). In order to build an emulator for the Gas dispersion model, up
to 50 possible configurations were chosen following a Sobol sequence of random
numbers[201]. This design offered the advantage of being a nested sequence of
numbers such the first n points were contained within the next n+ r points, and
having space-filling properties. This provided a testing environment for the GP
emulator.
At an initial stage, 20 points were used to train a GP emulator and 10 additional
points were chosen as a validation set (the validation set was selected independently
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from the training set). A zero mean GP was used with covariance function chosen
from the Mate´rn family with smoothness degree defined as 5/2. This assumed
a moderate degree of smoothness in the output of the simulator with respect to
the inputs locations. This means that even though two configurations are close to
each other in input space, the output of the simulator might not be as smooth
due to the nature of the numerical methods that conform the gas dispersion
simulator. This was often seen as one of a pair of nearby input locations resulted
in a non-converging simulation within the allotted time. Each CFD simulator
run was given 2 hours of running time. The GP was trained by a fully Bayesian
strategy. This strategy provided a principled estimation of the uncertainty of
fitting an emulator with such limited data and time constraints. The results shown
in Figure 4.6 demonstrate the ability of the GP emulator to create a surface that
interpolates the information provided by the training runs.
(a) Training points = 20 (b) Training points = 30
(c) Training points = 40 (d) Training points = 50
Figure 4.6: Prediction of the the maximum gas cloud being formed in the platform




Moreover, a region of mismatch between emulation responses and simulator
output was identified due to a low mass being dissipated by rapid ventilation
as shown in Figure 4.7. In order to assess the improvement of the GP as more
training points were added, the hierarchical structure of the Sobol sequence was
exploited adding 10 points at a time from the remainder of the large Sobol design.
It should be noted how even after adding more training runs the GP emulator
was not able to capture the true predicted value for low mass flow rate and high
ventilated velocity. Nonetheless, wide uncertainty bounds were still present in the
middle stages of the emulation procedure.
(a) Training points = 20 (b) Training points = 30
(c) Training points = 40 (d) Training points = 50
Figure 4.7: Validation check from the predictions at different levels of training points.
As the number of points is increased to train the emulator it’s ability to
predict the hard case is improved. Additionally, the uncertainty estimated in
other regions of the input space is reduced while increasing the uncertainty
in difficult areas.
This resulted in a valuable output for the MMI Engineering team, as their initial
assumptions of the behaviour of the simulator were not accurate. In particular,
this emulation exercise provided greater insight of the simulator responses near
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the boundaries of the input space. This is because the output from gas dispersion
with small masses and high ventilated velocities was not previously well studied for
their in-house solver. Thus, this emulation exercise suggested further inspection
of the simulator in such scenarios. In the end, the MMI team was able to
understand better the dynamics of the gas cloud formation in the presence of
limited computational resources.
4.6 Conclusion
In this chapter a new algorithm was proposed to sample from the posterior
of the hyperparameter of a Gaussian process emulator. The ability to sample
from multi-modal posterior distributions is due to the foundation in simulated
annealing. Furthermore, the sampling method is flexible enough to allow one to
target optimisation tasks by following an analogue of subset optimisation. This
flexibility is exploited in history matching applications. First, a sampling version
of the TA2S2 algorithm is used for the emulation of computationally expensive
computer codes. Second, TA2S2 is used in an optimisation setting to find input
regions of interest in the history matching formulation. This is presented and
implemented in the context of history matching in Chapter 5.
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Probabilistic Extensions to History Matching1
Scientific understanding of real world processes has dramatically improved over the
years through computer simulations. These computational codes are parametrised
by a set of values which are essentially a vector of input values. The previous
chapters focused on tackling the problem of efficient exploration of these simulators.
However, no matter how sophisticated or efficient, a simulator needs to be well-
calibrated to experimental data if it is to be trusted. Thus, the validity of using a
particular simulator to draw accurate conclusions, relies on the assumption that
the computer code has been correctly calibrated. That is, the vector of input
parameters is well known, and there is confidence that these values are able to
replicate the process the simulator is modelling. This calibration procedure is
often pursued under extensive code experimentation and it can be coupled with
expert domain knowledge.
For some models the collection of data is so expensive that only a handful
of experiments is feasible. This is common in applications such as astrophysics
[217], epidemiology [3], and climate modelling [191], to name a few. History
matching is a calibration technique that iteratively discards regions of the input
parameter space through the use of an implausibility measure. This way, history
1The results and ideas developed in this chapter have been submitted for publication as a
manuscript, see Garbuno-Inigo et al. [86]
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matching overcomes the limited availability of data from the experimental process
and is able to identify regions of parameter space that are likely to replicate
the observed phenomena. Thus, the regions that show a high implausibility
measure can be discarded from the analysis. The history matching procedure is
also able to determine if there is no such region of interest. This can be used as
evidence that further improvement in the simulator is needed. This contrasts with
typical Bayesian analysis of computer code output (BACCO, [130]) where positive
posterior probability mass is put in regions that under the history matching
framework would otherwise be discarded.
As the mathematical models have increased in complexity, their associated
simulators have become computationally expensive as well. For example, the
simulators used for climate models, nuclear reactor models, and biological models
complete a single simulation in a days [199]. This represents an additional layer
of complexity as the ability to explore the input parameter space is dampened
by the high computational costs of running the simulator. Common simulation
techniques such as the Monte Carlo method and its variants are not well suited
in this context. In turn, fast but accurate surrogate models of the simulator are
needed to overcome this limitation. In particular, Gaussian processes (GPs) have
been successfully used as surrogates in different scientific applications such as
machine learning, spatial data analysis, genetics, and stochastic finite element
models [186, 51, 124, 64], to name a few.
The use of both computer codes as simulators and surrogate models to approxi-
mate them, introduce a wide range of uncertainties in the modelling process. In
history matching these uncertainties are elicited and incorporated in the variability
of the predicted surrogate output. As such, the implausibility function is a measure
of the number of standard deviations between the observed data and the expected
output from the surrogate. In the literature, it has been common to use pointwise
estimates of the implausibility function. For example, this is achieved by using
the mean and variance estimators of a GP surrogate in pointwise evaluations
of the implausibility function. To the author’s knowledge, the full probabilistic
characterisation of the implausibility as a random outcome from the GP model
has not been widely explored in history matching applications.
In contrast, in the area of robust optimisation of black box computer codes, the
probabilistic output of the GP is acknowledged and incorporated in the exploration
of the input parameter space. For example, the optimisation is performed in
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an iterative procedure that uses a GP model as a surrogate for the black box
function [123]. In these applications, acquisition function with a probabilistic
characterisation are used to guide the exploration of the parameter space. In
particular, the expected improvement is guaranteed to find the optima of a
function under certain regularity conditions [215]. As a consequence, the expected
improvement criteria is often preferred to pointwise estimates of improvement
to guide the exploration [80]. Motivated by this analogy, the history matching
strategy developed in this chapter uses a full probabilistic characterisation of the
output of the simulator to be able to guide the reduction of the input space.
History matching is a sequential procedure that identifies regions of nonim-
plausible input configurations to be able to refocus the surrogate model. This
refocusing strategy enables a better identification of nonimplausible points by
using an improved surrogate in the neighbourhoods of interest. This raises the
question of how to choose new simulator runs to improve the current surrogate.
In this chapter, the use of certain functions to guide the selection of points is
proposed. These functions are known in other research communities as active
learning criteria [74], sampling criteria [19] and learning functions [145]. In this
work, the term active learning is used, as such functions are used to generate
educated guesses on where to focus the limited computational resources for the
matching problem.
This chapter proposes the use of a full probabilistic characterisation of the
implausibility measure to refocus the surrogate of the simulator. Additionally,
three active learning criteria are generalised and presented to guide the selection
of new training runs to improve the surrogate model. First, the expected contour
improvement of Ranjan et al. [184], which was specially designed to refine a
surrogate model for a given contour level. Second, the expected risk of Echard
et al. [73] used for reliability analysis and modified here to adapt to more a general
contour estimation. Third, the entropic profile presented by Lv et al. [145] which
is also modified to target a specific contour level of the surrogate model.
The chapter is organised as follows. In Section 5.1 the preliminaries for history
matching are presented, with a brief overview of Gaussian processes as surrogate
models. In Section 5.2 the identification of nonimplausible regions is discussed
within the context of the simulated annealing sampling methods used in subset
optimisation. This provides regions of input parameter space that are likely to
match the simulator output to observed data. In Section 5.3 the three active
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learning criteria used are presented. In Section 5.4 some illustrative examples are
shown. Concluding remarks are presented in Section 5.5.
5.1 History matching
History matching is a calibration technique particularly useful in settings where not
only the simulator model is computationally expensive, but the data-generating
process is expensive as well. The seminal papers [48] and [49] introduced history
matching as a pre-calibration technique used within the framework of Bayes
linear to analyse computationally expensive computer models. Vernon et al. [216]
presented a thorough exposition of history matching in large-scale high-dimensional
applications such as the ones encountered in astrophysics. In the latter application,
history matching was able to identify regions of input parameter space where a
high-dimensional simulator output matches available data.
In particular, this dissertation will study the use of history matching in cases
where the cost of generating new experimental data is so high that very limited
information from the physical process under study can be recorded. In this setting,
history matching aims to identify regions of the input parameter space X of the
simulator that are able to replicate the measured data. As mentioned in Chapter 1,
this corresponds to a relaxation of the search for x∗ as the single optimal point
that allows one to match the simulator output to the real physical process.
Let y denote the true physical process of interest, although only partially
observed. For example, because of corruption in the recording mechanism. Let z
denote the noise corrupted version of the process. That is, z = y + me, where
me denotes an observational noise with zero mean and finite variance. The
limitation of not being able to observe directly the data is what is commonly
referred to as observation uncertainty or measurement error. The quantity of
interest, y, is assumed to be a functional output of the simulator being calibrated.
Let η(x) denote the simulator output using the input parameter x ∈ X ⊂ Rd.
The simulator η(·) is assumed to be only a mathematical abstraction of the true
underlying process which adds an additional layer of uncertainty in the computer
output. The mismatch between the computer model and the process is termed as
model discrepancy as in [130]. Let md denote the model discrepancy and assume
y = η(x∗) + md. Note that the model discrepancy is usually modelled after
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correctly calibrating the simulator. That is, the model discrepancy is usually
modelled after identifying input x∗, the optimal calibration point. The source of
such discrepancy could be a consequence of random numbers used in the simulator,
numerical accuracy of floating point arithmetic, oversimplified assumptions of the
computational model, among others. Therefore, it is usually elicited from domain
expert knowledge [4].
The computational complexity of the simulator inhibits our ability to explore
the configuration space. In typical industrial applications each run of the sim-
ulator could take as much as days or weeks to complete. As a consequence, an
additional layer of uncertainty is introduced. In the literature this is known as
code uncertainty. An inexpensive approximation for the simulator is used to cope
with this limitation. In this work, the surrogate used for the simulator is a full
Bayesian Gaussian process, following what has been presented in Chapters 3 and
4. The use of a full Bayesian Gaussian process provides two advantages in history
matching applications. Firstly, uncertainty in the surrogate itself is mitigated
due to the marginalisation of the Gaussian process’ hyperparameters. Secondly,
as a by-product of Gaussian process emulators, code uncertainty can be directly
estimated due to the analytical expression for the output variability, as mentioned
in Chapter 3.
Using a Gaussian process emulator and taking into account both the model
discrepancy and measurement error variances, the Bayesian history matching
procedure discards regions of the input space in an iterative scheme where each
iteration is referred to as a wave [216]. Let I¯(x) denote the implausibility measure








where E[f(x)] is the mean response of the emulator and σ2(x) the emulator’s
predicted error estimate. It is important to note that in certain applications the
simulator output is known to be stochastic and an additional term is added in the
denominator to account for ensemble variability [3]. In this work such variability
is not needed. Furthermore, note that the distance between the data threshold z
and the surrogate output is standardised by the sum of the modelled uncertainties.
The implausibility function allows one to identify which configuration points are
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far from the target by measuring the number of standard deviations. In the
literature, Pukelsheim’s three sigma rule [182] is a common choice to characterise
the number of standard deviations. The rule is stated as follows
Theorem 5 (Pukelsheim’s three sigma rule). Let X be a real random variable with
mean µ and variance σ2. Let us assume that X follows a uni-modal distribution.
The three sigma rule states that the probability for X falling away from its mean
by more than 3 standard deviations is at most 5%. That is,
P{|X − µ| ≥ 3σ} < 0.05 (5.2)
For this end, the regions of input configuration space where the surrogate should
refocus is then defined as
XNROY = {x ∈ X : I¯(x) < a}. (5.3)
The subscript stands for the Not-ruled-out-yet (NROY) [217]. The threshold level
a is set to 3, as it includes 95% of the probability mass for a unimodal univariate
distribution.
5.1.1 Probabilistic History Matching
The previous description of history matching stems from the construction of
probability by using mathematical expectation as a primitive. This is known
as Bayes linear statistics, since linearity of expectations is a key aspect in the
development of tools under the theory. For a more thorough discussion on Bayesian
linear methods refer to [100].
The construction of the implausibility measure under Bayes linear can be seen
as a function that uses a pointwise estimate from the surrogate. Nonetheless,
the Gaussian process provides an emulator, a probabilistic generator of surrogate
models, which can be exploited in a full probabilistic formulation. As discussed in
previous chapters, the Gaussian process itself depends on its own set of hyperpa-
rameters. Thus, a full probabilistic approach is proposed in this chapter. Both
the Gaussian process probabilistic output is considered for an emulator, and the
posterior distribution of the hyperparameters is also taken into account.
In the proposed characterisation, a full probabilistic treatment of the implausibil-
ity function is used. This is achieved by incorporating the probabilistic distribution
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where f(x) ∼ N (m(x), σ2(x)) is the Gaussian process emulator for the simulator
output. The NROY space is thus characterised by probabilistic statements of the
form
P{I(x) ≤ 3}, (5.5)
which is analogous to the probabilistic statements of Holden et al. [117], and
Williamson et al. [224].
The difference between each implausibility function, the pointwise estimate
and the probabilistic characterisation is shown in Figure 5.1. In both, dark
shaded regions correspond to high values of implausibility, whereas light shaded
regions account for low values. Pitch-black regions in 5.1a indicate values of the
implausibility function of 3 or more, whereas in 5.1b it indicates a probability of
implausibility less than that of machine precision (≈ 10−12). This allows one to be
confident that the desired output level won’t be achieved in such dark regions. It
can be noted how the pointwise implausibility (5.1) tends to follow the surrogate
output while the probabilistic implausibility (5.4) covers a wider region. This is
typically known as the exploration-exploitation trade-off in computer experimental
design [80]. Exploration is desirable as the use of a surrogate model might induce
some bias if followed too blindly in the first steps of the procedure.
5.2 NROY space identification
History matching relies on the correct identification of the region of input space
X where the simulator is likely to replicate the measured data. At every iteration,
the NROY space becomes orders of magnitude smaller than the original space,
and can exhibit a complex or disconnected topology. As a result, naive rejection-
based sampling can quickly become highly expensive. To address this deficiency,
different alternatives have been devised in the literature. Williamson and Vernon
[223] proposed an implausibility driven sampling scheme which needs to define an
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(a) Pointwise implausibility function (b) Probabilistic implausibility function
Figure 5.1: Illustration of the contour levels for the implausibility function around
a target level (solid red line). The Gaussian Process emulator provides
the dashed lines as its predictions. The left panel shows the implausibility
measure using a pointwise estimate. The right panel shows the mean
implausibility function derived from stochastic surrogate. It can be seen
that the stochastic version achieves better coverage than the pointwise
alternative.
appropriate threshold ladder. Yeh et al. [225] use clustering to identify possibly
disconnected regions. Andrianakis et al. [3] proposed to use Gaussian random
variables centred at the mean from the NROY points of wave t to generate points
for wave t+ 1. For this, the covariance matrix is chosen so that much of the input
space can be covered, ideally accepting 20% of the proposed samples.
At present, the correct identification of the NROY space in a full probabilistic
setting has not been fully explored. To address this limitation, this chapter
proposes the use of a sampling scheme that is both able to overcome complex
topologies and able to generate uniform samples from the target region. Inspired
by sequential Monte Carlo, simulated annealing and subset stochastic optimisation,
Beck and Zuev [14] developed an algorithm (AIMS) that samples uniformly on
a set of interest. In [226], the algorithm (AIMS-OPT) was shown to achieve
excellent results in complicated optimisation settings, e.g. when the maximum
can be achieved in a ridge on input space. This motivated the development of the
TA2S2 algorithm in Chapter 4, where a modification was proposed to improves
the efficiency by means of a slice sampling component, as well as exploiting its
parallelising capabilities.
In this work, the focus is on regions in which the probability of non-implausibility
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in input space X is maximal. That is, we aim for the maximisers of P{I(x) ≤ 3},
which are hopefully close to the upper bound of 1. This objective corresponds
to the three sigma rule, which states that 95% of probability is achieved within
three standard deviations from the mean. By means of the TA2S2 algorithm in







i ∼ pτ (x), i = 1, . . . , N
}
, (5.6)
where pτ denotes an intermediate density that converges to a uniform density in
the set of optimisers, and N is the number of samples extracted at every level of
the annealing schedule [see 84, for more details].
One of the advantages of using TA2S2 in history matching is that if the resulting
set Um is highly concentrated at one probability level the previous level of samples
can be used instead for exploration. This would be appropriate, if more samples
from lower probability responses are needed. In Figure 5.2 an application of the
TA2S2 algorithm is shown to adaptively identify the NROY space for a torus
example presented in [223]. The function is defined over the 3-dimensional cube
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Therefore, the implausibility function induces the 4 the modes in a torus as shown
in Figure 5.2. For this numerical exercise, the only assumed source of uncertainty
is the measurement error as the exact model is being used in the search, i.e. no
emulator was used as a surrogate.
5.3 Sequential non-implausible design
Having successfully identified the NROY space, the question of how to query
from such region to refocus the emulator remains a challenging problem. The
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Figure 5.2: Samples being generated at each wave for the torus implausibility function
of Williamson and Vernon [223]. At the final level, the adaptive sampler
correctly identifies the four regions of the zeroth contour level (in red). It
should be noted that exploration of the space could be done with samples
from previous levels if required.
seminal papers [48] and [49] performed a sequential design for this purpose. The
common choice in the literature is to select points greedily from the NROY space
to build a new emulator completely focused on that region [191]. This implies
that a new emulator is built based on the identified region at every wave. In
this dissertation, a different (albeit conservative approach) is followed. Since
the simulator is assumed to be computationally very expensive, it might seem
unrealistic to expect that the computational budget is kept the same at every wave.
Moreover, discarding points might represent a waste of resources and information.
In turn, the points must be chosen carefully at each wave to later add them to
the set of training runs and build a new Bayesian emulator.
The idea is that the most general information would likely be extracted at the
very first iterations while greater accuracy will be pursued at later stages of the
history matching procedure. For example, at the first waves a good characterisation
of the global trend can be identified. It is therefore appropriate to guide the
choice of training points by following a learning criteria. This is done in Bayesian
optimisation or in reliability analysis problems [218, 19, 139]. For comparison,
three active learning criteria are presented. The first criterion is the expected
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contour improvement by Ranjan et al. [184]. The improvement function is defined
as
I(x) = 2(x)−min{(f(x)− z)2, 2(x)} , (5.9)
where f(x) is the Gaussian process emulator at configuration x, z the targeted
contour level, and (x) = k v(x) the number of predicted standard deviations
derived from the uncertainty model, v(x) =
√
σ2(x) + σ2md + σ
2
me. In history
matching k is typically set to 3, following the three sigma rule. As the emulator
is random in nature, the expected value of the contour improvement is used




2(x)− (µ(x)− z)2 − σ2(x)] [Φ(u2)− Φ(u1)]
+ σ2(x) [u2 φ(u2)− u1 φ(u1)] (5.10)
+ 2[µ(x)− z]σ(x) [φ(u2)− φ(u1)]
where (x) is the k-th multiple of standard deviations, u1 = (z−µ(x)−(x))/σ(x),
u2 = (z − µ(x) + (x))/σ(x), and Φ(·) and φ(·) are the standard Gaussian
cumulative and density functions respectively.
The second criteria to be tested is the expected risk by Echard et al. [73],
which was originally was designed for reliability analysis. This implies learning
the set {x : g(x) > 0}, with g(x) the performance or limit-state function of a
configuration x. The critical level g(x) = 0 is referred to as a transition level, as its
correct emulation will allow one to effectively classify a given configuration in the
simulation in terms of the system’s performance. In this chapter, the problem is
explicitly stated in terms of the contour level z which corresponds to the observed
data in the experimental setting. This means that the risk function is defined as
Rz(x) =
{
(f(x)− z)+ if µ(x) ≤ z
(z − f(x))+ if µ(x) > z
, (5.11)
where (·)+ denotes the non-negative part of the argument, and µ(x) denotes the
expected value of the Gaussian process emulator at configuration x. The expected
risk is used as a learning criteria due to the random nature of the output of
the emulator. The derivation is a straightforward solution of one dimensional
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Gaussian integration, which for completeness is included in 5.A. The analytical
expression can be written in compact form as
E[Rz(a)] = σ(x) [−sign(z¯) z¯Φ (−sign(z¯) z¯) + φ(z¯)] , (5.12)
where z¯ = (z−µ(x))/σ(x) denotes the standardised contour level, sign(·) the sign
function, and the pair Φ(·) and φ(·) are the cumulative and density functions of a
one-dimensional Gaussian random variable respectively.
Lastly, the third learning criteria to be compared, is a variation of the entropic
profile presented by Lv et al. [145]. Originally formulated in the reliability analysis
literature, it was designed to measure the entropy of a random variable in a
neighbourhood of two standard deviations from the origin. In this chapter the
concept has been extended. Again, an explicit solution is presented for a contour







where σ2(x) denotes the predicted variance from the emulator and pi(y) the
non-standard Gaussian distribution from the emulator response y = f(x) is
distributed as a N (µ(x), σ2(x)). As shown in 5.B, the entropic profile can be
written compactly as
Hz(η(x)) =
∣∣∣ [ln(√2pi σ(x))+ 0.5] [Φ(z¯2)− Φ(z¯1)]− 0.5 [z¯2φ(z¯2)− z¯1φ(z¯1)] ∣∣∣,
(5.14)
where z¯1 and z¯2 denote the standardised contour levels, that is, z¯1 = (z − µ(x)−
k σ(x))/σ(x) and z¯2 = (z − µ(x) + k σ(x))/σ(x).
All three of the previously discussed criteria rank the samples from the identified
NROY space. It is important to note that these type of learning criterion take into
account a one-step-look-ahead pointwise strategy. Other options include A-optimal
designs, which incorporate area impacts to the improvement of the emulator’s
response surface. In particular, following dynamic programming strategies, one
can define a learning criteria with a known number of sequential decisions. As a
consequence, this selection of points chooses a batch of candidate runs. This is
known as finite-horizon dynamic programming [28].
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Given the proposed learning criteria, a natural question is how to choose the
points given such ranking. As nearby sample points are likely to be similarly
ranked, it would be naive and a waste of computational resources to query
the simulator on just the top-ranked NROY samples. Alternatively, to choose
uniformly from the sample points would ignore any ranking at all. An adequate
leverage between these extremes is achieved by the following procedure.
Firstly, a learning criterion is chosen to rank the samples, as well as a cut off
point. That is, a threshold to guarantee that some percentage of the maximum
attainable gain can be held. In this work, this percentage is assumed to be 50%.
The current setting selects the best first point following an active learning criteria.
Although, the rest of chosen points will have a diluted effect from the learning
criteria. As commented above, choosing a high percentage would likely concentrate
the candidates in narrower neighbourhoods around the best sample. In contrast,
a low percentage would not acknowledge the ranking. Secondly, a maximin design
is proposed to chose the next batch of training points as follows. The seed of this
design is selected to be the top ranking point from the NROY samples, i.e. the
point that has the highest expected learning criteria. It is important to note that
this type of sampling usually starts with the mean of a cloud of points [see 139,
for more details]. Since the NROY space has potentially a complicated topology,
the average point might lie outside the region of interest and choosing a point
from outside the NROY space would be a poor selection.
After choosing the starting point x0, the maximin design proposes the furthest
sample available, so x1 = arg maxXNROY ||x− x0|| is chosen as a successor. This
selection takes both points out from the bag of samples and initialise the set of
new sample points containing both, X ∗ = {x0,x1}. The training points currently
in use for the emulator are also included in X ∗, that is X ∗ = X ∗ ∪ D. This
prevents redundancy in the selection of new points. The next step computes the
distances to both x0 and x1 for the remaining sample points in the sampled NROY
collection. After this, each sample point in the NROY set has two associated
distances to X ∗. The next step involves choosing the minimum for each NROY
sample. Thus, the distance of each point to the set X ∗ is computed. Following
this, x3 is assigned as the furthest point observed and is taken out of the bag
of samples and incorporated to the collection of new training runs. That is, the
update X ∗ = X ∗ ∪ {x3} is performed. The selection of new points follows this
procedure iteratively, computing the distances to the set X ∗ and choosing xk
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as the farthest point. Performing the previous steps allows us to obtain N new
samples to train a refocused emulator. As mentioned above, the first point will
follow the specific learning criteria chosen. The rest of selected points will followed
a space-filling design with a diluted effect from the criteria in use.
In summary, the use of the maximin selection allows us to (i) retain the best
possible point; (ii) collect samples from a space-filling design in NROY space; and
(iii) restricts the choice of new points following the active learning criteria.
5.4 Numerical experiments
In this section a comparison among the active learning criteria is presented. The
performance of the history matching procedure is illustrated in a 2D example, a
3D case study of a fault model, and on battery of tests in multiple dimensional
settings.
In history matching applications, a common stopping rule to terminate the
procedure is to compare the maximum predicted error of the surrogate model
in the NROY samples to the estimated variance attributed to measurement and
model discrepancy (σ2me and σ
2
md). The motivation is that further improvement
of the surrogate would not be able to reduce the elicited deviations from the
simulator. The Gaussian process, in this setting, is ideal since it provides an
estimation of predicted error as by product in its construction.
As an alternative to the maximum criteria discussed above, the use of a scoring
rule is explored in this work. For these purposes the Continuously Ranked Proba-
bility score (CRPS) presented in Chapter 4 is used. It possesses the properties of
being a proper scoring rule to report probabilistic inferences. As stated before,
the Gaussian process emulator is able to provide full probabilistic statements like
predicted values and dispersion estimates around such predictions.
5.4.1 Franke’s function
In this experiment, Franke’s function is used as a simulator [82]. As mentioned in
Chapter 4, it is a well known function in the surrogate modelling literature. It is
defined in the two dimensional unit cube, and consists of a sum of three Gaussian
peaks and one smaller dip. Franke’s function is defined as
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f(x) = 0.75 exp
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As mentioned before, Figure 4.1 depicts the contour levels of Franke’s function.
For the purposes of history matching, the target contour level has been defined
as z = 0.6, which results in a target contour level with two disconnected disks,
as shown as a solid red line in Figure 5.3a. The dashed red lines correspond to
the emulator’s predicted contour level of interest. The shaded regions represent
the probabilistic implausibility contour levels, lighter colours denote a higher
probability. The apparent discontinuities of the shaded regions are due to both
the low number of training runs and the emulator hyperparameters being sampled
from the posterior distribution. As previously discussed, when the available
data to train an emulator is small, multimodal samplers are able to represent
code uncertainty more robustly, [see 84, for more details on multimodal posterior
samplers for Gaussian proceses].
Panels in 5.3a show the sequences of waves of the history matching procedure.
The scatter points in blue represent training points at that wave used to fit
the emulator, whereas red dots depict the chosen points in the identification by
active learning. For the purposes of illustration, the entropic profile discussed in
Section 5.3 was chosen. The samples generated from the NROY space at each
wave are shown in Figure 5.3b. In this case, the use of sampling algorithms based
on annealed distributions is justified by the complex geometry of the target region
[226, 84]. In particular, the first panel shows that all NROY samples satisfy
the property of being good candidates to improve the emulator. In the same
panel, orange dots denote the chosen points after selecting the top ranking sample.
For the remaining subpanels, light blue dots illustrate sample points from the
NROY space which are not suitable to improve the emulator. The best candidates
are depicted with dark shaded blue following the ranking of the active learning
criteria and a selection of a threshold. Also, the space filling interpretation of the
maximin strategy is demonstrated empirically in the first panel (the first wave of
history matching). As noted before, good coverage can be seen in all panels by
the maximin space filling criteria.
The procedure was replicated by 50 independent runs of the procedure for
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(a) Contour levels and training runs
(b) NROY identification and sample selection
Figure 5.3: Results for Franke’s function in the history matching setting. In 5.3a,
contour levels of the probabilistic implausibility measure are shown with
lighter shades representing higher probabilities. Blue dots represent training
runs used for the simulator at wave t, and red dots new points identified in
NROY space with good predicted improvement performance. Each subpanel
in 5.3b shows the samples in NROY space, with those satisfying a good
predicted improvement in darker colours. In red, points selected to try the
simulator to train the Gaussian process emulator are shown.
each learning criteria. This is depicted in Figure 5.4, where results are shown
for both the maximum predicted error and the CRPS as iterations advance.
The predicted errors steadily decrease for each learning criteria. However, it
can be seen that the decrements in CRPS are not constant. The LHS criterion
chooses among the NROY samples by the maximin design without any ranking or
prescribed threshold. It is important to note that the LHS sampling scheme seem
to decrease the predicted error too hastily. However, it becomes trapped in its
own overconfidence as seen by a slight increase in the CRPS.
5.4.2 The IC fault model
The following experiment tests the emulation-based history matching framework
in a physical model. The IC fault model is a cross-sectional simulator of a reservoir.
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Figure 5.4: History matching for Franke’s function. The procedure was performed
independently 50 times for each active learning criteria. The results are
summarised in boxplots at each wave. The Maximum predicted error was
calculated from the NROY samples at each wave. Analogously, the reported
CRPS was computed as the median from the NROY samples. Although
a space-filling criteria reduces the predicted error further than the other
candidates, the probability statements seem to deteriorate when compared
to the other learning criteria.
Each run is determined by three unknown input parameters, namely, h (the fault
throw), kg (the good-quality sand permeability) and kh (the poor-quality sand
permeability) [212, 191]. It has become a benchmark to test history matching
procedures as it is a difficult computer model to calibrate.
The outputs of this simulator are 36-month time series corresponding to three
different properties such as the oil production rate, the water injection rate and
the water production rate. The information of this model is stored as a collection
of 159,661 code runs selected uniformly at random in the 3-dimensional cube.
Instead of matching the full time series only three statistics are chosen as in [191].
Those outputs are o24 the oil production rate at month 24; o36 the oil production
rate at month 36; and w36, the water injection rate at month 36.
For experimentation purposes it is assumed that there is no access to such a
rich dataset. In turn, a handful of 60 points are chosen at random from a Latin
hypercube sampling scheme to initialise the procedure. At each wave an additional
30 points are selected as discussed in Section 5.3 to improve the emulator at the
pre-specified target level. Each output is emulated independently by a Gaussian
process. In this case, the implausibility function is a probabilistic version of the
Second Maximum Implausibility Measure Vernon et al. [216], computed from the
GP posterior distribution using a Monte Carlo estimate. This implausibility is
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used in order to guard against the possibility that one of the emulators is not
performing accurately. The Second Implausibility Measure is defined as
I(2)(x) = max
i
( {I(i)(x)} \ I(1)(x) ), (5.16)
where I(i) denotes the implausibility for the i-th ouput, and I
(1) denotes the largest
Implausibility among all outputs. The target level to be matched is defined as
z = (563.6, 387.5, 917.2)>. (5.17)
The history matching procedure was replicated 50 times, each starting with a
different LHS design, and both performance measures for each wave were recorded.
Results are summarised as boxplots in Figure 5.5. It is clear that the expected
risk learning criteria is both slower and leads to noisier results for this simulator.
In all cases, the oil production rate at month 36, i.e. o36, proves too difficult to
emulate as seen from the boxplots in Figure 5.5. Nonetheless, history matching
overcomes this limitation and manages to decrease both the expected predicted
error and probabilistic predictions in the target contour level defined (5.17). It is
important to note that better results can be achieved if a different GP emulator
is trained at every contour level as in the spirit of [191]. This work focuses on the
properties of using both the complete probabilistic statements from the Bayesian
posterior of the computer code and the incorporation of active learning criteria
that uses this characterization.
5.4.3 Random functions experimental setting
In order to assess the impact of each learning criteria within the full Bayesian
history matching procedure, the following experimental set-up is proposed. It is
inspired by [115], as it was used to measure the performance of different acquisition
functions used for Bayesian optimisation. The reason for following this direction
is that there is no generally-agreed set of test functions for high dimensions.
Different dimensional settings are chosen in order to understand both limitations
and strengths of the three active learning criteria for one dimensional output codes.
The LHS discussed in the previous experiments is is included in the comparison.
Since there is no current battery of test functions available, it is proposed that



























Figure 5.5: Results for the IC fault model in both performance measurements. Each
box corresponds to each output from left to right. By using the probabilistic
Second Maximum Implausibility measure it can be noted that there is
no bias towards an inaccurate emulator. There is evidence that the oil
production rate at month 36, o36, proves difficult to fit with the chosen GP
assumptions. Nonetheless, the history matching procedure is reducing both
the uncertainty and the prediction error for the target contour level.
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from a Gaussian process prior, as shown in 5.C. Having different random seeds, it
is possible to replicate the same function for each active learning criteria in each
dimensional setting, thus preserving each set of the functions to be compared.
In total, 50 random functions were simulated in each dimensional setting. For
each, the contour level corresponding to the 95% percentile on the prior seeds as
explained in 5.C is chosen as the target for the History matching procedure.
The different dimensional settings include low dimensional spaces (2D and
3D), medium-sized dimensional spaces (5D and 10D) and large dimensional
spaces (15D and 20D). In the case of large dimensional settings, dimensionality
reduction techniques can be applied such as active variable selection [217] or
Partial Least Squares [35]. It is widely known that the use of Gaussian process as
surrogate models tend to lose predictive accuracy and robustness with increasing
dimensionality. This happens because of the Kernel being used for the correlation
structure, as typical choices rely on some form of Euclidean distance. Thus, the
dimensional settings chosen reflect the feature spaces where the GP emulator will
be able to generalize well.
In the experiments, the history matching is not terminated, but the predicted
error is tracked along the iterations of the procedure. Figure 5.6 depicts the
maximum predicted error is reported at every wave, for each random function.
The results are grouped in boxplots to show the overall dispersion at each wave.
The medians are connected with lines between waves for every learning criteria
for visualisation purposes. The space filling baseline results are shown in black.
Overall, the history matching procedure is successful in reducing the maximum
predicted error. It is important to note that in any dimensional setting the Risk
criterion in (5.12) shows less improvement as the waves advances. This is a
consequence of the Risk criterion being more susceptible to local exploration than
the other candidates. In low-dimensional settings the Entropic profile and the
ECI show a slight advantage over the space filling design. This is a consequence
of a better leverage between the exploitation and exploration trade-off. In high-
dimensional settings, both the Entropic profile and the ECI show comparable
performance to that of the space filling design. This is evidence that both criteria
are being too general in their rankings and little exploitation of the surrogate is
being used.
The reduction of the CRPS by the emulation-based history matching is shown in




















Figure 5.6: Results for the maximum predicted error in NROY samples. Each subpanel
corresponds to different dimensional settings indicated in the black headers.
The boxplots are generated by extracting the statistic from each of the
replications of the experiment at each wave. Connecting lines are shown
to better appreciate the downward trend as the iterations succeed. In all
dimensional settings the risk learning criteria is confirmed to be slowest as
in Figure 5.5.
As before, the overall performance is as desired, resulting on decreasing values of
the score. The use of the Risk learning criterion seems to be hindered again by its
lack of willingness to explore the NROY space as the dimension of the problem
increases. As before, the entropic profile and the ECI show comparable results to
a space filling design.
The results show that the Risk learning criterion (5.12) is prone to get being
trapped in local regions around the best choice. In contrast, for low and medium
dimensional settings, the Entropic profile and the ECI show a better performance
in lowering the maximum predicted error (the variance estimated by the emulator).
For higher dimensional settings, there is no apparent gain in using any of
the criteria discussed above. The use of a space-filling design seems like a safe
choice. However, it should be noted that the learning criteria do achieve a lower
predicted error in low dimensional settings. This should be taken as an indication
that something can be done to enhance the performance on higher dimensional
problems. Recall that the selection of the samples to refine the emulator is done in
two stages. Firstly, the NROY space is identified by an annealed uniform sampling
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Figure 5.7: Results for the CRPS predicted error in NROY samples. Each subpanel
corresponds to different dimensional settings indicated in the black headers.
The boxplots are generated by extracting the statistic from each of the
replications of the experiment at each wave. In this case the median of the
CRPS is extracted from the NROY samples. Connecting lines are shown
to better appreciate the downward trend as the iterations succeed. It should
be noted that very low dimensional setting the prediction on the target level
do not improves substantially. However, for larger dimensional spaces it
continues to improve.
scheme. Secondly, the samples are ranked accordingly (choosing a learning criteria)
and those that are not able to produce at least a 50% improvement than the
best in the batch are discarded. Following this, among the samples retained,
a minimax selection procedure is done, starting by the top sample. From the
results previously exposed, it seems that setting this 50% target level seems too
permissive and that most of the samples are retained in the procedure. In the end,
the minimax selection and a space-filling choice become equivalent. This is another
embodiment of the curse of dimensionality, in which higher dimensionality requires
larger the sampling designs for the emulator. An alternative, which is subject of
current research, is to choose a batch of good candidates from the learning criteria
as it is done in the Bayesian optimisation setting with the multi-point expected




In this chapter, it has been proposed to completely acknowledge the information of
the Gaussian process surrogate in history matching applications. This leads to the
use of a full probabilistic version of the implausibility function. The exploitation
of this measure is done by sampling with an annealing schedule as in sequential
subset optimisation. This allows one to generate uniform samples from the regions
defined by a high probability of being non-implausible. In these regions, the
simulator is likely to replicate the observed limited data. There ability to sample
from complicated geometries and disconnected regions is achieved by using this
form of annealed sampling. The sampling methods have been recently proposed
in the Bayesian inference framework but are flexible enough to accommodate to
the history matching setting [84]. Additionally, the use of active learning criteria
to improve the surrogate was also presented. The experimental results show
evidence of better performance when using the expected contour improvement
or the proposed entropic profile, a version adapted to history matching. This
contrasts with random generation of samples by some type of adapted proposals
or rejection-based methods. A testbed of random functions was presented to test
the effectiveness of this framework, since there is no agreed collection of history
matching test functions. It is important to note that the learning criteria used
in this work can be classified as myopic. This means that the learning functions
only take into account the information available at the current iteration. The
learning criteria can potentially decrease the number of samples to be considered
and achieve comparable results to that of using the whole set of points, as in LHS.
Note that theoretical results in [208] show that the GP emulator converges to the
true simulator with rates depending on the coverage of the training point design.
The experimental results here suggest that certain alternatives can achieve similar
consistency. Also, the results shown for the IC-Fault model enhances the need to
study further multi-output history matching application. A direction of current
research is the use of more general learning criteria, or acquisition functions, that
mimic batch optimisation. In the following section an industrial application of
the emulation-based history matching is discussed.
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5.6 Industrial application
This problem was an uncertainty challenge posed by Airbus at the Uncertainty
Quantification and Management (UQ&M) study group hosted by the Institute for
Risk and Uncertainty at the University of Liverpool on July 2016. The objective
of this exercise was to narrow the set of feasible aircraft configurations that
matched a specific competitive advantage in a realistic but not real environment in
a working session of three days. In particular, the objective was to satisfy certain
threshold targets in flyover and sideline noise, Nitrogen Oxide emission and fuel
consumption while satisfying certain tolerance levels. Problems of this type are
known in the literature as Robust-based Design Optimisationn (RBDO) [65, 38].
The model consisted of a 24-hour operation aircraft, and was treated as a black-
box function implemented in the AirCADia framework [106] due to a disclosure
agreement. This model is a multi-dimensional simulator in both input and output
spaces. The input parameters are summarised in Table 5.1 and represent design
variables, and are referred to as input variables in the context of simulator code
analysis. The output variables represent figures of merit for the aircraft to satisfy
and are summarised in Table 5.2. The RBDO formulation of the problem offers an
analogue to the history matching setting. The latter is used to discard regions of
input parameter space in order to satisfy target values of the merit functions given
certain variability levels. These variability thresholds are treated as observational
noise in the process, allowing the correspondence between calibration under the
history matching formulation and that of RBDO to be completed.
Notation Range Description
WA [1300, 1400] wing area
WAR [9, 11] wing aspect ratio
ST [26000, 32000] sea level static thrust
FPR [1.5, 1.8] fan pressure ratio
OPR [30, 40] overall pressure ratio
B [6,8] bypass ratio
Table 5.1: Input variables for the Airbus application.
The problem solved during the study group is described as follows. The target
design is for that of an aircraft that satisfies the following multivariate merit




flyover noise dB environmental impact
sideline noise dB environmental impact
nitrogen oxide emissions lb environmental impact
block fuel lb performance efficiency
Table 5.2: Output variables for the Airbus application.
z = (82, 86, 240, 33000)>, (5.18)
where the vector z is composed by the output variables shown in Table 5.2. The
variability levels (the measurement error term in history matching) were elicited
as
σme = (0.1, 0.05, 5, 100)
>, (5.19)
where each component of σme represent the corresponding variability bounds for
each merit function. An LHS design was chosen to train a full Bayesian Gaussian
process as described in Chapter 3. The number of training runs chosen was 60, as
to follow the agreed upon rule of choosing 10 training points per input dimension
in surrogate modelling [190]. The time to run the simulator model in Airbus’
remote server, collect the data and distribute it among the participants was nearly
24 hours. Each run of the simulator code took approximately 1.5 hours. The
use of Gaussian processes as surrogate models drastically improved each model
evaluation. For this purpose an independent Gaussian process model was used for
each simulator output with appropriately marginalised hyperparameters. This
allowed to implement the history matching framework described in this chapter
with the probabilistic version of the Second Maximum Implausibility function
described by (5.16). Given the time constraints, it was only possible to perform
one wave of refocussing for the history matching. However, the results shown
in Figure 5.8 confirms a quick reduction of input parameter space. The orange
dots show the NROY samples as found by the application of the TA2S2 algorithm.
The blue dots show the possible selection of additional 20 points in NROY space
driven by the entropic learning criteria developed in Section 5.3.
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Figure 5.8: NROY identification for the Airbus aircraft design optimisation problem,
solved through the analogy of a probabilistic history matching calibration
problem. Orange dots correspond to the NROY samples using the TA2S2
algorithm for the subset optimisation setting of probabilistic history match-
ing. Blue dots depict potential candidates to further evaluate the simulator
and refocus the Gaussian process emulators.
5.7 Conclusion
In this chapter a full probabilistic approach to emulation has been taken into
account for history matching. The Gaussian process model is used as a probabilistic
emulator for simulators in history matching applications. In particular, it provides
a probabilistic treatment of the implausibility function. The TA2S2 algorithm
developed in Chapter 4 have been used to sample uniformly from the NROY space.
Additionally, a set of active learning functions have been proposed to guide how
to select samples to improve the emulator. While they do not offer a consistent
better alternative to that of uniform sampling, they provide a direction of future
research in batch refocusing strategies.
The NROY space is identified through the use of the implausibility function.
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Its formulation is analogous in spirit to the characterisation of failure domains
in reliability analysis. This has led to study subset simulation as a sampling
strategy used in reliability analysis. Subset simulation is formulated in a space
of standard Gaussian variables where unitary scales are appropriate. However, if
the intermediate failure domains become smaller and more complex in geometry,
as in history matching, high rejections rates are encountered. This has lead to
work in Hamiltonian-based subset simulation presented in Chapter 6. The next
chapter formulates both the reliability analysis problem and the subset simulation
algorithm.
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5.A Expected risk
The risk criterion is defined by taking into account both the target level z and
the probability distribution for the output as learned from the emulator. Note
that the output from a Gaussian process at index x is a Normal random variable
with mean m(x) and variance σ2(x). In the following the reference to the index x
is omitted to ease the exposition.
The risk is defined as a piecewise function, stemming from two possibilities.
Firstly, as the shortage of reporting y units below the target level z when in
expectation it should have reported a greater quantity. Secondly, when the report
consisted of y units above the target level, when the expected value was known to
be below the target. That is, the risk criterion can written as
Rz(x) =
{
(η(x)− z)+ if m(x) ≤ z
(z − η(x))+ if m(x) > z
.
Taking into account that y is a random variable, the expected value of the risk
is computed. Thus, the first component of the reported quantity can be written as




















= σ [ z¯Φ(z¯) + φ (z¯)] ,
where f(·) denotes the density for the output of the simulator; (a)+ = max{a, 0};
z¯ the standardised target level; and, Φ and φ the cumulative and density functions
of a standard Gaussian random variable respectively. An analogous procedure let
us write the second component of the risk function as




(y − z) f(y) dy
= σ [−z¯Φ(−z¯) + φ (z¯)] .
Note that the first component is active whenever the inequality z − m < 0 is
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satisfied. Similarly, the second component becomes active when the inequality
z −m > 0 holds. These two expressions allow to write the expected risk learning
criterion in compact form as
E[Rz(a)] = σ(x) [−sign(z¯) z¯Φ (−sign(z¯) z¯) + φ(z¯)] . (5.20)
5.B Entropic profile
Considering the GP prior for the computer model, the output of the simulator
is a random variable. Thus, it makes sense to use the entropy of the output for
a given interval on the prediction. Let’s recall that Pukelsheim’s rule is used to
determine the implausibility of the output to identify the NROY space. Similarly,
we can compute the entropic profile of the emulator response in the interval






















∣∣∣ [ln(√2pi σ(x))+ 0.5] [Φ(z¯2)− Φ(z¯1)]− 0.5 [z¯2φ(z¯2)− z¯1φ(z¯1)] ∣∣∣,
where z¯1 and z¯2 denote the standardised contour levels. That is, z¯1 = (z −m−
k σ)/σ and z¯2 = (z −m+ k σ)/σ. The last inequality is attained after applying
some properties of the integrals of standard Gaussian densities.
5.C Random functions from a Gaussian process
prior
As there are no standard test functions for history matching in increasing dimen-
sional settings, it is proposed to generate random test cases from a Gaussian
process prior. This is a similar strategy followed in [115] where in different dimen-
sional settings functions are generated randomly. This is achieved by using the
posterior mean of a Gaussian process as such a random function.
The process is summarised as follows. For each dimensional setting d, n = 100×d
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points are generated uniformly at random from [0, 1]d. Let us denote these chosen
seeds as X ∈ Rn×d. The lengthscales of a Matern kernel, ϕ, are generated from
a uniform random vector in the cube [0, 2]d and the signal noise is chosen as 10.
The random choice of seeds and lengthscales generate different functions during
this process. The choice of the signal noise to be the same for every test case
allows one to make comparisons in terms of predicted error and CRPS among the
functions within the same dimensional setting.
The evaluation of the random function is performed as follows. The Gaussian
process prior defines a multivariate Gaussian distribution for the output on the
seeds f ∼ N (0, 102K), where K denotes the covariance matrix using the Matern
kernel, the seeds X and lengthscales chosen as above. Thus, given a set of training
input configurations, say X′, the output of the random function is
y = k>∗K
−1f
where k∗ is the column vector of pairwise evaluations of the chosen kernel between
each training run X′i and all random seeds X.
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Reliability Analysis and Hamiltonian Dynamics1
This chapter studies the problem of reliability analysis in engineering systems. As
discussed in Chapter 1 the reliability analysis problem can be formulated by a
performance function which represent the state of a complex system. Thus, the
reliability of a system is studied through the characterisation of a failure domain.
In particular, the failure domain is defined as the response of the system exceeding
a given safety threshold. The main objective is to estimate the probability of failure
of a system, that is, the probability of the demand exceeding the system’s capacity.
This formulation can be used to draw an analogy to the history matching problem
presented in Chapter 5. In the context of reliability analysis, the implausibility is
the performance function, and the number of standard deviations is the safety
threshold level. The observation that in history matching the identification of
the NROY space can be thought as identifying a contour level of the simulator
within some variability bands, has motivated the question of efficient sampling in
highly constrained spaces. On the other hand, the subset simulation algorithm
(to be discussed in more detail in this chapter) has been the go-to-approach to
simulate and estimate the probability of failure in reliability analysis. In particular,
subset simulation has proven to be a successful approach to quantifying such
1The results and ideas have been submitted for publication as a manuscript, see Garbuno-Inigo
et al. [87]
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negligible probabilities with much lower computation cost compared to typical
Monte Carlo estimates. Nonetheless, it is known that subset simulation is prone
to high rejection rates when the failure domain is highly constrained, and this has
motivated the development of several adaptive techniques [12]. In light, of the
results of incorporating adaptive scaling and delayed rejection in Chapter 4, this
chapter seeks to improve the efficiency of subset simulation to be used in reliability
analysis in the context of engineering computations. In particular, Hamiltonian
Monte Carlo is proposed in the context of subset simulation as it uses first order
information to guide the generation of samples.
6.1 Introduction
Subset simulation (SuS) [9, 12] has proven to be an efficient rare event simulation
method to estimate the probability of failure in complex systems. It has been
particularly successful in high dimensional settings. The idea behind the algorithm
is to generate a sequence of nested intermediate failure subdomains that keep
both the complexity of the region of interest and the number of simulations as
low as possible.
In summary, the reliability problem is modelled by an input vector of random
variables x ∈ Rd and a system performance function h(x). Randomness in x
allows one to characterise uncertain behaviour on the system. A prespecified
threshold level b determines its correct state. Without loss of generality, failure is
achieved whenever the system response exceeds the threshold, h(x) > b.
In applications it is common to assume independent standard Gaussian variables
u. For this purpose, a mapping u = T (x) is needed. Typical choices are the
Rosenblatt [116] or the Nataf [60] transformations. The information available to the
analyst regarding the random variables is what determines which transformation to
use. To be explicit, if the joint distribution or marginal information are known to
the analyst. Without loss of generality, this chapter assumes a standard Gaussian
space for the random variables.
High dimensional applications of Subset Simulation have been successful as the
algorithm is both amenable to parallelisation and is efficient to generate random
vectors. Subset Simulation applies localised Markov chain Monte Carlo, which
traditionally uses component-wise updates [127, 227, 178]. However, it is known
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that towards the final levels the rejection rates of samples increases substantially.
Thus, the exploration of the input domain is less efficient and scaling the width of
the proposals is needed to retain movement along a chain. The reason behind this
is that the generation of samples for Subset Simulation is usually seen as a two
step acceptance procedure. The first step generates a good proposal according
to the standard Gaussian space. The second step checks if the proposed sample
lies within the intermediate failure domain. It can be seen that not including
the failure domain information potentially increases the rejection of samples. For
example, consider a single random variable u and a threshold b. Let us suppose
that the current state of the Markov chain is in the threshold. A Gaussian proposal
will include values below the threshold. The two step acceptance will potentially
discard half of the proposals. As the dimensionality increases, this can be seen to
become cumbersome and would create a negative impact on the efficiency of the
method.
In this chapter, Hamiltonian Monte Carlo is proposed to be used to generate
samples for the Markov chains needed for Subset Simulation. The failure domain
is incorporated in the proposals by means of a smooth barrier function. As it will
be seen, the smoothness of the barrier alleviates the non-differentiability issues of
incorporating the second acceptance step in the generation of samples. Moreover,
this formulation of the method allows an easy implementation of the algorithm in
general purpose probabilistic programming software such as Stan [40] or PyMC3
[192]. Overall, the Hamiltonian-based Subset Simulation achieves competitive
performance on typical tasks such the linear response system. It is also shown to
perform well on highly constrained failure domains and stochastic finite element
applications.
The chapter is structured as follows. A formal definition of both the reliability
analysis problem and the Subset Simulation algorithm is presented in Section 6.2.
A brief overview on Hamiltonian Monte Carlo and the details of Hamiltonian-based
Subset simulation is found in Section 6.3. Numerical experiments are presented in
Section 6.4. Lastly, concluding remarks are presented in Section 6.5.
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6.2 Reliability Analysis and Subset Simulation
Subset Simulation (SuS) [9, 12] is an advanced Markov chain Monte Carlo method
for reliability and failure analysis of complex systems, especially designed for
simulating rare events. It is based on the idea that a small failure probability
can be expressed as a product of larger conditional failure probabilities. This
effectively converts a rare simulation problem into a series of more frequent ones.
6.2.1 Reliability Analysis
A failure event can be formulated as the exceedance of a critical response Y ∈ R
over a prescribed threshold b. Let Y = h(u) be the response quantity of interest
depending on random parameters u ∈ Rd distributed according to the probability
density function (PDF) pi(u). The performance function h(·) represents the
relationship between the uncertain input parameters and the output response. It
contains all the available information of the system such as stresses, loads, etc.
The primary interest of reliability analysis is to determine the failure probability
P (Y > b):
PF = P (Y > b) =
∫
pi(u) 1(u ∈ F ) du, (6.1)
where
F = {Y > b} = {u ∈ Rd : h(u) > b}, (6.2)
denotes the failure event or the failure region in the parameter space, depending
on the context. 1(·) is an indicator function, equal to 1 if its argument is true
and zero otherwise.
SuS approximates the solution to Equation (6.1) by generating a sequence of
random samples of u conditional on increasingly rare failure events F = FM ⊆
. . . ⊆ F2 ⊆ F1. Each intermediate failure event in the sequence is define as
Fi = {Y > bi} (6.3)
where {bi}Mi=1 is an increasing sequence of threshold values adaptively determined
during the simulation run, and M is the final intermediate level. The probability of
failure is approximated by exploiting the conditional dependence on intermediate
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failure levels. That is, by writing the target failure probability as
PF = P{Y > b} = P (FM |FM−1) · · · P (F1|F0), (6.4)
where F0 denotes the unconditional event.
The samples are used to estimate the complementary cumulative distribution
function (CCDF) of Y . When the right tail covers the threshold value associated
with the target failure event, the required failure probability can be obtained
from the estimate of the CCDF. The conditional samples can also be used for
estimating the conditional expectation in probabilistic failure analysis, a feature
not shared by conventional variance reduction techniques.
6.2.2 Subset Simulation
Subset simulation requires two input parameters: the number of samples generated
at each failure level, denoted by N , and the conditional level probability, denoted
by p0. For algorithmic convenience, both are chosen such that p0 ×N and 1/p0
are positive integers. It has been previously studied in [227] that a prudent choice
for the conditional probability satisfies p0 ∈ [0.1, 0.3].
A simulation run starts with the (unconditional) level 0, where N independent
and identically distributed (iid) samples of u are generated from pi(·), i.e. by direct
Monte Carlo. The corresponding values of Y are computed and sorted in ascending
order, resulting in the ordered list {b(0)k : k = 1, . . . , N}. The value b(0)k gives the
estimate of b corresponding to the exceedance probability p
(0)






, k = 1, . . . , N. (6.5)
The first failure threshold level is defined by means of the (p0N + 1)-th largest
sample value of Y . Thus, the conditional failure relation
p0 = P{Y > b1} = P (F1|F0), (6.6)
is satisfied. Note that the p0N top ranked samples have responses greater or
equal to b1. By construction, these samples are already inside the intermediate
failure level F1. The generation of new samples from the intermediate failure
domain is done by exploiting this property. The p0N top ranked samples are used
as seeds to grow independent Markov chains from the target density pi(u|F1) ∝
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pi(u)1(u ∈ F1). This results in growing Nc = p0N chains, each with length
Ns = N/Nc = 1/p0. Having the seeds inside the target region, F1, allows one
to discard any burn in period usually required in MCMC simulations to grow
a single Markov chain. The SuS algorithm follows the previous principle in an
iterative manner. The i-th level (for i ≥ 1) is conditional on the intermediate
failure event {Y > bi}, where bi is determined as the (Nc + 1)-th largest sample
value of Y from level i− 1. Thus, at each intermediate failure level i the relation
p0 = P (Fi|Fi−1) is satisfied. At level i, Nc independent Markov chains are grown
from the target density pi(·|Fi), each with length Ns.
The process above is repeated until the target threshold level is reached. As
before, let us denote by M the final intermediate level. The threshold value
satisfies bM ≥ b and thus the number of conditional samples with responses
greater than b, exceeds Nc. The estimate of the failure probability is derived from












k=1 1(uk ∈ FM) is the estimate of the conditional failure probability
at level M , say PˆM .
6.2.3 MCMC Proposals for Subset Simulation
SuS relies on the generation of samples at each annealing level. Thus, the efficiency
of the SuS algorithm depends on the efficiency of generating samples at each
conditional level. Recall that at each intermediate, say the i-th, Nc chains are
grown independently, starting from a given seed in Fi. The chain is grown using
a transition proposal. Let us denote by u the current state of the chain and u∗
the proposed candidate of the transition. Let us denote by q(u∗|u) the transition
density. An ideal property of a Markov chain is to be ergodic with respect to
the transition operator [92]. To enable this, the proposals for new states of the
Markov chain are designed to satisfy the detailed-balance condition. This means
that new samples are generated so that the following equation is satisfied
p(u|u∗) pi(u∗|Fi) = p(u∗|u) pi(u|Fi). (6.8)
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Detailed-balance further implies that the proposal distribution leaves the target
distribution invariant. That is, that the transition operator preserve the target
distribution pi(·|Fi) for the proposed state. This can be written as
pi(u∗|Fi) =
∫
p(u∗|u) pi(u|Fi) du, (6.9)
where both sides of equation (6.8) are integrated with respect to u.
In light of the above, several variants of SuS have been proposed using different
transition operators p(u∗|u). The simplest algorithm is the Metropolis Hastings









The acceptance probability preserves the detailed-balance condition in equation
(6.8). Note that the current state of the Markov chain already satisfies 1(u ∈ Fi).
This observation means that 1(u ∈ Fi) = 1, which simplifies the Metropolis







1(u∗ ∈ Fi), (6.11)
= aˆ(u,u∗) 1(u∗ ∈ Fi), (6.12)
where the overall acceptance probability of transitioning, a(u,u∗), can be seen
as a two stage proposal. The first stage is a proposal transition from the initial
target distribution pi(·). The second, checks if the proposed candidate lies within
the intermediate failure region Fi. In the remainder, the first stage will be referred
to as the proposal step; the second, the failure step. This view has influenced the
development of variants for the transition operator which aim to improve upon
the efficiency of the MH algorithm applied to SuS. For example Katafygiotis and
Zuev [127] applied a geometric study to understand the difference in performance
between the MH algorithm and the original sampling strategy of SuS, the modified
MH (MMH) [9]. The latter being a composition of one dimensional independent
proposals in the components of vector u. Once the proposal is generated, it is later
evaluated in the failure step. Overall, the improved efficiency of MMH lies in the
ability to generate samples from within the typical set of the target pi(·) distribution.
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The typical set can be thought of as the region of the support of a distribution
where it concentrates most of its mass. For example, a d-dimensional multivariate
Gaussian concentrates its mass on the shell a of a sphere with radius
√
d. As the
dimension increases the width of the shell decreases. Other approaches include an
infinite limit of proposals which is applied component-wise to the random vector
(iMH) [11]. Spherical subset simulation [125] is another variant of the SuS method
which exploits the typical set approach of the density pi(·). It decomposes the
failure region as intersections of the failure region with typical sets on Gaussian
space with an increasing sequence of radii. Other approaches can be found in
[178, 177, 227, 36]. It is worth mentioning that by means of component-wise
updates SuS is capable to scale to high dimensional spaces typical in the reliability
analysis literature.
6.3 Hamiltonian Monte Carlo
As mentioned in Section 6.2.3, most sampling algorithms developed for SuS rely
on the two step factorization of the acceptance probability (6.12). As effective as
they are for proposing new candidates for the target pi(·), the rejection rates on the
failure step grows larger as the intermediate failure domains become smaller. In
particular, the failure region could potentially not be included within the typical
set, which makes the generation of samples by the two step proposal inefficient.
Hamiltonian Monte Carlo (HMC), originally called Hybrid Monte Carlo [69],
is an auxiliary variable sampling algorithm. It uses an additional random vector
v ∈ Rd and aims to sample from the joint density function
pi(u,v) = pi(v|u) pi(u), (6.13)
where the marginal with respect to the auxiliary variable follows the target
distribution pi(·). HMC defines the joint distribution by means of the energy
function
H(u,v) ≡ − log pi(u,v)
= − log pi(v|u)− log pi(u) (6.14)
≡ K(v,u) + V (u),
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where K(·) and V (·) are interpreted as the kinetic and potential energies of a
Hamiltonian system. HMC alternates between generating random momentum












which generates both u∗ and v∗, referred as position and momentum random
vectors respectively. This method has been revisited in [202] in the context of
Information Theory and Itoˆ stochastic differential equations. The new state of the
extended system is proposed as u∗ with reversed momentum −v∗. This reversal is
acknowledged to preserve the reversibility of the Markov chain. The joint model
(6.13) allows one to discard the momentum variables and retain the target marginal
distribution as the original target of the problem. A common choice for the Kinetic
energy function is a squared model K(v) = 0.5v>Σ−1v. This choice corresponds
to an independent Gaussian model for the momentum. The variance-covariance
matrix Σ is chosen as a pre-conditioner if a known variance-covariance structure
is known for the position variables [29, 166]. If there is an explicit dependence
between position and momentum, this can be modelled by defining Σ(u). This
version is known as Riemannian Manifold Hamiltonian Monte Carlo [98].
The solution of the Hamiltonian system (6.15) usually does not have an analytic
expression. Thus, the most common approach is to approximate the solution
by means of a symplectic integrator. In the sampling context, these integrators
preserve the detailed-balance condition of the proposal distribution. Thus, the
use of symplectic integrators preserves the target distribution of the states of

























where the time variable t is referred to as the integration time, and  as the stepsize.
Both parameters need to be defined to perform the Hamiltonian dynamics. The
efficiency of the sampler is strongly connected to an appropriate selection of
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these. A short integration time or a very small stepsize leads to random walk
behaviour. This causes the Markov chain to evolve slowly, thus having highly
correlated samples which do not explore the support efficiently. On the other
hand, a poorly chosen stepsize leads to inaccurate simulation of the Hamiltonian
dynamics, thus introducing numerical errors in the proposal for the Markov chain.
The MH ratio is used to cope with numerical errors in the simulation of the
trajectory. This stabilises the numerical procedure of simulating the Hamiltonian
dynamics. Appropriate choices of these essential parameters have been studied in
the literature and the state-of-the-art is the non-u-turn (NUTS) variant [114]. A
general purpose implementation of the latter can be found in Stan, a probabilistic
programming language for statistical inference [40].
6.3.1 HMC for Subset Simulation
HMC has proven to be efficient in high-dimensional problems. Its ability to
generate samples by navigating the joint probability density makes it an appealing
candidate to be applied in subset simulation problems. The main drawback is that
HMC uses gradient information from both the Kinetic and Potential functions, as
seen in (6.16). The Kinetic function K(·) usually does not represent any problem,
since it is chosen conveniently from a Gaussian model, namely, K(v) = 0.5v>Σ−1v.
However, the target density in SuS applications incorporates an indicator function
for which the gradient is not easily available. The indicator functions found in
the conditional densities (6.4) can be reinterpreted as a constrained sampling
problem. This has been studied previously in the statistics literature as mentioned
in the review chapter of Neal [166]. In the latter, the proposed solutions are
to either incorporate a reflection step when the particle hits the constraints
barrier or add a penalising energy function that retains the dynamics inside the
constraints. Adding a reflection step incorporates a numerical procedure that
involves estimating the time for the particle to hit the barrier. The penalising
energy function adds a parameter which is highly sensitive to small changes and
difficult to elicit. The former approach has been studied further in [157] leading
to a leap-frog integrator that incorporates a reflection/refraction component. A
similar approach was followed in [220] in which the time component is estimated
through first order Taylor approximations and specifically developed for SuS. An
alternative approach is followed in this chapter which is inspired by considering
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typical sets and approximation methods found in interior point optimisation
algorithms.
The discussion in Section 6.2.3 suggests the idea of alternating between a
proposal step and a failure step as done in the MH, MMH and iMMH variants of
subset simulation. Let us assume the current seed of a Markov chain is found far
off the typical set. This could be the case for systems with a linear performance
function
∑d
j=1 uj and a high threshold value, or by some performance function
that induces failure when ||u||2 is greater than a given threshold. All previously
discussed SuS variants aim to maintain the ergodicity of the proposals with respect
to pi(·), which without loss of generality can be assumed to be a d-dimensional
Gaussian. Applying a naive HMC proposal step will aim at targeting the ergodic
distribution. Projections of high dimensional vectors are shown in Figure 6.1 in
order to compare the effect of the Markov chain proposals under MH, MMH,
iMMH, and HMC. This projection is achieved by normalising the complete vector
by its Euclidean norm and transforming the first two components of the normalised
vector to polar coordinates. Blue dots in Figure 6.1 show samples drawn from
the true stationary distribution. That is, the corresponding sample vectors are
generated by drawing d independent Gaussians. This shows how the width of
the typical set decreases as the dimensionality increases and the samples get
concentrated in the outer shell. The red dot shows the starting point of the
Markov chain. The starting point is chosen to be outside of the typical set. Black
dots are samples generated by different variants of SuS. The lines connecting the
samples show the transitions between two consecutive states of the Markov chain.
All samplers are used with optimal scaling parameters to increase the efficiency of
the chain, [see 88, 127, 11, 40, for more details]. Note how the the MH and MMH
struggle to move towards the typical set. However, the local movements of the
transitions illustrate the efficiency that has been observed in the literature for the
MMH in high-dimensional settings. The iMMH variant rapidly reaches the typical
set, with a good mixture between local and aggressive transitions. The aggressive
transitions are shown as movements to the opposite side of the ring. For this
example, HMC achieves the highest efficiency as it both reaches the typical set
without effort and maintains quick transitioning along the ring. The exercise was
carried out for 100 and 300 dimensions as denoted in Figure 6.1.
Although encouraging, these results should be taken with caution. The local
movements of MMH and iMMH confirm their efficiency in the SuS context. Recall
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MH MMH iMMH HMC










(a) Projection of typical set of a d-dimensional Gaussian, d = 100
MH MMH iMMH HMC










(b) Projection of typical set of a d-dimensional Gaussian, d = 300
Figure 6.1: Typical set and Markov chain sampling for d-dimensional Gaussian random
vectors. Blue dots denote the typical set of the corresponding multivariate
standard Gaussian. The red dot denotes the starting point of the Markov
chain. The black dots depict the samples generated by each variant of
MCMC sampling. The lines connecting the dots show the transitions of
the Markov chain.
that for SuS the growth of Markov chains is done by alternating between a proposal
and failure step as described by (6.12). This means that the proposal step is just a
one step Markov chain that will aim to move towards the typical set with respect
to pi(·), the ergodic distribution. Applying a proposal step with HMC seems to
be too aggressive, since it rapidly returns to the typical set. If the typical set of
pi(·|Fi) is substantially different from that of pi(·), this will lead to high rejection
rates in the failure step. It is clear that to be able to harness all the benefits from
HMC in the SuS context, the two stage approach to sample from intermediate
failure domains should be avoided.
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6.3.2 Smooth failure domains
As mentioned in Section 6.2.2, SuS aims to sample from nested intermediate failure
domains Fi. The target density being proportional to the product pi(u) 1(u ∈ Fi),
where 1(·) is the indicator function for the argument. Moreover, each intermediate
failure region is defined as
Fi = {u ∈ Rd : h(u)− bi > 0}, (6.17)
where h(·) denotes the system performance function. The indicator function 1(·)
is incorporated to retain samples within the failure region Fi and it defines the
conditional distribution pi(·|Fi) ∝ pi(·) 1(· ∈ Fi). However, this prevents pi(·|Fi) to
be a differentiable function to be used in simulation of the Hamiltonian system
(6.16). In the same spirit as in interior point methods in optimisation, the indicator
function is approximated by a smooth surrogate. Since the output of the indicator
is defined by the sign of h(u)− bi, a sigmoid is proposed as a viable smoothing
function. A temperature parameter can be incorporated in the sigmoid to control
how close this surrogate is to the true indicator function. The sigmoid with
temperature t has expression
st(u) =
1
1 + exp(−t gi(u)) , (6.18)
where gi(u) = h(u)− bi. In Figure 6.2 a sequence of sigmoid approximations is
shown with increasing values of the temperature parameter.
It is important to note that as the temperature increases the sigmoid becomes
sharper around the origin. The sharp behaviour near the origin helps to decide
whether a given input vector u belongs to the intermediate failure level i. The
magnitude of the temperature is also associated as to how concentrated the output
of the performance function h(·) is around the threshold level bi. If the range of
values presents a high spread, as shown in Figure 6.2a, moderately low values would
suffice to make the distinction. On the other hand, if the the output is tightly
concentrated around the threshold value, a larger temperature would be needed
to make the sigmoid sharper around the origin, see Figure 6.2b. Nonetheless, the
subset simulation algorithm allows a framework to adaptively learn an appropriate
temperature value. The samples at level i− 1 can be used to make such a choice.
Under the Gaussian assumptions for the joint variables (u,v), and using the
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(b) Tight spread around threshold level b
Figure 6.2: Approximation of an indicator function by means of a sigmoid with an
increasing sequence of temperature values. Note that in the left panel the
sigmoid’s sharpness seems appropriate for values in the [-2,2] neighbour-
hood. In contrast, the right panel shows that a higher temperature would
be needed if the simulator output does not exhibit a high variation. This is
referred in the text as a tight neighbourhood for the simulator output.
sigmoid function (6.18), the total Hamiltonian energy (6.14) can be written with
the kinetic and potential functions
K(v) = − log(pi(v)), (6.19)
V (u) = − log(pi(u)) + log (1 + exp(−t gi(u))) , (6.20)
respectively, where pi(·) is the kernel of a d-dimensional Gaussian. Simulating the
Hamiltonian requires the explicit partial derivatives of the energy functions. From
the above equations is clear that the kinetic function does not change with respect
to the original formulation. The interest is focused in the new potential function,











where ∇h(·) denotes the gradient of the performance function. The expression
for the density of the target variable u has been left to accommodate for more
general settings. However, under a standard Gaussian model, the gradient of the
log-density, the second term in (6.21), is equal to u. Note that when the sample u
satisfies gi(u) > 0, specially for large values, the first term could effectively be zero.
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Thus, the first term in (6.21) dampens the exploration beyond the intermediate
failure domains. This effectively leads the particles towards the regions of interest.
6.4 Numerical experiments
The main advantage of the formulation with the sigmoid function (6.18) is that it is
widely applicable in probabilistic programming interfaces. Experiments in Sections
6.4.1 and 6.4.3 were easily translated into the Stan probabilistic programming
language [40] as it is possible to incorporate terms such as (6.18) into the target
density. Unless otherwise stated, the numerical experiments in this section were
performed using Stan. Other probabilistic programming alternatives are PyMC3
[192] or Edward [213].
For the following experiments, the coefficient of variation (cov) of the samples
is reported as a measure of the efficiency of the algorithm. The probability of
failure for each simulation is also reported. The cov is calculated according to the





where δ is the coefficient of variation of the PˆF , and δj is the coefficient of variation



















where Ns is the number of samples generated at every chain and ρj(k) is the k-lag
autocorrelation coefficient of the indicators on the failure sets. More explicitly, let
us denote by u
(j−1)
i,r the r-th sample of the i-th Markov chain grown at failure level






denote the response of the sample, and recall that
samples generated at level j − 1 are used for the computation of the intermediate
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All experiments were run under typical configurations for subset simulation.
That is, the level probability is chosen as p0 = 0.1 and N = 1000 [in 228, the
choice of p0 is investigated]. The number of chains and samples generated within
the chain are set to Nc = N × p0 and Ns = N/Nc respectively. Any departure
from these values is explicitly stated.
6.4.1 Linear performance function
In this example a linear performance function is considered for different dimensional
settings. Assuming the random vector u ∈ Rd is distributed as a standard





where it follows by independence of the components that h(u) ∼ N (0, d). Thus,
the probability that the performance function exceeds a given threshold can be
computed as






where Φ(·) denotes de standard Gaussian cumulative function. Keeping the
true probability of failure fixed at 10−4, the value of the threshold is computed
automatically for every dimensional setting using (6.27). For every dimensional
setting d ∈ {2, 5, 50, 100, 200, 500}, 50 independent runs of the Hamiltonian-based
subset simulation were performed. The temperature of the sigmoid function was
chosen as t = 15 as an initial Monte Carlo estimate of the variance of the response
function was not highly concentrated as previously discussed in Section 6.3.2.
The results are summarised as boxplots for each dimensional setting. As shown
in Figure 6.3, it can be noted that the probability estimates agree on average
with the true probability of failure, regardless of dimensionality. Moreover the
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estimates are contained within an order of magnitude. Two different estimation
methods are reported for comparison. The hard estimator uses the indicator
function to indicate the sample is a member of the failure domain. The smooth
estimator uses the sigmoid function with the temperature provided. Figure 6.3
shows evidence that both estimators agree, since in each pair of boxplots, there is
no major discrepancy.
Probability of Failure








Figure 6.3: Results for the linear performance function in different dimensional settings
d. The hard approximation uses the indicator functions for the computation
of the probability of failure in (6.7). Whereas the smooth approximation
refers to using the sigmoid (6.18) instead for such approximation.
Figure 6.4 depicts the total coefficient of variation for the linear response
functions for different dimensional settings. It can be noted that the coefficient of
variation exhibited by the Hamiltonian-based Subset Simulation is δ = 0.3, which
agrees with what was reported in [220]. Note that Wang et al. [220] incorporate
a bouncing mechanism and numerical approximations for the integration time
to hit the failure barrier. Moreover, the results shown in Figure 6.4 improve
on the coefficient of variation for the dimensions reported in [178], namely for
d = 2, 5, 50, 100, with a reported lower bound of δ = 0.3. As in Figure 6.3,
both types of estimators agree. The most substantial difference is present in low
dimensional settings. Whereas for high dimensions, the difference is negligible.
6.4.2 Multi-dimensional ring
This example is inspired by problems where there is interest in sampling from
a specified region around a contour level of a given function. This particular
problem can be encountered in History matching applications [4, 184]. The aim is
to target a specific region of very low volume where one has statistical evidence
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Coeffcient of variation











Figure 6.4: Results for the linear performance function in different dimensional settings
d. The hard approximation uses the indicator functions for the computation
of the coefficient of variation in (6.25). Whereas the smooth approximation
refers to using the sigmoid (6.18) instead for such approximation.
of interest. The example that is presented here targets a ring with width of 0.5
units in different dimensional settings. The failure region is defined as
F =
{




∣∣∣< 0.5} , (6.28)
where r is the radius of the ring of interest. Assuming u ∼ N (0, I), a standard
Gaussian, the sum of the squares is known to be distributed as a χ2(d). The ring
is defined to be the 99.9% percentile of a chi-squared random variable. This has
been chosen as it the typical set of the corresponding multivariate Gaussian, [see
127, for a discussion of typical sets on standard Gaussian space]. Recall that
SuS creates a sequence of decreasing values for the width of the ring, b = 0.5.
Figure 6.5 shows that the SuS intermediate levels have two effects. First, the
samples are pushed towards the ring of interest, the failure region. Secondly, it
shrinks the width of the ring by selecting such a decreasing sequence for b.
As before, Figure 6.6 shows the corresponding estimates as boxplots. This
summarises 50 independent replications of the numerical experiment. The thick
black dots show the true probability computed from the expression (6.28) for
a chi-squared random variable. The results for the estimated failure probabil-
ities summarised in Figure 6.6 show an accurate estimation across increasing
dimensions.
The results shown for the coefficient of variation δ, offer an additional insight.
It can be noted that as the dimension increases the coefficient of variation seems

















Figure 6.5: Hamiltonian-based Subset simulation samples for the ring problem (6.28).
Note that as the waves advance the ring becomes thinner. This is a
consequence of the intermediate failure domain characterisation
Probability of Failure











Figure 6.6: Results for the ring performance function in different dimensional settings
d. The hard approximation uses the indicator functions for the computation
of the probability of failure in (6.7). Whereas the smooth approximation
refers to using the sigmoid (6.18) instead for such approximation.
target region as it becomes vacuous with increasing dimensionality. However,
when dealing with the highest dimensional setting, namely d = 500, the coefficient
of variation covers uniformly a larger range. Inspecting the results from the
experiments, it is found that for d = 500 and the outliers in d = 200 the
number of intermediate levels required were increased by one, in comparison
to other dimensional settings. Recall, that δM is a weighted sum of the k-
lag autocorrelations ρM(k). Higher values of these quantities indicate that the
correlation between the output of the samples is increased. Recall that Hamiltonian-
based sampling is an efficient tool to generate Markov Chains by suppressing
random walk behaviour in u. The motivation of using Hamiltonian sampling in
Subset Simulation is to decrease the rejection rates at higher intermediate levels.
Moreover, the little discrepancy between the individual δM and the aggregate
δ show that for the intermediate levels δj is kept small. The last level used in
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the experiments for d = 500 was used to better populate the failure domain and
achieved an overall good estimation of the probability of failure, see Figure 6.6.
Coefficient of variation










Figure 6.7: Results for the ring performance function in different dimensional settings
d. The hard approximation uses the indicator functions for the computation
of the coefficient of variation in (6.25). Whereas the smooth approximation
refers to using the sigmoid (6.18) instead for such approximation.
6.4.3 Inhomogeneous bar
This application is related to the static deflection of two connected bars (see
Fig. 6.8) with random Young’s modulus. The left bar has length L1 = 0.12 m and
diameter D1 = 7.5× 10−3 m. The right bar has length L2 = 0.18 m and section
D2 = 5× 10−3 m. A unit force is applied at the right end of the right bar.
Figure 6.8: Graphical representation of the inhomogeneous bar.
We are interested in the right end deflection of the right bar when the Young’s
modulus is a random field. This random field is constructed from uniform
Gaussian random field with squared exponential kernel with correlation length
equal to 0.1, which is transformed to a log-normal random vector with mean value
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E = 7×1010 Pa and coefficient of variation 0.05. The bars are discretized by mean
of the finite element method with linear shape function. In each element, the
Young’s modulus is assumed to be constant. Each bar has 25 elements, resulting
in a 50 dimensional problem.
The target level for the deflection was set to 15.85×10−3 m. For this experiment,
there is no analytic expression for the gradient. Thus, it was computed with
finite differences using a tolerance of 10−8. Additionally, it is important to remark
some characteristics of the output of the simulator. Overall, the output shows
little variation to changes in the input variables u. The estimated standard
deviation of the simulator output was calculated using 1,000 samples from pi(·), a
50-dimensional multivariate Gaussian, and reported a value of σˆ = 0.1148731. This
shows a tight distribution for the simulator output. As a consequence, a higher
temperature in the sigmoid approximation is needed. This was not the case for
the previous experiments. Furthermore, recall the discussion about low variation
in the simulator output from Figure 6.2b. Following this, the temperature was set
to t = 200 and the results are shown in Figure 6.9. As before, 50 independent
runs of the Hamiltonian-based subset simulation were performed. The summary
includes boxplots for the estimate of the probability of failure and the coefficient
of variation, using both hard and smooth estimators. There is no indication of























Figure 6.9: Results for the dynamic model with random field. The underlying dynamic
system was solved with a total of 50 elements. The boxplots summarise 50
independent replications of the Hamiltonian-based subset simulation. The
thick-dashed line in the right panel shows the target probability of failure.
The true probability of failure is contained within the interquartile range,
showing consistency in the estimates. It is important to note that deviations
are contained within an order of magnitude and are, in average, accurate within
the second significant digit. This shows evidence that no further computation
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is needed by introducing additional intermediate failure domains. The reason is,
that by setting p0 = 0.1, each intermediate level improves the estimate within an
order of magnitude, as can be seen from equation (6.7).
6.5 Discussion
Subset simulation is an efficient Markov chain Monte Carlo (MCMC) technique to
be used in Reliability analysis problems where the target probability of failure is
sufficiently small. In these cases, a typical rejection based sampling method would
require a great amount of computation to estimate a rare event probability. Subset
simulation alleviates the computational demand needed, by generating a sequence
of intermediate regions that allow to estimate the probability as a product of
more manageable domains. This has proven to be effective by decreasing the
amount of simulator runs. Subset simulation also shows good performance with
increasing dimensions, as it usually incorporates component-wise update to the
target variables. However, as the intermediate failure domains needed become
rarer, the geometry and complexity of the target region induces high rejection
rates. The reason behind this is that the domain of interested is only added as
rejection rule but is not actively participating on the proposal of samples.
In this chapter Hamiltonian Monte Carlo is proposed to be used to generate
samples for the Markov chains needed in Subset Simulation. The failure domain is
incorporated in the proposals by means of a sigmoid function. The latter, takes the
role of a smooth barrier for the generation of samples during the simulation. The
smoothness of the barrier alleviates the non-differentiability issues of incorporating
the failure step in the generation of samples. The additional computational cost
induced by the computation of the Hamiltonian trajectory improves as shown
by measuring the coefficient of variation for the linear response experiment.
Additionally, it is a natural candidate when dealing with highly constrained target
regions, e.g. sampling from contour level sets.
Moreover, the smooth-barrier formulation allows an easy implementation of the
algorithm in general purpose probabilistic programming software such as Stan or
PyMC3. The computation of gradients in this frameworks is automatically done
by automatic differentiation and support used-defined functions. This improves
the probabilistic modelling effort and allows one to explore different approaches
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for a particular problem. To finalize, to determine an effective strategy for the
temperature parameter is still an open question and is the target of future research.
6.6 Conclusion
Hamiltonian-based subset simulation offers increased efficiency in the exploration
and generation of samples for reliability analysis. In particular, it has proven
to be successful in generating samples from highly constrained spaces as in the
ringed failure domain experiment. As mentioned before, this direction was taken
as the non-implausibile space formulation is analogous to the failure domain
characterisation in reliability analysis. An advantage of subset simulation with
respect to the simulated annealing approach, and in particular to transitional
MCMC, is that the number of chains is kept fixed throughout the algorithm.
This offers a constant workload in parallel implementations. Moreover, the use of
first order information allows one to improve not only the scaling of the proposal
distribution, but also the directions in which to generate new samples. It should be
noted that further computational reduction can be achieved if a surrogate model
is used to approximate the performance function as discussed in Chapters 3 and
4. This was not pursued in this dissertation, but has been studied independently
by [20, 119].
Subset simulation has been a successful sampling algorithm and it has inspired
interesting directions of research. The next chapter studies a subset simulation-
based approach for general Bayesian inference problems [206] as it exploits a
formulation akin to rejection-based sampling. Chapter 7 develops a variant of the
Bayesian Updating with Structural reliability method (BUS) that avoids the prior





The previous chapter has studied the reliability analysis problem in engineering
computations. It also provided an overview of the subset simulation algorithm
to generate samples from negligible failure domains with higher computational
efficiency. The study of reliability analysis has been motivated as an analogy
can be drawn from the history matching formulation (Chapter 5) as discussed
in Chapter 6. The success of subset simulation in high-dimensional reliability
problems has motivated the development of techniques for more general settings.
In particular, reliability-based sampling techniques have been developed by Straub
and Papaioannou [206] to solve Bayesian inference (Chapter 2) applications in
engineering computations such as the calibration problem discussed in Chapter 5.
This chapter, presents a new automatic algorithm to be used in multimodal
inferential tasks in Bayesian inference with parallelising capabilities.
7.1 Introduction
Making inference about the parameters of a mathematical model based on observed
measurements of the real system is one of the most important problems in modern
science and engineering. As discussed in Chapter 1, the Bayesian approach provides
1The results and ideas presented in this chapter have been published in DiazDelaO et al. [63]
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a fundamental means to do this in the context of probability logic [148, 187, 121],
where the parameters are viewed as uncertain variables and the inference results
are cast in terms of their probability distribution after incorporating information
from observed data, as discussed in Chapter 2. In engineering dynamics, for
example, vibration data from a structure is collected from sensors and used for
identifying the modal properties (e.g. natural frequencies, damping ratios, mode
shapes) and structural model properties (e.g. stiffness, mass) [120, 75]. This
has been formulated in a Bayesian context [17, 15], which resolved a number of
philosophically challenging issues of the inverse problem, such as the treatment of
multiple sets of parameters giving the same model fit to the data, an issue known
as identifiability.
Let u ∈ Rn be a set of parameters of a modelM, based on which a probabilistic
prediction of the data D can be formulated through the likelihood function
P (D|u,M). As discussed in Chapter 2, the probability distribution of u depends
on the available information. Based only on knowledge in the context of M, the
distribution is described by the prior distribution P (u|M). When data about
the system is available, it can be used to update the distribution. Using Bayes’
Theorem, the posterior distribution that incorporates the data information in the
context of M is given by




P (D|u,M)P (u|M) du, (7.2)
is a normalizing constant. Future predictions of a response quantity of interest,




r(u)P (u|D,M) du. (7.3)
As far as the posterior distribution of u for a given model M is concerned,
the constant in Eq. (7.2) is immaterial because it does not change the distri-
bution. However, It is the primary quantity of study in Bayesian model class
selection problems where competing models are compared based on the value of
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P (M)P (D|M) [39, 41, 18]. In that context, P (D|M) is often called the evidence
(the higher the better).
Capturing efficiently essential information about the posterior distribution,
i.e. posterior statistics, and calculating the posterior expectation is a non-trivial
problem, primarily resulting from the complexity of the likelihood function. In
many applications, the likelihood function is only implicitly known, i.e. its value
can be calculated point-wise but its dependence on the model parameters is
mathematically intractable. This renders analytical solutions infeasible and
conventional numerical techniques inapplicable. In this case, Markov Chain Monte
Carlo (MCMC) [154, 111, 188, 79] is found to provide a powerful computational
tool. MCMC allows the samples of an arbitrarily given distribution to be efficiently
generated as the samples of a specially designed Markov chain. In MCMC,
candidate samples are generated by a proposal distribution (chosen by the analyst)
and they are adaptively accepted based on ratios of the target distribution value
at the candidate and the current sample.
While MCMC in principle provides a powerful solution for Bayesian computation,
difficulties are encountered in applications, motivating different variants of the
algorithm. For example, in problems with a large amount of data, the posterior
distribution takes on significant values only in a small region of the parameter
space, whose size generally shrinks in an inverse square root law with the data
size. Depending on sufficiency or relevance of the data for the model parameters,
the regions of significant probability content can be around a set of isolated points
(globally or locally identifiable) or a lower dimensional manifold (unidentifiable)
with non-trivial geometry [128, 129]. To the least extent this causes efficiency
problems, making the choice of the proposal distribution difficult and leading
to high rejection rate of candidates and hence poor efficiency. When the issue
is not managed, significant bias can result in the statistical estimation based
on the samples. Strategies similar to simulated annealing have been proposed
to convert the original difficult updating problem effectively into a sequence of
more manageable problems with less data, thereby allowing the samples to adapt
gradually [16, 42, 45]. Another issue is dimension sustainability, i.e. whether the
algorithm remains applicable when the number of variables (i.e. dimension) of the
problem increases. This imposes restrictions on the design of MCMC algorithms so
that quantities such as the ratio of likelihood functions involved in the simulation
process do not degenerate as the dimension of the problem increases.
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Application robustness and dimension sustainability are well-recognized in the
engineering reliability method literature [10, 196, 127]. In this area, the general
objective is to determine the failure probability that a scalar response of interest
exceeds a specified threshold value, or equivalently to determine its complementary
cumulative distribution function (CCDF) near the upper tail (i.e. large thresholds).
As discussed in Chapter 6, Subset Simulation (SuS) [9, 12] has been developed as
an advanced Monte Carlo strategy that is efficient for small failure probabilities
(rare events) but still retain a reasonable robustness similar to the Direct Monte
Carlo method. In SuS, samples conditional on a sequence of intermediate failure
events are generated by MCMC and they gradually populate towards the target
failure region. These conditional samples provide information for estimating the
whole CCDF of the response quantity of interest. SuS typically does not make
use of any problem-specific information, treating the input-output relationship
between the response and the uncertain parameters as a black box. Based on
an independent-component MCMC strategy, it is applicable for an arbitrary
(potentially infinite) number of uncertain variables in the problem.
By establishing an analogy with the reliability problem that SuS is originally
designed to solve, it is possible to adapt SuS to provide an efficient solution
for another class of problems. For example, by considering an augmented relia-
bility problem where deterministic design parameters are artificially considered
as uncertain, SuS has been applied to investigate the sensitivity of the failure
probability with respect to the design parameters and their optimal choice without
repeated simulation runs [8, 46, 203, 211]. Another example can be found in
constrained optimization problems, where an analogy was established between
rare failure events in reliability problems and extreme events in optimization
problems, allowing SuS to be applied to solving complex problems with nonlinear
objective functions and potentially a large number of inequality constraints and
optimization variables [141, 183].
In view of the application robustness and dimension sustainability, it would
be attractive to adapt SuS for Bayesian computations. This is not trivial since
the problem contexts are different. One major difference is that in the reliability
problem the uncertain parameters follow standard classes of distributions (e.g.
Gaussian, exponential) specified by the analyst; while in the Bayesian updating
problem the uncertain parameters follow the posterior distribution, which generally




Recent developments have shown promise for adapting SuS to Bayesian updating
problems. In the context of Approximate Bayesian Computation (ABC), [44]
built an analogy with the reliability problem so that the posterior samples in
the Bayesian updating problem can be obtained as the conditional samples in
SuS at the highest simulation level determined by a tolerance parameter that
gradually diminishes. The latter controls the approximation of the likelihood
function through a proximity model (a feature of ABC) between the measured
and simulated data for a given value of model parameter.
Along another line of thought, [206] recently provided a formulation called
BUS (Bayesian Updating using Structural reliability methods) that opens up
the possibility of Bayesian updating using SuS. It combined an earlier idea [205]
with the standard rejection principle to establish an analogy between a Bayesian
updating problem and a reliability problem, or more correctly a probabilistic
failure analysis problem [10, 7, 12]. Through the analogy, the samples following
the posterior distribution in the Bayesian updating problem can be obtained as
the conditional samples in the reliability problem. Unlike ABC, the formulation
is exact as it respects fully the original likelihood function; and in this sense it
is more fundamental. One outstanding problem, however, is the choice of the
likelihood multiplier, or multiplier in short, in the context of rejection sampling
methods. To guarantee the theoretical correctness of the analogy, it must be less
than the reciprocal of the maximum value of the likelihood function, which is
generally unknown especially before the problem is solved. Some suggestions have
been given in [206] based on inspection of the likelihood function. An adaptive
choice was suggested based empirically on the generated samples [30]. It is more
robust to applications as it does not require prior input from the analyst. It
offers no guarantee on correctness, however, due to the incomplete nature of finite
sampling information which seems inevitable. The problem with the choice of the
multiplier remains open.
The developments of this chapter are motivated by the choice of the multiplier
and, more fundamentally, its mathematical and philosophical role in the BUS
formulation. A rigorous mathematical study is carried out to provide fundamental
understanding of the multiplier, which leads to a revised BUS formulation allowing
SuS to be implemented independent of the choice of the multiplier and convergence
of results to be checked formally. Essentially, by defining the failure event in the
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BUS formulation, it is shown that the SuS-variant can in fact be implemented
without the multiplier and the samples beyond a certain simulation level all have
the same target posterior distribution.
This chapter is organized as follows. An overview of the original BUS formulation
is first given. The mathematical role of the multiplier and its bias effect arising
from inappropriate choice are then investigated. A revised formulation is then
proposed and associated theoretical issues are investigated, followed by a discussion
on the application of SuS under the revised formulation. Examples are presented
to explain the theory and illustrate its applications.
7.2 BUS formulation
In this section a brief review of the BUS formulation is given [206, 207]. It builds
an analogy between the Bayesian updating problem and a reliability problem,
thereby allowing SuS to be applied to the former. For mathematical clarity and
to simplify notation, in the Bayesian updating problem, let pi(u) denote the
prior PDF P (u), L(u) the likelihood function P (u|D,M), PD the normalizing
constant P (D|M), and piD(u) the posterior PDF. The same symbol pi(u) is used
for the prior PDF in the Bayesian updating problem and the parameter PDF in
the reliability problem, as it has the same mathematical property (chosen from
standard distributions by the analyst) and role (the distribution to start the SuS
run) in both problems. In a Monte Carlo approach the primary target in Bayesian
model updating is to generate samples according to the posterior PDF piD(u)
(rewritten from (7.1)):
piD(u) = P−1D pi(u)L(u). (7.4)
7.2.1 Rejection Principle
The BUS formulation is based on the conventional rejection principle. Let c, called
the likelihood multiplier in this work, or simply multiplier, be a scalar constant
such that for all u the following inequality holds:
cL(u) ≤ 1. (7.5)
Also, assume that i.i.d. samples can be efficiently generated from the prior PDF
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pi(u). This is a reasonable assumption because the prior PDF is often chosen
from a standard class of distributions (e.g. Gaussian, exponential). In the above
context, a sample u distributed as the posterior PDF piD(u) ∝ pi(u)L(u) in (7.4)
can be generated from the following straightforward application of the rejection
principle [61]:
Step 1. Generate U uniformly distributed on [0, 1] and u distributed with the
prior PDF pi(u).
Step 2. If U < cL(u), return u as the sample. Otherwise go back to Step 1.
It can be shown [206] that the sample u returned from the above algorithm is




pu′,u(u, u) du ∝ piD(u). (7.6)
Although the above rejection algorithm is theoretically viable, the acceptance
probability and hence efficiency is often very low in typical updating problems
with a reasonable amount of data. This is because a sample drawn from the prior
PDF pi(u) often has a low likelihood value L(u) when the data is informative
about the uncertain parameters, leading to significant change from the prior to
the posterior PDF.
7.2.2 Equivalent reliability problem
Recognizing the high rejection rate when the rejection principle is directly applied,
BUS transforms the problem into a reliability problem. The premise is that this
will allow the existing algorithms developed in the reliability method literature
to be applied to Bayesian updating problems, especially those are that capable
of generating samples from the frequent (safe) region to the rare (failure) region,
such as SuS. The reliability problem analogy of the Bayesian updating problem is
constructed as follows. Consider a reliability problem with uncertain parameters
(u, u) having the joint PDF pi(u) 1(0 ≤ u ≤ 1), where the failure event is defined
as
F = {U < cL(u)}. (7.7)
Suppose that by some means (e.g. SuS) a failure sample can be obtained, and
is distributed as pi(u) 1(0 ≤ u ≤ 1) and conditional on the failure event F . The
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PDF of the failure sample, denoted by (u′, U ′), is given by
pu′,U ′(u, u) = P
−1




pi(u) 1(0 ≤ u ≤ 1) 1(u < cL(u)) du du, (7.9)
is the failure probability of the reliability problem.
In the above formulation, the driving response variable can be defined as
Y = cL(u)− U, (7.10)
so that the failure event corresponds to
F = {Y > 0}. (7.11)
Populations of failure samples conditional on the intermediate failure events
Fi = {Y > bi} for adaptively increasing bi (i = 1, 2, . . .) are then generated
until they pass the target failure event F = {Y > 0}, from which the samples
conditional on F are collected as the posterior samples.
Note that in the original formulation the driving response variable was in fact
defined Y = U − cL(u). The presentation in (7.10) is adopted so that it is
consistent with the conventional SuS literature, where the intermediate threshold
levels increase rather than decrease as the simulation level ascends.
7.3 Likelihood multiplier
One issue of concern in the BUS formulation is the choice of the multiplier c
satisfying the inequality in (7.5), which is not always trivial. Some suggestions
were given, by inspecting the mathematical structure of the likelihood function
[206]; or by adaptively using empirical information from the generated samples
[30]. The latter is more robust as it does not require preliminary analysis, but, as
stated by the authors, in order to guarantee that it satisfies the inequality, more
theoretical analysis is needed. In this section a rigorous investigation is performed
to study the role of the multiplier and its effect on the results if it is not properly
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chosen. The investigation leads to a reformulation of BUS, to be proposed in the
next section.
In the context of BUS, the multiplier needs to be chosen before starting a SuS
run as it affects the definition of the driving variable Y in (7.10). Clearly, the
multiplier affects the distribution of the driving variable as well as the generated
samples. Recall that only those samples conditional on Y = cL(u)− U > 0 are
collected as the posterior samples. The larger the value of c the more efficient
the SuS run, because this will increase Y and the failure probability P (Y > 0),
thereby reducing the number of simulation levels required to reach the target
failure event.
From the inequality in (7.5), the choice of the multiplier is governed by the
region in the parameter space of u where the value of L(u) is large. The largest
admissible value of c is given by
cmax = [maxu L(u)]−1 . (7.12)
This result is well-known in the rejection sampling literature [61]. Clearly, this
value is not known before computation. While using a value smaller than cmax
will be less efficient but still give the correct distribution in the samples, using a
value larger than cmax will lead to bias in the distribution of the samples. In some
problems it is possible to investigate the mathematical structure of L(u) and
derive inequalities to propose a choice of c that guarantees cL(u) ≤ 1. In such
cases, it is computationally beneficial to use that value. However, in general it is
difficult by numerical means to have a choice of c that guarantees the inequality.
When an inadmissible (too large) value of the multiplier is used, the resulting
distribution of the failure samples will be truncated, leading to bias in the posterior
statistical estimates based on them. To see this, note that the inequality (7.5)
was used in establishing the third equality in (7.6). Suppose this inequality is
violated, say, within some region B:
B = {u ∈ Rn : cL(u) > 1}. (7.13)
Then for any u ∈ B, 1(u < cL(u)) = 1 for u ∈ (0, 1) and so (7.6) implies
p(u) = P−1F pi(u)
∫ 1
0
1(u < cL(u))du = P−1F pi(u). (7.14)
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For those u not in B, the inequality is satisfied and the PDF value p(u) remains
to be the correct posterior PDF piD(u) as in (7.6):
p(u) = P−1F pi(u) cL(u) ∝ piD(u). (7.15)
Thus, an inadmissible (too large) value of c introduces bias in the problem
by truncating the posterior PDF to be the prior PDF in the region of u where
the inequality is violated. Intuitively, in the context of rejection principle, if
the multiplier is not small enough, the samples drawn from the prior PDF are
accepted (incorrectly) too often, rendering their distribution closer to the prior
PDF than they should be.
The truncation effect is illustrated in Figure 7.1, where the shaded interval
denotes the region B. The prior PDF pi(u) is taken to be constant and so
piD(u) ∝ cL(u). Instead of the target posterior PDF, the resulting distribution of
the sample takes the shape of the center line. Within the region B it is truncated
to the shape of pi(u).
Figure 7.1: Truncation of distribution in rejection algorithm. Center line - resulting
distribution (short of the constant P−1F ); shaded interval - truncation
region B where cL(u) > 1. Figure used from [63], in the context of this
dissertation, θ = u and q(·) = pi(·)
As long as the multiplier satisfies the inequality in (7.5), it is completely arbitrary
and it does not affect the distribution of the resulting samples, which is equal to the
correct posterior PDF. This observation is trivial but has important implications.
In the original BUS context, for example, it implies that the samples generated in
different simulation runs with different admissible values of the multiplier can be
simply averaged for estimating posterior statistics, because they all have the same
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correct posterior distribution. This fact shall also be used later when developing
the proposed algorithm in this work.
7.4 Alternative BUS formulation
Having clarified the role of the multiplier, a modification of the original BUS
formulation is presented. This isolates the effect of the multiplier in a fundamental
manner. It also leads to a formulation where SuS can be performed without
having to choose the multiplier before the simulation run; and where the effect of
the multiplier appears clearly in the accuracy of the posterior distribution. The








> − ln c
}
. (7.16)






and the target failure event can now be written as
F = {Y > b}, (7.18)
where
b = − ln c. (7.19)
The base of the logarithm is arbitrary but the natural logarithm is chosen here to
facilitate the analysis.
Despite the apparently slight change in definition of the driving variable, the
setup above changes the philosophy behind the multiplier and the way SuS is
implemented to produce the posterior samples. The driving variable no longer
depends on the multiplier and so the choice of the latter is no longer needed to
start the SuS run. The multiplier only affects the target threshold level b beyond
which the samples can be collected as posterior samples. As remarked at the end
of the last section, as long as the multiplier is sufficiently small to satisfy the
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inequality in (7.5), the distribution of the samples conditional on the failure event
F = {U < cL(u)} is invariably equal to the posterior distribution. This implies
that in the proposed formulation the distribution of the samples conditional on
{Y > b} will settle (remain unchanged) for sufficiently large b. In the original
BUS formulation where the driving variable is defined as Y = cL(u)−U in (7.19)
for a particular value of c (assumed to be admissible), only the samples conditional
on the failure event F = {Y > 0}, i.e. for a threshold value of exactly zero, have
the posterior distribution.
Substituting b = − ln c from (7.19) into (7.5) and rearranging, the inequality
constraint in terms of b is given by, for all u,
b > lnL(u). (7.20)
From (7.12), the maximum admissible value of c is cmax = [maxu L(u)]−1. Corre-
spondingly the minimum value of b beyond which the distribution of samples will
settle at the posterior PDF is
bmin = − ln cmax = ln [maxu L(u)] . (7.21)
Similar to cmax, the value of bmin is generally unknown but this does not affect
the SuS run. Under the proposed formulation, one can simply perform SuS
with increasing levels until one determines that the threshold level of the highest
level has passed bmin. Despite not knowing bmin, this turns out to be a more
well-defined task as it is shown later that the CCDF of Y , i.e. P (Y > b) versus b,
has characteristic behaviour for b > bmin .
The logarithm in the above formulation is introduced for analytical and compu-






= lnL(u) + ln(U−1). (7.22)
For U uniformly distributed on [0, 1], ln(U−1) is exponentially distributed with
mean 1. For a well-posed likelihood function L(u) one can expect that lnL(u)
is a well-defined random variable when u is distributed as pi(·) , and so is the
driving variable Y . In particular, if the first two moments of lnL(u) are bounded,
then the same is also true for the first two moments of Y because
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E[Y ] = E[lnL(u) + lnU−1]
= E[lnL(u)] + 1, (7.23)
E[Y 2] = E{[lnL(u) + lnU−1]2}
= E{[lnL(u)]2}+ 2E[lnL(u)]E[lnU−1] + E{[lnU−1]2}
= E{[lnL(u)]2}+ 2E[lnL(u)] + 2, (7.24)
since E[lnU−1] = 1 and E{[lnU−1]2} = 2 (properties of the exponential variable
lnU−1).
It is argued that, while respecting the originality of BUS, the proposed formu-
lation resolves the issue with the multiplier, as the requirement of choosing it a
priori in the original formulation has been eliminated. The theoretical foundation
of the proposed formulation is encapsulated in the following theorem.
Theorem 6. Let u ∈ Rn be a random vector distributed as pi(u) and U be
a random variable uniformly distributed on [0, 1]; with u and U independent.
Let L(u) be a non-negative scalar function of u. Define Y = ln[L(u)/U ] and
b = − ln c, for c ∈ R. Then, for any b > ln[maxuL(u)]:
1. The distribution of u conditional on {Y > b} is piD(u) = P−1D pi(u)L(u)
where PD =
∫
pi(z)L(z) dz is a normalizing constant;
2. PD = eb P (Y > b).
Proof. In order to prove the first part of the above theorem, first note that events
{Y > b} and {cL(u) > U} are equivalent. Integrating out the uniform random








1(0 ≤ u ≤ 1) 1(u < cL(u)) du (7.25)
= p−1F pi(u) cL(u)
∝ piD(u).
The result will be valid for any c < [maxuL(u)]−1, or equivalently for any b >
ln[maxuL(u)].
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For the second part of the theorem, since Y = ln[L(u)/U ] and (u, U) has a joint
PDF pi(u)1(0 < u < 1), P (Y > b) is given by
P (Y > b) =
∫ ∫





















1(u < e−bL(u)) du = e−bL(u) when e−bL(u) < 1 for all u (b is admissible).
Observe, from the definition of the posterior (7.1), that PD is simply the last
integral in (7.25). Thus,
PD = ebP (Y > b) b > bmin. (7.27)
That is, when b > bmin, PD can be obtained as a product of eb and the failure
probability P (Y > b) it corresponds to.

7.5 Bayesian model class selection
In addition to providing the posterior distribution and estimating the updated
expectation in (7.3), the posterior samples can be used for estimating the normal-
izing constant PD in (7.2). This is the primary target of computation in Bayesian
model class selection problems, where competing models are rated. In this section
it is shown how this can be done using the conditional samples generated by SuS
in the context of the proposed formulation.
Let b be an admissible threshold level, i.e. b > bmin , so that the samples
conditional on {Y > b} have the correct posterior distribution piD(u). Consider
the failure probability P (Y > b), which can be estimated using the samples in
SuS.
Note that equation (7.27) can be rewritten as
P (Y > b) = e−bPD b > bmin. (7.28)
Since PD is constant for a given problem, this suggests that for sufficiently large b,
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P (Y > b) will decay exponentially with b. Interpreting P (Y > b) as the CCDF of
Y , this exponential decay gives a picture similar to a typical CCDF encountered
in reliability analysis. This is another (though secondary) merit of introducing
the logarithm in the definition of the driving variable Y in (7.17).
7.6 Characteristic trends
As shown in the last section, when b > bmin the failure probability P (Y >
b) is theoretically related to the evidence PD through (7.27). In the actual
implementation, bmin is not known and so it is necessary to determine whether
b > bmin so that the samples conditional on {Y > b} can be confidently collected
as posterior samples. We argue that the variation of P (Y > b) with b takes on
different characteristics on two different regimes of b. This can be used to tell
whether the threshold value of a particular simulation level has already passed
bmin in a SuS run, thereby suggesting a stopping criterion.
First, note that P (Y > b) is a non-increasing function of b. When b is at the left
tail of the CCDF, P (Y > b) ≈ 1 and it typically decreases with b, equal to PD at
b > bmin. When b > bmin, it can be seen from (7.28) that P (Y > b) = PDe−b and
so it decays exponentially with b. We can thus expect that, as b increases from
the left tail and passes bmin, the CCDF of Y typically changes from a decreasing
function to a fast (exponentially) decaying function. Correspondingly, the function
lnP (Y > b) changes from a slowly decreasing function to a straight line with a
slope of -1.
On the other hand, consider the following function:
V (b) = b+ lnP (Y > b). (7.29)
This function can be used for computing the log-evidence lnPD as it can be readily
seen that
V (b) = lnPD b > bmin. (7.30)
When b is at the left tail of the CCDF, lnP (Y > b) ≈ 0 and so V (b) ≈ b increases
linearly with b. The above means that as b increases from the left tail of the
CCDF of Y the function V (b) increases linearly, going through a transition until
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it settles (remains unchanged) at lnPD after b > bmin. The characteristic behavior
of lnP (Y > b) and V (b) are depicted in Figure 7.2.
Figure 7.2: Characteristic trends of lnP (Y > b) and V (b).
Strictly speaking, the above arguments only apply to the theoretical quantities.
In a SuS run the quantities lnP (Y > b) and V (b) as a function of b can only be
estimated on a sample basis. The resulting estimated counterparts will exhibit
random deviation from the theoretical trends due to statistical estimation error,
whose extent depends on the number of samples used in the simulation run (the
larger the number of samples, the smaller the error). Nevertheless, the above
arguments and Figure 7.2 provide the basis for determining the simulation level
to stop and to collect the posterior samples, that is, once the trainsition in the
slope of lnP (Y > b) and V (b) is complete. On this basis, an automatic stopping
condition is enforced, once the algorithm detects that the transition has occurred.
7.7 Automatic Stopping Strategy
In the proposed context, the posterior samples can be obtained from the conditional
samples in a straightforward manner from a SuS run. No modification of SuS is
necessary. The discussion below outlines how this can be done, focusing only on
issues directly related to the Bayesian updating problem.
The primary target of the Bayesian updating problem is to generate posterior
samples of u distributed as the posterior PDF piD(u) ∝ pi(u)L(u), where pi(u) is
the prior distribution assumed to be chosen from a standard class of distributions
(e.g., Gaussian, exponential); and L(u) is the likelihood function for a given set
of data. As discussed in Chapter 6, a SuS run produces the estimate of the
CCDF of the driving variable Y , i.e. P (Y > b) versus b. The posterior samples
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for Bayesian model updating can be obtained as the conditional samples in a
SuS run for the reliability problem with driving variable Y = ln[L(u)/U ], where
u is distributed as pi(u) and U is uniformly distributed on [0,1]; with u and U
independent. The conditional samples are collected from the level whose threshold
level is determined to be greater than bmin.
7.7.1 Stopping criterion
From the discussion in Section 7.6 and the definition of SuS, it is clear that the
intermediate failure levels will continue to increase as the algorithm progresses.
For a given level k where bk is an admissible value for the failure event, the
samples generated will eventually be distributed as desired. The following theorem
establishes theoretical guarantees that such failure level can be achieved in a finite
number of iterations, given some regularity assumptions. Moreover, it provides
a stopping criterion to terminate the algorithm and prevent the generation of
unnecessary SuS levels.
Theorem 7. Let the Bayesian inference problem be defined by an upper-bounded
likelihood function L(u), a prior density pi(u) and associated posterior p(u|D).
The marginal distribution of u conditional on the intermediate failure levels,
denoted by p(u|Fk), converges to the posterior. Moreover, there exist constants
e−bk and a monotone decreasing sequence ak, such that
lim
k→∞
ak = 0. (7.31)
where ak is the prior probability of the set Bk = {u : e−bkL(u) > 1}.
Proof. In Theorem 6, it was proved that as long as the j-th failure level satisfies
bj > bmin, any sample generated will be distributed according to the target
posterior distribution. The level bj is said to be a terminal level since any value of
bj+1 is, by definition, bj+1 > bj. Hence, the samples will be distributed as desired
for any terminal level.
To prove the theorem, let us characterise a non-terminal level k such that
bk < bmin. For the optimal threshold level bmin, the inequality
u < e−bminL(u) < 1, (7.32)
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is guaranteed for any value of a failure sample (u, u) being distributed jointly as
equation (7.8). In contrast, a non-terminal level satisfies e−bminL(u) < e−bkL(u)
and it is not possible to determine an analogous right-hand side of inequality
(7.32). Let the inadmissible set be defined as Bk = {u : e−bkL(u) > 1}. It follows
that the marginal distribution of the target variable is given by
p(u|Fk) ∝

pi(u) ifu ∈ Bk
e−bk pi(u)L(u) ifu ∈ Bck.
(7.33)
Note that for all samples in the inadmissible set Bk, the marginal is proportional
to the prior distribution, whilst for the samples in the admissible set Bck the target
density is proportional to the posterior distribution. Marginalising in order to















= Pu(Bk) + e
−bk PD Pu|D(Bck), (7.34)
where Pu(Bk) denotes the probability of event Bk under the prior distribution
and Pu|D(Bck) denotes the probability of event B
c
k under the posterior distribution.
Note that equation (7.34) is consistent with the case where bk is a terminal level.
If that is the case, the pair (u, u) satisfies u < e−bkL(u) by the definition of the
driving variable Y and thus Bk = ∅. Let us rewrite the inadmissible set as
Bk = {u : L(u) > ebk}. (7.35)
Given an increasing sequence of failure levels, it can be seen that the sequence of
inadmissible sets is monotone decreasing, namely
Bk ⊃ Bk+1 ⊃ . . . ⊃ ∅. (7.36)
This fact is depicted in Figure 7.3.
Additionally, since the prior distribution is a probability measure, it satisfies the
monotonicity property, namely P (Bk+1) ≤ P (Bk) for all k. Let us define the
sequence ak as the prior probability of the inadmissible sets, i.e. ak = Pu(Bk).
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Figure 7.3: Increasing failure levels and likelihood.
As a consequence of the monotonicity property, it follows that ak is a monotone
decreasing sequence of values converging to zero from above, denoted by
ak ↘ 0. (7.37)
Moreover, since the sets Bk are monotone decreasing, then the sequence of
complements is increasing, that is
Bck ⊂ Bck+1 ⊂ . . . ⊂ Θ. (7.38)
Let mk denote the posterior probability of the set B
c
k. Analogous to ak, the
sequence mk is monotone increasing converging to 1 from below. This is denoted
by
mk ↗ 1. (7.39)




is satisfied and the result is established.

The preceding theorem allows us to propose a stopping criterion for the BUS
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algorithm with driving variable Y = log[L(u)/u] using SuS . The value of ak
can be made arbitrarily small by means of the failure level bk, which is learnt
automatically during the algorithm. The computation of ak is challenging, since
it involves a multiple integral. Note that the prior probability can be written as
ak = Pu(Bk) = Pu(L(u) > ebk) (7.41)
which is in itself a reliability problem, where the likelihood L(u) takes the role of a
performance function and ebk is a reliability threshold. Since the prior distributions
are chosen from a standard catalogue of density functions and the probability is
assumed to be small, such integral can also be computed by means of SuS. In
this setting, computing equation (7.41) can be regarded as performing an inner
level SuS. The sampling of the expanded variables (u, u) from the failure levels in
equation (7.8), is regarded as outer level SuS.
7.7.2 Posterior statistical estimation
The posterior samples {u(m)k : k = 1, . . . , N} obtained from simulation level m
for which bm > bmin can be used for estimating posterior statistics in Bayesian
updating problem and the evidence for Bayesian model class section. For the








On the other hand, based on (7.27), the evidence can be estimated by
P (D|M) = PD ≈ PˆD = ebmpm0 . (7.43)
Taking logarithm, the log-evidence is estimated by
lnP (D|M) = lnPD ≈ ln PˆD = bm +m ln p0. (7.44)
7.7.3 Statistical error assessment
Some comments are in order regarding the statistical error of the results, in
terms of the quality of the posterior samples and the statistical variability of
the log-evidence estimator. Provided that the threshold value of the simulation
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level is greater than bmin, its conditional samples are always distributed as the
target posterior PDF piD(u). As MCMC samples they are correlated, however.
When used for statistical estimation they will give less information compared to
if they were independent. Typically their correlation tends to increase with the
simulation level. In view of this, it is not necessary to perform more simulation
levels than necessary. The stopping criterion based on the inner-outer procedure
discussed above guards against this scenario.
For the evidence estimate in (7.43), it should be noted that its statistical
variability arises from bm. By taking small random perturbation of the estimation
formula, it can be reasoned that c.o.v.(lnP ) ≈ std(lnP ) ≈ std(bm), where std is
an abbreviation for standard deviation. An estimation formula for the c.o.v. of
bm based on samples in a single SuS run is not available, however. Conventionally
only the c.o.v. of the estimate Pˆb (say) for P (Y > b) for fixed b is available, rather
than the c.o.v. of the b quantile value bm for fixed exceedance probability. It
can be reasoned, however, that the c.o.v. of PˆD (where bm is random) can be
approximated by the c.o.v. of ebPˆb for fixed b (then taking b = bm obtained in
a simulation run). The latter is equal to the c.o.v. of Pˆb, for which standard
estimation formula is available [9, 12].
7.7.4 Comparison with original BUS formulation
Table 1 provides a comparison between the original BUS and the proposed formu-
lation. Implementing SuS under the proposed framework has several advantages
over the original BUS, stemming mainly from the treatment of the multiplier in
the former. First of all, there is no need to determine the appropriate value of
the multiplier to start the simulation run. The definition of the driving variable
is more intrinsic as it only depends on the likelihood function and not on the
multiplier. In the BUS context, if the chosen value of the multiplier is not small
enough, it will lead to bias in the distribution of the samples, unfortunately in the
high likelihood region of the posterior distribution that is most important. If it is
chosen too small it will result in lower efficiency, as it requires more simulation
levels to reach the target event from which the samples can be taken as posterior
samples. In both cases if it is found after a SuS run that the choice of the multiplier
is not appropriate, one needs to perform an additional run with a (hopefully)
better choice of the multiplier. These issues are all irrelevant in the proposed
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context because the problem specification of the SuS run does not depend on the
multiplier.
BUS Proposed
Driving variable Y = cL(u)− U Y = ln[L(u)/U ]
for any c < [maxu L(u)]−1
Target failure event F = {Y > 0} F = {Y > b}
for any b > ln[maxu L(u)]
Evidence calculation PD = cP (Y > 0) PD = ebP (Y > b)
for any b > ln[maxu L(u)]
Stopping criterion When threshold value of After inner-outer SuS procedure
simulation level is equal automatically determines that the
to zero. threshold bmin has been crossed by
driving the sequence ak ↘ 0.
Table 7.1: Comparison of original BUS and proposed reformulation. Note that the
original definition of the driving variable in BUS is Y = U − cL(u). For
consistency with SuS literature, it has been reexpresed as shown here.
On the other hand, in the BUS context the posterior samples must be obtained
as those conditional on the target failure event {Y > 0} where Y = cL(u)− U .
For example, samples conditional on Y > 0.1 cannot be directly used. Since the
threshold values b1, b2, . . . generated adaptively in different simulation levels of
SuS are random, they generally do not coincide with 0 , i.e. the target threshold
value of interest. In this case, not all samples can be used directly as conditional
samples. In the original BUS algorithm if the threshold level of the next level
determined adaptively from the samples of the current level is greater than zero,
it is set equal to zero so that the next (and final) level is exactly conditional on
{Y > 0}. In the proposed context, the posterior samples can be directly collected
from the samples generated in SuS. This is because any sample conditional on
{Y > b} with b > bmin (Y = ln[L(u)/U ]) can be taken as a posterior sample.
The value of bmin is unknown but whether b > bmin can be determined from the




In this section, two examples are shown that illustrate the applicability of the
proposed methodology. The first one is the locally identifiable case of a two-degree-
of-freedom shear building model originally presented in [16]. The second example
is the unidentifiable case of the same model.
7.8.1 Example 1. Two-DOF shear frame: locally identifiable
case
Consider a two-storied building structure represented by a two-degree-of-freedom
shear building model. The objective is to identify the interstory stiffnesses which
allow the structural response to be subsequently updated. The first and second
story masses are given by 16.5 × 103 kg and 16.1 × 103 kg respectively. Let
u = [θ1, θ2] be the stiffness parameters to be identified. The interstory stiffnesses
are thus parameterized as k1 = θ1k1 and k2 = θ2k2, where the nominal values for
the stiffnesses are given by k1 = k2 = 29.7× 106 N/m. The joint prior distribution
pi(·) for θ1 and θ2 is assumed to be the product of two Lognormal distributions
with most probable values 1.3 and 0.8 respectively and unit standard deviations.
For further details on the assumptions behind the parameterization and the choice
of nominal values, refer to [16]. Let D = {f˜1, f˜2} be the modal data used for the
model updating, where 3.13 Hz and 9.83 Hz are the identified natural frequencies.
The posterior PDF is formulated following [214] as
piD ∝ exp[−J(u)/22] pi(u), (7.45)
where  is the standard deviation of the prediction error and J(u) is a modal








j − 1]. (7.46)
Here, λ1 and λ2 are weights and f1(u) and f2(u) are the modal frequencies
predicted by the corresponding finite element model.
For the implementation of SuS, a conventional choice of algorithm parameters
in the reliability literature is adopted in this study. The level probability is chosen
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to be p0 = 0.1 and the number of samples per level N is fixed at 10,000. In
the standard Gaussian space, the one-dimensional proposal PDF is chosen to be
uniform with a maximum step width of 1. A relatively large number of samples
per level is been chosen in this study to illustrate the theoretical aspects of the
proposed method. Strategies for efficiency improvement such as adaptive proposal
PDF or likelihood function can be explored but are not further investigated here.
Figure 7.4 shows the Markov chain samples for u = [θ1, θ2] at six consecutive
simulation levels. The results are shown in the Lognormal space after the applica-
tion of the relevant transformation. Level 0 corresponds to the unconditional case
(i.e. Direct Monte Carlo), that is, the joint prior PDF. As the simulation level
ascends, the distribution of the samples evolves from the prior distribution to the
target posterior distribution, which is bimodal in the present example.
Figure 7.4: Markov chain samples in the Lognormal space for the stiffness parameters
θ = [θ1, θ2] from Level 0 (prior distribution) to Level 5.
Figure 7.5 shows the marginal histograms for θ1 and θ2 corresponding to those
samples in Figure 7.4. For comparison, the solid lines show the target marginal
posterior distributions obtained by numerically integrating the expression for
the posterior PDF, which is still feasible for this two-dimensional example. It is
apparent that the distribution of the samples has settled either in Level 4 or Level
5. In reality, the exact target PDF is not available and so alternative means must
be employed to determine whether the distribution of the samples has settled
at the target one. Within the context of the current methodology, this is done
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through the proposed automatic stopping strategy and confirmed by the plots of
the log-failure probability and log-evidence versus the threshold level.
Figure 7.5: Posterior marginal PDF for θ2 at different simulation levels. The target
marginal posteriors were obtained numerically and are shown for compari-
son.
Figure 7.6 plots the estimate of the log-CCDF of Y , i.e. lnP (Y > b) versus b.
The general shape of the resulting simulated curve coincides with the characteristic
trend predicted by the theory (see Figure 7.2), that is, there is a transition from a
slowly decreasing function to a line with slope equal to -1. When zooming into the
region where b > 0, the figure shows the boundaries of each level computed via
SuS. Additionally, the log-evidence was computed following (7.29) and is shown in
Figure 7.6. As with the log-CCDF, the theoretical prediction of the characteristic
trend is also verified for this case, whereby the curve flattens when the transition
is complete. Table 7.2 shows the evolution of the threshold (columns 2 and 3).
The transition is complete after Level 4, where the probability of inadmissibility
ak converges to zero (as defined in Section 7.7). For a tolerance of ak = 10
−8, the
fourth column in Table 7.2 shows that the posterior samples should be collected
from Level 5. This corresponds with the clearly bimodal distributions in figures
7.4 and 7.5. It is guaranteed that the samples in the subsequent SuS levels would
all be distributed according to the target posterior PDF. However, for statistical
estimation their quality deteriorates as the simulation level ascends because their
correlation tends to increase. Thus, the algorithm stops in Level 5.
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Figure 7.6: Log-CCDF computed through SuS (left plot) for the identifiable case. The
curve slowly transitions into a straight line with negative unit slope. Cor-
respondingly, the log-evidence (right plot) flattens as the threshold exceeds
bmin. The dotted lines show the thresholds for different simulation levels.
Level bk ck ak
0
1 -4.291e+02 2.325e+186 5.3300e-01
2 -6.237e+01 1.221e+27 1.3800e-01
3 -9.331e+00 1.128e+04 2.8700e-02
4 2.203e+00 1.105e-01 4.0400e-03
5 5.780e+00 3.088e-03 0.0000e+00
Table 7.2: Evolution of the threshold and the probability of inadmissibility.
7.8.2 Example 2. Two-DOF shear frame: unidentifiable case
The exercise was repeated for the case where the story masses are also unknown
and need to be updated. The problem is characterized as unidentifiable, since
there are an infinite number of combinations of parameter values that can explain
the measured modal frequencies. In addition to the stiffnesses, the masses are
parameterized as m1 = θ3m1 and m2 = θ4m2, where the nominal values for the
are given by m1 = 16.5 × 103 kg and m2 = 16.1 × 103 kg. Thus, for this case,
u = [θ1, θ2, θ3, θ4] where the marginal prior distributions for θ1 and θ2 are the
same Lognormals as in the previous example. The prior marginal distributions for
θ3 and θ4 are both assumed to be Lognormals with most probable values equal
to 0.95 and standard deviation of 0.1. The joint prior PDF is therefore taken as
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the product of the four Lognormals. Figure 7.7 shows the Markov chain samples
for u (θ1 versus θ2 for visualization purposes) at simulation levels 0 through 5.
Again, the updated distribution results in a bimodal posterior PDF.
Figure 7.7: Markov chain samples in the Lognormal space for the stiffness parameters
θ1 and θ2 of the unidentifiable case at simulation levels 0 (prior distribution)
to level 5.
Analogously, Figure 7.8 shows the samples for θ3 and θ4 in the Lognormal space.
There is no noticeable pattern in the distribution of the masses, consistent with
the findings in [16]. The characteristics of this example are very similar to the
ones displayed by the locally identifiable case. The automatic stopping condition
is also reached when ak ≤ 10−8, for which the posterior samples are also collected
in Level 5. We omit the characteristic trend plots and corresponding table for
brevity.
7.8.3 Example 3. Model Class Selection
Following the two preceding examples, the log-evidence corresponding to each
model can be estimated according to equation (7.44). Figure 7.9 shows the ratio
of the evidence for the identifiable case to the evidence of the locally unidentifiable
case. Discounting the random deviation due to simulation error, the ratio of
evidence seems to converge to 1, which suggests that, given the available data,
there is no reason to prefer the unidentifiable model over the more parsimonious
one.
187
Chapter 7 Reliability-based Calibration
Figure 7.8: Markov chain samples in the Lognormal space for the mass parameters θ3
and θ4 of the unidentifiable example at simulation levels 0 to level 5.
Figure 7.9: Ratio of evidence of the identifiable model to the evidence of the locally
unidentifiable model. Since this ratio converges to 1, there is no preference




A fundamental analysis of BUS, a recently proposed framework that establishes
an analogy between the Bayesian updating problem and the engineering reliability
problem, has been presented. This work was motivated by the question of choosing
the correct likelihood multiplier and it has led to an improved formulation which
resolves this question. By redefining the target failure event, the driving variable in
the equivalent reliability problem has been expressed using the likelihood function
alone, without the multiplier. This redefinition provides the key advantage
over the original BUS, since the proposed implementation no longer requires
a predetermined value for the multiplier in order to start the SuS runs. This
immediately eliminates the need to perform additional runs in case an inadmissible
or inefficient value for the multiplier is chosen. Moreover, it was shown that the
samples generated at different levels of SuS can be used directly as posterior
samples as long as their threshold is greater than the minimum admissible value
and the probability of inadmissibility is zero. The proposed algorithm incorporate
an inner-outer SuS procedure that provides an automatic stopping condition. The
theoretical predictions of this study have been verified by applying the proposed
strategy to illustrative examples.
7.10 Conclusion
This chapter presented a variant of the BUS algorithm which can be implemented
without prior specification of the critical parameter. That is, the proposed
algorithm can be implemented in an automatic fashion without the need to monitor
the global trends or define a priori the likelihood multiplier. The formulation
in this chapter has allowed the connection of reliability analysis with Bayesian
inference (Chapter 2) in the context of engineering computations. Moreover, due
to the analogy to the history matching formulation the algorithm developed in
this chapter is akin to solve calibration problems as in Chapter 5.
The proposed algorithm is based on subset simulation which was previously
introduced in Chapter 6. Future research directions include using the Hamiltonian-
based subset simulation (studied in Chapter 6) to further increase the efficiency
of the sampling method. This would allow one to overcome complex and small
geometries of the support of the posterior, now seen as a non-implausible domain.
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The reasons is that in the more general context of Bayesian inference, the failure
domain is equivalent to the support of a, possibly multimodal, posterior. Moreover,
in BUS applications additional computational savings could be achieved if, for
example, a Gaussian process is used to emulate the likelihood. That is the
likelihood function of the Bayesian model could be treated as an expensive
computer code as in Chapters 3 and 4. This could potentially be useful in
Bayesian inference models where the posterior is computationally expensive to
evaluate. The use of surrogate models in a Bayesian inference problem as developed
in this chapter draws an additional analogy with the history matching problem.
This is because this can also be understood as targeting non-implausible regions
(support of the posterior) with a surrogate for the performance function (the
likelihood). To follow this direction further lies out of the scope of this dissertation.
However, it is conjectured that it would require careful study of the surrogate
for the gradients needed in the numerical simulation of the Hamiltonian system




The work carried out in this dissertation was focused on the development of full
probabilistic characterisations to solve fundamental Uncertainty Quantification
problems. In summary, three fundamental problems in engineering have been
treated and new algorithms have been developed. Firstly, probabilistic methods
have been developed to be used in surrogate modelling of computationally ex-
pensive computer codes. Secondly, the calibration problem of highly expensive
computer codes has been address by a full probabilistic characterisation of history
matching. Thirdly, the estimation of failure probabilities in reliability analysis
has been addressed by incorporating an efficient sampling algorithm in highly
constrained settings. Moreover, reliability-based sampling methods have been
redefined for automatic implementations to be used in more general Bayesian
inference problems. Individual chapters offer a summary of individual results
and contributions. In this chapter the main findings and ideas are summarised,
possible future research directions are provided, and a list of resulting publications
is presented.
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8.1 Summary of Completed Work
Chapter 1 opened the discussion with an introduction to Uncertainty Quantifi-
cation (UQ) and the applications of interest for this dissertation. It provided a
common ground for probabilistic reasoning for UQ tasks and introduced the prob-
lem of emulating computationally expensive computer codes, history matching and
reliability analysis (RA). It presented a brief overview of surrogate models from
two different perspectives. Namely, regression-based approaches and Sobol-based
representations.
Chapter 2 provided an overview on Bayesian inference and Gaussian processes.
The former allows for a framework to update beliefs of uncertain events in light
of collected data. The latter provides a flexible probabilistic approach to be
employed in surrogate modelling. Both topics served as the foundational aspects
of the work developed in this dissertation. Bayesian inference provides a solid
mathematical framework to update probabilities. In particular, this is used in the
assimilation of observed data for complex modelling scenarios. Bayesian inference
has also motivated the use of sampling algorithms to report inferences and results
in simulation-based methods. In particular, Markov chain Monte Carlo has driven
the widespread use of Bayesian methodology in science. On the other hand,
Gaussian processes provide an elegant solution to the specification of probabilistic
distributions in functional spaces. Thus, it allows to formulate prior knowledge
in the functions of interest when the simulator output is assumed an uncertain
quantity except for a collection of observed data.
Chapter 3 gave a detailed overview of Gaussian processes as surrogate models
for computationally expensive computer codes. The presentation introduced
Gaussian processes from a full Bayesian setting, which means that emphasis was
placed on marginalising the hyperparameters of the model. This contrasts with
the optimisation approach which is usually taken in the engineering literature.
The reason for the widespread use of the maximum likelihood and maximum
a posteriori estimates is mainly a consequence of computational convenience.
The likelihood and posterior distribution are widely known to be multimodal,
and it has been observed that predictive capabilities of a GP do not change
drastically with posterior sampling. However, in applications with small datasets,
sampling from the posterior distribution of the hyperparameters allows for a more
robust quantification of uncertainty. This is due to the fact that multiple local
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minima represent different types of surrogates. In particular, Chapters 3 and 4
introduced two new sampling algorithms for GP hyperparameter marginalisation.
The foundations of these new sampling algorithms are simulated annealing and
transitional MCMC. This allows to grow different Markov Chains, potentially in
parallel. The proposed PAIMS algorithm introduces an adaptive component to
improve the scaling of the proposals, as well as a delayed rejection mechanism to
stimulate better mixing. The proposed TA2S2 algorithm improves on the delayed
rejection principle by introducing slice sampling as the transition operator. Under
slice sampling, adaptive scaling and delayed rejection are seemingly integrated
which improves upon sampling in the presence of multimodal distributions.
Computer codes that can run efficiently are not enough to tackle real-world
engineering challenges. The trust that can be deposited into these numerical
models relies on how well they are calibrated. Chapter 5 provides a probabilistic
treatment of history matching. In particular, history matching allows to discard
regions of parameter space where there is confidence the simulator is likely to
replicate the data. This changes the perspective of looking for the best candidate
within input space, in the sense that it provides the best-calibrated model, to
seek and identify unacceptable configurations. This in turn, alleviates the highly
expensive demands of the experimental process with an explicit characterisation
that actively avoids placing too much trust in a single candidate. For this, a
full Bayesian Gaussian process is used instead of a linear Bayes characterisation
for the surrogate model used in history matching. This allows to incorporate
the output of the surrogate as a random variable in the implausibility function.
The algorithm developed and introduced in Chapter 4 is incorporated in its two
modalities. First, a full Bayesian Gaussian process is proposed as an emulator
for computationally expensive codes. The sampling is done with TA2S2 targeting
the posterior distribution. Second, the exploration and identification of the non-
implausible region is done with TA2S2 as in subset optimisation. The result
is a collection of samples with the highest probabilistic implausibility measure.
Furthermore, to refocus the emulator, three active learning criteria are proposed.
These learning criteria explore the NROY space in a one-look-ahead manner.
The sampling problem in history matching has motivated the study of sampling
algorithms used for reliability analysis. The reason is that the failure domain
characterisation in reliability analysis is analogous to the non-implausible formula-
tion in history matching. In reliability analysis, Subset Simulation has proven to
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be an effective sampling method for rare events estimation. However, in heavily
constrained failure domains, the sampling mechanism encounters high rejection
rates in the later stages of the procedure. This is because of complex geometries
and small volume of the failure region.
In Chapter 6, Hamiltonian Monte Carlo was proposed as an alternative transi-
tion proposal for subset simulation. The Hamiltonian-based Subset Simulation
improved the exploration of the sampling space. Moreover, it allowed to incor-
porate the failure domain characterisation within the sampling algorithm. This
means, that samples are generated and guided with first order information from the
performance function. Thus, the performance function loses its discriminator-only
nature, and becomes a more active ingredient of the simulation. The flexibility of
the approach can be easily incorporated in existing probabilistic programming soft-
ware. This in turn, allows improved experimentation with different probabilistic
models.
The use of Subset Simulation in reliability analysis inspired new sampling
algorithms for general Bayesian inference problems. For example, the BUS
algorithm is a reformulation of rejection based sampling with a subset simulation
component. Chapter 7 explores the BUS algorithm and changes the formulation
to learn sequentially its critical parameter. A theoretical result provides an
algorithmic check as a stopping condition.
8.2 Summary of Contributions
1. Efficient sampling of GP hyperparameters. As discussed in Chapter 3
the posterior probability function of the hyperparameters of a GP is known
to be multimodal if not enough training data is collected. In Chapter 4 an
automatic adaptive scheme was proposed and implemented, which can be
implemented in parallel. This improves the efficiency of MCMC samplers
as they are typically not parallel. Additionally, the efficiency of sample
generation was solved using a slice sampled proposal. The flexibility of such
methods allows the algorithms to be incorporated in other settings such as
optimisation subtasks encountered in calibration of computer codes.
2. Emulation-based history matching. Calibration of expensive simulators
to scarce data presents a challenge that can be addressed formally by
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Bayesian updating. A full probabilistic characterisation of the GP as an
emulator was exploited in Chapter 5. This provided robustness in quantifying
uncertainty stemming from scarce experimental data. The flexibility of the
sampling schemes presented in Chapters 3 and 4 allow to identify regions
of parameter space where the simulator is likely to provide a match to
experimental data, thus solving the calibration problem without over- tuning.
In these regions the aim is to further improve the GP emulator. The selection
of new simulation runs was formulated as an active learning task. Several
variants of learning choices are presented in Chapter 5 within the context of
history matching. This improved data acquisition and assimilation into the
GP emulator.
3. Reliability-based calibration. The use of sampling schemes in engineer-
ing applications has increased dramatically over the years in different areas
of engineering computations. In particular, reliability analysis is a subfield of
engineering that aims to study the conditions where a system performs given
specific standards. Through reliability analysis the analyst can determine
the probability of a system to enter a failure state, an event of
non-zero but small probability. Subset simulation was employed to provide
efficient generation of samples in topologically complex failure regions by
means of an iterative procedure. Thus in Chapter 6, Hamiltonian Monte
Carlo was proposed to smooth the reliability problem. This diminished
the increasing rejection rates in subset simulation, and avoided setting the
integration time by coupling it with a probabilistic programming framework.
Inspired by Subset Simulation, reliability-based sampling methods aim
to generate samples from a Bayesian inference problem by an auxiliary
reformulation. Finally, in Chapter 7, a reformulation and theoretical stopping
condition was developed in the context of Bayesian updating with reliability-
based methods. In particular, the proposed algorithm incorporates rejection-
based principles and is able to solve the calibration problem posed as a
robust Bayesian inference procedure.
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8.3 Outlook
There are several research directions that can be followed from the work in this
dissertation. In the case of history matching the simulators might provide multiple
outputs. The probabilistic formulation in Chapter 5 motivates an analogue study
of multi-output probabilistic implausibility measures. Also, the learning criteria
proposed can be seen as one-step-look ahead criteria. This opens the possibility
of batch active learning methods to be used in history matching to refocus the
emulator training.
The Hamiltonian-based subset simulation algorithm incorporates a parameter
which resembles a temperature parameter in simulated annealing. It controls
how close the smooth conditional density is to the original piecewise intermediate
density. It is of great interest to provide an algorithmic proposal for the correct
estimation of such parameters and avoid biased results in the estimation of
failure probabilities. Furthermore, this development in Subset Simulation and the
automatic BUS formulation provides a viable solution to multimodal sampling
problems. Thus, it is of interest to extend to a Hamiltonian-based BUS algorithm
that can be used in general Bayesian inference problems.
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