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Abstract
We present a simple unified proof of classification of discrete amenable group
actions on injective factors. Our argument does not depend on types of factors. We
also show the second cohomology vanishing theorem for arbitrary cocycle crossed
actions of discrete amenable groups on the injective factor of type II1.
1 Introduction
In the theory of operator algebras, the study of automorphism groups and group ac-
tions is one of the most important subjects. Especially, since Connes’ classification of
automorphisms of the injective factor of type II1 up to outer conjugacy in [6] and [3],
classification of discrete amenable group actions on injective factors has been developed
by many hands. Namely, in the type II case, V. F. R. Jones classified finite group actions
in [16], and A. Ocneanu developed the method of Connes and Jones, and classified general
discrete amenable group actions in [32]. In the type IIIλ (λ 6= 1) case, C. E. Sutherland
and M. Takesaki succeed in classification in [38], [39]. In the type III1 case, classification
was obtained by Y. Kawahigashi, Sutherland and Takesaki for finite or abelian group
actions [22], and finally by Y. Katayama, Sutherland and Takesaki for arbitrary discrete
amenable group actions [19].
Although the classification theorem can be stated in unified way as in [19], proofs
presented in the above cited papers heavily depend on type of factors. Indeed, in the type
III cases, they reduce the problem to that of the type II case by means of the structure
theorem of type III factors. (In this approach, type III1 case is extremely hard because
of lack of classification of R-actions. This the reason why type IIIλ (λ 6= 1) and III1 case
are treated separately.)
In [29], by developing the Evans-Kishimoto intertwining argument [9], we presented
the classification of centrally free actions of discrete amenable groups on injective factors,
whose proof is independent from types of factors. So one may expect if he can give a
unified approach for classification of general actions by a similar technique. Indeed, for
given two actions of a discrete amenable group G with same invariants, if G is a semidirect
∗Supported by the Grand-in-Aid for Young Scientists (B), JSPS.
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productH⋊K, where H is a centrally trivial part, then we can show the cocycle conjugacy
of two actions by using [29]. (See the beginning of §3 for details.)
In this paper, we extend the intertwining argument and present a unified proof of
classification of all actions of discrete amenable groups on injective factors. Roughly
speaking, we first divide a given action to a centrally trivial part and a centrally free part.
It is rather easy to classify centrally trivial parts. By applying the intertwining argument,
we classify centrally free parts, and combine centrally free parts and centrally trivial parts.
(Similar idea has already appeared in [18] and [38] for classification of groupoid actions.)
One difficulty is that a centrally free part does not give an action in the usual sense,
and this makes our argument more difficult. So if we take this fact into account, it is
more convenient to handle cocycle crossed actions. Thus in the intertwining argument,
we also need the second cohomology vanishing procedure. Therefore our argument looks
like the mixture of the second cohomology vanishing argument presented in [30] and the
intertwining argument. Here we emphasize that our argument is based on the Rohlin
type theorem [32] and the characterization of approximately inner automorphisms and
centrally trivial automorphisms [5], [22].
This paper is organized as follows. In §2, we recall the definition of invariants of
actions and state the main theorem and its corollaries. In §3 we introduce the notion
of quasi cocycle crossed actions. In §4, by using ultraproduct, we show that we can
approximate a quasi cocycle crossed action by a unitary perturbation of another quasi
cocycle crossed action. In §5, we show the approximate cohomology vanishing, which is
the main tool for intertwining argument. The key ingredient is the Rohlin type theorem.
In §6 we classify quasi cocycle crossed actions, and show the main theorem by applying the
extended intertwining argument. In §7, we discuss about construction of model actions.
In §8, we treat group actions on subfactors of type II1 with finite index. By a suitable
modification, we can apply the extended intertwining argument in this case. In §9, we
apply the intertwining argument to classify outer actions in the sense of [20]. In appendix,
we present proofs of the second cohomology vanishing theorem, the Rohlin theorem and
the existence of extension of automorphisms to a twisted crossed product von Neumann
algebra for readers’ convenience.
The author is much indebted to Professor Katayama for improvement of our argument,
and express his gratitude. He also thanks Professor Takesaki and Professor Ueda for useful
comments on this paper.
2 Preliminaries and main results
Our standard references for theory of operator algebras are [41]. Throughout this paper,
M and G always denotes an injective factor, and a discrete amenable group respectively,
although some of results are valid for general factors and discrete groups.
Definition 2.1 (1) Let α be a map from G into Aut(M) with αe = id and v
α(g, h) ∈
U(M), g, h ∈ G, such that vα(e, h) = vα(g, e) = 1. We say (αg, vα(g, h)) is a cocycle
crossed action of G if it satisfies
αg◦αh = Ad v
α(g, h)◦αgh, v
α(g, h)vα(gh, k) = αg(v
α(h, k))vα(g, hk).
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(2) Two cocycle crossed actions (α, vα(g, h)) and (β, vβ(g, h)) are said to be cocycle con-
jugate if there exist a family of unitaries {ug}g∈G and θ ∈ Aut(M) such that
Ad ug◦αg = θ◦βg◦θ
−1, ugαg(uh)v
α(g, h)u∗gh = θ(v
β(g, h)).
If we can take θ ∈ Int(M), then we say they are strongly cocycle conjugate.
We generalize the invariants of group actions [39], [19] to cocycle crossed action case.
Let M˜ be the core forM and (M˜,R, θt) the core covariant system [19]. (It is also called the
non-commutative flow of weights in [10].) Denote by α˜ ∈ Aut(M˜) the canonical extension
of α ∈ Aut(M) [13]. Take a faithful normal weight ψ. We can identify (M˜,R, θ) with
(M ⋊σψ R, σ̂ψt), and α˜ is given by
α˜|M = α, α˜(λψt ) = (Dψ◦α−1 : Dψ)tλψt
via this identification, where λψt is the implementing unitary for σ
ψ
t . (See [10] on the
functorial property of (M˜,R, θt).) Let U˜(M) be the normalizer unitary group forM ⊂ M˜ .
Set
Cntr(M) = {σ ∈ Aut(M) | σ˜ ∈ Int(M˜)} = {Adu|M | u ∈ U˜(M)}.
Then the normal subgroup of G defined by H = {g ∈ G | αg ∈ Cntr(M)} is the first
invariant. The second invariant is a Connes-Takesaki module mod(αg) = α˜g|Z(M˜) [8].
The third invariant is a characteristic invariant. Set δvα(g, n) := vα(g, g−1ng)vα(n, g)∗
for a 2-cocycle vα(g, h). It is easy to see αg◦αg−1ng = Ad δv
α(g, n) ◦αn◦αg
Take u˜αm ∈ U˜(M) such that α˜m = Ad u˜αm, m ∈ H , and u˜e = 1. Comparing
α˜g◦α˜g−1ng◦α˜
−1
g = Ad δv
α(g, n)◦α˜n◦α˜g◦α˜
−1
g = Ad (δv
α(g, n)u˜αn)
with
α˜g◦α˜g−1ng◦α˜
−1
g = Ad α˜g(u˜
α
g−1ng),
we get a unitary λ(g, n) ∈ Z(M˜) such that
α˜g(u˜
α
g−1ng) = λ(g, n)δv
α(g, n)u˜αn.
In a similar way, from α˜mα˜n = Ad v
α(m,n)α˜mn, we get a unitary µ(m,n) ∈ Z(M˜) by
u˜αmu˜
α
n = µ(m,n)v
α(m,n)u˜αmn, m, n ∈ H.
Since θt commutes with α˜g, we get a 1-cocycle ct(m) ∈ Z1θ (R, U(Z(M˜))) by θt(u˜αm) =
ct(m)u˜
α
m. Unitaries (λ, µ) and ct(n) are related as below.
θt(λ(g, n))ct(n) = mod(αg)(ct(g
−1ng))λ(g, n),
ct(m)ct(n)µ(m,n) = ct(mn)θt(µ(m,n)).
Set λ((g, t), n) = θt(λ(g, n))ct(n). We extend a cocycle crossed action (α˜, v
α(g, h)) of G
to that of G˜ = G × R by setting α˜(g,t) = α˜gθt and vα((g, t), (h, s)) = vα(g, h). We can
verify that (λ, µ) satisfies the following relations. (These include the above relations.)
µ(l, m)µ(lm, n) = µ(m,n)µ(l, mn), l, m, n ∈ H,
λ(gh, n) = α˜g(λ(h, g
−1ng))λ(g, n), g, h ∈ G˜, n ∈ H,
λ(g,mn)λ(g,m)∗λ(g, n)∗ = µ(m,n)α˜g(µ(g
−1mg, g−1ng)∗), g ∈ G˜,m, n ∈ H,
λ(m,n) = µ(m,m−1nm)µ(n,m)∗, m, n ∈ H,
λ(g, n) = µ(l, m) = 1 if any of g, l,m, n is e.
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Definition 2.2 (1) We say (λ, µ) satisfying the above conditions as a characteristic co-
cycle for α and denote the set of all characteristic cocycles by Zα(G˜,H, U(Z(M˜))). Note
that Zα(G,H, U(Z(M˜))) becomes an abelian group by a natural multiplication.
(2) Let Bα(G˜,H, U(Z(M˜))) be a set of coboundaries defined as
Bα(G˜,H, U(Z(M˜))) = {(α˜g(zg−1ng)z∗n, zmznz∗mn) | {zn}n∈H ⊂ U(Z(M˜)), ze = 1},
which is a normal subgroup of Zα(G˜,H, U(Z(M˜))).
(3) Let Λα(G˜,H, U(Z(M˜))) be a quotient group. The equivalence class χ(α) = [λ, ν] ∈
Λα(G˜,H, U(Z(M˜))) is said to be the characteristic invariant for α.
Though (λ, µ) depends on the choice of u˜n, χ(α) does not depend on u˜n. Thus the true
invariant for α is χ(α) rather than (λ, µ).
We denote the triplet {H,mod(αg), χ(α)} by Inv(α). It is a routine work to show
Inv(α) is a strong cocycle conjugacy invariant. The purpose of this paper is to present
a proof the converse implication which does not depend on types of factors by using the
Evans-Kishimoto type intertwining argument as in [29].
Theorem 2.3 Let M be an injective factor, and G a discrete amenable group. Let
(α, vα(g, h)) and (β, vβ(g, h)) be cocycle crossed actions of G on M with Inv(α) = Inv(β).
Then α and β are strongly cocycle conjugate.
The proof of Theorem 2.3 will be presented in sequel sections. Here we state corollaries
of the main theorem.
Let Autθ(Z(M˜)) = {σ ∈ Aut(Z(M˜)) | σθt = θtσ}. Then σ ∈ Autθ(Z(M˜)) acts on
Inv(α) by σ(Inv(α)) = {H, σ◦mod(αg)◦σ−1, [σ(λ), σ(µ)]}.
Corollary 2.4 Let M , G be as in Theorem 2.3. Let α and β be actions of G. Then
α and β are cocycle conjugate if and only if there exists σ ∈ Autθ(Z(M˜)) such that
Inv(α) = σ(Inv(β)).
Proof. This follows from Theorem 2.3, Inv(γ◦α◦γ−1) = mod(γ)(Inv(α)), and the surjec-
tivity of the module map γ ∈ Aut(M)→ mod(γ) ∈ Autθ(Z(M˜)) [40]. ✷
Since there exists a genuine action β with Inv(α) = Inv(β) by [16, Proposition 1.5.8],
[39, Theorem 5.14], [22, Proposition 22], the following corollary immediately follows from
Theorem 2.3. (Also see §7 about the construction of model actions.)
Corollary 2.5 The second cohomology vanishing theorem holds for any cocycle crossed
action of a discrete amenable group on the injective factor of type II1.
Remark. So far, it is known that the second cohomology vanishing theorem holds in the
following cases. (See [16], [32], [37].)
(1) arbitrary cocycle crossed actions of free groups on arbitrary von Neumann algebras,
(2) arbitrary cocycle crossed actions of arbitrary locally compact groups on properly
infinite von Neumann algebras,
(3) arbitrary cocycle crossed actions of finite groups on type II1 von Neumann algebras,
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(4) centrally free cocycle crossed actions of discrete amenable groups on McDuff factors.
In particular, for infinite discrete amenable groups and the injective factor of type II1,
the second cohomology vanishing theorem has been known for only free cocycle crossed
actions. Hence the above corollary removes the assumption of freeness in this case.
We close this section by giving a cohomological explanation of definition of χ(α) for
a cocycle crossed action (α, vα(g, h)). We consider an extended cocycle crossed action
(α˜, vα(g, h)) of G˜ defined as above.
We define a multiplication on U˜(M) × G˜ by (u, g)(w, h) = (uα˜g(w)vα(g, h), gh) and
denote this group by U˜(M)⋊vα G˜. Indeed, the 2-cocycle property of v
α(g, h) assures that
this multiplication is associative. If an appearing 2-cocycle is clear, then we simply write
U˜(M)⋊ G˜. We can easily verify (1, g)(1, g−1ng) = (δvα(g, n), n)(1, g).
Let H¯ := {(u∗, n) | n ∈ H and Ad u = α˜n}. Then H¯ is a normal subgroup of
U˜(M)⋊ G˜. Indeed, since we have
(u∗, m)(w∗, n) = (u∗α˜n(w
∗)vα(m,n), mn) = (w∗u∗vα(m,n), mn)
and Ad (vα(m,n)∗uw) = Ad vα(m,n)∗◦α˜m◦α˜n = α˜mn, H¯ is a subgroup. To see H¯ is
normal, we only have to verify (w, e)(u∗, n)(w, e)−1 and (1, g)(u∗, g−1ng)(1, g)−1 are in H¯.
In fact,
(w, e)(u∗, n)(w, e)−1 = (wu∗, n)(w∗, e) = (wu∗α˜n(w
∗), n) = (u∗, n)
holds. In particular, U˜(M) are in the commutant of H¯ .
Next we have the following.
(1, g)(u∗, g−1ng)(1, g)−1 = (α˜g(u
∗), e)(1, g)(1, g−1ng)(1, g)−1 = (α˜g(u
∗)δvα(g, n), n),
and
Ad (δvα(g, n)∗α˜g(u)) = Ad δv
α(g, n)◦α˜g◦Adu ◦α˜
−1
g = Ad δv
α(g, n)◦α˜g◦α˜g−1ng◦α˜
−1
g = α˜n.
Hence (1, g)(u∗, g−1ng)(1, g)−1 ∈ H¯.
Although {(1, g) | g ∈ G} is not a subgroup of U˜(M)⋊G˜, (u∗, n)→ (1, g)(u∗, n)(1, g)−1
defines an action of G˜ on H¯ due to [U˜(M), H¯ ] = {(1, e)}.
We have the following G˜-equivariant exact sequence.
0 −→ U(Z(M˜ )) ι−→ H¯ π−→ H −→ 0.
Here ι(z) = (z∗, e) ∈ H¯, and π(u∗, n) = n. The characteristic invariant associated with
this exact sequence is nothing but χ(α). See [16], [39] and [19] for cohomological property
of χ(α).
Remark Let M˜ ⋊α˜,v G˜ be a twisted crossed product, and λg the implementing unitary.
The group U˜(M)⋊G is identified with {uλg | u ∈ U˜(M), g ∈ G}.
3 Quasi cocycle crossed actions
Let α and β be as in Theorem 2.3. In this case, we can choose u˜βn ∈ U(M˜ ) such that
β˜g(u˜
β
g−1ng
) = λ(g, n)δvβ(g, n)u˜βn, u˜
β
mu˜
β
n = µ(m,n)v
β(m,n)u˜βmn, θt(u˜
β
m) = ct(m)u˜
β
m.
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To explain our idea of proof of Theorem 2.3, consider the following special case. Set
Q = G/H . Assume that vα(g, h) = vβ(g, h) = 1, and G is of the form G = H ⋊ Q.
Then α|Q and β|Q are centrally free actions of Q on M with αp◦β−1p ∈ Int(M). By [29],
Ad vp◦αp = σ◦βp◦σ
−1 for some α-cocycle vp and σ ∈ Int(M). Put vh = σ(u˜βh)u˜α∗h for
h ∈ H . By the choice of u˜αh and u˜βh, we can verify that vh ∈ M˜θ = M , and vh is a
1-cocycle for α|H with Ad vh◦αh = σ◦βh◦σ−1. We then define vhp = vhαh(vp) for h ∈ H ,
p ∈ Q. We can verify vpαp(vh) = vph for p ∈ Q and h ∈ H as follows.
vpαp(vh) = vpα˜p(σ(u˜
β
h)u˜
α∗
h ) = σ◦β˜p(u˜
β
h)vpα˜p(u˜
α∗
h )
= σ(λ(p, php−1)u˜β
php−1
)vpλ(p, php
−1)∗u˜α∗php−1
= σ(u˜β
php−1
)vpu˜
α∗
php−1 = σ(u˜
β
php−1
)u˜α∗php−1αphp−1(vp)
= vphp−1αphp−1(vp) = vph.
It follows that vg becomes a 1-cocycle for α and Ad vg◦αg = σ◦βg◦σ
−1, g ∈ G. Thus α
and β are strongly cocycle conjugate.
We would like to extend the above argument to general case. Main difficulty is that G
is not a semidirect product of H by Q, that is, we can not embed Q into G as a subgroup.
So α does not give an action of Q. To treat such case, we introduce the notion of quasi
cocycle crossed cocycle actions of Q. We first classify two quasi cocycle actions of Q by
intertwining argument, and combine H-parts and Q-parts as above. In what follows, we
mainly use letters g, h, k for elements of G, m,n for those of H , and p, q, r for those of Q.
Lemma 3.1 Define um = u˜
α
mu˜
β∗
m . Then um ∈M and we have
αm = Ad um◦βm, v
α(m,n) = umβm(un)v
β(m,n)u∗mn.
Proof. By the choice of u˜αm and u˜
β
m, θt(um) = um ∈ M˜θ =M . It is clear αm = Ad um◦βm,
since α˜m = Ad um◦β˜m. The last equation can be verified as follows.
umβm(un)v
β(m,n)u∗mn = u˜
α
mu˜
β∗
m β˜m(u˜
α
nu˜
β∗
n )v
β(m,n)u˜βmnu˜
α∗
mn
= u˜αmu˜
α
nu˜
β∗
n u˜
β∗
m v
β(m,n)u˜βmnu˜
α∗
mn
= µ(m,n)∗u˜αmu˜
α
nu˜
α∗
mn
= vα(m,n).
✷
By the above lemma, we can assume (αn, v
α(m,n)) = (σn, v
σ(m,n)) for some fixed
cocycle crossed action σ of H by a suitable unitary perturbation. In fact, the existence of
model actions allows us to further assume vσ(m,n) = 1 for all m,n ∈ H . In what follows,
we fix u˜n ∈ U˜(M) with σ˜n = Ad u˜n.
Remark. Let γg be a unitary perturbation of α by wg ∈ U(M). If we choose u˜γn as wnu˜αn,
then we obtain a same characteristic cocycle.
Fix a section p ∈ Q → p˜ ∈ G with e˜ = e, and set m(p, q) = p˜q−1p˜q˜ ∈ H . So p˜q˜ =
p˜q ·m(p, q) holds. From (p˜q˜)r˜ = p˜(q˜r˜), we obtain m(pq, r)r˜−1m(p, q)r˜ = m(p, qr)m(q, r).
We denote this element by m(p, q, r).
Set cα(p, q) = vα(p˜, q˜)vα(p˜q,m(p, q))∗. It is easy to see αp˜◦αq˜ = Ad c
α(p, q)◦αp˜q◦σm(p,q).
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Definition 3.2 We say (αp˜, c
α(p, q)) a quasi cocycle crossed action of Q.
The unitary cα(p, q) behaves like a 2-cocycle as follows.
Lemma 3.3 For p, q, r ∈ Q, we have
cα(p, q)αp˜q (δv
α(r˜, m(p, q))∗) cα(pq, r) = αp˜(c
α(q, r))cα(p, qr).
Proof. In U˜(M) ⋊vα G˜, we compute ((1, p˜)(1, q˜)) (1, r˜) = (1, p˜) ((1, q˜)(1, r˜)). First note
the following relations.
(1, p˜)(1, q˜) = (vα(p˜, q˜), p˜q˜) = (cα(p, q), p˜q)(1, m(p, q)),
(1, n)(1, g) = (δvα(g, n)∗, e)(1, g)(1, g−1ng).
On one hand, we have the following.
((1, p˜)(1, q˜)) (1, r˜)
= (cα(p, q), p˜q)(1, m(p, q))(1, r˜)
= (cα(p, q), p˜q) (δvα(r˜, m(p, q))∗, e) (1, r˜)(1, r˜−1m(p, q)r˜)
= (cα(p, q), e) (αp˜q (δv
α(r˜, m(p, q))∗) , e) (1, p˜q)(1, r˜)(1, r˜−1m(p, q)r˜)
= (cα(p, q)αp˜q (δv
α(r˜, m(p, q))∗) cα(pq, r), p˜qr) (1, m(pq, r))(1, r˜−1m(p, q)r˜)
= (cα(p, q)αp˜q (δv
α(r˜, m(p, q))∗) cα(pq, r), p˜qr) (1, m(p, q, r)).
On the other hand, we have the following.
(1, p˜) ((1, q˜)(1, r˜)) = (1, p˜)(cα(q, r), q˜r)(1, m(q, r))
= (αp˜(c
α(q, r)), e)(1, p˜)(1, q˜r)(1, m(q, r))
= (αp˜(c
α(q, r))cα(p, qr), e)(1, p˜qr)(1, m(p, qr))(1, m(q, r))
= (αp˜(c
α(q, r))cα(p, qr), p˜qr)(1, m(p, q, r)).
Note vα(m,n) = 1 for m,n ∈ H . Thus we get the conclusion. ✷
Remark. If we do not assume vα(m,n) = 1, then we get
cα(p, q)αp˜q (δv
α(r˜, m(p, q))∗) cα(pq, r)αp˜qr(v
α(m(pq, r), r˜−1m(p, q)r˜))
= αp˜(c
α(q, r))cα(p, qr)αp˜qr(v
α(m(p, qr), m(q, r))).
4 Approximation of quasi cocycle crossed actions
In the rest of paper, we use the following notation. For α ∈ Aut(M), a ∈M and ψ ∈M∗,
functionals α(ψ), a · ψ and ψ · a are defined as follows.
α(ψ) = ψ◦α−1, a · ψ(x) = ψ(xa), ψ · a(x) = ψ(ax).
Hence {αν}ν converges to α in the u-topology if limν ‖αν(ψ)− α(ψ)‖ = 0 for all ψ ∈M∗.
It is easy to see a norm bounded sequence {aν}ν converges to a in the σ-strong* topology
if and only if
lim
ν
‖(aν − a) · ψ‖ = lim
ν
‖ψ · (aν − a)‖ = 0
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for all ψ ∈M∗, and equivalently
lim
ν
‖(aν − a) · ϕ‖ = lim
ν
‖ϕ · (aν − a)‖ = 0
for some fixed faithful normal state ϕ. The advantage of use of these norms instead
of usual norms ‖a‖#ϕ defining σ-strong* topology is the unitary invariance of ‖ψ‖, i.e.,
‖u · ψ · v‖ = ‖ψ‖ for ψ ∈M∗, u, v ∈ U(M).
Throughout this paper, we fix a free ultrafilter ω over N. Let Mω be an ultraproduct
algebra [32], andMω a central sequence algebra [31], [2]. By the Connes-Krieger-Haagerup
classification of injective factors [4], [24], [7], [12], M is a McDuff factor. Hence Mω is of
type II1. Let τ
ω :Mω →M be a positive map τω(X) = limν→ω xν , X = (xν) ∈Mω, where
limit is taken in the σ-weak topology. We extend ϕ ∈M∗ to (Mω)∗ by ϕ(X) = ϕ◦τω(X).
The restriction τω = τ
ω|Mω gives a tracial state on Mω. We denote the L1-norm τω(|X|)
on Mω by |X|1. We write A ⋐ B if A is a finite subset of B.
Let α and β be as in the previous section. By [22, Theorem 1], Ker(mod) = Int(M),
and Cntr(M) = Cnt(M) for an injective factor M , where Cnt(M) is the set of centrally
trivial automorphisms. Hence there exists a sequence of unitaries {uνr˜}ν ⊂ M , r ∈ Q,
such that αr˜ = limν u
ν
r˜βr˜, and αr˜ and βr˜ induce free actions of Q on Mω. However to
apply the intertwining argument in our setting, we also need to approximate 2-cocycles of
α and β. This section is devoted to solve this problem. Our goal in this section is Lemma
4.6.
Let {uνr˜} ⊂ M be as above, and set Ur˜ = (uνr˜) ∈ Mω. We have αr˜ = AdUr˜◦βr˜
on M . We want to extend Ur˜ for all g ∈ G so that αg = AdUg◦βg on M . It is easy to
see two unitaries vα(n, r˜)σn(Ur˜)v
β(n, r˜)∗ and vα(r˜, r˜−1nr˜)∗Ur˜v
β(r˜, r˜−1nr˜) have the desired
property for αnr˜ and βnr˜. The following lemma says that these two unitaries coincide.
Lemma 4.1 For any Wg = (w
ν
g ) ∈Mω with αg = limν→ω wνg ◦βg, we have
vα(n, g)∗σn(Wg)v
β(n, g) = vα(g, g−1ng)∗Wgv
β(g, g−1ng)
for g ∈ G and n ∈ H.
Proof. We will show W ∗g δv
α(g, n)σn(Wg) = δv
β(g, n). Since the canonical extension is
continuous in the u-topology, we have lim
ν→ω
Adwνg ◦β˜g = α˜g. Then it follows that
lim
ν→ω
wν∗g δv
α(g, n)σn(w
ν
g ) = lim
ν→ω
wν∗g δv
α(g, n)σ˜n(w
ν
g ) = lim
ν→ω
wν∗g δv
α(g, n)u˜nw
ν
g u˜
∗
n
= β˜g◦α˜
−1
g (δv
α(g, n)u˜n) u˜
∗
n = λ(g, n)
∗β˜g (u˜g−1ng) u˜
∗
n
= δvβ(g, n).
Here note β˜g◦α˜
−1
g (λ(g, n)) = λ(g, n), since mod(αg) = mod(βg). ✷
Define Unr˜ = v
α(n, r˜)σn(Ur˜)v
β(n, r˜)∗, γg = AdUg◦βg, V (g, h) = Ugβg(Uh)v
β(g, h)U∗gh.
Then (γg, V (g, h)) is a cocycle crossed action on M
ω with γg|M = αg. Note V (m,n) = 1,
m,n ∈ H , since Un = 1 for n ∈ H . Our first task is to show that γp˜ is a free cocycle
crossed action of Q on Mω.
Lemma 4.2 For g ∈ G and n ∈ H, we have V (n, g) = vα(n, g) and V (g, n) = vα(g, n).
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Proof. From the definition of Unr˜, it follows that
V (n, r˜) = σn(Ur˜)v
β(n, r˜)U∗nr˜ = σn(Ur˜)v
β(n, r˜)vβ(n, r˜)∗σn(U
∗
r˜ )v
α(n, r˜) = vα(n, r˜).
By Lemma 4.1, we have Ur˜n = Ur˜nr˜−1n = v
α(r˜, n)∗Ur˜v
β(r˜, n). Hence
V (r˜, n) = Ur˜v
β(r˜, n)U∗r˜n = Ur˜v
β(r˜, n)vβ(r˜, n)∗U∗r˜ v
α(r˜, n) = vα(r˜, n)
holds. If g = mr˜, then
V (n, g) = V (n,mr˜) = σn(V (m, r˜)
∗)V (n,m)V (nm, r˜)
= σn(v
α(m, r˜)∗)vα(nm, r˜) = vα(n,mr˜) = vα(n, g)
holds. In a similar way as above, we can verify V (r˜m, n) = vα(r˜m, n). ✷
Lemma 4.3 Put z(p, q) = Up˜βp˜(Uq˜)c
β(p, q)U∗p˜qc
α(p, q)∗, p, q ∈ Q. Then z(p, q) ∈Mω.
Proof. For two sequences {ψν}, {ϕν} ⊂ M∗, we write ψν ∼ ϕν if lim
ν→ω
‖ψν − ϕν‖ = 0.
Then
αp˜◦αq˜(ϕ) ∼ Ad uνp˜βp˜(uνq˜ )◦βp˜◦βq˜(ϕ)
= Ad
(
uνp˜βp˜(u
ν
q˜ )c
β(p, q)
)
◦βp˜q◦σm(p,q)(ϕ)
∼ Ad (uνp˜βp˜(uνq˜ )cβ(p, q)uν∗p˜q) ◦αp˜q◦σm(p,q)(ϕ)
= Ad
(
uνp˜βp˜(u
ν
q˜ )c
β(p, q)uν∗p˜qc
α(p, q)∗
)
◦αp˜◦αq˜(ϕ)
holds. This implies Up˜βp˜(Uq˜)c
β(p, q)U∗p˜qc
α(p, q)∗ ∈Mω. ✷
Lemma 4.4 (γp˜, z(p, q)) is a cocycle crossed action of Q on Mω.
Proof. Set z′(p, q) = V (p˜, q˜)V (p˜q,m(p, q))∗ = Up˜βp˜(Uq˜)c
β(p, q)U∗p˜q. Then (γp˜, z
′(p, q)) is
a quasi cocycle crossed action of Q, and z′(p, q) = z(p, q)cα(p, q).
For x ∈Mω, we have
γp˜◦γq˜(x) = Ad z
′(p, q)◦γp˜q◦σm(p,q)(x) = Ad z(p, q)◦γp˜q(x),
since Ad cα(p, q), σm(p,q) ∈ Cnt(M).
We next show that z(p, q) satisfies the 2-cocycle relation. By Lemma 3.3, we have
z′(p, q)γp˜q (δV (r˜, m(p, q))
∗) z′(pq, r) = γp˜(z
′(q, r))z′(p, qr).
By Lemma 4.2 and γg|M = αg, the left hand side is
z′(p, q)γp˜q (δV (r˜, m(p, q))
∗) z′(pq, r)
= z(p, q)cα(p, q)αp˜q (δv
α(r˜, m(p, q))∗) z(pq, r)cα(pq, r)
= z(p, q)z(pq, r)cα(p, q)αp˜q (δv
α(r˜, m(p, q))∗) cα(pq, r).
The right hand side is
γp˜(z
′(q, r))z′(p, qr) = γp˜(z(q, r)c
α(q, r))z(p, qr)cα(p, qr)
= γp˜(z(q, r))z(p, qr)αp˜(c
α(q, r))cα(p, qr).
Then Lemma 3.3 yields z(p, q)z(pq, r) = γp˜(z(q, r))z(p, qr). ✷
Next step is to replace Up so that z(p, q) = 1. To this end, we need the second
cohomology vanishing theorem.
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Proposition 4.5 Let Q be a discrete amenable group, and (γ, u(g, h)) a semiliftable co-
cycle crossed action of Q on Mω. Then u(g, h) is a coboundary.
Proposition 4.5 was first proved by Ocneanu [32], and later more simplified proof was
given in [30] with generalization to discrete amenable Kac algebra case. In appendix, we
present a proof of Proposition 4.5 based on the argument in [30] for readers’ convenience.
Lemma 4.6 Let α and β be as above. Then there exists a sequence {uνp}ν ⊂ U(M),
p ∈ Q, such that
(1) αp˜ = limν→ω Adu
ν
p
◦βp˜ in the u-topology,
(2) cα(p, q) = limν→ω u
ν
pβp˜(u
ν
q )c
β(p, q)uν∗pq in the σ-strong* topology.
Proof. Let (γp˜, z(p, q)) be as in Lemma 4.4. By Proposition 4.5, there exists ap ∈ U(Mω)
such that apγp˜(aq)z(p, q)a
∗
pq = 1. Then we have
1 = apγp˜(aq)z(p, q)a
∗
pq = apUp˜βp˜(aq)U
∗
p˜Up˜βp˜(Uq˜)c
β(p, q)U∗p˜qc
α(p, q)∗a∗pq
= apUp˜βp˜(aqUq˜)c
β(p, q)U∗p˜qa
∗
pqc
α(p, q)∗.
Thus the representing sequence of apUp˜ is a desired one. ✷
The following lemma is unnecessary in the rest of this paper. However the similar
argument will be appear in the proof of main theorem in §6.
Lemma 4.7 Let Up˜ = (u
ν
p) ∈Mω be as in Lemma 4.6. Then we have V (g, h) = vα(g, h)
for all g, h ∈ G.
Proof. By Lemma 4.6, we have
vα(p˜, q˜)vα(p˜q,m(p, q))∗ = cα(p, q) = Up˜βp˜(Uq˜)c
β(p, q)U∗p˜q = V (p˜, q˜)V (p˜q,m(p, q))
∗.
Then by Lemma 4.2, we have V (p˜, q˜) = vα(p˜, q˜). If g = mp˜, then
V (g, q˜) = V (mp˜, q˜) = V (m, p˜)∗σm (V (p˜, q˜)) V (m, p˜q˜)
= vα(m, p˜)∗σm(v
α(p˜, q˜))vα(m, p˜q˜) = vα(mp˜, q˜) = vα(g, q˜)
holds. For h = nq˜, we have
V (g, h) = V (g, nq˜) = γg(V (n, q˜)
∗)V (g, n)V (gn, q˜)
= αg(v
α(n, q˜)∗)vα(g, n)vα(gn, q˜) = vα(g, nq˜) = vα(g, h)
by Lemma 4.2 and the above result. ✷
5 Approximate cohomology vanishing
Let K be a discrete amenable group. Let F ⋐ K and δ > 0. In this paper, we say S ⋐ K
is (F, δ)-invariant if ∣∣∣∣∣S ∩ ⋂
g∈F
g−1S
∣∣∣∣∣ > (1− δ)|S|.
We will use the following Rohlin type theorem to show approximate cohomology van-
ishing.
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Theorem 5.1 Let K be a discrete amenable group, and γg a semiliftable strongly free
action of K on Mω. Fix e ∈ F ⋐ K, δ > 0, and let S ⋐ K be an (F, δ)-invariant finite
set. Then there exists a partition of unity {Es}s∈S ⊂Mω such that∑
s∈g−1S∩S
|γg(Es)− Egs|1 < 4δ
1
2 , g ∈ F,
∑
s∈S\g−1S
|Es|1 < 3δ 12 , g ∈ F,
[γg(Es), Es′] = 0, g ∈ F, s, s′ ∈ S.
Moreover we can take {Es} in the relative commutant of any countable subset of Mω.
The proof of Theorem 5.1 is essentially same as that of [32, Theorem 6.1]. (See Appendix
for detail of proof.) Since we do not need a paving structure of a discrete amenable group,
our Rohlin type theorem takes a simpler form than Ocneanu’s one.
The following lemma is the key for our intertwining argument in the next section.
Lemma 5.2 Let K be a discrete amenable group. Assume F ⋐ K, Ψ ⋐M∗, Φ ⋐ (M∗)+
and ε > 0 are given. Let S be an (F, ε)-invariant finite set. Let γ be a map from K into
Aut(M) such that γgh ≡ γgγh, and γg 6≡ id for g 6= e, modulo Cnt(M). Assume that a
family of unitaries {ug}g∈K ⊂ U(M) satisfies
‖[ψ, us]‖ < (3|S|)−1ε, s ∈ S, ψ ∈ Ψ,
‖ϕ · (ugγg(us)u∗gs − 1)‖ < 5
√
ε, ‖(ugγg(us)u∗gs − 1) · ϕ‖ < 5
√
ε, ϕ ∈ Φ, g ∈ F, s ∈ S.
Then there exists w ∈ U(M) such that
‖[w, ψ]‖ < ε, ψ ∈ Ψ,
‖(ugγg(w)w∗ − 1) · ϕ‖ < 7 4
√
ε, ‖ϕ · (ugγg(w)w∗ − 1)‖ < 7 4
√
ε, g ∈ F, ϕ ∈ Φ.
Proof. By assumption, γ induces a free action of K onMω. Let {Es}s∈S ⊂Mω be Rohlin
projections for γg as in Theorem 5.1. Set W =
∑
h∈S uhEh ∈ U(Mω). Note |
∑
i xipi| =∑
i |xi|pi for xk ∈ M and a partition of unity {pi} ⊂ Mω, and ϕ(ab) = ϕ(a)τω(b) for
a ∈M and b ∈Mω. Then we have
ϕ (|ugγg(W )W ∗ − 1|) = ϕ
(∣∣∣∣∣∑
h,k∈S
(ugγg(uh)u
∗
k − 1)γg(Eh)Ek
∣∣∣∣∣
)
=
∑
h,k∈S
ϕ (|ugγg(uh)u∗k − 1| γg(Eh)Ek)
=
∑
h,k∈S
ϕ (|ugγg(uh)u∗k − 1|) |γg(Eh)Ek|1 .
We divide
∑
h,k∈S as∑
h,k∈S
=
∑
h∈S∩g−1S
k∈S
+
∑
h∈S\g−1S
k∈S
=
∑
h∈S∩g−1S
gh=k∈S
+
∑
h∈S∩g−1S
gh 6=k∈S
+
∑
h∈S\g−1S
k∈S
.
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Since ϕ(|x|) ≤ ‖x · ϕ‖, the first term is less than 5√ε by the assumption. The second
term is estimated as follows.∑
h∈S∩g−1S
k∈S,k 6=gh
ϕ (|(ugγg(uh)u∗k − 1)|) |γg(Eh)Ek|1 ≤ 2
∑
h∈S∩g−1S
|(1− Egh)γg(Eh)|1
= 2
∑
h∈S∩g−1S
|(1− Egh)(γg(Eh)− Egh)|1
< 8
√
ε.
The third term is estimated as follows∑
h∈S\g−1S
k∈S
ϕ (|ugγg(uh)u∗k − 1|) |γg(Eh)Ek|1 ≤
∑
h∈S\g−1S
2|γg(Eh)| < 6
√
ε.
Hence we obtain ϕ (|ugγg(W )W ∗ − 1|) < 19
√
ε, g ∈ F . In the same way, we have
ϕ (|(ugγg(W )W ∗ − 1)∗|) < 19
√
ε.
Let W = (wν)ν , Es = (es,ν)ν be representing sequences consisting of unitaries, and
projections respectively. Set aν =
∑
s∈S uses,ν. Note that aν is not a unitary in general.
Since (aν) = (wν) in M
ω , aν − wν converges to 0 in the σ-strong* topology as ν → ω.
Fix sufficiently large ν such that
‖[ψ,wν − aν ]‖ < ε
3
, ‖[ψ, es,ν]‖ < ε
3|S| , ψ ∈ Ψ, s ∈ S,
ϕ(|ugγg(wν)w∗ν − 1|) < 19
√
ε, ϕ(|(ugγg(wν)w∗ν − 1)∗|) < 19
√
ε, g ∈ F, ϕ ∈ Φ.
It follows that
‖[ψ,wν ]‖ ≤ ‖[ψ,wν − aν ]‖+ ‖[ψ, aν ]‖ < ε
3
+
∥∥∥∥∥
[
ψ,
∑
k∈S
ukek,ν
]∥∥∥∥∥
≤ ε
3
+
∑
k∈S
(‖[ψ, uk]ek,ν‖+ ‖uk[ψ, ek,ν]‖) < ε.
Since ‖x · ϕ‖ ≤√‖x‖ϕ(|x|) and ‖ϕ · x‖ ≤√‖x‖ϕ(|x∗|), w = wν is a desired unitary. ✷
6 Intertwining argument
In this section, we present a proof of the main theorem, Theorem 2.3. We can assume
β is an action, i.e., vβ(g, h) = 1, g, h ∈ G due to the existence of model actions. Recall
that we assumed that σn = αn = βn is an action of H , and fixed a unitary u˜m ∈ M˜ with
σ˜m = Ad u˜m in §3.
At first, we will classify two quasi cocycle crossed actions (αp˜, c
α(p, q)) and (βp˜, 1) of
Q. For simplicity, we write αp˜ as αp until the end of proof of Theorem 6.1.
Theorem 6.1 Let (αp, c
α(p, q)) and (βp, 1) as above. Then there exist θ¯0, θ¯1 ∈ Int(M),
uˆ0p, uˆ
1
p ∈ U(M) such that
Ad uˆ0p◦ θ¯0◦αp◦ θ¯
−1
0 = Ad uˆ
1
p
◦ θ¯1◦βp◦ θ¯
−1
1 ,
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and
uˆ0pθ¯0◦αp◦ θ¯
−1
0 (uˆ
0
q)θ¯0(c
α(p, q))θ¯0◦αpq◦ θ¯
−1
0 (θ¯0(u˜m(p,q))u˜
∗
m(p,q))uˆ
0∗
pq
= uˆ1pθ¯1◦βp◦ θ¯
−1
1 (uˆ
1
q)θ¯1◦βpq◦ θ¯
−1
1 (θ¯1(u˜m(p,q))u˜
∗
m(p,q))uˆ
1∗
pq.
We remark that θ¯i(u˜m(p,q))u˜
∗
m(p,q), i = 0, 1, are indeed in M .
Proof. Put εn = 4
−n, n ∈ N. (Until the end of proof, we use the letter n to denote
elements in N.) Fix Fn ⋐ Q and an (Fn, εn)-invariant set Sn ⋐ Q such that e ∈ F1,
Fn ⊂ Fn+1,
⋃
n Fn = Q, Fn ⊂ Sn and FnSn ⊂ Fn+1.
Fix a faithful normal state ϕ0. Let {Ψn}n be an increasing sequence of finite sets of
M∗ such that
⋃
nΨn is total in M∗.
Set γ(0) = α, c0(p, q) = cα(p, q), γ(−1) = β, c−1(p, q) = 1. We will construct a family of
quasi cocycle crossed actions (γ
(n)
p , cn(p, q)), unitaries unp , a
n
p , b
n
p , wn, automorphisms θn,
and finite sets Φn ⋐ (M∗)+, Ψ
′
n,Φ
′
n ⋐M∗ satisfying the following conditions.
(n.1) Φn = {Ad bn−1p (ϕ0)}p∈Fn, Φ′n =
⋃
p,q∈Fn
r∈Sn,ϕ∈Φn
(
γ(n−1)p
)−1 ({ϕ · cn−1(q, r), cn−1(q, r) · ϕ}) ,
(n.2) Ψ′n = Ψn ∪ θn−1(Ψn) ∪
⋃
p∈Fn
{bn−1p · ϕ0, ϕ0 · bn−1p } ∪ Φ′n,
(n.3) anp = u
n
pγ
(n−2)
p (wn)w
∗
n, b
n
p = a
n
pwnb
n−2
p w
∗
n, θn = Adwn◦θn−2, n ≥ 3,
(n.4) γ
(n)
p = Ad unp ◦γ
(n−2)
p = Ad anp ◦Adwn◦γ
(n−2)
p ◦Adw∗n,
(n.5) cn(p, q) = unpγ
(n−2)
p (unq )c
n−2(p, q)un∗pq ,
(n.6) ‖γ(n)p (ψ)− γ(n−1)p (ψ)‖ <
εn
6|Sn| , p ∈ Fn+1,
ψ ∈
⋃
q∈Fn+1
(
γ(n−2)q
)−1
(Ψ′n−1) ∪
(
γ(n−1)q
)−1
(Ψ′n),
(n.7)

‖ϕ · (cn(p, q)− cn−1(p, q)) ‖ < εn
2
,
‖ (cn(p, q)− cn−1(p, q)) · ϕ‖ < εn
2
, ϕ ∈ Φn ∪ Φn−1, p ∈ Fn, q ∈ Sn,
(n.8)
{ ‖ϕ · (anp − 1)‖ < 7 4√εn−1,
‖(anp − 1) · ϕ‖ < 7 4√εn−1, ϕ ∈ Φn−1, p ∈ Fn−1, n ≥ 2,
(n.9) ‖[wn, ψ]‖ < εn−1, ψ ∈ Ψ′n−1, n ≥ 2.
Step 1. Define Φ1, Φ
′
1 and Ψ
′
1 as in (1.1) and (1.2). (Here we set b
0
p = 1, θ0 = id and
Ψ0 = Φ0 = ∅.) By Lemma 4.6, there exists a unitary u1p such that
(1.a)
∥∥Ad u1p◦γ(−1)p (ψ)− γ(0)p (ψ)∥∥ < ε16|S1| , p ∈ F2, ψ ∈ ⋃
r∈F2
(
γ(0)r
)−1
(Ψ′1),
(1.b)
∥∥ϕ · (u1pγ(−1)p (u1q)u1∗pq − c0(p, q))∥∥ < ε12 , ∥∥(u1pγ(−1)p (u1q)u1∗pq − c0(p, q)) · ϕ∥∥ < ε12 ,
p ∈ F1, q ∈ S1, ϕ ∈ Φ1.
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Set
w1 = 1, u
1
p = a
1
p = u
1
p, θ1 = Adw1, γ
(1)
p = Ad u
1
p
◦γ(−1)p , c
1(p, q) = u1pγ
(−1)
p (uq)u
1∗
pq.
Then we obtain (1.3), (1.4) and (1.5). The conditions (1.6) and (1.7) follow from (1.a)
and (1.b). Hence the first step is complete.
Suppose we have constructed up to the (n− 1)-st step.
Step n. Define Φn, Φ
′
n and Ψ
′
n as in (n.1) and (n.2). By Lemma 4.6, there exists a
unitary unp such that
(n.a)
∥∥Ad unp ◦γ(n−2)p (ψ)− γ(n−1)p (ψ)∥∥ < εn6|Sn| ,
p ∈ Fn+1, ψ ∈
⋃
q∈Fn+1
(γ(n−2)q )
−1(Ψ′n−1) ∪ (γ(n−1)q )−1(Ψ′n),
(n.b)
∥∥ϕ · (unpγ(n−2)p (unq )cn−2(p, q)un∗pq − cn−1(p, q))∥∥ < εn2 ,∥∥(unpγ(n−2)p (unq )cn−2(p, q)un∗pq − cn−1(p, q)) · ϕ∥∥ < εn2 ,
p ∈ Fn, q ∈ Sn, ϕ ∈ Φn ∪ Φn−1.
By (n.a) and (n− 1.6), we get∥∥Ad unp ◦γ(n−2)p (ψ)− γ(n−2)p (ψ)∥∥ < εn−13|Sn−1| , ψ ∈ ⋃
q∈Fn
(γ(n−2)q )
−1(Ψ′n−1), p ∈ Fn.
Hence ∥∥[unp , ψ]∥∥ < εn−13|Sn−1| , ψ ∈ Ψ′n−1, p ∈ Fn.
By (n.b) and (n− 1.7), we have∥∥ϕ · (unpγ(n−2)p (unq )cn−2(p, q)un∗pq − cn−2(p, q))∥∥ < εn−1,∥∥(unpγ(n−2)p (unq )cn−2(p, q)un∗pq − cn−2(p, q)) · ϕ∥∥ < εn−1
for p ∈ Fn−1, q ∈ Sn−1 and ϕ ∈ Φn−1.
Since Φn−1 · cn−2(p, q) ⊂ Ψ′n−1, p ∈ Fn−1, q ∈ Sn−1, and Fn−1Sn−1 ⊂ Fn, we have∥∥ϕ · (unpγ(n−2)p (unq )un∗pq − 1)∥∥
=
∥∥ϕ · unpγ(n−1)p (unq )− ϕ · unpq∥∥
≤ ‖[unpq, ϕ]‖+
∥∥ϕ · unpγ(n−2)p (unq )− unpq · ϕ∥∥
= εn−1 +
∥∥ϕ · unpγ(n−2)p (unq )cn−2(p, q)− unpq · ϕ · cn−2(p, q)∥∥
≤ εn−1 + ‖[unpq, ϕ · cn−2(p, q)]‖+
∥∥ϕ · unpγ(n−2)p (unq )cn−2(p, q)− ϕ · cn−2(p, q)unpq∥∥
≤ 2εn−1 +
∥∥ϕ · unpγ(n−2)p (unq )cn−2(p, q)un∗pq − ϕ · cn−2(p, q)∥∥
< 3εn−1
for ϕ ∈ Φn−1, p ∈ Fn−1 and q ∈ Sn−1.
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Since
(
γ
(n−2)
p
)−1
(cn−2(p′, q) · ϕ) ∈ Ψ′n−1 for p, p′ ∈ Fn−1, q ∈ Sn−1 and ϕ ∈ Φn−1,∥∥[γ(n−2)p (uq), cn−2(p′, q′) · ϕ]∥∥ = ∥∥∥[uq, (γ(n−2)p )−1 (cn−2(p′, q′) · ϕ)]∥∥∥ < εn−1
for p, p′ ∈ Fn−1, q, q′ ∈ Sn−1 and ϕ ∈ Φn−1. Thus∥∥(unpγ(n−2)p (unq )un∗pq − 1) · ϕ∥∥
=
∥∥γ(n−2)p (un∗q )un∗p · ϕ− un∗pq · ϕ∥∥
≤ ∥∥[γ(n−2)p (un∗q )un∗p , ϕ]∥∥+ ∥∥ϕ · γ(n−2)p (un∗q )un∗p − un∗pq · ϕ∥∥
≤ ∥∥γ(n−2)p (un∗q )[un∗p , ϕ]∥∥+ ∥∥[γ(n−2)p (un∗q ), ϕ]un∗p ∥∥+ ∥∥ϕ · γ(n−2)p (un∗q )un∗p − un∗pq · ϕ∥∥
≤ 2εn−1 +
∥∥ϕ · γ(n−2)p (un∗q )un∗p − un∗pq · ϕ∥∥
= 2εn−1 +
∥∥cn−2(p, q) · ϕ · γ(n−2)p (un∗q )un∗p − cn−2(p, q)un∗pq · ϕ∥∥
≤ 2εn−1 +
∥∥[γ(n−2)p (un∗q )un∗p , cn−2(p, q) · ϕ]∥∥
+
∥∥γ(n−2)p (un∗q )un∗p cn−2(p, q) · ϕ− cn−2(p, q)un∗pq · ϕ∥∥
≤ 2εn−1 +
∥∥γ(n−2)p (un∗q ) [un∗p , cn−2(p, q) · ϕ]∥∥+ ∥∥[γ(n−2)p (un∗q ), cn−2(p, q) · ϕ]un∗p ∥∥
+
∥∥γ(n−2)p (un∗q )un∗p cn−2(p, q) · ϕ− cn−2(p, q)un∗pq · ϕ∥∥
≤ 4εn−1 +
∥∥γ(n−2)p (un∗q )un∗p cn−2(p, q) · ϕ− cn−2(p, q)un∗pq · ϕ∥∥
= 4εn−1 +
∥∥(unpγ(n−2)p (unq )cn−2(p, q)un∗pq − cn−2(p, q)) · ϕ∥∥
< 5εn−1
holds for p ∈ Fn−1, q ∈ Sn−1 and ϕ ∈ Φn−1.
By Lemma 5.2, there exists a unitary wn such that
‖(unpγ(n−2)p (wn)w∗n − 1) · ϕ‖ < 7 4
√
εn−1, ‖ϕ · (unpγ(n−2)p (wn)w∗n − 1)‖ < 7 4
√
εn−1
and ‖[wn, ψ]‖ < εn−1 for ϕ ∈ Φn−1, p ∈ Fn−1 and ψ ∈ Ψ′n−1. Put anp = unpγ(n−2)p (wn)w∗n.
We then obtain (n.8) and (n.9).
Set
bnp = a
n
pwnb
n−2
p w
∗
n, θn = Adwn◦θn−2, c
n(p, q) = unpγ
(n−2)
p (u
n
q )c
n−2(p, q)un∗pq ,
γ(n)p = Ad u
n
p
◦γ(n−2)p = Ad a
n
p
◦Adwn◦γ
(n−2)
p
◦Adw∗n.
Then we obtain (n.3), (n.4) and (n.5). From (n.a) and (n.b), (n.6) and (n.7) follow.
Thus the n-th step is complete, and we finished the induction.
We show {θ2n} and {θ2n+1} converge to some automorphisms. Fix n0 ∈ N. Take
ψ ∈ Ψn0. If n ≥ n0 + 1, then ψ, θn(ψ) ∈ Ψ′n+1. By (n+ 2.9), we have
‖θn(ψ)− θn+2(ψ)‖ = ‖[wn+2, θn(ψ)]‖ < εn+1, ‖θ−1n (ψ)− θ−1n+2(ψ)‖ = ‖[wn+2, ψ]‖ < εn+1.
Since
⋃
nΨn is total inM∗, {θ±12n (ψ)} and {θ±12n+1(ψ)} are Cauchy sequences for all ψ ∈M∗.
Hence limits θ¯0 = limn θ2n and θ¯1 = limn θ2n+1 exist in the u-topology.
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Next we show the existence of limn b
2n
p and limn b
2n+1
p . Fix p ∈ Fn0+1. Note ϕ0 ∈ Φm ⊂
Ψ′m for all m, and ϕ0 · bnp , bnp · ϕ0 ∈ Ψ′n+1, Ad bnp (ϕ0) ∈ Φn+1 for n ≥ n0. By (n+ 2.8) and
(n+ 2.9), we have∥∥ϕ0 · (bn+2p − bnp )∥∥ = ‖ϕ0 · (an+2p wn+2bnpw∗n+2 − bnp )‖
= ‖ϕ0 · (an+2p − bnpwn+2bn∗p w∗n+2)‖
≤ ‖ϕ0 · (an+2p − 1)‖+ ‖ϕ0 · (1− bnpwn+2bn∗p w∗n+2)‖
≤ 7 4√εn+1 + ‖ϕ0 · (wn+2bnp − bnpwn+2)‖
≤ 7 4√εn+1 + ‖ϕ0 · wn+2bnp − wn+2 · ϕ0 · bnp‖+ ‖[wn+2, ϕ0 · bnp ]‖
≤ 7 4√εn+1 + 2εn+1.
We next estimate ‖(bn+2p − bnp ) · ϕ0‖. By (n+ 2.8), we have
‖(bn+2p − bnp ) · ϕ0‖ = ‖(an+2p wn+2bnpw∗n − bnp ) · ϕ0‖
≤ ‖an+2p (wn+2bnpw∗n+2 − bnp ) · ϕ0‖+ ‖(an+2p − 1)bnp · ϕ0‖
< ‖(wn+2bnpw∗n+2 − bnp ) · ϕ0‖+ 7 4
√
εn+1.
By (n+ 2.9), the first term is estimated as follows.
‖(wn+2bnpw∗n+2 − bnp ) · ϕ0‖ = ‖(bnpw∗n+2 − w∗n+2bnp ) · ϕ0‖
≤ ‖bnpw∗n+2 · ϕ0 − bnp · ϕ0 · w∗n+2‖+ ‖[w∗n+2, bnp · ϕ0]‖
< 2εn+1.
Hence we obtain ‖(bn+2p − bnp ) · ϕ0‖ < 7 4√εn+1 + 2εn+1. The above estimation yields
that uˆ0p = limn b
2n
p and uˆ
1
p = limn b
2n+1
p exist in the σ-strong* topology.
We have γ
(2n)
p = Ad b2np ◦θ2n◦αp◦θ
−1
2n and γ
(2n+1)
p = Ad b2n+1p ◦θ2n+1◦βp◦θ
−1
2n+1 by construc-
tion. Letting n→∞, we obtain Ad uˆ0p◦ θ¯0◦αp◦ θ¯−10 = Ad uˆ1p◦ θ¯1◦βp◦ θ¯−11 by (n.6).
We will show the convergence of c2n(p, q) and c2n+1(p, q). Put w¯2n = w2nw2n−2 · · ·w2.
Of course θ2n = Ad w¯2n. We can easily verify u
2n
p u
2n−2
p · · ·u2p = b2np w¯2nαp(w¯∗2n). Then it
follows that
c2n(p, q) = u2np γ
(2n−2)
p (u
2n
q )c
2n−2(p, q)u2n∗pq
= u2np γ
(2n−2)
p (u
2n
q )u
2n−2
p γ
(2n−4)
p (u
2n−2
q )c
2n−4(p, q)u2n−2∗pq u
2n∗
pq
= u2np u
2n−2
p γ
(2n−4)
p (u
2n
q u
2n−2
q )c
2n−4(p, q)u2n−2∗pq u
2n∗
pq .
We repeat the above computation and obtain the following.
c2n(p, q) = u2np · · ·u2pαp(u2nq · · ·u2q)cα(p, q)u2∗pq · · ·u2n∗pq
= b2np w¯2nαp(w¯
∗
2n)αp(b
2n
q w¯2nαq(w¯
∗
2n))c
α(p, q)αpq(w¯2n)w¯
∗
2nb
2n∗
pq
= b2np w¯2nαp(w¯
∗
2nb
2n
q w¯2n)αpαq(w¯
∗
2n)c
α(p, q)αpq(w¯2n)w¯
∗
2nb
2n∗
pq
= b2np θ2n◦αp◦θ
−1
2n (b
2n
q )w¯2nc
α(p, q)αpq◦σm(p,q)(w¯
∗
2n)αpq(w¯2n)w¯
∗
2nb
2n∗
pq
= b2np θ2n◦αp◦θ
−1
2n (b
2n
q )θ2n(c
α(p, q))w¯2nαpq
(
σm(p,q)(w¯
∗
2n)w¯2n
)
w¯∗2nb
2n∗
pq
= b2np θ2n◦αp◦θ
−1
2n (b
2n
q )θ2n(c
α(p, q))θ2n◦αpq◦θ
−1
2n
(
w¯2nσm(p,q)(w¯
∗
2n)
)
b2n∗pq
= b2np θ2n◦αp◦θ
−1
2n (b
2n
q )θ2n(c
α(p, q))θ2n◦αpq◦θ
−1
2n (θ2n(u˜m(p,q))u˜
∗
m(p,q))b
2n∗
pq .
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Since the canonical extension is continuous in the u-topology, θ2n(u˜m(p.q))u˜
∗
m(p,q) converges
to θ¯0(u˜m(p,q))u˜
∗
m(p,q). Similar results holds for c
2n−1(p, q). Then by (n.7), we have
uˆ0pθ¯0◦αp◦ θ¯
−1
0 (uˆ
0
q)θ¯0(c
α(p, q))θ¯0◦αpq◦ θ¯
−1
0 (θ¯0(u˜m(p,q))u˜
∗
m(p,q))uˆ
0∗
pq
= uˆ1pθ¯1◦βp◦ θ¯
−1
1 (uˆ
1
q)θ¯1◦βpq◦ θ¯
−1
1 (θ¯1(u˜m(p,q))u˜
∗
m(p,q))uˆ
1∗
pq
and finished the proof of Theorem 6.1. ✷
Proof of Theorem 2.3. Set θ¯0(u˜n) = u˜
α
n, θ¯1(u˜n) = u˜
β
n, uˆp˜ = uˆ
1∗
p uˆ
0
p, p ∈ Q, and
uˆn = u˜
β
nu˜
α∗
n , n ∈ H .
We replace (αg, v
α(g, h)) and (βg, 1) with (θ¯0◦αg◦ θ¯
−1
0 , θ¯0(v
α(g, h))) and (θ¯1◦βg◦ θ¯
−1
1 , 1)
respectively. Note that we do not have αn = βn, n ∈ H , after this replacement, and in
fact we have βn = Ad uˆn◦αn, α˜n = Ad u˜
α
n and β˜n = Ad u˜
β
n.
Summarizing results in Theorem 6.1, we have the following.
βp˜ = Ad uˆp˜◦αp˜, uˆp˜αp˜(uˆq˜)c
α(p, q)αp˜q(uˆ
∗
m(p,q))uˆ
∗
p˜q = 1, p, q ∈ Q.
For r ∈ Q and n ∈ H , we define uˆnr˜ = uˆnαn(uˆr˜)vα(n, r˜). Then βg = Ad uˆg◦αg holds
for every g ∈ G. Since
uˆnαn(uˆr˜)δv
α(r˜, n)∗αr˜(uˆ
∗
r˜−1nr˜)uˆ
∗
r˜ = uˆnu˜
α
nuˆr˜u˜
α∗
n δv
α(r˜, n)∗αr˜(uˆ
∗
r˜−1nr˜)uˆ
∗
r˜
= uˆnu˜
α
nβ˜r˜α˜
−1
r˜ (u˜
α∗
n δv
α(r˜, n)∗αr˜(uˆ
∗
r˜−1nr˜))
= λ(r˜, n)uˆnu˜
α
nβ˜r˜ (u˜
α∗
r˜−1nr˜uˆ
∗
r˜−1nr˜)
= λ(r˜, n)u˜βnβ˜r˜(u˜
β∗
r˜−1nr˜
)
= 1,
we have uˆnαn(uˆr˜)v
α(n, r˜) = uˆr˜αr˜(uˆr˜−1nr˜)v
α(r˜, r˜−1nr˜). Compare this result with Lemma
4.1. Then in a similar way as in the proof of Lemma 4.2 and Lemma 4.7, we can show
uˆgαg(uˆh)v
α(g, h)uˆ∗gh = 1 for g, h ∈ G. Thus α and β are strongly cocycle conjugate. ✷
7 Model actions
Construction of model actions with given invariant is presented in [38], [19] by using
groupoid theory. However essential point of use of groupoid theory is to construct a right
inverse for the Connes-Takesaki module map. Thus it may be possible to construct model
actions without groupoid theory once one admits the existence of the right inverse of the
module map [40]. In this section, we present the construction of model actions along this
observation.
Let ϕ be a dominant weight, and M = Mϕ ⋊θ R be a continuous decomposition, and
u(s) the implementing unitary for θt. Let G a discrete amenable group, and α an action
of G on M . We quickly review how to describe Inv(α) in terms of Mϕ.
We may assume that ϕ◦α = ϕ, and αg(u(s)) = u(s) by cocycle perturbation [39]. In
this case, Mϕ is invariant under αg, and we denote by α
′
g the restriction on Mϕ. Then
Inv(α) is obtained as follows. A Connes-Takesaki module is given by mod(αg) = α
′
g|Z(Mϕ).
Let H := {g ∈ G | α′g ∈ Int(Mϕ)}, which is a centrally trivial part of α. Fix vn ∈ U(Mϕ)
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with α′n = Ad vn. Then we get a characteristic cocycle (λ, µ) ∈ Z(G,H, U(Z(Mϕ))) and
ct(n) ∈ Z1(R, U(Z(Mϕ))) as follows.
α′g(vg−1ng) = λ(g, n)vn, vmvn = µ(m,n)vmn, θt(vn) = ct(n)vn.
In this case, αn = Ad vn◦σ
ϕ
c(n) holds, where σ
ϕ
c(n) is an extended modular automorphism
[8].
Conversely, for a normal subgroup H ⊂ G, a homomorphism β : g ∈ G → βg ∈
Autθ(Z(Mϕ)), (λ, µ), and ct(n), we will construct a model action γg with Inv(γ) =
(H, βg, [λ, µ, c]).
By [40, Corollary 1.3], the exact sequence
1 −→ Int(M) −→ Aut(M) mod−→ Autθ(Z(Mϕ))→ 1
is split. By regarding β as a faithful homomorphism from G/Ker(β) into Autθ(Z(Mϕ)),
we lift β as an action of G on M by the above splitting exact sequence. We may assume
ϕ◦βg = ϕ, βg(u(s)) = u(s).
Let ∂(u)t := uθt(u
∗) ∈ Z1(R, U(Z(Mϕ))) for u ∈ U(Z(Mϕ)). Since
ct(m)ct(n) = ct(mn)∂(µ(m,n)
∗)t, βg(ct(g
−1ng)) = ∂(λ(g, n)∗)tct(n),
we have
σϕ
c(m)∗
◦σϕ
c(n)∗ = σ
ϕ
c(m)∗c(n)∗ = σ
ϕ
∂(µ)c(mn)∗ = Adµ(m,n)◦σ
ϕ
c(mn)∗ ,
and
βg◦σ
ϕ
c(g−1ng)∗
◦β−1g = σ
ϕ
βg(c(g−1ng)∗)
= σϕ
∂(λ(g,n))c(n)∗ = Adλ(g, n)◦σ
ϕ
c(n)∗ .
In particular, (σϕ
c(n)∗ , µ(m,n)) is a cocycle crossed action of H .
Let R0 be the injective factor of type II1 with a tracial state τ , and α
(0)
g a free action
of G on R0. Let αm := σ
ϕ
c(m)∗ ⊗ α(0)m , and take a twisted crossed product N = (M ⊗
R0)⋊α,µ⊗1H . Let vn be the implementing unitary for α. Since Inv(α) is trivial, N and M
have a common flow of weights by [23], [36]. Hence N ∼= M by the classification theorem
of injective factors. Let ψ := (ϕ⊗ τ)◦E, where E is the canonical conditional expectation
on M . Then ψ is dominant, and Nψ = (Mϕ ⊗R0)⊗α,µ⊗1 H .
Let γg = βg ⊗ α(0)g . Since
γg◦αg−1ng◦γ
−1
g = Ad (λ(g, n)⊗ 1)◦αn,
λ(g,m)λ(g, n)µ(m,n)λ(g,mn)∗ = βg(µ(g
−1mg, g−1ng)),
λ(gh, n) = βg(λ(h, g
−1ng))λ(g, n),
we can extend γg to an action on N by γg(vg−1ng) = (λ(g, n)⊗ 1)vn. (See Appendix B on
the existence of such extension.)
By the definition of γg, it is trivial that mod(γg) = βg. If m ∈ H , then γ′m = γm|Nψ is
given by Ad vm. Indeed if x ∈Mϕ ⊗R0, then
γ′m(x) = id⊗ α0m(x) = σϕc(m)∗ ⊗ α(0)m (x) = Ad vm(x).
Note βm = id and σ
ϕ
c(m)∗ |Mϕ = id for m ∈ H . By λ(m,n) = µ(m,m−1nm)µ(n,m)∗,
m,n ∈ H , we have
γ′m(vm−1nm) = λ(m,n)vn = µ(m,m
−1nm)µ(n,m)∗vn = vmvm−1nmv
∗
m.
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Due to the freeness of α
(0)
g , γ′g ∈ Int(Nψ) if and only if g ∈ H . By the definition of N and
γg, we have γg(vg−1ng) = λ(g, n)vn and vmvn = µ(m,n)vmn. We can verify θt ⊗ id(vn) =
(ct(n)⊗ 1)vn as follows.
θt ⊗ id(vn) = (u(t)⊗ 1)vn(u(t)⊗ 1)∗ = (u(t)⊗ 1)αn(u(−t)⊗ 1)vn
= (u(t)σϕ
c(n)∗(u(−t))⊗ 1)vn = (u(t)c−t(n)∗u(t)⊗ 1)vn
= (θt(c−t(n)
∗)⊗ 1)vn = (ct(n)⊗ 1)vn.
The above argument shows that γg realizes the given invariant.
Here we treat only type III factors, however this construction is valid for the type
II case. If we use results in [10], we can generalize the above construction for arbitrary
faithful normal semifinite weights.
8 Group actions on subfactors
In this section, we see that we can apply our previous argument for group actions on
subfactors. We briefly recall basic notations for group actions of subfactors
Let N ⊂M be a strongly amenable subfactor of type II1 in the sense of [33], and N ⊂
M ⊂ M1 ⊂M2 ⊂ · · · the Jones tower. For α ∈ Aut(M,N), Φ(α) = {α|M ′∩Mk}∞k=0 denotes
the Loi invariant [25]. Let Cntr(M,N) be a set of all non-strongly outer automorphisms
[1], and χa(M,N) = (Ker(Φ) ∩ Cntr(M,N)) /Int(M,N) the algebraic χ-group [11]. Since
N ⊂ M is strongly amenable, Ker(Φ) = Int(M,N) and Cnt(M,N) = Cntr(M,N) hold.
(See [25], [27], [34].) Take α ∈ Ker(Φ) and σ ∈ Cntr(M,N). Let 0 6= a ∈ Mk be
an element such that σ(x)a = ax holds for all x ∈ M . Then there exists a unitary
u(α, σ) ∈ N such that α(a) = u(α, σ)a [28], which does not depend on a. This u(α, σ)
satisfies α◦σ◦α−1 = Ad u(α, σ)◦σ. See [28] for more properties of u(α, σ).
We assume the following.
(1) The normalizer groups for N ⊂M and M ⊂M1 are trivial.
(2) There exists a lifting σ : χa(M,N)→ Aut(M,N).
Typical examples of such subfactors are the Jones subfactors with principal graph A2k+1,
k ≥ 2, [17].
Let (α, vα(g, h)) be a cocycle crossed action of G on N ⊂M with trivial Loi invariant.
(This condition corresponds to the triviality of Connes-Takesaki modules in the previous
sections.) Let H = {h ∈ G | αg ∈ Cnt(M,N)}. The ν-invariant ν(n) is given by
ν(n) = [αn] ∈ χa(M,N). Note that ν(gng−1) = ν(n) holds by Φ(αg) = id. Fix uαn ∈ N
with αn = Ad u
α
n
◦σν(n). Then the characteristic invariant [λ, µ] for α is given as follows.
αg(u
α
g−1ng)u(αg, σν(h)) = λ(g, n)δv
α(g, n)uαn, u
α
mσν(m)(u
α
n) = µ(m,n)v
α(m,n)uαmn.
We remark that [λ, µ] may be different from usual characteristic invariant. Let κ(k, l) :=
u(σl, σk)
∗ be the κ-invariant for N ⊂ M . (This notion comes from [15].) The only
difference is the following relation.
λ(m,n) = µ(m,m−1nm)µ(n,m)κ(ν(n), ν(m)), m, n ∈ H.
In [28] and [26], we show Inv(α) = (H, [λ, µ], ν) is a complete cocycle conjugacy in-
variant for approximately inner actions of discrete amenable groups on subfactors with
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conditions (1) and (2) under some restrictions, e.g, the triviality of the κ-invariant. How-
ever if we modify the argument in the previous sections in a suitable way, we can get rid
of these restrictions.
Let (β, vβ(m,n)) be another cocycle crossed action of G with Inv(β) = Inv(α). We
choose uβm which satisfies the same relation for (λ, µ). If we put wn := u
a
mu
β∗
m for m ∈ H ,
then αn = Adwnβn and wmαm(wn)v
α(m,n)w∗mn = v
β(m,n) holds. Hence the same
conclusion in Lemma 3.1 holds. As in the single factor case, we may assume that αn = βn
is a genuine action of H .
If 0 6= a ∈ Mk satisfies σν(n)(x)a = ax for all x ∈ M , then an := uαna satisfies
αn(x)an = anx. Moreover, by the definition of λ(g, n) and αg(a) = u(αg, σν(n))a, we have
αg(ag−1ng) = λ(g, n)δv
α(g, n)an. By using these facts, we can show a similar result in
Lemma 4.1 as follows.
Lemma 8.1 For any Ug = (v
ν
g ) ∈ U(Nω) with lim
ν→ω
αg = Ad v
ν
g
◦βg. Then we have
U∗g δv
α(g, n)σn(Ug) = δv
β(g, n).
Proof. Let 0 6= an ∈Mk as above. Then
lim
ν→ω
uν∗g δv
α(g, h)αn(u
ν
g)an = lim
ν→ω
uν∗g δv
α(g, h)anu
ν
g = βgα
−1
g (δv
α(g, h)an)
= λ(g, n)∗βg(ag−1ng) = δv
β(g, n)an
holds.
Let E be the minimal conditional expectation from Mk to M . Since 0 6= ana∗n ∈
M ′ ∩Mk, 0 6= E(ana∗n) ∈ C follows, and hence we get the conclusion. ✷
Thus we can repeat the same argument in the previous sections, and classify approx-
imately inner actions of discrete amenable groups on N ⊂ M . In particular, the higher
obstruction introduced in [21] and the ν-invariant are complete outer conjugacy invari-
ants for automorphisms on Jones subfactors with principal graph A2k+1, k ≥ 2. Note all
automorphisms of Jones subfactors with principal graph An, n ≥ 4, are approximately
inner.
We close this section by explaining the construction of model actions.
Let N ⊂ M be as above, and R0 the injective factor of type II1. Let α(0)g be a free
action of G on R0. Let αn := σν(n)−1 ⊗α(0)n , and µ˜(m,n) := µ(m,n)κ(ν(m), ν(n)). Take a
twisted crossed product A ⊂ B := (N ⊗R0 ⊂M ⊗R0)⋊α,µ˜H . Since Inv(α) is trivial, the
standard invariant of A ⊂ B and that of N ⊂ M are coincide, thus they are isomorphic
by Popa’s classification theorem [33]. Let vn be the implementing unitary, and define
γg ∈ Aut(B,A) as follows.
γg(x) = id⊗ α(0)g (x), x ∈M ⊗ R0, γg(vg−1ng) = λ(g, n)vn.
We extend σk ⊗ id to σ˜k ∈ Aut(B,A) by σ˜k(vn) = κ(k, ν(n))vn. We claim that σ˜k
is non-strongly outer. Take 0 6= a ∈ Mk such that σk(x)a = ax, x ∈ M . It is clear
σ˜k(x)(a⊗ 1) = (a⊗ 1)x for x ∈Mk ⊗ R0. By the definition of the κ-invariant,
σ˜k(vn)(a⊗ 1) = κ(k, ν(n))vn(a⊗ 1) = (u(σν(n), k)σν(n)−1(a)⊗ 1)vn = (a⊗ 1)vn.
Thus σ˜k is non-strongly outer.
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We next show Ad vnσ˜n = γn, n ∈ H . For x ∈M ⊗ R0,
Ad vn◦σ˜ν(n) = Ad vn◦σν(n) ⊗ id(x) = id⊗ α0n(x) = γn(x).
If we use λ(m,n) = µ(m,m−1nm)µ(n,m)κ(ν(n), ν(m)),
Ad vm◦σ˜ν(m)(vm−1nm) = κ(ν(m), µ(n))vmvm−1nmv
∗
m
= κ(ν(m), µ(m−1nm))µ˜(m,m−1nm)µ˜(n,m)vn
= µ(m,m−1nm)µ(n,m)κ(ν(n), ν(m))vn = λ(m,n)vn,
and hence we have Ad vnσ˜ν(n) = γn. We can easily see that γg is strongly outer for
g ∈ G\H . Since γg(a⊗ 1) = a⊗ 1, u(γg, σ˜k) = 1. By the definition of γ, it is trivial that
[λ, µ] is a characteristic invariant for γ.
9 G-kernels, or outer actions.
Let M be an injective factor, and G a discrete amenable group. Let α be an injective
homomorphism from G to Out(M), or equivalently α be a map from G to Aut(M) such
that αg◦αh ≡ αgh mod (Int(M)), and αg 6∈ Int(M), g 6= e. Such α is called a G-kernel,
or a free outer action in [20]. In this section, we briefly explain that the intertwining
argument is applicable for classification of outer actions. (We always assume freeness.)
Difference of our argument with that of [20] is that we do not have to use a resolution
group, which depends on the choice of a representative 3-cocycle [20, Remark 2.15].
We first recall invariants for outer actions introduced in [20]. Let
Hα = {g ∈ G | αg ∈ Cntr(M)}.
As in the usual group action case, we get ct(n) ∈ Z1(R, Z(U(M˜))), n ∈ Hα, by θt(u˜n) =
ct(n)u˜n. Thus we get ν(n) = [ct(n)] ∈ H1(R, Z(U(M˜))). Set Q = G/Hα and fix a
section p˜ ∈ G for p ∈ Q. Fix wα(p, q) ∈ U(M˜) such that α˜p˜α˜q˜ = Adwα(p, q)◦α˜p˜q,
w(e, q) = w(p, e) = 1. Then we get dα1 (p, q, r), d
α
2 (s; q, r) ∈ Z(U(M˜)) by
wα(p, q)wα(pq, r) = dα1 (p, q, r)α˜p˜(w
α(q, r))wα(p, qr), θs(w
α(q, r)) = dα2 (s; q, r)w
α(q, r).
The modular obstruction Obm(α) is defined as ([d
α
1 (p, q, r)α˜p˜(d
α
2 (s; q, r)
∗)], ν).
Theorem 9.1 Let M and G be as above. Let α and β be outer actions of G on M .
If (Hα,mod(α),Obm(α)) = (Hβ,mod(β),Obm(β)), then αg ≡ σ◦βg◦σ−1 mod Int(M) for
some σ ∈ Int(M).
In the rest of this section, we assume (Hα,mod(α),Obm(α)) = (Hβ,mod(β),Obm(β)).
Hence we can assume αn = βn for n ∈ H = Hα as in §3. We fix u˜n ∈ U(M˜ ) with
α˜n = Ad u˜n.
We take vα(g, h) ∈ U(M) such that αg◦αh = Ad vα(g, h)◦αgh. Then we get [γα] ∈
H3(G,T) by
vα(g, h)vα(gh, k) = γα(g, h, k)αg(v
α(h, k))vα(g, hk).
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By [20, Lemma 2.11], [γα] is uniquely determined by Obm(α). As in the previous sections,
set
cα(p, q) = vα(p˜, q˜)vα (p˜q,m(p, q))∗ , δvα(g, n) = vα(g, g−1ng)vα(n, g)∗.
Once we fix vα(g, h) and γα(g, h, k), we get λα(g, n), µα(m,n), cαt (n) ∈ U(Z(M˜ )) as in
§2, that is, they are defined as follows.
αg(u˜g−1ng) = λ(g, n)δv
α(g, n)u˜n, u˜mu˜n = µ
α(m,n)vα(m,m)u˜mn, θt(u˜n) = ct(n)u˜n.
These unitaries enjoy the following relations.
λα(g, n)∗θt(λ
α(g, n)) = cαt (n)
∗α˜g(c
α
t (g
−1ng)),
cαt (m)c
α
t (n)c
α
t (mn)
∗ = µα(m,n)∗θt(µ
α(m,n)),
γα(l, m, n)µα(l, m)µα(lm, n) = µα(m,n)µα(l, mn),
λα(gh, n) = α˜g(λ
α(h, g−1ng))λα(g, n)
×γα(g, g−1ng, h)γα(n, g, h)γα(g, h, h−1g−1ngh),
λα(g,mn)λα(g,m)∗λα(g, n)∗ = µα(m,n)αg(µ
α(g−1mg, g−1ng)∗)
×γα(m, g, g−1ng)γα(g, g−1mg, g−1ng)γα(m,n, g),
λα(m,n) = µα(m,m−1nm)µα(n,m)∗.
Let Z(G,H ; γα, cαt ) be a set of all (λ, µ) satisfying the above relation for fixed γ
α and
cαt . Here we can see that for (λ, µ), (λ
′, µ′) ∈ Z(G,H ; γα, cαt ), (λ(λ′)∗, µ(µ′)∗) is a usual
T-valued characteristic cocycle.
We first clarify the relation between (λα, να) and Obm(α).
Lemma 9.2 For p, q, r ∈ Q, we have
cα(p, q)αp˜q(δv
α(r˜, m(p, q))∗)cα(pq, r)αp˜qr(v
α(m(pq, r), r˜−1m(p, q)r˜))
= γˆα(p, q, r)αp˜(c
α(q, r))cα(p, qr)αp˜qr(v
α(m(p, qr), m(q, r))).
for some γˆα(p, q, r) ∈ T.
Proof. Compute (αp˜◦αq˜)◦αr˜ = αp˜◦(αq˜◦αr˜). Then we have
Ad
(
cα(p, q)αp˜q(δv
α(r˜, m(p, q))∗)cα(pq, r)αp˜qr(v
α(m(pq, r), r˜−1m(p, q)r˜))
)
◦αp˜qr◦σm(p,q,r)
= (αp˜(c
α(q, r))cα(p, qr)) ◦αp˜qr(v
α(m(p, qr), m(q, r)))◦αp˜qr◦σm(p,q,r)
and obtain the desired conclusion. ✷
Remark. γˆα depends only on γα. To see this, let (β, vβ(g, h)) be another outer action
of G with γα = γβ. Let j(x) = x∗ be a conjugate linear isomorphism from M to Mopp.
Define θg := α⊗j◦βg◦j−1, vθ(g, h) = vα(g, h)⊗j(vβ(g, h)). Then (θg, vθ(g, h)) is a cocycle
crossed action of G on M ⊗Mopp due to the conjugate linearity of j(x). By Lemma 3.3,
we have
cθ(p, q)θp˜q(δv
θ(r˜, m(p, q))∗)cθ(pq, r)θp˜qr(v
θ(m(pq, r), r˜−1m(p, q)r˜))
= θp˜(c
θ(q, r))cθ(p, qr)θp˜qr(v
θ(m(p, qr), m(q, r))).
Again by the conjugate linearity of j(x), we get γˆα(p, q, r) = γˆβ(p, q, r).
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We can also describe γˆα concretely. With a bit of little effort, we can show that
γˆα(p, q, r) is given by
γˆα(p, q, r) = γα(p˜, q˜r,m(q, r))γα(p˜q,m(p, q), r˜)γα(p˜qr,m(pq, r), r˜−1m(q, r)r˜)
×γα(p˜, q˜, r˜)γα(p˜q, r˜, r˜−1m(p, q)r˜)γα(p˜qr,m(p, qr), m(q, r)).
We can also show γˆα = γˆβ by the above formula. However we never use it in the rest of
this paper. So we omit the proof of the above formula.
We fix wα(p, q) as wα(p, q) = cα(p, q)α˜p˜q(u˜m(p,q)).
Lemma 9.3 For (λα, µα) ∈ Z(G,H ; γα, cαt ) and p, q, r ∈ Q, define
δλ,µ(p, q, r) = αp˜q (λ
α(r˜, m(p, q))∗)αp˜qr
(
µα(m(pq, r), r˜−1m(p, q)r˜)µα(m(p, qr), m(q, r))∗
)
.
Then dα1 (p, q, r) = γˆ
α(p, q, r)δλα,µα(p, q, r) holds.
Proof. We compute wα(p, q)wα(pq, r) and αp˜(w
α(q, r))wα(p, qr). On one hand, we have
wα(p, q)wα(pq, r)
= cα(p, q)αp˜q(u˜m(p,q))c
α(pq, r)αp˜q(u˜m(pq,r))
= cα(p, q)αp˜qαr˜α
−1
r˜ (u˜m(p,q))c
α(pq, r)αp˜qr(u˜m(pq,r))
= cα(p, q)cα(pq, r)αp˜qrσm(pq,r)α
−1
r˜ (u˜m(p,q))αp˜qr(u˜m(pq,r))
= cα(p, q)cαpq,rαp˜qr
(
u˜m(pq,r)α
−1
r˜ (u˜m(p,q))
)
= cα(p, q)cα(pq, r)αp˜qr
(
u˜m(pq,r)α
−1
r˜ (λ
α(r˜, m(p, q))∗δvα(r˜, m(p, q))∗)u˜r˜−1m(p,q)r˜
)
= αp˜q(λ
α(r˜, m(p, q))∗)cα(p, q)cα(pq, r)
×αp˜qr
(
σm(pq,r)
(
α−1r˜ (δv
α(r˜, m(p, q))∗)
)
u˜m(pq,r)u˜r˜−1m(p,q)r˜
)
= αp˜q(λ
α(r˜, m(p, q))∗)cα(p, q)αp˜q(δv
α(r˜, m(p, q))∗)cα(pq, r)αp˜qr
(
u˜m(pq,r)u˜r˜−1m(p,q)r˜
)
= αp˜q(λ
α(r˜, m(p, q))∗)αp˜qr(µ
α(m(pq, r), r˜−1m(p, q)r˜))
×cα(p, q)αp˜q(δvα(r˜, m(p, q))∗)cα(pq, r)αp˜qr
(
u˜m(p,q,r)v
α(m(pq, r), r˜−1m(p, q)r˜)
)
.
On the other hand, we have
αp˜(w
α(q, r))wα(p, qr) = αp˜
(
cα(q, r)αq˜r(u˜m(q,r))
)
cα(p, qr)αp˜qr(u˜m(p,qr))
= αp˜ (c
α(q, r))αp˜αq˜r(u˜m(q,r))c
α(p, qr)αp˜qr(u˜m(p,qr))
= αp˜ (c
α(q, r)) cα(p, qr)αp˜qrσm(p,qr)(u˜m(q,r))αp˜qr(u˜m(p,qr))
= αp˜ (c
α(q, r)) cα(p, qr)αp˜qr(u˜m(p,qr)u˜m(q,r))
= αp˜qr(µ
α(m(p, qr)m(q, r)))
×αp˜ (cα(q, r)) cα(p, qr)αp˜qr(vα(m(p, qr), m(q, r))u˜m(p,q,r)).
By Lemma 9.2, we get the conclusion. ✷
The map δλ,µ is the generalization of the Huebschmann-Jones-Ratcliffe map. The
following is a part of the Huebschmann-Jones-Ratcliffe exact sequence [14, Theorem 2],
[16, Proposition 4.2.5], [35, Theorem 8.1].
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Lemma 9.4 Let [λ, µ] ∈ Λ(G,H,T) be a usual T-valued characteristic invariant. Then
δλ,µ = 1 in H
3(Q,T) if and only if λ(g, n) = ξ(g, g−1ng)ξ(n, g) and µ(m,n) = ξ(m,n) for
some 2-cocycle ξ(g, h) ∈ Z2(G,T).
Lemma 9.5 Let α and β be as in Theorem 9.1. Then we can choose (γα, λα, µα, cαt ) =
(γβ, λβ, µβ, cβt ) and v
α(m,n) = vβ(m,n), m,n ∈ H.
Proof. Set ∂(z)(p, q, r) = αp˜(z(q, r))z(p, qr)z(pq, r)
∗z(p, q)∗ for z(p, q) ∈ U(Z(M˜ )). Let
wβ(p, q) = cβ(p, q)βp˜q(u˜m(p,q)). Since we have fixed u˜n ∈ U(M˜) in such a way α˜n = β˜n =
Ad u˜n, we have ct(n) = c
α
t (n) = c
β
t (n). Take z(p, q) ∈ U(Z(M˜)) such that dα1 (p, q, r) =
dβ1 (p, q, r)∂(z) and d
α
2 (s; q, r) = d
β
2 (s; q, r)z(q, r)θs(z(q, r)
∗). Since mod(α) = mod(β),
wα(q, r)∗θs(w
α(q, r)) = dα2 (s; q, r) = mod(αq˜r)(cs(m(q, r)))
= dβ2(s; q, r) = w
β(q, r)∗θs(w
β(q, r))
Hence z(q, r) = θs(z(q, r)) holds for all s ∈ R. By the ergodicity of θs, z(q, r) ∈ T. By
replacing vβ(p˜, q˜) with z(p, q)vβ(p˜, q˜), we can assume dα1 (p, q, r) = d
β
1 (p, q, r).
Take a(g, h) ∈ T such that γα = γβ∂(a). By replacing vβ(g, h) with a(g, h)vβ(g, h),
we can assume γα(g, h, k) = γβ(g, h, k) =: γ(g, h, k). After this replacement we have dβ1 =
dα2∂(b), where b(p, q) = a(p˜, q˜)a(p˜q,m(p, q)). In this stage, we have (λ
α, µα), (λβ, µβ) ∈
Z(G,H ; γ, ct).
By Lemma 9.3 and the remark after Lemma 9.2, δλβ ,µβ = δλα,µα∂(b). Set λ = λ
αλβ∗
and µ = µαµβ∗. Then (λ, µ) is a usual C-valued characteristic invariant with δλ,µ = 1
in H3(Q,T). Let ξ(g, h) be as in Lemma 9.4. By replacing vβ(g, h) with ξ(g, h)vβ(g, h),
we have (λα, µα) = (λβ, µβ). Note γ(g, h, k) remains to be unchanged since ξ(g, h) is
a 2-cocycle, i.e., ∂(ξ) = 1. Finally, vα(m,n) = vβ(m,n) follows from the definition of
µα(m,n) and µα = µβ. ✷
Once we have established Lemma 9.5, we can repeat the similar argument in §3, §4
and apply the intertwining argument. (Though we can not take vα(m,n) = 1, m,n ∈ H ,
in this case, this does not make any problem.) Then we get αp˜ ≡ σ◦βp˜◦σ−1 mod Int(M)
for some σ ∈ Int(M), and therefore αg ≡ σ◦βg◦σ−1 mod Int(M).
A Proof of Proposition 4.5 and Theorem 5.1
In this appendix, we present the proof of Proposition 4.5 and Theorem 5.1.
In [32, Proposition 7.4], Ocneanu proved the second cohomology vanishing theorem
for semiliftable and strongly free actions of a discrete amenable group on Mω by means
of the Rohlin theorem. However if we use the ultraproduct technique, we can present a
simple proof of the second cohomology vanishing theorem for semiliftable cocycle crossed
actions on an ultraproduct algebra without use of the Rohlin type theorem.
Lemma A.1 Let R be a (not necessary separable) von Neumann algebra of type II1 with
a tracial state τ , Q a discrete amenable group, (α, u(g, h)) a cocycle crossed action of Q
on R. Then for any finite subset F ⊂ Q and ε > 0, there exist unitaries {wg}g∈Q ⊂ R
such that |wgαg(wh)u(g, h)w∗gh − 1|1 < ε for g, h ∈ F .
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Proof. Let S be an (F ∪F 2, ε/2)-invariant subset of Q. For g ∈ Q, we define a bijection
ℓ(g) on S so that ℓ(g)h = gh if gh ∈ S. Fix a system of matrix units {eg,h}g,h∈S ⊂ R
and set N = {eg,h}′ ∩ R. We identify R with N ⊗ {eg,h}′′. Fix a unitary ug such that
Ad ug◦αg(eh,k) = eh,k. By replacing {α, u(g, h)} with {Ad ug◦αg, ugαg(uh)u(g, h)u∗gh},
we may assume (α, u(g, h)) is of the form (αg ⊗ id, u(g, h) ⊗ 1) on N ⊗ {eg,h}′′. Set
wg =
∑
h∈S u(g, h)
∗⊗ eℓ(g)h,h. For g, h ∈ Q, set Sg,h = S ∩ h−1S ∩ (gh)−1S. By the choice
of S, we have |S\Sg,h| ≤ ε|S|/2, g, h ∈ F .
We have
wgαg(wh)(u(g, h)⊗ 1)w∗gh
=
(∑
k∈S
u(g, k)∗ ⊗ eℓ(g)k,k
)(∑
l∈S
αg(u(h, l)
∗)⊗ eℓ(h)l,l
)
× (u(g, h)⊗ 1)
(∑
m∈S
u(gh,m)⊗ em,ℓ(gh)m
)
=
∑
l∈S
u(g, ℓ(h)l)∗αg(u(h, l)
∗)u(g, h)u(gh, l)⊗ eℓ(g)ℓ(h)l,ℓ(gh)l
=
∑
l∈Sg,h
1⊗ eghl,ghl +
∑
l∈S\Sg,h
u(g, ℓ(h)l)∗αg(u(h, l)
∗)u(g, h)u(gh, l)⊗ eℓ(g)ℓ(h)l,ℓ(gh)l.
Hence
|wgαg(wh)u(g, h)w∗gh − 1|1 ≤
∑
l∈S\Sg,h
|1⊗ el,l|1 +
∑
l∈S\Sg,h
|1⊗ eℓ(g)ℓ(h)l,ℓ(gh)l|1 ≤ ε
for g, h ∈ F . ✷
Proof of Proposition 4.5. Let Fn be a finite subset of Q with Fn ⊂ Fn+1 and
⋃
n Fn =
Q. By Lemma A.1, there exist unitaries {wng } such that |wngαg(wnh)u(g, h)wn∗gh−1|1 < 1/n
for g, h ∈ Fn. Set un(g, h) = wngαg(wnh)u(g, h)wn∗gh. Then limn un(g, h) = 1. By the Index
Selection Trick [32, Lemma 5.5], we get desired unitaries {wg} ⊂Mω. ✷
Next we present the proof of Theorem 5.1, which is simplification of that of [32,
Theorem 6.1]. Suppose a countable subset N ⊂ Mω is given. We may assume N is
invariant under γ. Then γ becomes a free proper action of K on N ′ ∩Mω.
The following lemma due to Ocneanu [32, Lemma 6.3] is out starting point.
Lemma A.2 Let ε > 0 and T ⋐ K be such that e 6∈ T . Then there exists a partition of
unity {ej}mj=0 ⊂ N ′ ∩Mω such that
(1) |e0|1 ≤ ε,
(2) eiγg(ei) = 0, 1 ≤ i ≤ m, g ∈ T .
Take F, S, δ be as in Theorem 5.1. Let E = {Eh}h∈S ⊂ N ′ ∩Mω be a set of mutually
orthogonal projections. We set
ag,E =
∑
h∈S∩g−1S
|γg(Eh)− Egh|1, bE =
∑
h∈S
|Eh|1, cg,E =
∑
h∈S\g−1S
|Eh|1.
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Lemma A.3 Let E = {Eh}h∈S ⊂ N ′ ∩Mω be a set of mutually orthogonal projections
with [γg(Eh), Ek] = 0, g ∈ F , h, k ∈ S. If bE < 1− δ 12 , then there exists a set of mutually
orthogonal projections E ′ = {E ′h}h∈S ⊂ N ′ ∩Mω such that
(1) 0 < 2−1δ
1
2
∑
h∈S |E ′h − Eh|1 ≤ bE′ − bE,
(2) ag,E′ − ag,E ≤ 2δ 12 (bE′ − bE), g ∈ F ,
(3) cg,E′ − cg,E ≤ 2δ 12 (bE′ − bE), g ∈ F ,
(4) [γg(E
′
h), E
′
k] = 0, g ∈ F, h, k ∈ S.
Proof. Fix ε > 0 with bE < (1−δ 12 )(1−ε). By applying Lemma A.2 for (FS)−1FS\{e},
we get a partition of unity {ej}mj=0 in N ′ ∩ {γg(Eh)}′g∈K,h∈S ∩Mω such that |e0|1 < ε and
γg(ej)γh(ej) = 0, 1 ≤ j ≤ m, g, h ∈ FS, g 6= h.
Set x = |S|−1∑g,h∈S γ−1g (Eh). Then |x|1 = τω(x) = bE . Here assume that |ejx|1 ≥
(1− δ 12 )|ej|1 for 1 ≤ j ≤ m. Then
bE = |x|1 ≥ |(1− e0)x|1 =
m∑
j=1
|ejx|1 ≥
m∑
j=1
(1− δ 12 )|ej |1
= (1− δ 12 )|1− e0|1 ≥ (1− δ 12 )(1− ε) > bE
holds by the choice of ε. Hence we have |ejx|1 < (1 − δ 12 )|ej|1 for some j. Set f = ej,
f˜ =
∑
g∈S γg(f), and ρ = |f˜ |1 = |S||f |1. Since |fx|1 < (1− δ
1
2 )|f |1,∣∣∣∣∣f˜∑
h∈S
Eh
∣∣∣∣∣
1
=
∑
g∈S
∣∣∣∣∣γg(f)∑
h∈S
Eh
∣∣∣∣∣
1
=
∑
g∈S
∣∣∣∣∣f∑
h∈S
γ−1g (Eh)
∣∣∣∣∣
1
= |S||fx|1 < |S|(1− δ 12 )|f |1 ≤ (1− δ 12 )ρ
holds.
Set fh = γh(f), and E
′
h = Eh(1 − f˜) + γh(f). We show E ′h 6= Eh. If we assume
E ′h = Eh, then we get γh(f) = Ehf˜ . However this is impossible because we have
(1− δ 12 )ρ >
∑
h∈S
|f˜Eh|1 =
∑
h∈S
|γh(f)|1 = ρ.
Since {γg(fh)} are orthogonal projections for g ∈ F, h ∈ S, commute with γg(Eh) and
[γg(Eh), Ek] = 0, it follows that [γg(E
′
h), E
′
k] = 0 for g ∈ F , h, k ∈ S.
We first verify the condition (1). Since∑
h∈S
|E ′h −Eh|1 =
∑
h∈S
|Ehf˜ − fh|1 ≤ |f˜ |1 +
∑
h∈S
|fh|1 ≤ 2ρ
and
bE′ =
∑
h∈S
|E ′h|1 =
∑
h∈S
|Eh(1− f˜) + fh|1 =
∑
h∈S
|Eh|1 +
∑
h∈S
|fh|1 −
∑
h∈S
|Ehf˜ |1
≥ bE + ρ− (1− δ 12 )ρ = bE + δ 12ρ,
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we have
b′E − bE ≥ δ
1
2ρ ≥ δ 12/2
∑
h∈S
|E ′h − Eh|1,
and we get the condition (1).
We next verify the condition (2). For h ∈ S ∩ g−1S,
|γg(E ′h)− E ′gh|1 = |γg(Eh(1− f˜) + fh)− Egh(1− f˜)− fgh|1
= |γg(Eh(1− f˜))−Egh(1− f˜)|1
≤ |γg(Eh)(1− f˜)−Egh(1− f˜)|1 + |γg(Eh)(f˜ − γg(f˜))|1
≤ |γg(Eh)−Egh|1 + |γg(Eh)(f˜ − γg(f˜))|1
holds. Hence we have
ag,E′ =
∑
h∈S∩g−1S
|γg(E ′h)− E ′gh|1
≤
∑
h∈S∩g−1S
|γg(Eh)− Egh|1 + |γg(Eh)(f˜ − γg(f˜))|1
≤ ag,E + |f˜ − γg(f˜)|1.
Here
|f˜ − γg(f˜)|1 =
∣∣∣∣∣∑
h∈S
γh(f)−
∑
h∈S
γgγh(f)
∣∣∣∣∣
1
≤
∑
h∈S△gS
|γh(f)|1 ≤ 2δ|S||f |1 = 2δρ
holds. These inequalities yield
ag,E′ − ag,E ≤ 2δρ ≤ 2δ 12 (bE′ − bE),
and the condition (2) holds.
We finally verify the condition (3). Since we have
cg,E′ =
∑
h∈S\g−1S
|E ′h|1
=
∑
h∈k\g−1S
|Eh(1− f˜)|1 +
∑
h∈S\g−1S
|γh(f)|1
≤ cg,E + |S\g−1S||f |1
≤ cg,E + 2δ|S||f |1
≤ cg,E + 2δρ
≤ cg,E + 2δ 12 (bE′ − bE),
we get the condition (3) ✷
Proof of Theorem 5.1. Let S be a set of families of orthogonal projections E = {Eh}h∈S
in N ′ ∩Mω satisfying the following conditions.
(1) ag,E ≤ 2δ 12 bE , g ∈ F,
(2) cg,E ≤ 2δ 12 bE , g ∈ F,
(3) [γg(Eh), Ek] = 0, g ∈ F, h, k ∈ S.
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Obviously S is not empty. We define an order E ≤ E ′ on S if E = E ′ or E and E ′ satisfy
the first three conditions in Lemma A.3. In the same way as in [32], it is shown that S is
an inductive ordered set. Let E¯ = {E¯h} be a maximal element, and assume bE¯ < 1− δ 12 .
By Lemma A.3, there exists a partition of unity {E ′h} satisfying the conditions in Lemma
A.3. Then it is easy to see {E ′h} is in S, and {E ′h} is strictly larger than E¯.
Hence bE¯ ≥ 1 − δ 12 holds. Let E0 = 1 −
∑
h∈S E¯h. Then |E0|1 ≤ δ
1
2 . Fix h0 ∈ S,
and set Eh0 = E¯h0 + E0, and Eh = E¯h for h 6= h0. It is obvious [γg(Eh), Ek] = 0, g ∈ F ,
h, k ∈ S. It is also easy to see ag,E ≤ 4δ 12 and cg,E ≤ 3δ 12 . ✷
B Extension of automorphisms to a twisted crossed
product algebra
LetM be a von Neumann algebra, and L2(M) the standard Hilbert space. Let (αg, v(g, h))
be a cocycle crossed action of G. Define π(x), λg ∈ B(L2(M)⊗ ℓ2(G)), x ∈M , g ∈ G, as
follows. (Do not confuse αg−1 and α
−1
g .)
(π(x)ξ) (g) = αg−1(x)ξ(g), (λgξ) (h) = v(h
−1, g)ξ(g−1h).
Then λgπ(x)λ
∗
g = π(αg(x)) and λgλh = π(v(g, h))λgh hold. By definition, the twisted
crossed product von Neumann algebra is M ⋊α,v G = π(M) ∨ {λg}.
Although the following result may be well-known, we present a proof for readers’
convenience.
Theorem B.1 (1) Assume that θ ∈ Aut(M) induces an automorphism on G (denoted
by the same symbol θ) such that
θ◦αθ−1(g)◦θ
−1 = Ad uθg◦αg(x), u
θ
gαg(u
θ
h)v(g, h)u
θ∗
gh = θ(v(θ
−1(g), θ−1(h)))
for some unitary uθg ∈ M . Then there exists a unique extension θ˜ ∈ Aut(M ⋊α,v G) of θ
such that θ(λθ−1(g)) = π(u
θ
g)λg.
(2) If we have uθσg = θ(u
σ
θ−1(g))u
θ
g for θ, σ ∈ Aut(M), then θ˜◦σ˜ = θ˜◦σ holds.
Proof. (1) Denote uθg by ug for simplicity. Let Uθ ∈ B(L2(M)) be the standard imple-
menting unitary of θ. Define a unitary Wθ ∈ B(L2(M)⊗ ℓ2(G)) by
(Wθξ) (g) = u
∗
g−1Uθξ(θ
−1(g)), ξ(g) ∈ L2(M)⊗ ℓ2(G).
Then W ∗θ is given by
(Wθξ) (θ
−1(g)) = U∗θ ug−1ξ(g).
We show AdWθ gives a desired action. At first, we verify AdWθ(π(a)) = π(θ(a)) as
follows.
(Wθπ(a)W
∗
θ ξ) (g) = u
∗
g−1Uθ (π(a)W
∗
θ ξ) (θ
−1(g))
= u∗g−1Uθαθ−1(g−1)(a) (W
∗
θ ξ) (θ
−1(g))
= u∗g−1Uθαθ−1(g−1)(a)U
∗
θ ug−1ξ(g)
= u∗g−1θαθ−1(g−1)(a)ug−1ξ(g)
= αg−1(θ(a))ξ(g)
= (π(θ(a))ξ) (g).
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Next we show AdWθ(λθ−1(g)) = π(ug)λg as follows.(
Wθλθ−1(g)W
∗
θ ξ
)
(h) = u∗h−1Uθ (λgW
∗
θ ξ) (θ
−1(h))
= u∗h−1Uθαθ−1(h−1)
(
v(θ−1(h−1), θ−1(g))
)
(W ∗θ ξ) (θ
−1(g−1h))
= u∗h−1Uθαθ−1(h−1)
(
v(θ−1(h−1), θ−1(g))
)
U∗θ uh−1gξ(g
−1h)
= u∗h−1θαθ−1(h−1)
(
v(θ−1(h−1), θ−1(g))
)
uh−1gξ(g
−1h)
= u∗h−1uh−1αh−1(ug)v(h
−1, g)ξ(g−1h)
= αh−1(ug) (λgξ) (h)
= (π(ug)λgξ) (h).
This shows that θ˜ = AdWθ preservesM⋊α,vG, and is a desired extension. The uniqueness
of θ˜ is obvious.
(2) By the assumption, WθWσ = Wθσ holds. ✷
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