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Abstract 
The report describes the coherence properties and the statistical 
properties of light from a classical and quantum mechanical point of view. 
The theoretical part is used to describe some more specific examples 
within the field of light scattering such as light scattering from a collec-
tion of independent sca t te rs , measurement of wind velocity, and single 
burst detection in a Laser-Doppler velocitimeter system where the de-
scription gives a figure of merit for such a system. An experimental in-
vestigation was made of Brillouin scattering in some organic liquids. The 
experimental equipment is described and the results reported. 
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1. INTRODUCTION 
This report consists of two parts; the theoretical part concerns the 
concept of light and gives a description of the statistical properties of light 
in terms of correlation functions. The second part describes some ex-
amples within the field of light scattering. 
In the first part it i s intended to give a general description of the statis-
tical features of light and the concept of optical coherence. 
The statistical features of light are expressed by the way light is 
generated. Thermal light is generated by many uncorrelated radiators 
(atoms) and laser light is generated through a collective interaction between 
the electromagnetic field and a collection of atoms. The statistical proper-
ties could also result from a stochastic process; i. e. light scattering by a 
collection of scattering centres which in themselves constitute a stochastic 
dynamical system. 
Now, in many cases we cannot calculate the probability distributions 
for the light field in an explicit way even though we have full information 
about the light source, and often we are not interested in the full amount 
of information but only in the first few moments of the distribution functions 
for the field. This leads to a description of the properties of light by means 
of a hierarchy of correlation functions, or to put it in another way, a de-
scription of the coherence properties of the electromagnetic field. The 
description will be complete if we know the correlations to any order. 
Historically, the concept of optical coherence is connected to the 
interference of light. Light fields were said to be coherent if the field in 
two space-time points was able to interfere, visualized as a fringed pattern 
in space or time, and said to be incoherent if no such pattern was observ-
able. Such a description is an ideal one, for real optical fields the visibility 
of the interference patterns will differ for different beams and for different 
space-time-points, so a more quantitative description must be introduced 
through the concept "partial coherence" as an intermediate state of the 
coherence and incoherence states. Furthermore, we must specify the 
"order of coherence"; in an experiment where we observe interference 
between the amplitudes of two fields we talk about "second-order coherence", 
and when we observe interference between the intensities of two beams we 
investigate the "fourth-order coherence" properties of the fields. Later on 
a more general definition of the order of coherence is given. 
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Earlier theoretical and experimental investigations of light beams 
primarily concerned the second-order coherence properties of the fields; 
some of the most important works here are Verdet (i 859) , von Laue 
(1907)2). Michelson (18S0), Van Cittert (1934 ) 3 \ Zernike 0 938)4* and 
Mandel and Wolf (1 961 )D' . In t 956 Hanbury Brown and Twiss ' opened up 
a new field of optics with their famous intensity-correlation experiment. 
The experiment and the interpretation of the results show the necessity of 
developing a more general statistic description of light phenomena. Such 
a theory can be developed from two points of view, one classical, based 
on the wave concept of light, and one quantum-mechanical, based on the 
partial (photon) concept of light. In t 962 Wolf ' proposed a classical theory 
81 in which all orders of coherence were included and in 1 963 Glauber ' 
developed a fully quantum-mechanical theory of the coherence of light. 
To gain information about the light we must make a measurement, and 
in this respect the theory of coherence has the property of only dealing with 
measurable quantities. In the classical Maxwell theory of electromagnetic 
fields, the electric and magnetic fields were, in principle, measurable 
quantities, and when these fields could not be measured at optical frequencies, 
it was due to the fact that no real detector could follow the oscillation of the 
field. Classically, the measurable quantities of light are the intensity 
averaged over a cycle of oscillations. In quantum language this is expressed 
by saying that a light detector is a "quantum detector". A quantum detector 
is based on the photoelectric process in which the energy of a light beam can 
only be removed in light quanta (photons), or we could say that in detecting 
light we must destroy it (another way to detect light would be to create 
photons). As a consequence, the measured intensity is proportional to the 
product of the positive and negative frequency part of the electrical field. 
In this text we will follow the quantum point of view with respect to the 
detection process. 
Hjrt iwu deals with light scattering from different set-ups. Chapter t 
treats the measurement of wind velocity in the atmosphere, the main prob-
lem being the general one, the propagation of a light beam through an in-
homogeneous medium. In the case of strong disturbances, i. e. a high tur-
bulence level, the problem is hard to solve because of the effect of multi-
scattering on the medium, and to get a reasonable description in mathematical 
terms, one must restrict oneself to only consider small disturbances in the 
scattering medium. In the proposed set-ups for measuring the cross-wind 
velocity, the effect of the disturbances in different areas along the light 
beam paths is investigated to describe the information obtainable from such 
measurements. 
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Chapter 7 deals with the detection of low-level signals from single 
particles in a Doppler-velocitimeter system. The signals are stochastic, 
transient signals because of the photo detection process. In the treatment 
of the problem it appears that one can give a figure of merit for the Doppler 
system that can be used to adjust the system parameters to obtain the 
greatest amount of information in actual measurements with the given set-ups. 
In chapter 8 the main problem considered i s whether, in the case of light 
scattering from a collection of independent scattering centres, the electric 
field has Gaussian statistics or not. The scattering of light from particles 
undergoing Brownian motion and from particles suspended in a turbulent 
flow i«? investigated. 
The last chapter reports on experimental equipment used to investigate 
Brillouin scattering in liquids. The results from the experiment are used 
for comparison with results predicted by the Landau-Placzek relaxation 
theory and by the Mandel*shtam and Leontovich relaxation theory. It appears 
that the Mandel'shtam-Leontovich theory best fits the results obtained in 
this work for some organic liauids. 
2. CLASSICAL DISCRIPTION OF THE COHERENCE OF LIGHT 
2 .1 . Complex Representation of Real Fields 
In the classical Maxwell theory of electromagnetic fields, the electric 
and magnetic fields are represented by real quantities, and it could seem 
artificial to introduce complex field quantities. But when we deal with light 
and light detectors, the complex field has a direct physical meaning, as we 
shall see later on. Further, it serves as a bridge between a classical and 
a quantum description of light. As mentioned in the introduction, the 
detection process of light described in a purely classical way is a cycle 
averaging, i. e. the intensity of the incoming light is proportional to the 
square of the real electric field, and the output of the light detector is 
these quantities averaged over a cycle of oscillations. The loss of in-
formation about the phase of the electric field in the detection process is 
in this case due to the time of resolution for the detector. Now, this con-
cept is incorrect, even though it gives the correct result; a light detector 
is based on the photoelectric effect (2.1), which can only be described in 
a quantum-mechanical way, and, according to this, the energy of the light 
beam is removed from the beam in light quanta,photons, the photodetector 
destroys the incoming photons. The quantum-mechanical operator for 
photon annihilation can be shown to be the positive frequency part of the 
real electric field and the measured intensity will be proportional to the 
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absolute square of this quantity. Thus, if we wish to give a description of 
light in classical terms, which is consistent with a quantum-mechanical 
description, use of a complex notation is suitable. 
If we consider a real quantity V (t), which could be a scalar or a vector 
quantity related to the electromagnetic field, and assume it has a Fourier 
(r) transformed, we can write the Fourier transformed of V* '(t) as: 
CM 
V(«) = J V ( r ) (t) e _ i w t dt . (2 .1.1) 
and define 
V(w) u * o 
V+(w) » < (2.1.2) 
O w ( O 
and 
o u ) o 
V"(w) • j (2.1.3) 
V(w) w * o 
From V (u) and V~(u), we define the complex field quantities in the 
time domain as: 
V + ( t ) * i- j V+(w) e iwldtv (2.1.4) 
-co 
and 
eo 
V"(t) * - j V"(u)e l w tdtv. (2.1.5) 
From these equations we get: 
V ( r ) ( t ) = ^(V+ ( t ) + V"(t)) 
and 
V ( i , ( t ) « ^ - ( V + ( t ) - V ' ( t ) ) , (2 .1.6) 
where V* ' is the imaginary part of the complex field. V' ' contains the 
(r) 
same physical information as V' '(t), as we shall see. A condition for the 
existence of a Fourier transform is ordinarily stated to be that the actual 
function must be absolutely integrable. This is a very restrictive demand. 
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and it excludes a broad class of function, for instance, ihe Dirac delta 
function. To overcome this, we may demand that the Fourier transform 
exist in a Chauchy way: 
f(w) = Urn , i r ø e - 1 * . . " « ' * ! * e > ° ( 2 - K 7 ) 
c - o J 
or, when we transfer from frequency space to time space, 
g(t) ' lim ^ J g(w)e i w t - e" e 'u 'du c> o (2.1.8) 
t - » o -f» 
For instance, the Dirac delta function can be expressed as: 
Mt) - lim -5^- j 1 - e l U - e"*'wi dw = lim ^ - j 5 — 2 (2.1.9) 
** _ c + t 
c -»o -°° c-»o 
and for the function 
1 u » o 
l(«) - j (2.1.10) 
0 w( o 
we get: 
,(t) = Urn ^ j r j w ) e i w t e - £ l u ' dw - U m ^ 
C— o - " ° C-»0 
- W> • Um ^ T 7277? s W> • irpr> <2-'-n> 
e-»o 
where P is a symbolic expression for the above limit, and it denotes the 
principal value of a given function. 
Now, by using this technique, the complex fields can be expressed as: 
- to -
v*(t) - 7 j v*<u.). iwtdt 
U-Å v , r , ( f ) , u ) t i u V i a t ' d t d f 
(2.1.12) 
j V ( r ) < f ) ( 6 ( t - f ) " I j P tTt .Jdf 
1 t-f 
and we obtain the relations 
V ^ U ) - I p , V ( r ) < t ^
 d f c . (2.1.13) 
* ' t - f 
which means that the imaginary field is the Hilbert transform of the real 
field, and as stated, no new information is contained in V* '(t), and the 
full amount of physical information about the field is contained in the complex 
field as well as in the real field. The complex field will further obey the 
Maxwell equations of the field, a property which can be easily proved by 
insertion of the complex field in the Maxwell equation. 
2. 2. Correlation Functions and the Statistical Description of Light 
in order to define the field correlation functions we first give a stochastic 
description of light. The description is based on the classical theory of 
stochastic processes, and the definition given here can be used in other con-
nections where we deal with stochastic processes. 
In a classical theory of stochastic processes, the statistical properties 
of a set of quantities are described by a probability density which is re-
stricted to be positive and smaller than one. Quantum mechanically, one can 
show a formal equivalence between the classical and the quantum description 
by introducing the so-called Glauber-Sudarshan representation ' ', al-
though the equivalent "probability density" in the quantum description is not 
restricted to positive values. 
If we denote the complex field in a space-time point (x., t.) as: 
- 1 1 -
v* = v + V j ) . 
we can describe the statistical properties of the field quantities by a 
sequence of probability density functions: 
? , < < V,-). P 2 ( V ; V," V+2V2) . . . . P n ( V ; V" . . . V n V n ) . . (2 .2 .1) 
where P , the n-fold joint probability density, can be interpreted by the 
expression, 
Pn<V* V1 •' • Vn V n K d V * d V n d V n • <2- 2' 2> 
which gives the probability that 
V+fXjt,) and VUjt , ) 
+ + + + 
lie in an interval dV . dV. about V . and V . 
and 
V + (x 2 t2) and V"(x2 t2) 
+ + + 
lie in an interval dV ., dV ) , about V
 2 and V 2 , and 
V+(xn t ) and V"(x„ t ) n n' n n' 
lie in an interval dV „ dV" about V and V" . 
. n n n n 
In general, V . i s a spatial vector and the joint n-fold probability 
J 
density is a function with 6n variables. 
Now, given a function F which depends on the field in n space-time 
points, we can define the ensemble average of F by the relation: 
< F < V > ; • • • < v ; > s / F>pn < • • • d v > ; • <2-2-3> 
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The physical meaning of an ensemble averaging i s the mean of a 
quantity measured from an infinite series of experiments with different 
samples of the same system. The description of a physical system by 
ensemble-averaged quantities i s , in general, the only way to obtain a 
meaningful description; the time-averaged quantities which are ordinarily 
measured in the process can, if the system is stationary and ergodic, be 
related to the ensemble average by the relation 
H T 
< F> * lim -L f dt . 
* J 
T — t 
But in general the time-averaged quantity itself will be a stochastic 
variable, whether the system is stationary or not. 
Now, with this in mind, we define the correlation functions or more 
precisely the correlation tensor of field as: 
I* ' (x1t ] x 2 , t 2 x n + m 'n+m' = 
C2.2.4) 
< V+ (x. t . ) . . . V+ (x„ t ) V'te . . t . . ) . . . V~(x .
 m t )> 
* ' l 1 n n' ' n+j n+1 n+m n+m 
The order of the correlation function i s defined by n+ m. Knowledge 
of the entire correlation tensor gives us full information about the field. 
From the component of the correlation tensor we can construct the charac-
teristic function of the field, which is defined as the Fourier trans for.™ 
of the probability density and which acts as generating function for the 
correlation functions. By Fourier transforming the characteristic func-
tion we obtain the probability density. 
For the Fourier transform of the fields we can further define a 
spectral correlation function G*n' m ' 
G(n, m)( u . s 
' 1 J 2 *J n+m n+m' 
(2.2.5) 
( ^ ) n + m < V + ( V l ) . . . V+ (xn «B, V- (x n + 1 V l ) . . . V ( x n + m * n + m ) ) 
where 
.to - i u t 
V+ (x 1w J ) - J V + ( x 1 t , ) e ' 'd t , . (2 .2.6) 
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By inserting this expression in eq. 2 .1 , we obtain 
^(n, m) . » 
G
 < V l x 2 * S ' - * - Xn+m ttn+m) " 
, 1 .n+m j" _ (n. m). ""»IV * * * lwn+ m * n+ n 
l S r ' J * l x l xl — x n+m l n+n ; e 
dt,dt9 . . . dt . m . (2.3.7) 
i l m+m 
In the case of stationary fields, we can obtain some important relations 
for the correlation functions. By using eq. 2. 2.4, we obtain for the 
second-order correlation function: 
r< n » m >(x l t l x2t}+*)* I i l ' l ) ( » i » 2 . T ) * 6 n . m < V + ( j t 1 t 1 , V " ( x 1 t l + t ) > 
(2.2.b) 
which means that only the positive and negative frequency parts are cor-
related to second order. For the spectral correlation function, we obtain: 
G°',,(x1«1x2 -2)= ^ ( V B 2 ) J r < , , , ) h x £ ' T ) e * i , ' 2 l d t 
» * ( V W 2 ) S ( , ' , ) ( x 1 x 2 . w 2 ) , (2.2.9) 
where S* ' (x. x2 , u 2 ) can be interpreted as the spectral density of the 
fields. The relation between the spectral density and the second-order 
correlation function is known as the Wiener-Khintchine theorem 
«
1
- % V ) - i i j ' i < , ' , > ^ * 2 . ' i . - , " , d . - <2-2-"» S* 
The result obtained in eq. 2 .2 ,8 can be extended to be valid for all 
orders in some special but important cases. First, if the correlation 
function is stationary in both time and space (invariant under a spatial 
translation), it can be shown (10) that 
rln>mU*%tt ... x n + m , t ) » 1 1 n+nv n,m' 
(2.2.1 J) 
» n , m < V + ( x l t l ) . . . V + (x n t ^ . V ^ , W . . . V > 2 n t 2 n , >. 
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A second case is when the spectral quantities of the field 
V+(x,w) * j V+(x, t) e"lfc*dt 
only differ from zero in a small range about a centre frequency u> . 
In this case f *n*m ' will only differ from zero when V and V" act in pairs. 
To understand this, we consider the spectral correlation function: 
_(n.m) . . 
G ( V l X n + n,W 
= ( ^ " ^ V + U ^ ) . . . . V+(Xn co n )V-(x n ^ « B + 1 ) . . . . V - (x n + m a,n+m)> 
= fiU»p) S I V V n ' w) 
where S*n' ' is the mutual spectral density that is related to the correlation 
function P ' ' through the generalized Wiener-Khintchine theorem 
_(n,m) . ~»_ / l «n+m-l "P(n»m) , ,, - i w t . -
s (xr-*n+m'
a,)=(??) j r ' v r - ' W 1 ^ dT 
where 
w = {ui2 " W 
and 
*"
 ( V h *„--*!> • (2''-,3> 
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From eq. 2.2.12 we obtain the condition: 
n+m 
ui = 0 , 
_ P 
P 
which can only be fulfilled for n f m when at least one frequency, say w
 + , , 
i s far from its centre frequency -w . This means that G * m ' is zero 
according to the above assumption for V (x, w), and this further implies 
that P* ' ' is zero (or practically zero) for n f m. So, if we can con-
sider the spectral widths of field quantities to be small compared with the 
centre frequency, then eq. 2. 2.11 is valid. 
2. 3. The Degree of Coherence of Light 
The correlation function is an important tool in describing the coherence 
properties of light. The correlation function expresses the amount of 
"noise" in the field quantities, and by investigating the correlation functions 
to a certain degree of order we can compensate fcr our lack of full know-
ledge about the light. A correlation theory, as stated here, has many 
similarities in other branches of physics, for example, the improvement 
of the theory of turbulance in fluid dynamics. It is perhaps astonishing 
that the development of a complete theory of the coherence of light, classical 
and quantum-mechanical, is of relatively new date. An explanation of this 
fact must be that the light sources available before I 960 were of a chaotic 
nature, and in describing the properties of these cources it was sufficient 
to investigate the second-order properties. First with the appearance of 
the laser was the need for a more complete theory obvious. 
Now, in order to define a measure for the coherence properties of 
light, we must first specify the fully coherent state, and we will define 
it as a noiseless state, or the state where the field quantities are deter-
ministic quantities. This means that the probability density for the field 
quantities must be a product of b-functions, and with it the correlation 
function must be a product of the coherent field quantities, so we can write: 
rc,+ , , V l •"»,»•„>• V>,t2>... V3*n V ^ V . W " 
(2.3.1) 
V"(x . t
 A ) c' n+m n+nr 
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To define the degree of coherence, we demand that the absolute value 
of this quantity is one in the fully coherent case, and we will use a definition 
given by Glauber ' , though other definitions are available ' '. The 
degree of coherence Y*n* m ' to the order 2n is then expressed by: 
v ( n ' n * (x t x t ) 
r ( M )
' V l »2^2,1 > 
(2.3.2) 
=
 [r^'1>(x1x1t1,r (1'1)(x2 x2 t,) r « 1 ' 1 ' ^ ^ ^ ) ] * 
and we see that the absolute value of Y*n'n' is one in the fully coherent 
case by using eq. 2. 3 .1 . It can be shown (2. 6) that if we define the full 
coherence to the order of 2n by: 
| Y n ' n | - 1, (2.3.3) 
this will imply a factorization of f1 • ', as expressed in eq. 2. 3 .1 . 
The factorization properties of the correlation functions in the case 
of full coherence suggest a mode description for partially coherent light, 
so a general correlation function can be expressed as a sum of coherent 
contributions. 
In the following section this mode description is used in the case of 
stationary fields to investigate the second-order coherence properties. 
3. SECOND-ORDER COHERENCE 
3 . T . 
The second-order coherence properties of light fields are described 
in all textbooks dealing with the coherence of light, and classical examples 
illustrating the ideas of tern per a 1 and spatial coherence are, respectively, 
the Michelson interferometer and the Young interference experiments. 
The ability of a light beam to show interference patterns is closely related 
to its second-order coherence properties, and in fact a light beam was 
said to be coherent, i, e. by similar to a classical stable wave,in the 
areas where interference could occur, before the famous Hanbury Brown 
and Twiss experiment where it was shown that light, which was coherent 
to second order, was completely incoherent in fourth order. 
- 17 -
This part seeks to describe the second-order coherence properties in 
a mode description which has a connexion with the quantum mechanical 
concept of the photon. A photon i s a "particle" which has a momentum 
and an energy; the energy i s related to a frequency and the momtmtum 
to a frequency and a direction. The mode number describes, as we shall 
see, the same features. The idea in a mode description i s to express the 
second-order correlation function as a sum of terms that each are coherent 
to second order. To do this we will express P* * by the spectral density 
(eq. 2.2.10) 
r ^ ' ^ U ^ . T ) » J S U ' 2 * ( x | x 2 . « ) e i t * \ l - (3 .1.1) 
and then attempt to express S* ' ' (x. x«. ») as: 
S ( 1 ' 1 , < x 1 x 2 , w > - £ a ( t , M ) a V o W 0 * , « 0 ^ ' (3-1-2) 
a 
where the mode functions UA w must satisfy the same wave equation as the 
field quantities, and further it must form a complete orthonormal set of 
functions which satisfy the integral equation: 
| S* 1 ' 1* ( x 1 x 2 , « ) U a # u ( x 2 ) d x 2 - a (A r «)0 A ^{Xj). (3 .1 .3) 
The eigenvalue a(a, *>) determines the strength by means of which the 
mode (&,w) is excited. The eigenvalues will be real and positive quantities, 
a fact which iB due to the Hermitian properties of S " ', i. e .: 
( s C 1 ' 1 } Ix&.m}} « S ( 1 ' 1 ) (x2 x^u.) • <3-'-*> 
The eigenvalue can be expressed as: 
a(A. u ) - f S ( 1 ' 1 , ( x 1 x 2 , w ) U A r U ( x 2 ) o ; ( i ( ( x 1 ) d x 1 d x 2 (3.1.5) 
and it can be interpreted as the energy density in the mode (&,*•), and by 
using the completeness of the functions U. we obtain the relations: 
Y a(o,u>) - f S * 1 ' 1 ' ^ x ^ w j d x j , (3.1.6) 
which is the energy density at the frequency «* in the space under consider-
ation. 
- 18 -
Now, we can write the second-order correlation functions in the 
desired forms as a sum of fully coherent terms 
r < , ' l ) ( * | x 2 . T ) * J £ a ( A . w ) U * > M ( x 2 ) U A ^ ( x 2 ) e i w T d w (3.1.7) 
A 
or, ii we numerate the frequencies, we obtain 
r ( , ' , ) ( x 1 x 2 . T ) * £ a(A.n)6«U* n(x,) UA n ( x 2 ) e å V . (3.1.8) 
A .n 
where A*» is a small frequency increment. 
From eq. 3 .1 .8 we see that if we can perform an optical filtering 
process, i. e. exclude all modes except one, we can create a light beam 
from an arbitrary source that is coherent to second order. 
To obtain a more concrete picture of the features of eq. (3.1.7), we 
will consider a special, but important case where the spectral density is 
stationary in space, i. e. 
S ( 1 , 1 , ( x 1 x 2 « ) = S ( 1 ' 1 ) ( x 2 - x 1 , « ) . (3.1.9) 
Further, by assuming a finite world with periodical boundaries, which 
is tantamount to restricting ourselves to only consider this finite world 
in an experimental situation, we see that the eigenfunctions to the integral 
equation (3.1. 3) are plane waves; 
.. ,-4 J Jk' r 
Uk. Jr> 772- e • 
where V is the volume of our world and ft the wave vector which must 
fulfil the condition; 
I ft I » w/c , 
where c is the velocity of light. 
Now, we can write eq. (3.1.7) as: 
r ( 1 . 1 ) ( r 1 r 2 , t ) . ^ a ( f t , w , 2 - i f t ' < r 2 - r 1 > . e i W T d W # (3.1.10) 
where the summation is extended over all directions of the wave vector ft 
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3. 2. Temporal coherence 
In the case of the Michelson interferometer (see fig. 3.1), the in-
coming light beam is pre-filtered so only one directional mode is present. 
The field at the screen is a superposition of the field from the two branches 
of the interferometer; 
V+(t) 
where 
V*( t ) 
v|(t )+ V*(t) 
a 1 V > 
(3. 2.1) 
and 
V*(t) = a2V*(t+T) 
where V is the incoming field, a. and a„ are constants depending on 
the transmission and reflection properties of the mirrors, and t is the 
time delay due to the different path lengths in the two branches of the 
interferometer 
i = L/c . 
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The mean intensity at the screen then becomes: 
I , - r ° - I ) ( x 1 t 1 x | t | ) . ! a . f 2 r o , - , ) ( x 1 * 1 ) * l a / f ^ ' ^ « , ) 
a 2.2) 
• » I » 2 # r o M > < W > + » 1 * 2 ' o , ! ) < * t V *> 
where 
r o , l ) ( j i i v , > • < v o<v> v ; <*!*•*> > • 
From eq. (3.1.10) we have 
»(1.1)« _ % _ 1 f»»i*»T_» 1 it* * , _. . iu i . iw T ! • £ • ' ( » i V * * 7 j a ( « ) « d w « v e o j * ^ ^ d««e o gfr) 
(3.2.3) 
where w is the centre frequency of a( «»). In the case of a symmetrical 
spectrum, g(x) will be a non-oscillating and real function of T ; this will 
be assumed here, and for the intensity we obtain: 
%« ? • . y . ,g j w c°* (-o***> • c3-2-4) 
, a l I • * 2 ' 
We see that interference will only occur when * is smaller than a 
characteristic decay Urne * of gC1), the coherence time of the light beam. 
In general, ? is related to the spectral width of a(*>) by 
*
 crw « i . 
and the condition of interference or coherence of the light at the screen 
can be stated as 
t w { 1 (3 .2 .5) 
or 
L< c / i - « l c , (3.2.6) 
where s can be interpreted as a coherence length of the light. 
The condition stated in eq, 3.2.5 of coherence to second order is a 
weakening of the definition of full coherence stated in *q. 2.3,3, according 
to which coherence is only achieved for a * value that fulfils the condition; 
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t1*)/f<o) « I. 
but the condition in eq. 3 .2 .5 is more practical, and must be interpreted 
aa "near" coherence of an actual light beam. 
3 .3 . Young's experiment 
The Young experiment can be treated in almost the same way as the 
Michelson interferometer experiment. An experiment of the Young type 
i s sketched in fig. 3 .2; the lens acts as an optical filter which only allows 
the presence of modes in the z -direction. Plane A i s provided with two 
a» 
„ 1 
S* — 
I 
Si — 
Lens 
plane 
Fig. 3.2 
pinholes separated a distance 1 in the x-direction. The light propagating 
from the two pinholes hits the observation plane, and we find the condition 
for obtaining an interference picture on this screen. Using the designation 
of fig. 3 .2 , the field at a point Q in the observation plane is 
V Q U ) • j V ^ U j t r r j / c ) * a2V*(x2 t + r 2 / c ) . (3.3.1) 
where a, and a . are constants, depending on the sixe and shape of the 
pinhole and the distance to the point Q. V is the filtered field from the 
source. Now, in the same way as in the Michelson experiment, we obtain, 
for the intensity at the point Q. by using eq, 3 .1.10 
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• V x 2 
2« a. , , a , g( -. • — - — ) x -x 
i Q « 1 * • . 2 • ,2 — g J o T C O S « O ( T + 4 - 1 * o | 2 ) (3 .3 .2) 
where 
•c • r ? / c - r 2 / c 
and c. . , is a phase factor due to the constants a. and a~. From eq. 3 . 3 .2 , 
we s e e that fringes with maximum intensity are formed when 
X - - X . 
where p i s an integer. 
The condition of interference or coherence is 
;- + - V ^ » L*<1' <3-3-3) 
which i s equivalent to the condition obtained in the Michelson experiment. 
3 .4 . Coherence to fourth order 
Finally, we here consider some cases involving fourth-order coherence 
properties, of light, which can be described in terms of the second-order 
correlations function. If the field quantities have a Gaussian distribution, 
the fourth-order correlation function can be written in terms of the second-
order function by means of the Siegert relation (see Appendix A). 
r(2'2)(XjtjXjtj x3 t3 x4t4) - r(1'1)(x1t1x3t3)r(1'1)(x2t2 x4t4) 
(3.4.1) 
+ r(1,1)(x1t1x4t4)r(1,1)(x2t2 x3t3) . 
The first example is equivalent to the Hanbury Brown and Twiss ex-
periment. Let us assume that an incoming stationary light beam is pre-
filtered so that only one mode i s present in the beam. The light beam is 
then split into two parts, and the intensities of the two beams are detected 
by two distinct photodetectors placed at the space points, x. and * 2 ' By 
correlating the two intensities, we can measure the fourth-order cor-
relation function: 
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< I 1 ( t ) I 2 ( t ) > « r ( 2 ' 2 ) ( x ^ X j t 2 x ^ X j t j ) 
= r ( 1 ' 1 ) ( x 1 x 1 , o ) r ( 1 ' 1 ) ( x 2 x 2 , o ) + r ( 1 » 1 > ( x 1 x 2 , T ) ; 2 (3.4.2) 
= r ( 1 ' 1 ) ( x 1 x 1 . i i r ( 1 ' 1 ) ( x 2 x2,o) [ i • I T ( 1 - 1 , C X 1 « 2 . T ! 2 J 
where T i s a measure of the different path lengths of the light at the two 
detectors. From eq. 3 .4 .2 we obtain: 
Y ( 2 * 2 ) U t x 2 . t ) * 1 + | Y ( , ' l ) ( x , x 2 . - : ) r (3 .4 .3 ) 
and we see that in the case where only one mode i s present in the light 
beam, i. e. the light is coherent to second order, the light will be com-
pletely incoherent to fourth order. Further, if the light beam i s fully 
incoherent to second order, it will be coherent to fourth order in the space-
time point (x.x„. t). This emphasizes that care must be taken when using 
the word "coherence", and one must always specify the order of coherence 
under consideration. Equation 3 . 4 . 3 can, in quantum mechanical terms, 
be interpreted as a bunching effect of photons originating from a chaotic 
source, or as a tendency of the photons to arrive in bundles. 
In the foregoing examples, we have implicitly assumed that the detector 
was a point detector, and have not taken into account the effect of the 
detector area. The photo-detector current i s proportional to the sum of 
the light intensities at the space point belonging to the detector surface, i . e. 
i(t) oc j I (x , t )dA, (3 .4 .4) 
A 
where the integration takes place over the surface A of the photodetector. 
From eq. 3 .4 .4 we can obtain the autocorrelation function of the current; 
< i(t) (i(t+t ) ) -
 j j < I(x tt)I<x2 t + t ) > dA,dA2 
A A 
(3 .4 ,5) 
. j
 r U . 2) ( X j t j ^ „. t X j t j x 2 t + 1 ) dAf dA2 
A A 
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and we see that by measuring the autocorrelation functions of the current, 
we are measuring the fourth-order correlation functions integrated over 
the detector area. In the case of Gaussian distribution of the field quantities, 
we obtain by using eq. 3.4.1 
< i ( t ) i ( t + T ) > * f { r ( 1 , 1 ) ( x 1 x 1 o ) r ( 1 , 1 ) ( x 2 , x 2 , o ) d A 1 d A 2 
+ f | | r ( 1 ' 1 ) ( x 1 x 2 , i ) p d A 1 d A 2 (3.4.6) 
A A 
= <i>2 • I f | r U ' 1 ) ( x 1 x 2 . t ) | 2 dAjdAj. 
'A'A 
where ( i ) is the mean current in the photodetector. 
To determine the effect of the finite detector area on the last term in 
eq. 3 .4 ,6 we use the coherent mode description to second order by in-
sertion of eq, 3 .1 .7 in this term: 
| J | r ( 1 » 1 ) ( X j X j . t ) ! 2 d A ^ -
(3.4 
*
2
 1 1 ) a(a1"»1)a(^2'w2 )e l (Wl"U2)T *<*!»!*2B2)dul d w2' 
V 2 
where A is the detector area and 
i s a weight factor, which describes the interaction of the two modes 
(Aj »J ) and (*2» *?) a l ***• detector surface. The weight factor K will here 
be called the detector coherence factor, with the theory of optical coherence 
in mind, although in this case we are dealing with quantities that are deter-
ministic. The detector coherence factor defines a coherence "volume" in 
the mode space seen from the detector point of view. If this mode volume 
includes all the excited modes in the light beam, e. g. when the detector is 
a point detector, the detector will weight the modes equally and the detection 
- 25 -
process is called coherent. In the opposite case, where only one mode is 
present in the mode volume, the detection process is incoherent. 
If the light beam is stationary in space, we can give an explicit ex-
pression for the detector coherence factor. The detector is assumed 
circular with a radius a, and its surface i s placed in the x-y plane. 
Fig. 3.3 
For the detector coherence factor, we then obtain: 
, /c c \ •> ( 2J,(Aka) » 2 
' i -W - » i j « ( 2 | } ' x dA| - { - r a - i <3-4-9) 
where J. i s a Bessel function and 
Ak * j z x (fcj -fi2) | . 
The mode volume can be defined by the relation 
2J1(&ka) 
"SEi 
1 
* 7 
which gives, approximately. 
Aka »
 7 . (3.4.10) 
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To interpret eq. 3 .4 .10, we will consider a case where E1 i s a mode 
1 
1 
in the z-direction. Modes in the mode coherence volume centred around R 
a re then modes where 
(k + k ) v -s— 
Another way to interpret e^. 3.4.10 is to go back to the r e a l space. 
In fig. 3. 3 the two point sources a re placed in the space point r . and r „ . 
If we assume that the point source is located far from the detector, i . e. 
r , , r 2 ',) a , (3.4.11) 
then the fields at the detector can be approximated with plane waves, and 
the fields from the two point sources will give two excitations in the mode 
space, which can be denoted ft. and IL. k. and (L a r e given by: 
r , r 2 
ft. = k. -— and fc„ = k0 —- . 1 1 r . I I r . 
From relation 3.4.1 0 , we then obtain: 
' *
X < k l ? 7 - k 2 ^ ' * h 
which define a coherence volume in space. In the case where r . is placed 
at the z-axis (see fig. 3. 3), we obtain from eq. 3.4.1 2 
2 9 1/2 
< x 2 + *;> * 3 a k 7 r 2 ' <3-4 '13> 
and the volume of coherence i s then a cone. In a reas which fulfil the con-
dition stated in eq, 3 .4 .11 , eq. 3.4.13 is equivalent to the antenna 
'3) theorem ' . 
4. QUANTUM-MECHANICAL DESCRIPTION OF LIGHT 
4 . 1 . Introduction 
The classical description of light can explain a wide c lass of experiments 
in optics, especially if we apply a mixed description in cases where light 
interacts with mat ter , i . e . the atoms a re described quantum-mechanically 
and the light classically. For a certain class of phenomena, the explanation 
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lies outside the conceptual basis of the classical theory of light. The photo-
electric effect and photon counting experiments (which will be described in 
chapter 5) can only be understood with a particle concept of light. 
Historically, the concept of light as particles goes back to Newton's 
corpuscular theory of light, but in the following centuries his theory was 
rejected and replaced by the Uuygens concept of light as waves. The reason 
for this rejection lay in the diffraction experiments carried out by Young 
and Fresnel. From a pure particle point of view, it was impossible that 
particles could be diffracted, and throughout ti.« 19th century the cor-
puscular theory of Newton was entirely forgotten. The quantum theory of 
14) light was proposed in I 900 by Planck ', who postulated that the energy of 
a harmonic oscillator, oscillating with the frequency v, was quantized with 
the fundamental energy quantum hv. The constant h was named Planck's 
constant. Using this postulate, he could explain measurements of the 
spectral distribution of energy radiated from a thermal light source. 
Later (1 905) Einstein ' explained the photoelectric effect, which was out-
side a classical understanding,by assuming corpuscularity of the electro-
magnetic radiation. The energy of radiation was quantized in quantum of 
the energy hv where v was the frequency of the light. This fundamental 
energy quantum was first later (1 926) named a photon. There was still an 
apparent incompatibility between the wave and the corpuscular point of 
view when Einstein explained the photoelectric effect. First with N. Bohr's 
interpretation of quantum mechanics was it possible to get a coinsistent 
picture of light explaining both diffraction phenomena and the photoelectric 
effect. In a purely mechanical concept of particles, the trajectory of a 
particle is deterministic, if we know the initial position of the particle 
and the force acting on the particles. In the Bohr interpretation of 
quantum mechanics, the trajectory of a particle is encumbered with a 
principal uncertainty that is related to an uncertainty in the momentum of 
the particle by the Heisenberg uncertainty relation: 
&r . Ap - h = h/2n . 
This principal uncertainty is the result of the quantum mechanical 
description, which describes the particle position as a probability wave. 
In the case of photons, the momentum is hk, where K is the wavevector 
of the light, and we obtain the uncertainty relation 
Ar • Ak * 1 , 
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which expresses that the uncertainty in the wavevector of the photon will 
always be greater than I /Ar, i. e. the photon is able to be diffracted as a 
wave, so we can conclude that there i s no incompatibility between the wave 
and particle concept in the quantum concept of particles. 
The basis for a quantum description of the electromagnetic field is the 
Maxwell equation, which is equivalent to the equation of motion in ordinary 
particle mechanics. In the general case where an electric charge is present, 
the Maxwell equation can be deduced from a Lagrangian density function, 
which depends on the position of the charges and the magnetic vector potential 
of the field. From the Lagrangian function we can find the classical 
Hamiltonian function for the system '. By "translations" of this classical 
Hamiltonian, i. e. replacing the relevant quantities by operators, we obtain 
the quantum mechanical Hamilton operator, and further by using the so-
called "second quantization" technique, we can express the Hamilton 
operator in terms of operators related to the photon concept. In this chapter 
we will only give a quantum mechanical description of the free electro-
magnetic field (e. g. in the absence of charges) in vacuum, and refer to 
16 1 7\ textbooks for the general case ' '. 
4. 2. Quantum Description of the Fields 
The Maxwell equation for the free electromagnetic field in vacuum is 
V x 
V x 
v" • 
7 • 
with the relations, 
D * e É and H = 1/* B, o ' o ' 
where cQ and p are the electric permittivity and magnetic permeability 
in vacuum. 
In the absence of charges we can, by introducing the magnetic vector 
potential A, express the electric and magnetic fields E and B as 
E
 'ST 
and 
B « 7 x A . 
H 
£ 
B 
E 
bB 
_ 6 T 
= 0 
= 0 
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The Maxwell equation i s then reduced to 
2 
*
2 A - n o e o i - £ - * 0 (4.2.1) 
17) 
where we used the London gauge ' 
V • A = 0 . (4 .2 .2) 
To find a solution to eq. 4. 2 .1 , we consider a rectangular region in 
space with the side lengths L , L and L . and apply periodical boundary 
x y z 
conditions of the vector potential to this cavity. With this, the solution to 
eq. 4 .2 .1 can be written 
A(r, t) = - i j ^ A^t) e** r + A^(t) e'^'r (4. 2. 3) 
V
 H 
where V = L L L i s the volume of the cavity. According to the condition 
x y z 
of periodical boundaries the wave vector fc must fulfil the condition: 
"x = r »x V r "*'£"* <*-2-*> 
x y z 
where n , n and n are integers, 
x y z 
By insertion of eq. 4. 2.4 into eq. 4. 2.1 we obtain 
\ + " ^ k = ° (4' 2' 5) 
where «•» . - ck. 
Equation 4. 2. 5 i s the differential equation of the harmonic oscillator 
which has the solution 
Ak(t) = \ e_ iV . 
The London gauge, eq. 4. 2. 2, gwes two independent directions for Å. , 
so the vector potential can be written 
V
 k 8*1 < 4 ' 2 ' 6 ) 
where é, is a unit vector which must fulfil the condition: 
k . é k g - 0. 
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Now, considering the properties of A. and A.* from a quantum mech-
anical viewpoint, it is suitable to introduce a generalized mode "position" 
Q. and mode "momentum" P. by the transformation 
Aks = < 4 V k > , / 2 < V \ S + i P k s > ' <4'2-8> 
The mode "position" Q. and the mode momentum P. satisfy the 
harmonic oscillator equation 4. 2. 5, and we can express the energy of this 
harmonic oscillator with a unit mass by: 
»ks = ' / 2 < p j ! . * "£<&>• <4-2-9> 
The generalized "position" and "momentum" are canonically conjugated 
variables and, classically, we obtain the equation of motion by the relations: 
P - # * £ 
and 
o = ?B^ %s ST78 
which give the equation of the harmonic oscillator. 
In quantum mechanics Q, and P, a re operators, and with the usual 
translation we have 
pks - p k T B Q - . 
s ^ks 
A A 
The commutator of Q. and P becomes: 
^ks qr 
i«k.» P q r J = i h 6 q , k 6 s , r 
By using eq. 4 .2 . 8 we can obtain the commutator relation for A. 
and A*g 
LAks. A p r j - 0 (4.2.10) 
and 
[ \ . . V s7rzr 6k.qb8,r- <4'2-n> 
••o^k 
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F o r convenience , we normal i ze the A. '« by introducing 
a ks fcowk 
and 
<irV) \* < 4 - 2 , 2 > 
\ s = < - ^ r - > " , / 2 A k , - <4-2,3> 
o k 
From eqs. 4 .2 .10 and 4 . 2 . I t we obtain 
i a k s . a q r ] = 0 (4 .2 .14) 
and 
La. , a+ ] = fc. * .. . (4 .2 .15) 
ks' qr k, q s .r ' 
The energy of the k mode of the harmonic oscillator can then be 
expressed: 
*ks = a"k t fk . -k .+ , /2>- <4'2I6> 
Now, as is known, the eigenvalues of the Hamiltonian for the harmonic 
oscillator constitute a discrete spectrum given by the relation 
E n k s -
 h w k < n k s + l / 2 > < 4 ' 2 - , 7 > 
where n. is a positive integer. KS ^ 
The eigenstates of HI. constitute an orthonormal and complete set , 
and we denote the eigenstates as number states or the Fock state. The 
number states are defined by the relation 
5 k s i n k s > = E k s l n k s > - < 4 ' 2 , 8 > 
The number n. is defined to indicate a number of "particles" - photons 
or a number of excitations in the mode ks. With this concept the operator 
15. a. . can be interpreted as a number operator, i. e. an operator for the 
number of photons with the wave vector fc 
« k . - 8 k A . - <4-2-,9> 
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From eqs. 4 .2 .14 , 4 .2 .15 and 4 .2 .16 we find the effect of the num-
ber operator on the number state 
\ s I nks > s nks I \ s > » 
i. e. the number states are eigenstate for the number operator. To find the 
effect of the operators a. and a. , we use the commutator relations 
4. 2.1 2 and 4. 2.1 3 to obtain 
"ks<*kslnks» s ^ k s ^ k s J I nks> + nks< aks'nks>* = ( nks+ ,>^klnks>>» 
i . e . the state ai-lnj-g) is a n eigenstate of n. with the eigenvalue n . + 1 , 
which means that 
*ks'nks> æ l n k s + 1 >' (4.2.20) 
In the same way we obtain for a. 
*ks '"ks ' * '"ks ' ' "ks 
*ks'nks> = ° nks 
The effect of a. and a. will then be defined by the relations ac-
cording to eqs. 4. 2.1 8 and 4. 2.1 9, 
\ s ' n k s > = < n k 8 + 1 > 1 / 2 ' n k s + , > <4 '2-2 2> 
and 
*ks | n ks > * " k s ' ^ K s " ^ , (4.2.23) 
i. e. a and a can be interpreted as a creating operator and a destructing 
operator, respectively, a, creates an excitation or a photon in the mode 
ks, and a destroys an excitation or a photon in the mode ks. Corre-
sponding to the mode operators "a and a, we can define the operators 
*"•"/_*» . J \ = *+ _-it . r+iw,.t 
V 'w-to l K*\B°ri*x < 4 - 2 - 2 4 > k,s 
and 
v
 k, s 
- 3 3 -
and as a. creates a photon in the mode k , '•»' (r, t) can be interpreted as 
an operator that creates a photon in the space-time point (r. t). Further-
more, the product 
» V . t ) » > . t ) (4.2.26) 
gives the number density of the photons at the space-time point (r, t). From 
eqs. 4. 2.24 and 4.2 .25 we see that • and * are closely related to the 
field quantities E, B and A. 
The reason for introducing the quantities * and T here is to point 
out the similarity between the number density expressed in eq. 4 .26 and 
2 the usual probability density <Kr, t) in ordinary quantum mechanics for 
a single particle. Further, application of the formal technique called 
"second quantization" to a system of many indistinguishable particles yields 
a description similar to the description of the light field by photons. The 
"particles" in the "second quantization" will be a collective excitation of 
the systems (phonon, polarons, magnons, etc.) , and the "particle field" 
can be described by quantities like * and » as in the case of the electro-
magnetic field. 
From eqs. 4 .2 .6 , 4 .2 .12 and 4.2 .13 we can then write the vector 
potential in terms of the creating and destructing operators $ , a: 
x#- n ' i h » - /*+ - ifc-f+iKt . A +iK-r-i**.t 
A(r.t) -
 L (.-77TS-) e k , ( a k s « k + a ^ e k 
k.s ° k 
(4.2.27) 
and further the É field 
~ , - .v , "^ t 1 ' 2 - /»• - i fc . f+i« . t * i£-r-i*»,t 
k. s ° (4.2.28) 
Finally we here calculate the electromagnetic energy in the cavity when 
the field is excited to the number state 
I W. } > * | nks/ |nks2> 
The electromagnetic energy in a volume V is 
H • 1 / 2 / v ( É - D * H- B)dV - 1/2 Q / ( £ - p ) • c 2 | ? x A)")dV 
(4.2.29) 
- 34 -
and by using eq. 4 .27 we find that 
<i«k,> H i i n ^ f ) « ^ k » k C » k s * « / 2 ) . C4.2.30) 
From eq. 4 . 2 . 3 0 we s e c that the energy of the electromagnetic field 
contains a divergent term, the zero point energy, given by 
o '
 w k •_ It • 
k,s k 
which is present even when there are no excited photons. 
Now, infinite energies are conceptually difficult to deal with, and this 
could seem to be an "unphysical" property of the description. However, 
this problem is known elsewhere in physics, for instance the self-energy 
of a point charge; moreover, practical measurements will always give 
results that involve changes in the electromagnetic energy. 
4 . 3 . Coherent States of the Electromagnetic Field 
The definition of coherent fields in quantum mechanics is the same as 
given in chapter 2 for the classical field, i . e. the correlation function of 
the field must factorize, as expressed by eq. 2 . 3 . 1 . fn order to have 
correlation functions that are measurable quantities, we must define our 
quantum mechanical correlation functions in proper accordance with the 
way the detection process works. In this report we only deal with the 
absorbing processes of photons and the way in which the photodetector 
operates. With respect to the more general concepts of quantum counters, 
we refer to a textbook in the field *. 
From eq. 4 .2 , 28 we see that the E field can be split into two parts, 
one E ", which annihilates photons, and one É , which creates photons: 
E • E • E" 
where 
t * - ' ,_J*L%,/2 - - • -is-r+iw.' 
E
 •
 l
 <TTT> «k. ak. « k 
-:• ° 
and 
%' . s . "k , f / 2 - A i x - f - i - . t 
E
 * _
 lTzy) »ks^s« k 
(4.3.1) 
(4.3. 2) 
- 35 -
It i s seen that É and É " are equivalent to fie positive and the 
negative frequency part of the E field introduced in chapter 2. When a 
photodetector records a photon, it i s equivalent to an annihilation of a 
photon from an electromagnetic field, and the field will make a transition 
from an initial state | i } to a final state | f ) . If we let the photon be 
polarized in the z-direction, then the matrix element involved in the 
transition takes the form 
<r;E;<r.t>jo . 
In order not to go into the details of photo-absorption, we will assume 
an ideal detector, i. e. one having a frequency-independent transition rate. 
We then find that the probability per unit time to record a photon, in ac-
cordance with Fermi's golden Rule, is proportional with: 
£ i < f i E ; ( r . t ) | i > { 2 (4 .3.3) 
f 
where the summation i s extended over all possible final states. Mow. the 
set of final states will be a complete set and we can write eq. 4 .3 .3 
^i < 'I E;<r.t) i i>j 2 « ( i i t \ 7!0<f lE; | i>- <i;^(r.t)É;Cr.t)|i> 
t 7 
(4.3.4) 
where we use the completeness of the final states by using the relation 
I |f>< f| » I . H.3.5) 
f 
The current in the photodetector will be proportional to the probability 
transition rate (eq. 4 .3 ,4) . so this will be a measurable quantity. In a 
general arrangement of n photodetectors, we find that the n-fold probability 
transition rate is proportional to 
< i E*{r,.t) . . . E*(rn. t ^ E ^ . t , ) . . . É*(rn. t n ) j i > . (4.3.6) 
Now from eqs. 4 .3 .4 and 4 .3 .5 we see that measurable quantities in 
quantum mechanics imply a certain order of the field operators with respect 
to the detection process with which we deal. When the detection i s an ab-
sorption of photons, the arrangement of the operators i s said to be in normal 
order, i. e. the quantum correlation function (**"'m' in normal order becomes: 
- S t . 
rN<",m,<fi-t- — %V V i V i — W W * 
(4.3.7) 
(ili^cf^)... t X . g É ; ^ , . ^ , ) . . . E;cvm.Vra)i> 
The condition of full coherence implies that the correlation function 
r N °* f * c t o r i x t d » * B d * w*y to ftllfil **"• condition is to find s U t e s 
of the electromagnetic field which are eif cnstates of the destructing 
operator E~. i . e. 
E ( r . t) i i > « «(f. t) i i> . (4.3. •) 
If such a state exists and the field i s excited to such a state r **•n>' 
will factorize 
r f ' " 1 - » • f n , t 1 > . . . . « , ( r B , t n ) s ( r ^ r V l ) . . . . « ( r n + | l | . t I | + | l l ) . 
The operators E" and E are non-Hermitian operators, s o we cannot 
be sure that such eigenstates exist. By insertion of eq. 4. 3.2 into the 
eigenvalue equation 4 . 3 . 7 , we s e e that eq. 4 . 3 . 7 implies that the eigen-
states must be eigenstates of the annihilating operator ft. . Denoting the 
eigenstates of S. by \*%tm .-, we find 
A 
• k . ^ k s * - - k . ' - « . * - <«-3 !» 
The solution of eq. 4 . 3 . t can be found in terms of the number state 
[ n. > and we obtain 
" k . * - - I TnTTD* »"W H.3.f0) 
nfc_ 'k. cs 
where s . can be any complex number. The states are normalized, 
i . 12 n -n 
< O i . . | O u - > " • k * 
k s k
* n , "k. I n ' ' * 
but not orthogonally due to the non-Hermetian nature of a. . The matrix 
element <ok >; pk>> gives 
- J7 -
' " k . ' 8 « . » * • " M ! 8 * » ! 2 * , , * . | W k . B k . » 
The physical meaning of the complex parameter • - _ can bo found by 
calculation of the number of photon« in the state » e»^ 
^ k s ^ s ' - k , * • i « * . ! * 
i . e. the absolute square of «. is the mean number of photons in the 
state is fc . } -
The state e ^ ) is calls« the coherent state of the field, for the 
reason that the state 
i<«k. } > " , * l » 1 > , * k . 2 > 
will be an eif enstate of E~, and thereby assure the factorisation properti« 
of the normal order correlation function. 
4 . 4 . Statistical Description in Quantum Mechanics 
The concept equivalent to the probability density in a classical con-
nection is the density matrix operator in quantum mechanics. The ex-
pectation value of an operator 0 in a physical system excited to a state 
| S) is given by 
<o> • <s|o|s> 
which with the closure theorem (eq. 4 . 3 . S) can be written as: 
<0> - I<Tl<|S><SJ0!T> (4 .4 .1 ) 
T 
where ; T > is an arbitrary state. 
The density matrix operator for this system is defined by 
and eq. 4.4.1 can then be put in the form 
<0> - Tr (pO) ( 4 . 4 . 2 ) 
- 3 t -
where Tr means the trace of the operator in the parenthesis. 
In a more general case, where our knowledge of the- excited state of 
the system i s of a statistical nature, the state of the system must be con-
sidered as a statistical n ixture of some known states, i . e. a possible 
state ' u" can be expressed as 
!u> - I CS[S> 
S (•.4.3) 
where C- i s a stochastic expansion parameter. 
The mean value of an operator a is then 
«»!o!»»av - I (q c )av <Sl|i|s2> 
- I«*! I <*s c s }.v>s2>,c s i W T > 
T S ^ 2 5 1 5 2 *W 2 l 
- Tr(pO) 
where the density matrix in this general case i s expressed by 
^ I ^ V" i S 2 > < $ l l ' (44'4> 
V S 2 
The wave function S is here an arbitrary set of functions, but in 
general it i s possible to find a set of "pure" wave functions in which the 
averaged quantity fC~ C . L
 v i s of diagonal form, i. e. 
{ C S 1 C S >.v " S « S S ' 1 2 * 1 2 
where P s can be interpreted as the probability that the pure state S is 
present, which is seen from the fact that P - is a positive quantity, and 
from the relation 
Trc » 1 , (4 .4 .5) 
which can be shown by using eqs. 4 .4 .4 and 4 . 4 . 3 . 
In the pure state representation the density matrix can then be ex-
pressed as: 
ø - I % ! S x S ! . (4 .4 .6) 
S 
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To discuss a more specific example, we will look at thermal radiation 
in thermal equilibrium at the temperature T. In this case the density 
matrix operator will have a simple relation to the electromagnetic energy, 
1 9) 
which can be found by thermodynamical consideration ' 
5 =!77inr <4-4-7 ' 
where H is the Hamiltonian of the electromagnetic field (see eq. 4. 2. 9) 
and p = 1 /k. T is the usual Boltzmann factor. From eq. 4. 2. 9 we obtain 
H = I h u j t ( " j c s + * ) ' (4 .4 .8) 
ks 
From eq. 4 .4 .7 we obtain the matrix element 
which means that the number states in this case are pure states. The 
probability that the state . n, ) is present can then according to eq. 4 . 4 . 6 
be expressed as 
P(nkg) = e - ^ k s V d - e ' ^ k s ' . (4 .4 .10) 
The mean number of photons with the wavevector It becomes 
<;k g> = T r ( p n k s ) 
= I P ( n ks ) n ks 
n k s 
e K 
( 1 - e - ^ k ) 
(4 .4 .11) 
By insertion of eq. 4 . 5.11 into 4 .4 .10 we obtain 
<nkB>
nH 
P,D
»'' " ^ / V 7 ' <4-4-'2' 
which is the Bose-Einstein distribution. 
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4.5 . Glauber-Sudarshan Representation of the Density Matrix 
The density matrix of the electromagnetic field will in general not have 
the number states as pure states, but it can be shown that the coherent 
states possess these properties. The proof for this is rather lengthy and 
20) 
will not be given here, but reference is made to papers by Glauber and 
21 ) Sudarshan '. The representation of the density matrix in a diagonal form 
in terms of the coherent state i s a remarkable property of the coherent 
states. The diagonal form of the density matrix gives rise to a formal 
equivalence between the classical and the quantum description of light, which 
will be shown later on. For a single mode, the Glauber-Sudarshan represen-
tation of the density matrix has the form 
p = / PN (a) |a><a|d 2o # (4.5.1) 
2 
where the integration must be sustained over the complex plane, i. e. d o 3 
d Rea d Jmo. 
Since Trp = 1 we obtain 
/PN(o)d*-Q = 1 (4.5.2) 
and from the Hermitidity of p it follows that PN(a) is a real function. 
Meanwhile PN(a) is not in general a positive function, so an interpretation 
of Pxr(o) as a probability function is not possible, and we will denote it a 
quasi-probability function. The cases where P J Q ) is negative must cor-
respond to the experiments having no classical analogue, and, contrarily, 
if Pvr(o) is a positive function in the whole complex plane, then a classical 
interpretation of such an experiment must be possible. 
4.6, Thermal Light 
As an example of the quasi-probability function P J o ) we find P „ in 
the case of chaotic light, where the density matrix has the number states 
as pure states, and the probability density of the number states is based on 
the Bose-Elnstein distribution (se q. 4.4.12), i . e . 
P * I ~ nTT !*»><"!• H.6 .1) 
( l+<n>)n l 
By using the closure theorem of the coherent state, i. e. 
£ / |o><o|d2o • ? , (4.6.2) 
- 4 1 -
we obtain, using the definition of the coherent states (eq. 4. 3.10), 
P " T- / / I B * « ! < n > , . 4 <B|n><n|o>)<o|d2ad28 
w n ( l+<n>) n + 1 
1
 t T - - P 2 <n>" (B*)" (B)m , ^ 2 . 
" ? / I • V T7T "1£-£-v •1 ,£1- l l l»»<n|d*B • 
nrm ( l+<n>) n + 1 ( n i p {*!)* 
Now the terms in the sum will only give contribution for n = m. so by 
using the substitution 
- | a | 2 / < n > 
we obtain 
P - / l«x*l i7„T c d a 
and with it 
1 - I ° l 2 / < n > 
4. 7. The Ideal Laser 
As a second example of the quasi-probability function P J o ) we look 
at the field excitation from an ideal laser. In a laser medium the atoms or 
molecules are pumped from an energetic ground level to an excited state 
by some outer pump mechanism. The atoms in the excited level will under-
go transitions to an intervening level by the emission of photons with an 
energy corresponding to the energy difference between the two levels of the 
atomic system. The emission of light can take place in two ways, either 
spontaneously (i. e. uncorrelated with the emission from the remaining 
atoms and the light field present) or as stimulated emission, an effect first 
22) predicted by Einstein (1 905) \ The probability for a stimulated emission 
of a photon is proportional to the number of photons of the same kind that 
are present in the medium. The stimulated emicsion gives rise fo the 
laser effect; the more a single mode is present, the more photons are 
emitted in the same mode, which means that the excited mode will be 
coherent. Now, which of the modes is excited depends on the geometry of 
the walls surrounding the medium and the possible transitions in the atomic 
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system. The growth of a possible mode i s limited by different loss 
mechanisms in the medium, by the pump rate and further by the growth 
of other possible modes. 
In a model of an ideal laser we assume that only one mode i s present. 
The present mode i s not strictly coherent due to the effect of the spontaneous 
emission, and this effect can be considered as a noise contribution. The 
quasi-probability function for the coherent state [a } is given by 
P n 1 } ( 6 ) - 6(o-B) (4.7.1) 
which, by introducing the amplitude and phase of o and (J, can be written as 
P n , } ( B ) - 6 < | a | - > p | ) e i ( W ) . (4 .7 .2) 
The effect of the spontaneous emission can be considered as a lack of 
knowledge of the phase m, so the actual quasi-probability distribution for 
an ideal laser is an uniform averaging of eq. 4. 7. 2 in the interval (0 2r) 
of the phase va, i. e, 
PN<8> ' 17 / 2 * « < M - ! l > | ) e i ( W > d « p a
 ( 4 7 3 ) 
= | 6 ( i a | 2 - | S | 2 ) 
and the density matrix then becomes 
o - 7 J 6 ( | a | 2 - | e | 2 ) | e > < e | d 2 e . <4-7-4> 
The matrix element of P in terms of the number state becomes 
<n|p|m> - 6 „ < i a l 2 ) n
 e '
| a | 2
 H .7 .5 ) 
n,m n; 
which shows that the number of photons in a single laser mode has a 
Poisson distribution. 
The laser model stated here is rather primitive, and to obtain a more 
23) 
realistic picture of laser action we refer to models presented by Glauber 
and H. Haken 2 4 ) . 
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4. 8. Relation Between the Quantum and Classical Descriptions of Light 
The relations between the quantum and classical descriptions of light 
can shortly be stated as an equivalence between the normal order quantum 
correlation functions and the corresponding classical correlation functions, 
by finding the classical probability density in terms of the quasi-probability 
function. The classical probability density becomes: 
Pn ( V l — Vn' VI " - - V -
Tr(p Z(6[V + - V^IIéCV^-V^) * (4.8.1) 
JPN({ak>) II6(U+-V*)6(U~-V~)d2{ak} 
where 
V t = V + ( ? i -V 
and U is given by the relation (see eq. 4. 3.8) 
V * | { c k » = u ; | { a k } > 
No examples of this transformation are given here, but if, for instance, 
we wish to transform the quasi-probability density for chaotic light (eq. 
4. 6. 3X a simple way to make the calculation is to use the characteristic 
function of P (V). As can be expected, the result gives a Gaussian distri-
bution of the fields. 
5. PHOTON COUNTING 
5. T. Photon Counting Equipment and the Photo Detecting Process 
The quantum concept of light as photons gives rise to a new type of 
experiment, photon counting, that is new in respect to the conventional 
interference and spectroscopic methods of investigating the properties of 
light. Photon counting gives information on the statistics of a given light 
source, and especially measures the coherence time. The technique of 
measuring coherence time is called intensity-fluctuation spectroscopy and 
it constitutes a useful tool for measuring spectral widths from 1 to 1 00 MHz. 
Using conventional methods, one can measure spectral widths down to 1 0 
MHz (e. q. with a Fabry-Perot interferometer). 
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An experimental set-up to measure the statistical properties of a light 
source is sketched in fig. 5 .1 . 
Incoming 
liQht beam 
> 
Shutter PMT Photon counter 
Multichannel 
analyser 
Fig. 5.1 
The incoming light is detected by a photomultiplier (PMT) connected to 
a photon counter. The photon counter records the number of photo electrons 
from the PMT, in a time interval of length T determined by the shutter in 
front of the PMT. The measured number of counts is then recorded by the 
multichannel analyzer. After a certain time, longer than the coherence 
time of the light, the shutter is reopened and the measurement is repeated. 
The reason for waiting for a time longer than the coherence time of the light, 
is that we wish to obtain independent samples. After a sufficient number of 
measurements, we can find a distribution for the number of counts in the 
time interval T. 
A survey of the way in which the PMT works gives a more detailed 
picture of the detection process. A photon hitting the cathode of the PMT 
will give rise to the emission of an electron. The probability, p(t)At, that 
an electron is emitted in a time interval i t will be proportional to the 
number of photons per time unit hitting the cathode and with the time interval 
At, i. e. 
p(t)At » Sn(t)At, (5.1.1) 
where the constant (, is the quantum efficiency of the detector, its value 
depending on the cathode material and the frequency of the incoming light. 
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The emitted electron is then multiplied, so that a current pulse can 
be measured as an output of the PMT. The multiplicator consists of a 
chain of dynodes. If a dynode is hit by an electron it causes the emission 
of a cascade of electrons. The emitted electrons are then accelerated by 
an electric field so they hit the next dynode. If the mean number of electrons 
emitted from a dynode, hit by a single electron, is +, then the mean number 
of electrons emitted from the n dynode will be s . In commercially avail-
K 
able PMT's an amplification as high as 10 is obtainable. 
The multiplication process can be wholly characterized by a pulse-
height distribution. The current impulse from the PMT resulting from a 
single incoming photon is essentially a stochastic quantity. Another effect 
that disturbs the pulse from the PMT is the dark current, which results 
from the thermal electrons emitted from the dynodes and the cosmic back-
ground radiation that causes the emission of electrons from the cathode. 
The thermal dark current pulse-height dominates at small pulse heights, 
whereas the contribution from cosmic radiation lies at larger pulse heights. 
The thermal dark current i s strongly temperature dependent and can be 
reduced by cooling the PMT. 
To overcome the effect of the dark current in the PMT, an upper and 
lower discrimination level can be introduced at the output of the PMT to 
assure that a detected current pulse is really caused by a photon. In the 
following it is assumed that the effect of the discriminator levels and the 
stochastic nature of the current pulses is incorporated in the quantum 
efficiency £. (see eq. 5 .1 .1) . 
Counts 
Pulse height 
Fig. 5.2 
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5. 2. Photon Counting Statistics 
The photon is a quantum-mechanical concept, and to find the distribution 
function of the number of photo electrons counted in a time interval T, it 
would be proper to use a full quantummechanical treatment as done by Kelly 
25) 
and Kleiner (1968) '. The quantum treatment is rather lengthy and is not 
used here. Instead, we use the semi-classical approach of Mandel (1958) '. 
where the light is treated classically and the detection process i s treated 
quantum -mechanically. 
By assuming that different photo-electric events are statistically 
independent, and by using a first-order perturbation theory with respect 
to the effect of interaction between the electromagnetic field and the atoms 
in the photo detector, one can show that the probability for the photo emission 
of an electron in a time interval (t/t+ At) is 
p(t)At = oI(t)ttt, (5.2.1) 
where I(t) i s the intensity of the incoming light at the detector surface. 
The photon counting experiment is started at a time t, and we find the 
probability for the event that m photo electrons will be counted during a 
time interval (t [ t+1' + L t) 
The probability will be denoted P m ( t 11'+ A t). t denotes a "small" 
time increment. The event that m photo-electrons have been counted in 
the time interval (t |t+t'+ At) can occur by counting m photo-electrons in 
the time interval (t | t+t*), or by counting m-1 photo electrons in the time 
interval (t| t+t») and one photo-electron in the time interval (t+t* |t+t»+ At). 
When At is considered "small", we can neglect the event that two counts 
are recorded in the time interval (t+t1 I t+t'+ At). P can then be expressed 
as: 
P m ( t ' t '+M) = P m ( t | f ) (1 -p( t»+t)At)+P m . t ( t | f )p( t+f )At . (5.5.2) 
By letting i t * 0 we obtain 
— $ = - p ( t + f ) ( P m ( t ! f ) - P m . t ) t | f ) ) f (5.2.3) 
which has the solution; 
P J t ^ i ^ e ^ (5.2.4) 
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w « 1/«J p ( f ) d f - [ I ( t - ) d * \ (5.2.5) 
t t 
The distribution function P ( t . T) represents a distribution where 
started at the time t; as the integrated intensity w is a stochastic 
variable we must peiibim an ensemble averaging to achieve a mean distri-
i .e . 
^. ( t .T^ - im Kw)igTn"wd«i. (5.2.«) 
Pfw) is the distribution function for the integrated intensity. 
From eq. 5.2. S we see that Pm(t» T) is the Poisson-transfdrmed 
of the distrihntion fonction Pfw). In the case of a stationary light beam. 
Pm(t . T) will be independent of the starting time U In the following we will 
assume stationarity and further omit the averaging brackets for the sake 
of brevity. We can then write eq. 5.2.6 as: 
P.CT) - / P ( v ) - ^ - e"*" dw . (5.2.7) 
" o "• 
The moments of P_(T) can be expressed in terms of moments of the 
distribution function for the integrated intensity by the equation 
<•»> - < (V* (x£j) V ) ! , , . „ > (5.2.8) 
which, for the first and second moment, gives 
(5.2.9) 
<»> • <«w> 
•y 2 
<m> " <ow> • <(<**») > 
(5.2.10) 
From eqs. 5. 2.10 and 5.2.4 we find that the variance of the counts is 
given by 
<(a»)2> - <•> • <(ov-<ow>)2> (5.2.1!) 
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and we see that even in the absence of fluctuations in the integrated intensity, 
the number of counts fluctuates. This effect i s due to the discrete nature of 
the {.hoto- electric effect, and consequently this term has nothing to do with 
the statistical properties of the light beam. The last term in eq. S. 2.11 
expressed the contribution from the fluctuation in the light beam. The 
technique where only the second-order fluctuation i s investigated is called 
"intensity fluctuation spectroscopy". 
The equivalent quantum-mechanical expression for the probability to 
count m photo-electrons in a time T can be expressed as: 
P_(T) « TrCpW^y, «"•*) (5.2.12) 
^ s»» 
where the operator N ensures that the subsequent operators are in normal 
order (see chapter 4). 
5. 3. Interpretation of the Photocounting Distribution Function 
To interpret the expression for the photon-count distribution (eq. 5. 2.7), 
we consider some simple examples. First, we will assume that the inte-
grated intensity is independent of time, a case that occurs when the light 
comes from a perfectly stabilized laser, or when the coherence time of the 
light i s much smaller than the measuring time T. Then we have 
P(w) « o(w-wo) (5.3.1) 
and we get a Poisson distribution for the photon-counts: 
> »m 
In the opposite case, where the measuring time T is much smaller than 
the coherence time of the light, we obtain from eq. 5 .2 .5 
t+T 
w * j I(t")dt» « TI(t) T « * c (5.3.3) 
t 
and the photon-counting distribution becomes 
on m 
Pn(T) « j P(I) l ^ j i - e-°TIdI , (5.3.4) 
o 
where P(T) is the distribution function for the intensity. In the case of 
- S O -
of chaotic light, the distribution function of the fields i s Gaussian and Pfl) 
becomes an exponential distribution, i. e. 
•til - Tfc*-1 7«1* (5.3.S) 
and P (T) becomes a Bose-Einstein distribution, 
where 
<•> • oT<I>-
For measuring times that are neither large nor small compared with the 
coherence time of the light, it i s very difficult to find an explicit expression 
for the photon-counting distribution. For chaotic light with a Lorentzian 
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spectral density, an expression for P_(T) has been found '. However, 
one can find an approximate expression for P with arbitrary measuring 
times T, a method which was first used by Rice (I 94$)' ' in connection with 
noise-theory. If we divide the counting time T into N parts, where each 
part is in the order of the coherence T of the lignt. we can express the 
integrated intensity as a sum of independent terms, i . e . : 
• * M 
W - f ' ^ H t ' l d f » T/» I Ut*nT/ l l ) . (5 .3.7) 
t n-o 
The generating function of the distribution function for the integrated 
intensity becomes: 
FC«) - / «" ,wP(w) • <«""w> 
o 
and insertion of eq. 5.3.6 gives 
P(s) . < . -«T/IIIXCt*nT/ l i ) > 
- ( < e - » T / « ( t > > ) " - (f <T/» . ) ) " 
where f is the generating function for the intensity. 
To determine N we demand that our approximate distribution function 
has the proper second-order moment, i. e . , 
- SI -
J / K f ) I ( f ) > d f «t* • T 2 fc^I^ • T2 å<I2> . CS-3.S) 
o o • • 
giving for the ratio T/N. 
< ( a i ) z > 
which, as presumed, i s of the order of the coherence time of the light. In 
the case of chaotic light, the distribution function (or the intensity i s as 
stated in eq. 5. 3 .5 . and eq. 5 .3 . t becomes in this case: 
FCs) -
 M . (5.3.11) 
By reversing eq. 5.3.11 we obtain the distribution function for the 
integrated intensity: 
H* (<w> <w> 
*™ ' TwT h j - i H * (5.3.12) 
and further for the photon-counting distribution we obtain 
V T > - i lnSf —"J „ (5- 3.13) 
fl*«Tp)"(l*iV».<w»>" 
where . is the gamma function. 
By letting N - co. which is equivalent to letting the coherence time * 
be small compared with the counting time, eq. 5.3.13 become a Poisson 
distribution as it should be (eq. 5 .3.2) , and by letting N - 1, eq. 5.3.12 
becomes the Bose-Einstein distribution. In fig, 5»3 the photon-counting 
distribution is calculated for different values of the ratio T/t . 
' c 
Until now we have dealt with the problem of finding the distribution 
function for the counts of photo-electron«, with a known distribution function 
for the integrated intensity. The inverse problem of finding the probability 
function for the integrated intensities with a given photon-count distribution 
can in principle be solved. From the generating function for the integrated 
intensity given by 
F(s) - / P(w)e' , wdw (5.3.14) 
o 
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re can obtain the n order moments through the relation 
(S. 3.15) <w»> . | - i | " i ! ^ l 2 } i 
This means that the generating function can be expressed as: 
p ( . ) - z I z l £ <J*>s*. (5 .3.16) 
n-0 "• 
From eq. 5 .2 . 7 we then find 
<-"> • i * - ^ - 4 <*<*-» <—>*• (5.,.,7) 
and by insertion of eq. S. 3 . !7 into eq. 5.3.16 we obtain 
P(s ) « z I'1] L . < » ( l > > > s n - (5.3.18) 
n-o • • a B 
By reversing eq. 5 .3.1S we can then find P(w). From eq. 5 .3 .16 it 
can be seen that the generating function can be found if we know all the 
moments of the photon-count distribution. In practice, we only know the 
first few moments with sufficient accuracy, and the expansion in eq. 5 .3 .18 
fails. 
271 Another approach, that of Bedard , i.< to express the distribution 
function for the integrated intensity in terms of Laguerre polynomials. 
*(w) - I • L (aw) (5.3.19) 
p-o p p 
where L is the Laguerre polynomial 
p
 f-li*5 P a 
L p ( X ) * £ q f < q ) x q - (5.3.20) 
By using eqs. 5. 2.7 and 5.3.1 9, one obtains 
P 
P(w) - s £ ( E ( - l ) q ( g ) P (T))L (aw) . (5.3.21) 
p q <* 1 F 
This expansion gives a more accurate estimate of P(w) than eq. 5. 3,1 8 
for the reason that it suppresses the effect of the high counting rate with a 
small probability, which is not the case in eq. 5. 3.1 8. 
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6. MEASUREMENT OF WIND VELOCITY IN THE ATMOSPHERE 
A way to measure the wind velocity would be to use a hot-wire anem-
ometer or a laser-doppler anemometer. Essentially these measurements 
would be point measurements; to obtain an estimate of the wind velocity 
over a larger volume, the measurement must be repeated several times at 
different space points, whereafter a suitable averaging procedure should be 
used. To overcome these difficulties, one could let the averaging be per-
formed by a suitable optical configuration. Such an attempt has been r e -
29) ported recently and commercial equipment has been developed. The 
optical configuration of this equipment is a t ransmit ter and a receiver at a 
distance of 1 km from each other. A laser beam is transmitted from the 
transmitter to the receiver , which consists of two detectors placed around 
the optical axis at a distance of the order of the beam spot. The signals of 
the two detectors a re correlated and a measure for the wind velocity is ob-
tained. We will not further describe this equipment, but only mention that 
it is very complicated to calibrate. We propose another method to measure 
the wind velocity in the atmosphere. 
The method in question is based on intensity correlation in a two-beam 
configuration (see fig. 6.1). The two laser beams a r e polarized perpen-
dicular to each other and a polarization filter is placed in front of the 
detectors, so that the contribution to the intensity at one detector only 
originates from one l ase r beam. A disturbance moving with a velocity v 
in the x-direction (see fig. 6.1), giving a signal at a t ime t at detector 1, 
will give a signal at detector 2 at a time t + T . By correlating the intensity 
at the two detectors we can measure the time displacement *, and then by 
knowing the distance between the detectors 2A, we can calculate the velocity 
as 2A/T. 
L 
transmitter 
Fig. 6. 1 
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Now, as mentioned, the idea of using this configuration was to perform 
an averaging in space, and the question is in which way do the different 
areas in space contribute to the intensity at the detector?. If we look at a 
disturbance at a distance z from the receiver where the laser beam width 
is w(z), a condition for a contribution at the detector must be that the cor-
relation length 1 of the disturbance is greater than, or in the order of the 
beam spread w(z). This means that an area contributes only with disturb-
ances in a certain range, and the whole configuration operates like a filter 
with respect to these correlation lengths. Another aspect of the arrange-
ment is the distance between the two detectors 2A. By varying i at a time 
displacement cf T= 0, we must expect to measure a quantity which is r e -
lated to the correlation function for the disturbance. In the following 
analysis of the system it will appear that the covariance of the intensity 
is strongly related to the density correlation function for the medium; this 
is again related to the velocity correlation-function, which expresses the 
turbulence properties of the medium. 
A way to describe the propagation of light through a random medium 
is to say that the medium has a fluctuating refractive index, which has a 
clear connection with geometric optics. This is the usual way however we 
will here describe the random properties by the density fluctuation of the 
medium. The reasons for this are that the density is a basic physical 
quantity in describing light scattering from a collection of particles, i r r e -
gardless of whether the particles are molecules or a re of macroscopic size, 
and the disturbance in the light passage through a medium is essentially a 
scattering process. 
In order to analyze the system, we make certain assumptions about the 
properties of the medium. The medium is assumed to be stationary, 
homogeneous and locally isotropic. Assuming isotropicality in the medium 
as a whole would be an over-idealized assumption in the atmosphere, es-
pecially in the vertical direction. 
In appendix B an expression is calculated for the electric field in a 
medium with a collection of scattering centres: 
E ( r , t ) - f o ( r , t ) + j K ( r - r , t - f ) E ( r ' , f ) A n ( r ' , f ) d t ' d r ' . (6.1) 
where K (r-r*, t- t ' ) is a third-order tensor, An(r', t ') is the fluctuating 
part of the scattering particle density, and E (r, t) is the electric field in 
the undisturbed medium. The kernel function K( r - r ' , t-t) has the form 
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(6-2) 
i ivv + it l i -a(wj r V M 
o 
where k = w/c and a(u) is the polarisability of the single scatter. 
To simplify the expression for the kernel function, we can assume that 
the particle velocity is much less than the velocity of light and further that 
the polarizability is a scalar and a constant at the applied laser frequencies 
w . The last assumption is equivalent to saying that the scatters are rota-
tionally symmetric and that we ignore resonance phenomena. 
i -> - „ i f c l r -r ' l 
K ( r - r * , t - t ' ) «
 7 i — (W + k„ I ) a(u> ) S 6 ( t - t ' ) . 
^ k-r-l 
(6.3) 
The term W in the kernel expresses the depolarized effect of the 
medium, and when, in this analysis of the configuration in fig. 6.1), we are 
only concerned with the forward scattering, we can neglect this term too. 
For the electric field, we then finally obtain: 
*2»c-o> ' k ° , r " l M 
E ( r , t ) = £ o ( r , t ) + °^ I £ E ( r ' , t ) An<r',t) d r \ 
o I r - r* I 
(6.4) 
To solve this integral equation, we write the expression in the form 
E = EQ + LE , (6. 5) 
which can be solved to give 
L_ F = V f ( n ) * (6-6) 
where 
l-L ° n«0 ° 
kj.(«0) "0\*-*\ 
I = °>e ° j dr« £ An{r ' , t ) . 4TrEo ' | r - r - | 
The expression for the E field can be interpreted as follows; 
E is the undisturbed field 
LE is the once scattered field, o ' 
* 2 
L E 1S t n e twice scattered field, 
and so on. 
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Now if we let the light accepted by detectors I and 2 be polarized in the 
x and y directions respectively, we get for the intensit ies at detectors 1 and 
2: 
.
( n ) E ) x . ( L ! n ) E ) # (6-7) X 1 ( r 1 ) = I * . < t w B , x . ( { " ' E o  
nrm 
and 
By ensemble averaging we get . to the first order, the once scattered 
field: 
< l l ( r 1 ) > * < i o ( P l ) > + ^ . L ^ 5 . ( £ 1 E o ) # > (6 .9) 
and 
< I 2 ( r 2 ) > = < I Q ( r 2 ) > + <y«L 2E 0 y « ( L 2 E 0 ) * > . (6 .10) 
In the following we will a s s u m e that we can neglect the higher-order 
term in the expression for the E-f ield. This means that we limit the validity 
of the analysis to not too long a distance between the rece iver and the 
transmitter, and to smal l turbulence intensity, or, to say it in another way, 
we must restr ict ourselves to only consider areas where the field deviation 
31) from the undisturbed field is smal l . The available experimental data 
indicate that this range i s about 1 km in the atmosphere. 
By correlating the fluctuating part of the intensit ies at the two detectors , 
we obtain by ensemble averaging; 
( ( 1 , ( 1 , 1 ) - < I , ( r t ) » ( l 2 ( r 2 . t + T ) - fl2(r2)» 
» < A l | ( r | , t ) A l 2 ( r 2 , t + T ) > (6.11) 
« < x . E * ( r t / t ) y . E o ( r 2 , t + T ) x- (L, E o ) y • ( L 2 E Q ) } + C. C 
< X ' B * 0 ( r 1 , t ) y E ^ f T - 2 , t + T ) x ' ( l 1 E 0 ) y ( L 2 2 0 ) ) + 2. J. 
Now, by setting f. » f - 5 and r„ * f + Å, where A i s the distance 
between the detectors, we can express the undisturbed E-field as; 
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f o ( f f t ) = x VQ(r-A,t) + y Vo(r+Zrt+T). ( 6 , 2 ) 
and we will assume the V is a Gaussian laser beam propagating in the z-
direction, and with a beam waist wQ at z - 0, 
2 x 2 4 y 2 
vo ( r' t } - s+nrre ° e e 
o 
where 
a = 1 / 2 k 2 w 2 . 
' o o 
Insertion of this in the correlation function gives: 
| a (« ) | 2 k*
 2 
< A I ( r , t ) AKr, , t+T)> = 2 ° |V(r ) | * 
2
 ( * « 0 } 
- i k 0 | f 0 - ? i | l k 0 | r 0 - P 2 | 
/ / S £ — — - V*(r!) V ( f l ) 
" | r 0 - r i l k 0 - r ' | ° 1 o 2 ( 6 > , 3 ) 
<An(r[+A,t) An(r£-A,t+T)> drj dr£ *• C.C. 
- i k o | r o - r l | i k 0 | r o - ? ' | 
• V T O 2 / / S - S _
 V ( r ! ) V <rl) 
'
ro"ri l ro-2l 
<An(rJ+A,t) An(r^-A,t+T)> dr' dr£ + C.C.J 
As previously assumed, the density fluctuation is stationary and 
locally isotropic. The assumption of local isotropicality means that the 
covariance function for the density in two space points, rf and r„, will 
"ary rapidly as a function of the distance ?„-?. and vary slowly with mean 
position £ (r.+ r2>. With this in mind we can write the density covariance 
function as: 
<An(r^+A,t) An(r£-A,t+t)> » F(* (r j+r£) , r ^ - r | - 2 A , t ) . 
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By inserting the Fourier transform of F with respect to r ^ - r ' j , we 
obtain the following expression for the intensity covariance function 
n 2 | a (u i ) | 2 k*
 2 
<AI( r , t ) A I ( r 2 , t + t ) > - - 2 2_- 2 |V(rQ) I x 
(4Tre0) 
- ^ / F ( U ? i + f - ) , k , * ) e~ ik"*2A H ( k , ? ' , r ' ) d 3 r ' d V . , d3k 
(2TT) 
(6.14) 
where 
ik_ | r- - r „ ! - ik Ir - r ' 
H(k. r«. r^)= j 
- o 1 o ' 2 ' <3' o I1 . > ifc. ( ? • -? • ) 
\- : : r v „< ? l> v „< ? , 9> + C . C > « • 2 
r -r\ r - r ' 
o 1 ' ' o 2 
o* 1' ox 2' 
v*(r \ ' o o 21 o' o 1 -, l l c ' ( r A - r i ) 
+ V V i « . V0(ri)V0(ri) + 3 . 3 . e X 2 
Now, by expanding the square term in the expression for the function 
H(k,?j , f• ) and by setting 1/2(r' + r ' = 1/2(z» + z« ) = z, we can perform 
the integration in the x and y directions, and finally express the intensity 
covariance function as 
r? |ct(a> ) | 2 k 2 . 
< A I ( r , t ) A I ' r 2 , t + T ) > * - 2 P_ 2 |V(z ) |* x 
4 J . 2 (6.15) 
— ~ r / F ( z , k , T ) e " i k ' 2 a G(k,z) dz d3k ( 2TT ) 5 
where 
G(k 
- o uk"
 2 o 
^.(z-z-L) o o 
2krtzrt<z-z) k* z=z (z -z )^ iP 2 2 
-i(l- - 2 , 2 ; 2 l T " l l krt *o zo „2 „2 2 ' t l i k , , x •
 e 0 +k ZQ o -e o o +kQz0 Je z d 
(ft.16) 
- 5 9 -
and z is the position of the receiver plane relative to the beam waist of the 
luser beam, L the distance between the transmitter and the receiver, and 
k the transverse wave number. 
With this expression we have adopted a mode-description of the scattering 
process. The function G(k.z) serves as a filter function, determined by the 
Gaussian wave form and the length between the transmitter plane and the 
receiver plane, and it describes to what extent a mode at a position z along 
the optical axis will contribute to the intensity fluctuation at the receiver. In 
general, the expression for the weight function G(k. z) is complicated and a 
calculation must be performed numerically. 
The dependence of the wave number in the z-direction, k , is very 
rapid and has the character of a delta function, a property which can be 
expected for physical reasons. Modes in the z-direction with a wavelength 
smaller than the distance between the transmitter and the receiver will be 
averaged out. 
For small wavelength Ffz.k, i) is slowly varying, so by setting 
Ffz.k,:) = F(z .k t . o . - ) * F j d . k j . T) 
we obtain by performing the integration in the k direction: 
< A K ? l f t ) A I < r , , f T » = - £ ! 2 - ^ - 2 | v ( * 0 ) | 
I ATC 1 
l ( - i fc t 2A „ 
where 
5 1 ( k r , z ) - \G(k,z)dlc 
= e o o i i - e o o 
From eq. 6. IB it is seen that G,(k.,z) only allowed modes with the 
wavenumbers in the range of 
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^ ( 2 - 2 ) ( o 2 • ir*«0«) 
to give contributions to the intensity covariance function. 
Now, by assuming that the variations of the density correlation function 
with respect to the time displacement T can be expressed by a displacement 
in space by the amount V(Z)T, where v(z) is the velocity of the medium at 
the position z, we obtain for the intensity covariance function: 
< A I ( r , t ) A I ( r . f r ) > - ° ° ° |V ( z ) | 4 
f 4 i . t 0 ) 
(6.19) 
i\ k F 0 ( z , k ) J (k |2& -vfz)Tl )G 0 (k ,z )dzr ik 
where J is the Bessel function of ordre zero, G0 is the real part of G, o I r 1 
and F2(z.k) the turbulence spectrum of the atmosphere, which have the 
functional form ': 
F,(z,k) = A ( z ) k _ 1 , / 3 e"k / k m (6.20) 
where k gives the inner scale of turbulence in the atmosphere, and A(z) 
is a structure factor which depend on z • k is ordinary in the ordre of 
in - 1 30) m 
10 mm '. 
Now our aim was to measure the wind velocity in the atmosphere. If 
the cross-wind speed was constant between the transmitter and the receiver 
plane, it is clear that the intensity covariance function would have a maxi-
mum for the time lag T = 2 u/v. If the spread in the cross-wind speed is 
large, then the intensity covariance function would be smeared out, and a 
measurement in this case would be meaningless with this equipment. By 
assuming that the variation in the wind speed is small, we can develop the 
intensity covariance function about its maximum with respect to the time 
lagi. The time varying part can be expressed by: 
- (2A - v(z)T)2w(z)dz (6.21) 
where w(z) gives the weights for the velocity along the z-axis. w(z) is 
given by: 
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w(z) = j k ° F 2 ( * . k ) G , ( i . k ) d k (6 .22 ) 
From eq. 6.21 we find that the mean cross -wind speed v in areas 
where w(z) g ives a uniform weighting is given by: 
r~2 >~ 
( v , = HVQ + vQ + <(v - < v » - ; ) (6 .23 ) 
v = 2 A ' T 
o o 
where T is the t ime lag at which the intensity covariance function has its 
maximum value. \ ( v - ( v
 #
v) ] i s the variance of the cross -wind speed. 
The weight function w(z) depend on the structure factor A(z), the path 
length L and the magnitude and position of the beam waist of the la ser beam. 
In fig. 6. 2 we have sketch w(z) for different path lengths, with beam waist 
placed at the transmitter plane and with a beam waist of z e r o (spherical 
w(x) (arbitrary units) 
1. L = 1km w a=0 
2. L = 5fcm w t : 0 
3. L = 1kw» WgslOO 
L L =-5km w. z 100 mm 
transmitter 
Fi«. 
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wave) and of 100 mm. The inner scale I of turbulence is assumed to be 
o I mm (k_ • 2«'l ). and the structure factor is assumed to be constant, 
re o 
From fig. S. 2 it is seen that care must be take if we want a uniform 
weighting function. The condition for a uniform weighting function can be 
expressed by the condition: 
o 
where wQ(L) is the beam width of the laser at the receiver plane. 
7. SINGLE-BURST DETECTION IN A 
LASER-DOPPLER VELOCITIMETER SYSTEM 
This part of the report describes the detection of a transient signal that 
is modulated through a stochastic process. The idea is to analyze a specific 
detection system , or rather an idealization of this system, in order to 
optimize the amount of information obtainable from the detection procedure. 
To do this, we first give a brief description of a Laser-Doppler velocitim-
eter system and define some characteristic parameters for the system. 
By crossing two laser beams we get an interference pattern at the 
intersection point. When a particle passes the interference pattern, part 
of the light will be scattered. The intensity of the scattered light is modu-
lated with the Doppler frequency ' \ 
« o « ok - v . (7.1) 
where 6k is the difference between the wave vectors of the two laser beams. 
The intensity of the scattered light, the Doppler signal, can be ex-
pressed by 
I(t) - IQe c (I + Y cos «ot). (7.2) 
where the Gaussian amplitude factor expresses the fact that the intensity 
of light in the measuring volume has a Gaussian distribution. T i» the 
running time of the particle through the measuring volume, and it can be 
related to the Ooppler frequency and the number of interference lines by 
T c ' n / w D - (7.3) 
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The detection process i s carried out by a photomultiplier followed by 
a pilot.«-, counter and a correlator that autocorrelates the signal at a t ime T. 
the measuring l ime. The autocorrelation function i s then Four ier - trans -
formed, and we gel an est imate of the power spectrum of the incoming light 
as the output. The photon counter counts the number of photo e lectrons in 
a t ime increment At, s o the autocorrelation function i s a correlation b e -
tween counts. The detection procedure i s sketched in fig. 7 . 1 . 
Light 
At T 
PhotomuUiptier Photon counter Autocorretotor Fourier 
Fig. 7.1 
The incoming light of the photomultiplier i s essential ly a s tochast ic 
s ignal , but if we c house the counting time of the photon counter »it s o that 
it i s greater than the coherence time of the laser , then we can consider 
the scattered light a s a determinist ic s ignal . The counting t ime å t i s a lso 
restricted !>> the Doppier frequency; if we are to reso lve a periodical s ignal 
with a frequency . - , we must choose i t as : 
i t ' l / - D . 
For Doppier frequencies up to I Mhz, the counting time '.t can be 
chosen s o that it i s much greater than the coherence l ime of l a ser light 
and this i s assumed throughout the analys is . Another aspect of this assump-
tion i s that counts in different time intervals will be independent in a 
statist ical s ense . 
35) 
The counts from the photon counter will have a Poisson distribution ' 
due to the discrete nature of the photodetec ting process ; the probability to 
count n ph<>t<»electrons at a t ime interval (t/t+ At) i s then: 
(7.4) 
. M -
where (n(t)) is the mean counts given by 
<«(t) , » KO *t. (7.5) 
and I(t) is the current of the incoming light. If the number of counts is 
great ( ) 100) when the particle i s in the measuring volume, the fluctuations 
in the number of counts will be negligible and the power spectrum of the 
counts will represent the "true" spectrum of the scattered light as in an 
actual deterministic case. The problem arises, however, when we are 
concerned about the number of counts of the order of one, a situation which 
i s realistic in a case where the detector equipment is located far from the 
measuring volume. The fluctuations in the number of counts will cause the 
spectrum to deviate from the "true" spectrum and the Doppler peak in the 
spectrum will be difficult to identify. 
If we let i(C) be the current from the photon counter at the time t, we 
get for the autocorrelation function; 
T/2 
R ( T ) - / i ( t ) i ( t + « ) d t . (7.6) 
-T/2 
where T is the measuring time. 
The Fourier component of i(t) is: 
T/2 . 2» 
S
* " ^T/2 i ( t > ^ " d t <7'7> 
and the Fourier transform of the autocorrelation function R( ) can be 
expressed by: 
«,- 's/- < 7 » > 
This means that the power spectrum of the current is equal to the 
absolute square of the amplitude spectrum of the currents, and we can 
analyse the power spectrum by analysing the amplitude spectrum. The 
current i(t) is a constant in the time intervals (t - 1 /2 Ai# t + I /2 At), and 
the amplitude spectrum of the current can be written as 
- 65 -
T/2 - i $=- qt 
S
« " / M t ) t T dt 
q
 -T/2 
r • 1 r P 'T'1 
P P *„-%At 
P , (7.9) 
-
1
 f~ q t D *"» s Atq 
" J "V * ( w/T Atq > 
where n(»_)*i(t )At, and At is the number of counts in the time intervals 
(t - 1/2 At, t + 1/2-t) . The sin x/x factor reflects the fact that no fre-
quency above K /2*t will be present in the spectrum, and we will, for 
simplicity, neglect this factor by restricting ourselves to only consider 
frequency components that fulfil the condition: 
q < T / 6 t * N . 
where N is the number of samples. 
So w« can write: 
v j n ( v «~1?"qtp.
 {7.I0) 
By ensemble averaging we get for the mean spectrum 
. 2ir 
<S > - [ <n(t )> e T P o . i i ) 
-» p P 
and for the variance of the spectrum: 
VBq> - ^ « n ( t p , „ , t l , > - <n( t p )><n( t l )> . " ' ^ q ( P " I } ( 7 . I 2 ) 
" I < n ( t _ ) > . 
P p 
The last expression i s obtained by using the properties of the Poisson 
statistics. 
The mean number of counts at the time t is given by the Doppler 
signal: 
* 2 , 2 
"
t D / T c <n(t )> • fit IQ e p c (1 • Y cosuD t ) . (7.13) 
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Now, the value of the current I depends on several parameters . It i s 
proportional to the intensity in the measuring volume, the area of detection. 
the quantum efficiency of the photo tube, and it i s inversely proportional to 
the square of the dl Lance to the measuring volume. We are here only 
interested in the dependence of the number of interference lines in the 
measuring volume, s o we can write (the Doppler frequency is assumed 
constant): 
The mean spectrum and the square roots of the variance have been 
calculated for different values of the number of interference l ines and the 
result is sketched in fig. 7. 2. The t ime scaling in the calculation i s se t 
so that the product of the Doppler frequency and the time increment i s a 
unit, and the measuring time T is: 
T = N At ; N = 63. 
This scaling implies that the Doppler frequency will l ie in the spectrum 
at mode number 10. From the calculated spectra we s e e that the Doppler 
frequency represents a peak in the spectra, and the relative spread of the 
spectra increases with increasing values of the number of interference 
l ines , or in usual electronic terms we could say that the signal to noise 
ratio decreases with an increasing number of interference l ines. Generally, 
we wish to maximize the signal to noise ratio, but in this case it would 
mean that the number of interference lines should be smal l , which would 
cause the spectrum to be very broad and it would be very difficult to identidy 
the Doppler frequency in an actual spectrum. This fact implies a value of 
the number of interference lines that optimizes the properties of the de-
tection sys tem. In order to find such optimum values, wliich maximize the 
visibilitv of the Doppler frequency in the spectrum, we will compare the 
frequency spread in the Doppler signal with the spectral resolution. The 
frequency spread in the Doppler signal i s : 
<*•)„ • ^/\ 
and the spectral resolution i s : 
Aw > 2 i / T . 
The spectral resolution gives the maximum accuracy by means of which 
we can determine the Doppler frequency, and it will be of no use to let the 
frequency spread in the Doppler signal be much smal ler than the spectral 
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resolution in order to improve this accuracy. Further, it would give more 
"noise" in the system as stated above. On the other hand, if we let the 
frequency spread in the Doppler signal be greater than the spectral reso l -
ution, it would be this quantity which would determine the accuracy from 
which we could determine the Doppler frequency, and it would be worse 
than the accuracy obtained in the first case . The best case , which maxi-
mizes the signal to noise ratio and simultaneously gives the least uncer-
tainty in the determination of the Doppler frequency, can be estimated to be: 
( A < - ) D * 1/2 ( H . 
The factor 1/2 implies that the neighbour modes to the Doppler mode 
will be suppressed. 
From the above expression we get: 
T * H T. 
c n ' 
or , by using u • Lt - 1, 
V7 u 
n = V - N , 
which, for the spectra sketched, fig. 7. 2, gives an optimum value of 28 for 
the number of interference l ines. 
Now, to give this verbal description a more concrete form, we will 
define a parameter p, which can give the optimum value for the number of 
interference l ines, and, as we shall see , also give a qualitative measure 
for the figure of merit of the detection system. The parameter p i s de-
fined as the ratio of the distance between the Doppler mode and its neigh-
bour mode in the mean spectrum and the spread in the spectrum at the 
Doppler mode; 
<S ) - <S '. 
^ q ' ^ q +1 
p ° M° 
mr-) 
^o 
where q is the Doppler frequency mode number. The parameter p* is a 
function of the number of interference l ines. A high value of p means 
that the Doppler peak in the spectrum is clearly visible, so to get a 
"efficient" detection system we must maximize p. Using statistical 
language, we could say that p describes the degree of overlap for the 
distribution function for the Doppler mode and its neighbour modes. If the 
fluctuation part of the modes in the spectrum has a Gaussian distribution, 
then a p value of s ix for the system would mean that the frequency peak 
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in an actual spectrum would be the Doppler frequency with a probability of 
99. 9%. In this way, we could say that the parameter p describes the degree 
of determinism in the detection system. 
According to the ear l ier discussion, we must expect that p as a function 
of the number of interference lines n has a maximum value, ind that it goes 
to zero for n equal to zero and for n going to infinity. With the time 
scaling as before, we have calculated p/p as a function of n. The 
6
 *
 r / r m a x 
result i s sketched in fig. 7. 3. The maximum value of p is achieved for a 
value of the number of interference lines obtained above (n = 28). The 
maximum value of p, 3 . i s related to the quantity K through 
P 
m 
= —— p 'HcTt 
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- 70 -
where p is in this case calculated to 1.105. 
From this expression we can write the mean number of counts at the 
time t as: P 
n 2 Bm 2 - t 2 / T 2 
<n(t )> - (-2) </!) e c (1 + Y cosa)_t ) . (6.16) 
P n o v p 
All the curves shown are calculated with a p and a Y value of one. 
r m 
To give an impression of the actual spectra and of the effect of various 
numbers of interference lines, we simulated the spectra on a programmable 
pocket calculator. The two sets of curves sketched in figs. 7.4 and 7.5 
are obtained by two different sets of "randomness", and with the same 
parameters as in the curves for the mean spectra. From the simulated 
spectra, we see that the Doppler frequency is clearly visible in the spectra 
with the optimum values of n, whereas the other value of n gives a poorer 
picture. 
Conclusion 
Hitherto we have neglected the noise contribution from the background 
and from small particles running through the measuring volume. This kind 
of noise will increase the fluctuation part of the spectra and we must expect 
t'ie optimum value of n to decrease, and v.ith it the maximum obtainable p 
value. However, in spite of the noise, the analysis given here can serve 
as background for a real experiment. The number of interference lines 
should be kept below the optimum value given by this kind of analysis, and 
we may also say something about the range of the detecting system, as the 
maximum value of p is inversely proportional to the distance between the 
detector and the measuring volume. At a certain distance, if we obtain a 
p value of 2, i. e. the system is almost "deterministic" and we can make 
instantaneous velocity measurements, an increase of the distance by a 
factor 1 0 would give a p value of 0, 2, and an additional averaging must 
be made to obtain the correct wind velocity. 
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8. UGHT SCATTERING FROM A COLLECTION OF INDEPENDENT 
SCATTERING CENTRES 
8 .1 . The Intensity-Intensity Correlation Function 
In this section we wish to investigate the information obtainable from 
a light scattering experiment with independent scatterers by measuring the 
second- and the fourth-order correlation function. 
Loser light 
p-
Fig. 8. 
The scattered light is collected from an area of finite extent, and it is 
limited by the optical equipment, by the intensity distribution of the light 
source, or both. 
The second-order correlation function is obtained by using heterodyne 
technique, i. e. the photodetector is simultaneously illuminated by the 
scattered light and the laser light transmitted directly in the detector, 
which acts as a local oscillator signal. The fourth-order correlation func-
tion can be measured by using self-beating. The correlation functions cal-
culated here are calculted on one point on the photodetector surface, so the 
results obtained are only valid when we deal with coherent detections, 2). 
The statistical properties of the scattered field will depend on the light 
source and the shape and motion of the scattering particle, and furthermore 
on the finite extent of the measuring volume. We will assume that the 
scattering particle is of macroscopic size and, for simplicity, of a spherical 
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shape. The particles are embedded in a medium which supports them without 
giving any essential contribution to the scattered field, and we will assume 
that the scattering particles move without any mutual interaction, so their 
motions are determined by the movement of the surrounding medium and the 
individual motions of particles. By using a laser as light source, we can 
consider the scattered field as a deterministic signal modulated by an in-
deterministic process, determined by the motion of the scattering particles. 
In a case where the properties of the medium are deterministic and the mean 
number of the scattering particles in the measuring volume is "great", so 
that we can use the central limit theorem for the total scattered field, the 
statistics of the field are Gaussian and all the information i s contained in 
the second-order correlation function of the field. For instance, the fourth-
order correlation function is given by the Siegert relation: 
g ( 4 ) ( t . T ) = 1 + | g ( 2 ) ( t . T ) | 2 . 
If the properties of the medium are indeterministic, the statistics of 
the scattered field will not in general be Gaussian, but formally we can use 
the properties of the field with Gaussian statistics to calculate the fourth-
(2) 
order correlation function. If g* (t, T ) in the above expression is the result 
of an ensemble-averaging over the initial position of the scattering particles, 
then the fourth-order correlation function is obtained by an ensemble aver-
aging of the Siegert relation over the stochastic parameter related to the 
medium. Using the letters P and M to denote, respectively, ensemble-
averaging over the intial position of the particle and the stochastic param-
eters of the medium, we get: 
< g ( 4 ) ( t . T » p = 1 + | < g ( 2 ) ( t . T > p | 2 
and 
« g ( 4 ) ( t , T » p > M = 1 + < | < g ( 2 ) ( t , T ) > p | 2 > M | M 4 | « g < 2 ) ( t , * ) ) p > M | 2 . 
In the following we will calculate the second- and fourth-order correlation 
functions with an arbitrary number of particles in the measuring volume by 
averaging over the initial particle position, whereafter two cases are con-
sidered; one where the particles undergo Brownian motion, the other an 
example of a turbulent medium. 
The scattered electrical field is a sum of the field scattered from the 
single particles, and it is written 
- 75 -
E s ( t ) = I E s ( f i ( t ) > . (8.1.1) 
where f At) is the position of the i particle. 
Ec(r.(t)) can be expressed as (see fig. 9.1): 
E s ( r i ( t ) ) = I * P ( r . ( t ) ) e ° m ' ( 8 . , . 2) 
where I is the intensity of the light scattered from a particle placed at 
origin at the photodetector, and P(f) i s a weight dunction accounting for 
the size of < 
is given by: 
the measuring volume, so the s ize of the measuring volume 0 
km = •' l P ( r > i 2 d 3 r ' ( 8 K 3 ) 
The number of particles at the time t, N(t), i s obviously given by the 
sum: 
N(t) - j P ^ t ) ! 2 . ( 8 > K 4 ) 
i 
and the mean number 
<N(t)>p = I < |P ("r i ( t ) | 2 > p . (8.1.5) 
The particle-particle correlation function is 
<N(t) N(t+T)>_ - < I |P(r ( t ) | 2 | P ( r . ( t + T , | 2 > 
= 1 < | P ( r i ( t ) | 2 | P ( r i ( t + T ) | 2 > p (8.1.6) 
+ <U(t)>p <N(t+T)>p , 
where the last equation is obtained by using the assumption about the inde-
pendence of the scattering particles. 
For the second-order correlation function we then get: 
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12) < E s ( t ) V * 1 * ' ^ 9 l 2 , { t , t ) - 5 5 E 
(<E»(t) E ( t ) > p <Ej{t*x) E ( t + t ) > ) ' 
\\A "w«*!«*1 W * " » P (,.,.7, 
<<E»(t) E , ( t ) > p <E£(t+») E s ( t+T)> p )^ 
<I ^ ( ' i C t ) E s t e 1 ( t + x ) > p 
(<E^(t) E s ( t ) > p <Es(t*-r) E s ( t + x ) > p ) * 
where the last equation is obtained by using the fact that (E (rj(t)) * 0, and 
the assumption of independence of the scattering particle. By inserting the 
expression for E (r^Ojwe get 
g<Z»<t,T , . _J i i _ _ 
<<N(t)> < N(** ) > ) ' ' ' 
For the fourth-order correlation we get: 
| 4 , <E;<t) E ft) E» (t+1) E t o * )> p 
g* '(t.x) • ! * -
<E;<t)Eg(t)>p <fi;(w-«iEs(»»*)>p 
< C fi;(r.{t))E,(?j(t))Es(rk{t+M)E,(r1(t+'))>p 
< E ; W E s ( t » p < E ; ( I * i) E,<t* t » p 
In the four-fold sum only terms where 
i • j « k - 1 
and 
1 • j f k » 1 
and 
i - 1 d j - k 
( 8 . I . 8 ) 
( 8 . 1 . 9) 
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will contribute to the sum, and by inserting the expression for £ (r.(t)) we 
find: 
< £ | P f f ( t ) ) | 2 P<r.(t*T)[2> 
J4) l t T l , i * I 1 
1 Ct
- ' W(t»p Mi*T»p 
< i |P(r i ( t ) ) | 2 |P(r 1<nx)) | 2>p 
+ ,- P»(ri(t))P(fi(t+T)P»(rk(t+ JPtf^t)) 
< l <NWU<N{t+^>p 
if* 
i ( t r t s ) ( f . ( t ) - r.(t* T ) • f k ( t +t ) - f k ( t » ) p 
x e 
and further by insertion of the particle-particle correlation function: 
. . . <M(t) N(t+t)>_ - <N(t)>p <N(t+x)>_ 
9 , 4 , ( t , T ) E 
<N{t)> <N(t+t)> 
(8.1.11) 
• 1 • | g ( 2 ) ( t , T ) | 2 . 
We see that the finite extent of the measuring volume gives rise to an 
additional term in the Siegert relation, which represents the particle num-
ber fluctuation in the measuring volume. If we can assume that the number 
of particles has a Poisson distribution, this term varies as I / ( N ) for 
"small" values of the time displacement -t. This means that the Siegert 
relation holds for, say, (N ) ) 10, a relation which we could expect from 
the central limit theorem. 
8. 2. Brownian Motion 
As a first example, we consider particles which undergo 
Brownian motion in a fluid. The Brownian motion i s due to the collision 
between the macroscopic particles and the molecules in the surrounding 
medium. To calculate the second- and fourth-order correlation functions, 
we must know the joint probability density for a particle at a time t and 
for the same particle at a time * later; we write it as: 
S(f2(t), f , ( t * t ) ) . 
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and we can express this quantity as 
S(r, (t). r, (t+t)) * S<r, (t)) S(f, (t+* ) J
 P | (t)) . (8. 2. I) 
where S(r. (t)) is the probability density for a particle at a time t» and 
S(r. (t+-:)j r.(t» is a conditional probability density; i . e . the probability 
that the particle is at a position r. (t+t ) under the condition that it was at 
the position r, (t) at the time t. Now, by assuming stationarity and that 
the particles are uniformly distributed in the space, we can write: 
S(r,{t)) = -i" («.2.2) 
n 
and 
SOr^t+t)! r^t)) = F lr j l t t t ) - r,(t). T ) , (8.2.3) 
where - is the volume in which the particles are distributed. The function 
F(&r, x) is a Gaussian distribution ', a fact which i s obvious if we think 
of a large collection of particles and ask for the probability that a particle 
is displaced a distance o r from its initial position in the time *. We obtain 
the answer and use the central limit theorem: 
F ( A T . T ) = ( 2 / 3 * < (Ar)2))"3/2 e 2<(Ar)2> (8.2.4) 
where ((4r) ; is the variance of the displacement &r. To determine the 
variance of the displacement, we must consider the equation of motion for 
the particles. The forces which act on the particles are separated into 
two parts, an average force represented by the friction of the surrounding 
fluid and a fluctuating force due to the pressure fluctuation in the fluid, and 
we obtain the Langeviii equation: 
m'r - - mpr + mF(t) , (8.2.5) 
where r is the particle position and m its mass, F(t) is the fluctuating 
force, and p is a reciprocal relaxation time. For spherical particles of 
radius a, p is generally given by the Stoke* s equation: 
mp * 6^ . a i), (8.2.6) 
where *) is the viscosity of the fluid. In this text the Stoke's equation is 
used, but it should be pointed out that a more exact form of the Stoke's 
equation yields ': 
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mø • 6fan (1 • *• p — ) . 3 _ av , n 
where - is the density of the fluid and v the particle velocity. The above 
equation is valid under the condition that 2aVp /•) \ 1, and further that the 
particle size must be great in relation to the coherence length of the mole-
cules of the fluid. 
<(Arj2> - < / / v ( f ) v ( t " ) dt» d f •>. (8.2.7) 
o o 
By differentiating \{CX) ) twice and using the Langevin equation, we 
obtain the equation: 
S « 2<v(t)*> - BS • / < v ( f ) Ftt)> d t ' , (*.2.8) 
o 
, i . 
where S z((Ar) ;. The last term on the rignt will vanish because both 
^v(t') ) and \F(t) / are zero and uncorrelated. The mean square velocity 
is equal to 
2 3 k B T 
in 
and we obtain: 
~
 6 k B T 
in 
By solving this equation we finally get: 
6k T 
<(Ar)2> = -£- (Bt - 1 + e" B t ) (8.2.9) 
B n 
a result obtained by Chandrasekhtr ' (1 943). 
Now, returning to our aim to calculate the correlation function for the 
scattered field, we can with the above equations in mind, write the second 
order correlation function as: 
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iAk-tr.-r,) -
-< 2 >(„ « . 1W°T i - i — - ^—i-i — 
I / IPCTJ)*! Str^d"1^ 
i 
~
iuoT i # - iAk-C.-r ) . . . v i -
i ° j p / PM"^ ) P(«*2) e A * FCrj-Tj.Tid-V^-'rj 
where At » L - k . 
Now, if we assume for simplicity that the measuring volume can be 
described by a Gaussian weight function, i. e. 
pt*> " « (8.2.11) 
where « is determined by the relation o 
am' < 2 *«o> 3 / 2 . 
we then get by insertion of P(r): 
I 
„ • i iissfi ,'/* « ' " " • . ' , , . T7 ^T 
o 
x exp -2(«nk) 2 ° — _ - i - x (8.2.12) 
o 
o 
From the expression for g' ' (i) we see that if the quantity «&k 
fulfils the condition: 
•
 0 «k » I , (8.2.13) 
then g* ' (t) i s only non-vanishing for ? values that fulfil the Inequality 
<(Ar)2> « 12s* . (8.2.14) 
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(2) In this case, g ' (T) is practically independent of the measuring 
volume and we can write 
a<
2>fr> - , - r ( A k ) 2 < ( A r ) 2 > ~ i u o T 
g ( T )
 "
 e F e
 * (8.2.15) 
The quantity o Ak can be interpreted as the number of virtual planes 
in the measuring volume and it will in general be greater than one in ex-
perimental set-ups. 
The coherence time T (to second order) of the scattered light can 
be found by setting: 
£ (Ak)2 <(&-r)2> = 1 (8.2.16) 
or 
k T —BT 
- S » (Ak)2 (Bt c - 1 + e C ) = 1 • 
mB 
- A T 
The term e K -1 can be neglected; the quantity Y 
k B T 2 
Y » —~ ( A k r 
me* 
will in practice fulfil the unequality Y \ ( 1, and we get: 
. mB 1 
Tc
 kT^^^Alr ' < 8 - 2 - , 7 ) 
where D is the diffusion constant 
kRT D =
 -nV' 
For the second-order correlation function we then get 
g ( 2 ) ( a ) . e - D ( A k ) 2 | t| . (8.2.18) 
By Fourier-transforming the second-order correlation function, we 
obtain the spectral density of the scattered field. In general, the spectral 
density i s related to the incomplete gamma function, but for the case where 
- 82 -
V (( I it can be approximated by a Lorentzian in the frequency range 
kRT 1/2 | u | < < ~ > Ak . 
The variance of the spectral density can be calculated in general 
from eq. (8.4) 
< (Ao))2> = --2- (Ak)2 (1 + I i—*) 
(o Ak) 
(8.2.19) 
= <(Ak«v)2> ( 1 + | —y) . 
* (c^Akp 
which is independent of p. 
The last result is maybe of academic interest only, but it i l lustrates 
that however close the spectral density comes to the pure Lorentzian, 
where the second-order moment does not exist, the spectral density will 
still have a finite second-order moment. 
The contribution to the fourth-order correlation function from the 
particle fluctuation in the measuring volume is 
<A!I(t) A!i(tg2>
 m 1 j < | P ( r { t ) | 2 | P < r 2 ( t + t ) | 2 > 
<N(t)>2 <N(t)> i 
" i n r S " / IP«* ! ) ! 2 | P ( ? 2 ) | 2 F ( r -? T)d 3 ? d 3 ? 
o m m 
V m ( 1 « a2 ) 
o 
( 8 .2 .20 ) 
where n is the particle concentration. The factor 2 ' results from •3/2 r < 
the assumption of a Gaussian measuring volume. For the fourth-order 
correlation function we then get: 
- 3 /2 o _ 3 / 2 
9 ( 4 , ( T ) = h r - U * f c ^ J ^ > + 1 + | g ( 2 , ( T ) | 2 (8 .2.2.) 
o m a 
o 
The decay constant of the particle fluctuation is found by setting 
1 <(Ar)2> 
ruul v\ t? net 
mgo , ., .2 Tcp " O ^ " W k ) •' (3.2. •$'-) 
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If there is a great number of virtual interference lines, we see that 
the decay of the particle number fluctuations is much slower than the decay 
of the second-order correlation function. The effect of the number fluctu-
39) 
ation has been experimentally investigated by Schaefer et al. . 
To summarizs, we find that information can be obtained about the 
translational diffusion constant for spherical macroscopic particles by 
measuring the second- and fourth-order correlation functions. Exper-40) iments of this kind were first performed by Cummins et al. for 
ordinary particles and the method is at present widely used to obtain in-
formation about the diffusion properties of all kinds of particles (i. e. 
41) 42) 
biological molecules ' and self-propelled organisms '. 
8. 3. Light Scattering from Particles Suspended in Laminar and Turbulent Flows 
Velocity measurement of moving fluids is to-da> a well-establisned 
technique, known as Laser-Doppler anemometry. By measuring the light 
scattered from macroscopic particles suspended in a moving fluid, one 
can obtain information about the velocity of the fluid, the degree of turbu-
lence and the spatial structure of the velocity field. A basic assumption 
in these measurements and the interpretation of their results is that the 
particles are exactly followed by the motion of the fluid; that i s , if the 
velocity of the fluid is denoted U(r, t) and the velocity of the particle num-
ber k is denoted v. (t), then: 
vk(t) = U(rR(t), t) . 
The assumption is generally jaid to be justified when the size of the 
particles is small compared with the smallest scale of the spatial variation 
of the fluid velocity ' , but we wish to point out that the consequences of 
this condition do not necessarily lead to the conclusion that the particles 
are exactly followed by the fluid elements. Actually, the motion of the 
particles will be a movement with the fluid elements superimposed with 
a Crownian motion of the particles, with the above condition fulfilled. To 
take the effect of Bi wnian motion into account, we use the same method 
as in part ti.1, in which we find a Langevin equation for the relative motion 
of tr • particles, and as befor • aesi;.ot> th,r the initial position of the 
pa k-lss is itv.'-'p^nt.•:•.'••: and ihat we are de-uiiini with stationary processes. 
(r! B> dont-Ulig t'.ie rt-istive ind tosoiute velocity of the particles v* •<•.) 
f>..vt v ' '(t) revecU'wuly, w e hive 
v( ;-)( t) * v / a V ) - U(r,t) , (8.3.1) 
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and the Langevin equation becomes 
v < r ) = - p v { r ) + F ( t ) . ( 8 .3 .2 ) 
where F(t) i s a fluctuation force, due to the pressure fluctuation in the fluid. 
From U.'l we have for the second-order correlation function 
m " i W o T 1 - - - i"k-(f - r ) 3 - 3 -
g l - , (* ) • e ° j i - . . P > ( r i ) P ( r 2 ) e S(r2. r *)d\d\. 
m 
( 8 . 3 . 3 ) 
and we wish to find an expression for the conditional probability density 
S(f. I r„, x) in the case of a moving fluid. As in the Brownian case , the 
relative displacement will have a Gaussian distribution, and by assuming 
isotropicality in the medium we have 
S ( r 2 i r , T ) = ( 2 / 3 » ^ ) exp( l—\ £S- ) (8 .3 .4 ) 
where 
a2 * V(Ar) 
and 
T 
<Ar)M = < / v a ( t )d t ) M . (8 .3 .5 ) 
o 
The averaging is an ensemble-averaging over the statistical properties 
of the medium, and the result will in general depend on the initial position 
r . . For the mean of absolute velocity, we obtain from the Langevin equation: 
< v a ( t » M - <U(r(t) , t>M = <U(r(o),o)> (8 .3 .6 ) 
and for the displacement r 
<Ar>M = < U ( f l f o ) >t . 
The variance o f <&r becomes 
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o ( r ,T) = V U r ) = <( / ( v a ( t ) - <v*>)dt)f 
o 
= / / < v ( r ) ( t , ) v ( r ) ( t 2 ) > d t 1 d t 2 
o o 
A ,T 
+ / /<(U(f1 (t, ) , t 2 ) - <V(rl ( V l W ( u <r 1 ( t 2 ) , t 2 ) 
o o 
- K U d - ^ t ^ . t ^ ^ d t ^ t j 
R It -t ) - ^ ' W ' V ^ V V ' V ^ 
( 8 . 3 . 7 ) 
= < v ( r ) ( o ) 2 > n ( 6 T - l + e " 6 T ) / p L ' 
+ <(AU)2>M / T lT R L ( t 2 - t 1 ) d t 1 d t 2 , 
o o 
where we have introduced 
<(AU)2>M = < U ( r 1 ( t 1 ) , t 1 ) - < t H r , 1 ( t 1 ) , t 1 ) > M ) 2 > M (S .3 .8) 
and the Lagrangian cor re la t ion function II. ( t . ?- t . ) 
« ±—•t ^ _ i i . (8 .3 .9 ) 
<{AU)Z>M 
((&U) ) and R , ( t 2 - t . ) will in gene ra l depend on the in i t i a l position r . 
In the abo /e calculation we have assumed that the p r e s s u r e fluctuations 
a r e uncor re la ted with the velocity fluctuation in the fluid. 
Ordinar i ly , the moving fluid is contained in pipes, and if we m e a s u r e 
c lose to the wal ls , the walls will influence the cor re la t ion function. Fo r 
simplification, we will a s s u m e that our i .easur ing volume is so far from 
the walls that this effect i s negligible. Fu r the r , we will a s sume that the 
velocity gradient in the measu r ing volume i s sma l l , so we neglect the 
dependaice on the initial posit ion for the quanti t ies \ U ( r . , t ) , . and o~(r, ") 
by sett ing: 
<U(f , t )> = < U ( r , , o ) > 
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and 
° ( r . t ) = <»(?,.*). 
where r. is a mean point in the measuring volume. 
Now, with this assumption in mind, we obtain after some calculations: 
- s i l A k ) 2 < U 2 > T 2
 + iAk<U>T _ i ( J T 
, < « ( „ - - 1 — . . " 6 t 1 + f i 2 > " 8o2( l + «2) 1 + 6 2 
(1+6 V ' * (8.3.10) 
where 
"
 =
 7? —^ ' 
o 
and again, if the number of virtual interference planes is much greater 
. 2 than a unit, which we will assume, we can neglect o , and finally we 
obtain for the second-order correlation function: 
_ o (r,"0 (Ak) <v>£it- .. ,.
 It . 
~ * '
 c—^- - - - i(w -Ak<U>) t 
„ ( 2 ) , . , _
 p
 6
 8o 2 ° (8.3.11) 
g (') - e o 
To interpret this expression, we consider the terms in the exponential 
at eq. 8.3.11. The term 
2 2 <
^-ZL. (8.3.12) 
8 o o 
is a decay term due to the finite transit time of the particle in the meas-
uring volume. If we define the transit time i as 
To sOJ7 . <8-3-t3> 
we can write eq. 8. 3.1 2 as: 
<U2) T2 __
 T2 
2
°o R 
and this gives rise to a broadening of the spectrum of g* '(c) that is 
8 11) termed the Doppler radar ambiguity broadening ' '. The decay term 
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1/6 o-(r.o ) ( ~ k r * I / 2 A k - ( ( r-<A r,)(Ar-<A r.! )>•*£ ( 8 . 3 . 1 4 ) 
i s due to the fluctuation of the par t ic le posi t ion. The decay t ime ?. of this 
t e r m can be defined by the re la t ion 
1/3 o 2 ( r . TjH&k)- = I ( 8 . 3 . 1 5 ) 
TL ref lec ts how fast the pa r t i c l e position i s spread out in the Ak d i rec t ion 
within a length of 
1/Ak = V 2 , . 
where V. i s the d i s t ance between the virtual i n t e r f e rence p lanes . F u r t h e r 
•> 
from eq. (a. 3 . 7), we s e e that »~(r, T ) i s composed of two p a r t s , one due 
to the diffusional movement and one due to the turbulent motion. The t i m e 
s c a l e p in the diffusional motion is of the o r d e r of 
p"' * 1 0 ' 9 s 
and the diffusion constant D i s of the o rde r of 
k T 
D = - ^ s - * 1 0 ' c m 7 s 
mfl ' 
so . for o rd inary fluid ve loc i t ies , the s h o r t - t i m e behaviour ( p f ( l ) g ives 
no contribution to the decay of the cor re la t ion function g l ( T ) . The long-
•> 
t ime behaviour of o~{r, t ) , due to the diffusional motion, v a r i e s a s 
>/« ° 2 ( r , T ) - ( « k ) " D T , 
ind the decay constant becomes 
* , 0 • l / D ( A k ) 2 ~ 0.1 s. 
(2) In the absence of turbulent motion, we then find for g ' ' ( T ) 
• # 
2 
t 
(2) -D(Ak)", - — o -i(w - A k < U » T 
\C ]\') • e U{C,il} \i\ e ° e ° . (8.3.16) 
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(2) The spectrum of gv '(t) becomes a Gaussian when the velocity fulfils 
the condition 
<U> » 2oo(&k)2D . (8. 3.1 7) 
and the information about the diffusional properties of the medium is in 
practice lost, despite the fact that the variance of the spectrum calculated 
from eq. (8. 3.1 0) is given by: 
<UJ2} - - 4 I «|2,Wl,-o * < / W «v<r)>2> + — 
D(Ak)2 (3 (J + &2 j ) 
o 
(8 .3 .18 ) 
4pD(AkOQ)' 
and though the condition stated in eq. 8. 3.17, for (\J ) is fulfilled, the 
variance will be independent of <U ) if 
«U> < (4pD(Ak
 0 ) 2 ) ' / 2 . 
This could be considered a paradox, but there is nothing to prevent 
the energy in a spectrum concentrating into a small area, though the spread 
of the spectrum is much greater than this area or goes to infinity as in the 
case of a Lorentzian spectrum. 
Now, when the mean value of the velocity (U ), fulfils the condition 
<U> t 20Q(Ak)2D (8.3.19) 
43) the spectrum is non-Gaussian, a case first shown by Edwards et al, ' . 
The spectrum will in this case be related to the error function. 
In an experimental situation where we measure on a laminar flow at 
low velocities and obtain a spectrum of the scattered light of the form just 
described, we must use a curve-fitting procedure to decide which of the 
two cases described we are dealing with. If we try to measure the variance 
of the obtained spectra, and compare it with the calculated variance in eq, 
(8.3.1 8), only information on the bandwidth of the spectrum analyser will 
be obtained. 
In the case of turbulent motion, we can neglect the diffusional motion 
and we have from eq, (8. 3. 7); 
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o2(r.T) * <(AU)2> / / rtL(t2-t,) dt2dt, 
o o 
(b. 3. 20) 
= 2<(«J) 2 > T / T (1-t/T)R (t)dt . 
If we denote t the correlation time for the Lagrangian correlation, 
function R. (T). we can distinguish between the two c a s e s , one where * i s 
smal ler than T and one where t i s greater than t In the c a s e of short-
t ime behaviour of ** (r,f ) t where 
* < ' L -
we have 
o 2 ( r , T ) - 2<(AU)2> Rj(o) ,T (T-t)dt = < ( A U ) 2 ) T 2 , (8 .3 .2?) 
o 
which is the same T dependence as in the short-t ime behaviour of the dif-
fusional motion. 
2 For the long-time behaviour of o (r, T) 
we get 
o 2(r ,T) = 2<(AU)2 > if (1 -t/t )R(t)dt 
o 
m (8 .3 .22) 
~ 2 < ( A U ) 2 > ( / R ( t ) d t ) T . 
o 
The t ime scale of ~. can be estimat'd by introducing a length, i. , 
which represents a typical length in the system, for example, the shear 
dimension of the flow system. V . and 1. i s related through the relation 
1 L » ( ( A U ) 2 ) 1 ' 2 T L . (8 .3 .23) 
In the case of short-t ime behaviour, we obtain the decay time ? . by 
using eq. (8, 3. 20) 
f / 2 / 3 i. 
(i^)W' "i^ T? T i s (- ;—£ r> * rar^rS - (8.3.24) 
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and to satisfy the condition for short- t ime behaviour. 1, must fulfil the 
condition: 
Afc l r > ! . 
1. will usually be of the order of I cm, s o the above condition will 
ordinarily be fulfilled, except in c a s e s where the scattering angle ( see fig. 
8 .1) i s smal l . 
The second-order correlation function will in this case be Gaussian 
/ •r \2 2 
1 ">, 2 , 2 <U> T 2 
gK*' (*) * e " o e (8 .3 .25) 
aud this spectral density of the light i s a Gaussian function with a variance of 
2 
<(A. - )> 2 * Ak-<AC&fJ> - £ k • QX-. (8 .3 .26) 
4a 
o 
(•>) 
To summarize, the spectrum of g (T) contains information about the 
mean velocity and the turbulence intensity in the measuring volume, with 
the restriction stated above and the turbulence and diffusional properties of 
a fluid can be described in a s imilar way. With respect to the fourth-order 
correlation function in the case of turbulence, we will not go into detail but 
44) 
refer to a paper by Bertolotti et al . , where it i s shown that the Siegert 
relation i s not fulfilled in general and that the fourth-order correlation 
function contains information about the spatial variation of the velocity 
fluctuation, 
9. BRILLOUIN SCATTERING 
9 . 1 . Theoretical Investigation of Light Scattering from Atoms and Molecules 
An incident light beam in a medium will give r i se to electric polar-
isation. A dipoie-moment will be induced on the single molecules in the 
medium and, together with the remaining molecules , this moment gives 
the electric polarisation. If the particles in the medium were at fixed 
positions, in the s a m e thermodynamical environments, and furtherir ore all 
of the same Kind, it i s obvious that the electric polarisation would be coherent 
with the incident light beam, that the total electric field would have the same 
direction of propagation and the same polarisation as the incident light beam. 
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and that no light scattering would occur. Another way to explain this fact 
i s that i t i s alwavs possible to find two particles placed s o that the scattered 
field from them i s out of phase, which implies that the field would vanish. 
The effect of light scattering i s therefore a result of the inhomogeneities in 
the opticul properties of the medium, as . for instance, fluctuations in the 
density of the particles. 
In this part we will investigate the effect of density fluctuation on the 
scattered light field in an optical isotropic medium composed of molecules 
or atoms all of the same kind. We deal with two c a s e s , one where Jie 
scattering particles can be considered to move a s a kinetic gas , and one 
where the movement a..d interaction of the particles can be 1escr*bed in 
a hydrodynamical approach. In the latter case , the effect of Brillouin 
scattering will appear. An experimental investigation of Drillouin scattering 
has keen made, and the equipment used and the results obtained are de-
scribed at the end of this chapter. 
A basic formula in this part i s the expression for the scattered light 
from a collection of particles . From eq. B. 1 2 
i k r 
* . " 
( 9 . 1 . D 
t - - i k -r« 
(J o ( u ' ) E ^ r ' , « ' ) An(r•,w-tt» ,) e s dw'dr' 
where £ is the incident light field, a\*) i s the polarisability of the mole-
cules , „n i s the fluctuation part of the number density of the molecules , 
and £ is given by 
fcs • k r/r . 
where f i s the point of observation. 
By assuming that the incident light field i s a plane monochromatic wave, 
with a frequency *» , we can write the scattered field as : 
E k ( r ' t } m " TUT- ( k s x ( k s " e ) ) £ r — e / o n ( r ' f t ) 
x o * d V 
wh* t. t a." J It, are the amplitude and wave vector, respectively, of the 
incident light beam. 
From eq, 9 .1 ,2 it i s seen that the scattered field i s proportional to 
the Fourier transformed of the fluctuating part of the number density in 
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the direction At * ' i~^«> w n i c n means that only fluctuations in this d irec-
tion will contribute to the scattered field. 
By denoting the Fouri*••-• »r-ansformed of the number density p . , i . e . . 
P^(t ) - / n ( r . t ) *'**'* d r » . ( 9 . 1 . 3 ) 
we obtain for the second-order correlation function of the scattered field: 
Rk ( T ) - <Ep ( t ) Bp (t+T)> 
s s s 
2 ( 9 . 1 . 4 ) 
k a(w ) s i n i i .'. 
-
 Xo» I w c r 1 < ' * < * > ^ A t « t * - ) > 
o 
where * i s the angle between the direction of observation and the direction 
of the incident electric field, and 1 i s the intensity of the incident light 
beam. 
To find an expression for the correlation function of the ° k ' s . we 
perceive the number density as a sum of delta functions, i . e . , 
n(r,t) » I 6(r-Tk(t)) ( 9 . 1 . 5 ) 
and, by insertion of this relation into eq. 9 . 1 . 3 , we obtain 
- i k - F ( t ) 
P^t*) * I « ( 9 . 1 . 6 ) 
and further 
<P a R ( t ) p»A k ( t+T)> 
-iAk«(r.(t)-r,(t+T) 
- < I e i j 
i , j ( 9 . 1 . 7 ) 
,. - i A k « ( r ( t ) - r ( t+T)) . - i A k - ( r . < t ) - r . ( t + r ) ) 
* <[ e l x > • < l c x 3 
To interpret the two terms in eq. ( 9 .1 .7 ) , we assur..e that the particles 
are equally distributed in a volume V and that we deal with stationary 
processes in t ime and space 
By introducing the self-conditional probability function F (r. - r , t ) -
which denotes the probability of finding a particle at the position r. and at 
the t ime * when the particle was initially at the position r - and alao the 
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conditional probability F (r. - r t ) of finding a particle at the position r. 
and at the t ime T when a second particle was initially at the position r . we 
can obtain from eq. ( 9 . 1 . 7 ) 
< P A t W ( t ) p » A k ( t * T » « £ / F s { f . ) e _ i 4 C ' r d 3 r 
( 9 . 1 . « ) 
. N(N- l ) - _ ,- ,x - a f c - f .3 
• \ ' J F p< r . T > * d r 
where N i s the number of particles in the volume V. The self-conditional 
probability function gives information about the way a single particle interacts 
with the remaining particles, whereas the conditional probability F gives 
information about how a pair of particles interacts with the remaining par-
t ic les . The function F (r»* ) will be « delta function in space when ~ = 0, 
S 
and continue to be a very sharply peaked function up u the time of free flight 
fp where the function begins to smear out. This expresses the fact that 
the initial positiot. and the position at the time T are highly correlated until 
coll isions with neighbouring particles bef in to take place. The pair condi-
tional probability F (r ,x) has a more complicated behaviour. It i s c lear 
that if the particles moved without interaction F would be constant and 
P 
would give no contribution to eq. (9 .7) . If there i s interaction between the 
particles there must exist a smal l region about the initial position for " - 0, 
where the probability to find another particle must be practically zero (the 
interaction is repulsive at short distances). This region must be determined 
by the diameters of the molecules> Far away from th*» initial position we 
must expect that F becomes constant and equal to I / V. In areas between 
the region defined above and this region, we must expect that K exceseds 
1 / V due to the attractive part of the interacting forces . For time displace-
ments smaller than the time of free flight, the particle that was sited at the 
initial position will have a position that i s distributed according to F .(r, ?) 
and the picture stated above for ' » 0 will be smeared out. With the onset 
of the effect of col l is ions, the picture will change and particles far from the 
initial position will be affected and the pair pi jbability at these points will 
differ from 1/V. For time displacement much greater than the time of free 
flight the position of these points will be given by 
r • c t 
where c i s the velocity for which a message can be transmitted in the 
medium, i . e, the velocity of sound in the medium. In figs, 9.1 and 9. 2, 
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F s and F are sketched for different values of t. T. denotes the time of 
free flight and lf the mean free paths. A more quantitative discussion of 
45* the behaviour of F_ and F_ can be found in s p 
Fig. 9.1 
F,lr,x) 
Fig. 9.2 
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In eq. 9 .1 .8 we deal with the Fourier transformed of F_ and F , and 
^ s p 
by means of &£ * &;-£- a n ( ' *he mean free path 1„ we can distinguish be-
tween two characteristic cases that are defined in the following. 
incident light 
Fig. 9.3 
Figure 9. 3 shows a sketch of a set of equally spaced planes that are 
orthogonal to the plane stretched between k. and k and to Aft. The planes 
are denoted virtual interference planes. The spacing between the planes i s 
given by 
) - 2 K - A 
o " TTfcT " 2sine/2 
( 9 . 1 . 9) 
where A is the wavelength of the incident light. If the length of free flight 
lf of the molecules is much longer than the length between the virtual 
interference planes, i. e., 
if » 1 s
 2 n ( 9 . 1 . tO) 
we can consider the molecules as moving in a kinetic gas, and the region 
given by eq. 9,1,1 0 can be defined as the kinetic region. In the opposite 
case, where the length of the free flight 1, is much smaller than the length 
between the virtual interference planes, i . e . . 
lf = « 1. 2n (9.1.11) 
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we look at areas in space and times that are large compared with the micro-
scopic quantities If and t,( i. e. we can use a macroscopic approach to 
describe the collective movement of the particles. The region in space 
defined by eq. 9.1.11 i s denoted the hydrodyna nical region for the reason 
that the movement of particles can be described by a set of hydrodynamical 
equations. 
9. 2. The Kinetic Region 
Here an attempt is made to describe the conditions in the kinetic region 
in a case where the interaction between the molecules i s weak, so that the 
contribution from the pair-conditional probability function can be neglected. 
Employing this assumption we can express the second-order correlation 
function of the scattered field in the direction of £ by using eqs. 9. ?. 4 
and 9.1 .8 
2 
k <x(tO sini(> 2
 M -<Air .r i 
Rk <T> - " o l — B T 5 ' 9 I V r ' T ) e d r ( 9 - 2 - ° 
s o 
To find the s elf-conditional probability function, we can use the same 
technique as employed in chapter 8 in the case of Brownian motion by sub-
stituting the relaxation time 1/p" with the time of free flight ?-. From 
eqs. 8. 2.4 and 8. 2. 9 we then obtain 
• j 
3r" 
r . ( r , t > - (2 /3 » < ( A T > 2 » " 3 / 2 e '*<«*?> <9' 2' 2> 
where 
- T / T 
<(Ar")2> = 2<v2> T 2 (x /T f - 1 + e f ) (9.2.3) 
where (v ) is the mean square velocity of the molecules. 
By Fourier transforming F we obtain 
2 
k a(u ,J sim|» 2
 M 1 W « , » 2 . / A . .2 
Rk <*> * *o I 4»e r I V e " * ( A r > U k > ( 9 ' 2 ' 4 ) 
s o 
The mean free path 1, is related to the time of free flight by 
' , M j ' 2 » " ! V 
The argument in the exponential function in eq. 9. 2.4 can then be 
written as: 
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y « A r ) 2 ) ( a c ) 2 « (LAk)2 ( t / x f - 1 • e f ) . (9.2.5) 
The definition of the kinetic region implies that 1. Ak }2n, which means 
that only the short-time behaviour of eq. 9 .2 .5 is considered, i. e. 
£<(Ar)2> (Ak)2 * £ < V 2 > T 2 . (9.2.6) 
Insertion of eq. 9 .2.5 into 9.2.4 yields for the second-order correlation 
function 
, k2o(« ) sin*! 2
 N - 1 <v2> T 2 . (9. 2. 7) 
Rk ( T ) S l o -TOT? V * 
s ' o 
The spectral density of the scattered field becomes Gaussian, as seen 
from eq. 9. 2.7. 
The above calculation shows that the s elf-conditional probability func-
tion gives rise to a Lorentzian spectral density when passing from the 
kinetic into the hydrodynamic region. 
9.3. The Hydrodynamic Region 
In a hydrodynamic description we deal with macroscopic quantities 
that can be deduced from the related microscopic quantities by a suitable 
averaging of these quantities over a macroscopic time and length scale. 
This means that a hydrodynamic description i s an asymptotical approach 
with a validity in the range of long wavelengths and small frequencies. In 
a hydrodynamic approach the transport phenomena are described by a set 
of transport equations ' which is essentially a set of conservation laws 
for the number density, momentum density and energy density. The set 
of transport equations is incomplete, and in order to solve the equations, 
i. e. in respect to our subject to find the density-density correlation func-
tion, we must specify some thermodynamic conditions governing the system. 
Under the condition of local thermodynamic equilibrium in the medium, the 
set of equations can be solved, and the Landau-Placzek formula is obtained 
for the density-density correlation function. The calculation giving the 
Landau-Placzek formula is rather comprehensive and is omitted here. 
The result is given, and for the details of the calculation reference is made 
to a paper of Kadanoff and Martin '. 
Another approach in the hydrodynamic region is a relaxation theory of 
47) Mandel'shtarn and Leontovich , which tends to describe the circumstances 
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at hifh frequencies and small wavelengths, where the Landau-Placxek 
formula is not valid. 
The main feature of light scattering in the hydrodynamic region can 
be found from simple phenomenological considerations. By assuming local 
thermodynamic equilibrium, we can express the fluctuation point of the 
number density by means of the fluctuations in the local pressure and 
temperature. 
A»fr , t ) - ( ^ ) Ap(r . t ) • <|$) A T ( r , t ) . (9 3 1) 
As known, pressure fluctuations in a gas or a liquid give rise to 
sound waves in a medium. The sound waves are propagated with the 
velocity of sound and are damped due to the fractional forces in the medium. 
In a mode description the Fourier-transform of the pressure fluctuation 
in space must then satisfy the differential equation of a damped harmonic 
oscillator, i. e. with 
APfclt) - / Ap(r , t )
 9-&m* d 3 r 
we obtain: 
Apk • 2<»kApk • ftjApj - 0 . (9.3.2) 
where o. is a damping term related to the viscosities of the medium, and 
th 
v.. the frequencies of the k mode. The velocity of sound i s the group 
velocity and it is given by the relation 
c, 's£ . (9.3.4) 
The dispersion relation for 0. in gases and liquids can be written as 
- k - kcB(k). (9.3.5) 
From eq. 9. 3.2 we find the correlation function for the pressure 
fluctuations 
<&Pk<t> A p ' t f c)> - <apk(o) A P ; ( o ) > / • k ' 1 ' c o , ( | ^ 2 " ) T 
(9. 3. 6) 
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For the temperature fluctuation, the equation of thermal conductivity 
yields 
AT(r,t) - *7 2AT(r.t) - 0 (9.3.7) 
where * is the thermal conductivity. By Fourier-transforming eq. 9.3. 7 
in space we obtain: 
ATfc + »k2ATk - 0 . (9. 3. 8) 
From eq. 9.3.8 we obtain the correlation function for the temperature 
fluctuation: 
<ATk(t) AT*(t+T)> - <ATk(o) &T*(o)> e~*k ' T ' . (9.3.9) 
Now, by assuming that the pressure and thermal fluctuations are un-
corrected, we obtain for the density correlation function 
2 — & I Y I j ji n 
<Pk(t) p k ( t+t )> = ( |S ) < | & p k ( o ) | 2 > e k c o s ( t ^ 2 - a k T) 
T 
2 ~ „ . .2 ,_ , (9.3.10) 
i 
P 
• A 2 < | & T k ( o ) | 2 > i ^ 2 " T l <OT' " | a A k 
Together with eq. 9 .1 .4 , the above equation implies that the spectral 
density of the scattered light is composed of three Lorentzians: one un-
shifted, the Rayleigh peak, due to the thermal fluctuations in the medium, 
and two shifted, the Mandel'shtam-Brillouin doublets, due to the pressure 
fluctuation in the medium. The frequency shift is given by 
AwAk = ^Ak^Ak (9.3.11) 
which, for negligible clamping, can be written 
AuAk " fiAk B V k " T- < V i n 9 / 2 ' (9.3.12) 
The last equation can be interpreted as a Doppler shift. In the Fourier 
space pressure fluctuations can be considered as collective excitations, 
phonons, which scatter the photons from the incoming light beam. 
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phonon 
The interaction scheme is sketched in fig. 9.4. By demanding energy 
and momentum conservation when a phonon is created we obtain: 
*JrA = h ITg + hK (9. 3.1 3) 
and 
'""i " h u s + h f i { K ) (9.3.14) 
where R is the phonon wavevector. 
By solving eqs. 9 .3 .13 and 9.3.14, we obtain 
Au = u). - w_ » ft(Ak") i s 
Ak
"
VAk n(Ak) - Akcs 
(9.3.15) 
i. e. the two Brillouin peaks in the spectral density of the scattered light 
can be interpreted as a Doppler shift resulting from the creation and an-
nihilation of phonons. The width of the peaks due to the damping term in 
eq. 9.3.4 can be interpreted as a finite lifetime of the phonon in the 
scattering medium. 
Now, after these preliminary investigations, we write the Landau-
Placzek formula without remarks; the interpretation i s like that in the 
previous section. The spectral density of the scattered light becomes: 
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k2o(w„) s i n * 2 < |p A f c (o ) | 2 > S(Ak,w-w ) - I 1-2—-2 1 A* — 
' o ' o ' 4 i c ~ r ' klT 
o B 
, |- (Ak)2 c 2 r - 2 - D_( l - c / c ) ( ( u - u ) 2 - (Ak)2 c 2 ) 
x (Ak)z = > T i—* 2 5_ 
L •> o 2 •% •> {(u-u»0)2 - (Akc s ) 2 ) + ( (Ak) 2 r ( u - u o ) ) 2 
DT ( 1-Cv/S> ( 9 . 3 . 1 6 ) 
(u-ui0)2 + ( (Ak) 2 D T ) 2 J 
with 
DT * K / C p (9.3.17) 
r - vt • DT(cp/cv-D 
and E+4/3n 
o 
where c and c y denote the heat capacities at constant pressure and volume, 
K is the thermal conductivity, i the viscosity and I the bulk viscositv. n 
o 
denotes the number density and m the mass of the molecules. 
From eq. 9. 3.16 one finds that the Brillouin shift is given by 
/I—2-2 «- - Akc. n - i A J s C L - • (9.3.18) 
B
 * 2c* 
S 
In the cases where the damping effect is negligible, eq. 9.3.1 8 becomes 
u>_ » Akc. • B
 " (9.3.19) 
The width of the Brillouin peak is 
A«. - 2«ft \k * !&£• ( (Ak) 2 c 2 - T ( A k ) 4 r 2 ) 1 / 2 - 1 
B B
 i u 2 S 4 ^ (9.3.20) 
B 
which, in the case of negligible damping, reduces to 
/WB 2 (Ak)2I\ (9.3._M) 
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As stated earlier, the validity of the Landau-Placxek formula i s 
limited to long wavelengths and small frequencies. Using eq. 9.3.18 we 
can express this fact more explicitly. The condition for the validity of 
eq. 9. 3.16 is then 
2^2 1 (9.3.22a) 
S 
or 
uB << •? c j / r . (9.3. 22b) 
In the case of some organic liquids such as carbon tetrachloride and 
benzene that have a large bulk viscosity, the right-hand term in eq. 9.3.22b 
becomes of the order of 15 Ghz and, as the Brillouin shift i s in the order of 
5 Ghz, the condition can hardly be said to be fulfilled. The width of the 
Brillouin peak should further be in the order of 2.5 Ghz, which implies that 
no peak should be observed in the actual experiment. In the experiment 
that we performed, the Brillouin peak was clearly visible and the width was 
about a magnitude smaller than that calculated. In the relaxation theory 
of Mandel'shtam and Leontovich the damping term (see eq. 9.3. 2) due to 
the bulk viscosity is related to the Brillouin shift by the relation 
(9.3.23) 
where c° and c æ are the velocities of sound at zero and infinite frequency, 
9 8 
respectively, T i s a relaxation time. 
From eq. 9. 3.20 we see that o, . varies as **_ squared for small 
frequencies, as predicted in the Landau-Placzek formula, whereas the o.. 
becomes constant for larger frequency. The velocity of sound i s related 
to the Brillouin shift by the relation: 
c ° , V < ( " o } " 1 } (9.3.24) 
C
» 1 * <"iT 
- 103 -
The damping term in the range of small and large frequencies can be 
obtained from eqs. 9.3.23 and 9.3.24: 
o I 2 . , s « ,» (9.3.25) 
and 
'Ak 
c s 2 
' 1 C s 
1 5~T" 
(3 - <-§) ) 
c 
s 
(9.3.26) 
Now, from eqs. 9.3.21, 9.3.25 and 9.3.26, we find 
6u)„ = 2a 4 o Ak = r c s c s ( l - c s / c g ) t (9.3.27) 
which implies that the damping is inversely proportional to the viscosity in 
the range of large frequencies, whereas the opposite behaviour can be ex-
pected from the Landau-Placzek formula. 
A further discussion of the Mandel*shtam-Leontovich theory is given in 
47) 
a book by Fabelinskii . 
Fig. 9.5 
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9.4, Experimental Set-Ups 
The experimental set-ups are sketched in fig. 9. 6. From a 2W Argon 
laser operating in a single mode, the laser beam i s sent through a rectangu-
lar sample cell. The scattered light is filtered so that it only transmits 
some selected direction of the scattered light. Two different types of optical 
filter were used, one for scattering angles from about I 0° to 90°, and the 
other for a scattering angle of 90°. The first filter (see fig. 9. 7) consists 
of two pin holes separated a distance L, which operates so that only one 
direction of the scattered light is transmitted. The relation between the 
scattering angle 6 and the angle between the laser beam and the optical 
axis 0. (see fig. 9.7) can be found by the relation 
cos 6, = ncos 5 (9.4. 1) 
1 o 
where n is the refractive index of the scattering medium. 
The second optical filter is shown in fig. 9. 8. The cylindrical lens 
together with the following optics operate ideally so that only light from a 
line segment i s transmitted. When the laser beam passes along this line 
segment, only light scattered at an angle of 90 will be transmitted by the 
optical filter. The advantage of this filter is that it only collects light 
from a region around the laser beam and in this way suppresses the effect 
of parasitic scattered light. Moreover, it increases the solid angle from 
which the light is picked up compared with the set-ups in fig. 9. 7. 
After the optical filter, the light passes a spherical mirror Fabry-
Perot interferometer (see fig. 9. 6). The Fabry-Perot interferometer 
works like a frequency filter. Figure 9. 9 shows that only frequency com-
ponents that are spaced v the free spectral range of the Fabry-Perot 
interferometer, are transmitted. The ratio between the free spectral range 
and the width of the transmission curves (fig. 9. 9) is denoted the "finesse" 
of the interferometer, i. e. 
F » vQ/6v . (9.4.2) 
Laser 
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F i g . 9 ,6 
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^ • frequency 
Fig. 9.9 
For the Fabry-Perot interferometer used, a finesse can be obtained 
of about 300 when the system is properly aligned. The transmission 
frequencies are determined by the spacing between the two spherical 
mirrors in the interferometer. The mirrors are mounted in a piezo-
electric crystal and, by changing the voltage over the crystal, the spacing 
between the mirrors is changed and thereby the transmission frequency of 
the interferometer. The voltage across the interferometer i s derived 
from an interferometer driver from where the voltage can be altered in 
preset steps. The stability of the Fabry-Perot interferometer was meas-
ured and it appeared that the transmission frequencies drifted; thus a 
measurement should be carried out within half a minute to assure stability. 
The transmitted light from the Fabry-Perot interferometer i s detected by 
a photomultiplier, which is cooled by dry ice in order to suppress the 
therm ally-emitted photo-electrons. A dark current count rate of about 
one count per second was obtained. The current pulses from the photo-
multiplier are counted in a preset counting time by the photon counter. 
Now, if the Fabry -Peiot interferometer waB perfectly stable one could 
obtain the spectrum of scattered light with an arbitrary accuracy by 
scanning the interferometer across the free spectral range and recording 
the counts for the different transmission frequencies. The accuracy i s 
determined by the counting time TQ in the way, that the variance of counts 
varies as 1 /T Q . The total measuring time T is given by the number of 
frequency components N it is wished to record and the counting time T , 
i. e. 
T = NT 
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In the experiments carried out this time was of the order of one to 
several minutes, an amount that exceeds the period of stability of the 
Fabry-Perot interferometer. To avoid stability problems and to obtain 
reasonable accuracy, we had to average many spectra measured in time 
intervals that were small compared with the time of stability of the inter-
ferometer. This was done by using a HP 3721A correlator in a signal 
recovery mode. To trigger the correlator, we used the fact that the 
intensity of the light transmitted at the laser frequency considerably exceeds 
the intensity level at other frequencies due to the effect of the parasitic 
scattered light from the walls of the sample cell. Now, when the trans-
mission frequency of the interferometer is equal to the laser frequency, 
the analogue output of the photon count gives rise to a trigger impulse from 
the Schmitt trigger that starts the correlator recording the analogue output. 
When the photon counter has counted for the time T , it triggers the inter-
ferometer driver so that a new transmission frequency i s achieved, and the 
new analogue output from the photon counter is recorded by the correlator 
and so on. When the voltage of the interferometer driver reaches a level 
where the transmission frequency of the interferometer is again equal to 
the laser frequency, the Schmitt trigger resets the interferometer driver 
and the measurement restarts, the new spectrum being added to those re-
maining in the correlator. To select pulses from the Schmitt trigger, a 
pulse selector was constructed which triggers the correlator at the first 
pulse and resets the interferometer driver at the second pulse and so on. 
The above procedure is sketched in fig. 9.1 0. 
Light spectrum 
Trigger impulse Reset interfere -
to correlotor meter driver 
/ ! 
Trigger level 
7. \sv^u, 
Free spectral range 
Fig. 9.10 
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9.5. Spectral Resolution of the System 
The spectral resolution of the system is determined by three factors: 
the spectral resolution of the Fabry-Perot interferometer, the uncertainty 
of the trigger time, and the resolution of the correlator. If the 1 00 channels 
of the correlator cover the free spectral range v of the interferometer, 
then one channel is eauivalent to 
v ,o°-
which is the spectral resolution of the correlator. With a properly selected 
trigger level, the uncertainty of the trigger time was of the order of one to 
two channels. With a finesse of 300 and a free spectral range of 2Ghz, the 
spectral resolution of the detecting system can then be estimated to 
Av
 * i < W > 2 + <TM>2 + <F>2 "" 45 Mhz • 
9.6. Experimental Results 
The results of the experimental investigations are given in tables 9.1 
and 9. 2. From table 9. 2 it is seen that the measured results support the 
theory of Mandel'shtam and Leontovich, whereas the result calculated 
from the Landau-Placzek theory is about one magnitude smaller than the 
values given in (52). The measured values of the velocity of sound of 
benzene and carbon tetrachloride exceed the values measured for ultra-
49 501 
sound ' ', which also i s predicted by the Mandel'shtam-Leontovich 
theory. Figure 9.12 shows the results from measurements of the Brillouin 
shift for iso-octane at various angles. The linear behaviour >f the frequence 
shift versus Ak, as predicted by eq.9. 3.19. i s seen to h o l d . I n t i c . 9 . 1 1 the 
wHth of thf Br i l lou ir . *.-:;'t \B dr :•: V .•• -1-- A 
octane. The linear relation predicted by eq.9. 3. 21 from the Landau-Placzek 
theory is seen to be reasonable when taking into account that the uncertainty 
of the measurement of the half-width of the Brillouin peak is about 1 0%. 
Figures 9.13a, b, c, 9.14a, b,c and 9.15a, b, c show the measured spectra 
of the scattered light from various liquids. 
The measured values in tables 9.1 and 9. 2 and the measured values from 
refg. 49, 50, 51 and 52 should only be compared with respect to magnitudes 
for the reason that the temperature and pressure were not controlled during 
the experiments. The denoted temperature 25°C is only a rough estimate; 
in the experimental equipment there was no possibility of obtaining a more 
exact temperature regulation. 
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9.7. Conclusion 
The experimental equipment demonstrated its ability to measure the 
velocity and the bulk viscosity for different liquids, what is lackning is to 
perform more exact measurements with control of temperature and pressure. 
Measurements of gases (CO«) at atmospheric pressure was carried out 
without success. For measurements of gases more laser power is needed, 
and the measurement should be performed at high pressure level!?. 
0 2 
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Iso-Octane 
(Avfo
 W l d t h of BrHloum peak vs (ak)2 « sin2 6/2 
r=3.3S cP 
— t — 
01 0.2 
Linear relation 
y-0.25x«0.053 
Coefficient 
of determination 
r2=0M9 
x : sin* 6/2 
0.3 
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APPENDIX A 
Properties of Fields with Gaussian Statistics 
Let V be a complex stochastic vector having a Gaussian distribution 
with zero mean. The components of the stochastic vector are the elec-
tromagnetic fields in different space-time points 
V = ( V ^ t , ) V(rn tn)). (A.I) 
The Gaussian distribution function for the complex quantity V is denoted 
P ( ? . V » ) . (A. 2) 
and the characteristic function for P(V, V*) i s defined by the relations 
F(z.z*) = / P t t V M e - 1 2 ' ^ - 1 2 * ' ^ .
 < e - i z - * • - ! * • • V } t ( A 3 ) 
which is the Fourier transformed of P(v*, V*). 
From the characteristic function, we can deduce the moment, i. e. the 
correlation functions of the fields, by differentiation. From eq. A. 3 we 
obtain: 
< V» (r, t , ) V»(r2. t2) . . . V»(rptp) V ( r p + , . t p + , ) . . . V f r ^ q t p + q ) > 
S
^
q5TT 4 - - - ^-^T—^.^)lzsz.=0. (A.4) 
1 2 p p+1 
Now, when V has a Gaussian distribution with zero means the charac-
teristic function F becomes 
F(z,z») =
 e-t/2«£-V. + z - t f > m (A. 5) 
Since the field is only correlated with the complex conjugated field, 
eq. A. 5 can then be reduced to: 
F(z , z» ) « e - S # ' t # z (A. 6) 
where 
ft « <V V»> . (A. 7) 
(A. 8) 
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By reversing eq. A. 3, we obtain the distribution P(V, V *) 
* (det 2nu) ' e v u v . 
By using eq. A. 4, we obtain for the correlation function r'"' "' 
, r r i ••• V P ' "* p+q V q ' 
= < V ( r l t l ) . . . V * ( r p t p ) V ( V , t ^ , ) . . . V ( V q t p + q ) > 
p. q u , a i 2o2 P°D 
o v 
= 6 ^ •' ^ fr t r t 1 i' ^ ' ' hr t r t ) 
P.q u ' lr1 1 V lo, ' " i ( P V P ap' 
where stands for the sum of all possible permutations of the indices 
L-i 
a 
p+1, p+2, . . . 2p . 
Equation A. 9 is an extended Siegert relation. In the case p = 2 we 
obtain the usual Siegert relation 
r ( 2
'
2 ,< r1 t1 r 2 V r3 l3' r4l4> s r , 0 ' U ( r 1 t P n 3 V ? ( 1 ' 1 ) < r 2 V r 4 t 4 > 
(A. 4) 
(A. 9) 
+ r ( , ' ' ) ( r 1 t 1 n 4 t 4 ) r 0 ' , ) ( r 2 t 2 , n 3 t 4 ) 
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APPENDIX B 
The Electric Field in an Inhomogeneous Dielectric Medium 
The Maxwell equation in a non-magnetic medium takes the form: 
]_„ „ «• _ . oE
 A 6P 
u 
MI: Iv x B = . ff • ^ 
Mil: r x E = - £ | 
Mill: v • B = 0 
M1V: 7 • E * - 1/eQv-- P 
where P is the electric polarization of the medium. 
By introducing the magnetic vector potential A, and the electric 
potential V, given by the relation 
B = V x A and E = - | ^ - - v v . (B. 1) 
Insertion of eq. (A. 1) into the Maxwell equation gives the two equations 
*
2A - i/c2A = - U»0ST <B-2> 
and 
v"2V - 1/c2V = - 1 /* 0 V 'P (B.3) 
with the Lorentz condition 
* • A * - 1/c2 % (B.4) 
Now, the Lorentz condition is identically fulfilled if there exists a 
vector field n, so: 
A = 1/c2 | ? and V » - v . f f . (B.5) 
ot 
The vector field C i s called a Hertz vector, and by insertion of eq. 
(B. 5) into eqs. (B. 3) and (B. 4), we find that the Hertz potential must ful-
fil the equation. 
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v2Z - l /c 2 ^-4 • -1/e P . (B.6) 
6t" ° 
To find a solution of eq. (B. 6), we make a Fourier-transformation in 
time, and then obtain the Helmholtz-equation 
V2?. + u.2/c2n = - l / c o P (B.7) 
which has the solution: 
rttr.w) - j ~ - / G(r, r \ «) P(r \ «) d3r« + C (r,u) , (B.8) 
i n t o 
where G is the Green's function 
i u/c I r-r' | 
G(r,r' ,*) = e | r - r p (B.9) 
and f. is a solution of eq. (B. 7) in vacuum. 
From eqs. (B, 8>, (B. 1) and (B. 5), we then obtain for the electric field: 
E(r,
 w) - (W + w2/c2) j±- : G(r, r > ) P ( r > ) d3r + EQ(r, w) (B. 10) 
o 
where £ is the externally applied electrical field. The electric polar-
ization in the medium is related to the electric field by the relation 
P ( r , 0 = c 0 X ( r , w ) . E(r .w), (B.11) 
s 
where X (r, u) is the electric susceptibility of the medium, and by insertion 
of eq. (B. 11) into (B. 10) we obtain 
E(r, w) = jL (•? tf •
 w
2 / c 2 *) / G(r, r», w) • x(r», «) • E(r», «) d3r» + EQ(r.w) 
(B. 1 2) 
Equation (B. 1 2) gives the electric field by an integral equation. In a 
far field approach, i. e. far from areas where the external field and matter 
interact, eq, (B, 1 2) can be written; 
ikr -ik • r' 
E(r,w)^»Eo(r,w) - f^- / K 8 x ( k 8 x ( x ( r » , « ) . E - ( r ' , « ) ) e 8 d3r» 
(B. 13) 
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where C = k f / r i s the direction of observation. 
Finally, we now wish to describe the interaction between the electric 
field and the medium in greater detail. 
The electric polarization P depends on the electric field in the medium 
due to the interaction between the electric field and the particles in the 
medium. This interaction can in the first order be described as an induction 
of an electric dipole at a particle by the electric field. In the first order 
approach the electric polarization will be the dipole density of the medium 
and we can write: 
P ( r , t ) = I p^ft) fifr-r^ .
 ( B 1 4 ) 
where p,(t) i s the dipole-moment of a particle located at the position f.. 
The dipole moment p. is induced by the local electric field E. i. e. 
the external field superposed with the induced fields from the other dipoles 
in the medium. The local field and the Maxwell field are not, in general, 
identical quantities. The Maxwell field is a macroscopic field, whereas 
the local field is essentially a microscopic concept. By using eqs. (B. 10) 
and »P. 14), we obtain for the local electric field at the position r.-. 
E l o c ( r i ' w ) = B o ( r i ' w ) 
+ _ L _ ( v , ? . + U J 2 / C 2 ) / / G(r.,x',u) I P i ( t ) 
j*i J (B.I 5) 
x S t r ' - r ^ e " i u t d 3 r ' d t 
As a second approach we will assume that the dipole moment will be 
linearly dependent on the local electric field, i. e. 
p i ( u ) = o i ( u » ) - E ^ ( r i , w ) ( B > 1 6 ) 
s th 
where o. is th« ^>olarizability tensor of the i particle. In the following, 
we will assume that a i s independent of the particle number. 
By Fourier transforming eqs, (B. 14) and (B, 1 3) we obtain 
P iU) - / 5{t-f ).B{JJ(r1,f) df 
/ S ( t - f ) - E o ( r i f t ' ) d f 
J— / 5<t-f )-(V/ - I i j i - j ) i ^ - — 
v
*0 c 3 f ( r j - r i + 4ir 
r i " r i l 
p
 ( t . + 3 1 ) 
A
 d f 
j 
(13.17) 
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By solving this equation we can find the electric polarization and thereby 
the electric field in the medium. An approach to solve this microscopic 
equation can be found in refs. 53, 54), and 55. Another approach to find the 
local field can be found by cutting a small sphere A around the local point 
out of the integration volume u in eq. (B. 10), and then letting the local field 
be given by the expression: 
2,_2 
l v iv i T " 
"o 
, 3 , . 
Eiic(ri'u) * V r i 'w ) + m- (Vi+ w2/c2 ! ) 
(B. 1 8) 
/ GCr^r' .u ) P ( r \ w ) d 'r ' 
n/A 
By assuming that there are no polarization charges, i. e . , 
v . p = o , 
we can write eq, (B. 16) as: 
B « « ( r l f M ) - E 0 ( r ± . M ) * ^ I «2/c2 / GCr^r«,«) * ( r ' . w > d V ' l 0 C " i ' ~ ' O ' i ' 4TTEo n / A 
. 3 , , 
+ J:— / V . ( P ( r ' , u ) 7G(r.,z,,u))Al' 
4lTE_ « / . x , eo a/h 
and further by using Gauss'es theorem we obtain 
E l
( i ) ( r \ , u . ) = B f r . , « ) + 4 = - 1 " W / G t r ^ r S o ) ) P(F',u,) d V 
+
 é r / " , ( F ( F ' ' w ) 7 G < F i ' p ' w ) d s (B.i 9) 
o 6ft 
+ J L _ / n«(P"(r»,a>) 7 G ( r . , r ' , w ) ) d S 
TXZ 6A i 
where n denotes the normal surface, 6w and £>A the surface of L and of 
the sphere A respectively. 
Now, by letting the radius of the sphere A go to zero we obtain: 
f l o c ( r ' w ) " ^ i ' " ) + 3F" F ( r i ' w ) ' <B-2°) 
where E is the Maxwell field given by eq. (B. 1 0). The local field found by 
this method can be considered as a macroscopic approach to eq. (B. 1 5), 
and it will only be valid when the interaction between a dipole and its neigh-
bours is not too "strong", or if the dipoles are plac ,J in a special con-
figuration (cubic configuration, see ref. 56). On the other hand, if the dipole 
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interaction is "strong", it is doubtful whether the assumption about a linear 
connection between the dipole moment and the local field will apply. The 
use of eqs. (B. t 9) and (B. 20) together must then assure some degree of 
consistence. 
In the above calculation we have implicitly assumed that the particles 
were at rest. This assumption can be removed without complication if the 
particle velocity is much smaller than the velocity of light, a case that is 
ordinarily fulfilled. For the time-varying dipole moments we then obtain 
from eqs. (B. 14) and (E 1S) 
P i ( t ) " h / Stt - t« ) - I ( r i ( t ) , f ) d f • J L - / S c t - f )-P(r.(tVt»)dt' 
o x 
(B. 21) 
and by insertion of eq. (B. 19) into (B. 12) we obtain 
P<r,t) » i - n U , * ) 1 / 5 ( t - f ) - f ( r , f ) d f 
T 
+ *f- / S ( t - f ) 'P(r , f ) d f j 
(B. 22) 
where n(r, t) is the particle number density. 
Rv Fourier transforming eq. (B. 20) we obtain: 
P(r,u) • | y / «(«' )»ff(r,fci') nfr,«-«*) dW 
+ 77—- / oCM^-PCr,«*) n(r,»-w*) dm'. (B.23) 
This equation together with eq. (B. 10) for the Maxwell field in the 
medium forms a pair of integral equations, from which the electric field 
in the medium can be determined. 
When the number density is independent of time, eq. (B. 21) will have 
a simple solution: 
P(r,w) - (1 - TT- n < ? ) S c - n ^ - n C r ) a(»)-E(r,u) 
" o 
which, in the case where o is a scalar, can be expressed as: 
P(r,u> - (e-c 0 ) f - l - l / j f f n W a U ) f 
giving the Clausius-Mosotti relation 
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^ " i n ( r > ° ( U ) - (B.25) 
Oridinarily c ~? c , meaning that 
; eQn(r) Q(u)<< 1 , (B. 26) 
which further implies that the last term in eqs. (B. 22) and (B. 24) can be 
neglected in many applications. If the condition given in eq. (B. 26) i s not 
fulfilled, the situation will be more complicated and some saturation 
phenomena must be expected, as in the case of light beam propagation 
through strongly turbulent media. 
Now, assuming that the condition in eq. (B. 26) is fulfilled, we then 
find the integral equation for the Maxwell field: 
E(r,w) • E 0 (r ,w) + 
+ — i — (W + 1 w 2 / c > / G(r,r',u>) o(u)') j B 2i) 
E(r' ,u>) ntr,!*)-«1) dud r ' . 
In a far field approach, eq. (B. 27) becomes: 
E(r,u>) * E 0 (r ,w) 
ikr 
L _ 2 _ J T x( j? g x ( / a ( u ) ' ) ' E ( r ' , u ) ' ) ( B 2 g ) 
- iE _ T '
 2 
n(r,w-u») e * du'd r') . 
From eq. (B. 26) one finds that the scattered field to the first order 
i « i k r 
E„U,u>) T - 2=— k « x K * f o ( u , , ) ' 
8
 8 T F V , _ _ (B.29) 
- iTi .r' 
E f r ' , « ' ) ondr'fW-w') e s dw' d3r») 
where tn denotes the fluctuating part of the number density. 
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