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We propose a strategy for large volume non-perturbative renormalization which alleviates the
window problem by reducing cut-off effects. We perform a proof-of-concept study using position
space renormalization scheme and the CLS Nf = 2 + 1 ensembles generated at 5 different lattice
spacings. We show that in the advocated strategy results for the renormalization constants are
to a large extend independent of the specific lattice direction used to define the renormalization
condition. Hence, very short lattice distances become accessible even on coarse lattices and the
contact with perturbation theory can be performed at much higher energy scales. Our results
include non-perturbatively estimated renormalization constants for quark bilinear operators in the
scalar, pseudoscalar and axial-vector channels using position space renormalization scheme which
we subsequently translate to the MS scheme perturbatively at 1.5 GeV. Our proposal is applicable
to other non-perturbative large volume renormalization schemes such as RI-MOM and its variants.
I. INTRODUCTION
In the quantum field-theoretical framework of the
Standard Model of elementary particles, decay rates of
particles are proportional to a kinematic factor multiplied
by an expectation value of current operator, mediating
the particular decay mode, taken between the vacuum
and one-particle state. Since such hadronic matrix ele-
ments are dominated by strong interaction contributions,
they can be estimated non-perturbatively, i.e. without
resorting to the perturbative expansion in the coupling
constant, using state-of-the-art lattice QCD techniques.
However, bare hadronic matrix elements can not be com-
pared with experimental data. Only renormalized matrix
elements have a well defined limit when the regulator is
removed. In the case of a quantum field theory defined on
a space-time lattice that means the continuum limit, i.e.
the limit of a vanishing lattice spacing a. Hence, apart of
the hadronic matrix elements, the appropriate renormal-
ization constants need to be calculated separately. In this
Letter we address the problem of a reliable estimation of
renormalization constants using lattice QCD.
In most cases final results are expected to be pro-
vided in the MS renormalization scheme. As it uses
dimensional regularization, the MS scheme can not be
directly combined with lattice results. One has to em-
ploy an intermediate, regularization independent scheme,
one example of which is the position space renormaliza-
tion scheme [1, 2] described below, and then translate
the non-perturbatively determined renormalization con-
stants to MS at some renormalization scale with a conver-
sion factor usually estimated using continuum massless
perturbation theory.
There exists several ways renormalization constants
can be determined non-perturbatively on the lattice, see
Ref.[3] for a review. One can either reuse the large vol-
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ume ensembles generated to estimate hadronic matrix
elements or perform separate dedicated simulations at
small volume. In the latter case the most convenient
framework is that of Schro¨dinger functional [4], as it
enables directly simulating massless quarks and hence
avoids performing the chiral extrapolation. The most
commonly used large volume renormalization scheme is
the RI-MOM scheme [5, 6] or its improved versions such
as [7], in which the renormalization constants are ex-
tracted from a specific vertex function at some large mo-
mentum. RI-MOM is regularization independent, allow-
ing for an easy connection to MS. Alternatively, one
can use a position space renormalization scheme [1, 2]
which uses correlation functions of particular operators
separated by a small distance. Both latter schemes suf-
fer from a window problem, i.e. two inequalities must
be fulfilled on a single lattice: the momentum/distance
must be large/small so that the perturbative translation
to MS can be performed at a scale where perturbation
theory can be trusted and at the same time the momen-
tum/distance can not be too large/small because of in-
creasing lattice artifacts.
In this Letter we propose a renormalization strat-
egy which largely suppresses cut-off effects, allowing to
use data at very large momenta/short distances even at
coarse lattice spacings. It works when a set of gauge
ensembles covers several lattice spacings and provided
at least at one of them the window problem is under
control. It is applicable for any large volume renormal-
ization scheme, RI-MOM as well as position space. For
definiteness in the following we concentrate on the posi-
tion space scheme, because of the ease of implementation.
The rest of the Letter is composed as follows. We start
by briefly introducing the position space renormalization
scheme. Afterwards, we present our proposal and discuss
implementation details. We summarize our results in ta-
bles IV-VI by providing estimates of the renormalization
constants in the scalar, pseudoscalar and axial channels,
which are relevant in the determination of renormalized
quark masses. We compare our results with those ob-
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2tained using Schro¨dinger Functional scheme for ZA. Es-
timates of ZMSS (2 GeV) and Z
MS
P (2 GeV) are new for the
gauge ensembles considered here. Last section contains
some conclusions.
II. POSITION SPACE RENORMALIZATION
SCHEME
Position space renormalization scheme has the advan-
tage of being constructed with gauge-invariant and on-
shell correlation functions, hence avoids completely many
problems such as the gauge fixing procedure, possible
contamination with Gribov copies or mixing with addi-
tional operators which would otherwise vanish by evok-
ing the equations of motion. In the following we consider
correlation function of flavor non-singlet bilinear quark
operators of the form
CΓ(x) = 〈ψ¯i(x)Γψj(x)ψ¯i(0)Γψj(0)〉, (1)
with Γ = {1, γ5, γµγ5} and i 6= j. The renormaliza-
tion condition is imposed at a given physical distance x0
by equating the non-perturbatively estimated correlation
function to its tree-level value,
lim
a→0
〈OXΓ (x)OXΓ (0)〉
∣∣
x2=x20
= 〈OΓ(x0)OΓ(0)〉free,masslesslatt ,
(2)
where on the right hand side we used the tree-level value
estimated in the lattice perturbation theory to cancel
the leading tree-level cut-off effects as was advocated in
Ref.[1, 2]. Then, the renormalized operator in the X-
scheme is
OXΓ (x, x0) = ZXΓ (x0)OΓ(x), (3)
with the renormalization constant given by
ZXΓ (x0) =
√
C(x0)
free,massless
Γ,latt
CΓ(x0)
. (4)
The resulting renormalization constants in the position
space scheme can be translated to the MS scheme with a
perturbative factor; for the case of quark bilinear opera-
tors this translation factor is known up to α4S [8].
As any large volume renormalization scheme, this
scheme suffers from the window problem, namely the spe-
cific lattice distance x0 must satisfy the inequality
a x0  Λ−1QCD (5)
in order to keep the discretization (a  x0) and non-
perturbative effects (x0  Λ−1QCD) under control. Such
a window will ultimately exist for lattices with a lattice
spacing fine enough and it is an empirical question which
needs to be addressed in each particular problem sepa-
rately, whether such a window exists for lattice spacings
employed in the given simulation. The proposal which we
describe in the following, weakens the lower requirement,
a  x0, by allowing lattice distances x0 ≈ a without
introducing large lattice artifacts.
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FIG. 1. Estimates of ZA obtained using Eq.4 and translated
to the MS scheme. Large lattice artifacts are responsible for
the scatter of data points. One can improve on that by keep-
ing only the so-called democratic points which minimize the
tree-level artifacts. Note that the pattern of the scatter is
very similar for all values of β.
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FIG. 2. Estimates of ZA(β)/ZA(β = 3.85). Large lattice
artifacts cancel in the ratio giving a clear signal for the value
of the ratio, even at very short distances. Data are shifted by
a constant offset for better readability.
III. NEW RENORMALIZATION STRATEGY
Our proposal relies on two observations. Firstly, the
renormalization constant extracted at the finest available
lattice spacing is the least affected by cut-off effects. In
other words, the window problem for the ensemble with
the finest lattice spacing is the least severe as the in-
equalities are most likely to be fulfilled at some lattice
distance n0, 1  n0  1/(aΛ). The second observa-
tion states that cut-off effects mostly cancel in a ratio of
renormalization constants determined at the same lattice
distance, n. On figure 1 where the naive data is plotted
3for five available lattice spacings, one notices that the
pattern of the scatter of data points is similar among
the different values of β. When the ratio of renormal-
ization constants for different lattice spacings but at the
same lattice distance is plotted, the scatter disappears,
see figure 2. Hence, employing both observations allows
to rewrite the renormalization constant at any β using
a factorization in which in each term cut-off effects are
under control.
In order to make it more concrete, assume that we dis-
pose of two ensembles: one at an inverse coupling con-
stant β with a coarse lattice spacing and the second with
a fine lattice spacing given by βˆ. Then, the renormal-
ization constant at a given value of the inverse coupling
constant β and renormalization scale µ, ZJ(β, aµ) can
be factorized into a renormalization constant evaluated
at the finest available lattice spacing, given by βˆ and at
a renormalization scale µˆ, ZJ(βˆ, aˆµˆ) and a ratio which
describes the running of ZJ from βˆ to β which can be
estimated non-perturbatively and in which most of the
cut-off effects cancel,
ZJ(β, aµ = 1/n) = ZˆJ(βˆ, µ
′)
ZJ(β, 1/n)
ZJ(βˆ, 1/n)
, (6)
where
ZˆJ(βˆ, µ
′) = ZJ(βˆ, aˆµˆ = 1/n0)R(aˆµ′ = 1/n, aˆµˆ = 1/n0),
(7)
and R(µ′, µˆ) is a perturbative factor describing the run-
ning of ZJ from the scale µˆ to µ
′ = 1/(aˆn). The factor
R is expected to be well described by perturbation the-
ory because the involved scales µ′ and µˆ are relatively
large. The last term is a ratio of renormalization con-
stants taken at different values of β but at the same
lattice distance n. Lattice artifacts cancel to a large
extend in this ratio, and therefore its value describes
the non-perturbative change of the renormalization con-
stant when the lattice spacing is varied. The combination
ZJ(βˆ, aˆµˆ = 1/n0)R(µ
′, µˆ) is chosen in such a way as to
cancel the denominator of the ratio. What remains is
the renormalization constant at the coarse lattice spac-
ing β with largely reduced lattice artifacts. As is demon-
strated below, this idea allows to use lattice distances of
type (0,0,1,1) at the lattice spacing of 0.086fm. As a con-
sequence, in the investigated setup the renormalization
condition can be applied at a small but fixed physical
distance, say 1.5 GeV, for all lattice spacings without
introducing uncontrollable cut-off effects.
IV. APPLICATION
A. Gauge ensembles and evaluation of correlation
functions
The ensembles used in this study are summarized in
table I. They cover a range of five lattice spacings from
0.086 fm down to 0.039 fm and with pion masses rang-
ing from 712 Mev to 229 MeV. On each ensemble we
measured the following correlation functions
GS(jk)(x) =
〈
S(jk)(x)S
(jk)
(0)
〉
(8)
GP (jk)(x) =
〈
P (jk)(x)P
(jk)
(0)
〉
(9)
GA(jk)(x) =
1
4
∑
µ
〈
AI,(jk)µ (x)A
I,(jk)
µ (0)
〉
(10)
We non-perturbatively improved the axial current using
cA from Ref.[9]. In order to decrease the statistical er-
rors we employed the Truncated Solver Method [10]. We
used the IDLFS solver from the Ref.[11] implemented in
Chroma [12]. On each configuration we performed 64
solves with the maximal iteration count reduced to 6 it-
erations and 4 exact solves in order to estimate the sys-
tematic bias of the truncated solves. We found that at
short distances, |x| ≤ 6, the bias is at the level of 10−9
and is completely negligible when compared with the sta-
tistical noise. For each lattice distance x we averaged the
correlation functions over all sites equivalent over the H4
symmetry.
B. Chiral extrapolation
The renormalization condition Eq. (2) is imposed
in the chiral limit, as we are interested in a massless
renormalization scheme. Hence, the correlator data mea-
sured along the symmetric line κl = κs have to be ex-
trapolated to the point where the pion mass vanishes.
We parametrized our data with a dimensionless variable
y = t0m
2
pi proportional to the renormalized quark mass.
Most of our data has y < 0.1 and shows a linear depen-
dence on y. For β = 3.46, 3.55 and β = 3.7 we have
additional measurements for heavier pion masses. They
no longer show a linear dependence on y, rather they
can be described by an additional term quadratic in y.
The chiral extrapolation is performed independently for
each value of β with a linear Ansatz for data satisfy-
ing y < 0.1 and a linear plus quadratic Ansatz for cases
where additional data exist. Their difference is taken as
an estimate of the systematic uncertainty of the extrapo-
lation. The fits include uncertainties along both vertical
and horizontal axes. We assume them to be statistically
uncorrelated, as the pion mass is extracted from the slope
of the correlator and its fluctuations can be considered
independent from the fluctuations of the overall offset.
At the current stage of gauge ensemble generation
only a single ensemble exists on the symmetric line with
y < 0.1 for the two finest lattice spacings, namely β = 3.7
and β = 3.85. For the purpose of this proof-of-concept
study we supplemented our data with three non-unitary
measurements, marked in italics in table II, which have
different κ values for the valence and sea quarks. This
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FIG. 3. Examples of chiral extrapolation of CS(x) and CP (x) at an intermediate x = (0, 1, 2, 2). Statistical uncertainties on
particular data points may be smaller than the symbol. The black data point was not included in the fit and serves as an
estimate of the systematic uncertainty of the non-unitary measurements.
β name κl = κs mpi [MeV] t0/a
2 # conf.
3.4 H101 0.136759 416 2.8468(59) 372
3.4 rqcd17 0.136865 229 3.2509(93) 457
3.4 rqcd21 0.136813 336 3.0318(15) 387
3.46 B450 0.136890 421 3.671(18) 320
3.46 H400 0.136888 420 3.630(21) 189
3.46 rqcd29 0.136600 712 2.9758(47) 434
3.46 rqcd30 0.136959 323 3.9152(77) 280
3.55 B250 0.136700 706 5.873(8) 84
3.55 N202 0.137000 410 5.164(16) 177
3.55 X250 0.137050 347 5.2818(13) 182
3.55 X251 0.137100 268 5.4831(14) 177
3.7 N300 0.137000 416 8.576(30) 197
3.7 N303 0.136800 630 7.739(32) 99
3.85 J500 0.136852 396 13.972(32) 120
TABLE I. Summary of Nf = 2 + 1 CLS ensembles at the
symmetric line κl = κs used in this work. The gauge action
is the tree-level Symanzik improved action, while the fermion
action is discretized with the Wilson O(a)-improved action
with cSW determined non-perturbatively. All ensembles ex-
cept rqcd?? and X25? feature open boundary conditions
in the time direction, the latter have antiperiodic boundary
conditions. For more details see Refs.[13, 14]. The values of
t0/a
2 are the reweighted estimates using the symmetric def-
inition of the Yang-Mills action density. The ensemble with
the finest lattice spacing is the J500 ensemble at β = 3.85
with a lattice spacing of 0.0391(15) fm. Pion masses were
taken from Ref.[14] and from Wolfgang So¨ldner (private com-
munications). The last column indicates the size of the subset
of available configurations used for measurements.
approximation will not be necessary once more ensem-
bles are available for these values of β in the near fu-
ture. For each of these additional measurements we es-
timated the correlators as well as the new pion masses;
the value of t0/a
2 being unchanged. In order to esti-
β name κsee κvalence mpi [MeV] t0/a
2
3.55 X250a 0.137050 0.137100 300 5.2818(13)
3.7 N300a 0.137000 0.137050 330 8.576(30)
3.85 J500a 0.136852 0.136700 340 13.972(32)
3.85 J500b 0.136852 0.136750 250 13.972(32)
TABLE II. Summary of non-unitary measurements: valence
quark masses have different values that the sea quarks masses.
The name refers to the name of the ensemble from which the
configurations were taken.
mate the systematic effect introduced by the non-unitary
setup we performed another non-unitary measurement at
β = 3.55. This particular data point is not included in
the fits. Rather, its deviation from the predicted fit was
estimated and turned out to be statistically insignificant.
Two examples of chiral fits are shown on figure 3, with
the additional data point at β = 3.55 marked in black.
C. Error analysis
The total error budget is composed of the following
parts: statistical uncertainty, uncertainty of Λ
(3)
QCD,MS
,
uncertainty of the scale setting and the systematic un-
certainty of the chiral extrapolation. As far as the the
statistical errors are concerned, we propagated the un-
certainties of all individual data points to the uncertain-
ties of the fit parameters through a bootstrap procedure
with an ensemble of 2000 samples. Statistical correla-
tions between the starting data point at β = 3.85 and
the ratio capturing the running to other values of β is
taken into account in the bootstrap procedure. Auto-
correlations turned out to be negligible for the correla-
tion functions at question, as long as only the short dis-
5tance part was used. The measured τint was below 1.0.
The systematic uncertainty of the chiral extrapolation is
quantified by the difference between the results obtained
with the linear and quadratic fit functions. In order to
compute the running factor R(µ, µˆ) we used perturba-
tive expressions estimated up to and including terms α4s
from Ref.[8]. We used the value of Λ
(3)
QCD,MS
= 336(19)
taken from Ref.[15]. The lattice spacings in physical units
were taken from Ref.[16]. In all cases the final uncertain-
ties were dominated by systematic uncertainties originat-
ing in the uncertainties of the lattice spacing and of the
Λ
(3)
QCD,MS
parameter. The statistical errors as well as the
chiral extrapolation uncertainty were at least one order
of magnitude smaller.
V. RESULTS
Our results include estimates of the renormalization
constants, ZMSP (2 GeV), Z
MS
S (2 GeV) and Z
MS
A for 5 val-
ues of β. On figure 4 we demonstrate the results for
ZA obtained with the proposed strategy. We start with
the determination of the renormalization constant at the
finest lattice spacing, i.e. at β = 3.85 using strategy A
(see table III). We choose n0 to be (2, 2, 2, 2) as it cor-
responds to an energy scale of 1.253 GeV and |n0|  1.
Had we chosen a neighboring data point, the final results
would not change, since in this region all data points
are compatible within their errors. In other words, for
this lattice spacing and this renormalization constant,
the window problem is mild. Subsequently, at each of the
four remaining lattice spacings we evaluated the renor-
malization constants following Eq.6 using different lattice
directions n and included the necessary perturbative fac-
tor R. One notices that the scatter of data points at
these values of β is much reduced. At the coarsest avail-
able lattice spacing at β = 3.4 one can extract the value
of the renormalization constant using lattice distance of
n = (0, 0, 1, 1), which was clearly not possible before.
Final results were calculated by imposing the renormal-
ization condition at a single, physical scale of 1.3 GeV
for all five lattice spacings by taking the lattice distances
listed in table III. For demonstration purposes, we also
defined a second set of lattice distances corresponding to
approximately 1.5 GeV, which we called choice B. In this
strategy we start with a lattice distance n0 = (1, 1, 2, 2)
at β = 3.85 and proceed along Eq.6 at other values of β.
The differences between renormalization constants ob-
tained using both choices give an estimate of remaining
cut-off effects. We discuss the particular channels in the
next subsections.
A. Axial current renormalization constant
Final results for ZMSA are listed in table IV. On fig-
ure 5 we compare our outcomes using both choice A
choice A choice B
β distance n scale [GeV] distance n scale [GeV]
3.4 (0,1,1,1) 1.308 (0,0,1,1) 1.601
3.46 (1,1,1,1) 1.281 (0,1,1,1) 1.479
3.55 (0,0,1,2) 1.361 (1,1,1,1) 1.522
3.7 (0,1,2,2) 1.309 (0,1,1,2) 1.603
3.85 (2,2,2,2) 1.253 (1,1,2,2) 1.585
TABLE III. Summary of lattice distances used to impose the
renormalization condition.
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FIG. 4. Results obtained with the proposed strategy. The
grey area encompassing the scale interval [1.27, 1.40] GeV ≈
1.3 GeV contains data points used in strategy A, whereas
the grey area encompassing the scale interval [1.48, 1.60] GeV
≈ 1.5 GeV contains data points used in strategy B.
and B of the renormalization conditions as well as with
Ref.[17] which used Schro¨dinger Functional renormaliza-
tion scheme. The three renormalization schemes differ by
O(a2) cut-off effects and we find that values lie relatively
close to the parametrization provided in that Reference.
Parametrizing our data with a functional Ansatz with
two fit parameters, a and b, and a constrained one-loop
coefficient [18],
f(g20) = 1− 0.090488g20
1− a g20
1− b g20
(11)
we find the values of a = −0.570, b = −0.101 and of
0.47 for the χ2 per degree of freedom. The resulting
parametrization is plotted on figure 5.
B. Scalar and pseudoscalar currents
renormalization constants
We collect the values for the scalar and pseudoscalar
renormalization constants for the Nf = 2+1 CLS ensem-
bles in the MS scheme at 2 GeV in tables V and VI, for
both strategies. Although these strategies use different
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g20
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2 0
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choice B
SF
FIG. 5. Comparison with the results for ZA obtained using
the Schro¨dinger Functional renormalization scheme [17].
β ZMSA stat. Λ
(3)
QCD a chiral total
3.4 0.72753 0.00192 0.00309 0.00123 — 0.00384
3.46 0.73267 0.00294 0.00313 0.00121 0.00224 0.00499
3.55 0.74608 0.00262 0.00286 0.00111 0.00073 0.00409
3.7 0.75783 0.00316 0.00271 0.00091 0.00078 0.00433
3.85 0.76908 0.00149 0.00207 0.00140 — 0.00291
3.4 0.73205 0.00189 0.00186 0.00068 — 0.00273
3.46 0.73410 0.00231 0.00196 0.00065 0.00107 0.00328
3.55 0.73734 0.00253 0.00182 0.00058 0.00059 0.00322
3.7 0.75521 0.00298 0.00159 0.00046 0.00063 0.00346
3.85 0.76691 0.00137 0.00127 0.00086 — 0.00206
TABLE IV. Summary of results for the axial renormalization
constant using strategy A (upper part) and strategy B (lower
part).
lattice distances n to define the renormalization condi-
tions, the outputs are compatible within their errors.
Additionally we tabulate data for the ratio ZS/ZP and
the combination Z = ZP /(ZSZA). Both of them are
renormalization scale independent and therefore free of
the uncertainty coming from Λ
(3)
QCD,MS
. In tables VII
and VIII we present results obtained using both strate-
gies, as a demonstration of remaining cut-off effects. We
note that in Ref.[14] the combination Z was determined
through a global fit for β = 3.4 and β = 3.55 to PCAC-
like relations giving a slightly smaller values. This dis-
crepancy can be probably attributed to the remaining
O(am) cut-off effects in that Reference.
VI. CONCLUSIONS
In this Letter we proposed a strategy for non-pertur-
bative renormalization in large volume which suppresses
the contamination of extracted renormalization constants
β ZMSS (2 GeV) stat. Λ
(3)
QCD a chiral total
3.4 0.5716 0.0019 0.0081 0.0078 — 0.0169
3.46 0.5580 0.0032 0.0075 0.0071 0.0015 0.0161
3.55 0.5692 0.0023 0.0053 0.0063 0.0000 0.0138
3.7 0.5564 0.0032 0.0032 0.0041 0.0005 0.0111
3.85 0.5395 0.0013 0.0011 0.0113 — 0.0131
3.4 0.5823 0.0018 0.0053 0.0079 — 0.0097
3.46 0.5639 0.0027 0.0053 0.0072 0.0010 0.0094
3.55 0.5471 0.0023 0.0038 0.0063 0.0002 0.0077
3.7 0.5500 0.0028 0.0015 0.0049 0.0008 0.0059
3.85 0.5381 0.0012 0.0012 0.0113 — 0.0114
TABLE V. Summary of results for ZMSS (2GeV) using strategy
A (upper part) and strategy B (lower part).
β ZMSP (2 GeV) stat. Λ
(3)
QCD a chiral total
3.4 0.4605 0.0014 0.0065 0.0063 — 0.0141
3.46 0.4574 0.0022 0.0062 0.0059 0.0014 0.0136
3.55 0.4715 0.0018 0.0044 0.0052 0.0002 0.0120
3.7 0.4653 0.0025 0.0027 0.0035 0.0019 0.0096
3.85 0.4648 0.0010 0.0010 0.0097 — 0.0114
3.4 0.4741 0.0013 0.0044 0.0065 — 0.0080
3.46 0.4650 0.0020 0.0044 0.0059 0.0013 0.0077
3.55 0.4561 0.0018 0.0032 0.0052 0.0001 0.0064
3.7 0.4655 0.0022 0.0013 0.0041 0.0006 0.0049
3.85 0.4651 0.0010 0.0010 0.0097 — 0.0098
TABLE VI. Summary of results for ZMSP (2GeV) using strat-
egy A (upper part) and strategy B (lower part).
by lattice artifacts. It is applicable when data for several
lattice spacings are available as is usually the case when
a continuum extrapolation of lattice data is attempted.
We applied it to the CLS ensembles featuring 5 lattice
spacings and evaluated the scalar, pseudoscalar and ax-
ial renormalization constants. This set of renormaliza-
tion constants is particularly interesting because it can
be used to estimate renormalized quark masses through
PCAC-like relations. We obtained a total uncertainty of
0.5% for ZA and about 3% for ZS and ZP . We are cur-
rently investigating a further improvement which is the
estimation and subtraction of one-loop lattice artifacts.
β choice A choice B
3.4 1.241(08) 1.229(07)
3.46 1.220(16) 1.213(13)
3.55 1.207(10) 1.199(10)
3.7 1.196(15) 1.182(12)
3.85 1.161(06) 1.157(05)
TABLE VII. Summary of results for the ratio ZS/ZP .
7β choice A choice B Ref.[14]
3.4 1.107(13) 1.111(11) 0.8710(32)
3.46 1.119(22) 1.123(17) —
3.55 1.110(15) 1.131(14) 0.9841(25)
3.7 1.103(21) 1.121(17) —
3.85 1.120(10) 1.127(08) —
TABLE VIII. Summary of results for the combination Z =
ZP /(ZSZA).
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