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In this paper, we study the singular integral






in Triebel–Lizorkin spaces. Here Ω ∈ L(log L+)(Sn−1) (n  2), h is a measurable, locally
integrable function deﬁned on (0,∞); and ρ is a norm which is homogeneous with respect
to certain non-isotropic dilations. For the special case when ρ is the usual Euclidean norm,
we also consider the singular integral above in weighted Triebel–Lizorkin spaces for some
appropriate weights.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
For 0 < β1  β2  · · ·  βn and for each nonzero x ∈ Rn , the function F (x, t) =∑ni=1 t−2βi x2i is a strictly decreasing
function of t > 0. Therefore, there exists a unique value of t which satisﬁes the equation F (x, t) = 1. If we deﬁne ρ(x) = t
and ρ(0) = 0, then it follows from [8,15] that ρ is a metric on Rn . It is well known that (Rn,ρ) is a homogeneous group
which admits a family of dilations δt = exp(B log t) such that ρ(δt x) = tρ(x), t > 0. Here B is a diagonalizable linear operator
with positive eigenvalues β1, β2, . . . , βn . By a change of variables to polar coordinates, each nonzero x ∈ Rn can be written
as x = δρ(x′) (x′ = x/|x|). Thus there is a unique Radon measure (see [8], [9, p. 14]) dσ˜ (x′) = J (x′)dσ(x′), where J (x′) =
β1x′21 + · · · + βnx′2n is a C∞ function on Sn−1 which is bounded below and above by β1 and βn , respectively.
Now let K (x) = Ω(x′)ρ−β(x), where Ω(x′) is a function deﬁned on Sn−1 and β =∑ni=1 βi . The following result has been
obtained by E. Fabes and N. Rivière.
Theorem 1.1. (See [8].) If Ω ∈ C1(Sn−1) satisﬁes the cancellation condition∫
Sn−1
Ω(x′) J (x′)dσ(x′) = 0,
then the singular integral K ∗ f is bounded in Lp(Rn) for 1 < p < ∞, f ∈ Lp(Rn).
Subsequently, A. Nagel, N. Rivière, and S. Wainger [12] improved the above theorem by weakening the regularity condi-
tion on Ω as follows.
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‖K ∗ f ‖p  C‖ f ‖p for 1 < p < ∞.
The purpose of this paper is to investigate the singular integral






in Triebel–Lizorkin spaces. Moreover we study the singular integral




|y|n f (x− y)dy
in weighted Triebel–Lizorkin spaces for some classes of radial weights.
Here, Ω ∈ L log+ L(Sn−1) and h is a measurable, locally integrable function deﬁned on R+ = (0,∞). Note that if Ω ∈
H1(Sn−1), where H1(Sn−1) is the Hardy space on the unit sphere Sn−1, then even the singular integral T f may not be
bounded in the unweighted Triebel–Lizorkin spaces (see [5]).
Observe that when β1 = · · · = βn = 1, then the function ρ becomes the usual Euclidean norm, ρ(y) = |y|, and thus
 f = T f . Finally, we also consider Marcinkiewicz integrals in some weighted function spaces. We state some deﬁnitions

















 A < ∞.
Here |Q | denotes the Lebesgue measure of the cube Q in Rn . Note that Ap is the class of all weights w  0 for which
the Hardy–Littlewood maximal operator M is bounded on Lp(w). A1 is the class of weights w  0 for which M satisﬁes a
weak-type estimate on L1(w), i.e., Mw(x) Cw(x) a.e. for some positive constant C (see [11,13], etc.).
Now let A˜ p(R+) denote the class of all radial weights w(x) such that w(x) = w(|x|) = v1(|x|)v1−p2 (|x|), where either
vi ∈ A1(R+) and is decreasing or v2i ∈ A1(R+), i = 1,2 (see [6]).
By (8) in [6], the Hardy–Littlewood maximal function Mf (x) is bounded on Lp(w) for w ∈ A˜ p(R+) and for all p > 1. Thus
if w ∈ A˜ p(R+), then w ∈ Ap(Rn) (see [13]). Moreover, by the properties of Ap weights and by the deﬁnition of A˜ p(R+), we
observe the following facts:
(a) w ∈ A˜ p(R+) ⇔ w1−p′ ∈ A˜ p′ (R+), 1 < p < ∞,
(b) w ∈ A˜ p(R+) ⇒ ∃ > 0  w1+ ∈ A˜ p(R+), 1 < p < ∞,
(c) w ∈ A˜ p(R+) ⇒ ∃ > 0  w ∈ A˜ p−(R+), 1< p < ∞, and
(d) w ∈ A˜ p(R+) ⇒ w ∈ A˜q(R+) for 1< p < q < ∞.
2.2. The weighted Triebel–Lizorkin space F˙α,wp,q (R
n)
Fix a radial Schwartz function Φ ∈ S (Rn) such that supp Φˆ ⊂ {ξ ∈ Rn: 12  |ξ |  2}, Φˆ(ξ)  0, Φˆ(ξ)  c > 0, if 35 
|ξ | 53 . Denote Φˆt(ξ) = Φˆ(tξ), t ∈ R, so that Φt(x) = t−nΦ(x/t), x ∈ Rn . For 1 < p,q < ∞, α ∈ R, and w(x) ∈ Ap(Rn), the
weighted homogeneous Triebel–Lizorkin space F˙α,wp,q (R
n) is the space of all tempered distributions f ∈ S ′(Rn) with the
norm deﬁned by



















The weighted homogeneous Besov–Lipschitz space B˙α,wp,q (R
n) is the space of all tempered distributions f ∈ S ′(Rn) with the
norm deﬁned by





∥∥Φt ∗ f (x)∥∥Lp(w))q dtt
)1/q
< ∞.
See [3,4,10,16] for more information on this subject. We will denote the unweighted homogeneous Triebel–Lizorkin space
and the unweighted homogeneous Besov space by the symbols F˙αp,q(R
n) and B˙αp,q(R
n), respectively. Observe that by inter-
polation, ( F˙αop,qo (R
n), F˙α1p,q1 (R
n))θ,q = B˙αp,q(Rn) (see [16, pp. 64, 244]). Also, it is well known that S (Rn) is dense in both
F˙αp,q(R
n) and B˙αp,q(R
n) for α ∈R, 1 < p,q < ∞ (see [16, p. 240]).
Let Hpw(R
n) denote the weighted Hardy space of all tempered distributions f ∈ S ′(Rn) for which
‖ f ‖Hpw (Rn) =
∥∥∥sup
t>0




where ψ is a ﬁxed function in S (Rn),
∫
Rn
ψ(x)dx = 1, and ψt(x) = t−nψ(x/t). By [3], we know that F˙ 0,wp,2 (Rn) = Hpw(Rn)
(modulo polynomials), w ∈ A∞(Rn). Moreover, if 1 < p < ∞ and w ∈ Ap(Rn), then Hpw(Rn) = Lp(w) (see [3]).









Let R+ denote the interval (0,∞). For 1 < p < ∞, let p′ stand for the conjugate of p, i.e., 1p + 1p′ = 1. For 1 < q < ∞, let
Cq(R+) denote the class of all measurable, locally integrable functions b such that supR>0{ 1R
∫ R
0 |b(r)|q dr} < ∞. Note that
L∞(R+) ⊂ Cq(R+), 1 < q < ∞. Let h be a measurable function deﬁned on R+ and let Ω ∈ L(log L+)(Sn−1). For a Schwartz
function f ∈ S (Rn) (n 2), we deﬁne the singular integrals T f and  f as




|y|n f (x− y)dy
and






where β =∑ni=1 βi , and 0 < β1  β2  · · · βn . Also we deﬁne the function μΩ,q( f ) by










|y|n−1 f (x− y)dy.
Observe that μΩ,2( f ) is the usual Marcinkiewicz integral. We now state our results.
Theorem 1. Let Ω ∈ L(log L+)(Sn−1) (n 2) satisfy the mean value zero property∫
Sn−1
Ω(v)dσ(v) = 0.
Suppose h ∈ L∞(R+).
If w(|x|) ∈ A˜ p/q(R+), then
‖T f ‖ F˙α,wp,q (Rn)  C‖ f ‖ F˙α,wp,q (Rn) for 1 < q p < ∞, α ∈R.
If w(|x|)1−p′ ∈ A˜ p′/q′ (R+), then
‖T f ‖ F˙α,wp,q (Rn)  C‖ f ‖ F˙α,wp,q (Rn) for 1 < p < q < ∞, α ∈R.
If h ∈ Cq˜(R+), q˜ = max{q′,2}, then
‖T f ‖ F˙αp,q(Rn)  C‖ f ‖ F˙αp,q(Rn) for 1 < p,q < ∞, α ∈R, and
‖T f ‖B˙αp,q(Rn)  C‖ f ‖B˙αp,q(Rn) for 1< p,q < ∞, α ∈R.
906 H.V. Le / J. Math. Anal. Appl. 345 (2008) 903–916Theorem 2. Let h ∈ Cq˜(R+), where q˜ =max{q′,2}. Let Ω ∈ L(log L+)(Sn−1) (n 2) satisfy the mean value zero property∫
Sn−1
Ω(v) J(v)dσ(v) = 0,
where J (v) = β1v21 + · · · + βnv2n, v = (v1, . . . , vn) ∈ Sn−1 . Then
‖ f ‖ F˙αp,q(Rn)  C‖ f ‖ F˙αp,q(Rn) for 1 < p,q < ∞, α ∈R, and
‖ f ‖B˙αp,q(Rn)  C‖ f ‖B˙αp,q(Rn) for 1< p,q < ∞, α ∈R,
provided that 0 < β1 < β2 < · · · < βn. The above results also hold if 0 < β1 = β2 = · · · = βn.
Theorem 3. Let h ∈ L∞(R+) and let Ω be given as in Theorem 1. If w(|x|) ∈ A˜ p/q(R+), then∥∥μΩ,q( f )∥∥Lp(w)  C‖ f ‖ F˙ 0,wp,q (Rn) for 1 < q p < ∞.
If w(|x|)1−p′ ∈ A˜ p′/q′ (R+), then∥∥μΩ,q( f )∥∥Lp(w)  C‖ f ‖ F˙ 0,wp,q (Rn) for 1 < p < q < ∞.
In particular, ‖μΩ,2( f )‖Lp(w)  C‖ f ‖Lp(w) for 1< 2 p < ∞ if w ∈ A˜ p/2(R+) and for 1< p < 2 if w−p′/p ∈ A˜ p′/2(R+).
Remarks. 1. By inspecting inequalities (17)–(18) and (46)–(47) in the proofs of these theorems, we infer that for the un-
weighted case w = 1, the condition h ∈ L∞(R+) can be relaxed to h ∈ Cq˜(R+), q˜ = max{q′,2}. For example, the hypothesis
of h in Theorem 3 can be weakened to h ∈ Cq˜(R+) for the unweighted case w = 1.
2. Note that the above theorems cover the case h(x) = ei|x|γ (γ > 0), which is very popular in the literature.
The following lemma can be found in [1].
Lemma 1. (See [1].) Let Ω ∈ L(log L+)(Sn−1) (n 2) satisfy the mean value zero property∫
Sn−1
Ω(v)dσ(v) = 0.
For m ∈N, let Em = {y′ ∈ Sn−1: 2m < |Ω(y′)| 2m+1}.
Let A(Ω) = {m ∈N: σ(Em) > 2−4m}. Then Ω has a decomposition




where Ωo , Ωm (m ∈ A(Ω)) all satisfy the cancellation condition above and
‖Ωo‖L2(Sn−1)  C, ‖Ωo‖L1(Sn−1)  C,
‖Ωm‖L2(Sn−1)  C22m‖Ω‖L1(Em), ‖Ωm‖L1(Sn−1)  C‖Ω‖L1(Em) for all m ∈ A(Ω).
For the rest of this paper, the letter C denotes a positive constant, which may vary at different occurrences. However, it
does not depend on any essential variable. It should be remarked that the proof of Theorem 1 below involves some basic
ideas in [5]. Note also that in this proof of Theorem 1, only one inequality (see (18) in Lemma 3) requires h ∈ L∞(R+). Since
L∞(R+) ⊂ Cq˜(R+), we will prove for most parts of Theorem 1 under the weaker assumption h ∈ Cq˜(R+).
4. Proof of Theorem 1
The decomposition of Ω in Lemma 1 of [1] naturally induces the decomposition of the corresponding operators:









|y|n f (x− y)dy, (1)
and similar deﬁnition for To f (x) (with Ωo in place of Ωm).
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‖To f ‖ F˙α,wp,q (Rn)  C‖ f ‖ F˙α,wp,q (Rn), and (2)
‖Tm f ‖ F˙α,wp,q (Rn)  Cm‖Ω‖L1(Em)‖ f ‖ F˙α,wp,q (Rn) (3)
for 1 < q  p < ∞, α ∈ R if w(|x|) ∈ A˜ p/q(R+); and for 1 < p < q < ∞, α ∈ R if w(|x|)1−p′ ∈ A˜ p′/q′ (R+). An application of
Minkowski’s inequality will yield that
‖T f ‖ F˙α,wp,q (Rn)  ‖To f ‖ F˙α,wp,q (Rn) +
∑
m∈A(Ω)











)‖ f ‖ F˙α,wp,q (Rn)
for 1 < q  p < ∞, α ∈ R if w(|x|) ∈ A˜ p/q(R+); and for 1 < p < q < ∞, α ∈ R if w(|x|)1−p′ ∈ A˜ p′/q′ (R+). We ﬁrst prove
inequality (3).
We choose a real-valued, radial function φ ∈ S (Rn) such that supp φˆ ⊂ {ξ ∈ Rn: 12  |ξ |  2}, φˆ(ξ)  0, φˆ(ξ)  c > 0,
if 35  |ξ |  53 ; and for all ξ = 0,
∫
R
|φˆ2t (ξ)|2 dt = 1, where φˆ2t (ξ) = φˆ(2tξ), t ∈ R. Note that φ2t (x) = 2−ntφ(2−t x), x ∈ Rn .
Denote S2t f = φ2t ∗ f . Then for f ∈ S (Rn), f =
∫
R
S2t (S2t f )dt and f =m
∫
R
S2mt (S2mt f )dt for any ﬁxed m ∈N.
For f ∈ S (Rn) and for each ﬁxed x ∈Rn , we have











(|y|) f (x− y)dy dt ≡ ∫
R
σ2mt ∗ f (x)dt,
where














We have the following estimates for σˆ2mt (ξ).
Lemma 2.∣∣σˆ2mt (ξ)∣∣ C‖Ω‖L1(Em)∣∣2m(t+1)ξ ∣∣, (4)∣∣σˆ2mt (ξ)∣∣ Cm‖Ω‖L1(Em)∣∣2mtξ ∣∣−1/8m. (5)






∣∣Ωm(y′)(ei|ξ |r(ξ ′·y′) − 1)∣∣dσ(y′)∣∣h(r)∣∣dr
r
 C |ξ |‖Ω‖L1(Em)
2m(t+1)∫
2mt
∣∣h(r)∣∣dr  C‖Ω‖L1(Em)∣∣2m(t+1)ξ ∣∣.
















































∣∣I(ξ ; y′, y˜)∣∣dσ(y′)dσ( y˜),
2 S S ×S
908 H.V. Le / J. Math. Anal. Appl. 345 (2008) 903–916where I(ξ ; y′, y˜) = ∫ 2m(t+1)2mt ei|ξ |rξ ′·(y′− y˜) drr . It is clear that∣∣I(ξ ; y′, y˜)∣∣ Cm. (6)
Thus
∣∣σˆ2mt (ξ)∣∣ Cm‖Ω‖L1(Em). (7)
On the other hand, integrating I(ξ ; y′, y˜) by parts yields |I(ξ ; y′, y˜)|  C |2mtξ |−1|ξ ′ · (y′ − y˜)|−1, which together with in-
equality (6) implies that |I(ξ ; y′, y˜)| Cm|2mtξ |−1/4|ξ ′ · (y′ − y˜)|−1/4. It follows that
∣∣σˆ2mt (ξ)∣∣ Cm∣∣2mtξ ∣∣−1/8‖Ωm‖L2(Sn−1)  Cm22m∣∣2mtξ ∣∣−1/8‖Ω‖L1(Em). (8)



























S2m(t+s) (σ2mt ∗ S2m(t+s) f )dt. (10)
Note that




























































where S˜2m(t+s) is the dual operator of S2m(t+s) . That is, S˜2m(t+s) g(x) = S2m(t+s) (g˜)(−x), and g˜(x) = g(−x). Taking the supremum

















Substituting p = q = 2 and w = 1 in (12), we obtain





∣∣2−m(t+s)ασˆ2mt (ξ)φˆ(2m(t+s)ξ) fˆ (ξ)∣∣2 dξ dt, (13)
where Dt+s = {ξ ∈Rn: 1  |2m(t+s)ξ | 2}.2
H.V. Le / J. Math. Anal. Appl. 345 (2008) 903–916 909If s 1, inequalities (4), (11) and (13) yield






∣∣2−m(t+s)αφ2m(t+s) ∗ f (x)∣∣2 dt dx
)1/2
 C‖Ω‖L1(Em)2−m(s−1)‖ f ‖ F˙α2,2(Rn). (14)
If s < 1, using inequality (5) in Lemma 2, inequality (13) becomes
‖Tm,s f ‖ F˙α2,2(Rn)  Cm‖Ω‖L1(Em)2
s/8‖ f ‖ F˙α2,2(Rn). (15)
In order to estimate the norm ‖Tm,s f ‖ F˙α,wp,q (Rn) , we need the following lemma.
Lemma 3. Denote Lt( f )(x) =
∫
Rn
|Ωm(y′)||y|n f (x− y)χ2mt (|y|)dy, and denote L˜t the dual operator of Lt , i.e., L˜t( f )(x) = Lt( f˜ )(−x),
where f˜ (x) = f (−x) and t ∈R. Then∣∣σ2mt ∗ S2m(t+s) f (x)∣∣ Cm1/q′ ‖Ω‖1/q′L1(Em)(Lt(|S2m(t+s) f |q)(x))1/q, (16)
‖σ2mt ∗ S2m(t+s) f ‖Lq(Rn)  Cm‖Ω‖L1(Em)‖S2m(t+s) f ‖Lq(Rn)
(




‖σ2mt ∗ S2m(t+s) f ‖Lq(w)  Cm‖Ω‖L1(Em)‖S2m(t+s) f ‖Lq(w)
(




















By Hölder’s inequality, we have


























This proves inequality (16). By integrating (16) directly, we obtain ‖σ2mt ∗ S2m(t+s) f ‖Lq(Rn)  Cm‖Ω‖L1(Em)‖S2m(t+s) f ‖Lq(Rn) ,
which is the desired inequality (17).
Now if h ∈ L∞(R+), then we have























∣∣ f (x− τ y′)∣∣dτ
}
≡ 2mMy′ S2m(t+s) f (x), for all t ∈R.
Here My′ S2m(t+s) f (x) is the Hardy–Littlewood maximal function in the direction y
′ ∈ Sn−1. Thus
∣∣σ2mt ∗ S2m(t+s) f (x)∣∣ Cm‖h‖∞
∫
Sn−1
∣∣Ωm(y′)∣∣My′ S2m(t+s) f (x)dσ(y′).
By Minkowski’s inequality, it follows that
‖σ2mt ∗ S2m(t+s) f ‖Lq(w)  Cm
∫
Sn−1
∣∣Ωm(y′)∣∣‖My′ S2m(t+s) f ‖Lq(w) dσ(y′) Cm
∫
Sn−1
∣∣Ωm(y′)∣∣‖S2m(t+s) f ‖Lq(w) dσ(y′)
 Cm‖Ω‖L1(E )‖S2m(t+s) f ‖Lq(w),m
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Inequality (18) is proved.
It remains to prove inequality (19). Using the same technique as in the proof of inequality (18), we obtain
supt∈R Lt(| f |)(x)  Cm
∫
Sn−1 |Ωm(y′)|My′ f (x)dσ(y′). Recall that by (8) in [6], My′ f is bounded in Lp(w) for 1 < p < ∞,
w ∈ A˜ p(R+); and the bound is independent of the direction vector y′ ∈ Sn−1. Hence an application of Minkowski’s inequal-
ity yields (19). Lemma 3 is proved. 
We now estimate the norm ‖Tm,s f ‖ F˙α,wp,q (Rn) . When p = q, inequalities (11), (12) and (18) imply that





∣∣2−m(t+s)α S2m(t+s) f (x)∣∣q dt w dx
)1/q
 Cm‖Ω‖L1(Em)‖ f ‖ F˙α,wq,q (Rn). (20)
If p > q, inequality (12) implies that there exists a non-negative function g ∈ Lr′ (w1−r′ ) (r = p/q) with unit norm such that























































where the second and the last inequalities follow from Lemma 3.
Therefore ‖Tm,s f ‖ F˙α,wp,q (Rn)  Cm‖Ω‖L1(Em)‖ f ‖ F˙α,wp,q (Rn) for 1 < q < p < ∞, α ∈ R, w ∈ A˜ p/q(R+), which together with
inequality (20) yields




Now set q = 2 and w = 1 in (21) and by applying duality, we obtain
‖Tm,s f ‖ F˙αp,2(Rn)  Cm‖Ω‖L1(Em)‖ f ‖ F˙αp,2(Rn) for 1 < p < ∞, α ∈R. (22)
Interpolating (14)–(22) and (15)–(22) (with w = 1) yields
‖Tm,s f ‖ F˙αp,2(Rn)  Cm‖Ω‖L1(Em)2
−m(s−1)θ1‖ f ‖ F˙αp,2(Rn) (23)
for 0 < θ1  1, s 1, 1 < p < ∞, α ∈R, and
‖Tm,s f ‖ F˙αp,2(Rn)  Cm‖Ω‖L1(Em)2
sδ1‖ f ‖ F˙αp,2(Rn) (24)
for 0 < δ1  1/8, s < 1, 1< p < ∞, α ∈R.
Interpolating (21)–(23) and (21)–(24) (with w = 1) yields
‖Tm,s f ‖ F˙αp,q(Rn)  Cm‖Ω‖L1(Em)2−m(s−1)θ2‖ f ‖ F˙αp,q(Rn) (25)
for 0 < θ2  θ1  1, s 1, 1 < q p < ∞, α ∈R, and
‖Tm,s f ‖ ˙ α n  Cm‖Ω‖L1(E )2sδ2‖ f ‖ ˙ α n (26)F p,q(R ) m Fp,q(R )
H.V. Le / J. Math. Anal. Appl. 345 (2008) 903–916 911for 0 < δ2  δ1  1/8, s < 1, 1 < q p < ∞, α ∈R. Since p  q > 1, w ∈ A˜ p/q(R+) ⇒ w ∈ A˜ p(R+), and thus there exists an






 Cm‖Ω‖L1(Em)‖ f ‖ F˙α,w1+p,q (Rn) for 1< q p < ∞, α ∈R. (27)
Interpolating (25)–(27) and (26)–(27) with the same p and q but change of measures (see [2,14]) yields
‖Tm,s f ‖ F˙α,wp,q (Rn)  Cm‖Ω‖L1(Em)2−m(s−1)θ3‖ f ‖ F˙α,wp,q (Rn) (28)
for s 1, 0 < θ3 = θ21+ < 1, 1 < q p < ∞, α ∈R, and
‖Tm,s f ‖ F˙α,wp,q (Rn)  Cm‖Ω‖L1(Em)2sδ3‖ f ‖ F˙α,wp,q (Rn) (29)
for s < 1, 0 < δ3 = δ21+ < 1, 1< q p < ∞, α ∈R. It follows from (9), (28) and (29) that
‖Tm f ‖ F˙α,wp,q (Rn) 
∫
R
‖Tm,s f ‖ F˙α,wp,q (Rn) ds Cm‖Ω‖L1(Em)‖ f ‖ F˙α,wp,q (Rn) (30)
for 1 < q p < ∞, α ∈R, and w ∈ A˜ p/q(R+).
We deﬁne the truncated singular integral T m f by








|y|n f (x− y)dy
where h(|y|) = h(|y|)χ(|y|), and χ(|y|) is the characteristic function deﬁned on the set {y ∈ Rn: |y| > }. Note that if









∣∣h(r)∣∣q dr  C < ∞,
for some positive constant C which is independent of  > 0. Thus it follows from (30) that∥∥T m f ∥∥ F˙α,wp,q (Rn)  Cm‖Ω‖L1(Em)‖ f ‖ F˙α,wp,q (Rn) (31)
for 1 < q p < ∞, α ∈R, w ∈ A˜ p/q(R+), and C is independent of  > 0.
Now suppose w1−p′ ∈ A˜ p′/q′(R+) with 1 < p < q < ∞. An application of duality to inequality (31) yields ‖T m f ‖ F˙α,wp,q (Rn) 
Cm‖Ω‖L1(Em)‖ f ‖ F˙α,wp,q (Rn) for 1 < p < q < ∞, α ∈ R, and the constant C is again independent of  > 0. Passing to the limit
as  → 0, we ﬁnally obtain ‖Tm f ‖ F˙α,wp,q (Rn)  Cm‖Ω‖L1(Em)‖ f ‖ F˙α,wp,q (Rn) for 1 < p < q < ∞, α ∈R, and w1−p
′ ∈ A˜ p′/q′ (R+).
For the unweighted case, simply set w = 1 and apply inequality (17) instead of (18). Inequality (3) is proved.
It remains to prove inequality (2). However the proof of this inequality is essentially the same as the proof of (3). Simply
set m = 1 and replace Ωm by Ωo in the proof of (3), we obtain (2). The proof of Theorem 1 is complete.
5. Proof of Theorem 2
We ﬁrst prove the following lemma.
Lemma 4. Let Ω ∈ L(log L+)(Sn−1) (n 2) satisfy the mean value zero property∫
Sn−1
Ω(v) J(v)dσ(v) = 0.
For m ∈N, let Em = {y′ ∈ Sn−1: 2m < |Ω(y′)| 2m+1}. Let A(Ω) = {m ∈N: σ(Em) > 2−4m}. Then Ω has a decomposition




where Ωo , Ωm (m ∈ A(Ω)) all satisfy the cancellation condition above and
‖Ωo‖L2(Sn−1)  C, ‖Ωo‖L1(Sn−1)  C,
‖Ωm‖L2(Sn−1)  C22m‖Ω‖L1(Em), ‖Ωm‖L1(Sn−1)  C‖Ω‖L1(Em) for all m ∈ A(Ω).
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σ(Sn−1) = 1. For m ∈ N, let Em = {y′ ∈ Sn−1: 2m < |Ω(y′)|  2m+1}. Let A(Ω) = {m ∈ N: σ(Em) > 2−4m}. For each
m ∈ A(Ω), let










am dσ = 0, (32)
‖am‖L1(Sn−1)  2 and (33)
‖am‖L2(Sn−1)  22m+2. (34)
Let Ω˜o = ‖ J‖1Ω − ∑m∈A(Ω) ‖ J‖∞‖Ω‖L1(Em)am ≡ ‖ J‖1Ω − ∑m∈A(Ω) Ω˜m . Then it is clear that ∫Sn−1 Ω˜o dσ = 0, and
‖Ω˜o‖L2(Sn−1)  C , which implies that ‖Ω˜o‖L1(Sn−1)  C .
Now let Ωo = ‖ J‖−1Ω˜o , and let Ωm = ‖ J‖−1Ω˜m . We then have a decomposition




where Ωo and Ωm (m ∈ A(Ω)) all satisfy the desired conclusions as stated in the lemma. Lemma 4 is proved. 
The decomposition of Ω in Lemma 4 naturally induces the decomposition of the corresponding operators:










f (x− y)dy, (35)
and similar deﬁnition for o f (x) (with Ωo in place of Ωm). It suﬃces to show that
‖o f ‖ F˙αp,q(Rn)  C‖ f ‖ F˙αp,q(Rn), and (36)
‖m f ‖ F˙αp,q(Rn)  Cm‖Ω‖L1(Em)‖ f ‖ F˙αp,q(Rn) for 1 < p,q < ∞, and α ∈R. (37)
Since the proofs of inequalities (36) and (37) are basically the same, we will only prove (37).
We choose a function φ ∈ S (Rn) such that supp φˆ ⊂ {ξ ∈ Rn: 12  ρ(ξ)  2}, 0  φˆ(ρ(ξ))  1, φˆ(ρ(ξ))  c > 0 if
3
5  ρ(ξ) 
5
3 ; and for all ξ = 0,
∫
R
φˆ2(2tρ(ξ))dt = 1. Deﬁne ψ on Rn by ψˆ(ξ) = φˆ(ρ(ξ)). For τ > 0, we denote the
diagonal matrix Bτ = diag[τβ1 , . . . , τ βn ]. For t ∈ R, deﬁne ψ2t by ψ2t (x) = 2−βψ(B2−t x), where β =
∑n
i=1 βi . Note that
ψˆ2t (ξ) = φˆ(2tρ(ξ)). Denote S2t f = ψ2t ∗ f . Then for f ∈ S (Rn), f =
∫
R
S2t (S2t f )dt and f = m
∫
R
S2mt (S2mt f )dt for any
ﬁxed m ∈N. For f ∈ S (Rn) and for each ﬁxed x ∈Rn , we have
















f (x− y)dy ≡
∫
R
σ2mt ∗ f (x)dt,





χ2mt (ρ(y)) f (x− y)dy and χ2mt (ρ(y)) is the characteristic function on the set {y ∈ Rn:











We have the following estimates for σˆ2mt (ξ).
Lemma 5.∣∣σˆ2mt (ξ)∣∣ Cm‖Ω‖L1(Em) min{|B2m(t+1) ξ |, |B2mt ξ | −14nm }.



























∣∣(eiξ ·Bρ y′ − 1)Ωm(y′) J (y′)∣∣dσ(y′)∣∣h(ρ)∣∣dρ
ρ





 Cm‖Ω‖L1(Em)|B2m(t+1) ξ |.




















∣∣K (ξ ; y′, y˜)∣∣ J (y′) J¯ ( y˜)dσ(y′)dσ( y˜),
where
K (ξ ; y′, y˜) =
2m(t+1)∫
2mt
eiBρξ ·(y′− y˜) dρ
ρ
. (38)
It is clear that |K (ξ ; y′, y˜)| Cm. On the other hand,




















2− jβ1/n|B2mt ξ |−1/n
∣∣η · (y′ − y˜)∣∣−1/n  Cm|B2mt ξ |−1/n∣∣η · (y′ − y˜)∣∣−1/n,
where η = B2mt ξ|B2mt ξ | , and the next to last inequality follows from Theorem 1 of [15]. Thus
∣∣K (ξ ; y′, y˜)∣∣ Cmmin{1, |B2mt ξ |−1/n∣∣η · (y′ − y˜)∣∣−1/n} Cm|B2mt ξ |−1/2n∣∣η · (y′ − y˜)∣∣−1/2n.
By Hölder’s inequality,
∣∣σˆ2mt (ξ)∣∣2  Cm‖ J‖2∞
( ∫ ∫
Sn−1×Sn−1
∣∣Ωm(y′)Ω¯m( y˜)∣∣2 dσ(y′)dσ( y˜)
)1/2( ∫ ∫
Sn−1×Sn−1
∣∣K (ξ ; y′, y˜)∣∣2 dσ( y˜))1/2
 Cm2‖Ωm‖2L2(Sn−1)|B2mt ξ |−1/2n.
Therefore |σˆ2mt (ξ)|  Cm22m‖Ω‖L1(Em)|B2mt ξ |−1/4n . Also, by a direct integration, |σˆ2mt (ξ)|  Cm‖Ω‖L1(Em) , which together
with the above inequality implies that |σˆ2mt (ξ)| Cm‖Ω‖L1(Em)|B2mt ξ |
−1
4nm . Consequently,
∣∣σˆ2mt (ξ)∣∣ Cm‖Ω‖L1(Em) min{|B2m(t+1) ξ |, |B2mt ξ | −14nm }.
Lemma 5 is proved. 
Now observe that the remaining part of this proof is essentially similar to that of Theorem 1. We just need to verify that
inequalities (14)–(15) and Lemma 3 in the proof of Theorem 1 still hold in this case (with the weight w = 1). Recall that
S2t f = ψ2t ∗ f , and ψˆ2t (ξ) = φˆ(2tρ(ξ)). From (13), we infer that



















∣∣2−m(t+s)ασˆ2mt (Bρξ ′)φˆ(2m(t+s)ρ) fˆ (Bρξ ′)∣∣2ρβ−1 J (ξ ′)dσ(ξ ′)dρ dt,
where Δt+s = {ξ ∈Rn: 12  2m(t+s)ρ(ξ) 2} and Dt+s = {ρ ∈R+: 12  2m(t+s)ρ  2}.
If s 1, the ﬁrst inequality of Lemma 5 and inequality (11) imply that






∣∣2−m(t+s)αψ2m(t+s) ∗ f (x)∣∣2 dt dx
)1/2
 Cm‖Ω‖L1(Em)2−m(s−1)β1‖ f ‖ F˙α2,2(Rn). (39)
If s < 1, the second inequality of Lemma 5 and inequality (11) imply that
‖m,s f ‖ F˙α2,2(Rn)  Cm‖Ω‖L1(Em)2
sβ1
4n ‖ f ‖ F˙α2,2(Rn). (40)
It should be remarked that the truncated singular integral in the proof of Theorem 1 should be replaced by















where h(ρ(y)) = h(ρ(y))χ(ρ(y)), and χ(ρ(y)) is the characteristic function deﬁned on the set {y ∈ Rn: ρ(y) > }. It
remains to check Lemma 3. We replace Lemma 3 by the following lemma.





f (x− y)χ2mt (ρ(y))dy. Let L˜t denote the dual operator of Lt , i.e., L˜t( f )(x) = Lt( f˜ )(−x),
where f˜ (x) = f (−x) and t ∈R. Then
∣∣σ2mt ∗ S2m(t+s) f (x)∣∣ Cm1/q′ ‖Ω‖1/q′L1(Em)(Lt(|S2m(t+s) f |q)(x))1/q, (41)





 Cm‖Ω‖L1(Em)‖ f ‖Lp(Rn) for 1< p < ∞. (43)
Proof. Note that









S2m(t+s) f (x− y)dy.
By Hölder’s inequality,














∣∣S2m(t+s) f (x− y)∣∣qχ2mt (ρ(y))dy
)1/q







‖σ2mt ∗ S2m(t+s) f ‖Lq(Rn)  Cm‖ J‖∞‖Ω‖L1(Em)‖S2m(t+s) f ‖Lq(Rn)  Cm‖Ω‖L1(Em)‖S2m(t+s) f ‖Lq(Rn).
By a change of variables to polar coordinates, we have
Lt
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2m(t+1)∫
2mt
















∣∣ f (x− Bρ y′)∣∣dρ
}
for all t ∈R. Note also that the expression on the right-hand side of the above inequality is bounded in Lp(Rn) for 1 < p <
∞, and the bound is independent of the unit vector y′ ∈ Sn−1 (see [7, Corollary 5.1]). Therefore, ‖supt∈R Lt(| f |)‖Lp(Rn) 
Cm‖Ω‖L1(Em)‖ f ‖Lp(Rn) for 1< p < ∞. Lemma 6 is proved. 
Finally observe that the estimate of the function K (ξ ; y′, y˜) in Eq. (38) and Corollary 5.1 of [7] both rely on Theorem 1
[15], which in turn require all coeﬃcients βi (1 i  n) to be distinct. However, the estimate of the function K (ξ ; y′, y˜) and
Corollary 5.1 of [7] still hold for the case 0 < β1 = β2 = · · · = βn . The proof of Theorem 2 is complete.
6. Proof of Theorem 3
We deﬁne FΩm (x, t) and μΩm,q( f ) in the same manner as FΩ(x, t) and μΩ,q( f ) respectively with Ωm in place of Ω
(see Section 3). Since the proof of this theorem is essentially similar to the proof of Theorem 1, we will only outline some
necessary steps in order to obtain the following inequality: ‖μΩm,q( f )‖Lp(w)  Cm‖Ω‖L1(Em)‖ f ‖ F˙ 0,wp,q (Rn) for 1 < q  p < ∞
if w(|x|) ∈ A˜ p/q(R+), and for 1 < p < q < ∞ if w(|x|)1−p′ ∈ A˜ p′/q′(R+).
For a ﬁxed m ∈N, deﬁne the measures {σ2mt }t∈R by




|y|n−1 f (x− y)dy.
Then μΩm,q( f )(x) ∼m1/q(
∫
R
|σ2mt ∗ f (x)|q dt)1/q . Moreover, by a similar calculation as in the proof of Theorem 1, we have
the following results
∣∣σˆ2mt (ξ)∣∣ C‖Ω‖L1(Em) min{∣∣2mtξ ∣∣, ∣∣2mtξ ∣∣−1/8m}, (44)∣∣σ2mt ∗ S2m(t+s) f (x)∣∣ C‖Ω‖1/q′L1(Em)(Nt(|S2m(t+s) f |q)(x))1/q, (45)
‖σ2mt ∗ S2m(t+s) f ‖Lq(Rn)  C‖Ω‖L1(Em)‖S2m(t+s) f ‖Lq(Rn)
(




‖σ2mt ∗ S2m(t+s) f ‖Lq(w)  C‖Ω‖L1(Em)‖S2m(t+s) f ‖Lq(w)
(













|y|n−1 f (x − y)dy, and S2m(t+s) f = φ2m(t+s) ∗ f . The function φ is as in the proof of The-
orem 1, except for a slight modiﬁcation that
∫
R
φˆ2t (ξ)dt = 1 for all ξ = 0 (instead of
∫
R
|φˆ2t (ξ)|2 dt = 1). Observe that
σ2mt ∗ f =m
∫
R
σ2mt ∗ S2m(t+s) f ds. By Minkowski’s inequality, we have
‖σ2mt ∗ f ‖Lq(R) m
∫
R





where Iq,s f (x) = m1/q(
∫
R
|σ2mt ∗ S2m(t+s) f (x)|q dt)1/q . Using similar arguments as in the proof of Theorem 1, we ob-
tain ‖Iq,s f ‖Lp(w)  C‖Ω‖L1(Em)2−δ|s|‖ f ‖ F˙ 0,wp,q (Rn) for some δ > 0, 1 < q  p < ∞, and w ∈ A˜ p/q(R+). It follows that for
1< q p < ∞,
‖σ2mt ∗ f ‖Lp(w,Lq(R)) m1/q′
∫
R
‖Iq,s f ‖Lp(w) ds Cm1/q′ ‖Ω‖L1(Em)‖ f ‖ F˙ 0,wp,q (Rn).
Thus
∥∥μΩm,q( f )∥∥Lp(w)  Cm1/q‖σ2mt ∗ f ‖Lp(w,Lq(R))  Cm‖Ω‖L1(Em)‖ f ‖ F˙ 0,wp,q (Rn)
for 1 < q p < ∞, w ∈ A˜ p/q(R+), and an application of duality yields the remaining result. Theorem 3 is proved.
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