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Abstract—In this paper, we study a compute-and-forward
(CAF) relaying scheme with low-density parity-check (LDPC)
codes, a special case of physical layer network coding, under the
quadrature phase shift keying (QPSK) modulation. The novelty
of this paper is the theoretical analysis of decoding performance
of the CAF scheme and traditional separation decoding (SD)
scheme with joint decoding or with successive interference
cancellation (SIC) decoding when the reception powers from
both senders are not equal but close to each other. First, we
study the decoding performance of linear random coding (LRC)
in the CAF scheme whose decoder is based on the degraded
channel. When rotation angles of constellations of two senders
are controlled, we show that they can achieve rates well beyond
the multiple access channel (MAC) with LRC with optimal
rotation angles. Second, we analyze the practical feasibility of
CAF using LDPC codes in terms of computational costs and
decoding performance of belief propagation (BP) decoders. The
calculation complexity of the BP decoder for the CAF scheme
is almost equal to that of the SIC BP decoder, and smaller than
the joint BP decoder in the SD scheme. Decoding performance
is evaluated by the asymptotic decodable region using density
evolution. The results show that, with code rate fixed, the CAF
scheme has better performance than the SD scheme with joint
BP decoding and SIC BP decoding in the high rate region.
I. INTRODUCTION
The advent of 5G wireless networks requires the de-
velopment of novel access techniques to enable a massive
increase in the number of users. Non-orthogonal multiple
access (NOMA) is recognised as an enabling technology as
it allows simultaneous access of users in time, frequency, and
waveform thus naturally increasing the number of active users
in a wireless network. The most widely proposed NOMA so
far exploits the power domain and uses successive interfer-
ence cancellation (SIC) with low-density parity-check (LDPC)
codes [1] because the maximum likelihood (ML) decoder
with SIC achieves the multiple access (MAC) capacity region
corners [2]. Performance of SIC decoding is poor when users
have comparable received SNRs. For this reason, strong and
weak users throughout the coverage need first to be clustered
and paired to ensure fair rate allocation [3]. This feature makes
the technique not fully optimal for general deployment since
fair clustering and pairing of strong and weak users is not
guaranteed. This is specially true in our scenarios of interest,
e.g., integrated wireless networks (see Fig. 1) where there may
Fig. 1. Uplink NOMA scenario with integrated wireless systems conveying
terminals of different capabilities and subnetworks with homogeneous or
heterogeneous SNRs.
Fig. 2. Uplink NOMA signals in the integrated wireless system with
illustrative cases of SD (left) and CAF (right) schemes.
be subnetworks with balanced or unbalanced SNRs within
and/or across the several subnetworks’ coverage. Furthermore,
traditional separation decoding (SD) is complex and not easy
to implement [4]. As a result, we envision different NOMA
techniques coordinately used in integrated wireless networks.
The NOMA technique that we propose exploits physical
layer network coding (PNC), a known capacity boosting
concept as proposed in [5], which we term as compute-and-
forward (CAF) scheme. In CAF, the receiver tries to decode
the modulo sum of the codewords sent from the transmitting
terminals. In Fig. 2, we show a simplified model called two-
way relay channel of an integrated wireless scenario in Fig.
1 for the two-user case. In this case, the terrestrial access
point and the satellite act as relays (R) and terminals A and
B are the terminals accessing the channel in the uplink. On the
left, the receiver performs SD scheme while on the right the
receiver employs the CAF scheme. The same technique has
already been proposed in [6]. This work combines the joint
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use of physical-layer network coding and practical multiuser
decoding for unbalanced SNRs scenarios. The work in [7]
considers the same problem and proposes a different decoding
technique based on [8] that improves outage and fairness.
The study [5] is based on lattice codes, whose practical
implementation is harder than conventional linear codes over
F2. While linear codes is studied in [6], it employs Reed-
Solomon code, whose performance is not so high.
Unlike those studies, for the practical feasibility of CAF, we
employ LDPC codes because a combination of LDPC codes
and belief propagation (BP) decoder has been proved to be
very powerful and effective for additive noise channels [9].
Sula et al. [10] discussed regular LDPC codes with a modified
BP decoding for CAF. Some of the authors [11] studied
how spatial-coupled LDPC codes improved the performance
for CAF. Its BP decoding has almost similar calculation
complexity as SIC BP decoding of SIC in the SD scheme.
These studies for LDPC codes were done through asymptotic
analysis of density evolution (DE) [12].
It should be emphasized that the preceding studies [10],
[11] address only the case when the powers of the signals from
both senders are the same while it is difficult to control the
powers of both signals to satisfy this condition. In addition,
they assumed the binary phase shift keying (BPSK) as modu-
lation, and treated only real-valued signals. For example, when
there is only one sender, the quadrature phase shift keying
(QPSK) modulation can be reduced to twice transmission in
the BPSK scheme. On the other hand, when there are two
senders, this reduction is not always possible because the
difference θ of rotation angles between the constellations of
two senders is not zero in general. We thus need to analyze the
CAF scheme on the complex plane if we consider a higher-
order modulation.
In this paper, to optimize the angle θ, under the SD and
CAF scheme, we focus on the mutual information rate with
the uniform prior distribution, which is called symmetric
information rate (SIR) because it expresses the transmission
rate using linear random coding (LRC). Optimizing the SIR
as the function of this angle, we clarify that the angle θ = 0
realizes the optimal SIR in the CAF scheme and that the angle
θ = pi/4 realizes almost the optimal SIR in the SD scheme.
As the next step, we explore the practical feasibility and
implementation of CAF using regular LDPC codes when θ =
0 but the signal powers from two senders A and B are not
the same. Then, we compare theoretical performances of the
CAF scheme (based on degraded channel as in [13]) and the
SD scheme for LRC and ML decoder. Also, we compare our
method with the SD scheme of regular LDPC codes and a
joint BP decoder when θ = 0 by using the preceding result
by Yedla et al. [4]. In addition, we compare it with the SD
scheme of regular LDPC codes of SIC BP decoder when θ =
0 or pi/4. These studies show that our method outperforms
the SD scheme with the LDPC codes when the powers of
both signals are not the same but are close to each other.
The work is organized as follows. Section II formulates our
CAF scheme as well as the SD scheme, and prepares several
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Fig. 3. QPSK modulations at terminal A (hA = 1, φA = 0; filled circles)
and B (hB = 0.6, φB = pi/4; filled squares) and received signal points at
relay R (open circles) in the noiseless case. Each label shows a bit sequence
corresponding to the signal point. As an example, when (X(2t−1)A , X
(2t)
A ) =
(0, 0) and (X(2t−1)B , X
(2t)
B ) = (1, 0), dotted arrows indicates the location
of the received signal point whose label is 10.
notions for our LDPC codes with CAF scheme. Section III
discusses the SIR as the function of the angle difference
θ between the constellation points. Section IV numerically
compares asymptotic decodable regions of the CAF scheme
based on a degraded channel and of the SD scheme with joint
decoding in both cases (the case of random coding and the
case of LDPC codes). Further, it compares our scheme with
the SD scheme with the SIC BP decoding of LDPC codes.
II. PRELIMINARIES
A. Signal models
We model the uplink of two terminals A and B to a
relay or access point R by using two transmission phases. In
both scenarios, we employ the QPSK modulation, in which,
possible values of input signals are limited to e
jφ√
2
(±1 ± j),
where rotation angle φ of the constellation is fixed for each
transmitter. Then, we divide the input signal into the real
and imaginary parts, that is, n transmissions with complex
signal can be converted to 2n transmissions with real signal.
In the first phase, the following MAC channel is available.
Let (X(2t−1)A , X
(2t)
A ) (resp. (X
(2t−1)
B , X
(2t)
B )) be a pair of
binary random variables with time index t. Using the binary-
bipolar conversion function µ : {0, 1} → {+1,−1} with
µ(x) = 1 − 2x, we apply the conversion µφ(x1, x2) =
ejφ√
2
(µ(x1)+ jµ(x2)) to (X
(2t−1)
A , X
(2t)
A ) with φ = φA (resp.
(X
(2t−1)
B , X
(2t)
B ) with φ = φB) before their transmission as
the QPSK modulation. The parameter θ := φA − φB plays
a key role in decoding performance. The terminals A and
B then transmit the modulated signals µφA(X
(2t−1)
A , X
(2t)
A )
and µφB (X
(2t−1)
B , X
(2t)
B ) to the air. The relay R observes a
received signal
Y (t) = hAµφA(X
(2t−1)
A , X
(2t)
A )
+ hBµφB (X
(2t−1)
B , X
(2t)
B ) +W
(t), (1)
where W (t) is a zero mean complex Gaussian random variable
with variance σ2 and hA, hB ≥ 0 respectively represent
reception power of terminals A and B. It is natural that
they have different values. For simplicity, we assume that
hA ≥ hB . Figure 3 shows an example of constellations at
two terminals and the received signal points at the relay R in
the noiseless case. In the second phase, the relay R transmits
a certain information to the respective terminals A and B by
using the conventional QPSK Gaussian channel. We discuss
two schemes. The first scheme called CAF scheme is given
as follows. In the first phase, both terminals A and B encode
their messages MA and MB in {0, 1}` to {0, 1}2n by using
the same linear code. After receiving the symbol Y (t) via the
channel (1), the relay R infers MA⊕MB ∈ {0, 1}` as correct
as possible, where the operator ⊕ represents the addition over
F2. This phase is called the MAC phase. The channel is ideal
if hA = hB = 1 though it is not the case in practice.
In the second phase of the CAF scheme, the relay R
broadcasts the estimate of MA⊕MB to both terminals. If
the estimate equals to the true value MA⊕MB , the terminal
A (resp. B) can retrieve MB (resp. MA) from MA⊕MB and
original MA (resp. MB). This phase is called the broadcast
phase. This scheme, i.e., wireless network coding [14] [15],
can be seen as the simplest case of the CAF technique [5].
Since the broadcast phase is simple transmission, it has larger
capacity than the MAC phase. We thus focus only on the MAC
phase as it is the bottleneck of this scheme.
In the second scheme called the SD scheme, at the first
phase, simultaneously, both terminals A and B encode their
messages MA and MB in {0, 1}` by using different linear
codes fA and fB , which map MA and MB into {0, 1}2n,
respectively. Here, the rotation angles φA and φB are set
to different values to maximize the transmission rate. Then,
the relay R decodes both messages MA and MB from the
superimposed signals. The first phase is the same as the
conventional MAC coding with the same transmission rate.
In the second phase, the relay R sends MA and MB to
the respective terminals. Since the second phase is simple
transmission, it has larger capacity than the first phase. Hence,
we focus only on the first phase even in the SD scheme.
B. Degraded Channel Model
In the CAF scheme, the two terminals A and B are assumed
to use the same code C ⊂ {0, 1}2n for their encoding. To infer
the modulo sum MA ⊕MB by a BP decoder, we use the
symbol log-likelihood ratio (LLR). However, the BP decoder
has too large calculation complexity when it is designed
from the LLR based on the true channel because the LLR
has a complicated form even for LDPC codes. To resolve
this problem, in the decoding step, we employ the following
degraded channel instead of the real channel.
We now consider a virtual channel whose input and output
symbols are Z(t) and Y (t), respectively. When Z(t
′) = 0,
we set X(t
′)
A = X
(t′)
B = 0 with probability 1/2, and set
X
(t′)
A = X
(t′)
B = 1 with probability 1/2 for t
′ = 1, . . . , 2n.
In addition, when Z(t
′) = 1, we set the remaining two cases
with probability 1/2.
In the remaining of this subsection, we set the angle
parameters φA and φB to the same value 0. The reason for
this setting will be explained in Section III. In this case, we
can convert the QPSK scheme to the BPSK scheme. For this
conversion, we introduce real random variables Y (2t−1)R and
Y
(2t)
R as Y
(t) = (Y
(2t−1)
R + jY
(2t)
R )/
√
2, which satisfies
Y
(t′)
R = hAµ(X
(t′)
A ) + hBµ(X
(t′)
B ) +W
(t′)
R , (2)
where W (t
′)
R is a zero mean complex Gaussian random
variable with variance σ2. Since Z(t
′) = X
(t′)
A ⊕X(t
′)
B , the
conditional PDF representing the channel statistics is
Pr[Y
(t′)
R =y|Z(t
′)=x]=
1
2
FR(y;hA + (−1)xhB , σ2)
+
1
2
FR(y;−hA−(−1)xhB , σ2),
(3)
where FR(y;m,σ2) is the Gaussian distribution with mean m
and variance σ2 over real numbers. This channel (3) is called
the degraded channel [13].
The symbol LLR function is derived as in [10]:
λ(t
′)(y) = ln
[
cosh y(hA+hB)σ2
cosh y(hA−hB)σ2
]
− 2hAhB
σ2
. (4)
Let us turn to the argument on the case where ter-
minals A and B employ a binary linear code C. Since
(X
(1)
A , . . . , X
(2n)
A ) and (X
(1)
B , . . . , X
(2n)
B ) belong to C, the
linearity of the code C guarantees that (Z(1), . . . , Z(2n)) also
belongs to C. From this fact, degraded channel based ML
decoding can be defined as
(zˆ1, . . . , zˆ2n)= arg max
(z1,...,z2n)∈C
2n∏
t′=1
Pr[Y
(t′)
R =yt′ |Z(t
′)=zt′ ].
(5)
Here, the BP decoder is aimed to approximately solve the
maximization (5). Though this decoding rule is different from
the true ML decoder for Z, this decoding rule significantly
reduces the amount of the calculation in the decoding process,
and is employed for decoding in the CAF scheme.
C. LDPC coding
Due to the discussion in Section III, we set the parameter
θ = 0 in the CAF scheme. Let C be an LDPC code used in
terminals A and B. The terminals A and B independently
select own codewords xA = (xA,1, . . . , xA,2n) ∈ C and
xB = (xB,1, . . . , xB,2n) ∈ C according to their own
message. Since Y (t) = (Y (2t−1)R + jY
(2t)
R )/
√
2, based on
the channel model (1) with θ = 0, the received real signal
yR = (y
(1)
R , . . . , y
(2n)
R ) can be converted as
yR =hA(µ(xA,1), . . . , µ(xA,2n))
+ hB(µ(xB,1), . . . , µ(xB,2n)) +wR,
(6)
where wR is an additive real Gaussian noise vector. A decoder
like a BP decoder tries to recover xA⊕xB from the received
word yR. Our goal is to evaluate decoding performance of
LDPC codes to recover xA ⊕ xB even when hA 6= hB .
In the decoding of LDPC codes, it is very hard to implement
the BP decoder based on the true ML decoding as discussed
in the last subsection. Since BP decoding for LDPC codes can
be regarded as an approximation of ML decoding, we employ
the BP decoder based on the degraded channel, which equals
the conventional log-domain binary BP algorithm [12] with
the symbol LLR expression (4).
This type of BP decoding has already discussed in [10]
[11]. Its notable advantage is that it can be easily implemented
based on a practical BP decoder for the additive white
Gaussian noise (AWGN) channel just by replacing an LLR
computation unit.
Yedla et al. [4] also discussed joint BP decoding for
LDPC codes with the SD scheme in the BPSK modulation.
Since two transmissions on the BPSK modulation can be
regarded as a single transmission on the QPSK modulation
with φA = φB , their results are applicable to the SD scheme
with the QPSK modulation when θ = 0. However, it is not so
easy to implement the joint BP decoding in the SD scheme
in practice due to the following two reasons. First, while
the BP decoder is constructed from the corresponding factor
graph, the factor graph of the joint BP decoder is composed of
two factor graphs of respective LDPC codes, and is so large
that the circuit of the joint BP decoder requires large power.
Second, since existing hardware cannot be used for the joint
BP decoder, it requires new hardware implementation while
the BP decoder for the CAF scheme based on the degraded
channel can be implemented by using existing hardware. In
this sense, our BP decoding for the CAF scheme is practical.
Another decoding scheme in the SD scheme is SIC BP
decoding. In the first type of SIC BP decoding, in order to
decode MA, we apply a BP decoder based on the channel
(13) to the received signal y. In this decoding step, similar to
(6), we can use a binary BP decoder with an LLR function
defined by a channel model,
yR = hA(µ(xA,1), . . . , µ(xA,2n)) +w
′
R, (7)
where w′R is an i.i.d. random vector whose distribution is
1
2
FR
(
w′R;hB , σ
2
)
+
1
2
FR
(
w′R;−hB , σ2
)
, (8)
when the difference of rotation angles is θ = 0, and
1
4
FR
(
w′R;
√
2hB , σ
2
)
+
1
2
FR
(
w′R; 0, σ
2
)
+
1
4
FR
(
w′R;−
√
2hB , σ
2
)
, (9)
when θ = pi/4. Then, in order to decode MB , we apply
a BP decoder to y′ := y − hAµφA(MA). In the second
type of SIC BP decoding, we exchange the roles of MA
and MB . While this method has no implementation issues
unlike joint BP decoding, it works only near the corner points
of the capacity region [2]. This problem can be resolved
by employing time sharing [3]. However, we cannot freely
choose the coding rate pair when we employ LDPC codes.
Due to this restriction, only time sharing of very limited class
of rate pairs is available. For simplicity, in this paper, we
address LDPC codes with SIC BP decoding without time
sharing.
III. LINEAR RANDOM CODING
First, for the CAF scheme, we employ the linear random
codes for the choice of C and the degraded channel based
ML decoding. Then, as the single use of the channel, given
two pairs of binary variables (XA,R, XA,I) and (XB,R, XB,I)
subject to the uniform distribution independently, we consider
the channel
Y = hAµφA(XA,R, XA,I)+hBµφB (XB,R, XB,I)+W, (10)
where W is a zero mean complex Gaussian random variable
with variance σ2. Based on (10), we focus on the mutual
information
I(YR;XA,R +XB,R, XA,I +XB,I), (11)
when the variables XA,R, XA,I , XB,R, and XB,I are subject
to the uniform distribution independently. Due to this symmet-
ric assumption for the distribution of the input, the value (11)
is called SIR in the CAF scheme. Then, in the CAF scheme,
the mutual information rate I(YR;XA,R+XB,R, XA,I+XB,I)
is achievable by LRC[13]. Since this value depends on the
difference θ = φA − φB between two angle parameters φA
and φB , we need to choose a suitable parameter θ.
In the SD scheme, when the rates of MA and MA are
given as R1 and R2, the achievable rate by LRC is given as
{(R1, R2)|R1 ≤ I(Y ;XA,R, XA,I |XB,R, XB,I),
R2 ≤ I(Y ;XB,R, XB,I |XA,R, XA,I),
R1 +R2 ≤ I(Y ;XA,R, XA,I , XB,R, XB,I)},
when we employ the joint ML decoding[16], [17]. Here,
the variables XA,R, XA,I , XB,R, and XB,I are assumed to
be subject to the uniform distribution independently. In this
notion, the variables XA and XB are independently subject
to the uniform distribution on F2. If we assume that the rate
of MA is equal to that of MB , the rate
min(I(Y ;XA,R, XA,I , XB,R, XB,I)/2,
I(Y ;XA,R, XA,I |XB,R, XB,I),
I(Y ;XB,R, XB,I |XA,R, XA,I)) (12)
is achievable as the rate of MA. Due to the same reason as
(11), the value (12) is called the SIR in the SD scheme. Since
the value given in (12) depends on the parameter θ = φA−φB ,
we need to choose a suitable parameter θ.
Instead of joint ML decoding, there are two types of SIC
decoders in the SD scheme. In the first type, we first decode
MA based on the channel from the received signal y;
Pr[Y (t) = y|X(2t−1)A = x1, X(2t)A = x2]
=
∑
(x′1,x
′
2)∈{0,1}2
1
4
F (y;hAµφA(x1, x2) + hBµφB (x
′
1, x
′
2), σ
2),
(13)
where F (y;m,σ2) is the complex Gaussian distribution with
mean m and variance σ2. Then, we decode MB by applying
the decoder to y′ := y−hAµφA(MA) based on the channel;
Pr[Y ′(t) = y|X(2t−1)B = x′1, X(2t)B = x′2]
=F (y;hBµφB (x
′
1, x
′
2), σ
2). (14)
In this case, the rate
min(I(Y ;XA,R, XA,I), I(Y ;XB,R, XB,I |XA,R, XA,I))
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Fig. 4. Angle difference θ dependency of the SIR of the CAF (circles) and
SD (triangles) scheme. The SNR of terminal A is fixed to 2dB.
is achievable [2]. In the second type, the role of MA is
exchanged by that of MB . Hence, the rate
min(I(Y ;XA,R, XA,I |XB,R, XB,I), I(Y ;XB,R, XB,I))
is achievable. Time sharing enables us to achieve the rate [3];
max
0≤λ≤1
min
(
λI(Y ;XA,R, XA,I)
+ (1− λ)I(Y ;XA,R, XA,I |XB,R, XB,I),
λI(Y ;XB,R, XB,I |XA,R, XA,I)
+ (1− λ)I(Y ;XB,R, XB,I)
)
, (15)
which equals to (12).
To examine the dependency of the parameter θ = φA−φB
between the two rotation angles, Fig.4 shows SIRs given in
(11) and (12) of both schemes. Here, signal-to-noise ratios
(SNRs) of two terminals are respectively defined by SNRA =
10 log10(h
2
A/σ
2) [dB] and SNRB = 10 log10(h
2
B/σ
2) [dB].
In Fig.4, we fix SNRA to 2dB (σ = 0.7943, hA = 1) and
SNRB is set to 2 and 1.5dB, which respectively correspond
to hB = 1, and 0.944. Note that the preceding study [18] only
discussed the case where hA = hB . In the CAF scheme, the
maximum SIR is realized when θ equals to zero. In particular,
the maximum value is much larger than the value in other
cases. This numerical analysis suggests us to fix the parameter
θ to zero in the CAF scheme as we set in Subsection II-B.
Oppositely, in the SD scheme, the maximum SIR is realized
when the difference θ equals pi/4. However, the difference
between the maximum and other values is not so large. This
fact suggests us that the optimal choice of the parameter θ
might depend on the choice of our code.
IV. ASYMPTOTIC DECODABLE REGION
In this section, the CAF scheme based on the degraded
channel is compared with the SD scheme with the joint
decoding and with the SIC decoding in terms of the asymp-
totic channel parameter region (ACPR) [4] with respect to
SNRA and SNRB . The ACPR represents a decodable channel
parameter region for a given rate. To obtain the ACPR of
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Fig. 5. ACPR when the code rate is 1/2. Solid lines represent ACPRs
of the LRC evaluated by the SIR of the CAF scheme (blue; θ = 0) and
SD scheme with θ = 0 (red) and θ = pi/4 (green). Symbols represents
the asymptotic decodable region of (3, 6)-LDPC does for the CAF scheme
(blue), SD scheme with a joint BP decoder [4] when θ = 0 (red) and with
a SIC BP decoder when θ = 0 (yellow) and θ = pi/4 (green).
LDPC coding for the degraded CAF scheme, we calculate
the asymptotic decodable region by the density evolution
technique whose detail procedure is explained in [11]. On
the other hand, Yedla et al. [4] derived the ACPR for LDPC
codes with the SD scheme of a joint BP decoder with another
coordinate (hA, hB) under the BPSK modulation. We rewrite
their graph with our coordinate (SNRA,SNRB) by converting
the BPSK modulation to the QPSK modulation with θ = 0.
The other ACPR for LDPC coding with the SD scheme of a
SIC BP decoder is evaluated by conventional density evolution
technique using LLR functions corresponding to (8) and (9).
As described in the last section, we find that the difference
between the two rotation angles φA and φB is crucial to
maximize the SIR. We thus set the parameter θ to zero in the
CAF scheme whereas we consider two cases θ = 0, pi/4 in
the SD scheme whose ACPR will depend on the combination
of a coding scheme and the choice of θ.
Fig. 5 shows the ACPRs of (3, 6)-regular LDPC codes for
each scheme and those of LRC obtained by the SIR when
the coding rate is 1/2. In this case, the ACPR of LRC in
the SD scheme with θ = pi/4 is wider than that in the SD
scheme indicating that LRC in the SD scheme achieves better
performance by time sharing. On the other hand, we found
that the (3, 6)-regular LDPC code with the CAF scheme has
better performance than that with the SD scheme when SNRA
and SNRB are smaller than 4dB, i.e., 0.7hA ≤ hB ≤ 1.3hA.
In this region, the SIC BP decoder of the (3, 6)-regular
LDPC code for the SD scheme shows a poor performance
because the channel (7) has a relatively large noise due to a
transmitted signal from the other terminal. In addition, even
if a computationally expensive joint BP decoder is used in
the SD scheme, its ACPR is narrower than that of the CAF
scheme when hA is close to hB . Although the (3, 6)-regular
LDPC code in the SD scheme shows better performance at
corner points of the ACPR, it is suggested that LDPC coding
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Fig. 6. ACPR when the code rate is 2/3. Solid lines represent ACPRs of the
LRC evaluated by the SIR of the CAF scheme (blue; θ = 0) and SD scheme
with θ = 0 (red) and θ = pi/4 (green). Symbols represents the asymptotic
decodable region of (3, 9)-LDPC does for the CAF scheme (blue) and the SD
scheme with SIC BP decoding when θ = 0 (yellow) and θ = pi/4 (green).
with the CAF scheme is better than that with the SD scheme
except for the limited parameter region when the rate is 1/2.
Fig. 6 shows ACPRs of LDPC and LRC coding with
the CAF and SD schemes when the coding rate is 2/3. In
this coding rate, the LRC in the CAF scheme has a wider
ACPR than that in the SD scheme except for the very limited
parameter region. It suggests that the ACPR of the LDPC
codes with the joint BP decoder in the SD scheme is narrower
than that in the CAF scheme when hA is sufficiently close to
hB . This is because the ACPR of LRC is the outer bound
of the ACPR of LDPC coding. Moreover, we found that
the the (3, 9)-regular LDPC codes with the CAF scheme
shows better performance than the LRC with the SD scheme
if 0.8hA ≤ hB ≤ 1.2hA. The gap of ACPRs becomes
considerably large when we compare it with the LDPC coding
with the SD scheme using the SIC BP decoder. Hence, in
a NOMA scenario with a wide range of SNRs, our proposed
scheme based on the CAF scheme has better performance
than the SD scheme.
In contrast, for the coding rate 1/3, we found that the LRC
with the SD scheme with the joint ML decoder is better than
the LRC with the degraded CAF scheme with the ML decoder
although we do not present the graph of such a case due to
the page limitation. This fact suggests that our method is not
so good as the SD scheme for the rate below 1/3.
V. CONCLUDING REMARKS
In this paper, we have investigated the behavior of the
LDPC coding for CAF relaying, which is useful for wire-
less two-way relay channels. We theoretically analyzed the
decoding performance of LRC and LDPC codes in the CAF
and SD schemes, which depends on the difference of rotation
angles of constellations. The results show that our scheme
has advantages over the SD schemes with SIC BP or joint
BP decoding in the high rate region. Therefore, our method
is potentially useful for NOMA in the power domain such as
integrated wireless networks to boost throughput while ensur-
ing fair rate allocation in cases of unbalanced SNRs. Further,
our constructed code can be used for secure communication
via untrusted relay [19].
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