Abstract: This paper studies asymptotic properties of the quasi-maximum likelihood estimator (QMLE) and of a suggested modified version for the parameters in the autoregressive (AR) model with autoregressive conditional heteroskedastic (ARCH) errors. The modified QMLE (MQMLE) is based on truncation of the likelihood function and is related to the recent so-called self-weighted QMLE in Ling (2007b) . We show that the MQMLE is asymptotically normal irrespectively of the existence of finite moments, as geometric ergodicity alone suffice. Moreover, our included simulations show that the MQMLE is remarkably well-behaved in small samples. On the other hand the ordinary QMLE, as is well-known, requires finite fourth order moments for asymptotic normality. But based on our considerations and simulations, we conjecture that in fact only geometric ergodicity and finite second order moments are needed for the QMLE to be asymptotically normal. Finally, geometric ergodicity for AR-ARCH processes is shown to hold under mild and classic conditions on the AR and ARCH processes.
Introduction
This paper considers likelihood based inference in a general stable autoregressive model with autoregressive conditional heteroskedastic errors, the AR-ARCH model. The aim of the paper is to contribute towards relaxing the moment restrictions currently found in the literature, which are often not met in empirical findings as noted in Francq & Zakoïan (2004) , Ling & McAleer (2003) , Li (1998), and Weiss (1984) . Common to all these is the need for law of large number type theorems, which in turn induces the need for moment restrictions. In the pure ARCH model (no conditional mean part) Jensen & Rahbek (2004b) show how the parameter region in which the QMLE is asymptotically normal at the usual root T rate, can be expanded to include even non-stationary ex-1 plosive processes. Adapting these techniques to the AR-ARCH model leads to the study of estimators based on two estimating functions. One is the likelihood function and one is a censored version of the likelihood function based on censoring extreme terms of the log-likelihood function. The first estimator is the well known quasi-maximum likelihood function (QMLE) while the second is new and is denoted the modified quasi-maximum likelihood function (MQMLE).
Recently, and independently of our work, Ling (2007b) provides a theoretical study of a closely related general estimator denoted self-weighted QMLE. Apart from the simplicity of our censoring scheme the main differences are: (i) We do not assume that the process has been initiated in the stationary distribution, but instead allow for any initial distribution. (ii) We have included a simulation study, which can provide specific advice on selecting the proper censoring. The included simulation study shows that the new estimator performs remarkably well and in many respects is superior to the ordinary QMLE. Finally our paper also establishes mild conditions for geometric ergodicity of AR-ARCH processes.
The presence of ARCH type effects in financial and macro economic time series is a well established fact. The combination of the ARCH specification for the conditional variance and the AR specification for the conditional mean has many appealing features, including a better specification of the forecast variance and the possibility of testing the presence of momentum in stock returns in a well specified model. Recently the AR-ARCH type models have been used as the basic "building blocks" for Markov switching and mixture models as in e.g. Lanne & Saikkonen (2003) and Wong & Li (2001) .
The linear ARCH model model was originally introduced by Engle (1982) and asymptotic inference for this and other ARCH models have been studied in, e.g. Kristensen & Rahbek (2005) , Berkes, Horváth & Kokoszka (2003) , Lumsdaine (1996) , Lee & Hansen (1994) , Weiss (1986) , Straumann & Mikosch (2006) , and Medeiros & Veiga (2004) . Common to these is as mentioned the assumption that the ARCH process is suitably ergodic or stationary. Recently Jensen & Rahbek (2004b) have showed that the maximum likelihood estimator of the ARCH parameter is asymptotically normal with the same rate of convergence even in the non-stationary explosive case. However, as we demonstrate these results do not carry over to the AR-ARCH model due to the conditional mean part. Asymptotic inference in the AR-ARCH model is also considered in Francq & Zakoïan 2 (2004) , Ling & McAleer (2003) , and Ling & Li (1998) , but as noted their results rely on stronger moment restrictions.
Note finally, that a related model is the so called DAR or double autoregressive model studied in Ling (2007a) , Chan & Peng (2005) , and Ling (2004) , sometimes confusingly referred to as the AR-ARCH model. It differs from the AR-ARCH model, by not allowing the ARCH effect in the errors to vary independently of the level of the process. In particular, a unit root in the AR mean part of the DAR process, does not necessarily imply non-stationarity.
The paper proceeds as follows. In Section 2 the model and some important properties including geometric ergodicity of processes generated by the AR-ARCH model are discussed. Section 3 introduces the estimators and states the main results. In Section 4 we use Monte Carlo methods to compare the finite sample properties of the estimators and provide advice on how to estimate in practice. Finally Section 5 concludes. The Appendix contains all proofs.
Properties of the AR-ARCH model
In this section we present the model and discuss application of a law of large numbers to functions of the process, which is a critical tool in the asymptotic inference. The AR(r)-ARCH(p) model is given by
with t = 1, ..., T ,ȳ t = (y t , ..., y t−r+1 ) , and z t an i.i.d.(0,1) sequence of random variables following a distribution P . Furthermore ρ and α denotes r and p dimensional vectors, respectively. For future reference defineε t (θ) = (ε t (θ), ..., ε t−p+1 (θ)) .
As to initial values estimation and inference is conditional on the observed (y 0 , ..., y 1−r−p ). The parameter vector is denoted θ = (ρ , α , ω) and the true parameter θ 0 with α 0 and ω 0 strictly positive and the roots of the characteristic polynomial corresponding to (1) outside the unit circle. For notational ease we adopt the convention ε t (θ 0 ) =: ε t and h t (θ 0 ) =: h t .
Corresponding to the model, all results regarding inference hold independently of the values of initial values. In particular, we do not assume that the initial values are initiated from an invariant distribution. Instead, similar to Kristensen & Rahbek (2005) where pure ARCH models are considered, we establish geometric ergodicity of the AR-ARCH process; see also Tjøstheim (1990) for a formal discussion of geometric ergodicity. Geometric ergodicity ensures that there exists an invariant distribution, but also as shown in Jensen & Rahbek (2007) 
holds irrespectively of the choice of initial distribution.
Note that the formulation of the lemma allows the application of the law of large numbers to summations involving functions of the Markov chain x t even when the x t has a non-finite expectation. The proof which utilizes the drift criterion can be found in the Appendix. Note that in recent years evermore general conditions for geometric ergodicity for generalized ARCH type processes have been derived, see e.g. Francq & Zakoïan (2006) , Kristensen (2005) , Meitz & Saikkonen (2006a) , Liebscher (2005) , and the many references therein. Common to these is however, that they do not allow for an autoregressive mean part or belong to the category of DAR models. To the best of our knowledge the only results regarding geometric ergodicity of processes generated by the AR-ARCH model can be found in Cline & Pu (2004) and Meitz & Saikkonen (2006b) , but their conditions are considerably more restrictive than the above since the general setup employed does not utilize the exact specification of the AR-ARCH model.
With regards to the asymptotic theory the main contribution of Lemma 1 is to enable the use of the law of large numbers. Since the conditions of Assumption 1 imply the existence of finite second order moment, which it not needed for the first order model, it seems to be overly restrictive. We therefore state the following high order condition, which simply enables the use of the law of large numbers.
Assumption 3. Assume that the Markov chain
In the following we will discuss estimation and asymptotic theory under either of the three assumptions.
Estimation and Asymptotic Theory
In this section we study two estimators for the parameter θ in the AR-ARCH model. The first is the classical quasi maximum likelihood estimator (QMLE).
Second, we propose a different estimator (the MQMLE) based on a modification of the Gaussian likelihood function which censors a few extreme observations. We show that both estimators are consistent and asymptotically normally distributed, and illustrate this by simulations. The proofs are based on verifying classical asymptotic conditions given in Lemma A.1 of the appendix. This involves asymptotic normality of the first derivative of the likelihood functions evaluated at the true values, convergence of the second order derivative evaluated at the true values and finally a uniform convergence result for the second order derivatives in a neighborhood around the true value, conditions (A.1), (A.2), and (A.4), respectively. For both estimators we verify conditions (A.1) and (A.2) under the assumption of only second order moments of the ARCH process for the QMLE, and no moments (but under Assumption 3) for the MQMLE in Lemma 2. The uniform convergence is established for the MQMLE without any moment requirements and only the assumption of geometric ergodicity of the AR-ARCH process is therefore needed for this estimator to be asymptotically normal. The uniform convergence for the QMLE we can establish under the assumption of finite fourth order moment as in Ling & Li (1998) . However, based on simulations, this assumption seems not essential at all and the result is conjectured to hold for the QMLE with only second order moments assumed to be finite.
Thus for the MQMLE consistency and normality holds independently of existence of any finite moments, only existence of a stationary invariant distribution is needed. In addition, the MQMLE have some nice finite sample properties as studied in the simulations. In particular, for the estimator of the autoregressive parameter ρ the finite sample distribution corresponding to the MQMLE approximates more rapidly the asymptotic normal one than the finite sample distribution of the QMLE of ρ. Furthermore the bias when estimating the ARCH parameter α is smaller when using the MQMLE than when using the classical QMLE.
Of course since we are ignoring potentially useful information by censoring, the asymptotic variance for the MQMLE will be higher than for the QMLE.
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We will consider the estimators based on minimizing the following functions
, The MQMLE estimator differs from the QMLE by introducing censoring. Clearly, the role of the censoring depends on the tail behavior of y t . Davis & Mikosch (1998) show that under the assumptions of Lemma 1 the invariant distribution for ε t is regularly varying with some index λ, and by Lange (2006) for |y t | large. Hence the probability of getting extreme observations is closely related to moment restrictions on the ARCH process. And since large observations provide the most precise estimates of the autoregressive parameter ρ, we have that if the probability of getting extreme observations becomes too large the QMLE has a non-standard (faster) rate of convergence. This is confirmed by the fact that when the second order moment of ε t tends to infinity the asymptotic variance of the QMLE tends to zero (the exact expressions can be found in Conjecture 1). Unlike the QMLE the MQMLE censors away these extreme observations and is therefore asymptotically normal without any moment restrictions (see Theorem 1).
In practice, based on the simulations, we propose to use a censoring constant M which corresponds to censoring away at most 5% of the terms in the likelihood function (see Section 4 for further discussion). This choice is similar to the choice in the threshold-and change-point literature where for testing a priori certain quantiles of the observations are assumed to be in each of the regimes, see Hansen (1996 Hansen ( , 1997 . Note that if M is chosen in a data dependent fashion it may formally only depend on some finite number of observations. While this is crucial from a mathematical point of view, it is of no importance in practice.
The last part of this section contains the formal versions of our results. 
If the true parameter θ 0 is such that in addition to the above the ARCH process has finite second order moment it holds that
The matrices Ω The notation defined in this lemma will be used throughout the rest of the paper. We can now state our main results regarding the MQMLE. Note that the proof can be found in the Appendix. 
).
If z t is indeed Gaussian we have κ = 2 and therefore
for i = 0, 1. In the next section we provide numerical results, which indicate that the QMLE is asymptotically normal with an asymptotic variance given by Lemma A.1 8 and Lemma 2 as long as the ARCH process has finite second order moment.
The required uniform convergence for the QMLE we can establish under the assumption of finite fourth order moment as in Ling & Li (1998) . However, based on simulations, this assumption seems not essential at all and the result is conjectured to hold for the QMLE with only second order moments assumed to be finite. Hence we put forward the following conjecture. 
Simulation Study
In this section we examine the finite sample properties of the two estimators by Monte Carlo simulation methods. Furthermore we provide advice on how to estimate AR-ARCH models in applications. We generate data from the DGP given by (1) -(3), with r = p = 1 and z t ∼ i.i.d.N (0, 1), setting ω 0 = 1 with no loss of generality
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. The autoregressive parameter ρ 0 will be kept fixed at 0.5. Other values of this parameter were also considered, but these led to the same qualitative results as long as the absolute value of ρ 0 was not very close to unity. In the first part of this section we investigate the case where α 0 = 0.8, corresponding to finite second order moment but non-finite fourth order moment of the ARCH process. With these parameter values the model does not meet the moment restrictions employed in the literature, but the model does satisfy the conditions of Conjecture 1 and Theorem 1. In the second part of this section we consider the case where α 0 = 1.5, corresponding to non-finite second order moment of the ARCH process. With these parameter values the conditions of Conjecture 1 are not meet, but the conditions of Theorem 1 are. This part therefore serves as an illustration of the robustness of the MQMLE. Using the notation of the previous sections, we investigate the impacts of varying the sample size T , among T = 250, 500, 1,000, 4,000 and the truncation constant M , among M = 2, 3, 5. Table 1 We will first consider the properties of the QMLE of the autoregressive parameter. Recall that known asymptotic results does not guarantee asymptotic normality since the ARCH process has non-finite fourth order moment when α 0 = 0.8. However, both the QQ-plot and the numeric results of Table 1 indicate that the estimator based on L 0 T (the maximum likelihood estimator) is asymptotically normal distributed with the claimed asymptotic variance. This is in good accordance with Lemma 2, which states that both the first-and second derivatives of L 0 T evaluated at the true values have the right limits as long as the ARCH process has finite second order moment. This forms the motivation for Conjecture 1. The plots and tables also confirm that the QMLE of the ARCH parameters α and ω are asymptotically Gaussian.
Next we will compare the performance of the two estimators of the autoregressive parameter. From Table 1 it is noted that the observed standard deviation, skewness, and excess kurtosis of the normalized estimatorρ ple distribution of the QMLE. Note that the left part of the confidence bands for the two estimators are non-overlapping, which indicates that the observed difference is statistically significant. This is true for all values of the truncation constant M , but is most evident when M is small. From Table 1 it it also clear that the asymptotic variance forρ 1 T increases as the censoring constant is decreased, this is due to the fact that the censoring in effect ignores useful information. However, for M = 5, which in this case corresponds to ignoring around 5% of the terms of the likelihood function, the asymptotic standard deviation is only around 15% larger than that of the maximum likelihood estimator.
When comparing the estimators of the ARCH parameter α, the conclusions become less clear cut. Table 1 and Figure 1 indicate that unlike when estimating the autoregressive parameter, the traditional QMLE is the one that approaches its asymptotic distribution fastest (both when measured by the sample standard deviation, skewness, and excess kurtosis, and when inspected graphically). However, the MQMLE seems to have a lower bias than the QMLE. Finally Table 1 and the bottom row of Figure 1 show that the estimation of the scale parameter ω is relatively unaffected by the choice of estimator and censoring constant.
Hence the choice of how to estimate in the AR-ARCH model depends on which parameters that are of most interest to the problem at hand. All in all we would suggest using the MQMLE, because it avoids the need for moment restrictions, and selecting the censoring constant such that around 5% of the observations are censored away, as this makes the price in the form of higher asymptotic standard deviation fairly small. In the following we will consider the case where α 0 = 1.5, which corresponds to non-finite second order moment of the ARCH process. It should be noted that in this case the asymptotic variance associated withρ 0 T cannot be guaranteed to be finite, which makes the rescaling used in Figure 1 meter. The hypothesis that the QMLE has a non-standard rate of convergence is further strengthed by observing that the sample standard deviation decreases as the sample size increases. This is in good accordance with the fact that the asymptotic variance in Conjecture 1 is zero when the ARCH process has nonfinite second order moment. Hence it does not seem reasonable to assume that the conditions of Conjecture 1 can be relaxed any further. It is also noted that the asymptotic normality of the QMLE estimators of the ARCH parameter α and the scale parameter ω seems to hold even though the ARCH process has non-finite second order moment. This is in accordance with Jensen & Rahbek (2004b) . Finally Figure 2 and Figure 3 confirm the asymptotic normality of the MQMLE claimed in Theorem 1.
Implications and Summary
We have initially derived minimal conditions under which processes generated by the AR-ARCH model are geometrically ergodic. For the maximum likelihood estimator in this model we have conjectured that the parameter region for which the estimator is asymptotically normal can be extended from the fourth order moment condition of Ling & Li (1998) to a second order moment condition. The paper also suggests a different estimator (MQMLE) which we prove to be asymptotically normal without any moment restrictions. By a Monte Carlo study we show that the MQMLE of the autoregressive parameter approximates its asymptotic distribution faster than the maximum likelihood estimator and that its asymptotic variance is only slightly larger. For the estimator of the ARCH parameter α the gain from using the MQMLE is a slightly lower bias, while the estimator of the scale parameter ω is unaffected by the choice of estimator.
On the basis of our results we suggest to implement the MQMLE choosing a censoring constant such that the observed censoring frequency is around 5% 2 . In our view this provides a good balance between low standard deviation on the estimator and a good normal approximation for the sample lengths usually encountered in financial econometrics, however, one should also consider the use of the estimates when deciding the estimation procedure (see the discussion in the previous section), since the two procedures have different strengths.
A Appendix
Proof of Lemma 1. This proof can be seen as verifying the high level conditions (CM.1)-(CM.4) in Kristensen (2005) , for geometric ergodicity of general nonlinear state space models. Under Assumption 1 the result follows by combining two well known drift criterions for autoregressive-and ARCH processes, respectively. A detailed derivation can be found in Lange (2007) . The remaining part of the proof will therefore focus on Assumption 2 where α and ρ are both scalars.
Note first that x t is a Markov chain. Using (1) - (3) twice one can express x t in terms of x t−2 and the two innovations z t and z t−1 as
Conditional on x t−2 the map from (z t−1 , z t ) to x t is a bijective and all points are regular (the determinant of the Jacobian matrix is non-zero for all points). Since the pair (z t−1 , z t ) has a density with respect to the two dimensional Lebesgue measure, which is strictly positive on compacts, a classical result regarding transformations of probability measures with densities yields that the two step transition kernel for the chain x t has strictly positive density. Hence by Chan & Tong (1985) the chain is aperiodic, Lebesgue-irreducible and all compact sets are small. Define the drift function
where C > 0 and 1 > δ > 0. Since V is continuous x t is geometrically ergodic by the drift criterion of Tjøstheim (1990) if
for all x t−1 outside some compact set K. Simple calculations yield
. 
where
Proof of Lemma A.1. By definition the continuous function T (φ) attains its minimum on any compact set
, and φ * on the line from φ to φ 0 , Taylor's formula gives
Note that
The first term converges to zero as T tends to infinity by (A.4) and the last term can be made arbitrarily small by the continuity of F . The remaining part of the proof is identically to the proof of Lemma 1 in Jensen & Rahbek (2004a) . The only exception is that the upper bound on
in r, but is a function which decreases to zero as r tends to zero.
Proof of Lemma 2. We will begin by proving the part of the lemma regarding the log-likelihood function L 0 T . For exposition only we initially focus on the autoregressive parameter ρ ∈ R r . The derivations regarding the ARCH parameter α and the scale parameter ω are simple when compared with the ones with respect to ρ and are outlined in the last part of the proof. It is also there that the asymptotic results for the joint parameters are given.
Initially introduce some notatioñ ε t (θ) = (ε t (θ), ..., ε t−p+1 (θ)) ,ȳ t = (y t , ..., y t−r+1 ) ,ȳ t = (ȳ t , ...,ȳ t−p+1 ) , (7) and A as the r by r matrix with the ARCH parameters (α) on the diagonal. The first and second derivatives of L 0 T with respect to the autoregressive parameter are given below. 
where the convergence is due to either Lemma 1 or Assumption 3. Note that the cross products vanish since we have assumed a symmetric distribution for z t .
Secondly the Lindeberg condition of Brown (1971) 
The necessary finiteness of the moments is easily verified by utilizing that η t (θ 0 ) = z < ∞. The arguments with respect to the ARCH parameter α and the scale parameter ω, and hence the joint variation, are completely analogous to the ones applied above, and use repeatedly the inequalities ε t−1 /h 1/2 t < p/ min{α 0 } 1/2 and 1/h t < 1/ω 0 . For reference all first and second order derivatives are reported at the end of the Appendix.
Turning to the result regarding L 
Hence the expectations in (8) and (9) 
