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CHARACTERIZATIONS OF PREDUAL SPACES TO A
CLASS OF SOBOLEV MULTIPLIER TYPE SPACES
KENG HAO OOI AND NGUYEN CONG PHUC
Abstract. We characterize preduals and Ko¨the duals to a class of
Sobolev multiplier type spaces. Our results fit in well with the modern
theory of function spaces of harmonic analysis and are also applicable
to nonlinear partial differential equations. We make use of several tools
from nonlinear potential theory, weighted norm inequalities, and the
theory of Banach function spaces to obtain our results.
1. Introduction
Let α be a real number and s > 1. We define the space of Bessel potentials
Hα,s = Hα,s(Rn), n ≥ 1, as the completion of C∞c (R
n) with respect to the
norm
‖u‖Hα,s = ‖(1−∆)
α
2 u‖Ls(Rn).
Here the operator (1−∆)
α
2 is understood as (1−∆)
α
2 := F−1(1 + |ξ|2)
α
2F ,
where F is the Fourier transform in Rn. In the case α > 0, it follows that
(see, e.g., [MH]) a function u belongs to Hα,s if and only if
u = Gα ∗ f
for some f ∈ Ls, and moreover ‖u‖Hα,s = ‖f‖Ls . Here Gα is the Bessel
kernel of order α defined by Gα(x) := F
−1[(1 + |ξ|2)
−α
2 ](x).
The Bessel potential space Hα,s, α > 0, s > 1, can be viewed as a
fractional generalization of the standard Sobolev space W k,s = W k,s(Rn),
k ∈ N, s > 1. The latter, by definition, consists of functions in Ls whose
distributional derivatives up to order k also belong to Ls. The norm of a
function u ∈ W k,s is given by ‖u‖W k,s =
∑
|β|=k ‖D
βu‖Ls + ‖u‖Ls . Indeed,
it follows from the theory of singular integrals that for any k ∈ N and s > 1
we have Hk,s ≈W k,s, i.e., there exists a constant A > 0 such that
A−1‖u‖Hk,s ≤ ‖u‖W k,s ≤ A‖u‖Hk,s .(1.1)
In this paper we are concerned with the Banach space Mα,sp =M
α,s
p (Rn),
α > 0, s > 1, p ≥ 1, which consists of functions f ∈ Lploc(R
n) such that the
trace inequality (ˆ
Rn
|u|s|f |pdx
) 1
p
≤ C‖u‖
s
p
Hα,s(1.2)
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holds for all u ∈ C∞c (R
n). A norm of a function f ∈ Mα,sp is defined as the
least possible constant C in the above inequality. Of course, inequality (1.2)
can be equivalently written as(ˆ
Rn
(Gα ∗ h)
s|f |pdx
) 1
p
≤ C‖h‖
s
p
Ls(Rn),
for all nonnegative h ∈ Ls(Rn).
We note that the space Mα,sp or its homogeneous counterpart appears
naturally in many super-critical nonlinear PDEs including the Navier-Stokes
system (see, e.g., [VW, KV, HMV, Ph2, Ph3, PhV, NP, AP2, PhPh, L-R,
Ger]). It also follows from the definition that a function f ∈ Mα,sp if and
only if |f |p/s belongs to the space of Sobolev multipliersM(Hα,s → Ls) that
has been studied in [MS1, MS2].
The main goal of this paper is to find ‘good’ predual spaces to the space
Mα,sp , p > 1. By a good predual space in this context we mean one that fits
in well with the theory of function spaces of harmonic analysis and partial
differential equations. For example, one should be able to demonstrate the
behavior of basic operators such as the Hardy-Littlewood maximal function
and Caldero´n-Zygmund operators on such a space. A natural candidate for
a predual of Mα,sp is its Ko¨the dual space (M
α,s
p )′ defined by
(1.3) (Mα,sp )
′ =
{
measurable functions f : sup
ˆ
|fg|dx < +∞
}
,
where the supremum is taken over all functions g in the unit ball of Mα,sp .
The norm of f ∈ (Mα,sp )′ is defined as the above supremum. Indeed, as in
[KV], using the p-convexity of Mα,sp we find that this is the case , i.e.,
[(Mα,sp )
′]∗ =Mα,sp ,
(see Proposition 2.8 below).
We observe however that the space (Mα,sp )′ is quite abstract and thus it
is desirable to find a more concrete space that is isomorphic to it. In this
paper, inspired from the work [AX1, AX2], several other predual spaces to
Mα,sp will be constructed. In particular, we find a Banach function space
(in the sense of [Lux]) Nα,sp′ , p
′ = p/(p − 1), such that (Mα,sp )′ ≈ N
α,s
p′
for all p > 1, α > 0, and αp ≤ n. More importantly, the space Nα,sp′
and other predual spaces that we construct have a nice structure that the
Hardy-Littlewood maximal function and standard Caldero´n-Zygmund type
operators behave well on them in a reasonable sense. As a result, the lo-
cal Hardy-Littlewood maximal function Mloc (see (1.10) below) is shown
to be bounded on (Mα,sp )′. We remark that whereas the Hardy-Littlewood
maximal function M is bounded on Mα,sp for any p > 1 and αs ≤ n (see
[MS1]), it fails to be bounded on (Mα,sp )′. This is because L∞(Rn) →֒M
α,s
p
(see (2.8) below) and thus (Mα,sp )′ →֒ L1(Rn). This phenomenon happens
simply because of the inhomogeneity of the Sobolev space under consider-
ation. In the homogeneous case, where the space Hα,s in (1.2) is replaced
3with its homogeneous counterpart H˙α,s (the space of Riesz potentials), such
a phenomenon does not exist. We shall discuss the homogeneous case later
in Section 9 of the paper.
Our approach to the preduals of Mα,sp is based upon the notion of Bessel
capacity associated to the Bessel potential space Hα,s. For each set E ⊂ Rn,
the Bessel capacity of E is defined by
(1.4) Capα, s(E) := inf
{
‖f‖sLs : f ≥ 0, Gα ∗ f ≥ 1 on E
}
.
Note that functions in Hα,s are generally not continuous. One can think
of Cap(·) as a device to measure the discontinuity of functions in Hα,s,
especially when αs ≤ n. For example, one has the following Lu sin type
theorem: If f ∈ Hα,s, then f has a quasicontinuous representative f˜ . That
is, f = f˜ a.e. and f˜ is quasicontinuous with respect to the capacity Capα,s.
By definition, a function f˜ is said to be quasicontinuous with respect to
Capα,s if for any ǫ > 0 there exists an open set G such that Capα,s(G) < ǫ
and f˜ is continuous in Gc := Rn \G (see [AH]).
Originally appearing in electrostatics, capacities have found many appli-
cations in analysis and PDEs. For example, they are used to study the
pointwise behavior of Sobolev functions, removable singularities of solutions
to linear and non-linear PDEs, and Dirichlet problems on arbitrary domains
(Wiener’s criterion), etc. In this paper, the importance of capacity lies in
the following theorem (see, e.g., [MS2, AH]):
Theorem 1.1 (Maz’ya-Adams-Dahlberg). Let α > 0, s > 1 and suppose
that ν is a nonnegative locally finite measure in Rn. Then the following
properties are equivalent:
(i) The inequality ˆ
Rn
(Gα ∗ f)
sdν ≤ A1
ˆ
Rn
f sdx
holds for all functions f ∈ Ls(Rn), f ≥ 0.
(ii) The inequality
ν(K) ≤ A2 Capα,s(K)
holds for all compact sets K ⊂ Rn.
(iii) The weak-type inequality
sup
t>0
tsν({x ∈ Rn : Gα ∗ f(x) > t}) ≤ A3
ˆ
Rn
f sdx
holds for all functions f ∈ Ls(Rn), f ≥ 0.
Moreover, the least possible values of Ai, i = 1, 2, 3, are equivalent.
As an application of Theorem 1.1, we find that the norm of a function
f ∈Mα,sp is equivalent to the quantity
sup
K
(´
K |f(x)|
pdx
Capα,s(K)
)1/p
,(1.5)
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where the supremum is taken over all compact sets K ⊂ Rn with non-zero
capacity. Thus in what follows, we shall tactically use (1.5) as the norm for
functions f in Mα,sp , i.e., we redefine
‖f‖Mα,sp := sup
K
(´
K |f(x)|
pdx
Capα,s(K)
)1/p
, p ≥ 1.
It is worth mentioning that one also has (see [MS2, Remark 3.1.1]):
‖f‖Mα,sp ≃ sup
K: dian(K)≤1
(´
K |f(x)|
pdx
Capα,s(K)
)1/p
.
Thus in view of (2.5) below, we have ‖f‖Mα,sp ≃ supx∈Rn ‖f‖Lp(B1(x)) pro-
vided αs > n. That is, when αs > n, Mα,sp can be identified with the space
of uniformly local Lp functions in Rn. For this reason, we shall be mainly
interested in the case αs ≤ n. On the other hand, for αs < n by (2.3) below
we see that Mα,sp is continuously embedded into a local Morrey space.
Motivated from (ii) of Theorem 1.1, we also define Mα,s = Mα,s(Rn)
as the space of locally finite signed measure µ in Rn such that the norm
‖µ‖Mα,s < +∞, where
‖µ‖Mα,s := sup
K
|µ|(K)
Capα,s(K)
with the supremum being taken over all compact sets K ⊂ Rn such that
Capα,s(K) 6= 0. It is obvious thatM
α,s
1 is continuously embedded into M
α,s.
The notion of Choquet integral will be important in this work. Let w :
R
n → [0,∞] be defined Capα,s-quasieverywhere, i.e., defined except for only
a set of zero capacity Capα,s. The Choquet integral of w is defined by
(1.6)
ˆ
Rn
wdC :=
ˆ ∞
0
Capα,s({x ∈ R
n : w(x) > t})dt.
We let L1(C) be the space of quasicontinuous (hence quasieverywhere
defined) functions f in Rn such that
‖f‖L1(C) :=
ˆ
|f |dC < +∞.(1.7)
In general, L1(C) is only a quasi-Banach space (see Proposition 2.3 be-
low) as ‖ · ‖L1(C) may not satisfy the triangle inequality. However, by a
theorem of Choquet (see [Cho, Den]), ‖·‖L1(C) satisfies the triangle inequal-
ity (hence L1(C) is a Banach space) if and only if the associated capacity
Capα,s is strongly subadditive. By definition, the capacity Capα,s is strongly
subadditive if for any two sets E1, E2 ⊂ R
n,
Capα,s(E1 ∪ E2) + Capα,s(E1 ∩ E2) ≤ Capα,s(E1) + Capα,s(E2).(1.8)
It is known that Capα,2, 0 < α ≤ 1 is strongly subadditive, and Cap1,s,
s > 1, is equivalent to one that is strongly subadditive (see Section 2).
5Our first result provides another equivalent norm for the space Mα,sp ,
p > 1.
Theorem 1.2. For p > 1 and α > 0, s > 1, with αs ≤ n, we have
‖f‖Mα,sp ≃ sup
w
(ˆ
Rn
|f(x)|pw(x)dx
)1/p
,
where the supremum is taken over all nonnegative w ∈ L1(C) ∩ Aloc1 with
‖w‖L1(C) ≤ 1 and [w]Aloc1
≤ c(n, α, s) for a constant c(n, α, s) ≥ 1 that
depends only on n, α and s.
Here Aloc1 is the class of local A1 weights which consists of nonnegative
locally integrable functions w in Rn such that
(1.9) Mlocw(x) ≤ Cw(x)
for a.e. x ∈ Rn. The Aloc1 characteristic constant of w, [w]Aloc1
, is defined
as the least possible constant C in the above inequality. The operator Mloc
stands for the (center) local Hardy-Littlewood maximal function defined for
each f ∈ L1loc(R
n) by
(1.10) Mlocf(x) = sup
0<r≤1
1
|Br(x)|
ˆ
Br(x)
|f(y)|dy.
We recall that the (center) Hardy-Littlewood maximal function Mf of f is
defined similarly except that the supremum is now taken over all r > 0. If
(1.9) holds a.e. with M in place of Mloc, then we say that w belongs to the
class A1.
One should relate Theorem 1.2 to [AX1, Theorem 2.2] and [AX2, Lemma
11] in the context of (homogeneous) Morrey spaces. Here we mention that
our approach to Theorem 1.2 actually provides a new proof of [AX2, Lemma
11] in which the result of [OV] can be completely avoided.
Inspired by Theorem 1.2 we define the following space. For q > 1 and
α > 0, s > 1, let Nα,sq = N
α,s
q (Rn) be the space of all measurable functions
g such that there exists a weight w ∈ L1(C) ∩ Aloc1 with ‖w‖L1(C) ≤ 1 and
[w]Aloc1
≤ c(n, α, s) such that(ˆ
Rn
|g(x)|qw(x)1−qdx
)1/q
< +∞.
This implies that, for such w, g = 0 a.e. on the set {w = 0}. The ‘norm’
of a function g ∈ Nα,sq is the defined as
‖g‖Nα,sq = infw
(ˆ
Rn
|g(x)|qw(x)1−qdx
)1/q
,
where the infimum is taken over all w ∈ L1(C) ∩ Aloc1 with ‖w‖L1(C) ≤ 1
and [w]Aloc1
≤ c(n, α, s).
Our first duality result can now be stated.
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Theorem 1.3. Let p > 1, α > 0, s > 1, with αs ≤ n, and p′ = p/(p − 1).
We have (
Nα,sp′
)∗
≈Mα,sp
in the sense that each bounded linear functional L ∈
(
Nα,sp′
)∗
corresponds
to a unique f ∈Mα,sp such that L(g) = Lf (g) for all g ∈ N
α,s
p′ , where
Lf (g) =
ˆ
Rn
f(x)g(x)dx, g ∈ Nα,sp′ .
Moreover, we have
‖f‖Mα,sp ≃ ‖Lf‖
(
Nα,s
p′
)
∗ .
In Theorems 1.2 and 1.3, we can also drop the Aloc1 and the quasicontinuity
conditions on the weights w and obtain the following similar results with
equality of norms.
Theorem 1.4. For p > 1 and α > 0, s > 1, with αs ≤ n, we have
‖f‖Mα,sp = sup
w
(ˆ
Rn
|f(x)|pw(x)dx
)1/p
,
where the supremum is taken over all weights w such that w is defined
Capα,s-quasieverywhere and
´
Rn
wdC ≤ 1.
Moreover, we have
(
N˜α,sp′
)∗
= Mα,sp , where N˜
α,s
q = N˜
α,s
q (Rn), q > 1, is
the space of all measurable functions g such that
‖g‖N˜α,sq := infw
(ˆ
Rn
|g(x)|qw(x)1−qdx
)1/q
< +∞,
Here the infimum is taken over all nonnegative q.e. defined function w ∈
L1loc(R
n) such that
´
Rn
wdC ≤ 1.
The spaces Nα,sq and N˜
α,s
q are obviously quasinormed spaces. However, at
this point it is not clear if they are normable or complete for all α > 0, s > 1
with αs ≤ n and q > 1. We now introduce two Banach spaces which are also
preduals of Mα,sp . The first one is of course the Ko¨the dual space (M
α,s
p )′
defined earlier in (1.3). The second one is a block type space in the spirit of
[BRV], which we call Bα,sq , q > 1.
Definition 1.5. Let q > 1, α > 0, and s > 1. We define Bα,sq = B
α,s
q (Rn)
to be the space of all functions f of the form
f =
∑
j
cjaj ,
where the convergence is in pointwise a.e. sense. Here {cj} ∈ l
1 and each
aj ∈ L
q(Rn) is such that there exists a bounded set Aj ⊂ R
n for which
7aj = 0 a.e. in R
n \ Aj and ‖aj‖Lq ≤ Capα,s(Aj)
1−q
q . The norm of a
function f ∈ Bα,sq is defined as
‖f‖Bα,sq = inf
{∑
j
|cj | : f =
∑
j
cjaj a.e.
}
.
It is now easy to see from the definition that Bα,sq is a Banach space. Both
(Mα,sp )′ and B
α,s
p′ are also preduals of M
α,s
p .
Theorem 1.6. Let p > 1, α > 0, and s > 1. We have
[(Mα,sp )
′]∗ =
(
Bα,sp′
)∗
=Mα,sp ,
with equalities of norms.
Having introduced several predual spaces to Mα,sp , a natural question to
us now is whether they are isometrically isomorphic or at least isomorphic.
We will show eventually that they are all indeed isomorphic. In the case the
capacity Capα,s is strongly subadditive we claim that
(1.11) Nα,sp′ ≈ (M
α,s
p )
′ = N˜α,sp′ = B
α,s
p′ ,
provided Capα,s is strongly subadditive.
The first relation in (1.11) provides us with a new concrete description
for the abstract space (Mα,sp )′ and enables us ‘to do harmonic analysis’ on
it when Capα,s is strongly subadditive. In order to deal with all capacities,
we now introduce another space which we call Nα,sq , q > 1. Eventually, we
show that Nα,sp′ ≈ (M
α,s
p )′ for all p > 1 and αs ≤ n. To this end, we first
modify the space L1(C), which in general is only a quasinormed space. Let
L1(C) be the space of measurable functions w such that
sup
g
ˆ
|g(x)||w(x)|dx < +∞,
where the supremum is taken over all g ∈ Mα,s1 such that ‖g‖Mα,s1
≤ 1. In
other words, L1(C) is the Ko¨the dual ofMα,s1 with the norm ‖w‖L1(C) being
defined as the above supremum. It is easy to see that L1(C) →֒ L1(C).
For q > 1, we now define Nα,sq = N
α,s
q (Rn) as the space of all measurable
functions g such that there exists a weight w ∈ L1(C)∩Aloc1 with ‖w‖L1(C) ≤
1 and [w]Aloc1
≤ c(n, α, s) such that(ˆ
Rn
|g(x)|qw(x)1−qdx
)1/q
< +∞.
As in the case of Nα,sq , the norm of a function g ∈ N
α,s
q is the defined
as the infimum of the left-hand side above over all w ∈ L1(C) ∩ Aloc1 with
‖w‖L1(C) ≤ 1 and [w]Aloc1
≤ c(n, α, s).
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Theorem 1.7. Let p > 1, α > 0, s > 1, αs ≤ n. Then Nα,sp′ and (M
α,s
p )′
are Banach function spaces (see Sub-section 2.2), and Nα,sp′ ≈ (M
α,s
p )′ (thus
(Nα,sp′ )
∗ ≈ Mα,sp ). Moreover, if Capα,s is strongly subadditive then N
α,s
p′ ,
N˜α,sp′ , and B
α,s
p′ are also Banach function spaces, and
Nα,sp′ ≈ N
α,s
p′ ≈ (M
α,s
p )
′ = N˜α,sp′ = B
α,s
p′ .
Finally, we have the following isomorphism result which applies to all
capacities.
Theorem 1.8. Let p > 1, α > 0, s > 1, αs ≤ n. We have
(1.12) Nα,sp′ ≈ N
α,s
p′ ≈ (M
α,s
p )
′ ≈ N˜α,sp′ ≈ B
α,s
p′ .
In general, the space of continuous functions with compact support Cc is
not dense in Mα,sp . We shall let M˚
α,s
p denote the closure of Cc in M
α,s
p . As
it turns out, we have that M˚α,sp is a predual of N
α,s
p′ .
Theorem 1.9. Let p > 1, α > 0, s > 1, with αs ≤ n. We have
(M˚α,sp )
∗ ≈ Nα,sp′
in the sense that each bounded linear functional L ∈ (M˚α,sp )∗ corresponds to
a unique g ∈ Nα,sp′ such that L(v) =
´
Rn
v(x)g(x)dx for all v ∈ M˚α,sp , and
‖g‖Nα,s
p′
≃ ‖L‖(M˚α,sp )∗.
As a consequence of Theorem 1.9, we obtain a triplet duality relation
M˚α,sp –N
α,s
p′ –M
α,s
p ,
which is analogous to the famous triplet VMO–H1–BMO of harmonic anal-
ysis (see [CW]). See also [AX2] where a similar triplet was claimed without
proof in the context of Morrey spaces. We mention that our proof of The-
orem 1.9 is completely different from the VMO–H1 duality proof of [CW].
It is based on the relation Nα,sp′ ≈ (M
α,s
p )′, Radon-Nikodym Theorem, and
Hahn-Banach Theorem. Moreover, it can also be easily modified to provide
a proof the claimed triplet in [AX2]. For other related results in the Morrey
space setting, see [ST, ISY].
Thanks to the way the spacesNα,sp′ andN
α,s
p′ are constructed and Theorem
1.8, we obtain the following important results regarding the behavior of the
Hardy-Littlewood maximal functions and Caldero´n-Zygmund operators on
those spaces.
Theorem 1.10. Let p > 1, α > 0, s > 1, and αs ≤ n. Then the local
Hardy-Littlewood maximal function Mloc is bounded on S where S is any of
the spaces in (1.12).
We recall the Hardy-Littlewood maximal functionM is bounded onMα,sp ,
αs ≤ n, (see [MS1]). However, unlike M, standard singular integrals are
9generally unbounded on Mα,sp . Take for example the j-th Riesz transform,
Rj(f)(x) = c(n) p.v.
ˆ
xj − yj
|x− y|n+1
f(y)dy, j = 1, 2, . . . , n,
and adapt the argument of [RT, Theorem 1.1] to our setting, using the fact
that L∞ →֒Mα,sp .
On the other hand,M fails to be bounded on any of the spaces in (1.12),
since they are included in L1. Likewise, the first Riesz transform R1, say, is
also unbounded on these spaces. To see that, take a nonnegative function
f ∈ C∞c (B1(0)) such that f = 1 on B1/2(0). Then for any x = (x1, x
′) =
(x1, x2, . . . , xn) with x1 > 1 we have
R1(f)(x) ≥ c(n)
ˆ
B1/2(0)
x1 − y1
|x− y|n+1
dy ≥ c
x1
|x|n+1
.
This shows that R1(f) 6∈ L
1, since
‖R1(f)‖L1 ≥ c
ˆ ∞
1
ˆ
|x′|<x1
x1
|x|n+1
dx′dx1 ≥ c
ˆ ∞
1
ˆ
|x′|<x1
x−n1 dx
′dx1
= c
ˆ ∞
1
x−11 dx1 = +∞,
and thus it does not belong to any of the mentioned spaces.
However, the following ‘localized’ boundedness property is applicable to
M and any standard Caldero´n-Zygmund operator.
Theorem 1.11. Let q > 1, α > 0, s > 1, and αs ≤ n. Suppose that T is
an operator (not necessarily linear or sublinear) such thatˆ
|T (f)|qwdx ≤ C1
ˆ
|f |qwdx
holds for all f ∈ Lq(w) and all w ∈ A1, with a constant C1 depending only
on n, q, and the bound for the A1 constant of w. Then for any measurable
function f such that supp(f) ⊂ BR0(x0), x0 ∈ R
n, R0 > 0, we have
‖T (f)χBR0 (x0)‖S ≤ C2‖f‖S ,
where S = Nα,sq ,N
α,s
q , (M
α,s
q′ )
′, N˜α,sq , B
α,s
q , or M
α,s
q . Here the constant
C2 = C2(n, α, s, q,R0).
We mention that Theorem 1.11 can be applied to the so-called (non-
linear) m-harmonic transform Hm, m > 1, where for each vector field
F ∈ Lm(Ω,Rn) we define Hm(F ) = ∇u with u ∈W
1,m
0 (Ω) being the unique
solution of ∆mu = div(|F |
m−2F ) in Ω. Here Ω is a bounded C1 domain in
R
n and ∆m is the m-Laplacian defined as ∆mu = div(|∇u|
m−2∇u). Indeed,
this is possible since the weighted boundˆ
Ω
|Hm(F )|
qwdx ≤ C(n,m, q,Ω, [w]A1)
ˆ
Ω
|F |qwdx
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holds for all weights w ∈ A1 and q ≥ m (see [Ph1, MP] for q > m and
[AP1] for q = m). For m-Laplace equations with measure data, where the
exponent q can be less than the natural exponent m, see [Ph3, NP].
In Section 9 below, we shall discuss about the homogeneous versions of
Theorems 1.10 and 1.11 which involve Riesz potentials and Riesz capacities.
We mention here that results in the homogeneous setting are neater as they
require no localization.
Notation. In the above and in what follows, for two quasinormed spaces F
and G we write F ≈ G (respectively, F = G) to indicate that the two spaces
are isomorphic (respectively, isometrically isomorphic). For two quantities
A and B, we write A ≃ B to mean that there exist positive constants c1
and c2 such that c1A ≤ B ≤ c2A.
2. Preliminaries
2.1. Capacities and the space L1(C). Recall that the Bessel capacity
Capα,s(·), α > 0, s > 1, is defined for every subset E of R
n by (1.4). It is an
outer capacity, i.e., for any set E ⊂ Rn,
Capα,s(E) = inf{Capα,s(G) : G ⊃ E,G open},
and is countably subadditive in the sense that for Ei ⊂ R
n, i = 1, 2, . . . ,
Capα,s
( ∞⋃
i=1
Ei
)
≤
∞∑
i=1
Capα,s(Ei).
Moreover, it has the following basic properties of a Choquet capacity (see
[AH]):
(i) Capα,s(∅) = 0;
(ii) if E1 ⊂ E2, then Capα,s(E1) ≤ Capα,s(E2);
(iii) if K1 ⊃ K2 ⊃ . . . is a decreasing sequence of compact sets of R
n,
then
Capα,s
( ∞⋂
i=1
Ki
)
= lim
i→∞
Capα,s(Ki);
(iv) if E1 ⊂ E2 ⊂ . . . is an increasing sequence of subsets of R
n, then
(2.1) Capα,s
( ∞⋃
i=1
Ei
)
= lim
i→∞
Capα,s(Ei).
Thus by the Capacitability Theorem (see [Cho, Mey]), for any Borel (or
more generally Suslin) set E ⊂ Rn we have
Capα,s(E) = sup{Capα,s(K) : K ⊂ E,K compact}.
By (1.1) we see that if α is a positive integer, then Capα,s(E) ≃ Cα,s(E)
for any set E ⊂ Rn (see also [AH]). Here for a compact set K ⊂ Rn and
α ∈ N, we define
Cα,s(K) = inf{‖ϕ‖Wα,s : ϕ ∈ C
∞
c , ϕ ≥ 1 on K},
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and Cα,s(·) is extended to any set E of R
n by letting
(2.2) Cα,s(E) := inf
G⊃E
G open
 supK⊂G
K compact
Cα,s(K)
 .
For s = 2 and α ∈ (0, 1], it is known that Capα,s(·) is strongly subadditive
in the sense of (1.8) (see [Lan, pp. 141–145]). We note that the book
[Lan] considers only Riesz capacities, i.e., homogeneous versions of Capα,2(·).
However, the argument there also applies to Bessel capacities since for any
α ∈ (0, 1] the Bessel kernel G2α is continuous and subharmonic in R
n \ {0}
(hence the First Maximum Principle in the sense of [Lan, Theorem 1.10]
holds).
On the other hand, for α = 1, the capacity C1,s(·) is strongly subadditive
for any s > 1. Indeed, this can be proved by adapting the proof of [HKM,
Theorem 2.2] to our nonhomogeneous setting.
We shall need the following metric properties of Capα,s(·) (see [AH]): For
any 0 < r ≤ 1,
(2.3) Capα,s(Br) ≃ r
n−αs if αs < n
and
Capα,s(Br) ≃ [log(
2
r )]
1−s if αs = n.
For r ≥ 1 and αs ≤ n we have
(2.4) Capα,s(Br) ≃ r
n.
On the other hand, we have for any non-empty set E with diam(E) ≤ 1,
(2.5) Capα,s(E) ≃ 1 if αs > n.
By Sobolev Embedding Theorem for any Lebesgue measurable set E,
(2.6) |E|1−αs/n ≤ C Capα,s(E) if αs < n.
Moreover, by Young’s inequality for convolution we have, for s = n/α > 1,
‖Gα ∗ f‖Lq ≤ ‖Gα‖Lr‖f‖L
n
α
for any n/α ≤ q < +∞ and r = nq/(n + q(n− α)). Thus for any ǫ ∈ (0, 1]
we find
(2.7) |E|ǫ ≤ C(ǫ)Capα,s(E) if αs = n.
Note that using the bound ‖Gα ∗ f‖Ls ≤ ‖Gα‖L1‖f‖Ls , we also find that
|E| ≤ C Capα,s(E) for all α > 0, s > 1.
It follows that if Capα,s(E) = 0 then the Lebesgue measure of E is zero.
Moreover, if f ∈ L∞(Rn) then f ∈Mα,sp for any p ≥ 1, and
(2.8) ‖f‖Mα,sp ≤ C‖f‖L∞(Rn).
On the other hand, when αs < n by (2.6) we have
(2.9) ‖f‖Mα,sp ≤ C‖f‖L
np
αs ,∞(Rn)
,
12 KENG HAO OOI AND NGUYEN CONG PHUC
where L
np
αs
,∞(Rn) is the weak L
np
αs space.
Remark 2.1. Let S be any of the spaces in (1.12). As S∗ ≈ Mα,sp , using
the embedding (2.8), we see that S →֒ L1, αs ≤ n. Likewise, by (2.9) we
also have S →֒ L
np
np−αs
,1
, αs < n. Here L
np
np−αs
,1
is a Lorentz space which is
the predual of L
np
αs
,∞.
The Choquet integral of a Capα,s-quasieverywhere defined function w :
R
n → [0,∞] was defined by (1.6). We also let L1(C) be the space of quasi-
continuous functions f in Rn such that (1.7) holds. Perhaps, a better nota-
tion for L1(C) should be L1(Capα,s) to indicate its dependence on Capα,s.
But we shall use the notation L1(C) for simplicity and implicitly understand
that C = Capα,s.
In general, the ‘norm’ of L1(C) is only a quasinorm, i.e., we only have
‖f + g‖L1(C) ≤ 2‖g‖L1(C) + 2‖g‖L1(C).
However, if Capα,s is strongly subadditive then it is actually a norm by a
theorem of Choquet (see [Cho, Den]).
In [Ad3, Theorem 4] the following quasiadditivity result was obtained for
Capα,s:
(2.10)
∞∑
j=1
Capα,s(E ∩ {j − 1 ≤ |x| < j}) ≤ C Capα,s(E)
for all E ⊂ Rn, where C = C(n, α, s) > 0. We now use (2.10) to obtain the
following density result for the space L1(C).
Proposition 2.2. Cc(R
n) is dense in L1(C), where Cc(R
n) is the linear
space of continuous functions with compact support in Rn.
Proof. We first show that the set of all bounded continuous functions is dense
in L1(C). Let f ∈ L1(C) be given. For M > 0, we define fM (x) = f(x) if
|f(x)| ≤ M , fM(x) = M if f(x) > M , and fM (x) = −M if f(x) < −M .
Note that
‖fM − f‖L1(C) =
ˆ ∞
0
Capα,s({|fM − f | > t})dt
=
ˆ ∞
0
Capα,s({|f | > M + t})dt
=
ˆ ∞
M
Capα,s({|f | > t})dt→ 0,
as M →∞. For any ǫ > 0, choose an M > 0 such that ‖fM − f‖L1(C) < ǫ.
As fM is quasicontinuous (since f is quasicontinuous), there exists an open
set G such that Capα,s(G) < ǫ and fM
∣∣
Gc
is continuous.
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By Tietze Extension Theorem, we can find a continuous function v such
that |v| ≤M and v = fM on G
c. Then
‖v − fM‖L1(C) =
ˆ ∞
0
Capα,s({|v − fM | > t})dt
=
ˆ ∞
0
Capα,s({x ∈ G : |v(x)− fM (x)| > t})dt
=
ˆ 2M
0
Capα,s({x ∈ G : |v(x) − fM(x)| > t})dt
≤ 2MCapα,s(G) < 2M ǫ.
As a result,
‖f − v‖L1(C) ≤ 2‖f − fM‖L1(C) + 2‖fM − v‖L1(C) < 2ǫ+ 4M ǫ,
which yields the claim.
Now we claim that Cc is dense in L
1(C). All we need to do is to approx-
imate bounded continuous functions by functions in Cc. To this end, let v
be a bounded continuous function, say, |v| ≤ M for some M > 0. For each
N = 1, 2, ..., let ON = {|v| > 1/N}, then ON is open and
Capα,s(ON ) ≤ N‖v‖L1(C) < +∞.
We observe that
‖vχOcN ‖L1(C) =
ˆ ∞
0
Capα,s({x ∈ O
c
N : |v(x)| > t})dt
=
ˆ 1/N
0
Capα,s({x ∈ O
c
N : |v(x)| > t})dt
≤
ˆ 1/N
0
Capα,s({|v| > t})dt→ 0,
asN →∞. Thus for any ǫ > 0, there is an open setO such that Capα,s(O) <
∞ and ‖vχOc‖L1(C) < ǫ. Since Capα,s(O) <∞, by (2.10) we have
∞∑
j=0
Capα,s(O ∩ {j ≤ |x| < j + 1}) <∞,
and so there is a positive integer j0 such that
Capα,s(O ∩ {|x| ≥ j0}) ≤
∞∑
j=j0
Capα,s(O ∩ {j ≤ |x| < j + 1}) < ǫ.
Let O1 = O ∩ {|x| < j0} and O2 = O ∩ {|x| ≥ j0}, then O = O1 ∪ O2,
O1 is bounded, and Capα,s(O2) < ǫ. Let η be a continuous function with
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compact support such that 0 ≤ η ≤ 1 and η ≡ 1 on O1. We have
‖ηv − v‖L1(C) ≤ 2‖(ηv − v)χOc‖L1(C)
+ 4‖(ηv − v)χO1‖L1(C) + 4‖(ηv − v)χO2‖L1(C)
= 2‖(ηv − v)χOc‖L1(C) + 4‖(ηv − v)χO2‖L1(C),
since η ≡ 1 on O1.
On the other hand, note that
‖(ηv − v)χOc‖L1(C) =
ˆ ∞
0
Capα,s({x ∈ O
c : |(ηv)(x) − v(x)| > t})dt
≤
ˆ ∞
0
Capα,s({x ∈ O
c : 2|v(x)| > t})dt
≤ 2‖vχOc‖L1(C)
< 2ǫ.
Also,
‖(ηv − v)χO2‖L1(C) ≤
ˆ 2M
0
Capα,s({x ∈ O2 : |(ηv)(x) − v(x)| > t})dt
≤ 2MCapα,s(O2)
< 2M ǫ.
Thus, we conclude that
‖ηv − v‖L1(C) < 4ǫ+ 8M ǫ,
and since ηv has compact support, the proof is then complete. 
We are now ready to establish the completeness of L1(C).
Proposition 2.3. The quasinorm space L1(C) is complete for any α > 0
and s > 1.
Proof. Let {un} be a Cauchy sequence in L
1(C). We need to show that
un → u in L
1(C) for some u ∈ L1(C). Since Cc is dense in L
1(C), we may
assume that {un} ⊂ Cc.
As {un} is a Cauchy sequence, we can find positive integers n1 < n2 < · · ·
such that ˆ ∞
0
Capα,s({|um − un| > t})dt < 4
−j(2.11)
for all m,n ≥ nj, j = 1, 2, . . . In particular,
ˆ 2−j
0
Capα,s(|unj+1 − unj | > 2
−j)dt < 4−j
and hence
Capα,s(|unj+1 − unj | > 2
−j) < 2−j .
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Let Gj = {|unj+1 − unj | > 2
−j}. Then Gj is open and Capα,s(Gj) < 2
−j .
We now set
Hm =
⋃
j≥m
Gj .
Then we have
Capα,s(Hm) ≤
∑
j≥m
Capα,s(Gj) <
∑
j≥m
2−j → 0(2.12)
as m→∞.
Observe that for any x ∈ Hcm, we have∑
j≥m
|unj+1(x)− unj (x)| ≤
∑
j≥m
2−j < +∞.
Thus if we let u : Hcm → R be defined by
u(x) = lim
k→∞
unk(x) = unm(x) + lim
k→∞
k∑
j=m+1
(unj (x)− unj−1(x)),
then by the Weierstrass M-Test we see that u is continuous in Hcm.
As the setHcm is increasing, the function u can be extended to define in the
union
⋃
m≥1H
c
m. It is now easy to see from (2.12) that u is quasicontinuous.
Now by (2.1) and the Monotone Convergence Theorem we have for each
n ≥ 1,
‖un − u‖L1(C) =
ˆ ∞
0
Capα,s({|un − u| > t})dt
≤
ˆ ∞
0
Capα,s
⋃
N≥1
⋂
k≥N
{|un − unk | > t}
 dt
=
ˆ ∞
0
lim
N→∞
Capα,s
 ⋂
k≥N
{|un − unk | > t}
 dt
= lim
N→∞
ˆ ∞
0
Capα,s
 ⋂
k≥N
{|un − unk | > t}
 dt.
Thus by (2.11) for each j = 1, 2, . . . , and n ≥ nj, we have
‖un − u‖L1(C) ≤ 4
−j .
This completes the proof of the proposition. 
The following duality relation was stated without proof in [Ad4]. Indeed,
it can be proved using Proposition 2.2 and the formulaˆ
Rn
ud|µ| = sup
{ˆ
Rn
vdµ : v ∈ Cc(R
n), |v| ≤ u
}
,
which holds for all u ∈ Cc(R
n) and u ≥ 0.
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Theorem 2.4. Let α > 0 and s > 1. We have
(
L1(C)
)∗
= Mα,s in the
sense that each bounded linear functional L ∈
(
L1(C)
)∗
corresponds to a
unique measure ν ∈Mα,s in such a way that
L(f) =
ˆ
Rn
f(x)dν(x)(2.13)
for all f ∈ L1(C). Moreover, ‖L‖ = ‖ν‖Mα,s .
Remark 2.5. The right-hand side of (2.13) makes sense since for f ∈
L1(C) and t ∈ R, we have that the set {f > t} = F \N for a Gδ set F and
a set N with µ(N) = Capα,s(N) = 0. Here µ should be understood as the
completion of µ, and note that if Capα,s(N) = 0 then N ⊂ N˜ , where N˜ is a
Gδ set with Capα,s(N˜) = 0.
2.2. Banach function spaces. Most of the spaces under our consideration
fit well in the context of Banach function spaces in the sense of [Lux]. In the
setting of Rn with Lebesgue measure as the underlying measure, a Banach
function space X on Rn is the set of all Lebesgue measurable functions f
such that ‖f‖X := ρ(|f |) is finite. Here ρ(f), f ≥ 0, is a given metric
function (0 ≤ ρ(f) ≤ ∞) that obeys the following properties:
(P1) ρ(f) = 0 if and only if f(x) = 0 a.e. in Rn; ρ(f1+f2) ≤ ρ(f1)+ρ(f2);
and ρ(λf) = λρ(f) for any constant λ ≥ 0.
(P2) If {fj}, j = 1, 2, . . . , is a sequence of nonnegative measurable func-
tions and fj ↑ f a.e. in R
n, then ρ(fj) ↑ ρ(f).
(P3) If E is any bounded and measurable subset of Rn, and χE is its
characteristic function, then ρ(χE) < +∞.
(P4) For every bounded and measurable subset E of Rn, there exists a
finite constant AE ≥ 0 (depending only on the set E) such that
´
E fdx ≤
AEρ(f) for any nonnegative measurable function f in R
n.
It follows from property (P2) that any Banach function space X is com-
plete (see [Lux]). We also have that, for measurable functions f1 and f2,
if |f1| ≤ |f2| a.e. in R
n and f2 ∈ X, then it follows that f1 ∈ X and
‖f1‖X ≤ ‖f2‖X .
Given a Banach function space X, the Ko¨the dual space (or the associate
space) to X, denoted by X ′, is the set of all measurable functions f such
that fg ∈ L1(Rn) for all g ∈ X. It turns out that X ′ is also a Banach
function space with the associate metric function ρ′(f), f ≥ 0, defined by
ρ′(f) := sup
{ˆ
|fg|dx : g ∈ X, ‖g‖X ≤ 1
}
.
By definition, the second associate space X ′′ to X is given by X ′′ = (X ′)′,
i.e., X ′′ is the Ko¨the dual space to X ′. The following theorems are important
in the theory of Banach function spaces (see [Lux]).
Theorem 2.6. Every Banach function space X coincides with its second
associate space X ′′, i.e., X = X ′′ with equality of norms.
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Theorem 2.7. X∗ = X ′ (isometrically) if and only if the space X has an
absolutely continuous norm.
Here we say that X has an absolutely continuous norm if the following
properties are satisfied for any f ∈ X:
(a) If E is a bounded set of Rn and Ej are measurable subsets of E such
that |Ej| → 0 as j →∞, the ‖fχEj‖X → 0 as j →∞.
(b) ‖fχRn\Bj(0)‖X → 0 as j →∞.
It is known that X has an absolutely continuous norm if and only if any
sequence fj ∈ X such that |fj| ↓ 0 a.e. in R
n has the property that ‖fj‖X ↓ 0
(see [Lux, page 14]).
It is easy to see from the definition that the space Mα,sp , α > 0, s > 1, p >
1, is a Banach function space in Rn and so is its Ko¨the dual space (Mα,sp )′.
We will now follow an idea in [KV, Proposition 2.11] and use the p-
convexity of Mα,sp to show that (M
α,s
p )′ is actually a predual space of M
α,s
p .
Proposition 2.8. We have [(Mα,sp )′]∗ = M
α,s
p (isometrically) for any α >
0, s > 1, p > 1.
Proof. It is obvious that Mα,sp is p-convex with p-convexity constant 1, i.e.,
for every choice of m functions {fi}
m
i=1 in M
α,s
p , we have
(2.14)
∥∥∥∥∥(
m∑
i=1
|fi|
p
) 1
p
∥∥∥∥∥
Mα,sp
≤
( m∑
i=1
‖fi‖
p
Mα,sp
) 1
p
.
Now using the fact that ℓp
′
((Mα,sp )∗) = ℓp(M
α,s
p )∗ we have for any choice
of m functions {gi}
m
i=1 in (M
α,s
p )′,( m∑
i=1
‖gi‖
p′
(Mα,sp )′
) 1
p′
=
( m∑
i=1
‖gi‖
p′
(Mα,sp )∗
) 1
p′
= sup
‖{fi}‖ℓp(Mα,sp )
≤1
m∑
i=1
ˆ
fi(x)gi(x)dx
≤ sup
‖{fi}‖ℓp(Mα,sp )
≤1
ˆ ( m∑
i=1
|fi(x)|
p
) 1
p
( m∑
i=1
|gi(x)|
p′
) 1
p′
dx
≤ sup
‖{fi}‖ℓp(Mα,sp )
≤1
∥∥∥∥∥(
m∑
i=1
|fi|
p
) 1
p
∥∥∥∥∥
Mα,sp
∥∥∥∥∥(
m∑
i=1
|gi|
p′
) 1
p′
∥∥∥∥∥
(Mα,sp )′
.
Thus in view of (2.14) we see that (Mα,sp )′ is p′-concave with p′-concavity
constant 1, i.e.,( m∑
i=1
‖gi‖
p′
(Mα,sp )′
) 1
p′
≤
∥∥∥∥∥(
m∑
i=1
|gi|
p′
) 1
p′
∥∥∥∥∥
(Mα,sp )′
.
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Then by [LT, Proposition 1.a.7] the space (Mα,sp )′ must have an absolutely
continuous norm. Hence, Theorems 2.6 and 2.7 yield that
[(Mα,sp )
′]∗ = (Mα,sp )
′′ =Mα,sp ,
as desired. 
Remark 2.9. The proof shows that (Mα,sp )′ has an absolutely continuous
norm and thus it is a separable Banach space (see [Lux]).
Remark 2.10. We notice that by [MV, Theorem 1.2] it holds that
‖f‖Mα,sp ≃
∥∥∥∥∥Gα ∗ [Gα ∗ (|f |p)]s
′
Gα ∗ (|f |p)
∥∥∥∥∥
1
p(s′−1)
L∞({Gα∗(|f |p)>0})
.
Thus it follows from [KV, Proposition 2.9] and [KV, Theorem 2.10] that
both |f |
p
s′ and Gα ∗ (|f |
p) belong to Z. Here Z = Zs′ is the space of mea-
surable functions h such that the integral equation
u = Gα ∗ (u
s′) + ǫ|h| a.e.
has a nonnegative solution u ∈ Ls
′
loc(R
n) for some ǫ > 0. A norm for Z can
be defined by
‖h‖Z = inf{t > 0 : Gα ∗ |h|
s′ ≤ ts
′−1|h| a.e.} =
∥∥∥∥∥Gα ∗ |h|s
′
|h|
∥∥∥∥∥
1
s′−1
L∞({|h|>0})
(see [KV, page 3455]). Moreover, by [KV, Theorem 2.10] we have
‖|f |
p
s′ ‖Z ≃ ‖Gα ∗ (|f |
p)‖
1
s′
Z .
With these observations, we see that a function f ∈ Mα,sp if and only if
|f |
p
s′ ∈ Z and ∥∥∥|f | ps′ ∥∥∥ s′p
Z
≃ ‖f‖Mα,sp .
In particular, for p = s′, we have Z ≈ Mα,ss′ and Z
′ ≈ (Mα,ss′ )
′. Thus by
[KV, Theorem 2.12] it holds that
‖f‖(Mα,s
s′
)′ ≃ inf
{ ˆ
hs(Gα ∗ h)
1−sdx : h ≥ |f | a.e.
}
.
However, this interesting equivalence will not be used in this paper.
3. Proof of Theorems 1.2, 1.3, and 1.4
To prove Theorem 1.2 we need the following preliminary results. A ho-
mogeneous version of the next theorem can be found in [MS1]. But our
approach here is different from that of [MS1] at least in the case s > 2−α/n.
19
Theorem 3.1. Let s > 1, α > 0, and αs ≤ n. If t ∈ (1, n/(n − α)) for
s ≤ 2 − α/n and t ∈ (1, n(s − 1)/(n − αs)) for s > 2 − α/n, then for any
nonnegative measure µ and V = Gα ∗ (Gα ∗ µ)
1
s−1 we have
(3.1) Mloc(V t)(x0) ≤ AV
t(x0), ∀x0 ∈ R
n,
where A is a constant independent of µ.
Proof. We shall use the following properties of Gα (see [AH, Sect. 1.2.4]):
(3.2) Gα(x) ≃ |x|
α−n, ∀|x| ≤ 4, 0 < α < n,
and
(3.3) Gα(x) ≤ cGα(x+ y), ∀|x| ≥ 2, |y| ≤ 1.
Note that (3.2) and (3.3) yield that for any t ∈ (1, n/(n − α)) we have
(3.4) Mloc(Gtα(· − z))(x) ≤ C G
t
α(x− z), ∀x, z ∈ R
n,
where C is independent of x and z. This can be verified by inspecting the
case x ∈ B3(z) and the case x 6∈ B3(z) separately.
First we consider the case s ≤ 2 − α/n and t ∈ (1, n/(n − α)). By
Minkowski’s inequality and (3.4) we have, for x0 ∈ R
n and r ∈ (0, 1], 
Br(x0)
V t(y)dy =
 
Br(x0)
[ˆ
Rn
Gα(y − z)(Gα ∗ µ)(z)
1
s−1dz
]t
dy
≤
ˆ
Rn
(Gα ∗ µ)(z)
1
s−1
( 
Br(x0)
Gtα(y − z)dy
) 1
t
dz
t
≤ C
[ˆ
Rn
(Gα ∗ µ)(z)
1
s−1Gα(x0 − z)dz
]t
= C V t(x0).
Thus we get (3.1) when t ∈ (1, n/(n − α)) and s ≤ 2− α/n. In fact, the
proof is valid for all s > 1.
We now consider the case s > 2 − α/n and t ∈ (1, n(s − 1)/(n − αs)).
By Ho¨lder’s inequality we may assume that t > s − 1. Let x0 ∈ R
n and
r ∈ (0, 1]. We write
V (x) = V1(x) + V2(x),
where
V1(x) =
ˆ
|y−x0|>3
Gα(x− y)ϕ(y)dy,
V2(x) =
ˆ
|y−x0|≤3
Gα(x− y)ϕ(y)dy,
with
ϕ(y) = (Gα ∗ µ(y))
1
s−1 .
Observe that for |x− x0| ≤ 1 and |y − x0| > 3, it holds that
(3.5) Gα(x− y) ≤ AGα(x0 − y).
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Indeed, since |x − y| ≥ |y − x0| − |x − x0| ≥ 3 − 1 = 2 and |x − x0| ≤ 1,
by (3.3) we find
Gα(x− y) ≤ AGα(x− y + x0 − x) = AGα(x0 − y).
Now by (3.5) we have
V1(x) ≤ A
ˆ
Rn
Gα(x0 − y)ϕ(y)dy = AV (x0)
for all |x− x0| ≤ 1. This yields
(3.6)
 
Br(x0)
V t1 (x)dx ≤ AV
t(x0).
As for V2 we write
V2(x) =
ˆ
|x−u−x0|≤3
Gα(u)ϕ(x− u)du ≤ c[V21(x) + V22(x)],
where
V21(x) =
ˆ
|x−u−x0|≤3
Gα(u)ϕ1(x− u)du,
V22(x) =
ˆ
|x−u−x0|≤3
Gα(u)ϕ2(x− u)du,
with
ϕ1(x− u) =
(ˆ
|z−x0|>5
Gα(x− u− z)dµ(z)
) 1
s−1
,
ϕ2(x− u) =
(ˆ
|z−x0|≤5
Gα(x− u− z)dµ(z)
) 1
s−1
.
Using (3.3), for |z − x0| > 5, |x− u− x0| ≤ 3, and |x− x0| ≤ 1, we have
Gα(x− u− z) ≤ AGα(x− u− z − x+ x0) = AGα(x0 − u− z).
Thus for such x and u it follows that
ϕ1(x− u) ≤ A
[ˆ
Rn
Gα(x0 − u− z)dµ(z)
] 1
s−1
= Aϕ(x0 − u).
Hence,
V21(x) ≤ A
ˆ
|x−u−x0|≤3
Gα(u)ϕ(x0 − u)du
≤ A
ˆ
Rn
Gα(x0 − y)ϕ(y)dy
= AV (x0).
As this holds for all |x− x0| ≤ 1 we deduce that
(3.7)
 
Br(x0)
V t21(x)dx ≤ AV
t(x0).
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It is now left to estimate V22. Note that for |x− x0| ≤ 1,
V22(x) =
ˆ
|y−x0|≤3
Gα(x− y)ϕ2(y)dy ≤
ˆ
|y−x|≤4
Gα(x− y)ϕ2(y)dy,
and thus by (3.2) we have
(3.8) V22(x) ≤ C
ˆ 5
0
´
Bρ(x)
ϕ2(y)dy
ρn−α
dρ
ρ
.
We next claim that for |x− x0| ≤ 1,
(3.9) V22(x) ≤ C
ˆ 100
0
(
µ(Bρ(x))
ρn−αs
) 1
s−1 dρ
ρ
.
Assuming (3.9), we have
(3.10)
 
Br(x0)
V t22(x)dx ≤ C(Q1 +Q2),
where
Q1 =
 
Br(x0)
(ˆ r
0
(
µ(Bρ(x))
ρn−αs
) 1
s−1 dρ
ρ
)t
dx,
Q2 =
 
Br(x0)
(ˆ 100
r
(
µ(Bρ(x))
ρn−αs
) 1
s−1 dρ
ρ
)t
dx.
For Q2 we observe that if x ∈ Br(x0) and ρ ≥ r then Bρ(x) ⊂ B2ρ(x0),
and so
Q2 ≤
 
Br(x0)
(ˆ 100
r
(
µ(B2ρ(x0))
ρn−αs
) 1
s−1 dρ
ρ
)t
dx ≤ CV t(x0),
where we used [Ad1, Theorem 2] in the last inequality.
For Q1, we first bound, with x ∈ Br(x0) and ǫ > 0,(ˆ r
0
(
µ(Bρ(x))
ρn−αs
) 1
s−1 dρ
ρ
)t
≤ c r
ǫt
s−1 sup
0<ρ<r
(
µ(Bρ(x))
ρn−αs+ǫ
) t
s−1
≤ c r
ǫt
s−1 sup
0<ρ<r
(ˆ
|x−z|<ρ
dµ(z)
|x− z|n−αs+ǫ
) t
s−1
≤ c r
ǫt
s−1
(ˆ
|x0−z|<2r
dµ(z)
|x− z|n−αs+ǫ
) t
s−1
.
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This and Minkowski’s inequality (recall that t > s− 1) yield
Q1 ≤ c r
ǫt
s−1
 
Br(x0)
(ˆ
|x0−z|<2r
dµ(z)
|x− z|n−αs+ǫ
) t
s−1
dx
≤ c r
ǫt
s−1
ˆ
|x0−z|<2r
dµ(z)
( 
Br(x0)
dx
|x− z|(n−αs+ǫ)
t
s−1
) s−1
t

t
s−1
.
We now choose an ǫ > 0 such that (n−αs+ ǫ) ts−1 < n, which is possible
since
n(s− 1)
t
> n− αs.
Then by simple calculations and [Ad1, Theorem 2] we arrive at
Q1 ≤ c
(
µ(B2r(x0))
rn−αs
) t
s−1
≤ c
(ˆ 4
0
(
µ(Bρ(x0))
ρn−αs
) 1
s−1 dρ
ρ
)t
dx ≤ CV t(x0).
Thus in view of (3.10) and the above estimates for Q1 and Q2 we get
(3.11)
 
Br(x0)
V t22(x)dx ≤ AV
t(x0).
Estimates (3.6), (3.7), and (3.11) yield the bound (3.1) as desired.
Therefore, what’s left now is to verify inequality (3.9). In view of (3.8)
we need to estimate
´
Bρ(x)
ϕ2(y)dy. To this end, we first observe that for
y ∈ Bρ(x), ρ ∈ (0, 5], by (3.2) it holds that
ϕ2(y) =
(ˆ
|z−x0|≤5
Gα(y − z)dµ(z)
) 1
s−1
≤
(ˆ
|z−y|≤11
Gα(y − z)dµ(z)
) 1
s−1
≤ C
(ˆ
|z−y|≤11
1
|y − z|n−α
dµ(z)
) 1
s−1
.
Thus for 0 < ρ ≤ 5 we have
(3.12)
ˆ
Bρ(x)
ϕ2(y)dy ≤ C(I1 + I2),
where
I1 =
ˆ
Bρ(x)
(ˆ
|z−y|<ρ
1
|y − z|n−α
dµ(z)
) 1
s−1
dy,
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and
I2 =
ˆ
Bρ(x)
(ˆ
ρ≤|z−y|≤11
1
|y − z|n−α
dµ(z)
) 1
s−1
dy(3.13)
≤
ˆ
Bρ(x)
(ˆ 12
ρ
µ(Bt(y))
tn−α
dt
t
) 1
s−1
dy
≤ c ρn
(ˆ 12
ρ
µ(B2t(x))
tn−α
dt
t
) 1
s−1
.
We now claim that
(3.14) I1 ≤ c µ(B2ρ(x))
1
s−1ρn+
α−n
s−1 .
Indeed, we have
I1 ≤
ˆ
|x−y|≤ρ
(ˆ
|z−x|<2ρ
dµ(z)
|z − y|n−α
) 1
s−1
dy,
and thus when s > 2 by Ho¨lder’s inequality with exponents s − 1 and s−1s−2
and Fubini’s theorem we obtain
I1 ≤
(ˆ
|z−x|<2ρ
dµ(z)
ˆ
|x−y|≤ρ
dy
|z − y|n−α
) 1
s−1
|Bρ(x)|
s−2
s−1
≤ c µ(B2ρ(x))
1
s−1ρ
α
s−1 ρ
n(s−2)
s−1 = c µ(B2ρ(x))
1
s−1 ρn+
α−n
s−1 .
On the other hand, when 2−α/n < s ≤ 2 we use Minkowski’s inequality
to get
I1 ≤
ˆ
|z−x|<2ρ
(ˆ
|x−y|≤ρ
dy
|z − y|
n−α
s−1
)s−1
dµ(z)

1
s−1
≤ c µ(B2ρ(x))
1
s−1ρn+
α−n
s−1 .
Thus the claim (3.14) follows. At this point combining estimates (3.8),
(3.12)-(3.14) we obtain
(3.15) V22(x) ≤ C
ˆ 5
0
(
µ(Bρ(x))
ρn−αs
) 1
s−1 dρ
ρ
+ CJ(x),
where
J(x) =
ˆ 5
0
ρα
(ˆ 12
ρ
µ(B2t(x))
tn−α
dt
t
) 1
s−1 dρ
ρ
.
Using Hardy’s inequality of the form{ˆ ∞
0
(ˆ ∞
ρ
f(t)dt
)q
ρα
dρ
ρ
} 1
q
≤
q
α
{ˆ ∞
0
(tf(t))qtα
dt
t
} 1
q
,
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1 ≤ q <∞, α > 0, f ≥ 0, when s ≤ 2 we find
J(x) ≤ C
ˆ 12
0
(
µ(B2t(x))
tn−αs
) 1
s−1 dt
t
≤ C
ˆ 24
0
(
µ(Bρ(x))
ρn−αs
) 1
s−1 dρ
ρ
.
When s > 2 we have(ˆ 12
ρ
µ(B2t(x))
tn−α
dt
t
) 1
s−1
≤
(
k0∑
k=0
ˆ 2k+1ρ
2kρ
µ(B2t(x))
tn−α
dt
t
) 1
s−1
≤ C
(
k0∑
k=0
µ(B2k+2ρ(x))
(2kρ)n−α
) 1
s−1
≤ C
k0∑
k=0
(
µ(B2k+2ρ(x))
(2kρ)n−α
) 1
s−1
,
where k0 = k0(ρ) is an integer such that 2
k0+1ρ ≥ 12 and 2k0+1ρ < 24. This
yields (ˆ 12
ρ
µ(B2t(x))
tn−α
dt
t
) 1
s−1
≤ C
ˆ 48
2ρ
(
µ(B2t(x))
tn−α
) 1
s−1 dt
t
.
Thus by Fubini’s theorem we get
J(x) ≤ C
ˆ 5
0
ρα
ˆ 48
2ρ
(
µ(B2t(x))
tn−α
) 1
s−1 dt
t
dρ
ρ
≤ C
ˆ 48
0
(
µ(B2t(x))
tn−α
) 1
s−1
ˆ t/2
0
ρα
dρ
ρ
dt
t
= C
ˆ 48
0
(
µ(B2t(x))
tn−αs
) 1
s−1 dt
t
≤ C
ˆ 96
0
(
µ(Bρ(x))
ρn−αs
) 1
s−1 dt
t
.
Now combining (3.15) with the above estimates for J(x) we arrive at (3.9)
as desired.
The proof of the theorem is complete. 
For any set E ⊂ Rn with 0 < Capα,s(E) < ∞, by [AH, Theorems 2.5.6
and 2.6.3 ] one can find a nonnegative measure µ = µE with supp(µ) ⊂ E
(called capacitary measure for E) such that the function V E = Gα ∗ ((Gα ∗
µ)
1
s−1 ) satisfies the following properties:
(3.16) µE(E) = Capα,s(E) =
ˆ
Rn
V EdµE =
ˆ
Rn
(Gα ∗ µ
E)
s
s−1dx,
V E ≥ 1 quasieverywhere on E,
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and
(3.17) V E ≤ A on Rn.
Lemma 3.2. Let E, µ = µE, and V E be as above and let 0 < αs ≤ n. If
δ ∈ (1, n/(n − α)) for s < 2 and δ ∈ (s − 1, n(s − 1)/(n − αs)) for s ≥ 2,
then the function (V E)δ ∈ Aloc1 with [(V
E)δ]Aloc1
≤ c(n, α, s, δ). Moreover,
(V E)δ ∈ L1(C) with ‖(V E)δ‖L1(C) ≤ C Capα,s(E).
Proof. Thanks to Theorem 3.1, we just meed to prove the last statement of
the lemma. By [AH, Proposition 6.1.2] we see that V E and hence (V E)δ are
quasicontinuous. We have
(3.18) ‖(V E)δ‖L1(C) = δ
ˆ ∞
0
Capα,s({V
E > ρ})ρδ−1dρ.
For s ≥ 2, by [AM, Proposition 4.4] and (3.16) it holds that
Capα,s({V
E > ρ}) ≤ C µE(Rn)ρ1−s = C Capα,s(E)ρ
1−s.
For 1 < s < 2, let ν be the capacitary measure for the set {V E > ρ}. By
Fubini’s theorem we have
Capα,s({V
E > ρ}) =
ˆ
Rn
dν ≤ ρ−1
ˆ
Rn
V Edν
= ρ−1
ˆ
Rn
(Gα ∗ µ
E(y))
1
s−1 (Gα ∗ ν(y))dy.
Thus by Ho¨lder’s inequality it follows that
Capα,s({V
E > ρ}) ≤ ρ−1
{ˆ
Rn
(Gα ∗ µ
E(y))
s
s−1 dy
}2−s
×
×
{ˆ
Rn
(Gα ∗ µ
E(y))(Gα ∗ ν(y))
1
s−1 dy
}s−1
= ρ−1Capα,s(E)
2−s
ˆ
Rn
Gα ∗ ((Gα ∗ ν)
1
s−1 )dµE
≤ C ρ−1Capα,s(E)
2−sµE(Rn)s−1 = C ρ−1Capα,s(E).
Using (3.17)-(3.18) and the above estimates for Capα,s({V
E > ρ}), we
get
‖(V E)δ‖L1(C) ≤ C Capα,s(E)
ˆ A
0
ρ−max{s−1,1}ρδ−1dρ ≤ C Capα,s(E),
as desired. 
We are now ready to prove Theorem 1.2.
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Proof of Theorem 1.2. By Theorem 2.4, given w ∈ L1(C) with ‖w‖L1(C) ≤
1, one has ˆ
|f(x)|pw(x)dx ≤ ‖|f |p‖Mα,s1
ˆ ∞
0
Capα,s({w > t})dt
= ‖f‖p
Mα,sp
‖w‖L1(C),
which yields
sup
{ˆ
|f(x)|pw(x)dx : w ∈ L1(C), ‖w‖L1(C) ≤ 1
}
≤ ‖f‖p
Mα,sp
.
On the other hand, fix a constant δ such that δ ∈ (1, n/(n − α)) if s < 2
and δ ∈ (s − 1, n(s − 1)/(n − αs)) if s ≥ 2, and let E be a compact subset
of Rn with Capα,s(E) > 0. Then, with V
E as in Lemma 3.2, we can find
a constant c = c(n, α, s) ≥ 1 such that [V E/Capα,s(E)]Aloc1
≤ c. Thus we
haveˆ
E
|f(x)|pdx
Capα,s(E)
≤
ˆ
E
|f(x)|p(V E)δdx
Capα,s(E)
≤
ˆ
Rn
|f(x)|p
(
(V E)δ
Capα,s(E)
)
dx
≤ C sup
{ˆ
|f(x)|pw(x)dx : w ∈ L1(C), ‖w‖L1(C) ≤ 1, [w]Aloc1
≤ c
}
.
This finishes the proof of the theorem. 
Proof of Theorem 1.3. If f ∈ Mα,sp , then for any g ∈ N
α,s
p′ and w ∈ L
1(C),
‖w‖L1(C) ≤ 1, such that
´
|g|p
′
w1−p
′
dx < +∞, one has∣∣∣∣ˆ f(x)g(x)dx∣∣∣∣ ≤ (ˆ |f |pwdx) 1p (ˆ |g|p′w1−p′dx) 1p′
by Ho¨lder’s inequality. Thus it follows from the proof of Theorem 1.2 that∣∣∣∣ˆ f(x)g(x)dx∣∣∣∣ ≤ ‖f‖Mα,sp ‖g‖Nα,sp′ ,
and so Lf ∈ (N
α,s
p′ )
∗.
Conversely, let L ∈ (Nα,sp′ )
∗ be given. If g ∈ Lp
′
with supp(g) ⊂ E for a
bounded set E with positive capacity, then with V E and δ as in Lemma 3.2
we have ˆ
Rn
|g|p
′
[
(V E)δ/Capα,s(E)
]1−p′
dx ≤ Capα,s(E)
p′−1‖g‖p
′
Lp′
.
Thus g ∈ Nα,sp′ with
‖g‖Nα,s
p′
≤ CCapα,s(E)
1
p ‖g‖Lp′ ,
and so
|L(g)| ≤ C‖L‖Capα,s(E)
1
p ‖g‖Lp′ .
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By Riesz’s representation theorem there is an f ∈ Lploc(R
n) such that
(3.19) L(g) =
ˆ
f(x)g(x)dx
for all g ∈ Lp
′
with compact support. In particular, if g = sgn(f)|f |p−1χK
for any compact set K, then we deduce
|L(g)| =
ˆ
K
|f |p ≤ C‖L‖Capα,s(K)
1
p ‖g‖Lp′
= C‖L‖Capα,s(K)
1
p
(ˆ
K
|f |p
) 1
p′
.
This implies f ∈Mα,sp and
‖f‖Mα,sp ≤ C‖L‖.
Note that for any g ∈ Nα,sp′ , the functions
gk := max{min{g, k},−k}χBk(0), k ≥ 1,
converge to g in Nα,sp′ as k →∞. Also, for any g ∈ N
α,s
p′ and k ≥ 1 we haveˆ
|f ||g|kdx ≤ C‖f‖Mα,sp ‖gk‖Nα,sp′
≤ C‖f‖Mα,sp ‖g‖Nα,sp′
,
and thus by Fatou’s lemma we get fg ∈ L1(Rn). Then by continuity, (3.19),
and Lebesgue Dominated Convergence Theorem we arrive at
L(g) = lim
k→∞
L(gk) = lim
k→∞
ˆ
f(x)gk(x)dx =
ˆ
f(x)g(x)dx
for all g ∈ Nα,sp′ .
This completes the proof of the theorem. 
Remark 3.3. The above proof shows that bounded functions with compact
support f are dense in Nα,sq . For such f , we define ρǫ ∗ f = ǫ
−nρ(ǫ−1·) ∗ f ,
where ǫ ∈ (0, 1) and ρ ∈ C∞c (B1(0)). Let B be a ball such that supp(f) ⊂ B
and supp(ρǫ∗f) ⊂ B for any ǫ ∈ (0, 1). Then take a weight w ∈ L
1(C)∩Aloc1
such that w ≥ 1 on B. We have
‖ρǫ ∗ f − f‖Nα,sq ≤ C
(ˆ
Rn
|ρǫ ∗ f − f |
qw1−qdx
) 1
q
≤ C ‖ρǫ ∗ f − f‖Lq .
Thus we see that C∞c (R
n) is dense in Nα,sq . Likewise, we also have that
C∞c (R
n) is dense in the space Nα,sq .
Proof of Theorem 1.4. One just needs to follow the proofs of Theorems 1.2
and 1.3 and replace the function (V E)δ with the characteristic function
χE. 
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Remark 3.4. In general, functions in Nα,sp′ (hence N˜
α,s
p′ ) do not belong to
Lp
′
loc(R
n). To see this, consider the case p = 2, α = 1/4, s = 2, and n ≥ 3.
Let g(x) = |x|−n+1 for |x| < 1 and for g(x) = |x|−n−1 for |x| ≥ 1. Also, let
w(x) = g(x) for any x ∈ Rn. Then using (2.3) and (2.4) it can be shown
that w ∈ Aloc1 ∩L
1(C). Moreover, we have g2w−1 ∈ L1(Rn). Thus g ∈ Nα,sp′
(by enlarging c(n, α, s) if necessary) but g 6∈ L2(B1(0)).
On the other hand, if in the definition of Nα,sp′ we consider only weights
w such that w ∈ L∞(Rn) ∩ L1(C) ∩ Aloc1 with ‖w‖L1(C) ≤ 1 and [w]Aloc1
≤
c(n, α, s) (or only weights w such that w ∈ L∞(Rn) and
´
Rn
wdC ≤ 1 for
N˜α,sp′ ), then Theorems 1.3 and 1.4 still remain valid for those versions of
Nα,sp′ and N˜
α,s
p′ . Moreover, functions in such spaces belong to L
p′(Rn).
4. Proof of Theorem 1.6
Proof of Theorem 1.6. By Proposition 2.8, we just need to show (Bα,sp′ )
∗ =
Mα,sp . Let f ∈M
α,s
p and g ∈ B
α,s
p′ . Suppose that g =
∑
j cjaj where aj = 0
in Rn \ Aj and ‖aj‖Lp′ ≤ Capα,s(Aj)
−1/p. We have∣∣∣∣ˆ f(x)g(x)dx∣∣∣∣ ≤∑
j
|cj |
ˆ
Aj
|faj|dx
≤
∑
j
|cj |‖f‖Lp(Aj)‖aj‖Lp′
≤
∑
j
|cj |‖f‖Lp(Aj)Capα,s(Aj)
−1/p
≤
∑
j
|cj |‖f‖Mα,sp .
Thus,
(4.1)
∣∣∣∣ˆ f(x)g(x)dx∣∣∣∣ ≤ ‖f‖Mα,sp ‖g‖Bα,sp′ .
Conversely, let L ∈ Bα,sp′ be given. If 0 6= g ∈ L
p′ with supp(g) ⊂ E for
a bounded set E then g ∈ Bα,sp′ as we can write g = Capα,s(E)
1/p‖g‖Lp′ g˜,
where g˜ = g/(Capα,s(E)
1/p‖g‖Lp′ ), and so
‖g‖Bα,s
p′
≤ Capα,s(E)
1
p ‖g‖Lp′ .
This gives
|L(g)| ≤ ‖L‖Capα,s(E)
1
p ‖g‖Lp′ .
Then as in the proof of Theorem 1.3 we can find an f ∈ Mα,sp with
‖f‖Mα,sp ≤ ‖L‖, and
(4.2) L(g) =
ˆ
f(x)g(x)dx
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for all g ∈ Lp
′
with compact support.
We will now show that (4.2) holds for all g ∈ Bα,sp′ . Note that for any
g ∈ Bα,sp′ , we have a representation g =
∑
j cjaj where aj = 0 in R
n \ Aj ,
Aj’s are bounded sets, ‖aj‖Lp′ ≤ Capα,s(Aj)
−1/p, and
∑
j |cj | < +∞. Thus
the functions
gk :=
∑
|j|≤k
cjaj, k ≥ 1,
have compact support and converge to g in Bα,sp′ as k → ∞. Also, if hk =∑
|j|≤k |cj ||aj |, k ≥ 1, then hk ∈ B
α,s
p′ and ‖hk‖Bα,sp′
≤
∑
j |cj |. Thus using
(4.1) we haveˆ
|f |hkdx ≤ ‖f‖Mα,sp ‖hk‖Bα,sp′
≤ ‖f‖Mα,sp
∑
j
|cj |,
and by Fatou’s lemma we get f
∑
j |cj ||aj | and fg ∈ L
1(Rn).
Now by continuity, (4.2), and Lebesgue Dominated Convergence Theorem
we arrive at
L(g) = lim
k→∞
L(gk) = lim
k→∞
ˆ
f(x)gk(x)dx =
ˆ
f(x)g(x)dx
for all g ∈ Bα,sp′ . 
Remark 4.1. The proof above shows that if g =
∑
j cjaj , where aj = 0 in
R
n\Aj for a bounded set Aj, ‖aj‖Lp′ ≤ Capα,s(Aj)
−1/p, and
∑
j |cj | < +∞,
then the series
∑
j cjaj converges absolutely a.e. in R
n.
5. The space Nα,sq
Let α > 0, s > 1, and q > 1. Recall that L1(C) is defined as the Ko¨the
dual of Mα,s1 . Also, by Theorem 2.4 we see that L
1(C) is continuously
embedded into L1(C). Moreover, the norm of a function g ∈ Nα,sq is the
defined as
‖g‖Nα,sq = infw
(ˆ
Rn
|g(x)|qw(x)1−qdx
)1/q
,(5.1)
where the infimum is taken over all w ∈ L1(C) ∩ Aloc1 with ‖w‖L1(C) ≤ 1
and [w]Aloc1
≤ c(n, α, s).
We remark that if Capα,s is strongly subadditive, then it can be shown
from Hahn-Banach Theorem, Theorem 2.4, and an approximation argument
that ‖f‖L1(C) = ‖f‖L1(C) for all f ∈ L
1(C).
Let δ be a fixed constant such that δ ∈ (1, n/(n − α)) if s < 2 and
δ ∈ (s− 1, n(s− 1)/(n−αs)) if s ≥ 2. We observe that if E is subset of Rn
such that 0 < Capα,s(E) <∞ and V
E is as in Lemma 3.2, then by Theorem
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2.4 and Lemma 3.2 we haveˆ
|g(x)|
(
(V E)δ
Capα,s(E)
)
dx ≤ C
for all g ∈ L1loc ∩M
α,s
1 such that ‖g‖Mα,s1 ≤ 1. That is,∥∥∥(V E)δ/Capα,s(E)∥∥∥
L1(C)
≤ C.
Moreover, [V E/Capα,s(E)]Aloc1
≤ c(n, α, s) for some c(n, α, s) ≥ 1. Thus
by a simple modification of the proofs of Theorems 1.2 and 1.3 we obtain
the following duality result.
Theorem 5.1. For p > 1 and α > 0, s > 1, with αs ≤ n, we have
‖f‖Mα,sp ≃ sup
w
(ˆ
Rn
|f(x)|pw(x)dx
)1/p
,
where the supremum is taken over all weights w ∈ L1(C)∩Aloc1 with ‖w‖L1(C) ≤
1 and [w]Aloc1
≤ c(n, α, s). Moreover, we have
(
Nα,sp′
)∗
≈Mα,sp .
The fact that ‖ · ‖L1(C) is a norm yields the following important result. A
related result in the setting of Morrey spaces can be found in [MST].
Theorem 5.2. The space Nα,sq with the norm given by (5.1) is a Banach
function space.
Proof. For any g ∈ Nα,sq we set
‖g‖1 := inf
{∑
j
|cj | : g =
∑
j
cjbj a.e.
}
,
where each bj is a block in N
α,s
q , i.e., bj ∈ N
α,s
q and ‖bj‖Nα,sq ≤ 1. It is easy
to see that ‖ · ‖1 is actually a norm and (N
α,s
q , ‖ · ‖1) is a Banach space.
That ‖g‖1 = 0 implies g = 0 a.e. can be checked as follows. Since ‖g‖1 = 0,
for any ǫ > 0, there exist {cj} ∈ ℓ
1 and blocks bj’s such that g =
∑
j cjbj
and
∑
j |cj | < ǫ. Then for any ϕ ∈ Cc(R
n) by Theorem 5.1 we haveˆ
|g||ϕ|dx ≤
∑
j
|cj |
ˆ
|bj ||ϕ|dx ≤
∑
j
|cj |‖bj‖Nα,sq ‖ϕ‖Mα,sq′
≤ ǫ ‖ϕ‖Mα,s
q′
,
which yields that
´
|g||ϕ|dx = 0 for all ϕ ∈ Cc(R
n) and hence g = 0 a.e.
We next show that
(5.2) ‖g‖Nα,sq = ‖g‖1
for all g ∈ Nα,sq and thus property (P1) in the definition of Banach function
space is fulfilled (see Sub-section 2.2). That ‖g‖1 ≤ ‖g‖Nα,sq is obvious. To
show the converse, we will show that
(5.3) ‖g‖Nα,sq ≤ (1 + ǫ)
2‖g‖1, ∀ǫ > 0.
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For any g ∈ Nα,sq , g 6= 0, and any ǫ > 0, there exist {cj} ∈ ℓ
1 and blocks
bj’s such that g =
∑
j cjbj and∑
j
|cj | ≤ (1 + ǫ)‖g‖1.
Since ‖bj‖Nα,sq ≤ 1, we can find wj ∈ L
1(C) ∩ Aloc1 , with ‖wj‖L1(C) ≤ 1
and [wj ]Aloc1
≤ c(n, α, s), such that(ˆ
|bj |
qw1−qj dx
) 1
q
≤ 1 + ǫ.
By Ho¨lder’s inequality we have
|g|q ≤
(∑
j
|cj ||bj |
)q
≤
(∑
j
|cj |wj
)q−1(∑
j
cj |bj|
qw1−qj
)
.
Let w =
∑
j |cj |wj . It is easy to see that w ∈ L
1(C) ∩ Aloc1 , with
‖w‖L1(C) ≤
∑
j |cj | and [w]Aloc1
≤ c(n, α, s). We then have
ˆ
|g|qw1−qdx ≤
∑
j
|cj |
ˆ
|bj |
q|wj |
1−qdx ≤
∑
j
|cj |(1 + ǫ)
q.
This gives ˆ
|g|q
( w∑
j |cj |
)1−q
dx ≤
(∑
j
|cj |
)q
(1 + ǫ)q,
and so
‖g‖Nα,sq ≤
∑
j
|cj | (1 + ǫ) ≤ (1 + ǫ)
2‖g‖1.
Thus we obtain (5.3) and so (5.2) follows.
As properties (P3) and (P4) are easy to check, what’s left now is to verify
the Fatou property (P2). To this end, let {fj}, j = 1, 2, . . . , be a sequence
of nonnegative measurable functions in Nα,sq and fj ↑ f a.e. in R
n. We just
need to show that ‖f‖Nα,sq ≤ supj≥1 ‖fj‖Nα,sq . For this, we may assume that
sup
j≥1
‖fj‖Nα,sq =M < +∞.
Then for any j ≥ 1 and ǫ > 0 we can find wj ∈ L
1(C) ∩ Aloc1 , with
‖wj‖L1(C) ≤ 1 and [wj ]Aloc1
≤ c(n, α, s), such that(ˆ
|fj(x)|
qwj(x)
1−qdx
) 1
q
≤M + ǫ.(5.4)
Note that if g = 1/C, where C is the constant in (2.8) then we have
g ∈Mα,s1 and ‖g‖Mα,s1 ≤ 1. This yields that
1
C
ˆ
wj(x)dx ≤ ‖wj‖L1(C) ≤ 1, ∀j ≥ 1.
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Thus by Komlo´s Theorem (see [Kom]), one can find some subsequence of
{wj}, still denoted by {wj}, and a function w such that
σk(x) :=
1
k
k∑
j=1
wj(x)→ w(x)
for almost everywhere x. Moreover, any subsequence of {wj} is also Cesa`ro
convergent to w almost everywhere. Then for any function g such that
‖g‖Mα,s1 ≤ 1, by Fatou’s lemma we have
ˆ
|g(x)|w(x)dx ≤ lim inf
k→∞
ˆ
|g(x)|σk(x)dx
= lim inf
k→∞
1
k
k∑
j=1
ˆ
|g(x)|wj(x)dx
≤ lim inf
k→∞
1
k
k∑
j=1
‖wj‖L1(C)
≤ 1.
This shows that w ∈ L1(C) and ‖w‖L1(C) ≤ 1. Furthermore, for each
j ≥ 1, by the convexity of the function t 7→ t1−q on (0,∞), we have
ˆ
fj(x)
qw(x)1−qdx =
ˆ
fj(x)
q lim
k→∞
[1
k
j+k−1∑
m=j
wm(x)
]1−q
dx
≤ lim inf
k→∞
ˆ
fj(x)
q
[1
k
j+k−1∑
m=j
wm(x)
]1−q
dx
≤ lim inf
k→∞
ˆ
fj(x)
q 1
k
j+k−1∑
m=j
wm(x)
1−qdx
≤ lim inf
k→∞
ˆ
1
k
j+k−1∑
m=j
fm(x)
q wm(x)
1−qdx,
where we used 0 ≤ fj ≤ fm for m ≥ j in the last bound. By (5.4), this givesˆ
fj(x)
qw(x)1−qdx ≤ (M + ǫ)q,
and letting j →∞ we getˆ
f(x)qw(x)1−qdx ≤ (M + ǫ)q.
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As this holds for all ǫ > 0 we arrive at
‖f‖Nα,sq ≤M = sup
j≥1
‖fj‖Nα,sq ,
which completes the proof of the theorem. 
We now obtain the main result of this section.
Theorem 5.3. For α > 0, s > 1 with αs ≤ n and p > 1 we have
(5.5)
(
Nα,sp′
)′
≈Mα,sp ,
and
(5.6) Nα,sp′ ≈
(
Mα,sp
)′
.
Proof. The relation (5.5) is just a consequence of Theorem 5.1 and in fact
more precisely we have
‖f‖(
Nα,s
p′
)
′ ≤ ‖f‖Mα,sp ≤ C‖f‖
(
Nα,s
p′
)
′ .
To prove (5.6) we note from (5.5) that
(
Nα,sp′
)′′
≈ (Mα,sp )
′
. On the other
hand, by Theorems 2.6 and 5.2 we find
(
Nα,sp′
)′′
= Nα,sp′ . Thus we obtain
(5.6) as claimed. 
Remark 5.4. If we drop the Aloc1 condition in the definition of N
α,s
q , then
we get another space which we call N˜α,sq . For this space we have
(
N˜α,sp′
)′
=
Mα,sp and N˜
α,s
p′ = (M
α,s
p )
′
, p > 1. In particular, we have Nα,sq ≈ N˜
α,s
q ,
q > 1.
6. Proof of Theorems 1.7 and 1.8
In order to prove Theorem 1.7 we need the following lemmas.
Lemma 6.1. Suppose that q > 1 and Capα,s is strongly subadditive. Then
Nα,sq and N˜
α,s
q are Banach spaces and we have N
α,s
q ≈ N˜
α,s
q ≈ B
α,s
q with
‖f‖N˜α,sq ≤ ‖f‖B
α,s
q
≤ c1 ‖f‖N˜α,sq ≤ c1 ‖f‖N
α,s
q
≤ c2 ‖f‖Bα,sq .
Proof. By reasoning as in the proof of Theorem 5.2 we find
(6.1) ‖f‖Nα,sq = inf
{∑
j
|cj | : f =
∑
j
cjbj a.e.
}
,
where each bj ∈ N
α,s
q and ‖bj‖Nα,sq ≤ 1. Likewise,
(6.2) ‖f‖N˜α,sq = inf
{∑
j
|cj | : f =
∑
j
cjbj a.e.
}
,
where each bj ∈ N˜
α,s
q and ‖bj‖N˜α,sq ≤ 1. Note here that to verify (6.1)
we use the completeness of L1(C) (Theorem 2.3) to obtain that if w =
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j |cj |wj , where {cj} ∈ ℓ
1 and wj ∈ L
1(C) with ‖wj‖L1(C) ≤ 1, then w is
quasicontinuous and ‖wj‖L1(C) ≤
∑
j |cj |. Now (6.1) and (6.2) yield that
Nα,sq and N˜
α,s
q are Banach spaces.
Note that if a ∈ Lq(Rn) is such that there exists a bounded set A ⊂ Rn
for which a = 0 a.e. in Rn \A and ‖a‖Lq ≤ Capα,s(A)
1−q
q , then obviously
‖a‖
N˜α,sq
≤ 1
and by Lemma 3.2
‖a‖Nα,sq ≤ C.
Thus it follows from (6.1) and (6.2) that
‖f‖
N˜α,sq
≤ ‖f‖Bα,sq , and ‖f‖Nα,sq ≤ C ‖f‖Bα,sq .
Also, it is obvious that ‖f‖
N˜α,sq
≤ ‖f‖Nα,sq and so we just need to show
(6.3) ‖f‖Bα,sq ≤ C ‖f‖N˜α,sq
for any f ∈ N˜α,sq . Now for f ∈ N˜
α,s
q , we can find a nonnegative function w
defined quasieverywhere such thatˆ
w dC =
ˆ ∞
0
Capα,s({w > t})dt ≤ 1
and (ˆ
|f(x)|qw(x)1−qdx
) 1
q
≤ 2‖f‖N˜α,sq .
Note that ∑
k∈Z
2kCapα,s({2
k−1 < w ≤ 2k})
=
1
4
∑
k∈Z
ˆ 2k−1
2k−2
Capα,s({2
k−1 < w ≤ 2k})dt
≤
1
4
∑
k∈Z
ˆ 2k−1
2k−2
Capα,s({w > t})dt
=
1
4
ˆ
w dC ≤
1
4
.
Let Ek = {2
k−1 < w ≤ 2k} for k ∈ Z and Dl = {l − 1 ≤ |x| < l} for
l = 1, 2, . . . Note that w < +∞ quasieverywhere and hence
f =
∑
k,l
fχEk∩Dl =
∑
k,l
ck,lak,l a.e.,
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where
∑
k,l =
∑
k∈Z
∑
l≥1 and
ck,l = ‖f‖Lq(Ek∩Dl)Capα,s(Ek ∩Dl)
(q−1)/q ,
ak,l = ‖f‖
−1
Lq(Ek∩Dl)
Capα,s(Ek ∩Dl)
(1−q)/qfχEk∩Dl .
Here we understand that ak,l = 0 whenever f = 0 a.e. in Ek ∩ Dl. It is
obvious that
‖ak,l‖Lq = Capα,s(Ek ∩Dl)
(1−q)/q ,
whenever ak,l 6= 0. Moreover, we have that∑
k,l
ck,l =
∑
k,l
(ˆ
Ek∩Dl
|f(x)|qw(x)1−qw(x)q−1dx
) 1
q
Capα,s(Ek ∩Dl)
q−1
q
≤
∑
k,l
(ˆ
Ek∩Dl
|f(x)|qw(x)1−qdx
) 1
q
2k(q−1)/qCapα,s(Ek ∩Dl)
q−1
q
≤
(∑
k,l
ˆ
Ek∩Dl
|f(x)|qw(x)1−qdx
) 1
q
(∑
k,l
2kCapα,s(Ek ∩Dl)
) q−1
q
,
where we used Ho¨lder’s inequality in the last line.
On the other hand, it follows from the quasiadditivity of Capα,s (see
(2.10)) we have ∑
l≥1
Capα,s(Ek ∩Dl) ≤ C Capα,s(Ek).
Thus,
∑
k,l
ck,l ≤ C
(ˆ
|f(x)|qw(x)1−qdx
) 1
q
(∑
k
2kCapα,s(Ek)
) q−1
q
≤ C‖f‖
N˜p′,α,s
.
We have succeeded to decompose f as the sum f =
∑
j cjaj such that
‖cj‖l1 ≤ C‖f‖N˜p′,α,s and ‖aj‖Lq ≤ Capα,s(Aj)
(1−q)/q with {aj 6= 0} ⊂ Aj
for a bounded set Aj . Thus by the definition of B
α,s
q we obtain f ∈ B
α,s
q
with the bound (6.3). 
Lemma 6.2. Suppose that q > 1 and Capα,s is strongly subadditive. Then
Nα,sq , N˜
α,s
q , and B
α,s
q are Banach function spaces.
Proof. First we show that N˜α,sq is a Banach function space and for that
we just need to check the Fatou property (P2). The proof is similar to
that of Theorem 5.2. Let {fj}, j = 1, 2, . . . , be a sequence of nonnega-
tive measurable functions in N˜α,sq and fj ↑ f a.e. in R
n. Suppose that
supj≥1 ‖fj‖N˜α,sq =M < +∞. It is enough to show that ‖f‖N˜α,sq ≤M.
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As in the proof of Theorem 5.2, for any j ≥ 1 and ǫ > 0 we can find a
nonnegative and q.e. defined weight wj with
´
wj dC ≤ 1 such that(ˆ
|fj(x)|
qwj(x)
1−qdx
) 1
q
≤M + ǫ
and
´
wj(x)dx ≤ C. Then by Komlo´s Theorem, one can find a subse-
quence of {wj}, still denoted by {wj}, and a function w such that σk(x) :=
1
k
∑k
j=1wj(x)→ w(x) for almost everywhere x. Moreover, any subsequence
of {wj} is also Cesa`ro convergent to w almost everywhere. By redefining
w(x) to be zero for all the points x such that σk(x) 6→ w(x), one has
w(x) ≤ lim inf
k→∞
σk(x) quasieverywhere.
Hence,ˆ ∞
0
Capα,s ({w > t}) dt ≤
ˆ ∞
0
Capα,s
({
lim inf
k→∞
σk > t
})
dt
≤
ˆ ∞
0
lim inf
k→∞
Capα,s({σk > t})dt
≤ lim inf
k→∞
ˆ ∞
0
Capα,s({σk > t})dt
≤ lim inf
k→∞
1
k
k∑
j=1
ˆ ∞
0
Capα,s({wj > t})dt,
where we used the strong subadditivity of Capα,s in the last inequality. This
gives ˆ
w dC ≤ lim inf
k→∞
1
k
k∑
j=1
ˆ
wj dC ≤ 1.
Moreover, as in the proof of Theorem 5.2 we haveˆ
|f(x)|qw(x)1−qdx ≤ (M + ǫ)q
and so ‖f‖N˜α,sq ≤M as desired.
Next we show thatNα,sq is a Banach function space. Let {fj}, j = 1, 2, . . . ,
be a sequence of nonnegative measurable functions in Nα,sq and fj ↑ f a.e.
in Rn. Suppose that supj≥1 ‖fj‖Nα,sq = M < +∞. By Lemma 6.1 and the
Fatou property of N˜α,sq , we have ‖f‖N˜α,sq ≤M . In particular, f ∈ N˜
α,s
q ∩N
α,s
q
and thus gj := f − fj ∈ N˜
α,s
q ∩N
α,s
q for all j ≥ 1 and gj ↓ 0 a.e.
On the other hand, Theorem 1.3 implies that
(
N˜α,sq
)∗
=
(
N˜α,sq
)′
with
equality of norms and hence it follows from Theorem 2.7 that N˜α,sq has an
absolutely continuous norm. This yields that ‖f − fj‖N˜α,sq = ‖gj‖N˜α,sq ↓ 0.
Thus by Lemma 6.1 we then obtain ‖gj‖Nα,sq ↓ 0. This yields ‖fj‖Nα,sq ↑
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‖f‖Nα,sq and the Fatou property (P2) follows for N
α,s
q . It is now easy to see
that Nα,sq is a Banach function space.
The proof that Bα,sq is a Banach function space can be proceeded similarly,
as long as we can verify the following properties of Bα,sq :
(6.4) ‖f‖Bα,sq = ‖|f |‖Bα,sq , ∀f ∈ B
α,s
q ,
and
(6.5) 0 ≤ f ≤ g a.e. ⇒ ‖f‖Bα,sq ≤ ‖g‖Bα,sq , ∀g ∈ B
α,s
q .
Equality (6.4) is easy to see from the identities |f | = fsgn(f) and f =
|f |sgn(f). To see (6.5), suppose that g ∈ Bα,sq and g =
∑
j cjaj , where
{cj} ∈ ℓ
1 and each aj ∈ L
q(Rn) is such that there exists a bounded set
Aj ⊂ R
n for which aj = 0 a.e. in R
n \ Aj and ‖aj‖Lq ≤ Capα,s(Aj)
1−q
q .
Then for 0 ≤ f ≤ g we can write
f =
∑
j
cjfg
−1ajχ{g 6=0} a.e.
Note that ‖fg−1ajχ{g 6=0}‖Lq ≤ ‖aj‖Lq ≤ Capα,s(Aj)
1−q
q , and thus f ∈ Bα,sq
and
‖f‖Bα,sq ≤ ‖g‖Bα,sq .
This completes the proof of the lemma. 
We can now prove Theorem 1.7.
Proof of Theorem 1.7. By Theorems 1.4 and 1.6 we have(
Mα,sp
)′
=
(
N˜α,sp′
)′′
=
(
Bα,sp′
)′′
.
Thus if Capα,s is strongly subadditive then by Theorem 2.6 and Lemma
6.2 we find
(Mα,sp )
′ = N˜α,sp′ = B
α,s
p′ .
Likewise, by Theorem 1.3 we have
(
Nα,sp′
)′′
≈ (Mα,sp )′ and so it follows
from Theorem 2.6 and Lemma 6.2 that Nα,sp′ ≈ (M
α,s
p )′.
Now the theorem follows from Theorems 5.2, 5.3, and Lemma 6.2. 
We next prove Theorem 1.8.
Proof of Theorem 1.8. We will need the following functional which is defined
by
γα,s(u) := inf
{ˆ
f sdx : 0 ≤ f ∈ Ls(Rn) and Gα ∗ f ≥ |u|
1
s q.e.
}
for each q.e. defined function u in Rn. Note that γα,s(tu) = |t|γα,s(u) for all
t ∈ R, and moreover,
γα,s(u) := inf {t > 0 : |u| ∈ tH} ,
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where H is the set of all nonnegative and q.e. defined functions g in Rn
such that g
1
s ≤ Gα ∗ f q.e. for a function f ∈ L
s(Rn), f ≥ 0, such that
‖f‖Ls ≤ 1. Note that if we define a nonlinear operator T by
T (h) :=
(
Gα ∗ |h|
1
s
)s
, ∀h ∈ L1(Rn),
then by reverse Minkowski’s inequality we see that T is superadditive. This
yields that the setH is convex (see [KV, Lemma 2.4]) and thus the functional
γα,s(·) is subadditive.
On the other hand, we can deduce from [AH, Proposition 7.4.1] the fol-
lowing equivalence
(6.6)
ˆ ∞
0
Capα,s({x : |u(x)| > t})dt ≃ γα,s(u),
which holds for all q.e. defined functions u in Rn. In particular, we find
that the space L1(C) is normable for all α > 0, s > 1 and αs ≤ n.
Now using (6.6) and the subadditivity of γα,s(·), and arguing as in the
proof of Theorem 5.2 we find
‖f‖Nα,sq ≃ inf
{∑
j
|cj | : f =
∑
j
cjbj a.e. where ‖bj‖Nα,sq ≤ 1
}
,
and
‖f‖N˜α,sq ≃ inf
{∑
j
|cj | : f =
∑
j
cjbj a.e. where ‖bj‖N˜α,sq ≤ 1
}
.
At this point we can repeat the argument in the proof of Lemma 6.1 to
obtain Nα,sq ≈ N˜
α,s
q ≈ B
α,s
q . Combining this with Theorem 5.3 we get the
theorem. 
7. Proof of Theorem 1.9
The proof of Theorem 1.9 is based on Hahn-Banach Theorem and the
following lemma. The Morrey space version of this lemma can be found in
[ST, Theorem 4.3].
Lemma 7.1. Suppose that p > 1, α > 0, s > 1, and αs ≤ n. Let F be the
closer in Mα,sp of the set of all finite linear combinations of the characteristic
functions of sets of finite Lebesgue measure. Then F∗ ≈ Nα,sp′ in the sense
that each linear functional L ∈ F∗ corresponds to a unique g ∈ Nα,sp′ in such
a way that
L(f) =
ˆ
f(x)g(x)dx, ∀f ∈ F ,
and ‖L‖ ≃ |g‖Nα,s
p′
.
Proof. If E is a measurable set with finite measure then by (2.6) and (2.7)
we have
‖χE‖Mα,sp ≤ C|E|
αs
np for αs < n,
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and
‖χE‖Mα,sp ≤ C|E|
1
2p for αs = n.
Thus F is a nonempty closed subspace of Mα,sp , and
‖χA − χB‖Mα,sp = ‖χ(A−B)‖Mα,sp ≤ C |A−B|
κ
for any sets B ⊂ A ⊂ Rn. Here κ = αs/(np) if αs < n and κ = 1/(2p) if
αs = n.
The lemma then follows from Radon-Nikodym Theorem and relation (5.6)
via the same argument as in the proof of [ST, Theorem 4.3]. 
Proof of Theorem 1.9. It is obvious that the embedding
Nα,sp′ →֒
(
M˚α,sp
)∗
is continuous. To show the converse, we first show that M˚α,sp is a subspace
of F , where F is as in Lemma 7.1. To see this, let v ∈ Cc and let Q be a
cube that contains the support of v. For i = 1, 2, . . . , partition Q into 2ni
smaller disjoint cubes, say, Q1, ..., Q2ni , and let
vi =
2ni∑
k=1
v(xk)χQk .
Here xk is the center of Qk, k = 1, . . . , 2
ni. As v is uniformly continuous we
see that vi → v in L
∞(Rn) and hence vi → v in M
α,s
p by, e.g., (2.8). Thus
v ∈ F and the claim follows.
Now let L be a bounded linear functional on M˚α,sp . By Hahn-Banach
Theorem there exists bounded linear functional L˜ on F such that L˜(v) =
L(v) for all v ∈ M˚α,sp and ‖L˜‖ = ‖L‖. Lemma 7.1 implies that there exists
a function g ∈ Nα,sp′ such that
L˜(f) =
ˆ
f(x)g(x)dx, ∀f ∈ F ,
and ‖L˜‖ ≃ ‖g‖Nα,s
p′
. Thus we have
L(v) =
ˆ
v(x)g(x)dx, ∀v ∈ M˚α,sp ,
and ‖L‖ ≃ ‖g‖Nα,s
p′
. Note that g is unique since if
´
vgdx =
´
vg˜dx for all
v ∈ Cc then it holds that g = g˜ a.e. 
8. Proof of Theorems 1.10 and 1.11
To prove Theorems 1.10 and 1.11, we need the following basic results
about Aloc1 weights. We first observe that if w ∈ A
loc
1 then for any ball Br
with radius r ≤ 1/2 we have
(8.1)
 
Br
w(y)dy ≤ 2n[w]Aloc1
inf
Br
w.
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Let B be any ball such that the radius of B is r(B) = 1/2. We claim that
there is a constant c(n) > 0 such that
(8.2)
ˆ
(t+1/2)B
w(y)dy ≤ c(n)[w]Aloc1
ˆ
tB
w(y)dy, ∀t ≥ 1.
Indeed, for any t ≥ 1, let A = (t+ 1/2)B \ tB. We can cover A by balls
Bk of radius r(Bk) = 1/2 such that |Bk ∩ tB| ≥ c(n), and∑
k
χBk(x) ≤ N(n).
Thus using (8.1) we haveˆ
A
w(y)dy ≤
∑
k
ˆ
Bk
w(y)dy ≤ c[w]Aloc1
∑
k
inf
Bk
w
≤ c[w]Aloc1
∑
k
inf
Bk∩tB
w ≤ c[w]Aloc1
∑
k
 
Bk∩tB
w(y)dy
≤ c[w]Aloc1
ˆ
tB
w(y)
∑
k
χBk(y)dy ≤ c[w]Aloc1
ˆ
tB
w(y)dy.
It follows thatˆ
(t+1/2)B
w(y)dy ≤ (c[w]Aloc1
+ 1)
ˆ
tB
w(y)dy,
and the claim (8.2) follows.
Using (8.2) we see that if w ∈ Aloc1 with [w]Aloc1
≤ c, then for any ball Br
with radius r ≤ R0, R0 > 0, we have
(8.3)
 
Br
w(y)dy ≤ C(n,R0, c) inf
Br
w.
Now using (8.3) and a minor modification of the proof of [Ryc, Lemma
1.1], we obtain the following result.
Lemma 8.1. Let w ∈ Aloc1 with [w]Aloc1
≤ c and B = BR0(x0), R0 > 0. Then
there exists a weight w ∈ A1 such that w = w in B and [w]A1 ≤ c(n,R0, c).
As a consequence of [Ryc, Lemma 2.11] and (8.3), we also have the fol-
lowing weighted bound for Mloc.
Lemma 8.2. For any p > 1 and w ∈ Aloc1 with [w]Aloc1
≤ c, it holds thatˆ
Rn
Mloc(f)pwdx ≤ C(n, p, c)
ˆ
Rn
|f |pwdx.
In fact, Lemma 8.2 also holds for w in the larger class of Alocp weights (see
[Ryc, Lemma 2.11]).
We are now ready to prove Theorems 1.10 and 1.11.
Proof of Theorem 1.10. This theorem follows from Theorem 1.8 and Lemma
8.2. 
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Proof of Theorem 1.11. Let w ∈ Aloc1 with [w]Aloc1
≤ c and suppose that
supp(f) ⊂ BR0(x0) for some R0 > 0. By Lemma 8.1, there exists a weight
w ∈ A1 with [w]A1 ≤ C(n,R0, c) such that w = w in BR0(x0). Thus it
follows from the hypothesis of the theorem thatˆ
|T (f)|qχBR0(x0)wdx ≤
ˆ
|T (f)|qwdx
≤ C(n, q, c)
ˆ
|f |qwdx
= C(n, q, c)
ˆ
|f |qwdx.
Theorem 1.11 now follows from Theorems 1.8 and 1.2. 
9. The homogeneous case
Let p ≥ 1, α > 0, and s > 1 be such that αs < n. The homogeneous
version of Mα,sp , denoted as M˙
α,s
p , is the space of functions f ∈ L
p
loc(R
n)
such that the trace inequality(ˆ
Rn
|u|s|f |pdx
) 1
p
≤ C‖u‖
s
p
H˙α,s
(9.1)
holds for all u ∈ C∞c (R
n). A norm of a function f ∈ M˙α,sp is defined as
the least possible constant C in the above inequality. In (9.1), H˙α,s stands
for the space of Riesz potentials which consists of functions of the form
u = Iα ∗ f for some f ∈ L
s(Rn), and ‖u‖H˙α,s = ‖f‖Ls . Here Iα, α ∈ (0, n),
is the Riesz kernel defined as the inverse Fourier transform of |ξ|α (in the
distributional sense), and explicitly we have Iα(x) = γ(n, α)|x|
α−n, where
γ(n, α) = Γ(n−α2 )/[π
n/22αΓ(α2 )]. It is known that (see [MH]) H˙
α,s is the
completion of C∞c (R
n) with respect to the norm
‖u‖H˙α,s = ‖(−∆)
α
2 u‖Ls(Rn) = ‖F
−1(|ξ|αF(u))‖Ls(Rn)
In the case α = k ∈ N and s > 1 we have H˙k,s ≈ W˙ k,s, where W˙ k,s =
W˙ k,s(Rn) is the homogeneous Sobolev space with norm being defined as
‖u‖W˙ k,s =
∑
|β|=k
‖Dβu‖Ls .
The capacity associated to H˙α,s is the Riesz capacity defined for each set
E ⊂ Rn by
capα, s(E) := inf
{
‖f‖sLs : f ≥ 0, Iα ∗ f ≥ 1 on E
}
.
It is known that the norm of a function f ∈ M˙α,sp is equivalent to the
quantity
sup
K
(´
K |f(x)|
pdx
capα,s(K)
)1/p
,
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where the supremum is taken over all compact sets K ⊂ Rn (see [MS2, AH]).
For this reason, we shall use this quantity as the norm for M˙α,sp , p ≥ 1, in
what follows.
For s = 2 and α ∈ (0, 1], it is known that capα,s(·) is strongly subadditive
(see [Lan, pp. 141-145]). On the other hand, for α = 1, cap1,s(·) is equivalent
to the capacity c1,s(·), which is a strongly subadditive capacity (see [HKM,
Theorem 2.2]). Here for each compact set K ⊂ Rn,
c1,s(K) := inf
{ˆ
|∇u|sdx : ϕ ∈ C∞c , ϕ ≥ 1 on K
}
,
and c1,s(·) is extended to all sets E as in (2.2).
Note that for all balls Br, r > 0, we have
capα,s(Br) ≃ r
n−αs,
and for any measurable set E it follows from the Sobolev Embedding The-
orem that
|E|1−αs/n ≤ C capα,s(E).
This lower bound implies that L
n
αs
,∞(Rn) →֒ M˙α,sp with the estimate
(9.2) ‖f‖M˙α,sp ≤ C‖f‖L
np
αs ,∞(Rn)
.
The capacity capα,s is quasiadditive in the following sense. There exists
a constant C = C(n, α, s) > 0 such that for any set E we have (see [Ad3,
Eq.(7)] and [Ad2])
∞∑
j=−∞
capα,s(E ∩ {2
j−1 ≤ |x| < 2j}) ≤ C capα,s(E).
The homogeneous version of L1(C) is L˙1(C) which is defined analogously
using the Riesz capacity capα,s. Likewise, the homogeneous version of L
1(C)
is L˙1(C) which consists of measurable functions w such that
‖w‖L˙1(C) := sup
g
ˆ
|g(x)||w(x)|dx < +∞,
where the supremum is taken over all g ∈ M˙α,s1 such that ‖g‖M˙α,s1
≤ 1. That
is, L˙1(C) is the Ko¨the dual of M˙α,s1 . It is easy to see that the quasinormed
space L˙1(C) is continuously embedded into the Banach space L˙1(C).
Let E be a subset of Rn such that 0 < capα,s(E) <∞. By [AH, Theorems
2.5.6 and 2.6.3 ], the capacitary measure for E exists as a nonnegative mea-
sure µE with supp(µE) ⊂ E such that the function V E = Iα ∗ ((Iα ∗ µ)
1
s−1 )
satisfies the following properties:
µE(E) = Capα,s(E) =
ˆ
Rn
V EdµE =
ˆ
Rn
(Iα ∗ µ
E)
s
s−1dx,
V E ≥ 1 quasieverywhere on E, and V E ≤ A on Rn.
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We have the following homogeneous version of Lemma 3.2.
Lemma 9.1. Let E, µE, and V E be as above with 0 < αs < n. If δ ∈
(1, n/(n − α)) for s < 2 and δ ∈ (s − 1, n(s − 1)/(n − αs)) for s ≥ 2,
then the function (V E)δ ∈ A1 with [(V
E)δ]A1 ≤ c(n, α, s, δ). Moreover,
(V E)δ ∈ L˙1(C) with ‖(V E)δ‖L˙1(C) ≤ C capα,s(E).
This lemma follows from Lemmas 2 and 3 of [MS1, Sub-section 2.6.3].
The following ‘renorming’ theorem for M˙α,sp can be proved as in the inho-
mogeneous setting.
Theorem 9.2. For p > 1 and α > 0, s > 1, with αs < n, we have
‖f‖M˙α,sp ≃ supw
(ˆ
Rn
|f(x)|pw(x)dx
)1/p
,(9.3)
where the supremum is taken over all nonnegative w ∈ L˙1(C) ∩ A1 with
‖w‖L˙1(C) ≤ 1 and [w]A1 ≤ c(n, α, s) for a constant c(n, α, s) ≥ 1. The
equivalence (9.3) also holds if we replace L˙1 by L˙1. Moreover, we have
‖f‖M˙α,sp = supw
(ˆ
Rn
|f(x)|pw(x)dx
)1/p
,
where the supremum is taken over all weights w such that w is defined capα,s-
quasieverywhere and
´∞
0 capα,s({x ∈ R
n : w(x) > t})dt ≤ 1.
The homogeneous versions of Nα,sq ,N
α,s
q , N˜
α,s
q , and B
α,s
q are denoted by
N˙α,sq , N˙
α,s
q ,
˙˜
N
α,s
q , and B˙
α,s
q , respectively. They are defined similarly using
capα,s in place of Capα,s. We have the following relations.
Theorem 9.3. Let p > 1 and α > 0, s > 1, with αs < n. Then
(9.4)
(
N˙α,sp′
)∗
≈
(
N˙α,sp′
)∗
≈ M˙α,sp =
(
˙˜
N
α,s
p′
)∗
=
(
B˙α,sp′
)∗
=
[
(M˙α,sp )
′
]∗
.
Moreover, the spaces N˙α,sp′ and (M˙
α,s
p )′ are Banach function spaces and
N˙α,sp′ ≈ (M˙
α,s
p )′. Additionally, if capα,s is strongly subadditive then N˙
α,s
p′ ,
˙˜
N
α,s
p′ , and B˙
α,s
p′ are also Banach function spaces, and
N˙α,sp′ ≈ N˙
α,s
p′ ≈ (M˙
α,s
p )
′ =
˙˜
N
α,s
p′ = B˙
α,s
p′ .
In general, if no strong subadditivity is assumed on capα,s then we have
(9.5) N˙α,sp′ ≈ N˙
α,s
p′ ≈ (M˙
α,s
p )
′ ≈
˙˜
N
α,s
p′ ≈ B˙
α,s
p′ .
Note that by (9.2) and (9.4), all spaces in (9.5) are continuously embedded
into the Lorentz space L
np
np−αs
,1
.
The homogeneous version of Theorem 1.9 reads as follows.
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Theorem 9.4. Let p > 1, α > 0, s > 1, with αs < n. We have
( ˚˙Mα,sp )
∗ ≈ N˙α,sp′ ,
where we define ˚˙Mα,sp as the closure of Cc in M˙
α,s
p .
It is known that the Hardy-Littlewood maximal functionM and standard
Caldero´n-Zygmund operators are bounded on M˙α,sp (see [MV] and [MS1]).
For other spaces, we have the following results.
Theorem 9.5. Let q > 1, α > 0, s > 1, and αs < n. Suppose that T is an
operator (not necessarily linear or sublinear) such thatˆ
|T (f)|qwdx ≤ C1
ˆ
|f |qwdx
holds for all f ∈ Lq(w) and all w ∈ A1, with a constant C1 depending only
on n, q, and the bound for the A1 constant of w. Then T is bounded on
N˙α,sq , N˙
α,s
q , (M˙
α,s
q′ )
′,
˙˜
N
α,s
q , and B˙
α,s
q .
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