Abstract. Several decomposition methods are considered for solving block-angular programs in parallel. We present a computational comparison of synchronous multicoordination methods.
. . . . . .
We assume that the functions c and D are convex and at least once continuously di erentiable. The x k] s are blocks of variables and the A k] s are constraint matrices, which in the case of multicommodity network ow problems will be node-arc incidence matrices. We assume the upper bounds u k] are nite. In the constraints, the blocks x k] are only coupled together through the J coupling constraints D(x) d. In general, P processors will be available to solve BAPs with K blocks (we assume here that P K; see 15] for an alternative approach when P < K). Decomposition methods (e.g., , Benders ' 16] , and Schultz-Meyer 12, 4]) work by rst removing the coupling constraints and replacing c(x) with a block separable approximation (if c(x) is not block separable). This process makes the altered BAP block separable. Decomposition methods then continue by iteratively solving a subproblem for each block k of BAP (this can be done in parallel), incorporating the solution of these subproblems in a coordinator problem to determine the next iterate. The solution of each subproblem is referred to below by a \search direction" for the corresponding block. The main aim of this paper is to examine the achievement of further parallelism by simultaneously solving K coordinator problems instead of just one, an approach we term multicoordination.
Previously in 4] we presented synchronous multicoordination schemes for the solution of BAP using barrier decomposition. Here we remind the reader of those methods and discuss implementation issues. We will present new computational results on two classes of linear multicommodity network ow problems.
2. Review of synchronous multicoordination methods. In 11, 12] where is a penalty parameter ( > 0) and is a di erentiable convex barrier function (see 5, 11] ). The barrier function methods solve a sequence of BPs with i # 0; in order to generate a good approximation of the optimal objective of BAP. We may not however commence solving a sequence of BPs unless an interior point (relative to coupling constraints) is available. To obtain an initial interior feasible point for BP we (approximately) solve a sequence of shifted barrier problems of the form where i are the shifted barriers. In order to outline the construction of i , let x 0 be the solution of BAP without the coupling constraints (we refer to this as the \relaxed" problem). The value of 0 is determined by (1) where > 0 is a constant. In later iterations we vary according to (2) where 0 < < 1 is a constant.
We (approximately) solve each problem of type BP and SBP using an iterative fork-join scheme. Here we refer to each iteration as an inner iteration and use x t to denote the iterate (using x i for the outer iterates). In 4] and here we de ne f( ; ; x) = c(x) + ( ? D(x)). We start the iterative process at outer iteration i with x 0 = x i and at inner iteration t; assuming a base point x t we rst construct R(x t ), a type of trust region around x t , and then nd search directions by solving the linear problem SLP minimize y rf(x t )(y ? x t ) subject to Ay = b 0 y R(x t ):
By the convergence theory developed in 4] and 14], only one inner iteration is required per outer iteration, however additional iterations (which are also theoretically valid)
have proved e cient in the implementation. Let B := f x j Ax = b and 0 x u g. We require R(x t ) to be a continuous function of x t satisfying 0 x R(x t ) u for any x We then nd the coordinator with the least objective at time t (we will refer to the index of that coordinator as c(t)). This amounts to a simple pass through the objective values of the coordinators. Now the new iterate is determined by
The above coordination scheme is simple and fast and highly parallelizeable. However, at each iteration only one block of variables is updated. Again we look for the coordinator with the least objective (coordinator c(t)). The new iterate is obtained by updates in the blocks that are members of ? c(t) . The computational experience below indicates that group multicoordination is more e cient than both single-variable multicoordination and full coordination (using all search directions as in Schultz-Meyer). The convergence proofs for the multicoordination methods given above (as well as a third method called block-plus-group multicoordination) can be found in 4].
Group multicoordination. In group multicoordination
3. Computational results. In this section we present computational results from the implementation of single-variable and group multicoordination schemes. We implemented these methods on two sets of linear multicommodity network ow problems. The rst test set consists of the well known PDS problems that arise from a logistic application. The second test set consists of MNETGEN problems which are randomly generated via the multicommodity version of the network ow problem generator NETGEN. We start by discussing the implementation issues. We then present our computational results for each of the above-mentioned schemes and compare them to those of De Leone 4] 3.1. Parallel implementation. Our algorithm follows the basic three-phase method of Schultz and Meyer. Figure 1 presents a sketch of that method. Although we use the same three-phase structure, we generate approximate solutions of the shifted barrier problem using single-variable or group multicoordination schemes. The algorithm for approximately solving SBP using single-variable multicoordination is presented in Figure 2 , and the group multicoordination scheme is presented in Figure 3 .
We implemented our code on Thinking Machines Corporation's Connection Machine CM-5. This machine contains 64 processors (SUN sparc 10s) in 2 partitions of size 32 each. The machine runs the CMOST 7.3 operating system and we used the CMMD message-passing library for inter-processor communication.
As evident from the algorithms, K processors are used in both steps 1 and 3 of both schemes. This means that we used K processors, one for each subproblem (step 1). We also used K processors, one to solve each coordinator problem, be it a single-variable coordinator or a group coordinator. In the single-variable coordination scheme, very little inter-processor communication is necessary because each processor uses only the search direction it produced to generate the SVC problem. In fact, the only inter-processor communication in this algorithm takes place when we determine the candidate with the least coordinator objective (see Step 4 of Figure 2 ). This is done using the CMMD library function reduce, which very e ciently searches all processors for a minimum such value.
In the group multicoordination scheme, we experimented with various sizes for ? p (reported in section 3.4.2 below). We chose the group sizes to be odd here for Assume that the parameters To solve SBP approximately using group multicoordination, at iteration t:
1. Solve the K linear subproblems LP k to obtain optimal solutions y t k] . 
Parameter values. The algorithm terminates if the maximum subprob-
lem objective absolute value is less than the parameter spobjtol or if the number of iterations reaches 100 for the PDS problems or 300 for the MNETGEN problems. The code achieved at least six digits of accuracy in the optimal objective (compared with the previous results obtained by Schultz and Meyer) . We scaled the cost coe cients so that kck 1 = 1. The remaining parameter values were as follows:
= 0:95 is the parameter used in (2) to produce a sequence of shifted barriers that converge to the original barrier. 0 = 100 is the initial value of the penalty parameter. inf = 10 ?6 is the minimum possible value for the penalty parameter.
2 (0:25; 0:4) is the factor by which we reduced the penalty parameter.
(For the larger problems we used a greater value of , which corresponds to a more gradual decrease of the penalty parameter.) spobjtol = 10 ?6 is the bound on the subproblems' optimality gap. Table 1 Sizes of the PDS problems tested.
problem max node max arc coupling total constr total var pds. problems because these are real-world problems and quite a few recently developed methods (including Schultz-Meyer) have used them as benchmarks. The PDS model is a logistics model designed to help make decisions about patient evacuation. \pds.n" denotes the problem that models a scenario lasting n days. Table 1 lists the sizes of the problems we considered. Note that the size of pds.n is essentially a linear function of n. PDS problems are linear multicommodity network ow problems with 11 commodities. The columns labelled max node and max arc present the maximum number of nodes and arcs for any commodity. The last two columns in the table present the size of the problem when considered as an LP. The column labelled total constr contains the total number of node constraints plus the number of coupling constraints. The column labelled total var contains the total number of variables. The column labelled coupling contains the number of coupling constraints in each problem. The block constraint matrices for these block-angular problems are node-arc incidence matrices. We take advantage of this fact in our code and use a very e cient network ow solver NSM 13] to solve the subproblems. NSM uses the network simplex method. Since the upper bounds on the subproblems are changed from each iteration to the next (we adjust the decoupled resource allocation) we cannot use \hot starting". That is, we need to start with an all-arti cial basis at every iteration.
We used the optimization package MINOS 9] in the form of a subroutine (MI-NOS 5.4) in order to solve the coordinator problems for both single-variable and group coordination. For such problems, MINOS uses a reduced-gradient algorithm in conjunction with a quasi-Newton algorithm. MINOS requires any domain constraint for the objective function to be speci ed explicitly. Therefore we had to put in linear constraints that imposed lower bounds on the arguments of each log term involved in the barrier function. This procedure amounted to imposing upper and lower bounds on w when using single-variable multicoordination. In the group multicoordination case, however, we required J linear constraints for each coordinator problem (recall J is the number of coupling constraints), which is quite signi cant for large problems. We used the default parameters except for the feasibility and optimality tolerances, which were set to 10 ?11 in the single-variable case and 10 ?6 in the group case.
3.4. Analysis of the results. 3.4.1. Single-variable multicoordination. In Table 2 we present the solution results for the PDS problems we tested using single-variable multicoordination method. The rst column, labelled feas, contains the number of outer iterations for the Feasibility Phase (there were 2 inner iterations per outer iteration). During the Feasibility Phase, from one outer iteration to the next the variable was changed as in (2) . The opt column contains the number of additional outer iterations to optimality. The inner column contains the number of inner iterations per outer iteration in the Optimality Phase. rlx time is the time it took to solve the most time-consuming subproblem in the relaxed phase, and sub time contains the sum of solution times for the subproblems that took longest to be solved in each iteration. In column coor time we summed the times for the coordinators that took longest to solve. The column labelled total contains the total time taken to solve the corresponding PDS problem, and comm is the percentage of time spent on communication. The communication overhead is calculated by subtracting the time it took to solve the relaxed problem and the subproblem and coordination time from the total time and then dividing this by the total time. Asterisks indicate that the times were too small to extract a meaningful communications percentage.
3.4.2. Group multicoordination. Table 3 contains information about the solution of large PDS problems using the group multicoordination scheme. We also tried the group method on small PDS problems, but the results were not competitive with those found in the single-variable implementation. In Table 3 we include a new column labelled group size. This column contains the group size we chose for each problem for the Optimality Phase. In the group multicoordination, the Feasibility Phase was implemented using single-variable coordinators. As shown in Table 2 , a feasible point was obtained quite e ciently using single-variable coordinators.
As the size of the coordinators increases the time required to solve each coordinator problem increases signi cantly (recall that the coordinator problems are nonlinear). Larger coordinator problems incorporate more search directions in a coordination step and hence require a fewer number of iterations to converge. This is shown in the rst column of Table 3 . The question is whether a gain can be made from this tradeo . Table 3 shows that for problems smaller than pds.30, group multicoordination is less e cient than single-variable coordination. However for the larger PDS problems (e.g., pds.30 and pds.40) we can save time (26{27% speed up) if the appropriate group size is chosen. The best size in these cases is 5, smaller than the full size coordinator of 11 used in Schultz-Meyer. Figure 4 plots the solution times for the large PDS problems using both single-variable and group multicoordination. Table 4 we compare the best of our results (column MC ) with other reported results on the same set of problems. The rst column gives the timing results obtained by Schultz and Meyer. They implemented their method on the Sequent Symmetry machine, for which each processor is 5{10 times slower than the nodes of the CM-5. Results obtained by Zenios and Pinar (column ZP) were implemented on a Cray Y-MP with 8 processors using the vector units; hence, the processors are 2{4 times faster than the nodes of the CM-5. Grigoriadis 3.4.4. The MNETGEN problems. Another set of problems we considered were those produced by MNETGEN 2], a multicommodity network ow generator derived from NETGEN 7] . We discovered that the problems produced by this generator contain some coupling constraints that hold as equations for any feasible point. Therefore there is no interior for the coupling constraints. Hence we perturbed the right-hand side of the coupling constraints by 1 (this perturbation is 0.06{0.25% of the original right-hand side). We anticipated di culties with these problems because of their random nature and lack of interior. We calculated the optimal values to four digits of accuracy. The largest problem we solved in this test set was the 200.8 problem with 8 blocks, 200 nodes per block and 449 arcs per block as well as 277 coupling constraints. The most e cient method used group multicoordination with an intermediate group size of 7, which required about 140 seconds. The overall size of this problem is comparable to the smaller PDS problems, so the performance of the method is not as good on this randomly generated set as it is on the real-world PDS problems. 4 . Conclusion. We have developed and tested several multicoordination schemes for the solution of convex block-angular program. These multicoordination schemes are highly parallelizeable. We presented numerical results that show the e ciency of the synchronous single-variable and group multicoordination schemes. The results demonstrate signi cant improvement over the Schultz-Meyer predecessor and are at least comparable with the best of other solution methods. 5 . Acknowledements. The authors would like thank Michael Saunders for his helpful comments.
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