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Abstract 
State-of-the-art metal additive manufacturing (AM), mainly laser powder-fed AM (LPF-AM) 
and laser powder-bed AM (LPB-AM), has been used to produce high-quality, complex-shaped, 
and end-user metallic parts. To achieve desirable dimensional, microstructural and mechanical 
features of as-built components through fast process optimization or feedback-control-based 
adaptive processing adjustment, a high fidelity and calculation-efficient processing model is 
urgently needed. The thesis research has been motivated by the need for time-efficient process 
models of both LPF-AM and LPB-AM. To this end, comprehensive accelerated models for these 
processes have been built and experimentally verified. 
The comprehensive process model of LPF-AM was built by an innovative analytical approach. 
Firstly, a mathematical module that couples laser heat flux and powder mass flow was 
developed, while considering the attenuated laser intensity distribution and the heated powder 
spatial distribution. Correspondingly, a powder catchment module was built in terms of a three-
dimensional (3D) melt pool shape and powder stream spatial distribution. Integrating these 
physical modules into the thermal modeling, a coupled heat and mass comprehensive model of 
the LPF-AM process was achieved. Experimental depositions of Inconel 625 proves the model’s 
high accuracy in predicting as-built deposits’ geometry (a maximum error of ~6.2% for clad 
width, ~7.8% for clad height) and powder catchment efficiency (maximum error of less than 
~6.8%). It was found that the predicted real-time melt pool peak temperatures match well with 
the experimental results in Stainless Steel (SS) 316L deposition. The calculated micro-hardness 
has a maximum prediction error of ~16.2% compared with the measured results. The predicted 
microstructural evolutions show reasonable agreement with the experimental observations for 
both SS 316L and Inconel 625 depositions. Moreover, sensitivity analysis shows that the powder 
feed rate has the largest positive effect on the clad height. 
The time-efficient process model of LPB-AM was achieved by a novel analytical approach that 
couples the critical physics of the process, while considering the volume shrinkage and the 
melting regime. The proposed model can perform a time-efficient prediction of the localized-
transient thermal field, melt pool temperature distribution, and multi-track overlapping 
dimension. The powder bed was treated as a homogeneous medium with effective 
vi 
 
thermophysical properties derived from the randomly packed rain model. In addition, different 
melting regimes of the LPB-AM process were considered in the built model. A 3D heat source 
model with variant penetration depths, together with the varying melting regimes, was utilized to 
solve the transient thermal field. Moreover, the density and top surface roughness of the final 
parts were empirically modeled using response surface regression under a Box-Behnken design. 
Subsequently, the mechanical properties of the part and the in-situ build rates were 
simultaneously optimized by combining the built analytical models and empirical models with 
employing a multi-objective genetic algorithm. Experimental results with SS 17-4PH show that 
the predicted melt pool dimensions have a high degree of accuracy under steady melting regimes, 
with a maximum of ~14% error for the width prediction and ~15% error for the depth calculation. 
Furthermore, an optimized parameter solution set was provided based on the built 3D Pareto 
fronts. 
The built models’ calculation time for the localized-transient characteristics for LPF-AM and 
LPB-AM are ~4 𝑚𝑠 and ~1.2 𝑚𝑠, respectively. These findings confirm the great potential of the 
present research to be used for fast process optimization and in-situ process control. 
In addition, a new magnetic concentration approach designed with various configurations was 
explored. This approach is designed to focus the diverging metal particles in the gas-powder 
stream of LPF-AM, thereby improving powder catchment and deposition accuracy. It was shown 
that the proposed permanent-magnet-based configurations may not be suitable for concentrating 
submillimeter-sized particles. However, an additional development, a doublet-electromagnet-
quadrupoles-based configuration with high frequency, may be capable of concentrating the non-
ferrous metallic particles (e.g., aluminum particle) with a radius of 𝑟𝑝 ≥ 150 𝜇𝑚. 
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Chapter 1. Introduction 
1.1. Overview 
In recent years, due to the fast development of high-energy heat sources, low-cost metal powder 
feedstock, high-performance computers equipped with advanced computer-aided design (CAD) 
and topology optimization modules, metal additive manufacturing (AM) is no longer limited to 
rapid prototyping. Instead, it has been explored for the possibility of manufacturing high-quality, 
complex, end-user metallic parts according to a state-of-the-discipline report [1] from the U.S. 
National Aeronautics and Space Administration. As the AM process has a high cooling rate and 
low solid-liquid interfacial free energy as well as a small nucleus critical radius for promoting 
heterogeneous nucleation [2], AM fabricated parts will typically exhibit finer grains than those 
processed by traditional manufacturing processes (e.g., casting), resulting in better mechanical 
properties. Furthermore, the AM process has the unique ability to create complex metallic 
components that are difficult or impossible to manufacture by conventional processes. 
The metal AM process deposits metallic powder, wire or sheets onto the substrate/object surface, 
where they are melted due to a high-energy source (i.e., laser, electron beam, electron arc and 
ultrasonic vibration), then solidify to form new features in a layer-by-layer approach [3]. The two 
most commonly used laser-based metal AM processes, laser powder-fed AM (LPF-AM) and 
laser powder-bed AM (LPB-AM), also termed as directed energy deposition (DED) and powder 
bed fusion (PBF) by ASTM Standard F2792 [4], respectively, have shown great potential for 
producing complex, customized and high quality parts from single or multiple metallic materials.  
Both the LPF-AM and LPB-AM processes begin with CAD models that are stored in Standard 
Tessellation Language (STL) file format, generate the scanning path based on numerically sliced 
cross-section dimensions from the CAD model, utilize a laser source to melt the metallic powder, 
and finally produce three-dimensional (3D) parts. LPF-AM utilizes a carrier gas (e.g., argon) to 
deliver the powder onto the build surface through a nozzle, whereas the LPB-AM loads the 
powder layer across the whole powder bed by means of a recoater/roller. The details of LPF-AM 
and LPB-AM are compared in Table 1-1. 
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Table 1-1. LPF-AM and LPB-AM comparison. (The build rate, surface roughness and fabrication 
dimension are cited from reference [5]). 
Features LPF-AM LPB-AM 
Alias Laser engineered net shaping 
(LENSTM); Laser cladding (LC); Laser 
direct casting (LDC); Laser-based 
direct energy deposition (LDED); 
Freeform laser consolidation (FLC) 
Direct metal laser sintering 
(DMLS); Selective laser sintering 
(SLS); Selective laser melting 
(SLM); Laser powder bed fusion 
(LPB-AM) 
Laser beam diameter 1~3 𝑚𝑚 50~200 𝜇𝑚 
Multi-material Yes No 
Build rate  Up to 70 𝑐𝑚3 ℎ⁄  5~20 𝑐𝑚3 ℎ⁄  
Layer thickness 0.1~2 𝑚𝑚 20~90 𝜇𝑚 
Surface roughness   Ra ≥ 7~20 𝜇𝑚 Ra ≥ 4~10 𝜇𝑚 
Max. fabrication 
dimension 
2000 𝑚𝑚 × 1500 𝑚𝑚 × 750 𝑚𝑚 500 𝑚𝑚 × 280 𝑚𝑚 × 325 𝑚𝑚 
Major application Repair worn parts; 
Add new features on built parts; 
Direct manufacturing of parts; 
Rapid prototyping; 
Direct manufacturing of parts 
 
Efforts are underway to deepen our understanding of both the LPF-AM and LPB-AM processes 
through modeling. Numerous models have been developed to build the relations between the 
process, microstructure and properties, and may be roughly categorized as numerical, analytical 
and empirical/statistical. Although process modeling has attracted considerable academic 
attention, it has still been outpaced by the growth of AM technology [6]. Improved 
comprehensive and time-efficient process models are urgently needed for both the LPF-AM and 
LPB-AM processes, so as to optimize the processing parameters and to achieve real-time process 
control. By building the comprehensive and time-efficient process models, the LPF-AM process 
and LPB-AM process may finally become automatic operations governed by real-time 
diagnostics and feedback control, producing desirable parts with tailored mechanical properties. 
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1.2. Motivation 
To date, the low-level reliability and repeatability of both LPF-AM and LPB-AM are still the 
major barriers for their industrial application [7,8]. Fabricated components’ mechanical 
properties, dimensional accuracies and surface finishes are quite inconsistent and are susceptible 
to overly complex process parameters. Numerous defects, i.e., cracks, pores, and lack of fusion 
may be induced due to improper parameter settings, and significantly increase unnecessary 
follow-up costs. By contrast, full-density and high-performance parts can be fabricated based on 
optimized process parameters for both LPF-AM [9] and LPB-AM [10].  
In addition, both the LPF-AM and LPB-AM processes have a high sensitivity to process 
perturbation and external disturbances [11,12]. A small change of process parameters (e.g., laser 
absorptivity, scanning speed) or processing surroundings (ambient temperature, oxygen level) 
may induce significant variations in the transient temperature field, heating/cooling rate, and the 
overall melt pool shape, eventually influencing process stability and fabricated parts’ properties. 
Moreover, up-to-date multi-physics models (e.g., the finite element method based numerical 
model) are rarely adopted for process optimization or real-time control due to the extremely high 
computational cost, complexity and lack of testing. The developed simple and fast analytical 
process models are challenged by low prediction accuracy due to the omission of the major 
physical mechanisms in the process. The developed empirical models can be time efficient, but 
their statistical nature limits their application and accuracy. 
To address these challenges, accelerated process modeling with improved fidelity as an 
alternative method has gained increasing attention from both academia and industry. Process 
modeling is a classic way of understanding the unfamiliar aspects of a process. More specifically, 
accelerated process modeling can serve as a bridge to link the process parameters to the target 
properties of the fabricated components, thus regulating the LPF-AM and LPB-AM processes to 
reduce the defects and achieve high fabrication quality. Additionally, a time-efficient process 
model is essential to provide process-fluctuation prediction and acts as a benchmark reference 
generator inside the structure of closed-loop control systems, providing a sound platform for the 
real-time control of LPF-AM and LPB-AM and significantly improving process reliability and 
stability. 
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Additionally, the LPF-AM process has been troubled by low catchment efficiency. With the 
widespread use of compressed carrier gas for powder feeding (known as blown-powder feeding) 
in LPF-AM, the low powder catchment induced by the diverging powder stream is increasingly 
apparent. Research shows that higher catchment efficiency can be achieved when most powder 
strikes the center of the laser beam [13]. Efforts are underway to concentrate diverging powder 
stream but have gained limited application due to the involved complex systems (e.g., 
aerodynamic focusing [14]) and the reduction of powder feed rate (cyclone nozzle system [10]). 
With the development of magnetic focusing techniques, powder stream may be concentrated in a 
fast and non-contact way by external magnetic force. 
Motivated by these research gaps, accelerated process modeling that incorporates major process 
physics is conducted for the two most commonly used laser metal AM processes: LPF-AM and 
LPB-AM. In addition, a new electrodynamic concentration approach for focusing the non-
ferrous metallic particles in blown powder feeding of LPF-AM is investigated. 
1.3. Objectives 
The thesis mainly aims to develop time-efficient process models for both LPF-AM and LPB-
AM. The desired calculation times of the target models should be at least three times smaller 
than those of the conventional models (e.g., 8~23 𝑚𝑠 [15,16] for LPF-AM,  10~20 𝑚𝑠 [17,18] 
for LPB-AM), to achieve the fast process optimization and fulfill the lower bound requirement 
for the response times (100 𝑚𝑠 [19] for LPF-AM, 0.1 𝑚𝑠 [20] for LPB-AM) of the thermal 
feedback control systems in LPF-AM and LPB-AM. Another goal is to explore a magnetic non-
contact approach to focusing the diverging particles in the gas-powder stream of LPF-AM so as 
to improve powder catchment. To achieve these goals, the following objectives will be pursued:  
 Developing a coupled laser beam and powder stream interaction module in LPF-AM 
while considering associated spatial distribution and attenuation. 
 Developing a powder catchment module in LPF-AM while considering powder mass 
distribution and the geometry variation of the molten pool. 
 Exploring a magnetic focusing approach to concentrating the diverging particles 
(conducting non-ferrous particle) in the blown-powder feeding of LPF-AM. 
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 Designing and fabricating a strong permanent magnet source, based on a Halbach array, 
with which to test the proposed concentration generator. 
 Developing time-efficient process-thermal models for both LPF-AM and LPB-AM, 
incorporating the major physics mechanism in the processes. 
 Characterizing the mechanical properties of the parts fabricated via LPF-AM and LPB-
AM. 
 Multi-objective optimizing of LPB-AM to improve the build rate and simultaneously 
optimize fabrication quality. 
1.4. Thesis Outline 
The thesis includes ten chapters, laid out as Figure 1-1. Chapter 1 presents an overview of the 
background, motivation and objectives of the research. Chapter 2 reviews on the state-of-the-art 
metallic additive manufacturing with both LPF-AM and LPB-AM. Chapter 3 presents a module 
for coupling powder stream and laser beam in the LPF-AM process. In Chapter 4, a new 
magnetic concentration approach for conducting metal particles in the gas-powder stream of 
LPF-AM is investigated and the associated concentration module is built. Chapter 5 and Chapter 
6 systematically elaborate on the modeling for the LPF-AM and LPB-AM processes, 
respectively. In Chapter 7, the built process model of LPF-AM is utilized to predict the real-time 
thermal characteristics, solidification parameters and microstructure. Chapter 8 presents the 
application of the built LPF-AM model in estimating the thermal cycles and layer-wise hardness 
for thin-wall structures. In Chapter 9, a multi-objective optimization of the LPB-AM process is 
conducted using the built model to achieve the maximum real-time build rate while maintaining 
high fabrication quality. Chapter 10 presents the major conclusions of this research in modeling 
of LPF-AM and LPB-AM and powder stream focusing. Based on these conclusions, possible 
future work is briefly introduced. 
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Figure 1-1. Thesis outline 
Chapters 3-9 are adapted from author's published, submitted or will be submitted work as 
following: 
Chapter 3 
 Huang, Yuze, Mir Behrad Khamesee, and Ehsan Toyserkani. A Comprehensive 
Analytical Model for Laser Powder-fed Additive Manufacturing. Additive Manufacturing 
12 (2016): 90-99. https://doi.org/10.1016/j.addma.2016.07.001 
Chapter 4 
 Huang Yuze, Mir Behrad Khamesee and Ehsan Toyserkani. Electrodynamic 
Concentration of Non-ferrous Metallic Particles in the Moving Gas-powder Stream: 
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Mathematical Modeling and Analysis. International Journal of Magnetics and 
Electromagnetism. 5, (2019):019.  
Chapter 5 
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Chapter 2. Literature Review and Background 
This chapter primarily addresses major aspects and characteristics of both LPF-AM and LPB-
AM, including the physical aspects, process parameters, application and challenges. Critical 
governing equations and corresponding boundary conditions for heat conduction equations are 
also presented in this chapter. Additionally, major magnetic techniques for particle manipulation 
are summarized. 
2.1. LPF-AM Process 
LPF-AM setup typically consists of a high-energy laser system, a powder-feeding module, a 
displacement system with computer numerical control (CNC) and a worktable as illustrated in 
Figure 2-1. In the LPF-AM process, the metal powder is delivered through a carrier inert gas 
stream onto the substrate/object surface, which is melt immediately by a high-energy laser source 
and solidified as the laser passes away. According to the predefined scanning pattern, further 
powder is deposited, melted and solidifies to form new features on an existing substrate/object in 
a layer-by-layer approach.  
 
Figure 2-1. Schematic of the lateral LPF-AM setup. Reproduced with permission from [21]. Copyright © 
2009 Elsevier Ltd. 
Generally, LPF-AM can be classified as two main types, depending on the configuration of the 
powder feeding: lateral powder feeding and coaxial powder feeding as shown in Figure 2-2. 
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Lateral powder feeding (Figure 2-2 (a)) holds a higher powder catchment, whereas coaxial 
powder feeding (Figure 2-2 (b)) possesses more degrees of freedom that enables the coaxial 
feeding to be more specifically suited for complex-shaped parts fabrication. 
 
Figure 2-2. Schematic of (a) lateral powder feeding and (b) coaxial powder feeding of LPF-AM.  
2.1.1. Physical Aspects and Process Parameters of LPF-AM 
From the instant melting and solidification of the powder material in the small melt pool, to the 
final large parts fabrication, a great number of physical phenomena (e.g., heat conduction, heat 
radiation, melting, convection, solidification and wetting) occur during the LPF-AM process. 
Additionally, these physical phenomena play a significant effect on final parts’ quality and they 
are governed by the process parameters. Therefore, understanding these physical events and their 
relations to the process parameters are crucial to achieve desirable fabrication quality.  
The important physical events and the associated governing process parameters are illustrated in 
Figure 2-3 by following the heat and mass transfer path in LPF-AM. As seen, the LPF-AM 
process mainly include two steps: the first step is heat and mass delivery; the second step is heat 
and mass interaction. The physical events in these two steps mainly include laser source ignition, 
gas-powder delivery, powder stream and laser beam interaction, melt pool formation by heat 
conduction, heat loss by radiation and convection, melt pool fluid dynamics, liquid melt pool 
wetting, contact angle variation, rapid solidification and final shrinkage as the solidified metal 
cools to ambient temperature. All these events and their corresponding sub-events are controlled 
by the associated process parameters as listed in Figure 2-3.  
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 Figure 2-3. Major physical events and the main process parameters in the LPF-AM process 
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In addition, some of the physical events are sensitive to the external disturbances. For instance, 
the increased oxygen level in the fabrication environment may induce severe oxidation of a 
deposited layer, which may deteriorate the melt pool wetting and affect the following layers 
adhesion with the prior deposits. Moreover, the interaction effects of the process parameters play 
significant roles on some physical phenomena. For instance, the melt pool size and its thermal 
distribution are mainly governed by the combination effect of the powder feed rate, scanning 
speed and laser powder. Therefore, the processing parameters should be optimized under an 
overall consideration of the processing parameters.  
2.1.2. Application and Challenge of LPF-AM 
The LPF-AM process holds many advantages over the conventional coating and manufacturing 
processes, i.e., arc welding, plasma spraying and casting, due to the adoption of fine laser heat 
source and its layer-upon-layer material adding nature. LPF-AM can produce 3D parts or 
additional features with minor heat affected zone (HAZ), fair fabrication accuracy, small dilution 
(percentage of surface layer composed by melting the substrate) by direct depositing metallic 
materials on the subject surface in a one-step process. Subsequently, LPF-AM eliminates the 
intermediate manufacturing process (e.g., side cutting, holes drilling) and reduces overall weight 
(e.g., less number of joints/fasteners) and fabrication time. Moreover, LPF-AM is able to achieve 
the production of functional-grading composites [22,23]. 
The functionality of LPF-AM has attracted multiple industries to embrace its features for 3D 
parts fabrication [24], surface coating [25],  and worn out components repair [26] from single to 
multiple materials. Nowadays, the LPF-AM repaired/fabricated complex-shaped parts have been 
widely used for aircraft components [27,28], automobile parts [29,30], biomedical implants [31]. 
For instance, repaired turbine blade by LPF-AM as shown in Figure 2-4 (a) that was previously 
regarded as non-repairable by conventional processes. Additionally, the complex-shaped blades 
can also be directly fabricated by LPF-AM as illustrated in Figure 2-4 (b). 
12 
 
 
Figure 2-4. Application examples of LPF-AM. (a) Damaged blade repair. (Source: Courtesy of Multi-
Scale Additive Manufacturing Laboratory, University of Waterloo). (b) Manufactured blades by LPF-AM. 
Reproduced with permission from [32]. Copyright © Springer-Verlag Berlin Heidelberg 2013. 
Although LPF-AM has been successfully used for metal parts repair and complex-shaped 
components fabrication, the LPF-AM process still faces significant challenges that hinders its 
wider adoption by industry.  
(1).  Powder catchment. The powder catchment efficiency can remain quite low in the LPF-
AM process (less than 20% for coaxial powder feeding [33] and less than 50% for lateral 
powder feeding [34]). Even if the un-melted particles can be collected and reused, the 
whole cost of the process is significantly increased due to the low catchment efficiency.  
(2).  Energy efficiency. As per the prior study of Gedda et al. for the LPF-AM process with a 
CO2 laser source [35], only 40% of the laser energy is used to melt the powder and the 
substrate. Roughly, 60% of the laser power is wasted. 
(3).  Process optimization. The current process optimization is primarily conducted by the 
trial-and-error experimental approach, which is highly expensive and time costly to run 
numerous experiments for achieving the optimal process parameters of each new type 
material. Moreover, experiment-based optimization results may be different for various 
LPF-AM systems even with same deposition material due to variant configurations. 
(4). Surface finish. Component fabrication accuracy for LPF-AM is of 0.02~0.4 𝑚𝑚  as 
reported by Mazumder et al. [36]. The surface roughness of the fabricated parts by LPF-
AM is reported as 𝑅𝑎 = 7~20 𝜇𝑚 [5]. However, high surface finish is necessary for 
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most industry application. For instance, tooling parts generally requires a surface finish in 
the order of 1 µm [37]. Therefore, post-processing is recommended for those applications 
that further increase the cost. 
(5). Process control. As reported by Tang [38], utilization of constant processing parameters 
may result in thermal distortion, excessive dilution and cracking. Furthermore, the LPF-
AM process has a highly localized and dynamic thermal behavior. This may result in 
undesirable microstructural features and inconsistent mechanical properties of the 
fabricated parts due to the change of local processing conditions (e.g., accumulated heat 
may persist in the previous layers that increases the localized temperature) [39]. 
Therefore, achieving the adaptive and time-variant processing adjustment by in-situ 
feedback and control response is highly needed. However, the current real-time 
monitoring systems are limited to the in-situ thermal/dimensional measurement (e.g., 
melt pool temperature, deposition height) by thermal/optical sensors, very limited 
characterization tools is applicable for on-line microstructure monitoring. Moreover, 
interaction effect between process parameters is significant for the fabrication quality; 
different combinations may result in variant microstructures. Accordingly, process 
parameters should be adjusted with reference to other parameters [40]. Nevertheless, 
time-efficient process models that are capable to provide the on-line process fluctuation 
prediction and optimize the parameters combinations inside the closed-loop control 
systems are very limited. 
(6). Functionally graded materials (FGM) parts manufacturing. FGM parts are featured by 
heterogeneous material composition and microstructure that change gradually over the 
whole part [41], which is capable to adjust the distribution of properties for achieving 
designed functions [42]. However, to achieve successful FGM deposition, the real-time 
processing needs to consider both the material-based aspects and their interaction effect 
for choosing proper parameters and the associated deposition path. Therefore, real-time 
control of the process is necessary. However, it would be very challenging to measure the 
real-time features due to the variant emittance of each material [33]. In addition, time-
efficient process models that incorporate multi-material properties for in-situ control are 
very limited. 
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2.2. LPB-AM process 
LPB-AM setup typically consists of a high-energy laser source, scanning mirror module (control 
the scanning position), powder supply system (automatic dispenser powder bed with a feed 
piston, a build piston and a recoater) and an inert gas filled machining chamber as shown in 
Figure 2-5. In the LPB-AM process, the laser beam is guided to melt the thin layer metallic 
powder (20~100 𝜇𝑚  [43]) based on the predefined scanning patterns in a layer-by-layer 
approach. Once a layer scanning is done, the build platform will be lowered down by one-layer 
thickness. Subsequently, a fresh powder layer will be spread evenly on the top build surface by 
means of a recoater/roller and the process will repeat itself until the whole part is completed. 
Generally, fiber lasers with 1.06~1.08 𝜇𝑚 wavelengths and hundreds of watts power are used in 
the LPF-AM process [44]. Inert gas, i.e., nitrogen and argon, is utilized to fill the internal 
chamber to avoid oxidation. To reduce the residual stress and fabrication defects (e.g., cracks), 
the internal chamber is generally preheated to a fixed temperature of roughly 353 K. 
 
Figure 2-5. Schematic of LPB-AM setup. 
LPB-AM can be roughly clarified as partial melting (binder material is liquefied while the 
structural material remains solid) and full melting with reference to the nature of the fusion 
process. The former one is also named as selective laser sintering (SLS) and the later one is 
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called selective laser melting (SLM). Driven by the high mechanical property requirement of the 
fabricated components from industry, this thesis focuses on the full melting process of LPB-AM, 
which can generally produce near full dense parts. 
2.2.1. Physical Aspects and Process Parameters of LPB-AM 
The LPB-AM process includes a sequential heating and melting of the powder material and a 
fast solidification of the melted powder. This process involves a number of physical phenomena 
that happen on quite different length and time scales. For the length scale spanning, phenomena 
are ranging from centimeters of the final parts shrinkage to the micrometers of the laser beam 
and particle interaction (e.g., absorption, scattering). In the time scale scanning, the phenomena 
cover hours of overall thermal cycles during the fabrication to the milliseconds of melt pool 
formation and solidification [45]. Understanding these physical phenomena and identifying their 
interplay and relations with the governing process parameters are crucial for successful part 
fabrication.  
Major physical phenomena and the corresponding process parameters are shown in Figure 2-6 by 
following the general process chain of the LPB-AM process. As seen, the physical events mainly 
occur in the laser beam and powder bed interaction stage, including laser absorption, laser 
penetration, scattering, thermal radiation, thermal convection, evaporation and rapid 
solidification. Some of these phenomena are related with each other and are affected by the 
process parameters. For instance, the amount of laser absorptivity was affected by the laser 
penetration depth, which is further governed by the process parameters, i.e., particle size, powder 
bed porosity and laser wavelength [46]. 
In addition, to achieve a higher degree of fabrication quality, variant processing parameters are 
widely used for different fabrication zones in the LPB-AM process. Taking the EOS machine 
system as an example, the major body of the fabricated parts may be set with the hatching 
parameters, while the edge part may be applied with the contouring parameters that typically has 
a lower laser power and smaller scanning speed compared to the hatching parameters. 
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Figure 2-6. Major physical phenomena and the main process parameters in the LPB-AM process 
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2.2.2. Application and Challenges of LPB-AM 
LPB-AM is finding critical applications in multidisciplinary areas, i.e. dental sector, aerospace 
and automotive industries [47], making full-density complex-shaped metal parts. Especially, the 
extremely high cooling rate (104~106 K/s) of the LPB-AM process can lead to much finer grain 
size and superior strength of the fabricated parts as compared with traditionally manufactured 
counterparts [48]. However, the cost to run the LPB-AM process is typically much higher than 
that of the conventional manufacturing processes. Therefore, the LPB-AM is currently limited to 
the fabrication of high-value parts.  
 
Figure 2-7. Application examples of LPB-AM. (a) Partial hip replacement. Reproduced with permission 
from [49]. Copyright © 2017 Elsevier Ltd. (b) Complex-shaped tubes (Source: Courtesy of Multi-Scale 
Additive Manufacturing Laboratory, University of Waterloo). (c) Cellular lattice structures (Source: 
Courtesy of Multi-Scale Additive Manufacturing Laboratory, University of Waterloo) 
As summarized by Yap et al. [50], LPB-AM has been utilized for dental prostheses [51] and 
body implants [52], which can be customized to meet the customers' individual requirement. In 
addition, LPB-AM has been used to produce the cooling channels [53] and complex-shaped 
tubes owing to the high freedom of design advantage. Moreover, LPB-AM has been expanded to 
make complex lattice structures (e.g., cellular lattice structures [54]) for weight reduction. The 
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examples of the fabricated parts for the application of body implants, complex-shaped tubes and 
complex lattice structures are presented in Figure 2-7 (a), (b) and (c), respectively. 
Although the LPB-AM process has been widely used for producing full dense and near net-shape 
metal parts, there are still many challenges for LPB-AM to be fully adopted by the industry. 
(1). Cost of powder material. The size, shape and surface finish of the metallic particle play 
significant roles in the mechanical property (e.g., density) of the fabricated components 
by LPB-AM [55]. However, the cost for the metallic powder with proper morphology 
and dimension is relatively high. The spheroidized titanium powder may range in the 
price from $260 to $450 per kilogram, other powder material such as Niobium is even 
higher, roughly $1200 per kilogram [56]. Despite the fact that un-melted powder can be 
reused, some particles among the un-melted feedstock may be partially sintered, creating 
non-spherical or satellite-like particles. In addition, oxides and soot may be formed that 
further propagate chemical impurities in the feedstock. All these phenomena may induce 
porosity and increase the surface roughness of the fabricated components [57,58]. 
(2). Process optimization. Similar to the LPF-AM process, the current process optimization is 
predominantly conducted by the trial-and-error experimental approach in the LPB-AM 
process. However, as reported by Yadroitsev [5], there are more than 130 parameters 
could affect the fabrication quality in LPB-AM. Therefore, it might be highly expensive 
to run the experiments for achieving the optimal process parameters for each new type of 
material. Moreover, the large dimensional and time mismatches between the fabrication 
features (laser beam and layer thickness are in the order of ~ 10 𝜇𝑚, scanning speed is of  
~ 1 𝑚 𝑠⁄  [59]) and the final fabricated parts (> 1  𝑐𝑚3 in dimension and > 1  ℎ𝑜𝑢𝑟 
fabrication time) significantly increase the computational cost of the LPB-AM models. 
Especially for the high fidelity and multi-physics models, the extremely high 
computational cost bans their application for process optimization. 
(3). Build volume and build rate. Owing to the limited volume of both powder supply systems 
(e.g., powder bed) and inner fabrication chambers, the maximum part size of LPB-AM 
fabrication is reported as 500 𝑚𝑚 × 280 𝑚𝑚 × 325 𝑚𝑚 [5]. In addition, as laser beams 
have a relatively small spot size (50~200 𝜇𝑚 in diameter) and layer thicknesses are 
generally set in the small range of 20~60 𝜇𝑚 , the processing rate of the LPB-AM 
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process is relatively low. Moreover, to avoid inter-layer or inter-track porosities, 
additional re-melting of adjacent tracks/layers will be required in the LPB-AM process. 
Therefore, conservative process parameters are adopted that further lower down the build 
rate. The build rate of LPB-AM is around 5~20 𝑐𝑚3 ℎ⁄  [5] and it typically takes hours 
or days for large-sized component fabrication by LPB-AM. 
(4). Energy efficiency. As per to the case study of Mishra [60], the energy efficiency of a 
180W laser beam ranges from 5% to 11% for stainless steel powder fabrication in the 
LPB-AM process. Depending on processing parameters and powder materials, energy 
efficiencies of the LPB-AM process are around 2% ~ 20%. The reflection loss is around 
50% ~ 60% for metallic powder material; roughly, 20% ~ 30% energy is utilized for the 
re-melting of surrounding layers and heating of the substrate.  
(5). Multi-material manufacturing. Currently, LPB-AM is limited for single-material 
processing that hinders its application in FGM parts manufacturing. Unlike the blown 
powder feeding in the LPF-AM process, the LPB-AM process utilizes the dispenser-like 
powder bed to feed the powder in a layer-by-layer approach. It will be a great challenge 
for the present recoater to uniformly allocate the multi-materials powder mixture to form 
a homogenous layer. Furthermore, the current powder recycling system is not adaptable 
for multi-material powder mixtures. Nevertheless, research for redesigning the whole 
process chain of LPB-AM to achieve the multi-material processing is ongoing [61]. 
(6). In-process sensing and control. In-situ process monitoring and robust control are highly 
needed for the LPB-AM process to improve the part quality and reproducibility. However, 
a large number of difficulties exist for in-process sensing and control in the LPB-AM 
process. Current predominant in-process sensing approaches are limited to monitor the 
in-situ electromagnetic signatures (e.g., electromagnetic emission) of the melt pool and 
the surrounding HAZ, which are challenged by the data management [44]. With reference 
to the fast laser scanning speed (~ 1𝑚 𝑠⁄ ) and the laser focusing area (50~200 𝜇𝑚 in 
diameter), sensors should have a high sampling frequency and resolution, which 
significantly increases the cost of the sensor system. In addition, the computational 
efficiency of the existing models allows for off-line optimization or feedforward control 
only [62], prohibiting the feedback control application. While off-line optimizations and 
feedforward controls can promote the fabrication quality, these methods may not 
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guarantee a defect-free fabrication due to the unpredictable process perturbations. 
Advanced model-based feedback control allows for intelligent alterations of processing 
parameters with reference to the measured in-situ process signatures, providing process 
perturbations to improve process reliability and repeatability [20]. However, time-
efficient process models of LPB-AM are very limited. 
2.3. Process Modeling  
Process modeling has been a quite active research field for both LPF-AM and LPB-AM, ranging 
from local physical events modeling of the regional domain (e.g., laser and powder stream 
interaction in LPF-AM, laser beam penetration over the powder bed under LPB-AM) to the 
whole process modeling throughout the whole process physical domain. Roughly, the process 
modeling can be categorized as numerical, analytical and empirical/statistical.  
2.3.1. Process Modeling of LPF-AM 
In the LPF-AM process, the laser beam is attenuated by the powder streams and interacts with 
substrate/prior layers to form melt pools. Meanwhile, the heated powder will be deposited into 
the melt pool and the liquid melt pool will solidify rapidly and form new features over the 
substrate/prior layers. All these physical events will affect the molten pool temperature 
distribution, solidification characteristics and the dimension accuracy of the layer deposits, 
leading to a quite unstable production in both fabrication quality and dimensional accuracy. 
Therefore, these process attributes should be controlled and optimized for a steady process 
production. 
Numerical modeling has been proven to accurately simulate the powder flux distribution [63], 
laser particle interaction process [64], melt pool formation [65], clad layer geometry [66,67], 
temperature, velocity and thermal stress fields distribution over the LPF-AM process [68,69]. 
However, the model accuracy of such numerical models generally relies on the fine 
discretization or moving mesh, significantly increasing the complexity of process modeling and 
the computational cost. 
Empirical/statistical models developed based on the experimental data have been extensively 
used for process optimization and control in LPF-AM. Fathi et al. [70] developed a sliding mode 
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controller for closed-loop control based on a parametric Hammerstein model. Lijun [71] built a 
generalized predictive controller based on a state space model for predictive control of the melt 
pool temperature. Jin et al. [72] achieved offline shape deformation control by extending the 
established Bayesian models from Qiang et al. [73]. Despite these excellent successes, the 
accuracy of the empirical-statistical models will be directly affected by the corresponding 
evaluation approaches or experimental conditions, and the models may provide broadly similar 
but not exactly equal results [6]. In addition, only limited numbers of process variables are taken 
into consideration in these models, but research from Qi and Mazumder [74] shows that the 
fabricated part characteristics may be strongly affected by around 12 different factors in the LPF-
AM process.  
Analytical modeling is a classic way for understanding the physics of the process [6] and has 
been utilized for process optimization and process control in LPF-AM. Picasso et al. [75] 
established a simple but realistic analytical model for LPF-AM. Powder attenuation effect for the 
laser beam was accounted with simple geometry intersecting ratio. Heated powder energy was 
added together with laser beam energy as the heat source to calculate the substrate temperature 
field. With the relative simplicity, their model can produce immediate results about scanning 
speed, powder feed rate and catchment efficiency. Fathi et al. [76] developed a mathematical 
model of LPF-AM to predict the melt pool depth, dilution and the temperature field with given 
values of clad height and clad width. They built the mathematical top surface of the melt pool 
with parabolic equation and solved the heat conduction in substrate to predict the temperature 
field based on an infinite moving point heat source. Shengfeng et al. [77] proposed a similar 
analytical model to predict the cladding height and catchment efficiency with assuming the melt 
pool to be a flat plane on substrate. Experimental results show that the catchment efficiency has 
the same varying trend with the nozzle angle. Xinyong et al. [78] developed a mathematical 
model to estimate the catchment efficiency based on mass conservation and kinematic equations, 
but no consideration was paid to the interaction effect between the laser beam and the particles. 
Kaplan and Groboth [79] developed an analytical process model to estimate the substrate 
temperature and the clad geometry based on the process mass and energy balances. It was 
pointed out that the process powder catchment and laser energy distribution are influenced by the 
powder flux distribution. Doumanidis and Kwak [80] established an analytical model for clad 
geometry and melt pool temperature estimation by sequentially solving the mass and energy 
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balance and the thermal conduction in the substrate. The built model is successfully incorporated 
into the on-line closed-loop control. Tan et al. [81] established an analytical model to estimate 
the clad layer geometry based on the on-line temperature measurements. The melt pool was 
fitted as an ellipse and the powder catchment efficiency was calculated directly as melt pool and 
the powder stream area ratio. They also considered the powder flux distribution in clad height 
prediction and indicate that the model can be potentially used for on-line feedback control. Qian 
et al. [82] developed a multivariable analytical model to predict the steady state melt pool 
temperature and the single-track dimension. Based on the developed model, a feedback 
linearization control for the melt pool height and temperature was achieved. More recently, 
Jianyi et al. [83] extended the above single-track model built by Qian et al. [82] to a multi-layer 
model by considering the residual heat from the prior layers, where the varying initial 
temperature model for the following layers was solved by the quasi-steady-state Rosenthal's 
solution with a dummy moving heat point source. 
2.3.2. Process Modeling of LPB-AM 
Currently, the majority of the LPB-AM process modeling is focused on the multi-scale  
modeling [45] that couples the multi-physics of the process through a variety of numerical 
methods (such as Finite-Element-Method (FEM)) [84]. Nevertheless, there is a considerable 
dimensional mismatch between the fabrication features (i.e. the dimension of powder particles as 
tens of micrometers) and the fabricated part (tens to hundreds of millimeters). This dimensional 
mismatch demands an extremely fine discretization of the processing domain to enable the 
calculation convergence of the highly dynamic multi-physics by numerical methods. 
Consequently, extremely high computational cost is required for these numerical models, 
inhibiting their application in process optimization and online control. For example, the 
calculation for a 90 µm length simulation by ANSYS software with a 3.2GHz and 8GB of RAM 
computer took 3763 hours in total [85].  
The calculation time is extremely high for the realistic multi-physics and multi-scale modeling of 
the LPB-AM process. Therefore, recent research works have been focused on the computational 
reduction models, ranging from effective approximation numerical modeling, 
empirical/statistical modeling to analytical or semi-analytical modeling. For the effective 
approximation numerical modeling, the layer-uniformed or track/vector-uniformed heat source 
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reduction model is widely utilized to replace the localized laser heat source. Loucas et al. [86] 
examined the predicted shape distortions of the fabricated parts by using localized laser heat 
source, track-uniformed heat source and layer-uniformed heat source. It was observed that a 
good correlation was reached for the predicted shape distortion of these three heat sources. Peng 
et al. [87]  developed a novel thermal circuit network (TCN) model to predict the thermal 
distortion using a layer-uniformed heat input. The thermal calculation time for each super layer 
was reduced from 14 hours for the standard FEM model to 2 minutes for their TCN model while 
sacrificing 15% of accuracy. It should be mentioned, however, that the thermal and dimensional 
features of the melt pool may not be constant in the entire scanning process. The increments of 
the melt pool size of adjacent scan tracks were clearly observed in the study of Luis et al. [88]. 
Even these heat source reduction models can provide relatively accurate estimations for the final 
part-scale shape distortion, large prediction errors may be inevitable for the prediction of 
localized thermal and mechanical features. Therefore, these models may be competent for 
process optimization of part-scale characteristics, but might not be qualitied for the prediction of 
localized features (e.g., melt pool size, in-situ localized temperature and cooling rate). However, 
the transient-localized thermal and mechanical features provide the vital information that needed 
for process control. 
Empirical/statistical modeling of the LPB-AM process has attracted researchers' attention due to 
difficulties for mathematically modeling the stochastic physical phenomena (e.g., stochastic 
powder bed, denudation and spatter) that occur in the LPB-AM process. The data-driven 
predictive modeling techniques (e.g., artificial neural networks, genetic algorithm and logistic 
regression) has been widely applied in the empirical/statistical modeling. Park and Nguyen [89] 
et al. built an artificial neural network to optimize the process parameters for achieving desirable 
density and surface roughness. Luke et al. [90] built the regression model of the LPB-AM 
process using response surface method and further optimized the process by the genetic 
algorithm to produce void free parts. In addition, Gustavo et al. [91] and Chandrika [92] utilized 
the Gaussian process-based surrogate modeling with data-mining techniques to reduce model 
computational cost and optimize the process. However, owing to the experiment-data-based 
nature, these empirical/statistical models may have limitations for variant LPB-AM machine 
systems as well as various type of metallic powder material. Moreover, these models may not be 
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applicable for real-time localized thermal features (e.g., in-situ temperature, cooling rate) 
prediction.  
Research on analytical modeling of the LPB-AM process has been increasing due to its relatively 
low computational cost. Mohanty and Hattel [18] built a pseudo-analytical model to estimate the 
thermal field. They utilized several existing modeling techniques to accelerate the model 
calculation in an innovative way. The convective melt pool dynamics were replaced by a high 
equivalent thermal conductivity and only heat conduction was considered in their model. 
Equivalent boundary temperature was used for each domain by averaging the temperature of 
adjacent domains. The temperature at the center discontinuous domain was solved with the 
analytical Rosenthal's solution. It was found that the calculation time for the thermal solution 
phase was improved from 18 to 4 seconds by their pseudo-analytical model compared to the 
FEM-based model with the same 400 elements. The calculation time for each finite element cell 
was around 10 𝑚𝑠. Forslund et al. [17] provided a time-efficient thermal field solution for the 
LPB-AM process with piecewise constant parameters. The thermal solution was calculated 
analytically by the quadrature scheme, in which a pre-calculated lookup table was utilized for 
solving the heat conduction equations. For a 20 × 4 𝑚𝑚2 domain scanning with 32481 nodes, 
their research showed a total of 683 seconds for the thermal field calculation, which is roughly a 
calculation time of 20 𝑚𝑠 for each node. Yang et al. [93] developed a semi-analytical thermal 
model for the LPB-AM process. Numerical discretization was utilized to decompose the thermal 
boundary domain. The laser beam area with a steep thermal gradient was solved by the analytical 
Green's function, while the complimentary domains were solved by finite differences with a 
coarse discretization. Subsequently, the thermal solution was calculated by summing up the 
transient temperature solutions of the point sources based on the superposition principle. It was 
shown that the computational time for 20 tracks scanning in a domain (2 × 2 × 2 𝑚𝑚3, with cell 
size 0.5 𝑚𝑚) is 16.5 seconds, which is about 250 𝑚𝑠 for each single cell.  
In a recent study, Steuben et al. [62] enriched the analytical heat conduction solution of Green’s 
function with temperature-dependent material property and realistic domain geometry. This 
showed comparable results to those of solved by numerical methods (e.g., FEM) but with six 
orders of lower computational cost. Their research showed that the temperature calculation time 
for single point is around 100 µs using an Intel-i7 quad-core based computer platform, with great 
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potential to be utilized for the in-situ thermal feedback control of LPB-AM. Nevertheless, some 
crucial physical factors (e.g. powder bed porosity, laser absorptivity) and dimensional features 
were not considered in their calculations. 
2.3.3. Governing equations and boundary conditions of analytical thermal modeling 
To achieve the objective of time-efficient process modeling for both the LPF-AM and LPB-AM 
process, the thesis focuses on the analytical modeling that can be utilized for fast process 
optimization and potentially be used for real-time process control.  
According to the Fourier’s second law [94], the heat transfer in both the LPF-AM and LPB-AM 
process can be expressed as, 
 𝑘∇2𝑇 − 𝜌𝑐𝑝𝑣∇𝑇 = 𝜌𝑐𝑝
𝜕𝑇
𝜕𝑡
− 𝑄 (2-1) 
where 𝑘 is the thermal conductivity, 𝑇 the temperature, 𝜌 the density, 𝑐𝑝 the thermal capacity, 𝑣 
the scanning speed, 𝑡 the time and 𝑄 is the generated heat per unit volume. In both the LPF-AM 
and LPB-AM process, the majority of the laser energy is absorbed by the substrate/prior layers to 
form the melt pool through heat conduction. The volume heat 𝑄 can be ignored while neglecting 
the heat dissipation or phase transformation [62]. Accordingly, Equation (2-1) can be simplified 
as the heat conduction equation [95], 
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𝜕𝑡
 (2-2) 
Here a homogeneous thermal conductivity 𝑘𝑥 = 𝑘𝑦 = 𝑘𝑧 = 𝑘  is assumed. Therefore, for an 
instantaneous heat source 𝑞(𝑋, 𝑡)  over the semi-infinite homogeneous Ω = ℝ2 × ℝ−  space 
domain, the transient temperature rise ∆𝑇(𝑋, 𝑡) of point X= (x, y, z) for time moment t can be 
solved as [95]: 
∆𝑇(𝑋, 𝑡) = 2 ∫ ∭𝐺(𝑥 − 𝑥′, 𝑦 − 𝑦′, 𝑧 − 𝑧′, 𝑡 − 𝜏)
𝑞(𝑥′, 𝑦′, 𝑧′, 𝜏) 
𝜌𝑐𝑝
𝑑𝑥′𝑑𝑦′𝑑𝑧′
Ω
𝑑𝜏 
𝜏=𝑡
𝜏=0
 
𝐺(𝑋, 𝑡) = (
1
4𝜋𝛼𝑡
)
3 2⁄
𝑒𝑥𝑝 (−
|𝑋|2
4𝛼𝑡
) 
(2-3) 
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where 𝛼 = 𝑘 𝜌𝑐𝑝⁄  is the thermal diffusivity and 𝐺(𝑋, 𝑡) is the Green’s solution. The boundary 
condition for above Equation (2-3) is: 
 
𝜕𝑇(𝑋, 𝑡)
𝜕𝑥
=
𝜕𝑇(𝑋, 𝑡)
𝜕𝑦
=
𝜕𝑇(𝑋, 𝑡)
𝜕𝑧
= 0, 𝑜𝑛 Ω boundary (2-4) 
2.4. Particle concentration techniques 
Currently, the highly active techniques for small-size particle concentration or separation might 
be clarified as (1) aerodynamics concentration [14], (2) acoustic concentration [96] or separation 
[97], and (3) magnetic concentration (e.g., ferromagnetic nanoparticles [98,99]) or magnetic 
separation (e.g., ferromagnetic particle [100,101] and nonmagnetic particles [102]). Magnetic 
techniques have been attracting the attention of researchers due to its fast response and non-
contact nature.  
To the best of author’s knowledge, none of the developed magnetic techniques has been utilized 
for the relatively large-sized (submillimeter) particle concentration as used in the LPF-AM 
process. However, one of the magnetic separation technique, the eddy current separation (ECS) 
[103], has been successfully applied for nonmagnetic large-sized (ranging from submillimeter 
[104] to millimeter [105]) particle separation. Basically, ECS utilizes the induced circulating 
eddy currents to exert the magnetic force on the conducting particles [106]. The generated 
magnetic force has a specific direction that deflects the particles towards to the magnetic field 
strength decreasing direction. Instead of being used for particle separation, the induced magnetic 
force may be utilized for particle concentration by using a proper magnetic system setup. A 
possible realization of this idea is to build a magnetic concentration generator, which can provide 
a non-uniform magnetic field with high radial gradient by a coaxial arrangement. Once particles 
travel through the concentration generator, the motion of the particle will be driven by radial 
magnetic force towards to the powder stream center axis. 
However, relatively little is known regarding the development of this kind of magnetic 
concentration generator. In principle, ECS devices that have been used to separate particles with 
the repulsive magnetic force may be good references. The developed magnetic devices for 
particle separation are summarized in Table 2-1. These devices are categorized as three types 
based on the corresponding magnetic sources. With considering continuous powder flows in the 
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feeding process of LPF-AM, the pulsed electromagnet source may not be applicable for powder 
stream concentration. Therefore, this thesis explores the particle concentration with both the 
other two magnetic sources: permanent magnet and high frequency electromagnet sources. 
Table 2-1. Developed eddy current separation systems  
Magnetic source Developed  systems Features 
Permanent 
magnet 
Vertical eddy current separator 
[107], Rotating disc [103] or 
drum [102] separator 
Simple construction with economic operation;  
Particle size range 2~5𝑚𝑚 in diameter. 
High frequency 
electromagnet 
Electrodynamic sorting [105] Complex construction with high energy 
consumption; Particle size range1~8𝑚𝑚 in 
diameter. 
Pulsed 
electromagnet 
Pulsed electrodynamic separation 
[104] 
Complex construction with high energy 
consumption; Potentially applicable for particle 
with size as small as 200𝜇𝑚 in diameter. 
2.5. Summary 
The review in this chapter shows that both the LPF-AM and LPB-AM processes have attracted 
multiple industries to embrace their features for metallic parts fabrication. However, significant 
challenges still exist that hinder their wider adoption by industry. As summarized, the LPF-AM 
process is challenged by low powder catchment, low energy efficiency, time-consuming and 
highly cost process optimization, low surface finish, limited process control and un-reliable FGM 
parts fabrication. Likewise, the LPB-AM process is troubled by the high cost of powder material, 
time-consuming and highly cost process optimization, limited build volume, low build rate, low 
energy efficiency, hardly achievable multi-material manufacturing and the limited in-situ sensing 
and control.  
To accelerate process optimization and improve process reliability through process control, a 
time-efficient process model is highly needed. Nevertheless, the majority of current developed 
numerical models tends to utilize the fine discretization or expensive moving mesh refinement, 
leading to an extremely high computational cost. By contrast, the built empirical/statistical 
models can be time efficient. However, the statistical nature limits their application for various 
AM systems and powder materials.  
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Analytical modeling does not require a fine mesh and can be easily used to integrate or lump 
major physical phenomena into whole process modeling by building their relationships in a time-
efficient approach, which is more specifically suitable for time-efficient process optimization and 
real-time process control. However, based on the review work, most of the built analytical 
models for the LPF-AM process have decoupled the mass and energy flows, ignored the changes 
of the laser power absorptivity due to the varying of clad geometry (Brewster effect), and 
calculated the molten pool limits only based upon laser power source. As a result, those models 
may have different prediction accuracy. In addition, the developed analytical models are limited 
for single-track modeling and ignored the heat accumulation effect during the multi-track and 
multi-layer scanning. The accumulated heat from the prior layers/tracks may not be completely 
dissipated by heat conduction before the next layer/track applied due to the high scanning rate. 
Therefore, the following layers/tracks may form on a locally preheated zone with a higher initial 
temperature compared with that of the prior layers/tracks, leading to non-uniform melt pool 
geometries and different wetting conditions.  
Likewise, few of the developed analytical models of the LPB-AM process have considered the 
different melting regimes (e.g., heat conduction, keyhole and balling) in the LPB-AM process, 
which are accompanied by various physics phenomena. It was reported by Jingjing et al. [108] 
that the mechanical and microstructural properties of LPB-AM fabricated parts depend highly on 
the melting mode. The microstructure of the Ti-6Al-4V samples consisted of acicular 𝛼′ phase 
and a typical hierarchical structure of martensite under conduction mode, while  𝛼′  and 𝛼 
lamellae were the main constituent phases in keyhole regime. The experimental study of Ting et 
al. [109] showed that the fabricated AL7050 samples were characterized with varying surface 
morphology, defects and microstructure under different melting modes. Therefore, the melting 
regime as a key factor should be taken into consideration in the LPB-AM process modelling. 
Moreover, to narrow down the powder stream divergence and improve powder catchment in the 
LPF-AM process, general particle concentration techniques were summarized as aerodynamics 
concentration, acoustic concentration and magnetic concentration. To utilize the non-contact 
magnetic technique for particle concentration of the diverging powder stream in LPF-AM, the 
proper magnetic system setup, namely the magnetic concentration generator, should be explored. 
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As outlined in the review, the permanent magnet and the high frequency electromagnet may 
work as the magnetic source in the proposed concentration generator. 
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Chapter 3. Analytically Coupling the Heat and Mass Flows in LPF-AM* 
3.1. Introduction 
In the LPF-AM process, powder streams interact with laser beams and attenuate the beam 
intensity, while the heated powder particles impinge into the melt pool adding mass and energy 
to melt pool and form effective deposition. All these interactions affect melt pool temperature 
distribution and the final shape of the as-built deposits. This chapter addresses a mathematical 
module that analytically couples the moving laser beam with Gaussian energy distribution, the 
powder stream and the semi-infinite substrate together, while considering the attenuated laser 
power intensity distribution, the heated powder spatial distribution and the melt pool 3D shape 
variation. The particles concentration on transverse plane is modeled with Gaussian distribution 
based on optical measurement. Subsequently, a powder catchment module is developed with 
considering both the 3D melt pool shape and the powder stream spatial distribution. 
3.2. Theory 
A mathematical module for coupling the heat and mass flows in the LPF-AM process has been 
developed in this chapter with the following assumptions: 
(1) Lateral nozzle has a perfect circular outlet. 
(2) Gas-powder flow is assumed as a steady state flow and the effect of the gravity and drag 
force are considered negligible. Therefore, the powder stream is induced with a uniform 
velocity in transverse direction which is assumed to be the same as the gas velocity near 
the nozzle outlet. 
(3) Convection and radiation losses in the powder stream was not considered and particles are 
assumed as isothermal with spherical geometry [110].  
(4) Powder particles, impinging onto the molten pool, are considered effectively added to and 
mixed with the liquid flow on melt pool surface. It is required that the adhesion force 𝐹𝑎𝑑 
                                                 
* A similar version of this chapter was published as: 
Huang, Yuze, Mir Behrad Khamesee, and Ehsan Toyserkani. A Comprehensive Analytical Model for Laser Powder-
fed Additive Manufacturing. Additive Manufacturing 12 (2016): 90-99. 
https://doi.org/10.1016/j.addma.2016.07.001 
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is bigger than the repelling force 𝐹𝑟 (𝐹𝑎𝑑 𝐹𝑟 > 1⁄ ) between the melt pool surface and the 
impinging particle. Lin [111] calculated the ratio of Fad / Fr =100 for stainless steel in 
coaxial LPF-AM, which testifies that the powder is effectively melted and attached onto 
the molten pool surface. The liquid phases will then be rapidly mixed and become 
homogeneous due to the strong convection currents generated by the thermal gradients on 
melt pool surface (Marangoni convection/effect) [11,112]. 
(5) Thermo-physical properties for both powder and substrate are considered to be 
temperature independent. Average values over the temperature variation were assumed in 
the model.  
3.2.1. Powder spatial distribution 
The schematic of the LPF-AM process is shown in Figure 3-1. The laser beam scans in the 
positive y-direction with the process velocity 𝑣. Origin of coordinates is fixed at the center of 
laser beam spot on a substrate. Feeding nozzle has an inclined angle 𝜑 and distance 𝐻  with 
respect to the substrate plane. Laser beams and powder streams interact with each other after 
point 𝑃.  
 
Figure 3-1. Schematic diagram for laser powder-fed additive manufacturing  
Powder concentration mode in transverse direction was identified with Gaussian distribution by 
Lin [113] with both optical techniques and the theory of particles diffusion and convection in 
gaseous medium based on Fuchs's aerosols laminar flow. Optical luminance experimental 
analysis of Pinkerton's research [114] verified that the particles stream have Gaussian 
concentration profiles in the transverse plane. Yang [115] and Gangxian [116] also built the 
powder stream concentration with a Gaussian model and the model predicted values were 
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consistent with the experimental results. In this chapter, the powder concentration distributions in 
the transverse plane were expressed by the powder stream luminance distributions.  Based on 
Mie theory [112,117], the luminance of the powder stream is proportional to particles 
concentration. Therefore, the luminance distribution in the image expresses the particles 
concentration distribution within the powder stream. The powder stream images were taken by a 
Canon EOS 60D camera (Canon, Ōita, Japan) with a Pentacon 135 𝑚𝑚 f/2.8 lens (Pentacon, 
Dresden, Germany). The powder stream luminance was measured by grayscale intensity with 
MATLAB Image-Processing Software, in which the RGB images were converted to grayscale 
images. As the Inconel 625 powder stream grayscale image shown in Figure 3-2, the powder 
concentration has Gaussian distribution in transverse plane under various distances from the 
nozzle outlet. 
 
Figure 3-2. Inconel 625 powder stream grayscale intensity distribution measurement (a) Grayscale image 
with transversal lines (b) Measured grayscale intensity distribution with Gaussian fitting results on 
transversal lines. ?̇? = 5 (𝑔/𝑚𝑖𝑛), 𝜑 = 60°, ?̇? = 2.5 (𝑑𝐿/𝑚𝑖𝑛), 𝑟0 = 0.7 (𝑚𝑚). 
Thereafter, powder spatial mass concentration 𝜌(𝑥′, 𝑦′, 𝑧′)  and number concentration 
𝑛(𝑥′, 𝑦′, 𝑧′) can be derived as, 
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2 2( )
(x , y , z ) exp
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
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 (3-1) 
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 (3-2) 
where ?̇? is the powder feed rate, 𝑚𝑝 the average mass for each particle, 𝑣𝑝 = ?̇? 𝜋𝑟0
2⁄  the average 
powder velocity (based on assumption 2), ?̇? the gas flow rate, 𝑟0 the nozzle internal radius and 
𝑟(𝑧′) is the effective radius of powder stream reaching 1 𝑒2⁄  of the peak concentration value of 
the powder stream center [116]. Based on the measurements and derivations elaborated in 
Appendix A, the effective radius of powder stream can be expressed as, 
 
0(z ) tan , 0r r z z      (3-3) 
where 𝜃  is the effective divergence angle. Considering the coordinates transformation from 
𝑥′𝑦′𝑧′ to 𝑥𝑦𝑧, 
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Accordingly, the powder mass concentration in 𝑥𝑦𝑧 coordinates will be derived as 
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 (3-5) 
3.2.2. Laser beam and powder stream interaction 
The laser beam and consequently its power intensity is attenuated by the powder stream during 
their interaction [110,112]. The total attenuation is a sum effect of scattering and absorption, 
which is also named as extinction. This chapter uses a Gaussian TEM00 mode laser power with 
intensity distribution as [11], 
 𝐼(𝑥, y, z) =
2𝑃𝐿
𝜋𝑅𝐿
2(𝑧)
𝑒𝑥𝑝 (−
2(𝑥2 + 𝑦2)
𝑅𝐿
2(𝑧)
) (3-6) 
where 𝑃𝐿 is the laser power, 𝑅𝐿(𝑧) is the effective radius of the laser beam at a distance  ∆𝑧 =
𝑧0 − 𝑧  from the beam waist position 𝑧0  with 𝑅0𝐿  radius for the laser beam and far-field 
divergence angle 𝜃𝐿. 𝑅𝐿(𝑧) is expressed as [11], 
 
 𝑅𝐿(𝑧) = √𝑅0𝐿
2 + 4𝜃𝐿
2(𝑧0 − 𝑧)2 
(3-7) 
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The laser power intensity that is attenuated by powder stream with 𝑑𝑧  distance could be 
calculated based on Mie’ theory [112,117], 
 𝑑𝐼 = −𝜎𝐼(𝑥, 𝑦, 𝑧)𝑛(𝑥, 𝑦, 𝑧)𝑑𝑧 (3-8) 
where 𝐼(𝑥, 𝑦, 𝑧) is the laser intensity at point (𝑥, 𝑦, 𝑧), 𝜎 the extinction cross section of a sphere 
particle (𝜎 = 𝑄𝑒𝑥𝑡𝜋𝑟𝑝
2), 𝑄𝑒𝑥𝑡 the extinct coefficient, and 𝑟𝑝 is the mean radius of the particles. 
𝑛(𝑥, 𝑦, 𝑧) can be calculated by, 
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 (3-9) 
In the LPF-AM process, as the particle size is much bigger than the laser wavelength, it is 
reasonable to assume that the extinction coefficient 𝑄𝑒𝑥𝑡 = 1  [112,118] and most of the 
attenuated laser energy is absorbed by the particle. Equation (3-8) is derived from the first-order 
approximation of Mie’s theory, which calculates the total attenuation or extinction power for the 
laser beam travels through the powder stream and is valid when 2𝜋𝑟𝑝 𝜆𝐿⁄ < 300  [112]. In this 
study, the average particle radius is 𝑟𝑝 = 42 𝜇𝑚, laser wavelength is 𝜆𝐿 = 1.06 𝜇𝑚. Therefore, 
the condition of the first-order approximation of Mie’s theory is satisfied. We should point out 
that this criterion is only considered when the scattering is included for total attenuated power 
calculation. But in the LPF-AM process, 𝑟𝑝  is normally much larger than 𝜆𝐿 , the powder 
absorption is the predominant attenuation type. Therefore, Equation (3-8) can be directly used 
based on Lambert-Beer law without considering this condition [68,113,114]. 
As shown in Figure 3-1, the powder stream and laser beam will be interacted with each other 
after point P. The attenuated laser beam intensity 𝐼𝐴(𝑥, y, z)  may be calculated with the 
integration of Equation (3-8) over the interaction length in z-axis as, 
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where 𝑧𝑝(𝑥, y)is the upper surface of the powder stream, which is approximated with the powder 
stream top boundary line 𝑧𝑝(y), 
 
0( / tan ) tan ( ), ( sin tan , 0z (y ))p yK K K H r            (3-11) 
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The powder absorbs energy from the laser beam during their interaction, and the absorbed 
energy increases the particles temperature. Based on assumption 3, the temperature increment ∆𝑇 
for time interval ∆𝑡 = 𝑑𝑧 𝑣𝑝𝑠𝑖𝑛𝜑⁄  follows the energy balance equation, 
 2 34(x, y, z)
3
A P p p PI r t c r T       (3-12) 
where 𝛽 is the powder laser absorptivity, 𝑐𝑝  the material specific heat capacity, and 𝜌𝑃  is the 
average particle density. Integrating Equation (3-12) over the interaction length in z-axis allows 
the particle temperature 𝑇𝑝(𝑥, 𝑦, 𝑧) to be calculated as, 
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where 𝑧?̅?(𝑦) = 𝑧𝑝(−𝑦)  is the symmetrical line of 𝑧𝑝(𝑦)  about z-axis, and 𝑇0  is the ambient 
temperature. The path of integration from 𝑧 to 𝑧?̅?(𝑦) is used to approximate the particle traveling 
distance component in the laser beam transverse direction. 
As particles impinge onto the melt pool, they draw energy to increase their enthalpy to that of the 
melt pool in a short time [118]. Therefore, the heated powder energy intensity 𝐼𝑝(𝑥, y, z) is 
expressed as a negative energy source. It should be noted that the heated particles do add positive 
energy to the melt pool. Therefore, the negative energy source defining here is used to couple the 
powder mass flow with the melt pool under the consideration of melt pool energy variation due 
to the added powder. 
 𝐼𝑝(𝑥, y, z) = 𝑐𝑝𝑣𝑝𝑠𝑖𝑛𝜑𝜌(𝑥, 𝑦, 𝑧)[𝑇𝑝(𝑥, 𝑦, 𝑧) − 𝑇𝑚] (3-14) 
3.2.3. Thermal conduction on substrate 
On substrate surface, the coming energy from the attenuated laser beam 𝐼𝐴(𝑥, y, z) and heated 
powder flux 𝐼𝑝(𝑥, y, z) are summed up and treated as a bulk heating source. Thus, the resultant 
energy source intensity 𝐼𝑛𝑒𝑡(𝑥, y, z), 
 𝐼𝑛𝑒𝑡(𝑥, y, z) = 𝐼𝐴(𝑥, y, z) + 𝐼𝑝(𝑥, y, z) (3-15) 
For a moving heat source on a semi-infinite work-piece surface, the temperature field 𝑇(𝑥, y, z) 
could be expressed based on Rosenthal’s equation [94], 
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where PL is the laser beam power, k the thermal conductivity, α the thermal diffusivity, and v is 
the process velocity. While considering the resultant energy intensity distribution, the 
temperature field in substrate is derived by integrating Equation (3-16) over the laser beam area 
based on superposition principle. 
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 (3-17) 
where 𝛽𝑤 is the process laser power absorptivity.  
To approach the reality, the latent heat of fusion, thermo-capillary phenomena (Marangoni effect) 
and the varying laser power absorptivity (Brewster effect) are taking into consideration with the 
following approximations. 
The effect of latent heat of fusion 𝐿𝑓 on thermal field is considered with increasing the specific 
heat as, 
 𝑐𝑝
∗ =
𝐿𝑓
𝑇𝑙 − 𝑇s
+ 𝑐𝑝, 𝑇 > 𝑇𝑠 (3-18) 
where the 𝑇𝑙 and 𝑇s are the liquidus and solidus temperature, respectively. In the case that 𝑇𝑙 =
𝑇s, the temperature averaged 𝑐𝑝 is used. The Brewster effect that describes the plane inclination 
angle effect on the absorption of polarized laser power is presented by [94],  
 𝛽𝑤(∅) = 𝛽(0)[1 + 𝑎𝑤∅] (3-19) 
where ∅ is the inclination angle, 𝛽(0) the laser power absorptivity for a flat plane and 𝑎𝑤 is the 
Brewster effect coefficient depends on the material. For the sake of simplification, the inclination 
angle is approximated based on the clad height ℎ and laser beam diameter 𝐷 as, 
 ∅ = 𝑡𝑎𝑛−1(ℎ 𝐷⁄ ) (3-20) 
The Marangoni flow is counted by modifying the thermal conductivity with a correction factor 
𝜇𝑀 as [67],  
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 𝑘∗(𝑇) = 𝜇𝑀𝑘(𝑇𝑚),    𝑇 > 𝑇𝑚 (3-21) 
3.2.4. Molten pool geometry 
Molten pool projection limits on substrate surface is approximated by the solid-liquid line. 
Equation (3-17) is simplified as, 
 𝑇(𝑥, 𝑦, 𝑧) − 𝑇0 = Γ(𝑥, 𝑦, 𝑧) (3-22) 
As shown in Figure 3-3, points A, B, C and D are located on the boundary of the molten pool, 
according to Equation (3-22), the coordinate values can be calculated as, 
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Figure 3-3. Schematic diagram for melt pool geometry 
The projection of the melt pool on substrate plane has the boundary Ω, 
  , , ,B A C D A B C Dy y y x x x l y y w x x           (3-24) 
where 𝑙 and w are the melt pool length and width for boundary Ω, respectively. The boundary of 
the melt pool is approximated by two half ellipses with same minor semi-axis of w/2 (The left 
part has a major semi-axis of |𝑦𝐵|  and the right part has major semi-axis of |𝑦𝐴| ). While 
considering the melt pool top surface boundary as a parabolic curve, the melt pool top surface is 
expressed as [76], 
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The width of the melt pool 𝑤(𝑦) can be expressed as, 
 
2
2
2
2
(1 ), y 0
(y)
(1 ), y 0
A
B
y
w
y
w
y
w
y

  

 

  

 (3-26) 
3.2.5. Clad geometry 
Dividing the substrate surface into small elemental patches 𝑑𝑆, each patch is so small that the 
powder flow density over it is essentially uniform, the powder mass 𝑑𝑚 that impinged onto 𝑑𝑆 
in an elemental elapsed time can be approximated as, 
 𝑑𝑚 = 𝜌(𝑥, 𝑦, 0) ∙ 𝑑𝑆 ∙ 𝑣𝑝𝑠𝑖𝑛𝜑 (3-27) 
The clad height on 𝑑𝑆 area can be calculated based on the sum of the powder impinging onto it 
during the dwelling time as, 
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Then, for any point within the melt pool boundary, the clad height can be derived as, 
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 (3-29) 
where 𝛿 is the largest diameter of patch 𝑑𝑆. Based on Equation (3-29), the original clad height 
ℎ0 is estimated with an average value over the laser beam spot boundary and the process clad 
height ℎ (along the laser scanning direction) is calculated over the melt pool boundary Ω. The 
clad width is approximated with the melt pool width 𝑤(𝑦) as expressed by Equation (3-26). 
3.2.6. Catchment efficiency 
To calculate the melt pool effective area in the coming powder stream, the melt pool is 
approximated by an inclined surface 𝑆1, which is then projected to powder transverse planes 𝑆2 
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and 𝑆3 that cut through the highest and lowest point of the melt pool top surface, respectively 
(see Appendix B). The particles number probability density for per unit time per unit area on 
powder stream transverse plane can be expressed as, 
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 (3-30) 
Subsequently, the catchment efficiency can be derived as the integration of the particle number 
probability over the melt pool projection area on the powder transverse plane. By integrating 
Equation (3-30) over the effective projection area 𝐴𝑆2 and 𝐴𝑆3, the overall catchment efficiency 
is derived as, 
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(3-31) 
3.3. Numerical analysis 
Attenuated laser beam intensity and the associated temperature contour on substrate surface, 
calculated based on Equations (3-14) - (3-21), were simulated by MATLAB software with 
parameters listed in Section 3.4. Figure 3-4 (a) shows the original laser beam intensity 
distribution with maximum intensity 660 (𝐽 𝑚𝑚2⁄ ) . The simulation results for Inconel 625 
powder stream attenuation is shown in Figure 3-4 (b). As seen, the largest attenuated laser 
intensity loss is around 28 (𝐽 𝑚𝑚2⁄ ). Compared the largest attenuation intensity loss with the 
original maximum laser intensity, a maximum laser beam attenuation percentage can be 
determined as ~4%. 
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                                             (a)                                                                         (b) 
Figure 3-4. Laser beam intensity distribution on the substrate surface (a) Without attenuation (b) 
Attenuated laser intensity loss by the powder.  ?̇? = 7 (𝑔/𝑚𝑖𝑛), 𝑃𝐿 = 1000 (W), ?̇? = 2.5 (𝑑𝐿/𝑚𝑖𝑛), 
𝑟0 = 0.7 (𝑚𝑚). 
With coupling the attenuated laser beam and the heated powder stream as the resultant moving 
heat source, the temperature field on substrate surface is calculated and shown in Figure 3-5. 
Melt pool projection geometry on the substrate surface is approximated with two half-ellipses 
(the dash line shown in Figure 3-5), which fits well with the calculated melt pool temperature 
1563 K that identifying the solid-liquid interface.  
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Figure 3-5. Molten pool temperature distribution on the Inconel 625 substrate surface. ?̇? = 5 (𝑔/
𝑚𝑖𝑛), 𝑣 = 7.5 (𝑚𝑚/𝑠). 𝑃𝐿 = 1000 (W), ?̇? = 2.5 (𝑑𝐿/𝑚𝑖𝑛), 𝑟0 = 0.7 (𝑚𝑚). 
3.4. Experimental verification 
Inconel 625 powder (Carpenter, Bridgeville, Pennsylvania, USA). Ni60.82%, Cr 21.4%, Mo 
8.76%, Nb 3.31%, Fe 4.72%, Si 0.58% and Mn 0.41%, wt%) with particle size 45-125 μm 
(Gaussian distribution) was deposited on Inconel 625 plates (McMaster-Carr, Aurora, Ohio, 
USA) by a LPF-AM setup developed in-house. This setup includes a continuous IPG photonics 
fiber laser with the maximum power of 1100 W installed in a Fadal CNC machine. The powder 
feeder purchased from Sulzer Metco was used to feed materials through a lateral nozzle. The 
Inconel 625 plates had the dimensions of 75×15×5 (mm3). For both the clad and the substrate, 
the thermo-physical properties of Inconel 625 are considered to be temperature independent, and 
the thermal parameters are calculated based on the mean values over the temperature range as 
listed in Table 3-1. Single layer deposition experiments were done to test the model with varying 
process velocity and powder feed rate. Each group experiment was repeated five times and the 
process parameters are listed in Table 3-2. 
To measure the LPF-AM powder catchment, the attached powder was evaluated by weighing the 
substrate before and after deposition, the total ejected powder was calculated with the product of 
the powder feed rate and deposition time. Then the experimental catchment efficiency was 
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evaluated as the ratio of that attached powder weight divided by ejected powder weight. The clad 
width and clad height were measured by optical microscopy.  
Table 3-1. Inconel 625 thermo-physical properties [119] 
Density 𝜌𝑃 
[Kg/m3]  
Thermal conductivity k 
[W m-1K-1] 
Specific heat capacity C 
[J kg-1K-1] 
Melting temperature Tm   
[K] 
8440 9.8(21℃)-25.6 (1000℃) 410(21℃) - 670 (1090℃) 1563(1290℃) 
 
Table 3-2. Laser metal direct deposition process parameters 
Parameters Values Parameters Values 
Scanning velocity  1000 (mm/s) Laser power  1000 (W) 
Laser wavelength 1.06 (µm) Latent heat of fusion  204500 (𝐽 𝑘𝑔⁄ )[120] 
Beam waist radius  0.43(mm) Far-field divergence angle  0.02 (rad) 
Beam waist position 19.8 (mm) Argon gas feed rate 2.5 (dL/min) 
Nozzle height  7(mm) Nozzle angle  60 ̊
Nozzle internal radius  0.7 (mm) Laser spot diameter  1.8 (mm) 
Nozzle tube thickness  0.8 (mm) Brewster effect coefficient 0.0196 
Correction factor  2.5   
In this research, a combined parameter specific energy 𝐸 = 𝑃𝐿 𝑣𝐷⁄  [11], which describes the 
energy delivered by the laser power per unit feed rate area of the laser track, was used to address 
the process and validate the analytical model with comparing the modeled and measured clad 
dimension and catchment efficiency. Figure 3-6 shows the single layer deposition profiles of 
Inconel 625 at different specific energy. As seen, the layer profiles keep smooth with a higher 
specific energy ((a), (b) and (c)). Both the clad width and height increase with the increasing of 
specific energy.  
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Figure 3-6. Inconel 625 single layer deposition profile by LPF-AM. ?̇? = 7 (𝑔/𝑚𝑖𝑛). (a) 𝐸 =
185.2 (𝐽 𝑚𝑚2⁄ ), (b) 𝐸 = 123.5 (𝐽 𝑚𝑚2⁄ ), (c) 𝐸 = 92.6 (𝐽 𝑚𝑚2⁄ ), (d) (b) 𝐸 = 74.1 (𝐽 𝑚𝑚2⁄ ) 
Figure 3-7 shows that the built model successfully predicts the experimentally observed trend of 
that catchment efficiency increasing with increasing specific energy. However, it was also 
noticed that there will be great gaps between the predicted and the measured catchment value if 
the laser power absorptivity is set to a stable value (30%, 40%, 50% or 60%). On the contrary, as 
the Brewster effect describes, the results match well by using varying laser power absorptivity. 
In this chapter, an average Brewster effect coefficient αw was calculated by adjusting the laser 
power absorptivity 𝛽𝑤(∅) to match the measured catchment efficiency based on Equations (3-19) 
and (3-20). 
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Figure 3-7. Model predicted and measured catchment efficiency. ?̇? = 5 (𝑔/𝑚𝑖𝑛). 
Figure 3-8 compares the modeled and measured clad widths, clad heights and catchment 
efficiencies with varying specific energy and powder feed rate. The experimental results have 
low standard deviation values, indicating an excellent repeatability and precision. The model 
matches well with the experimental results. With increasing specific energy, the clad width, melt 
pool length, clad height and catchment efficiency increase as well, which is consistent with the 
results in references [81][77]. For a given condition in the LPF-AM process, the higher specific 
energy means there is more laser power at per unit area of laser track, which enlarges the melt 
pool area as well as the powder catchment. 
From Figure 3-8 (a), (c) and (d), it can be seen that for a given powder feed rate (?̇? =
5 (𝑔/𝑚𝑖𝑛)), the predicted clad width, clad height and catchment efficiency are bigger than the 
measured results. However, with an increase of the specific energy, the difference gap is smaller 
or disappear. The higher specific energy increases the powder catchment as well as the clad 
height and its non-planar geometrical features. With an elevated clad height at a relatively fixed 
width, the wetting angle increases thus the laser power absorptivity increased due to Brewster 
effect. The model uses an average Brewster effect coefficient to compensate the increasing 
absorptivity, which is smaller than the real time-varying laser power absorptivity. This may be 
one of the reasons for the disagreement of the measured and predicted clad height shown in 
Figure 3-8 (c) for a higher powder feed rate (?̇? = 7 (𝑔/𝑚𝑖𝑛). 
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Figure 3-8. Experimental and model predicted results comparison, (a)-(c) clad geometry, (d) catchment 
efficiency 
For the specific energy values in the range of (100~190 𝐽 𝑚𝑚2⁄ ), the maximum percentage 
difference for the model predicted and experimental results are 6.2% for the clad width, 7.8% for 
the clad height and 6.8% for the catchment efficiency. These results validate the accuracy of the 
model. The developed model has the potential to effectively be used for designing 
comprehensive controllers for the process by incorporating into high speed hardware platform.  
The model can also be expanded to multi-nozzle LPF-AM setups (e.g., LENS technology from 
Optomec) by combining each single powder stream as shown in references [16, 25].  
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3.5. Summary 
This chapter addresses a comprehensive module that analytically couples the laser beam, the 
powder stream and the semi-infinite substrate. The powder stream concentration over the 
transverse plane was measured in terms of the powder feed rate, carrier gas feed rate and the 
associated feeding nozzle set up. Thereafter, a Gaussian function was built to describe the 
powder stream concentration. A powder catchment module was also derived according to the 3D 
dimension of the melt pool and the powder stream concentration. Experimental validation 
through the deposition of Inconel 625 proves the model can accurately predict the clad geometry 
and catchment efficiency in the range of specific energy that is corresponding to high clad 
quality (maximum percentage difference is 6.2% for clad width, 7.8% for clad height and 6.8% 
for catchment efficiency). 
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Chapter 4. Magnetic Concentration of Non-ferrous Metallic Particles in the 
Gas-powder Stream of LPF-AM: Mathematical Modeling and Analysis* 
4.1. Introduction 
A major challenge in blown powder-feeding of the LPF-AM process is to deliver powder to 
precise spatial point to satisfy geometric precision. However, the current powder-feeding 
methods generally lead to a wide and divergent powder stream, resulting in low powder 
catchment as well as undesirable geometric accuracy. As shown in Figure 4-1 (a) and (b) of a 
lateral LPF-AM, where the powder stream spreads much wider than the laser beam, and the 
particles that do not impinge into the laser beam area might not be effectively deposited by a 
solid-solid surface impact ricochet [111]. Therefore, it is desirable to narrow down the powder 
stream for improving the fabrication precision and powder catchment as shown in Figure 4-1 (c) 
and (f).   
Currently, eddy current separation (ECS) has been successfully used for metallic conducting 
particle deflection with a high response efficiency. Basically, ECS utilizes the induced 
circulating currents in conducting particles to react back on external applied magnetic fields by a 
magnetic force [106,121]. The generated magnetic force has a specific direction that deflects the 
particles towards to the magnetic field strength decreasing direction. In addition, the generated 
magnetic force has been shown to be capable of deflecting the particles with size ranging from 
submillimeter [104] to millimeter [105]. Therefore, with a proper magnetic system setup (e.g., 
high radial magnetic field gradient), the induced magnetic force may be utilized for particle 
concentration.  
A large number of eddy current separation models have been built to explore this complex ECS 
process. In the recent review work, Smith et al. [121] summarized theoretical models for 
magnetic force calculation. Based on their work, the force models can be roughly categorized as 
                                                 
* A similar version of this chapter was published as: 
Huang Yuze, Mir Behrad Khamesee and Ehsan Toyserkani. Electrodynamic Concentration of Non-ferrous Metallic 
Particles in the Moving Gas-powder Stream: Mathematical Modeling and Analysis. International Journal of 
Magnetics and Electromagnetism. 5, (2019):019. 
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numerical and analytical. For the numerical models, Faraday's law was first utilized to solve the 
induced electrical field by the external magnetic field 𝑩 (All vectors are set as bold font in this 
chapter). Ohm's law was then used to dictate the generated eddy current 𝑱. Thereafter, magnetic 
force 𝑭 over the particle volume 𝑉𝑝  can be calculated as 𝑭 = ∫(𝑱 × 𝑩)𝑑𝑉𝑝  by Finite Element 
Method with applying fine domain discretization or mesh. For instance, Fengjie et al. [122] built 
a new numerical model of the magnetic force by a joint simulation of COMSOL and MATLAB, 
leading to an efficient calculation for the particle deflection distance. By contrast, a closed form 
analytical solution of the magnetic force can be achieved under the linear magnetic field case. 
The force can be approximated by the magnetic dipole moment model (𝑭 = ∇(𝑴 ∙ 𝑩) [123]), 
where the magnetic dipole moment 𝑴 is analytically solved. Ray et al.[124] and Nagel [125] 
reported that the analytical models possess a high accuracy in force calculation for systems 
equipped with the time-variant electromagnetic field or the permanent magnet source. 
 
Figure 4-1. Powder stream of the lateral (a, b, c) and coaxial (d, e, f) LPF-AM process. (a), (d) Diverging 
powder stream image. (b), (e) Schematic of the divergent powder stream and laser beam. (c), (f) 
Schematic of the concentrated powder stream and laser beam. 
49 
 
Inspired by ECS technique and the associated magnetic force models, this chapter proposed and 
theoretically tested a new magnetic concentration approach for submillimeter-sized non-ferrous 
metallic particle focusing in LPF-AM. This innovative approach has a potential application to 
generate a tightly focused powder stream in the LPF-AM process, improving the powder 
catchment and fabrication precision. Analytical models for the effective magnetic concentration 
force as well as the particle concentration angle were developed with considering the skin effect. 
Conceptual design of the concentration generator was proposed with three different 
configurations: the doublet Halbach permanent magnet quadrupoles (doublet-Halbach-PMQs), 
the doublet electromagnet quadrupoles (doublet-EMQs), and the linear Halbach permanent 
magnet arrays (linear-Halbach-PM). Numerical simulations of the concentration angle for the 
proposed concentration generators were conducted for pure aluminum particles with a radius of  
50 < 𝑟𝑝 < 500𝜇𝑚. 
4.2. Mathematical modeling 
A few ideal conditions should be assumed here to conduct this research. First, as the particles 
travel through the concentration generator, the powder stream will thin out (e.g. larger diameter 
2~3 𝑚𝑚) and the particles will not be substantially impeded by the presence of other particles. 
Second, the particle rotation angle tends to be zero during the induced magnetic force action time, 
which can be explained by the fact that the response time of the eddy current (~0.05 𝜇𝑠 , 
calculated based on reference [126]) is quite small compared with that of the particle rotation 
period. Third, the effect of the gas drag force on the particles’ movement can be omitted. The 
drag force on the moving particles were calculated based on the fluid mechanics [127] as 
elaborated in Appendix C. It was found that the magnitude of the drag force is insignificant as it 
is roughly 0.2%~2% to that of the effective magnetic force. 
4.2.1. Principle of the magnetic concentration approach 
The schematic diagram for the proposed concentration approach is shown in Figure 4-2. The 
concentration generator was designed with an annulus shape. This special arrangement provides 
a magnetic field with high radial gradient that the field intensity decreased significantly from the 
outer circumferential layer to the inner center region in the transverse cross-section.  
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Figure 4-2. Schematic diagram for the proposed magnetic concentration approach. The magnitude of the 
field intensity in the transverse cross-section were marked with the color bar (the scale bar shows the 
relative values), decreasing from the circumferential region towards to the center region from red color to 
blue color. Inner radius 𝑟𝑖 and outer radius 𝑟𝑜. 
According to the Faraday's law of induction, eddy current may be induced in the conducting 
particles as the particles travel through the alternating magnetic field 𝑩 of the concentration 
generator. Subsequently, the induced eddy current will react back to the applied field 𝑩 by 
generating a magnetic force that drags the particles toward to the field intensity decreasing 
direction. Therefore, the outer-layer particles may be driven by the radial magnetic force to the 
inner region of the powder stream.  
4.2.2. Magnetic force  
As the conducting particles travel through the magnetic field of the concentration generator as 
shown in Figure 4-3, the dominant term of the magnetic force F exerted on the particle can be 
expressed as [123],  
 𝑭 = ∇(𝑴 ∙ 𝑩) = (𝑴 ∙ ∇)𝑩 +𝑴× (∇ × 𝑩) = [𝑀𝜏 𝑀𝑟 𝑀𝑧]
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where 𝑧, 𝑟 and 𝜏 are the coordinates in the axial-radial-tangential coordinate system. Here should 
be noted that the displacement current is assumed as zero in the present research, accordingly, 
∇ × 𝑩 = 0 in the above Equation (4-1).  
 
Figure 4-3. Force analysis of the moving particle in the longitudinal cross-section when the particle 
travels through the proposed concentration generator. (a) Radial velocity of the particle keeps centrifugal 
direction. (b) Radial velocity of the particle changes to centripetal direction. Initial velocity 𝑉0 and 
divergence angle 𝜑0. Final velocity 𝑉1 and divergence angle 𝜑1. 
The effective magnetic moment can be derived as [128],  
 𝑴 = −
3
8𝜋𝜇
𝛼𝑚𝑉𝑝𝑩 (4-2) 
where 𝛼𝑚 the magnetic polarization coefficient, 𝜇 the magnetic permeability and 𝑉𝑝 =
4
3
𝜋𝑟𝑝
3 is 
the particle volume with radius 𝑟𝑝.  
The coefficient 𝛼 is a complex variable and can be calculated as [129], 
 
{
 
 
 
 
𝛼𝑚 = 𝑎𝑚1 + 𝑎𝑚2𝑖                   
𝑎𝑚1 =
3
2𝑞
[
sinh(2𝑞) − sin(2𝑞)
cosh(2𝑞) − cos(2𝑞)
] − 1   
𝑎𝑚2 =
3
2𝑞
[
sinh(2𝑞) + sin(2𝑞)
cosh(2𝑞) − cos(2𝑞)
−
1
𝑞
]   
  (4-3) 
where 𝑞 = 𝑟𝑝 𝛿𝑒⁄  is a coefficient and 𝛿𝑒 is the effective skin depth. The induced eddy current has 
a non-uniform distribution in depth direction (known as skin effect). The skin depth here 
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describes the distance from the surface that the current density reduces to 1 𝑒⁄  of the surface 
value. The conventional skin depth can be calculated as, 
 𝛿 =
1
√𝜋𝑓𝜇𝜎
 (4-4) 
where 𝜎 is the electrical conductivity and 𝑓 is the magnetic field frequency. With considering the 
particle’s small thickness (thickness 𝑡ℎ = 2𝑟𝑝), the effective skin depth 𝛿𝑒 may be expressed as 
[130], 
 𝛿𝑒 = {
𝛿,   𝑡ℎ > 5𝛿
𝛿 [1 − exp (−𝑡ℎ/𝛿)], 𝑡ℎ ≤  5𝛿
 (4-5) 
Therefore, the transient magnetic force on the particle can be calculated as, 
 
{
 
 
 
 
𝑭𝒕 = 𝟎                              
𝑭𝒓 = −
3
8𝜋𝜇0
𝛼𝑚𝑉𝑝𝐵𝑟
𝜕𝐵𝑟
𝜕𝑟
𝑭𝒛 = −
3
8𝜋𝜇0
𝛼𝑚𝑉𝑝𝐵𝑟
𝜕𝐵𝑧
𝜕𝑟
 (4-6) 
Based on the above Equations ((4-3)- (4-6)), the magnetic force component 𝑭𝒛 changes direction 
as the particle passing through the magnetic field as shown in Figure 4-3. Consequently, the 
time-averaged vertical force 𝐹𝑧𝑎𝑣𝑔 will be equal to zero. In addition, when the magnetic field 
frequency is relatively low that the skin depth 𝛿  is comparable with the particle size, the 
magnetic polarization coefficient 𝛼  will be nearly imaginary. Subsequently, the phase of the 
induced magnetic moment 𝑴 will approximately lag the magnetic field 𝑩 by 𝜋 2⁄  and the time-
averaged magnetic force applied on the particle will be equal to zero. Therefore, the time-
averaged radial magnetic force applied on the particle might be approximated as,  
 𝐹𝑟𝑎𝑣𝑔 =
{
 
 
 
 
0,                 𝑎𝑚1 ≪ 𝑎𝑚2
−
3
16𝜋𝜇0
𝑘𝑉𝑝𝐵𝑟
𝜕𝐵𝑟
𝜕𝑟
,     𝑎𝑚1 ≈ 𝑎𝑚2  
−
3
16𝜋𝜇0
𝑎𝑚1𝑉𝑝𝐵𝑟
𝜕𝐵𝑟
𝜕𝑟
,    𝑎𝑚1 ≫ 𝑎𝑚2 
 (4-7) 
where 𝑘 = 𝑐𝑜𝑠𝜃𝑑√𝑎𝑚1
2 + 𝑎𝑚2
2  is the couple coefficient. The couple coefficient 𝑘  is derived 
based on the phase delay angle 𝜃𝑑 = 𝑡𝑎𝑛
−1(𝑎𝑚2 𝑎𝑚1⁄ ) between the magnetic moment and the 
external magnetic field. 
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4.2.3. Concentration angle 
According to the force derivation elaborated in the above Section 4.2.1, it is reasonable to 
assume that the particle will be only affected by the gravity force (𝑚𝒈, 𝒈 is the gravitational 
acceleration) and the concentration force (𝑭𝒓𝒂𝒗𝒈) as it travels through the concentration generator. 
Here the particle mass is calculated as 𝑚 = 𝜌𝑝𝑉𝑝 and 𝜌𝑝 is the particle density. Then the particle 
acceleration time 𝑡 for the concentration system with length 𝐿 can be expressed as, 
  𝑡 =
−𝑉0𝑐𝑜𝑠𝜑0 +√(𝑉0𝑐𝑜𝑠𝜑0)2 + 2𝑔𝐿
𝑔
 (4-8) 
where 𝑉0 and 𝜑0 are the initial velocity and initial divergence angle (shown in Figure 4-3) when 
the particle enters the concentration generator, respectively. Correspondingly, the final 
divergence angle and final velocity when the particle exits the concentration generator are 
represented by 𝜑1  and 𝑉1 , respectively. According to the momentum theorem, simultaneous 
equations can be derived as, 
 {
𝑚(𝑽𝟎𝑠𝑖𝑛𝜑0 + 𝑽𝟏𝑠𝑖𝑛𝜑1) = 𝑭𝒓𝒂𝒗𝒈 𝑡
𝑚(𝑽𝟎𝑐𝑜𝑠𝜑0 + 𝑽𝟏𝑐𝑜𝑠𝜑1) = 𝑚𝒈 𝑡
 (4-9) 
Subsequently, the concentration angle ∆𝜑 as the particle travelling through the magnetic field 
can be solved as,  
 ∆𝜑 = {
𝜑0 + 𝜑1, 𝑉0𝑠𝑖𝑛𝜑0𝑚 𝐹𝑐𝑎𝑣𝑔⁄ ≤ 𝑡
𝜑0 − 𝜑1, 𝑉0𝑠𝑖𝑛𝜑0𝑚 𝐹𝑐𝑎𝑣𝑔⁄ > 𝑡
 (4-10) 
4.3. Conceptual design of the concentration generator 
To achieve the magnetization configuration of the designed annulus-shaped concentration 
generator as discussed in Section 4.2.1, two possible quadrupole-based configuration systems are 
sketched out in Figure 4-4 (a) and (b), in which the PM and EM are used as the magnetic sources, 
respectively. The permanent-magnet-based quadrupoles (PMQs) can access to high gradient 
fields, which can reach up to 200 𝑇 𝑚⁄  in a typical 10 𝑚𝑚 bore diameter structure [131]. By 
contrast, conventional electromagnetic quadrupole setups can only achieve a field gradient that is 
as high as 50 T/m due to the comparably large aperture requirement [132]. In addition, extremely 
high gradient fields can be achieved for the PMQs under a Halbach array configuration [133], 
which can produce over 600 𝑇 𝑚⁄  with a 5 𝑚𝑚  bore diameter arrangement [134]. To fully 
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explore the Halbach array configuration, a linear Halbach PM array setup was also investigated 
in this research.  
The Halbach PMQs array is consisted by 16 sections of PM with magnetization orients 0°, ±90°, 
180° in transverse plane as shown in Figure 4-4 (c, e). The linear Halbach PM array is composed 
by 12 sections of PM with magnetization orients 0°, ±90° in longitudinal plane as shown in 
Figure 4-4 (d, f). As can be seen from Figure 4-4 (e, f), both Halbach PMQs and linear Halbach 
PM arrays generate magnetic fields that the field intensity decreases rapidly in radial direction. 
In addition, it is noticed that the magnitude of radial field intensity 𝑩𝒓 of the Halbach PMQs 
array is not a constant in the same radial layer as shown in Figure 4-4 (g). By contrast, the linear 
Halbach PM array produces a nearly constant magnitude of 𝑩𝒓 for a certain radial layer as shown 
in Figure 4-4 (h). However, the Halbach PMQs array can easily be extended to an alternately N–
S and S–N magnetization configuration in the z-axis direction by changing the magnetization of 
each PMQs array. Accordingly, a relatively small magnet period with a high field variation rate 
can be achieved. Moreover, the inconsistent 𝑩𝒓 over the radial layers in the cylinder Halbach 
PMQs array may be ameliorated by a specific doublet Halbach PMQs arrangement, where the 
second Halbach PMQs is set with a 45° angle difference magnetization compared to that of the 
first Halbach PMQs. 
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Figure 4-4. Schematic illustration of the proposed magnetic concentration systems. (a) Permanent-
magnet-based quadrupoles. (b) Electromagnet-based quadrupoles. 3D view of the quarter segment (c), 
magnetic intensity norm (e) and inner region (𝑟 ≤ 𝑟𝑖) radial intensity distribution (g) of Halbach PMQs 
array. 3D view of the quarter segment (d), magnetic intensity norm (f) and inner region (𝑟 ≤ 𝑟𝑖) radial 
magnetic intensity distribution (h) of linear Halbach PM array. The blue and red arrows represent the 
magnetic field direction. 
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In sum, the magnetic concentration generator may be built with these three configurations: the 
doublet Halbach permanent magnet quadrupoles (doublet-Halbach-PMQs), the doublet 
electromagnet quadrupoles (doublet- EMQs) and the linear Halbach permanent magnet arrays 
(linear-Halbach-PM). The doublet-Halbach-PMQs are arranged with alternately N–S and S–N 
magnetization configuration in z-axis direction and the magnetization of quadrupoles orients 
with 45°angle difference in horizontal plane within each pair of the doublet quadrupoles.  
4.4. Numerical results and discussion 
The available neodymium N52 magnets with residual magnetic flux density 1.45 T are 
incorporated into the designed doublet-Halbach-PMQs. As the nozzle diameter of the powder 
feeding process is typically smaller than 2𝑚𝑚 [34], the Halbach PMQs is built with inner radius 
𝑟𝑖 = 2𝑚𝑚, outer radius 𝑟𝑜 = 10𝑚𝑚 and thickness 𝐻 = 1𝑚𝑚. Thereafter, the period 𝜆 of the 
designed doublet-Halbach-PMQs may be evaluated by 𝜆 = 2𝐻, and field frequency 𝑓 can be 
calculated as 𝑓 = 𝑉 𝜆⁄  when the particle passing the system with velocity 𝑉. The magnetic field 
distribution of the proposed Halbach-PMQs was simulated by COMSOL Multiphysics® software 
and the averaged flux density (𝐵𝑟 = 0.8T) and gradient (𝜕𝐵𝑟 𝜕𝑟 = 700 T/𝑚⁄ ) over the radius 
zone (1𝑚𝑚 ≤ 𝑟 ≤ 2𝑚𝑚) were used to evaluate the concentration angle. A strong field intensity 
of 0.5 T and high gradient of 50 T/m [132] were assumed for the EM-quadrupole configuration. 
Process parameters of the numerical calculation for the designed doublet-Halbach-PMQs and 
EM-quadrupoles are listed as Group 1 and Group 2 in Table 4-1, respectively. Spherical 
aluminum particles were used in the numerical calculation and the material properties are listed 
in  Table 4-2.  
Table 4-1. Process parameters  
 Table 4-2. Material properties of the aluminum particle [107] 
No Concentration system length L  
(mm) 
Initial velocity 𝑽𝟎 
(m/s) 
Initial divergence angle 𝝋𝟎 
(degree) 
Group 1 6 2 10 
Group 2 6 2 10 
Electrical conductivity (S/m) Density (Kg/m3) Permeability (H/m) 
3.5E+7 2700 1.256665E−6 
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(a) (b) 
 
 
Figure 4-5. Particle size effect simulation with the dependence of the magnetic field frequency (a) Ratio 
of particle diameter to skin depth and (b) Phase delay angle. 
Figure 4-5 (a) shows the ratio of particle diameter to the skin depth increases with the increasing 
of the magnetic field frequency as well as the particle size. Based on the physical model 
developed in Section 4.2, low ratios of particle diameter to the skin depth lead to high phase 
delay angles, which is clearly observed in Figure 4-5 (b). As seen, the delay angle is 
approximately equal to 𝜋 2⁄  at the low field frequency case and decreases with the increasing of 
the field frequency as well as the particle size. 
Figure 4-6 further explains the calculation results shown in Figure 4-5. As can be seen in Figure 
4-5, with the increasing of the magnetic field frequency, the magnitude of polarization 
coefficient real part 𝑎1 increases and the magnitude of imaginary part 𝑎2 increases first and then 
decreases. Accordingly, the phase delay angle decreases (Figure 4-5 (b)) and the corresponding 
couple coefficient increases with an increase of the field frequency. Therefore, the magnetic 
force rises with the increasing of the magnetic field frequency. However, for the small-size 
particles with radius 𝑟𝑝 ≤ 100𝜇𝑚, the magnetic force will be quite weak even with an extremely 
high frequency (e.g., 1MHz), which is due to the fact that the small-size particles will lead to a 
low ratio of particle diameter to skin depth and a large phase delay angle (shown in Figure 4-5). 
This phenomenon may also be explained by the theory that the induced eddy currents are 
restricted by the lack of space or high resistivity [135]. 
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Figure 4-6. Polarization coefficients, phase delay angles and couple coefficients for aluminum particles 
over the magnetic field frequency. 𝑟𝑝 = 300𝜇𝑚. 
According to the results as shown in Figure 4-5 and Figure 4-6, it is reasonable to derive that the 
effective magnetic force will be very small for the linear-Halbach-PM configuration due to the 
relatively low field frequency. Therefore, the powder stream may not be effectively 
deflected/concentrated by the linear-Halbach-PM configuration. An experimental case study 
(shown in Appendix D) was also conducted to verify this conclusion. In the following part of this 
research, the concentration angles for the configurations with doublet-Halbach-PMQs and EM-
quadrupoles were calculated under a wide range of magnetic field frequency. 
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Figure 4-7. Magnetic field simulation of the concentration generator under Halbach-PMQs configuration. 
(a) Magnetization configuration 3D view with magnetic field intensity norm (T), the red arrows represent 
the magnetic field direction. (b) Magnetic field intensity 𝑩𝒓 2D distribution in the transverse cross-section 
(𝑧 = 0). (c) Magnetic field intensity 𝑩𝒓 variation along 𝜃 = 0
° and 𝑧 = 0. (d) Magnetic field gradient 
𝜕𝐵𝑟 𝜕𝑟⁄  variation along 𝜃 = 0
° and 𝑧 = 0. Inner radius 𝑟𝑖 = 2 𝑚𝑚, outer radius 𝑟𝑜 = 10 𝑚𝑚. 
Figure 4-7 shows the simulated magnetic field for the proposed annulus-shaped Halbach-PMQs 
by COMSOL Multiphysics® software. The magnetization configuration is clearly shown in 
Figure 4-7 (a) and the induced radial flux intensity 𝑩𝒓 within the inner region (𝑟 ≤ 𝑟𝑖) of the 
Halbach PMQs is shown in Figure 4-7 (b). As seen, the radial magnetic field intensity increases 
from the center layer to the circumferential layer within the Halbach PMQs inner region. Figure 
4-7 (c) and Figure 4-7 (d) show the magnitude of 𝑩𝒓 and gradient 𝜕𝐵𝑟 𝜕𝑟⁄  rise towards to the 
outer circumference along the radius, respectively. Therefore, it can be derived that the magnetic 
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concentration force will be much larger for the particles in the outer layer of the powder stream 
than that in the inner layer. This is a desirable force distribution pattern since the outer layer 
particles have a large divergence and are expected to be exerted a high magnetic concentration 
force. 
 
(a) 
 
(b) 
       
(c) 
  
(d) 
Figure 4-8. Simulated (a) force and (b) concentration angle of the concentration generator with doublet-
Halbach-PMQs configuration, calculated (c) force and (d) concentration angle of the concentration 
generator with doublet- EMQs configuration. 
Figure 4-8 presents the calculated magnetic forces and the concentration angles over a wide 
range of particle size for the proposed concentration generators. All simulation results shown in 
Figure 4-8 (a-d) indicate that the effective magnetic force and the concentration angle increase 
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with the enlarging of the field frequency as well as the increasing of the particle size. From 
Figure 4-8 (a-b), it can be seen that the doublet-Halbach-PMQs configuration cannot be 
effectively used for small-size particle (25 < 𝑅𝑝 < 350 𝜇𝑚) concentration, and the maximum 
concentration angle is smaller than 3̊ for large-size particles (350 < 𝑅𝑝 < 500 𝜇𝑚). The reason 
may be attributed to the relatively low field frequency that the induced skin depth is comparable 
with respect to the particle size. Based on the process parameters listed in Table 4-1, the 
equivalent magnetic field frequency of the doublet-Halbach-PMQs configuration is calculated as 
small as 1 𝑘𝐻𝑧. By contrast, the EM-quadrupole configuration can be easily set with a high-level 
frequency, which is capable to deliver large magnetic force and concentration angles as shown in 
Figure 4-8 (c-d). A numerical simulation for magnetic forces on an aluminum particle with a 
radius of 𝑅𝑝 = 300 𝜇𝑚  was run in the ANSYS Maxwell V16 software as elaborated in 
Appendix E. An averaged magnetic force of 60 𝜇𝑁 was achieved under the frequency of 1 𝑀𝐻𝑧. 
This result is approximate to the analytical calculation as shown in Figure 4-8 (c). However, for 
particles with a radius of 𝑅𝑝 ≤ 100 𝜇𝑚 , the magnetic force will be insufficient under high 
frequency (e.g., 1 MHz) as illustrated in Figure 4-8 (c). The reason may be explained by the fact 
that the small-size particles will lead to a low ratio of diameter/skin depth and a large phase 
delay angle as shown in in Figure 4-5.  
4.5. Summary 
In this chapter, a new magnetic approach that utilizes the induced magnetic force for non-ferrous 
metallic particles concentration in the gas-powder stream of LPF-AM was investigated. The 
effective magnetic concentration forces in the proposed configurations were explored and an 
analytical concentration angle model was developed with considering the skin effect. Three 
different conceptual designs of the proposed concentration generator were analyzed. It was found 
that the particle size has a strong effect on the effective concentration force as well as the 
concentration angle. For a specific particle size, the magnetic field frequency should be large 
enough that the induced skin depth is much smaller than the particle size to achieve an effective 
concentration.  
Both the numerical calculation and the experimental case study show that the proposed PM-
based configurations (doublet-Halbach-PMQs and linear-Halbach-PM) cannot be effectively 
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used to concentrate the aluminum particles with diameter 50~1000 𝜇𝑚 due to the low induced 
magnetic field variation frequency. But the numerical calculation shows that the proposed 
doublet- EMQs concentration with high frequency is capable to concentrate particles with a 
radius of 𝑟𝑝 ≥ 150𝜇𝑚. It was found that particles with 𝑟𝑝 of 300 𝜇𝑚 can be concentrated with 
more than 15̊ angle variation at the frequency of 600 kHz.  
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Chapter 5. Comprehensive Analytical Model of the LPF-AM Process* 
5.1. Introduction 
In this chapter, a new comprehensive modeling of the LPF-AM process that ranges from single-
track to multi-track and multi-layer deposition is built. For the multi-track and multi-layer 
scanning, the accumulated temperature field is added to the initial temperature field of the 
following layers/tracks to quantitatively describe the accumulated heat effect. Subsequently, a 
dynamic thermal field of the multi-track and multi-layer deposition can be built and the 
corresponding heating/cooling rate and geometry profile can be estimated. In addition, powder 
mass distribution is incorporated into the transient thermal field module based on the built heat 
and mass flow coupling model developed in Chapter 3. Additionally, the model considers the 
melt pool shape variation as the liquid melt pool bead spreading on the solid surface, in which an 
isothermal wetting case is assumed and a dynamic contact angle is solved based on the Hoffman-
Voinov-Tanner law [136].  
5.2. Model formulation 
5.2.1. Thermal field  
In the single-track deposition of the LPF-AM process, each point along the laser scanning path 
will experience a thermal cycle, in which the transient temperature may range from the ambient 
temperature to a high temperature (e.g., melting temperature) and then cooling down. To 
quantify this thermal cycle mathematically, the temperature distribution in time and space 
domain should be solved. The solution for the temperature rise of an instantaneous point heat 
source in the semi-infinite homogeneous solid with temperature independent properties has been 
presented in Equation (2-3). The solution is derived from Green's function with the absence of 
convective and radiative heat flow, which has been validated in the context of additive 
manufacturing process modeling and shows a good agreement with the experiment 
                                                 
* A similar version of this chapter was published as: 
Huang, Yuze, Mir Behrad Khamesee, and Ehsan Toyserkani. A New Physics-based Model for Laser Directed 
Energy Deposition (Powder-fed Additive Manufacturing): From Single-track to Multi-track and Multi-layer. Optics 
& Laser Technology 109 (2019): 584-599.https://doi.org/10.1016/j.optlastec.2018.08.015 
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[17,76,93,137]. Research studies [35,138]  showed that the heat lost amount by radiation and 
convection is negligible in the comparison to that of the heat conduction. Thus, the heat radiation 
and convection effects are not considered in this chapter. 
Based on Equation (2-3), for a moving heat source (moving speed 𝑣𝑥, 𝑣𝑦) with an arbitrary power 
intensity distribution that is released at 𝑞(𝑡)  (𝑞(𝑡) = 𝑑𝑄 𝑑𝑡⁄ ) from time 𝜏 = 0  to 𝜏 = 𝑡 , the 
temperature rise of the interest point 𝑋 = (𝑥, 𝑦, 𝑧) in the moving heat source coordinate may be 
derived with summing up the integration of the instantaneous point source over the whole 
specific heat source zone as, 
 
∆𝑇(𝑋, 𝑡) = ∫ {∭
𝑞(𝜉, η, ζ, 𝜏)
4𝜌𝑝𝑐𝑝[𝜋𝛼𝑃(𝑡 − 𝜏)]3 2
⁄
𝑒𝑥𝑝 [−
𝑅2
4𝛼(𝑡 − 𝜏)
] 𝑑𝜉𝑑η𝑑ζ} 𝑑𝜏,
𝜏= 𝑡
𝜏=0 
 
R = √(𝑥 − 𝑣𝑥𝜏)2 + (𝑦 − 𝑣𝑦𝜏)
2
+ z2 
(5-1) 
where 𝜉, η, ζ  are the coordinates in the moving coordinate system.  
In the multi-track and multi-layer deposition, the residual heat from prior layers/tracks may 
induce a higher initial temperature for the following layers/tracks. To count for the heat 
accumulation effect, the accumulated temperature field from prior layers/tracks are added to an 
adaptive initial temperature field for the following layers/tracks. The accumulated temperature 
field may be estimated based on the cooling effect of prior layers/tracks. As the residual heat still 
acts on the prior layers/tracks for some time, the input heat source cannot be switched off for the 
cooling effect simulation when the laser beam moves to the following layers/tracks [139]. Thus, 
the imaginary moving heat source theory [83,137,139] may be adopted to approximate the 
cooling effect of prior layers/tracks, in which the prior layers/tracks cooling patterns are 
extended on the time domain by assuming the corresponding imaginary heat sources (𝑞1) still 
move continuously in prior layers/tracks with their initial power (𝑞1 = 𝑞0) and original direction 
after the deposition ending time (𝑡𝑓) as shown in Figure 5-1. 
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Figure 5-1. Schematic diagram for the cooling effect simulation by using the imaginary moving heat 
sources. (a) Active heat source 𝑞0 and 𝑞1, (b) Active heat source 𝑞0, 𝑞1 and 𝑞2. 
Similarly, in the case that the laser beam is turned off for a dwell time and then runs successively 
on the following layers/tracks, the transient cooling solutions of prior layers/tracks may be 
estimated by activating the imaginary negative heat sources (𝑞2) at the dwell starting time 𝑡𝑑𝑤𝑒𝑙𝑙
𝑠  
(shown in Figure 5-2 (b)).  Here has to be noted that the magnitude of the heat sources are equal 
to each other 𝑞0 = 𝑞1 = 𝑞2  and the dwell starting time is the same time moment of the 
deposition ending time  𝑡𝑑𝑤𝑒𝑙𝑙
𝑠 = 𝑡𝑓. Therefore, the adaptive initial temperature 𝑇𝐴𝐼 of the interest 
point 𝑋 = (𝑥, 𝑦, 𝑧) at time moment 𝑡 may be estimated as, 
 𝑇𝐴𝐼(𝑋, 𝑡) = ∆𝑇(𝑋, 𝑡 − 𝑡
𝑠) − ∆𝑇(𝑋, 𝑡 − 𝑡𝑑𝑤𝑒𝑙𝑙
𝑠 ) + 𝑇0 (5-2) 
where 𝑇0  is the initial temperature. In the case that the laser beam isn’t turned off between 
lasers/tracks and runs successively on the following layers/tracks (it is recommended in the LPF-
AM process to improve the process efficiency), the adaptive initial temperature of following 
layers/tracks can be easily calculated based on the Equation (5-2) by setting the second term 
∆𝑇(𝑋, 𝑡 − 𝑡𝑑𝑤𝑒𝑙𝑙
𝑠 ) = 0.  
In the multi-layer and multi-track deposition as shown in Figure 5-2 (track hatch space 𝐻𝑐, layer 
thickness ℎ𝑐 and track length 𝐿), a left-handed coordinate (𝑥, y, z) is built to be moving together 
with the laser heat source with its origin located at the laser beam center. The laser is switched 
on at time 𝑡𝑠 and moving with a speed 𝑣 along the y-axis. Under the lateral feeding case, the 
powder feeding nozzle is assumed to rotate 180 degrees at each time that the laser beam changes 
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scanning direction. Thus, the adaptive initial temperature 𝑇𝐴𝐼,𝑛𝑚  for the interest point 𝑋 =
(𝑥, y, z) of 𝑛𝑡ℎ track and 𝑚𝑡ℎ layer at time moment 𝑡 may be derived as, 
              𝑇𝐴𝐼,𝑛𝑚(𝑋, 𝑡) 
=
{
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑇0,          𝑛𝑇𝑜𝑡𝑎𝑙 = 1,𝑚𝑇𝑜𝑡𝑎𝑙 = 1
∑ {
∆𝑇𝑖𝑗(𝑋, 𝑡 − 𝑡𝑖𝑗
𝑠 )
−∆𝑇𝑖𝑗(𝑋, 𝑡 − 𝑡𝑖𝑗,𝑑𝑤𝑒𝑙𝑙
𝑠 )
|𝑋 = [𝑥 − (𝑛 − 𝑖)𝐻𝑐 , 𝑦, 𝑧]}
𝑖=𝑛−1,𝑗=1
𝑖=1,𝑗=1
+ 𝑇0,
1 < 𝑛 ≤ 𝑛𝑇𝑜𝑡𝑎𝑙 , 𝑚 = 𝑚𝑇𝑜𝑡𝑎𝑙 = 1
∑ {
∆𝑇𝑖𝑗(𝑋, 𝑡 − 𝑡𝑖𝑗
𝑠 )
−∆𝑇𝑖𝑗(𝑋, 𝑡 − 𝑡𝑖𝑗,𝑑𝑤𝑒𝑙𝑙
𝑠 )
|𝑋 = [𝑥, y, z − (𝑚 − 𝑗)ℎ𝑐]}
𝑖=1,𝑚−1
𝑖=1,𝑗=1
+ 𝑇0,
𝑛 = 𝑛𝑇𝑜𝑡𝑎𝑙 = 1, 1 < 𝑚 ≤ 𝑚𝑇𝑜𝑡𝑎𝑙 
∑ {
∑ ∆𝑇𝑖𝑗(𝑋, 𝑡 − 𝑡𝑖𝑗
𝑠 )
𝑖=𝑛𝑇𝑜𝑡𝑎𝑙
𝑖=1
−∆𝑇𝑖𝑗(𝑋, 𝑡 − 𝑡𝑖𝑗,𝑑𝑤𝑒𝑙𝑙
𝑠 )
|𝑋 = [𝑥 − |𝑛 − 𝑖|𝐻𝑐 , y, z − (𝑗 − 1)ℎ𝑐]}
𝑗=𝑚−1
𝑗=2
+ ∑ {
∆𝑇𝑖𝑗(𝑋, 𝑡 − 𝑡𝑖𝑗
𝑠 )
−∆𝑇𝑖𝑗(𝑋, 𝑡 − 𝑡𝑖𝑗,𝑑𝑤𝑒𝑙𝑙
𝑠 )
|𝑋 = [𝑥 − (𝑛 − 𝑖)𝐻𝑐 , 𝑦, 𝑧]} + 𝑇0,
𝑖=𝑛−1,𝑗=𝑚
𝑖=1,𝑗=𝑚
1 < 𝑛 ≤ 𝑛𝑇𝑜𝑡𝑎𝑙 , 1 < 𝑚 ≤ 𝑚𝑇𝑜𝑡𝑎𝑙 
 
(5-3) 
where 𝑖 and 𝑗 denote the track and layer scanning index, respectively, 𝑡𝑖𝑗
𝑠  the deposition starting 
time of the 𝑖𝑡ℎ track and 𝑗𝑡ℎ layer, 𝑡𝑖𝑗,𝑑𝑤𝑒𝑙𝑙
𝑠 = 𝑡𝑖𝑗
𝑠 + 𝐿𝑖 𝑣𝑖⁄  the starting dwell time of the 𝑖𝑡ℎ track 
and 𝑗𝑡ℎ layer, 𝑛𝑇𝑜𝑡𝑎𝑙 the total track number in each deposition layer and the 𝑚𝑇𝑜𝑡𝑎𝑙 is the total 
layer number during the multi-track and multi-layer deposition.  
With considering the high cooling rate of the LPF-AM process, two aspects should be improved 
for the calculation of the above adaptive initial temperature 𝑇𝐴𝐼,𝑛𝑚. On one hand, the residual 
heat amount of the prior layers/tracks may decrease to a very tiny value as the laser beam scans 
over the following layers/tracks, it might be desirable to discard such small accumulated 
temperature calculation for some prior layers/tracks with respect to the setting tolerance (∆𝑇𝑖𝑗 <
𝑇𝑂𝐿𝑑𝑇). On the other hand, the transient temperature value at the time moment 𝑡 = 𝑅𝐿 𝑣⁄  that 
the heat source scans over one laser beam radius 𝑅𝐿 might be set as the saturation temperature 
𝑇𝐴𝐼,𝑆. Thus, the adaptive initial temperature 𝑇𝐴𝐼,𝑛𝑚 can be expressed as, 
 𝑇𝐴𝐼,𝑛𝑚 = {
𝑇𝐴𝐼,𝑛𝑚, 𝑇𝐴𝐼,𝑛𝑚 ≤ 𝑇𝐴𝐼,𝑆 
𝑇𝐴𝐼,𝑆, 𝑇𝐴𝐼,𝑛𝑚 > 𝑇𝐴𝐼,𝑆
, 𝑇𝐴𝐼,𝑆 = ∆𝑇(𝑋, 𝑅𝐿 𝑣⁄ ) + 𝑇0 (5-4) 
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Figure 5-2. Schematic diagram for multi-track and multi-layer deposition. (a) Top view, (b) Side-view, (c) 
Laser scanning pattern. (𝑥, y, z) left-handed coordinate. 
The laser beam with Gaussian TEM00 mode is used in the research and its intensity distribution 
𝐼(𝑥, y, z) is described in Equations (3-6) and (3-7). In the LPF-AM process, the laser beam will 
be attenuated by the powder stream before it reaches the substrate surface, and the powder that 
impinges into the melt pool will draw energy immediately from the melt pool to increase its 
enthalpy. As the attenuated laser power were mainly used for heating the powder stream, the 
total energy that added into the melt pool may be approximated by the sum of the energy of the 
original laser beam and the unheated powder stream. The enthalpy exchange for the particles that 
strikes the melt pool may be considered as a local surface process [118], and hence the mass 
source of the powder stream might be expressed as a negative heat source,  
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 𝐼𝑝(𝑥, y, z) = 𝑐𝑝𝑣𝑝𝑠𝑖𝑛𝜑𝜌(𝑥, 𝑦, 𝑧)(𝑇0 − 𝑇𝑚) (5-5) 
where 𝜌(𝑥, 𝑦, 𝑧) the powder stream concentration, 𝑣𝑝 = ?̇? 𝜋𝑟0
2⁄  the particle velocity (?̇?  is the 
powder carrying gas feed rate and 𝑟0 is the nozzle inner radius) and 𝜑 is the nozzle inclination 
angle. The derivation for 𝜌(𝑥, 𝑦, 𝑧) are elaborated in Section 3.2.1, which are formulated with 
considering the powder stream properties (powder feed rate ?̇?, powder divergence angle 𝜃 and 
feeding nozzle height 𝐻𝑁).  
Accordingly, the mass and heat flows of the process might be analytically coupled together with 
the equivalent resultant heat flux 𝐼𝑅(𝑥, y, z) = 𝐼(𝑥, y, z) + 𝐼𝑝(𝑥, y, z). Thereafter, the temperature 
rise may be calculated by the following integration based on Equation (5-1), 
 
∆𝑇(𝑋, 𝑡)
= ∫ ∫ ∫
𝐼𝑅(𝜉, 𝜂, 𝑧)
4𝜌𝑝𝑐𝑝[𝜋𝛼𝑃(𝑡 − 𝜏)]3 2
⁄
𝑒𝑥𝑝 [−
𝑅2
4𝛼(𝑡 − 𝜏)
]
𝜂=+∞
𝜂=−∞
𝑑𝜉𝑑𝜂𝑑𝜏
𝜉=+∞
𝜉=−∞
,
𝜏=𝑡
𝜏=0
 
      𝑅 = √(𝑥 − 𝜉)2 + (𝑦 − 𝑣𝜏 − 𝜂)2 + z2 
(5-6) 
Equation (5-6) can be further simplified as below and the derivation is given in Appendix F, 
 
            ∆𝑇(𝑋, 𝑡) 
=
2
𝜌𝑝𝑐𝑝𝜋√𝜋𝛼𝑃
∫ 𝑑𝜏
𝜏=𝑡
𝜏=0
{
 𝛽𝑤𝑃𝐿 √(𝑡 − 𝜏)⁄
𝑅𝐿
2 + 8𝛼𝑃(𝑡 − 𝜏)
𝑒𝑥𝑝 [−
2[𝑥2 + (𝑦 − 𝑣𝜏)2]
𝑅𝐿
2 + 8𝛼𝑃(𝑡 − 𝜏)
−
𝑧2
4𝛼𝑃(𝑡 − 𝜏)
] 
+
𝑐𝑝?̇?(𝑇0 − 𝑇𝑚) √(𝑡 − 𝜏)⁄
[𝑟𝑎𝑣𝑔2 + 8𝛼𝑃(𝑡 − 𝜏)]
𝑒𝑥𝑝 [−
2[𝑥2 + [(𝑦 − 𝑣𝜏) 𝑠𝑖𝑛𝜑⁄ ]2]
𝑟𝑎𝑣𝑔2 + 8𝛼𝑃(𝑡 − 𝜏)
−
𝑧2
4𝛼𝑃(𝑡 − 𝜏)
]} 
(5-7) 
In consequence, the temperature field for the 𝑛𝑡ℎ track and 𝑚𝑡ℎ layer at time moment 𝑡 may be 
derived as,  
 𝑇𝑛𝑚(𝑋, t) = ∆𝑇(𝑋, 𝑡 − 𝑡𝑛𝑚
𝑠 ) + 𝑇𝐴𝐼,𝑛𝑚(𝑋, 𝑡) (5-8) 
To improve the model fidelity, the effect of latent heat of fusion, Brewster effect on the process 
laser absorptivity and the Marangoni flow effect were considered as described in Equations 
(3-18)-(3-21). 
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5.2.2. Clad geometry  
The integral in Equation (5-7) does not have a closed-form solution. However, it can be easily 
solved with numerical calculation. Then the melt pool dimension (e.g., width 𝑤𝑝, length 𝑙𝑝 and 
depth 𝑑𝑝) is estimated based on the solid-liquid interface boundary. Accordingly, the clad width 
𝑤0 is estimated by the melt pool width, and the clad height ℎ0 is derived based on the mass 
balance over the melt pool area. Experimental results of the research [140] show that the shape 
of the clad track can be approximated by the parabolic function with a high accuracy. With 
assuming the cross-section boundary of the clad to be a parabolic shape, the clad height can be 
derived as, 
 ℎ0 =
3𝑣𝑝𝑠𝑖𝑛𝜑
2𝑤0𝑣𝜌𝑃
∬ 𝜌(𝑥, 𝑦, 𝑧)𝑑𝑆
𝑆
 (5-9) 
where S is the melt pool projection area on the substrate plane. However, the shape of the liquid 
melt pool will be varied as it is spreading on the solid surface before the contact line is settled. 
The surface tension will act on the phase triple point to move the phase line in such a way that 
the dynamic contact angle 𝛼 tends to a final wetting angle 𝛼𝑤 as shown in Figure 5-3.  
Substrate 
Spreading liquid 
melt pool droplet 
α  
αw   
Clad area Sc
h0  
w0  
w 
h  
Re-melt area Sd
Solidified clad
 
Figure 5-3. Schematic diagram for the dynamic contact angle variation 
The original droplet contact angle can be estimated as 𝛼0 = 𝑡𝑎𝑛
−1(4ℎ0 𝑤0⁄ ).  With the 
isothermal  spreading assumption, the spreading behavior of the liquid droplet before contact line 
being arrested can be expressed based on Hoffman-Voinov-Tanner law [136,141] 
 
𝜇𝑣𝑐(𝑡)
𝛾𝐿𝑉
= 𝜀[𝛼3(𝑡) − 𝛼𝑒
3] (5-10) 
where 𝜇 the liquid metal viscosity, 𝑣𝑐  the contact line spreading velocity, 𝛾𝐿𝑉  the liquid-vapor 
interfacial tension and 𝜀 is usually approximated as a universal constant with a value of 0.013 
70 
 
[141]. Although the realistic molten metal droplet wetting is a non-isothermal configuration 
[142], the isothermal wetting assumption here may not spoil the validity of the proposed model 
since the temperature variation may be negligible during the tiny time of liquid bead spreading. 
Based on Young’s equation, the equilibrium angle 𝛼𝑒 can be derived as [136], 
 𝑐𝑜𝑠𝛼𝑒 =
𝛾𝑆𝑉 − 𝛾𝐿𝑆
𝛾𝐿𝑉
 (5-11) 
in which 𝛾𝑆𝑉 and 𝛾𝐿𝑆 represent the solid-vapor and solid-liquid interfacial energy, respectively. 
In the LPF-AM process, the composition of the clad material and the substrate are almost the 
same or be very similar to each other. Thus, the interfacial energy between the clad nucleus and 
the solid substrate or prior layer will have the relationship as 𝛾𝐿𝑆 ≈ 0  while the interfacial 
energies 𝛾𝑆𝑉 ≈ 𝛾𝐿𝑉 [2]. Therefore, the equilibrium wetting angle should tend to zero (𝛼𝑒 → 0). 
As the radially outward motion of the contact line is driven by the uncompensated Young’s force, 
the contact line acceleration may be approximated as,  
 𝐴(𝑡) =
4𝛾𝐿𝑉[𝑐𝑜𝑠𝛼𝑒 − 𝑐𝑜𝑠𝛼(𝑡)]
𝜌𝑃𝑤0
2  (5-12) 
With combing Equations (5-10) and (5-11) to Equation (5-12), the dynamic contact angle can be 
derived as, 
 𝛼(𝑡) = −2√3tanh [
√3𝜇𝑡
9𝜀𝜌𝑃𝑤0
2 − 𝑡𝑎𝑛ℎ
−1(√3𝛼0 6⁄ )] (5-13) 
As proposed by Stefano and Ain [141], the contact line will be settled less than 3𝑡osc, in which 
𝑡osc = √𝜌𝑃(𝑤0 2⁄ )3/𝛾𝐿𝑉 is the inertial oscillation time scale. Therefore, the final wetting angle 
𝛼𝑤 may be approximated by Equation (5-13) with  𝑡 = 3𝑡osc. With assuming the liquid clad 𝑆𝑐 
has a parabolic boundary at the beginning and then forms a parabolic section as the contact line 
is settled,, an area conservation function can be derived as, 
 𝑆𝑐 =
2
3
𝑤0ℎ0 =
2
3
𝑤ℎ (5-14) 
where 𝑤 and ℎ are the final clad width and height, respectively. Based on Eqs. (18-19), the final 
clad width and height can be calculated as, 
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{
 
 
 
 ℎ =
√𝑤0ℎ0𝑡𝑎𝑛𝛼𝑤
2
𝑤 = 2√
𝑤0ℎ0
𝑡𝑎𝑛𝛼𝑤
         
 (5-15) 
With assuming the re-melt zone on the substrate has a parabolic geometry with area 𝑆𝑑 =
2𝑤0𝑑𝑝 3⁄ , then the geometry dilution may be estimated by the ratio of the clad area to the re-
melt area in the cross-section plane as, 
 𝑑𝑖𝑙𝑢𝑡𝑖𝑜𝑛 =
𝑑𝑝
ℎ0 + 𝑑𝑝
 (5-16) 
The single track shape may be estimated by the parabolic function as 𝑓(𝑥, 𝑦) = 𝑎(𝑦)𝑥2 +
𝑏(𝑦)𝑥 + 𝑐(𝑦)  with the coefficients 𝑎(𝑦) = −4ℎ 𝑤2⁄ , 𝑏(𝑦) = 0  and 𝑐(𝑦) = ℎ , which can be 
calculated based on Equation (5-15). It should be noted that the clad width 𝑤 and height ℎ were 
calculated based on the transient thermal field in the moving laser coordinate as shown in Figure 
5-2 and thus they should be a function of the time 𝑡 or position 𝑦 = 𝑣𝑡. 
For the multi-track deposition, the overlapping tracks will be deposited successively with an 
overlapping ratio 𝑂𝑅 = (𝐷𝐿 − 𝐻𝑐) 𝐷𝐿⁄  that is defined based on the hatch space. As the surface 
tension will lead to different cladding angles for the following tracks, the multi-track overlapping 
profile cannot be directly predicted based on the addition of each individual profiles [140]. Also, 
the residual heat from the prior tracks deposition may still keep a relatively high value during the 
following tracks deposition, the thermal patterns of the following tracks will not stay constant. 
Therefore, the following tracks geometry (e.g., width, height) cannot be assumed as a constant 
value. Inspired by the recursive overlapping profile model proposed by V. Ocelík et al. [140], a 
new dynamic multi-track profile model was developed based on the transient temperature field 
presented in Section 2.1.  
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Figure 5-4. Schematic diagram for the derivation of the dynamic multi-track profile model  
As shown in Figure 5-4, the 𝑘𝑡ℎ track shape may be calculated with the parabolic function 𝑓𝑘 =
𝑎𝑘𝑥
2 + 𝑏𝑘𝑥 + 𝑐𝑘  and the coefficients 𝑎𝑘 , 𝑏𝑘, 𝑐𝑘  may be derived by solving the following 
equations,  
 
{
 
 
 
 𝑓𝑘
(𝐴𝑘) = 𝑓𝑘−1(𝐴𝑘)                         
𝑓𝑘(𝐵𝑘) = 0                                        
∫ 𝑓𝑘𝑑𝑥
𝐵𝑘
𝐴𝑘
= ∫ 𝑓𝑘−1𝑑𝑥
𝐵𝑘−1
𝐴𝑘
+
2𝑤𝑘ℎ𝑘
3
 (5-17) 
The above multi-track shape model may also be easily extended to simulate the multi-layer and 
multi-track profile with assuming the new layer is deposited on the top surface of the first track 
by moving a hatch space distance. 
5.3. Materials and experimental procedure 
In this study, the water atomized pure iron powder (Rio Tinto, Melbourne, Australia) was 
deposited on the sandblasted cold rolled 1018 steel substrate (75 × 15 × 5mm3) by a LPF-AM 
setup developed in-house. This setup includes a continuous IPG photonics fiber laser with the 
maximum power of 1100 W that is installed in a Fadal CNC machine. The powder feeder 
purchased from Sulzer Metco is used to feed materials through a lateral nozzle. The particle 
morphology was measured by the scanning electron microscope and is shown in Figure 5-5 (a). 
The powder size distribution was measured by the CAMSIZER X2 (Retsch Technology, Haan, 
Germany) and is illustrated in Figure 5-5 (b). As can be seen, the particle has an average size of 
30 𝜇𝑚 in diameter. The thermo-physical properties of the iron powder are considered to be 
temperature independent, and the thermal parameters are averaged over the temperature range as 
shown in Table 5-1. Experiments were done to test the built model with single-tack, multi-layer 
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thin wall structure and multi-layer/multi-track structure with the same track length of 30 mm. 
The experimental process parameters are listed in Table 5-2. 
Figure 5-5. Pure iron powder characteristics and single-track transverse cross-section view. (a) Powder 
morphology, (b) Particle size distribution, (c) Transverse cross-section with large dilution. 
The samples of the single-track deposition were cross-sectioned, mounted, polished and etched 
with nitric/hydrochloric solutions (2% Nital). Then the clad width, height, re-melt area and 
wetting angle were measured by a laser microscope VK-X250K (Keyence, Itasca, USA) as 
shown in Figure 5-5 (c) with a transverse cross-section view. The clad heights of the thin-wall 
structures and the 3D profiles of the deposited multi-track and multi-layer structures were 
measured by a 3D optical scanner (AICON, Meersburg, Germany).  
  
 
(a) 
 
(b) 
 
(c) 
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Table 5-1. Particle thermal- physical parameters [143] 
Table 5-2. Process parameters for iron powder deposition by LPF-AM. (The viscosity and the surface 
tension were cited from reference [143]) 
Parameters Values Parameters Values 
Process speed, 𝑣 2, 3 [𝑚𝑚 𝑠⁄ ] Laser power, 𝑃𝐿 420-900 [𝑊] 
Far-field angle, 𝜃𝐿  0.02 [rad] Brewster effect coefficient, 𝑎𝑤 0.0196 
Beam waist radius, 𝑅0𝐿  0.43 [𝑚𝑚] Laser absorptivity of iron, 𝛽 0.6 
Beam waist position, 𝑍0 13.81 [𝑚𝑚] Carrying gas feed rate, ?̇?  2.5 [𝑑𝐿 𝑚𝑖𝑛⁄ ] 
Nozzle height, 𝐻𝑁 8, 10 [𝑚𝑚] Nozzle angle, 𝜑 50
° 
Nozzle internal radius, 𝑟0 0.7 [𝑚𝑚] Track length, 𝐿 30 [𝑚𝑚] 
Correction factor, 𝜇𝑀 2.5 [67] Track hatch space, 𝐻𝑐 0.58 [𝑚𝑚] 
Viscosity, 𝜇  
Powder feed rate, ?̇? 
Ambient temperature, 𝑇0 
0.0058 [𝑘𝑔 (𝑚 ∙ 𝑠)⁄ ]  
2, 4 [g/min] 
298 [K] 
Deposition thickness, ℎ𝑐 
Powder divergence angle, 𝜃 
Surface tension, 𝛾𝐿𝑉  
0.3 [𝑚𝑚] 
5.8° 
1.88 [N/m]  
5.4. Results and discussion 
In this section, sufficient details are provided to use the proposed model for thermal field, 
heating/cooling rates, melt pool dimensions, multi-layer/track initial temperature and clad 
geometry prediction. The model was verified using the measurements of different builds, 
including single-track, multi-layer thin-wall structures and multi-tack/multi-layer patch 
structures.  
5.4.1. Thermal field prediction  
Figure 5-6 shows the temperature calculation results for different points (illustrated in Figure 5-6 
(a)) along the laser scanning path of a single-track. The thermal cycle patterns of the points along 
the laser beam scanning path are clearly shown in Figure 5-6 (b) and Figure 5-6 (c) when 
different process speeds are used for simulation. 
Melting Temperature 
𝑇𝑚 [𝐾] 
Density 𝜌 [𝐾𝑔 𝑚3⁄ ] Thermal conductivity 𝑘 
[𝑊 (𝑚 ∙ 𝐾)⁄ ] 
Specific heat 𝑐𝑝  
[𝐽 (𝐾𝑔 ∙ 𝐾)⁄ ] 
1811 (1538 ℃) 7870 (25 ℃ )-7035 
(1538℃) 
80.4 (25℃)-34.6 
(1538℃) 
447.31 (25℃)-822.1 
(1538℃) 
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Figure 5-6. Transient temperature and heating/cooling rate of a single-track scanning. (a) 
Schematic diagram of the interest points on the single track, left-handed coordinate. (b), (c) 
Transient thermal cycle for points (0, ypi, z=0.2) and peak temperature Tp (black solid line) for 
the moving points (0, y, z=0.2) that just under the laser beam, 𝑦 = 𝑣𝑡. (d) Transient thermal 
cycle for point P5 (0.2, 12, z=0.2). (e) Heating/cooling rate for point P5 (0.2, 12, z=0.2). Laser 
power 700 W, powder feed rate 2 g/min, nozzle height 10 mm and yp1=0.6, yp2=1.8, yp3=6, 
yp4=12. Length unit is mm.  
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As it can be seen, the peak temperatures for the rest of the points along the scanning path reach a 
steady state just after the laser source onset, which may be explained with the energy balance 
that the energy input rate is equal to the energy dissipation rate. Figure 5-6 (d) illustrates that the 
peak temperature decreases with increasing process speed, which may be attributed to the fact 
that energy input per unit time decreases with the increasing of the scanning speed. Figure 5-6 (e) 
shows the heating/cooling rates with different process speeds. According to Figure 5-6 (e), at a 
constant laser power and powder feed rate, the maximum of heating/cooling rates increases with 
the increasing of the process speed, which is consistent with the results in the literature [144,145]. 
As the thermal field (e.g., cooling rate) has a strong effect on the microstructure formation 
[146,147] and residual stresses [148], this developed model may be used to control the 
mechanical properties by predicting the thermal field based on the process parameters. 
Figure 5-7 (a) and Figure 5-7 (b) show the schematic diagram for the adaptive initial temperature 
calculation in the multi-layer single-track and the single-layer multi-tack deposition process, 
respectively. The scanning path follows the parallel pattern that is shown in Figure 5-2. As 
illustrated in the model theory of Section 2, the initial adaptive temperature of the following 
layers/tracks may be computed by summing up the accumulated temperature field from prior 
layers/tracks with a distance of layer thickness ℎ𝑐 or hatch space hatch space 𝐻𝑐 in each iterative 
computation. The predicted adaptive initial temperatures for the multi-layer thin-wall structure 
deposition along the track length are shown in Figure 5-7 (c, d, e, i, k) and the anticipated initial 
temperature for the multi-track single layer deposition are illustrated in Figure 5-7 (f, g, h, j). As 
the laser scanning start point of the second layer/track is the end point of the first layer/track, the 
initial temperature of the second layer/track rises up instantly and gradually decreases as the laser 
beam passed, which is in accordance with the quasi-steady-state Rosenthal’s temperature 
solution in [83]. 
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Figure 5-7. Adaptive initial temperature simulation for multi-layer/track deposition. Schematic diagrams 
for the adaptive initial temperature calculation of (a) single-track and multi-layer thin-wall structure and 
(b) single-layer and multi-track structure. Calculated adaptive initial temperature of (c, d, e, i, k) thin-wall 
structure and (f, g, h, j) single-layer and multi-track structure. Layer thickness 0.31 mm, hatch space 0.98 
mm with 30% overlapping ratio, laser power 650 W, scanning speed 3 mm/s, powder feed rate 2 g/min, 
nozzle height 8 mm and track length 30 mm. The points position that were used for the initial temperature 
calculation of multi-layer (𝑋 = (0, 𝑦, 𝑧 + 𝑚ℎ𝑐)) and multi-track (𝑋 = (𝑥 + 𝑛𝐻𝑐 , 𝑦, 0)) were marked with 
color balls in (a) and (b), respectively. 
Compare Figure 5-7 (c) with Figure 5-7 (d), it can be seen that a larger adaptive initial 
temperature will be achieved for a shorter track length (scanning distance) in the single-track and 
multi-layer deposition. And the initial temperature will be reduced with adding an inter-layer 
dwell time (shown in Figure 5-7 (e)). The results in Figure 5-7 (f, g, h) show a same trend in the 
single-layer and multi-track deposition with that of the multi-layer deposition. The reason may 
be attributed to the fact that larger scanning path or inter-layer/track dwell time will increase the 
cooling time of the prior layers/tracks before the next heat loading comes and lead to a slighter 
retained heat. By increasing the layers/tracks numbers, a larger initial temperature will be 
achieved as shown in Figure 5-7 (i, j, k) due to a higher amount of heat loading. And one 
solution to lessen the accumulated heat effect is to add an inter-layer/track dwell time as 
exhibited in Figure 5-7 (e, h, k).  
 
Figure 5-8 A comparison of the model calculated multi-layer initial temperatures in current research  and 
prior research of Li et al. [83].(a) Calculated initial temperatures of layer 2 and layer 57. (b) Reference 
model results with 60 layers. (c) Current research model results with 60 layers. The thermal-mechanical 
properties of the powder material and the associated process parameters were based on the LPF-AM 
deposition of Ti–6AL–4V in the research work of Li et al. [83]. 
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Figure 5-8 compares the initial temperatures that were calculated by the current model with that 
predicted by the model of Li et al. [83]. As observed from Figure 5-8 (a)-(c), the predicted initial 
temperatures of current research show higher temperature values and larger cooling rates than 
that calculated by the model of Li et al. The major reason may be caused by the fact that a quasi-
steady-state Rosenthal’s solution was used in the model of Li et al., which only presents the 
steady thermal feature at time 𝑡 → +∞. By contrast, a transient Green’s thermal solution was 
applied in the current research, being able to calculate the transient thermal variations in the 
LPF-AM process. Another factor that may contribute these differences is the omission of the 
feeding powder and their associated concentration distribution in the built model of Li et al. 
(a) (b)
lp
dp
0
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Figure 5-9. Melt pool thermal field distribution at the time moment (𝑡 = 𝐿/2𝑣) that the laser beam moves 
to a half-track length. (a) Peak temperature field in xy plane (substrate surface plane), (b) Temperature 
field in yz plane (longitudinal cross-section), (c) Temperature field in xz plane (transverse cross-section). 
Process speed 6 mm/s, track length 30 mm, laser power 600 W, powder feed rate 2 g/min, nozzle height 
10 mm. The melt pool boundary is indicated by the black dash line (T=1811 k).  
Figure 5-9 illustrates the calculated melt pool temperature distribution. The melt pool boundary 
is identified with the liquid-solid isotherm and the melt pool dimension is labeled with width 𝑤𝑝, 
length 𝑙𝑝 and depth 𝑑𝑝. Up to now, it is still challenging for any sensing technology to measure 
the temperature field in the melt pool depth direction, thus the real-time melt pool depth cannot 
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easily be measured or validated. By contrast, the built model can efficiently be used to predict 
the temperature field in the transverse cross-section (Figure 5-9 (c)) and longitudinal cross-
section (Figure 5-9 (b)) for estimating the melt pool depth during the LPF-AM process.  
5.4.2. Clad geometry verification  
Figure 5-10 shows the calculated powder stream concentration based on reference [34] and the 
corresponding predicted single-track profile. As shown in Figure 5-10 (a), the powder 
concentration is not distributed evenly over the substrate surface, instead, it is denser in the 
center of the powder stream and inclines toward the powder feeding direction, resulting in a non-
uniform clad height distribution over the melt pool. Therefore, it is essential to consider the 
powder concentration distribution in clad geometry prediction. Figure 5-10 (b) shows that the 
predicted single-track height varies over the transverse cross-section, which is in consistent with 
the measured track profile as shown in Figure 5-10 (c).  
 
Figure 5-10. Powder stream concentration and single-track profile. (a) Powder stream 
concentration, (b) Predicted single-track profile, (c) Measured single-track profile. Process 
speed 2 mm/s, powder feed rate 2 g/min, nozzle height 10 mm and laser power 550 W. 
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Figure 5-11 compares the model predicted clad width, height, dilution and wetting angle with 
that of the experimental measurements. Two combined specific energy balance terms 
𝐸𝑐 = 𝑃𝐿 𝑣𝐷0 ⁄  and 𝐸𝑚 = 𝑃𝐿 ?̇?𝐷0 ⁄  were used to address the process and compare the modeled 
and measured clad dimension and dilution. The energy term 𝐸𝐶 represents the energy limit for 
continuous laser deposition and 𝐸𝑀 describes the energy limit needed to melt the powder [94], 
which are two important energy limits for building the proper process parameters window. As 
seen, the model predicted results match well with that of the experiments, and the model 
prediction accuracy is extensively improved with considering the liquid melt pool spreading 
theory 2. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5-11. Single-track dimension and dilution. (a) Clad width, (b) Clad height, (c) Dilution, (d) 
Wetting angle. Theory 1 and theory 2 represents the calculation without and with considering the liquid 
melt pool spreading, respectively.  
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Figure 5-11 (a, b) show that the clad width and height increase with increasing 𝐸𝐶, which may be 
explained by the fact that the energy input at per unit area of laser track is intensified as 
increasing 𝐸𝐶, thus the melt pool area as well as the powder catchment are magnified. It can also 
be seen that at a constant 𝐸𝐶, the clad width and clad height increase with enlarging the powder 
feed rate. The slight increase of the clad width is quite interesting. One reason may be attributed 
to the fact that the process laser absorptivity rises up due to the Brewster effect when a higher 
powder feed rate is employed.  
 
Figure 5-12. Transverse cross-section view for dilution variation with varying specific energy balance Em. 
Powder feed rate 2 g/min and nozzle height 10 mm.   
Figure 5-11 (c) and Figure 5-12 both show that the dilution percentage rises with enlarging 𝐸𝑚, 
which is in accordance with the truth that a higher 𝐸𝑀 represents a greater energy level for larger 
amount of powder melting. As shown in Figure 5-12, the higher 𝐸𝑚 is characterized by a larger 
re-melt zone and therefore induced a higher value of dilution. Besides, a threshold exists for the 
𝐸𝑚 before dilution occurs, which is consistent with the reference [94]. Therefore, the energy 
balance term 𝐸𝑚 may be used as a reference threshold for dilution control or prediction. Figure 
5-11 (c) and Figure 5-12 also indicate that the dilution rises with the increasing of the process 
speed at a constant 𝐸𝑀 value, but the dilution increasing rate decreases with the enlarging of the 
process speed, which is in agreement with the experimental results in [76]. Since the dilution is 
an extremely important quality index that indicating the level of the inter-layer bonding and 
composition [149], a proper dilution percentage should be kept (normally between 10%-30%) to 
ensure good layer integrity and pore free deposition [150]. It would be beneficial to use the 
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proposed model for the dilution prediction and control. Figure 5-11 (d) shows the laser power 
has a mildly negative effect on the clad wetting angle, whereas the powder feed rate has a large 
positive effect on the wetting angle, which agrees well with the conclusions in the literature 
[150,151]. 
Figure 5-13 compares the model predicted height with the experimental measurement of a multi-
layer thin-wall build. The model height is calculated by accumulating all the prior single-layers’ 
height. It can be observed from Figure 5-13 (b) that the measured and forecasted height along the 
track length match well with each other, especially at the two ends of the track. Both the 
measured and predicted results show that the clad height is larger at the two end points than that 
of the rest points along the track. This two humps phenomenon agrees with the experimental 
results in reference [83] and may be attributed to the higher initial temperature at the beginning 
points of each layer than that of rest points along the track, which can be clearly seen in Figure 
5-7 (c) and Figure 5-7 (d). 
 
Figure 5-13. Dynamic clad height along the track length of the multi-layer thin wall structure. (a) Side 
view, (b) Measured and predicted clad height. Laser power 650 W, scanning speed 3 mm/s, powder 
feed rate 2 g/min, track length 30 mm, layer thickness 0.31 mm and nozzle height 8 mm.  
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Figure 5-14. Measured and predicted 3D profiles and the associated transverse cross-section 
contours of the multi-track/layer builds. (a) Measured 3D, (b) predicted 3D and (c) the 
transverse cross-section (at y=15 mm) contours for one-layer and nine-track patch structure 
build, hatch space 0.58 mm with 58.6% overlapping. (d) Measured 3D, (e) predicted 3D and (f) 
the transverse cross-section (at y=15 mm) contours for three-layer and six-track patch structure 
build. Layer thickness 0.31 mm, laser power 650 W, track length 30 mm, scanning speed 3 mm/s, 
powder feed rate 2 g/min and nozzle height 8 mm. 
Figure 5-14 shows the measured and predicted 3D profile and the associated transverse cross-
section contours of the multi-track/layer builds, in which the build 3D profiles were simulated 
based on the built dynamic multi-track\layer profile model. Here has to be pointed out that the 
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scanning pattern for both Figure 5-13 and Figure 5-14 all follow the parallel scanning path as 
shown in Figure 5-2.  
As observed, the predicted dynamic height in Figure 5-14 (b) and (e) match well with the 
measured results in Figure 5-14 (a) and (d), respectively. It is interesting to notice the realistic 
top surface waviness shown in Figure 5-14 (b) and (e), which indicates that the built dynamic 
model may be used for final surface waviness prediction. Figure 5-14 (c) and (f) depict the 
transverse cross-section contours at the half-track length plane (y=15 mm). The theory predicted 
contours are shown with the blue lines where each blue line describes one prior track contour and 
their accumulating combination was used to represent the final contour of the multi-layer/track 
builds. As seen, the theoretical calculated contours have a comparably larger height than that of 
the experiment measurements, which may be attributed to the ignorance of the heat convection 
and radiation in the theory model that induced a larger melt pool as well as a higher deposition 
rate. The thermal field will increase significantly due to the heat accumulation effect in the multi-
layer/track deposition, which may lead to a more pronounced convection and radiation at the 
high level of temperature field condition. In addition, the evaporation effect is neglected in the 
built model, which may not be so dominant in the low level thermal field situation, but is 
expected to play a more important role at the high level temperature case and lead to a 
considerable mass loss and a lower clad height. 
5.4.3. Sensitivity analysis 
The sensitivity analysis was conducted by varying the values of process parameters and material 
properties and investigating their effect on the clad height. Table 5-3 shows the mean values and 
the corresponding values with variation of −10% and +10% for each parameter. The clad height 
was calculated with position located in the half-track length transverse cross-section, and only 
one parameter was modified with keeping the other parameters equal to the mean values in each 
single calculation.  
As shown in Figure 5-15 (a) and (b), the effects of the process parameters and material properties 
on the clad height show similar patterns for both the single-track and multi-layer thin-wall builds. 
It can be seen that the powder feed rate has the largest positive effect on the clad height, 
followed by the laser absorptivity and laser power, whereas the process speed has the largest 
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negative effect on the clad height, followed by the powder density and thermal conductivity. 
Therefore, choosing proper process parameter values for a specific powder material will be 
crucial for the clad height control.  
Table 5-3. Process parameters and material properties for sensitivity analysis 
Parameter -10% Mean 10% 
Laser power, [W] 585 650 715 
Process speed, [mm/s] 2.7 3 3.3 
Powder feed rate, [g/min]  1.8 2 2.2 
Laser absorptivity 0.54 0.6 0.66 
Density, [𝑘𝑔 𝑚3⁄ ]  6707.25 7452.5 8197.75 
Thermal 
conductivity, [𝑊 (𝑚 ∙ 𝐾)⁄ ]  
51.75 57.50 63.25 
Specific energy,[𝐽 (𝐾𝑔 ∙ 𝐾)⁄ ]  571.24 634.71 698.18 
 
(a) 
 
(b) 
Figure 5-15. Sensitivity analysis of process parameters and material properties effect on the clad height. 
(a) Single-track, (b) Nine-layer thin-wall structure. 
5.5. Summary 
In the LPF-AM process, the heat accumulation and the melt pool bead spreading clearly play 
important roles in the thermal field distribution and final clad dimension during the multi-layer 
multi-track deposition. Both the thermal field and the clad dimension are essential factors for the 
final fabricated part’s mechanical property and integrity. This chapter built a physics-based 
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process model, in which the residual heat and melt pool bead spreading were incorporated into 
the model for temperature field calculation and the final clad geometry prediction. Experimental 
validation of single-track deposition shows a high level of agreement at different levels of 
specific energy and powder feed rate. Multi-track/layer experiments demonstrate that the model 
can accurately predict the dynamic height as well as the simple patch structure 3D profile. The 
discrepancies between the experimental and model predicted results may be caused by the 
deviation of the powder feeding, ignorance of the heat convection and the unavoidable oxidation 
during the process. Sensitivity analysis shows that the process parameters as well as the powder 
material properties play important roles in the final clad dimension.  
The simulations of the thermal field and the as-built deposits’ geometry were run on a HP® 
computer with Intel® CoreTM i7-6700 CPU (3.4GHz). The calculation code was programmed by 
Matlab® R2017b with a built adaptive quadrature algorithm. The integral calculation tolerance is 
set as 𝑇𝑂𝐿𝐼𝑛𝑡 = 10
−3 and the drop out temperature rise tolerance is set as 𝑇𝑂𝐿𝑑𝑇 = 10
−3𝐾.  
For a track length of 30 mm, the simulation for the transient temperature of the moving point or a 
fixed point in an 80 layers thin-wall structure or an 80 tracks patch (single-layer and multi-track) 
took 0.2 s, the simulation for the thermal history of a moving or a fixed point in an 80 layers thin-
wall structure or an 80 tracks patch (single-layer and multi-track) took 36 s. The simulation for 
the dynamic height or 3D profile of the designed nine-layers thin-wall structure took 12 s, the 
simulation for the dynamic 3D profile of the designed nine-tracks and single-layer patch took 90 
s, the simulation time for the dynamic 3D profile of the designed six-tracks and three-layers 
patch took 150 s.  
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Chapter 6. Comprehensive Analytical Model of the LPB-AM Process* 
6.1. Introduction 
The LPB-AM process involves a large number of process parameters, i.e., laser power, laser 
beam size, scanning speed, layer thickness, stripe width, stripe overlap and hatch space. 
Improper parameter setting may lead to a variety of defects [152], i.e., lack of fusion, porosity 
and severe thermal stress. Those defects can deteriorate the fabrication quality and induce severe 
distortion in the final parts. In addition, keeping the optimized scanning parameters over the 
complete manufacturing process of LPB-AM may not guarantee a defect-free fabrication due to 
the process perturbations (e.g., local geometry variation, heat accumulation and disturbances in 
the work environment). Kruth et al. [153] observed warped contours and dross formation in the 
fabrication process of LPB-AM with fixed optimized parameters. Those defects were attributed 
to a large alternation of local geometrical features that greatly changes local heat conduction. 
Steuben et al. [62] showed common disturbances in the multi-track scanning of LPB-AM under 
fixed process parameters. The common disturbances are attributed to excess heat accumulation, 
inducing non-uniform melt pools and excessive voids in the deposits. Moreover, the defects 
formed in the LPB-AM process significantly increase unnecessary post-processing costs for the 
fabricated parts [154].  
Process related defects can be identified with repeated experiments and may be eliminated by 
processing optimization. By contrast, the effect of process perturbations may be negated by real-
time process adjustments with feedback control only [20]. Researchers have demonstrated a 
great potential to achieve in-situ feedback control of the LPB-AM process by using advanced on-
line monitoring systems (e.g. melt pool radiation intensity [12], track dimension [155], layer 
roughness [156]) with high sampling rate. These monitoring systems are summarized in the 
recent review work of Grasso and Colosimo [157].  
                                                 
* A similar version of this chapter will be submitted as: 
Huang Yuze, Hamed Asgari, Zhang Zhidong, Mohammad Ansari, Mir Behrad Khamesee, Ehsan Toyserkani. 
Process Modeling and Optimization of Laser Powder-bed Fusion Additive Manufacturing: Formulation, Verification 
and Multi-Objective Optimization.  
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Considering the issues discussed above, a time-efficient process model of LPB-AM is highly 
needed for optimizing the process parameters, providing the parameter perturbations and 
stabilizing the controller in the feedback control of the LPB-AM process. To date, unfortunately, 
there is a limited number of high efficiency computational models with the ability of providing 
online thermal or dimensional features of the LPB-AM process in a sufficient reaction time. 
Jason et al. [20] argued that the model calculation time should be faster than the sampling 
frequency (10 kHz) in the in-situ model-based feedback control of LPB-AM, which is around 
100 𝜇𝑠 for the calculation rate.  
Moreover, few of the above-mentioned effective approximation models have considered 
different melting regimes of the LPB-AM process, which are accompanied by various physics 
phenomena. According to Gunenthiram et al. [158], the LPB-AM process can be subdivided into 
four differentiable regimes (shown in Figure 6-1) depending upon the process parameters: 
unstable balling regime; stable heat conduction regime; stable keyhole regime (moderate 
vaporization with stable keyhole) and unstable humping (periodic formation of humps and 
valleys) regime with severe vaporization. The balling regime has been reported to be due to the 
lack of melting, whereas the humping regime is attributed to the lateral surface tension that is 
induced by the severe vapor recoil pressure and provokes the periodic melt pool shrinkage [159]. 
Furthermore, it was reported by Jingjing et al. [108] that the mechanical and microstructural 
properties of LPB-AM fabricated parts depended highly on the melting mode. The 
microstructure of the Ti-6Al-4V samples consisted of acicular 𝛼′ phase and a typical hierarchical 
structure of martensite under conduction mode, while  𝛼′  and 𝛼  lamellae were the main 
constituent phases in keyhole regime. The experimental study of Ting et al. [109] showed that 
the fabricated AL7050 samples were characterized with varying surface morphology, defects and 
microstructure under different melting modes. Therefore, the melting regime, as a key factor, 
should be taken into consideration in the LPB-AM process model development. 
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Figure 6-1. Melting regimes of the LPB-AM process under the varying volumetric energy density 
Trapp et al. [160] reported that thresholds for different melting modes cannot be simply defined 
as the peak temperature of the melt pool (e.g., boiling temperature for keyhole mode). The 
complex physical phenomena such as surface wetting, evaporation and hydrodynamic flows 
should also be considered for the model based thresholds. Instead of the complex multi-physics 
modeling, King et al. [161] experimentally measured that the threshold for the keyhole mode 
was ∆𝐻 ℎ𝑒 ≈ (30 ± 4)⁄  for steel materials in a single-track scanning. This was successfully 
verified in the mesoscopic numerical modeling of LPB-AM by Khairallah et al. [162]. Therefore, 
to simply the model, this research follows their experimental method to measure the thresholds 
for the transition mode at the first step. 
As the photons that compose the laser beam penetrate deeply into the powder bed and repetitive 
reflection and absorption take place between the particles, the classical ray tracing method  [162] 
has been widely used to simulate the laser energy transition in LPB-AM process. Nevertheless, 
in the ray tracing method, each single particle constitutes a separate geometry that induces a 
large calculation cost. Instead of the ray tracing method, the laser beam energy may be 
represented by a volumetric heat source as suggested by Smith et al. [163] and Hussein et al. 
[164]. Therefore, in the present chapter, a volumetric heat source with a dynamic penetration 
depth under different melting regimes is innovatively proposed and utilized. Under the heat 
conduction regime, the penetration depth is calculated from Lambert-beer law, whereas in the 
keyhole case, the melt pool depth is calculated based on analytical model of the keyhole depth. 
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Additionally, in the LPB-AM process, the laser beam will heat and melt the randomly packed 
powder bed with a quite different thermophysical properties compared to that of the bulk 
material. Khairallah and Anderson [165] found that the thermophysical properties of the powder 
bed may significantly affect the melt pool stability and thermal distribution. To reduce the 
computational cost while keeping a high fidelity of the model, they suggested to use the 
homogeneous models together with incorporating the effective thermophysical properties of the 
fine scale powder bed. Moreover, Denlinger et al. [166] reported that the magnitude of the 
calculated temperature field could be overestimated by 30 % if neglecting the powder bed 
property. By contrast, the error of prediction accuracy can be reduced to 11% by using an 
effective thermal model of the powder bed.  
Inspired by the above excellent research works, in this chapter, a time-efficient comprehensive 
analytical model is built with grasping enough physics fidelity to be useful in the LPB-AM 
process optimization and control. In the unstable balling and humping regimes, bead-shaped 
surface and large undercuts may be induced, which deteriorate the deposited layer surface and 
decrease the quality of the fabricated parts. These unstable regimes can be avoided at the 
parameter setting stage by identifying an appropriate process window. Therefore, in this chapter, 
the model mainly considers the stable melting modes of the LPB-AM: the heat conduction, the 
transition and the stable keyhole modes. The powder bed is treated as a homogeneous medium 
with effective thermophysical properties derived from the randomly packed fine scale powder 
bed. Single-track and multi-layer multi-track scanning experiments with stainless steel (SS) 17-4 
PH powders are then conducted to validate the model.  
6.2. Model description  
The major processing parameters of LPB-AM are laser power 𝑃𝐿 , laser beam diameter 𝑑𝑙 , 
scanning path, scanning speed 𝑣, stripe width 𝑤𝑠, hatch space ℎ𝑠 and layer thickness ℎ𝑡,as shown 
in Figure 6-2. These operating parameters along with the powder bed properties should be 
studied together to build the physics-based LPB-AM process model. 
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Figure 6-2. LPB-AM major operating parameters with the typical bi-directional zig-zag scanning pattern 
6.2.1. Powder bed properties 
The powder bed is treated as a homogeneous medium with effective thermophysical properties 
derived from the randomly packed fine scale powder bed. The stochastic powder bed is 
generated by following the random packing rain model, which was elaborated in the references 
[167,168]. The particle size distribution is simulated with the measured data that are described in 
the following Section 6.3. Accordingly, the packing porosity 𝜑  of the powder bed can be 
calculated as, 
 φ =
𝑉𝐵 − ∑ (4𝜋𝑟𝑝𝑖
3 3⁄ )𝑁𝑖=1
𝑉𝐵
 
 
(6-1) 
where 𝑉𝐵 is the powder bed volume, 𝑟𝑝𝑖 the 𝑖𝑡ℎ particle radius and N is the total particle number 
within the volume 𝑉𝐵.  
Considering the porous nature of the powder bed, the effective powder bed density at 
temperature T can be approximated by the weighted aggregate density of the powder and gas 
mixture [169]: 
 𝜌(𝑇) = (1 − 𝜑)𝜌𝑝𝑜𝑤𝑑𝑒𝑟(𝑇) + 𝜑𝜌𝑔𝑎𝑠 (6-2) 
where 𝜌, 𝜌𝑝𝑜𝑤𝑑𝑒𝑟  and 𝜌𝑔𝑎𝑠  are the density of the powder bed, bulk powder material and the 
argon gas, respectively.  
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Similarly, the heat capacity of the powder bed at temperature 𝑇  can be calculated by the 
weighted volumetric capacity of the bulk and gas mixture [169]: 
 𝜌(𝑇)𝑐(𝑇) = (1 − 𝜑)𝜌𝑝𝑜𝑤𝑑𝑒𝑟(𝑇)𝑐𝑝𝑜𝑤𝑑𝑒𝑟(𝑇) + 𝜑𝜌𝑔𝑎𝑠𝑐𝑔𝑎𝑠 (6-3) 
where 𝑐, 𝑐𝑝𝑜𝑤𝑑𝑒𝑟 and 𝑐𝑔𝑎𝑠 are the specific heat of the powder bed, bulk powder material and the 
argon gas, respectively.  
As the values of density and heat capacity of the argon gas are relatively small with respect to 
those of the bulk metallic material, the gas property may not be taken into account in the above 
Equations (6-2), (6-3). Subsequently, the temperature-independent powder bed density ?̅? and 
heat capacity 𝑐̅ can be calculated based on Equations (6-2), (6-3) as: 
  ?̅? = (1 − 𝜑)?̅?𝑝𝑜𝑤𝑑𝑒𝑟 (6-4) 
and  
 𝑐̅ = 𝑐?̅?𝑜𝑤𝑑𝑒𝑟 (6-5) 
where the ?̅?𝑝𝑜𝑤𝑑𝑒𝑟  and 𝑐?̅?𝑜𝑤𝑑𝑒𝑟  are the temperature averaged density (averaged over the 
temperature range shown in Table 6-1) and heat capacity of the powder material, respectively. 
Multiple studies [170,171] have shown that the thermal conductivity of the powder bed 𝑘 stays at 
a significantly low value (< 0.2 𝑊 𝑚𝑘⁄ ) for the powder solidus state (𝑇 < 𝑇𝑀) but increases 
rapidly at the melting temperature 𝑇𝑀. Ali et al. [172] reported that the value of 𝑘 (𝑇 < 𝑇𝑀) may 
be around 1% of the bulk powder material (𝑘𝑝𝑜𝑤𝑑𝑒𝑟)  value. Therefore, the temperature-
independent thermal conductivity of the powder bed ?̅? can be approximated as: 
 ?̅? = 𝑘𝑝𝑜𝑤𝑑𝑒𝑟(𝑇𝑀) (6-6) 
Previous study by Alexander et al. [173] also reported that the thermal conductivity could be 
considered at the melting point where most of the energy was deposited. 
6.2.2. Volumetric heat source 
The heat source profile of the laser beam with TEM00 mode is characterized with a Gaussian 
distribution in the transverse plane. This was verified in several research works [45,162] and 
showed a good agreement with experimental results. For the heat source profile over the vertical 
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plane, which describes the laser beam penetration into the porous powder bed with scattering and 
absorption, is not yet fully understood [174]. To simplify the heat source modeling, a similar 
Gaussian distribution is utilized to represent the heat source profile in the vertical direction. 
Meanwhile, a dynamic penetration depth 𝑑𝑝  is incorporated into the heat source model to 
describe the effective heat source dimension in the vertical direction under different melting 
regimes. 
In the heat conduction regime, the penetration depth 𝑑𝑝 of the heat source can be calculated as 
the depth that the laser intensity falls to 1 𝑒⁄ ≈ 0.37 of the initial density by following the 
Lambert-Beer law: 
 {
𝐼0𝑒𝑥𝑝(−𝛽𝑒𝑑𝑝) = 𝐼0𝑒𝑥𝑝(−1), 𝑖𝑓 𝑑𝑝 < ℎ𝑐
𝑑𝑝 = ℎ𝑐 , 𝑖𝑓 𝑑𝑝 ≥ ℎ𝑐
 (6-7) 
where 𝛽𝑒  is the optical extinction coefficient of a porous metallic powder bed. It should be 
noticed that when the penetration depth 𝑑𝑝  is larger than the layer thickness in the heat 
conduction mode, the layer thickness is used to represent the penetration depth. The optical 
extinction coefficient 𝛽𝑒 is expressed by Gusarov et al. [46,175] as: 
 𝛽𝑒 =
3(1 − 𝜑)
2𝜑𝐷
 (6-8) 
where 𝐷 is the averaged particle diameter.  
In the keyhole mode, the penetration depth is expressed by the keyhole depth [176]: 
 𝑑𝑝 =
𝛽𝑃𝐿
2π?̅?𝑇𝐵
𝑙𝑛 (
𝑟𝑘 + ?̅? 𝑣⁄
𝑟𝑘
) (6-9) 
where 𝑇𝐵  is the boiling temperature, 𝛽  the laser absorptivity, 𝑟𝑘  the keyhole radius and ?̅? =
?̅?  ?̅?𝑐̅⁄  is the effective thermal diffusivity of the powder bed. The keyhole radius is approximated 
by the half of the laser beam radius 𝑟𝑘 = 𝑟𝑙 2⁄ , where 𝑟𝑙 = 𝑑𝑙 2⁄  is the laser beam radius. For 
steel materials, the boiling temperature is considered to be around 3273 K  [161].  
In the transition mode that occurs between the heat conduction and keyhole regimes, the 
averaged depth of heat conduction and keyhole regimes is used. Therefore, the penetration depth 
of the heat source is presented as: 
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 𝑑𝑝 =
{
 
 
 
 
1 𝛽𝑒⁄ , 𝐶𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑚𝑜𝑑𝑒
[
𝛽𝑃
2π?̅?𝑇𝐵
𝑙𝑛 (
𝑟𝑘 + ?̅? 𝑣⁄
𝑟𝑘
) +
1
𝛽𝑒
] 2⁄ , 𝑇𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑚𝑜𝑑𝑒 
𝛽𝑃
2π?̅?𝑇𝐵
𝑙𝑛 (
𝑟𝑘 + ?̅? 𝑣⁄
𝑟𝑘
) , 𝐾𝑒𝑦ℎ𝑜𝑙𝑒 𝑚𝑜𝑑𝑒
 (6-10) 
Moreover, the volumetric heat source can be expressed as: 
 𝑞(𝑥, 𝑦, 𝑧) =
6√3𝛽𝑃𝐿
𝑟𝑙
2𝑑𝑝𝜋√𝜋
exp [−
3(𝑥2 + 𝑦2)
𝑟𝑙
2 −
3𝑧2
𝑑𝑝2
] (6-11) 
which is similar to the Goldak’s ellipsoidal 3D heat source [177] while a dynamic heat source 
penetration depth is applied here. In addition, based on in-situ absorptivity measurements of the 
stainless steel powders as reported by Trapp et al. [160], the absorptivity values vary greatly 
under the different melting regimes in the LPB-AM process. It was found that the absorptivity 
was kept roughly around 0.5 at the heat conduction regime and increased to around 0.6 at the 
early stage of keyhole regime. Therefore, different absorptivity values of 0.5, 0.55 and 0.6 are 
assumed for the heat conduction mode, transition mode and stable keyhole mode, respectively. 
The threshold for the mode transitions in single-track scanning is identified by the normalized 
enthalpy ∆𝐻 ℎ𝑠⁄  as reported in [161]: 
 
∆𝐻
ℎ𝑒
=
63 4⁄ 𝛽𝑃𝐿
ℎ𝑠√𝜋𝛼𝑝𝑜𝑤𝑑𝑒𝑟(𝑇𝑀)𝑣𝑟3
, ℎ𝑒 = 𝜌𝑝𝑜𝑤𝑑𝑒𝑟(𝑇𝑀) ∙ 𝑐𝑝𝑜𝑤𝑑𝑒𝑟(𝑇𝑀) ∙ 𝑇𝑀 (6-12) 
where ∆𝐻  is the absorbed energy density, ℎ𝑒 the melting enthalpy and 𝛼𝑝𝑜𝑤𝑑𝑒𝑟(𝑇𝑀) =
𝑘𝑝𝑜𝑤𝑑𝑒𝑟(𝑇𝑀) 𝜌𝑝𝑜𝑤𝑑𝑒𝑟(𝑇𝑀)𝑐𝑝𝑜𝑤𝑑𝑒𝑟(𝑇𝑀)⁄  is the thermal diffusivity of the powder material at the 
melting temperature. The coefficient 63 4⁄  in Equation (6-12) is used to establish consistency in 
the calculation of ∆𝐻 with that of prior works [161,173] based on the built heat source. 
In the multi-track scanning, the accumulated heat may enhance the absorbed energy density by 
an increment ∆𝐻′: 
 ∆𝐻′ = 𝜌𝑝𝑜𝑤𝑑𝑒𝑟(𝑇𝑀) ∙ 𝑐𝑝𝑜𝑤𝑑𝑒𝑟(𝑇𝑀) ∙ (𝑇𝐴𝐼 − 𝑇0) (6-13) 
where 𝑇𝐴𝐼 is the dynamic initial temperature determined by the accumulated heat and is given by 
Equation  (6-17) in Section 6.2.3. 
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Correspondingly, the threshold of normalized enthalpy in the multi-track scanning may be 
reduced compared to that of single-track scanning due to the accumulated heat. The decrement of 
the normalized enthalpy threshold may be expressed as: 
 
∆𝐻′
ℎ𝑒
=
𝜌𝑝𝑜𝑤𝑑𝑒𝑟(𝑇𝑀) ∙ 𝑐𝑝𝑜𝑤𝑑𝑒𝑟(𝑇𝑀) ∙ (𝑇𝐴𝐼,𝑛 − 𝑇0)
ℎ𝑒
 (6-14) 
However, as the temperature increment (𝑇𝐴𝐼 − 𝑇0) induced by heat accumulation is less than the 
melting temperature (𝑇𝐴𝐼 − 𝑇0) < 𝑇𝑀, the decrement  ∆𝐻
′ ℎ𝑒⁄  should be small (∆𝐻
′ ℎ𝑒⁄ < 1).  
6.2.3. Thermal modeling 
As described in Section 6.2.1, the properties of the stochastic packed powder bed may be 
homogenized by the temperature-independent effective thermophysical properties. Therefore, 
based on Equations (2-3) and (2-4) of thermal conduction, the transient temperature rise for the 
proposed volumetric heat source (Section 6.2.2) over the semi-infinite homogeneous powder bed 
can be calculated as: 
∆𝑇(𝑋, 𝑡) = 2 ∙
1
2
∙
1
?̅?𝑐̅
∙
6√3𝛽𝑃𝐿
𝑟𝑙
2𝑑𝑝𝜋√𝜋
∫ 𝑑𝜏∫ 𝑑𝑥′
+∞
−∞
∫ 𝑑𝑦′
+∞
−∞
∫ 𝑑𝑧′
+∞
−∞
 
𝜏=𝑡
𝜏=0
 
exp [−
3(𝑥′2 + 𝑦′2)
𝑟𝑙
2 −
3𝑧′2
𝑑𝑝2
] ∙ [
1
4𝜋?̅?(𝑡 − 𝜏)
]
3 2⁄
∙ 𝑒𝑥𝑝 [−
(𝑥 − 𝑣𝑥𝜏 − 𝑥
′)2 + (𝑦 − 𝑣𝑦𝜏 − 𝑦
′)
2
+ (𝑧 − 𝑧′)2
4?̅?(𝑡 − 𝜏)
] 
(6-15) 
Equation (6-15) can be further simplified as: 
∆𝑇(𝑋, 𝑡) =
6√3𝛽𝑃𝐿
?̅?𝑐̅𝜋√𝜋
∫  
1
12?̅?(𝑡 − 𝜏) + 𝑟𝑙
2
𝜏=𝑡
𝜏=0
∙
1
√12?̅?(𝑡 − 𝜏) + 𝑑𝑝2
∙ 
𝑒𝑥𝑝 {−
3[(𝑥 − 𝑣𝑥𝜏)
2 + 𝑦2]
12?̅?(𝑡 − 𝜏) + 𝑟𝑙
2 −
3𝑧2
12?̅?(𝑡 − 𝜏) + 𝑑𝑝2
} 𝑑𝜏 
(6-16) 
The above solution of Equation (6-16) is similar to the hemispherical heat source solution of 
Nguyen et al. [178] by setting the dimension of the heat source in z-axis as the dynamic 
penetration depth 𝑑𝑝. However, here the top boundary of Ω (𝑧 = 0) is set as −𝑘
𝜕𝑇(𝑋,𝑡)
𝜕𝑧
= 0 . In 
other words, it is assumed that there is no heat transfer across the surface 𝑧 = 0. Therefore, all 
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the laser power will flow into the region 𝑧 ≤ 0 and the temperature rise should be doubled as 
shown in Equation (6-15). 
In the LPB-AM process, the inter-layer recoating time is roughly 12 𝑠  [179], which is 
significantly larger than the laser spot irradiation time. Roberts et al. [180] found that the 
temperature of the previously deposited layers almost reached the ambient temperature due to the 
ample time for heat dissipation before the following layers were deposited. Therefore, the 
accumulated heat between the inter-layers are ignored in the present research. However, for the 
multi-track scanning, Luis et al. [88] argued that the melt pool size of the following tracks would 
be increased due to the accumulation of heat. To consider the heat accumulation effect in the 
multi-track scanning, an adaptive initial temperature 𝑇𝐴𝐼 is incorporated into the model based on 
the Equation (5-2). Thereafter, the transient temperature 𝑇𝑛(𝑋, 𝑡) of the interest point X=(x, y, z) 
for 𝑛𝑡ℎ track at time moment 𝑡 can be computed as: 
 
{
 
 
 
 
 
 
 
 
 
 
 𝑇𝑛(𝑋, 𝑡) = [𝑇𝐴𝐼,𝑖(𝑋, 𝑡 − 𝑡𝑖
𝑠) + ∆𝑇𝑖(𝑋, 𝑡 − 𝑡𝑖
𝑠)]|𝑖 = 𝑛 , 𝑛 > 1
𝑇𝐴𝐼,𝑛(𝑋, 𝑡 − 𝑡𝑖
𝑠) = ∑ {∆𝑇𝑖(𝑋
′, 𝑡 − 𝑡𝑖
𝑠)|𝑋′ = [𝑥, 𝑦 − (𝑛 − 𝑖)ℎ𝑠, 𝑧]} + 𝑇0
𝑖=𝑛−1
𝑖=1
∆𝑇𝑖(𝑋, 𝑡 − 𝑡𝑖
𝑠) =
6√3𝛽𝑃𝐿
?̅?𝑐̅𝜋√𝜋
∫  
1
12?̅?(𝑡 − 𝜏) + 𝑟𝑙
2
𝜏=𝑡−𝑡𝑖
𝑠
𝜏=0
∙
1
√12?̅?(𝑡 − 𝜏) + 𝑑𝑝2
∙
𝑒𝑥𝑝 {−
3[(𝑥 − 𝑣𝑖𝜏)
2 + 𝑦2]
12?̅?(𝑡 − 𝜏) + 𝑟𝑙
2 −
3𝑧2
12?̅?(𝑡 − 𝜏) + 𝑑𝑝2
} 𝑑𝜏
 (6-17) 
where 𝑖  denotes the scanning track index, 𝑇0  is the ambient temperature. 𝑡𝑖
𝑠  and 𝑣𝑖  are the 
deposition starting time and laser scanning speed of the 𝑖𝑡ℎ track, respectively.  
Considering the high cooling rate in the LPB-AM process, the transient temperature value 
𝑇𝐴𝐼,𝑆 = ∆𝑇(𝑋, 𝑟𝑙 𝑣⁄ ) + 𝑇0 at the time moment 𝑡 = 𝑟𝑙 𝑣⁄  , when the laser beam passes one beam 
radius, is set as the saturation value for the adaptive initial temperature 𝑇𝐴𝐼 (𝑇). 
In addition, ignoring the melt pool dynamics may result in unrealistic predictions of melt pool 
temperature values and melt pool size. However, the prevailing Computational Fluid 
Dynamic(CFD) modeling is extremely computationally expensive. To simply the model while 
keeping reasonable accuracy, the thermocapillary convection (Marangoni flow) effect on the 
thermal field is compensated by enlarging the thermal conductivity as [67], 
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 ?̅?∗ = 𝜇𝑀𝑘𝑝𝑜𝑤𝑑𝑒𝑟(𝑇𝑀) (6-18) 
where 𝜇𝑀 = 3.5 is the correction coefficient.  
Moreover, it has been shown that the radiative and convective heat losses are insignificant 
compared to the heat conduction [180]. Therefore, the heat loss induced by convection and 
radiation are not included in the present model. 
6.2.4. Melt pool and track dimensional modeling 
As the heated particles are fully melt by the laser beam in the LPB-AM process, the pores 
between the particles in the powder bed will be largely removed and forms a liquid melt pool, the 
formed melt pool will then cool down, solidify and finally reach the ambient temperature as 
shown in Figure 6-3. The associated shrinkage occurs in the process may be summarized as three 
stages [181]: stage Ⅰ, powder layer to liquid metal; stage Ⅱ, liquid metal to solidified metal at 
melting temperature; stage Ⅲ, solidified metal cools to ambient temperature. Dai and Shaw [182] 
reported that there was quite small changes in the temperature distribution of the melt pool with 
and without considering the volume shrinkage. Therefore, the melt pool dimensions (e.g., width 
𝑤𝑚, and depth 𝑑𝑚) may be estimated with the solid-liquid interface boundary by solving the 
thermal field solution of Equation (6-17) as illustrated in the Figure 6-14 of Section 6.4.  
 
Figure 6-3. Schematic of the typical transverse cross-section of the single-track with considering the 
shrinkage.  
Paul et al. [183] found that the volume shrinkage mainly occurred in the building direction (track 
height direction) at stage Ⅰ and stage Ⅱ. They reported that the volume shrinkage ratio was 
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equivalent to the initial powder bed porosity 𝜑. Therefore, it is reasonable to assume that the 
shrinkage only takes effect in the building direction by a shrinkage ratio of powder bed porosity 
𝜑 at the stage Ⅰ and stage Ⅱ. By contrast, an insignificant volume change can be assumed in the 
building direction at stage Ⅲ. Subsequently, the final track height 𝐻 at ambient temperature may 
be calculated based on the mass conservation as:  
 𝐻 = (1 − 𝜑)ℎ𝑡     (6-19) 
The final track length 𝐿 and track width 𝑊 at ambient temperature can be approximated as, 
 
𝐿(𝑇𝑀) − 𝐿
𝐿(𝑇𝑀)
=
𝑊(𝑇𝑀) −𝑊
𝑊(𝑇𝑀)
= 𝛼𝐿(𝑇𝑀 − 𝑇0) (6-20) 
where 𝐿(𝑇𝑀)  and 𝑊(𝑇𝑀)  are the solidified track length and track width at the melting 
temperature in stage Ⅱ, respectively. 𝛼𝐿 is the linear thermal expansion coefficient. Based on the 
above assumption in the shrinkage stage Ⅰ and stage Ⅱ, the 𝐿(𝑇𝑀) can be estimated with the 
initial scanning vector length 𝐿0 and the 𝑊(𝑇𝑚) can be approximated by the liquid melt pool 
width 𝑤𝑚. 
Thereafter, under the stable heat conduction and stable keyhole melting regime, the single-track 
dimension may be approximated by the parabolic function as, 
 𝑓(𝑥, 𝑦)  =
−4𝐻
 𝑊2
𝑦2 + 𝐻 (6-21) 
 Since the track width 𝑊 is derived from the melt pool width 𝑤𝑚, which is calculated based on 
the transient thermal field 𝑇(𝑋, 𝑡), the track width 𝑊 is a function of position 𝑥 = 𝑣𝑡. 
In the multi-track scanning, the overlapping tracks are formed continuously with a distance of 
the hatch space ℎ𝑠. It is known that a relatively large hatch space (larger than the track width) 
may result in poor interlayer overlapping and a discontinuous structure. However, it was also 
reported that a consecutive reduction in the height of the deposited tracks might be induced 
through substrate denudation when the hatch space was equal to or less than the track width 
[184]. Therefore, the hatch space and the substrate denudation effect should be jointly considered 
in the geometric modeling of the multi-track structures. Based on the recursive overlapping 
profile model (derived in Section 5.2.2), the dimension of the track is approximated by the 
parabolic function in the present chapter. 
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6.3. Materials and experimental procedure 
6.3.1. Powder material  
Gas atomized stainless steel (SS) 17-4 PH powder (EOS GmbH, München, Germany) was 
utilized in this research. The morphology of the powder particles was investigated using a Zeiss 
LEO FE-SEM 1530 scanning electron microscope (SEM) as shown in Figure 6-4 (a). It can be 
seen that most particles exhibit a spherical or near spherical morphology while other particles 
with irregular-shaped morphology can also be identified. The particle size distribution was 
determined by the CAMSIZER X2 (Retsch Technology, Haan, Germany) and is shown in Figure 
6-4 (b). It is seen that the particle size distribution can be fitted by a Gaussian distribution with 
mean value of 48 µm and standard deviation of 12 µm. The temperature dependent 
thermophysical properties of the SS 17-4 PH powder material are tabulated in Table 6-1. 
 
(a) 
 
(b) 
Figure 6-4. SS 17-4 PH powder characteristics (a) Powder morphology (b) Particle size distribution with 
Gaussian fit 
Table 6-1. SS 17-4PH powder thermal-physical parameters [185,186]. 
6.3.2. Experimental processing 
Experiments were carried out on the EOS M290 additive manufacturing machine under the 
argon atmosphere. The machine unitizes a continuous wave ytterbium (YB) fiber laser with 
Melting 
temperature Tm [K] 
Density  
𝜌 [𝑘𝑔 𝑚3⁄ ] 
Thermal conductivity  
𝑘 [𝑊 (𝑚 ∙ 𝐾)⁄ ] 
Specific heat  
𝑐 [𝐽 (𝑘𝑔 ∙ 𝐾)⁄ ] 
1693 7800(300K)-7250 (1693K) 11.5(373K)-31.5(1673K) 426(473K)-833(1693K) 
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TEM00 mode and a maximum power of 400 W. The internal chamber was preheated to a fixed 
temperature of 353 K to minimize residual stress and reduce defects in the fabricated samples.  
To validate the built model, both single-track and multi-layer multi-track samples were 
fabricated. The single-tracks were directly built on a mild carbon steel substrate (dimension of  
250 𝑚𝑚 × 250 𝑚𝑚 × 50 𝑚𝑚) with a track length of 20 mm, whereas the multi-layer multi-
track samples were fabricated by following a 90̊ inter-layer rotation scanning strategy (shown in 
Figure 6-5) with a supporting structure of 5 mm thickness. As can be seen from Figure 6-5, the 
parallel stripes run across the whole length of each layer by following the zig-zag scanning 
pattern. Here has to be noticed that the track width (3.05 mm) is the sum of the stripe width (3 
mm) and stripe overlap (50 µm). The major processing parameters are listed in Table 6-2. 
 
Figure 6-5. Schematic of the rotated scanning strategy in the LPB-AM process. The stripes (green arrow 
solid-line) rotate counterclockwise by 90̊ in the following each new layer compared to the previous ones. 
Table 6-2. Processing parameters for SS 17-4 PH powder in the selective laser melting process 
Parameters Values Parameters Values 
Scanning speed, [mm/min] 600~1300 Correction factor, 𝜇𝑀 3.5 
Laser power, [W] 170~220 Ambient temperature, [K] 353 
Hatch space, [µm] 100 Thermal expansion coefficient 14 × 10−6 [𝑚 𝑚𝐾⁄ ] [55] 
Laser beam diameter, [µm] 100 Laser absorptivity 0.5, 0.6 
Stripe width, [mm] 3 Single-track length, [mm] 20 
Stripe overlap, [µm] 50 Layer thickness, [µm] 20, 40 
The single-track samples were cross-sectioned in the middle-track length plane and etched with 5% 
Nital solution after grinding and polishing. For the multi-track multi-layer samples, the side face, 
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i.e. the face parallel to the building direction, was ground and polished using conventional 
metallography methods. The mirror-like surface of these samples was then etched using a 
solution of 75% hydrochloric acid and 25% nitric acid. The melt pool dimensions of all samples 
were measured by Olympus optical microscope (OM) and laser microscope VK-X250K. The 
measured melt pool data of single-track samples were published in the references [187,188] 
 
Figure 6-6. Powder bed porosity measurement. (a) Images of the fabricated hollow cylindrical cup artifact 
(Bottom up). (b) Powder mass measurement.  
Four hollow cup artifacts (Figure 6-6 (a)) were fabricated at different powder bed locations. 
Thereafter, the porosity of the powder bed was indirectly measured through geometry and mass 
measurements of the printed hollow cup artifacts (shown in Figure 6-6 (b)) according to the 
methods elaborated in reference [189]. The dimensional features of the hollow cups, diameter 
𝐷𝑐𝑢𝑝 and height 𝐻𝑐𝑢𝑝, were measured by a digital caliper. The mass of the cups, filled with 
powder (𝑀1) and no powder (𝑀2), were measured by the standard scale (Sartorius Secura 225D, 
Göttingen, Germany). The powder bed porosity was then calculated based on the measured data 
from each cup artifact as:  
 φ = 1 −
4(𝑀1 −𝑀2) 𝜋𝐷𝑐𝑢𝑝
2 𝐻𝑐𝑢𝑝⁄
𝜌𝑃
 (6-22) 
The final powder bed porosity were averaged based on the cup artifacts measurement data.  
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6.4. Results and discussion 
6.4.1. Powder bed porosity 
Figure 6-7 shows the simulated 3D profile of the powder bed according to the stochastic packing 
rain model, as described in Section 6.2.1. The particle size distribution follows the fitted 
Gaussian distribution based on the measurements, as illustrated in Section 6.3. Particles with 
different sizes together with voids among the powder bed particles can be seen in Figure 6-7. It 
should be noted that the position and the exact size of the individual particles may vary from run 
to run. Due to this randomness, three runs with same volume (500 𝜇𝑚 × 300 𝜇𝑚 × 200 𝜇𝑚) 
were conducted to predict the porosity level of the powder bed. The measured (experimental) 
and simulated (predicted) values of the powder bed porosity level are listed in Table 6-3. A good 
agreement (3.1% error percentage) is observed between the two sets of results. 
 
Figure 6-7. Simulated 3D profile of the stochastic packing SS 17-4PH powder bed. The size distribution 
of the particles were modeled with Gaussian distribution as measured in Section 6.3.1 (average particle 
diameter 48 µm, standard deviation 12 µm). 
Table 6-3. Measured and simulated powder bed porosity with SS 17-4PH particle 
SS 17-4 PH Measured porosity Predicted porosity Difference (%) 
 0.486 ± 0.02 0.501 ± 0.04 3.1% 
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6.4.2. Utility of the normalized enthalpy to set the melting mode thresholds 
Figure 6-8 depicts the melt pool geometry variation with respect to the normalized enthalpy. The 
parameter values for the calculation of normalized enthalpy are given in Table 6-4. As seen from 
Figure 6-8, the melt pool depth is smaller than the melt pool half-width at a relatively low 
normalized enthalpy (e.g., 22.36). This is a typical melt pool shape under the heat conduction 
mode. With an increase in the normalized enthalpy, the melt pool depth increases significantly 
and the melting regime changes to the transition mode and keyhole mode, sequentially. Generally, 
the keyhole regime can be identified from the melt pool shape that the depth is larger than the half-
width [161].  
 
Figure 6-8.  Transverse cross-section profile of single-track under varying normalized enthalpy. 40 µm 
layer thickness. 
Table 6-4. Parameter values for normalized enthalpy calculation 
SS 17-4 
PH 
Absorptivity Laser beam radius 
[µm] 
Melting enthalpy 
[J/m3] 
Thermal diffusivity (T=TM) 
[m2/s] 
 0.55 50 1.02×1010 5.216×10-6 
 
However, once the normalized enthalpy reaches a very high value (e.g., 40.93, as shown in 
Figure 6-9 (c)), an unstable keyhole/humping melting mode with a super large melt pool depth is 
observed. In addition, the unstable humping features with periodic humps and valleys can be 
clearly noticed in Figure 6-9 (a, b) at this high normalized enthalpy case. According to the prior 
study of Gunenthiram et al [158,159], the formation of the unstable keyhole/humping mode may 
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be attributed to the severe metal vaporization at the high normalized enthalpy case, which 
induces the strong lateral surface tension and provokes the periodic melt pool shrinkage. 
 
Figure 6-9.  Top view of the single-track (a), the associated 3D track height profile (b) and (c) transverse 
cross-section under normalized enthalpy (40.93).  Laser powder 220W, scanning speed 600 mm/s, layer 
thickness 40 µm. 
Figure 6-10 (a-f) shows the variations of the measured melt pool depth over the laser power, 
scanning speed and normalized enthalpy under different layer thicknesses of the single-track 
experiments. It is observed that the variation in the melt pool depth shows irregular patterns over 
the varying laser power (Figure 6-10 a, b) or scanning speed (Figure 6-10 c, d). By contrast, the 
melt pool depth collapses to a single line in the plot of melt pool depth vs. normalized enthalpy 
as shown in Figure 6-10 (e, f). This is consistent with the results reported by prior references 
[161,173].  
Furthermore, as it is seen in Figure 6-10 (e, f), the melting regime changes gradually from the 
heat conduction to the keyhole mode (depicted by the variations of the circle symbols from 
vacant to solid) with an increase of the normalized enthalpy, which agrees well with the melt 
pool cross-section observations shown in Figure 6-8. As can be seen, the melting regime (mode) 
is heat conduction when the normalized enthalpy is smaller than 24. A transition region from 
heat conduction to keyhole mode is seen over the range of 24~28. Once the normalized enthalpy 
exceeds the value of 28, a full keyhole melting mode is obtained. Therefore, the thresholds for 
the melting regime transiting from conduction to transition mode and changing from transition 
mode to keyhole mode may be identified with the normalized enthalpies of ∆𝐻 ℎ𝑠⁄ = 24 and 
∆𝐻 ℎ𝑠⁄ = 28 , respectively. The observed keyhole mode threshold of ∆𝐻 ℎ𝑠⁄ = 28  is also 
consistent with the reported value of ∆𝐻 ℎ𝑠 ≈ (30 ± 4)⁄  [161] for single-track fabrication of 
steel powder material in the LPB-AM process. 
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Figure 6-10. Single-track melt pool depth vs. (a), (b) laser power,  (c), (d) scanning speed and (e), (f) 
normalized enthalpy under different layer thicknesses (20 µm and 40 µm) in the LPB-AM process. 
Different laser power values of 170 W, 195 W, 220 W are tagged with blue, green and red color symbols, 
respectively. The solid and the vacant circle symbols indicate keyhole and conduction melting mode, 
respectively. The standard deviation of the melt pool depth is within 0.7~9 𝜇𝑚. 
Similarly, the thresholds for the melting regimes in multi-track fabrication may also be identified 
by the normalized enthalpy based on the melt pool dimensional features. The accumulated heat 
associated with the scanning pattern in the multi-track scanning may induce two different types 
of melt pools with distinct dimensions at the ends of the scanning track, as shown in Figure 6-11 
(a), which was also reported by Luis et al. [88]. By contrast, in the mid-track-length zones, the 
melt pools become more uniform as observed in Figure 6-11 (b). 
 
Figure 6-11. Melt pools observed in the transverse cross-section of the multi-track multi-layer samples. (a) 
Two distinct types of melt pool observed near the ends of the scanning track. The Type Ⅰ melt pool is 
marked with red color. Type II melt pool is marked with black color. (b)Nearly uniform melt pools 
observed in the half-track-length cross-section. Laser power 175 W, scanning speed 700 mm/s for (a) and 
900 mm/s for (b), hatch space 100 µm, stripe width 3 mm, stripe overlap 50 µm. 
Figure 6-12 illustrates the formation pattern of the two types of the melt pools (Figure 6-11) 
under zig-zag scanning pattern. It can be seen that Type Ⅰ melt pool (large-size melt pool) forms 
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when the heat reloading of the following track is exerted immediately after the prior track 
scanning (e.g., from A to B shown in Figure 6-12). The Type Ⅱ melt pool (small-size melt pool), 
however, forms when the accumulated heat of the prior heat reloading is almost dissipated after 
scanning of a whole track length (e.g. from B to C shown in Figure 6-12). Therefore, these two 
types of melt pool depths were measured separately to determine the thresholds for the melting 
regimes in the multi-track fabrication. 
 
Figure 6-12. Schematic of the formation of the two types of melt pools.  
As shown in Figure 6-13 (a, b), the threshold of the keyhole melting mode for these two types of 
melt pools can be identified through a roughly similar normalized enthalpy of ∆𝐻 ℎ𝑒⁄ ≈ 31. In 
fact, this similar threshold indicates that the heat accumulation effect on the melting regime is 
insignificant. This is consistent with the small variation of normalized enthalpy (∆𝐻′ ℎ𝑒⁄ < 1) 
induced by heat accumulation, as illustrated in Section 6.2.2. In addition, it is found that the 
threshold of normalized enthalpy for the keyhole mode in multi-track scanning is larger than that 
of the single-track scanning, opposing with the model derived in Section 6.2.2. This conflicting 
finding may be explained by the lager thermal conductivity under the multi-track scanning 
compared with that in the single-track scanning. The increased thermal conductivity is caused by 
the solidification occurs in the neighboring scans, changing from porous powder bed to solidified 
metal tracks.  
To achieve a uniform threshold of normalized enthalpy for both single-track and multi-track 
scanning, the effective thermal conductivity under multi-track scanning was multiplied by a 
coefficient of (31 28⁄ )2. Thereafter, under the multi-track scanning case, the thresholds for the 
melting regime changing from conduction to transition mode and switching from transition mode 
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to keyhole mode can be identified with the normalized scaling enthalpy values of 24 and 28, 
respectively. 
 
(a) 
 
(b) 
Figure 6-13. Melt pool depth vs. normalized enthalpy of multi-track multi-layer samples. (a) Type Ⅰ melt 
pool. (b) Type Ⅱ melt pool. The solid and the vacant symbols indicate keyhole and conduction mode 
melting, respectively. Different laser power values of 170 W, 195 W, 220 W are tagged with blue, green 
and red color symbols, respectively. Layer thickness 40 𝜇𝑚. 
6.4.3. Thermal field simulation 
In the LPB-AM process, the thermal distribution determines the formation and sustainability of 
the melt pool, which further affects the quality of the single-track and final product. However, 
the cooling rate during the LPB-AM process is very high (typically around 106  𝐾 𝑠⁄ ), which 
increases the difficulty to measure the real-time thermal evolution during the process. In the 
present research, based on the thermal model presented in Section 6.2, the transient temperature 
field in the LPB-AM process were time-efficiently calculated in the Matlab® R2017b by a HP® 
computer with Intel® CoreTM i7-6700 CPU (3.4GHz). It was found that the calculation time for 
the thermal solution of single point is around 1.2 𝑚𝑠 with a tolerance of 10−3𝐾. 
Figure 6-14 shows the transient temperature distribution of the melt pool in the single-track 
scanning. As seen, the melt pool boundary can be identified by the liquid-solid isotherm in both 
the transverse plane (Figure 6-14 (a)) and longitudinal plane (Figure 6-14  (b)). Accordingly, the 
dimensional features of the melt pool (melt pool 𝑤𝑚, melt pool depth 𝑑𝑚) can be indexed.  
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Figure 6-14. Simulated melt pool temperature distribution at the time moment (t = L/2v, half-track length 
location). (a) xy plane (powder bed surface plane), (b) xz plane (longitudinal cross-section). Laser power 
170 W, scanning speed 1000 mm/s, layer thickness 20 µm, track length L=20 mm. The melt pool 
boundary is indicated by the black dashed line (T=1693 K).  
Figure 6-15 presents the calculated initial temperature variation over the stripe width in multi-
track scanning. It can be observed that the initial temperature increases slightly with the addition 
of the track numbers, which is resulted from the increased heat accumulation under a longer 
scanning time. Moreover, the maximum initial temperatures tend to appear at the end of each 
track. This may lead to an alternative variation of the melt pool size, as shown in Figure 6-12. 
 
(a) 
 
(b) 
Figure 6-15. Predicted initial temperature of the multi-track scanning in the LPB-AM process. (a) 6 tracks, 
(b) 60 tracks. Laser power 215 W, scanning speed 900 mm/s, hatch space 100 µm, stripe width 3 mm, 
stripe overlap 50 µm.  
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(d) 
Figure 6-16. Transient temperature distribution of the melt pool top surface near the track ending zones 
following the zig-zag scanning pattern. (a) First track, x=2.8, y=0, t=3.11 ms. (b) Second track, x=2.8, 
y=100 µm,  t=3.67 ms. (c) Third track, x=2.8,y=200 µm t=9.89 ms. (c) Fourth track, x=2.8,y=200 µm 
t=10.44 ms.  Laser power 215 W, scanning speed 900 mm/s, hatch space 100 µm, stripe width 3 mm, 
stripe overlap 50 µm, layer thickness 40 µm. 
Figure 6-16 further shows the transient temperature evolution of the track ending zones on the 
powder bed surface in the multi-track scanning The melt pool boundary is defined by the liquid-
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solid isotherm. It is seen that the melt pool size changes with the scanning path. For instance, the 
melt pool size is reduced for the third track (𝑡 = 9.89 𝑚𝑠) compared to that of the second track 
(𝑡 = 3.67 𝑚𝑠). However, after completing the third scanning, the melt pool size is enlarged 
again during the fourth scanning (𝑡 = 10.44 𝑚𝑠). These predicted phenomena are consistent 
with the numerical simulations of Luis et al. [88]. 
6.4.4. Melt pool dimensional verification 
In the LPB-AM process, the melt pool evolution plays a key role in defect formation, interlayer 
bonding, grain growth, dimensional accuracy and surface finish [190]. However, the size of the 
melt pool is typically small (roughly around 50~200 𝜇𝑚 in diameter). Due to the dearth of the 
characterization tools, it is difficult to conduct the in-situ measurements of the melt pool size in 
the LPB-AM process, particularly for real-time melt pool depth measurement. However, the in-
situ melt pool size can be calculated based on the built model with the predicted thermal field. 
Here the melt pool dimension at the middle track length cross-section plane is further compared 
to the experimental measurements under the single-track and multi-track scanning cases of LPB-
AM. 
Figure 6-17 shows the comparative results of the calculated melt pool dimension and 
corresponding measurements for samples fabricated with different laser powers and various 
scanning speeds under different layer thickness. As it is seen in Figure 6-17 (a-d), the measured 
depth and width of the melt pool both decrease gradually with an increase in the laser scanning 
speed. This may be ascribed to the fact that deposited energy is reduced per unit time when 
scanning speed is increased. In addition, a high level  of accuracy can be observed in predicted 
melt pool depth and width compared to the experimental measurements under the steady melting 
regime, with a maximum of 14% error for width prediction and 15% error for depth calculation. 
However, the measured melt pool depth becomes much larger than the calculated ones under the 
unsteady keyhole mode (e.g. 𝑣 = 600 𝑚𝑚 𝑠⁄ , 𝑃 = 220 𝑊 with normalized enthalpy value of 
40.93). In the unsteady keyhole regimes, the Marangoni flow induced by the strong temperature 
gradient may increase the melt pool depth [162]. Moreover, the strong recoil pressure induced by 
the severe evaporation under the high normalized enthalpy case may further deepen the melt pool. 
These factors may explain why the predicted melt pool depth is lower than that of the 
experimental measurement. 
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(d) 
Figure 6-17. Melt pool dimension verification of single-track under varying scanning speeds, laser power 
and layer thickness. (a), (b) melt pool depth. (c), (d) melt pool width. The melt pool dimension was 
measured at the transverse cross-section of half-track length. Track length 20 mm. 
Figure 6-18 presents the melt pool dimensions under the multi-track scanning with varying 
normalized scaling enthalpy. It is noticed that the measured melt pool dimension increases 
significantly with an increase in the normalized scaling enthalpy, which is consistent with the 
experimental results reported by King et al. [161].  In addition, the melt pool width tends to 
reach a steady value in the high normalized enthalpy case. It should be mentioned that the final 
etching surface is not kept constant, which is roughly varied from 100 𝜇𝑚 to 300 𝜇𝑚 from the 
side surface of the cuboid samples. Therefore, the averaged melt pool dimensions at the different 
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scanning distance from the side surface (ranging from 100 𝜇𝑚 to 300 𝜇𝑚)  were utilized as the 
model prediction results. 
 As can be seen, most of the predicted values of the melt pool depth and width fall within the 
error bar of the corresponding experimental measurements, leading to a maximum error 
difference of 12 % for melt pool width and 11 % for melt pool depth. Discrepancies between the 
experiments and modelling results could have been induced by ignoring the severe recoil 
pressure and the drastic thermos-capillary convection flows in the built model. 
 
(a) 
 
(b) 
Figure 6-18. Melt pool dimension verification of multi-track multi-layer scanning samples under varying 
normalized scaling enthalpy. (a) Melt pool depth. (b) Melt pool width. Hatch space 100 µm, stripe width 
3 mm, stripe overlap 50 µm, layer thickness 40 µm. The melt pool dimension was measured at the etching 
surface that varied from 100~300 𝜇𝑚 from the side surface of the cuboid samples.  
6.4.5. Track dimension verification 
In the LPB-AM process, the components are fabricated in a layer-by-layer way. Therefore, the 
dimension and morphology of each formed layer play a significant role in determining the finish 
of the final fabricated parts. Using the model described in Section 6.2.4, the geometrical 
dimension of the single-track and multi-track scanning samples can be predicted, as shown in 
Figure 6-19 and Figure 6-20, respectively. It should be noted here that the track height profiles in 
the transverse cross-section were averaged based on the measurements at the middle-track length 
zone with a total number of 100 lines by a 2 𝜇𝑚 interval. 
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Figure 6-19. Top surface morphology and the corresponding transverse cross-section of single-track 
under different scanning speeds and normalized enthalpy. (a) 600 mm/s. (b) 800 mm/s. (c) 1000 mm/s. 
Laser power 195 W, layer thickness 20 µm, track length 20 mm 
As illustrated in Figure 6-19, the predicted cross-sectional profiles of the single-track fit well 
with the measurements. It can be clearly seen that the track width increases gradually with an 
increase in the normalized enthalpy and decreases with an increase in the scanning speed. 
However, the track height keeps a relatively steady value under the single-track scanning, which 
mainly depends on the layer thickness.  
Figure 6-20 presents the variation of the cross-sectional profiles in the multi-track scanning 
under a zig-zag scanning pattern. As it is seen in Figure 6-20 (a, b), the dimension of the first 
track is comparably narrower and wider than that of the following tracks in the width and height 
direction, respectively. This could be attributed to the substrate denudation effect [184]. During 
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denudation process, the powder particles are attracted from the two sides for the first track but 
mainly one side for the following tracks. As a result, possible interaction between the laser beam 
and substrate may take place in the following track. To consider the substrate denudation effect 
in the model calculations, the height of the first track was doubled while the heights of following 
tracks were halved. As can be seen in Figure 6-20 (b), predicted profile of the multi-track by the 
model agrees well with the experimental measurements. In addition, to avoid the non-uniform 
distribution of height induced by the substrate denudation, a proper scanning strategy should be 
applied for multi-track scanning in the LPB-AM process. 
Moreover, as seen in Figs. 21 and 22, discrepancies exist between the predicted and measured 
profiles of track height. The prediction errors may be resulted from ignoring of the complicated 
wetting physics during the LPB-AM process. In addition, the inevitable oxidation may also 
influence the contact angle of the liquid melt pool, which may subsequently change the track 
height profile.  
 
Figure 6-20. Top surface morphology (a) and the transverse cross-section (b) of single-layer nine-track 
sample under the zig-zag scanning pattern. Laser power 195 W, scanning speed 800 mm/s, hatch space 
100 µm, layer thickness 20 µm, track length 20 mm. 
6.5. Summary 
A time-efficient comprehensive model with grasping enough physics fidelity of the LPB-AM 
process was built in this chapter. The transient temperature field and the dimension of the in-situ 
melt pool and final solidified track profile were solved from the built model. This can be used for 
process optimization and the design of model-based controller to achieve higher dimensional 
fabrication accuracy. Experiments with SS 17-4PH powder were conducted to verify the model. 
117 
 
It was found that the predicted results show a high accuracy compared to the experimental 
measurements for both the single-track and multi-track scanning samples. 
The thermal field simulation in this research was run on a HP® computer with Intel® CoreTM 
i7-6700 CPU (3.4GHz). The calculation code was programmed by Matlab® R2017b. It was 
found that the calculation time for a single point is around 1.2 𝑚𝑠 with a tolerance of 10−3𝐾, 
confirming the high potential of the current research to be used for process optimization and in-
situ process control. 
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Chapter 7. Application Ⅰ: Rapid prediction of the Real-time Thermal 
Characteristics, Solidification Parameters and Microstructure in LPF-AM* 
7.1. Introduction 
The localized thermal characteristics, solidification parameters and the corresponding 
microstructure depend highly on the process parameters in the LPF-AM process. However, 
undesirable and inconsistent microstructure may potentially be induced due to the environmental 
disturbances or improper setting of process parameters. In addition, the characterization and 
validation of geometrical, microstructural and mechanical properties of as-built parts are driven 
primarily by offline post-processing analysis, which is time-consuming and expensive [191]. So 
far, a variety of process parameters have been linked to geometrical features through 
online/inline control strategies to improve dimensional accuracies (e.g., melt pool dimension [82], 
clad height [192] and clad geometry [70]). However, it should be noted the strategies that solely 
arrive at a high geometrical accuracy may not be sufficient if microstructure and mechanical 
properties of the fabricated parts are not desirable.  
A large number of research studies have showed that the microstructural and mechanical 
properties of the LPF-AM fabricated parts are mainly governed by the real-time thermal 
characteristics of melt pool and the corresponding solidification parameters (thermal gradient (G) 
and solidification rate (R)). Additionally, the in-situ thermal characteristics and the associated 
solidification parameters depend highly on the process parameters. Akbari and Kovacevic [193] 
found that the smaller inter-layer dwell time can decrease the cooling rate (G×R), leading to a 
coarser grain size and lower ultimate tensile strength. Farshidianfar et al. [144] reported that the 
size of the solidification structure and the associated solidification mode can be defined by the 
in-situ cooling rate, which is affected by the laser scanning speed, laser power and powder feed 
rate. Wang et al. [194] demonstrated that a lower linear heat input (laser power/scanning speed) 
                                                 
* A similar version of this chapter was submitted for publication as: 
Huang Yuze, Mohammad Ansari, Hamed Asgari, Mohammad Hossein Farshidianfar, Dyuti Sarker, Mir Behrad 
Khamesee, Ehsan Toyserkani. Rapid Prediction of Real-time Thermal Characteristics, Solidification Parameters and 
Microstructure in Laser Directed Energy Deposition (Powder-fed Additive Manufacturing).Journal of Materials 
Processing Technology. 2019 
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is corresponding to a smaller-size melt pool, larger thermal gradient and higher cooling rate, 
therefore, resulting in higher yield strength, larger ultimate tensile strength and higher ductility 
compared to those of higher linear heat input. Furthermore, in the recent review work of  Sames 
et al. [47] for metallic material additive manufacturing, it was stated that the control of 
microstructural and mechanical properties could be achieved through the manipulation of local 
solidification parameters. Moreover, Collins et al. [195] summarized the recent microstructural 
control work in metallic additive manufacturing and highlighted the key interdependencies 
among the processing parameters, composition and the resulting microstructure. They reported 
that the spatial-temporal solidification parameters could be estimated from the localized thermal 
behavior, which can be further controlled by varying processing parameters. Therefore, linking 
the process parameters to the real-time thermal characteristics and solidification parameters is 
highly required for developing on-line process control systems to manufacture parts with 
expected microstructural features and reliable mechanical properties in the LPF-AM process.  
Numerous research studies have been done to establish the correlation between thermal 
characteristics, solidification parameters and process parameters for the microstructural and 
mechanical properties control and optimization. Lia et al. [196] measured  the real-time thermal 
cycles in the LPF-AM process and calculated the corresponding G, R and G×R to evaluate the 
microstructural evolution. They showed that the process variables could be associated with the 
solidification parameters that govern the final microstructure. Using fitted relationships of the 
cooling rate and the secondary dendritic arm spacing (SDAS, SDAS is a common length scale 
for cellular/dendritic microstructure), the size of the microstructure can be predicted. However, 
the directly measured thermal data can only be used to represent thermal characteristics of the 
specific local zone. It has been argued that LPF-AM is a highly localized solidification process, 
in which the thermal behavior of each discrete location could differ significantly from that of the 
other positions [195].  
Numerical modeling of the spatial-temporal thermal behavior is a possible alternative to the 
direct experimental measurement. Gockel et al. [197] proposed an integrated approach to control 
the microstructure in the single-track deposition, which was later extended to thin-wall structure 
[198]. The solidification parameters were derived from the numerical thermal model through 
Finite Element Method (FEM). Subsequently, the microstructure was predicted using the 
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solidification map of the specific material. Finally, the indirect microstructure control was 
achieved by relating the predicted microstructure to the derived melt pool dimensional map. 
Knapp et al. [191] built a digital twin of a single-layer deposition in LPF-AM. The spatialized 
transient temperature, cooling rate and solidification parameters were extracted from a numerical 
heat transfer and fluid flow model for a given set of process parameters. Accordingly, the SDAS 
and the hardness were predicted based on the analytical relationships. In addition, their 
experimental results showed that the SDAS in the LPF-AM process could be calculated by the 
well-known Kurz-Fisher (KF) model [199] with a high accuracy. Nevertheless, the FEM-based 
numerical models are computationally expensive and cannot be directly used for online control. 
Since the direct experimental measurement and the FEM-based numerical modeling methods 
both have their limitations for a rapid estimation and online control of the thermal characteristics 
and microstructure, the time-efficient analytical thermal model could be considered as a potential 
choice. Bontha et al. [200] built thermal process maps to estimate the solidification 
microstructure based on both analytical and numerical thermal models in thin-wall structure 
deposition, which was also extended to bulky 3D structures [201]. Temperature-independent 
material properties were assumed in the analytical model, while the temperature-dependent 
properties and latent heat were considered in the numerical model. They found that the predicted 
solidification parameters from the FEM-based numerical solution and the quasi-steady-state 
analytical Rosenthal solution are in a reasonable agreement with each other for both the small-
scale (LPF-AM) and large-scale (higher power) deposition processes. Liang et al. [202] 
developed a theoretical primary dendrite arm spacing (PDAS) model in terms of the process 
parameters and extended that to process-microstructure maps for microstructure control [203]. In 
their study, the solidification parameters were numerically solved from the analytical quasi-
steady-state Rosenthal equation. The calculated G and R were then related to the microstructural 
characteristics and were verified by the experimental results. However, the above quasi-steady-
state Rosenthal solution only shows the thermal characteristics at the time 𝑡 → ∞, which may not 
be accurate to represent the time-varying thermal characteristics in the LPF-AM process. 
Consequently, these models may not be applicable for real-time microstructural control. 
This chapter aims to link the process parameters to the transient localized thermal characteristics 
and solidification parameters for rapid prediction of the solidification microstructure induced by 
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using the process model built in Chapter 5. The real-time thermal characteristics and the 
solidification parameters are extracted from a 3D analytical thermal model based on the process 
parameters. Subsequently, the calculated solidification parameters are combined with the 
substructure scale solutions for microstructural prediction. The structure scale solutions are 
handled by fitting the predicted solidification parameters with the measured PDAS and SDAS 
based on the well-known KF model [199]. Validation experiments are conducted by depositing 
stainless steel 316L (SS 316L) and Inconel 625 at different laser scanning speeds. The predicted 
real-time melt pool peak temperatures at different scanning speeds and various energy densities 
of SS 316L deposition are compared with the corresponding experimental results presented in 
the previous work [144]. The variations in the solidification scale and mode over the SS 316L 
and Inconel 625 deposits are also analyzed.  
7.2. Theory 
The transient temperature field solution in the LPF-AM process is elaborated in Section 5.2.1. 
After solving the transient thermal field, the cooling rate ?̇? for any interest point 𝑋 = (𝑥, 𝑦, 𝑧) 
may be derived as, 
 ?̇? = 𝜕𝑇(𝑋, t) 𝜕𝑡⁄  (7-1) 
The temperature gradient 𝐺 on the solidification front can also be derived from the temperature 
solution as, 
 𝐺 = √[
𝜕𝑇(𝑋, t)
𝜕𝑥
]
2
+ [
𝜕𝑇(𝑋, t)
𝜕𝑦
]
2
+ [
𝜕𝑇(𝑋, t)
𝜕𝑧
]
2
 (7-2) 
In the LPF-AM process, the laser beam moves continuously and the solidification front keeps 
pace with the advancing laser source as shown in Figure 7-1. As the local solidification front 
moves along the maximum temperature gradient, which is normal to the solid-liquid front and 
opposite to the local predominant heat flow direction Q, the solidification rate R may be 
calculated by [204],  
 𝑅 = 𝑣𝑐𝑜𝑠𝜃 (7-3) 
where 𝜃 is the angle that between the local solid-liquid front normal and the laser scanning 
direction. Since 𝜃 is nearly 90̊ at the bottom part of the melt pool and approach 0 ̊ at the top 
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region, the solidification rate will reach the minimum at the bottom region and approach the 
maximum at the top part. 
  
Figure 7-1. Schematic diagram of the solidification front in the longitudinal centerline cross-section (y=0) 
of the single-track deposition. Laser scanning speed v, solidification rate R and local predominant heat 
flow Q. 
The angle 𝜃 may be derived based on the thermal solution in the longitudinal centerline cross-
section as [205],  
 𝑐𝑜𝑠𝜃 =
𝜕𝑇(𝑋, t) 𝜕𝑥⁄
√[𝜕𝑇(𝑋, t) 𝜕𝑥⁄ ]2 + [𝜕𝑇(𝑋, t) 𝜕𝑧⁄ ]2
 (7-4) 
It has to be noted that there is no temperature gradient in the transverse direction (𝜕𝑇(𝑋, t) 𝜕𝑦⁄ ) 
at the longitudinal centerline cross-section. From Equations (7-3) and (7-4), the solidification 
rate in the longitudinal centerline cross-section may be derived as, 
 𝑅 =
𝜕𝑇(𝑋, t) 𝜕𝑡⁄
√[𝜕𝑇(𝑋, t) 𝜕𝑥⁄ ]2 + [𝜕𝑇(𝑋, t) 𝜕𝑧⁄ ]2
 (7-5) 
Similarly, for the spatial point 𝑋 = (𝑥, 𝑦, 𝑧) in the Cartesian coordinate system, 𝑐𝑜𝑠𝜃  can be 
calculated as 𝑐𝑜𝑠𝜃 = [𝜕𝑇(𝑋, t) 𝜕𝑥⁄ ] √[𝜕𝑇(𝑋, t) 𝜕𝑥⁄ ]2 + [𝜕𝑇(𝑋, t) 𝜕𝑧⁄ ]2 + [𝜕𝑇(𝑋, t) 𝜕𝑧⁄ ]2⁄  and 
the corresponding solidification rate can be expressed as 𝑅 = ?̇? 𝐺⁄ . 
The dendrite arm spacing (DAS) λ has been established based on the solidification parameters (G 
and R) by the well-tested Kurz and Fishers’ model [199],  
 λ = 𝐴𝐺−𝑛𝑅−𝑚 (7-6) 
where A, n, and m are material-dependent parameters. The DAS provides a useful approach to 
establish the precise effect of solidification conditions on microstructure. Especially, the SDAS 
can be calculated by setting 𝑛 = 𝑚 based on Equation (7-6). 
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7.3. Materials and procedure 
In this research,  SS 316L powder (Praxair Surface Technologies, PA, USA), -325 mesh, was 
deposited on the sandblasted AISI 1030 medium carbon steel substrate by an in-house developed 
LPF-AM apparatus. With the same apparatus, Inconel 625 powder (Carpenter, Pennsylvania, 
USA) in the size range of 45-125 µm was deposited on the sandblasted Inconel 625 plates. The 
LPF-AM apparatus was composed by a continuous 1.1 KW IPG photonics fiber laser system, a 
Sulzer Metco powder feeder and a Fadal CNC machine. The morphology of powder particles 
was studied using a Zeiss LEO FE-SEM 1530 scanning electron microscope (SEM). SEM 
images of the powder particles (SS 316L and Inconel 625) are shown in Figure 7-2. As seen, in 
both powders (Figure 7-2  (a) and (b)), most of the particles possess a spherical morphology 
while a few powder particles with other morphologies, e.g. irregular or satellite-like, can also be 
identified. The thermo-physical properties of the SS 316L and Inconel 625 powders are assumed 
to be temperature independent and the associated thermal parameters (shown in Table 7-1) were 
averaged over the temperature range. The fiber laser absorptivity was chosen as 0.4 [206] and 
0.35 [120]  for SS 316L and Inconel 625, respectively.  
Experiments were done to test the developed relations with single-layer deposition. The process 
parameters used in the present research are listed in Table 7-2. To study the microstructural 
features using optical and scanning electron microscopy, the samples were cross-sectioned at the 
middle track length, mounted and polished using conventional metallography methods, followed 
by etching. The SS 316L and the Inconel 625 samples were etched by Marble’s reagent (10 g 
CuSO4 in 50 mL HCl and 50 mL H2O) and reagent (10 mL glycerol, 50 mL HCl and 10 mL 
HNO3), respectively. The DAS was measured in three different height locations of the deposits 
as illustrated in Figure 7-2 (c): the bottom region that is close to the fusion boundary (around 
1/8h); the middle region that is equidistant from the bottom and top edges (1/2h); and the top 
region located at around the deposit top (around 7/8h). The DAS of the SS 316L deposits were 
measured based on the Hilliard single-circle procedure followed by the ASTM standard [207], 
while the DAS of the Inconel 625 deposit were measured individually by the Digimizer@ 
software with hundreds of measurements and then averaged. The melt pool real-time temperature 
data of SS 316L deposition were used from the previous work [144]. The calculation of the real-
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time thermal and solidification characteristics were conducted in the Matlab® R2017b by a HP® 
computer with Intel® CoreTM i7-6700 CPU (3.4GHz). 
 
(a)  
 
(b) 
 
       (c) 
Figure 7-2. SEM images of the powder particles (a) SS 316L, (b) Inconel 625 and (c) schematic diagram 
showing the three different locations in the transverse cross-section of the bead/deposit for solidification 
parameter prediction and microstructure verification. 
Table 7-1. Particle thermal-physical properties. The SS 316L thermal-physical properties were obtained 
from references [165,208]. Inconel 625 properties were obtained from reference [209]. 
  
 Solidus Ts, Liquidus 
Tl and Melting Tm 
temperature [K] 
Density  
𝜌 [𝐾𝑔 𝑚3⁄ ] 
Thermal conductivity  
𝑘 [𝑊 (𝑚 ∙ 𝐾)⁄ ] 
Specific heat  
𝑐𝑝 [𝐽 (𝐾𝑔 ∙ 𝐾)⁄ ] 
SS 316 L 1680, 1720,1700 7900 (300K)-
7430 (1700K) 
13.96 (300K)-35.95 
(1700K) 
434 (300K)-965 
(1700K) 
Inconel 625 1563,1623, 1593 8440 9.8 (300K) -25.6 (1273K) 410 (300K) -670 
(1363K) 
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Table 7-2. Process parameters for SS 316L and Inconel 625 depositions 
Process parameters SS 316L Inconel 625 
Scanning speed, [mm/min] 25, 50, 100, 200 180, 270, 360 
Laser power, [W] 700, 917 1000 
Powder feed rate [g/min] 4 7 
Laser beam diameter, [mm] 2.5 1.8 
Nozzle angle,  55 ̊ 60 ̊
Nozzle height, [mm] 10 7 
Correction factor, 𝜇𝑀 2.5 2.5 
Ambient temperature, [K] 300 300 
Brewster effect coefficient, 𝑎𝑤 0.0196 0.0196 
Laser absorptivity 0.4 0.35 
Carrying gas feed rate, [dL/min] 3.5 2.5 
Track length, [mm] 30 30 
Powder stream divergence angle 8.3 8.4 
7.4. Results and discussion 
7.4.1. Real-time temperature evolution 
Figure 7-3 shows that the model predicted results are in a good agreement with the experimental 
measurements of the real-time melt pool peak temperature under different laser scanning speeds 
and various energy densities (PL/vD). As seen in Figure 7-3 (a), the melt pool peak temperature 
decreases significantly with an increase in the laser scanning speed. This is because the energy 
density declines with the increase in the scanning speed, leading to a smaller amount of laser 
energy were added into the melt pool at per unit time. To further verify the effect of energy 
density on the peak temperature, the laser power and scanning speed were varied simultaneously 
to obtain the two different energy densities as shown in Figure 7-3 (b). As seen, a higher peak 
temperature is achieved with a larger energy density. Slight mismatches are also observed 
between the measured data and the model predictions, which may be ascribed to error/noise 
sources in the temperature measurement during deposition as well as the simplifying 
assumptions made for the thermal model.  
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(a) 
 
(b) 
Figure 7-3. Real-time melt pool top surface peak temperature of SS 316L deposition under following 
conditions. (a) Different laser scanning speeds (laser power 700W) and (b) different energy densities 
(E=110 J/mm2 with laser power 917W, scanning speed 200 mm/min; E=336 J/mm2 with laser power 
700W, scanning speed 50 mm/min). Powder feed rate 4g/min. The real-time melt pool peak temperature 
was adopted from a previous work [144].  
The agreement between the calculated real-time melt pool peak temperature and the 
corresponding experimental measurements may provide sufficient confidence in using the 
thermal model to link the process parameters to the in-situ thermal characteristics. The melt pool 
peak temperature map was plotted as a function of laser power and scanning speed as shown in 
Figure 7-4. As seen, the maximum temperature occurs at the largest laser power and minimum 
scanning speed. However, the peak temperature has to be chosen in a way that the maximum 
temperature is higher than the melting temperature (1700 K) but lower than the boiling 
temperature (3200 K [175]) in the process window for effective deposition. The developed melt 
pool peak temperature map illustrated in Figure 7-4 can be effectively useful to optimize the 
process parameters to achieve an effective deposition. 
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Figure 7-4. Melt pool peak temperature map for SS 316L single-track deposition. The peak temperature 
was calculated at the transient time moment (t=L/2v, track length L=30 mm). The melting temperature 
(1700 K) and boiling temperature (3200 K) of SS 316L are marked with white dash lines. 
In LPF-AM, each location on the scanning route experiences a dynamic thermal cycle because 
the temperature rises up as the laser beam gets closer and then cools down when the laser passes 
away. In addition, the energy of the laser beam typically has a non-uniform distribution (e.g., 
Gaussian distribution), giving rise to an inconsistent temperature distribution within the melt 
pool. Therefore, the measured real-time top surface temperature of the melt pool shown in Figure 
7-3 may not be accurate enough to estimate the local thermal characteristics of different zones 
within the melt pool area, particularly for the zones beneath the melt pool surface.  
The local thermal history of the SS 316L deposition at different depth locations (Figure 7-2 (c)) 
of the melt pool bead are shown in Figure 7-5. It is evident from Figure 7-5 that a higher cooling 
rate and a larger peak temperature can be reached at the top location than that of the bottom 
location at the same scanning speed. This is in a good agreement with both the experimental 
result reported by Du et al. [210] and the numerical simulation founding from Gan et al. [211]. 
Moreover, the instantaneous heating/cooling rates are inversely proportional to the scanning 
speed for both bottom and top locations of the melt pool bead. Figure 7-5 (b) shows the local 
thermal cycles in the single-layer deposition. It is observed that both top and bottom locations 
will experience a thermal cycle with the motion of the laser beam along the track path. In this 
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situation, the temperature of the top and bottom locations increases instantly from the low 
ambient value to a high magnitude (e.g., Ts ,Tl) and then decreases over the time.  
 
(a) 
 
(b) 
Figure 7-5. Real-time local thermal profiles at different clad height locations during single-layer SS 316L 
deposition. (a) Heating/cooling rate. (b) Temperature cycles. Laser power 700 W, powder feed rate 4 
g/min. The liquidus and solidus temperatures of SS 316L are marked with black dash lines.  
7.4.2. Solidification characteristics 
Temperature gradient (G) and solidification rate (R) are the two main parameters effecting the 
solidification microstructure. The effect may be illustrated by the solidification map as presented 
in Figure 7-6. The solidification map is constructed by G and R in the combination forms with 
G×R (cooling rate) and G/R, where the G/R ratio governs the solidification mode while their 
product (G×R) controls the scale of the solidification microstructure [212]. As seen in Figure 7-6, 
the solidification mode may transform from planar to cellular, columnar dendritic and equiaxed 
dendritic as the G/R ratio decreases. Additionally, a higher value of G×R will induce a finer 
substructure and consequently, may improve the mechanical properties of the fabricated parts 
(e.g., the yield stress [213]).  
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Figure 7-6. Effect of G and R on the mode and scale of solidification microstructure. Adopted from 
reference [214]. 
Previous  papers [200,201,215] have shown that G, R and their associated combinations, i.e. G×R 
and G/R, vary significantly throughout the melt pool bead depth. As a result, the microstructure 
may be graded over the deposit height. However, measuring the G and R over the melt pool bead 
depth during the process remains extremely challenging due to the small-scale localized melting 
nature and the high solidification rate. The G and R can be calculated based on the Equations 
(7-2) and (7-3). Then a comparison of simulated G×R and G/R is performed for different 
locations along the melt pool bead depth, respectively. The transient cooling rate and the thermal 
gradient of the solidification front are both calculated at the time moment (𝑡 = 𝑡𝑇𝑠) of the last 
solidus temperature. 
The calculated results of G×R and G/R for different depth locations of SS 316L and Inconel 625 
melt pool beads are shown in Figure 7-7 (a-b) and Figure 7-7 (c-d), respectively. Here has to be 
noticed that the three melt pool bead depth locations corresponding to the three deposit height 
locations as illustrated in Figure 7-2 (c). As seen from Figure 7-7, with keeping all parameters 
constant but increasing the scanning speed, the cooling rates (G×R) increase significantly for all 
three locations, while G/R ratios decrease. Moreover, the cooling rate (G×R) increases from the 
bottom toward the top of the melt pool bead. By contrast, the G/R value decreases from the 
bottom location to the top region. The above simulated results are consistent with the previously 
reported experimental results, in which cooling rate (G×R) decreases and G/R ratio increases 
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with  an increase in bead depth [210,211]  or with a decrease in scanning speed [216,217]. The 
simulated cooling rates shown in Figure 7-7 are in the range of 102 ~ 103 K /s for both SS 316L 
and Inconel 625 depositions. Other studies have also reported that the cooling rates for SS 316L 
[218,219] and Inconel 625 [196] depositions by LPF-AM are in the range of 102 ~ 104 K /s.  
The microstructure evolution in SS 316L and Inconel 625 deposits may be directly estimated 
from the predicted solidification parameters (Figure 7-7) with reference to the general 
solidification map (Figure 7-6). According to the calculated solidification parameters shown in 
Figure 7-7, it can be concluded that the microstructure gradually become finer from the bottom 
to the top of the deposits due to the variation of cooling rate (G×R). Furthermore, from Figure 
7-7 it is seen that the calculated G/R ratios for SS 316L and Inconel 625 deposits are in the range 
of 900 ~ 6000 Ks /mm2 and 500 ~ 1000 Ks/mm2, respectively. Kurz and Fisher [220] defined the 
threshold for planar solidification as 𝐺 𝑅 =⁄ ∆𝑇𝑙 𝐷⁄ , where ∆𝑇𝑙 = 𝑇𝑙 − 𝑇𝑠  is the solidification 
temperature interval and D is the diffusion coefficient within the liquid phase. In some previous 
research works, the ∆𝑇𝑙 𝐷⁄  values for SS 316L and nickel-based alloys have been reported as 
50000 Ks /mm2 [221] and 7000 Ks /mm2 [222], respectively. These values far exceed the 
predicted G/R values (shown in Figure 7-7). Consequently, it can be concluded that planar 
solidification will not occur for both SS 316L and Inconel 625 deposits. The predicted G/R value 
(shown in Figure 7-7 (b)) for SS 316L are also larger than that of reported for equiaxed 
solidification (G/R=10 Ks /mm2 [223]). Therefore, columnar or cellular structure may be 
observed in the SS 316L deposits. In comparison to  the columnar-to-equiaxed transition (CET) 
curve of Inconel 625 reported by Hu et al. [224], the estimated G/R values (shown in Figure 7-7 
(d)) for Inconel 625 fall in the specific G/R window of equiaxed and columnar dendritic 
substructure. Accordingly, transition from columnar dendritic to equiaxed dendritic may occur in 
the Inconel 625 deposits. 
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Figure 7-7. Predicted in-situ solidification characteristics at different melt pool bead depth locations 
versus the laser scanning speed for the transient time moment  t=L/2v. (a) (c) and (b) (d)  are the cooling 
rate G×R and G/R ratio for SS 316L and Inconel 625, respectively. 700 W laser power and 4g/min 
powder feed rate were used for SS 316L simulation, and 1000 W laser power and 7 g/min powder feed 
rate were used for Inconel 625 simulation. Track length L=30 mm. The three different height locations in 
the final deposit were marked with red blocks to represent the corresponding depth locations in the melt 
pool bead. T, M and B represents the top, middle and bottom positions, respectively. 
To validate the predicted solidification parameters, the transverse cross-section micrographs of 
the SS 316L and Inconel 625 deposits were investigated in the bottom, middle and top regions 
(illustrated in Figure 7-2 (c)) of deposits and the results were shown in Figure 7-8 and Figure 7-9, 
respectively. Figure 7-8 shows the microstructure of the SS 316L deposits under various laser 
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scanning speeds. As seen, all samples exhibit a typical cellular microstructure in the transverse 
cross-section, which agrees with the predictions presented in the above paragraph. In addition, 
the PDAS shrinks dramatically as the laser scanning speed increases. This may be attributed to 
the fact that a larger cooling rate (G×R) will be induced by a higher scanning speed, resulting in 
a finer microstructure as illustrated in the solidification map (Figure 7-6). In addition, it is 
noticed that a coarser cellular structure is prevalent at the bottom zone of the deposit and the 
PDAS decreases towards the top zone (shown in Figure 7-8). This kind of trend has also been 
found in the studies conducted by Yadroitsev et al.[225] with SS 316L powder and Gan et al. 
[211] with Co-based alloy powder. The above observed microstructural variations (Figure 7-8) 
are consistent with the calculated solidification parameters (Figure 7-7) and the associated 
predicted microstructural evolutions that were discussed in the above paragraph.  
 
Figure 7-8. High magnification images of the SS 316L samples at different height locations of the 
deposits in the half-track length cross-section under different scanning speeds. Laser power 700 W, 
powder feed rate 4 g/min and track length 30 mm. 
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Figure 7-9 shows the microstructure of the Inconel 625 deposits in the transverse cross-section 
under different laser scanning speeds. Figure 7-9 (a) presents the microstructure profiles of the 
entire deposit at low magnification and Figure 7-9 (b) displays the microstructure profiles along 
the centerline of the deposit height at high magnification. It is evident that, for the regions with 
increasing distance to the substrate surface (from the bottom to the top regions of the deposits), 
different microstructures show up with decreasing size. Columnar-dendritic substructure without 
secondary dendrites is predominantly distributed near the bottom zones of the deposits, which is 
consistent with the experimental observations reported in references [224,226]. These relatively 
large columnar dendrites (PDAS of 8 ~ 12µm) are observed in all the samples under the three 
different scanning speeds (180, 270, 360 mm/min). The area right above the substrate belongs to 
the initial stage of solidification and is resistant to the etchant reagent. Thus, those zones located 
right above the substrate do not show a clear substructure. Columnar-dendritic substructure with 
classical secondary dendrites (SDAS of 3.6 ~ 5µm) were observed in the middle region of the 
deposit. In addition, the transition of substructure from columnar dendrite to finer equiaxed 
dendrite (SDAS of 3 ~ 4µm) is noticed at the top region. Similar solidification microstructure 
evolution was also observed in the research work done by Xu et al. [227] for Inconel 625 
deposition by LPF-AM. 
The microstructural evolution presented in Figure 7-9 is consistent with the above microstructure 
predictions that are derived from the calculated solidification parameters (shown in Figure 7-7). 
At the melt pool bead bottom region, the solidification rate (𝑅 = 𝑣𝑐𝑜𝑠𝜃) is quite small since the 
normal of the local solidification front is nearly perpendicular to the laser travelling direction 
(𝜃 ≈ 90°), resulting in a relatively large G/R value as shown in Figure 7-7 (d). Therefore, the 
typical columnar dendrites formed and no secondary dendrites grew near the bottom region. 
With an increase in distance from the substrate surface, the G/R value decreases (shown in 
Figure 7-7 d) due to the rapid growing solidification rate. This results in the gradual transition of 
the solidification mode from columnar dendritic to equiaxed dendritic. Meanwhile, the 
solidification front becomes less stable at a reduced G/R ratio, which in turn, promotes the 
growth of the secondary dendrites. Furthermore, the substructure scale decreased with an 
increase in the scanning speed as well as an increase in distance from the substrate surface, 
which is attributed to the highly increased cooling rate (G×R) as depicted in Figure 7-7 (c).  
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Figure 7-9. SEM images of Inconel 625 samples in the half-track length cross-section at different 
scanning speeds. (a) Low magnification view (b) High magnification view along the clad height for the 
marked out area in (a) by red rectangles. The calculated G×R (K/s), G/R (Ks/mm2) and the measured DAS 
(µm) for 180 mm/min scanning speed deposition were labeled in (b) for different height locations. 
To quantitatively analyze the scale of solidification microstructure in the LPF-AM process, the 
DAS values were measured for different height locations of the deposits (illustrated in Figure 7-2 
(c)) under various scanning speeds, where the results are presented in Figure 7-10. Considering 
the fact that the secondary dendrites are not prominent in all regions of the SS 316L deposits 
(Figure 7-8), the PDAS is used to represent the microstructure length scale. From Figure 7-10 (a), 
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it can be clearly seen that the PDAS of the SS 316L shrinks from approximately 16 µm to 5.5 
µm throughout the deposit when the scanning speed increases. These results are in agreement 
with the experimental PDAS values (6 ~12 µm)  measured by Tan et al. [218] for the SS 316L 
deposits. Figure 7-10 (b) shows that with an increase of scanning speed, the SDAS and PDAS of 
Inconel 625 decreases from 5 µm to 3 µm and 11 µm to 9 µm, respectively. Similar SDAS and 
PDAS results (SDAS 3.5 µm and PDAS 10 µm) were reported by Marchese et al. [228] for 
Inconel 625 samples deposited by LPF-AM. 
 
(a) 
 
(b) 
Figure 7-10. Variation of the microstructure scale in dependence on the location and laser scanning speed. 
(a) PDAS for top, middle and bottom locations of the SS 316L deposit (b) SDAS for middle and top 
location of Inconel 625 deposit and PDAS for bottom location of Inconel 625 deposit. 
The measured PDAS and SDAS values were related to the calculated solidification parameters 
(G and R) based on the well-tested Kurz and Fishers’ model (Equation (7-6)). The material-
dependent coefficients A, n, and m were determined by using a least squares fit procedure. For 
the SS 316L powder material, the exponents were set as n=m=1/3 based on the previous study 
[229]. Subsequently, the constant A can be determined as A=80.37 with a coefficient of 
determination r2=0.94. Similarly, The SDAS of the Inconel 625 can be fitted with the calculated 
G×R values by setting the exponents as n=m=1/3, and the constant A was then finalized as 
A=60.64 with r2=0.99. For the PDAS prediction of Inconel 625, the exponent values n=1/2 and 
m=1/4 have been proved to be reasonably accurate for nickel-based superalloys in the laser 
additive manufacturing process [202,230]. Therefore, the constant A was determined as 
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A=428.44 with r2=0.944. The fitted microstructure scale solutions and the measured PDAS and 
SDAS average values are shown in Figure 7-11. 
 
(a) 
 
(b) 
 
(c) 
Figure 7-11. Experiment measured PDAS (a), (b) and SDAS (c) averaged values and the fitted 
microstructure scale solutions in a function of thermal gradient and solidification rate.  
According to the built microstructure scale relationships shown in Figure 7-11, the 
microstructure scale of the in-situ LPF-AM deposition may be predicted and viewed with respect 
to the primary process parameters. Figure 7-12 shows the derived PDAS map for the top zone of 
the SS 316L bead with respect to the laser power and scanning speed at the transient time 
moment t=L/2v. The PDAS values were calculated by combining the predicted solidification 
parameters with the fitted substructure scale solutions. As seen, the PDAS gradually grows with 
an increase in the laser power. This might be related to the fact that the higher laser power lowers 
the cooling rate, resulting in a coarser microstructure. More interestingly, it is observed that the 
PDAS has a higher variation rate over the scanning speed compared to that of the laser power. 
The experiment conducted by Muvvala et al. [231] showed that the cooling rate was more 
sensitive to the scanning speed in comparison to the laser power, which may justify the above 
PDAS variation rate observation. Moreover, it is observed that the finer microstructure may be 
achieved at the process parameter combination of higher scanning speeds with lower laser 
powers. However, the parameter combination should be kept within the temperature threshold 
window (shown in Figure 7-4) of the melt pool for an effective deposition. 
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Figure 7-12. PDAS map in dependence on the laser power and scanning speed for the top zone of SS 
316L bead at the transient time moment (t=L/2v) with a cellular dendritic morphology. 
7.5. Summary 
In this chapter, by utilizing the built process model of LPF-AM as elaborated in Chapter 5, the 
real-time localized transient thermal characteristics (temperature, cooling rate) and solidification 
parameters (thermal gradient and solidification rate) were linked to the process parameters for 
rapid prediction of the solidification microstructure in the LPF-AM process. Single-layer tracks 
of SS 316L and Inconel 625 were deposited at different laser scanning speeds to evaluate the 
above mentioned relations. It was found that the model predicted results are in good consistent 
with the experimental results. The DAS is more sensitive to scanning speed than laser power. 
Moreover, the finer microstructure could be achieved at the process parameter combination of 
higher scanning speed with lower laser power. However, to fulfill an effective deposition, the 
parameter combinations should be kept within the melt pool temperature threshold window. The 
cooling rate (G×R) increases from the bottom to the top location of the deposits, leading to the 
finer microstructure at the top zone for both the SS 316L and Inconel deposits. On the contrary, 
the G/R value decreases from the bottom location to the top location of the deposit, resulting in 
the gradual transition of the solidification mode for Inconel 625 deposits. 
The calculation time for the localized-transient cooling rate (G×R) and G/R ratio are around 4 ms 
with a tolerance of 10-3 in this study, confirming the potential of this work to be used for in-situ 
prediction of thermal and solidification characteristics as well as the real-time microstructural 
control. It should be mentioned that the calculation time may be considerably reduced with more 
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advanced code optimization algorithms (e.g., switching from Matlab to a compiled programming 
language such as C++). 
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Chapter 8. Application Ⅱ: Rapid Prediction of Thermal Cycle and Layer-wise 
Hardness for Stainless Steel 316L Thin-Wall Structure in LPF-AM* 
8.1. Introduction 
In the LPF-AM process, the complicated thermal cycles strongly depend on the processing 
parameters [3,194]. Improper parameter setting changes the thermal cycle history and may cause 
defects, i.e. pores, inclusions and cracks, that deteriorate the mechanical property of the as-built 
parts. In addition, the multi-layer deposition of LPF-AM is not a simple successive solidification, 
the accumulated heat from the prior layers can also change the heating and cooling rate of the 
following deposited layers. The process parameters should be adjusted for each layer to keep a 
steady deposition and preserve a uniform mechanical property [232]. Furthermore, due to the 
dearth of characterization tools, the in-situ thermal measurements are available only for the top 
surface locations where a thermal or photodiode imaging system is focused. Therefore, fast 
prediction of the thermal cycles and the corresponding mechanical property is urgently required 
for process parameter optimization and online control, to avoid common defects and ultimately 
achieve the desirable mechanical properties.  
Previous works on thermal cycle prediction of LPF-AM mainly utilize the Finite-Element 
Method (FEM) or Finite-difference method (FDM) to solve the built heat transfer models. They 
couple the thermal solutions with the mechanical and kinetic models to estimate the associated 
microstructural and mechanical properties. Costa et al. [233] built an FEM based thermo-kinetic 
model to investigate the substrate-size and interlayer-dwell-time effects on the thermal cycles, 
microstructure and the hardness distribution in the multilayer deposition of AISI 420 tool steel 
by LPF-AM. In their study, the final hardness of the deposit was predicted by the weighted 
average hardness of individual phases during the process. Zheng et al. [204,234] calculated the 
thermal cycle solutions from the thermal model built by the FDM and validated the predicted 
                                                 
* A similar version of this chapter will be submitted for publication as: 
Huang Yuze, Mohammad Ansari, Hamed Asgari, Mir Behrad Khamesee, Ehsan Toyserkani. Rapid Prediction of 
Thermal Cycle and Layer-wise Hardness for Austenitic Stainless Steel 316L Thin-Wall Structure in Laser Directed 
Energy Deposition (Powder-fed Additive Manufacturing). 
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cooling rate by using the established relations of secondary dendrite arm spacing (SDAS) in the 
multi-layer deposition of SS 316L in LPF-AM. The micro-hardness variation in deposit 
thickness was also estimated based on the Hall-Petch equation. Manvatkar et al. [229] developed 
an FEM-based heat conduction model to compute the thermal cycles in the thin-wall structure 
deposition of 316L by LPF-AM. The computed layer-wise cooling rates were then used to 
predict the SDAS along the deposit’s heights, and the corresponding layer-wise hardness 
distribution was estimated by the Hall-Petch function. They found that the layer-wise SDAS and 
hardness were under-predicted and over-predicted, respectively. Later, in their extended study 
[235], they incorporated the heat convection and fluid flow into the thermal model and showed 
that the difference between the predicted and measured results in cooling rate and SDAS were 
significantly reduced. The above successful FEM- or FDM-based thermal models can provide 
estimations of the localized thermal cycles in LPF-AM with great accuracy, but the calculation 
time is high, and the models cannot be used for in-situ process control. 
Analytical thermal models have also been conducted to predict the thermal cycles and the 
associated microstructural and mechanical properties in LPF-AM. Bontha et al. [200] predicted 
the thermal cycles and the associated solidification microstructure based on the quasi-steady-
state Rosenthal solution in the thin wall structure deposition of LPF-AM. They also compared 
the quasi-steady-state solution with a nonlinear FEM-based thermal solution that considered the 
temperature-dependent thermal properties, finding that the Rosenthal solution provided a 
reasonable estimation for the solidification microstructure in the thin-wall Ti–6Al–4V deposition. 
However, Andrew et al. [236] argued that the quasi-steady-state Rosenthal solution is 
insufficient for predicting the cooling rate in thin-wall deposition. They compared the computed 
cooling rate from the quasi-steady-state Rosenthal solution with the experimental measurements, 
under various processing parameters in the multi-layer deposition of Fe-Co-1.5V, and found 
large differences for all cases. In a recent study by Jianyi et al [137], the quasi-steady-state 
Rosenthal solution was expanded to a transient analytical thermal solution, where the effects of 
the accumulation heat, the substrate thickness and the built-structure geometry on the thermal 
cycles were considered. The predicted thermal cycles were validated by the in-situ temperature 
measurements in the thin-wall Ti-6AL-4V depositions of LPF-AM, and showed a maximum 
error rate of 27%. The relatively large prediction error here may be induced by ignoring the 
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feeding powder flow, a fact verified in the research of Yaojian et al. [203], in which the feeding 
powder strongly influences the thermal fields and the associated microstructure in LPF-AM. 
This chapter aims to develop an integrated approach to predicting the localized thermal cycles 
and layer-based hardness by using the model built in Chapter 5. Special attention is paid to thin-
wall structure deposition with SS 316L powder. SS 316L has high corrosion and oxidation 
resistance and has been widely used with additive manufacturing for broad applications in 
marine, medical and nuclear industries [237]. Hardness is one of the most-common metrics for 
the mechanical properties of parts fabricated by LPF-AM, and can typically be measured in a fast 
and inexpensive way. In addition, the measured hardness data can provide insights into other 
properties (e.g., yield strength, wear resistance) [238]. 
8.2. Theory 
In multi-layer thin-wall structure deposition, shown in Figure 8-1, the laser starts at time 𝑡𝑠 and 
follows the scanning pattern along the x-axis. The built coordinate (x, y, z) is moving together 
with the laser, and the origin is set as the laser beam center.  
 
Figure 8-1. Schematic diagram for multi-layer thin wall structure deposition.  
Based on the model built in Chapter 5, the cooling rate ?̇? for 𝑋 = (𝑥, 𝑦, 𝑧) of the 𝑚𝑡ℎ layer at 
time moment 𝑡 can be derived as, 
 ?̇? = 𝜕𝑇𝑚(𝑋, t) 𝜕𝑡⁄  (8-1) 
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The length scale of the solidification microstructure in SS 316L deposits can be represented by 
dendritic arm spacing (DAS) [204,229]. With the transient cooling rate solution (Equation 8-1), 
the DAS can be predicted based on the well-tested Kurz and Fisher model [199],  
 DAS = 𝐴?̇?−𝐵 (8-2) 
where A and B are material-dependent parameters.  
As the previous study [238] argued, no secondary phases or other solid-state transformations 
happen in austenitic steels, the strength and hardness mainly depend on the solidification scale 
and the chemical composition. Therefore, the yield strength σ𝑦 may be estimated based on the 
well-known Hall-Petch relation as [239], 
 σ𝑦 = σ0 + 𝑘𝑦(𝑑𝑔)
−1/2
 (8-3) 
where σ0 and 𝑘𝑦 are material constants and 𝑑𝑔 is the average grain size.  
As the austenitic SS 316L deposited by LPF-AM typically exhibit a fine substructure with 
primary cells and columnar dendrites, researchers [204,229] have suggested that the grain size 
𝑑𝑔  shown in Equation (8-3) should be replaced by the finer DAS for strength and hardness 
prediction. Consequently, the yield strength σ𝑦 should be computed as σ𝑦 = σ0 + 𝑘𝑦(𝐷𝐴𝑆)
−1/2. 
Then the Vickers hardness (H𝑉) of the deposits may be predicted as [240],  
 H𝑉 = 3𝜎𝑦(0.1)
2−𝑚 (8-4) 
where m=2.25 is the Meyer exponent of steels [229].  
8.3. Materials and experimental procedure 
In this study, SS 316L powder (North American Höganäs, NY, USA) in the size range of 45-120 
µm was deposited on the sandblasted AISI 1018 steel substrate by the robotic laser powder-fed 
DMD®-IC106 (DM3D Technology, MI, USA) system. The DMD®-IC106 system (shown in 
Figure 8-2) includes a disk laser with the maximum power of 2 KW and wavelength 1030 nm 
and a dual powder feeder that is used to feed the metallic powder through a coaxial nozzle. The 
laser absorptivity was chosen as 0.4 for SS 316L, which is in line with the reported values in 
published works [175,206]. The thermo-physical properties of the SS 316L powder are shown in 
Table 7-1, Chapter 7. 
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Figure 8-2. Coaxial robot-based LPF-AM equipment 
Experiments were conducted for thin-wall structure deposits (shown in Figure 8-3 (a-c)) by 
following the scanning pattern as illustrated in Figure 8-1. The process parameters are listed in 
Table 8-1. The samples were cross-sectioned, mounted, polished and etched. All the deposited 
structures were sectioned at the mid-track length to measure the layer-based micro-hardness and 
investigate the microstructure by optical and scanning electron microscopy. The micro-hardness 
were measured at three adjacent midpoints in the length and width directions for each layer as 
illustrated in Figure 8-3 (c) by the Wilson 402MVD Vickers hardness tester, where a load of 300 
gf and a dwelling time of 30 s were set for hardness testing. The associated dendrite arm spacing 
were measured at the same locations (as illustrated in Figure 8-3 (c)) based on the Hilliard 
single-circle procedure followed by the ASTM standard [207]. The constants of A and n are 
taken as 80 and 0.33 [204], respectively. The coefficients, σ0 and 𝑘𝑦 were set as 150.8 and 575 
MPA (𝜇𝑚)0.5  [241], respectively.  The calculation of the thermal cycles in this study were 
conducted in the Matlab® R2017b by a HP® computer with Intel® CoreTM i7-6700 CPU 
(3.4GHz). 
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Figure 8-3. SS 316L multi-layers thin-wall deposits (a) Side view, (b) Top view and (c) Mid-length cross-
section with locations of hardness indents.. 
Table 8-1. Process parameters for SS 316L deposition by coaxial LPF-AM 
Parameters Values Parameters Values 
Scanning speed, [mm/min] 250, 500 Correction factor, 𝜇𝑀 2.5 
Laser power, [W] 600 Ambient temperature, [K] 300 
Powder feed rate [g/min] 8.5 Brewster effect coefficient, 𝑎𝑤 0.0196 
Laser beam diameter, [mm] 1.4 Laser absorptivity 0.4 
Nozzle height, [mm] 20 Track length, [mm] 30 
Layer thickness, [mm] 0.2 Powder stream radius, [mm] 4 
8.4. Results and discussion 
Figure 8-4 shows the calculated temperature variation of the points located at the mid-track 
length and top surface of different layers in thin-wall structure deposition using LPF-AM. Each 
cycle peak represents the new heat loading that occurs with each additional layer. As seen in 
Figure 8-4 (a), the temperature rises immediately as the laser approaches and rapidly as the laser 
moves away. At the end of the prior layer’s deposition, a new layer arrives, and reheats all the 
prior layers, leading to a rapid thermal cycle revolution.  
145 
 
 
       (a) 
 
            (b) 
 
          (c) 
Figure 8-4. Thermal cycles of the points located mid-track length and on the top surface of the (a) first 
layer, (b) alternate layers 1, 5 and 9 and (c) first layers under different scanning speeds in a ten layers 
thin-wall deposition of SS 316L by LPF-AM. 
In addition, the initial temperature of each following layer increases with an increase in the 
numbers of deposition layers. This finding may be attributed to the heat accumulation during 
multi-layer deposition, and has also been reported by previous research [204]. The accumulated 
heat amount is affected by the processing parameters (e.g., laser power, scanning speed). 
Similarly, the accumulated heat will also increase the peak temperatures of the following layers, 
shown in Figure 8-4 (b), where layer 9 has a higher peak temperature than layer 5 or layer 1. As 
observed from Figure 8-4 (c), the peak temperature of each thermal cycle decreases with an 
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increase of the laser scanning speed because a smaller amount of laser energy is deposited per 
unit time under a higher scanning speed. Therefore, the complicated thermal cycle revolution in 
multi-layer deposition can be predicted by the model built in this research.   
 
(a) 
 
(b) 
 Figure 8-5. Layer-based cooling rate (a) and (b) primary dendrite arm spacing variations with the layer 
numbers in ten-layer thin-wall structure deposited by LPF-AM. 
Subsequently, the cooling rates in the multi-layer deposition were calculated based on the 
thermal cycle solutions. The layer-based cooling rate was calculated for the locations (Figure 8-3 
(c)) used to measure the layer hardness at the time moment (𝑡 = 𝑡𝑇𝑠) of the last solidus 
temperature for each layer. Moreover, to compensate for the decreasing heat transfer rate of the 
following layers due to heat accumulation, the layer-based cooling rates were calculated with an 
increase of heat loading distance. The increased heat loading distance is assumed to be equal to 
the thickness of the built deposits. As can be seen in Figure 8-5 (a), the predicted layer-based 
cooling rate declines with an increase of deposition layer numbers, probably caused by the 
increase of the accumulated heat, which lowers the heat transfer rate in the upper layers. In the 
multi-layer deposition of the LPF-AM process, as the number of deposited layers increases, the 
heat transfer is mainly directed through the previously deposited hot layers, rather than the cold 
substrate, leading to a lower cooling rate. In addition, it can be clearly observed from Figure 8-5 
(a) that the cooling rate increases dramatically with an increase of the scanning speed, being 
consistent with the experimental results in reference [144].   
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Figure 8-6 further verifies the prediction results as depicted in Figure 8-5 and shows a finer 
microstructure at the bottom layer than that at the top layer. As seen, the solidification 
microstructure are primary cells without secondary dendrites, agreeing with the experimental 
observations in the previous research [204,229]. 
 
Figure 8-6. SS 316L solidification microstructure in the mid-track length cross-section of (a) top, (b) 
middle, and (c) bottom layer of ten-layer thin-wall deposit. Scanning speed 250 [mm/min]. 
As all the SS 316L deposits exhibit a typical cellular microstructure without secondary dendrites 
as shown in Figure 8-6, the primary dendrite arm spacing  (PDAS) was used to represent the 
solidification microstructure length scale. As can be observed from Figure 8-5 (b), the predicted 
PDAS agrees well with the experimental measurement for each layer. The PDAS grows with an 
increase of the layer numbers while shrinks with an increase of the laser scanning speed. The 
reason may be explained by the fact that the increased residual heat in the upper layers lowers 
the cooling rate while the increased scanning speed enlarges the cooling rate as shown in Figure 
8-5 (a). Accordingly, a higher cooling rate induces a finer solidification microstructure or vise 
versa [214]. Additionally, the predicted PDAS is gently larger than the associated experiment 
measurement at the lower layers and is smaller than the measurements at the upper layers. The 
slight overestimation for the PDAS at the lower layers may be attributed to the ignorance of the 
rapid heat sink effect of the substrate in the built analytical thermal model. The underestimation 
of the PDAS at the upper layers may be caused by the over-prediction of the cooling rate. In the 
built thermal model, the thermal conductivity of the materials are assumed to be temperature-
independent, leading to a lower heat conduction rate at the high temperature case. In addition, the 
heat convention in the melt pool reduces the cooling rate [235], and the heat convection effect is 
not considered in the thermal model. 
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(a) 
 
(b) 
Figure 8-7. Micro-hardness variation with the deposited layer numbers in a ten-layer thin-wall structure 
SS 316L deposit under (a) 250 [mm/min] scanning speed, (b) 500 [mm/min] scanning speed. 
Figure 8-7 shows the predicted and measured micro-hardness for each layer in a ten-layer thin-
wall structure deposited by LPF-AM. It can be clearly seen that the calculated micro-hardness is 
consistent with the experimental measurement under different scanning speeds. For both the 
lower scanning speed case (Figure 8-7 (a)) and higher scanning speed case (Figure 8-7 (b)), the 
layer-based micro-hardness decreases with an increase of layer numbers because the 
accumulated heat increases with the deposition time as the layer number increases. In addition, 
the heat transfer is directly transferred through the heated deposition layers rather than the 
substrate. Therefore, the hardness tends to be lower at the upper layers compared to that of the 
higher layers. Moreover, the calculated micro-hardness is gently smaller than the experimental 
values at the initial layers and become larger than the experimental results at the upper layers. 
These differences may be induced by the imprecise cooling rate prediction as discussed above. 
Another error source for those differences might be the ignorance of the residual stress in the 
yield strength calculation by Equations (8-3) and (8-4). 
8.5. Summary 
The localized thermal cycles of multi-layer thin-wall structure deposited by LPF-AM were 
predicted with the model built in Chapter 5. Subsequently, the layer-based cooling rate and 
micro-hardness were calculated based on the Kurz and Fisher model and the Hall-Petch relation, 
respectively. Ten-layer thin-wall SS 316L deposition experiments were conducted under 
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different laser scanning speeds, and the associated layer-based PDAS and micro-hardness were 
measured to verify the model. 
Below are the summarized findings. 
(1) The predicted PDAS matched well with the experimental measurements, verifying the 
accuracy of the cooling rate calculated by the thermal model. The calculated PDAS was 
slightly larger than the experimental values at the lower layers and become smaller than the 
associated measured results at the upper layers. This finding is attributed to the 
underestimation of the cooling rate at the initial layers with ignoring the rapid heat sink 
effect of the substrate. 
(2) The measured micro-hardness decreases with an increase of the layer numbers because the 
increasing heat accumulation and the distance from the substrate lower the heat transfer rate, 
leading to a decreased cooling rate in the upper layers with consequent lower micro-
hardness.  
(3) The calculated layer-based micro-hardness agreed fairly with the experimental 
measurements. The calculated micro-hardness values were larger than the experimental 
values at the upper layers under different scanning speeds, with a maximum prediction error 
of ~16.2%. The difference is mainly caused by the imprecise cooling rate prediction that 
occurs with assuming the temperature-independent thermal conductivity and ignoring the 
heat convection in the melt pool. 
(4) The calculation time for the localized cooling rate and layer-based micro-hardness are 
around 4 𝑚𝑠 , confirming the potential of this work to be used for in-situ model-based 
feedback control in the LPF-AM process. 
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Chapter 9. Application Ⅲ: Multi-objective Optimization of LPB-AM* 
9.1. Introduction 
Currently, owing to the dearth of characterization tools, it is extremely hard to measure the in-
situ subsurface features (e.g., melt pool depth, subsurface temperature) in the LPB-AM process. 
The major challenges have been discussed in Section 2.2.2. By utilizing the time-efficient 
process model of LPB-AM as built in Chapter 6, the real-time localized fabrication 
characteristics can be predicted with an adequate accuracy. However, the built process model is 
insufficient for quality prediction (e.g., density, roughness) of the final built parts due to the 
effect of the unforeseen stochastic physical phenomena (e.g., denudation, spatter) that are 
difficult to be mathematically modeled. 
Therefore, in this chapter, the developed process model was utilized to predict the in-situ build 
rate in the LPB-AM process. Meanwhile, empirical models were built to predict the density and 
the surface roughness of the as-built parts by using response surface regression with a Box-
Behnken design. Subsequently, the built process model and empirical model were integrated to 
simultaneously optimize the density, surface roughness and the in-situ build rate by using a 
multi-objective genetic optimization algorithm.  
9.2. Materials and experimental procedure 
The same stainless steel (SS) 17-4 PH powder as listed in Section 6.3.1 was utilized to run the 
experiments on the EOS M290 additive manufacturing machine. 3D cuboid samples (6 𝑚𝑚 ×
6 𝑚𝑚 × 40 𝑚𝑚) with multi-layer multi-track scanning were fabricated as shown in Figure 9-1. 
Same scanning pattern as illustrated in Figure 6-5 was applied for the 3D cuboid samples 
fabrication with stripe width (3 mm) and stripe overlap (50 µm).  
                                                 
* A similar version of this chapter will be submitted for publication as: 
Huang Yuze, Hamed Asgari, Zhang Zhidong, Mohammad Ansari, Mir Behrad Khamesee, Ehsan Toyserkani. 
Process Modeling and Optimization of Laser Powder-bed Fusion Additive Manufacturing: Formulation, Verification 
and Multi-Objective Optimization. 
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Figure 9-1.  Images of the LPB-AM printed cuboid samples 
9.2.1. Design of experiments (DOE) 
The Design-Expert® Software Version 11 (Stat-Ease Inc., Minneapolis, USA) was employed to 
plan the multi-layer multi-track scanning experiments using the response surface methodology 
(RSM) [242] with a Box-Behnken design [243]. Three different levels of laser power, scanning 
speed and hatch space were selected for the Box-Behnken design with five center points, as 
presented in Table 9-1. These parameter levels were selected with a scaling normalized enthalpy 
range (24~33) to keep a stable melting regime based on the single-track results. The layer 
thickness was fixed at 40 𝜇𝑚 . Subsequently, a quadratic regression model and a two-factor 
interaction (2FI) regression model were built for relative density and the surface roughness by 
using response surface regression, respectively. In addition, analysis of variance (ANOVA) was 
used to identify the significant parameters and their associated significant interactions. 
  
152 
 
Table 9-1. Processing parameters for the Box-Behnken design and the associated measured surface 
roughness and relative density. 
Ru
n 
Laser power 
[W] 
Scanning speed 
[mm/min] 
Hatch space 
[µm] 
Roughness, Sa 
[µm] 
Relative density, 𝜌𝑟  
[%] 
1 175 700 100 8.800 95.8 
2 175 800 110 16.200 96.3 
3 215 900 100 10.850 99.2 
4 195 800 100 10.185 98.5 
5 195 800 100 10.075 98.8 
6 195 700 90 7.025 97.5 
7 195 900 90 11.873 97.2 
8 195 900 110 14.155 96.4 
9 215 800 90 9.090 99.9 
10 215 700 100 8.610 97.9 
11 195 800 100 11.290 98.6 
12 175 900 100 14.015 95.6 
13 195 700 110 8.270 95.4 
14 195 800 100 9.745 98.6 
15 175 800 90 8.215 98.0 
16 195 800 100 8.580 98.4 
17 215 800 110 8.250 99.1 
9.2.2. Sample characterization 
The density of the as-built cuboid samples were measured according to the ASTM B311-17 
standard method [244]. In addition, the porosity of the cuboid samples were also checked by X-
ray computed tomography (XCT) technique using a ZEISS Xradia 520 Versa 3D X-ray 
microscope at a resolution (voxel size) of 13 µm.  
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As can be seen in Figure 9-2 (a, b), the as-built samples by LPB-AM have a significant 
anisotropic surface topography. Therefore, instead of using the two-dimensional center-line 
average roughness 𝑅𝑎, the three-dimension (3D) surface roughness 𝑆𝑎 were utilized to represent 
the surface finish. The top surface roughness of the cuboid samples was measured by a laser 
microscope VK-X250K (Keyence, Itasca, USA). For each sample, three different areas with 
dimensions of  500 𝜇𝑚 × 700 𝜇𝑚 were scanned for surface roughness (𝑆𝑎) measurement. The 
averaged measurement results of sample density and top surface roughness are utilized to build 
the empirical model and were listed in Table 9-1.   
 
Figure 9-2. Top surface image of the cuboid sample with anisotropic surface topography. (a) 2D image. (b) 
3D image. Laser power 175 W, scanning speed 700 mm/s, layer thickness 40 µm, hatch space 100 µm.  
9.3. Multi-Objective Optimization 
The real-time build rate 𝐵𝑅  may be defined as the volume of effective solidification of the 
powder material per second (𝑚𝑚3 𝑠⁄ ), 
 𝐵𝑅 = 𝑣 × 𝑤𝑝 × 𝑑𝑝    (9-1) 
For the in-situ melt pool dimensions (melt pool width 𝑤𝑝, melt pool depth 𝑑𝑝) in the multi-track 
and multi-layer scanning, as listed in Equation (9-1), the averaged values of first five tracks at 
the middle-stripe width position are applied. This could be calculated based on the built 
analytical model in Chapter 6. 
The density and the top surface roughness of the final part were empirically modeled by using 
response surface regression with a Box-Behnken design. The associated ANOVA results for the 
relative density and surface roughness are presented in Tables D-1 and D-2 (Appendix G), 
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respectively. In the ANOVA results, the capital letters A, B and C represent laser power, 
scanning speed and hatch distance, respectively. As seen from Tables D-1 and D-2, the Model F-
values are relatively large that imply the both built models are significant. In particular, the 
chance of occurrence for these large F-values caused by noise is only 0.01%. In addition, the 
Lack of Fit F-values are relatively small that indicate the Lack of Fit are not significant 
compared to the pure error in both built models. The predicted values of R² are in reasonable 
agreement with the associated adjusted values of R², with a difference less than 0.2 for the both 
built models. The large values of adequacy precisions (larger than 4) show desirable adequate 
signals for both the built models. 
Moreover, based on the calculated P-values (the model terms are significant when P-values are 
less than 0.05 (95% confidence level)), it can be derived that the significant parameters and their 
associated interactions are A, B, C, AB, BC, B2, C2 and A, B, C, AC for the relative density and 
surface roughness, respectively. According to the computed F-values, the predominant factor for 
relative density is laser power (A), followed by the square of scanning speed (B2), hatch space 
(C), interaction of laser power and scanning speed (AB), square of hatch space (C2), interaction 
of scanning speed and hatch space (BC) and scanning speed (B). By contrast, the most influential 
factor for the surface roughness is scanning speed (B), followed by the interaction of laser power 
and hatch space (AC), hatch space (C) and laser power (A).  
Correspondingly, the final regression equations for the relative density and surface roughness are 
expressed as: 
 
𝜌𝑟 = 0.400344 − 0.00308𝑃 + 0.00184𝑣 + 2.22849ℎ𝑠 + 1.92392 × 10
−6𝑃𝑣
+ 0.010096𝑃ℎ𝑠 + 0.003155𝑣ℎ𝑠 + 3.02637 × 10
−6𝑃2
− 1.56774 × 10−6𝑣2 − 37.03461ℎ𝑠
2 
(9-2) 
and 
 
𝑆𝑎 = −260.83171 + 1.33544𝑃 + 0.069247𝑣 + 2076.53125ℎ𝑠
− 0.000372𝑃𝑣 − 11.03125𝑃ℎ𝑠 + 0.26𝑣ℎ𝑠 
(9-3) 
respectively. It should be emphasized that the achieved empirical models for relative density and 
surface roughness are only valid within the investigated stable melting regimes. In other words, 
155 
 
the unstable balling and humping regions are not considered as those unstable regimes could be 
easily tailored based on the normalized enthalpy values in the experimental design stage. 
 
Figure 9-3. Diagnostics plots for externally studentized residuals. Normal probability plot for (a) relative 
density (b) surface roughness. Residuals versus the predicted response values for (c) relative density (d) 
surface roughness.  
To check the adequacy of the built empirical models, the studentized residuals were calculated 
and analyzed. As shown in Figure 9-3 (a) and (b), the normal probability plot of the residuals 
follows a straight line for both of the relative density and surface roughness models, indicating 
the residuals of both models follow the normal distribution. In addition, Figure 9-3 (b) and (d) 
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show the plot of residuals over the ascending predicted response values for the relative density 
and roughness, respectively. As seen, the plots are random scatters that indicates the size of 
residuals are independent of the size of the predicted values. This further confirms the constant 
variance assumption are valid in the built models. 
 
Figure 9-4. Three dimensional surface plots for relative density. (a) Hatch space 0.1 [mm].  (b) Scanning 
speed 800 [mm/s]. (c) Laser power 215 [W]. 
 
Figure 9-5. 3D visualization of the porosities in the fabricated cuboid samples. (a) Laser power 215 W, 
scanning speed 800 mm/s, hatch space 0.09 mm, normalized scaling enthalpy 31.28. (b) Laser power 215 
W, scanning speed 900 mm/s, hatch space 0.1 mm. normalized scaling enthalpy 29.49. The pores are 
labeled by the radius of the spheres shown in the 3D images. 
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Figure 9-4  (a-c) show the 3D response surface plots for the relative density. It can be observed 
that the relative density of the fabricated cuboid sample varies with a non-linear combinations of 
the laser power, scanning speed and hatch space. This phenomenon was also reported by Luis et 
al. [88] in the Inconel 625 powder material fabrication by LPB-AM. In addition, it can be found 
that the large values of  relative densities are obtained at the combinations of high laser power, 
large scanning speed and small hatch space. This conclusion is further verified by the CT 
scanning results, as shown in the Figure 9-5. As observed, very limited pores can be detected in 
the samples under the above combinations. 
Moreover, with keeping a high laser power (215 W) and a small hatch space (0.09 mm), as 
shown in Figure 9-4 (c), the relative density increases at first then decreases with the increase in 
the scanning speed. The variation pattern of the density may be related to the change of the 
normalized enthalpy, which is initially at a quite large value under the relatively low scanning 
speed. This may lead to severe evaporation and recoil pressure, resulting in destabilization of the 
melt flow and increase in porosity level [245]. With increasing in scanning speed, the normalized 
enthalpy decreases and a melting regime with high stability is achieved. However, when the 
scanning speed increases to a relatively high value, the normalized enthalpy reaches a low level 
and the melt pool size significantly decreases, as shown in Figure 6-17 and Figure 6-18. This 
may result in low bonding and small overlapping rate among the neighboring scanning vectors, 
which in turn, encourages the formation of pores or voids between tracks/layers [162]. Similar 
trends for the variation of the normalized enthalpy were also reported by King et al. [161] and 
Khairallah et al. [162] in the LPB-AM process. They concluded that the unstable melting regime 
would be achieved when the normalized enthalpy was too high or too low compared to the 
threshold of the keyhole regime under a medium normalized enthalpy. To be more specific, 
insufficient melting is induced under the too low normalized enthalpy case. However, pores or 
voids are generated under the too high normalized enthalpy case. 
Figure 9-6 (a-c) show the 3D response surface plots for the top surface roughness. The non-linear 
relationships are obviously noticeable for the interaction effect of laser power and hatch space on 
the surface roughness. The interaction effects, however, for both the laser power-scanning speed 
and scanning speed-hatch space are almost linear. Figure 9-6 (a) depicts that the surface 
roughness increases significantly with an increase in the scanning speed but decreases gently 
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with the increase in the laser power. According to the research conducted by Mumtaz and 
Hopkinson [246], lower scanning speed leaves more time for the melt pool to be flattened by the 
resultant force of gravity, surface curvature and external shear force before completion of 
solidification process. Therefore, the top surface roughness is subsequently reduced under low 
scanning speed. In addition, increasing the laser power under stable keyhole regime may enhance 
the recoil pressure. This can further flatten the melt pool and increase the top surface quality, as 
reported by Mahmoud et al. [247]. As observed in the Figure 9-6 (a) and (b), smaller hatch space 
induces lower surface roughness. This is consistent with the previous observation of Mahmoud et 
al. [247], in which decreasing the hatch space was shown to improve the overlap between the 
neighboring tracks and boost the wettability of the melt pool, resulting in better surface quality. 
Moreover, it can be seen in Figure 9-6 (b) that the effect of laser power on the surface roughness 
becomes more considerable under large hatch space, which may be explained by the same 
neighboring track connection theory due to the hatch space.  
 
Figure 9-6. Three dimensional surface plots for top surface roughness. (a) Hatch space 0.1 [mm].  (b) 
Scanning speed 800 [mm/s]. (c) Laser power 195 [W]. 
High relative density is achieved at a specific normalized enthalpy under the combinations of 
high laser power, relatively large scanning speed and small hatch space. However, the low 
surface roughness is obtained under the small scanning speed. Moreover, the maximum real-time 
build rate is reached at the largest normalized scaling enthalpy with highest melt pool dimension 
(depth and width), as shown in Figure 6-18. These objectives are conflicting with each other and 
the selection of the optimized process parameters cannot be easily performed with only fulfilling 
one objective. Therefore, a multi-objective optimization is conducted to simultaneously optimize 
these objects. This is done by integrating the physically-based analytical model (solution for the 
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in-situ build rate) and the statistically-driven empirical models (surface regression models of 
relative density and surface roughness) under the steady melting regimes with the following 
parameter constrains: 
 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒{−𝜌𝑟 (𝑃, 𝑣, ℎ𝑠), 𝑆𝑎 (𝑃, 𝑣, ℎ𝑠), −𝐵𝑅 (𝑃, 𝑣, ℎ𝑠)  };   
175 ≤ 𝑃 ≤ 215 W ;  700 ≤ 𝑣 ≤ 900
𝑚𝑚
𝑠
;  
90 ≤ ℎ𝑠 ≤ 110 𝜇𝑚; 𝑤𝑠 = 3 𝑚𝑚; ℎ𝑡 = 40 𝜇𝑚   
(9-4) 
The multi-objective optimization is solved by using the gamultiobj function in Matlab based on 
the controlled genetic algorithm (a variant of Non-dominated Sorting Genetic Algorithm-II [248]) 
to find the minima of the multi-functions defined in Equation (9-4). The solver parameters of the 
gamultiobj function are listed in Table E-1, Appendix H. 
Figure 9-7 (a) and Figure 9-7 (b, c, d) present a set of optimal solutions in the 3D Pareto front 
with regarding to the objectives, namely maximum density, minimum surface roughness and 
maximum build rate, and corresponding decision variables, i.e. processing parameters, 
respectively. It can be seen in Figure 9-7 (a) that some solutions which achieve the small surface 
roughness objective may result in low build rate and small density. Depending on the objective 
priority, the optimized parameter solution set can be chosen based on Figure 9-7 (b, c, d). As 
observed, the maximum density and build rate can be achieved at a combination of parameters 
with high laser power, medium scanning speed and medium hatch space. By contrast, the 
minimum surface roughness may be obtained by a combination of low scanning speed, small 
laser power and small hatch space. 
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Figure 9-7. Multi-objective optimization solutions for maximum density, minimum surface roughness and 
maximum build rate. (a) 3D Pareto front with the objective items. (b) 3D Pareto front with the decision 
variables mapping by relative density. (c) 3D Pareto front with the decision variables mapping by surface 
roughness. (d) 3D Pareto front with the decision variables mapping by build rate. 
9.4. Summary 
Reducing the building time while maintaining the fabrication quality is vital to broaden the 
industrial application of LPB-AM. By utilizing the time-efficient process model as built in 
Chapter 6, this chapter achieves the simultaneously optimization for minimizing surface 
roughness, maximizing the part’s density and maximizing the real-time build rate.  
The multi-objective optimization shows that the maximum density and build rate can be 
achieved at a parameters combination of high laser power, medium scanning speed and medium 
hatch space. By contrast, the minimum surface roughness can be obtained under the parameters 
combination with low scanning speed, small laser power and small hatch space. In addition, the 
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optimized parameter solution set can be chosen based on the built 3D Pareto fronts depending on 
the objective priority. 
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Chapter 10. Conclusions and Future Work 
The major objective of this thesis has been to develop time-efficient, simple yet reasonably 
accurate process models for both LPF-AM and LPB-AM. The models were expected to 
incorporate the most critical physics in the process, be capable of time-efficient process 
optimization, and potentially be employable for in-situ process control. Another goal was to 
explore a non-contact magnetic focusing approach to concentrating the diverging particles in the 
LPF-AM process. To this end, accelerated models for both LPF-AM and LPB-AM were built. In 
addition, a magnetic concentration approach was explored with three innovative configurations, 
all theoretically tested. This chapter summarizes the overall conclusions and findings in the 
thesis, and accordingly, proposes possible future-research directions. 
10.1. Summary of Conclusions and Findings 
Time-efficient process models of both LPF-AM and LPB-AM were built by a comprehensive 
analytical approach in the thesis. In the process modeling of LPF-AM, most of the relevant 
physics were considered: the interaction physics of the laser beam, powder stream and substrate, 
the wetting behavior of the liquid melt pool, the accumulated heat in the deposition process and 
the dynamic overlapping profile of the multi-track scanning were considered. Correspondingly, a 
heat and mass coupling comprehensive model of the LPF-AM process was achieved. The built 
model was verified experimentally with both a metal alloy material of Inconel 625 and pure iron 
under a wide range of process parameters. The model was also applied to predict the localized-
transient thermal, sub-structural and mechanical features of the as-built deposits. Similarly, for 
the process modeling of LPB-AM, the critical physics i.e., the randomly packed powder bed, 
heat source penetration, melting regime, heat accumulation and volume shrinkage were taken 
into consideration. Experiments with metallic SS 17-4PH powder validated the built model. 
Furthermore, the model was employed for a multi-objective optimization of the LPB-AM 
process.  
A novel magnetic concentration approach was proposed with three innovative configurations for 
the concentration design, namely, the doublet-Halbach-PMQs, doublet- EMQs and linear-
Halbach-PM. These different designs were theoretically tested with the built mathematical model. 
A linear-Halbach-PM setup was fabricated with Neodymium magnets N52 to build a strong 
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permanent magnet source. Experiments were also conducted with large-sized pure aluminum 
particles under the built linear-Halbach-PM setup. 
According to the built models and the associated experimental results, major conclusions and 
findings can be summarized as: 
1. A new module that analytically couples the laser heat flux and the powder mass flow was 
developed for LPF-AM. Important physics i.e., the attenuated laser intensity distribution, the 
heated powder spatial distribution and the melt pool 3D shape with its boundary variation 
were taken into consideration. Experimental depositions of Inconel 625 powder prove the 
high accuracy of the built module in clad geometry prediction (a maximum percentage 
difference of ~6.2% for clad width, ~7.8% for clad height).  
 
2. A powder catchment module of LPF-AM was built considering the variation of 3D melt pool 
shape and powder stream spatial distribution. Experimental depositions of Inconel 625 show 
a prediction error of less than ~6.8%. 
 
3. A novel magnetic concentration approach was explored for non-ferrous metallic particle 
focusing in the gas-powder stream of LPF-AM with various configurations. A one-pole 
linear-Halbach-PM array was fabricated with Neodymium magnets N52 to test the proposed 
PM-configuration. The other proposed configurations were theoretically tested. It was found 
that the proposed doublet-EMQs concentration with high frequency may be capable of 
concentrating particles with a radius 𝑟𝑝 ≥ 150 𝜇𝑚. Whilst this study did not confirm the 
concentration effect for the realistic powder stream, it did partially substantiate the focusing 
effect of the proposed approach for single particle focusing. 
 
4. With the built laser heat flux and powder mass flow coupled module, a comprehensive fast 
model of the LPF-AM process was developed. The single-track experimental measurements 
(clad height, clad width, dilution and wetting angle) show that the prediction error of the built 
model is less than ~14%. The multi-track multi-layer measurements also indicate that the 
model can perform high-accuracy dimension prediction of the built features.  
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5. Among the LPF-AM critical process parameters (i.e., laser power, scanning speed, powder 
feed rate, laser absorptivity, density, thermal conductivity and specific energy), the powder 
feed rate was found to have the largest positive effect on the clad height based on the 
sensitivity analysis, followed by laser absorptivity and laser power. By contrast, the process 
speed was found to have the largest negative effect on the clad height. 
 
6. The built comprehensive model of LPF-AM was successfully used for the real-time thermal 
characteristics, solidification parameters, and the corresponding microstructure prediction. 
The calculated real-time peak temperatures of the melt pool matched well with the 
experimental results under the SS 316L powder deposition. The predicted microstructure 
variations were in good agreement with the experimental observations for both SS 316L and 
Inconel 625 deposits at different locations of the deposited tracks made at various scanning 
speeds. When the developed model was applied for layer-wise hardness prediction, the 
calculated micro-hardness corresponded well with the experimental results, with a maximum 
prediction error of 16.2%.  
 
7. The porosity of a randomly packed powder bed in the LPB-AM process can be calculated 
from the built stochastic rain model with high accuracy. The predicted powder bed porosity 
was consistent with the experimental measurements with a 3.1% error percentage.  
 
8. Under both single-track and multi-track scanning of SS 17-4PH powder in the LPB-AM 
process, the thresholds for the melting regime transitions from the heat conduction mode to 
the transition mode and the transition mode to the keyhole mode can be identified with the 
normalized enthalpies ∆𝐻 ℎ𝑠⁄ = 24  and ∆𝐻 ℎ𝑠⁄ = 28 , respectively. Furthermore, the heat 
accumulation effect on the melting mode was insignificant during multi-track scanning.  
 
9. A time-efficient process model of LPB-AM was developed by a comprehensive analytical 
approach. Experiments with SS17-4PH powder were conducted to verify the model. Under 
single-track scanning, the predicted melt pool dimensions show a high accuracy compared to 
the experimental measurements under a steady melting regime, with a maximum ~14% error 
for width prediction and ~15% error for depth calculation. Under multi-track scanning, most 
165 
 
of the predicted dimensions fall within the error bar of the corresponding experimental 
measurements, leading to a maximum error difference of ~12 % for melt pool width and ~11 % 
for melt pool depth. 
 
10. The developed model of LPB-AM was successfully used for multi-objective optimization 
when combined with the part-scale density and surface roughness empirical models under the 
genetic optimization algorithm. The largest contribution here is that the optimized parameter 
solution set was provided with built 3D Pareto fronts. Accordingly, a variant optimized 
parameter set could be chosen based on the objective priority in the LPB-AM process.  
 
11. The simulations were run on a HP® computer with an Intel® CoreTM i7-6700 CPU 
(3.4GHz). The calculation code was programmed by Matlab® R2017b. The integral 
calculation tolerance was set to 𝑇𝑂𝐿𝐼𝑛𝑡 = 10
−3 and the drop out temperature rise tolerance 
was set as 𝑇𝑂𝐿𝑑𝑇 = 10
−3 𝐾.  The calculation time for the localized-transient characteristics 
in LPF-AM was around 4 𝑚𝑠, whereas the calculation time for the thermal solution of single 
point in LPB-AM was around 1.2 𝑚𝑠. These rapid computational rates of the built models 
are at least three times faster than those of the conventional models, confirming the capability 
of the built models for fast process optimization. Notwithstanding that the calculation rate of 
the built LPB-AM model has not fulfilled the response pace requirement (0.1 𝑚𝑠 [20] for 
LPB-AM) in the in-situ thermal feedback control, this work offers valuable insights into fast 
and high-fidelity process modeling. Moreover, the calculation rate of the built models may be 
significantly improved through advanced programming language or high-performance 
computers. 
10.2. Future Work 
A natural progression of this work is to realize the utilization of the built models in online 
feedback control of LPF-AM and LPB-AM. Considerably more work (e.g., temperature-
dependent thermo-physical properties, arbitrary-shaped domains simulation) will need to be done 
to fulfill this implementation. In addition, studies need to be carried out on advanced magnetic 
source, particle interactions, and dynamic profiles of the powder stream to expand and validate 
the realistic application of the proposed magnetic concentration generator. 
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10.2.1. Modeling of LPF-AM and LPB-AM 
1. The assumption of the temperature-independent thermo-physical properties of powder 
materials is one of the major error sources in process modeling of both LPF-AM and LPB-
AM. Instead of using averaged thermo-physical properties, temperature-varying thermo-
physical properties should be incorporated into the built models to increase the fidelity of the 
built models.  
 
2. Although the built models (Chapter 5 and Chapter 6) in this thesis have been extended from 
single-track to multi-track multi-layer simulations, they are limited to orthogonal domain 
simulation. As a result, model enhancement for arbitrary-shaped domains simulation is 
highly needed. 
 
3. The computation time for the built accelerated model of LPB-AM (Chapter 6) does not 
currently fulfill the requirement for short response time of thermal feedback control system 
in the LPB-AM process. Further model acceleration with advanced programming language 
(C++) or techniques (e.g., paralleling coding) should be conducted. 
 
4. The built models have been experimentally verified through lateral, coaxial LPF-AM 
deposition systems and EOS LPB-AM systems with various powder materials; those include 
alloy materials of Inconel 625, SS 316L, SS 17-4PH and pure iron material. More diverse 
AM systems should be employed for further model verification. Likewise, model verification 
should be sought under a larger number of powder materials. 
 
5. While the calculation rate of the built LPF-AM model fulfills the response pace requirement 
(100 𝑚𝑠 [19] for LPF-AM) of the thermal feedback control systems in LPF-AM, the built 
model is limited for single-material deposition only. Fast process modeling of LPF-AM with 
multi-material deposition for functionally graded materials (FGM) parts would be a fruitful 
area for further work. 
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10.2.2. Magnetic concentration generator for particle concentration 
1. Although the theoretical calculations show that the proposed doublet- EMQs concentration 
generator is capable of focusing small-sized particles, magnetic sources with extremely high 
frequency are required. This high field frequency demand is truly challengeable for the 
conventional electromagnetic source. As a result, new magnetic sources (e.g., 
superconducting magnet) with high field frequency are urgently needed for further 
exploration.  
 
2. The research of the thesis only theoretically tested the concentration effect for the spherical-
shaped particles. More broadly, research is also needed to test particles with other irregular 
shapes. 
 
3. Further research needs to be conducted on particle interaction effect (e.g., particle collision) 
and drag force effect to achieve the simulation of the powder stream dynamic profile with a 
higher accuracy. 
 
4. The present research is applicable for electrical conducting metallic particles only. To expand 
the application of the proposed concentration generator for non-conducting particles, the 
charged particle technique should be explored and incorporated into the proposed 
concentration generator.  
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Appendix A Powder Stream Effective Radius 
The effective radius of powder stream is defined as one that reduced to 1 𝑒2⁄  of the peak 
concentration value in the stream center. The grey values of the images for the powder stream in 
transverse direction were measured by the ImageJ software, which shows a Gaussian distribution 
(as shown in Figure A-1). Then the effective radius of powder stream 𝑟(𝑧) at a distance 𝑧 with 
the nozzle outlet can be measured in ImageJ. For simplification of the modeling, the powder 
stream is approximated with circular cone geometry. The effective radius of powder stream can 
be derived as, 
 𝑟(𝑧) = 𝑟0 + 𝑧𝑡𝑎𝑛𝜃 (A-1) 
In which 𝜃  is the effective divergence angle, 𝑟0  is the nozzle internal radius. Cold flow 
experiments were designed to measure the effective divergence angle with various settings of 
nozzle internal diameter, argon gas velocity and powder feed rate by a CCD camera (see Table 
A.1). 
 
Figure A-1. Powder stream effective divergence angle measurement 
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Table A-1. Powder stream effective divergence angles 
Powder 
feed rate 
(g/min) 
Argon 
gas feed 
rate 
(dL/min) 
     r0=0.35(mm)       r0=0.7 (mm) r0=0.8(mm) 
Divergence 
Angle (°) 
Valid for 
(mm) 
Divergence 
Angle (°) 
Valid for 
(mm) 
Divergence 
Angle (°) 
Valid for 
(mm) 
3 2.5 4.5±0.2 Z<18 5.8±0.2 Z<20 6.4±0.2 Z<24 
3 3.5 4.7±0.2 Z<18 6.0 ±0.2 Z<20 6.8±0.2 Z<24 
3 4.5 5.2±0.2 Z<17 6.4±0.2 Z<19 7.1±0.2 Z<23 
5 2.5 5.7±0.2 Z<17 6.8±0.2 Z<18 7.6±0.2 Z<24 
5 3.5 6.4±0.2 Z<17 8.0±0.2 Z<18 8.1±0.2 Z<22 
5 4.5 6.6 ±0.2 Z<17 8.4±0.2 Z<18 8.5±0.2 Z<22 
7 2.5 7.3±0.2 Z<16 8.6±0.2 Z<17 9.0 ±0.2 Z<21 
7 3.5 7.7±0.2 Z<16 8.9±0.2 Z<17 9.5±0.2 Z<20 
7 4.5 8.1±0.2 Z<16 9.3±0.2 Z<17 9.8±0.2 Z<20 
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Appendix B Effective Molten Pool Projection Area 
To calculate the effective molten pool projection area, the molten pool top surface is 
approximated by the inclined surface 𝑆1 that cuts through its highest point E and lowest point A. 
S1 is projected to powder transverse planes 𝑆2 and 𝑆3 with the effective projection area 𝐴𝑆2 and 
𝐴𝑆3 (shown in Figure B-1) 
 
Figure B-1. Molten pool projection on powder transverse plane 
Based on the 3D molten pool function built in Section 3.2.4, the molten pool projections on 
inclined surfaces 𝑆2  and 𝑆3  are approximated with the geometry of ellipses. 
Projection area 𝐴𝑆2:  
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Projection area 𝐴𝑆3:  
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 (B-2) 
where 𝑙1 and 𝑙2 are the major semi-axis of the ellipse projection area 𝐴𝑆2 and 𝐴𝑆3, respectively. w 
is the minor semi-axis, being equal to half of the melt pool projection width on substrate surface.  
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Appendix C Drag Force Calculation for Spherical Particles 
As the transverse velocity component of the particle is nearly the same with that of the carrier 
gas in the blown-powder feeding process, the gas drag force in the transverse direction will be 
almost zero. Here only the radial drag force component was computed. The parameter data used 
for drag force calculation was listed in Table C-1. 
Table C-1. Parameters for the drag force calculation 
Particle radius Relative velocity Gas kinematic viscosity Gas density Drag force 
25~500 𝜇𝑚 0.1~0.5 𝑚 𝑠⁄  1.48 × 10−5𝑚2 𝑠⁄  1.225 𝐾𝑔 𝑚3⁄  0.02~0.2 𝜇𝑁 
The Reynolds number of the particles is computed as, 
 𝑅𝑒 =
2𝑣𝑟𝑅𝑝
𝜗
 (C-1) 
where 𝑣𝑟 is the relative velocity of the particle to the gas flow, 𝜗 the kinematic viscosity of gas 
flow. It was noticed that the Reynolds number in this research follows within the range of 0.1 ≤
𝑅𝑒 ≤ 1000. Accordingly, the drag coefficient 𝐶𝐷 can be calculated as [249], 
 𝐶𝐷 =
24
𝑅𝑒
(1 + 0.14𝑅𝑒
0.7) (C-2) 
Thereafter, the radial drag force component can be calculated as [127], 
 𝐹𝐷 =
𝜋
2
𝐶𝐷𝜌𝑣𝑟
2𝑅𝑝
2 (C-3) 
After solving the above Equations (C-1, C-2 and C-3), the radial drag force component was 
found to be in the range of 0.02~0.2 𝜇𝑁. Compared to the magnetic force that are capable for 
effective particle focusing (≥ 10 𝜇𝑁) as shown in Figure 4-8 (c), the gas drag force on the 
particle can be ignored due to their relatively small magnitude, roughly 0.2%~2%  of the 
effective magnetic force. 
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Appendix D Aluminum Particle Deflection Test  
To investigate the concentration effect of the linear-Halbach-PM configuration, a simplified one 
pole linear-Halbach-PM array configuration (Figure D-1 (a)) was designed and fabricated with 
Neodymium magnets N52 (K & J Magnetics, Plumsteadville, USA). As shown in Figure D-1 (b), 
the height ratio between the N52 magnets and the mild steel was optimized by the parametric 
sweep module in COMSOL Multiphysics® software. As seen, the largest field intensity can be 
achieved with a height ratio of ~0.1. The 2D filed intensity distribution was shown in Figure D-1 
(c) with the optimized height ratio setup. 
 
Figure D-1. Design optimization of the proposed one pole linear-Halbach-PM array. (a) Schematic 3D 
view. (b) Field intensity 𝐵𝑟 sweep optimization. (c) Field intensity 𝐵𝑟 2D distribution. 
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The surface field intensity of the fabricated linear-Halbach-PM configuration was also measured 
by a LakeShore Model 410 Gauss meter, showing an averaged flux density of ~1.27 T. Pure 
aluminum particles (Alfa Aesar, Tewksbury, USA) were used in the experimental test and were 
sieved to the size range of 210 ~ 250 𝜇𝑚. The particle morphology was shown in Figure D-2 (b). 
As seen, most particles exhibit a near spherical morphology, whereas particles with irregular-
shaped morphology can also be identified. The powder feeder purchased from Sulzer Metco was 
used to feed the particles passing through the designed one pole linear-Halbach-PM array with 
compressed argon gas.  
 
Figure D-2. (a) Experimental picture of the particle defection test under the fabricated one pole linear-
Halbach-PM array and (b) aluminum particle morphology. The dimensions of N52 magnet block, middle 
mild steel block and small cylinder magnet were 25 × 25 × 25 𝑚𝑚, 25 × 3 × 25 𝑚𝑚 and 3 𝑚𝑚 
diameter with 0.8 𝑚𝑚 thickness, respectively. 
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Figure D-3. Aluminum powder stream images. (a) Without PM array and (b) with PM array, the particle 
velocity is 2 𝑚/𝑠. (c) Without PM array and (d) with PM array, the particle velocity is 4 𝑚/𝑠. 
Figure D-3 shows the powder stream images as the particle travelling with and without the 
fabricated one pole linear-Halbach-PM array. The images were taken by a Canon EOS 60D 
camera with a Penta-con 135 mm f/2.8 lens. Compared with the setup without PM array (Figure 
D-3 (a) and (c)), the powder streams still keep symmetrical and no deflection as the particles 
traveling though the PM array magnetic field (Figure D-3 (b) and (d)), which agrees with the 
derivation in Section 4.4 that the linear-Halbach-PM configuration is not capable for particle 
concentration. 
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Appendix E Magnetic Force Simulation 
Magnetic forces on aluminum particles were simulated by an ANSYS Maxwell V16 software 
with a simplified one pole EM configuration. The transient eddy current density 𝑱  in the 
particle/conductor is solved by, 
 
{
 
 
 
 ∇ ×
1
𝜎
∇ × 𝑯 = −
𝜕𝑩
𝜕𝑡
∇ ∙ 𝑩 = 0
∇ ∙ (𝜖∇
𝜕∅
𝜕𝑡
) = ∇ ∙ (𝜎∇∅)
∇ × 𝑯 = 𝑱
 (E-1) 
where 𝑯 = 𝑩 𝜇⁄  is the field strength, 𝜖 the absolute permittivity and ∅ is the electric potential. 
The boundary condition was set as 𝒏 ∙ 𝑱 = 0 (𝒏 is the normal vector) on the conductor surface. 
As seen in Figure E-1, the induced eddy currents show a non-uniform distribution over the whole 
particle when the particle travels through the designed one pole EM configuration. 
 
Figure E-1. Transient eddy current simulation for an aluminum particle travels though the one pole EM 
configuration. Particle radius 𝑅𝑝 = 300 𝜇𝑚, field frequency 𝑓 = 1 𝑀𝐻𝑧. 
Thereafter, the transient Lorentz force on the particle can be calculated by 𝑭 = ∫(𝑱 × 𝑩)𝑑𝑉𝑝. 
The averaged magnetic force for an aluminum particle of radius 𝑅𝑝 = 300 𝜇𝑚 was ~60 𝜇𝑁 
under the designed one pole EM concentration generator. 
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Appendix F Superposition of the Resultant Heat Source Solutions by Integration 
The energy exchange for the resultant heat source may be considered as a local surface process 
on the 𝑧 = 0 plane in the built moving coordinate as shown in Figure 5-2. Thus, the laser energy 
source and the equivalent powder stream energy source can be calculated as,  
 𝐼(𝑥, y) =
2𝛽𝑤𝑃𝐿
𝜋𝑅𝐿
2 𝑒𝑥𝑝 (−
2(𝑥2 + 𝑦2)
𝑅𝐿
2 ) ,  𝑅𝐿 = √𝑅0𝐿
2 + 4𝜃𝐿
2𝑧0
2 (F-1) 
 
𝐼𝑝(𝑥, y) =
2𝑠𝑖𝑛𝜑𝑐𝑝?̇?(𝑇0 − 𝑇𝑚)
𝜋𝑟𝑎𝑣𝑔2
𝑒𝑥𝑝 [−
2[𝑥2 + (𝑦𝑠𝑖𝑛𝜑)2]
𝑟𝑎𝑣𝑔2
] 
𝑟𝑎𝑣𝑔 =
𝑟(−𝑅𝐿) + 𝑟(𝑅𝐿)
2
= 𝑟0 +𝐻𝑡𝑎𝑛𝜃 𝑠𝑖𝑛𝜑⁄  
(F-2) 
Thereafter, the 2D Gaussian heat source integral in Equation (5-6) can be simplified as, 
∫ ∫
𝐼(𝜉, 𝜂)
4𝜌𝑝𝑐𝑝[𝜋𝛼𝑃(𝑡 − 𝜏)]
3 2⁄
𝑒𝑥𝑝 [−
(𝑥− 𝜉)2+ (𝑦− 𝑣𝜏− 𝜂)2+ z2
4𝛼(𝑡 − 𝜏)
]
𝜂=∞
𝜂=−∞
𝑑𝜉𝑑𝜂
𝜉=∞
𝜉=−∞
  
= ∫ ∫
𝛽𝑤𝑃𝐿
2𝜋𝑅𝐿
2𝜌𝑝𝑐𝑝[𝜋𝛼𝑃(𝑡 − 𝜏)]
3 2⁄
𝑒𝑥𝑝 [−
(𝑥− 𝜉)2+ (𝑦− 𝑣𝜏− 𝜂)2+ z2
4𝛼(𝑡 − 𝜏)
𝜂=∞
𝜂=−∞
𝜉=∞
𝜉=−∞
−
2 (𝜉2+𝜂2)
𝑅𝐿
2
] 𝑑𝜉𝑑𝜂 
=
𝛽𝑤𝑃𝐿
2𝜋𝑅𝐿
2𝜌𝑝𝑐𝑝
∫ ∫
1
[𝜋𝛼𝑃(𝑡 − 𝜏)]3 2⁄
𝑒𝑥𝑝 {− [𝜉2 (
2
𝑅𝐿
2
+
1
4𝛼(𝑡 − 𝜏)
) + 𝜉 (
−2𝑥
4𝛼(𝑡 − 𝜏)
)
𝜂=∞
𝜂=−∞
𝜉=∞
𝜉=−∞
+ 𝜂2 (
2
𝑅𝐿
2
+
1
4𝛼(𝑡 − 𝜏)
) + 𝜂 (
−2(𝑦 − 𝑣𝑡)
4𝛼(𝑡 − 𝜏)
)] −
𝑥2 + (𝑦 − 𝑣𝑡)2 + 𝑧2
4𝛼(𝑡 − 𝜏)
} 𝑑𝜉𝑑𝜂 
=
2 𝛽𝑤𝑃𝐿
𝜌𝑝𝑐𝑝𝜋√𝜋𝛼𝑃
1 √(𝑡 − 𝜏)⁄
𝑅𝐿
2 + 8𝛼𝑃(𝑡 − 𝜏)
𝑒𝑥𝑝 [−
2[𝑥2 + (𝑦 − 𝑣𝜏)2]
𝑅𝐿
2 + 8𝛼𝑃(𝑡 − 𝜏)
−
𝑧2
4𝛼𝑃(𝑡 − 𝜏)
] 
(F-3) 
Similarly, the negative mass heat source integral in Equation (5-6) can be simplified as, 
 
∫ ∫
𝐼𝑝(𝜉, 𝜂)
4𝜌𝑝𝑐𝑝[𝜋𝛼𝑃(𝑡 − 𝜏)]
3 2⁄
𝑒𝑥𝑝 [−
(𝑥− 𝜉)2+ (𝑦− 𝑣𝜏− 𝜂)2+ z2
4𝛼(𝑡 − 𝜏)
]
𝜂=∞
𝜂=−∞
𝑑𝜉𝑑𝜂
𝜉=∞
𝜉=−∞
  
=
2𝑐𝑝?̇?(𝑇0 − 𝑇𝑚)
𝜋𝜌
𝑝
𝑐𝑝√𝜋𝛼𝑃
1 √(𝑡 − 𝜏)⁄
𝑟𝑎𝑣𝑔2 + 8𝛼𝑃(𝑡 − 𝜏)
𝑒𝑥𝑝 [−
2[𝑥2 + [(𝑦 − 𝑣𝜏) 𝑠𝑖𝑛𝜑⁄ ]2]
𝑟𝑎𝑣𝑔2 + 8𝛼𝑃(𝑡 − 𝜏)
−
𝑧2
4𝛼𝑃(𝑡 − 𝜏)
] 
(F-4) 
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Appendix G ANOVA Results  
Table G-1. ANOVA for relative density with quadratic regression model 
Source Sum of Squares df Mean Square F-value p-value 
 Model 0.003 9 0.0003 84.97 < 0.0001 significant 
A-Laser power 0.0013 1 0.0013 343.61 < 0.0001 
 B-Scanning speed 0 1 0 10.31 0.0148 
 C-Hatch space 0.0004 1 0.0004 95.82 < 0.0001 
 AB 0.0001 1 0.0001 15.08 0.006 
 AC 0 1 0 4.15 0.081 
 BC 0 1 0 10.14 0.0154 
 A² 6.17E-06 1 6.17E-06 1.57 0.2503 
 B² 0.001 1 0.001 263.53 < 0.0001 
 C² 0.0001 1 0.0001 14.71 0.0064 
 Residual 0 7 3.93E-06 
   Lack of Fit 0 3 5.45E-06 1.96 0.2625 not significant 
Pure Error 0 4 2.79E-06 
   Cor Total 0.003 16 
    Std. Dev. 0.002 
 
R² 0.9909 
  Mean 0.9771 
 
Adjusted R² 0.9793 
  C.V. % 0.2028 
 
Predicted R² 0.9079 
  
   
Adeq Precision 30.9087 
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Table G-2. ANOVA for surface roughness with 2FI regression model 
Source Sum of Squares df Mean Square F-value p-value 
 Model 91.13255625 6 15.18875938 16.18753 0.000127 significant 
A-Laser power 13.5981125 1 13.5981125 14.49229 0.003447 
 B-Scanning speed 41.33677813 1 41.33677813 44.05497 5.8E-05 
 C-Hatch space 14.24445313 1 14.24445313 15.18113 0.002979 
 AB 2.21265625 1 2.21265625 2.358154 0.155642 
 AC 19.47015625 1 19.47015625 20.75046 0.00105 
 BC 0.2704 1 0.2704 0.288181 0.603126 
 Residual 9.382999632 10 0.938299963 
   Lack of Fit 5.600749632 6 0.933458272 0.987199 0.530143 not significant 
Pure Error 3.78225 4 0.9455625 
   Cor Total 100.5155559 16 
    Std. Dev. 0.968658848 
 
R² 0.906651 
  Mean 10.30735294 
 
Adjusted R² 0.850642 
  C.V. % 9.39774599 
 
Predicted R² 0.69327 
  
   
Adeq Precision 13.17917 
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Appendix H Parameters Setting for Gamultiobj Function Solver 
Table H-1. Solver parameters of gamultiobj function for multi-objective optimization 
Parameters Value 
Population size 200 
Maximum generations 200 
Constraint tolerance 1e-6 
Crossover fraction 0.8 
Elite count 50 
 
