Accurate and robust estimation of state of charge (SOC) and state of energy (SOE) is critically significant for the battery management system (BMS). This requires that the estimation can be predicted reliably even under the dynamic working operation and different temperatures. This paper aims to present a multi-timescale estimator for SOC and SOE estimation using dual H infinity filter. The battery model parameter estimator and battery state estimator are executed with different timescales to address the slow time-varying on parameter and fast time-varying on state. In order to select the preferred timescale value, the timescale selection is theoretically analysed through the model accuracy and stability perspective. To assess the proposed multi-timescale H infinity filter estimator, lithium-ion batteries with different chemistries are executed on dynamic cycle at different temperatures. The results show that the SOC and SOE prediction errors are both within 1.5% under dynamic operation. The proposed algorithm is expected to be superior for practical application.
I. INTRODUCTION
Recently, new energy has attracted more and more attention due to the crisis of energy sources and environmental pollution. Lithium-ion batteries, which have the reputation with high energy, power density and environmental friendliness, are widely used in electric vehicles (EVs) and energy storage system [1] . To guarantee the batteries work with safety, reliability and efficiency, the battery management system (BMS) plays a great role in monitoring the operating process and providing the system state. State of charge (SOC) defined as the remaining energy of battery, is one of the most critical states in BMS [2] .
A wide variety of methods have been proposed to predict the SOC. Generally, these approaches can be grossly divided into four categories [3] . The first category is the conventional methods, including ampere-hour method [4] and open circuit voltage (OCV) based method [5] . The second category is the non-liner observer approaches, such as sliding mode observer [6] and proportional-integral observer [7] . The third category is the adaptive filter, for instance, Kalman filter [8] . The final category is the artificial intelligence, for example, The associate editor coordinating the review of this manuscript and approving it for publication was Emilio Barocio. neural network [9] , support vector machine [10] . Among the above methods, the adaptive filter based methods represent accurate and robust capability due to the close loop feedback for error correction. For instance, Plett [11] proposed Thevenin model based extended Kalman filter (EKF) to predict the battery SOC. In [12] , Min and On-Mora developed a combined model, which consisted of a RC network and run time model. This model took the capacity degradation and thermal into consideration. In [13] , a nonlinear battery model was put forward to estimate the SOC of lithium-ion battery with EKF method. EKF was applied to reduce the impact of the system noise. The proposed algorithm achieved accurate results of SOC estimation based on the nonlinear model. These adaptive filters are based on the equivalent circuit model (ECM) with fixed parameters identified offline for the trade-off between complexity and accuracy. It is clear that the battery model and estimation method are the two key factors battery model and estimation method are the two key factors of battery state prediction. For the former factor, a series of algorithms based on improved Kalman filter are widely used. The EKF represents a good estimation with dynamic profiles, and is robust against the initial SOC error [14] . However, in EKF, the linearizing process of highly nonlinear battery system by using the first order Taylor series VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ expansion can reduce the accuracy and result in an unstable filter. The unscented Kalman filter (UKF) had a better estimation compared with the EKF [15] . The reason was that UKF employs unscented transform (UT) to approximate the mean of state variables. The mean values can perform thirdorder precision of the real values. Later, the cubature Kalman filter (CKF) was proposed for state estimation based on the radial-spherical cubature rule [16] . In [17] , the H infinity filter was developed to estimate SOC with multi-model, and the Bayes theorem-based probability method was employed to determine the optimal weights. Recently, to address the different timescales between battery parameter and state, filters with multi-timescales were proposed and applied to identify the parameter and estimation state in regarding that the slow time-varying on parameter and fast time-varying on state, for instance, multi-scale EKF [18] . For the latter factor, as the battery model is a strong non-linear system, the battery parameters are easily effected by many elements, such as SOC, temperature and working load. For this reason, the online identification approaches were widely used in the BMS application, for instance, recursive least square (RLS) [19] , particle swarm optimization (PSO) [20] . Therefore, the SOC and battery parameter joint estimation has been widely studied for achieving accurate and robust estimation. The existing joint estimation approaches are relative limited and generally divided into two categories. Approaches from the first category estimate the parameters and state with different methods, such as RLS-UKF based method [21] . The two methods of this category work independently in two modules. Hence, the robustness is difficult to guarantee. For the latter category, the parameters and state were estimated with identical filter like dual UKF [22] . Since the parameters were also identified with a close-loop way, this category can achieve higher accuracy estimation. In recent years, state of charge (SOE) regarded as a new indicator has been studied for indicating the battery energy state [23] - [25] . SOE indicates remaining discharge energy (RDE), which is defined as the ratio of RDE to the maximum available energy. SOE is function of battery terminal voltage and current. Unlike SOC, SOE indicates RDE from an electrical energy viewpoint. Therefore, SOE has become an increasingly important indicator in BMS. A set of methods have been proposed to estimate SOE. The power integral approach is widely used due to its easiness to implement. Stockar et al. [26] proposed a SOE definition and applied the integral method to predict SOE. However, this method was highly reliant on the precision of sensors and the accuracy of initial value. The back propagation neural network was developed to estimate SOE under dynamic operation in [27] . However, this method depended on a large amount of training data. In addition, incorrect measured data may reduce the estimation accuracy. Lin et al. [28] proposed a multi-model fusion method to predict SOE considering the different temperatures and dynamic current profiles. However, this method was unsuitable for actual application due to its complexity. Besides, He et al. [29] used a Gaussian model to simulate the dynamic behaviors and presented the central difference Kalman filter (CDKF) to estimate SOE. Zhang et al. [30] proposed a multi-timescale filter to estimate the SOE and state of power (SOP), where the battery parameters ware identified by the PSO method. Rui [31] developed a double-scale H infinity filter to estimate SOC and SOE jointly. The method was validated by the hardware-in-loop platform, where the SOC and SOE estimation errors were both less than 1%.
As reviewed above, all the mentioned methods for online parameters identification and state estimation have achieved good results with their own merits. However, some issues are still not addressed clearly. Firstly, the RLS or PSO combined with KF-based filters or dual KF-based filters had made great efforts for online parameter identification and state estimation with the assumption that the system noises were known Gaussian. However, in actual, the system noises may be inexact and unknown. The H infinity filter can provide accurate estimation even under unknown system noises, which presents a promising observer prospect for battery state estimation in BMS application [32] . Secondly, although these methods consider the effects of the dynamic load and different temperatures on model identification and state estimation, most of the above methods are designed to estimate battery state for one type of battery. Few literatures study the robustness against the different battery chemistries. Thirdly, although the multi-timescale filters had been proposed to address the different timescale characteristics of battery system, that was the slow-change parameter like ohmic resistance and fast-change state like SOC, the theoretical fundamental for multi-timescale selection had been overlooked.
In this work, a multi-timescale observer is proposed for online battery parameter identification and state estimation. The battery model is identified by the H infinity filter online, which can provide effectively parameter prediction due to the close-loop feedback. Based on the online identification parameters, the SOC and SOE are estimated with a dual H infinity estimator. The selection of different timescale is theoretically investigated through the perspective of model accuracy and stability. Two kinds of battery, LiNiCoMnO 2 (NMC) and LiFePO 4 , are tested under dynamic cycles to validate the proposed method. The rest of this paper is organized as follows: Section II depicts the battery model and the definition of SOC and SOE. In Section III, the multi-timescale dual H infinity filter is presented in detail. Section IV introduces the application to battery system, and the proposed estimator is developed to estimate SOC and SOE.
The test bench and experiments for validation are illustrated in Section V. The results and discussion for validate the proposed method are presented in Section VI, followed by the conclusion.
II. BATTERY MODEL AND DEFINITION OF SOC AND SOE
Accurate battery model is required to guarantee the performance in parameter identification and state estimation. This section describes the first-order RC battery model to simulate the dynamic behaviors of lithium-ion battery. And then, the definition of state of charge and state of energy is presented. 
A. FIRST-ORDER RC MODEL
Due to the complicated chemical reactions, it is difficult to obtain an accurate battery model to simulate the dynamic behaviors, such as SOC and terminal voltage. Therefore, many battery models have been proposed to improve the performance in [3] . Generally, there are two common used battery models, electrochemical models and the equivalent circuit models (ECMs). ECMs have been widely used in the state prediction of BMS for its ease of implementation compared with the electrochemical model. The ECMs generally include an internal resistance, a series of polarization resistors and capacitors (RC) and an open circuit voltage (OCV). The accuracy of the model is closed to the number of RC. It is proved that a model with one or two RC network(s) seems to be a well choice and adequately satisfies the requirements of battery state estimation [33] . Hence, the first-order RC network ECM is put forward in this work. The schematic of the model is shown in Fig. 1 . The model consists of an internal resistance Rohm, first RC network R p C p (where, R p and C p are the polarization resistor and capacitance, respectively), and a power source U ocv . The dynamic behaviors of the battery model are described by Eq. (1).
where, U t is the terminal voltage. U ocv is the OCV. U ohm and U p are the ohm voltage and polarization voltage, respectively, and i is the current of the battery. C p and R p are the polarization capacitor and polarization resistance, respectively. t is the time interval. Let's transform Eq. (1) into discrete form:
U ocv in Eqs. (1)-(2) does not consider the battery working environment. However, in particular, OCV as a function of SOC and temperature can be expressed by the following equation based on the lumped electrochemical model [34] :
where, z is the abbreviation of SOC. k i,T (i = 0, . . . , 6) are the coefficients, which can be obtained by fitting the experimental database using least square method. Here, T represents the battery working temperature.
B. THE DEFINITION OF SOC
SOC indicates the rate of the remaining capacity to the maximum capacity [2] , which is shown in Eq. (4).
where z t is the SOC at time t, C n,T represents the maximum capacity, which is related with temperature. η z is the coulombic efficiency (η z = 0.99 in this work). Define k as the kth sample time and transform Eq. (4) into discrete form:
C. THE DEFINITION OF SOE SOE represents the ratio of the remaining energy to the maximum energy which can be expressed as [32] :
where SOE t is the SOE at time t, E n,T denotes the maximum energy. η s is the battery energy efficiency (η s = 0.99 in this work). We use s as the abbreviation of SOE. Define k as the kth sample time and transform Eq. (6) into discrete form:
III. MULTI-TIMESCALE H INFINITY FILTER
This section firstly describes the H infinity filter. Later, the multi-timescale H infinity filter is put forward to identify model parameter and estimate SOC and SOE.
A. DESCRIPTION OF H INFINITY FILTER
H infinity filter is a development form of Kalman filter. It is famous for its strong capability in restricting the unknown input disturbances on system output. The core idea is to guarantee that the norm of the system estimation error is less than all possible disturbances [31] . Suppose we have a standard linear discrete system:
where, x k and y k are the system state vector and output vector, respectively. F k−1 and H k are the nonlinear system function. w k and v k are the noises, which may be random with unknown statistical properties, or deterministic. ψ k is a state linear combination. L k is the matrix which defined by users. The goal is to estimate linear combinations of state.ψ k andx 0 are defined as the estimation of ψ k and the initial value of state. Using the game theory for deriving H infinity filter, the following cost function is defined:
where, P 0, Q k, R k and S k are symmetric positive matrices defined by users based on specific issue. It is not easy to minimize J 1 directly, a performance boundary is used to explore an optimal estimation strategy to satisfy the threshold. In other words, an estimationψ k need to satisfy:
where, ε is the specific performance bound. The detailed implementation of H infinity filter is presented in Table 1 . timescale.
where, y l,k+1 is the system measurement vector. u l,k represents the system input, w k , v k and ρ l represent the process noise with covariance Q x, measurement noise with covariance R x and parameter process noise with covariance Q θ , respectively. k (k = K , 2K , 3K , . . .) and l (l = L, 2L, 3L, . . .) are the micro timescale for the state vector and macro timescale for parameter vector, respectively. K is the system sample time, which is equal to 1 second. Noting that the value of L representing level of time-scale separation should be appropriate for ensuring the system stability and estimation accuracy. This will be discussed in Section 4.2.
The implementation process of the multi-timescale H infinity filter is presented in Table 2 .
From Table 2 , Step 1 initials the starting values of the system and parameter. Step 2 refreshes the battery states, including state of charge and state of energy. Step 3 updates the parameters value of the battery model. Repeat Step 2 and Step 3 until the end. For each sampling time, a fresh battery state and parameters will be predicted based on the previous state and parameters.
In this section, we establish the specific implementation of the multi-timescale H infinity filter in battery system according to the theory shown in Table 2 . Through the analysis of model accuracy and stability, the theoretical fundamental for multi-timescale selection is investigated in detail. And then, the framework of the proposed algorithm is illustrated.
IV. APPLICATION TO BATTERY SYSTEM
Based on the proposed multi-timescale H infinity filter, this section firstly illustrates the detailed process of application to the battery system. The different timescale selection is analyzed through the model accuracy and stability perspective. Finally, the framework of the proposed estimator is presented.
A. INITIALIZATION OF THE ALGORITHM
For parameter identification with macro timescale, the internal resistance, polarization resistor and capacitance are selected as the sate-vector. The terminal voltage U t denotes the measurement-vector. Based on the proposed battery model, we get the state space equations to prediction the battery parameters.
where,
For SOC estimation with micro timescale, the SOC t and polarization voltage U p are selected as the state-vector. The terminal voltage U t are also selected as the measurementvector. The state space for SOC estimation is shown as:
where:
For SOE estimation with micro timescale, the state space is similar to SOC state space, but with different coefficients being:
The initial parameters of the multi-timescale H infinity filter, includingx 0 , The accuracy and stability of the state space presented by Eq. (13) are related to the coefficient matrixes-like A k and B k , while the coefficient matrixes are dependent on the length of the macro timescale separation L. It seems that a small value of L can increase the parameter update frequency for reducing the error (e θ l ). Therefore, it looks reasonable with a small value of L. For further stability research, the state space Eq. (13) can be expressed as following equation using Z transform rule.
The Eq. (16) can be further arranged as:
Substituting Eq. (17) in Eq. (16), the measurement vector equation can be depicted by the following equation: Hence, the transfer function of system is expressed as:
Substituting the matrixes coefficient into the transfer function, we get:
where, Z is the transfer operator. The system should be asymptotically stable since the system operates in open loop. To fulfill the stability requirement, all poles should lie strictly within the unit circle of the Z plane according to the discrete system theory. To evaluate the stability, two sets of battery parameters at room temperature, which presented in Table 3 , are applying to analysis stability. The parameters are obtained from the experimental data identified by RLS offline. The pole coordinate values with different values of macro timescale step length under the two sets of parameters are presented in Fig. 2 . As the increase of L, the pole coordinate approaches zero. This will enhance the stability. This contradicts the previous statement about being smaller value of L.Hence, the large value of L seems plausible. For considering the accuracy and stability, we select a trade-off value of L.
C. FRAMEWORK OF THE PROPOSED ESTIMATOR
With the proposed multi-timescale method, the battery state and parameters of the battery can be predicted in micro-timescale and macro-timescale separately. The micro timescale separation K is set as 1 second as same as the data measurement sampling time. As the trade-off of model stability and accuracy, the macro timescale separation L is set as 5s. The initial battery parameters are obtained from offline identification based on the experimental data. The flow chart of multi-timescale H infinity filter for online battery state and parameters estimation is shown in Fig. 3 . In online estimation procedure, the measured data of battery, including the current, voltage and temperature is transferred to the presented estimator for estimating the system state and parameters. The framework of the proposed estimator mainly includes of three steps.
1) REAL-TIME DATA MEASUREMENT
During the dynamic cycle tests, the terminal voltage, current and temperature of the cells are obtained from the corresponding sensors. The measured data are transmitted to the computer by the TCP/IP and CAN bus. The proposed method is executed with the Matlab 2017 software.
2) ONLINE PARAMETER IDENTIFICATION AT MACRO TIMESCALE
On the basis of battery model, the iteration process of the model parameter identification can be built using the proposed algorithm with macro timescale. For the first iteration of macro timescale, the parameters of the model such as OCV, internal resistance, polarization capacitance, and polarization resistance are firstly set as the offline results based on the initial battery parameter and states. For the next iteration, the parameters are identified based on the identification results of the previous step and the updated battery state on the step 2.
3) SOC AND SOE ESTIMATION AT MICRO TIMESCALE
With the battery parameters identified online (described in step 2), the proposed estimator with micro timescale is executed to achieve accurate state estimation for overcoming the disturbance of the battery working condition. The states, SOC and SOE, are estimated at each micro timescale until the end of the experiments.
V. EXPERIMENT
A. TEST BENCH Fig. 4 presents the schematic of test bench, which is set up to obtain experimental data, including terminal voltage, current and OCV. The test bench consists of a battery tester (CBTS), a host computer and a thermal chamber. The battery tester generates discharging and charging with designed strategy and records the experimental data. The host computer is used to design and control all tests and store test data. The thermal chamber is used to regulate the working environment temperature for fulfilling the designed tests with a wide range temperature condition. The three parts transmit information using CAN bus or TCP/IP. The battery tester accuracy of current and voltage is about 0.05%. There are two types of lithium-ion battery tested in this work, namely NMC and LiFePO 4 . The former battery was bought from far east foster new energy Company LTD. The latter cell including test data came from literatures in [35] . The main product specifications of the cells are presented in Table 4 . The batteries are repeatedly tested at: 10 • C, 25 • C and 40 • C, and rest in the thermal chamber for two hours before running experiment for reaching the test temperature condition. Fig.5 is designed to study the OCV curve, which is the function of SOC. The actual available capacity is calibrated by the capacity test. The proposed algorithm is validated through the dynamic test.
B. TEST RESULTS
The OCV as a function of SOC and temperature is a key factor for SOC estimation. The true value can be obtained from the terminal voltage by resting the battery for a period time after charging and discharging. The battery is charged through CC-CV approach. For obtaining the OCV at different SOC levels, the battery is discharged at the current of 1C for six minutes, and is rested for two hours to reach the stable state before the next test is executed. Fig. 6 . represents the OCV test results at 10 • C, 25 • C and 40 • C. Fig. 6 (a-b) shows the OCV of NMC cell, and Fig. 6 (c-d ) is the OCV of LiFePO 4 cell. Fig. 6 (a) and Fig. 6 (c) are the curves of OCV versus SOC and temperature. Fig. 6 (b) and Fig. 6 (d) are the three dimensional response surface of OCV versus SOC and temperature. It is worth noting that OCV curves vary with temperatures. The OCV values at 10 • C are larger than that at other two cases, especially in the low SOC region.
The actual available capacity of a fully charged battery is closed to the working operation, which is different from the nominal capacity. The capacity test is designed as follows: Charge a cell with constant current-constant voltage (CC-CV) approach at room temperature, and then soak the fully charged cell at the test temperature for about two hours to ensure a uniform condition. Discharge the cell with a constant current of 0.5C at the test temperature. The actual available capacity is averaged over five tests. The capacity test results at different temperatures are list in Fig. 7. Fig. 7 (a) is the actual available capacity of NMC cell, and Fig. 7 (b) is the capacity of LiPO 4 cell. The fitting function of capacity versus temperature is expressed as follows:
Cell 1 (NMC):
Cell 2 (LiFePO 4 ):
The two kinds of current profiles, namely the dynamic stress test profile (DST) and the federal urban driving schedule profile (FUDS), are applied to validate the proposed method. The former profile designed by USABC is a simplified variable power discharge cycle with the same average characteristics and it uses a 360 seconds sequence of power steps with only 7 discrete power levels. The profile of DST is shown in Fig.8 (a) . FUDS designed by USABC is an automobile industry standard vehicle time-velocity profile for city driving. A completed FUDS current profile of 1372 seconds is shown in Fig.8 (b) . The positive current represents charging process, while the negative denotes discharging.
VI. RESULTS AND DISCUSSIONS
This section presents the results of battery parameters and states. The numerical indicators mean absolute error (MAE) and root mean square error (RMSE) are selected to evaluate the ability of the two estimators. The tests are executed on a laptop with 8.0 G RAM and 2.90 GHz CPU.
A. SOC AND SOE ESTIMATION OF THE CELL 1 (NMC)
To assess the proposed algorithm against different temperatures, the NMC cell is tested with DST cycle under different working temperatures. The OCV values related with temperature and SOC are obtained from Fig. 6 using interpolation method. The maximum available capacity at the particular working temperature is calculated by Eq. (21) .
A variety of literatures have investigated the battery parameter identification and SOC estimation at the room temperature of 25 • C [21] , [22] . Hence, the battery parameter identification and SOC estimation under high or low temperatures need more attention to study and analyze. The results of online identified parameters of Cell 1 (NMC) using H infinity filter at each macro timescale are shown in Fig. 9 . It is obvious that the model parameters depend on the battery state, such as SOC and temperature. The capacitance changes relative small. This makes it look like a constant. The polarization resistance at low temperature is larger than that at high temperature. Besides, the battery parameter varies relatively largely at the end of SOC. The reason is that the electrochemical reaction of the battery is more complicated at low SOC or low temperature condition. On the basis of this, we expect that the proposed method can also be accurate under other conditions, for instance, different dynamic profiles and different battery chemistries. Fig. 10 shows the predicted terminal voltage and prediction error. The predicted terminal voltage tracks the measured voltage well with maximum error 40 mV at 40 • C, which represents high accurate estimation. It is clear that the estimated error is also relatively large at the end of the experiment. This main reason is that the complication increases at low SOC stage, such as, the sharp drop of OCV may result in large error of the model terminal voltage. However, this situation seldom occurs in practical application of lithium-ion battery for preventing over discharge. The results of online identified parameters indicate that the H infinity filter for parameter identification at each macro timescale is highly robust in real-time estimation. It is clear that the proposed algorithm can track the model parameter well under different temperatures. Fig. 11 and Fig. 12 show the results of SOC estimation and SOE prediction based on the first-order RC model. Fig. 13 presents the numerical indicators of MAEs and RMSEs at different temperatures. Fig. 11 (a-b) represent the SOC estimation results under DST cycle at 10 • C and Fig. 11 (c-d) show the SOC estimation results under DST cycle at 40 • C. and 1.30%, respectively. The estimation SOC values approximate the reference values within the maximum error 1.5% shown in Fig. 11 (b) , which indicates the accurate estimation. The reason is that, in estimation process, an inaccurate SOC value results in an inaccurate output of terminal voltage interpolated from the OCV-SOC map presented in Fig. 6 . Due to the closed loop feedback mechanism of H infinity filter, the proposed estimator adjusts the gain to make the estimation SOC converge to the reference SOC based on the error between the prediction terminal voltage and measured voltage. Based on the results of predicted parameters and SOC, the SOE is estimated synchronously. Fig. 12 (a-b) illustrates the estimation and reference SOE. The estimation SOE is closed to the reference SOE due to accurate parameters and SOC results. Fig. 12 (b) shows the estimation SOE error with the maximum error 0.65%. The maximum MAEs and RMSEs of SOE are 0.15% and 0.18%, respectively. At 40 • C, similar accurate estimation results can also be obtained, which presented in Fig. 11(c-d) and Fig. 12(c-d) .
The maximum MAEs and RMSEs of SOC are 0.45% and 0.48%, respectively. The maximum estimation error is 0.65%. The maximum MAEs and RMSEs of SOE at 40 • C are 0.05% and 0.07%, respectively. The maximum estimation error is 0.3%.
The SOC can be accurately estimated under DST cycle at 10 • C and 40 • C. Based on the accurate parameters and SOC estimation, the SOE is also accurately estimated at different temperatures. From Fig. 13 , it can be seen that, the results at 40 • C are more accurate than that at 10 • C. The reason mainly is that the OCV-SOC curve at 10 • C changes relatively larger than OCV-SOC curve at 40 • C (shown in Fig. 6 ). This results in large terminal voltage error (e x k , e θ l ). This phenomenon is similar to the results of parameter identification and terminal voltage prediction. According to the above analysis, the proposed algorithm is expected to be accurate for practical application.
B. ROBUST AGAINST DIFFERENT BATTERY CHEMISTRES
The presented estimator is data driven method irrelevant battery chemistries. This section represents the SOC and SOE estimation results with lithium-ion phosphate battery under FUDS cycle at room temperature of 25 • C. To evaluate the effectiveness against the initial error, the initial values of SOC and SOE are both set as 80%. Fig. 14 illustrates the results of voltage estimation under FUDS cycle. There is a large error at the beginning experiment due to initial error. After about 10 seconds, the system is stable, and the maximum voltage error is less than 30 mV, which shown in Fig. 14.  Fig. 15 and Fig. 16 show the results of SOC estimation and SOE prediction based on the first-order RC model. The time of SOC converged to 5% error bound with 20% initial SOC error is 10 seconds. The time of SOE converged to 5% error bound with 20% initial SOE error is 6 seconds. After the system is stable, it is obvious that the proposed algorithm still accurately estimates the states for the entire test. The maximum MAEs and RMSEs of SOC are 0.18% and 0.44%, respectively. The estimation SOC values approximate the reference values within the maximum error 0.4% shown in Fig. 15 . The maximum MAEs and RMSEs of SOE are 0.16% and 0.43%, respectively. The maximum SOE prediction error 0.35% presented in Fig. 16 . From the results, it can be concluded that the proposed method can not only be robust against different battery chemistries, but also can be accurately estimate the battery states with initial errors.
VII. CONCLUSION
The change of the working condition can influence the battery estimation significantly. The battery state of energy is highly dependent on its parameters and state, such as the internal resistance and SOC. In order to accurately predict the state of energy, a multi-timescale H infinity filter has been proposed that considers the battery parameter and state change at different timescales, namely macro timescale and micro timescale. Based on the analysis of model accuracy and stability, multi-timescales are theoretically investigated and applied to estimate the battery parameter and state (SOC and SOE) in real-time. Experiments show that the proposed algorithm accurately track the model parameters in real-time. Based on the online identified parameter, the predictive terminal voltage is very close to the measured terminal voltage. The SOC and SOE are also estimated with high accuracy and robustness, for instance, at 10 • C, the estimation SOC error is less than 1.5%, and the MAE and RMSE are respectively 1.28% and 1.3% under DST cycle. As a data-driven based method, the developed algorithm has been successfully estimated the battery state on both NMC and LiFePO 4 cells. Despite the flat OCV of LiFePO 4 cell and initial errors, the presented method can still provide high accuracy estimation with maximum estimation SOC error 0.4% and maximum estimation SOE error 0.35% under FUDS cycle. The proposed approach can not only precisely estimate the parameters and state under dynamic cycles, but also can be used in the BMS due to its simplicity and appropriate computation. It is well known that the relationship between OCV and SOC is affected by the battery aging. In the future work, the battery aging will be considered to improve the robustness against the battery aging.
