ABSTRACT
INTRODUCTION
Sequence-based homology and motif analysis using PSI-BLAST (Altschul et al., 1997) or PROSITE (Bucher and Bairoch, 1994; Falquet et al., 2002) e.g. can provide a wealth of information. But the true functional properties of a protein must surely be represented most fully by a good 3D structure rather than just a 1D sequence. This is the starting point for our current work which aims to provide reliable, automated tools for recognizing significant structural motifs such as the Ser-His-Asp catalytic triad (Wallace et al., 1996) .
A small structural template for an active site typically consists of around ten functional atoms in a specific geometric * To whom correspondence should be addressed. † Supported by a MRC Training Fellowship in Bioinformatics. conformation. There are usually constraints on atom type and, occasionally, sequential relationships. We use such templates in two distinct ways. First we can regard templates as a signature of function and, in the context of functional genomics for example, probe a query structure using a library of templates to predict its function. Second we can regard the template as a query and probe a database of structures to discover matching sites.
Several tools have already been developed expressly for the purpose of looking for well-defined structural motifs. For example, TESS (Wallace et al., 1997) used geometric hashing (Wolfson and Rigoutsos, 1997) to search a PDB (Berman et al., 2000, http: //www.pdb.org/) fragment with slightly extended syntax to allow fuzzy matching of atom types. The suite including SPASM and RIGOR (Kleywegt, 1999 ) allows more general matching on C α and sidechain centroid positions. However, TESS requires significant pre-computation and storage and also imposes rather severe limitations on template semantics. SPASM is more efficient and flexible, but works only at the residue level; in particular, metal atoms and ligands are ignored. More recent contributions to the field include further work on SPASM and related software (Masden and Kleywegt, 2002) , a novel method of Singh and Saha (2003) based on global minimization.
One of the major challenges facing structural bioinformatics is to provide good, reliable statistics for measures of structural similarity. But there is a very good reason why this is a difficult goal to achieve. Suppose that a pair of (sub)structures match at rÅ RMSD after optimal rigid superposition. We may wish to ask: how likely is it that a pair of structures drawn at random match equally well? Herein lies the problem: what exactly do we mean by at random? Without a solid random model of protein structure space, or indeed a good definition of molecule space itself, we have little chance of solving this problem analytically. Attempts to generate random models are thwarted by the complex constraints imposed by backbone geometry and secondary and tertiary structural preferences.
In the case of template matching we can sidestep this issue by considering what we require most from a statistical analysis. When probing a large population of query structures using one template, there is little need for statistics: all results are directly comparable and ranking combined with per-template rule-of-thumb is sufficient. However, if two or more templates with differing specificity and sensitivity are used we need a normalization process in order to identify the strongest candidate sites. With this in mind we can design a simple empirical protocol to normalize scores with the caveat that individual values are very much heuristic measures of significance rather than quantities to be interpreted precisely.
In designing Jess (Jess is not an acronym; it is named in honour of its predecessor TESS, the T replaced by the first initial of the author of Jess) we were guided by the following requirements:
1. Generality: Jess should be capable of processing a template consisting of arbitrary constraints on physical, sequential and geometric properties. 2. Compatibility: A large number of TESS and SPASM templates have been derived and refined within our group. It would be desirable for Jess to be able to process these templates with a view to extending their definitions at a later date. 3. Normalization: In general, templates have widely varying specificity and selectivity. A method for normalization of similarity scores is essential if results from more than one template are to be compared. 4. Modularity: The internal design of Jess should be modular enough to allow modification to template syntax without significant re-coding.
The requirements for generality, modularity and compatibility are met by providing a core algorithm with which separately compiled templates cooperate. The Jess core and overall organization is explained in Section 2. At present, the only template compiler implemented is used to process TESS templates, removing the TESS requirement for a reference residue within the template [see Wallace et al. (1997) for details of the TESS algorithm and template syntax]. It should be clear from the text that development of compilers for templates with more flexible syntax and semantics is possible without modification to the Jess core.
Normalization is essentially a post-processing step. In the case of TESS templates, candidate sites are scored using RMSD after optimal rigid superposition with the template atoms. In section 3 we use empirical methods to derive a simple heuristic measure of significance for such scores.
ALGORITHM
The inputs to Jess are a template T and a protein structure M. Whatever the actual syntax of the supplied template we think of T as specifying the number n of atoms in the pattern coded for and a set C of constraints on those atoms (in the case of templates by example, geometric constraints are constructed by measuring pairwise distances between the atoms and allowing distance mismatches up to a maximum supplied as a parameter). The atoms of T are thought of as variables t 1 , . . . , t n , the ordering being unimportant but held fixed throughout the computation. The task facing Jess is to find all possible assignments {t 1 ← m 1 , . . . , t n ← m n } of atoms in M to the template variables which simultaneously satisfy all the constraints in C.
Problems such as this fall within the domain of constraint logic programming [see Marriott and Stukey (1998) for a good introduction]. Define a partial solution as a set of assignments {t 1 ← m 1 , . . . , t k ← m k } with k ≤ n for which all constraints in C involving t 1 , . . . , t k alone are satisfied. The basic method of solution is inductive; we assume a partial solution and attempt to extend it by fixing the assignment of one more variable. For the moment, assume the existence of a Wise Sage who can answer questions of the following form:
Then we can construct all complete solutions to the problem using the algorithm illustrated by the following recursive pseudocode (backtracking constraint solver/depth first search): Clearly, the performance of this algorithm is critically dependent on the performance of the Wise Sage who must not only answer correctly, but as quickly as possible. In our implementation, the sage is realized by a combination of a precompiled template T derived from T and a comprehensive index of the query molecule M built at runtime.
Using a specialist compiler (a small Perl script in the case of TESS templates) T is generated from the user-supplied template T by re-formulating T as a constraint program and writing out C code for a shared object with a well-defined interface implementing the Wise Sage. Internally, T relies upon an index of the query molecule built by the Jess core. Each request for an extension to a partial solution is satisfied by performing appropriate queries on the index and returning the results.
The choice of indexing scheme is critical. We are interested in geometry; for example, we might wish to specify that atom t 5 lies within the tetrahedron defined by atoms t 1 , . . . , t 4 , or that atom t 2 lies in an annular region with given geometry. But we also need to index other attributes such as atom and residue name. The data-structures best suited to the geometric part of the problem are geometric range query structures (Agarwal, 1997) .
One of the simplest such data structures is the kd-tree (de Berg et al., 1997) . The construction time for the (threedimensional) kd-tree is just O(n log n) where n is the number of points (atoms in the molecule), but the query time (for rectangular ranges) can be as bad as O( √ n + k) where k is the number of points reported. However, we have found that for typical queries in our problem domain the query time is much better than this (because the query regions are small compared with the size of the molecule). A significant advantage of the kd-tree is that arbitrary regions can be queried without decomposition into simplices or half-spaces [see de Berg et al. (1997) for more details]. Furthermore, for geometric range query structures, the trade-off between construction time/space and query time is well documented [see Agarwal (1997) for a review of the theory]. Thus, at least when probing a large number of molecules, the gain in performance through using a more sophisticated algorithm might not be significant. Finally, a kd-tree can be constructed on any data which can be ordered. Hence it is possible to integrate all of the PDB ATOM record fields into one index. Queries on the tree now take the form of regions with a geometric component and components specifying physical properties or sequential relationships.
In summary, the core of Jess is a combination of a backtracking constraint solver and a comprehensive index of the query molecule. The constraint solver works in cooperation with a separately compiled template to find solutions to the system of constraints in an efficient manner. Finally, the compiled template and core algorithm communicate only through a well-defined interface, thus rendering the task of adding new template syntax or semantics relatively simple.
METHODS
When working with a single template the need for statistical analysis is minimal. All results obtained are directly comparable. However, if we wish to compare results obtained using multiple templates, we must take into account the fact that different templates have widely differing specificities. What we require most from any statistical analysis is a normalization of results from differing templates. Our approach is empirical: in the usual way we construct a structurally non-redundant reference population R, and study the distribution of scores obtained when R is probed with each of the templates. A model distribution M T is constructed for each template T and M T is used to provide answers to questions of the following form:
Suppose that S is a population of protein structures drawn at random (with replacement) from R. What is the expected number E S (T , r) of sites found matching T to within rÅ RMSD?
Next suppose that P is a population of protein structures which are not necessarily drawn at random from R. Taking a leap, we assume that R is a faithful representation of protein structure space and imagine a population P * of the same size (size to be defined) as P but drawn at random from R. Then E P * (T , r) is our heuristic measure of significance for site matches at rÅ when P is probed using T . Now consider the case in which we scan a single structure s using two or more templates T k (k = 1, 2, . . .), and suppose that we obtain candidate sites T k at comparable RMSD r k . Given our data which one of these hits is the most noteworthy? As above, setting P = {s} we compute estimates E P * (T k , r k ) and rank the results. Since the E P * (T k , r k ) are measured against the same reference population, the minimal estimate corresponds with the most noteworthy site.
It remains to discuss the construction of the reference population R, fitting of model distributions M T , and computation of the expectations E P * . These three issues are covered in the following sections.
Reference population
SCOP (Murzin et al., 1995) and CATH (Orengo et al., 1997; Pearl et al., 2000) for example, provide lists of representatives at various levels of structural similarity. However structural classification takes place mostly at the domain level, and a number of our templates include features which cross domain boundaries. Therefore, it became necessary to generate a non-redundant set of multi-domain structures.
For each of the structures classified in CATH (version 2.4), we recorded domain composition at the H -level (homology) including multiplicity. Thus, each structure is assigned a label in the form of a multi-set of domain codes. We now introduce a partial order on such labels in the obvious way: A ≤ B if A ⊂ B with equality if and only if A = B. Our non-redundant data set consists of structures corresponding to maximal elements, one chosen from each of the chains implied by this partial order. The result is a set of 1042 structures, most of which are in fact single-domain.
Fitting model distributions
Using 186 enzyme active site templates (Craig Porter, private communication) we probed the reference population described above. The results were collected on a per-template basis. Typical distributions are shown in Figures 1 and 2 . Fig. 1 . Cumulative frequency (y-axis) against RMSD (x-axis) of candidate sites found when the reference population R is probed using one of our 3D templates. The template consists of five atoms in two residues derived from the functional site in ribulose-1,5-bisphosphate. The unimodal normal model shown fits this distribution at p > 0.3.
We used the Marquardt-Levenberg (ML) algorithm to fit normal distributions to cumulative frequency data and the Kolmogorov-Smirnoff test to assess the results (method details in Press et al., 1993) . We found that a large proportion of the distributions fitted well (around 30% fitted at p > 0.2). The rest could be modelled well (p > 0.2) using a bimodal mixture of two normal distributions.
It is notoriously difficult to fit a linear mixture of two normal distributions well, but we found the following method to be effective in this case. First fit a normal distribution N(µ, σ 2 ). Next, set initial values µ 1 = µ − σ , µ 2 = µ + σ , σ 1 = σ 2 = σ , α = π/4, and fit the mixture
2 ) to the data using the ML algorithm.
This method was successful in every case, even those in which the distribution is not significantly bimodal. Such cases can be identified after the fact by bootstrapping the data and computing error estimates on the parameters. If the fit to the data is good, large error estimates occur when there are too many degrees of freedom in the model; that is, the distribution is not truly bimodal. Typical values for error estimates were 2-5% in the case of bimodal data, and >100% for unimodal data.
The reader may be (justifiably) skeptical about the choice of model distributions, but there is good reason to expect multi-modal behaviour. Consider the case of a template which contains several atoms in a relatively rare conformation, but a large subset of these lie in a more common conformation. The set of sites which match the entire template generate one distribution, while the set which match the non-specific subset with a poor match in the remainder generate another. These two Fig. 2 . Cumulative frequency (y-axis) against RMSD (x-axis) of candidate sites found when the reference population R is probed using one of our 3D templates. The template is derived from the functional site of micrococcal nuclease and consists of seven atoms in two residues. The distribution fits the shown bimodal mixture of two normal models at p > 0.3, but the best unimodal normal model at only p < 10 −5 .
distributions combine in the results to produce a bimodal mixture. This observation also offers up the intriguing possibility of using this very bimodality to distinguish between candidate sites worth investigating further and those which are truly random.
To conclude this subsection, we fit both normal and bimodal models to the distributions. If the fit to the normal distribution is significant, we choose this model. Otherwise we use the bimodal model. Finally, in practice, we can always express the model in terms of a bimodal distribution, with redundant parameters in the case of unimodal data.
Estimating expectation
Raw expectations E P * (T , r), for the case in which P * and R are of comparable sizes, can be computed directly from the model M T . Furthermore, we expect E P * (T , r) to scale linearly with the relative sizes of P * and R. Thus it remains to decide what exactly we mean by size in this context. The most obvious choice is total number of residues, for this takes into account the variable size of structures. But we do not expect to find multiple instances of the same active site in a given molecule very often, however large the molecule is. Hence, we scale expectations using the ratio of the numbers of structures in P and R.
Summary
To summarize, we constructed a reference population R over which each of the templates to be used is calibrated. Model distributions M T for template T on R are obtained, and from these we compute heuristic estimates of the expected number E P * (T , r) of site matches to T at rÅ or better in a given population P , measuring the relative sizes of P and R in terms of the numbers of structures.
DISCUSSION
In order to test the average performance of Jess we probed a small set of 40 structures containing a total of 1.2 M atoms using the 186 enzyme active site TESS templates. In total, the templates contained 1745 atom records, an average of roughly nine atoms per template. The run took just over 29 s on a 1.8 GHz Pentium 4 running Linux. Thus, on average the algorithm took approximately 4 ms per query molecule per template.
Each of the TESS templates used is associated with a set of EC numbers coding for functions it is designed to model. We probed a list of 9386 enzyme structures found in the PDB using each of the templates. We regarded hits as true if the template and enzyme shared an EC number, and false otherwise.
Imagine this procedure as a sequence of experiments. Processing each template-enzyme pair produces a list of candidate sites with scores expressed in both raw RMSD and normalized score (log E) as described in Section 3. We classified every candidate site using a global threshold on first RMSD then log E, and compared this classification with our EC number-derived true list.
To compare the relative discriminatory power of the two measures we used two methods, the Matthews correlation coefficient (Matthews, 1975) and ROC curve analysis (Swets and Pickett, 1982) . Given a classifier which assigns data to one of two classes, the Matthews correlation coefficient (MCC) quantifies its quality C defined by:
where p is the number of true positives, n the number of true negatives, o the number of false positives and u the number of false negatives. The range of C is [−1, 1]; C = 1 indicates a perfect classifier, C = −1 a perfect misclassifier; C = 0 indicates no power of classification at all (random assignments to classes).
We computed the MCC for each threshold value in the range of log E and RMSD. Clearly, the maximum value of the MCC for each score occurs at the optimum threshold (as measured by the MCC). In the case of RMSD, the maximum MCC was 0.25 occurring at RMSD ∼ 0.3. Using log E to score the hits this rises to 0.5 at log E ∼ −10. Hence statistical analysis has resulted in improved discrimination.
A better overall view of the relative performance of RMSD and log E can be obtained by constructing the ROC curves for each score, illustrating the trade-off between sensitivity and selectivity at each possible threshold. The results are shown in Figure 3 . The diagram shows that log E is a clear improvement over RMSD as a global score, yielding a higher fraction of true positives for a smaller false positive fraction. Fig. 3 . ROC analysis of the performance of our TESS template set before and after statistical analysis. The x-axis measures false positive fraction and the y-axis true positive fraction. The upper-most curve (dotted) is the ROC curve for log E; the middle (solid) line is the ROC curve for RMSD. The diagonal dotted line shows the ROC curve for a null (random) classifier.
CONCLUSION
The Jess algorithm provides a fast and flexible core around which to build constraint-based template search methods. We demonstrated its feasibility using the simple example of TESS templates. In our immediate future work we will concentrate on developing template compilers for a more comprehensive constraint-based syntax.
We argued that an empirical approach to normalization of scores from our structural comparisons is a practical way to render results from different templates comparable. We gave a simple method for doing this and showed that it is effective in practice.
AVAILABILITY
We intend to release Jess under a restricted open source license in the near future. Interested parties are invited to contact the corresponding author, Jonathan Barker, by e-mail to jbarker@ebi.ac.uk.
