ABSTRACT Fatigued driving detection in complex environments is a challenging problem. This paper proposes a fatigued driving detection algorithm based on multi-index fusion and a state recognition network, for further analysis of driver fatigue states. This study uses a multi-task cascade convolutional neural network for face detection and facial key point detection, corrects the face according to the key points of the eye, intercepts a binoculus image to recognize the eye state, and intercepts a mouth image according to the left and right corner points to recognize the mouth state. This can improve the detection accuracy of the driver's head tilt, deflection, and so on. Next, an eye state recognition network is constructed for the binoculus image to identify the eye closure state, and a mouth state recognition network is used to identify the mouth state. Finally, a fatigue judgment model is established by combining the two characteristics of the eye state and the mouth state to further analyze the driver fatigue state. The algorithm achieved 98.42% detection accuracy on a public eye dataset and achieved 97.93% detection accuracy on an open mouth dataset. As compared with other existing algorithms, the proposed algorithm has the advantages of high accuracy and simple implementation.
I. INTRODUCTION
Research shows that fatigued driving has become an important factor causing traffic accidents, and has attracted the attention of many countries and governments. Therefore, how to effectively monitor and prevent fatigued driving is of great practical significance for reducing traffic accidents and personnel mortality. Researchers have proposed many fatigue detection methods to solve this problem, which can be divided into three types [1] , [2] : physiological parameters, vehicle behaviors, and facial feature analysis. A detection method based on the physiological characteristics of the driver measures the physiological parameters of the driver by using a dedicated medical device such as electroencephalogram (EEG) [3] , [4] , electrocardiogram (ECG) [5] , electrooculogram (EOG) [6] , or electromyography (EMG) [7] , and then analyzes the changes in these physiological characteristic parameters to determine the driver's fatigue level. A detection method based on the behavior characteristics of motor
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vehicles [8] measures behaviors of the vehicle, such as speed, steering wheel rotation angle, and lane departure detection, and indirectly evaluates the driver's fatigue level based on these data. A detection method based on driver facial feature analysis analyzes the driver's face, compares the driver's performance in a fatigue state and a normal face, and summarizes some typical fatigue characteristics, such as the driver's head posture, blink frequency, sight direction, and yawn detection. Among these algorithms, a detection algorithm based on driver facial feature analysis has advantages of being noncontact, high accuracy, and easy to implement. Therefore, this study also determines the fatigue state by analyzing the facial features of the driver. The following mainly introduces some fatigue detection methods based on driver facial feature analysis.
Omidyeganeh et al. [9] designed and implemented an automatic control system based on computer vision that can detect a yawning state in real time on an embedded intelligent camera platform. This method uses a back projection algorithm to detect yawning, converts a fully-closed mouth image into a gray image as a reference frame, and calculates its histogram. The back projection algorithm is used to compare the histogram of the candidate mouth area with the histogram of the reference image, calculate the color probability distribution of the current candidate image, and convert it into a binary image. According to the ratio of black pixels in the reference frame and the candidate frame and the number of black and white pixels in the candidate frame, the state of yawning can be judged.
Zhang et al. [10] propose a method to extract blood volume pulse(BVP) and eye blink and yawn signals as multiple independent sources simultaneously by multi-channel second-order blind identification (SOBI) without any other sophisticated processing, such as eye and mouth localizations. Drowsiness is finally determined by analyzing the extracted yawn, blink and BVP signals in parallel and making a compound determination.
In [11] - [14] , the author judges the state of the eye by detecting the pupil or iris, and uses Otsu's algorithm to binarize the extracted pupil or iris. When the eye is closed, the iris circle contains more skin pixels, so the eye state is judged by detecting the proportion of skin pixels in the circle. This method can also determine the state of the eye based on the aspect ratio of the eyelid, by extracting the contour of the eyelid. In [15] and [16] , the author proposes a projectionbased eye state detection method that estimates the iris height and width by integral or variance projection, and determines the eye state according to the ratio between height and width. This method does not need training and is easy to implement, but it is greatly affected by illumination conditions. Zhang and Hua [17] identified a driver fatigue state by extracting local binary pattern (LBP) features and analyzing the facial expression.
In [18] - [24] , the authors use a deep-learning algorithm to detect driver fatigue. Firstly, a multi-task convolution neural network is used to detect a face, and to locate eye and mouth regions. Then, a classification network (CNN) is constructed to recognize eye and mouth states. This method needs to prepare a large number of training samples in advance to obtain more effective fatigue features in complex environments, and has higher recognition accuracy. It will also be the research direction of fatigue driving detection in the future.
Shen et al. [25] propose an illumination-robust image processing method to enhance driver face image details collected by visible light cameras under various illumination situations, especially in the environment with dynamically changing light. The paper proposes an adaptive attenuation quantification retinex (AAQR) method to enhance the details of nighttime images and discusses the future applications of the method for driver face detection.
Zhang et al. [26] propose an SDN-based approach to develop the safety-oriented vehicular controller area network, which can guarantee traffic safety based on driver fatigue detection and emotional recognition, which are monitored through the driver's physiological and psychological state. The article proposes a safety-oriented vehicular controller area network(SOVCAN), which aims to detect drivers' fatigue and mood swings in controller area network to guarantee safe driving.
The rest of this paper is organized as follows. Section 2 introduces face detection, and locates eye and mouth regions on this basis. Section 3 introduces eye and mouth state recognition networks, and establishes a fatigue judgment model. Section 4 introduces the experimental process to evaluate the performance of our algorithm and analyze fatigue state. Finally, in Section 5, we give our conclusions and future work.
II. PROPOSED EYE AND MOUTH REGION DETECTION ALGORITHM
The framework of the fatigue detection algorithm proposed in this paper is shown in Fig. 1 . Next, the algorithms used in each part will be introduced in detail.
A. FACE DETECTION
In this study, a multi-task cascade convolutional neural network (MTCNN) [27] is used for face detection. The MTCNN network can be used for face detection and key point detection, including five key points: the left and right mouth corners, the center of the nose, and the centers of the left and right eyes. The follow-up mainly locates the eye and mouth by key points, and is the main reason we use the MTCNN network. The MTCNN network structure VOLUME 7, 2019 FIGURE 2. Multi-task cascade convolutional neural network (MTCNN) network structure, including P-Net, R-Net, and O-Net.
mainly includes three sub-networks: a proposal network (P-Net), refine network (R-Net), and output network (O-Net). These three sub-networks are cascaded in a cascade structure, and face detection is completed in a coarse-to-fine process. The specific structure is as follows.
1) P-NET STRUCTURE
This network structure mainly obtains the regression vectors of candidate windows and boundary boxes of face regions. The candidate window is calibrated by the regression vector of the boundary box, and then the highly overlapping candidate frames are merged by non-maximum suppression (NMS). In addition, in order to solve the problem of multi-scale targets, image pyramids are constructed, and then images of different sizes are sent into cascade networks in turn. The network structure is shown in Fig. 2 .
2) R-NET STRUCTURE
This network structure mainly eliminates false-positive samples by boundary box regression and non-maximum suppression, and still only performs face detection and boundary box regression tasks. The size of candidate's face frame generated by the P-Net network is adjusted to 24 × 24, and the output is still the result of the face score and boundary box regression. As compared with P-Net, this network structure has a full connection layer that can better exclude false-positive samples. The network structure is also shown in Fig. 2. 
3) O-NET STRUCTURE
This network structure further filters the face candidate box filtered by the R-Net network, adjusts the size of the input image to 48 × 48, and calculates the position of feature points on each face frame. The network structure is shown in Fig. 2 . In this paper, The MTCNN network is used to detect face and locate key points in captured video frame images, and the results are shown in Fig. 3 .
B. EYE LOCATION
In this study, the MTCNN network is used to obtain the driver's face area, and to detect the key points of the mouth angle and eye center. However, in a real driver environment, the driver's head will be inclined and deflected, resulting in inaccurate eye location. Fig. 4 (a) to 4(d) depict the results of face detection using the MTCNN network in a real driving environment. In Fig. 4 , the driver's head is facing the camera, the detected face is more regular, and the right eye area obtained is shown in Fig. 5(a) . In Fig. 4(b) , the driver's head is tilted, and the right eye area obtained by other eye detection algorithms (such as the Adaboost algorithm) is shown in Fig. 5(b) . In Fig. 4(c) , the driver's head is deflected, and the right eye area obtained is shown in Fig. 5 (c). At this time, the right eye area is incomplete, which can increase the It can be seen from the above situations that the obtained eye area is not complete when the driver's head is inclined, bowed, and raised, especially in the case of deflection (see Fig. 5 If the two-eyes image is intercepted (see Fig. 5 (e)), although the head is deflected, one eye will be detected completely, so that the eye state can be correctly judged. Relevant studies have shown that under natural conditions, the movement of two eyes changes in the same way. Similarly, drivers often blink and close their eyes at the same time while driving. Moreover, more abundant features can be extracted from the binoculus images, and can better recognize the state of the eyes. Therefore, in this chapter, we use the binoculus image to judge whether the eyes are open or closed, and whether the left and right eye centers in the final intercepted eye image are in the same horizontal line.
In this study, the MTCNN network [27] is used to detect the central points of two eyes, then four boundary points of the eye region are calculated according to the central points of the left and right eyes, and the eye image is intercepted according to the distance d between the central points of the two eyes.
As shown in Fig. 6 , when the driver's head is tilted, the center position of the right eye detected by the MTCNN network is p 1 (x 1 , y 1 ), the center position of the left eye is p 2 (x 2 , y 2 ), the distance between the eyes is d, the width of the eye image is w, and the height is h. The corresponding relationships are as follows:
Firstly, four boundary points of the eye region are calculated according to the central points p 1 and p 2 of the eye, namely k 1 , Ak 2 , Ak 3 , and k 4 . As shown in Fig. 7 , the two lines L 2 , L 3 , and L 1 are parallel, the distance is h/2, the lines L 4 and L 5 are parallel, and the distance is w/2. The line L 1 can be determined according to the coordinates of p 1 and p 2 :
Because the distance between L 2 , L 3 , and L 1 is 5d/9 and the slope is a 1 , b 2 and b 3 are calculated by the following equations.
Lines L 4 and L 5 are perpendicular to Line L 1 , so a 2 = −1/a 1 , and the distance from p 1 to line L 5 and from p 2 VOLUME 7, 2019 
Point k 1 is the intersection point of line L 2 and L 5 . The k 1 coordinate is calculated from the following equation:
The k1 coordinate is (
+ b 2 ), similarly, we can calculate that the k2 coordinate is (
+ b 2 ), the k 3 coordinate is (
+ b 3 ), and the k 4 coordinate is (
The eye images are intercepted according to the four boundary points calculated above, which can ensure that the centers of the eyes are on the same horizontal line, and that eye correction can improve the accuracy of state recognition. The final eye image is shown in Fig. 8 .
C. MOUTH LOCATION
The MTCNN network can detect the key points of left and right mouth corners. Similar to the eye region location process, four boundary points of a mouth image can be calculated, according to the position of the left and right mouth corners. However, the distance between the left and right corners of the mouth varies greatly in the cases of normal mouth closure, speech, laughter, and yawning, while the relative distance between the left and right eyes does not change significantly. Thus, this study intercepts the mouth image according to the distance d between the center of the eyes. As shown in Fig. 9 , the width and height of the mouth image are w 1 and h 1 , as calculated by (11) and (12) . The left and right corners of the mouth image are on the same horizontal line, and the final mouth image is shown in Fig. 10 .
Based on the positions of the left and right corners of the mouth, and similar to the process of calculating the boundary points of the eye image, four boundary points of the mouth image are calculated, and the final mouth image is shown in Fig. 10 .
III. FATIGUE STATE RECOGNITION NETWORK A. EYE STATE RECOGNITION
After obtaining the eye region, the next step is to judge the eye state. This study constructs a convolution neural network to recognize the eye state, namely an eye state recognition network (ESR-Net). The network structure diagram is shown in Fig. 11 .
The ESR-Net network constructed in this study is a five-layer convolutional neural network. In an actual driving environment, the sizes of the acquired driver's eye images are different, so the size of the input image is first adjusted to 48 × 32, and then sent to the network. As shown in Fig. 11 , the convolution kernel size in all convolutional layers is 3 × 3, and the step size is 1. In order to avoid reducing the size of the input images after passing through the convolution layer, the image is filled with 0s, which can also reduce the disadvantages caused by the loss of image edge information. The size of the convolution kernel in all of the pooling layers is 2 × 2, and the step size is 2 without filling. The pooling layer can reduce the image size while retaining the main features and reduce the image size to half of the original image, which excessively reduces the number of parameters for the model; thus, the model is relatively simple. The trained model does not over-fit the data distribution of the training set; hence, it prevents over-fitting. After the pooling layer, the size of the image is reduced to half of the original. The number of nodes in the full-connection layer, which integrates the features extracted from the previous layers, is 512, which integrates the features extracted from the previous layers, and the network then achieves the two-classification task by the Softmax layer, that is, open or closed. The activation function uses a rectified linear unit (ReLu) function [28] with a fast convergence speed, and can alleviate the adverse effects caused by the gradient disappearance problem in the back propagation process. In addition, the ESR-Net network also introduces a batch normalization (BN) layer [29] to standardize the input data, which can speed up the network learning rate.
This study uses a cross-entropy loss function to measure the quality of the model, and the total loss function of N samples is defined as follows:
Among them, y (i) represents the label 0 or 1 of the real sample, andŷ (i) represents the probability that the training sample is predicted to be positive or negative. The specific training details will be described in detail in the next chapter.
B. MOUTH STATE RECOGNITION
After obtaining the mouth region, the next step is to judge the mouth state. Similarly to the eye state, a convolutional neural network is constructed to identify the mouth state, namely a mouth state recognition net (MSR-Net). The network structure is shown in Fig. 12 .
The MSR-Net network and the ESR-Net network structure are very similar and are a supervised two-class network. The difference is that the input image size of the MSR-Net network is 42 × 42, so the input image size is first adjusted to 42 × 42, and then feeds it into the network. The mouth state recognition network also uses a cross-entropy loss function to measure the quality of the model, and the specific training details will be described in detail in the next chapter.
C. FATIGUE JUDGMENT MODEL OF MULTI-INDEX FUSION
In a fatigued driving state, the driver often exhibits characteristics such as yawning, increased blink frequency, and closed eyes for a long term. Among them, the eye and mouth state are the two most obvious facial features for judging driver fatigue. The detection algorithm proposed above can determine the driver's eye and mouth state, and then establish a fatigue determination model based on the behavioral characteristics of the two parts to identify the driver's fatigue state.
1) PERCENTAGE EYE CLOSURE (PERCLOS) CRITERION
According to statistics, a driver should blink an average of ten times per minute under normal conditions, blinking every 2 to 6 seconds, and spending 0.2 to 0.4 seconds each time. At present, the PERCLOS criterion is commonly used to judge eye fatigue in the world, that is, the percentage of eyelid closure over the pupil over time, which is the percentage of a closing time of the eye over a specific period of time. VOLUME 7, 2019 In an actual driving environment, the video stream will be converted into a frame image by the camera acquisition device for processing, so the PERCLOS method can also be defined as the ratio of the number of closed frames per unit time to the total number of frames, that is:
In (14), F p represents the PERCLOS value, N represents the total number of frames of video per unit time, and
f i represents the number of closed eyes per unit time.
2) EYE CONTINUED CLOSURE TIME
In a fatigued driving state, a driver may have to close his/her eyes for a long time. If the driver keeps closing the eyes for too long, whether or not fatigue is considered a dangerous behavior, the driver should be reminded to pay attention. In this study, the image of each frame is used to recognize whether the eyes are open or closed. When the driver's eyes start to close, the number of consecutive closed frames is counted, so that the continuous closed time Ft is defined as:
In the above, N start is the sequence number of the eyes beginning to close in the video frame, N end is the sequence number of the eyes in the video frame from the continuously-closed state to the open state, and T 0 represents the time interval of acquisition of each frame image. This study judges the driver's eye fatigue state according to these two indicators. In order to determine a threshold value of F p , we carry out relevant experiments on the collected video sequence, and count the driver's PERCLOS value per unit time. Experiments show that when F p > 0.15, the driver may be in a fatigued driving state. When the driver's eyes are closed for more than 1 seconds, the driver should be reminded to pay attention to driving or to park and rest, regardless of whether or not he or she is in fatigued state.
3) YAWNING JUDGMENT
In fatigued driving conditions, drivers often yawn. Under normal circumstances, when a person yawns, the mouth opens wide, and will remain open for a few seconds. The previous processes can detect whether the mouth is open or closed, and mouth gestures such as yawning, talking, and laughing will make the mouth open, but research shows that under normal circumstances, a driver yawns for approximately 6 seconds. In the case of talking, laughing, etc., the mouth only opens for a short time, and the time difference between the two is large. Thus, this study defines yawning by counting the duration of mouth opening, as defined below:
In (16), M start is the sequence number of the mouth beginning to close in the video frame, M end is the sequence number of the mouth in the video frame from the continuously-closed state to the open state, and T 0 represents the time interval of acquisition of each frame image. In our experiment, the video in the data set was sampled at a rate of 25 frames per second to obtain a set of pictures, so the time interval of each frame of image was 40 ms. When the number of consecutively-eyes-closed frames exceeds 25 frames, the driver is in danger. When the opening time of the driver's mouth lasts for more than 4 seconds, that is, the number of opening frames F 2 exceeds 100 frames, the driver is yawning. According to the above three indicators, the fatigue judgment model is established, and the driver fatigue state is divided into three different fatigue levels: danger, warning, and normal. The judgment conditions are as follows:
In this paper, the driver's state of fatigue is divided into three levels. The first type is the danger level, and the judgment condition is that the eyes continued closure time exceeds 1 s, that is (F t ≥ 1s) (F 1 ≥ 25frame) . If the driver's eyes are closed for more than 1 s, they will not see the road ahead, and should there be an accident, the driver will not be able to react properly, which will cause a compounded accident. In this case, the system will let out an audible warning and take appropriate measures to assist the driver drive safely. The second type is the warning level, and the judgment condition is that the percentage openness tracking value exceeds the threshold or the symptoms of yawning that occur, that is (F p ≥ 0.15) (F m ≥ 4s) (F 2 ≥ 100frame). When the driver's blink or yawn frequency increases, the driver may be in a state of fatigue driving. In this case, the system will remind the driver to pay attention to driving. The third type is the normal level. Here, the driver does not have symptoms of fatigue and can drive normally.
IV. EXPERIMENTS A. EXPERIMENTAL DATA
In a fatigue detection method based on deep learning, two convolutional neural networks are constructed, one being ESR-Net network for eye recognition, and the other being MSR-Net network for yawning analysis. First, we need to collect a large number of training samples. The ESR-Net network training samples are mainly from three data sets: the closed eyes in the wild (CEW) data set, yawning detection dataset (YawDD), and a self-built data set. The MSR-Net network training samples are mainly from the YawDD data set and the self-built data set. The specific datasets are introduced as follows.
(1) CEW data set. This dataset is a database collected by Song et al. [30] for the detection of eye status in the wild. This database contains 2,423 pictures, of which 1,192 are closed-eye images from a network collection. The remaining 1,231 images are open-eye images from the labeled faces in the wild (LFW) face database. The face image size is 100 × 100, and this aspect has research value. In our experiment, 2,000 pictures were randomly selected to make training samples, and 423 pictures were left to make test sets.
(2) YawDD dataset. The YawDD dataset [31] is a video dataset collected by Abtahi et al. containing two driver video datasets with various facial features, and a total of 351 video sequences for designing yawn detection algorithms and test models. These videos were taken in a real driving environment, requiring male and female volunteers to sit in a driver's seat, and including a variety of different facial behaviors such as normal driving, speaking/singing, yawning, and other different shapes of the mouth. As the dataset was originally video, we converted the video stream into a frame image, and classified the images into mouth shapes (open or closed) to create a training dataset.
(3) Self-built dataset. The self-built dataset was collected by our experimental team, and contained a total of 16,000 images, mainly collected from 32 volunteers, each with approximately 50 images. Part of these images are derived from a real driving environment, including three kinds of behaviors: normal driving, speaking while driving, and yawning while driving. The other images are collected by the experimental team members to simulate various situations, such as closing eyes, talking, laughing, yawning, and wearing glasses. These pictures are slightly different in face orientation, eye closure, mouth shape, and wearing glasses, and are collected under different lighting conditions.
In the training process, this study will divide the above dataset into a training set, verification set, and test set. The distribution of the ESR-Net network dataset is shown in Table 1 , and the distribution of the MSR-Net network dataset is shown in Table 2 : Some sample pictures in the ESR-Net network training set are shown in Fig. 13 , and some sample pictures in the MSR-Net network training set are shown in Fig. 14. 
B. EXPERIMENTAL RESULTS AND ANALYSIS OF ESR-NET
This experiment uses the CPU model Intel(R) Core(TM) i7-6700U, a main frequency of 3.6 GHz, a memory of 8 G, and the GTX1080Ti GPU as the experimental platform. In our experiments, the TensorFlow/Keras platform was used to build the convolutional neural network model, and the TensorFlow framework was chosen as the back end of the Keras platform.
After preparing the training data set, the next step is to verify the performance of the network model. This study builds a neural network model on the deep learning framework, and uses the framework of the multi-threaded input data provided by TensorFlow to combine the training data (batch) to disrupt the data sequence, which can improve the efficiency of model training. In the training process, the batch size is set to 100, and the initial learning rate is 0.01. When the evaluation index is no longer improved, the learning rate is reduced by 10 times to 0.001, and the lowest rate is 0.00001. An epoch means that all training sets are trained once, and 50 epochs are trained on the training set in this study. The Adam optimization algorithm is used for back propagation, and a callback function is set to monitor the loss of the verification set, and the network model with minimum loss on the verification set is saved as the final training model. The training loss(train_loss) and validation loss(val_loss) curves are shown in Fig. 15 , and the training accuracy(train_acc) and validation accuracy(val_acc) curves are shown in Fig. 16 .
We use the ESR-Net network to retrain the data set and observe the changes in training loss when the BN layer is added and when it is not added. Figure 17 shows the change in the training loss in the two cases mentioned above. Adding the BN layer can accelerate the convergence of network training.
The validation dataset and test dataset are used to test the model saved after training, and the detection accuracy on each dataset is shown in Table 3 .
The detection accuracy of the training data set is 99.0%, and the detection accuracy of the verification and test data sets is 98.42%. The classification error derived from training and generalization errors is 0.58%, so it can be seen that the network has not been over-fitting.
In order to verify the performance of the proposed algorithm, we use the public CEW data set to compare our algorithm with recently-proposed eye state recognition algorithms. The detection accuracies are shown in Table 4 . The algorithms proposed in the other references above collect monocular images to analyze the eye state, while our algorithm analyzes the driver's eye state through binoculus images. As compared with monocular images, our algorithm can extract more abundant features, and has higher detection accuracy. Pictures in the CEW datasets are ideal, and there are few head deflection and tilt gestures. The experimental results show that our algorithm has higher detection accuracy than other algorithms. In the YawDD dataset, the driver's head posture is variable, and in some pictures, the head may be tilted and deflected. Other algorithms will be worse at the detection. The algorithm proposed in this study uses the corrected binoculus image to analyze the eye state, which can reduce the influence of the head posture on the eye position, so that the driver's eye state can be accurately determined.
This article selects three different levels of fatigue video from the test data set, and the following three figures are the results of analyzing driver fatigue through the eye state (see Fig. 18 ).
C. EXPERIMENTAL RESULTS AND ANALYSIS OF MSR-NET
In the training process of this study, the training parameters of the mouth network model are almost the same as the eye training parameters. In the training process, the batch size is set to 100, and the initial learning rate is 0.01. When the evaluation index is no longer improved, the learning rate is reduced by 10 times to 0.001, and the lowest rate is 0.00001. An epoch means that all training sets are trained once, and 50 epochs are trained on the training set in this study. The Adam optimization algorithm is used for back propagation, and a callback function is set to monitor for the loss of the verification set. The network model with the minimum loss on the verification set is saved as the final training model. The training loss(train_loss) and validation loss(val_loss) curves are shown in Fig. 19 , and the training accuracy (train_acc) and validation accuracy (val_acc) curves are shown in Fig. 20 .
The validation dataset and test dataset are used to test the model saved after training, and the detection accuracy on each dataset is shown in Table 5 . The detection accuracy on the training data set is 98.75%, and the detection accuracy on the verification and test data sets is 97.93%. The classification error derived from training and generalization errors is 0.82%, so it can be seen that the network has not been over-fitting.
In order to verify the performance of the proposed algorithm, we use the public YawDD data set to compare our algorithm with mouth state recognition algorithms proposed in recent years. The detection accuracies are shown in Table 6 .
This study selects the video of the driver's normal driving, talking/laughter, and yawning from the test dataset, and the following two figures are the results of analyzing the driver's fatigue through the mouth state.
V. CONCLUSION
Fatigued driving has frequently become an important factor in traffic accidents. In this study, a fatigue detection algorithm based on a convolution neural network is proposed. In order to deal with a complex environment such as head tilt and deflection, the face is corrected according to the eye center points, and a binoculus image is intercepted to analyze the eye state. We construct a state recognition network for the acquired eye and mouth images to extract fatigue characteristics, and combine the two characteristics of eye state and mouth state to establish a fatigue judgment model to further analyze the driver fatigue state. In this study, the performance of the proposed algorithm is evaluated on several published databases, and the experimental results show that the proposed algorithm is simple to implement and has higher detection accuracy. Our future work is to transplant the algorithm to a hardware device. When the driver is in a state of fatigue, a warning signal can be issued to remind the driver to pay attention to driving or parking.
