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This is an improvement on some estimates of exponential polynomials proved 
by Gelfond, Mahler, and Baker. This type of estimate is useful in the theory of 
transcendental numbers. 
In several proofs in the theory of transcendental numbers one finds 
functions of the type 
n-1 m,-1 n-1 
E(z) = C C AwVzUe’+, E(z) + 0, m = C m, , 
v=o Leo “=O 
(0.0 
where the numbers A,, and 01, are complex constants, such that on a large 
set of points E(z) and some of its derivatives assume small absolute values, 
say 
I JfwB,)l d E for 0 < p < r, - 1, 0 < u < s - 1. (0.2) 
This situation occurs for example in the proofs of some well known 
transcendence measures for P(ab) and P(log u/log b), where a and b are 
algebraic numbers and P(z) is a polynomial with integral coefficients, due 
to Gelfond [6, p. 164, formula (257) and p. 171, formula (294)]. More 
recently, Baker dealt with a similar situation in his famous papers, 
“Linear forms in the logarithms of algebraic numbers,” and some other 
papers [l-4; in particular 2, p. 104, formula (6)]. 
The function E(z) cannot vanish at “too many points.” It has been 
proved in [9, p. 58; IO], that the number of zeros of E(z) in a disk of 
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radius b > 0 cannot exceed 3m + 4ab, -where a = max, 1 OL, I. This 
estimate is not far from the best possible, since it is impossible to replace 
both constants by 4. If we consider the more general situation (0.2), we will 
have to impose the condition that the number r = Cili r, is large 
enough to avoid the possibility E = 0. Our condition will again not be far 
from the best possible, namely r > 2m + 13ab. 
In this paper we are interested in lower bounds for E = max,,, / EW$J, 
where p and ~7 are restricted as in (0.2). Since E is proportional to 
A = max,,, 1 A,, 1, one can only deduce nontrivial lower bounds for E/A. 
Our estimate will depend on a = max, 1 o1,I, b = max, 1 ,I$, 1, m and r. In 
general, these quantities are easy to estimate in applications. But, moreover, 
the lower bound will have to depend on 
since the quotient E/A can be arbitrarily small, if the numbers 01, or /I0 are 
not “well spaced.” 
Lower estimates for E/A are not new. Implicitly Gelfond has given 
such a result for a very special case, [6, p. 143, Lemma IV]. In 1967 Mahler 
continued Gelfond’s investigations further and proved a very general 
theorem [7]. In Theorem 1 we shall give an improvement on Mahler’s 
theorem. The lower bound for E/A will not differ much from his, but our 
condition will be less restrictive. In each of the papers [l-4] Baker obtained 
a contradiction by a separate reasoning. In all cases this contradiction 
can also be obtained by the application of Theorem 1 and the use of the 
available estimates. Theorem 2 and Theorem 3 will be refinements of 
Theorem 1, corresponding with Baker’s inhomogeneous and homogeneous 
case, respectively. Finally, we use in the proof of Theorem 4 an argument 
taken from Gelfond. So we obtain a result which contains Gelfond’s 
already mentioned lemma as a special case. Moreover, it shows that one of 
Gelfond’s conditions is superfluous. 
The improvements in this paper in comparison with earlier results are 
mainly due to the use of Lemma 1 in the proofs. This lemma gives an 
estimate for the quotient of the maximum modulus of E(z) on two 
concentric disks. 
1. 
The following theorem is an improvement on Mahler’s theorem [7]. 
THEOREM 1. Let m, , m, ,..., m,-, , n, r,, , rl ,..., rsel , s be positive in- 
tegers, and let m = Cki’ m, and r = CzSi r, . Let 01~ , 0~~ ,..., 01,,-~ and 
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&, , /$ ,..., /3-1 be n and s distinct complex numbers, respectively, and let 
DenotebyA,,(forp = 0, l,..., m, - landv = 0, l,..., n - l)anysetofm 
complex numbers. Further put 
n-177&"--1 
E(z) = c c A,,z”ee”yz 
v=o u=o 
Assume, finally, that 
r 3 2m + 13ab. 
Then 
A<& a 
( K max (6, T))m ($$-,’ E. 
U-1) 
(1.2) 
Remark. Put m* = max O+<n m, . Then Mahler’s final result is 
equivalent with the following one. Under the conditions 
m > 6ab and (&)’ 3 ($$)m ($)“* (1.3) 
one has 
(1.4) 
The main difference between both results is that condition (1.1) is simpler 
and depends on less variables than the corresponding (1.3). 
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2. 
The new element in the proof is the use of the following lemma. 
LEMMA 1. Let a, m and E(z) be defined as in Theorem 1. For R > 0 and 
y > 1 one has 
eoR(y+l) ~2% 1 E(z)/ . 
Proof. See Balkema and Tijdeman, [5, Theorem 21. 
We shall not give the complete proof of Theorem 1, but only the parts 
which differ from Mahler’s proof. We take the following result over from 
Mahler’s paper [7, p. 88, formula (7)]. 
LEMMA 2. Let A, a, a, , a2 , m and E(z) be dejinedas in Theorem 1. Then 
3. 
Proof of Theorem 1. Put 
S-l 
WI = l-I (5 - BOY> F = (5 : 1 5 1 = 7b), 
0=0 
and 
To = (5 : I 5 - A I = H4”“h u = 0,l )...) s - 1. 
Let z be a complex number such that ( z ( = 2b. Since I’, does not contain 
any of the points z, PO ,..., /I,-, , apart from Pm, we have by Cauchy’s 
residue theorem 
Since the second term on the right side of (3.1) is equal to zi J, , where 
J, is defined by [7, p. 90, formula (12)], we find by [7, p. 91, formula (14)] 
that 
E(5) B(z) 
(5 - z) w3 d5 ) < 2s ($-)’ E. (3.2) 
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Also, we see that / B(z)/B({)I Q 2+, and, hence, 
1 
I s 
E(5) B(z) 7M(7b) 
= r (5 - 4 B(5) dil G52” 
where M(R) = maxlzlGR 1 E(z)\. 
These estimates imply, since 1 z 1 = 2b, 
M(2b) < q + 2s (&)’ E. 
12 
On applying Lemma 1, one has 
M(7b) d (2/5) . 4me9abM(2b), 
and, hence, 
M(7b) < 4nze9ab (; T + ; s ($-,‘E). 
Condition (1.1) of Theorem 1 implies 
&+b < 22m+lSb < 2’. 
We obtain 
M(7b) < 2s (g)’ E. 
Again by Cauchy’s residue theorem 
,,mha<cxm j E(h)(O)l < max -!!!-- M(7b) 
O<hcm (7b)h 
Finally, the application of Lemma 2 yields 
A < 4s (--&-)” (g)’ E max (1, (;&A!! ). 
Now Theorem 1 is proved by combining (3.4) with the estimate 
(3.3) 
(3.4) 
max 
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4. 
Then one has a,a, > a,, and b,b2 > b, . Hence, if r 3 2m + 13ab by 
Theorem 1 
For an application of this inequality we consider the proofs in a series 
of four papers by Baker [l-4]. In all proofs one has an inequality of the 
following type [2, p. 104, formula (6)]. 
I y,(r)1 < nke-*hK, 
Using this and other available estimates (including [2, Lemma 5, 
4, Lemma 61) in combination with formula (4.1) one can obtain a contra- 
diction by straightforward computations. 
5. 
In order to obtain a refinement of inequality (4.1) we shall prove the 
following lemma. 
LEMMA 3. Let z1 ,..., z, be arbitrary numbers. Let 6 be such that 
Then 
ITI I z1 - zj l 3 (;)“-’ z/ql. 
i=2 
(5.1) 
If, moreover, all numbers zj are on a straight line, then 
fj I Zl - zi I 3 (;)?I - I>!. (5.2) 
Proof. Since the second inequality can be proved by a simple counting 
argument, we shall only prove the first. Let R > 0. Take around every 
86 TIJDEMAN 
point q an open disk with radius S/2. Since these disks are disjoint, there 
are at most n(R + S/2)2/7r(S/2)2 = (1 + 2R/S)2 numbers zj in the disk 
with center z1 and radius R. Without loss of generality we can relabel the 
points z2 , z3 ,..., z, so that in that order they have nondecreasing distances 
from z1 . Then the distance of the jth point to z1 is at least S( qj - 1)/2. 
Since S >, S z/j/3 for j < 9, and S(dj - 1)/2 > S vj/3 for j > 9, one 
has 
fi I Zl - zj I 2 @“-’ d/4!. 
i-2 
6. 
We give an improvement on formula (4.1) for a special case. 
THEOREM 2. Suppose that, under the conditions of Theorem 1, 
m, = ml = *.- = m,-, = m/n and r. = r, = *-- = rS+ = r/s. 
Put 
a, = 
lw-0,1....,n-1 (h - atl 1) l) 
min and bo =p,o=@~,g-l(l B, - B, I, 1). 
P#P PM 
Then 
A <cs 
( 
3 max (6, y))” (--$$=)‘E. (6.1) 
Moreover, on the right side of this formula one may (i) divide by a factor nm12, 
if the numbers 01, are on a straight line, 
(ii) divide by a factor srJ2, if the numbers PO are on a straight line. 
Proof. On applying Lemma 3 we have 
n-1 
a, = min O<!J<n (n 1 01, - a, I)ljn > ((-f$)n-l -\/a)l’“, a2 3 ail”. (6.2) v=o 
Wll 
Hence, one has since n! > (n/3)“, 
alo2 >, 211n ao n 
3 5 
> 211” a0di. 
6 (6.3) 
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Similarly, 
b,b, > z1f8 + . 
Since m > n and r > s, the inequality (6.1) is proved by substituting these 
estimates for ~,a, and b,bz in inequality (1.2). 
The inequality, 
(n - l)! > (z)“, (6.5) 
is easily checked for n = 1, 2,..., 10. For p1 > 10 it follows from the 
inequalities 
n>‘“3+1)>(+r+, n=lO,ll,.... 
On applying the second part of Lemma 3 we have by (6.5) 
u,az > (2 (3)” (n - l)!)li’ 3 21/” 7. 
Similarly, 
bs 
blbz > 2118 -J?- 
6 ’ (6.7) 
Using (6.6) or (6.7) instead of (6.3) or (6.4) one obtains (i) or (ii). 
7. 
In several applications one has m, = ml = a-* = m,-, = 1, and, hence, 
m = n. Moreover, m and ab often have the same order of magnitude. In 
this case we can give a slight but important improvement on Theorem 2 by 
a more direct proof. 
THEOREM 3. Let m, s, and t be positive integers and set r = st. Let 
a0 2 al ,..., a,_1 and PO, ,4 ,..., /3S-I be m and s distinct complex numbers, 
respectively, and let 
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Put for arbitrary complex numbers A, 
WV-1 
E(z) = C A,eayZ 
V=O 
and 
Assume that 
Then 
r > 2m + 13ab. 
A < s d/m! e7ab (&)m-1 ($1’ E. (7.1) 
Moreover, on the right side of this formula one may replace: (i) The factor 
e7ab/(2b)m-1 by ma(3a)“-1/m! tf m < 7ab. 
(ii) The factor dm ! by (2/3)“-l, if the numbers 01, are on a straight 
line. 
(iii) The factor s-‘n by s-r, if the numbers fiO are on a straight line. 
8. 
Instead of Lemma 2 we have now Lemma 4. 
LEMMA 4. Let, as before, M(R) = maxI,IGR I E(z)\ for R > 0. Then, 
under the conditions of Theorem 3, 
A < d/m! eaR -&- 
( ) 
W&-l 
M(R)- 
0 
Moreover,‘on the right side of this formula one may replace: (i) The factor 
eaRIR+l by maam-l/m! , if m < aR. 
(ii) The factor 3+-l l/m! by 2+l, tf the numbers 01, are on a straight 
line. 
Proof. As usual in this context we consider the polynomials 
m-l 
= ,c, CkNZ’, for N= O,l,..., m- 1. (8.2) 
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Hence, 
1 for k = N, 
PN((yL) = 10 otherwise. 
Since 
we obtain 
m-1 k!IckNI 
I AN I < k=~ax-l Rk ’ f;‘(“’ . C Rk . , ., k=O 
We have by Cauchy’s residue theorem 
maX Rk I .E’“‘KW 
k=O,...,wl k! ,< M(R). 
(8.3) 
(8.4) 
It follows from (8.2) that the polynomial P,&) is rnajorized [8, I, Aufg. 611 
by 
(2 + a,--qjj (“N - aj)j . 
GO 
i#N 
According to Lemma 3 this polynomial is in turn majorized by 
d,(z + u)+-l, where 
d,,, = -& (+)“-‘; 
if the numbers aj are on a straight line, we may even take 
Hence, 
ICkNj <&a 
We obtain 
‘fw-l-k , for k,N=O,l,..., m-l. 
~+-l k! ‘;iN ’ < d,(m - l)! 1:; Rk(am-;-y k), c 
k=O 
WJ) 
(8.6) 
= dmb - 1$! 
Jp-1 
-ffl (aR)” < 4& - l)! eaR 
k=,, k! p-1 
. (8.7) 
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Since this formula is valid for every N, the inequality (8.1) follows from 
a combination of the formulas (8.3), (8.4), (8.7), and (8.5). The result (ii) 
is obtained by using (8.6) instead of (8.5). Finally, one finds (i) by substi- 
tuting the following estimate for (8.7): 
m-1 
< d&m - 1) ! k’. mk(m _ 7-1 f), < m&@-r. 
9. 
Proof of Theorem 3. We have by (3.3) and (6.4), since s < r, 
W76) d s (5)’ E. (9.1) 
The assertions (7.1), (i) and (ii) follow from a combination of (9.1) and 
Lemma 4 applied with R = 7b. For the proof of (iii) one has to use (6.7) 
instead of (6.4). 
10. 
Finally, we shall suppose that the numbers g have a structure often 
occurring in applications. Then a device of Gelfond [6, pp. 143-1451 might 
be useful, especially if the number a, is too small to make the other 
formulas effectively. 
We shall prove the following theorem. 
THEOREM 4. Let p, s, and t be positive integers and set r = st. Let the 
numbers r), , Q. ,..., q3, be linearly independent over the rational Jield, and 
let KI = K,K, ,..., K, be a set of positive integers. Put m = nTGl Kj . 
Denote by V = {~v}~f;l the set of all numbers 
km + *.. + kvqD for k, = 0, I,..., Ki - 1 and j = I,..., p. 
Let a be the maximal absolute value of the elements of Vand denote by 6 j q1 ) 
the minimal distance between two elements of V. Assume a > 1, 6 < 1. Set 
-q = l%l. 
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Let B. , A ,..., L , h bo, A0 ,..., A,-, , E(z), A and E be defined as in 
Theorem 3. Assume that 
Then 
r 2 2m + 13ab. 
A < m!se7ab bK;l,Kq 1-l (5)’ E (10.1) 
Moreover, on the right side of this inequality one may replace: (i) The factor 
m ! e’lab/bm--l by m2(6@-l, if m < 7ab. 
(ii) The factor s- rJ2 by s-‘, if the numbers /30 are on a straight line. 
11. 
The proof of Theorem 4 consists of replacing Lemma 4 by Lemma 5. 
LEMMA 5. Under the conditions of Theorem 4 one has 
A <m!eaR 6 
( 
m-1 
KRG1fKrj > MR). 
If, moreover, m < aR, then 
A < m2 (&)“-’ M(R). 
Proof. Let lo = 1,~ + *.a + l,~, be a fixed element of V. Set 
& = q;lrjj for j = 2,..., p. On using the idea of the second part of 
Lemma 3 one obtains for every fixed choice of k, ,..., k, unequal to 
I I- 2 3.-e, 9 f 
>rlK+... y 3 (K- I)! (+)” 6. 
(11.1) 
Similarly, 
I 
K-l 
kt (50 - klrl, - 1,~~ *-* +,)I = +-l 1 ‘+h 
3 (K- 
K-l 
/ k! .  (kl - 1,)) 
1 
k,#h 
1) ! (7/2)K--1. (11.2) 
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Following the proof of Lemma 4 we find that P&Z) is majorized by 
(z + a,--l/i j jy (OIN - q)j a 
j=o 
j#N 
Let lo = aN . Then by (11.1) (11.2) and (6.5) 
/ E, (aj., - 31 > ((K - l)! 8 ($)“‘“-’ (K - l)! ($K-l 
j#N 
>, ((K _ l)!)hlK) p-1)/K (g-l > (sp)“‘. 
Taking the last value for d;l one obtains Lemma 5 analogously to 
Lemma 4. 
12. 
In view of applications the case that the numbers PO are consecutive 
integers is especially interesting. We have 
COROLLARY 1. Let, under the conditions of Theorem 4, j3, = u for 
u = 0, l,..., s - 1. Then 
A < m! se7°~(Ks81&$)n+1 72’E. (12.1) 
If, moreover, m < 7ab, then 
A < m2s (-$&-+-r-l 72’E. (12.2) 
Proof. We have b < s, m < r, and b, = 1. Hence, (12.1) is an 
immediate consequence of Theorem 4(ii). Inequality (12.2) follows from 
using Theorem 4(i). 
We now turn to the case considered by Gelfond, [6, p. 143, Lemma IV], 
where he needed such a result to obtain some well known transcendence 
measures. 
COROLLARY 2. Let us take flu = u for a = 0, l,..., s - 1 and p = 2, 
r)l=~,~2=~~1,KI=K=N,Kz=qwithq<N,6>,e-~N,q>1. 
We assume that Nq 3 2, and that 01 is irrational. Furthermore, 01, q, r are 
Jixed and constants c1 , cz ,... may depend on them. Let 
s < c,q, t = [2Nqs-l + 13r)(l + / 01 i)Nl + 1. 
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Then there exists a constant cg such that 
Proof. We have 
A ( emloghls)+c*m 
\ E. (12.3) 
Since 
*NT d a < Nrl(l + I a I) and b <s. (12.4) 
r = st >, 2Nq + 1377(1 + I 01 I) Ns 3 2m + 13ab, 
we may apply formula (12.1). We have 
r = st < 2Nq + c,Ns 6 c,Nq = c,m, 
and, hence, by (12.1) and (12.4), as asserted 
A < edOgMWIOg N-dog S+C,TB E = edOg(V/S)+Csm E. 
. (12.5) 
Under the conditions considered by Gelfond one has VLj < s < ql-C, 
t = c,Nqs-l (ce sufficiently large), and E < e-mlogv. Hence, for q 3 c, 
(and this is true if Gelfond’s N is sufficiently large) 
A < e- :mlogv+cbm < e-fna3v 
We observe that Gelfond’s restriction, 
I &,kz I < eNv, for 0 ,< kl < N and 0 < k, < q, 
is superfluous. 
Another interesting case is obtained by taking s = q (or s = c,q for 
any constant c&. Then one has by (12.3) 
A < eGomE. 
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