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A B S T R A C T
Domain adaptation (DA) aims to transfer knowledge from a label-rich and related domain (source
domain) to a label-scare domain (target domain). Pseudo-labeling has recently been widely explored
and used in DA. However, this line of research is still confined to the inaccuracy of pseudo-labels.
In this paper, we reveal an interesting observation that the target samples belonging to the classes
with larger domain shift are easier to be misclassified compared with the other classes. These classes
are called hard class, which deteriorates the performance of DA and restricts the applications of DA.
We propose a novel framework, called Hard Class Rectification Pseudo-labeling (HCRPL), to alle-
viate the hard class problem from two aspects. First, as is difficult to identify the target samples as
hard class, we propose a simple yet effective scheme, named Adaptive Prediction Calibration (APC),
to calibrate the predictions of the target samples according to the difficulty degree for each class.
Second, we further consider that the predictions of target samples belonging to the hard class are vul-
nerable to perturbations. To prevent these samples to be misclassified easily, we introduce Temporal-
Ensembling (TE) and Self-Ensembling (SE) to obtain consistent predictions. The proposed method
is evaluated in both unsupervised domain adaptation (UDA) and semi-supervised domain adaptation
(SSDA). The experimental results on several real-world cross-domain benchmarks, including Image-
CLEF, Office-31 and Office-Home, substantiates the superiority of the proposed method.
1. Introduction
Over the last few years, Deep Neural Networks (DNNs)
[15] achieved impressive performance in machine learning
tasks, such as computer vision [12], speech recognition [1]
and so on. Nevertheless, collecting and annotating large-
scale training data in distinct domains for various applica-
tions is an expensive and labor-intensive process. Mean-
while, the applications of DNNs are greatly limited because
the learned network shows poor generalization ability when
it encounters new environments. Domain adaptation (DA)
[23] serves as an ideal solution for addressing this prob-
lem. It has raised widespread attentions [2, 8] in the ma-
chine learning community.
Many of the existing DA methods [11, 18, 7, 8, 34, 24,
38, 33, 31] were devoted to aligning source and target fea-
tures by decreasing the domain divergence, and these meth-
ods could be supported by the theoretical analysis of DA
[2]. However, there are still two main limitations with these
approaches: 1) methods of global alignment of source and
target feature distribution cannot guarantee correctly align-
ment of class-level representations; and 2) global alignment
methods cannot learn target-discriminative representations.
Therefore, it is necessary to align the class conditional dis-
tributions of the source and target domains. However, di-
rectly pursuing the alignment of class conditional distribu-
tions is not possible due to the absence of target labels.
Pseudo-labeling [16] was first employed for semi-super-
vised learning tasks. Recently, pseudo-labeling was intro-
duced into DA to solve the aforementioned issues by alter-
natively selecting target samples with high confident pre-
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Figure 1: Hard class problem in existing pseudo-labeling
based DA methods: The domain shift varies among classes.
The domain shift of class 1 and class 2 is much smaller than
that of class 3. Thus, in the labeling phase, class 3 in the
target domain is always assigned with a label with class 1 or
class 2. Therefore, class 3 is a hard class.
dictions as the pseudo-labeled target set (labeling phase)
and training the model with the source domain and pseudo-
labeled target set (training phase). Although pseudo-labeling
is considered to be a promising paradigm, it is still limited
due to the inevitable false pseudo-labels. Zhang et al. [42]
demonstrated that false labels are easily fit by DNN, which
harms generalization. Retraining DNN with false pseudo-
labeled samples does not guarantee the generalization abil-
ity for the target domain. We further analyse the theory of
DA [2] in Section 4 and demonstrate that the expected er-
ror on the target domain is determined by the false pseudo-
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labels ratio. Therefore, reducing the false pseudo-labels ra-
tio is of crucial importance to pseudo-labeling methods. To
reduce false pseudo-labels ratio, Zou et al. [46] enhanced
pseudo-labeling from two aspects. 1) They introduced self-
paced learning which generates pseudo-labels from easy to
hard to alleviate the error accumulation of the pseudo-labels.
2) They utilized different confidence thresholds to select tar-
get pseudo-labeled set for different classes. Zou et al. [45]
then introduced confidence regularization to avoid overcon-
fident labels. Saito, Ushiku, and Harada [28] adopted two
classifiers with multiview loss to label the target domain and
used a fixed confidence threshold to pick up reliable pseudo-
labels. Some works [40, 3, 5, 4] generate pseudo-labels in
the feature space and adopt different distances to measure
confidence.
In this paper, we reveal an interesting observation ex-
isting in DA problems. As shown in Figure 1. Different
classes have different domain shift. Class 1, which is called
easy class, has a smaller domain shift and the target samples
belonging to it are very likely to be classified correctly. The
model trained with source domain could generalize well on
the easy class. Class 2, which is called normal class, has a
moderate domain shift and a part of target samples belong-
ing to it are classified correctly whereas others are misclas-
sified. The previous methods [46, 45, 28, 40, 3, 5, 4], where
the model could progressively learn target-discriminative rep-
resentations in the process of generating pseudo-labels from
easy to hard, mainly focus on the normal class. Class 3,
which is called hard class, has a larger domain shift and the
target samples belonging to it are easy to be misclassified.
We call this the hard class problem. As far as we know, the
hard class problem has not been well studied for DA tasks.
We emphasize two problems caused by the hard class
problem. Firstly, The hard class problem deteriorates the
transfer performance, and we analyze it in Section 4. Sec-
ondly, We remark that in many real-world applications we
pay more attention to the class with the worst performance
but not the average accuracy. For instance, in anomaly de-
tection by using DA, we expect to detect the anomalies of
every type, but the hard class problem causes the the anoma-
lies belonging to the hard class in the target domain could
not be detected, which restrict the applications of DA. Over-
all, it is indispensable to consider and tackle the hard class
problem for DA.
We consider and tackle the hard class problem from two
aspects. Firstly, since it is difficult to classify target samples
into hard class, we present a simple yet effective scheme,
named Adaptive Prediction Calibration (APC), and it cali-
brates the predictions of target samples to promote the pre-
dictive probabilities of hard class and to attenuate the easy/n-
ormal classes. As a result, this scheme decreases the prob-
abilities of false positives and false negatives for hard class
at the same time. Secondly, the model is vulnerable to the
target samples belonging to the hard class since they are far
away from the source domain [35]. In spite of encountering
a small perturbation (i.e., different augmentations, different
classifiers), the predictions of target samples belonging to
the hard class are changed drastically. To prevent these sam-
ples to be misclassified easily, we propose two ensembling
methods, Temporal-Ensembling (TE) and Self-Ensembling
(SE). TE integrates the predictions of different epochs, and
SE integrates the predictions of different augmentations.
In addition, the proposed schemes can be directly com-
bined with the existing pseudo-labeling methods. In this
paper, based on the CBST [46], we propose a novel pseudo-
labeling framework, which combines APC, SE, and TE to
alleviate the hard class problem. The proposed framework is
called Hard Class Rectification Pseudo-labeling (HCRPL).
The main contributions of this work can be summarized
as follows:
i) To the best of our knowledge, we reveal the hard class
problem in domain adaptation for the first time. The
low pseudo-labeling accuracy in these class will re-
sults in error accumulation and then harm the final
cross-domain recognition.
ii) We tackle the hard class problem from two aspects.
Firstly, since the target samples belonging to the hard
class are with low accuracy in pseudo-labeling. We
propose a novel APC approach to calibrate the predic-
tions of target samples. Secondly, since target sam-
ples belonging to hard class have inconsistent predic-
tions for small perturbations, we introduce TE and SE
to improve the robustness of predictions.
iii) We evaluate the proposed HCRPL on three public dat-
asets under both UDA and SSDA settings. Extensive
experimental results show that the proposed HCRPL
ac-hieves promising results in various DA scenarios.
Especially under SSDA setting, the proposed HCRPL
outperforms the stat-of-the-art methods.
2. Related Work
2.1. Unsupervised Domain Adaptation
Under UDA setting, we are given a set of labeled source
samples and a set of unlabeled target examples. According
to Ben-David et al.’s [2] theoretical analysis of DA, the ex-
pected error for the target domain depends on three terms:
the expected error on the source domain, the domain di-
vergence, and the shared error of the ideal joint hypoth-
esis, It can divide UDA methods into two parts. In the
first part, researchers assumed that the shared error of the
ideal joint hypothesis was small and mainly focused on de-
creasing the domain divergence. Gretton et al. [11] and
Long et al. [18] reduced the domain shift by minimizing the
Maximum Mean Discrepancy. Inspired by GAN [9], nu-
merous methods [7, 8, 34, 24, 38, 33, 31] were proposed
to confuse the source domain and target domain by an ad-
versarial objective. Although the source domain and tar-
get domain are aligned well, the shared error of the ideal
joint hypothesis will be large if the class conditional distri-
butions are not aligned and separated. In the second part,
researchers paid more attention to decreasing the shared er-
ror of the ideal joint hypothesis. Among the many schemes,
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pseudo-labeling is a promising paradigm for reducing the
third term. Saito, Ushiko, and Harada [28] adopted two
classifiers to label the target set and made a constraint for
the weight of two classifiers to make their different from
each other. Zou et al. [46] introduced self-paced learn-
ing which generates pseudo-labels from easy to hard to al-
leviate the error accumulation of the pseudo-labels. Fur-
thermore, they utilized different confidence thresholds to
select target pseudo-labeled set for different classes. Zou
et al. [45] introduced confidence regularization to prevent
putting overconfident label belief in the wrong classes. On
par with these methods that generate pseudo-labels based
on predictions, some methods generate pseudo-labels in the
feature space. Xie et al. [40] introduced feature centroids
alignment after pseudo-labeling to DA. Chen et al. [3] pro-
posed a progressive feature alignment that takes advantages
of intra-class distribution variance in pseudo-labeling for
UDA problems. Deng, Zheng, and Jiao [5] introduced the
similarity-preserving constraint that can be implemented by
minimizing the triplet loss with labeled source features and
pseudo-labeled target features.
2.2. Semi-Supervised Domain Adaptation
Since most DA methods focus on the unsupervised set-
ting, SSDA has not been well studied. Under SSDA set-
ting, a set of labeled source samples, a "small" set of the
labeled target set, and plenty of unlabeled target examples
are given. For SSDA, the key to improving performance is
learning the target-discriminative representations. In Saito
et al.’s study [27], the standard UDA methods [7, 19, 29]
were shown to be empirically less effective in SSDA be-
cause they fail to learn discriminative class boundaries on
the target domain. By optimizing a minimax loss on the con-
ditional entropy of unlabeled data and the task loss, Saito et
al. [27] reduced the distribution gap while learning discrim-
inative features. Motiian et al. [22] exploited the Siamese
architecture to learn an embedding subspace that is discrim-
inative and where mapped visual domains are semantically
aligned and yet maximally separated. Qin et al. [25] pro-
posed a framework consisting of a generator and two classi-
fiers, where one is a source-based classifier and the other is
a target-based classifier. The target-based classifier attempts
to cluster the target features to improve intra-class density
and enlarge inter-class divergence; the source-based classi-
fier is designed to scatter the source features to enhance the
smoothness of the decision boundary.
3. Methods
3.1. Preliminary
This section describes HCRPL based on the UDA set-
ting. Under UDA setting, a source domain푠 = {(푥푠푖 , 푦푠푖 )}푚푠푖=1
and a target domain 푢 = {(푥푢푖 )}푚푢푖=1 are given. We define
the pseudo-labeled set as 푙 = {(푥푢푖 , 푦̂푢푖 }푚푡푖=1. Specifically, 푦푠푖
and 푦̂푢푖 are one-hot vectors. Meanwhile, we assume that the
source domain and target domain contain the same object
classes, and we consider 퐶 classes. Under SSDA setting,
Algorithm 1 Overall workflow for HCRPL
Require: rounds 푅푠, epochs 퐸푠, source domain 푠, target do-
main 푢, pre-trained network parameter 휃.
Ensure: trained network parameter 휃.
1: Calculate the initial ensemble predictions 푍 = {푧푢푖 }
푚푢
푖=1 of tar-
get domain 푢 based on the pre-trained model.
2: Let training set 퐷tr = 푠.
3: for 푟 = 1 to 푅푠 do
4: for 푒 = 1 to 퐸푠 do
5: Train network. ⊳ Training phase
6: Update the ensemble predictions 푍. ⊳ Predicting
phase
7: end for
8: Select pseudo-labeled set 푙. ⊳ Selecting phase
9: Update training dataset 퐷tr = 푠 ∪푙.
10: end for
the source domain and labeled target set are regarded as the
new source domain while the unlabeled target set is regarded
as the new target domain.
The proposed HCRPL belongs to pseudo-labeling, but
it is different from the standard pseudo-labeling where the
target samples are predicted after every epoch but not ev-
ery round. To describe the proposed HCRPL more clearly,
the labeling phase is divided into predicting and selecting
phases. The overall training process is given in Algorithm
1, and mainly includes three phases as follows:
1) Training phase: training network with the training set푡푟.
2) Predicting phase: generating the ensemble predictions
푍 obtained from the target domain 푢.
3) Selecting phase: selecting confident predictions as the
pseudo-labeled set 푙.
We define going through the process from training the
network to updating 푡푟 once as one round. The proposed
APC, TE, and SE are included in the predicting phase. The
overall training process along with APC, TE, and SE are
introduced below.
3.2. Adaptive Prediction Calibration
The process of APC is shown in Figure 2 top. The tar-
get domain 푢 is first fed into the trained model to obtain
the predictions 푃 = {푝푢푖 }
푚푢
푖=1. Then, we define a ratio 푅 of
prior class distribution 푞(푦) to the predictive class distribu-
tion 푝(푦) as follows
푅 = 푞(푦)⊘ 푝(푦), (1)
where 푞(푦) = 1푚푠
∑푚푠
푖=1 푦
푠
푖 , 푝(푦) =
1
푚푢
∑푚푢
푖=1 푝
푢
푖 and ⊘ means
element-wise division, and푅 is a퐶-dimensional vector with
푖-th dimension being the difficulty degree belonging to 푖-th
class. Finally, we calibrate predictions 푃 by
푃 ← {Normalization(푅⊙ 푝푢푖 )}
푚푢
푖=1, (2)
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Figure 2: Structure of the training pass in HCRPL. Top: APC. Middle: TE. Bottom: SE. the details of Eq.1., Eq.2., Eq.3. and
Eq.4. are show in Equal 1, 2, 3 and 4.
where Normalization(푥) = 푥∑
푖 푥푖
and⊙means element-wise
multiplication. Intuitively, we calibrate 푃 by 푅. For a cer-
tain class 푐, if the predictive probability of class 푐 is small,
which means that class 푐 is a hard class, the APC will in-
crease the probabilities of classifying target samples into
class 푐.
3.3. Temporal-Ensembling and Self-Ensembling
Two ensembling methods, TE and SE, are adopted to
improve the robustness of predictions of target samples. For
TE, integrating predictions of multiple classifiers is consid-
erable to obtain consistent predictions. Different from that
Saito, Ushiku, and Harada [28] constructed two classifiers
with multiview loss, in this paper, we adopt the temporal-
ensembling based method which views the trained model
after different epochs as different classifiers and there is no
need to construct multiple classifiers. As shown in Figure 2
middle, we evaluate the target domain after every epoch and
update the ensemble predictions 푧푖 by Exponential Moving
Average (EMA). The EMA can be formulated as
푧푖 ← 훼푧푖 + (1 − 훼)푝푢푖 . (3)
The EMA could memorize all predictions and place a greater
weight on the most recent predictions. 훼 is the EMA mo-
mentum, and recent predictions will have a higher propor-
tion with a lower 훼. If 훼 = 0, then the ensemble predictions
푧푖 are equal to the current predictions 푝푢푖 . Specifically, the
ensemble predictions 푧푖 are used to select pseudo-labeled
samples in the selecting phase.
For SE, we integrate the predictions of two different
augmentations. As shown in Figure 2 bottom, we feed the
target samples into the trained model twice with different
stochastic augmentations and obtain predictions 푝푢푖1 and 푝
푢
푖2.
Then, the ensemble predictions 푝푢푖 are calculated by
푝푢푖 =
푝푢푖1 + 푝
푢
푖2
2
. (4)
TE and SE are somewhat similar to Π-model [14] and
Mean Teacher [6, 37]. These methods took the difference of
the predictions of different epochs and augmentations as a
regularization term to constrain the model. Our aim is dif-
ferent from these methods. We expect to improve the robust-
ness of predictions by enforcing the predictions of different
augmentations and epochs consistency.
3.4. Overall Training Process
The details of the training, predicting, and selecting phas-
es are described below.
In the training phase, the network is trained with train-
ing dataset 퐷tr. In the first round, we view 푠 as 퐷tr and
subsequently update 퐷tr with the pseudo-labeled target set푙 and source domain 푠. The training objective is defined
as
퐿 = 1
푚푠 + 푚푡
(
푚푠∑
푖=1
H(푦푠푖 , 푝
푠
푖 ) +
푚푡∑
푖=1
H(푦̂푢푖 , 푝
푢
푖 )), (5)
where H(푝, 푞) is the standard cross-entropy loss function.
With the number of pseudo-labeled target samples increas-
ing, the network learns more of the target-discriminative
representations and gradually enhances the transfer perfor-
mance in the target domain.
In the predicting phase, our aim is improve the accuracy
and robustness of predictions, especially for the hard class.
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Algorithm 2 Details of the prediction process
Require: ensemble predictions shadow value 푍, prior class dis-
tribution 푞(푦), target domain 푢. network parameter 휃, EMA
momentum 훼.
Ensure: updated ensemble predictions shadow value 푍.
1: Let 푃1 = ∅, 푃2 = ∅.
2: for 푖 = 1 to 푚푢 do
3: 푥̂푢푖1 = Augment (푥
푢
푖 )
4: 푥̂푢푖2 = Augment (푥
푢
푖 )
5: 푃1 ← 푃1 + 푝푢푖1 ⊳ 푝
푢
푖1 = 푝(푦|푥̂푢푖1, 휃)
6: 푃2 ← 푃2 + 푝푢푖2 ⊳ 푝
푢
푖2 = 푝(푦|푥̂푢푖2, 휃)
7: end for
8: 푝(푦) = 1
2푚푢
(
∑푚푢
푖=1(푝
푢
푖1 + 푝
푢
푖2))
9: 푅 = 푞(푦)⊘ 푝(푦)
10: 푃1 ← {Normalization(푅⊗ 푝푢푖1)}
푚푢
푖=1
11: 푃2 ← {Normalization(푅⊗ 푝푢푖2)}
푚푢
푖=1
12: 푃 = 푃1+푃2
2
13: 푍 ← 훼푍 + (1 − 훼)푃
14: return 푍
We propose the APC, TE, and SE to adjust the predictions
of target samples. The overall workflow pseudo-code for
the predicting phase is given in Algorithm 2. The predicting
phase can be split into five parts: Firstly, the target set is
augmented twice and the corresponding predictions 푃1, 푃2
are obtained (Line 2-7). Secondly, the difficulty ratio 푅 of
prior class distribution 푞(푦) to predictive class distribution
푝(푦) is calculated (Line 8-9). Thirdly, the APC is applied
to calibrate predictions 푃1, 푃2 (Line 10-11). Fourthly, the
average predictions 푃1+푃22 are calculated (Line 12). Finally,
the ensemble predictions 푍 are updated by EMA (Line 13).
In the selecting phase, we select the predictions of tar-
get samples with higher confidence as pseudo-labels. CBST
[46] considers that different classes should have different
confidence thresholds and dynamically adjusts thresholds
to generate pseudo-labels from easy to hard. The class-
balanced self-training solver can be formulated as
푦̂푢푖푐 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, if 푐 = argmax
푐
푧푢푖푐
exp(−푘푐)
,
푧푢푖푐
exp(−푘푐)
> 1.
0, otherwise.
(6)
Here, 푧푢푖 means the ensemble predictions of 푖-th sample in
the target domain. 푧푢푖푐 means the ensemble probability for
the 푐-th class in 푧푢푖 . 푘푐 for each class 푐 is determined by a
single portion parameter 푝 that indicates how many samples
to select in the target domain. Practically, 푝 is gradually
increased to select more pseudo-labeled samples for each
round. For a detailed algorithm, we recommend reading Al-
gorithm 2 in Zou et al’s paper [46].
4. Theoretical Analysis
This section explains why the hard class problem harms
the transfer performance, and our explanation is based on
Ben-David et al’s [2] theoretical analysis of DA.
Theorem 4.1. Let H be the hypothesis class. Given two
different domains  and  , we have
∀ℎ ∈ , 푅 (ℎ) ≤ 푅 (ℎ) + 12푑Δ( ,  ) + 퐶, (7)
where the expected error on the target samples 푅 (ℎ) are
bounded by three terms: (1) the expected error on the source
domain, 푅 (ℎ); (2) 푑Δ( ,  ) is the domain divergence
measured by a discrepancy distance between the source do-
main distribution  and the target domain distribution 
w.r.t. a hypothesis set ; and (3) the shared error of the
ideal joint hypothesis퐶 . 퐶 = 푚푖푛ℎ∈[휖 (ℎ, 푓 )+휖 (ℎ, 푓 )],
and 휖 (ℎ) is the expected error of ℎ on the source domain.
In this study, we focus on the third term that is the shared
error of the ideal joint hypothesis 퐶 . According to triangle
inequality for classification error [2], that is, for any labeling
functions 푓1, 푓2 and 푓3, we have 휖(푓1, 푓2) ≤ 휖(푓1, 푓3) +
휖(푓2, 푓3), we could have
퐶 = 푚푖푛
ℎ∈ 휖 (ℎ, 푓 ) + 휖 (ℎ, 푓 )
≤ 푚푖푛
ℎ∈ 휖 (ℎ, 푓 ) + 휖 (ℎ, 푓푙 ) + 휖 (푓푙 , 푓 ),
(8)
휖 (ℎ, 푓 ) + 휖 (ℎ, 푓푙 ) denotes the shared error of ℎ∗ on the
source domain  and pseudo-labeled set 푙 and is min-
imized by the training model with the source domain 
and pseudo-labeled set 푙. 휖 (푓푙 , 푓 ) denotes the false
pseudo-labels ratio. Overall, the expected error on the tar-
get domain is determined by the false pseudo-labels ratio.
Next, we combine the hard class problem with the false
pseudo-labels ratio. Firstly, few target samples are classified
into hard class, and the model can not learn target discrimi-
native representations for the hard class. Further, fewer tar-
get samples are classified into hard class, which aggravates
the hard class problem. Secondly, target samples belong-
ing to the hard class are misclassified into the other classes,
which causes misaligning and negative transfer. Overall, the
hard class problem will cause error accumulation and in-
crease the false pseudo-labels ratio.
5. Experiments
5.1. Datasets
5.1.1. ImageCLEF-DA
ImageCLEF-DA1 is a benchmark dataset for ImageCLEF
2014 DA challenges. Three domains, including Caltech-256
(C), ImageNet ILSVRC 2012 (I), and Pascal VOC (P), share
12 categories. Each domain contains 600 images and 50 im-
ages for each category.
5.1.2. Office-31
Office-31 [26] is a standard benchmark for DA tasks.
The dataset contains 4110 images of 31 categories collected
1http://imageclef.org/2014/adaptation
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Figure 3: Example images in ImageCLEF-DA, Office-31, and Office-Home
from three domains: Amazon (A), Webcam (W), and Dslr
(D). Under SSDA setting, we followed the settings used by
Saito et al. [27] and then evaluated the proposed method on
the task between W → A and D → A.
5.1.3. Office-Home
Office-Home [39] is a more challenging DA dataset com-
pared to Office-31. It consists of 15500 images from 65 cat-
egories and is organized into four domains: Art (Ar), Clipart
(Cl), Product (Pr), and Real-world (Rw).
We show the examples of three datasets in Figure 3. We
can see different classes have different domain shift. For
example, the examples of class ’Horse’ in different domains
are similar each other whereas the examples of class ’Bike’
in different domains varies a lot.
5.2. Baselines
5.2.1. Unsupervised Domain Adaptation
Under UDA setting, we evaluated HCRPL withResNet-50
[12]. We compared the proposed HCRPL with the latest
methods, including Reverse Gradient (RevGrad) [7], Joint
Adaptation Networks (JAN) [20], Class-Balanced Self-Training
(CBST) [46], Confidence Regularized Self-Training (CRST)
[45], CDAN [19], SAFN[41], Domain-Symmetric Networks
(SymNets) [44], Domain adversarial neural network (DANN)
[8], Discriminative Adversarial Domain Adaptation (DADA)
[36], MDD [43], Maximum Classifier Discrepancy (MCD)
[30] and Cycle-consistent Conditional Adversarial Transfer
Networks (3CATN) [17].
5.2.2. Semi-Supervised Domain Adaptation
In the SSDA experiment, we evaluated the proposed model
with AlexNet [13] and VGG16 [32]. The proposed model
was compared with Domain adversarial neural network (DANN)
[8], CDAN [19], ENT [10], Adversarial dropout regulariza-
tion (ADR) [29], and the Minimax Entropy (MME) [27].
5.3. Implementation Details
The proposed HCRPL was implemented with PyTorch2.
For a fair comparison, our backbone network was the same
as the competitive methods. For AlexNet, we replace the
last full-connected layer with a randomly initialized bot-
tleneck layer which consist of two full-connected layers:
4096 → 퐶 . For VGG and ResNet, we replace the last full-
connected layer with a randomly initialized 퐶-way classifier
layer. It was pre-trained on ImageNet and then fine-tuned
using SGD with a weight decay of 5 × 10−4, momentum
of 0.9, and batch size of 32. Likewise, we used horizontal-
flipping and random-cropping based data augmentation for
all the training data. For the pseudo-labeling setting, we set
the total number of pseudo-labeling rounds to be 30, each
with 20 epochs. In the 푟-th round, we choose the top 푝%
of the highest confidence target samples within each cate-
gory, and 푝 = 푚푖푛(푟 ∗ 5 + 10, 90). In the first round, the
network was trained with labeled data (source domain in
UDA; source domain and labeled target data in SSDA) with
a learning rate of 5 × 10−5 or 1 × 10−4. Furthermore, it was
then retrained in the subsequent rounds with a learning rate
of 1.5 × 10−5. We set the EMA momentum 훼 to 0.95. Un-
der SSDA setting, we added a few-shot module to AlexNet
and VGG16 like Saito et al. [27] for better comparison with
MME.
5.4. Results
5.4.1. Unsupervised domain adaptation
The transfer performances on the Office-Home, Office-
31, and ImageCLEF-DA under UDA setting are shown in
Table 1, 2, and 3, respectively. For Office-Home, the result
is shown in Table 1, and HCRPL outperforms the best per-
formance by 2.8% on average and achieves state-of-the-art
performance on most tasks. It should be noted that the pro-
posed framework has a larger improvement on the transfer
2https://pytorch.org/
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Table 1
ResNet50-based approaches on Office-Home under UDA setting (%)
Method Ar Ar Ar Cl Cl Cl Pr Pr Pr Rw Rw Rw AvgCl Pr Rw Ar Pr Rw Ar Cl Rw Ar Cl Pr
ResNet50 [12] 34.9 50.0 58.0 37.4 41.9 46.2 38.5 31.2 60.4 53.9 41.2 59.9 46.1
RevGrad [7] 45.6 59.3 70.1 47.0 58.5 60.9 46.1 43.7 68.5 63.2 51.8 76.8 57.6
CBST [46] 51.4 74.1 78.9 56.3 72.2 73.4 54.4 41.6 78.8 66.0 48.3 81.0 64.7
CDAN+E [19] 50.7 70.6 76.0 57.6 70.0 70.0 57.4 50.9 77.3 70.9 56.7 81.6 65.8
SAFN [41] 52.0 71.7 76.3 64.2 69.9 71.9 63.7 51.4 77.1 70.9 57.1 81.5 67.3
SymNets [44] 47.7 72.9 78.5 64.2 71.3 74.2 64.2 48.8 79.5 74.5 52.6 82.7 67.6
MDD [43] 54.9 73.7 77.8 60.0 71.4 71.8 61.2 53.6 78.1 72.5 60.2 82.3 68.1
HCRPL (proposed) 59.5 76.8 80.8 67.2 76.7 78.9 63.2 53.1 81.2 72.3 57.2 84.4 70.9
Table 2
ResNet50-based approaches on Office-31 under UDA setting (%)
Method A → W D → W W → D A → D D → A W → A Avg
ResNet50 [12] 68.4±0.2 96.7±0.2 99.3±0.1 68.9±0.2 62.5±0.3 60.7±0.3 76.1
DANN [8] 82.0±0.4 96.9±0.2 99.1±0.1 79.7±0.4 68.2±0.4 67.4±0.5 82.2
CBST [46] 87.8±0.8 98.5±0.1 100.0±0.0 86.5±1.0 71.2±0.4 70.9±0.7 85.8
MCD [30] 89.6±0.2 98.5±0.1 100.0±0.0 91.3±0.2 69.6±0.3 70.8±0.3 86.6
CRST [45] 89.4±0.7 98.9±0.4 100.0±0.0 88.7±0.8 72.6±0.7 70.9±0.5 86.8
SAFN+ENT [41] 90.1±0.8 98.6±0.2 99.8±0.0 90.7±0.5 73.0±0.2 70.2±0.3 87.1
CDAN+E [19] 94.1±0.1 98.6±0.1 100.0±0.0 92.9±0.2 71.0±0.3 69.3±0.3 87.7
SymNets [44] 90.8±0.1 98.8±0.3 100.0±0.0 93.9±0.5 74.6±0.6 72.5±0.5 88.4
MDD [43] 94.5±0.3 98.4±0.1 100.0±0.0 93.5±0.2 74.6±0.3 72.2±0.1 88.9
3CATN [17] 95.3±0.3 99.3±0.5 100.0±0.0 94.1±0.3 73.1±0.2 71.5±0.6 88.9
DADA [36] 92.3±0.1 99.2±0.1 100.0±0.0 93.9±0.2 74.4±0.1 74.2±0.1 89.0
HCRPL (proposed) 95.9±0.2 98.7±0.1 100.0±0.0 94.3±0.2 75.0±0.4 75.4±0.4 89.9
tasks with larger domain shift. For example, the tasks Ar
→ Cl and Cl → Ar have poor generalization ability on tar-
get domain, and HCRPL has an improvement over MDD by
5.4% on Ar → Cl and 7.2% on Cl → Ar. For Office-31, we
report the averages and standard deviations of the evaluation
results over 3 runs. HCRPL outperforms all the other meth-
ods on 퐴 → 푊 , 퐴 → 퐷, 퐷 → 퐴, 퐷 → 퐴, and the average
of all the sub-tasks. For ImageCLEF-DA, HCRPL outper-
forms all the other methods on 퐼 → 푃 , 푃 → 퐼 , 퐶 → 퐼 ,
퐶 → 푃 , 푃 → 퐶 , and the average of all sub-tasks.
5.4.2. Semi-supervised domain adaptation
We show results on Office-31 and Office-Home under
SSDA setting. As shown in Table 4 and 6, the proposed
HCRPL achieves the state-of-the-art performance on all set-
tings (e.g., different networks, different labeled target sam-
ple size) and sub-tasks. Specifically, on Office-31 1-shot,
HCRPL outperforms MME by 5.8% using AlexNet. As a
reference, MME outperforms S+T by 6.3% under the same
setting. Training with AlexNet is more challenging than
VGG, but HCRPL improves more on AlexNet, which also
proves the effectiveness of HCRPL in challenging scenar-
ios. Similarly, under SSDA setting, HCRPL has a larger
improvement on the tasks with larger domain shift.
5.4.3. Comparisons with CBST
Tables 1, 2, 3, 4 and 6 also provide the results of CBST
on different tasks. HCRPL not only outperforms on all tasks
but also improves performance by a large margin compared
to CBST, which implies that HCRPL promotes overall com-
pared to CBST. Specifically, we discover that the perfor-
mance improvements are more visible on hard tasks (for
example, A → D in Office-31), which illustrates that the
hard class problem will further deteriorate the performance
of pseudo-labeling in the case of large domain shift, and the
proposed HCRPL could alleviate it.
5.5. Ablation Study
We conduct the ablation study under four different set-
tings. The results are shown in Table 5. As shown, the APC
module plays the most important role in HCRPL. The large
performance degradation without APC indicates that cali-
brating the predictions of target samples is effective to im-
prove transfer performance. Besides, SE and TE could fur-
ther improve performance by improving the robustness of
predictions. Moreover, the performance of CBST is much
lower than the proposed methods, which proves that the
hard class problem deteriorates transfer performance dra-
matically and the proposed schemes are effective.
The proposed effect can be further demonstrated by the
accuracy of the pseudo-labels during the training process.
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Table 3
Results on the ImageCLEF-DA dataset under UDA setting(%)
Method I → P P → I I → C C → I C → P P → C Avg
ResNet50 [12] 74.8 83.9 91.5 78.0 65.5 91.2 80.7
DANN [8] 75.0 86.0 96.2 87.0 74.3 91.5 85.0
MCD [30] 77.3 89.2 92.7 88.2 71.0 92.3 85.1
JAN [20] 76.8 88.0 94.7 89.5 74.2 91.7 85.8
CBST [46] 77.8 91.7 96.2 91.1 75.0 93.9 87.6
CDAN+E [19] 77.7 90.7 97.7 91.3 74.2 94.3 87.7
SAFN [41] 78.0 91.7 96.2 91.1 77.0 94.7 88.1
HCRPL 78.2 92.9 96.6 92.3 77.5 95.8 88.9
Table 4
Results on the Office-31 datasets under SSDA setting(%)
Network Method W → A D → A1-shot 3-shot 1-shot 3-shot
AlexNet
S+T 50.4 61.2 50.0 62.4
DANN [8] 57.0 64.4 54.5 65.2
ADR [29] 50.2 61.2 50.9 61.4
CDAN [19] 50.4 60.3 48.5 61.4
ENT [10] 50.7 64.0 50.0 66.2
MME [27] 57.2 67.3 55.8 67.8
CBST [46] 57.5 66.0 54.8 63.9
HCRPL 63.2 69.9 61.4 70.0
VGG
S+T 57.4 62.9 68.7 73.3
ENT [10] 51.6 64.8 70.6 75.3
CDAN [19] 55.8 61.8 65.9 72.9
ADR [29] 57.4 63.0 69.4 73.7
DANN [8] 60.0 63.9 69.8 75.0
MME [27] 62.7 67.6 73.4 77.0
CBST [46] 71.4 76.6 70.8 76.2
HCRPL 74.6 77.2 74.0 77.8
Table 5
Ablation study under four settings. U and S denote UDA
and SSDA, respectively; and R and A denote ResNet50 and
AlexNet, respectively. 1 means 1-shot. w/o means without.
Methods Cl→Ar A→W Rw→Cl D→AUR UR SA1 SV1
CBST 56.5 87.0 39.7 62.4
HCRPL w/o APC 62.3 88.6 40.4 65.1
HCRPL w/o SE 66.6 92.5 45.3 68.8
HCRPL w/o TE 66.2 93.1 44.7 69.1
HCRPL (full) 67.2 95.9 46.0 70.0
Due to the limited space, only the corresponding results of
Cl → Ar and A → W under UDA setting are provided in Fig-
ure 4. APC substantially improves the accuracy of pseudo-
labels. SE and TE improve the accuracy of pseudo-labels at
the beginning of training process and then continue to work
during the whole training process. Meanwhile, it is found
that the accuracy of the pseudo-labels varies similarly with-
out SE or TE, which illustrates that they perform similar
(a) Cl→Ar (b) A→W
Figure 4: The accuracy of pseudo-labels with respect to
the ratio of pseudo-labels of different ablation studies on
(a) Office-Home Cl → Ar, ResNet-50, and UDA settings; (b)
Office-31 A → W, ResNet-50, and UDA settings.
roles. Moreover, the close relationship between the transfer
performance and the accuracy of pseudo-labels empirically
proves that the false pseudo-labels ratio determines the ex-
pected error on the target domain in pseudo-labeling.
5.6. Analysis
5.6.1. Exploring the hard class problem.
We train CBST and HCRPL on Office-31 W → A un-
der UDA setting. Figure 5 (a-d) show visualizations of the
confusion matrix for the classifier learnt by CBST, HCRPL
without APC, HCRPL without SE and TE and HCRPL. As
shown in Figure 5(a), few target samples are classified into
the 28-th class (’Stapler’) for the classifier learned by CBST,
which confirms the existence of the hard class problem and
indicts that Stapler is a hard class.
We first analyze the impact of APC on the hard class
problem. Compared to Figure 5 (a) and (b), Figure 5 (c) and
(d) show the results of adding APC to CBST and HCRPL
without SE and TE. Obviously, APC could alleviate the hard
class problem. Then, we analyze the impact of SE and
TE on the hard class problem. Compared Figure 5 (a) and
(b), only adding SE and TE has no difference to the hard
class problem. This result is quite reasonable, because only
improve the robustness of predictions could not increase
the probabilities of classifying target samples into the hard
class. Compared Figure 5 (c) and (d), adding SE and TE
after APC could further alleviate the hard class problem.
Since SE and TE could improve the robustness of predic-
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(a) CM: CBST (b) CM: HCRPL w/o APC
(c) CM: HCRPL w/o SE and TE (d) CM: HCRPL
Figure 5: (a)-(d) The Confusion Matrix (CM) visualization for CBST, HCRPL without APC, HCRPL without SE and TE and
HCRPL. The result is obtained on Office-31 W → A under UDA setting using ResNet-50. To better visualize the results, we
arrange the categories in alphabetic order.
tions and prevent the target samples belonging to the hard
class to be misclassified into the other classes.
5.6.2. Focusing on the hard class.
As mention before, in many real applications, we pay
more attention to the class with worst performance rather
than the average accuracy. To measure the performance, we
adopt recall, precision, and f1 score as metrics. We further
analyze the result shown in Figure 5 and consider the class
with worst performance, ’Stapler’. As shown in Figure 7,
HCRPL obviously improves the recall of Stapler from 0.05
to 0.3 and the precision of Stapler from 0.2 to 0.37, which
means that HCRPL reduces the probabilities of false posi-
tives and false negatives for hard class at the same time. The
large improvement of these metrics indicates that HCRPL
could be applied on more practical scenarios. Moreover, we
observe more clearly that the APR is the main effect, and
the SE and TE are the side effect to alleviate the hard class
problem. Meanwhile, the SE and TE could not alleviate the
hard class problem alone and further work combining with
APC.
5.6.3. Feature Visualization.
We train ResNet-50, CBST, and the proposed HCRPL
on Office-31 A → W under UDA setting and plot the learned
features with t-SNE [21] in Figure 6 (a-c), respectively. The
purple and yellow points represent the learned features of
the source domain and target domain, respectively. As men-
tioned in the section 1, pseudo-labeling is a promising parad-
igm for aligning and separating the class conditional distri-
butions of various domains. Therefore, CBST and HCRPL
could promote to learn target-discriminative representations
and to align the class conditional distributions. Furthermore,
HCRPL could learn more of the target-discriminative repre-
sentations due to improving the accuracy of pseudo-labels.
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(a) Source-only (b) CBST (c) HCRPL
Figure 6: (a)-(c): The t-SNE visualization of features generated by Source-only, CBST, and HCRPL (purple: source, yellow:
target). The result is obtained on Office-31 A → W under UDA setting using ResNet-50.
Figure 7: The recall, precision, and f1 score of class ’Sta-
pler’. the recall, precision, and f1 score of HCRPL w/o APC
are 0, since no target samples belonging to class ’Stapler’ is
classified correctly.
5.6.4. Convergence.
The convergence of ResNet, CBST, and the proposed
HCRPL can be demonstrated by the error rates in the tar-
get domain on Office-31 A → W under UDA setting. As
shown in Figure 8, the following observations can be made:
1) CBST and HCRPL are more stable than ResNet (base-
line) due to alleviating overfitting to the source domain. 2)
The target error decreases gradually learnt by CBST and
HCRPL because the pseudo-labeling methods progressively
generate more pseudo-labels and learn more of the target-
discriminative representations as the training progresses. 3)
The disparity of the target error between CBST and HCRPL
increases gradually, which indicates that APC, SE, and TE
effectively improve the accuracy of pseudo-labels.
6. Conclusions
Pseudo-labeling is a promising paradigm for solving the
DA problem. However, false pseudo-labels greatly degrade
its performance. To reduce the false pseudo-labels ratio, we
first revealed the hard class problem existing in DA, which
degrades the performance of DA and restricts the applica-
Figure 8: Test accuracy over iterations. The result is ob-
tained on Office-31 A → W under UDA setting using ResNet-
50. ResNet means that we train the model without DA and
only use the source domain as training data.
tion of DA. To alleviate the hard class problem, we pro-
posed APC to calibrate predictions according to the diffi-
culty degree for each class. Furthermore, we introduced
SE and TE to improve the robustness of the predictions of
target samples belonging to the hard class. In the experi-
ment, we demonstrated that HCRPL achieved good results
and outperformed some state-of-the-art methods with con-
siderable margins under UDA setting. Meanwhile, HCRPL
is suitable for the SSDA setting because it can learn target-
discriminative representations. Experimental analysis shows
that the proposed schemes can indeed alleviate the hard class
problem and improve the accuracy of pseudo-labels.
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