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ABSTRACT
Heat transfer at the nanoscale has been one of the primary concerns in the de-
sign of nanoelectronics and nanostructured materials for applications such as thermal
management and thermoelectric energy conversion. This thesis examines the thermal
transport in nanoscale thin films and two-dimensional (2D) materials using an op-
tical pump-probe technique based on frequency domain thermoreflectance (FDTR).
The design and implementation of a continuous-wave laser based FDTR system is
described in detail. The system is extended to an imaging microscope capable of pro-
ducing micrometer scale maps of several thermophysical properties simultaneously.
An analytical formula, which accounts for experimental noise and uncertainty in the
controlled model parameters, is derived to calculate the precision of thermoreflectance
measurements.
The FDTR system is used to study the anisotropic heat conduction in periodic
nanoscale Mo/Si superlattices and a 2D material, graphene. The measured in-plane
thermal conductivity values of the superlattices are in good agreement with calcula-
tions taking into account both electron and phonon thermal transport, using a phonon
mean free path which depends on the Mo layer thickness. The measurement proce-
vi
dure of graphene is described in detail, including the sample preparation, sensitivity
analysis, and parameter fitting. Various graphene flakes supported on SiO2 surfaces
and atomically flat Muscovite mica surfaces are measured. The results show that the
thermal conductivity of single-layer graphene can be improved by ∼3 times by using a
mica substrate compared to commonly used SiO2 substrates. In addition, comparison
with the reported values of suspended graphene suggest that the out-of-plane flexural
phonon modes may contribute at least 70% to the thermal conductivity of graphene.
Finally, the thermal model is modified to include volumetric heating for the mea-
surement of materials without a transducer layer. An amorphous silicon film de-
posited on fused silica and silicon substrates is measured to validate the model.
vii
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1Chapter 1
Introduction
Thermal management plays a critical role in the functionality and reliability of mod-
ern microelectronics. As the manufacturing technology continues to advance in semi-
conductor industry, the lateral size of the state-of-the-art transistors has shrunk to
14 nm and will move towards 10 nm in the next generation transistors according
to the Moore’s law. Under these nanometer length scales, the material properties,
particularly the thermal properties, may deviate significantly from its bulk counter-
parts(Chen, 2005), leading to unexpected temperature rise in devices. Moreover,
the heat conduction across nanoscale thin films is often limited by material inter-
faces(Cahill et al., 2003), which prevents the reliable operation of electronic devices
such as the heat assisted magnetic recording, phase change memories, and emerging
wide-bandgap nitride material systems(Shi et al., 2015; Meneghesso et al., 2008).
To understand fundamental aspects of thermal transport at the nanoscale, a
variety of experimental techniques have been developed(Cahill et al., 2003; Cahill
et al., 2002). These include scanning thermal microscopy (SThM), which is based
on a heated atomic force microscope tip(Kwon et al., 2003), techniques using mi-
crofabricated thin film heaters such as the 3ω method(Cahill, 1990), and optical
pump-probe methods such as Time-Domain Thermoreflectance (TDTR)(Paddock
and Eesley, 1986; Capinski and Maris, 1996; Cahill, 2004) and Frequency-Domain
Thermoreflectance (FDTR)(Schmidt et al., 2009). Each of these techniques has rela-
tive strengths and weaknesses for quantifying thermal properties in sub-micron thin
2films and across material interfaces. The 3ω method is a reliable way to measure
cross-plane thermal conductivity of materials, but it requires microfabrication, elec-
trical contacts, and its spatial resolution is limited by the dimension of the strip heater
deposited above the sample, while SThM provides imaging of thermal properties with
nanometer-scale spatial resolution but is extremely sensitive to both sample and tip
morphology and requires challenging probe fabrication and complex heat transfer
modeling in order to obtain reliable results(Cahill et al., 2002). TDTR and FDTR
are non-contact optical pump–probe techniques, in which one beam of light (the
pump) acts as a heat source while a second beam (the probe) detects the resulting
temperature change through a change in surface reflectivity. Due to their accuracy
and flexibility, they have become increasingly popular methods for determining the
thermal properties of solids(Paddock and Eesley, 1986; Schmidt et al., 2009; Liu
et al., 2013; Wei et al., 2013), liquids(Wilson et al., 2002; Schmidt et al., 2008b),
thin films(Costescu et al., 2003; Schmidt et al., 2010; Luckyanova et al., 2012), and
the thermal conductance of interfaces(Lyeo and Cahill, 2006; Hopkins et al., 2012;
Hopkins et al., 2010a; Yang et al., 2014).
1.1 Background of TDTR and FDTR
We review the basics of TDTR and FDTR techniques here to begin the thesis. Both
techniques use the same measurement geometry, shown in Figs. 1·1(a) and (c). A
pump laser beam is focused on the sample surface to create a Gaussian-shaped heat
source, while a probe laser beam is focused at the same spot and measures the
change in reflectivity. For small temperature changes, the change in reflectivity is
proportional to the change in surface temperature via the coefficient of thermore-
flectance (Burzo et al., 2005). The sample is usually coated with a thin transducer
layer such as a metal that strongly absorbs light at the pump wavelength and has a
3large coefficient of thermoreflectance at the probe wavelength. Typically, a 532 nm
probe laser is used for gold transducers(Yang et al., 2013) and an 800 nm probe laser
is used for aluminum transducers(Schmidt et al., 2008a).
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Figure 1·1: (a) Schematic of FDTR technique. (b) Typical phase data
measured by FDTR and the best model fit for an 80 nm gold film on a
fused silica substrate. (c) Schematic of TDTR technique. (d) Typical
TDTR phase data and the best model fit for a 70 nm aluminum film
on a fused silica substrate.
In FDTR, the pump beam is modulated at multiple frequencies, and the phase
lag between the pump beam and probe beam is measured with a lock-in amplifier.
4In TDTR, the pump and probe beams originate from a pulsed laser source and are
separated by a variable optical delay. The pump pulses heat the sample and the probe
pulses monitor the change in surface reflectivity as a function of the delay time. The
train of pulses that comprise the pump beam is given an additional periodic modu-
lation at one or more frequencies to enable lock-in detection. Either the amplitude,
the phase, or the ratio of the in-phase to out-of-phase components of the lock-in am-
plifier signal can be used as the observable parameter. FDTR experiments typically
access the frequency response of the sample in the kHz to MHz range, while TDTR
experiments can probe frequencies up to the GHz range (Collins et al., 2014). In
both TDTR and FDTR, the measurement of thermal properties is done as an inverse
problem, minimizing the difference between the observed and calculated probe phase
or amplitude by adjusting parameters of interest in a heat transfer model. Sample
data from a typical FDTR measurement of fused silica coated with 80 nm of gold is
shown in Fig. 1·1(b), along with the best fit of the heat transfer model, while sample
phase data and the best model fit from a TDTR measurement of fused silica coated
with 70 nm of aluminum are shown in Fig. 1·1(d).
Advantages of TDTR include picosecond temporal resolution, the capability to
resolve non-equilibrium dynamics among energy carriers, and, for some samples, im-
proved sensitivity to thermal interface conductance and the thermal properties of
thin films(Hopkins et al., 2010b). On the other hand, FDTR avoids the complexity
of a mechanical delay stage and the high cost of a pulsed laser system, and with the
right range of modulation frequencies, FDTR has similar or improved sensitivity for
many types of thin-film thermal measurements(Liu et al., 2013; Schmidt et al., 2010;
Zhu et al., 2010; Malen et al., 2011; Yang et al., 2014). In this thesis, we focus on
describing a continuous-wave (cw) laser based FDTR system and extending it to a
thermal property imaging system. Applications to the measurement of anisotropic
5thermal transport in superlattices and a two-dimensional (2D) material, graphene,
are demonstrated.
1.2 Organization of the Thesis
This thesis is essentially comprised of three parts. In the first, we demonstrate the
theory, design, and implementation of a cw laser based FDTR imaging system followed
by detailed uncertainty analysis of thermoreflectance measurements. In the second
part, we apply the developed FDTR system to study anisotropic thermal transport in
superlattices and graphene. In the final part, we modify the current surface heating
model and derive a new solution based on volumetric heating.
In Chapter 2, the design and implementation of an FDTR system is described in
detail, including optics, instrumentation, noise reduction, and signal and sensitivity
analysis. The extension of the system to a scanning thermal property microscope is
discussed along with the methodology for selecting imaging frequencies.
In Chapter 3, a formula is derived to calculate the precision of multi-parameter
measurements that use least squares algorithms. This formula, which accounts for
both experimental noise and uncertainty in the controlled model parameters, is then
used to calculate and compare the uncertainty of TDTR and FDTR. The uncertainty
analysis is validated with Monte Carlo simulations on data from FDTR measurements
of an 80 nm gold film on fused silica.
In chapter 4, the developed FDTR system is used to study the anisotropic heat
conduction in periodic nanoscale Mo/Si superlattices. Two transducers are investi-
gated for the measurement of the same samples. Results confirm that low thermal
conductivity transducers are favorable for in-plane thermal conductivity measure-
ments. The measured in-plane thermal conductivity values are in good agreement
with calculations taking into account both electron and phonon thermal transport,
6using a phonon mean free path which depends on the Mo layer thickness. In the end,
high temperature thermal conductivity values of these superlattices with and without
diffusion barriers are presented.
In chapter 5, the FDTR system is applied to measure the in-plane thermal conduc-
tivity and the thermal boundary conductance of single-layer and few-layer graphene
covered by titanium. The measurement procedure is described in detail, including
the sample preparation, sensitivity analysis, and parameter fitting. Thermal phase
images show that a low thermal conductivity transducer is preferred for visualizing
the in-plane thermal transport in graphene. Various graphene flakes supported on
roughened SiO2 surfaces and atomically flat Muscovite mica are measured. The re-
sults show that the thermal conductivity of single-layer graphene can be improved by
∼3 times by using a mica substrate compared to commonly used SiO2 substrates. In
addition, comparison with the reported values of suspended graphene suggest that the
out-of-plane ZA phonon modes may contribute at least 70% to the thermal conduc-
tivity of intrinsic graphene, which is in good agreement with theoretical simulations
in the literature.
Finally, in chapter 6, an analytical solution is derived for the thermoreflectance sig-
nal in the diffusion regime based on volumetric heating. The measurement sensitivity
to the pump absorption depth is analyzed for transducers with different thermal con-
ductivities. An amorphous silicon film deposited on fused silica and silicon substrates
is measured to validate the model.
7Chapter 2
Frequency Domain Thermoreflectance
Microscopy
In chapter 1, we reviewed the background of pump-probe measurements using TDTR
and FDTR. In the first half of this chapter, we will describe the instrumentation
of the FDTR system that was constructed in our lab. We then describe the heat
transfer model and measurement sensitivity to different combinations of parameters
in the model. In the second half, we extend FDTR to an imaging system capable of
producing quantitative maps of thermal properties. Most of the content about the
experimental system has been published in ref. (Yang et al., 2013).
2.1 Experimental System
Our system is based on two TEM00 free space cw lasers. The schematic and actual
system picture are shown in Fig. 2·1. The pump is a 50 mW diode laser (Coherent
OBIS 785LX) with a wavelength of 785 nm. We modulate the output power of the
pump by modulating the driving current of the laser driver using the signal generated
from the output channel of the lock-in amplifier (Zurich Instruments HF2LI). We
typically use a sinusoidal signal with a peak-peak voltage of 2V and a frequency
range of 10 kHz to 50 MHz as the driving signal. The probe is a 20 mW diode
pumped solid state laser with a wavelength of 532 nm. Each beam passes through
an optical isolator (Thorlabs IO-5-532-HP for 532nm, Thorlabs IO-3-780-HP for 785
nm) to eliminate back reflection and improve power stability.
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Figure 2·1: FDTR microscope based on two cw diode lasers. (a)
Schematic of our setup. The pump laser is directly modulated by the
reference output signal from a lock-in amplifier. The lock-in detects the
phase lag in the probe signal at the modulation frequency relative to
the reference output signal. A balanced photodetection scheme is used
to improve the signal to noise ratio. A flip mirror is used to temporarily
direct a portion of the pump beam to the signal photodiode PD1 and
determine the absolute phase of the pump beam at the sample surface.
(b) Picture of the setup built in our lab.
The pump beam is reflected by a dichroic mirror (Edmund Optics, hot mirror)
and focused onto the sample with a microscope objective, creating a periodic heat
flux with a Gaussian spatial distribution on the sample surface. The probe beam is
aligned coaxially with the pump beam and focused with the pump spot to monitor
the periodic fluctuations in reflectivity at the sample surface caused by the oscil-
lating sample temperature. The coaxial geometry simplifies alignment and enables
diffraction-limited beam spot profiles. The sample is coated with a thin metal film,
on the order of 50 – 100 nm, which is chosen to maximize the coefficient of thermore-
flectance at the probe wavelength(Wilson et al., 2012). For our system, gold gives a
large signal at the 532 nm probe wavelength with a coefficient of thermoreflectance
9of ∼ 2×10−4 K−1(Cardenas et al., 2012). The sample is mounted on a closed-loop
piezoelectric translation stage (Physik Instrumente) with an 200 µm scanning range
in the x, y and z directions and a typical repeatability of ± 0.01 µm.
We use balanced photodetection to improve the signal-to-noise ratio at low fre-
quencies. This is implemented with a balanced photodetector (Thorlabs PDB410A)
comprised of two well-matched photodiodes PD1 and PD2. The probe beam is split
with a polarizing beam splitter (PBS). One beam (post-sample) is focused onto the
sample and reflected back to PD1, while the other beam (pre-sample) is sent along a
matched optical path to PD2. The output currents of PD1 and PD2 are subtracted in
the detector and sent through a low-noise transimpedance amplifier, removing com-
mon mode noise in the probe beam. Fine balancing is performed by adjusting the
half waveplate until the noise is minimized. A translation stage is used to precisely
match the optical path lengths of the pre-sample and post-sample beams for maxi-
mum noise rejection. Two bandpass filters (Thorlabs FGB37) are placed before the
photodetectors to block scattered pump light, which would otherwise overwhelm the
thermal signal.
In our implementation of FDTR, we compare the phase lag of the post-sample
probe beam, measured with respect to the reference signal from the lock-in amplifier,
against the calculated phase lag of the sample surface temperature to a periodic Gaus-
sian heat source at the sample surface(Schmidt et al., 2009). However, the optical
path lengths of the pump and probe beams, driving electronics, and photodetectors
all introduce additional frequency-dependent phase shifts into the signal, which col-
lectively we write as φext. Our approach to account for this external phase shift is to
split 1% of the pump beam with a beam sampler and temporarily direct it into the
post-sample photodiode with a flip-mirror. We then record φext over the frequency
range of our measurement and subtract this quantity from the measured phase signal
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before fitting the data to our thermal model. The reference path length should be as
close as possible to the total path length from the beam sampler to the sample surface
plus the path length from the sample surface to the photodetector. We found that
∼ 5% of the pump light that is reflected from the sample surface leaks through the
dichroic mirror. We achieved finding the right reference path length by temporarily
removing the 785 nm filters and adjusting the reference path length until the phase
signals from the leakage beam and the sampled beam were the same. A translation
stage is used to adjust the sampled path until the measured phases agree to within
0.01 degrees at 50 MHz, corresponding to a path length difference of ∼ 16 µm.
2.2 Spot Size Characterization
The laser spot size is one of the primary sources of experimental uncertainty in FDTR
measurements(Schmidt et al., 2009; Malen et al., 2011). We use a two-dimensional
knife-edge technique to measure both pump and probe laser spot sizes(Yang et al.,
2013). To make the knife-edge sample, we deposited 100 nm gold and 5 nm titanium
on a glass slide using electron beam evaporation and patterned the gold film with
a square transparent window using photolithography and lift-off techniques. The
optical image of the fabricated knife-edge sample is shown in Fig. 2·2. We also treated
the sample surface with oxygen plasma after fabrication to remove any photoresist
residue. During the spot size measurement, the knife-edge sample is mounted on
a closed-loop piezoelectric stage and positioned in the focal plane of the objective
lens. The piezoelectric stage scans the sample in two dimensions with a repeatability
of ± 0.01 µm and the transmitted light is measured with a photodetector placed
underneath.
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For a laser spot with a Gaussian intensity profile
I(r) =
2A0
piw0
exp(
−2r2
w20
) (2.1)
where A0 is the total power and w0 is the 1/e
2 radius, the total transmitted power
recorded by the photodetector is
P (x) =
2A0
piw0
∞∫
−∞
dy exp(
−2y2
w20
)
x∫
−∞
dx exp(
−2x2
w20
) (2.2)
when the knife-edge is scanning in the x direction. We fit the spatial derivative of
the photodetector output with a Gaussian profile in both the x and y directions to
extract the 1/e2 radius of our pump and probe spots. Figure 2·3 shows an example
of our probe spot profile with a 10× objective, where the 1/e2 radius is 1.6 µm in
the x and y directions. We use a CCD camera to focus on the knife edge before spot
size measurement. During measurement of actual samples, the height of the sample
is adjusted until the CCD image is in sharp focus, ensuring that the sample plane is
at the same location where the spot profiles were measured.
The sample must remain within the depth of focus of the objective lens during
FDTR measurements to avoid defocusing of the laser spots enough to affect the mea-
surement. Taking a typical tolerance of w = 1.05w0, where w is the spot radius and w0
is the minimum focused radius, the depth of focus can be determined using Gaussian
beam optics: ∆z = ±0.32piw20/λ where λ is the wavelength, and the minimum spot
radius is determined by w0 = 0.61λ/NA where NA is the numerical aperture(Hecht,
2002). For our 10X objective (NA = 0.25) at the probe wavelength of 532 nm, this
yields a depth of focus of ∆z = ±3.18 µm, and for our 20X objective (NA = 0.4),
∆z = ±1.24 µm. Practically, we adjust the z position of the piezoelectric stage until
the amplitude of the thermal signal is maximized, which is another way of checking
the focus of the sample surface.
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Figure 2·2: Dark field image of the two-dimensional knife-edge pattern
fabricated on a glass slide taken by a Nikon optical microscope in the
shared clean room in the Photonics Center.
2.3 System Noise
Noise in the detected probe signal affects the overall signal-to-noise ratio. At mod-
ulation frequencies below 1 MHz, 1/f noise dominates the noise source. This was
overcome by using the balanced detection scheme. In Fig. 2·4(a), we show the noise
floor of our system under typical experimental conditions with a lock-in amplifier
bandwidth of 3.4 Hz. The noise floor was measured by blocking the pump beam
while still sending the lock-in reference signal to the laser diode driver. The noise
was measured in both balanced and unbalanced configurations, and shows that our
balanced detection scheme reduces the noise inherent in the probe beam by more than
an order of magnitude for frequencies below 1 MHz. At frequencies above 10 MHz,
radio-frequency (RF) noise picked up by the detector and signal cables becomes the
dominant source of noise. We found that the stainless steel mounts of the 785 nm
color filters in front of the detector were another source picking up RF noise. Figure
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Figure 2·3: Kinfe-edge measurement of the focused probe spot in x
and y directions. The 1/e2 radius is 1.6 µm in the x direction and 1.6
µm in the y direction.
2·4(b) shows the layout of the optics in front of the balanced photodetector. We were
able to reduce the RF noise by about 5 times by only moving these filters two inches
away from the detector. The noise reduction is shown in Fig. 2·4(a) where Balanced
1 is the noise when the filters were close to the detector and Balanced 2 is the noise
when the filters were two inches away from the detector.
2.4 Signal Analysis
The measurement of thermal properties is done as an inverse problem, minimizing
the difference between the observed and calculated phase lag at different frequencies
by adjusting parameters of interest in a thermal model. The model, described in
detail in the literature (Schmidt et al., 2009), gives the frequency response of the
sample surface temperature in the diffusion regime in response to a Gaussian heat
source on a multilayer stack of materials. A typical measurement configuration is
shown in Fig. 2·5. We use five physical parameters for each layer in the sample: the
volumetric heat capacity, Cp, the cross-plane and in-plane thermal conductivities, κ⊥
and κ‖, the layer thickness, d, and the thermal boundary conductance to the next
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Figure 2·4: (a) System noise floor for the balanced and unbalanced
detection scheme. The three noise data were measured using a lock-in
amplifier bandwidth of 3.4 Hz. The 785 nm color filters were placed
close to the detector for Balanced 1 and two inches away from the
detector for Balanced 2. (b) Layout of the optics in front of the balanced
photodetector.
layer, G. Thus for an n-layer sample we have 5n−1 physical properties, of which 1–4
are typically determined in a given measurement. If the thickness of the bottom layer
is greater than the penetration depth of the thermal wave at the lowest frequency, a
semi-infinite boundary condition can be used for the final surface and the thickness
of the bottom layer d can be made arbitrarily large. Otherwise, the actual thickness
of the final layer must be used in the solution, and the boundary condition at the
bottom surface can be taken as adiabatic, isothermal or convective, depending on how
the sample is mounted. The thermal penetration can be estimated from δt =
√
2α/ω0
where ω0 is the lowest frequency and α is the thermal diffusivity of the bottom layer.
The optical power impinging on the sample from the modulated pump beam at
frequency ω is given by Qmodulation = (1/2)Qpump(1 + cosωt) where Qpump is the
maximum DC output power of the pump laser. The lock-in amplifier detects the
amplitude and phase of the harmonic component of the reflected probe signal at ω.
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Figure 2·5: Multilayer sample with Gaussian pump and probe spots.
For each layer we include the volumetric heat capacity, Cp, the cross-
plane and in-plane thermal conductivities, κ⊥ and κ‖, the layer thick-
ness, d, and the thermal boundary conductance to the next layer, G.
The amplitude of the lock-in voltage is given by
|VLI| = 1
2
QpumpQprobe(1−Rλpump)(
dR
dT λprobe
)Gdet|H(ω)| (2.3)
where Qprobe is the probe power that is impinging on the sample surface, Rλpump is
surface reflectivity at the pump wavelength, dR
dT λprobe
is the coefficient of thermore-
flectance at the probe wavelength, and Gdet is the product of the transimpedance
amplifier gain and the photodiode responsivity at the probe wavelength. H(ω) is a
complex number that represents the frequency response of the sample surface tem-
perature to a periodic heat flux that is absorbed on the surface, weighted by the
intensity distribution of the probe beam.
We derived the explicit expression of H(ω) for a multilayer geometry such as the
one shown in Fig. 2·5 from a two-dimensional heat conduction equation. To avoid
confusion with the Hankel transfer variable, k, we use Λ to represent the thermal
conductivity in the derivation below. κ is used elsewhere in this chapter to denote
the thermal conductivity. In cylindrical coordinates, the heat conduction equation
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for each layer of material is given by
Λr
r
∂
∂r
(r
∂θ
∂r
) + Λz
∂2θ
∂z2
= Cp
∂θ
∂t
(2.4)
where θ is the temperature, Λr and Λz are the in-plane and cross-plane thermal
conductivities, respectively, and Cp is the volumetric heat capacity. We find the
solution of Eq. 2.4 in the frequency domain following the approach described by
Carslaw and Jaegar(Carslaw and Jaeger, 1959). Taking the Fourier transform and
Hankel transform of Eq. 2.4, we obtain
Λz
∂2θ(ω, k, z)
∂z2
= (Λrk
2 + Cpiω)θ(ω, k, z) (2.5)
We let
q2 =
Λrk
2 + Cpiω
Λz
For a layer of material n, the temperature, θn, and heat flux, fn, on the top surface
are related to the temperature and heat flux on the bottom surface:(
θn,b
fn,b
)
=
(
cosh(qd) − sinh(qd)
Λzq
−Λzqsinh(qd) cosh(qd)
)(
θn,t
fn,t
)
(2.6)
where d is the layer thickness. A thermal boundary conductance G between the
bottom surface of layer n and the top surface of the next layer n + 1 can also be
written as a matrix form (
θn+1,t
fn+1,t
)
=
(
1 −G−1
0 1
)(
θn,b
fn,b
)
(2.7)
Combining Eqs. 2.6 and 2.7, we obtain the solution for a multilayer sample through
matrix multiplication: (
θb
fb
)
= MNMN−1 · · ·M2M1
(
θt
ft
)
(2.8)
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where Mn, n = 2, ..., N are the matrices from Eqs. 2.6 and 2.7. We let
MNMN−1 · · ·M2M1 =
(
A B
C D
)
If an adiabatic or semi-infinite boundary condition is applied to the bottom surface
of the Nth layer, the surface temperature will be given by
θt =
−D
C
ft (2.9)
The top surface heat flux boundary condition is given by the radial heat flux distri-
bution of the pump beam on the surface:
I(r, t) =
2P (t)
piw20
exp(−2r
2
w20
) (2.10)
where P (t) is the total absorbed pump power in the time domain and w0 is the 1/e
2
radius of the pump on the surface. Taking Fourier transform and Hankel transform
of Eq. 2.10 and inserting into Eq. 2.9, we get
θt(ω, k) =
−D
C
P (ω)
2pi
exp(
−k2w20
8
) (2.11)
We then get the surface temperature distribution in real space by taking inverse
Hankel transform of Eq. 2.11
θt(ω, r) =
∞∫
0
kJ0(kr)(
−D
C
)
P (ω)
2pi
exp(
−k2w20
8
)dk (2.12)
The reflected probe beam signal is proportional to the average surface temperature
weighted by the Gaussian distribution of the probe intensity on the surface:
θt(ω) =
P (ω)
2pi
∞∫
0
k(
−D
C
)exp[
−k2(w20 + w21)
8
]dk (2.13)
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where w1 is the 1/e
2 radius of the probe beam on the surface. We then find the
frequency response of the sample which is inserted into Eq. 2.3 by letting dividing
θt(ω) by P (ω):
H(ω) =
1
2pi
∞∫
0
k(
−D
C
)exp[
−k2(w20 + w21)
8
]dk (2.14)
The phase measured by the lock-in amplifier is given by
φLI = tan
−1 =(H(ω))
<(H(ω)) + φext (2.15)
where φext is the net external phase introduced by the optical paths and electronic
components discussed in section IIA. We subtract the measured φext at each frequency
before fitting the lock-in phase data with our model for H(ω) in Eq. 2.14.
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Figure 2·6: FDTR phase data for fused silica and silicon covered by
100 nm gold. The pump and probe spot radii are 5 µm and 1.6 µm,
respectively. The best fit of the heat transfer model is also shown for
each data set.
In Fig. 2·6, we show FDTR phase data of fused silica and silicon coated with 100
nm gold and their best fits to the heat transfer model of Eq. 2.15. A least squares
algorithm is typically used to find the best model fit. Both the thermal conductivity
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of the substrate and the thermal boundary conductance of the gold-substrate interface
can be extracted from the best fits.
Depending on the number and types of layers in the sample, several combinations
of the properties illustrated in Fig. 2·5 may be determined from one FDTR measure-
ment. The number of parameters that can be fit is maximized when the frequency
range is sufficiently large that the thermal penetration depth Lp =
√
2κ
Cpω
varies from
being larger to smaller than the pump laser spot diameter, causing heat flow to tran-
sition from a two-dimensional, axisymmetric regime to a one-dimensional regime. In
the former, the phase signal depends primarily on the quasi-isotropic thermal con-
ductivity and is sensitive to in-plane transport, while at high frequency the phase is
controlled by the thermal effusivity
√
κCp and the thermal boundary conductance of
the surface layer. For a frequency range of 4 kHz - 50 MHz, Lp varies from 84 µm
to 753 nm in silicon (thermal diffusivity = 8.9 × 10−5m2s−1 at 300 K) and from 8.2
µm to 73 nm in SiO2 (thermal diffusivity = 8.46 × 10−7m2s−1 at 300 K), so for the
majority of materials, spot diameters on the order of a few µm effectively cover the
1D–2D transition.
2.5 Sensitivity to Thermal Properties
We use phase sensitivity to visualize how sensitive the phase signal is to multiple
properties in the thermal model. We calculate phase sensitivity, S(ω), to a parameter
x as a function of frequency based on
S(ω) =
∂φ(ω)
∂lnx
(2.16)
In Fig. 2·7, we show three examples of thermal property characterization, along
with calculated phase sensitivity curves for the properties of interest in each exam-
ple. In Fig. 2·7(a), we consider measuring the thermal conductivity, heat capacity,
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1 Introduction
Pump–probe thermoreflectance is a technique for characterizing thermal properties of bulk
materials and thin films, including the cross-plane and in-plane thermal conductivities, heat
capacity, and the thermal boundary conductance between materials. The method typically
uses two light sources, referred to as the pump and the probe.
The pump is focused onto the sample to create a known heat flux boundary condition, while
the probe monitors the response of the surface temperature through a proportional change
in the reflectivity. Combined with a heat transfer model, the temperature response and heat
flux boundary condition are used to infer transport properties. Samples are often coated
with a thin layer of metal, referred to as the transducer layer, that is opaque at both pump
and probe wavelengths and has a large coe cient of thermoreflectance at the probe wave-
length. Figure 1 shows a schematic of a thin-film sample being measured with coincident
focused pump and probe lasers.
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Figure 1: A schematic of a thin-film sample being measured with coincident focused pump
and probe lasers. The sample is coated with a thin metal transducer layer that is fully
opaque to both the pump and probe light and has a large coe cient of thermoreflectance at
the probe wavelength.
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Figure 5:
The sample thermal properties are extracted by minimizing the error between the lock-in phase
data and the phase of Eq. (5) via a nonlinear least-squares fit algorithm. References [25, 27] have
discussed the sensitivity to di↵erent thermal properties: thermal conductivity , volumetric heat
capacity C, and thermal interface conductance G. The sensitivity is dominated by both spot sizes
and thermal penetration depth Lp =
q
2
C! . In the low frequency region, Lp is much bigger than
the spot sizes. The thermal response is sensitive to both cross-plane and radial transport. In the
high frequency region where one-dimensional limit happens, the thermal response depends on the
thermal e↵usivity
p
C. By varying the frequency over a wide range, it is possible to extract both
 and C, but only when the material anisotropy is known or the thermal conductivity is isotropic.
We now consider three typical heat transfer configurations for sensitivity analysis. 100 nm of Au is
used as the transducer layer. The thermal phase lag is calculated based on Eq. (6) over a frequency
range of 4 kHz - 20 MHz covering both radial transport and one dimensional limit. For a 10 X
objective, the pump radius is 8 µm and the probe radius is 1.55 µm.
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materials and thin films, including the cross-plane and in-plane thermal conductivities, heat
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The pump is focused onto the sample to create a known heat flux boundary condition, while
the probe monitors the response of the surface temperature through a proportional change
in the reflectivity. Combined with a heat transfer model, the temperature response and heat
flux boundary condition are used to infer transport properties. Samples are often coated
with a thin layer of metal, referred to as the transducer layer, that is opaque at both pump
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The sample ther al properties are extracted by minimizing the error between the lock-in phase
data and the phase of Eq. (5) via a nonlinear least-squares fit algorithm. References [25, 27] have
discussed the sensitivity to di↵erent thermal properties: thermal conductivity , volumetric heat
capacity C, and thermal interface conductance G. The sensitivity is dominated by both spot sizes
and thermal penetration depth Lp =
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2
C! . In the low frequency region, Lp is much bigger than
the spot sizes. The thermal response is sensitive to both cross-plane and radial transport. In the
high frequency region where one-dimensional limit happens, the thermal response depends on the
thermal e↵usivity
p
C. By varying the frequency over a wide range, it is possible to extract both
 and C, but only when the material anisotropy is known or the thermal conductivity is isotropic.
We now consider three typical heat transfer configur tions for sensitivity analysis. 100 nm of Au is
used as the transducer layer. Th thermal phase lag calculated based on Eq. (6) over a frequency
rang of 4 kHz - 20 MHz covering b t r dial transport and one dimensional limit. For a 10 X
objective, the pump radius i 8 µm and the probe radius is 1.55 µm.
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Figure 2·7: Calculated phase sensitivity to multiple thermal properties
of substrates coated with 100 nm gold using pump and probe radii of 7
µm: (a) G,Cp, κ of the gold film. (b) G,Cp, κ of sapphire. (c) G, κ⊥, κ‖
of quartz.
and the thermal boundary conductance for a gold film on a known substrate. In
Fig. 2·7(b), we consider measuring the thermal conductivity, heat capacity, and the
thermal boundary conductance for an unknown substrate assuming the thermal prop-
erties of the gold transducer has been characterized. In Fig. 2·7(c) we are interested in
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both in-plane and cross-plane thermal conductivities of an anisotropic sample along
with thermal boundary conductance assuming the heat capacity is known from liter-
ature.
In each case, the sensitivity to the various properties in the thermal model varies
differently from low to high frequency. For example, in Fig. 2·7(c), considering sen-
sitivity to in-plane and cross-plane thermal conductivities, sensitivity to cross-plane
transport is dominant at high frequencies in the 1D regime and sensitivity to in-plane
transport is dominant at low frequencies in the 2D regime. All three properties can
be determined from one measurement that spans the full frequency range.
2.6 Thermal Property Imaging
10um
3 nm Ti + TiO2 100 nm Au
(a) (b)
Silicon
Figure 2·8: (a) Cross-section of our test sample, where a patterned,
oxidized titanium thin film on a silicon substrate is coated with 100 nm
of gold. (b) Optical image of the mask used for photolithography.
We have extended the FDTR system to a microscope that can obtain quantitative
thermal property maps with submicron resolution.
We obtain images by scanning the sample stage in two dimensions while recording
amplitude and phase data from the lock-in amplifier at up to six frequencies simulta-
neously. At every frequency we obtain both an amplitude and a phase image. Both
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capacity, and the thermal boundary conductance between materials. The method typically
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flux boundary condition are used to infer transport properties. Samples are often coated
with a thin layer of metal, referred to as the transducer layer, that is opaque at both pump
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The sample thermal properties are extracted by minimizing the error between the lock-in phase
data and the phase of Eq. (5) via a nonlinear least-squares fit algorithm. References [25, 27] have
discussed the sensitivity to di↵erent thermal properties: thermal conductivity , volumetric heat
capacity C, and thermal interface conductance G. The sensitivity is dominated by both spot sizes
and thermal penetration depth Lp =
q
2
C! . In the low frequency region, Lp is much bigger than
the spot sizes. The thermal response is sensitive to both cross-plane and radial transport. In the
high frequency region where one-dimensional limit happens, the thermal response depends on the
thermal e↵usivity
p
C. By varying the frequency over a wide range, it is possible to extract both
 and C, but only when the material anisotropy is known or the thermal conductivity is isotropic.
We now consider three typical heat transfer configurations for sensitivity analysis. 100 nm of Au is
used as the transducer layer. The thermal phase lag is calculated based on Eq. (6) over a frequency
range of 4 kHz - 20 MHz covering both radial transport and one dimensional limit. For a 10 X
objective, the pump radius is 8 µm and the probe radius is 1.55 µm.
C, k, d, G
8 / 12
(b)
(a)
3 Analysis
3.1 Multi-parameter fit
Probe 
Pump
Pump-Probe Thermoreflectance
1 Introduction
Pump–probe thermoreflectance is a technique for characterizing thermal properties of bulk
materials and thin films, including the cross-plane and in-plane thermal conductivities, heat
capacity, and the thermal boundary conductance between materials. The method typically
uses two light sources, referred to as the pump and the probe.
The pump is focused onto the sample to create a known heat flux boundary condition, while
the probe monitors the response of the surface temperature through a proportional change
in the reflectivity. Combined with a heat transfer model, the temperature response and heat
flux boundary condition are used to infer transport properties. Samples are often coated
with a thin layer of metal, referred to as the transducer layer, that is opaque at both pump
and probe wavelengths and has a large coe cient of thermoreflectance at the probe wave-
length. Figure 1 shows a sc matic of a thin-film sample being measured with coincident
focused ump and probe lasers.
Probe 
Periodic Heat 
Source (Pump) 
1: Transducer
2: Thin film
3: Substrate
G1 2
G2 3
[ ⇢cp k  k  d ]3
[ ⇢cp k  k  d ]2
[ ⇢cp k  k  d ]1
Figure 1: A schematic of a thin-film sample being measured with coincident focused pump
and probe lasers. The sample is coated with a thin metal transducer layer that is fully
opaque to both the pump and probe light and has a large coe cient of thermoreflectance at
the probe wavelength.
1 / 30
Figure 5:
The sample thermal properties are extracted by minimizing the error between the lock-in phase
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Figure 2·9: (a) FDTR measurement of the sample in a region without
titanium, and best model fit. Green squares indicate the six frequencies
used for imaging. (b) Calculated phase sensitivity to substrate thermal
conductivity, κ, and thermal boundary conductance, G, are used to
choose the imaging frequencies.
images show the thermal response of the imaged sample, but the interpretation of
amplitude images is also complicated by variations in the surface reflectivity of the
sample and laser power fluctuations. Only phase images are thus used for thermal
property analysis. The phase images obtained at multiple frequencies are chosen for
maximum sensitivity to various thermal properties, and then this set of phase images
is converted into quantitative thermal property maps.
As a demonstration, we created a sample with a patterned variation in the thermal
boundary conductance, G, between a gold film and a silicon substrate. This was
accomplished by patterning a 3 nm film of titanium on a silicon substrate using
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Figure 2·10: Phase images acquired at the six modulation frequencies
shown in Fig. 2·9.
photolithography and a lift-off process. During this process, the patterned titanium
film was exposed to air, allowing it to oxidize. Following lift-off, the entire sample
was coated with a uniform film of gold 100 nm thick using electron beam evaporation.
The test sample is shown in Fig. 2·8. The thickness of the titanium layer is assumed
to be the target deposition value of 3 nm, and the overall thickness and thermal
conductivity of the gold/titanium layer were determined by FDTR measurement of
a fused silica reference sample placed next to the patterned sample in the deposition
chamber.
In Fig. 2·9(a), we plot a single point FDTR measurement of the sample in a
region without titanium, along with the best model fit. Using the best fit values
for the thermal boundary conductance and substrate thermal conductivity (38 MW
m−2K−1 and 141 W m−1K−1, respectively), the phase sensitivity for G and for the
thermal conductivity of the substrate, κ, is plotted in Fig. 2·9(b). Based on the
sensitivity curves, six frequencies are selected to cover the range where the phase
signal is sensitive to both G and κ, including 901.3 kHz, where the sensitivity to G
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is near zero.
Fig. 2·10 shows phase images acquired at these six frequencies with a 20X micro-
scope objective (NA = 0.4), which yielded 1.7 µm and 0.75 µm for the pump and
probe radii, respectively. These images are 160×160 pixels with a pixel size of 0.5 µm.
The image contrast from the patterned interface agrees well with the sensitivity curve
for G: contrast is low at low frequencies, and as expected the pattern is almost in-
visible at 901.3 kHz, while above 1 MHz, where the sensitivity to G increases with
frequency, the contrast increases with each higher frequency.
We developed software based on Matlab shown in Fig. 2·11 to analyze FDTR data
and images. This graphical user interface makes our data analysis both convenient
and efficient. We can load both amplitude and phase images in the image panel.
Phase data at any pixel can be selected and plotted in the single point analysis panel
for data fitting. Property images are generated by fitting the phase data of the phase
images at each pixel to our thermal model. They are displayed under the raw images
once the Fit button is hit. Converting 160 × 160 phase images to a property image
may take hours using the embedded Matlab functions. We developed a C++ code for
computing the phase from the thermal model (which is Eq. 2.15) since C++ is more
efficient in memory management than Matlab. In addition, we split the computing job
into four threads using the four physical cores of the CPU in the desktop computer
in our lab. This parallel computing algorithm significantly speeded up the image
processing time. These two improvements reduced the fitting time of 160×160 phase
images by an order of magnitude. The fitting time could be further reduced to less
than 1 minute if a computing cluster that has 32 cores were used.
Using the six phase images in Fig. 2·10, we generated quantitative thermal prop-
erty images for G and κ by fitting the six phase data points at every pixel to our
thermal model. These are shown in Fig. 2·12. The titanium pattern is clearly evident
25
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Figure 2·11: Matlab software used to analyze FDTR data. Both
single point measurements and images can be analyzed using the same
settings.
in Fig. 2·12(a), while the substrate thermal conductivity map in Fig. 2·12(c) shows
a relatively uniform image. The average value for G inside the stripes is 38 MW
m−2K−1, similar to reported values for gold on silicon where the native oxide on the
silicon was not stripped prior to film deposition(Duda et al., 2013). The G value
outside the stripes, 22 - 24 MW m−2K−1, is much less than typical Au/Ti/silicon in-
terface conductances because of the oxide layer that was allowed to form before gold
deposition. The low G value comes from the series thermal resistance of the Au/TiO2
interface, the thermal conductivity of TiO2/Ti layers, and the Ti/Si interface. The
measured value of G close to the patterned stripes is lower than the value at the edge
of the image (22 MW m−2K−1 vs. 24 MW m−2K−1), and in the thermal conductivity
image the outline of the Ti pattern is still visible. This is consistent with the presence
of photoresist residue in the vicinity of the pattern that was not fully removed during
the lift-off process, which would be expected to reduce interface conductance. The
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variations in the substrate thermal conductivity map, which are also on the order of
10%, are likely an artifact of data analysis with a thermal model that did not account
for a residual photoresist layer.
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Figure 5:
The sample thermal properties are extracted by minimizing the error between the lock-in phase
data and the phase of Eq. (5) via a nonlinear least-squares fit algorithm. References [25, 27] have
discussed the sensitivity to di↵erent thermal properties: thermal conductivity , volumetric heat
capacity C, and thermal interface conductance G. The sensitivity is dominated by both spot sizes
and thermal penetration depth Lp =
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C! . In the low frequency region, Lp is much bigger than
the spot sizes. The thermal response is sensitive to both cross-plane and radial transport. In the
high frequency region where one-dimensional limit happens, the thermal response depends on the
thermal e↵usivity
p
C. By varying the frequency over a wide range, it is possible to extract both
 and C, but only when the material anisotropy is known or the thermal conductivity is isotropic.
We now consider three typical heat transfer configurations for sensitivity analysis. 100 nm of Au is
used as the transducer layer. The phase lag is calculated based on Eq. (6) over a frequency range
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Figure 2·12: Thermal property maps created from the six frequency
images in Fig. 2·10, with a pixel size of 0.5 µm. (a) Thermal inter-
face conductance map. (b) Numerical values for interface conductance
across the the path shown by the dashed line in (a). (c) Substrate ther-
mal conductivity map. (d) Numerical values for the substrate thermal
conductivity across the path shown by the dashed line in (c).
We use image statistics to obtain uncertainty in the property values shown in
Fig. 2·13. We typically pick a region with homogenous property and fit the values
with normal distribution. We set the mean as our measured value and the standard
deviation as our uncertainty with 68% confidence interval. The uncertainty obtained
from the property images depends on the signal to noise ratio. However, in FDTR
uncertainty due to modeling parameters, such as the laser spot sizes and metal film
properties, leads to a significantly larger overall uncertainty. We will discuss the
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Figure 2·13: G map of the pattern and property values obtained from
pixel statistics.
uncertainty in thermoreflectance measurements in detail in the next chapter, which
will include the effects of experimental noise, uncertainty in known parameters in
the thermal model, and the particular combination of unknown parameters being
estimated.
2.7 Summary
We have described an FDTR experimental system based on cw lasers that incorpo-
rates balanced photodetection to give a large signal-to-noise ratio for frequencies from
4 kHz to 20 MHz. We applied an exact analytical model for diffusive heat flow in
a multilayer sample, including radial heat transfer and the effect of finite laser spot
sizes. Using this model, we computed the sensitivity of the thermal phase signal to
various properties as a function of modulation frequency. The sensitivities are used
to select a set of imaging frequencies that allow us to simultaneously fit multiple
properties from a small number of images, which we acquire by scanning the sample
while modulating the pump laser with up to six frequencies at once. A silicon sam-
ple patterned with a thin layer of Ti was employed to demonstrate our technique,
and maps of thermal interface conductance and substrate thermal conductivity were
obtained by simultaneously fitting phase images acquired at six frequencies.
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Chapter 3
Uncertainty Analysis of
Thermoreflectance Measurements
Analysis of TDTR and FDTR experiments requires a comparison of the experimental
data and a model of heat transfer in the system under study. The properties being
measured are treated as free parameters in the model, and are adjusted by an op-
timization technique such as least squares minimization to match the model to the
data. The confidence intervals associated with measured values are a critical aspect of
any measurement technique, particularly techniques being used to validate physical
models and obtain values that are inputs in device simulations. In this chapter, we
derive a generally applicable formula to calculate the precision of multi-parameter
measurements that use least squares algorithms. This formula, which accounts for
both experimental noise and uncertainty in the controlled model parameters, is then
used to calculate and compare the precision of TDTR and FDTR. We consider the
cases of a bulk material and a thin film on a substrate, and examine fitting vari-
ous combinations of two, three, and four unknown thermal properties, including the
thermal conductivity, heat capacity, and multiple thermal boundary conductances.
At last, we validate the analysis using Monte Carlo simulations on data from FDTR
measurements of an 80 nm gold film on fused silica. Most of the content in this
chapter has been published in ref. (Yang et al., 2016).
The uncertainty of the measured thermal properties, which we take as the ±1/e
confidence intervals around the best fit mean values, is affected by three factors:
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experimental noise in the phase data; uncertainty in the controlled parameters in the
model, such as the focused laser spot radii, the lock-in amplifier’s reference phase,
and all other thermal properties of the sample; and the particular combination of
unknowns being determined. In the below, we derive an analytical formula for the
uncertainty that accounts for all of these factors. The best fit values may also be
biased by systematic errors caused by factors such as experimental error or incorrect
assumptions about the physics in the heat transfer model. We do not consider the
effect of any systematic errors.
3.1 Analytical Formula
The effect of experimental noise on the uncertainty of multi-parameter estimation
using the least squares method has been studied in the framework of regression anal-
ysis(Seber and Wild, 2003; Seber and Lee, 2003). A Taylor expansion approach leads
to a matrix relationship between the uncertainty in the experimental data and the
uncertainty in the unknown parameters. In this section, we first briefly review this
approach in the context of TDTR and FDTR measurements, and then extend it to
account for uncertainty in the controlled parameters in the heat transfer model. This
method can be applied to any measurement where a known model is fit to one or
more observable parameters using a least squares algorithm.
In the following analysis, we use FDTR as an example, where phase data points
are measured at multiple modulation frequencies. For a TDTR measurement the
procedure is the same, except that the phase data points are measured at multiple
delay times. Suppose that there are p unknown parameters, xu, u = 1, 2, ..., p, being
estimated by fitting a model to measured phase data. The model calculates the phase
lag of the reflected probe signal, φ, as a nonlinear function of the unknown parameters
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and the pump modulation frequency, ω:
φ = f(ω,XU) (3.1)
where XU is a p x 1 vector of unknown parameters x1, x2, ..., xp. The least squares
estimate of the unknown parameter vector XU , denoted by X̂U , minimizes the sum
of squared errors R:
R =
M∑
i=1
[φi − f(ωi, XU)]2 (3.2)
where φi, i = 1, 2, ...,M are the M measured phase data points at frequencies ωi.
When each f(ωi, XU) is differentiable with respect to XU , X̂U will satisfy
∂R(XU)
∂xu
|X̂U = 0, u = 1, 2, ..., p (3.3)
Taking a first-order Taylor expansion of f(ωi, XU) around the mean of X̂U , which we
denote as X?U , leads to the result(Seber and Wild, 2003)
X̂U = (J
?
U
′J?U)
−1J?U
′(Φ− F (X?U)) +X?U (3.4)
where Φ is an M x 1 vector of measured phase data φi, F (X
?
U) is an M x 1 vector of
the calculated phases f(ωi, X
?
U), and J
?
U is the Jacobian matrix:
J?U =

∂f(ω1,XU )
∂x1
|X?U · · · ∂f(ω1,XU )∂xp |X?U
...
. . .
...
∂f(ωM ,XU )
∂x1
|X?U · · · ∂f(ωM ,XU )∂xp |X?U
 (3.5)
The variances of the unknown model parameters in X̂U are then given by the diagonal
elements of the variance-covariance matrix of Eq. 3.4.
The procedure described above relates the uncertainty in the least squares estimate
of multiple unknown parameters, X̂U , to the uncertainty of the measured data, Φ.
We now extend this approach to also account for uncertainty in the controlled model
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parameters. Suppose that there are a total of N parameters in the model. We split the
N parameters into two groups: p unknown parameters xu, where u = 1, 2, ..., p, and
N − p controlled parameters xc, where c = p + 1, p + 2, ..., N . We again use column
vectors XU , with elements x1, x2, ..., xp, and XC , with elements xp+1, xp+2, ..., xN ,
to denote the unknown parameters and controlled parameters, respectively. The
calculated phase lag φ can then be written as
φ = f(ω,XU , XC) (3.6)
and the sum of squared errors is given by
R =
M∑
i=1
[φi − f(ωi, XU , XC)]2 (3.7)
where φi, i = 1, 2, ...,M are still the M measured phase data points at frequencies ωi.
The least squares estimate of XU , still denoted as X̂U , now satisfies
∂R(XU , XC)
∂xu
|X̂U = 0, u = 1, 2, ..., p (3.8)
From Eq. 3.7 and Eq. 3.8, we have
M∑
i=1
([φi − f(ωi, XU , XC)]∂f(ωi, XU , XC)
∂xu
)|X̂U = 0, u = 1, 2, ..., p (3.9)
We denote the mean values of X̂U and XC as X
?
U and X
?
C , respectively. The corre-
sponding elements are denoted as x?u, u = 1, 2, ..., p, and x
?
c , c = p + 1, p + 2, ..., N ,
respectively. When XU and XC are in a small neighborhood around X
?
U and X
?
C ,
f(ωi, XU , XC) can be approximated by a first-order Taylor expansion around both
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X?U and X
?
C :
f(ωi, XU , XC) ≈ f(ωi, X?U , X?C) +
p∑
u=1
∂f(ωi, XU , XC)
∂xu
|X?U ,X?C (xu − x?u)
+
N∑
c=p+1
∂f(ωi, XU , XC)
∂xc
|X?U ,X?C (xc − x?c), i = 1, 2, ...,M
(3.10)
Substituting f(ωi, XU , XC) from Eq. 3.10 into Eq. 3.9, we have
M∑
i=1
([φi − f(ωi, X?U , X?C)−
p∑
u=1
∂f(ωi, XU , XC)
∂xu
|X?U ,X?C (xˆu − x?u)
−
N∑
c=p+1
∂f(ωi, XU , XC)
∂xc
|X?U ,X?C (xc − x?c)]
∂f(ωi, XU , XC)
∂xu
|X?U ,X?C ) = 0
(3.11)
for u = 1, 2, ..., p, where xˆu are the elements of the least squares estimate vector X̂U .
We use matrix operations to simplify Eq. 3.11. For i = 1, 2, ...,M , we denote Φ as
a vector with elements φi, and F (X
?
U , X
?
C) as a vector with elements f(ωi, X
?
U , X
?
C).
We use Jacobian matrices to represent the first order derivatives of f(ωi, XU , XC) in
Eq. 3.11, so that
J?U =

∂f(ω1,XU ,XC)
∂x1
|X?U ,X?C · · · ∂f(ω1,XU ,XC)∂xp |X?U ,X?C
...
. . .
...
∂f(ωM ,XU ,XC)
∂x1
|X?U ,X?C · · · ∂f(ωM ,XU ,XC)∂xp |X?U ,X?C

and J?C =

∂f(ω1,XU ,XC)
∂xp+1
|X?U ,X?C · · · ∂f(ω1,XU ,XC)∂xN |X?U ,X?C
...
. . .
...
∂f(ωM ,XU ,XC)
∂xp+1
|X?U ,X?C · · · ∂f(ωM ,XU ,XC)∂xN |X?U ,X?C

(3.12)
Rewriting Eq. 3.11 in terms of Φ, F (X?U , X
?
C) and Eq. 3.12, we then have
J?U
′(Φ− F (X?U , X?C)− J?U(X̂U −X?U)− J?C(XC −X?C)) = 0 (3.13)
When J?U
′J?U is non-singular, Eq. 3.13 can be rearranged to express the least squares
estimate X̂U in terms of the measured phase data Φ, the controlled parameter vector
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XC , and the Jacobian matrices:
X̂U = (J
?
U
′J?U)
−1J?U
′(Φ− F (X?U , X?C)− J?C(XC −X?C)) +X?U (3.14)
Compared to Eq. 3.4, Eq. 3.14 additionally accounts for uncertainty in the controlled
model parameters. Assuming that the experimental noise for each data point in Φ
is normally distributed with zero mean, and that the elements of XC are normally
distributed around their mean values, the elements of X̂U will be asymptotically
normally distributed around their mean values(Jennrich, 1969).
We calculate the variance-covariance matrix of X̂U from Eq. 3.14 to obtain the
variances of the individual elements of X̂U , which we then use to determine the
standard deviations for each of the unknown parameters. Given that Φ and XC are
independent vectors, the variance-covariance matrix of X̂U is given by
Var[X̂U ] = (J
?
U
′J?U)
−1J?U
′(Var[Φ] + J?CVar[XC ]J
?
C
′)J?U(J
?
U
′J?U)
−1 (3.15)
If we assume that the elements of Φ and XC are all independent variables, we can
write Var[Φ] and Var[XC ] as
Var[Φ] =

σ2φ1 0 0 · · ·
0 σ2φ2 0 · · ·
0 0 σ2φ3 · · ·
...
...
...
. . .
 and Var[XC ] =

σ2c1 0 0 · · ·
0 σ2c2 0 · · ·
0 0 σ2c3 · · ·
...
...
...
. . .
 (3.16)
where σ2φk , k = 1, 2, 3..., are the variances of the measured phase data points φk at
modulation frequencies ωk, and σ
2
cl
, l = 1, 2, 3..., are the variances of the l controlled
parameters. Thus, using the experimentally determined variances in the phase data
and the variances for the controlled parameters, we can determine the variances of
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the unknown parameters from the diagonal elements of Eq. 3.15:
Var[X̂U ] =

σ2xu1 cov[xu1 , xu2 ] cov[xu1 , xu3 ] · · ·
cov[xu2 , xu1 ] σ
2
xu2
cov[xu2 , xu3 ] · · ·
cov[xu3 , xu1 ] cov[xu3 , xu2 ] σ
2
xu3
· · ·
...
...
...
. . .
 (3.17)
where cov[xui , xuj ] is the covariance of xui and xuj . If we let Pij be element (i, j)
of Var[X̂U ], the standard deviation of the ith element of X̂U will be
√
Pii, which
we take to be the uncertainty of that parameter. For the case of a single unknown
fitting parameter and no experimental noise, Eq. 3.15 is equivalent to the uncertainty
estimate for TDTR given in ref. (Wei et al., 2013).
3.2 Fitting Multiple Parameters
Typically, multiple unknown parameters are determined simultaneously from an
FDTR or TDTR measurement. The correlation between these unknowns in the ther-
mal model will influence whether a least squares algorithm will be able to find a unique
global minimum in the parameter space, and will strongly affect the confidence inter-
vals calculated by Eq. 3.15. We can quantify this effect using the correlation coeffi-
cient, which describes the strength of linear dependence between parameters(Walpole
and Myers, 1993). For parameters xi and xj, each with a finite variance of σ
2
i and
σ2j , respectively, the correlation coefficient is equal to cov[xi,xj]/(σiσj)(Walpole and
Myers, 1993), where cov[xi,xj] is the covariance of xi and xj. Then for a least squares
estimate X̂U , the correlation coefficient between the ith and jth element, rij, is given
by
rij =
Pij√
PiiPjj
(3.18)
where P is (J?U
′J?U)
−1σ2, a simplified form of Eq. 3.15, where we assume constant vari-
ance σ2 in phase data and zero variance in controlled parameters. We replace Var[Φ]
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with a constant variance, because for the condition of non-constant variance, the re-
gions with higher noise will contribute more to the relationship between parameters,
resulting in a biased correlation coefficient. For a pair of parameters, a correlation
coefficient with an absolute value of unity indicates that those two parameters have
the same effect on the observable phase variable, and therefore cannot be separately
determined with least squares fitting.
Sensitivity analysis is a useful tool to visualize the correlation between model
parameters. Here, we take the phase sensitivity to a parameter x to be ∂φ/∂lnx, where
φ is the phase calculated from the thermal model. For example, in Fig. 3·1 we consider
an FDTR measurement of fused silica coated with 80 nm of gold, assuming pump
and probe 1/e2 beam spot radii of 2.8 µm and 2.3 µm, respectively. The sensitivity is
plotted for κ of the fused silica, C of the fused silica, and the TBC between gold and
fused silica, G. The material properties used for calculation are listed in Table 3.1. At
modulation frequencies greater than ∼1 MHz, the sensitivity to κ and C are closely
correlated, because at high frequencies heat transfer approaches the one-dimensional
(1D) limit and the surface temperature is determined by the thermal effusivity,
√
Cκ.
At lower frequencies, however, the three sensitivities separate, so all three properties
could be uniquely determined with high precision from one measurement that spans
the full frequency range shown in Fig. 3·1. We note that the elements of the Jacobian
matrices in Eq. 3.12 are equivalent to the phase sensitivities divided by the parameter
values, so that the measurement uncertainties given by Eq. 3.15 incorporate the effect
of correlation between the unknown parameters.
Table 3.1: Material properties for sensitivity calculation
Material C(106J m−3K−1) κ(W m−1K−1) d(nm) G(MW m−2K−1)
Au 2.48 ± 0.07 200± 10 80± 1.5 40
SiO2 1.63 1.38 5× 105
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Figure 3·1: Calculated phase sensitivity to the TBC of the Au/SiO2
interface, G, the C of SiO2, CSiO2 , and the κ of SiO2, κSiO2 for a gold
coated fused silica sample measured by FDTR.
Table 3.2: Correlation coefficients and calculated uncertainties for a
three-parameter fit
Frequency range Correlation coefficient Uncertainty (%)
(Hz) r(G,CSiO2) r(G, κSiO2) r(CSiO2 , κSiO2) G CSiO2 κSiO2
104 − 3× 107 -0.26 0.6 -0.77 17.7 5.4 13.7
106 − 3× 107 -0.82 0.84 -0.99 8.9 56 66.2
In Table 3.2, we show the correlation coefficients and measurement uncertainties
of the three parameters in Fig. 3·1, calculated with two different frequency ranges
using Eq. 3.15. Here we define one normalized standard deviation as the uncertainty
in a parameter. In our calculation, we assumed a constant phase noise of 0.3 degrees
for all frequencies, uncertainties in the properties of the gold film shown in Table 3.1,
0.05 µm uncertainty in both pump and probe spot radii, and forty logarithmically
spaced frequency points. For a frequency range of 10 kHz to 30 MHz, the absolute
values of the correlation coefficients are all well below 1 and are associated with low
fitting uncertainty. On the other hand, for a frequency range of 1 MHz to 30 MHz,
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C and κ of the fused silica are strongly correlated because heat transfer is mainly
in the 1D diffusion regime, leading to significantly more uncertainty in these two
parameters.
3.3 Comparison of FDTR and TDTR for Bulk Materials
We now use Eq. 3.15 to calculate the uncertainty of TDTR and FDTR measurements
of a bulk material with variable thermal conductivity. The sample configuration is
shown in Fig. 3·2(a). We assume an 80 nm gold transducer, 1/e2 spot radii of 6.9
± 0.1 µm for the pump and probe beams, respectively, and a TBC value for the
interface of 100 MW m−2K−1. The values of the remaining parameters and their
standard deviations are listed in Table 3.3. We incorporate experimental noise in
the calculation by using the noise profile shown in Fig. 3·2(b) for Var(Φ). This plot
was made by calculating the standard deviations of 200 phase measurements at each
frequency for an actual FDTR measurement of the sample shown in Fig. 3·2(a),
using a lock-in amplifier bandwidth of 1.1 Hz. For the TDTR calculation, we use
the same number of data points and assumed a constant phase noise of 0.1 degrees
over a time delay range of 100 ps to 6 ns, although we note that the noise in TDTR
data generally increases at low frequencies because of increased 1/f noise, and also
increases at longer delay times due to a lower signal-to-noise ratio (Schmidt et al.,
2008a).
Table 3.3: Material properties used for uncertainty calculations
Material C(106J m−3K−1) κ(W m−1K−1) Anisotropy d(nm)
Au 2.48 ± 0.07 150± 7.5 1 80± 1.5
Silicon 1.65 ± 0.05 143 ± 7 1 5× 105
Thin film 2 0.1 - 1000 1± 0.1 500 ± 5; 100 ± 2
Bulk 2 0.1 - 1000 1± 0.1 5× 105
Figure 3·3(a) shows the uncertainty for a two-parameter FDTR measurement of
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Figure 3·2: (a) Measurement configuration for a bulk substrate. (b)
Measured phase noise as a function of frequency for a typical FDTR
measurement with lock-in amplifier bandwidth of 1.1 Hz.
κs and G, assuming a known volumetric heat capacity of C = 2× 106 J m−3K−1 with
an assumed uncertainty of 3%, while in Fig. 3·3(b) we show equivalent results for
TDTR at two modulation frequencies. Both techniques show similar uncertainties for
κ, but TDTR with a 10 MHz modulation frequency has a significantly lower uncer-
tainty when measuring the TBC between a transducer and a low thermal conductivity
material.
In many cases, the heat capacity of the sample is well known from literature
values and a two-parameter fit is sufficient. Next, we consider the case where the
heat capacity is not known and calculate the uncertainty for three-parameter fits of
κ, C, and G. The results for FDTR and TDTR are shown in Fig. 3·3(c) and Fig.
3·3(d), respectively. We see that FDTR has lower uncertainty when measuring both
κs and C for the widest range of materials, although TDTR with a low modulation
frequency can also extract all three parameters if the substrate conductivity is greater
than ∼10 W/mK. TDTR with a high modulation frequency again has the lowest
uncertainty when measuring the TBC to a low thermal conductivity material.
We now consider two of the main sources of uncertainty for TDTR and FDTR
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Figure 3·3: Calculated uncertainties (normalized standard deviations)
for two and three parameter fits of a bulk substrate, plotted as a func-
tion of substrate thermal conductivity, κs. (a) Uncertainty of G and κs
for FDTR (b) Uncertainty of G and κs for TDTR. The solid and dashed
lines are computed for 1 MHz and 10 MHz modulation frequencies, re-
spectively. (c) Uncertainty of G, Cs and κs for FDTR. (d) Uncertainty
of G, Cs and κs for TDTR.
measurements of bulk materials: the heat capacity per unit area of the transducer
(C · d), and the laser spot geometry. In Fig. 3·4, we plot the uncertainty in substrate
thermal conductivity, κs, resulting from two-parameter fits of κs and G for the sample
configuration shown in 3·2(a). In Fig. 3·4(a), we plot the uncertainty as a function
of the standard deviation of the gold transducer thickness, d, holding the transducer
heat capacity, C, constant, while in Fig. 3·4(b) we plot uncertainty as a function of
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Figure 3·4: Uncertainty in substrate thermal conductivity, κs, de-
termined by FDTR and TDTR with two-parameter fits of κs and G,
plotted as a function of (a) the uncertainty of the transducer thickness,
and (b) the uncertainty of the pump spot 1/e2 radius.
the standard deviation of the pump spot radius.
Figure 3·4 shows that accurate determination of the transducer thickness is im-
portant for both TDTR and FDTR, while uncertainty in the laser spot size has a
more significant effect on FDTR. We typically use atomic force microscopy (AFM)
to perform a step height measurement of the transducer thickness with a precision
of ∼ 2 nm. For TDTR measurements, the transducer thickness can also be deter-
mined using picosecond acoustics (Zheng et al., 2007). To determine the pump and
probe spot radii, we use a closed-loop piezoelectric stage to perform a two-dimensional
knife-edge measurement with a typical repeatability of ± 0.01 µm (Yang et al., 2013).
The sample surface should be within the depth of focus of the objective lens during
measurement to avoid defocusing of the laser spots. The depth of focus, ∆z, around
the minimum spot size can be calculated with Gaussian beam optics (Hecht, 2002):
∆z = ±piw
2
o
λ
√(
w
w0
)2
− 1 (3.19)
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where λ is the optical wavelength, w is the 1/e2 Gaussian spot radius, and w0 is the
minimum focused radius. For example, if w0 = 5 µm and λ = 800 nm, a tolerance of
w = 5 ± 0.1 µm requires that ∆z = ±19.6 µm. For w0 = 1 µm and λ = 800 nm, a
tolerance of w = 1± 0.05 µm requires that ∆z = ±1.3 µm. We use a CCD camera to
focus on the knife edge during the spot size measurement. For sample measurements,
the height of the sample is adjusted until the CCD image is in sharp focus, ensuring
that the sample surface is at the location where the spot profiles were measured.
3.4 Comparison of FDTR and TDTR for Thin Films
The measurement of a thin film on a substrate introduces more potential unknowns
in the heat transfer model. A typical sample configuration is shown in Fig. 3·5. We
first consider fitting three unknown parameters: the thin film thermal conductivity,
κt, and the two TBCs, G1 and G2, for a 500 nm thick film and a 100 nm thick film.
The uncertainties of these three parameters are plotted as a function of κt in Fig. 3·6.
For these calculations, a value of 100 MW m−2K−1 was used for G1 and G2, and the
rest of the material properties are given in Table 3.3. We used a frequency range of
104–3×107 Hz for the FDTR calculations and a modulation frequency of 10 MHz for
the TDTR calculations. We see that the measurement is insensitive to G2 when the
thermal conductivity of the thin film is low. In addition, there is more uncertainty
in the measurement of the 100 nm film than the 500 nm film. This is because the
thermal conductivity of the thin film and the two TBCs are more closely correlated
as the film becomes thinner. Generally TDTR has lower uncertainty in cross-plane
transport for thinner films because of the higher sensitivity to G1. For thin film
measurements, the uncertainty can be reduced by first measuring G1 using a much
thicker film and then performing a two-parameter fit of kt and G2 for the thin film.
Finally, we consider using FDTR to simultaneously measure four unknown pa-
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Figure 3·5: Sample configuration used for calculating the uncertainty
of thin film measurements.
rameters for thin film samples. In Fig. 3·7(a), we consider the case of a 500 nm
thick film with variable thermal conductivity on a silicon substrate, where both the
thermal conductivity, κt, and heat capacity of the thin film, Ct, are unknown, in
addition to the two unknown TBCs, G1 and G2. In Fig. 3·7(b), we consider the same
500 nm film but now fit the thin film thermal conductivity, the substrate thermal
conductivity, and the two TBCs. An example of this type of four-parameter mea-
surement can be found in (Ziade et al., 2015). It is also possible to characterize thin
films with anisotropic thermal conductivity by treating the in-plane and cross-plane
thermal conductivities as separate unknown parameters, provided that some of the
other unknowns, such as the heat capacity or substrate thermal conductivity, are
determined by separate measurements (Medvedev et al., 2015). In Fig. 3·7(c) and
(d), we repeat the uncertainty calculations for the case of a 100 nm film of variable
thermal conductivity. In these cases, we see that it is only possible to fit of a subset
of the four unknown parameters, and only for a limited range of thin film thermal
conductivity values.
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Figure 3·6: Calculated uncertainties for 100 nm and 500 nm thin films
on a silicon substrate, plotted as a function of the thin film thermal
conductivity κt. (a) Uncertainty of G1, G2, and κt for FDTR of a 500
nm thick film. (b) Uncertainty of G1, G2, and κt for TDTR of a 500
nm thick film. (c) Uncertainty of G1, G2, and κt for FDTR of a 100
nm thick film. (d) Uncertainty of G1, G2, and κt for TDTR of a 100
nm thick film.
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Figure 3·7: Calculated uncertainties for four-parameter FDTR mea-
surements, plotted as a function of the thin film thermal conductivity
κt. (a) Uncertainty of G1, G2, Ct, and κt for a 500 nm film. (b) Uncer-
tainty of G1, G2, κt, and κs for a 500 nm film. (c) Uncertainty of G1,
G2, Ct, and κt for a 100 nm film. (d) Uncertainty of G1, G2, κt, and κs
for a 100 nm film.
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3.5 Validation Using a Monte Carlo Simulation
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Figure 3·8: Monte Carlo simulation for uncertainty analysis.
A Monte Carlo simulation can be used as an alternative means to obtain the dis-
tribution of values estimated by least squares algorithms. We used this approach to
validate our analytical solution. Figure 3·8 shows the flow chart of our simulation.
Each controlled parameter in the heat transfer model is assumed to have a normal
distribution about its mean value with a standard deviation estimated from sepa-
rate measurements. We obtained the distributions of fitted parameters by repeatedly
performing a least squares fit on real FDTR data while randomly selecting values
of the controlled parameters from their distributions. The resulting histograms of
fitted parameters were then fit with normal distributions to extract the mean values
and standard deviations, which can be directly compared to the diagonal elements of
Eq. 3.15. We implemented the Monte Carlo simulation in Matlab using the lsqnon-
lin function, which employs a trust-region-reflective least squares algorithm. This
algorithm is a gradient based method that requires initial guesses for the unknown
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parameters. To ensure that the best fit values correspond to a unique global mini-
mum, our code randomly chooses the initial guesses from a uniform distribution that
spans 0.1 to 10 times our best initial guess values.
We use a FDTR measurements of a fused silica sample to compare the Monte
Carlo simulation with Eq. 3.15. The sample configuration is shown in Fig. 3·9(a).
The fused silica was coated with gold by electron-beam evaporation at a deposition
rate of 1.5 A˚/s and chamber pressure of 3× 10−6 Torr. The thickness of the gold film
was determined to be 81 ± 1.5 nm by AFM, and the pump and probe spot radii used
for the measurement were 2.8 ± 0.03 µm and 2.3 ± 0.02 µm, respectively, determined
by a knife-edge measurement.
We consider two scenarios using the same set of experimental data. In scenario
1, we fit κAu, CAu, and GAu−SiO2 , assuming literature values for the properties of
the fused silica substrate (Lide, 2007), while in scenario 2, we fit κSiO2 , CSiO2 , and
GAu−SiO2 , assuming that κAu and CAu were determined from a separate measurement
using a reference substrate. For each scenario, we consider separately the impact of
experimental noise and uncertainty in the thickness of the gold film to validate Eq.
3.15.
The impact of noise was studied by varying the bandwidth of the lock-in amplifier
from 1.1 Hz to 81 Hz and performing 200 FDTR measurements on the sample at each
bandwidth setting. The standard deviation of the measured phase at each frequency
is plotted in Fig. 3·9. We compute the total amount of noise for each bandwidth
setting as:
φnoise =
√√√√ N∑
i=1
(σφi)
2/N (3.20)
where σφi is the standard deviation of the 200 phase measurements at the ith fre-
quency and N is the total number of frequency points. The 200 data files at each
noise level were run through the Monte Carlo simulation to obtain distributions in the
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fitted parameters, holding the uncertainty in the controlled parameters constant. The
distribution of values for each unknown parameter was fit with a normal distribution
to obtain the standard deviation, which we again use to represent the uncertainty
in that parameter. The results for scenario 1 and 2 are shown in Fig. 3·10(a) and
(c), respectively. The impact of uncertainty in the gold film thickness was studied by
performing the Monte Carlo simulation for five values of uncertainty in film thickness,
using only the data files obtained with the lock-in amplifier bandwidth of 4 Hz. The
results for scenario 1 and 2 are shown in Fig. 3·10(b) and (d), respectively. In all
cases, the Monte Carlo results are in good agreement with the analytical results.
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Figure 3·9: (a) Sample configuration of a gold film on a fused silica
substrate. (b) Measured phase noise with different lock-in amplifier
bandwidths.
Table 3.4: Material properties for the Au/SiO2 sample
Material ρcp(10
6J m−3K−1) κ(W m−1K−1) d(nm) G(MW m−2K−1)
Au 2.26 219 81± 1.5 51
SiO2 1.63 1.38 5× 105
The mean best fit values obtained for κAu, CAu, and GAu−SiO2 are listed in Ta-
ble 3.4. We note that the volumetric heat capacity of the gold film is ∼ 9% lower than
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Figure 3·10: Comparisons of Eq. 3.15 and a Monte Carlo simulation.
For scenario 1, the uncertainty in κ, C, and G for the gold film is plotted
as a function of (a) phase noise and (b) the standard deviation of the
gold film thickness. For scenario 2, the uncertainty in κ, C, and G for
fused silica is plotted as as a function of (c) phase noise and (d) the
standard deviation of the gold film thickness. In all cases, the Monte
Carlo results, plotted in open symbols, are in good agreement with the
analytical results.
the bulk value (Lide, 2007). Assuming a constant specific heat, this suggests that
the evaporated gold film is ∼ 9% less dense than bulk gold. The properties of gold
thin films are sensitive to the deposition conditions. Rutherford backscattering and
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AFM thickness measurements by Malinsky´ et al. showed that gold films sputtered
on silicon and glass at a deposition rate of 5 A˚/s can be as much as 50% less dense
than bulk gold (Malinsky´ et al., 2012). Based on our own FDTR measurements and
scanning electron micrographs (SEMs) of many gold films deposited on reference sub-
strates with no adhesion layer, we observe that the volumetric heat capacity and grain
size of the gold films are strongly affected by the deposition rate and the deposition
method. We sputtered a series of five gold films on fused silica at five deposition rates
from 0.5 A˚/s to 4 A˚/s. We then did a three-parameter fit of C, G, and κ for these
films using FDTR. In Fig. 3·11, we plot Cmeasured/Cbulk as a function of deposition
rate for the five films, along with the 81 nm gold film, which we had prepared by
e-beam evaporation at a deposition rate of 1.5 A˚/s. We also show SEM images for a
subset of the films, which show visible pores in the 1.5 A˚/s sample and large cracks
in the 4 A˚/s sample. For films on the order of 100 nm thick, we observe that CAu
can vary from ∼ 80% of the bulk value at a deposition rate of 4 A˚/s to as much as
97% of the bulk value at a deposition rate of 0.5 A˚/s. We also find that κAu can vary
considerably due to the dependence of grain size on the deposition method and rate;
the values of κAu we measured with FDTR are consistent with values determined
from electrical conductivity measurements via the Wiedemann-Franz Law (Schmidt
et al., 2010). For these reasons, it is important to accurately characterize κ and C
of the transducer using a reference substrate that is placed close to the samples of
interest in the deposition chamber.
3.6 Summary
We have presented an uncertainty analysis for the TDTR and FDTR techniques that
accounts for both experimental noise and uncertainty in the controlled model param-
eters. We derived a generally applicable formula for multi-parameter measurements
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Figure 3·11: Measured ratio of CAu to the bulk value for a series of
sputtered gold films.
that use least-squares algorithms, and applied it to TDTR and FDTR measurements
of bulk materials and thin films, considering two, three, and four-parameter measure-
ments of various thermal properties. We found that both methods are suitable for
a wide range of situations, and that TDTR has lower uncertainty when measuring
the thermal boundary conductance to materials with low thermal conductivity, while
FDTR can generally determine more properties from a single measurement. The
uncertainty analysis was validated with a Monte Carlo simulation.
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Chapter 4
Anisotropic Thermal Transport in Mo/Si
superlattices
4.1 Introduction
In the last two chapters, we described the apparatus, theory, and uncertainty anal-
ysis for thermal property measurement with FDTR. Now, we apply FDTR to study
thermal transport in nanoscale thin films. We begin with measuring the anisotropic
thermal conductivities of Mo/Si superlattices with individual layer thicknesses smaller
than the mean free path of heat carriers. Most of the content here has been published
in ref. (Medvedev et al., 2015).
An important class of nanostructured materials for various applications are mul-
tilayer structures or superlattices, composed of stacked thin films of nanometer thick-
ness. Heat conduction in such multilayers attracted recently by interest due to the
pronounced film-size effects and effects of scattering of heat carriers at interfaces
on the overall thermal properties of such structures. For instance, the low cross-
plane thermal conductivity in dielectric-dielectric or metal-dielectric superlattices is
attractive for such applications as thermal insulation and thermoelectrics(Yang et al.,
2002; Kyarad and Lengfellner, 2004; Costescu et al., 2004). On the other hand, low
cross-plane thermal conductivity of superlattices used as optical coatings for various
applications can adversely affect its performance. This is especially critical for appli-
cations of extreme ultraviolet and soft X-ray multilayer mirrors, which are typically
52
composed of nanometer-scale thin layers, i.e., layers thinner than typical mean free
path of heat carriers in bulk materials(Khorsand et al., 2010; Mu¨ller et al., 2012).
Thermal transport in metal-metal superlattices is also a significant issue for the fun-
damental studies(Wilson and Cahill, 2012) and for a number of applications including
heat-assisted magnetic recording(McDaniel, 2005), spintronics(Bass and Pratt, 2007),
and magnetic sensors(Daughton, 1999).
The layered structure of such materials induces an anisotropy of its transport
properties, including heat conduction(Li et al., 2012). This is especially relevant for
metal/dielectric or metal/semiconductor superlattices where transport of electrons
across interfaces is strongly suppressed and thus its contribution to the net transport
of heat can be low, but the in-plane heat transport can be dominated by electrons.
As a result, in terms of the heat transport periodic multilayer structures can be
treated as an uniaxial effective medium with distinctly different cross- and in-plane
thermal conductivities. Most of the previous studies were focused on the cross-plane
heat conduction mechanisms in metal/dielectric multilayer structures(Costescu et al.,
2004; Li et al., 2012; Dechaumphai et al., 2014; Bozorg-Grayeli et al., 2012; Do¨ring
et al., 2015; Lombard et al., 2015; Ju et al., 2005; Rawat et al., 2009; Saha et al.,
2011). At the same time studies of the in-plane heat conduction and the anisotropy of
heat conduction were reported only by Li et al(Li et al., 2012). However, the in-plane
thermal properties were measured in this work only for one superlattice structure.
Here we use FDTR to measure both cross- and in-plane thermal conductivities of
Mo/Si superlattices with varied thickness of Mo layers in the nanometer range. We
applied sheet-resistance measurements to analyze the relative contribution of electron
transport to the in-plane heat conduction in our samples. Results of Mo/Si superlat-
tices with variable thickness of the Mo layers indicate that the net in-plane thermal
conductivity depends on the microstructure of the Mo layers. In addition to room
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temperature measurements, we measured the high temperature thermal conductivi-
ties of Si/B4C/Mo/B4C superlattices to investigate the effect of diffusion barrier on
the thermal transport in Mo/Si superlattices.
4.2 Sample Preparation
Three superlattice samples were grown on superpolished fused silica substrates by our
collaborators in the Dutch Institute for Fundamental Energy Research (DIFFER).
The schematic of the superlattices are shown in Fig. 4·1, showing periods of Mo/Si
with nanometer thicknesses. The deposition was done using DC magnetron sputtering
in a turbomolecular pumped high vacuum deposition system with a base pressure of
10−8 mbar. During deposition, the substrate holder was rotated to enable uniform
deposition. The final layer thicknesses of the deposited structures were measured by
hard X-ray grazing incident reflectometry at DIFFER.
…
…
..
…
.
…
…
 Si 4nm
Mo 4nm
 Si 4nm
Mo 2nm
 Si 4nm
Mo 6nm
160 X 120 X 96 X 
SiO2 SiO2 SiO2
Figure 4·1: Schematic of superlattices deposited on fused silica.
We show a scanning transmission electron microscopy image of one of our Mo/Si
superlattice samples in Fig. 4·2. Parameters of the three Mo/Si superlattices are
listed in Table 4.1. The thickness of Si layers was fixed and the thickness of Mo layers
was varied. That allowed to vary the metal fraction and thus allowed to change the
net in-plane and cross-plane transport properties. Note that the overall thickness of
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Figure 4·2: Scanning transmission electron microscopy image of a
Mo/Si superlattice sample.
the studied samples, i.e. (number of periods)(Si thickness + Mo thickness) remained
fixed.
Table 4.1: Parameters of the studied Mo/Si superlattice samples and
their measured values of electrical conductivity
Number of Si layer Mo layer Electrical conductivity
Sample periods (nm) (nm) (106Ω−1m−1)
Mo2/Si4 160 4 ± 0.04 2± 0.02 0.312 ± 0.005
Mo4/Si4 120 4 ± 0.04 4 ± 0.04 1.043 ± 0.044
Mo6/Si4 96 4 ± 0.04 6 ± 0.06 1.898 ± 0.040
We measured the electrical conductivity of the samples by the four-point collinear
probe method using a ”Cascade Microtech” probe head with a probe spacing of 1.25
mm and a Keithley 2400 source meter. The probe tip radius was chosen to be 17.5
um to ensure small point electrical contacts. The mean value for each sample was
found by averaging 20 measurement results and is listed in Table 4.1 along with the
standard deviations.
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Figure 4·3: (a) Superlattice sample configuration during FDTR mea-
surement. (b) Calculated phase sensitivity to the thermal conductivity
of the transducer, κtd, the cross-plane and in-plane thermal conduc-
tivities of the superlattice, κ⊥ and κ‖, the TBC of the transducer-
superlattice interface, G1, and the TBC of the superlattice-fused silica
interface, G2.
4.3 Thermal Conductivity Measurement
The configuration of the superlattice samples for FDTR measurement is shown in
Fig. 4·3(a). We treat the superlattice as a thin film with effective thermal proper-
ties. In our thermal model, each layer is modeled with five physical parameters: the
volumetric heat capacity, Cp, the cross-plane and in-plane thermal conductivities, κ⊥
and κ‖, the layer thickness, d, and the thermal boundary conductance (TBC) to the
next layer, G. We show the calculated phase sensitivity to some of the parameters
in the thermal model in Fig. 4·3(b). For the calculation, we assumed the material
properties listed in Table4.2, 100 W m−1K−1 for the cross-plane and in-plane ther-
mal conductivities of the transducer layer, and pump and probe 1/e2 radii of 2.8 µm
and 2.3 µm, respectively. We see that the measurement is insensitive to the TBC
of the bottom interface, but is strongly affected by the determination of the thermal
conductivity of the transducer layer, κtd.
We then investigated the effect of the uncertainty in the κ of the transducer layer
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Table 4.2: Material properties for the calculation of the phase sensi-
tivity in Fig. 4·3(b) and the uncertainty in Fig. 4·4
Cp κ⊥ κ‖ d G
Material MJ m−3K−1 W m−1K−1 W m−1K−1 nm MW m−2K−1
Transducer 2.5± 0.07 1 - 200 1 - 200 100 ± 2 100 ± 40
Superlattice 2± 0.06 1 8 960 100 ± 40
SiO2 1.63± 0.05 1.38 ± 0.07 1.38 ± 0.07 5 × 105
on the uncertainty of a two-parameter fit of κ⊥ and κ‖ of the superlattice layer using
Eq. 3.15 derived in Chapter 3. We used material properties in Table4.2 and their
standard deviations for the calculation. A 5% uncertainty was used for both κ⊥ and
κ‖ of the transducer. An uncertainty of 0.05 µm was used for the pump and probe
spot radii. We plot the uncertainty in κ⊥ and κ‖ of the superlattice as a function of
the thermal conductivity of the transducer in Fig. 4·4. It suggests that a low thermal
conductivity transducer is favorable in order to obtain a reliable in-plane thermal
conductivity of the superlattice because this increases the heat accumulation in the
superlattice layer.
We coated two sets of the superlattice samples with 20 nm Au/40 nm Ti and
110 nm TiN as the transducers, respectively, as shown in Fig. 4·5. We used Au/Ti
combination as the transducer in order to have a low thermal conductivity and high
coefficient of thermoreflectance. TiN was chosen for the same reason. We then mea-
sured the κ⊥ and κ‖ of the six superlattices listed in Fig. 4·5 with FDTR after
the properties of the other layers were determined from separate measurements on
reference samples.
The total thickness of Au/Ti was measured by AFM to be 71 ± 1 nm. We
treated Au/Ti as a single layer with effective thermal properties, since the TBC for
metal/metal interfaces is an order of magnitude higher than that for semiconduc-
tor and dielectric interfaces(Gundrum et al., 2005). The effective volumetric heat
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Figure 4·4: Calculated uncertainty in a two-parameter fit of cross-
plane thermal conductivity, κSL,⊥, and in-plane thermal conductivity,
κSL,‖ of the superlattice layer as a function of the thermal conductivity
of the transducer.
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Figure 4·5: Calculated uncertainty in a two-parameter fit of cross-
plane thermal conductivity, κSL,⊥, and in-plane thermal conductivity,
κSL,‖ of the superlattice layer as a function of the thermal conductivity
of the transducer.
capacity, CAu/Ti, of this film was approximated by the thickness weighted average
of the literature heat capacities of Au and Ti(Lide, 2007). The room temperature
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CAu/Ti was then calculated to be 2.42× 106 J m−3K−1. For the fused silica substrate,
we used literature values for the thermal conductivity and volumetric heat capac-
ity(Lide, 2007). By fitting our FDTR data, we found that the thermal conductivity
of this Au/Ti film is anisotropic. We then performed a three-parameter fit of the
FDTR data to determine κAu/Ti,⊥, κAu/Ti,‖ and GTi/SiO2 for the Au/Ti film. The val-
ues and uncertainties were obtained through image statistics of property maps. We
acquired thermal phase images for the reference sample by scanning the sample in two
dimensions while recording phase data from the lock-in amplifier at six frequencies
simultaneously. Maps of κAu/Ti,⊥, κAu/Ti,‖ and GTi/SiO2 were then created and shown
in Fig. 4·6 by performing a three-parameter fit of our thermal model to the six phase
data points at each pixel. We use the average of image pixels as the measured value
and the standard deviation of the data histogram as the uncertainty. The measured
values for the Au/Ti film are κAu/Ti,⊥ = 56± 9 W m−1K−1, κAu/Ti,‖ = 31.2± 1.4 W
m−1K−1 and GTi/SiO2 = 73± 15 MW m−2K−1.
The measurement for the TiN transducer was performed with the same procedure.
The thickness of TiN was measured to be 110 nm by x-ray reflectometry at DIFFER
and it was confirmed by the scanning electron microscopy (SEM) image of the cross
section of the same film on a silicon substrate shown in Fig. 4·7. The SEM image
shows a columnar structure of the TiN film, indicating an anisotropic thermal trans-
port feature. We used the bulk value of 3.15 ×106 J m−3K−1 as the room temperature
volumetric heat capacity of TiN from literature(Pierson, 1996). The cross-plane and
in-plane thermal conductivities of this TiN film were obtained as: κTiN,⊥ = 20.4± 1
W m−1K−1 and κTiN,‖ = 11.7 ± 0.9 W m−1K−1 by analyzing the thermal property
images obtained from FDTR.
In addition to the transducer characterization, we also co-deposited Au/Ti and
TiN on several ∼500 nm amorphous silicon (aSi) thin films deposited on single crys-
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Figure 4·6: (a) κAu/Ti,⊥ map of Au/Ti. (b) κAu/Ti,‖ map of Au/Ti. (c)
GTi/SiO2 map of Ti/fused silica interface. (d) Histogram of the κAu/Ti,⊥
map. (e) Histogram of the κAu/Ti,‖ map. (f) Histogram of the GTi/SiO2
map. The solid red curves are fits to the normal distribution.
TiN 110 nm
Silicon
Figure 4·7: Cross-section image of TiN on silicon substrate. The TiN
film shows a columnar structure.
tal silicon. We approximate the transducer/superlattice interface as the interface
between the transducer and aSi. The thickness of aSi was measured to be 455 ±
2.6 nm by ellipsometry before metal coating. The thermal conductivity of aSi was
assumed to be isotropic because of its amorphous nature. The TBC of the transducer-
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Table 4.3: Material properties used for fitting superlattice samples
Cp κ⊥ κ‖ d G
Material (MJ m−3K−1) (W m−1K−1) (W m−1K−1) (nm) (MW m−2K−1)
Au/Ti 2.42 ± 0.07 56 ± 9 31.2 ± 1.4 71 ± 1 58 ± 16
TiN 3.15 ± 0.09 20.4 ± 1 11.7 ± 0.9 110 96 ± 26
Silica 1.63 ± 0.05 1.38 ± 0.07 1.38 ± 0.07 5×105 100 ± 40
Mo2Si4 1.96 ± 0.06 960
Mo4Si4 2.1 ± 0.06 960
Mo6Si4 2.2 ± 0.07 960
aSi interface and the thermal conductivity of aSi were then measured by FDTR with
a two-parameter fit using the determined thermal conductivity values of Au/Ti and
TiN. The measured TBC value of the transducer-aSi interface (G of Au/Ti and TiN)
and all the other parameters used for fitting the superlattice samples are summarized
in Table 4.3. The volumetric heat capacities of the three superlattices were approxi-
mated by a thickness weighted average of the literature values for aSi and Mo(Lide,
2007; Desai, 1987). We also assumed a 3 % uncertainty in the heat capacity values of
all the materials and a 5 % uncertainty in the thermal conductivity of fused silica. For
the TBC between the superlattice and fused silica (G of Silica), we did not measure
but instead used a value of 100 ± 40 W m−1K−1, since the measurement is insensitive
to G2 as shown in the sensitivity plot of Fig. 4·3(b).
4.4 Results
After the determination of the model parameters, we performed two-parameter fits
of FDTR data on the six superlattice samples and obtained κ⊥ and κ‖ of the super-
lattices. In Fig. 4·8, we show typical FDTR phase data for the three TiN coated
superlattice samples and their best fits. We used the Monte Carlo method described
in chapter III to obtain the mean and standard deviations of the measured values,
which accounts for the variations in the model parameters listed in Table4.3. The
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measured values are summarized in Table4.4 for both Au/Ti coated and TiN coated
superlattices. The results are in good consistency for the two different coatings, vali-
dating the measured values.
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Figure 4·8: Phase data measured by FDTR and model best fit curves
of the three TiN-coated superlattice samples.
Table 4.4: Measured thermal conductivity values of Mo/Si superlat-
tices
Au/Ti coated TiN coated Au/Ti coated TiN coated
Material κ‖ (W m−1K−1) κ‖ (W m−1K−1) κ⊥ (W m−1K−1) κ⊥ (W m−1K−1)
Mo2Si4 2.54 ± 0.22 2.47 ± 0.14 0.76 ± 0.04 0.75 ± 0.03
Mo4Si4 8.1 ± 0.38 8.48 ± 0.18 1.03 ± 0.05 1 ± 0.03
Mo6Si4 14.7 ± 0.6 15.7 ± 0.24 1.31 ± 0.06 1.3 ± 0.03
We compare the uncertainty in κ‖ for Au/Ti coated and TiN coated Mo2Si4 using
histograms obtained from the Monte Carlo method. The comparison is shown in
Figs. 4·9(a) and (b). We see that the TiN coating reduced the uncertainty of the κ‖
by ∼36%. This is consistent with the uncertainty prediction in Fig. 4·4 that lower
transducer thermal conductivity leads to less measurement uncertainty in the thermal
conductivity of the superlattice layer.
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Figure 4·9: (a) Histogram of the κ‖ values of Au/Ti coated Mo2Si4.
(b) Histogram of the κ‖ values of TiN coated Mo2Si4. (c) The green
histogram is the same distribution as (a) obtained from the Monte Carlo
method accounting for uncertainty in the model parameters. The black
histogram is the distribution of the same property value only accounting
for the experimental noise in the phase data. The solid red curves are
fits to the normal distribution.
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In addition to the uncertainty from the transducers, we also investigated the effect
of experimental noise. We acquired 100 × 100 µm2 cross-plane and in-plane thermal
conductivity images for the Au/Ti coated Mo2Si4 with FDTR. The in-plane thermal
conductivity data histogram obtained from image statistics is plotted in Fig. 4·9(c)
together with that obtained from the Monte Carlo method. The standard deviation of
κ‖ caused by experimental noise is ∼10 times less than that caused by the uncertainty
in physical parameters. This indicates that the uncertainty from physical properties
in the thermal model dominates the measurement uncertainty.
4.5 Discussion
In order to analyze the cross-plane heat conduction we applied a simplified thermal
resistor model:
RMo/Si =
dMo + dSi
κ⊥
=
dMo
κMo
+
dSi
κSi
+
2
Gint
(4.1)
where κ⊥ is the cross-plane thermal conductivity of the superlattice, κMo and κSi are
the thermal conductivities of the Mo layer alone and the Si layer alone, respectively,
dMo and dSi are the Mo and Si layer thicknesses, respectively, and Gint is the averaged
thermal boundary conductance. In the analysis we used the value of κSi = 1.01
W m−1K−1 that was measured by FDTR for 500 nm amorphous Si on fused silica
substrate, while for Mo we estimated its thermal conductivity using the measured
in-plane thermal conductivity data with the in-plane thermal resistor model:
κ‖ =
κSidSi + κModMo
dSi + dMo
(4.2)
Eq. 4.1 was used to fit the measured κ⊥ with Gint as the only free parameter, as
shown in Fig. 4·10. The best fit is achieved with Gint = 550 MW m−2K−1, similar to
previously reported values for metal-nonmetal interfaces(Stevens et al., 2005). From
Fig. 4·10, we see that the simplified thermal resistor model correctly describes the
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measured dependence of κ⊥ on the Mo layer thickness. This indicates the diffuse
character of the cross-plane heat conduction, which is in good correspondence with
previous studies(Li et al., 2012).
ke,WF are given in Fig. 5(a) together with the FDTR meas-
ured jjj values. As it is seen from Fig. 5(a), the calculated
ke,WF values are lower than those measured with FDTR tech-
nique. And it is also seen that the discrepancy (kFDTR ! ke)
grows with the increase of the Mo thickness. The observed
quantitative discrepancy between the measured kk and ke
might be ascribed to the phonon contribution to the in-plane
heat conduction. In order to analyze this, we estimated the
in-plane contribution of the lattice thermal conductivity for
Si/Mo multilayer structure via
kp ¼ dSi
dSi þ dMo kp;Si þ
dMo
dSi þ dMo kp;Mo; (2)
where dSi and dMo are Si and Mo layer thicknesses, respec-
tively, and kp;Si and kp;Mo are phonon thermal conductivities
of Si and Mo, respectively. For Si we again used the meas-
ured thermal conductivity value of 1.01W m!1 K!1 since
phonons are the main heat carrier in Si. The phonon thermal
conductivity of Mo can be estimated by
kp;Mo ¼ 1
3
CVvk; (3)
where CV is the volumetric phonon heat capacity estimated
using the Debye approximation, v is the speed of sound, and
k is the phonon mean free path in Mo. We used two different
estimations for the phonon mean free path. In the first esti-
mation, according to the minimum thermal conductivity
theory,29 the k value was assigned to be equal to interatomic
spacing in Mo, a$ 0.31 nm.24 In the second estimation, we
used Matthiessen’s rule29 to calculate k taking into account
the thin film size effect via the following equation:
1
k
¼ 1
kBulk
þ 1
d
; (4)
where kBulk is the bulk mean free path and d is the film thick-
ness. Here, kBulk was calculated using the bulk phonon ther-
mal conductivity of Mo extracted from the net thermal
conductivity via the Wiedemann-Franz law. The first estima-
tion is usually applied to amorphous thin films, while the
second is more appropriate for poly-crystalline thin films.
Note that in the first estimation we neglect the influence of
the Mo amorphisation on its heat capacity. These two
approaches were used because previously we observed that
in Mo/Si multilayers the microstructure of Mo films, i.e., the
ratio between crystalline and amorphous phases, is depend-
ent on its thickness.30 Mo films of about 2 nm thickness and
thinner are fully composed of the amorphous phase.30 The
net estimated thermal conductivity composed of the phonon
contribution calculated using Eqs. (2) and (3) and the elec-
tron contribution calculated using Wiedemann-Franz law is
also given in Fig. 5(b). From Fig. 5(b) it is seen that for the
Mo2/Si4 multilayer structure the measured value of thermal
conductivity matches the net k value of phonon contribution
kp estimated via the minimum thermal conductivity limit.
The kp value calculated using the Matthiessen’s rule overes-
timates the phonon contribution by about 1W/m K. On the
other hand, for the Mo6/Si4 multilayer the measured value of
thermal conductivity matches the net k value of the phonon
FIG. 5. (a) Red—measured in-plane thermal conductivity (denoted as k exp ) for the samples listed in Table I; grey—electron contribution to the in-plane ther-
mal conductivity estimated via the Wiedemann-Franz law (denoted as ke;WF). (b) Red—measured in-plane thermal conductivity; black—electron contribution
to the in-plane thermal conductivity together with phonon contribution estimated via the minimum thermal conductivity limit in the assumption of amorphous
Mo layers (denoted as ke;WF þ kp;min); blue—electron contribution to the in-plane thermal conductivity together with phonon contribution estimated using the
Matthiessen’s rule in the assumption of crystalline Mo layers (denoted as ke;WF þ kp;M).
FIG. 4. Blue dots—measured cross-plane thermal conductivity. Lines—fit-
ting with the thermal resistor model by changing the Gint value of Mo/Si.
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Figure 4·10: Blue dots − measured cross-plane thermal conductivity.
Lines − fitting with the therm l resistor mod l by changing the Gint
value of Mo/Si.
In order to analyze the contribution of electrons to the in-plane heat conduction,
we applied the Wiedemann-Franz law to the meas red electrical conductivities of the
samples in order to estimate electron t rmal conductivity, κe,WF. In our calculation,
we used the corrected Lorenz factor for Mo according to Stojanovic et al(Stojanovic
et al., 2010).The calculated values for κe,WF are given in Fig. 4·11(a) together with the
FDTR measured κ‖ values. As it is seen from Fig. 4·11(a), the calculated κe,WF values
are lower than those measured with FDTR. In addit on, the discrepancy (κFDTR−κe)
grows with the increase of the Mo t ickness. The observed quantitative discrepancy
between the measured κ‖ and κe might be ascribed to the phonon contribution to
the in-plane heat conduction. In order to analyze this, we estimated the in-plane
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contribution of the lattice thermal conductivity for Mo/Si superlattices via
κp =
dSi
dSi + dMo
κp,Si +
dMo
dSi + dMo
κp,Mo (4.3)
where dSi and dMo are Si and Mo layer thicknesses, respectively, and κp,Si and κp,Mo
are phonon thermal conductivities of Si and Mo, respectively. For Si, we again used
the measured thermal conductivity value of 1.01 W m−1K−1 since phonons are the
main heat carrier in Si. The phonon thermal conductivity of Mo can be estimated by
κp,Mo =
1
3
Cvvλ (4.4)
where Cv is the volumetric phonon heat capacity estimated using the Debye approx-
imation, v is the speed of sound, and λ is the phonon mean free path in Mo. We
used two different estimations for the phonon mean free path. In the first estimation,
according to the minimum thermal conductivity theory(Tritt, 2004), the λ value was
assigned to be equal to interatomic spacing in Mo, a ≈ 0.31 nm(Lide, 2007). In the
second estimation, we used Matthiessen’s rule(Tritt, 2004) to calculate λ taking into
account the thin film size effect via the following equation:
1
λ
=
1
λBulk
+
1
d
(4.5)
where λBulk is the bulk mean free path and d is the film thickness. Here, λBulk was
calculated using the bulk phonon thermal conductivity via the Wiedemann-Franz
law. The first estimation is usually applied to amorphous thin films, while the second
is more appropriate for poly-crystalline thin films. Note that in the first estimation
we neglect the influence of the Mo amorphisation on its heat capacity.. These two
approaches were used because previously we observed that in Mo/Si superlattices the
microstructure of Mo films, i.e., the ratio between crystalline and amorphous phases,
is dependent on its thickness(van de Kruijs et al., 2006). Mo films of about 2 nm
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ke,WF are given in Fig. 5(a) together with the FDTR meas-
ured jjj values. As it is seen from Fig. 5(a), the calculated
ke,WF values are lower than those measured with FDTR tech-
nique. And it is also seen that the discrepancy (kFDTR ! ke)
grows with the increase of the Mo thickness. The observed
quantitative discrepancy between the measured kk and ke
might be ascribed to the phonon contribution to the in-plane
heat conduction. In order to analyze this, we estimated the
in-plane contribution of the lattice thermal conductivity for
Si/Mo multilayer structure via
kp ¼ dSi
dSi þ dMo kp;Si þ
dMo
dSi þ dMo kp;Mo; (2)
where dSi and dMo are Si and Mo layer thicknesses, respec-
tively, and kp;Si and kp;Mo are phonon thermal conductivities
of Si and Mo, respectively. For Si we again used the meas-
ured thermal conductivity value of 1.01W m!1 K!1 since
phonons are the main heat carrier in Si. The phonon thermal
conductivity of Mo can be estimated by
kp;Mo ¼ 1
3
CVvk; (3)
where CV is the volumetric phonon heat capacity estimated
using the Debye approximation, v is the speed of sound, and
k is the phonon mean free path in Mo. We used two different
estimations for the phonon mean free path. In the first esti-
mation, according to the minimum thermal conductivity
theory,29 the k value was assigned to be equal to interatomic
spacing in Mo, a$ 0.31 nm.24 In the second estimation, we
used Matthiessen’s rule29 to calculate k taking into account
the thin film size effect via the following equation:
1
k
¼ 1
kBulk
þ 1
d
; (4)
where kBulk is the bulk mean free path and d is the film thick-
ness. Here, kBulk was calculated using the bulk phonon ther-
mal conductivity of Mo extracted from the net thermal
conductivity via the Wiedemann-Franz law. The first estima-
tion is usually applied to amorphous thin films, while the
second is more appropriate for poly-crystalline thin films.
Note that in the first estimation we neglect the influence of
the Mo amorphisation on its heat capacity. These two
approaches were used because previously we observed that
in Mo/Si multilayers the microstructure of Mo films, i.e., the
ratio between crystalline and amorphous phases, is depend-
ent on its thickness.30 Mo films of about 2 nm thickness and
thinner are fully composed of the amorphous phase.30 The
net estimated thermal conductivity composed of the phonon
contribution calculated using Eqs. (2) and (3) and the elec-
tron contribution calculated using Wiedemann-Franz law is
also given in Fig. 5(b). From Fig. 5(b) it is seen that for the
Mo2/Si4 multilayer structure the measured value of thermal
conductivity matches the net k value of phonon contribution
kp estimated via the minimum thermal conductivity limit.
The kp value calculated using the Matthiessen’s rule overes-
timates the phonon contribution by about 1W/m K. On the
other hand, for the Mo6/Si4 multilayer the measured value of
thermal conductivity matches the net k value of the phonon
FIG. 5. (a) Red—measured in-plane thermal conductivity (denoted as k exp ) for the samples listed in Table I; grey—electron contribution to the in-plane ther-
mal conductivity estimated via the Wiedemann-Franz law (denoted as ke;WF). (b) Red—measured in-plane thermal conductivity; black—electron contribution
to the in-plane thermal conductivity together with phonon contribution estimated via the minimum thermal conductivity limit in the assumption of amorphous
Mo layers (denoted as ke;WF þ kp;min); blue—electron contribution to the in-plane thermal conductivity together with phonon contribution estimated using the
Matthiessen’s rule in the assumption of crystalline Mo layers (denoted as ke;WF þ kp;M).
FIG. 4. Blue dots—measured cross-plane thermal conductivity. Lines—fit-
ting with the thermal resistor model by changing the Gint value of Mo/Si.
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Figure 4·11: (a) Red − measured in-plane thermal conductivity (de-
noted as κexp) for the three samples; grey − electron contribution to the
in-plane thermal conductivity estimated via the Wiedemann-Franz law
(denoted as κe,WF). (b) Red − measured in-plane thermal conductiv-
ity; black − el ctron contribution to the in-plane thermal onductivity
together with phonon contribution estimated via the minimum thermal
conductivity limit in the assumption of amorphous Mo layers (denoted
as κe,WF +κp,min); blue − electron contribution to the in-plane thermal
conductivity together with phonon contribution estimated using the
Matthiessens rule in the assumption of crystalline Mo layers (denoted
as κe,WF + κp,M).
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thickness and thinner are fully composed of the amorphous phase(van de Kruijs et al.,
2006). The net estimated thermal conductivity composed of the phonon contribution
calculated using Eqs. 4.3 and 4.4 and the electron contribution calculated using
Wiedemann-Franz law is also given in Fig. 4·11(b). From Fig. 4·11(b), we see that,
for the Mo2Si4 superlattice, the measured value of thermal conductivity matches the
net κ value of phonon contribution κp value calculated using the Matthiessen’s rule
overestimates the phonon contribution by about 1 W m−1K−1. On the other hand,
for the Mo6Si4 superlattice, the measured value of thermal conductivity matches the
net κ value of the phonon contribution estimated assuming crystalline Mo layers.
In this case, the minimum thermal conductivity limit underestimates the phonon
contribution by 5 W m−1K−1. For the Mo4Si4 superlattice, the experimental value
is closer to the net κ value calculated using the Matthiessen’s rule than to the value
calculated using the alternative approach. The observed discrepancy of about 0.8
W m−1K−1 can be explained here by, e.g., a non-negligible fraction of amorphous
material in the Mo layers. These considerations bring us to the conclusion that
the microstructure of the thin film metal layers, i.e., the ratio between crystalline
and amorphous phases, can strongly influence the lateral heat conduction in metal-
dielectric and metal-semiconductor superlattices.
4.6 High Temperature Measurements
In addition to the room temperature measurements, we also measured κ⊥ and κ‖
of various superlattices in the temperature range of 300–650 K. The superlattice
samples include the three Mo/Si superlattices (Mo2Si4, Mo4Si4, and Mo6Si4), two
Si/B4C/Mo/B4C superlattices deposited on SiO2 substrates (one unannealed and
one annealed at 300 ◦C), and two Si/B4C/Mo/B4C superlattices deposited on crys-
talline silicon substrates (one unannealed and one annealed at 300 ◦C). The B4C
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layer was deposited between Si and Mo to prevent inter-diffusion of Si and Mo at
high temperatures. The schematic of the Si/B4C/Mo/B4C samples are shown in Fig.
4·12.
 Si 3.3nm
Mo 1.8nm
100 X 
…
…
1.7nm  B4C
1.7nm  B4C
SiO2
100 X 
…
…
Si
Unannealed Annealed at 300 ºC
100 X 
…
…
SiO2
100 X 
…
…
Si
Figure 4·12: Schematic of Si/B4C/Mo/B4C superlattices deposited
on SiO2 and single crystal Si.
We also coated all the Si/B4C/Mo/B4C samples with TiN for FDTR measure-
ments. We used TiN as the transducer for all the temperature dependent measure-
ments because of its relatively low thermal conductivity, which improves sensitivity to
the in-plane heat conduction in the superlattices, and because of its stability at high
temperature. The κ⊥ and κ‖ of TiN was measured on fused silica reference samples
as a function of temperature. The results are summarized in Fig. 4·13. We see a
generally increasing trend of κ⊥ and κ‖ and the TBC of TiN-SiO2 interface. The
results also suggest that annealing at 300 ◦C) for 24 hours has a negligible effect on
the thermal conductivities of TiN.
We also measured the TBC of the TiN-aSi interface on the reference sample of
500 nm aSi deposited on single crystal silicon. We performed a two-parameter fit of
our FDTR phase data, obtaining temperature dependent TBC values of the TiN-aSi
interface and the thermal conductivity of aSi. The values are summarized in Fig.
4·14.
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Figure 4·13: (a) Measured cross-plane thermal conductivity of TiN.
(b) Measured in-plane thermal conductivity of TiN. (c) Measured ther-
mal boundary conductance between TiN and SiO2.
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Figure 4·14: (a) Measured thermal conductivity of aSi. (b) The TBC
between TiN and aSi.
We summarize the final κ⊥ and κ‖ values for the superlattices in Fig. 4·15. We
observe no significant difference in the thermal conductivity of Mo/Si superlattices
with a B4C diffusion barrier. In addition to κ⊥ and κ‖, we also measured the volu-
metric heat capacity of Si/B4C/Mo/B4C obtained from Si/B4C/Mo/B4C on single
crystalline silicon substrates. We used a 4X objective in our FDTR setup for this
measurement to minimize the sensitivity to the in-plane thermal conductivity of the
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Figure 4·15: (a) Cross-plane thermal conductivity of the superlattices.
(b) In-plane thermal conductivity of the superlattices. (c) Anisotropy
ratio (in-plane/cross-plane) of the superlattices. (d) Volumetric heat
capacity of Si/B4C/Mo/B4C, in good agreement with the thickness
weighted average of bulk literature values.
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Figure 4·16: Calculated phase sensitivity to the cross-plane thermal
conductivity, κSL,⊥, in-plane thermal conductivity, κSL,‖, and the volu-
metric heat capacity, CSL, of Si/B4C/Mo/B4C deposited on silicon.
superlattice. The silicon substrate was also chosen for the same purpose. The pump
and probe 1/e2 radii were 6.9 ± 0.1 µm and 5.7 ± 0.1 µm, respectively. The mea-
surement sensitivity to κ⊥, κ‖ and Cp of Si/B4C/Mo/B4C is shown In Fig. 4·16. It
suggests that our measurement of Si/B4C/Mo/B4C on silicon is insensitive to κ‖ of
the superlattice. The Cp values of Si/B4C/Mo/B4C were then obtained from two-
parameter fits FDTR data, extracting both κ⊥ and Cp. The measured values are
in good agreement with the thickness weighted average of bulk values based on the
individual thicknesses of the Si/B4C/Mo/B4C superlattice.
4.7 Summary
We studied the anisotropic heat conduction in periodic nanoscale Mo/Si superlattices
using FDTR. The structures analyzed, each having a fixed thickness of the Si layers
of 4 nm and a varied thickness of the Mo layers in the 2-6 nm range, demonstrate
a measured anisotropy ratio κ‖/κ⊥ ranging from 3.3 for 2 nm to 12.1 for 6 nm lay-
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ers. The variation of metal layer thickness has a significantly higher impact on the
in-plane heat conduction than on the cross-plane heat conduction. This is so be-
cause the lateral electron transport along the metal layers contributes to the in-plane
heat conduction proportionally to the thickness of metal layers, while the cross-plane
transport for such multilayer structures is dominated by lattice vibrations and its
scattering at interfaces. The measured in-plane thermal conductivity was in good
agreement with calculations taking into account both electron and phonon thermal
transport, using a phonon mean free path which depended on the Mo layer thickness.
Based on published reports on Mo microstructure in Mo/Si superlattices, we suggest
that the ratio between crystalline and amorphous phases in metal layers affects the
in-plane heat conduction. These measurements show that FDTR can be a powerful
technique for measuring anisotropic thermal transport in thin films.
Finally, we measured high temperature thermal conductivities of Mo/Si super-
lattices with and without B4C diffusion barrier in the range of 300 − 650 K. Our
results suggest that B4C has on significant effect on the thermal transport in Mo/Si
superlattices up to 650 K.
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Chapter 5
Anisotropic Thermal Transport in
Graphene
In this chapter, we apply FDTR to study the effect of interface interactions on the
thermal conductivity, κ, of graphene and the thermal boundary conductance, G, of
metal-graphene-dielectric interfaces. We first demonstrate how to measure κ and G
of graphene-metal contacts using graphene supported on SiO2 as an example. We
then compare graphene supported on roughened SiO2 and flat Muscovite mica to
investigate the effect of surface roughness on the thermal conductivity of graphene.
The measurement procedure for graphene has been published in Ref. (Yang et al.,
2014).
5.1 Background of Graphene
Two-dimensional (2D) materials have motivated extensive study because of their
unique electronic and thermal properties(Butler et al., 2013). Graphene(Novoselov
et al., 2004), the 2D form of graphite, has the highest measured thermal conductiv-
ity of any material at room temperature – using a Raman thermometry technique,
Balandin and co-workers measured a basal-plane (in-plane) thermal conductivity, κ,
for one suspended atomic layer of graphene in the range of 2000 – 5000 W m−1K−1
depending on the size of the flake(Balandin, 2011). The high thermal conductivity
makes graphene attractive for nanoelectronic device applications such as transistors,
interconnects, and heat spreaders(Bae et al., 2011; Pop et al., 2012).
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The high thermal conductivity of graphene arises from extremely strong sp2 bond-
ing in the basal plane and unusually large phonon mean free path (MFP) of the long-
wavelength phonons(Nika et al., 2009b; Nika et al., 2011). In Fig. 5·1(a), we show the
atomic structure of graphene(Pop et al., 2012). The carbon atoms are held together
by strong sp2 bonding in the plane and weak Van der Waals force between planes.
This strong in-plane bonding along with weak interlayer bonding makes separating
single layer graphene sheets from bulk graphite possible with mechanical exfoliation.
A Scotch brand tape is typically used to transfer graphite flakes to any substrate
of interest(Novoselov et al., 2004). In Fig. 5·1(a), we show the dispersion of differ-
ent phonon modes in graphene(Pop et al., 2012). Acoustic phonon modes are the
main heat carriers. These include in-plane acoustic modes (longitudinal acoustic,
LA; transverse acoustic, TA), as well as flexural out-of-plane acoustic (ZA) modes.
We see linear curves of LA and TA with steep slopes, indicating large and constant
group velocities. For the ZA modes, we see unusual quadratic dispersion relation
and theoretical reports based on linearized Boltzmann transport equation (BTE) and
molecular dynamics (MD) simulation have suggested that ZA modes may make a sig-
nificant contribution to the total thermal conductivity of graphene(Seol et al., 2010;
Lindsay et al., 2010; Ong and Pop, 2011; Chen et al., 2013). On the other hand,
another phonon BTE simulation(Nika et al., 2009b; Nika et al., 2009a) with relax-
ation time approximation assumed negligible contribution of the ZA modes to the
thermal conductivity of graphene because of low group velocity of ZA modes. The
relative contribution of ZA phonon modes to the thermal conductivity of graphene is
still an open question. We measured the thermal conductivity of graphene supported
on SiO2 and Muscovite mica using FDTR. THe comparison of our results with the
reported values of suspended graphene suggests that ZA phonon modes contribute at
least 50 – 70% to the intrinsic thermal conductivity of graphene.
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 At low  q near the center of the Brillouin zone, the frequencies 
of the transverse acoustic (TA) and longitudinal acoustic (LA) 
modes have linear dispersions 8 , 9 of  ω TA ≈  v TA q and  ω LA ≈  v LA q , 
respectively. The group velocities  v TA ≈ 13.6 km/s and 
 v LA ≈ 21.3 km/s are four to six times higher than those in silicon 
or germanium because of the strong in-plane  sp 2 bonds of 
graphene and the small mass of carbon atoms. 8 – 11 In contrast, the 
fl exural ZA modes have an approximately quadratic dispersion, 8 , 9 
 ω ZA ≈  α q 2 , where  α ≈ 6.2 × 10 –7 m 2 /s. As we will discuss, the 
existence and modifi cations of these ZA modes are responsible 
for many of the unusual thermal properties of graphene. 
 Specifi c heat of graphene and graphite 
 The specific heat,  C , of a material represents the change 
in energy density  U when the temperature changes by 1 K, 
 C = d U /d T , where  T is the absolute temperature. The specifi c 
heat and heat capacity are sometimes used interchangeably, 
with units of joules per kelvin per unit mass, per unit volume, 
or per mole. The specifi c heat determines not only the 
thermal energy stored within a body but also how quickly 
the body cools or heats, that is, its thermal time constant 
 τ ≈  RCV , where  R is the thermal resistance for heat dis-
sipation (the inverse of conductance,  R = 1/ G ) and  V is the 
volume of the body. Thermal time constants can be very short 
for nanoscale objects, on the order of 10 ns for nanoscale 
transistors, 12 0.1 ns for a single graphene sheet or carbon 
nanotube (CNT), 13 and 1 ps for the relaxation of individual 
phonon modes. 14 – 16 
 The specific heat of graphene has not been measured 
directly; thus, the short discussion here refers to experimental 
data available for graphite. 17 – 19 The specifi c heat is stored by 
the lattice vibrations (phonons) and the free conduction elec-
trons of a material,  C =  C p +  C e . However, phonons dominate 
the specifi c heat of graphene at all practical temperatures 19 , 20 
(>1 K), and the phonon specifi c heat increases with tem-
perature, 17 – 20 as shown in  Figure 2 . At very high tempera-
tures 22 (approaching the in-plane Debye temperature 17 , 24  Θ D ≈ 
2100 K), the specifi c heat is nearly constant at  C p = 3 N A k B ≈ 
25 J mol –1 K –1 ≈ 2.1 J g –1 K –1 , also known as the Dulong–Petit 
limit. Here,  N A is Avogadro’s number, and  k B is the Boltzmann 
constant. This is the “classical” behavior of solids at high 
temperature when all six atomic degrees of motion (three 
translational and three vibrational) are excited and each car-
ries   1  / 2 k B T energy. 
 At room temperature, the specifi c heat of graphite is 
 C p ≈ 0.7 J g –1 K –1 , approximately one-third of the classical 
upper limit. 17 , 19 Interestingly, this value for graphite at room 
temperature is  ∼ 30% higher than that of diamond because of 
the higher density of states at low phonon frequencies given by 
the weak coupling between graphite layers. 17 A similar behavior 
is expected for an isolated graphene sheet at room temperature, 
when all of its fl exural ZA modes should be thermally excited. 
However, it is possible that these modes could be partly sup-
pressed or their dispersion altered when graphene is in strong 
contact with a substrate (thus lowering the specifi c heat), as 
suggested by experiments investigating epitaxial graphene on 
metals 25 , 26 and recent theoretical work concerning graphene 
on insulators. 27 
  
 Figure 1.  (a) Schematic of the atomic arrangement in graphene 
sheets. Dashed lines in the bottom sheet represent the outline 
of the unit cell. The areal density of carbon atoms in graphene 
is 3.82 × 10 15 cm –2 . (b) Graphene phonon dispersion along 
the  Γ -to- M crystallographic direction. 4 – 7 Lines show numerical 
calculations; symbols represent experimental data. Note 
the presence of linear in-plane acoustic modes (longitudinal 
acoustic, LA; transverse acoustic, TA), as well as fl exural 
out-of-plane acoustic (ZA) modes with a quadratic dispersion. 
The latter are responsible for many of the unusual thermal 
properties of graphene. Graphene has a much higher sound 
velocity and optical phonon (OP) energy than most materials; 
by comparison, OPs have energies of  ∼ 0.035 eV in germanium 
and GaAs and  ∼ 0.06 eV in silicon. LO, longitudinal optical; TO, 
transverse optical; ZO, out-of-plane optical. 
  
 Figure 2.  Specifi c heats of graphene, graphite, and diamond, 
all dominated by phonons at temperatures above  ∼ 1 K. Lines 
show numerical calculations; 10 , 17 , 21 symbols represent experimental 
data. 19 , 22 , 23 The inset indicates that the low-temperature specifi c 
heat of an isolated graphene sheet is expected to be higher 
than that of graphite because of the contribution of low-frequency 
ZA phonons (also see  Figure 1b ). Above  ∼ 100 K, the specifi c heats 
of graphene and graphite should be identical. The inset makes 
use of different units to illustrate a common occurrence in practice 
(e.g., J mol –1 K –1 , or J g –1 K –1 , or J cm –3 K –1 ), but conversion is 
easily achieved by dividing and/or multiplying by the atomic 
mass of carbon ( A = 12.01 g/mol) or the density of graphite 
( ρ ≈ 2.25 g/cm 3 ). 
Figure 5·1: Graphene atomic structure and phonon dispersion sum-
marized by Pop et al.(Pop et al., 2012). The figures are taken from
(Pop et al., 2012). (a) Schematic of the atomic arrangement of graphene
sheets. The carbon atoms are held together by sp2 bonding in the plane
of one sheet and Van der Waals force between sheets. (b) Graphene
phonon dispersion along the Γ-to-M crystallographic direction. The
main heat carriers are linear in-plane acoustic modes (longitudinal
acoustic, L ; transverse acoustic, TA), as well as flexural out-of-plane
acoustic (ZA) m des with a quadratic dispersion.
We first summarize previous measurements on the thermal conductivity of
graphene in contact with SiO2 and the thermal boundary conductance (TBC) across
metal-graphene-SiO2 interfaces, following by detailed description of graphene thermal
transport measurement using FDTR. At last, we will compare results of graphene
supported on SiO2 and Mica.
Based on a thermal bridge method, Seol et al. and Sadeghi et al. reported 600
W m−1K−1 for κ of single-layer graphene supported by SiO2 at room temperature
and the value increased with additional layers, up to 34 layers, approaching but not
reaching the value of the graphite exfoliation source(Seol et al., 2010; Sadeghi et al.,
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2013). Measurement of κ for encased graphene is more challenging due to the lack of
direct access. Using metallic heaters, Jang et al. showed that for graphene encased
by SiO2, the top oxide layer further reduced κ to below 160 W m
−1K−1(Jang et al.,
2010). In the cross-plane direction, the TBC across graphene interfaces was measured
to be 20 – 30 MW m−2K−1 by Koh et al. based on time-domain thermoreflectance
(TDTR)(Koh et al., 2010), lower than that of metal/dielectric interfaces. However,
despite the importance of graphene-metal contacts in device design(Grosse et al.,
2011), the thermal conductivity of metal-coated graphene has not been measured.
In the below, we describe FDTR imaging(Yang et al., 2013) of encased graphene,
using thermal waves from 100 kHz to 50 MHz to image sub-surface graphitic multi-
layers and create micron-scale maps of the in-plane thermal conductance and TBC
of three mechanically exfoliated graphene flakes encased between Ti and SiO2. The
obtained values indicate that depositing Ti has no significant impact on the thermal
conductivity of graphene exfoliated on SiO2.
5.2 Graphene Measurement with FDTR
Figure 5·2 shows a schematic of our sample configuration and experimental setup.
Graphene flakes were encased between a metal layer and a thermally oxidized p-type
silicon wafer. The pump laser is focused to a Gaussian spot with a 1.6 µm 1/e2 diam-
eter while the probe laser measures the surface temperature through a proportional
change in reflectivity. Unknown thermal properties of the sample, such as the κ of
graphene and the TBC of metal-graphene contacts are extracted by minimizing the
error between the collected probe phase data and an analytical solution to the heat
diffusion equation. Because our model is based on Fourier’s law of heat conduction,
the property values we obtain are effective diffusion transport properties. The room
temperature phonon mean-free-path has been estimated with the 2D kinetic theory
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Figure 5·2: Sample configuration and experimental setup. (a) Sample
configuration of encased graphene flakes during FDTR imaging. The
sample consists of four layers: a 50 – 100 nm metal coating, an ex-
foliated graphene flake, 300 nm of thermal SiO2, and a p-type silicon
substrate. (b) Schematic of our FDTR microscope.
to be 775 nm for suspended single-layer graphene(Ghosh et al., 2008), and 10 – 50
nm for graphene encased between SiO2(Jang et al., 2010). Since this is significantly
smaller than our pump laser spot diameter, a diffusive model is suitable.
5.2.1 Sample Preparation
We prepared three graphene samples by mechanical exfoliation of bulk graphite onto
thermally oxidized p-type silicon substrates. The target thickness of the SiO2 layer
was chosen to be ∼300 nm to maximize the contrast of graphene flakes under an
optical microscope. After mechanical exfoliation, the two samples were annealed at
400 ◦C for two hours in N2/H2 mixture gas to remove adhesive residue from the
tape(Wang et al., 2013). Optical images of the samples are shown in Figs. 5·3(a), (b)
and (c). The number of graphene layers within the flakes, labeled on each flake image,
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Figure 5·3: Graphene samples. (a) Optical image of Flake 1 to-
gether with an AFM image of the region indicated with a red box.
The height profile along the dashed line shows one, two, and three lay-
ers of graphene sheets. (b) Optical image of Flake 2. (c) Optical image
of Flake 3 together with an AFM image of the oxide region showing
contaminant particles. The number of graphene layers is labeled on the
flakes.
was determined by optical contrast, Raman spectroscopy and atomic force microscopy
(AFM). Figure 5·4 shows the Raman spectra of different graphene layers in Flake 1
and Flake 2 after annealing. The absence of the D peak at ∼1350 cm−1 indicates that
the flakes are free of defects. Raman spectra were excited using the 514 nm line of an
argon ion laser and collected using a Renishaw spectrometer with an 1800 lines/mm
grating and a 50X microscope objective (NA = 0.75). The focused laser spot radius
was ∼0.42 µm, and the laser power was kept below 0.5 mW to avoid sample heating.
For Flake 1 and Flake 2, the substrate was fresh with no surface treatment before
exfoliation. For Flake 3, the substrate was used for mechanical exfoliation multiple
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Figure 5·4: Raman spectra. (a) Raman spectra of Flake 1. (b) Raman
spectra of Flake 2. Spectra for few-layer graphene have been shifted up
for clarity.
times and between each exfoliation we cleaned the substrate with oxygen plasma
ashing and piranha solution (sulfuric acid and hydrogen peroxide, 3:1). AFM images
of the flake substrates showed similar surface roughness, but Flake 2 had a significant
amount of debris with a root mean square (RMS) roughness of ∼1 nm, shown in the
AFM image of Fig. 5·3(c). After AFM characterization, we deposited a thin layer of
metal with electron-beam evaporation at a chamber pressure of 3× 10−6 Torr and a
deposition rate of 0.5 A˚/s. Flake 1 and Flake 2 were coated with a 10 nm Ti adhesion
layer followed by 46 nm of Au without breaking vacuum, while Flake 3 was coated
with 65 nm of Ti.
We acquired thermal phase images by scanning the sample stage in two dimen-
sions while recording phase data from the lock-in amplifier at six frequencies simul-
taneously. Maps of the in-plane thermal conductance, G‖, and the TBC were created
by performing a two-parameter fit of our diffusion model to the six phase data points
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at each pixel, after the properties of the other layers in the stack had been deter-
mined with additional measurements on reference samples. Here, we use Flake 1 as
an example to show the measurement procedure.
5.2.2 Parameter Fitting
The configuration of Flake 1, shown in Fig. 5·5(a), includes four layers: Au/Ti,
graphene, SiO2, and p-type silicon. We treat graphene as a layer with zero heat
capacity, because the thermal time constant of the graphene layer is much shorter than
the heating period in our measurements(Pop et al., 2012). We also neglect the Au/Ti
interface and treat them as a single layer, since the TBC for metal-metal interfaces
has been measured to be an order of magnitude higher than that for semiconductor
and dielectric interfaces(Gundrum et al., 2005). Figure 5·5(b) shows the calculated
sensitivity of the phase signal to G‖ and the TBC of graphene layer and the next
three most dominant parameters in the thermal model.
To determine the thermal properties and thicknesses of all layers other than
graphene, we co-deposited several reference samples of fused silica (thermal diffu-
sivity = 8.46×10−7 m2/s at 300K(Lide, 2007)), and pieces of the p-type silicon wafer
with thermal oxide that was used for our graphene samples. The total thickness of
Au/Ti on Flake 1 and Flake 2 is 62 nm while the thickness of Ti on Flake 3 is 65 nm,
measured by AFM on reference glass slides. The oxidized p-type silicon wafer was
purchased from University Wafer, Inc. The thickness of SiO2 was measured to be 296
nm by ellipsometry. The κ of the p-type silicon substrate was measured by FDTR.
We first etched away the oxide by immersing one piece of the substrate in buffered
oxide etchant (BOE, 6:1) for 3 minutes. The substrate was left in air overnight and
then coated with 74 nm of Au by electron-beam evaporation at a chamber pressure
of 3× 10−6 Torr and a deposition rate of 1 A˚/s. The thermal conductivity was then
measured to be 80 W m−1K−1.
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Graphene possesses a basal-plane thermal conductivity up to ⇠ 5000 W m 1K 1, exceeding that
of diamond and graphite. However, when graphene is supported by a substrate or encased between
two materials, basal-plane thermal transport is suppressed by interface interactions. In this work,
we demonstrate simultaneous micrometer-scale imaging of both basal-plane and cross-plane thermal
conductance of single layer and multilayer graphene encased between a metal and silicon dioxide
using frequency domain thermoreflectance. In addition to demonstrating an e↵ective technique
for imaging encased graphene in multilayer systems, we have obtained the first definite values of
basal-plane thermal conductivity for encased single layer graphene, and the first set of simultaneous
measurements for basal-plane and cross-plane thermal conductance for graphene multilayers up to 7
atomic layers thick. We find that basal-plane thermal conductivity is not considerably a↵ected by the
metal layer when compared to measurements of supported graphene. In addition, the correlation
between cross-plane and basal-plane thermal conductance for single layer graphene supports the
hypothesis that phonon transmission into the substrate contributes to the reduction of basal plane
conductivity.
Since it was discovered in 2004[1], graphene has at-
tracted considerable interest as a material for thermal
management in microelectronic devices due to its ex-
tremely high thermal conductivity and large surface-to-
volume ratio[2]. Balandin et al. measured the basal-
plane thermal conductivity, k, of suspended single layer
graphene (SLG) with a Raman method, reporting val-
ues up to 5300 W m 1K 1 at room temperature[3]. Us-
ing the same method, Ghosh et al. found that k de-
creased from 2800 to 1300 W m 1K 1 as the number
of layers in few-layer graphene (FLG) increased from 2
to 4[4]. These results indicate that suspended graphene
has a thermal conductivity comparable to that of other
carbon allotropes, including highly oriented pyrolytic
graphite (HOPG) (k = 1950 W m 1K 1 [5]), diamond
( = 2300 W m 1K 1[5]), and suspended carbon nan-
otubes ( > 3000 W m 1K 1[6]).
However, in most practical applications that have been
proposed, graphene is in contact with other materials,
and it has been found that interaction with adjacent
layers significantly reduces the high basal-plane thermal
conductivity. Measurements of SLG with one face sup-
ported on a substrate show that the room temperature
k is reduced to ⇠370 W m 1K 1 on copper[7], and
⇠600 W m 1K 1 on SiO2[8]. Most recently, measure-
ments of multilayer graphene supported on SiO2 have
shown a thermal conductivity reduction that persisted
up to 34 layers[9]. In a set of measurements with micro-
fabricated metallic heaters on graphene multilayers en-
cased between two SiO2 layers, Jang et al. showed that
the top oxide layer further reduced k well below that
of supported graphene[10]. In addition, the same mea-
surement showed that k increased with graphene thick-
ness, opposite to the finding for suspended graphene.
This result was attributed to strong phonon scattering
at the relatively rough graphene/oxide interfaces, which
were somewhat smoothed by additional graphene layers.
Due to experimental uncertainty, only an upper bound of
value of k < 160 W m 1K 1 was obtained for encased
SLG. Apart from the basal-plane direction, cross-plane
thermal transport between graphene and adjacent lay-
ers has been investigated[11]. The cross-plane thermal
interface conductance, G?, of Au/Ti/graphene/SiO2 in-
terfaces was reported to be ⇠25 MWm 2K 1, regardless
of the number of graphene layers, n, for 1  n  10.
A clear understanding of how interface interactions af-
fect both basal-plane and cross-plane phonon transport
in encased graphene is needed for the design of devices
for thermal management, and recent theoretical work
suggests that transport in the two directions is strongly
coupled[8, 12, 13], but this has not been verified experi-
mentally. In this article, we describe a thermal wave mi-
croscopy technique for imaging encased graphene in mul-
tilayer systems, and present micron-scale basal-plane and
cross-plane thermal conductance maps of three graphene
flakes encased between Ti and SiO2. Using this approach,
we obtain the first definite measurements of k for en-
cased SLG, and in addition, we find that the relation-
ship between G? and k in di↵erent flakes suggests that
phonon transport in basal-plane and cross-plane direc-
tions are anti-correlated, in agreement with theoretical
predictions that phonon transmission across the interface
contributes to the reduction of k[8, 9, 14].
Figure 1 shows a schematic of our sample configuration
and experimental setup. Graphene flakes were encased
between a metal layer and a thermally oxidized p-type
silicon wafer, and Frequency Domain Thermoreflectance
(FDTR) microscopy[15] was used to generate quantita-
tive maps of the thermal transport properties of the
graphene layer. A periodically modulated continuous-
wave (cw) laser (the pump laser) is focused to a Gaus-
sian spot and locally heats the sample while a second
Au/Ti
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plane thermal conductivity, k, of suspended single layer
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ing the same method, Ghosh et al. found that k -
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Since it was discovered in 2004[1], graphene has at-
tracted considerable interest as a material for thermal
management in microelectronic devices due to its ex-
tremely high thermal conductivity and large surface-to-
volume ratio[2]. Balandin et al. measured the basal-
plane thermal conductivity, k, of suspended single layer
graphene (SLG) with a Raman method, reporting val-
ues up to 5300 W m 1K 1 at room temperature[3]. Us-
ing the same method, Ghosh et al. found that k de-
creased from 2800 to 1300 W m 1K 1 as the number
of layers in few-layer graphene (FLG) increased from 2
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However, in most practical applications that have been
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and it has been found that interaction with adjacent
layers significantly reduces the high basal-plane thermal
conductivity. Measurements of SLG with one face sup-
ported on a substrate show that the room temperature
k is reduced to ⇠370 W m 1K 1 on copper[7], and
⇠600 W m 1K 1 on SiO2[8]. Most recently, measure-
ments of multilayer graphene supported on SiO2 have
shown a thermal conductivity reduction that persisted
up to 34 layers[9]. In a set of measurements with micro-
fabricated metallic heaters on graphene multilayers en-
cased between two SiO2 layers, Jang et al. showed that
the top oxide layer further reduced k well below that
of supported graphene[10]. In addition, the same mea-
surement showed that k increased with graphene thick-
ness, opposite to the finding for suspended graphene.
This result was attributed to strong phonon scattering
at the relatively rough graphene/oxide interfaces, which
were somewhat smoothed by additional graphene layers.
Due to experimental uncertainty, only an upper bound of
value of k < 160 W m 1K 1 was obtained for encased
SLG. Apart from the basal-plane direc ion, cross-plane
thermal transport between graphene and adjacent lay-
ers has been investigated[11]. The cross-plane thermal
inte face conductance, G?, of Au/Ti/graphene/SiO2 in-
terfaces wa repor e to be ⇠25 MWm 2K 1, regardless
of the n mb r of graphene layers, n, for 1   10.
A clear understanding of how interface interactions af-
fect both basal-plane and cross-plane phonon transport
in encased graphene is needed for the design of devices
for thermal management, and recent theoretical work
suggests that transport in the two directions is strongly
coupled[8, 12, 13], but this has not been verified experi-
mentally. In this article, we describe a thermal wave mi-
croscopy technique for imaging encased graphene in mul-
tilayer systems, and present micron-scale basal-plane and
cross-plane thermal conductance maps of three graphene
flakes encased between Ti and SiO2. Using this approach,
we obtain the first definite measurements of k for en-
cased SLG, and in addition, we find that the relation-
ship between G? a d k in di↵erent flak s suggests that
phonon transport in basal-plane nd cross-plane direc-
tions are anti-correl ed, in agreement with the retical
predictio s that phonon transmission across the in rface
co tributes to the reduction of k[8, 9, 14].
Figure 1 shows a schematic of our sample configuration
and experimental setup. Graphene flakes were encased
between a metal layer and a thermally oxidized p-type
silicon wafer, and Frequency Domain Thermoreflectance
(FDTR) microscopy[15] was used to generate quantita-
tive maps of the thermal transport properties of the
graphene layer. A periodically modulated continuous-
wave (cw) laser (the pump laser) is focused to a Gaus-
sian spot and locally heats the sample while a second
Si G
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Apart from its outstanding electronic properties, graphene exhibits unusually high thermal con-
ductivity that makes it a suitable material for next-generation high speed microelectronic devices
where heat removal is a crucial issue. The ability of graphene to co duct heat is rooted i its
atomic structure. However, since in most practical devices graphene is encased between a dielectric
and/or metallic layers, it is of fundamental importance to understand how the thermal transport is
a↵ected by boundary interactions. Up to now, di↵erent techniques have been used to characterize
thermal properties of encased or supported graphene, but their applicability is limited either by
manufacturing requirements or by their reduced sensitivity to a given property. Here we present
micrometer-scale maps of thermophysical properties of buried graphene obtained with a recently
proposed technique based on frequency domain thermoreflectance. Our technique allows measur-
ing simultaneously di↵erent thermal properties and does not require complex sample preparation.
Basal-plane thermal conductance k and cross-plane thermal conductance G? maps of single and
few layers of buried graphene are reported. We have for the first time measured a thermal con-
ductivity of as high as 700 W/mK for a monolayer graphene encased between a metal layer and
silicon dioxide and we show that basal-plane and cross-plane thermal transport are not considerably
a↵ected by the number of layers n (1  n  7). Experimental data agree well with the analytical
model for di↵usive heat flow in a multilayer sample, including radial heat transfer and the e↵ect of
finite laser spot sizes. Our results shed light on heat conduction in graphene encased in a transistor-
like st uct re and open up to the use of this technique for imaging and quantifying geometrical and
thermal properties of graphene-based electronic devices.
I. INTRODUCTION
Since it was first exfoliated in 2004[1], graphene has
attracted a great amount of interest, especially for
electronic[2, 3] and optoelectronic applications[4, 5]. Be-
sides its extraordinary electrical properties[6, 7], its docu-
mented high basal-plane thermal conductivity represents
a key aspect that makes today this material one of the
candidates for next-generation electronic devices. In-
deed, as t e electronic industry i moving towards high
speed devices and nanometer design, power consumption
is becoming a crucial issue and therefore the search for
high thermally conductive materials is today pressing.
Balandin et al. measured for the first time the ther-
mal conductivity of suspended single layer graphene, re-
porting values from 600 t 5000 W m 1K 1 at oom
temperature[8]. This result opened a line of research
on graphene thermal properties and their tem erature
dependence[9–12]. These first anal sis had the goal of
characterizing the intrinsic thermal properties of the ma-
terial. However, since in most practical devices graphene
is encased between dielectric and/or metallic layers, it
is of great interest to understand how interactions with
surrounding layers a↵ect the thermal transport in this
material.
Measurements of single and few layer graphene with
one face supported on a substrate[9, 13, 14] or in en-
cased configuration[15] have been carried out by di↵erent
groups in the last years. Although all the results show
that the thermal conductivity is considerably reduced
with respect to suspended graphene due to disruptions
from the substrate, discrepancies among them have trig-
gered a debate to establish which technique is the most
suitable for the purpose of measuring thermal properties
of graphene in these configurations. Due to the inherent
di culty of measuring the thermal properties of a 2D
material supported on a substrate or buried under an-
other layer, researchers have developed and used several
experimental tech iques to overcome this probl m. Each
of them has relative strengths and weaknesses. Seoul et
al. used a suspended microelectrical heater and Au/Cr
resistance thermometer lines [13] to measure the thermal
conductivity of supported graphene. Although the pro-
posed configurations have proven to give reliable results
and can be used for a larg variety of samples, its versatil-
ity is limited due to manufacturing requirements. As for
suspended films, Raman methods can be used to mea-
sure the thermal roperties of supported graphene[14].
A clear advantage of these methods is the simple sample
preparation. However, they require a cri ical calibration
of optical absorbance[8, 16] and therefore their reliabil-
ity is limited. Two techniques have been used so far to
measure thermal properties of encased graphene. Koh et
al. used Time-domain thermoreflectance (TDTR) to i -
vestigate thermal transport across graphene layers sand-
wiched in a transistor-like configuratio [17]. TDTR does
not require complex sample preparation and has proven
in the past to be reliable for investigating the heat prop-
agation in thin films. However, the analysis carried out
with this technique has been limited at the measurement
of cross-plane conductance and no basal-plane thermal
conductivity measurements have been reported with this
method due to sensitivity limitations. In ref [18], Jang
et al. measured the basal-plane thermal conductivity
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Figure 5·5: Sample configuration and sensitivity. (a) Flake 1 consists
of four layers: Au/Ti, graphene, 300 nm SiO2, and p-type Si substrate.
Each layer has five physical parameters: the volumetric heat capacity,
Cp, the cross-plane and in-plane thermal conduc ivities, κ⊥ and κ‖, the
layer thickness, d, and the TBC to the next layer, G. (b) Calcul ted
sensitivity to the thermal conductivity of Au/Ti, κAu/Ti, the thermal
conductivity of SiO2, κSiO2 , the thermal conductivity of silicon, κSi, in-
plane thermal conductance and the TBC of graphene layer, G‖,g and
Gg.
Because the metal thermal conductivity is the most critical par meter, we took
several steps to determine it as accurately as possible. We first me sured the in-
plane thermal conductivity, κ, and electrical conductivity, σ, of th Au/Ti film on
the reference samples by FDTR with three spot sizes and a four-point probe, respec-
tively. An effective Lorenz number was calculated using the Wiedemann-Franz law:
L = κ/σT = 2.43 × 10−8 ΩWK−2, where T is the absolute temperature(Ashcroft
and Mermin, 1976). This Lorenz number was then used to convert four-point-probe
electrical conductivity measurements from the oxide regions of Flake 1 to a thermal
conductivity of 140 ± 4 W m−1K−1, based on 23 measured values of σ.
The thermal conductivity of SiO2 was measured by FDTR on a p-type silicon
reference sample using the determined κ values of Au/Ti and p-type silicon. Fig-
82
ure 5·6(a) shows the reference sample configuration. The κ of SiO2 and the top and
bottom TBCs, G1 and G2, contribute to the thermal resistance of the SiO2 layer.
Based on the reported thermal interface resistance values of thermally grown SiO2
on silicon(Chien et al., 2008), we took G2 to be 120 MW m
−2K−1. To separate κ of
SiO2 and G1, we performed FDTR on the sample with three spot sizes using a 50X
objective (NA = 0.55), 10X objective (NA = 0.25), and 4X objective (NA = 0.1).
The pump and probe spot radii were 0.8 µm and 0.7 µm, respectively, for the 50X
objective, and 2.8 µm and 1.6 µm, respectively, for the 10X objective, while those for
the 4X objective were 6.8 µm and 3.6 µm, respectively.
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Figure 5·6: Thermal conductivity measurement of SiO2. (a) Sample
configuration of the reference sample. Included are also the TBC be-
tween Au/Ti and SiO2, G1, and the TBC between SiO2 and silicon, G2.
(b) κ of SiO2 vs. G1 measured with 50X, 10X, and 4X objectives.
By fitting the data from all three measurements simultaneously, there is sufficient
sensitivity to determine both κ of SiO2 and G1. Alternatively, we can fit the data set
at each spot size with a series of κ−G1 pairs obtained with single-parameter fitting.
For any two spot sizes, only a single κ−G1 pair will match both sets of data. This is
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shown in Fig. 5·6(b), where G1 was varied from 30 MW m−2K−1 to 300 MW m−2K−1
for data at three spot sizes and the corresponding κ values of SiO2 were obtained by
single-parameter fitting. The intersection gives κ = 1.4 W m−1K−1 for SiO2 and G1
= 80 MW m−2K−1. Our κ value agrees to better than 3% with the reported value
in ref. (Jang et al., 2010) and G1 is consistent with the measured value in ref. (Koh
et al., 2010).
The laser spot radii are also sensitive parameters in our thermal model. We fit
the effective spot radii to match phase data from the fully characterized reference
samples. By using the piezo z-stage, we could repeatably focus the pump and probe
spot radii to within 10 nm by maximizing the thermal signal. Values were similar to
2D knife-edge measurements but had ∼ 5 times less variation. The fitted spot sizes,
together with κ of the metal coating and all the other measured parameters, were
then used to fit the graphene thermal conductance images. All the parameters for the
graphene samples are summarized in Table 5.1. The thermal conductivity of the 65
nm Ti on Flake 2 was measured by FDTR directly on Flake 2 in the regions without
graphene, using the previously measured values of SiO2 and silicon.
Table 5.1: Fitting parameters for graphene samples
Cp κ d
Material (MJ m−3K−1) (W m−1K−1) (nm)
Au/Ti 2.49(Lide, 2007) 140 ± 4 62
Ti 2.38(Lide, 2007) 5.8 ± 0.4 65
SiO2 1.63(Lide, 2007) 1.4 296
P-type silicon 1.65(Lide, 2007) 80 5 ×105
5.2.3 Imaging Graphene
In order to analyze the sensitivity of our measurement to the graphene layer, we per-
formed single-point FDTR measurements using 20 frequencies at several locations on
84
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Apart from its outstanding electronic properties, graphene exhibits unusually high thermal con-
ductivity that makes it a suitable material for next-generation high speed microelectronic devices
where heat removal is a crucial issue. The ability of graphene to conduct heat is rooted in its
atomic structure. However, since in most practical devices graphene is encased between a dielectric
and/or metallic layers, it is of fundamental importance to understand how the thermal transport is
a↵ected by boundary interactions. Up to now, di↵erent techniques have been used to characterize
thermal properties of encased or supported graphene, but their applicability is limited either by
manufacturing requirements or by their reduced sensitivity to a given property. Here we present
micrometer-scale maps of thermophysical properties of buried graphene obtained with a recently
proposed technique based on frequency domain thermoreflectance. Our technique allows measur-
ing simultaneously di↵erent thermal properties and does not require complex sample preparation.
Basal-plane thermal conductance k and cross-plane thermal conductance G? maps of single and
few layers of buried graphene are reported. We have for the first time measured a thermal con-
ductivity of as high as 700 W/mK for a monolayer graphene encased between a metal layer and
silicon dioxide and we show that basal-plane and cross-plane thermal transport are not considerably
a↵ected by the number of layers n (1  n  7). Experimental data agree well with the analytical
model for di↵usive heat flow in a multilayer sample, including radial heat transfer and the e↵ect of
finite laser spot sizes. Our results shed light on heat conduction in graphene encased in a transistor-
like structure and open up to the use of this technique for imaging and quantifying geometrical and
thermal properties of graphene-based electronic devices.
I. INTRODUCTION
Since it was first exfoliated in 2004[1], graphene has
attracted a great amount of interest, especially for
electronic[2, 3] and optoelectronic applications[4, 5]. Be-
sides its extraordinary electrical properties[6, 7], its docu-
mented high basal-plane thermal conductivity represents
a key aspect that makes today this material one of the
candidates for next-generation electronic devices. In-
deed, as the electronic industry is moving towards high
speed devices and nanometer design, power consumption
is becoming a crucial issue and therefore the search for
high thermally conductive materials is today pressing.
Balandin et al. measured for the first time the ther-
mal conductivity of suspended single layer graphene, re-
porting values from 600 to 5000 W m 1K 1 at room
temperature[8]. This result opened a line of research
on graphene thermal properties and their temperature
dependence[9–12]. These first analysis had the goal of
characterizing the intrinsic thermal properties of the ma-
terial. However, since in most practical devices graphene
is encased between dielectric and/or metallic layers, it
is of great interest to understand how interactions with
surrounding layers a↵ect the thermal transport in this
material.
Measurements of single and few layer graphene with
one face supported on a substrate[9, 13, 14] or in en-
cased configuration[15] have been carried out by di↵erent
groups in the last years. Although all the results show
that the thermal conductivity is considerably reduced
with respect to suspended graphene due to disruptions
from the substrate, discrepancies among them have trig-
gered a debate to establish which technique is the most
suitable for the purpose of measuring thermal properties
of graphene in these configurations. Due to the inherent
di culty of measuring the thermal properties of a 2D
material supported on a substrate or buried under an-
other layer, researchers have developed and used several
experimental techniques to overcome this problem. Each
of them has relative strengths and weaknesses. Seoul et
al. used a suspended microelectrical heater and Au/Cr
resistance thermometer lines [13] to measure the thermal
conductivity of supported graphene. Although the pro-
posed configurations have proven to give reliable results
and can be used for a large variety of samples, its versatil-
ity is limited due to manufacturing requirements. As for
suspended films, Raman methods can be used to mea-
sure the thermal properties of supported graphene[14].
A clear advantage of these methods is the simple sample
preparation. However, they require a critical calibration
of optical absorbance[8, 16] and therefore their reliabil-
ity is limited. Two techniques have been used so far to
measure thermal properties of encased graphene. Koh et
al. used Time-domain thermoreflectance (TDTR) to in-
vestigate thermal transport across graphene layers sand-
wiched in a transistor-like configuration[17]. TDTR does
not require complex sample preparation and has proven
in the past to be reliable for investigating the heat prop-
agation in thin films. However, the analysis carried out
with this technique has been limited at the measurement
of cross-plane conductance and no basal-plane thermal
conductivity measurements have been reported with this
method due to sensitivity limitations. In ref [18], Jang
et al. measured the basal-plane thermal conductivity
r  ( z)
(d)
Imaging frequencies
(a)
(e)
Figure 5·7: Sensitivity analysis. (a) Optical image Flake 1. (b)
FDTR data acquired after metal coating from the three regions of
Flake 1 indicated in (a): SiO2 substrate, single-layer graphene and
seven-layer graphene. (c) Difference between phase data from single-
layer and seven-layer graphene (green squares), and between single-
layer graphene and the SiO2 substrate (blue circles). (d) Phase data
of single-layer graphene from (b) and typical best fit of our thermal
model. (e) Calculated phase sensitivity to graphene in-plane thermal
conductance, G‖, and to the TBC, G, of the Au/Ti/graphene/SiO2 in-
terface. The six frequency points used for imaging are shown as red
squares.
the flakes. The microscope objective was 50X with pump and probe 1/e2 spot radii
of 0.8 µm and 0.7 µm, respectively. In Fig. 5·7(b), we plot the phase data acquired
from three regions on Flake 1: the SiO2 substrate without graphene, single-layer
graphene, and seven-layer graphene. To highlight the differences between the three
sets of data, we plot the difference between substrate and single-layer graphene data,
and the difference between single-layer and seven-layer graphene data, in Fig. 5·7(c).
The phase difference at each frequency between different regions can be represented
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as
N∑
i=1
∂φ(ω)
∂xi
∆xi, where ∆xi is the change in property xi and N is the total number
of parameters in the thermal model. When there is a dominant change in one ther-
mal property within the sample, the shape of difference data will match the phase
sensitivity to that property. In Fig. 5·7(e), we plot the calculated phase sensitivity
to the in-plane graphene conductance and to the cross-plane graphene conductance.
The close agreement between the shapes of the curves in Fig. 5·7(c) and (e) shows
that the change in signal from single-layer graphene to the substrate is primarily from
the change in cross-plane conductance, while the change from single-layer to seven-
layer graphene is mainly due to the in-plane conductance, consistent with previous
cross-plane measurements that showed a minimal change due to additional graphene
layers(Koh et al., 2010).
Figure 5·7(d) shows a typical best fit of our model to a region of single-layer
graphene, where we have used nonlinear least squares minimization to simultaneously
determine the thermal conductivity to be 617 W m−1K−1 for single-layer graphene
(assuming a thickness of 0.35nm for a monolayer of graphene(Gupta et al., 2006)) and
the TBC to be 22 MW m−2K−1 for the Au/Ti/single-layer graphene/SiO2 interface.
To generate thermal property maps, we simultaneously acquired phase images at
six frequencies for each graphene sample, selected based on the sensitivity to G‖ as
shown in Fig. 5·7(e). In Fig. 5·8, we show the six phase images taken for one portion
of Flake 1. The trend of image contrast between graphene layers agrees well with the
calculated sensitivity to G‖: contrast is low at the lowest frequency, arrives at a peak
at 10.3 MHz, then decreases at the highest frequency.
Although the different layers are quite clear in Fig. 5·8, the difference between
the highest and lowest phase in each image is only 2.5 degrees. To explain the
small phase difference between layers, we temporarily neglect heat transfer in the
substrate and approximate in-plane heat transfer in the metal film and graphene
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Figure 5·8: Phase images of Flake 1 acquired simultaneously at six
frequencies: 550 kHz, 7.1 MHz, 8.1 MHz, 10.3 MHz, 26 MHz and 43
MHz. The image contrast between the layers follows the sensitivity to
G‖ shown in Fig. 5·7(e).
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Figure 5·9: Phase image comparison between Flake 1 and Flake 3.
(a) Phase image of Flake 1 at 7.1 MHz. (b) Phase image of Flake 3
at 7.1 MHz. (c) Phase profiles along the two dashed lines in (a) and
(b), showing enhanced sensitivity to radial transport in graphene due
to the low thermal conductivity of the Ti film.
with a one-dimensional thermal resistance network composed of two parallel elements
R = (κd)−1, where κ is the in-plane thermal conductivity and d is the thickness
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of the layer. Putting in our measured numbers for the Au/Ti film (d = 62 nm,
κ = 140 W m−1K−1) and the reported values for single-layer graphene on SiO2 (d =
0.35 nm, κ = 600 W m−1K−1(Seol et al., 2010)), we see that only 2.4% of the
heat is conducted through the graphene while the remainder is conducted through
the Au/Ti film. To enhance the heat flow in the graphene layer, and consequently
decrease our experimental uncertainty, Flake 3 was coated with 65 nm of Ti. The Ti
film had a thermal conductivity of 5.8 W m−1K−1, as shown in Table 5.1. Repeating
the calculation with the Ti values, we find the percentage of heat conducted in the
graphene is increased to 36%. Enhanced sensitivity to radial transport is confirmed by
comparing phase images from Flake 1 and Flake 3 at the same frequency in Fig. 5·9.
Although the signal-to-noise ratio is lower for Flake 3 (due to the lower coefficient
of thermoreflectance of Ti compared to Au at 532 nm), the increased sensitivity
significantly reduced uncertainty in determining κ of encased single-layer graphene.
The thermal conductance maps for the three samples are shown in Fig. 5·10.
The in-plane thermal conductance values for each layer were converted to thermal
conductivities using κ = G‖/nt, where n is the number of layers and t = 0.35 nm
is the thickness of monolayer graphene(Gupta et al., 2006). We used pixel statistics
to calculate error bars, selecting regions with constant layer thickness and fitting
the resulting histograms with normal distributions. This accounts for all sources of
statistical noise in the measurement.
To account for the additional uncertainty introduced by the values of physical
properties in our thermal model, we fit the property maps three times using the
upper bound, average, and lower bound of the metal layer thermal conductivity,
which was by far the largest factor affecting the fitted values. In addition, we found
that fitting effective spot sizes with the thermal model on the well calibrated silicon
reference sample reduces the uncertainty in graphene values. We first fit three sets
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Apart from its outstanding electronic properties, graphene exhibits unusually high thermal con-
ductivity that makes it a suitable material for next-generation high speed microelectronic devices
where heat removal is a crucial issue. The ability of graphene to conduct heat is rooted in its
atomic structure. However, since in most practical devices graphene is encased between a dielectric
and/or metallic layers, it is of fundamental importance to understand how the thermal transport is
a↵ected by boundary interactions. Up to now, di↵erent techniques have been used to characterize
thermal properties of encased or supported graphene, but their applicability is limited either by
manufacturing requirements or by their reduced sensitivity to a given property. Here we present
micrometer-scale maps of thermophysical properties of buried graphene obtained with a recently
proposed technique based on frequency domain thermoreflectance. Our technique allows measur-
ing simultaneously di↵erent thermal properties and does not require complex sample preparation.
Basal-plane thermal conductance k and cross-plane thermal conductance G? maps of single and
few layers of buried graphene are reported. We have for the first time measured a thermal con-
ductivity of as high as 700 W/mK for a monolayer graphene encased between a metal layer and
silicon dioxide and we show that basal-plane and cross-plane thermal transport are not considerably
a↵ected by the number of layers n (1  n  7). Experimental data agree well with the analytical
model for di↵usive heat flow in a multilayer sample, including radial heat transfer and the e↵ect of
finite laser spot sizes. Our results shed light on heat conduction in graphene encased in a transistor-
like structure and open up to the use of this technique for imaging and quantifying geometrical and
thermal properties of graphene-based electronic devices.
I. INTRODUCTION
Since it was first exfoliated in 2004[1], graphene has
attracted a great amount of interest, especially for
electronic[2, 3] and optoelectronic applications[4, 5]. Be-
sides its extraordinary electrical properties[6, 7], its docu-
mented high basal-plane thermal conductivity represents
a key aspect that makes today this material one of the
candidates for next-generation electronic devices. In-
deed, as the electronic industry is moving towards high
speed devices and nanometer design, power consumption
is becoming a crucial issue and therefore the search for
high thermally conductive materials is today pressing.
Balandin et al. measured for the first time the ther-
mal conductivity of suspended single layer graphene, re-
porting values from 600 to 5000 W m 1K 1 at room
temperature[8]. This result opened a line of research
on graphene thermal properties and their temperature
dependence[9–12]. These first analysis had the goal of
characterizing the intrinsic thermal properties of the ma-
terial. However, since in most practical devices graphene
is encased between dielectric and/or metallic layers, it
is of great interest to understand how interactions with
surrounding layers a↵ect the thermal transport in this
material.
Measurements of single and few layer graphene with
one face supported on a substrate[9, 13, 14] or in en-
cased configuration[15] have been carried out by di↵erent
groups in the last years. Although all the results show
that the thermal conductivity is considerably reduced
with respect to suspended graphene due to disruptions
from the substrate, discrepancies among them have trig-
gered a debate to establish which technique is the most
suitable for the purpose of measuring thermal properties
of graphene in these configurations. Due to the inherent
di culty of measuring the thermal properties of a 2D
material supported on a substrate or buried under an-
other layer, researchers have developed and used several
experimental techniques to overcome this problem. Each
of them has relative strengths and weaknesses. Seoul et
al. used a suspended microelectrical heater and Au/Cr
resistance thermometer lines [13] to measure the thermal
conductivity of supported graphene. Although the pro-
posed configurations have proven to give reliable results
and can be used for a large variety of samples, its versatil-
ity is limited due to manufacturing requirements. As for
suspended films, Raman methods can be used to mea-
sure the thermal properties of supported graphene[14].
A clear advantage of these methods is the simple sample
preparation. However, they require a critical calibration
of optical absorbance[8, 16] and therefore their reliabil-
ity is limited. Two techniques have been used so far to
measure thermal properties of encased graphene. Koh et
al. used Time-domain thermoreflectance (TDTR) to in-
vestigate thermal transport across graphene layers sand-
wiched in a transistor-like configuration[17]. TDTR does
not require complex sample preparation and has proven
in the past to be reliable for investigating the heat prop-
agation in thin films. However, the analysis carried out
with this technique has been limited at the measurement
of cross-plane conductance and no basal-plane thermal
conductivity measurements have been reported with this
method due to sensitivity limitations. In ref [18], Jang
et al. measured the basal-plane thermal conductivity
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Apart from its outstanding electronic properties, graphene exhibits unusually high thermal con-
ductivity that makes it a suitable material for next-generation high speed microelectronic devices
where heat removal is a crucial issue. The ability of graphene to conduct heat is rooted in its
atomic structure. However, since in most practical devices graphene is encased between a dielectric
and/or metallic layers, it is of fundamental importance to understand how the thermal transport is
a↵ected by boundary interactions. Up to now, di↵erent techniques have been used to characterize
thermal properties of encased or supported graphene, but their applicability is limited either by
manufacturing requirements or by their reduced sensitivity to a given property. Here we present
micrometer-scale maps of thermophysical properties of buried graphene obtained with a recently
proposed technique based on frequency domain thermoreflectance. Our technique allows measur-
ing simultaneously di↵erent thermal properties and does not require complex sample preparation.
Basal-plane thermal conductance k and cross-plane thermal conductance G? maps of single and
few layers of buried graphene are reported. We have for the first time measured a thermal con-
ductivity of as high as 700 W/mK for a monolayer graphene encased between a metal layer and
silicon dioxide and we show that basal-plane and cross-plane thermal transport are not considerably
a↵ected by the number of layers n (1  n  7). Experimental data agree well with the analytical
model for di↵usive heat flow in a multilayer sample, including radial heat transfer and the e↵ect of
finite laser spot sizes. Our results shed light on heat conduction in graphene encased in a transistor-
like structure and open up to the use of this technique for imaging and quantifying geometrical and
thermal properties of graphene-based electronic devices.
I. INTRODUCTION
Since it was first exfoliated in 2004[1], graphene has
attracted a great amount of interest, especially for
electronic[2, 3] and optoelectronic applications[4, 5]. Be-
sides its extraordinary electrical properties[6, 7], its docu-
mented high basal-plane thermal conductivity represents
a key aspect that makes today this material one of the
candidates for next-generation electronic devices. In-
deed, as the electronic industry is oving towards high
speed devices and nanometer design, pow c nsumption
is becoming a crucial issue and therefore the search for
high thermally conductive materials is today pressing.
Balandin et al. measured for the first time the ther-
mal conductivity of suspended single layer graphene, re-
porting values from 600 to 5000 W m 1K 1 at room
temperature[8]. This result opened a line of research
on graphene thermal properties and their temperature
dependence[9–12]. These first analysis had the goal of
characterizing the intrinsic thermal properti s of the ma-
terial. However, since in most practical device graphene
is encased between dielectric and/or metallic layers, it
is of great interest to understand how interactions with
surrounding layers a↵ect the thermal transport in this
material.
Measurements of single and few layer graphene with
one f e support d on a substrate[9, 13, 14] or in en-
cas d c figuratio [15] have been carried out by di↵erent
groups in the last years. Although all he results sh w
that he therm l conductivity is siderabl reduc d
with respect o suspend d graphene due to disruptions
from the substrate, discrepancies among them hav trig-
gered a debate to establish which technique is the most
suitable for the purpose of measuring thermal properties
of graphene in these configurations. Due to the inherent
di culty of measuring the thermal properties of a 2D
material supported on a substrate or buried under an-
other layer, r searchers hav devel pe a d used several
experimental technique to overcome this p oblem. Each
of them has relative strengths and weaknesses. Seoul et
al. used a suspended microelectrical heater and Au/Cr
resistance thermometer lines [13] to measure the thermal
conductivity of supported graphene. Although the pro-
posed configurations have proven to give reliable results
and can be used for a large variety of samples, its versatil-
ity is limited due to manufacturing requirements. As for
suspended films, Raman methods can be used to mea-
sure the therm l properties of supported graphene[14].
A clear advantage of these methods i the simple sample
preparation. However, they requir critical calibration
of optical absorbance[8, 16] and therefore their reliabil-
ity is limited. Two techniques have been used so far to
measure thermal properties of encased graphene. Koh et
al. used Time-domain thermoreflectance (TDTR) to in-
vestigate thermal transport across graphene layers sand-
wiched in a transistor-like configuration[17]. TDTR does
not require complex sample preparation and has proven
in the past to be reliable for investigating the heat prop-
agation in thin films. However, the analysis carried out
with this technique has been limited at the measurement
of cross-plane conductance and no basal-plane thermal
conductivity measurements have been reported with this
method due to sensitivity limitations. In ref [18], Jang
et al. measured the basal-plane thermal conductivity
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and/or metallic layers, it is of fundamental importance to understand how the thermal transport is
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roposed technique based on frequency domain thermoreflectance. Our technique allows measur-
ing simultaneously di↵erent thermal properties and does not require complex sample preparation.
Basal-plane thermal conductance k and cross-plane thermal conductance G? maps of single and
few layers of buried graphene are reported. We have for the first time measured a thermal con-
ductivity of as high as 700 W/mK for a monolayer graphene encased between a metal layer and
silicon dioxide and we show that basal-plane and cross-plane thermal transport are not considerably
a↵ected by the number of layers n (1  n  7). Experimental data agree well with the analytical
model for di↵usive heat flow in a multilayer sample, including radial heat transfer and the e↵ect of
finite laser spot sizes. Our results shed light on heat conduction in graphene encased in a transistor-
like structure and open up to the use of this technique for imaging and quantifying geometrical and
thermal properties of graphene-based electronic devices.
I. INTRODUCTION
Since it was first exfoliated in 2004[1], graphene has
attracted a great amount of interest, especially for
electronic[2, 3] and optoelectronic applications[4, 5]. Be-
sides its extraordinary electrical properties[6, 7], its docu-
mented high basal-plane thermal conductivity represents
a key aspect that makes today this material one of the
candidates for next-generation electronic devices. In-
deed, as the electronic industry is moving towards high
speed devices and nanometer design, power consumption
is becoming a crucial issue and therefore the search for
high thermally conductive materials is today pressing.
Balandin et al. measured for the first time the ther-
mal conductivity of suspended single layer graphene, re-
porting values from 600 to 5000 W m 1K 1 at room
temperature[8]. This result opened a line of research
on graphene thermal properties and their temperature
dependence[9–12]. These first analysis had the goal of
characterizing the intrinsic thermal properties of the ma-
terial. However, since in most practical devices graphene
is encased between dielectric and/or metallic layers, it
is of great interest to understand how interactions with
surrounding layers a↵ect the thermal transport in this
material.
Measurements of single and few layer graphene with
one face supported on a substrate[9, 13, 14] or in en-
cased configuration[15] have been carried out by di↵erent
groups in the last years. Although all the results show
that the thermal conductivity is considerably reduced
with respect to suspended graphene due to disruptions
from the substrate, discrepancies among them have trig-
gered a debate to establish which technique is the most
suitable for the purpose of measuring thermal properties
of graphene in these configurations. Due to the inherent
di culty of measuring the thermal properties of a 2D
material supported on a substrate or buried under an-
other layer, researchers have developed and used several
experimental techniques to overcome this problem. Each
of them has relative strengths and weaknesses. Seoul et
al. used a suspended microelectrical heater and Au/Cr
resistance thermometer lines [13] to measure the thermal
conductivity of supported graphene. Although the pro-
posed configurations have proven to give reliable results
and can be used for a large variety of samples, its versatil-
ity is limited due to manufacturing requirements. As for
suspended films, Raman methods can be used to mea-
sure the thermal properties of supported graphene[14].
A clear advantage of these methods is the simple sample
preparation. However, they require a critical calibration
of optical absorbance[8, 16] and therefore their reliabil-
ity is limited. Two techniques have been used so far to
measure thermal properties of encased graphene. Koh et
al. used Time-domain thermoreflectance (TDTR) to in-
vestigate thermal transport across graphene layers sand-
wiched in a transistor-like configuration[17]. TDTR does
not require complex sample preparation and has proven
in the past to be reliable for investigating the heat prop-
agation in thin films. However, the analysis carried out
with this technique has been limited at the measurement
of cross-plane conductance and no basal-plane thermal
conductivity measurements have been reported with this
method due to sensitivity limitations. In ref [18], Jang
et al. measured the basal-plane thermal conductivity
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Figure 5·10: Thermal co d ctance maps of the three samples. (a) G‖
map of Flake 1. (b) Hist grams of t e thermal conductivity fo single-
layer graphene and bi-layer graph ne alyz d from the p lygons in
(a). (c) TBC map of Flak 1. (d) His ogr ms of TBC of singl -layer
graphene and bi-layer graphene, nalyzed from the polygons in (c). (e)
G‖ map of Flake 2. (f) TBC m p of Flake 2. (g) G‖ map of Flake
3. (h) TBC map of Flake 3. The upper limit of the color bars for
(c) and (f) is set at 50 MW m−2K−1 to highlight the graphene flakes,
although the measured value of TBC for Au/Ti/SiO2 for these samples
was closer to 100 MW m−2K−1. The solid red lines in (b) and (d) are
normal distribution fits.
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of effective pump and probe spot radii for our 50X objective with our thermal model
on the silicon reference sample, using 136 W m−1K−1, 140 W m−1K−1, and 144 W
m−1K−1 as the thermal conductivity of the Au/Ti layer. Figure 5·11(a) shows the
fitted in-plane thermal conductance maps corresponding to the three sets of κ and
spot sizes. The pixel data from the selected regions, such as the single layer labeled
by the dashed boxes in Fig. 5·11(a), were converted to thermal conductivity values by
dividing with the thickness of monolayer graphene. The three thermal conductivity
data histograms, shown in Fig. 5·11(b), are very close to each other, indicating that
statistical noise dominates the uncertainty. The three histograms were then combined
in Fig. 5·11(b) to get the total distribution. We use the average as the measured value
and two times the standard deviation as the uncertainty. All the data analysis for
Flake 1, Flake 2, and Flake 3 including the oxide regions without graphene were
performed based on this procedure. The resulting values for the TBC and thermal
conductivity of the three flakes are summarized in Fig. 5·12.
We now discuss the measured values of our graphene samples. Considering first
the TBC values in Fig. 5·12a, for Flake 1 and Flake 2, the presence of graphene
significantly reduces the TBC compared to that of the metal/SiO2 interface of the
surrounding substrate (zero layers). For Flake 3, the zero-layer TBC is almost an order
of magnitude lower than that for Flake 1. This is likely due to the contaminating
nanoparticles shown in Fig. 5·3(c), since a surface roughened by nanoparticles has
been shown to reduce the TBC between a metal and a substrate(Hopkins et al.,
2011). In this case, the graphene layer improved cross-plane heat transfer. A possible
explanation for the enhancement is that graphene conformed to the contours of the
contaminated surface(Cullen et al., 2010; Koenig et al., 2011), increasing the thermal
coupling between Ti and SiO2.
From TDTR measurements from 50 – 500 K, Koh et al. found that heat
90
55
150
400
1,000
3,000
20
G
Thermal Conductivity Imaging of Buried Graphene Multilayers
Jia Yang1, Carlo Maragliano2, Elbara Ziade1, Marco Stefancich2, and Aaron J. Schmidt1
1 Department of Mechanical Engineering, Boston University, Boston, MA USA
2 Institute Center for Energy (iEnergy), Masdar Institute of Science and Technology, Abu Dhabi, UAE
Apart from its outstanding electronic properties, graphene exhibits unusually high thermal con-
ductivity that makes it a suitable material for next-generation high speed microelectronic devices
where heat removal is a crucial issue. The ability of graphene to conduct heat is rooted in its
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a↵ected by boundary interactions. Up to now, di↵erent techniques have been used to characterize
thermal properties of encased or supported graphene, but their applicability is limited either by
manufacturing requirements or by their reduced sensitivity to a given property. Here we present
micrometer-scale maps of thermophysical properties of buried graphene obtained with a recently
proposed technique based on frequency domain thermoreflectance. Our technique allows measur-
ing simultaneously di↵erent thermal properties and does not require complex sample preparation.
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ductivity of as high as 700 W/mK for a monolayer graphene encased between a metal layer and
silicon dioxide and we show that basal-plane and cross-plane thermal transport are not considerably
a↵ected by the number of layers n (1  n  7). Experimental data agree well with the analytical
model for di↵usive heat flow in a multilayer sample, including radial heat transfer and the e↵ect of
finite laser spot sizes. Our results shed light on heat conduction in graphene encased in a transistor-
like structure and open up to the use of this technique for imaging and quantifying geometrical and
thermal properties of graphene-based electronic devices.
I. INTRODUCTION
Since it was first exfoliated in 2004[1], graphene has
attracted a great amount of interest, especially for
electronic[2, 3] and optoelectronic applications[4, 5]. Be-
sides its extraordinary electrical properties[6, 7], its docu-
mented high basal-plane thermal conductivity represents
a key aspect that makes today this material one of the
candidates for next-generation electronic devices. In-
deed, as the electronic industry is moving towards high
speed devices and nanometer design, power consumption
is becoming a crucial issue and therefore the search for
high thermally conductive materials is today pressing.
Balandin et al. measured for the first time the ther-
mal conductivity of suspended single layer graphene, re-
porting values from 600 to 5000 W m 1K 1 at room
temperature[8]. This result opened a line of research
on graphene thermal properties and their temperature
dependence[9–12]. These first analysis had the goal of
characterizing the intrinsic thermal properties of the ma-
terial. However, since in most practical devices graphene
is encased between dielectric and/or metallic layers, it
is of great interest to understand how interactions with
surrounding layers a↵ect the thermal transport in this
material.
Measurements of single and few layer graphene with
one face supported on a substrate[9, 13, 14] or in en-
cased configuration[15] have been carried out by di↵erent
groups in the last years. Although all the results show
that the thermal conductivity is considerably reduced
with respect to suspended graphene due to disruptions
from the substrate, discrepancies among them have trig-
gered a debate to establish which technique is the most
suitable for the purpose of measuring thermal properties
of graphene in these configurations. Due to the inherent
di culty of measuring the thermal properties of a 2D
material supported on a substrate or buried under an-
other layer, researchers have developed and used several
experimental techniques to overcome this problem. Each
of them has relative strengths and weaknesses. Seoul et
al. used a suspended microelectrical heater and Au/Cr
resistance thermometer lines [13] to measure the thermal
conductivity of supported graphene. Although the pro-
posed configurations have proven to give reliable results
and can be used for a large variety of samples, its versatil-
ity is limited due to manufacturing requirements. As for
suspended films, Raman methods can be used to mea-
sure the thermal properties of supported graphene[14].
A clear advantage of these methods is the simple sample
preparation. However, they require a critical calibration
of optical absorbance[8, 16] and therefore their reliabil-
ity is limited. Two techniques have been used so far to
measure thermal properties of encased graphene. Koh et
al. used Time-domain thermoreflectance (TDTR) to in-
vestigate thermal transport across graphene layers sand-
wiched in a transistor-like configuration[17]. TDTR does
not require complex sample preparation and has proven
in the past to be reliable for investigating the heat prop-
agation in thin films. However, the analysis carried out
with this technique has been limited at the measurement
of cross-plane conductance and no basal-plane thermal
conductivity measurements have been reported with this
method due to sensitivity limitations. In ref [18], Jang
et al. measured the basal-plane thermal conductivity
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Figure 5·11: Unc rtaint analysis. (a) In-plane thermal conductance
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flow across the graphene interface is governed by the Kapitza thermal resistances
of the metal/graphene and graphene/SiO2 interfaces acting in series: G
−1
total =
G−1metal/graphene +G
−1
graphene/SiO2
(Koh et al., 2010). By approximating Gmetal/graphene with
Gmetal/graphite=46 MWm
−2K−1, which we measured with FDTR for Ti deposited on
our natural graphite source, we estimate G of the single-layer graphene/SiO2 interface
to be 42 MWm−2K−1, 95 MWm−2K−1 and 31 MWm−2K−1 for Flake 1, Flake 2 and
Flake 3, respectively, comparable to values reported in refs (Chen et al., 2009; Mak
et al., 2010). For the three samples, TBC of the single-layer graphene/SiO2 interface
is higher than that of few-layer graphene/SiO2 interfaces, i.e., 30% higher for Flake
1 and Flake 2 and 7% higher for Flake 3. Prasher has shown theoretically that the
TBC of a van der Waals (vdW) contact depends positively on the adhesion energy of
the interface(Prasher, 2009), implying that the adhesion energy between single-layer
graphene and SiO2 is larger than that between few-layer graphene and SiO2, consis-
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Figure 5·12: Property values of single-layer graphene and few-layer
graphene. (a) TBC for our samples and literature values for TBC of
Au-Ti-graphene-SiO2 (up triangles)(Koh et al., 2010). (b) κ of the three
samples as a function of the number of atomic layers. The layer coor-
dinates have been offset slightly for clarity. For comparison, literature
values are also shown for highly ordered pyrolytic graphite (dashed
line)(Lide, 2007), suspended single-layer and few-layer graphene (in-
verted triangles)(Ghosh et al., 2010), single-layer graphene supported
on SiO2 (left triangles)(Seol et al., 2010), few-layer graphene supported
on SiO2 (right triangles)(Sadeghi et al., 2013), and single- and few-
layer graphene encased between two SiO2 layers (up triangles)(Jang
et al., 2010). Error bars indicate 95% confidence based on three pixel
histograms.
tent with the measurement in ref. (Koenig et al., 2011) that adhesion energy between
multilayer graphene and SiO2 drops from 0.45 J m
−2 to 0.31 J m−2 when the layer
number increases from one to two or more.
Turning to the in-plane results in Fig. 5·12(b), our values are similar to those re-
ported for single- and few-layer graphene supported on SiO2(Seol et al., 2010; Sadeghi
et al., 2013) and higher than values reported for single- and few-layer graphene encased
by two layers of SiO2(Jang et al., 2010), suggesting that depositing Ti on graphene
that had already conformed to the SiO2 substrate(Koenig et al., 2011; Cullen et al.,
2010) has no significant impact on the basal-plane thermal conductivity.
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We estimated the phonon MFPs in single-layer graphene and few-layer graphene
for our graphene samples using the 2D kinetic theory: κ = (1/2)CvΛ, where κ
is the thermal conductivity, C is the volumetric heat capacity, v is the averaged
phonon group velocity, Λ is the phonon MFP, and the factor 1/2 is due to the 2D
nature of graphene(Ghosh et al., 2008). This simplified expression is based on the
gray approximation that all phonons have the same group velocity and life time.
Because the transverse acoustic (TA) and longitudinal acoustic (LA) phonon modes
in graphene have linear dispersions near the zone center(Nika et al., 2009a) and our
measurement temperature is well below graphite’s Debye temperature (∼2000 K in-
plane(Tohei et al., 2006)), this simple kinetic theory is suitable for estimating the
phonon MFPs in graphene. We used C = 1.57 × 106 J m−3K−1 at 300 K from
the volumetric heat capacity of graphite(Lide, 2007). v is an average of LA and
TA phonon velocities in graphene using 1
v2
= 1
2
( 1
v2LA
+ 1
v2TA
)(Dames and Chen, 2004),
where vLA = 21.3 km s
−1 and vTA = 13.6 km s−1 were taken from ref. (Nika et al.,
2009a). Using these literature values and our measured κ values, we derived the room
temperature Λ and summarized the results in Table 5.2.
Table 5.2: Estimated room temperature phonon MFPs of graphene
supported on SiO2.
Sample Single-layer Few-layer
Flake 1 55 nm 42 nm
Flake 2 21 nm 40–64 nm
Flake 3 34 nm 51 nm
5.3 Effect of SiO2 Surface Roughness
In the sections above, we demonstrated the in-plane and cross-plane thermal trans-
port measurement of graphene supported on SiO2 using FDTR. We next investigate
the effect of surface roughness on the thermal conductivity of graphene supported
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on SiO2. We fabricated four thermally grown SiO2 substrates with surface room
mean square (RMS) roughnesses from 175 ± 5 pm to 592 ± 12 pm. The roughen-
ing procedure is shown in Fig. 5·13. We started with bare silicon wafers. We first
roughened the (100) plane of the silicon substrates with diluted tetramethylammo-
nium hydroxide (TMAH) at different temperatures. TMAH is commonly used as an
anisotropic etchant for silicon but will leave a roughened surface depending on the
crystallographic orientation, the concentration of TMAH and the etching tempera-
ture(Shikida et al., 2001). We then grew ∼290 nm SiO2 on these silicon substrates by
wet oxidation, leaving roughened SiO2 surfaces. Graphene was then transferred on
roughened SiO2 by mechanical exfoliation in the last step. The detailed fabrication
recipe is summarized in Table5.3.
Silicon
TMAH 
treatment
Silicon
Thermal 
oxidation
Silicon
SiO2
Silicon
SiO2Exfoliation
Graphene
Figure 5·13: Procedure of roughening the SiO2 surface.
Table 5.3: Recipe for roughening SiO2
Step Description Time
1 Clean with Acetone, Methanol, IPA, and DI water 3 min each
2 Dip in 4.9% HF 1 min
3 Immerse in 20wt% TMAH, room temperature (273 pm) 10 min
3 Immerse in 20wt% TMAH, 600C, agitation (495 pm) 10 min
3 Immerse in 25wt% TMAH, 800C (592 pm) 10 min
4 Dip in 4.9% HF 1min
5 RCA1 cleaning 5DI:1NH4OH:1H2O2, 75
0C 15 min
6 Dip in 4.9% HF 1min
7 RCA2 cleaning 5DI:1HCl:1H2O2, 75
0C 15 min
8 Dip in 4.9% HF 1min
9 Wet oxidation 13min35s
The surface morphologies of the roughened SiO2 substrates are shown in Fig.
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Figure 5·14: AFM images of the four roughened SiO2 surface mor-
phologies. The RMS roughnesses are labeled in the figure.
5·14. We obtained four RMS roughnesses of 175 ± 5 pm, 273 ± 6 pm, 495 ± 15 pm,
and 592 ± 15 pm, respectively. The error bars are the standard deviations of five
measurements on each sample. After transferring graphene to these substrates, we
annealed all the samples at 400 ◦C for two hours in N2/H2 mixture gas to remove
adhesive residue and ensure that graphene conforms to the surface morphology. We
show the surface morphology of one of the graphene samples in Fig. 5·15 where we
imaged the transition from SiO2 to graphene using AFM. The AFM image clearly
shows that graphene conforms to the SiO2 surface morphology, consistent with the
high-fidelity conformation of graphene to SiO2 found by Cullen et al.(Cullen et al.,
2010).
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1
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Figure 5·15: Optical image of graphene on SiO2 with surface rough-
ness of 495 ± 15 pm. The morphology of the region labeled by the red
box is shown in the AFM image.
We then coated all the samples with 11 nm Au and 55 nm Ti as the transducer for
FDTR measurement. The metal deposition was done by electron beam evaporation
at a chamber pressure of 3 × 10−6 Torr and a deposition rate of 0.5 A˚/s for each
metal. We treated Au/Ti as one layer and used effective thermal properties for this
transducer. The heat capacity was approximated by the thickness weighted average of
the literature heat capacities of Au and Ti(Lide, 2007) and obtained to be∼ 2.4×106 J
m−3K−1. The thickness of Au/Ti was confirmed by AFM. The thermal conductivity
of Au/Ti was measured by FDTR on a fused silica reference sample. Similar to
Chapter 4 where we used 20 nm Au/40 nm Ti as the transducer for the measurement
of superlattices, we also found that the thermal conductivity of the 11 nm Au/55 nm
Ti combination is anisotropic. The values were measured as κAu/Ti,⊥ = 26.5± 2.3 W
m−1K−1 and κAu/Ti,‖ = 12 ± 1 W m−1K−1. The thermal conductivity of graphene
and the TBC of Ti/graphene/SiO2 for all the roughened samples were then measured
using the same procedure demonstrated in the last section. We show the in-plane
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thermal conductance, G‖, and the TBC of Ti/graphene/SiO2 maps for all the samples
in Fig. 5·16. The thermal conductivity and TBC values of single layer graphene are
summarized in Fig. 5·17 as a function of the surface roughness. We see that the
surface roughness of SiO2 has minimal effect on the thermal conductivity and the
TBC of graphene supported on SiO2 up to a RMS roughness value of ∼600 pm.
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Thermal Conductivity Imaging of Buried Graphene Multilayers
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Apart from its outstanding electronic properties, graphene exhibits unusually high thermal con-
ductivity that makes it a suitable material for next-generation high speed microelectronic devices
where heat removal is a crucial issue. The ability of graphene to conduct heat is rooted in its
atomic structure. However, since in most practical devices graphene is encased between a dielectric
and/or metallic layers, it is of fundamental importance to understand how the thermal transport is
a↵ected by boundary interactions. Up to now, di↵erent techniques have been used to characterize
thermal properties of encased or supported graphene, but their applicability is limited either by
manufacturing requirements or by their reduced sensitivity to a given property. Here we present
micrometer-scale maps of thermo ysical properties of buried graphene obtained with a recently
proposed technique based on frequency domain thermoreflectance. Our technique allows measur-
ing simultaneously di↵erent thermal properties and does not require complex sample preparation.
Basal-plane thermal conductance k and cross-plane thermal conductance G? aps of single and
few layers of buried graphene are reported. We have for the first time measured a thermal con-
ductivity of as high as 700 W/mK for a monolayer graphene encased between a metal layer and
silicon dioxide and we show that basal-plane and cross-plane thermal transport are not considerably
a↵ected by the number of layers n (1  n  7). Experimental data agree well with the analytical
model for di↵usive heat flow in a multilayer sample, including radial heat transfer and the e↵ect of
finite laser spot sizes. Our results shed light on heat conduction in graphene encased in a transistor-
like structure and open up to the use of this technique for imaging and quantifying geometrical and
thermal properties of graphene-based electronic devices.
I. INTRODUCTION
Since it was first exfoliated in 2004[1], graphene has
attracted a great amount of interest, especially for
electronic[2, 3] and optoelectronic applications[4, 5]. Be-
sides its extraordinary electrical properties[6, 7], its docu-
mented high basal-plane thermal conductivity represents
a key aspect that makes today this material one of the
candidates for next-generation electronic devices. In-
deed, as the electronic industry is moving towards high
speed devices and nanometer design, power consumption
is becoming a crucial issue and therefore the search for
high thermally conductive materials is today pressing.
Balandin et al. measured for the first time the ther-
mal conductivity of suspended single layer graphene, re-
porting values from 600 to 5000 W m 1K 1 at room
temperature[8]. This result opened a line of research
on graphene thermal properties and their temperature
dependence[9–12]. These first analysis had the goal of
characterizing the intrinsic thermal properties of the ma-
terial. However, since in most practical devices graphene
is encased between dielectric and/or metallic layers, it
is of great interest to understand how interactions with
surrounding layers a↵ect the thermal transport in this
material.
Measurements of single and few layer graphene with
one face supported on a substrate[9, 13, 14] or in en-
cased configuration[15] have been carried out by di↵erent
groups in the last years. Although all the results show
that the thermal conductivity is considerably reduced
with respect to suspended graphene due to disruptions
from the substrate, discrepancies among them have trig-
gered a debate to establish which technique is the most
suitable for the purpose of measuring thermal properties
of graphene in these configurations. Due to the inherent
di culty of measuring the thermal properties of a 2D
material supported on a substrate or buried under an-
other layer, researchers have developed and used several
experimental techniques to overcome this problem. Each
of them has relative strengths and weaknesses. Seoul et
al. used a suspended microelectrical heater and Au/Cr
resistance thermometer lines [13] to measure the thermal
conductivity of supported graphene. Although the pro-
posed configurations have proven to give reliable results
and can be used for a large variety of samples, its versatil-
ity is limited due to manufacturing requirements. As for
suspended films, Raman methods can be used to mea-
sure the thermal properties of supported graphene[14].
A clear advantage of these methods is the simple sample
preparation. However, they require a critical calibration
of optical absorbance[8, 16] and therefore their reliabil-
ity is limited. Two techniques have been used so far to
measure thermal properties of encased graphene. Koh et
al. used Time-domain thermoreflectance (TDTR) to in-
vestigate thermal transport across graphene layers sand-
wiched in a transistor-like configuration[17]. TDTR does
not require complex sample preparation and has proven
in the past to be reliable for investigating the heat prop-
agation in thin films. However, the analysis carried out
with this technique has been limited at the measurement
of cross-plane conductance and no basal-plane thermal
conductivity measurements have been reported with this
method due to sensitivity limitations. In ref [18], Jang
et al. measured the basal-plane thermal conductivity
(a) (b)
Figure 5·16: Optical images and corresponding in-plane thermal con-
ductance, G‖, and TBC maps of the graphene samples with different
urfac roughnesses.
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Figure 5·17: (a) Measured κ values of graphene vs. surface roughness.
(b) Measured TBC values of Ti/graphene/SiO2 vs. surface roughness.
5.4 Comparison of Graphene on Mica with Graphene on SiO2
We now investigate the thermal conductivity of graphene supported on Muscovite
mica and compare the results with those of graphene supported on SiO2. Micas be-
long to the group of phyllosilicate minerals that exhibit a 2D sheet structure(Rudenko
et al., 2011). In Fig. 5·18(a), we show the structure of Muscovite mica and its for-
mula KAl2(Si3,Al)O10(OH)2. Muscovite is a three-layered dioctahedral aluminosili-
cate. Each layer consists of one layer of octahedrally coordinated Al3+ ions, which
is sandwiched between two tetrahedral silicate layers with vertices pointing toward
the octahedral layer(Rudenko et al., 2011). The negatively charged three-layer alu-
minosilicates are held together by ionic bonding through single layers of positive
potassium ions. Mica layers can be cleaved along the plane of potassium ions, leaving
an atomically flat surface with roughness as low as 34 pm(Lui et al., 2009). In Fig.
5·18(b), we show the atomic structure of SiO2 which is amorphous and typically has
a surface roughness of ∼200 pm.
We made ∼20 graphene flakes on cleaved mica and ∼20 graphene flakes on ∼290
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Figure 5·18: (a) Atomic structure of Muscovite mica. Photo is taken
from ref. (Rudenko et al., 2011). (b) Atomic structure of SiO2. Photo
is taken from ref. (Gao et al., 2014).
nm thick thermally grown SiO2 by mechanical exfoliation. The mica substrates were
purchased from Ted Pella. The SiO2 was grown on silicon substrates using the ther-
mal oxidation furnace in the shared clean room in the Photonics center at Boston
University. The sample preparation on mica is tricky. We found that the yield of
exfoliating graphene flakes on mica in air is so low that almost no graphene could
be found. This is possibly due to the immediate adsorption of moisture on cleaved
mica surface, which prevents the bonding of graphene to mica. We show a few-layer
graphene flake made in air on mica in Fig. 5·19. The AFM image indicates that
there is a water film trapped under graphene with a thickness ∼0.37 nm, which is
consistent with the discovery by Xu et al. that graphene traps monolayer of water on
mica(Xu et al., 2010).
To overcome the issue of moisture, we performed mica cleavage and graphene
transfer all in a glove box filled with Argon gas. This was done in Prof. Burch’s lab
in Boston College. The water level and oxygen level in the glove box during operation
were both 0.1 ppm. Using the dry glove box significantly improved the yield of making
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Figure 5·19: Graphene made in air on mica surface. The AFM image
shows a water film trapped between graphene and mica.
graphene on mica. In Fig. 5·21(a), we show an optical image of a mica substrate with
graphene flakes made in the glove box. Graphene flakes are almost everywhere on the
mica substrate, indicating good adhesion of graphene to mica in a dry environment.
One of the graphene flakes is shown in Fig. 5·21(b). Small water monolayer films still
exist under graphene even in a dry environment. Our thermal property maps later
suggest that this water monolayer has negligible effect on both thermal conductivity
and the TBC of titanium-graphene-mica contacts.
In Fig. 5·22, we show examples of graphene flakes exfoliated on SiO2 and mica,
respectively. The number of atomic layers is confirmed by AFM. In addition, the sur-
face roughness of this set of SiO2 samples is ∼200 pm, while the surface roughness of
mica is ∼3 times lower. Since mica surface is atomically flat, the measured roughness
value will be affected by the noise of the AFM instrument. We used a Dimension
3000 AFM from Bruker. Quantitatively, the roughness of our mica surface could be
even less than 70 pm, approaching 34 pm which was observed by Lui et al. using a
high resolution and low noise AFM(Lui et al., 2009).
We then coated all the samples with 65 nm Au and 10 nm Ti adhesion layer to
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Figure 5·20: Glove box used for exfoliating graphene on mica.
The photo is taken from http://www.mbraun.com/products/glovebox-
workstations/unilab-pro-glovebox/.
perform FDTR measurement. The sample configurations are shown in Fig. 5·23. The
metal deposition was done using electron beam evaporation with a chamber pressure
of 2 × 10−7 Torr and a deposition rate of 0.1 A˚/s for Ti and 0.3 A˚/s for Au. Low
chamber pressure and slow deposition rate were utilized for this set of samples in order
to deposit a smooth Ti layer on graphene. As discussed in section B2, we measured
the graphene layer after all the properties of the other layers were determined from
separate measurements on reference samples or taken from literature. We used a 20X
objective for all the measurements. The pump spot 1/e2 radius was 1.55 ± 0.03 µm.
The probe spot 1/e2 radius was 1.2 ± 0.02 µm. We again treated Au/Ti as one layer
with effective thermal properties. The thickness of Au/Ti was measured by AFM to
be 75 ± 1.5 nm. The volumetric heat capacity of Au/Ti, CAu/TI, was approximated
by a thickness weighted average of the literature heat capacity values of Au and Ti.
CAu/TI was then obtained to be 2.47 MJ m
−3K−1. The thermal conductivity of Au/Ti
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Figure 5·21: (a) Graphene flakes on a 15 mm × 15 mm mica substrate
made in a glove box. (b) Optical and AFM images of a graphene flake
on mica. Small water films still exist under graphene.
was measured by FDTR on a fused silica reference sample with a 4X objective and
obtained to be 130 ± 6 W m−1K−1. The thickness of thermally grown SiO2 was
measured to be 292 nm by ellipsometry. The thermal properties of SiO2 were taken
from section B2. The thermal properties of silicon were taken from literature(Lide,
2007). For the mica substrate, we used the volumetric heat capacity of 2.408 MJ
m−3K−1 from literature(Goldsmid and Bowley, 1960). The cross-plane and in-plane
thermal conductivities of mica were measured by performing a three-parameter fit
of FDTR data on a mica substrate, obtaining κ⊥ and κ‖ of mica and G of the
Ti-mica interface. The measurement sensitivity of the mica substrate is shown in
Fig. 5·24 along with the sample configuration. The measured values of mica and
all other properties used for graphene measurement are summarized in Table5.4. We
measured the TBC of Ti-SiO2 interface again for these samples and obtained 90 ±
10 MW m−2K−1.
We investigated the effect of water on the thermal transport of graphene supported
on mica. We show an optical image and an AFM image of a graphene flake in
Fig. 5·25(a). A monolayer of water, ∼5 µm wide, is under graphene. A thermal
phase image of this flake taken by a 50X objective at 6.9 MHz is shown in Fig.
102
10 µm 1 2
2
1
Mica
10 µm1
175
350
525
700
175
350
525
0
0.9
z (nm)
x (nm)
y (nm)
0
175
350
525
700
175
350
525
0
0.9
z (nm)
x (nm)
y (nm)
0200 pm 70 pm
SiO2
AFM AFM
(a) (b)
Optical image Optical image
Figure 5·22: (a) Graphene on SiO2. The surface roughness of ther-
mally grown SiO2 is ∼ 200 pm. (b) Graphene on mica. The surface
roughness of our mica is ∼ 70 pm.
Table 5.4: Parameters used for fitting graphene on SiO2 and mica
Cp κ⊥ κ‖ d TBC
Material (MJ m−3K−1) (W m−1K−1) (W m−1K−1) (nm) (MW m−2K−1)
Au/Ti 2.47 130 ± 6 130 ± 6 75
Mica 2.408 0.43 ± 0.06 4.5 ± 0.1 5 ×105 20 ± 1.4
SiO2 1.63 1.4 1.4 292 90 ± 10
Silicon 1.65 143 143 5 ×105 120
5·25(b). The pump and probe spot radii were 0.8 µm and 0.6 µm, respectively, so the
measurement resolution should be good enough to distinguish the water region from
the surroundings. However, we did not observe any pattern of water in the phase
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Figure 5·23: (a) Sample configuration of graphene on SiO2. (b) Sam-
ple configuration of graphene on mica.
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1 Introduction
Pump–probe thermoreflectance is a technique for characterizing thermal properties of bulk
materials and thin films, including the cross-plane and in-plane thermal conductivities, heat
capacity, and the thermal boundary conductance between materials. The method typically
uses two light sources, referred to as the pump and the probe.
The pump is focused onto the sample to create a known heat flux boundary condition, while
the probe monitors the response of the surface temperature through a proportional change
in the reflectivity. Combined with a heat transfer model, the temperature response and heat
flux boundary condition are used to infer transport properties. Samples are often coated
with a thin layer of metal, referred to as the transducer layer, that is opaque at both pump
and probe wavelengths and has a large coe cient of thermoreflectance at the probe wave-
length. Figure 1 shows a schematic of a thin-film sample being measured with coincident
focused pump and probe lasers.
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Figure 1: A schematic of a thin-film sample being measured with coincident focused pump
and probe lasers. The sample is coated with a thin metal transducer layer that is fully
opaque to both the pump and probe light and has a large coe cient of thermoreflectance at
the probe wavelength.
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The sample thermal properties are extracted by minimizing the error between the lock-in phase
data and the phase of Eq. (5) via a nonlinear least-squares fit algorithm. References [25, 27] have
discussed the sensitivity to di↵erent thermal properties: thermal conductivity , volumetric heat
capacity C, and thermal interface conductance G. The sensitivity is dominated by both spot sizes
and thermal penetration depth Lp =
q
2
C! . In the low frequency region, Lp is much bigger than
the spot sizes. The thermal response is sensitive to both cross-plane and radial transport. In the
high frequency region where one-dimensional limit happens, the thermal response depends on the
thermal e↵usivity
p
C. By varying the frequency over a wide range, it is possible to extract both
 and C, but only when the material a isot opy is known or the thermal conductivity is isotropic.
We now consider three typical heat transfer configurations for sensitivity analysis. 100 nm of Au is
used as the transducer layer. The thermal phase lag is calculated based on Eq. (6) over a frequency
range of 4 kHz - 20 MHz covering both radial transport and one dimensional limit. For a 10 X
objective, the pump radius is 8 µm and the probe radius is 1.55 µm.
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Figure 5·24: (a) Configuration of a mica reference sample. (b) Phase
sensitivity to κ⊥ and κ‖ of mica and the TBC of Ti-mica interface, G.
image, which suggests that the monolayer water under graphene has negligible effect
on the thermal transport in graphene supported on mica.
Using the thermal property imaging procedure described in section B3, we ob-
tained the in-plane thermal conductance map and the TBC map of all the graphene
samples supported on SiO2 and mica. Examples of the property maps of graphene on
SiO2 and graphene on mica are shown in Figs. 5·26(a) and (b). We see that graphene
supported on an atomically flat mica surface has up to 3 times higher thermal conduc-
tivity compared to graphene supported on SiO2, due to minimal roughness scattering
of in-plane acoustic phonon modes. In the cross-plane direction, however, the total
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Figure 5·25: (a) Optical image of a graphene flake on mica. AFM
image of the region labeled by the box shows the existence of water
under graphene (b) Thermal phase image of the flake at 6.9 MHz. No
pattern of water is observed.
TBC of Ti/graphene/mica is significantly less than the TBC of Ti/graphene/SiO2.
This is possibly due to the already low thermal conductance from Ti to the mica
substrate.
The property values of all the graphene samples were obtained using image statis-
tics. To account for the additional uncertainty introduced by the values of physical
properties in our thermal model, we fit the property maps three times using the upper
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Figure 5·26: (a) Optical image of a graphene flake on SiO2. In-plane
thermal conductance (κ‖ · d) map and the TBC of Ti/graphene/SiO2
interfaces, G, map of this flake are also shown. (b) Optical image of a
graphene flake on mica. The corresponding thermal property maps are
also shown.
bound, average, and lower bound of the Au/Ti thermal conductivity, following the
procedure described in section B3. In the meantime, we fit effective spot sizes with
the thermal model on the regions next to the graphene flakes. Take a graphene on
mica sample as an example. We first find the location of a graphene flake on the mica
substrate. We then fit three sets of effective pump and probe spot radii for our 20X
objective with our thermal model on the region right next to the graphene flake, using
124 W m−1K−1, 130 W m−1K−1, and 136 W m−1K−1 as the thermal conductivity of
the Au/Ti layer, the heat capacity and thickness of Au/Ti obtained from reference
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samples, and the thermal properties of the mica substrate obtained from FDTR mea-
surements. The spot sizes and the associated thermal properties of Au/Ti and mica
were used as a combination to fit the graphene region. Using the procedure shown
in Fig. 5·11(b), we combined the three resulting pixel data histograms to obtain the
average and the standard deviation of the final measured value.
0 1 2 3 4 5 6 710
100
Number of atomic layer
TB
C 
(M
W
 m
−
2 K
−
1 )
1 2 3 4 5 6 710
100
Number of atomic layer
TB
C 
(M
W
 m
−
2 K
−
1 )
Ti/graphene/SiO2
Ti/graphene/Mica
Graphene/SiO2
Graphene/Mica
(a) (b)
Figure 5·27: (a) Values of TBC for Ti/graphene/SiO2 (upward tri-
angles) and Ti-graphene-mica (downward triangles). The TBC of the
Ti/substrate interface is also plotted as the zero layer. (b) Values of
TBC for graphene/SiO2 (upward triangles) and graphene/mica (down-
ward triangles).
The measured TBC values for Ti/graphene/SiO2 and Ti/graphene/mica are sum-
marized in Fig. 5·27(a). We see that generally the TBC of graphene on mica is
∼2 times lower than the TBC of graphene on SiO2. For the direct metal/substrate
interface, the TBC of the Ti/mica interface is ∼5 times lower than the TBC of the
Ti/SiO2 interface. To investigate the mechanism of the low TBC of the Ti/mica
interface, we calculated the theoretical TBC values of the Ti/SiO2 interface and the
Ti/mica interface using the diffuse mismatch model(DMM)(Swartz and Pohl, 1989).
In the model, we assumed single event, fully diffuse, and elastic phonon scattering at
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the interface. The TBC is calculated as:
GDMM =
(
ζ1→2v31D
12
∑
j
v−21,j
)
Cp,1(T ) (5.1)
where Cp,1(T ) is the volumetric heat capacity of material 1 at temperature T , vi,j is
the phonon velocity in material i for the jth phonon mode, v1,D is the average phonon
velocity in material 1, and ζ1→2 is the transmission coefficient from material 1 to 2,
given by:
ζ1→2 =
∑
j v
−2
2,j∑
j v
−2
1,j +
∑
j v
−2
2,j
(5.2)
Phonon velocities and room temperature heat capacities of Ti, SiO2, and mica were
taken from literature(Lide, 2007; Wang et al., 2007; Swartz and Pohl, 1989; Goldsmid
and Bowley, 1960; Duffy and Vaughan, 1988) and listed in Table5.5. The calculated
TBC values are: GTi/mica = 1333 MW m
−2K−1 and GTi/SiO2 = 890 MW m
−2K−1,
which suggests an opposite trend of the TBC compared to the measured values.
Schmidt et al. suggested that the bonding strength, which is not captured in the
DMM model, could be a critical factor that strongly affects the TBC between a
metal and a substrate(Schmidt et al., 2010). Our observed low TBC of the Ti/mica
interface may suggest that Ti weakly bonds to the layered structure of mica.
Table 5.5: Property values used to calculate DMM for the TBC of
Ti/SiO2 and Ti/mica.
Material vt [m/s] vl [m/s] Cp [MJ/m
3K]
Ti 3125 6070 2.38
SiO2 3764 5968 1.63
mica 2400 4500 2.408
To calculate the bottom interface conductance of graphene/substrate, we modeled
the Ti-graphene-substrate interfaces as a series of thermal resistors as discussed in
section B3 so that G−1total = G
−1
Ti/graphene + G
−1
graphene/substrate(Koh et al., 2010). We
108
approximated GTi/graphene = 51 MW m
−2K−1 obtained from a FDTR measurement of
Au/Ti on graphite. The Ggraphene/substrate values are plotted in Fig. 5·27(b) which is
converted from Fig. 5·27(a) using the thermal resistor model. The TBC values of the
graphene-SiO2 interface are consistent with the reported values(Chen et al., 2009),
while the TBC of graphene to mica is much lower, indicating less phonon transmission
across graphene-mica interface compared to the case of graphene-SiO2.
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Figure 5·28: Measured thermal conductivity values of graphene on
SiO2(upward triangles) and graphene on mica(downward triangles) as
a function of the number of atomic layers. For comparison, literature
values are also shown for suspended single-layer and few-layer graphene
(squares)(Ghosh et al., 2010), single-layer and few-layer graphene sup-
ported on SiO2 (right triangles)(Seol et al., 2010; Sadeghi et al., 2013).
We plot the thermal conductivity values of graphene in Fig. 5·28. We again
observed no significant difference between the results of Ti coated graphene and the
previously reported values of SiO2 supported graphene(Seol et al., 2010; Sadeghi
et al., 2013), indicating that Ti has negligible effect on the thermal conductivity of
graphene. The thermal conductivity of single-layer graphene supported on SiO2 is
about an order of magnitude lower than that of suspended single-layer graphene due
to strong interface interactions. The thermal conductivity value increases as the the
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number of layers increases, approaching the value of bulk graphite. This increasing
trend can be explained by the fact that the interface interaction is most effective on
the layer adjacent to the SiO2 surface. For thicker flakes, the outer layers are less
affected by the surface perturbations.
The interface interaction mechanisms include the scattering of LA and TA in-
plane phonon modes by surface roughness(Seol et al., 2010) and the suppression of
ZA phonon modes by the interface(Klemens, 2001). To separate the two interac-
tion mechanisms, we turn to the results of graphene supported on mica. The surface
roughness scattering of phonons in graphene on mica is expected to be much less than
the case of graphene on SiO2, which explains the observed higher thermal conductiv-
ity of graphene on mica than graphene on SiO2. We see a decreasing trend of thermal
conductivity with respect to the number of layers, similar to the trend of suspended
graphene. Based on the phonon dispersion of few-layer graphene calculated from
first principles, Ghosh et al. suggested that this decreasing trend could be caused
by the increased number of phonon-phonon Umklapp scattering events in few-layer
graphene(Ghosh et al., 2010). By solving a phonon Boltzmann transport equation
for graphene, Lindsay et al. predicted a dominant contribution of ZA phonon modes
to the thermal conductivity of graphene and that the ZA phonon modes are strongly
suppressed by interlayer coupling in few-layer graphene leading to the decreased ther-
mal conductivity(Lindsay et al., 2011).
In order to estimate the contribution of different phonon modes to the thermal
conductivity of graphene, we made two assumptions. We assumed that the surface
roughness scattering of LA and TA phonon modes in graphene supported on mica
is negligible. We also assumed that for our Ti coated samples all the ZA phonon
modes in the top and bottom layer of graphene are completely suppressed by Ti and
substrate interfaces. Then the difference between graphene on mica and suspended
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Figure 5·29: (a) Difference between suspended graphene and graphene
supported on mica. The values are plotted as the percentage divided
by the corresponding thermal conductivity of suspended graphene. We
used the averaged values in Fig. 5·28 for each thickness. (b) Difference
between graphene on mica and graphene on SiO2 (diamonds). The val-
ues are plotted as the percentage divided by the corresponding thermal
conductivity of graphene supported on mica. We used the averaged
values in Fig. 5·28 for each thickness.
graphene will show the contribution of the suppressed ZA phonon modes to the total
thermal conductivity of suspended graphene, while the difference between graphene
on mica and graphene on SiO2 will be the thermal conductivity reduction caused by
surface roughness scattering of LA and TA phonon modes. These two differences are
plotted as the percentage over the κ of suspended graphene and κ of graphene on mica
in Figs. 5·29(a) and (b), respectively. The results in Fig. 5·29(a) suggest that ZA
phonon modes contribute at least ∼70% to the thermal conductivity of single-layer,
bi-layer, and tri-layer graphene. This experimental observation agrees well with the
theoretically predicted 75% contribution of ZA phonon modes in single-layer graphene
reported by Lindsay et al.(Lindsay et al., 2010) and Seol et al.(Seol et al., 2010). We
also see that the suppression of ZA phonons reduces to ∼50% for four-layer graphene
on mica, suggesting that the ZA suppression affects mostly the layers adjacent to the
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interface.
In Fig. 5·29(b), we examine additional phonon scattering by the perturbation of
surface morphology. We see that the contribution of LA and TA phonon modes in
single-layer graphene is reduced by ∼50% due to roughness scattering. This scat-
tering effect diminishes quickly to ∼10% for four-layer graphene because the surface
roughness only affects a short range adjacent to the surface.
5.5 Summary
We demonstrated the first measurement of the thermal conductivity and the ther-
mal boundary conductance of graphene coated with Ti. Thermal phase images show
that a low thermal conductivity transducer is favorable for improving the measure-
ment sensitivity. Comparison with reported thermal conductivity values of graphene
supported on SiO2 suggests a minimal impact from the deposited Ti on the thermal
conductivity of graphene encased by Ti and SiO2.
We measured nine graphene flakes supported on several roughened SiO2 surfaces.
Results suggest that the thermal conductivity of single-layer graphene supported on
SiO2 is independent on the magnitude of the surface roughness up to a roughness
value of 600 pm.
At last, we measured twenty graphene flakes supported on Muscovite mica and
compared the results with graphene supported on SiO2 and suspended graphene. Our
results show that the thermal conductivity of single-layer graphene supported on mica
is ∼3 times higher than that of SiO2 supported single-layer graphene. Comparison
with the reported values of suspended graphene suggest that the out-of-plane ZA
phonon modes may contribute at least 70% to the thermal conductivity of intrinsic
graphene.
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Chapter 6
Modeling Optical Absorption for
Thermoreflectance Measurements
In the last two chapters, we showed that low thermal conductivity transducers are
preferred for studying anisotropic thermal transport in thin film materials, particu-
larly the in-plane thermal conductivity. The pump laser absorption was modeled as
surface heating in these measurements. However, the transducer can experience a
significant temperature gradient within the laser energy absorption depth and this
makes it inaccurate to model the situation as surface heating, or to model the sit-
uation by introducing a thin isothermal layer into the thermal model to mimic the
optical absorption depth (Cahill, 2004). In addition, weak electron-phonon coupling
in some metals can extend the location where the laser energy is deposited into a
metal transducer and may have a significant impact on high frequency FDTR sig-
nals(Wilson and Cahill, 2014). A recent study by Collins et al. on the frequency
domain representation of TDTR data showed that adjusting the energy absorption
depth in the transducer layer changed the fitting results(Collins et al., 2014).
In this chapter, we consider pump laser absorption in the top layer of a multilayer
sample during thermoreflectance measurements, and derive an analytical solution for
the thermoreflectance signal in the diffusion regime based on volumetric heating. We
analyze the measurement sensitivity to the pump absorption depth for transducers
with different thermal conductivities. In addition, we use a semi-infinite solid to show
the additional effect of probe laser penetration depth on the measured signal. Finally,
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we validate our model using FDTR measurements on a 490 nm thick amorphous
silicon film deposited on fused silica and silicon substrates. To avoid confusion with
the k variable in Hankel transform, we use Λ to denote thermal conductivity in this
chapter.
For FDTR and TDTR measurements, the probe signal detected by the lock-in
amplifier at the modulation frequency ω can be represented by
A(ω)exp[i(ωt+ φ(ω))] = Z(ω)exp(iωt) (6.1)
where A(ω) is the amplitude, φ(ω) is the phase lag, and Z(ω) is a complex number
that represents the frequency response of the experimental situation. The unknown
thermal properties of the sample are then obtained by minimizing the difference
between the measured phase data and the values calculated with a model for Z(ω).
For the case of FDTR with cw lasers,
Z(ω) = βH(ω) (6.2)
where β is a constant and H(ω) is the frequency response of the sample surface
temperature weighted by the intensity distribution of the probe beam. The constant
β is given by
β =
1
2
Q˙pumpQ˙probe(1−Rλpump)(
dR
dT λprobe
)Gdet (6.3)
where Q˙pump is the output power of the cw pump laser, Q˙probe is the cw probe laser
power that is impinging on the sample surface, Rλpump is surface reflectivity at the
pump wavelength, dR
dT λprobe
is the thermoreflectance coefficient at the probe wave-
length, and Gdet is the product of the photodetector gain and the photodiode respon-
sivity at the probe wavelength.
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For the case of TDTR,
Z(ω) = β
∞∑
k=−∞
H(ω + kωs)exp(ikωsτ) (6.4)
where τ is the delay time between pump and probe pulses, ωs is the laser pulsing
frequency, and H(ω + kωs) is the same frequency domain solution for the sample
surface temperature as in Eq. 6.2 (Schmidt et al., 2008a). The constant β is still
given by Eq. 6.3, where now Q˙pump = Qpump · ωs/2pi and Q˙probe = Qprobe · ωs/2pi,
where Qpump and Qprobe are the energy per pulse in the pump and probe beams,
respectively. Next we present an analytical model for H(ω) considering a multilayer
stack of materials where the pump laser is modeled as an exponentially decaying
volumetric heat source.
6.1 Heat Transfer Analysis
6.1.1 Limits of the Model
The measurement configuration for a multilayer sample is shown in Fig. 6·1. A peri-
odically modulated pump laser locally heats the sample while an unmodulated probe
laser monitors the surface temperature through a proportional change in reflectivity.
The first layer serves as the thermoreflectance transducer and is typically a thin metal
film, although the analysis here applies to any top layer that absorbs the pump light.
In our analysis, we assume that all heat carriers, such as electrons and phonons,
are in local thermal equilibrium and are well described by a diffusion model. Under
this condition, the mean free paths (MFPs) of the heat carriers should be smaller
than the length scales in the measurement, which include the focused laser spot
sizes, the optical absorption depth, and the thermal penetration depth of the heat
source. In addition, the experimental timescale (the time between laser pulses for
TDTR, or the heating period in FDTR) should be longer than the electron-phonon
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Figure 6·1: Schematic of a multilayer sample during an FDTR mea-
surement. The pump laser deposites energy into the first layer with
a 1/e absorption depth, δ0. Each layer is described by a volumetric
heat capacity, Cp, the cross-plane and in-plane thermal conductivity,
Λ⊥ and Λ‖, and the thermal boundary conductance to the next layer,
G.
equilibrium time. Our model is not valid in cases where the MFPs of the heat carriers
are longer than the relevant length scales, such as the Ballistic transport in pure
crystals(Minnich et al., 2011; Regner et al., 2013; Wilson and Cahill, 2014), materials
at low temperatures(Minnich et al., 2011), and materials with weak electron-phonon
coupling(Wilson et al., 2013; Majumdar and Reddy, 2004; Regner et al., 2015). In
these situations, a two-temperature model(Wilson et al., 2013; Regner et al., 2015)
or a model that accounts for Ballistic transport such as the Boltzmann transport
equation is needed to accurately describe the nonequilibrium heat flow.
In our analysis we further assume that all the heat is deposited where the pump
light is absorbed. According to the Beer-Lambert law, when the pump laser is imping-
ing on a material surface, the optical intensity is reduced to 1/e of the total intensity
at the optical absorption depth, δ0. The pump irradiation excites hot electrons that
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travel a distance Le before thermalizing with phonons. When Le is greater than δ0,
electrons can travel a significant distance before thermalizing and the optical absorp-
tion depth becomes an inaccurate representation of the depth of the heat source.
Additionally, Le must be much less than the laser spot size or radial spreading of hot
electrons will change the size of the heating area and invalidate the analysis. Our
model also does not apply to situations where photo-generated electron-hole pairs can
travel a significant distance before depositing their energy, such as high quality semi-
conductor crystals. Next we estimate values of Le for several conductive materials to
identify when the assumption of local heat deposition is appropriate.
We calculate Le for gold, aluminum and nickel and compare them to the materials’
optical absorption depth for a wavelength of 785 nm. Le can be estimated from:
Le =
√
Λe · τe,ph
Ce
(6.5)
where Λe and Ce are the electronic contributions to the thermal conductivity and
heat capacity, respectively, and τe,ph is the electron-phonon thermalization time. We
calculated Λe using the Wiedemann-Franz law with electrical conductivity values
taken from Ref. (Kittel, 2005) and a Lorentz number of 2.44× 10−8WΩ K−2. Ce was
calculated with the room temperature electron heat capacity coefficients given in Ref.
(Kittel, 2005). Values for τe,ph were obtained from the literature for gold(Groeneveld
et al., 1995), aluminum(Girardeau-Montaut et al., 1996), and nickel(Kampen et al.,
2005). We calculated the optical absorption depth from δ0 = λ/(4piκ), where κ is the
imaginary part of the material’s index of refraction at a pump laser wavelength of λ
= 785 nm(Palik, 1985). The calculated values of Le and δ0, along with Λe, Ce and
τe,ph, are listed in Table 6.1. We see that the electron diffusion length decreases with
electrical conductivity for the three investigated metals. For gold and aluminum, Le
is greater than δ0, indicating that our absorption model will not accurately represent
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the true heating profile of the pump laser, while for Ni Le is less than δ0 and the
geometry of the heat source should closely match the intensity profile of the pump
light.
Table 6.1: Values used to calculate Le for Au, Al, and Ni. Our optical
absorption model becomes accurate as Le approaches δ0.
Λe Ce τe,ph Le δ0
Material (W m−1K−1) (kJ m−3K−1) (fs) (nm) (nm)
Au 333 20.3 830 117 12.8
Al 267 40.5 550 60.2 7.3
Ni 105 323.2 400 11.4 14.5
We further investigate the effect of electron diffusion by solving the one-
dimensional (1D) heat diffusion equation for electrons in a semi-infinite solid heated
by the pump laser. The solution was used to calculate the electron temperature pro-
files for the three metals and compare them to the temperature profiles obtained by
assuming that the heat is deposited exactly where the pump light is absorbed. We
let the pump laser with a power of P (t) impinge on an area A on the surface of a
semi-infinite solid. We assume that the linear dimensions of A are large compared to
δ0 and Le, so that the 1D heat diffusion equation for the electrons is valid:
Λe
∂2θ
∂z2
+
P (t)
Aδ0
exp(− z
δ0
) = Ce
∂θ
∂t
(6.6)
where θ is the electron temperature. In the frequency domain, this becomes
Λe
∂2θ(ω)
∂z2
+
P (ω)
Aδ0
exp(− z
δ0
) = iωCeθ(ω) (6.7)
where P (ω) is the Fourier transform of P (t). Solving Eq. 6.7 with an adiabatic
boundary condition at the top surface and a semi-infinite boundary condition at the
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bottom surface, we obtain
θ(ω, z) =
P (ω)
Aδ0
· exp(−qz)− qδ0exp(−
z
δ0
)
Λeq(1− q2δ20)
(6.8)
where q2 = Ceiω/Λe.
We evaluate Eq. 6.8 at ω = 2pi/τe,ph to estimate the electron temperature profile,
θ(z), in the material when the electrons begin to equilibrate with the lattice. In
Fig. 6·2 we plot θ(z) for the three metals listed in Table 6.1. We see that as the
electronic diffusion length decreases, the electron temperature profile approaches the
optical absorption profile, and that an exponentially decaying heat source is a good
approximation when Le ≤ δ0. Therefore, the model we present in the following
section should be reasonably accurate for materials with low to moderate electrical
conductivity. The model may also be qualitatively useful for understanding the im-
pact of the optical absorption depth for materials with high electrical conductivity
or weak electron-phonon coupling, but in these cases the effective absorption depth
may be significantly larger than the optical absorption depth.
6.2 Diffusion Analysis
As shown in Fig. 6·1, we model each layer of the sample with a thickness, d, a
volumetric heat capacity, Cp, a cross-plane and in-plane thermal conductivity, Λ⊥
and Λ‖, respectively, and a thermal boundary conductance (TBC) to the next layer,
G. We begin by analyzing the first layer of the sample. We assume that the pump
laser is a Gaussian beam which is only absorbed in the first layer as a volumetric heat
source according to:
fgen(r, z, t) =
2P (t)
piw20δ0[1− exp(−d1δ0 )]
exp(−2r
2
w20
)exp(− z
δ0
) (6.9)
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Figure 6·2: Temperature profiles of the heat source assuming heat is
deposited within the optical absorption profile (dashed lines) and the
calculated electron temperature profile for thermalized electrons using
Eq. 6.8 (solid lines).
where fgen(r, z, t) is the volumetric heat generation at radial position r, depth from
the sample surface z, and time t, and d1 is the thickness of the first layer. In Eq. 6.9,
P (t) is the total absorbed pump power in the first layer as a function of time, w0 is
the 1/e2 radius of the focused pump spot on the surface, and δ0 is the 1/e optical
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absorption depth of the first layer at the pump laser wavelength. Here we assume
negligible optical spreading within the distance of optical absorption because δ0 is
typically much less than w0. The heat conduction in the layer including this heat
generation term can be expressed in cylindrical coordinates as
Λr
r
∂
∂r
(r
∂θ
∂r
) + Λz
∂2θ
∂z2
+
2P (t)
piw20δ0[1− exp(−d1δ0 )]
exp(−2r
2
w20
)exp(− z
δ0
) = Cp
∂θ
∂t
(6.10)
where θ is the temperature, Λr and Λz are the in-plane and cross-plane thermal con-
ductivities, respectively, and Cp is the volumetric heat capacity. We assume negligible
convection or radiation to the surroundings, so the heat flux boundary condition on
the top surface is ft = 0. We find the solution of Eq. 6.10 in the frequency domain
following the approach described by Carslaw and Jaegar(Carslaw and Jaeger, 1959).
Taking the Fourier transform and Hankel transform of Eq. 6.10, we obtain
Λz
∂2θ(ω, k, z)
∂z2
+
P (ω)
2piδ0[1− exp(−d1δ0 )]
exp(−k
2w20
8
)exp(− z
δ0
) = (Λrk
2 + Cpiω)θ(ω, k, z)
(6.11)
where ω is the angular frequency, k is the Hankel transform variable, and P (ω) is the
Fourier transform of P (t). If we let
q2 =
Λrk
2 + Cpiω
Λz
and
T (ω, k, z) = θ(ω, k, z) +
P (ω)exp(−k2w20
8
)δ0
2piΛz(1− q2δ20)[1− exp(−d1δ0 )]
exp(− z
δ0
)
then Eq. 6.11 can be written as
1
q2
∂2T (ω, k, z)
∂z2
= T (ω, k, z) (6.12)
By solving Eq. 6.12 with the surface boundary condition, we obtain the relationship
between the top side temperature, θ1,t, and the bottom side temperature, θ1,b, and
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heat flux, f1,b, in the frequency domain for the first layer through
(
θ1,b
f1,b
)
=
 cosh(qd1) (− sinh(qd1)Λzq + δ0cosh(qd1)Λz − δ0Λz exp(−d1δ0 ))
−Λzqsinh(qd1)
(
cosh(qd1)− qδ0sinh(qd1)− exp(−d1δ0 )
)
·
 θ1,tP (ω)exp(− k2w20
8
)
2pi(1−q2δ20)[1−exp(−d1δ0 )]
 (6.13)
The diffusion equation for the remaining layers can be solved using a matrix
method (Carslaw and Jaeger, 1959; Cahill, 2004; Schmidt et al., 2008a). For a layer
of material n, the temperature and heat flux on the top surface are related to the
temperature and heat flux on the bottom surface:(
θn,b
fn,b
)
=
(
cosh(qd) − sinh(qd)
Λzq
−Λzqsinh(qd) cosh(qd)
)(
θn,t
fn,t
)
(6.14)
where d is the layer thickness and q is given by the same formula used in Eq. 6.13. A
thermal boundary conductance G between the bottom surface of layer n to the top
surface of the next layer n+ 1 is included in the matrix multiplication as(
θn+1,t
fn+1,t
)
=
(
1 −G−1
0 1
)(
θn,b
fn,b
)
(6.15)
Combining Eq. 6.13 with Eqs. 6.14 and 6.15, we obtain the solution for a multi-
layer sample through matrix multiplication:
(
θb
fb
)
= MNMN−1 · · ·M2M1
 θ1,tP (ω)exp(− k2w20
8
)
2pi(1−q2δ20)[1−exp(−d1δ0 )]
 (6.16)
where M1 is the matrix for the first layer from Eq. 6.13 and Mn, n = 2, ..., N are the
matrices for the remaining layers from Eqs. 6.14 and 6.15. We let
MNMN−1 · · ·M2M1 =
(
A B
C D
)
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Then if an adiabatic or semi-infinite boundary condition is applied to bottom surface
of the Nth layer, the surface temperature can be determined from Eq. 6.16 as
θ1,t = −D
C
P (ω)
2pi(1− q2δ20)[1− exp(−d1δ0 )]
exp(−k
2w20
8
) (6.17)
By taking the inverse Hankel transform of Eq. 6.17, we obtain the temperature
distribution in real space on the surface
θ1,t(ω, r) =
∞∫
0
kJ0(kr)(−D
C
)
P (ω)
2pi(1− q2δ20)[1− exp(−d1δ0 )]
exp(−k
2w20
8
)dk (6.18)
This temperature distribution is measured with the reflected probe beam as described
in the next section.
6.3 Role of the Probe Beam
We first consider the case where it is assumed that the reflected probe beam mea-
sures the temperature at the sample surface, and then consider the more realistic
case where the probe beam penetrates into the material. For the former case, the
thermoreflectance signal is proportional to the surface temperature distributation
weighted by the Gaussian intensity profile of the probe beam on the sample surface:
θ1,t(ω) =
P (ω)
2pi[1− exp(−d1
δ0
)]
∞∫
0
k(−D
C
)
1
1− q2δ20
exp[−k
2(w20 + w
2
1)
8
]dk (6.19)
where w1 is the 1/e
2 radius of the probe beam spot on the surface. The frequency re-
sponse of the sample, H(ω), which is inserted into Eq. 6.2 for an FDTR measurement
and Eq. 6.4 for a TDTR measurement, is given by H(ω) = θ1,t(ω)/P (ω), so that
H(ω) =
1
2pi[1− exp(−d1
δ0
)]
∞∫
0
k(−D
C
)
1
1− q2δ20
exp[−k
2(w20 + w
2
1)
8
]dk (6.20)
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In the limit of δ0 = 0, Eq. 6.20 simplifies to the solution for surface heating given in
Ref. (Schmidt et al., 2008a).
Probe 
penetration 
depth
Probe 
Pump
δ0
Pump 
absorption 
depth
Semi-infinite solid 
δ1
Figure 6·3: Schematic of pump and probe absorption in a semi-infinite
solid.
We now examine the effect of the optical penetration depth of the probe beam, δ1.
We consider a 1D semi-infinite solid heated by a periodically modulated pump laser
and probed by a cw laser, as shown in Fig. 6·3. In general, the reflected probe signal
can be modeled by solving Maxwell’s equations in the material. In the frequency
domain, the reflected probe signal can be written as (Thomsen et al., 1986):
∆R(ω) =
∞∫
0
f(z)θ(z, ω)dz (6.21)
where θ(z, ω) is temperature in the sample and f(z) is a sensitivity function that is
an exponentially-damped oscillation with non-zero phase at the surface z = 0:
f(z) = f0
[
∂n
∂θ
sin
(
4pinz
λ
− ψ
)
+
∂κ
∂θ
cos
(
4pinz
λ
− ψ
)]
exp(− z
δ1
) (6.22)
f0 = 8
2pi[n2(n2 + κ2 − 1)2 + κ2(n2 + κ2 + 1)2]1/2
λ[(n+ 1)2 + κ2]2
(6.23)
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tanψ =
κ(n2 + κ2 + 1z)
n(n2 + κ2 − 1) (6.24)
In Eq. 6.22, λ is the probe wavelength, ψ is a phase angle between 0 and pi/2, and
n and κ are the real and imaginary parts of the index of refraction for the material
at the probe wavelength. The period of the oscillation is given by λ/(2n). In general
the full form of the sensitivity function should be used in calculating the reflected
probe signal. However, when δ1  λ/(2n), Eq. 6.22 reduces to the exponential
form of f(z) = b · exp(−z/δ1) where b is a constant representing the coefficient of
thermoreflectance. Here we consider only the simple case of δ1  λ/(2n).
We first solve Eq. 6.10 for a semi-infinite solid heated by a pump beam with a
total absorbed power P using the adiabatic boundary condition on the top surface. In
the frequency domain, the temperature distribution in the material at radial position
r and depth z is obtained as
θs(ω, r, z) =
∞∫
0
kJ0(kr)
exp(−qz)− qδ0exp(− zδ0 )
Λzq(1− q2δ20)
P (ω)
2pi
exp(−k
2w20
8
)dk (6.25)
For a probe laser with unit amplitude, the intensity distribution in the material is
Iprobe =
2
piw21δ1
exp(−2r
2
w21
)exp(− z
δ1
) (6.26)
The frequency response Hs(ω) of this semi-infinite solid is θs(ω, r, z) weighted by the
probe intensity distribution along both the radial direction and the depth direction
and then divided by P (ω). We then have
Hs(ω) =
1
2piδ1
∞∫
0
∞∫
0
∞∫
0
2
piw21
exp(−2r
2
w21
)kJ0(kr)2pirdr
exp(−qz)− qδ0exp(− zδ0 )
Λzq(1− q2δ20)
exp(−k
2w20
8
)dkexp(− z
δ1
)dz
(6.27)
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which reduces to
Hs(ω) =
1
2pi
∞∫
0
k(δ0 + δ1 + qδ0δ1)
Λzq[1 + q(δ0 + δ1 + qδ0δ1)](δ0 + δ1)
exp[−k
2(w20 + w
2
1)
8
]dk (6.28)
For frequencies ω  Λz/[Cp(δ0 + δ1)2], Eq. 6.28 simplifies to
Hs(ω) =
1
2pi
∞∫
0
k
Λzq2(δ0 + δ1)
exp[−k
2(w20 + w
2
1)
8
]dk (6.29)
which corresponds to the case where the thermal penetration depth is much smaller
than the optical penetration depth. This high frequency limit also corresponds to the
frequency range where the signal is most sensitive to the optical absorption depth,
which suggests that an effective absorption depth, δeff ∼ δ0 + δ1, can be used to
approximate δ0 in Eq. 6.20 and incorporate the effect of the optical penetration
depth of the probe.
6.4 Sensitivity to Pump Absorption Depth
In this section, we examine the simple case of δ1  δ0 and Le  δ0 to study the
sensitivity to δ0. In Fig. 6·4(a), we plot the calculated phase of H(ω) as a function
of frequency for a single crystal silicon substrate coated with a 100 nm transducer.
In this calculation, we assumed a transducer heat capacity of 2.5 MJ m−3K−1, a
TBC of G = 100 MW m−2K−1 between the transducer and the substrate, and pump
and probe 1/e2 spot radii of 3 µm. The phase is calculated for three transducer
thermal conductivities: 1, 10, and 100 W m−1K−1, as labeled in the figure. We
compare the results calculated with a 20 nm pump absorption depth (dashed lines)
with those calculated with zero absorption depth, i.e. surface heating, (solid lines)
for each thermal conductivity. In Fig. 6·4(b), we plot the sensitivity to the optical
absorption depth, computed as ∂φ/∂δ0, for these same three cases. For a transducer
126
105 106 107 108 109
−70
−60
−50
−40
−30
−20
−10
0
Frequency (Hz)
Ph
as
e 
(de
g)
 (
Ph
as
e 
(d
eg
)
1 W m-1K-1
(a)
10 W m-1K-1
100 W m-1K-1
105 106 107 108 109
−0.2
−0.15
−0.1
−0.05
0
Frequency (Hz)
Se
ns
itiv
ity
(b)
1 W m-1K-1
10 W m-1K-1
100 W m-1K-1
Figure 6·4: (a) Calculated phase of H(ω) for a silicon substrate coated
by a 100 nm thick transducer over the frequency range of 100 kHz to
1 GHz. Solutions are shown for three thermal conductivities of the
transducer: 1 W m−1K−1, 10 W m−1K−1, and 100 W m−1K−1. The
dashed lines are calculated with a 20 nm pump laser absorption depth in
the transducer, while the solid lines are calculated with surface heating.
(b) Phase sensitivity to the 20 nm pump absorption depth calculated
with the three thermal conductivities of the transducer.
with a thermal conductivity of 100 W m−1K−1, there is minimal difference between
volumetric heating and surface heating until 100 MHz. Above 100 MHz, the heating
period approaches the thermal time constant of the transducer, τth ∼ d2Cp/Λ, and
the two models deviate from each other. For the lower thermal conductivity cases,
the difference between surface and volumetric heating is larger and begins at lower
frequencies. This comparison confirms the importance of accounting for the pump
absorption in the transducer at high modulation frequencies and in measurements
with low thermal conductivity transducers.
6.5 Measurement of an Amorphous Silicon Film
To validate Eq. 6.20, we performed FDTR measurements of a 490 nm thick amor-
phous silicon (aSi) film deposited on fused silica and single crystal silicon substrates.
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Our experimental system, described in Ref. (Yang et al., 2013), employs a 785 nm
cw pump laser and a 532 nm cw probe laser. We chose to test the model on aSi
because we expect a clear difference between surface heating and volumetric heating
at frequencies well below 10 MHz due to the material’s low thermal conductivity and
weak optical absorption at 785 nm. In addition, the short phonon MFPs in aSi mean
we do not have to consider complications arising from ballistic transport. We fit the
measured phase data by performing a two-parameter fit of the thermal model, deter-
mining both the thermal conductivity and the effective optical absorption depth of
the aSi film.
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Figure 6·5: (a) Sample configuration of aSi on fused silica. (b) Sample
configuration of aSi on single crystal silicon. (c) Calculated phase sen-
sitivity to ΛaSi, δ0, and the TBC between aSi and fused silica, GaSi/SiO2 .
(d) Calculated phase sensitivity to ΛaSi, δ0, and the TBC between aSi
and single crystal silicon, GaSi/Si.
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Figures 6·5(a) and (b) show the sample configurations during the measurement.
The aSi thin film was deposited on the substrates by DC magnetron sputtering with
a base pressure of 10−8 mbar. The thickness of aSi was measured to be 490 ± 10 nm
via cross-sectional scanning electron microscopy. We measured the FDTR phase data
directly from the aSi surface without a gold transducer layer. The focused pump and
probe spot radii on the samples were 2.8 ± 0.03 µm and 2.3 ± 0.02 µm, respectively,
determined by a knife-edge measurement.
In Fig. 6·5(c) we consider the sample on fused silica and plot the calculated phase
sensitivity to the thermal conductivity of aSi, ΛaSi, the optical absorption depth of aSi
at our pump wavelength, δ0, and the TBC of the aSi/SiO2 interface, GaSi/SiO2 . In Fig.
6·5(d), we show the same sensitivities for the sample on the silicon substrate. For these
calculations, we assumed ΛaSi = 1.4 W m
−1K−1 and δ0 = 300 nm. The TBC values
of the aSi/SiO2 and aSi/Si interfaces were estimated using an empirically corrected
Diffuse Mismatch Model (DMM) that takes into account the Debye temperature ratios
of the two materials(Ziade et al., 2015). The material properties used for the DMM
calculation are listed in Table 6.2 where vt and vl are the transverse and longitudinal
sound speeds, respectively, and θD is the Debye temperature. The values are obtained
as GaSi/SiO2 = 173 MW m
−2K−1 and GaSi/Si = 126 MW m−2K−1. We used literature
values for the volumetric heat capacity of aSi(Custer et al., 1994), fused silica(Lide,
2007), and single crystal silicon(Lide, 2007), each with a 3% uncertainty. The thermal
conductivities of fused silica and single crystal silicon were taken from literature as
well(Lide, 2007) with an uncertainty of 3%. Figures 6·5(c) and 6·5(d) show that
the measurement is sensitive to both the thermal conductivity and absorption depth
in aSi across much of the frequency range, and that the sensitivities are sufficiently
different that it should be possible to uniquely determine both parameters. We see
that the measurement is not sensitive to the TBC between aSi and the substrate. We
129
then used the DMM calculated values with a 50% uncertainty for GaSi/SiO2 and GaSi/Si
during the data fitting. For these properties, the high frequency limit condition of
Eq. 6.28 is f = ω/2pi  1.5 MHz. Since this also corresponds to the frequency range
where the signal is most sensitive to the optical absorption depth, we are justified in
fitting the FDTR phase data with an effective optical absorption depth, δeff , that is
determined by the sum of the absorption depths at the pump and probe wavelengths.
Table 6.2: Material properties used for calculatingGaSi/SiO2 andGaSi/Si
(Larkin and McGaughey, 2014; Zink et al., 2006; Swartz and Pohl, 1989; Ashcroft
and Mermin, 1976; Wang et al., 2007; Lide, 2007)
Cp vt vl θD
Material (MJ m−3K−1) (m/s) (m/s) (K)
aSi 1.62 3699 8047 487
Si 1.65 5332 8970 640
SiO2 1.63 2732 4779 470
In Fig. 6·6(a), we show the phase data for aSi on fused silica. We use ΛaSi as the
fitting parameter and show the best fit solution to the thermal model assuming the
pump laser is absorbed on the surface. The surface heating model fails to capture
the phase behavior through the entire frequency range, suggesting the need to model
optical absorption in this low thermal conductivity material. We then fit the data with
the volumetric heating model, Eq. 6.20, using ΛaSi and δeff as the fitting parameters.
The results are shown in Fig. 6·6(b). This time the model produces a good fit to the
phase data. The dashed lines are solutions obtained by varying the fitted value of δeff
by ±25%. In Fig. 6·6(c), we show the phase data for aSi on single crystal silicon and
the best fit to Eq. 6.20. The solution is again plotted as dashed lines by varying the
δeff values by ±25%.
The best fit values for ΛaSi and δeff are listed in bold in Table 6.3 and Table 6.4,
along with the literature values for the other parameters used in the model. The 1/e
confidence intervals were obtained with the Monte Carlo method described chapter 3
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Figure 6·6: (a) Measured phase data for aSi on fused silica and the
best fit curve obtained with a surface heating model. (b) The same
data with the best fit of the volumetric heating model of Eq. 6.20.
Also shown are solutions obtained by varying the effective absorption
depth by ±25%. (c) Data and best fit for aSi on single crystal silicon.
Table 6.3: Material properties for aSi on fused silica
Cp Λ d δeff
Material (MJ m−3K−1) (W m−1K−1) (nm) (nm)
aSi 1.62 ± 0.05 1.26 ± 0.3 490± 10 293 ± 60
SiO2 1.63 ± 0.05 1.38 ± 0.04 5× 105
Table 6.4: Material properties for aSi on single crystal silicon
Cp Λ d δeff
Material (MJ m−3K−1) (W m−1K−1) (nm) (nm)
aSi 1.62 ± 0.05 1.3 ± 0.1 490± 10 296 ± 10
Si 1.65 ± 0.05 143 ± 5 5× 105
to account for the propagation of errors from known parameters in the thermal model
such as the heat capacity and film thickness. Our measured value of ΛaSi agrees within
5% of the predicted thermal conductivity of aSi from literature(Allen and Feldman,
1989).
We compared the best fit value of δeff with an independent measurement of the
optical absorption depth obtained with a VASE ellipsometer. The amplitude and
phase of light reflected from the aSi sample surface were recorded at three incident
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Figure 6·7: (a) The real part n of the index of refractive of aSi (b)
The imaginary part κ of the index of refraction of aSi. (c) Calculated
optical absorption depth of aSi.
angles: 550, 600, and 650. We obtained the real part n and imaginary part κ of
the index of refraction of the aSi film by fitting the ellipsometry data to a Cauchy
dispersion model(Liu et al., 2006) with a thickness of 490 nm as the input parameter.
The values for n and κ are plotted as a function of wavelength in Figs. 6·7(a) and
(b), respectively. We then calculated the optical absorption depth as a function of
wavelength using δ = λ/(4piκ) where λ is the wavelength. The absorption depth is
shown in Fig. 6·7(c). We see that the absorption depth at the pump wavelength of
785 nm is 244 nm, and that the absorption depth at the probe wavelength of 532 nm
is 32 nm. Adding these gives an effective absorption depth of 276 nm, within 10% of
the FDTR value of 296 nm.
6.6 Summary
We have presented a thermal model for thermoreflectance measurements that ac-
counts for volumetric heating from laser absorption in the top layer of a sample.
Sensitivity analysis suggests that the optical absorption depth of the pump laser has
a significant effect on the signal at high frequencies and for low thermal conductivity
transducers. Comparison of the volumetric heating model with FDTR measurements
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of amorphous silicon films on fused silica and single crystal silicon substrates showed
good agreement, and allowed us to simultaneously measure the thermal conductivity
and optical absorption depth of the amorphous silicon film, with good agreement to
the literature value of thermal conductivity and the optical absorption depth obtained
from ellipsometry.
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