Abstract. As part of the IRON Project, radiative rates have been calculated for the E1, E2 and M1 transitions within the n = 2 complex in ions of the boron isoelectronic sequence (6 ≤ Z ≤ 28). The computations have been carried out with the atomic structure code superstructure which facilitates the generation of extended radiative datasets including configuration interaction, BreitPauli relativistic contributions and semi-empirical termenergy corrections. By means of extensive comparisons with the available datasets for this sequence, with detailed single-ion calculations and recent experiments, we have been able to assign accuracy ratings to the present Avalues. We find that in general the spin-allowed and spinforbidden E1 transitions are accurate to 10% and 20%, respectively, except for a few transitions in ions with Z ≤ 7 that are perturbed by admixture with low-lying n = 3 states (e.g. 2s 2 3l) and for those affected by the avoided crossing of the 2s2p 2 2 S 1/2 and 2 P 1/2 which takes place at Z ∼ 22. It is concluded that, statistically, the present dataset is the most accurate to date for this astrophysically relevant sequence.
Introduction
Transitions within the n = 2 complex of ions in the boron isoelectronic sequence are of great importance in the study of laboratory and astrophysical plasmas. Their
Send offprint requests to: C.J. Zeippen A detailed table of the present transition probabilities is available in electronic form from the CDS via anonymous ftp 130.79.128.5 spectral lines are observed in a wide variety of astronomical sources where they are frequently used as temperature, density and abundance diagnostics (Peng & Pradhan 1995) . For example, lines belonging to C II, N III and O IV have been identified in the spectrum of planetary nebulae (Stencel et al. 1981) , giant stars (Judge 1986a,b; Carpenter et al. 1991) , symbiotic stars (Nussbaumer & Schild 1981; Hayes & Nussbaumer 1986) , in the solar chromosphere (Doschek et al. 1977 ) and the solar transition region (Doschek et al. 1976; Brekke et al. 1991) . Sandlin et al. (1976) have observed the five components of the 2s 2 2p 2 P 0 − 2s2p 2 4 P multiplet of Fe XXII in solar-flare spectra.
Reliable laboratory lifetime measurements based on the beam-foil excitation technique have been reported for the short-lived states of C II and N III (Reistad et al. 1986; Bengtsson et al. 1995; Nandi et al. 1996) and for the 4 P J metastable levels of Fe XXII by Hutton et al. (1997) . Also, by recording the spontaneous emission time from metastable ions stored in a cylindrical radio-frequency ion trap, Fang et al. (1993a,b) succeeded in determining radiative rates for the 4 P J levels in C II and N III. These experimental data offer a good opportunity for comparison with theory.
Due to their importance in astronomy, ions of the boron sequence have received a high priority in the IRON Project (IP, see the general description by Hummer et al. 1993) , an on-going international collaboration concerned with the computation of accurate atomic data for ions of astrophysical interest (a complete list of papers in the IP series can be found at the URL http://www.am.qub.ac.uk/projects/iron/papers /papers.html). In the context of the IP, electron impact excitation rates for boron-like ions have been calculated by Zhang et al. (1994) as a continuation to the work by Blum & Pradhan (1992) on C II, N III and O IV. The present study can be regarded as a complement to this work by generating an accurate (∼10%, say) dataset containing the corresponding radiative-decay rates. It is primarily intended to increase the content and usefulness of the IP public databases, but an attempt has also been made to provide accuracy ratings for the listed transition probabilities. Radiative datasets for the boron sequence have been previously computed by Dankwort & Trefftz (DT, 1978) in the multiconfiguration Hartree-Fock (MCHF) approximation; by Cheng et al. (CKD, 1979) using the multiconfiguration Dirac-Fock method; and by an approach based on many-body perturbation theory by Merkelis et al. (MVGK, 1995) . These calculations are mainly concerned with electric dipole transitions (E1) although Cheng et al. have also considered the forbidden electric quadrupole (E2) and magnetic dipole (M1) transitions within the ground term. The latter transitions have also been calculated for the sequence by Froese Fischer (1983) in the MCHF approximation. The aim of the present work is to generate an A-value dataset for the n = 2 transitions in Blike ions more complete and of higher statistical accuracy than previous work. In this respect it is worth mentioning that the level of agreement between the published datasets is not satisfactory: for some transitions the quoted rates show discrepancies as large as an order of magnitude. We are therefore interested in establishing the physical effects that cause such differences. Since most of the problems appear towards the low-Z end of the sequence due to correlation effects, we make extensive comparisons with experiment and with the following detailed singleion calculations: C II by Nussbaumer & Storey (1981) , Lennon et al. (1985) and Froese Fischer (1994) ; N III by Nussbaumer & Storey (1979) , Brage et al. (1995) and Bell et al. (1995) ; and O IV by Brage et al. (1996) .
For the present work we have made use of the atomic structure program superstructure (Eissner et al. 1974; Nussbaumer & Storey 1978; Eissner 1991) . This code allows for the inclusion of configuration interaction (CI) and Breit-Pauli (BP) relativistic effects, and has proven to be a practical platform for the computation of extended radiative datasets. Within the IP it has recently been used in a similar fashion for the carbon and oxygen isoelectronic sequences by Galavís et al. (1997) .
The numerical method is described in Sect. 2, followed by analyses of the energy levels (Sect. 3) and transition probabilities (Sect. 4). Conclusions are summarised in Sect. 5.
Method
The calculations of the transition probabilities have been carried out with the computer program superstructure, originally developed by Eissner et al. (1974) and later modified by Nussbaumer & Storey (1978) to ensure greater flexibility in the radial orbital functions. The method has been summarized in our previous article (Galavís et al. 1997) . As described by Eissner (1991) the LS terms are represented by CI wavefunctions of the type
where the configuration basis functions φ i are constructed from one-electron spectroscopic orbitals P (nl), generated within a statistical Thomas-Fermi-Dirac model potential V (λ nl ) (Eissner & Nussbaumer 1969) . For the boron sequence we have adopted the 11-configuration basis set used by Biémont et al. (1994) for C II and N III, namely 2s 2 2p, 2s2p 2 , 2p 3 , 2s 2 3s, 2s 2 3p, 2s 2 3d, 2p 2 3d, 2s3d 2 , 2s2p3s, 2s2p3p, 2s2p3d. To determine the scaling parameters λ nl , a special optimization procedure described and discussed in detail by these authors is employed. It is found that the accuracy of the energy levels, and consequently that of the transition probabilities, depends strongly on how the optimization is performed. The variational procedure adopted here minimises with equal weights the sum of energies of all the terms in specific configurations, that is
More precisely, the 1s, 2s, 2p and 3s orbitals are first optimized with a functional F containing the energies of all terms in the 2s 2 2p, 2s2p 2 , 2p 3 and 2s 2 3s configurations. Moore (1975) for N III and Edlén (1983) for the rest. Pres: present results. MVGK: Merkelis et al. (1995) . CKD : Cheng et al. (1979) Then the 3p and the 3d orbitals are determined by including in F all the terms in the 2s 2 2p, 2s2p 2 , 2p 3 , 2s 2 3s, 2s 2 3p and 2s 2 3d configurations. Finally, the 3s function is reoptimized with the states generated by the 2s2p3s configuration so as to obtain a slight improvement in the term energies. The final scaling parameters are listed in Table 1 .
In superstructure the Hamiltonian is taken to be of the form
where H nr is the usual non-relativistic Hamiltonian. The relativistic corrections H bp are taken into account through the Breit-Pauli (BP) aproximation (Jones 1970 (Jones , 1971 : the one-body terms which include the mass-variation correction, the Darwin term and the spin-orbit interaction; and the two-body fine-structure terms, namely the spinspin and spin-other-orbit interactions. Using perturbation theory, the relativistic wavefunction ψ r i can be expanded in terms of the non-relativistic functions ψ nr j :
Small fractional errors in the non-relativistic energies E nr i and E nr j can lead to much larger errors in the differences E nr i − E nr j for j = i. Therefore, by using accurate experimental level energies by Moore (1970 Moore ( , 1975 and Edlén (1983) , improved estimates of the non-relativistic energies are obtained and a modified H nr is constructed. This semiempirical term energy correction (TEC) procedure was originally implemented in superstructure by Zeippen et al. (1977) .
In the present case, for ions with Z ≥ 8, corrections are made so as to shift the computed excitation energy of the lowest level in each of the 8 terms in the n = 2 complex to its observed value. For C II and N III, due to the mixture with low n = 3 states, additional terms arising from configurations of the type 2s 2 3l and 2s2p3l are also corrected. The radiative rates for electric dipole (E1), electric quadrupole (E2) and magnetic dipole (M1) transitions are respectively given by the expressions A ij (E1) = 2.6774 10
A ij (E2) = 2.6733 10
and A ij (M1) = 3.5644 10
Here g i is the statistical weight of the upper initial level i and energies E are expressed in Rydbergs. It is clear that the accuracy of the calculated A-values depends primarily on the quality of the wavefunctions used in evaluating the line strengths S ij . However, relatively small errors in the energy difference (E i −E j ) are amplified by the large exponents in Eqs. ((5)- (7)). As shown, for example, by Galavís et al. (1997) , in order to ensure an acceptable degree of accuracy the transition probabilities must be computed with an accurate and consistent dataset of experimental energy levels. For the boron sequence, the work of Moore (1970 Moore ( , 1975 and Edlén (1983) is fully used.
Energy levels
Since the accuracy of the computed level energies gives a first indication of the quality of the wavefunctions, we make a detailed comparison with experiment and other calculations. Our aim is to obtain level energies to an accuracy of 5% or better and to be able to reproduce adequately the characteristic spectral features of the sequence. Present results are compared with the spectroscopic values, MVGK and CKD in Table 2 and in the histograms shown in Fig. 1 . Apart from the 2 P 0 1/2 ground levels, the present dataset contains 322 levels for Z = 6 − 28 of which 97% agree with experiment to within 5% (see Fig. 1a ). The larger differences are concentrated in C II (∼ 8%) and N III (∼ 6%) for the 2s2p 2 4 P J and 2 P J levels. Similarly, as shown in Fig. 1b, MVGK give 196 levels for Z = 8 − 26 where all agree with experiment to the desirable accuracy. The larger differences are found in O IV for Finally, CKD list 308 levels for Z = 7 − 28 of which 90% shows a 5% agreement with experiment (see Fig. 1c ). The larger discrepancies with experiment are again encountered for the 4 P J levels (∼ 9%) for Z ≤ 10 and, more seriously, for the 2s 2 2p 2 P 0 3/2 (Z < 11) where they reach a factor of 2. Moreover, as depicted in Fig. 1a , in spite of the high accuracy in MVGK all the levels in this dataset are smaller than experiment whereas they should perhaps show the statistical scatter usually found in the ab initio approaches (see Figs. 1a-c) .
Among the more interesting features of the B-sequence spectra are a distinctive avoided crossing between the 2s2p 2 2 S 1/2 and 2 P 1/2 levels at Z ∼ 22 and the level switchings that take place within both the 2s2p 2 2 D J and 2p 3 2 D 0 J terms at Z ∼ 14. In order to depict the avoided crossing, we follow Edlén (1983) by plotting as a function of Z the energy of the 2 S 1/2 level for each ion relative to the center of gravity of the n = 2 complex and scaled by its total width (Fig. 2) . Taking the change of sign as reference, it can be seen that the experimental crossing takes place just at Z = 22. MVGK reproduce this behaviour accurately while the slightly larger energies in the CKD and the present datasets place the crossing at Z = 23. It will become clear in the discussions in Sect. 4 that the radiative properties of some transitions near the crossing are severely perturbed; consequently, the intervening interactions should be represented as accurately as possible, but the reliability of such radiative data will generally be very sensitive to small changes. Similarly, in Fig. 3 we show that small discrepancies between the theoretical and experimental level splittings can lead to different predictions of the position of the switching, and in the case of CKD, to an unobserved double switching of the 2 D J levels. 
Transition probabilities
In the present work we have calculated all the E1, E2 and M1 transitions within the n = 2 complex for Z = 6 − 28; this amounts to 2254 transitions. The E2 and M1 transitions are of less importance than the considerably larger E1s, with the notable exception perhaps of the astrophysically relevant forbidden transitions within the 2 P 0 J ground term. They are nevertheless listed for database purposes. The computed transition probabilities are listed in Tables 3-25 .
Comparing the present A-values with previous datasets (see histograms in Fig. 4) , it is found that DT list 272 E1 transitions for Z = 6−26 of which 77% agree to the desired accuracy (10%), and 6 transitions show discrepancies larger than 50%; namely, the 2s2p 2 2 S 1/2 −2s 2 2p 2 P 0 3/2 spin-allowed transitions for Z = 22 and Z = 26 which are affected by the avoided crossing and are discussed J −2s2p 2 2 P J for Z = 6 which are perturbed by intermixing n = 3 states; and the 2s2p 2 4 P 1/2 −2s 2 2p 2 P 0 3/2 intercombination transition for Z = 6 (see Sect. 4.2). MVGK list 686 E1 transitions for Z = 8 − 26, of which 70% agree with present Avalues to 10% and 32 are discrepant by more than 50%; namely, transitions affected by the avoided crossing (Z > 17); 2p 3 4 S 0 3/2 −2s2p 2 2 D J intercombination transitions for Z < 18; and transitions for Z = 8. The dataset by CKD contains 1100 transitions for Z = 7 − 28, mostly E1s but the E2 and M1 transitions within the 2 P 0 J ground term are also listed; only 46% agree with the present dataset to within 10% and for 134 transitions the discrepancies are larger than 50%. In general, large discrepancies are found for: the low members of the sequence (Z < 10); the transitions affected by the avoided crossing (e.g. 2s2p 2 2 S 1/2 −2s 2 2p 2 P 0 3/2 , 2p 3 2 P 0 1/2 −2s2p 2 2 S 1/2 for Z > 18); and the intersystem transitions involving the 4 P J and 4 S 0 3/2 levels for low and intermediate Z. From this comparison it is found that in the range Z = 7 − 28, specially for low Z, the CKD dataset differs considerably from the DT, MVGK and present sets.
The present rates allow us to compute radiative lifetimes which can also be compared with recent experiments for C II (Reistad et al. 1986 and Nandi et al. 1996) and N III (Bengtsson et al. 1995) . It is found that our theoretical lifetimes lie within the experimental error bars.
We now discuss the problems leading to the larger discrepancies in an attempt to estimate accuracy ratings.
Spin-allowed E1 transitions
Most of the present transition probabilities for spinallowed transitions should be accurate to 10%, with the exception of (i) a few transitions for Z = 6 − 7 where strong admixture with the low n = 3 levels can lead to sensitive A-values and (ii) transitions in highly ionised members of the sequence that are affected by strong relativistic couplings such as those that lead to the avoided crossing of the 2s2p 2 2 S 1/2 at Z ∼ 22. For low Z, this assertion is supported by the Brage et al. (1995) and Brage et al. (1996) . Star: Nussbaumer & Storey (1984 . Asterix: Lennon et al. (1985) and Bell et al. (1995) excellent agreement (∼10%) obtained with the detailed computations by Nussbaumer & Storey (1981) , Lennon et al. (1985) and Froese Fischer (1994) on C II; Nussbaumer & Storey (1979) , Bell et al. (1995) and Brage et al. (1995) on N III; and Brage et al. (1996) on O IV.
We are therefore not worried, for instance, with the 35% and 40% discrepancies found with DT for the spinallowed transitions 2p 3 4 S 0 3/2 −2s2p 2 4 P J in N III and 2s2p 2 2 P 3/2 −2s 2 2p 2 P 0 1/2 in O IV, respectively. As mentioned before, for high Z a notably problematic transition is 2s2p 2 2 S 1/2 − 2s 2 2p 2 P 0 3/2 which, as seen in Fig. 5a , is strongly perturbed by the avoided crossing. Due to the good overall agreement between DT, MVGK and present data, our A-values for Z < 17 can be expected to be well within 10%, but for Z ∼ 25 an accuracy rating would be uncertain. It would have been useful to have A-values for this transition for Z = 23, 25, 27 from DT and MVGK, as these would have provided a Bell et al (1995) better picture of the troublesome region. A similar situation is found for the 2p 3 2 P 0 1/2 −2s2p 2 2 S 1/2 (Fig. 5b ) and 2p 3 2 P 0 1/2 −2s2p 2 2 P 1/2 (Fig. 5c) transitions, where the destructive perturbation caused by the avoided crossing leads to poor accuracy ratings for the range 17 < Z < 22. The accuracy of the A-value at Z = 6 for the former transition (see Fig. 5b ) is also questionable as it seems to be perturbed by a state belonging to the n = 3 configurations. A similar situation is encountered in C II for the transitions 2p 3 2 D 0 J −2s2p 2 2 P J . As shown in Fig. 5d , destructive interference is also found for Z ∼ 28 in the 2s2p 2 2 D 3/2 −2s 2 2p 2 P 0 3/2 transition, causing the accuracy of the rates for Z > 26 to be of lower quality. For most of these difficult transitions (see Figs. 5a -c) the data by CKD are consistently discrepant (differences are greater than 20%) with DT, MVGK and the present dataset throughout the sequence. Also the data by MVGK begin to show significant differences from the present ones for Z < 12 where correlation effects are more conspicuous and the Bell et al. (1995) . Asterix: Nussbaumer & Storey (1981) . It may be seen that the agreement for Z < 9 is poor and that large discrepancies exist with CKD for even fairly high Z present CI method is expected to perform with higher reliability.
Spin-forbidden E1 transitions
In contrast to the good rating assigned to most spinallowed transitions, the accuracy for the intercombination transitions is noticeably poorer. The typical situation is illustrated in Fig. 6 with the important 2s2p 2 4 P J −2s 2 2p 2 P 0 J transitions. With regard to the DT, CKD, MVGK and present datasets, differences larger than 10% begin to show up for these transitions for Z < 20, and for Z < 10 the situation becomes critical. In order to assign ratings to this transition array, we compare in Table 26 present rates for Z = 6 − 8 with DT, CKD, MVGK, detailed single-system calculations and recent experiments. It may be appreciated that differences between the present data and DT are as large as a factor of 2 for C II and diminish to ∼ 40% for N III and O IV. The situation with respect to CKD is even considerably worse as the differences reach an order of magnitude. Discrepancies with MVGK for O IV are generally small except for 4 P 3/2 − 2 P 0 1/2 where they reach a factor of 2. A comparison of the present results with the detailed calculations and experiment allows us to assign a realistic 20% rating to the present A-values for Z = 6−8. Furthermore, a recent measurement of the lifetime of the 4 P 5/2 level in Fe XXII by Hutton et al. (1997) of 14.8±1.0 ns is in excellent agreement with those given by DT (14.2 ns), CKD (14.3 ns), MVGK (13.4 ns) and the present work (13.7 ns). Therefore the 20% rating for these transitions can be safely extended to the whole sequence.
The situation with the 2p 3 2 L 0 J −2s2p 2 4 P J transitions is even more serious since, as shown in Fig. 7 , the rates can be strongly perturbed by the avoided crossing. Taking into account the good agreement between the present data and those by Bell et al. (1995) for Z = 7 we are encouraged to also maintain the 20% rating for such transitions except for Z = 6 and around the perturbation (18 ≤ Z ≤ 24). For the intersystem transitions involving the 2p 3 4 S 0 3/2 , in spite of very large differences found with CKD for Z < 20, we find good agreement with MVGK (∼ 20%) for Z > 12. However, as shown in Fig. 8 , the situation is complicated for Z < 9 where very significant differences are encountered with the detailed calculations. For this range we do not attempt a rating assignment.
Forbidden transitions
The only forbidden transitions that have been previously considered for the B-like ions are the E2 and M1 transitions within the 2s 2 2p 2 P 0 J term. In this context present results are in excellent agreement (better than 10%) with those by Froese Fischer (1983) . Taking this outcome as a reference, the A-values listed by CKD are found to be highly unreliable for Z < 12.
Conclusions
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