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Abstract
In this paper we introduce new modules over the ring of ponderation functions, so we
recover old results in harmonic analysis from the side of ring theory. Moreover, we prove that
Laplace transform, Fourier transform and Hankel transform generate some kind of modules
over the ring of ponderation functions.
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1 Introduction
Recently, Assal M. and Zeyada N. [1] has introduced a new ring of ponderation functions R defined
as a class of coercive complex-valued function ϕ over Nn, n ∈ N, inspired from the work of Nguon
[2, 3]. Our goal is to explore some classes of modules over the ring R in order to obtain a large
module of operators involving ponderation functions as generators. Our contribution consists to
bring out an interplay between algebra formalization and operator’s theory, which is to our best
knowledge remains a new approach combining ring theory results with ones of analysis. So it has
been observed that a long list of standard module’s properties remain also valid in our context,
while there are many other properties that cannot usefully be examined and hence cannot be
proved or disproved in the new context. We mention that, interaction among these two fields leads
to powerful results in analysis as well in ring theory, furthermore details about ring theory can be
found in [4] and [5].
Although an in-depth study of operator theory falls outside the scope of this paper, it seems ap-
propriate to collect some harmonic analysis results in such a setting which is close to the ring of
ponderation functions. Hence, we combine some results that turned out to be relevant for differ-
ent purposes in algebra as well in harmonic analysis together with special functions and we focus
here on Bessel functions and its different variances. So, thanks to some isomorphism results, the
connection between ponderation structures and operators ones becomes more easy.
This paper is organized as follows: In the second section we summarize the main results over the
ring R obtained in [1] without illustrating more details.
The third section is devoted to introduce some classes of modules over the ring R, so we recover
old results in harmonic analysis from the side of ring theory. Moreover, we prove that Laplace
transform, Fourier transform and Hankel transform generate some kind of operator rings connected
with the ring of ponderation functions.
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2 Preliminaries
A ponderation function is a coercive complex-valued function ϕ defined on Nn, n ∈ N, such that
there exist a real number M and positive constants c, and C satisfying
c|γ|d ≤ |ϕ (γ) | ≤ C|γ|d
as inf
1≤j≤n
γj tends to infinity, where for γ = (γ1, γ2, ..., γn) ∈ Nn, |γ| = γ1 + γ2 + ...+ γn. In order
to induce the set of ponderation function with a ring structure we introduce a class of regularizing
functions {χA : A ⊂ Nn}, where χA(γ) =
{
1 if γ ∈ A
0 if γ 6∈ A
and we denote by P the set of ponderation functions. We point here if |Ac| = ∞, χA does not
belong to P . It has been proved in [1] that the set R =
{∑
finite χAiϕi : Ai ⊂ Nn, ϕi ∈ P
}
is a
commutative ring with the usual operations "+" and "·", called the ring of ponderation functions.
Moreover an ideal of R, is minimal if and only if it is of the form χBR for some B ⊂ Nn with
|B| = 1, while for all A ⊂ Nn with |Ac| = 1 the ideal I = χAR is maximal.
It has been proved in [3] that for all ψ ∈ R and M ≥ 0 the series
IψM (z, u) := 2
−M
∞∑
m=0
1
m!(m+M)!
∑
|γ|=m
m!
γ!
ψ(γ)zγuγ . (1)
is absolutely converging in the whole space Cn × Cn. Moreover, the functions defined in a small
enough neighborhood of the diagonal ∆ by aψ (z, u) =
I
ψ
n−1(z,u)
I1n−1(z,u)
are well defined since I1n−1(z, u)
does not vanish on ∆. This class of functions will be called symbols and denoted by S. Moreover,
the convolution aθ ⋆ aψ(z, u) =
I
θψ
n−1(z,u)
I1n−1(z,u)
defines over S a commutative ring.
Let s ∈ R. We denote by Es the space of entire functions f defined on Cn such that < f, f >s
is finite, where < f, g >s:=
∫
Cn
f(z)g(z)dµs(z), with µs(z) = π
−2n2−2sK+2s(2|z|), and Kν is the
MacDonald function where K+ν (t) = t
νKν(t).
The set Es is not the same as the Fock space since the asymptotic at infinity of the weight function
K+2s(2|z|) which defines the measure on Es is equal to c.|z|2s−
1
2 e2|z|(1 +O( 1|z|)), while the weight
function which defines the measure on the Fock space is e−c|z|
2
for some constant c. We write
E∞ := ⋃s∈R Es.
For all ϕ ∈ R we define the operator Baϕ over E∞ by
Baϕ(f)(u) = (
π
2
)−n
∫
Cn
(I1n−1 × aϕ)(z, u)f(z)dµ(z), f ∈ E∞, (2)
where dµ is the measure dµ0. Moreover the set O of operator Baϕ induced with the composition
operation is a commutative ring [1].
Theorem 1. The rings R, S and O are isomorphic and the following diagram is commutative
R H //
HoG
  
❅❅
❅❅
❅❅
❅❅
S
G
⑦⑦
⑦⑦
⑦⑦
⑦
O
where H and G are the maps introduced in [1, Proposition 12].
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Proof. According to [1, Proposition 12], we may need only to prove that G is one to one. Hence,
suppose that G(aϕ) = 0, then it turns out that Baϕ(f) = 0 for all f ∈ E , and since z −→ aϕ(z, u)
is an entire function for all u ∈ Cn, it follows that aϕ is orthogonal to E , and therefore aϕ = 0 by
reason of density .
N
3 Modules over the Ring R
Definition 1. Let T be a ring and M be an additive abelian group. M is said to be a left
T −module if there is a map from T ×M −→M such that
1. a(x+ y) = ax+ ay for all a ∈ T and x, y ∈ M.
2. (a+ b)x = ax+ bx for all a, b ∈ T and x ∈M.
3. (ab)x = a(bx) for all a, b ∈ T and x ∈M.
Example 1. The following sets are modules over R.
• The set N of all functions from Nn to C ( by standard action).
• The rings S and O (by theorem 1) .
In what follows we deal with modules M of the form M = gR, where g 6∈ R, so it is well
known that if g ∈ R, and g is invertible, then gR = R. According to definition 1, if T = R and
M = gR with g 6∈ R, the action
R× gR −→ gR
(ψ,gϕ) 7−→ g(ψϕ)
satisfies properties 1, 2, and 3 of definition 1, and then M = gR is a module over R.
Definition 2. For a module M over R and for all g ∈ M, we define formally the corresponding
symbol ag as in (1) and the corresponding operator Bag as in (2).
3.1 Free Modules
A module M is said to be free if it has a basis. Since |γ|! and c|γ|, c > 0, do not belong to the ring
R and are non zero everywhere, then |γ|!R and c|γ|R are free modules over R. The corresponding
free modules over S are of the form a|γ|! ⋆ S and ac|γ| ⋆ S, while the corresponding free modules
over O are of the form Ba|γ|! ◦ O and Bac|γ| ◦ O respectively.
Theorem 2. 1. Let g1 = (|γ| + n − 1)!(−1)|γ|. Then g1 is not in R, and ag1 is absolutely
convergent over C. Moreover, Bag1O is a free module generated by the Laplace transform
associated with the measure µ
L(f)(u) =
2
πn
∫
Cn
e−z.uf(z)dµ(z). (3)
2. Let g2 = (|γ| + n − 1)!(−i)|γ|. Then g2 is not in R, and ag2 is absolutely convergent over
C. Moreover, Bag2O is a free module generated by the Fourier transform associated with the
measure µ
F(f)(u) = 2
πn
∫
Cn
e−iz.uf(z)dµ(z).
3
3. Let g3 = (c)
|γ|, c > o. Then g3 is not in R, and ag1 is absolutely convergent over C.
Moreover, Bag3O is a free module generated by the Hankel transform associated with the
measure µ
H(f)(u) = 2
πn
∫
Cn
Jn(c(z.u))f(z)dµ(z).
Remark 1. Note the the operators, Bag1 , Bag2 and Bag3 cited above are well defined on some
subspaces of E, like Schwartz space and my be other Lebesgue spaces.
Proof. Proof of 1. Let g1 = (|γ|+ n− 1)!(−1)|γ|, and take M = n− 1 in (1), it turns out that
ag1(z, u) =
1
2n−1
∞∑
m=0
(−1)m
m!
∑
|γ|=m,γ∈Nn
m!
γ!
zγuγ .
Using the fact that
∑
|γ|=m,γ∈Nn
m!
γ!
zγuγ = (z.u)m, we obtain
ag1(z, u) =
1
2n−1
e−z.u.
The proofs of 2. and 3. are similar to that of 1., which completes the proof.
N
Remark 2. Note that |γ|!kR, are free modules over R, for all integer k , while a|γ|!2 ⋆ S and
a|γ|!k ⋆ S, k ≥ 3 are formal modules over the ring S since the symbol a|γ|!2 converges only over a
disc of C and the symbols a|γ|!k , k ≥ 3 are divergent. So the extension via the powers of |γ|! is too
restricted.
3.2 Projective Modules
M is said to be a projective module over a ring T if it is a summand of a free module, that is
there is a free module F such that F =M⊕K for some module K over T .
Proposition 1. Let A be a proper subset of Nn. Then χAR is a projective module
Proof. The proof follows from the identity R = χAR⊕ χAcR. N
Corollary 1. Let n = 1 and g(γ) = |γ|!(−1)|γ|. Then g is not in R, and ag is absolutely
convergent over C. Moreover, if Ao, and Ae are the sets of odd and even integers of N respectively,
then we obtain
• gR = gχAeR⊕ gχAoR.
• ag(z, u) = e−zu. Moreover, ag(z, u) ⋆ S = cosh(zu) ⋆ S ⊕ sinh(−zu) ⋆ S.
• Bag = L. Moreover, Bag ◦O = Bcosh(zu)◦O⊕Bsinh(−zu)◦O, where L is Laplace transform (3).
Therefore, gχAeR, gχAoR, cosh(zu)⋆S, sinh(−zu)⋆S, Bcosh(zu)◦O, Bsinh(−zu)◦O, are projective
modules over the rings R,S and O respectively.
The following proposition illustrates that some projective modules over the ring of ponderation
functions R are generated by a class of operators with hyperbolic symbols in two dimension.
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Proposition 2. Let n = 2 and g(γ) = (|γ| + 1)!. Then g is not in R and ag is absolutely
convergent over C. Define
Aee = {(p, q) ∈ N2, p even, and q even}, Aoo = {(p, q) ∈ N2, p odd, and q odd},
Aoe = {(p, q) ∈ N2, p odd, and q even} and Aeo = {(p, q) ∈ N2, p even, and q odd}, then
1. BgχAee is the hyperbolic Fourier cosine transform associated with the measure µ,
BgχAee (f) =
2
π2
∫
C2
cosh(z1u1) cosh(z2u2)f(z)dµ(z).
2. BgχAoo is the hyperbolic Fourier sine transform associated with the measure µ,
BgχAoo (f) =
2
π2
∫
C2
sinh(z1u1) sinh(z2u2)f(z)dµ(z).
3. BgχAeo is the hyperbolic Fourier cosine-sine transform associated with the measure µ,
BgχAeo (f) =
2
π2
∫
C2
cosh(z1u1) sinh(z2u2)f(z)dµ(z).
4. BgχAoe is the hyperbolic Fourier sine-cosine transform associated with the measure µ,
BgχAoe (f) =
2
π2
∫
C2
sinh(z1u1) cosh(z2u2)f(z)dµ(z).
Proof. Proof of 1. Making use of (1) with gχAee = (|γ|+ 1)!χAee(γ) we obtain
agχAee (z, u) =
1
2
∞∑
r=0
1
(2r)!
∑
γ1+γ2=2r
γ1, γ2 even
(2r)!
γ1!γ2!
(z1u1)
γ1(z2u2)
γ2 .
Thanks to the identity
∑
γ1+γ2=m
γ1, γ2 even
m!
γ1!γ2!
aγ1bγ2 =
1
2
[(a+ b)m + (a− b)m]
we get
agχAee (z, u) =
1
4
∞∑
r=0
1
(2r)!
[(z1u1 + z2u2)
2r + (z1u1 − z2u2)2r ]
=
1
2
cosh(z1u1) cosh(z2u2).
This completes the proof of 1. The proofs of 2., 3., and 4. follow likewise.
N
Theorem 3. Define Aee, Aoo, Aeo, Aoe as in Proposition 2. Then the O-modules BχAee ◦ O,
BχAoo ◦ O, BχAeo ◦ O and BχAoe ◦ O are projective.
Proof. One can prove easily that R = χAeeR ⊕ χAooR ⊕ χAeoR ⊕ χAoeR. Thus Proposition 2
yields
O = Bcc ◦ O ⊕ Bss ◦ O ⊕ Bcs ◦ O ⊕ Bsc ◦ O,
that is BχAee ◦O, BχAoo ◦O, BχAeo ◦O and BχAoe ◦O are projective since O is a free O−module.
N
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3.3 Injective Modules
A module M is said to be an injective T −module if every left ideal I of T and every homomor-
phism from I to M can be extended to a homomorphism from T to M. Equivalently, for every
left ideal I of T and every homomorphism α : I −→M there exists σ ∈ M such that α(ψ) = ψσ
for all ψ ∈ I.
Proposition 3. The socle of R is not injective.
Proof. Since Nn is countable so we can consider A1, A2, A3, ... to be the singleton subsets of N
n
then
soc(R) =
∞⊕
i=1
χAiR = {
k∑
r=1
χArϕr, k ∈ N, ϕr ∈ P}
Now define Aodd to be the union of Ar and r odd and α : soc(R) −→ soc(R) by
α(
k∑
r=1
χArϕr) = χAodd
k∑
r=1
χArϕr.
Suppose that α has an extension β : R −→ soc(R) with β(1) = σ, then we get β(∑kr=1 χArϕr) =
σ
∑k
r=1 χArϕr = α(
∑k
r=1 χArϕr) = χAodd
∑k
r=1 χArϕr, ∀
∑k
r=1 χArϕr ∈ soc(R), which is im-
possible. Then the soc(R) is not injective. Indeed, let σ = ∑ri=1 χAiϕi. Take f = ∑2r+1i=1 χAiϕi,
it follows that σf = σ
∑r
i=1 χAiϕ
2
i and χAoddf =
∑r+1
i=1 χA2i−1ϕ2i−1. Thus σf 6= χAoddf . N
3.4 Simple Modules over R
A module M is said to be simple if it has no submodules.
Proposition 4. [5] Let M be a T −Module. Then the following are equivalent
1. M is simple.
2. M = mT for every 0 6= m ∈ M.
3. M ≅ T /K where K is a maximal ideal.
Proposition 5. Every ideal of the form χAR where |A| = 1 is a simple module over the ring R.
Moreover if A = {α} ⊂ Nn then the simple module BaχA ◦ O is generated by the operator
BaχA(f)(u) =
2uα
πn(|α|+ n− 1)!α!
∫
Cn
zαf(z)K0(2|z|)dν(z), ∀f ∈ E .
Proof. The result follows from direct calculation as in [1, Proposition 15] .
Theorem 4. The ring R has a simple module other than ones of the form χAR with |A| = 1.
Proof. Since soc(R) is a proper ideal of R, then soc(R) is contained in a maximal ideal L. L
can not be of the form χAR, with |Ac| = 1. Hence, thanks to Proposition 4, M = R/L is a
simple R−module and is not isomorphic to χAR with |A| = 1. Indeed, suppose that there is an
isomorphism σ : χAR −→ M = R/L, with |A| = 1. Take σ(χA) = a + L, a 6∈ L. Multiplying
the two sides by χA and taking into account that σ is an isomorphism of modules, it follows
χAσ(χA) = σ(χA) = σ(χA)a+ L = 0, which is a contradiction.
6
Open problem. Consider the simple module M = R/L in the proof of the above Theorem
and take an element θ in the class of 1, say θ = 1 ∈ M. Then according to [1, Remark 1], aθ(z, u)
is nothing but the modified Bessel function I0(2
√
zu) except all finite sums and may be some other
infinite sums but not all of them. The main question here is How does the operator Baθ looks
like ?
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