In this article we give an implementation of the standard algorithm to segment a real algebraic plane curve defined implicitly. Our implementation is efficient and simpler than previous. We use global information to count the number of half-branches at a critical point.
We are interested in the first algorithm. Known implementations of this algorithm have several problems, specially in Steps 3 and 4. They involve exact computation of critical points, genericity condition tests, adjacency tests and assume exact input equations relying on the analysis of the curve at the critical points and singularities. From an algebraic point of view, they compute sub-resultants and/or its real roots. We prove that Steps 3 and 4 can be done trivially by knowing which point is critical. In fact, we can make Steps 1,2 and 3 using a subdivision technique altogether, see Remark 15.
Existing work.
Let us mention some of the existing work and their implementations. The algorithm mentioned above came up from the CAD method, (Arnon et al., 1984a,b) . The first implementation that treats singular curves appears in (Roy, 1990) . Steps 3 and 4 of the algorithm was solved in polynomial time using Thom's codes. There are dozens of articles improving this implementation. For example, in (Diatta et al., 2014; Hong, 1996) the authors use bounding boxes to count half-branches (computing Sturm sequences or counting sign variations). Also in (Cucker et al., 1989 ) the authors use rational Puiseux expansions and in (González-Vega and El Kahoui, 1996) the authors use Sturm-Habicht sequences to produce Thom's codes. The article (Cucker et al., 1991) compiles different implementations and complexities.
Main result.
In this article we prove that Steps 3 and 4 can be done by knowing which point is regular and which point is critical (i.e. singular or has a vertical tangent line), The basic idea of the proof is that the number of half-branches leaving a fiber is the same as the number of half-branches entering the next, in symbols
Theorem (Main result
Given that the number of half-branches on the left and on the right at a regular point is 1, with this global invariant, we can determine the number of half-branches on the left (and on the right) at a critical point. We only need to ensure, that there is at most one critical point per fiber (Step 0).
We first implemented our method using floating point arithmetic in SageMath (The Sage Developers, 2016). We noticed that it was very fast, but the arithmetic produced several errors. Then, we implemented our method using polynomials in Bernstein form over the rationals. It was a slower method but produced a certificated plane curve. We think that both implementations are useful. The code in SageMath using floating point arithmetic and some drawings can be found at http://pc-quallbrunn.dm.uba.ar/~cesar/curve2d.
Summary.
In the first section we state our main assumption and give the definition of a data for a plane curve. It is basically the information of Steps 1,2 and 3. In Sections 2 and 3 we prove that it is possible to construct a graph isotopic to a plane curve C using Steps 1 and 2 without affecting the total complexity of the algorithm. In Section 4 we introduce the notion of refinement. This notion is useful to add more vertexes to the graph in order to produce a more accurate visualization of the curve. Finally, in Section 5 we count the operations needed to perform our implementation.
Preliminaries.
First, let us state our main assumption. Assumption 1. Let g ∈ R[x, y] be such that the curve C = {g = 0} is generically smooth. Let π 1 : R 2 → R be the projection to the first coordinate, π 1 (x, y) = x and let π = π 1 | C . Assume,
• The map π has finite fibers.
• Every critical point of π is in a different fiber.
In concrete examples, we may relax the previous assumptions by asking that every singularity of C is in a different fiber of π. In any case, these assumptions are obtained by a generic change of coordinates. In (González-Vega and El Kahoui, 1996, §3.2), the authors gave an algorithm to find a change of variables to produce a curve in general position, but, as it is said in (Gonzalez-Vega and Necula, 2002, §3.1), it is quite expensive even for moderate degrees in terms of computing times. Definition 2. Let C and π be as in Assumption 1. Let {x i } n i=1 ⊆ R be an ordered finite subset of R. We say that {x i } n i=1 is a good partition (for C or with respect to π) if n ≥ 2 and for every critical value x of π, there exists i such that x = x i and x i−1 , x i+1 are regular values of π.
Clearly
be a good partition for C = {g = 0}. For each 1 ≤ i ≤ n, consider the (possible empty) fiber,
Let us use notations from (Cucker et al., 1991, §2) . Denote by ρ(x) the number of roots of g(x, −), ρ(x) = #π −1 (x). Note that ρ(x) remains constant as long as x lies in a fixed interval (x i , x i+1 ). Moreover, the corresponding roots are given by continuos functions
The graphs of such functions ϕ i, j are the (real) branches of C over (x i , x i+1 ). Note that the continuous extension of these functions to [
The cardinal of the set {k : ϕ ik (x i ) = y i j } is called the number of half-branches to the right at (x i , y i j ) and #{k : ϕ i−1,k (x i ) = y i j } is called the number of half-branches to the left at (x i , y i j ).
We say that ({x
0 , L i j is the number of half-branches to the left and R i j is the number of half-branches to the right at (
The matrices L and R are called matrices associated to C. They are well defined because π has finite fibers. Also, L and R clearly satisfies
Example 3. Consider the nodal plane curve C given by g = y 2 − x 3 − x 2 . The roots of the ydiscriminant of g are {−1, 0}. Hence, we can take a good partition for C as {−2, −1, −0.5, 0, 1}. The fibers are,
Finally, the transposes of L and R are,
Finally, let us recall a definition from (Knuth, 1976 ) that we are going to use in the next sections.
Definition 4. Let n, m : N → N be two functions. We say that n is bounded above by m, denoted n = O(m), if there exists k ∈ N such that n ≤ km. Analogously, We say that n is bounded below by m, denoted n = Ω(m), if m is bounded above by n.
Construction of a graph from a data.
Let us characterize the matrices L and R.
there exists a graph with vertexes {(i, j) : 1 ≤ i ≤ n, 1 ≤ j ≤ d} whose geometric realization has associated matrices L and R. Meaning that the point (i, j) is connected by L i j segments to points in
and by R i j segments to points in
Proof. We are going to construct the graph iteratively. If R 11 > 0, connect the point (1, 1) with the point (2, j), where j is the first index such that
redefine R 11 and L 2 j as R 11 − 1 and L 2 j − 1. Repeat this process until R 11 = 0. Inductively, we may assume that R 11 = . . .
Redefine R i j and L i+1,k as R i j − 1 and L i+1,k − 1. Repeat this process until R i j = 0.
Finally, we need to check that this process is always possible, and for this we need the hypothesis. Note that after each redefinition of R and L, the hypothesis is still valid, hence if there exists some R i j > 0, there must exists some L i+1,k > 0.
At the end we obtain a graph with vertexes (i, j) and edges connecting them. Clearly the matrices associated to the geometric realization of this graph are L and R. Proof. Let us use ideas from (Alberti et al., 2009, §6.4) to prove that the geometric realization of G is isotopic to C. This is a well known result proved using different methods, see (Roy, 1990) . Let us denote by ϕ i,1 < . . . < ϕ i,ρ i to the (real) branches of C over [x i , x i+1 ], see Definition 2. Also, let s kl i : [x i , x i+1 ] → R be the linear function whose graph is the geometric realization of the edge in G with vertexes (x i , y i,k ) and (x i+1 , y i+1,l ),
Sort the functions {s kl i } according to their values in (x
i , x i+1 ), s i1 < . .
. < s iρ i . It is easy to prove (by induction as in Lemma 5) that
where
Clearly, F(−, 0) is the identity, F(−, 1) maps the geometric realization of G to C and F(−, t) is an embedding. The continuity of F follows from the fact that the continuous extension of
Construction of a data from a good partition.
Let us give an algorithm to construct the matrices L and R from infinitesimal information attached to regular points of C. This has the advantage of bypassing some computationally expensive algorithms, see (Cucker et al., 1991; Diatta et al., 2014; Roy and Szpirglas, 1990) . Proof. Initialize the matrices L and R according to the following criteria
Now, let us add the information about the critical points of π. Recall that if x i is a critical value, then x i−1 and x i+1 are regular. Also, that there is at most one critical point per fiber. For each critical point (x i , y i j ), define
and set R i j = r and L i j = l. By construction, ({x i }, {y i j }, L, R) is a data for C. Then, the number of additions of integers to fill the matrices L, R is 4d times the number of critical points. By Bézout, (Harris, 1992, Cor. 18.5) , the set of critical points {g = g y = 0} has O(d 2 ) points. Hence, we needed O(d 3 ) additions of integers to construct the matrices L and R from the values δ i j .
Remark 9. If we only have one singularity per fiber, for every smooth critical point (x i , y i j ) we need to initialize (L i j , R i j ) as (2, 0), (0, 2) or (1, 1). According to the next Proposition 10 this information can be obtained from the first non-zero value of g y (x i , y i j ), . . . , g y d (x i , y i j ). This process can be computationally expensive, see (González-Vega and El Kahoui, 1996, Prop. 2.3), but it is useful in practice to avoid, in some cases, the need to rotate the curve. For example, the curve 3x 4 + 5x 2 y 2 + 2y 4 − 4y 2 , an "8" figure, can be plotted without rotating it to an "∞" figure.
Proposition 10. Let C = {g = 0} be as in Assumption 1. and let (x 0 , y 0 ) ∈ C be a point such that g x (x 0 , y 0 ) 0, g y (x 0 , y 0 ) = g yy (x 0 , y 0 ) = . . . = g y r−1 (x 0 , y 0 ) = 0 and g y r (x 0 , y 0 ) 0 for some r > 0.
If r is odd, (x 0 , y 0 ) has one half-branch on the left and one half-branch on the right. If r is even, we have two possibilities. If g y r (x 0 , y 0 )g x (x 0 , y 0 ) > 0, then (x 0 , y 0 ) has two half-branches on the left and if g y r (x 0 , y 0 )g x (x 0 , y 0 ) < 0, then (x 0 , y 0 ) has two half-branches on the right. 6
Proof. Consider a parametric curve γ(t) given by γ(t) = (x(t), t), where x ′ (0) = 0. In this special case, we can infer the positions of the half-branches at γ(0) using the second derivative test, (Apostol, 1967, §4.17, Th.4.9) .
Note that the curve γ(t) = (t, x(t)) parametrizes the graph of the function x(t). If x ′ (0) = 0 and x ′′ (0) > 0, then x(t) has a local minimum at 0. This implies that γ has two half-branches on the right at t = 0. Analogously, if x ′′ (0) < 0, γ has two half-branches to the left at t = 0. Now, if x ′′ (0) = 0, we can test x ′′′ (0) and so on. Assume that x (r−1) (0) = 0 and x (r) (0) 0. If r is odd, then γ(0) has one half-branch on the left and one half-branch on the right (a saddle-point). If r is even and x (r) > 0 (resp. x (r) < 0), then γ(0) has two half-branches on the left (resp. on the right). Now, given that g x (x 0 , y 0 ) 0 and g y (x 0 , y 0 ) = 0 we can apply the Implicit Function Theorem, (Spivak, 1965, Th.2-12, p.41) . Then, there exists a parametric curve γ(t) = (x(t), y 0 + t), |t| < ε such that γ(t) ∈ C, γ(0) = (x 0 , y 0 ) and γ ′ (0) 0. Even more so, x ′ (t) = −g y (γ(t))/g x (γ(t)). Let us use the following notation:
Let us prove by induction that there exist rational functions p 1 , . . . , p r in t and x(t) with denominators of the form (g x (γ(t))) k , k ∈ N 0 , such that
where p r = −1/g x . The case r = 1 follows from the Implicit Function Theorem. Assume the case r and let us prove r + 1.
Now that we have proved the result, note that x ′ (0) = . . . = x (r) (0) = 0 if and only if g y (x 0 , y 0 ) = . . . = g y r (x 0 , y 0 ) = 0. Also, if this is the case,
the spacial curve case, we take a data for the projection of the curve to the xy-plane and a data for the projection to the xz-plane. Then, we refine both partitions to produce a common one. Another application of this process is the possibility of adding more points to a plane curve without affecting the general complexity of the algorithm, we only need to find real roots of univariate polynomials, see Lemma 13.
Complexity.
In the next lemma, we only pay attention to the computations that need floating point arithmetic, that is, finding real roots and making additions and multiplications. Derivatives, discriminants and resultants can be done symbolically. For the complexity of real root isolation, see (Pan and Tsigaridas, 2016; Sharma, 2008 Proof. In order to compute a fiber π −1 (x), we need to compute {y j } s j=1 , the real roots of a degree d univariate polynomial g(x, −). Also, we need to evaluate g y at every point (x, y j ), 1 ≤ j ≤ s ≤ d. As we proved in Theorem 8, with these information we can compute a data (and a refinement) for C.
Using Horner's method, (Knuth, 1998, §4.6.4) , the evaluation of g y at (x, y j ) requires O(d 2 ) operations.
Remark 14. If we use Proposition 10 to complete a good partition to a data (as in Lemma 13), we need to evaluate g y (x i , y i j ), . . . , g y d (x i , y i j ) at every critical point. This requires O(d 5 ) extra operations. Thus, if we start with a good partition with n = Ω(d 3 ) elements or if we refine the data with Ω(d 3 ) elements, then the computations using Proposition 10 does not alter the complexity of the algorithm.
Remark 15 (Interval arithmetic).
The success of our algorithm relies on finding real roots accurately. Standard numerical methods do not produce a certificated answer. We propose, as in (Liang et al., 2008) to work with polynomials in Bernstein form (see (Mourrain and Pavone, 2009; Muñoz and Narkawicz, 2013) ) and a bisection method. Also, we assume that g ∈ Q[x, y]. First, we find disjoint intervals of length ε containing the roots of the discriminant ∆(g), ε ∈ Q. Then, adding more intervals, we define a good partition {[x i , x i + ε]} 
