Absrruct-Consider a network with an arbitrary topology and arbitrary communication delays, in which congestion control is based on additiveincrease and multiplicative-decrease. We show that the source rates tend to be distributed in order to maximize an objective function called Fj ("F; fairne~s'~). We derive this result under the assumption of rate proportional negative feedback and for the regime of rare negative feedback. This applies to TCP in moderately loaded networks, and to those TCP implementations that are designed to interpret multiple packet losses within one RTT as a single congestion indication and do not rely on re-transmission timeout. This result provides some insight into the distribution of rates, and hence of packet loss ratios, which can be expected in a given network with a number of competing TCP or TCP-friendly sources. We validate our findings by mal@iag a multiplebottleneck scenario, and comparing with previous results [l], [2] , and an extensive numerical simulation with realistic parameter settings. We apply F$ fairness to gain a more accurate understanding of the bias of TCP against long round-trip times.
I. INTRODUCTION
There is a continuing interest on throughput and fairness issues of TCP [3] congestion avoidance. This interest is particularly nourished by the proliferation of real-time "stream" applications over the Internet (e.g. voice, video) for which it is required to be TCP-friendly, i.e. to fairly coexist with already existing TCP applications.
In one of the pioneering works, Chiu and Jain [43 formulated a set of basic principles of the additive-increase and multiplicative-decrease congestion avoidance to achieve efficiency and fairness, by analyzing the simple model of a single bottleneck.
In [5] Kelly, Maulloo, and Tan showed that a large-scale network deploying some specific form of additive-increase and multiplicative-decrease congestion avoidance tends to distribute rates according to proportional fairness. This result is commonly misinterpreted as being applicable to congestion avoidance in the Internet with TCP.
Recently, Hurley, Le Boudec, and Thiran [6] showed that in a network employing additive-increase and multiplicativedecrease, the source rates tend to be distributed in order to maximize an objective function called FA. The authors call this "FA fairness", This result is obtained by the limit mean ordinary differential equation (ODE) method, for a network operating in the regime of rare negative feedback. The pivotal assumption of that work is the rate proportional negative feedback, which the authors claim to be more realistic than one which depends exclusively on the overall load [5] . However, the result is restricted to the homogeneous round-trip time (RIT) case where the rates are updated synchronously.
In this paper, we extend the modeling of [6] to the heterogeneous RTI' case. Our result is a generalization of FA fairness, which we call F; fairness. It gives the distribution of rates in an arbitrary network employing the additive-increase and multiplicative-decrease method for congestion control, with the assumption that negative feedback is rare. We allow the roundtrip times to differ from one source to another. The rates tend to maximize an objective function called FA, whose parameters reflect the rate adaptation algorithm. To the best of our knowledge, this is the first general result encompassing many of the relevant system parameters, applicable to an arbitrary network topology with multiple bottlenecks. Our results allows to find a first order approximation of rate distributions; combined with a loss-throughput formula such as [23, [7] , this gives a prediction of the loss rates. The results are based on limit results in [8]; as such they apply only assimptotically to real network scenarios. However, our extensive simulations indicate that our results apply well in realistic cases.
The novelty of our approach is an application of the recent weak convergence results of decentralized asynchronous stochastic approximation algorithms [ 81. Our model essentially differs from [6] in that we do not assume that rate-adaptation is performed synchronously by all sources; in contrast, we use an asynchronous model where every source updates its rate based on its own round-trip time interval. Unlike the synchronous model in [4], [5] or [6], this allows us to address the case with different round-trip times. But even in the case where all roundtrip times are equal, this gives a more accurate model. Indeed, with the synchronous model, rate adjustment is based on the most recent previous rates. In reality, the feedback received by one source at the end of one round-trip time interval depends on the rates during the previous interval, shifted in time by the delay required for feedback to reach the sources. The synchronous model assumes implicitly that feedback reaches sources instantaneously. We call this assumption "stolen lag". We show with our modeling that the stolen lag assumption does not affect the distribution of average rates; by simulation, we see however that it affects the amplitude of oscillations. Note that our model ex-0-7803-5880-5/00/$10.00 (c) 2000 IEEE plicitly considers all communication delays.
We assume in this paper that the negative feedback received by sources is rare, and is proportional to the source rate. The rare negative feedback assumption is valid in a reasonably loaded network; the proportional assumption should be true with active queue management [9] (e.g. RED [IO] ) applied to otherwise FIFO queues. In addition, our model assumes a single rate updating per RTT; this fits with TCP implementations designed to cope with multiple packet losses within single RTT, i.e. that treat multiple packet losses within one RTT as a single congestion signal, and avoid re-transmission timeouts. Also, it is assumed that all sources are greedy and long-lived.
Our model does not incorporate the effect of the variation of R'IT for one given source from one feedback interval to the other. It is known that, for a network with fixed windows [ 1 I], the variation of round-trip times due to queues building up has in itself a congestion avoidance effect, which is not captured by our modeling. Another limitation is that we assume the rates to be piecewise constant, i.e. to be adjusted only once per roundtrip time. Thus, the effect of burstiness at the timescale of the round-trip time is not taken into account. In contrast, our study captures the effect of the window or rate adaptation mechanism found for example with TCP or ABR. Our results may be used as a reference fairness measure in performance evaluations of TCP-friendly rate adjustment algorithms.
In the next subsection we outline our main results.
A. Summary of the Main Results
We consider a network with multiple bottlenecks and heterogeneous round-trip times. Then, under the condition that there is no substantial queuing delay variation, and the network is operating in the regime of the rare negative feedback, the collection of rates z = (21, ..., zi, ...) is distributed such that z maximizes the objective function
subject to the constraints CjES A1,jXj 5 C I , Vl 6 L. In the formula, S is the set of sources, C the set of links, AI,^ the routing matrix (Al,i is 0 or l), q the capacity of link 1, and ~i is the RTT for flow or source i. There is one flow per source. The rate adaptation parameters are ri (additive-increase element) and (multiplicative-decrease factor); they may depend on source i.
The above result is applied to a multiple-bottleneck network topology; we obtain a closed-form for the distribution of rates. This allows us to verify the consistency of our result with existing work and with conducted simulations. We find that the results in [I J are an asymptotic case of Fi fairness for small additive-increase/multiplicative-decrease ratio relative to connection throughput.
We also gain a more accurate understanding of the bias of TCP against long round-trip times. We point out that it is important to make the difference between a bias against long RTTs (perhaps an undesirable feature) and a bias against flows with many hops (perhaps a desired feature). We see that the bias against flows with many hops is in the nature of any rate adaptation algorithm based on additive-increase and multiplicativedecrease. In contrast, a bias against long R'ITs can be attenuated with corrections such as mentioned in [I] and [ 121. Finally, we also confirm throughput loss formulas, within the limitations of our modeling.
B. Outline of the Paper
The paper is organized as follows. In Section 11, the main results are derived. Following the basic model definitions, feedback modeling is described in more detail, Then, asymptotic convergence results of the decentralized asynchronous stochastic approximation algorithms [8] are sketched. In the rest of the section, objective function F i of the algorithm of concern is derived and analyzed. In Section LII, F i result is applied to a multiple-bottleneck network topology for which a closed-form rate distribution is computed, and results are verified through numerical simulation. In Section IV, the results are discussed and compared to the related previous work. Implications of the result to the Internet are addressed in Section V. In Section VI, concluding remarks are given. In Appendix A we give the main theorem of the underlying theory [8].
DERIVATION OF THE MAIN RESULTS

A. Model Setup
The notation is developed as follows. Let set L contain network links. Then let q and 61 be the capacity and delay of link I E L, respectively. Let set S comprise sources (flows) that are active on the given network. The routing setting we describe by An additive-increase and multiplicative-decrease algorithm has the following form
7""
where ri and vi are the additive-increase element and the multiplicative-decrease factor, respectively. The random sequence { Ii,n}n>o is a negative feedback indication with values in (0,l). We assume that the negative feedback indication Ii,n is based on the feedbackreceived between n-th and n + 1-th rate updating. Consequently, it turns out that I*,n is measurable on , it is commonly assumed that li,n is computed based on Zj,nr for all j E S such that A l , i , A1,j > 0, which is indeed an unrealistic assumption.
Let us assume that all flows traversing link 2 have equal access delay to that link. Formally, A,,z = A3,t, for all i, j E S, such that Al,i, Al,j > 0. Then, it follows that I8,n depends on Zj,n-1, for all j E S such that Al,i, Al,j > 0. We refer to this assumption as a HOMRTT assumption. In addition, whenever xi,% is used where it should be xi,,,-l we refer to this as astolen lag. Feedback computation is illustrated in Fig. 2 .
B. Feedback Modeling
First, we introduce a notion of the link cost function g,(.) :
where I E C. At a given time t, the link cost is a function of the link load a-algebra .7.i:i.n ,T,,n+l) '
One can interpret g i ( f i ( t ) ) as a probability of marking a single packet at time t . We are concerned with negative feedback indication, &, , , , based on feedback received within [Ti,n, Ti,n+l).
Let us partition the interval IC, , , , r,,,,+l) Admitting the interpretation of g t ( -) as a probability of marking a single packet, it is easy to see that we do have a binomial conditional probability , (7) 1: Ai,,>O where ~i ,~+ l -ri,,, = T , for all i E S, n 2 0, and f l stands for fi(Ti,n -Ai,<) = CJES A~,~x~,~-l .
In the limit case 1 -[ x + , -l T 1 g l ( f i ) , then replacing this in (7), and neglecting the higher order products, yield Therefore, it is shown that, under the rare negative feedback assumption, (7) degenerates to the rate proportional feedback as is implicitly assumed in [6]. However, note that (8) depends on xi,n-1 and not on xi,n.
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C. Asymptotic Convergence
[ 131- [14] is concerned with an algorithm of the general form Traditional theory of the stochastic approximation algorithms Zi,n+l = xi,n + y n H i , n ( z i , n , & , n ) , i E S, where xi,n is defined on R, H j , n ( . ) : R x R + R, tz,n : R += R is a random noise, and Tn a step size. It is assumed that components zl,., i E s, are updated synchronously, facilitating the association of continuous interpolation zj(t) to discrete process {Zqn}n>o on the "natural" common iterate time {ny},?~.
However, it follows that for an asynchronous updating one has to work in real time, or at least an appropriately scaled real time
[8]. In general, for decreasing 7n, in respect to n, convergence with probability one can be obtained, while for constant small yn f y, only convergence in probability can be proven (weak convergence). The weak convergence limit is obtained for a small enough step size y, and observing interpolation of discrete time process of concern on the real time scaled by y. In the rest of this section we briefly sketch results of [8] that are applied in our work. For a complete treatment of the underlying theory the reader is referred to [8].
Let { 6~& } k ? o be a random sequence of updating intervals of Then, let 2l(t) = z&,, t E [T&,T&+l)r is a continuous interpolation on scaled real time, and 27 (.) = (2; ( a ) , i = 1,2,. . . , S), S = ]SI. From definitions of "time" processes (9) and (10) it follows x z ( t ) = 5$(Tz(t)), andi: = zT(N:(t)).
Furthermore, let AZj,n be a non-negative random variable representing a scaled (multiplied by 7) communication delay between sources i and j at the n-th rate updating of source i. -A?,j,n) Finally, from the Theorem [8] (Appendix A) particularly follows that, for the unconstrained algorithm, the weak convergence subsequence 2 is the limit set of ODE :
&(2)
U@) ' xj = -i E s.
Thus, the limit mean ODE is the same as in the synchronous case, except for an additional weight factor that takes into account frequency of the updating.
D. Fj Fairness
We identify HZn of (1 1) in the algorithm (1) where eyn+l (lzn = 1) is given by (6). delays Ai,j, then the probability of negative feedback is D. 1 F j asymptotic limits
In the limit case, as y + 0, and n + 00, we neglect scaled Let us write (23) in the following form
For 6 q n = ~i , for all n > 0, the mean vector field is
Then we develop the second term to obtain where fl(-) = CjES A l , j i j ( -) .
In our case the rate is updated at the end of each round-trip time interval, thus, 'LLi(2) = ri. Then, combining this with (19) the limit mean ODE (17) We use (26) and (27) in Section V to understand the bias of TCP against long RTTs.
AN EXAMPLE OF 8 ' ' FAIRNESS -
MULTIPLE-BOTTLENECK
In this section we consider a multiple-bottleneck topology depicted in Fig. 3 . In this scenario we distinguish class 0 flows, traversing tandem of I links, and class i flows traversing a single link i, i = 1,2, . . . ,I. Let ni be the number of flows belonging to class i. flows. Finally, we consider a few special cases for some reasonable parameters setup as is given in Table I . It can be observed that various faimess objectives are achieved depending on the endsystem parameters and RTTs.
A. Simulation Results
Then,
We perform an extensive numerical simulation study of the multiple-bottleneck scenario shown in Fig. 3 . Let Si" and , gut be access delays of class i flow, as depicted in Fig. 3 . Note that the definition of the multiple-bottleneck encompasses both a single bottleneck with different RTTs (I = l), and a multiple bottleneck case, as is considered separately in [l] . To facilitate computation, all delays and rate updating intervals are set as multiples of E > 0. All events corresponding to the rate updating are aligned in respect to the sequence of E slots. We use the same .. In Fig. 4 and 5 the HOMRlT network is considered with stolen lag and no stolen lag assumption, respectively. The simulations confirm what follows from the model (Section II-D) that rates are distributed according to Fi regardless wheather the feedback is based on the last rate updating or on the value that is one lag behind.
In Fig. 6 and 7 , for the HETRTT scenario, the FA and F$ analytical results are plotted against respective simulation counterparts. It is evident that the Fi matches the simulation results by taking into account diversity of the R'ITs. Fig. 8 demonstrates how the additive-increase proportional to the R'IT [l], for the HETRTT network, corrects the bias against the connections with long R'ITs, thus the simulation results conform to both FA and F; fairness.
In Fig. 9 we consider the multiple-bottleneck network with 2 links, such that all access delays are zero except the egress link of class 1 flows and ingress link of class 2 flows, which are set 0-7803-5880-5/00/$10.00 ( c ) 2000 IEEE equal and varied such that the network setting gradually shifts from the HETRlT case (the leftmost point, Fig. 9 ) to the case where 71 and 72 are double of TO (the rightmost point, Fig. 9 ).
The results substantiate the validity of F i and illustrate how the system operates according to different fairness criteria depending on RlT.
IV. DISCUSSION AND RELATED W O R K
To simplify the presentation let us consider the HOMRTT network with synchronous rate updating and common RlT, r , where ( Z k } k z O represents a sequence of rate vectors. In Section 11-A we argued that n + 1-th rate updating zn+l is based on the feedback depending on xn-l, and not on x n r as is commonly assumed in the existing work, e.g. [4]- [6] . Recall that we refer to this as the stolen lag. From the weak convergence it follows that the stolen lag is not relevant in respect to the limit mean rate distribution. However, the rate dynamics with no stolen lag has a higher variance. Intuitively, this can be explained as follows. Let us assume that the network operates in the steady state and the packetloss ratio is small and constant. Then, negative feedback is mainly driven by either or q r S -l , for the stolen lag and no stolen lag, respectively. During the period of rate decreasing, at n + 1-th rate updating, rate q,,, is further decreased with probability proportional to either xi,n, or zi,,,-l, for the stolen lag and no stolen lag, respectively. Since zi,,,-l 2 qn. it follows that with a higher probability the rate is further decreased with no stolen lag, compared to the stolen lag case. Analogous reasoning applies also for a period of the rate increasing. This implies a higher variance of the rate for the case with no stolen lag. We substantiated the above argument by Markov chain modeling of a discrete process E , for which we computed stationary distribution, for both cases. However, due to the space limitations these results are not shown here. Instead, in Fig. 10 and 11, the 
v. APPLICATION TO THE INTERNET
A. Bias Against Connections with Long RTTs
Our fundamental result allows us to better understand the bias of TCP against connections with long round-trip times.
First, for any congestion control mechanism, if the distribution of rates tends to maximize a concave utility function, then flows with many hops are likely to receive a small rate [5]. Since Fj is concave with si, this is true with our system, whatever the rate adaptation parameters ~i and qi are. This is probably a desired bias, since flows with many hops use more network resources. In practice, many hops often mean larger RTT, but not always.
Second, both the specific values of the rate adaptation parameters, ri and qi, and the update frequency 1/ri also play a role (ri is the RTT for source i). With TCP-Reno, with no delayed ACKs, we have: ~i = MSSJ7-i -in the congestion avoidance phase, with no delayed ACKs, the window is effectively increased by one packet per RTT (resp. 1/2 packet for delayed ACKs). In the formula, MSSi is the packet size for source i. qi = 0.5 -when a loss is detected, the target window size is divided by a factor 2. This results in an obvious bias against long RTTs: the increase element ri is smaller, and less frequent for long RTTs.
A fix to this undesired bias has been proposed in [ 13; it consists in setting the increase element to ~i = Kri, where K is a common constant. This is actually done by multiplying the window increase parameter by .,", considering that the rate is equal to the window size divided by Ti. In the limiting case where rates zi are large, we can apply the first order development (26) and obtain that the rates tend to maximize -ClES $, thus there is no bias against long R'ITs in this case (but the bias against many hops does exist). However, the non-linear nature of F i indicates that this is not always true. If some rates are small, for example in a very loaded network, then their utility function equals to (-log(Kri) + log T~) , or if this holds for all flows, then the distribution of rates tends towards weighted proportional fairness (27), with a weight equal to the inverse of the RTT. Thus there might still remain an undesirable negative bias against long R?Ts for precisely those sources that are not able to obtain a large rate. We can verify this bias in the results illustrated in Fig. 12 . However, note that in practice, the case where sources have small rates might not correspond to the regime of rare negative feedback, which is assumed in our paper. A verification by simulation is thus required, and remains to be done.
B. TCP throughput-loss forniula
A
In the steady-state, supposing that gl(.) << 1, qi = XIEL ,&igl(fi) corresponds to the packet loss-ratio. In the limit case 2 = 0, as t -b 00, from the limit mean ODE (20) throughput-loss formula where, from ( 3 9 , C = fi (resp. C = l), for not delayed ACKs ri = 1/r, (resp. for delayed ACKs ri = 0.5/ri), and in both cases vi = 1/2. The reported measurements [2] indicate that C varies substantially for different TCP implementations.
In the derivation of (35) we used a conditional probability of negative feedback equal to xiri , , , , g1( fi). However, in Section 11-B it is shown that, in generd, conditional probability 
Let yf be a solution of (37) and xf be given by (35). Then we compute a correction factor C* = ylC/xf, which is plotted in Fig. 13 . It is evident that C* depends significantly on the lossratio qf . We computed Least Square Error (LSE) fitting of the function zi = C'/(T,q?) to the solution of (w), in respect to parameters (C, a = 0.5), and (e, a), over d u e s of q: and q as indicated in Table 11 . Finally, it turns out that the fitted values (Table 11 ) are in agreement with the parameters fitted to the measured data of a set of TCP implementations [23.
VI. CONCLUSION
We have shown that under certain reasonable assumptions, congestion avoidance based on additive-increase and multiplicative-decrease shares throughput according to a generalization of FA fairness, which explicitly accounts for communication delays and differences in round-trip times. It is important to note that this influence does not come into play because of the delayed feedback to the end-systems, but it is a fundamental consequence of the diversity of the rate updating intervals. It is demonstrated that different fairness objectives can be achieved depending on the values of additive increments and RI%. It is shown that throughput results [l] are an asymptotic case of F j , for small additive-increaselmultiplicative-decrease ratio relatively to connection throughput. We also gave some insight into the bias against flows with long round-trip times. Further research should concentrate on analyzing the impact of R?T variations due to queueing. If L c is asymptotically stable in the sense of Lyapunov, then Vp > 0 3 Tp > 0 s.t. fort 2 T,, Il*(t), Lcll < p. Als0.W' > T,, For large T and Ti > T, 27(.), t E [T,Ti] , spends nearly all of its time in a small neighborhood of L c . Now, drop the constraint set C and suppose that {2x;r,n] is bounded with probability one. Then the above conclusions continue to hold with z , ( t ) = &(t) = 0 and L c replaced by some limit set of (42).
