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GEOMETRY OF THE PRYTZ PLANIMETER
Robert L. Foote
Wabash College
Abstract. The Prytz planimeter is a simple example of a system governed by a non-
holonomic constraint. It is unique among planimeters in that it measures something more
subtle than area, combining the area, centroid and other moments of the region being mea-
sured, with weights depending on the length of the planimeter. As a tool for measuring area,
it is most accurate for regions that are small relative to its length.
The configuration space of the planimeter is a non-principal circle bundle acted on by
SU(1, 1) (≈ SL(2,R)). The motion of the planimeter is realized as parallel translation for a
connection on this bundle and for a connection on a principal SU(1, 1)-bundle. The holonomy
group is SU(1, 1). As a consequence, the planimeter is an example of a system with a phase
shift on the circle that is not a simple rotation.
There is a qualitative difference in the holonomy when tracing large regions as opposed
to small ones. Generic elements of SU(1, 1) act on S1 with two fixed points or with no
fixed points. When tracing small regions, the holonomy acts without fixed points. Menzin’s
conjecture states (roughly) that if a planimeter of length ` traces the boundary of a region
with area A > pi`2, then it exhibits an asymptotic behavior and the holonomy acts with two
fixed points, one attracting and one repelling. This is obvious if the region is a disk, and
intuitively plausible if the region is convex and A pi`2. A proof of this conjecture is given
for a special case, and the conjecture is shown to imply the isoperimetric inequality.
A planimeter is a mechanical instrument used to determine the area of a region in the
plane. The user moves a “tracing point” around the boundary of the region. When the
tracing point returns to its starting point, some feature of the instrument does not quite
return to its initial position. This can be interpreted as holonomy, and is related to the
area of the region.
Most planimeters consist of a rod, one end of which is the tracing point T . A wheel
is attached to the rod that partially rolls and partially slides on the paper as the tracer
point is moved. The most familiar such instrument is the polar planimeter (Figure 1(a)),
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invented by Jacob Amsler in 1854, in which the end of the rod opposite the tracer point
is hinged to a secondary rod, restricting its motion to a circle. In the linear planimeter
(Figure 1(b)) the other end of the tracing rod is restricted to move along a linear track.
The “roll” of the wheel is recorded on a scale, which reads out the area when the tracer
point returns to its starting point. These work because the wheel mechanically integrates
a 1-form that differs from 1
2
(−y dx+x dy) by an exact form (see [Fo1] for details and other
references).
Figure 1(a). Polar Planimeter. Figure 1(b). Linear Planimeter.
The Prytz planimeter (Figure 2), in contrast, contains no internally moving parts. It
consists simply of a rod with its ends bent at right angles. One end, the tracer point T ,
is sharpened to a point. The other end, C, is sharpened to a chisel edge parallel to the
rod. The chisel edge is usually slightly rounded, making it look similar to a hatchet, and
consequently the device is also known as a “hatchet planimeter.” It was invented in about
1875 by Holger Prytz, a Danish cavalry officer and mathematician, as an economical and
simple alternative to Amsler’s planimeter. Prytz referred to it as a “stang planimeter,”
“stang” being Danish for “rod.” An amusing account of the history of the Prytz planimeter
is given by Pedersen [Pe]. For a very complete history of planimeters through 1894, see
Henrici [He].
Figure 2. Prytz planimeter. Figure 3. Standard tractrix.
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To use the planimeter, grasp it at the end with the tracer point, keeping its ends
perpendicular to the plane. Move the tracer point along some curve taking care not to
apply any torque to it. As T moves along the curve, C follows a pursuit curve that is
always tangent to the rod. The paths of T and C are similar to those followed by the front
and rear wheels of a bicycle. Note that if T is moved along a straight line, the path of
C is a standard tractrix (Figure 3). Thus when T moves along an arbitrary curve γ, the
path of C is called a tractrix of γ. Tractrices of various curves, particularly of circles, are
considered in [L,Mo,Pou].
To measure the area of a region Ω, start T at some base point B on ∂Ω, and note
the initial position of C. As T moves around ∂Ω, C describes a zig-zag path (Figure 4),
which Richard Bishop has likened to the motion of parking a car. When T gets back to B,
the chisel edge C does not return to its starting point—it has undergone a displacement.
Multiply the displacement σ of C by the length ` of the rod and you have the area.
Actually it’s only an approximation, but the error turns out to have a very nice geometric
description.
We have implicitly assumed here that ∂Ω consists of a simple, closed curve, so Ω is
bounded and simply connected. To precisely describe the behavior of the planimeter, we
will also need to assume that ∂Ω is piecewise C1. These assumptions about Ω will be made
for the rest of the paper without further comment.
Figure 4. Motion of the Prytz planimeter.
Despite its simplicity and inherent inaccuracy as a measuring tool—in fact, because of
its inherent inaccuracy—the Prytz planimeter is more interesting mathematically than the
polar planimeter.
After giving the elementary theory of the Prytz planimeter, we will discuss Menzin’s
conjecture on how the planimeter behaves when tracing large regions and its connection
to the isoperimetric inequality, the analytic approach of the inventor and one of his con-
temporaries, the behavior of the planimeter as a non-holonomic system—most specifically
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as parallel translation for a connection on a principal SU(1, 1)-bundle and for the induced
connection on an associated circle bundle—and finally, a proof of a special case of Menzin’s
conjecture.
1. Elementary Theory
Let p and q be distinct points in R2, and consider the segment joining them. Let N be
the unit vector perpendicular to the segment so that q−p and N form a positively-oriented
frame.
Figure 5. Figure 6.
If the segment moves slightly, an infinitesimal oriented area is swept out (Figure 5). If
m = 1
2
(p + q) is the midpoint of the segment, then this area is given by dA = `N ·dm =
1
2`N ·(dp+ dq), where ` is the length of the segment (which can be variable), and dp, dq,
and dm are the infinitesimal displacements of p, q, andm, respectively. Note that N points
in the direction of motion for which the area is counted positively.
Let dσ = N ·dp be the component of dp in the direction of N . Noting that the infinites-
imal rotation of the segment is dθ = 1`N ·(dq − dp), where θ is the angle of inclination of
the segment relative to some fixed direction, the expression for the infinitesimal area can
be written as dA = ` dσ + 12`
2 dθ.
These expressions for dA are intuitively plausible. If dp = dq, then dA = `N ·dm =
1
2`N ·(dp+dq) is just the area of a parallelogram. If dp and dq are parallel to the segment,
they are orthogonal to N and no area is swept out. If the segment rotates about its
midpoint, then dm = 0 and the oriented areas swept out by the two halves of the segment
cancel. These motions account for all four dimensions of the configuration space of the
moving segment, and so any infinitesimal motion of the segment is a linear combination of
these. A similar intuitive argument can be made for dA = ` dσ + 1
2
`2 dθ. More rigorously,
the expression dA = `N ·dm is the integrand in the two-dimensional version of Guldin’s
formula for the area swept out by a moving segment [Cou,Fo1].
The formula for infinitesimal rotation (which will be needed later) is easily obtained by
differentiating N ·(p− q) = 0 and noting that dN/dθ is the unit vector u = 1` (p− q). We
get 0 = u dθ·(p− q) +N ·(dp− dq) = ` dθ +N ·(dp− dq).
If the endpoints of the moving segment trace out curves, the expressions for dA can be
integrated, yielding the total oriented area swept out. In particular, if the endpoints trace
out closed curves (Figure 6), it is easy to show [Fo1] that the oriented area swept out is
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Aq − Ap, where Ap and Aq are the oriented areas enclosed by curves traced out by p and
q, respectively.
The moving segment becomes a Prytz planimeter if we fix its length ` and use the
endpoint q as the tracer point T . The behavior of the planimeter is then given simply
by the non-holonomic restriction dσ = 0, that is, the infinitesimal movement of the chisel
point C has no component in the direction of N . As a consequence, dA = 1
2
`2 dθ and the
total oriented area swept out by the planimeter at any moment is A = 1
2
`2∆θ, where ∆θ
is the net rotation of the planimeter. This gives a simple proof that the area under the
standard tractrix (Figure 3) is 1
4
pi`2.
Now consider what happens when the tracer point is moved around the boundary of
a region Ω in the positive direction, starting and ending at some base point B ∈ ∂Ω
(Figure 4). The chisel point C does not return to its original position. For regions that
aren’t too large relative to ` (and for which the planimeter gives the most accurate results,
as we will see), the chisel point comes to rest at a point close to its original position. Now
imagine the user fixing the tracer point T at B and rotating the planimeter about B (this
motion violates the non-holonomic constraint) so that C moves along a circle back to its
initial position (we will call this circle—with center B and radius `—the “initial circle”).
As both endpoints would now have traced out closed curves, the oriented area swept out
is Aq − Ap = AΩ − Aγ , where AΩ is the area of Ω and Aγ is the oriented area enclosed
by the curve γ formed by the zig-zag path of C during the normal use of the planimeter
plus the arc of the initial circle from the final position of C back to its initial position.
The oriented area Aq − Ap also equals the integral of dA = ` dσ + 12`2 dθ. As the initial
and final angles of the planimeter are the same, dθ integrates to 0. Along the part of γ
followed by the chisel we have dσ = 0, but along the part of γ that is the arc of the initial
circle, dσ integrates to σ, the length of that arc. Thus we have
AΩ −Aγ = `σ, or AΩ = `σ +Aγ ,
and we see that the error made by the approximation AΩ ≈ `σ is Aγ . In a typical use of
the planimeter, the curve γ encloses a number of “triangular” regions. These regions are
generally small compared to Ω. Moreover the boundaries of those regions inside the initial
circle are traced with the opposite orientation of those outside, and so their oriented areas
have opposite signs in their sum Aγ. Keeping this in mind, a good starting position is one
that will result in the chisel edge spending part of its time inside the initial circle and part
of its time outside. For example, one could start with the planimeter perpendicular to a
line that roughly bisects the region.
Another way to minimize the error, suggested by several authors [Ba,Cr,Hi,K,Pr1-
4,Sa,St], is to draw a line segment from B to the centroid Bc of the region. Instead
of starting the tracer point at B, start at Bc. Trace along the segment BBc to B, then
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around the curve, and finally back along BBc, stopping at Bc, as suggested in Figure 2.
This, of course, leads to the problem of locating the centroid, which is at least as hard as
computing the area! In practice, one simply guesses. Prytz and Hill are the only authors
who give any argument that the centroid should be used as the base point (outlined in
Section 3). The other authors simply appeal to this as a geometrically plausible way to
balance the triangular regions inside and outside the initial circle.
Similar arguments can be made to explain how other planimeters work, and have ap-
peared in a variety of forms dating from the early 1800’s (see [Fo1] for references). The
argument given above to explain the behavior of the Prytz planimeter in particular is due
to Henrici [He], who was the first to give a common theoretical setting for most of the
planimeters invented up to 1894. This argument also appears in a paper by Kriloff [K],
and may have been discovered independently by him.
It is interesting that this simple geometric argument can be made without referring to
the exact relationship between the movement of the tracer point and the angle θ between
the planimeter rod and some fixed direction. This relationship is the focus of much of
the rest of the paper. Recall the expression for the infinitesimal rotation of a moving
line segment, ` dθ = N ·(dq − dp), which for the planimeter becomes ` dθ = N ·dq, since
dσ = N ·dp = 0. If the tracer point T = q follows the curve γ : R → R2, the differential
equation governing θ is then ` dθdt = N ·γ′(t). If θ measures the angle between the planimeter
and the x-axis, i.e., p−q = `(cos θ i+sin θ j), the equation becomes ` dθdt = sin θ dxdt −cos θ dydt .
If the tracer point moves along the x-axis with x = t, as in Figure 3, we get ` dθ
dx
= sin θ,
the solution of which is easily seen to be
tan
θ
2
= Aex/`. (1)
This can be rewritten as tan θ = − csch(a+x/`), where a = logA. If the planimeter starts
perpendicular to the x-axis when x = 0, then a = 0, and so tan θ = − csch(x/`). This is
the slope of the line tangent to the tractrix when that curve is parameterized by the point
where the tangent meets the axis (see, e.g., [Cox]):
τ(x) =
(
x− ` tanh(x/`), ` sech(x/`)). (2)
Variations of the Prytz planimeter have been made, the most notable ones being by
Goodman and Scott. As we have seen, the length of the arc along the initial circle between
the initial and final locations of the chisel edge is the important quantity to measure, and
not simply the distance between these points, although the latter is usually adequate. The
variations due to Goodman and Scott allow the direct measurement of this arc. Goodman
[G] incorporated a curved scale with radius ` into the planimeter rod, so the scale lies along
the initial circle when applied to the points (Figure 7). Scott’s variation [Sc] implements
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the idea in the discussion above that brings the chisel end of the planimeter back to its
initial position. He put a wheel next to the chisel edge with its axis parallel to the rod.
This wheel does not contact the paper during the tracing of ∂Ω, but rides slightly above it.
When the tracing point returns to the base point, the planimeter is tilted slightly, bringing
the wheel into contact with the paper. The user then rotates the planimeter around the
tracer point. The wheel rolls along the initial circle between the points, measuring the arc-
length. Both inventors, particularly Scott, seemed to believe that they were addressing the
cause of the instrument’s error, but the proof above and the analysis by Prytz and Hill in
Section 3 show that the error is more complicated (and more interesting) than this.
Figure 7. Goodman’s planimeter.
The planimeters of Prytz, Goodman, and Scott were all marketed (the original Prytz
planimeter was produced by the firm of Knudsen in Copenhagen [Pe]). The additional
details of the latter two, however, defeated Prytz’s original purpose of economy relative
to Amsler’s planimeter. In reaction to Goodman and Scott, Prytz [Pr3] advised engineers
“rather than use the ‘improved stang planimeters,’ let a country blacksmith make them a
copy of the original instrument.” A collector has sent the author two photographs, one of
a Prytz planimeter manufactured in the Netherlands and one of a Goodman planimeter,
which are posted on the author’s web page (URL at the end of this paper). The author
would be very interested to learn of other instruments of this type that still exist.
2. Menzin’s Conjecture and the Isoperimetric Inequality
When the planimeter traces the boundary of a polygonal region Ω with edges that are
large compared to `, the length of the planimeter, it is intuitively clear that the path
of C asymptotically approaches a particular tractrix that is closed, and that when the
planimeter follows this closed tractrix, it makes a complete rotation. This also happens
when Ω is a disk of radius R > `; it is easily shown that the closed tractrix is a circle of
radius
√
R2 − `2. Furthermore, it is intuitively plausible for large convex regions. After
much experimentation, Menzin [Me] conjectured that this happens whenever AΩ > pi`
2.
The last section contains a proof of Menzin’s conjecture when ∂Ω is a parallelogram.
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In spite of its title (having to do with Amsler’s planimeter), the paper by Morley [Mo]
goes into considerable detail on the tractrices of circles. In addition to the case where
R > `, he notes that when R = ` the asymptotic tractrix reduces to the center of the
circle, but it is attractive only from one side. When R < ` each tractrix is made up of
regularly spaced cusps.
It turns out that Menzin’s conjecture implies the isoperimetric inequality. To see this,
note that when C follows the closed tractrix, dA = ` dσ + 12`
2 dθ integrates to pi`2, since
dσ = 0 and the planimeter makes a complete rotation. Since C traces a closed path,
the total area swept out is AΩ − AC , where AC is the area enclosed by the path of C
(which does not include an arc of the initial circle). Furthermore, note that dA can be
written as dA = ` dσT − 12`2 dθ, where dσT = N ·dq is the component of dq (the infinitesimal
displacement of the tracer point) in the direction of N . This expression for dA integrates
to `σT − pi`2, where σT =
∫
dσT . (Note that if a wheel is mounted on the rod at T similar
to the wheel on a polar or linear planimeter, then σT is the total signed distance the wheel
rolls.) Thus we have
pi`2 = AΩ − AC = `σT − pi`2.
By Menzin’s conjecture this holds under the assumption that AΩ > pi`
2. In the limiting
case where AΩ = pi`
2, we have AC = 0. A little algebra yields σ
2
T
= 4piAΩ. Noting that dσT
measures only a component of the infinitesimal distance the tracer point moves (dσT ≤ ds),
we have σT ≤ L∂Ω, where L∂Ω is the length of ∂Ω. The isoperimetric inequality follows:
L2∂Ω ≥ σ2T = 4piAΩ.
Furthermore, L2∂Ω = 4piAΩ implies dσT = ds, that is, the tracer point only moves in the
direction perpendicular to the rod. In this case the chisel edge does not move at all, and
the tracer point describes a circle of radius `. Thus the isoperimetric inequality is an
equality only if ∂Ω is a circle.
For other connections between planimeters and isoperimetric inequalities, see [Fo1&2].
3. Analysis by Prytz and Hill
Prytz and Hill studied the “stang” planimeter analytically, rather than geometrically.
Prytz’s original paper [Pr1] was published anonymously in Danish under the pseudonym
‘Z’ (see [Pe] for the story behind this). His subsequent short notes on this are very tersely
written [Pr2&4]. Hill’s account is much more readable [Hi].
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Figure 8.
Both authors use (1) to write an infinite series expansion for the rate at which θ changes
when the tracer point moves along an arbitrary curve (Figure 8). Hill, who keeps more
terms, gets
`2
dθ
dϕ
=
(
r2
2
+
r4
8`2
+
r6
144`4
+ . . .
)
+
(
r3
3`
+
r5
30`3
+ . . .
)
cos(ϕ− θ).
Here (r, ϕ) are polar coordinates of the tracer point T about the base point B.
Their analysis depends on the function r/` being small on the path followed by the
tracer point, which is to say, that Ω is small and that the base point B is not far from Ω,
both relative to `, the length of the planimeter. As the tracer point moves around ∂Ω, the
dominant terms not depending on θ integrate to∫
∂Ω
r2
2
dϕ = A and
∫
∂Ω
r4
8`2
dϕ =
1
2`2
∫
Ω
r2 dA =
IB
2`2
,
where A is the area of Ω and IB is the second moment (the moment of inertia) of Ω about
B.
Assuming the initial direction, θ = 0, of the planimeter is the positive x-axis, and
that |θ| stays small (which follows from the assumption that r/` is small), Hill writes the
remaining most dominant term as
1
3`
∫
∂Ω
r3 cos(ϕ− θ) dϕ = 1
3`
∫
∂Ω
r3
(
cosϕ+ θ sinϕ− 1
2
θ2 cosϕ+ . . .
)
dϕ,
and observes that
1
3`
∫
∂Ω
r3 cosϕdϕ =
1
`
∫
Ω
x dA =
Ax
`
,
where x is the x-coordinate of the centroid. Prytz and Hill thus have the approximation
`σ = `2∆θ ≈ A+ Ax
`
+
IB
2`2
= A
(
1 +
x
`
+
R2B
2`2
)
,
9
where R2B is the mean-square distance of points in Ω from B. Although they don’t say it
explicitly, it is easily seen that the error in this approximation is O((d/`)3), where d is the
diameter of the set Ω ∪ {B} (or simply the diameter of Ω if B ∈ Ω). Thus the error made
by the approximation A ≈ `σ is O(d/`).
Note that when measuring small regions, ∆θ is small but non-zero, that is, the chisel
edge does not come to rest in the place where it started. As we will see in the next section
and at the end of the last section, this can happen if the planimeter traces the boundary
of a large region or a curve that bounds an oriented area of 0.
Prytz and Hill recommend measuring the region twice with the same base point but
with opposite initial directions, and averaging the results. Prytz’s reasoning on this is not
clear, but Hill notes that the x term will have opposite signs in the two measurements,
and so will drop out in the average, giving the approximation
`σ ≈ A+ IB
2`2
= A
(
1 +
R2B
2`2
)
,
where σ is the average of the displacements in the two measurements. From this, the error
in the approximation A ≈ `σ is O((d/`)2). Note that x also vanishes if the centroid is on
the line through B perpendicular to the initial position of the planimeter, agreeing with the
intuitive observation in Section 1 that a good starting position is one that is perpendicular
to a line bisecting the region.
The term IB = AR
2
B is minimized when B is the centroid, which accounts for the
recommendation of Prytz and Hill that the tracing start and end at the centroid.
From this analysis it appears that the holonomy ∆θ of the Prytz planimeter is some
combination of all of the moments of Ω about the base point B. It is hoped that the
modern approach taken in the next sections will lead to a better understanding of the
relationship between these.
4. Motion of the Prytz Planimeter as
Parallel Translation in a Fiber Bundle
The configuration space for the Prytz planimeter is E = R2 ×S1, where the first factor
is the location of the tracer point and the second factor is the angle giving the direction of
the planimeter. We will consider E
pi−→ R2 as a trivial circle bundle, where pi is projection
onto the first factor. If the tracer point follows a curve γ in R2, the resulting motion of
the planimeter defines a section of this bundle along γ. We will see that this motion is
described as parallel translation of an Ehresmann connection on E
pi−→ R2. Thus, when
the planimeter traverses the boundary of some region, its net rotation ∆θ is an example of
the holonomy of this connection. Our main source for connections and parallel translation
in fiber bundles is [KMS], but also see [Poo]. Many of the results in this and the next
section illustrate the general theory in [KMS].
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Intuitively, the motion of the tracer point along a curve induces a one-parameter family
of diffeomorphisms of the fiber S1 (in which the fibers over different points are identified by
projection E → S1 onto the second factor, i.e., by the triviality of the bundle). It is clear
that these diffeomorphisms are not simply rotations. For example, if the tracer point is
moved along a straight line, the diffeomorphisms have two common antipodal fixed points,
one attracting and one repelling, the repelling fixed point being the fiber element in the
direction of motion. As another example, consider the holonomy determined by tracing
the boundary of a region that is small relative to the length of the planimeter. As seen
in Sections 1 and 3, the resulting diffeomorphism of the initial circle (which is the fiber
over the base point where the tracing begins and ends) is only approximately a rotation,
since the net rotation of the planimeter depends on its initial direction. Thus E
pi−→ R2
should not be viewed as a principal bundle in this context, since the group G acting on the
fiber is not the group of rotations (more precisely, the connection on E
pi−→ R2, defined
below, is not principal). In the next section we will determine the group G, and see that
E
pi−→ R2 is, in fact, an associated bundle of a G-principal bundle, and that the connection
on E
pi−→ R2 is induced by a connection on this principal bundle.
Take (x, y, θ) as coordinates on E, where (x, y) are base coordinates and θ is the fiber
coordinate. The tracer point and chisel edge then have coordinates q = (x, y) and p =
(x+ ` cos θ, y + ` sin θ), respectively, and the forward-pointing normal (from Section 1) is
N = sin θ ∂∂x − cos θ ∂∂y .
The expression dσ = N ·dp, defined in Section 1, is a 1-form on E. It is not exact, and
henceforth will be denoted simply as σ. The coordinate expression for σ is
σ = sin θ dx− cos θ dy − ` dθ,
and so the motion of the planimeter is governed by the non-holonomic condition
σ = 0, or ` dθ = sin θ dx− cos θ dy. (3)
For e = (q, θ) ∈ E, let He = kerσe ⊂ TeE. The vector fields
X =
∂
∂x
+
1
`
sin θ
∂
∂θ
and Y =
∂
∂y
− 1
`
cos θ
∂
∂θ
(4)
form a basis for He at each e ∈ E, and pi∗|He : He → Tpi(e)R2 is clearly an isomorphism,
where pi∗ is the differential of pi. It follows thatH = {He | e ∈ E}, viewed as a sub-bundle of
TE → E, forms the distribution of horizontal subspaces of a connection on E pi−→ R2 (see
[KMS, §9.3]). The connection form is the 1-form Φ = −1
`
σ⊗ ∂
∂θ
, which takes values in the
bundle V of vertical vectors, where Ve = ker(pi∗)e ⊂ TeE. More precisely, Φe : TeE → Ve,
defined by Φe(W ) = −1`σ(W ) ∂∂θ
∣∣
e
, is projection onto Ve with kernel He. If the tracer
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point of the planimeter follows a piecewise smooth curve γ in R2, the resulting motion of
the planimeter defines a curve γ˜ in E covering γ such that γ˜′(t) ∈ Hγ˜(t) for all t, by virtue
of (3). Thus the motion of the planimeter is parallel translation for this connection.
The connection is also determined by its Christoffel form Γ, which is a 1-form on R2
with values in X(S1), the Lie algebra of smooth vector fields on S1. (See [KMS,§9.7].
There needs to be just one Christoffel form since the bundle is trivial.) Suppose the tracer
point of the planimeter is at q ∈ R2 moving with velocity v = a ∂∂x + b ∂∂y . The induced
vector field w = Γ(v) = c(θ) ∂
∂θ
on S1 is given by applying (3):
` c(θ) = ` dθ(wθ) = (sin θ dx− cos θ dy)(v) = a sin θ − b cos θ.
Consequently,
Γ(v)θ = wθ =
1
`
(a sin θ − b cos θ) ∂
∂θ
. (5)
More directly, given θ ∈ S1, let vθ = v + 0 ∂∂θ ∈ T(q,θ)E. Then w = Γ(v) is defined by
Γ(v)θ = −Φ(vθ) = 1`σ(vθ) ∂∂θ (an identification is being made here between the fiber Eq =
{q}×S1 and the model fiber S1). In either case we can write Γ = 1
`
(sin θ dx−cos θ dy)⊗ ∂
∂θ
.
In general, a connection on a fiber bundle need not be complete, that is, parallel trans-
lation need not be defined for all elements of the bundle along all piecewise smooth curves.
However if the fiber is compact, as in the present case, then the connection is necessarily
complete, and so is properly called an Ehresmann connection. This follows from a com-
ment in [KMS, §9.9], or by the following standard argument. Suppose γ : [0, 1]→ R2 is a
piecewise smooth curve. Let  > 0 and extend γ to have domain I = (−2, 1 + 2), and
consider the pull-back connection on the pull-back bundle γ∗E → I. Let f : I → R be a
function with support in (−, 1 + ) that is identically 1 on [0, 1]. Let T be the horizontal
lift of the vector field f d
dt
to γ∗E. Then T has compact support (by the compactness
of the fiber), and so is a complete vector field. As the flow of T over [0, 1] represents
parallel translation along γ from γ(0) to γ(1), the connection is complete. Note that this
implies the intuitive observation made at the beginning of this section that the motion of
the tracer point along a curve induces a one-parameter family of diffeomorphisms of S1,
or equivalently, a family of diffeomorphisms between the fibers of E over points along the
curve.
The vector fields X and Y , given in (4), are, respectively, the horizontal lifts of ∂∂x and
∂
∂y for this connection. The curvature is given by the Lie bracket R(X, Y ) = [X, Y ] =
1
`2
∂
∂θ
(see [KMS, §9.4]). The vector fields X , Y , ∂
∂θ
form a frame on E. The dual frame is easily
seen to be dx, dy, −1
`
σ. In terms of this frame we have R = 1
`2
(dx∧dy)⊗ ∂
∂θ
. We see that
if the tracer point moves counterclockwise around an infinitesimal rectangle with edges
∂
∂x = pi∗(X) and
∂
∂y = pi∗(Y ), then the infinitesimal motion of the fiber is
1
`2
∂
∂θ , which is
also counterclockwise. It follows that the holonomy group (which will be determined in
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the next section) must contain the rigid rotations, although from the results of Sections 1
and 3, it contains more than this.
Although the connection defined here on E → R2 is not principal, it’s interesting to
observe that the curvature can be computed using a “covariant exterior derivative” as on
a principal S1-bundle [KMS, §11.5]. If α is a 1-form on E, then dhα is defined to be the
horizontal component of dα, that is, dhα(X, Y ) = dα(PX, PY ) for X, Y ∈ TeE, where
P : TeE → TeE is projection onto He with kernel Ve. Let ω = −1`σ so that Φ = ω ⊗ ∂∂θ .
One computes that dω = −1
`
ω∧(cos θ dx+sin θ dy)− 1
`2
dx∧dy. The horizontal component
of this is Ω = dhω = − 1`2 dx∧ dy. The curvature form Ω is related to the curvature tensor
R in the usual way, namely, R = −Ω⊗ ∂
∂θ
.
5. E
pi−→ R2 as an Associated Bundle
We will now see that the bundle E = R2 × S1 pi−→ R2 is an associated bundle of
a principal bundle, and that the connection on E is induced from a connection on this
principal bundle. As a comparison, and to further Bishop’s analogy of the motion of the
planimeter with that of a car, see [Fe]. Our main references for principal bundles are [KMS,
KN].
As noted in the previous section, since the connection on E → R2 is complete, motion
of the tracer point along a piecewise C1 curve in R2 induces a one-parameter family of
diffeomorphisms. The diffeomorphisms induced by all piecewise C1 curves lie in some
smallest subgroup of Diff(S1), the group of all diffeomorphisms of S1. Our first task is to
determine this subgroup.
Theorem 1. The diffeomorphisms of S1 induced by moving the tracer point of the planime-
ter along arbitrary piecewise C1 curves in R2 form a group, namely, the group M0(S1) of
Mo¨bius transformations that preserve S1 and its orientation.
The proof consists of a number of steps. In the proof and the rest of the paper we will
write elements of S1 as eiθ and identify R2 with C when convenient.
First we show that the collection of diffeomorphisms is a group. The only question is
whether the collection is closed under composition. If γ : [0, 1] → R2 is a piecewise C1
curve, let ψγ denote the diffeomorphism of S
1 induced by moving the tracer point along γ
from γ(0) to γ(1). Since the connection on E → R2 is invariant under translations of R2,
then ψγ+v = ψγ for every v ∈ R2. If γ1, γ2 : [0, 1]→ R2 are two such curves, then ψγ2 ◦ψγ1
is the diffeomorphism induced by moving the tracer point along the curve γ defined by
γ(t) = γ1(2t) for t ∈ [0, 12 ] and γ(t) = γ2(2t − 1) + γ1(1) − γ2(0) for t ∈ [ 12 , 1]. Thus the
collection of diffeomorphisms is closed under composition, and hence is a group.
Before continuing with the proof of Theorem 1, we note some facts related to M0(S1).
(1) M0(S1) is the same as the group of Mo¨bius transformations that preserve the unit
disk D, which is, of course, the group of orientation-preserving isometries of the
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Poincare´ disk model of the hyperbolic plane. These Mo¨bius transformations can
be written as z 7→ az+b
bz+a
. This is a standard fact from elementary complex analysis,
of course, but is done particularly nicely in [Se].
(2) The “mixed signature” special unitary group SU(1, 1) =
{(
a b
b a
)
: |a|2 − |b|2 = 1
}
is a double cover of M0(S1), the homomorphism being the usual map taking
A =
(
a b
b a
)
to the transformation A·z = az+b
bz+a
. We will use this to identifyM0(S1)
with the projective group PSU(1, 1) = SU(1, 1)/{±I}, and consequently to iden-
tify the Lie algebra of M0(S1) with su(1, 1) =
{(
iγ β
β −iγ
)
: γ ∈ R, β ∈ C
}
. This
is an easy exercise, and is done implicitly in [Se]. It is completely analogous to the
more common identification of SL(2,R) as a double cover of the Mo¨bius transfor-
mations preserving the upper half-plane (see, e.g., [Bo]). SU(1, 1) and SL(2,R)
are conjugate subgroups of SL(2,C), related by any matrix representing a Mo¨bius
transformation mapping D onto the upper half-plane.
(3) By restricting to S1, M0(S1) injects into Diff(S1). The differential of this is a
Lie algebra injection ϕ : su(1, 1) → X(S1). More precisely, let X ∈ su(1, 1). To
compute the vector field ϕ(X) at z0 = e
iθ0 ∈ S1, let eiθ(t) = etX ·z0. Then
ϕ(X)z0 = θ
′(0)
∂
∂θ
∣∣∣∣
z0
=
(
−iz0 d
dt
∣∣∣∣
0
etX ·z0
)
∂
∂θ
∣∣∣∣
z0
. (6)
Next we determine how the Christoffel form Γ: TR2 → X(S1) and the map ϕ : su(1, 1)→
X(S1) are related.
Lemma 2. The Christoffel form Γ takes values in the image of ϕ. In particular, if v =
a ∂∂x + b
∂
∂y , then Γ(v) = ϕ(X), where X = − 12`
(
0 a+ib
a−ib 0
)
.
Proof. Suppose the tracer point is at q ∈ R2 moving with velocity v = a ∂
∂x
+ b ∂
∂y
. From
(5), the induced vector field on S1 is
Γ(v)z0 =
1
`
(a sin θ0 − b cos θ0) ∂
∂θ
∣∣∣∣
z0
, (7)
where z0 = e
iθ0 . We need to identify Γ(v) as ϕ(X) for some X ∈ su(1, 1).
Let X =
(
0 β
β 0
)
, and let
(
a(t) b(t)
b(t) a(t)
)
= etX . From (6) we get ϕ(X)z0 = 2 Im(βz0)
∂
∂θ
∣∣
z0
.
If β = a+bi, then ϕ(X)z0 = 2(b cos θ0−a sin θ0) ∂∂θ
∣∣
z0
. Comparing this with (7), it follows
that Γ(v) = ϕ
(− 12`X). 
Let γ : [0, 1] → R2 be a C1 curve. We seek a curve in M0(S1) (actually its lift in
SU(1, 1)) that generates the same one-parameter family of diffeomorphisms as γ. Suppose
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A : [0, 1] → SU(1, 1) is a C1 curve, and consider the resulting flow on S1. At t = t0 the
vector field for the flow is given (in a computation similar to that in (6)) by
(
−iz0 d
dt
∣∣∣∣
t0
A(t)A(t0)
−1·z0
)
∂
∂θ
∣∣∣∣
z0
= ϕ
(
A′(t0)A(t0)
−1
)
z0
.
For A and γ to generate the same vector field on S1 at time t, we must have Γ(γ′(t)) =
ϕ(A′(t)A(t)−1). Define the su(1, 1)-valued 1-form ω on R2 by ω(v) = −ϕ−1(Γ(v)), that
is, ω(v) is the matrix in su(1, 1) that gives rise to the vector field −Γ(v) on S1. From the
lemma, we see that the formula for ω is ω = 1
2`
(
0 dz
dz 0
)
. Then the desired curve in
SU(1, 1) is the solution of the initial value problem
A′(t)A(t)−1 = −ω(γ′(t)), A(0) = I. (8)
It follows that the group of diffeomorphisms of S1 generated by the motion of the tracer
point is a subgroup of M0(S1). By the lemma, the values of ω are of the form
(
0 β
β 0
)
.
These generate the entire Lie algebra su(1, 1), and so it follows that the group isM0(S1).
This completes the proof of Theorem 1.
From the proof of the theorem we see that the action of the one-parameter subgroup
e−tω(v) on S1 is the same as that of moving the tracer point in a straight line in R2 with
constant velocity v. If the tracer point starts at q ∈ R2 with the planimeter in the direction
eiθ0 , then the resulting curve in E = R2 × S1 is (q + tv, e−tω(v)·eiθ0). Identifying C and
R
2, the path of the chisel, which is a standard tractrix, is τ(t) = (q + tv) + `e−tω(v)·eiθ0 .
Letting q = 0 and v = ∂∂x (identified with 1 = 1 + 0i in q + tv), we have e
−tω(v) =(
cosh(t/2`) − sinh(t/2`)
− sinh(t/2`) cosh(t/2`)
)
and
τ(t) = t+
cosh(t/2`)eiθ0 − sinh(t/2`)
− sinh(t/2`)eiθ0 + cosh(t/2`)
= t+ `
cosh(t/`) cos θ0 − sinh(t/`)
cosh(t/`)− sinh(t/`) cos θ0 + i`
sin θ0
cosh(t/`)− sinh(t/`) cos θ0 .
When θ0 = pi/2, this simplifies to τ(t) = t − ` tanh(t/`) + i` sech(t/`), which is (2) in
complex form.
Now consider S1 as the points at infinity of the Poincare´ disk model D of the hyperbolic
plane. Acting on D, e−tω(v) is the one-parameter group of hyperbolic translations that
moves the origin along a geodesic with initial velocity − v
2`
(note that this is in the opposite
direction of the motion of the tracer point). This has the following nice interpretation.
Suppose that a hyperbolic stargazer goes walking with constant velocity v in D. It is
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natural for the stargazer to think of herself as always being at the center of the celestial
circle, with the hyperbolic plane passing beneath her feet with constant velocity −v. If
she fixes her gaze on a particular star, then the retrograde motion of that star is the same
as the motion of a (Euclidean!) Prytz planimeter of length ` = 1/2.
This discussion shows how a geodesic in R2 can be developed into a geodesic in D.
Generalizing this, one can develop any polygonal path in R2 to a polygonal path in D
(and by polygonal approximations, any piecewise C1 path). One needs to be careful,
however. A sequence eX1 , . . . , eXn of translations that moves the origin around a closed
path inD determines a rotation (relative to the origin) of the points at infinity, whereas the
tracer point of the planimeter following a closed loop typically does not result in a pure
rotation of the initial directions of the planimeter. Evidently, the motion of the tracer
point that induces the same sequence eX1 , . . . , eXn is not generally a closed path in R2.
Similarly, the motion of the tracer point in R2 around a closed path does not generally
develop to a closed path in D.
As a consequence of Theorem 1, we view E → R2 as an M0(S1)-bundle or as an
SU(1, 1)-bundle [KMS, §10.1]. The form ω in the proof is, of course, a “local frame
representation” of a connection on some principal bundle [KN, pg. 66] (a “physicist’s
connection” in [KMS, §11.4]), and (8) is the corresponding parallel translation equation.
Writing down the principal bundle and realizing E → R2 as an associated bundle is now
straight forward.
For the remainder of this section, let G beM0(S1) or SU(1, 1). Consider the principal
G-bundle P = R2 ×G→ R2. As G acts on S1, we have the standard construction of the
associated S1 fiber bundle E˜ → R2 (see [KN, pg. 54; KMS, §10.7]). The space E˜ is given
by (P × S1)/∼, in which (q, A, eiθ) ∼ (q, I, A·eiθ). The map E → E˜ that takes (q, eiθ) to
the equivalence class of (q, I, eiθ) is clearly a fiber bundle equivalence.
Each element (q, A) in the fiber {q} ×G of P → R2 represents a “frame” for the fiber
{q} × S1 of E → R2, that is, a diffeomorphism from the model fiber S1 to {q} × S1 given
by eiθ 7→ (q, A·eiθ). As both bundles are trivial, it is easiest to make computations rela-
tive to the “standard frame,” that is, the “identity” diffeomorphism given by projection
{q} × S1 → S1, represented by (q, I) ∈ P . The standard frame is more than a computa-
tional convenience, however, since it represents the Euclidean geometry of the plane. The
identification it makes of the fibers of E → R2 is by Euclidean translation. Writing the
connections on E → R2 and P → R2 using the “local descriptions” of Γ and ω amounts
to describing how the motion of the planimeter differs from Euclidean parallel translation
of vectors.
The connection form ω˜ : TP → su(1, 1) along the identity section of P → R2 is given
as follows. If v⊕X ∈ T(q,I)P = TqR2 ⊕ su(1, 1), then ω˜(v⊕X) = ω(v) + X . Note that
ω˜(v⊕X) = 0 implies X = −ω(v), that is, v⊕X is horizontal when X induces the same
vector field on S1 as the planimeter when the tracer point undergoes the infinitesimal
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displacement v. The connection form ω˜ is extended off of the identity section by the usual
equivariance requirement [KN, pg. 64; KMS, §11.1]: if v⊕XA ∈ T(q,A)P , then ω˜(v⊕XA) =
Ad(A−1)(ω˜(v⊕X)) = Ad(A−1)(ω(v) + X). It is clear from the proof of Theorem 1 that
the induced connection on E → R2 viewed as an associated bundle is the same as the
connection −1`σ⊗ ∂∂θ in the previous section, as they induce the same parallel translation.
This also follows from Lemma 2 and the theorem in [KMS, §11.9].
Finally, we compute the curvature and holonomy. Relative to the standard frame, the
curvature form is
Ω = dω + ω ∧ ω = 1
4`2
(
dz ∧ dz 0
0 dz ∧ dz
)
= − 1
`2
(
i/2 0
0 −i/2
)
dx ∧ dy.
The infinitesimal rotations in su(1, 1) are of the form
(
iγ 0
0 −iγ
)
. Thus the curvature is
purely rotational, at least relative to the standard frame. If Z =
(
iγ 0
0 −iγ
)
, then eZ =(
eiγ 0
0 e−iγ
)
, which acts as a rotation through angle 2γ. Remembering that −Ω should
be a measure of infinitesimal holonomy, let Z = −Ω
(
∂
∂x ,
∂
∂y
)
= 1`2
(
i/2 0
0 −i/2
)
. Then
etZ induces the infinitesimal rotation ϕ(Z) = 1
l2
∂
∂θ
, agreeing with the bracket curvature
computationR(X, Y ) = [X, Y ] from the previous section, whereX and Y are the horizontal
lifts in E of ∂∂x and
∂
∂y given in (4).
For p ∈ R2 let Hp ⊂ G be the holonomy group based at p for the connection on
P → R2, and let hp be its Lie algebra. The curvature computation shows that hp contains
the infinitesimal rotations of Ep = {p} × S1, and so Hp contains the rotations of Ep (or
their representations in SU(1, 1)), even though we have not yet seen a closed curve that
induces a rotation as its holonomy. By the Ambrose-Singer Theorem [KN, pg. 89], if
Z = Ω
(
∂
∂x
∣∣
q
, ∂∂y
∣∣
q
)
is an infinitesimal rotation at some other point q, then ψ−1γ Zψγ is
in hp, where ψγ is parallel translation for the connection in P → R2 along some curve γ
from p to q. In particular, we can parallel translate along the segment joining p and q.
Let v = q − p. Then the proof of Theorem 1 (particularly Lemma 2), shows that parallel
translation from p to q is represented by eX in G, where X = −ω(v). Thus e−XZeX is
in hp; it is the infinitesimal holonomy resulting from moving the tracer point along the
segment from p to q, around a small loop, and back along the segment to p. It follows
that ddt
∣∣
0
(e−tXZetX) = −[X,Z] is in hp. As we have seen, X has the form
(
0 β
β 0
)
. But
−[X,Z] = 2
(
0 iβ
−iβ 0
)
has the same form, and these generate the Lie algebra su(1, 1), as
noted earlier. It follows that Hp is the entire group G. When Hp acts on Ep, it follows
that the holonomy group at p for the bundle E → R2 is M0(S1).
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The holonomy for E → R2 could also be determined by computing the Lie algebra
generated by the vector fields Γ(v), and appealing to the generalized Ambrose-Singer The-
orem due to Michnor [KMS, §9.11]. An easy computation shows that this Lie algebra is the
image of the map ϕ : su(1, 1)→ X(S1) used in Lemma 2, which is isomorphic to su(1, 1).
This is all summarized in the following theorem.
Theorem 3. Let G be M0(S1) or SU(1, 1).
(1) The bundle E = R2 × S1 → R2 is (isomorphic to) an associated bundle of the
principal bundle P = R2 ×G→ R2.
(2) The motion of the planimeter is given by parallel translation for a connection on
E → R2, which is induced by a principal connection on P → R2. With respect to
the standard frame, the connection and curvature forms for the principal connection
are ω = 1
2`
(
0 dz
dz 0
)
and Ω = − 1
`2
(
i/2 0
0 −i/2
)
dx ∧ dy.
(3) The holonomy group for the connection on P → R2 is G.
(4) The holonomy group for the connection on E → R2 is M0(S1).
Questions and Speculations. The motion of the tracer point around a closed curve,
starting and stopping at a base point, determines an element of the holonomy group. If
a different base point on the curve is used, the two holonomy elements need not be the
same, but are conjugate to each other. (The holonomy groups at the two different base
points are identified by the Euclidean translation that identifies the corresponding fibers
of E → R2.) Thus a region Ω with a simple, closed, piecewise C1 boundary determines a
conjugacy class in G. What information about Ω can be determined from its conjugacy
class?
Suppose Ω is sufficiently small relative to the length ` of the planimeter so that the
holonomy H determined by tracing ∂Ω starting at base point B acts on S1 without fixed
points. When H acts on the Poincare´ disk D, it is a hyperbolic rotation about some
point z(B) ∈ D (see the next section). Every hyperbolic rotation is conjugate to a ro-
tation about the origin. In particular, let ϕB(ζ) =
ζ−z(B)
1−z(B)ζ . Then ϕB is the hyperbolic
translation taking z(B) to the origin, and ϕBHϕ
−1
B is a rotation about the origin. The
transformation ϕB is represented by
(
a b
b a
)
in SU(1, 1), where a = 1/
√
1− |z(B)|2 and
b = −z(B)/
√
1− |z(B)|2. From our results above, this matrix is e−ω(v) for some v ∈ R2.
Letting f(B) be the point B + v, it follows that f(B) is the unique point in R2 with
the following property. If the planimeter starts tracing at f(B), moves along the segment
joining f(B) to B, goes around ∂Ω, and then back along the segment to f(B), then the
resulting holonomy is purely rotational. In this way the curve ∂Ω and the number ` > 0
determine curves z : ∂Ω → D and f : ∂Ω → R2. Are these curves related to ∂Ω in some
simpler way?
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Given an element of the holonomy group, it would be nice to find a loop, perhaps of
shortest length, that generates it. In particular, what curves generate pure rotations in
G? Some are given in the previous paragraph, but can they be characterized more simply?
What non-trivial curves generate the identity? When G = SU(1, 1), what curves generate
holonomy −I?
For the Prytz planimeter on the plane, it’s easiest to refer everything to the standard
frame, since the bundles are all trivial. The full machinery of the principal bundle viewpoint
may be necessary to study how the planimeter works on the sphere. In this case the
configuration space E → S2 is the unit circle bundle over the sphere, which would appear
to be an associated bundle of an appropriate principal G-bundle over S2, as in the R2 case.
The Hopf fibration factors as S3 → E → S2 (the first map is a double cover), and so it
seems that the connection on E → S2 given by the motion of the planimeter should lift to
a connection on the Hopf fibration, which would have SU(1, 1) as its group.
6. A Special Case of Menzin’s Conjecture
Recall Menzin’s conjecture from Section 2: If a planimeter of length ` traces the bound-
ary of a region Ω with area A > pi`2, then the chisel edge asymptotically approaches a
particular tractrix that is closed. When the planimeter follows this closed tractrix, it makes
a complete rotation. In this section we prove this in the case when ∂Ω is a parallelogram.
The conjecture can be rephrased in terms of the Poincare´ return map on the initial
circle and the winding number of a section of E → R2 over ∂Ω. Let B be a base point
on ∂Ω, and let H : S1 → S1 be the diffeomorphism in M0(S1) defined by tracing ∂Ω in
the positive direction with the planimeter starting and stopping at B, that is, H is the
holonomy defined by the curve ∂Ω and the base point B. If the planimeter starts with a
fixed point of H as its initial direction, then the motion of the planimeter determines a
section of E → R2 over ∂Ω. Menzin’s conjecture then becomes the following.
Menzin’s Conjecture. If A > pi`2, then H has a unique attracting fixed point. If the
planimeter starts with this fixed point as its initial position, then the induced section of
E → R2 over ∂Ω has winding number 1.
Note that for topological reasons, one generically expects to get a repelling fixed point
as well. Menzin’s conjecture also predicts this—the repelling fixed point is the attracting
fixed point when the tracing direction is reversed.
In contrast, if the planimeter traces a region that is small relative to its length, the
results of Prytz and Hill imply that H has no fixed points, as observed earlier.
We recall a standard fact about elements of M0(S1) (actually their representatives in
SU(1, 1)), their fixed points on S1, and how they act as isometries on the Poincare´ disk D
(see, e.g., [Se]):
(1) A ∈ SU(1, 1) has two fixed points on S1 if and only if |trA| > 2. In this case A
is a hyperbolic translation in D along the geodesic joining the fixed points on S1.
One of the fixed points is attracting and the other is repelling.
19
(2) A has one fixed point on S1 if and only if |trA| = 2 and A 6= ±I. In this case A is
a horocyclic rotation on D (a motion of D that preserves every horocycle through
the fixed point). The fixed point is semi-attracting, that is, it is attracting from
one side, but repelling from the other.
(3) A has no fixed points on S1 if and only if |trA| < 2. In this case A has a fixed
point in D and is a hyperbolic rotation about this point.
Evidently any proof of Menzin’s conjecture will involve showing that A > pi`2 implies
|trH| > 2.
The results of Prytz and Hill combined with Menzin’s conjecture yield qualitatively
different holonomies when tracing the boundaries of small and large regions. The holonomy
of the null curve (the curve that stays at the base point) is, of course, I, which has trace 2,
and so is on the boundary between the open sets U0 and U2 in SU(1, 1) of transformations
with no fixed points and two fixed points. Traversing a small loop will yield a holonomy H
close to I. If the loop is the boundary of a region, then H ∈ U0. It is possible to traverse
a small loop so that H ∈ U2, but the loop will necessarily have to enclose some area in the
positive sense and some in the negative sense, as in a figure eight. An example of this will
follow the proof of the special case.
Proof of Menzin’s conjecture when ∂Ω is a parallelogram. Let v and w form a positively
oriented basis of R2, and let ∂Ω be the parallelogram with vertices 0, v, v+w, w. We will
compute the holonomy determined by tracing ∂Ω in the positive direction with 0 as the
base point. Let
X =
(
0 β
β 0
)
= −ω(v) = − 1
2`
(
0 dz(v)
dz(v) 0
)
(9)
and Y =
(
0 δ
δ 0
)
= −ω(w) = − 1
2`
(
0 dz(w)
dz(w) 0
)
,
and note that
A = Im(vw) = 4`2 Im(βδ) = 4`2|βδ| sin θ, (9)
where θ is the angle between v and w.
We have eX =
(
a b
b a
)
=
(
a αβ
αβ a
)
and eY =
(
c d
d c
)
=
(
c γδ
γδ c
)
, where a = cosh |β|,
α = sinh |β||β| , b = αβ, c = cosh |δ|, d = γδ, and γ = sinh |δ||δ| .
The holonomy is then H = e−Y e−XeY eX , which can be written as
H = I + H˜ = I + 2 Im(bd)
(
i 0
0 −i
)
eY eX .
Although it’s not essential to the proof, it’s nice to observe that
H˜e−Xe−Y = 2 Im(bd)
(
i 0
0 −i
)
= αγ
A
`2
(
i/2 0
0 −i/2
)
= αγ[Y,X ],
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which should be compared with the expressions for infinitesimal holonomy in the previous
two sections.
We need to show that |trH| > 2. One easily computes that trH = 2− 4 Im2(bd). Thus
trH cannot be bigger than 2, and trH < −2 if and only if Im(bd) > 1. It follows that H
has an attracting fixed point if and only if
Im(bd) = αγ Im(βδ) = αγ|βδ| sin θ = αγ A
4`2
> 1, i.e., A >
4
αγ
`2. (10)
As α and γ are larger than 1, this is close to the hypothesis A > pi`2! Using the
expressions for α and γ, we have that H has an attracting fixed point if and only if
Im(bd) = sinh |β| sinh |δ| sin θ > 1.
Using (9), the implication
A > pi`2 =⇒ H has an attracting fixed point
becomes
|βδ| sin θ > pi
4
=⇒ sinh |β| sinh |δ| sin θ > 1.
One easily finds that the minimum of sinhx sinh y sin θ subject to the constraint xy sin θ ≥
pi/4 is (cosh
√
pi − 1)/2, which is approximately 1.014, and so this implication holds.
To see that the planimeter makes a full rotation as the chisel edge follows one of the
periodic trajectories, we compute the fixed points of H and observe that the planimeter
always rotates counterclockwise. If this is to happen, then the planimeter should make half
a rotation as the tracer point moves from one vertex of the parallelogram to the opposite
vertex. Consequently we look for solutions of eY eX ·z = −z, that is,
(ac+ bd)z + (ad+ bc)
(ad+ bc)z + (ac+ bd)
= −z
(this equation is considerably easier than H·z = z). Using a2 − |b|2 = c2 − |d|2 = 1, the
discriminant of this quadratic simplifies to 4(1− Im2(bd)), which is negative by (10). The
solutions can then be written as
z± = − ad+ bc|ad+ bc|
ac+Re(bd)± i
√
Im2(bd)− 1
|ad+ bc|
(this is to be taken as z+ and z−, using the corresponding sign on the radical). It is easily
shown that these are indeed the fixed points of H. Both fractions in this expression have
unit modulus. Since a2c2 = (|b|2+1)(|d|2+1) > |bd|2 ≥ Re2(bd), we have ac+Re(bd) > 0,
and so the two values of the second fraction form a conjugate pair with positive real
part. Thus the fixed points of H consist of this conjugate pair rotated through the angle
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arg(−(ad + bc)). Thought of as vectors in R2, b and d point in the directions opposite
those of the vectors v and w that give the sides of the parallelogram (see (9)). Thus it is
plausible that the conjugate pair of the second fraction above are rotated into the interior
of the angle formed by v and w (see Figure 9). This is in fact the case, as will now be
shown.
Figure 9. Figure 10.
To be more precise, we need to show that arg(z±/v) = arg(−z±/b) and arg(w/z±) =
arg(−d/z±) are positive, thinking of v and w as complex numbers. The condition
arg(−z±/b) > 0 is equivalent to Im(−z±b) > 0, which we now show. Proving arg(−d/z±) >
0 is similar. We have
|ad+ bc|2 Im(−z±b) = a Im(bd)
(
ac+Re(bd)
) ± (aRe(bd) + |b|2c) √Im2(bd)− 1.
For this to be positive, we need
a Im(bd)
(
ac+Re(bd)
)
>
∣∣aRe(bd) + |b|2c∣∣√Im2(bd)− 1.
Since Im(bd) > 0 by (10) and ac+Re(bd) > 0 (as observed above), this is equivalent to
a2 Im2(bd)
(
ac+Re(bd)
)2
>
(
a2Re2(bd) + 2a|b|2cRe(bd) + |b|4c2) (Im2(bd)− 1) .
On the right hand side replace a2 with |b|2 + 1, and |b|4 with |b|2(a2 − 1). Collecting the
terms containing |b|2 other than |b|2c2, we get the equivalent inequality
a2 Im2(bd)
(
ac+Re(bd)
)2
>
(
|b|2 (ac+Re(bd))2 +Re2(bd)− |b|2c2) (Im2(bd)− 1) .
Collecting the terms with
(
ac+Re(bd)
)2
and using a2 − |b|2 = 1, this becomes
(|b|2 + Im2(bd)) (ac+Re(bd))2 > (Re2(bd)− |b|2c2) (Im2(bd)− 1) .
Using c2 = |d|2 + 1, we have Re2(bd) − |b|2c2 = − (|b|2 + Im2(bd)). Thus all of these
inequalities are equivalent to(|b|2 + Im2(bd)) ((ac+Re(bd))2 + (Im2(bd)− 1)) > 0.
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This inequality holds since Im2(bd) > 1 by (10), and so we have arg(z±/v) > 0, as desired.
This argument shows that if the planimeter is following either of the periodic trajecto-
ries, when the tracer point is at the initial vertex of the parallelogram the chisel edge is in
the interior of the angle formed by the adjacent edges. It holds for the other vertices as
well. Figure 10 illustrates this situation. As the tracer point moves along the initial edge
of the parallelogram from 0 to v, the chisel edge follows a standard tractrix. It stays to the
left of the direction of motion, that is, on the same side of the edge as the parallelogram,
and thus only rotates counterclockwise. When the tracer point reaches v, the chisel edge
is in the interior of the angle at v, and so is to the left of the new direction of motion when
the tracer point starts moving from v to v + w (see Figure 11). This continues around
the parallelogram, and so the planimeter has made a full rotation when the tracer point
returns to the origin. 
Figure 11.
Final Observations. Note that the condition which implies that the holonomy has an
attracting fixed point is Im2(bd) > 1. As the proof shows, this happens for parallelograms
with area exactly pi`2, and even for some with area slightly less. Under the assumption
that A ≥ pi`2, the minimum value of Im(bd) = sinh |β| sinh |δ| sin θ is achieved for the
square of area pi`2.
It seems intuitively clear that z+ is the attracting fixed point and that z− is the repelling
fixed point. To confirm this, let h(z) = H·z for z ∈ C. Since h preserves S1 and its
orientation, h′(z+) and h
′(z−) are both positive. A computation yields
h′(z±) =
(
2 Im(bd)
(
Im(bd)±
√
Im2(bd)− 1
)
− 1
)−2
.
Remembering that Im(bd) > 1, it follows that h′(z+) < 1 and h
′(z−) > 1, justifying
intuition.
As noted earlier, the results of Prytz and Hill imply that when the boundary of a small
region is traced, the resulting holonomy has no fixed points. There are, however, short
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curves which result in holonomy with fixed points. As an example, let v and w be as in
the proof (but without any assumption about the area of the parallelogram), and consider
the path consisting of the parallelogram in the proof and its reflection through the origin.
More specifically, the path is the polygonal “figure eight” formed by the successive vertices:
0, v, v + w, w, −w, −v − w, −v, 0. Note that the oriented area bounded by this path is
0. The resulting holonomy is H˜ = eXeY e−Xe−2Y e−XeY eX , where X and Y are given by
(9). A computation shows that tr H˜ = 2 + 16 Im2(bd)|ad + bc|2. As long as v and w are
independent (which implies Im(bd) 6= 0 and ad+ bc 6= 0) we have tr H˜ > 2, and so H˜ has
two fixed points. Furthermore, the fixed points are antipodal. This isn’t surprising, given
the symmetry of the “figure eight” about the base point 0. (The expressions for the fixed
points are very long and not very enlightening, so they are omitted.) Thus H˜ = eZ , where
Z = ω(u) for some u ∈ R2. As we have seen, elements of su(1, 1) of this form generate
su(1, 1). It follows that the holonomy group is generated by short loops.
Figure Credits
Figures 1(a,b) are from “Mathematical Machines” by Francis J. Murray [Mu, p. 348],
Copyright c© 1961 by Columbia University Press, and are reprinted with permission of
the publisher. Figure 2 is from [Pou], with letters added. Figure 7 is from [G]. Animated
versions of some of the figures are available on the author’s web page (URL below).
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