Abstract. Let T be a C 2 -expanding self-map of a compact, connected, C ∞ , Riemannian manifold M . We correct a minor gap in the proof of a theorem from the literature: the set of points whose forward orbits are nondense has full Hausdorff dimension. Our correction allows us to strengthen the theorem.
Introduction
Let T : M → M be a C 2 -expanding self-map of a compact, connected, C ∞ , Riemannian manifold M with volume measure σ. In this note, we study the set of points whose forward orbits are nondense. There is an ergodic T -invariant probability measure equivalent to σ [7] . Consequently, this set has zero volume by the Birkhoff ergodic theorem, but it also has full Hausdorff dimension (equal to dim M) [11] . 1 As a result, this set is small in terms of measure, but large in terms of Hausdorff dimension. In particular, it is uncountable.
There are a number of similar theorems where one investigates the character of nondense orbits for systems with some hyperbolic behavior. For example, there is a theorem for the homogeneous space H := SL 2 (R)/SL 2 (Z) which uses the classical result that the set of badly approximable numbers 2 has full Hausdorff dimension. There is a bijection between a real number α and the element Γ α :
of H. The number α is badly approximable if and only if the forward orbit of Γ α under the flow g t := e −t 0 0 e t misses a neighborhood of 1 In addition to [11] , see Subsections 2.3 and 3.3 below. 2 Recall that a number α ∈ R is badly approximable if there exists a constant C(α) > 0 such that |α − p/q| > C(α) q 2 for all p, q ∈ Z and q = 0. 
{∞}.
One can now easily conclude that the set of points in H with bounded forward orbits under g t has full Hausdorff dimension [2] . A number of generalizations of this theorem exist (see, for example, [2] , [6] , and [5] ).
For compact manifolds, M. Urbański has a number of results [11] . One of these is that, for certain Anosov diffeomorphisms, the set of points whose orbits are nondense has full Hausdorff dimension. Another one of his results, and a chief concern of this note, is The proofs of the various results in [11] are elegant, but they all contain a (essentially the same) minor gap. There are two corrections of this gap for Theorem 1.1. The first one, by the current author, will be discussed in detail and proved in Subsection 3.3 below. The second one, by Mariusz Urbański, the original author of the theorem, will be outlined in Subsection 2.3. Corrections for the other results should be very similar to these two.
The other chief concern of this note is a result of S. G. Dani concerning certain nondense orbits of endomorphisms of tori. To state Dani's theorem and one of our results, we must first summarize Schmidt games.
W. Schmidt introduced the games which now bear his name in [10] . Let 0 < α < 1 and 0 < β < 1. Let S be a subset of a complete metric space M. Two players, Black and White, alternate choosing nested closed balls B 1 ⊃ W 1 ⊃ B 2 ⊃ W 2 · · · on M. The radius of W n must be α times the radius of B n , and the radius of B n must be β times the radius of W n−1 . The second player, White, wins if the intersection of these balls lies in S. A set S is called (α, β)-winning if White can always win for the given α and β. A set S is called α-winning if White can always win for the given α and any β. Schmidt games have four important properties for us [10] :
Property (SG1). The sets in R n which are α-winning have full Hausdorff dimension.
Property (SG2). Countable intersections of α-winning sets are again α-winning.
Property (SG3). If a set is α-winning, then it is also α
′ -winning for all 0 < α ′ ≤ α.
Property (SG4). Let 0 < α ≤ 1/2. If a set in a Banach space of positive dimension is α-winning, then the set with a countable number of points removed is also α-winning.
We may now precisely state Dani's result from [3] : Theorem 1.2. Let f be a semisimple, surjective linear endomorphism of the torus T n := R n /Z n where n ≥ 1. The set of points whose forward orbit closures miss the identity element 0 in T n is 1/2-winning.
Finally, we note that there are some interesting results where one considers points whose orbits (eventually) avoid certain uncountable sets [4] .
Statement of Results.
We give a correction for the proof of Theorem 1.1 and note that our proof allows us to show a stronger theorem than the original: Theorem 1.3. Let T be as above. Given x 1 , · · · , x p ∈ M, the set of points whose forward orbit closures miss x 1 , · · · , x p has full Hausdorff dimension (i.e. = dim M).
Remark. A similar result, proved using a line of reasoning different from that in [11] or this note, can be found in [1] . The proof in [1] uses higher dimensional nets and Kolmogorov's consistency theorem from probability theory, while the proofs in [11] and this note are based on elementary properties of Markov partitions. See Section 5 for a discussion of Theorem 1.3 and the result in [1] .
Let us now describe the proof scheme of Theorem 1.1 found in [11] . The Markov partition associated with T is used to encode the dynamics of T with left shifts of certain infinite strings. A point in M corresponds to at least one infinite string, and the action of T on this point corresponds to the action of the left shift operator on this string. Thus, the Markov partition provides a semi-conjugacy from a subshift of finite type to (M, T ). To avoid open neighborhoods of a point x 0 , one must construct infinite strings that do not have certain finite "bad" strings, which correspond to neighborhoods of x 0 , as substring. To finish, a slightly adapted lemma of C. McMullen (which itself is an application of Frostman's lemma) is used to try to show that the set of these infinite strings corresponds to a set of points in M of full Hausdorff dimension [11] .
The minor gap in this proof is that these infinite strings are checked to not have bad strings as substrings only in certain positions. Other positions are not checked, and hence some of the infinite strings thus constructed will contain bad strings as substring. The positions that are checked are specific. The author's correction, then, is to handle checking generic positions, which is made possible by Lemma 3.3 (the No Matching lemma) below. Urbański's correction, on the other hand, is to replace T by an appropriate power and deduce the result for T using the Baire category theorem. While Urbański's correction is much shorter than the author's, the author's correction has an important, felicitous benefit. By using Lemma 3.3, one can extract precise information on how to construct these infinite strings: enough information to play Schmidt games. Hence, via the author's correction, we obtain our other result: Theorem 1.4. Let M be the circle S 1 := R/Z and T be as above. Given a point x 0 ∈ M, the set of points whose forward orbit closures miss x 0 is α-winning for some 0 < α ≤ 1/2.
Using the properties of Schmidt games, we obtain Corollary 1.5. Let T be any finite set of C 2 -expanding self-maps of S 1 and A ⊂ S 1 be any countable set. Then the set of points whose forward orbit closures under any map in T that miss A is α-winning for some 0 < α ≤ 1/2.
Remark. Hence, we have generalized in dimension one Theorems 1.1 and 1.3 (and also the aforementioned result in [1] ) and (in part) Theorem 1.2. See Theorem 4.5 and Corollary 4.9 below for more precise statements of Theorem 1.4 and Corollary 1.5 respectively.
The gist of the proof of Theorem 1.4 is "fitted descent." On one hand, as one plays a Schmidt game, one forms a nested sequence of closed intervals over which one has partial control. On the other hand, the desired infinite strings are created recursively from longer and longer finite strings, which form a corresponding nested sequence of closed intervals; partial control for these intervals is given by Lemma 3.3. Fitted descent is the idea that one must fit, carefully, these nested intervals together. In the end, one obtains that the desired set is winning.
The Original Proof
In this section, we outline Urbański's original proof from [11] , explicitly describe and illustrate with instructive examples the minor gap in this proof, and outline Urbański's correction. To begin, we must recall the basic properties of Markov partitions and describe a lower bound for Hausdorff dimension.
2.1. The Basics of Markov Partitions. Much of this subsection will follow the development in [11] . Let M and σ be as above. If A ⊂ M, let us denote its topological closure in M by A. A C 1 -map f : M → M is expanding 3 if (perhaps after a smooth change of Riemannian metric) there exists a real number λ > 1 such that
for all x ∈ M and for all v in the tangent space of M at x [7] . Recall that our map T is C 2 -expanding. A Markov partition for T is a finite collection R := {R 1 , · · · , R s } of nonempty subsets of M such that
The diameter of a Markov partition is the maximum diameter over all its elements. Because T is expanding, T is injective on any set A ⊂ M if diam(A) is smaller than a constant δ T > 0. A Markov partition with small diameter is a Markov partition whose diameter < δ T . All Markov partitions in this note have small diameters (except for one, which we will indicate). We assume, therefore, that R has small diameter. For a proof of the existence of Markov partitions with small diameters, see [7] . Even more, there exist Markov partitions for T which have diameters as small as one likes ( [7] and [9] ).
Let us enumerate properties of the Markov partition R with small diameter. The transition matrix of R is the s × s matrix given by
for any pair i, j ∈ {1, · · · , s}. We will explicitly describe below how the transition matrix for R allows us to encode the dynamics of T by using sequences of elements of {1, · · · , s}. We will on occasion refer to this encoding and these sequences as the symbolic description (of T ). First we need some notation. We refer to the set {1, · · · , s} as an alphabet 4 (or, in particular, the alphabet for R) and its elements as letters. A string is a biinfinite, infinite, or finite sequence of the letters of the given alphabet. Thus, every element of a string has at most one predecessor and at most one successor. A valid string is a string given by the transition matrix A as follows: for every element i of the string with a successor j, A i,j = 1. Let h ≤ t be integers. A (h, t)-string α is a string α h α h+1 · · · α t with the given indices, and a substring of α is a string
For convenience, (0, t)-strings will also be called t-strings.
For n ∈ N ∪ {0}, let Σ(n) denote the set of valid n-strings. For α ∈ Σ(n), define
Thus, for all n ∈ N ∪ {0}, R α = ∅ and has the following properties (see [11] and [7] ):
IntR α ∩ IntR β = ∅ for every distinct pair α, β ∈ Σ(n) (2.8)
The final property, which follows, is the important bounded distortion property. Let J(T )(x) = | det D x T | denote the Jacobian of T at the point x. Given a Borel set A ⊂ M on which T is injective, we have
The bounded distortion property is the following theorem ( [11] and see [7] for a proof):
, and x, y ∈ R α . This theorem will allow us to bound ratios of volumes as Lemma 3.4 below shows. Finally, let Σ(∞) denote the set of valid infinite strings α 0 α 1 · · · indexed by N ∪ {0}. If α ∈ Σ(∞), then R α is a unique point in M. Conversely, if x ∈ M, then there exists an α ∈ Σ(∞) such that x = R α . Therefore, we have a semi-conjugacy from the subshift of finite type (Σ(∞), the left shift operator) onto (M, T ). A representation of x ∈ M is an element α ∈ Σ(∞) for which x = R α . A representation may not be unique.
2.2.
A Lower Bound for Hausdorff Dimension. In this subsection, we follow a simplified version of the development in [11] . Let K ⊂ M be compact. For k ∈ N, let E k denote a finite collection of compact subsets of K with positive volume. (Recall that volume measure is denoted by σ.) We require the following to hold:
The union of the elements of E 1 is K.
(2.14)
Let us define the following notation:
• Let ∪E k denote the union of all elements of E k .
•
We further require the following to hold:
Following [5] , let us call {E k } k∈N a strongly tree-like collection. Let HD(·) denote Hausdorff dimension. The following lemma for this strongly tree-like collection is proved in [11] by adapting a proof from [8] (both proofs are based on Frostman's lemma):
Remark. The upper index of summation is k (not k − 1 as in [11] ). See [5] , but note that what is referred to as the "j-th stage density" must be > 0. For a more general version of this lemma, see [5] or [11] . For a version involving higher dimensional nets, see [1] .
2.
3. An Outline of the Original Proof. In this subsection, we setup the proof of Theorem 1.1 following pages 390-391 of [11] , explicitly describe and illustrate with three types of examples the minor gap, and outline Urbański's correction. Fix a Markov partition R whose diameter is small enough. Fix a q ∈ N large enough, and fix a γ ∈ Σ(q) such that γ 0 = 1. Define
Hence, R α ∈ E k if and only if γ is not a substring of α and α 0 = 1.
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The outline of the proof in [11] and the proof of the author's correction below should now be evident. Let K := ∪E 1 . We should show that {E k } is strongly tree-like so that we can apply Lemma 2.2 to obtain a lower estimate for the Hausdorff dimension of E(q) := ∩ ∞ k=1 ∪E k . Verifying (2.15), (2.16), (2.18), and (2.19) is routine and can be found in [11] .
The minor gap in the proof in [11] arises from incorrectly estimating ∆ k . It is asserted that ( [11] , p 390), for R αi ∈ E k , R αi \ ∪ E k+1 = ∅ whenever i = γ 0 and (2.20a)
This assertion, however, is false as the following three examples will show. Because this assertion is false, the estimate of ∆ k is not always large enough to prove the theorem (see the third example below for an explicit demonstration). Thus, a correction must be made or else the original proof will not prove the theorem. Moreover, in addition to demonstrating the minor gap in the original proof, these three examples will illustrate how to formulate the author's correction below. What is needed, as we shall see in Section 3, is to consider other elements in αi in addition to the last element i. The examples can be constructed on a very simple system (M, µ, T ) where M = S 1 := R/Z, µ = σ is the probability Haar measure, and
It is clear that {R 1 , R 2 } is a Markov partition 6 for T and that the associated transition matrix is
The First Example. Let q = 2, k = 2, γ = 211, α = 1222, and i = 1. Now R αi ∈ E 2 , but R αi1 * / ∈ E 3 (where * is any element of {1, 2}). Since R αi ⊃ R αi1 * , R αi \ ∪ E 3 = ∅, which contradicts (2.20a) and finishes the example.
Almost identical examples can be fashioned for any k and q large enough. Similar examples can be fashioned for other Markov partitions and other expanding systems. It is, now, easy to infer that the gist of the problem is that while R β ∈ E N implies that γ is not a substring of β, one must still consider the case where a truncated γ string is the tail of β. This statement will be made precise in Subsection 3.1.
Handling these strings can be complex:
The Second Example. Let q = 4, k = 2, γ = 21211, and α = 111112121. Hence, R α ∈ E 2 , but both R α1 * * * / ∈ E 3 and R α211 * / ∈ E 3 (where each instance of * is some, possibly distinct, element of {1, 2}). This contradicts (2.20a).
Finally, the third example, below, not only contradicts (2.20), but also when used in the remainder of the proof in [11] (p 390-391) gives the following true, but not useful fact: HD(E(q)) ≥ 0. First, consider the dyadic partition 
Furthermore, by the choice of s, we can make the diameter of D be as small as we like. For convenience, let a := 2 s , b := 2 s −1, and c := 2 s−1 . Note that A c,a = 1. Also, for n ∈ N ∪ {0} and every α ∈ Σ(n), R α is an interval, and σ(R α ) = 2 −(s+n) .
The Third Example. Choose s large enough so that the diameter of D is small enough. Let q be large and γ = a · · · ab. Let k be any natural number. Without loss of generality, let us exchange R c with R 1 . Let
Let us continue to follow the proof in [11] (p 390-391) using the setup of this example. We note that
Let R η be any element of E k . If η kq = a, then R ηβ ∈ E k+1 . Otherwise, if η kq = a, then any valid concatenation (of the correct length) of η will produce an element of E k+1 . Thus,
Applying Lemma 2.2 as in [11] , we obtain
a true, but not useful fact. It is no help in showing the desired full Hausdorff dimension assertion.
Hence, in (2.20a), it is possible for
when i = γ 0 , and, in (2.20b), it is possible for
Thus, other elements of αi besides the last element i must be considered in order to correctly estimate ∆ k . This is the author's approach and will be discussed in detail in Section 3. The other, Urbański's approach, is to replace T with T q and thus to avoid the need to consider other elements of αi. Let us outline Urbański's approach now.
After the author alerted Urbański to the minor gap by summarizing the examples and the gist of Section 3, Urbański provided the following alternative correction in personal communication. Instead of considering the set E k (q) above, consider the set
where q is a large enough natural number and γ ∈ Σ(q) with γ 0 = 1.
is the set of points whose forward orbits under T q (instead of T ) avoid IntR γ . Verifying (2.14), (2.15), (2.16), (2.18), and (2.19) is still routine, and, what is more, it is clear (since we iterate by T q ) that now (2.20) also holds. To show that ∆ k ≥ 1/2 (forẼ k (q)), one can now follow the proof exactly as in [11] , namely one uses the bounded distortion principle as expressed in the form of Lemma 3.4 below. Applying Lemma 2.2 yields
Now let x be a point inẼ(q). Since {T qn (x)} ∞ n=1 is nondense, it is nowhere dense by ergodicity. The same remark applies to its iterates
Thus, if the orbit of x under T itself were dense, we would obtain a contradiction of the Baire category theorem. Hence,Ẽ(q) is also a set of points whose forward orbits under T are nondense. Letting q → ∞ shows that the set of points whose forward orbits under T are nondense has full Hausdorff dimension.
Clearly, Urbański's correction is a concise, elegant perturbation of his original proof. This conciseness, however, loses information. In particular, we no longer, after applying the Baire category theorem, keep track of the point that these forward orbit closures miss, nor do we have much information on the symbolic description (as infinite strings) of these points whose forward orbits are nondense. Both pieces of information are useful, but the second piece, the symbolic description of the points with nondense orbits, is crucial to the generalization of this result in dimension one to Schmidt games.
On the other hand, the author's correction, while it is longer and more involved, is able to keep track of the point being missed and provides some precise information on the symbolic description of the points with nondense orbits, enough information to play Schmidt games. In the next section, we turn to the author's correction, which is based on the insight gleaned from the examples above. These examples illustrate all the different types of difficulties that we will encounter in making the correction.
The New Proof
In this section, we provide the author's correction for the proof of Theorem 1.1. Before giving the proof of the correction, we must make a more in-depth study of strings and use the insight gleaned from this study to prove the "No Matching" lemma (Lemma 3.3 below) used in the correction. The last step before proving the correction is to study Markov partitions further and, in particular, make our first refinement of the bounded distortion property.
3.1. More on Strings. Recall the basic facts about strings from Subsection 2.1. There are some more basic facts that we need. Given a string with an element i that has no successor, a concatenation or appending (on the right) is a new string identical to the given string except that a successor is chosen from the given alphabet for this element i. (Note that a repeated concatenation may be referred to simply as a concatenation depending on context.) Given any string α, define the length of α, l(α), to be the number of elements in α. A string is finite if it is a finite sequence. A finite string is reducible if it is of the form a · · · a where a = α 0 · · · α r is a string of length r + 1. A finite string is irreducible if it is not reducible.
3.1.1. Partial String Matches. Let n ≤ N. A n-string β is equivalent to a N-string α (or a N-string α is equivalent to a n-string β) if α 0 = β 0 , · · · , α n = β n . Let γ be a n-string and α, a N-string. A match of γ with α is an (i, i + n)-substring of α given by α i = γ 0 , α i+1 = γ 1 , · · · , α i+n = γ n . Whenever γ is a substring of α, there is at least one such match. A partial match of γ with α is an (i, N)-substring of α given by α i = γ 0 , α i+1 = γ 1 , · · · , α N = γ m where m < n. Consequently, i > N − n. Call i the head (of the partial match).
Note that if two partial matches of γ with α have heads i < j, then a "right shift and crop" of the one with the smaller head will produce the one with the larger head. This is just pattern matching.
Valid Strings and Matching.
Let us now specialize to valid strings (defined in Subsection 2.1) for a Markov partition with small diameter
By (2.5) and (2.11), there exists a letter for which concatenation on the right of any valid finite string produces a valid finite string. But, there exist Markov partitions such that for some letter i, only one letter j produces a valid 1-string when concatenated on the right; such i is called a degenerate letter. A letter that is not degenerate is nondegenerate. A block of a string is a substring composed of exactly one nondegenerate letter, which is found at the largest index. Note that given the initial letter in a block, the only valid concatenation on the right of the initial letter is the one that produces the rest of the block. By (2.13), there exists an integer B, called the maximal block length, such that for every B-string α, σ(R α 0 ) > σ(R α ). A general block of a string is a substring composed of exactly one nondegenerate letter. A reverse block of a string is a substring composed of exactly one nondegenerate letter, which is found at the smallest index. A double general block of a string is a substring composed of a block followed by a reverse block. (Hence, a double general block has exactly two nondegenerate letters; they are adjacent.) Lemma 3.1. In a string composed of only degenerate letters, each letter is distinct.
Proof. Assume not. Let α be a string of degenerate letters, and let α i = α j for i < j. The only valid concatenations of α are those for which the following substring repeats: α i α i+1 · · · α j−1 . Let γ be a concatenation of α longer than the maximal block length. But σ(R γ ) = σ(R α 0 ), a contradiction. Proof. The lemma implies that the maximal block length is at most s + 1. If it equals s + 1, then all letters are degenerate, a contradiction of (2.13).
We are now ready to prove the key lemma in the proof of the correction and of the generalization: Remark. It is possible for both (3.1) and (3.2) to hold for the same string γ.
Remark. If no match of γ with αb
Proof. By Corollary 3.2, all n-strings contain at least four general blocks. Note that for the exceptional n-strings, we obtain m ≥ 3 by Corollary 3.2.
There are three cases:
No partial matches of γ with α exist. If α N is degenerate, then α N b 0 must contain the block starting with α N . Also, because γ n−1 is nondegenerate, γ must contain this block (not just partially contain it). By the definition of block, we have a choice of letter to concatenate on the right of the block. Choose the letter that is different from what is in γ. Hence, we have made a choice for b 0 , and again we are free to take any letters for the remainder as long as they form a valid string.
Choose any letters for
Case 3: There are at least two partial matches of γ with α.
Let i be the smallest head and j be the second smallest head. Let γ i correspond to the partial match with i as head; γ j , with j as head. Now γ i is the concatenation of the same substring of length j −i ≥ 1. Denote the substring by c = γ 0 · · · γ j−i−1 . Then,
Case 3A: The substring c is a general block. Hence, only γ i may possibly be completed to a match of γ with
is not equivalent to γ, we are done. Thus, let γ i b 0 be equivalent to γ. There are two cases. If γ i b 0 = cc, then there is another nondegenerate letter after γ i b 0 in γ because γ contains at least four general blocks. Otherwise, γ i b 0 = c · · · cc wherec is either a general or double general block not equivalent to cc (as constructed above). Thus, there is at least another nondegenerate letter after the substringc in γ because we exclude strings of the form (3.1) and (3.2). complete to γ, we know, by the length, exactly the letter that is required to be concatenated on the right. Let b 1 h+1 not be this letter. We may now pick any letters for the remainder as long as they produce a valid string.
The proof of the lemma is complete.
3.2. More Markov Partitions. In this subsection, we continue from Subsection 2.1 our study of Markov partitions. In particular, we make our first refinement of the bounded distortion property. As in Subsection 2.1, let us consider a Markov partition with small diameter R := {R 1 , · · · , R s } for T . Define
call G(n) the n th generation of R. Hence, G(0) = R. If γ is a valid string, let G γ denote the generation that R γ belongs to. Also, denote the set of boundary points of all elements of all generations of R by ∂(R) (or ∂, if the context implies the Markov partition). Finally, interior points are the points in the full volume set M\∂.
Define a lower constant of bounded distortion
and an upper constant of bounded distortion
It is clear that both E(q) and ε(q) are weakly monotonically decreasing functions of q, both of which tend to 0 as q tends to ∞.
Following, essentially, [11] , we put the notion of bounded distortion, Theorem 2.1, into a very useful form (note that C is from the theorem):
Proof. The proof for N = 0 is obvious. Let N ≥ 1. The proof of the first inequality is the following:
The second inequality is similar:
We will again refine the notion of bounded distortion in Subsection 4.1. Next, we show that a point has more than one representation (defined in Subsection 2.1) if and only if it lies on the boundary of R α for some valid finite string α:
The set of points with non-unique representations is σ-null.
Proof. Let α and β be two distinct representations of x. Then there exists a least n ∈ N ∪ {0} such that α n = β n . By (2.8),
Since x ∈ R α 0 ···αn ∩ R β 0 ···βn , it must lie on the boundary. Let x be on the boundary of R α for α ∈ Σ(n) for some n ∈ N ∪ {0}. Since M is a manifold, every open neighborhood of x intersects R α and R c α . By (2.6), ∪ β∈Σ(n)\{α} R β ⊃ R c α . Now assume that there exists an open neighborhood U of x such that U ∩ R β = ∅ for all β ∈ Σ(n)\{α}. Hence, U ∩ R c α = ∅, a contradiction. Thus, x ∈ R β for some β ∈ Σ(n)\{α}. Since R α and R β have disjoint interiors, x lies on the boundary of R β . Then, by (2.11), for every p ∈ N ∪ {0}, there exists a valid string a p := αγ 0 · · · γ p such that x is on the boundary of R a p . Similarly for β, we obtain R b q for all q ∈ N ∪ {0}.
The boundary of all elements of all generations of the Markov partition has zero measure by (2.12). This is a countable union and hence measure zero. Let {U n } be a family of shrinking balls centered at x for which the above holds. Thus, there exists y n ∈ U n such that y n / ∈ ∪ r t=1 IntR γ t (Q) ∪ ∂. Let β ∈ Σ(Q) for which x / ∈ R β . Then there exists, by the compactness of R β (a closed set in M compact), some positive minimum distance between R β and x. As |Σ(Q)| < ∞, there exists some positive minimum distance ∆ between any such R β and x. Now, y n ∈ R α n for some α n ∈ Σ(Q), and α n = γ t (Q) for any t. If x / ∈ R α n , then the distance between y n and x is at least ∆. For n large, this is a contradiction. Hence, for some α := α n , x ∈ R α ; consequently, there exists at least one valid completion αδ 0 · · · ∈ Σ(∞), which is a representation of x. It is different from γ 1 , · · · , γ r , a contradiction.
3.3. Details of the New Proof. In this subsection, we prove Theorem 1.3. This proof is also the author's correction of the proof of Theorem 1.1. Choose a Markov partition with small diameter R := {R 1 , · · · , R s }. It is easy to see that the number of representations of every point is less than or equal to some natural number P 0 .
Before giving the proof, we need some definitions and lemmas. Two elements of the same generation are adjacent if their intersection is nonempty and non-adjacent if their intersection is empty. For a point x ∈ M, define the adjacency set of x in generation N:
The next two lemmas provide some basic facts about missing preimages.
Lemma 3.7. Let E be a set of points whose forward orbits miss an open set U. Then E is also a set of points whose forward orbits miss the open set T −n (U) for any n ∈ N.
. Let E be a set of points whose forward orbit closures miss a point y. Then E is also a set of points whose forward orbit closures miss T −n (y) for any n ∈ N.
Proof. Let x ∈ E.
Then exists an open neighborhood U around y such that O + T (x)∩U = ∅. Let w ∈ T −n (y), and let V be any neighborhood of
Finally, recall that A denotes the topological closure of a subset A ⊂ M. Also, for x ∈ M, O + T (x) denotes the forward orbit of x under the self-map T , and, for α ∈ Σ(∞), α(n) denotes α 0 · · · α n .
Proof of Theorem 1.3.
Remark. In this proof, if we let T act on a representation, we are implicitly using the aforementioned semi-conjugacy, as this action denotes left shift.
By Lemma 3.8, if any two of the x 1 , · · · , x p have forward orbits that intersect, we may replace both of these points with a point in the intersection of their forward orbits and still prove the theorem. Repeat. Hence, without loss of generality, we may assume that x 1 , · · · , x p have pairwise disjoint forward orbits. Letγ 1 , · · · ,γ P be all possible representations of x 1 , · · · , x p (all representations of the same point are included in this list). Hence, P ≤ pP 0 . Also, there exists a least generationñ such that |G(ñ)| > P and δ T λ −ñ < 1. Let us collect these representations thus:
From each collection, pick exactly one element; call this elementγ j . Because of the pairwise disjoint orbits, the chosen elements are distinct representations. Hence, there existsÑ ∈ N such that for all n ≥Ñ, γ 1 (n − 2s), · · · ,γ P (n − 2s) are distinct. Repeat over all such possible combinations, and take the largestÑ.
If T t (γ j ) = a · · · for some general block a, set Q j,t = 8s − 4. Otherwise, after the first general block a, there exists a general block b of least last index J ≥ 1 such that a = b (i.e. a is not equivalent to b), and set Q j,t = max(J + 2s, 8s − 4). Set Q = max{Q j,t | j = 1, · · · , P and t = 0, · · · , 3s}. Let q 0 = max(Ñ, 2sP + 1, Q,ñ).
By Lemma 3.1, there exists a sequence of integers {q i } greater than or equal to q 0 such thatγ
Let us now fix a q ∈ {q i } and set
q . Thus, Lemma 3.3 applies to every such γ 1 . For each 2 ≤ j ≤ P , there exists, by Lemma 3.1, a least K j ∈ {0, · · · , s − 1} such that (T K j (γ j )) q−1 is nondegenerate. Set
Note that Lemma 3.3 can individually apply to each γ j .
Define
Hence, R α ∈ E k if and only if all of the γ 1 , · · · , γ P are not substrings of α.
As in [11] , we wish to show that {E k } is strongly tree-like so that we can apply Lemma 2.2. Let
by (2.13). Verifying (2.15), (2.16), (2.18), and (2.19) is routine and can be found in [11] . We, however, must correct the estimate of ∆ k . (With this estimate, we will also verify (2.17).) Let R α ∈ E k . Thus, no match of any of the γ j 's exists with α. If, for a γ j , there are no partial matches, then any valid concatenation (of the correct length) of α will produce an element of E k+1 . For the remaining γ j 's, there are partial matches, and we will apply Lemma 3.3 serially. Each of these remaining γ j 's has a partial match with smallest head. Pick one of these γ j 's (needs not be unique) with the least smallest head h; call it γ. Let γ ′ be one of the γ j 's except for γ, and denote the smallest head of γ ′ by h ′ . Thus h ≤ h ′ . Let b 0 and b 1 be chosen as in Lemma 3.3 applied to γ. Then there is no match of γ with αb
There is no match of γ ′ with αb 0 b 1 .
Proof. Assume not. Let us denote
, all but at most the last 2s letters of γ ′ are in the partial match with head h ′ . Consequently, all but at most the last 2s letters of γ are, likewise, in the partial match with head h. It is easy to see that
and therefore h ′ − h ≤ 2s since h ≥ N − q. Now, by construction, T h ′ −h (γ) and γ ′ disagree on at least the last 2s + 1 letters, a contradiction as both are partial matches with α.
Remove γ from consideration. Now pick, among the remaining, one with the least smallest head (again, needs not be unique), and repeat applying Lemma 3.3 with α replaced by αb 0 b 1 until no more γ j 's remain (possible since q > 2sP ). Therefore, after serially applying Lemma 3.3, we obtain
By Lemma 3.4 and the monotonicity of ε(·),
Hence,
Applying Lemma 2.2, we obtain
Sublemma 3.10. The set E(q) is also a set of points whose forward orbits miss neighborhoods of
Proof. For interior points in {x 1 , · · · , x p }, apply Lemma 3.7.
Let x ∈ {x 1 , · · · , x p } be a boundary point. By (the proof of) Lemma 3.6, there exists an open set U ∋ x such that U ⊂ ∪Φ q+s (x). We claim that all the points in E(q) have forward orbits which miss the open set U. Assume not. Then there exist a y ∈ E(q), which corresponds to an α ∈ Σ(∞), and n such that T n (y) ∈ U. Let k ∈ N be chosen so that kq ≥ n + q + s. Hence,
. Now β is equivalent to one of the representations of x; say it isγ j . Thus,
Letting q i → ∞, we have shown our desired result: for any points
Remark. If one simply wishes to correct the proof of Theorem 1.1, one can significantly simplify the above proof by considering missing only one point, an interior point.
In the next section, we will see how the author's correction leads to a generalization in dimension one.
A Generalization
In this section, we prove Theorem 1.4 (or, more precisely, Theorem 4.5 below). From this theorem, we obtain a useful corollary. First, however, we must continue our study of Markov partitions from Subsection 3.2.
4.1. Even More Markov Partitions. In this subsection, we make a second refinement of the bounded distortion property and further study boundary points. As in Subsections 2.1 and 3.2, let us consider a Markov partition with small diameter R := {R 1 , · · · , R s } for T .
Our second refinement of bounded distortion (Theorem 2.1) is as follows. Let R min ∈ R be an element with smallest σ, and let R max ∈ R be an element with largest σ. Define r = σ(R min ) σ(Rmax) . Lemma 4.1. Let N ∈ N and η be a valid finite string of length at least 2. Let R ηα be an element of G(N) (contained in R η ) of largest σ; let R ηβ be an element of G(N) of smallest σ. Then
(Note that C is from Theorem 2.1.)
Proof. Let η have length n. Consider
Let us now further study boundary points.
Lemma 4.2. The following hold (for Markov partitions with small diameter):
Proof. Let x ∈ ∂; thus, x is on the boundary of R α for α ∈ Σ(n) for some n ∈ N ∪ {0}. Since the boundary of all elements of any given generation is contained in the boundary of all elements of the next generation, we can choose n to be as large as we like. By (2.13), choose n so large that the diameter of every element of G(n) is < δ T /2. By the proof of Lemma 3.5, there exists β = α ∈ Σ(n) such that x is on the boundary of R β . Thus, diam(R α ∪ R β ) < δ T . By (2.9), T (R α ) and T (R β ) are both elements of the previous generation. They are distinct elements because T is injective on R α ∪ R β . Thus, T (x) lies in two distinct elements of the same generation, and hence it must lie on the boundary.
The map T is an N-fold covering for some N > 1 [7] . Thus, the set T −1 (x) has N elements. Let {i 1 , · · · , i m } be the set of letters such that A i j α 0 = 1. By (2.10), if m < N, there exist elements y = z ∈ T −1 (x) and a letter i := i j for which y, z ∈ R iα . Consequently, T is not injective on R iα , a contradiction. This also shows that each element of T −1 (x) belongs to only one R i j α . Also, by (2.9), m ≤ N; thus, m = N, and each R i j α contains exactly one element of T −1 (x). Likewise for β. Hence, each element of T −1 (x) lies in two distinct (because α = β) elements of the next generation, and thus it must lie on the boundary.
Let us further distinguish subsets of ∂. Let ∂ n denote the set of all boundary points of all elements of G(n). Clearly, a chain of inclusions ∂ 0 ⊂ ∂ 1 ⊂ · · · exists. A point in ∂ 0 has weight 0. For n ≥ 1, a point in ∂ n \∂ n−1 has weight n.
Also, given γ ∈ Σ(n), let us define the following sets of valid concatenations of γ:
These notions will be used in Subsection 4.2.
4.2.
The Proof of the Generalization in Dimension One. In this subsection, we prove in dimension one a generalization of Theorems 1.1 and 1.3 (and also the aforementioned result in [1] ) and, in part, a generalization of Theorem 1.2. In particular, we prove Theorem 1.4 (or, more precisely, Theorem 4.5 below). An immediate corollary is also obtained.
We will, in this subsection, specialize to the one-dimensional case: consider the one-dimensional system (S 1 , σ, T ) where S 1 := R/Z, σ is the probability Haar measure on S 1 , and 
there exists N ∈ N for which an element R η ∈ G(N − 1) can be chosen to satisfy
Moreover, an element of G(N) lies in both B and R η and at least half of the interval B lies in R η . Finally, if any element of any generation
Remark. Although more than one value of N may make (4.1) true, we always agree to take the value of N as in the proof below. Hence, for each B there exists a unique N, namely G(N) is the least generation in which an element of that generation lies completely in B.
Proof. Case 1:
By length, B contains exactly one point y of weight 0. Thus, we have closed intervals B + and B − such that
(Note that B − could possibly be just {y}.) Now there exists a least N ∈ N such that (∂ N \{y})∩B + = ∅. Hence, there exists R η ∈ G(N − 1) such that B + ⊂ R η . Thus,
Let z ∈ (∂ N \{y}) ∩ B + be closest to y. Then the interval between y and z in B + is an element of G(N). Denote it by R ηi . Hence, by Lemma 3.4,
Case 2: B ∩ ∂ 0 = ∅.
Thus, there exists a least N ∈ N such that ∂ N ∩ B = ∅.
Thus, there exists R η ∈ G(N −1) such that B ⊂ R η . Moreover, there exists an element R ηi such that R ηi ⊂ B. As in Case 1, we obtain (4.1).
Let y be the point of weight N in B. Repeat the proof of Case 1 with this y.
To prove our generalization, we require more notation. Let us quote some of Schmidt's original notation from [10] . We play Schmidt's game on a complete metric spaceM . Let 0 < κ < 1. Given a ball B ofM with radiusr, let B κ denote the set of all balls B ′ ⊂ B with radius equal to κr.
Also, recall that we denote the (0, Q)-substring of a γ ∈ Σ(∞) by γ(Q). Finally, note that C is from Theorem 2.1. Our generalization is Theorem 4.5. Let x 0 ∈ S 1 . Then
-winning set. (If R has no degenerate letters, we may replace ε(7s + 2) with ε(5).)
Proof. Let M := S 1 and F := F T (x 0 ). Let γ ∈ Σ(∞) be a representation of x 0 .
Let n := ε(7s+2) 2C and 0 < m < 1. We show that F is (n, m)-winning. Black starts, choosing B 1 . Now there is a least J ∈ N such that for any choice of
(White chooses any allowed sets for W 1 , · · · , W J−1 . Black chooses B J .) By Lemma 4.4, there exist N 0 ≥ 1 and an element R η ∈ G(N 0 ) that contains at least half of B J . Since n ≤ 1/2, choose W J ⊂ R η .
Let us now refine the notion of constants of bounded distortion:
For the given η, Lemma 4.1 implies that
Proof. There are at most s q elements of G(l(η) − 1 + q) which are contained in R η , i.e. |Σ η (q)| ≤ s q , because there are only s possible letters to append (on the right) to any finite string.
Let
. Then R α has the largest σ of any element of G(l(η)−1+q) contained in R η . Because all elements of the same generation have pairwise disjoint interiors and
Hence, ε η (q) ≥ r Cs q . Define
for every n = 0, 1, · · · , k}. There exists a least P ∈ N such that (1) P ≥ 4s − 2 and (2)
Sublemma 4.7. For every q ∈ N, there exists a least p ∈ N such that any allowed choice of B J+p is a subset of R δ for some δ ∈ Σ η (q).
Proof. Recall the definition of B + from the proof of Lemma 4.4. Note that, by Lemma 4.4, p ≥ 1. It suffices to show the sublemma for some p; that a least such p exists is then immediate. Let β be an element of Σ η (q) with smallest σ. Then
Cs q . Thus, there exists a large integer t such that By Lemma 4.4, there exists a least N ∈ N for which we can choose an element R δ ∈ G(N − 1) such that
Also, there exists R δk ⊂ B J+L for some letter k. By construction, R δk ⊂ R η , and hence R δ ⊂ R η (because the generation that R δ belongs to is later than or the same as that of R η ). Also, since B J+L is contained in an element of G(2P ) 
Thus,
Since Q − N ≥ s + 1, R δk splits into at least two elements of G(Q) by Corollary 3.2. One of these is not R γ(Q) ; call this element R α . (Note that Q ≥ 8s − 4.) By Lemma 3.3, there exist strings b 0 and b 1 , each of length at most s, such that for any valid choice of letters β 0 , · · · , β k , where
by Lemma 3.4. Consequently, by (4.2) and (4.4), 
By Lemma 4.4 again, there exists N ′ ∈ N for which we can choose an element
Proof. Assume that q J+L+1 ≥ Q + 1. We have
Cd(R α ). Hence, by (4.5) and (4.6),
a contradiction of (4.3).
Consequently, by Lemma 3.3, no match of γ(Q) with any valid string beginning with αb 0 b 1 in Σ(Q + q J+L+1 ) exists. Now, by construction, B J+L+1 contains an element (i.e. R η ′ k ′ of G(Q + q J+L+1 )) whose string begins with αb 0 b 1 . Let α ′ := η ′ k ′ . Thus,
By Lemma 3.3, there exist strings b ′0 and b ′1 , each of length at most s, such that for any valid choice of letters β The latter set is a set of points whose forward orbits avoid IntR γ(Q) . Denote
(∪H P p j=J +L+1 q j (Q)). By (4.7), A γ is (n, m)-winning for all 0 < m < 1.
If γ is the unique representation of x 0 , then, by Lemma 3.5, x 0 ∈ IntR γ(Q) for all Q ∈ N ∪ {0}. Hence, A γ is the set of points whose forward orbits avoid a neighborhood of x 0 . Thus, we are done for x 0 in this case.
If We have the following corollary. Let {T n } N n=1 be any finite set of C 2 -expanding self-maps of S 1 . For each map, choose, via Lemma 4.3, a Markov partition with small diameter with only intervals as elements. Let s n be the number of elements of the n th Markov partition. Let ε n be the lower constant of bounded distortion for the n th Markov partition. Let C n be the constant (from Theorem 2.1) for the n th Markov partition. Let α = min(
Corollary 4.9. For each n, choose a (at most) countably infinite set {x
is α-winning.
Question 1. Is F T (x 0 ) α-winning for some α independent of the choice of Markov partition and of T itself (such as α = 1/2 for example)?
Conclusion
In this note, we have presented a way of proving Theorem 1.3 using elementary methods of Markov partitions. As mentioned, A. G. Abercrombie and R. Nair have another method using higher dimensional nets and Kolmogorov's consistency theorem [1] . In addition to our result, their method also gives a lower bound for the Hausdorff dimension of the set of points whose forward orbits miss balls (of a radius which one can choose, subject to certain constraints) around the points x 1 , · · · , x p . Instead of constructing good strings as we do, they construct a certain Borel measure on the set of points whose forward orbits miss the desired balls. This measure encapsulates the iterations of T and is zero on the strings which come too close to hitting the balls to be avoided. Thus, they are freed from considering matching.
Our method, on the other hand, is concerned with matching. In particular, the use of the No Matching lemma requires manipulation and coordination of elements of certain generations of the Markov partition, which the author only knows how to do when the points being missed are contained in these elements. If one would like to show a result concerning missing balls around points, then one must be able to manipulate and coordinate elements adjacent to the elements which contain the points being missed. This requirement is most clearly seen when one wishes to miss an interior point, as how close the point is to the boundary of the element (of the requisite generation of the Markov partition) determines how large a ball around this point our method allows us to miss. This sort of variation does not seem to allow us to give, without further modifications to our method, a lower bound like Abercrombie and Nair's.
However, our elementary method is very geometric since we handle elements of generations of the Markov partition directly. It is this geometric nature that allows us to generalize, in dimension one, Theorem 1.3 and Abercrombie and Nair's result to winning sets. Doing so has allowed us to obtain a considerable strengthening: the countable intersection property. With this property, we can generalize to finitely many maps and countably many points, as precisely stated in Corollary 4.9. (If we can answer Question 1 affirmatively, then we can generalize to countably many maps.) Can we also generalize to winning sets for higher dimensional manifolds, and can we prove a similar result for Anosov diffeomorphisms? Only starting with Subsection 4.2 did we specialize to dimension one. Much of the theory works for higher dimensions. How much will work and with what modifications?
