Research in marketing, and business in general, involves understanding when effect-sizes are expected to be large and when they are expected to be small. Understanding the contexts in which consumers are sensitive to offers and variables such as price, is an important aspect of merchandising, selling and promotion. In this paper, we propose efficient methods of learning about contextual factors that influence consumer preference and sensitivities within the context of a hierarchical Bayes model. A design criterion is developed for hierarchical linear models, and validated in a study of the "level effect" in conjoint analysis using a national sample of respondents. Extensions to other model structures are discussed.
Introduction
Consumer judgment, preferences and sensitivities are context-dependent. Many studies in the behavioral decision theory literature document the effects of variables such as the range (Janiszewski and Lichtenstein, 1999) , similarity (Tversky, 1977) , and order (Kahn, Moore, and Glazer, 1987) of stimuli that indicate consumer preferences are not stable, but depend on the purchase and consumption environment. These results have important implications for the timing of offerings, retail assortment choice, and other merchandising decisions.
The ability to calibrate the influence of contextual variables on consumer behavior requires models that describe the variation of model parameters such as price sensitivity coefficients. Such models are often written hierarchically, with a first layer of the model describing respondent reaction to stimuli, and a second layer describing contextual factors that drive the magnitude of effect sizes.
The parameters in this second layer are commonly referred to as hyperparameters because they describe the characteristics of the parameters in the first layer.
In this paper, we describe efficient designs for the learning of hyperparameters in hierarchical linear models and illustrate their use. A design criterion is proposed that can be used for a range of hierarchical models and, as a special case, the criterion includes the D-criterion for traditional fixed-effects linear models. We illustrate the design performance through a study of the level effect in conjoint analysis, where part-worth estimates have been shown to be positively associated with the number of attribute-levels present in the study. This form of context dependence has implications for predicting preferences in environments characterized by varying levels of assortment across different retailers. Data from a national survey were used to validate our methodology.
The remainder of the paper is organized as follows: section 2 describes the optimal design criterion for the estimation of hyperparameters in a hierarchical linear model. Section 3 introduces the theory and parameterization for studying the level effect in conjoint analysis. Designs are constructed and compared in section 4, and section 5 reports empirical results from a national webbased survey. Concluding remarks are offered in section 6.
Design Criterion for Hyperparameters
Consider a consumer survey in which respondent i (i=1, …, n) is presented with a set of m i profiles (stimuli). The stimuli are constructed with information on various levels of marketing variables, such as price, product attributes or possibly aspects of advertisements. The levels of the marketing variables are reflected in the m i × p model matrix, X i . The responses of consumer i to the set of stimuli are represented by the vector y i of length m i . The effects of the various levels of marketing variables on respondent i's responses are captured by the p elements of vector β i , which are assumed to be random effects distributed according to a multivariate normal distribution with mean Z i θ and variance-covariance matrix Λ (p × p). Z i is a matrix (p × q) of covariates, such as household income, age or other contextual variables that characterize the purchasing environment.
θ is a parameter vector of length q. Thus, the hierarchical linear model is of the following form: 
Many researchers have investigated efficient experimental designs for the estimation of the individual-level random effects β i under hierarchical models (See, for example, Arora and Huber, 2001; Sándor and Wedel, 2001, 2005; Kessels et al., 2006) . While it is important to have accurate information on β i when the focus is on individual-level customization of products, accurate estimation of hyperparameters θ and/or Λ is important in other situations. This occurs when individual-level targeting is not possible, when the mean effects of marketing variables on a population of consumers are of interest, or when predictions of consumer preferences in a new target population are required.
Pragmatic approaches to finding efficient designs have been proposed for the estimation of hyperparameters under a hierarchical nonlinear model. For example, the swapping, relabeling and cycling heuristic by Sándor and Wedel (2002) ; the linearization approach by Mentré et al. (1997) ; the stochastic gradient search by Tod et al. (1998) , and the ``MCMC nested within Monte Carlo'' approach by Han and Chaloner (2004) . No contextual variables are included in the hierarchical models used in these papers, that is, Z i equals the identity matrix.
Under a hierarchical linear model with independent, homoscedastically distributed random effects (i.e., Λ = λ 2 I ), Lenk et al. (1996) analytically investigate, in the survey setting, the tradeoff between the number of subjects and the number of questions per subject under a cost constraint and an orthogonal design structure. Contextual variables are included in the model but Z i is assumed
given, that is, Z i is not under the control of the experimenter. Liu et al. (2007) study optimal designs for the estimation of hyperparameters under a hierarchical linear model for both the situation of independent random effects and that of correlated random effects. A brief discussion is given for the situation when both the stimuli (X i ) and contextual variables (Z i ) can be controlled by the experimenter.
In this paper, we build on Liu et al. (2007) and explore efficient experimental designs expressed in terms of the stimuli (X i ) and contextual variables (Z i ). Contextual variables are broadly defined to include descriptors of individuals (e.g., demographics), variables describing the purchase and/or consumption environment (e.g., merchandising assortment, social affects), and variables that come from the intersection of these factors (e.g., needs). Learning about the influence of these variables enables marketers to identify who is most likely to prefer an offering, and the conditions associated with strong preference.
The presence of context-dependent preferences also has implications for data-collection, including selection of respondents using demographic quotas, wording of questions and presentation of stimuli. The elicitation of consumer preferences involves a complicated process of encoding, memory activation, and reporting that can be affected by the same variables that are used to explain contextual variation. Thus, the design of experiments to understand the variation of effect-sizes requires methods that optimize the gain of information with respect to the specific stimuli, as well as variables that describe the context of the stimuli. Traditional statistical design criteria focus only on the former. We next introduce such a design criterion and illustrate its use in Section 4.
Design Optimality Criterion for Hyperparameter Estimation
We consider the situation when the primary interest is on the accurate estimation of the context effect vector θ, or a function g(θ) of vector θ, while the response error variance σ 2 and the random effects variance-covariance matrix Λ are treated as nuisance parameters. Equations (1) and (2) can be combined to obtain ( )
where i m Ν denotes multivariate normal distribution with dimension m i , with priors (3) to (5) assumed for θ, Λ and σ 2 .
In Liu et al. (2007) , it is shown that, for the estimation of the context effect vector θ, an optimal design that maximizes the expected gain in Shannon information (see Chaloner and Verdinelli, 1995, page 277 ) is a design with matrices {X i } and {Z i } (if Z i can be controlled by the
where p(Λ) and p(σ 2 ) denote the probability density functions of the prior distributions of Λ and σ
.
We note that if Ι = Ζ i (i.e., no contextual variables), X i = X (i.e., same stimuli for all respondents), Λ = 0 (i.e., no heterogeneity), and σ 2 is known, then the ψ-criterion is equivalent to the classical Dcriterion for the estimation of fixed effects. The ψ-criterion in equation (7) can therefore be regarded as a generalization of the classical fixed-effects D-criterion.
In certain situations when all respondents receive the same stimuli (X i = X), X can be determined independently of {Z i } in an optimal design under the ψ criterion. For example, in a survey study, when the same questionnaire is given to all respondents, the optimal construction of the questionnaire is often independent of the optimal sampling of the respondents on the basis of demographic information such as age or income. However, in other situations when respondents receive customized stimuli or when the construction of the stimuli is linked to the contextual variables, optimal {X i } and {Z i } need to be determined jointly.
In this paper, we extend Liu et al. (2007) and focus on the estimation of a function g(θ) of hyperparameter vector θ. Appendix A shows in detail that an optimal design for the estimation of g(θ) is a design with matrices {X i } and {Z i }, i=1, …, n, that maximizes
where p(θ) is the probability density function of the prior distribution of θ.
We use the ψ -criterion to select the survey designs in Section 4 in the context of the level effect in conjoint analysis where X i is linked to Z i . The next section introduces the level effect, and
proposes a hierarchical linear model that captures the level effect as one of the hyperparameters.
The Level Effect in Conjoint Analysis
Currim, Weinberg and Wittink (1981) first observed that part-worth estimates in a conjoint study increase with the addition of intermediate attribute levels. This phenomenon was named the number-of-attribute levels (NOL) effect, also known as the level effect. Since then, the level effect has been observed across different measurement scales, various data collection methods and estimation techniques (see Wittink et al., 1982 Wittink et al., , 1990 Wittink et al., , 1997 Steenkamp and Wittink, 1994; and Creyer and Ross, 1988 ).
Possible explanations of the level effect have been proposed in the literature. Currim, Weinberg and Wittink (1981) find that the ordinal properties of ranking and rating measures contribute to the occurrence of the level effect. Wittink et al. (1992) , Steenkamp and Wittink (1994) , Verlegh, Schifferstein and Wittink (2002) find that certain experimental design methods such as the utility-balance approach in ACA (Adaptive Conjoint Analysis), and small sampling errors seem to reduce the magnitude of the level effect. Steenkamp and Wittink (1994) also investigate the attention-based explanation which states that the respondents' attention to an attribute may increase with the addition of attribute levels. However, only minimal support of the attention-based explanation has been found in empirical studies. Most recently, Verlegh, Schifferstein and Wittink (2002) suggest that the level effect is most likely due to respondents' tendencies to uniformly distribute their responses over the corresponding continuum of the measurement scale.
The existence of the level effect suggests that consumer preference varies with context.
Specifically, it implies that, in the market place, consumer preference sensitivity to a product attribute is affected by the variety of attribute levels displayed, which varies from store to store.
Such a finding is consistent with a large body of consumer behavior literature (e.g., Huber, Payne and Puto, 1982; Lynch, Chakravarti and Mitra, 1991; Simonson and Tversky, 1992) describing the influence of contextual effects in choice. Standard conjoint analysis models in marketing research do not adjust for contextual influences in part-worth estimation and, consequently, can not predict consumer buying behavior well in different contexts. In this section, we attempt to model the level effect by incorporating two ideas from the psychology literature -the Range-Frequency theory of Parducci (1965 Parducci ( , 1974 Parducci ( , 1982 ) and Krumhansl's (1978) Distance-Density model. We first specify the model for a single attribute, and then express the model in its general form. 
where J g denotes a normalized value of attribute-level g as a weighted average of the range (R g ) and frequency (F g ) effects with 0 ≤ ω ≤ 1. Cooke et al. (2004) transform this normalized value to an actual value by the equation:
where b is the respondent's perceived value of the lowest-level of the attribute, and m is the "perceived distance" between the lowest and highest attribute-levels.
We extend the model proposed by Cook et al. (2004) , (9) to (12), by modeling m according to the Distance-Density model in Krumhansl (1978) which states that "...two points in a relatively dense region of a stimulus space would have a smaller similarity measure than two points of equal interpoint distance but located in a less dense region of the space...". Specifically, we assume m is a linear function of the number of attribute levels L:
and the final form of the model is:
where δ g is an error term distributed according to a N(0,λ 2 ) distribution that allows for respondentspecific deviation from the assumed structure.
The parameter υ in equation (14) measures the level effect in conjoint analysis. To estimate υ, it is required that the conjoint study contains multiple parts which have different numbers of attribute levels L. The difference R g -F g in equation (14) represents how far away the relative range is from the relative rank and provides a measure of the skewness of the distribution of the attribute levels. If an attribute has levels packed on the lower end, for example, (10, 15, 20, 30, 35, 40, 70, 90, 100), then we will observe prevailingly R g -F g < 0. Similarly, if an attribute has levels that are packed up on the higher end, we will have prevailingly R g -F g > 0.
If an attribute has equally-spaced levels, or when an attribute has only 2 levels, then R g -F g = 0 for all g. So, for ω in equation (14) to be estimable, we need to have a part of the study in which the attribute has more than two levels and the levels are not equally spaced.
The Model: General Expression in Matrix Form
We now express the model in matrix form for the general case of multiple respondents rating multiattribute products in a conjoint study. The model takes the form of a hierarchical linear model: 
where s indexes the parts of the conjoint study (s = 1, 2, …, S) with possibly different numbers of attribute levels. y i,s is the vector of profile ratings from respondent i (i = 1, …, n) in part s of the study, β i,s is the vector of attribute-level part-worths, and X i,s is the model matrix representing the stimuli presented to respondent i in part s of the study. If all respondents in part s of the study are asked to rate the same set of stimuli, then the model matrix is the same across all respondents in that part of the study, that is, X i,s = X s . Note that (15) for a given part s of the study is the same as (1), the first level of the hierarchical model introduced in Section 1.
In the second level of the hierarchical model, the part-worths β i,s are modeled according to the Range-Frequency/Distance-Density theory as formalized in Equation (14). The expression of the second level of the hierarchical model is:
The hyperparameter vector θ is defined as
where τ indicates the τ th attribute (τ =1, …, T). When attribute τ is monotonic with different numbers of levels across the multiple parts of the study,
, where the set of (κ τ , υ τ , ω τ ) corresponds to the (κ, υ, ω) in (14) for the attribute τ. If the monotonic attribute τ has the same number of levels across the multiple parts of the study, υ τ is not estimable and therefore θ τ ' = (κ τ , κ τ ω τ ). Similarly, if the attribute levels in attribute τ are equally-spaced or only contain the two extreme levels in all parts of the study, ω τ is not estimable and therefore θ τ ' = (κ τ , υ τ ). Finally, for non-monotonic attributes such as brand name or color, the vector θ τ simply contains the means of the individual-level effects over the respondents.
The covariate matrix Z s in (16) is of a block diagonal structure: 
on the various levels of attribute τ, as required by Equation (14), when attribute τ is a monotonic with different numbers of levels across the multiple parts of the study. Z τ,s consists only of F and R -F on the various levels of attribute τ if the monotonic attribute τ has the same number of levels across studies, and Z τ,s consists only of F on various levels of the attribute τ if the attribute levels in attribute τ are equally-spaced or only contain the two extreme levels in all parts of the study.
Appendix B illustrates the model matrices X i,s and covariate matrices Z s in our hierarchical model (15) and (16) for an investigation of the level effect of credit card interest rate (APR). These design matrices were selected using the ψ -criterion in equation (8) that accounts for the dependence of Z i on X i,s due to the level effect. Next we illustrate the importance of accounting for this dependence when estimating contextual factors that influence consumer valuation of product offerings.
Survey Designs for Studying the Level Effect
A survey study was conducted to evaluate the effectiveness of the proposed model, through
Harris Interactive, a global marketing research firm. Credit card products were used as stimuli in the survey. Measurement of the level effect in credit-card preferences requires that the study contains multiple parts where the number of attribute levels varies. The attributes used in the survey studies were the APR (interest rate) of the card, the card provider and the reward program. Part 1 of the study involved the two extreme levels (8.99% and 17.99%) of APR in the study, part 2 involved four levels of APR with the addition of two intermediate levels, and part 3 involved three levels of APR with the addition of one intermediate level. The numbers of levels of the other two attributes, card provider and reward program, remained the same across the three parts of the study. In particular, there were two card providers --Capital One vs. Citibank, and three levels of rewards -none, cash reward and travel reward. Data from parts 1 and 2 of the study were used to estimate the model parameters, and part 3 was reserved for holdout predictive testing. Each respondent in the survey was asked to evaluate 12 credit card products on a 0 to 10 rating scale, with 0 being least likely to apply and 10 being most likely to apply.
The vector θ of the hierarchical model in (17) is
where the (κ A , υ A , ω A ) reflect the (κ, υ, ω) in (14) on the APR attribute, θ P is the mean contrast between the two card providers, θ C is the mean contrast between cash reward and no reward, and θ T is the mean contrast between travel reward and no reward. The vector θ is a nonlinear function of θ * which contains the unique parameters to be estimated in (19) , that is,
For efficient estimation of θ * through parts 1 and 2 of the study, the construction of the stimuli (which determines {X i,s }) and the physical values of APR (which determines {Z s }) for the two parts need to be jointly determined so that ψ in (8) is maximized. Note that Z 1 in part 1 of the study was fixed since the two extreme APR levels were fixed at 8.99% and 17.99%. To simplify the problem, the same set of stimuli was assumed to be presented to the respondents in the same part of the study (X i,s =X s ), and a full-factorial design with twelve profiles, as shown in Table B .1 of Appendix B, was used in part 1 of the survey. Therefore, X 1 was fixed, and the problem was simplified to the search of X 2 and Z 2 for part 2 of the study that maximize
given an equal number of respondents in each part of the study, where 
Based on the credit card offers available on the market, there were five possible choices of intermediate APR levels to be included in the study --9.99%, 11.99%, 12.99%, 14.99%, and 15.99%.
Therefore, for part 2 of the study, there were a total of 5 10 2 = ⎛ ⎞ ⎜ ⎟ ⎝ ⎠ possible choices of Z 2 . For each possible choice of Z 2 , we obtained an optimal X 2 that maximizes ψ in (21) through computer search. Then we recorded the ψ value for each pair of (X 2 , Z 2 ), and compared the ψ values to obtain the optimal pair of X 2 and Z 2 . Similarly, for part 3 of the study, there were a total of 5 possible choices of Z 3 . We used the same approach to obtaining the optimal X 3 and Z 3 by replacing the index s = 2 with the index s = 3 in (21). Table B .6 in Appendix B reports the matrices Z 2 and Z 3 in the optimal pairs (X 2 , Z 2 ) and (X 3 , Z 3 ) that were selected for parts 2 and 3 of the study, together with the fixed Z 1 for part 1 of the study. Simple-exchange algorithms (see Atkinson and Donev, 1992) have been used in the literature for the search of D-optimal designs. We modified a simple exchange algorithm to obtain an optimal X 2 that maximizes ψ in (21) for given X 1 , Z 1 and Z 2 , where the integral of ψ was calculated using
Monte Carlo method. Based on prior knowledge, under the standardized orthogonal effects coding (see Kuhfeld, 2005) of the model matrices X 1 and X 2 , the variance-covariance matrices Λ 1 and Λ 2 were expected to have positive off-diagonal elements, that is, the random effects were expected to be positively correlated although the actual sizes of the correlations and the variances were unknown. Following recommendations in Liu et al. (2007) , the following priors were used, respectively, for Λ 1 and Λ 2 , in the computer search of an optimal X 2 .
where J denotes a matrix with all elements being ones. We note that, while these values of V 0 were used in the search of an optimal X 2 , alternative values lead to the same rank ordering of candidate Relative D-eff. (Kuhfeld et al. 1994 ).
As shown in Table 2 , Design IV has relatively the highest ψ -efficiency and the lowest Defficiency. Design I is close to Design IV under ψ -criterion, followed in order by Design III and Design II, with Design II being the least efficient of the four under the ψ criterion. On the other hand, Designs I, II and III are equally efficient under the D-criterion. Similarly, three versions of designs were selected for stimuli construction in part 3 of the study, as reported in Appendix B. Part 3 of the study was used as holdout for prediction validation.
Namely, data obtained from parts 1 and 2 of the study were used to estimate the θ * in (20), and the θ * estimates were used to predict the mean preferences (over the respondents) in the holdout study (see Section 5).
Empirical Results
The data were collected via a national web-based survey through Harris Interactive. The following screening rules were used during the data collection: a qualified respondent needs to be 18 years of age or older, live in U.S., and have a credit card issued under his/her own name. A total of 1000 respondents participated in the study. Respondents were randomly assigned to the different parts of the study, and the presentation order of the 12 credit card profiles was also random. The data showed that, some respondents gave the same ratings to all the 12 profiles presented to them, some respondents chose one product and rated the remaining eleven products 0, and some respondents used the scale in a reverse order (i.e., 0 was used for most likely to apply, and 10 was used for least likely to apply). Responses from these respondents were considered invalid and taken out of the data. The final data contained 757 valid respondents, averaging about 95 valid respondents per design version of the survey.
An MCMC method was used to obtain the estimates of θ * in (20) where a MetropolisHastings (M-H) algorithm was used within a Gibbs sampler to generate the posterior draws.
Appendix C provides the details of the algorithm. Using the responses from part 1 and from each design version of part 2 of the study, the proposed hierarchical model was fit to the data and the posterior estimates of θ * were obtained, as reported in Table 3 suggest that respondents prefer cash reward over none and travel over none.
The parameter estimates reported in Table 3 indicate that the level effect parameter (ν A ) is estimated to have a posterior mean of 0.28 on average, and that the range-frequency weight (ω A ) in equation (16) has a posterior mean of 0.92 on average. This implies that attribute-levels in this study map onto the range-frequency value J g mostly through the relative range R g . In addition, for each addition of an intermediate APR level, the mean perceived distance between the highest and lowest APR levels increases by 0.28. That is, the mean contrast between the highest and lowest APR in part 2 of the study is 0.28 * 2 = 0.56 units larger than in part 1 of the study due to the addition of two intermediate APR levels. Thus, the level effect is estimated to be large relative to the other effect sizes --approximately as large as the mean contrast between a travel reward versus no reward.
Accuracy of Estimates
We compare the efficacy of the four different designs using two measures of accuracy --the determinant of the variance-covariance matrix (DETVAR) of the posterior estimates of θ * normalized by the size of θ * , and the average variance (AVGVAR) of the posterior estimates of θ * normalized by the size of θ * . Results are displayed in Table 4 . We note that without knowledge of the actual values of θ * , these two measures provide direct measures of the estimation efficiency by assuming that the parameter estimates are unbiased.
Both the DETVAR and the AVGVAR measures show consistency with the relative ψ -efficiencies of the designs, that is, designs with higher ψ -efficiency lead to smaller variances of the θ * estimates as measured by DETVAR and AVGVAR. 
Predictive Performance
Data from part 3 of the study were used as validation data to check how well the model predicts to a new context with a different number of APR levels. Estimates of θ * obtained in Table 3 from each design k (k = 1,…,4) of part 2 of the study were used to predict the mean ratings of the 12 profiles in each design version j (j = 1, 2, 3) of part 3 of the study :   2  2  2  2  3  3  3  1  2  1  2  1  2  1  2  1  2  1  2  1  2 ( , , , , |{ , }, , , , )
where X 3j is the model matrix in design version j (j = 1, 2, 3) of part 3 of the study, as shown in Table B .5 of Appendix B. X 1 is the model matrix in part 1, and X 2k is the model matrix in design k (k = 1, …, 4) of part 2 of the study, as shown respectively in Table B 
where j y 3 is the actual mean ratings of the 12 profiles in design version j (j = 1, 2, 3) of part 3 of the study. Table 5 summarizes the prediction accuracy on the validation data based on each of the four sets of θ * estimates in Table 3 . The MSE of the predictions based on the θ * estimates from Design III is the smallest compared to the other designs selected for part 2 of the study, while the MSE of the predictions from Design II is the largest. The prediction MSE measure shows that designs with higher ψ -efficiency lead to more accurate predictions in general, but not always. Since the ψ -criterion is developed for parameter estimation and not for future prediction, it is reasonable to see that the DETVAR and the AVGVAR measures line up exactly in the same order as the relative ψ -efficiency, but the prediction MSE measure does not. If the primary interest is on future predictions rather than hyperparameter estimation, then it is not efficient to use the ψ criterion in designing the conjoint experiments. In such a situation, a criterion that focuses on future prediction needs to be developed for the model under consideration, for example, the V-and G-criterion discussed by Kessels et al. (2006) for non-hierarchical models.
Predictions to Holdout
Design I Design II Design III Design IV 
Discussion and Concluding Remarks
The level effect is an example of a broad class of problems in Marketing and other disciplines that involve the learning of effect sizes and what drives big or small effects. Learning of the level effect gives us ideas on how consumer sensitivity to a product attribute varies with the number of attribute levels, and allows us to predict to a new context. We propose in this paper a hierarchical linear model that models individual consumer behavior and, by incorporating a number of ideas from the Psychology literature, models the level effect as a hyperparameter.
We designed a credit card survey study in which the survey designs were selected according to the ψ -criterion introduced in (8) for efficient estimation of hyperparameters. The discussion and choice of design criteria for estimation of hyperparameters is an under-developed topic in marketing research and, with the advent of modern Bayesian statistical methods, the estimation of models characterizing the variation of effect sizes across contexts and environments is likely to become more prevalent. Our design criterion accommodates interactions between individual-level variables and contextual variables as reflected through matrices X i and Z i in hierarchical models. The interactions are present when studying contextual factors that influence consumer preference and choice. Our design criterion also nests the commonly used D-criterion for fixed-effects linear models as a special case.
From our survey data, we estimate a large contextual level effect that points to increased sensitivity to attribute-levels as the number of levels increases. The level-effect has implications for merchandising because it implies that consumer preference for product features is dependent on the assortment of choice. Our results imply that a high-assortment retailer will find that consumers express greater preference among attribute levels, while a low-assortment retailer will find that preferences are not as well defined and that consumers are more willing to switch among choice alternatives. This finding is consistent with the merchandising policies of discount retailers, such as WalMart, who typically offer low levels of assortment. We note that the level effect we examined is on a monotonic attribute, not one for which an ideal-point preference exists. We have not examined if the level effect exists for nominal attributes such as the color -e.g., that increasing choices of colors on cars makes people more sensitive to car color when making a purchase decision.
Hierarchical models offer a convenient structure for pooling results across studies to quantify changes in effect-sizes. These changes have typically not been associated with covariates, Z i , that describe aspects of the study from which the data originate. For example, while researchers routinely compare responses for alternative stimuli, the comparison typically involves examination of simple contrasts, or, equivalently, assumes that Z i in the hierarchical model is dummy-variable coded. Hierarchical models allow for a more general coding scheme that enables the study of covariates that are more generally associated with experiment conditions, as illustrated in our empirical study. The design criterion presented here provides a means of evaluating designs for efficient learning about these contextual effects.
An interesting direction for future research is to investigate optimal designs under alternative design criteria that may be of interest, such as a criterion that focuses on future predictions, or a criterion that aims for efficient model discrimination. Additional topics for future research include the study of incomplete block designs in which different respondents receive different sets of stimuli. Furthermore, a natural extension of the current research is to the choice designs in the setting of hierarchical non-linear models.
APPENDIX A: The ψ -criterion for Efficient Estimation of g(θ) of hyperparameter vector θ
We derive the ψ -criterion following the same framework used by Liu et al. (2007) . When the primary interest is in the estimation of a function g(θ) of hyperparameter vector θ, we seek an optimal design with {X i } and {Z i }, i=1, …, n, that maximizes the expected gain in Shannon Information, that is, we seek a design that gives maximum { } can be approximated by a normal distribution with mean ( ), g θ and variance-covariance matrix
Therefore, the maximization of (A.1) is approximately equivalent to the maximization of
The integrand depends on y only through the consistent maximum likelihood estimates of 
Therefore, for efficient estimation of a function g(θ) of hyperparameter vector θ, we seek an optimal with {X i } and {Z i }, i=1, …, n, that maximizes (A.5), and we call the criterion ψ -criterion.. A random-walk M-H is used to generate the draws of
Generate
be the kth draw; the next draw is given by . 300,000 iterations are run and every 30 th -iteration is kept. Posterior means and variances are calculated using draws after the burn-in period of the first 60,000 iterations. 
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