Arabic news articles in electronic collections are difficult to work with. Browsing by category is rarely supported. While helpful machine learning methods have been applied successfully to similar situations for English news articles, limited research has been completed to yield suitable solutions for Arabic news. In connection with a QNRF funded project to build digital library community and infrastructure in Qatar, we developed software for browsing a collection of about 237K Arabic news articles, which should be applicable to other Arabic news collections as well. We designed a simple taxonomy for Arabic news stories that is suitable for the needs in Qatar and other nations, is compatible with the subject codes of the International Press Telecommunications Council, and was enhanced with the aid of a librarian expert as well as five Arabic-speaking volunteers. We developed tailored stemming (i.e., a new Arabic light stemmer) and automatic classification methods (the best being binary SVM classifiers) to work with the taxonomy. Using evaluation techniques commonly used in the information retrieval community, including 10-fold cross-validation and the Wilcoxon signed-rank test, we showed that our approach to stemming and classification is superior to state-of-the-art techniques.
Introduction

Motivation
To provide digital library services through an Arabic language information retrieval system, software must be reorganized, redesigned, or improved to satisfy the needs of particular stakeholder groups. Thus, while computational methods for automatic news classification exist, these have drawbacks, especially regarding quality. Accordingly, we have developed improved methods for Arabic text classification.
Arabic language information retrieval (IR) and natural language processing (NLP) are seen as difficult areas because of : Particular characteristics of the Arabic language, e.g., ambiguity;
The limited research work in these two domains, as compared to that with the English language; The fact that most of the software packages used to process English texts -like indexing, cleaning, and tokenizing -do not support Arabic, or need tailored handling and addition of specific features when applied to Arabic text.
Problem statement
Online Arabic news article categorization is not of high quality. When articles are accessed in a collection rather than in a newspaper (site), it is hard to browse by category. Further, the lack of a suitable taxonomy restricts more in-depth browsing. Moreover, there is no simple and accepted taxonomy for Arabic news. International taxonomies are too complex. Taxonomies used by a particular news service are not general enough to apply to other news service collections. Even when a taxonomy is selected, there is no proven best method for classifying Arabic news stories. Also, there is no simple and proven best technique for Arabic word stemming that will enhance Arabic news classification based on a given taxonomy.
later they connect the taxonomy with document data. They mention that building the taxonomy deals with labeling and classifying documents to help users search and retrieve documents efficiently. (Uschold & King, 1995) outline key points toward building a methodology for ontologies; they define a technique that can be used to identify terms for the taxonomy. They describe the importance of knowing why the taxonomy is being built, what the use of it is, and who its users are. By identifying these key features we can create more focused taxonomies. (Fernández & Fernández, 2004) have developed tools to carry the Semantic Web into the journalism domain, including development of a taxonomy for news. What we are doing with our taxonomy is quite similar to the above-mentioned research. We built our taxonomy considering user needs, and defined the taxonomy terms based on the collection and data we studied, all applied to the news domain. Our taxonomy will cover Arabic news articles, so we built an Arabic taxonomy with terms chosen to help classify news-oriented Arabic textual data.
Building Taxonomies and Evaluation. Evaluating a taxonomy is still an emerging area of research.
(Gómez, 2004) discusses ways to evaluate ontologies, considering consistency, completeness, conciseness, expandability, and sensitiveness. (Brank, Grobelnik & Mladenić, 2005) survey the state of the art in taxonomy evaluation. They highlight the need for evaluation to determine which ontology is best for a particular purpose. Our taxonomy is domain dependent since we built it for the Arabic news domain, but it should be general enough to cover any Arabic national news collection. To confirm this, a librarian taxonomy expert and Arabic native speaker volunteers helped to evaluate our taxonomy; they followed some of the evaluation techniques discussed above, considering completeness and consistency.
Arabic IR & NLP, Stemming, Text Classification, and Evaluation
Arabic Stemming. The Khoja stemmer (Khoja & Garside, 1999 ) is a well-known root-based Arabic stemmer used by many researchers due to its relative effectiveness as compared to other Arabic stemmers. Many researchers have tried to enhance its effectiveness, like (Al-Kabi, 2013 Al-Rababah & Alsmadi, 2014) . They removed prefixes and suffixes in phase one, in phase two they compared the output of phase one to standard word sources, and they corrected the extracted root in the last phase. Their stemmer showed better results when compared with the Khoja stemmer (Khoja & Garside, 1999) and the Ghawanmeh stemmer (Ghawanmeh, Al-Shalabi, Kanaan, Khanfar, & Rabab'ah, 2009 ).
The effect of Arabic light stemming on the efficacy of information retrieval (IR) is presented by (Larkey, Ballesteros & Conell, 2007) . Those researchers have built a number of light stemmers for Arabic, and evaluated their effectiveness for IR applications. They conclude that light stemming has a positive effect on Arabic IR. Also, (Kanaan, Al-Shalabi, Ababneh & Al-Nobani, 2008) have built another Arabic light stemmer and tested its effect on information retrieval of Arabic text. They compared the effect of their stemmer on Arabic IR relative to (Larkey, Ballesteros & Conell, 2007) and (Khoja & Garside, 1999) . (AlOmari & Abu Ata, 2014) developed an Arabic light stemmer that is not based on Arabic root patterns. Instead they used well-defined mathematical rules and some relations between letters to extract the stem. Their stemmer showed good results when tested on around 6225 Arabic words; it gives around 5733 correct results with around 92% accuracy.
Arabic dialects have been used for many years. Dialects present more challenges than the Modern Standard Arabic in the field of natural language processing since they add a new set of variational dimensions (Abu Ata & Al-Omari, 2014) . Abu Ata et al. discussed in their paper a new rule based stemming algorithm that can find stems for the Arabian Gulf Dialect. They showed in their results that their algorithm is performing poorly when applied to Modern Standard Arabic but performing well with the Arabian Gulf Dialect.
In our discussion below of using stemming (root/light) to enhance Arabic classification we provide an example to explain why using root stemming will not help classification as much as light stemming .
We studied Arabic stemmers toward building a better understanding of stemming and toward creating an improved Arabic stemmer. We compared our proposed stemmer with well-known stemmers by classifying our data set after applying the various kinds of stemmers. We hypothesized and experimented to show that using light stemming will enhance classification for Arabic text, especially in the news domain.
Arabic IR and NLP. The effects of Arabic stop word removal and term weighting on the accuracy of Arabic information retrieval systems is examined by (El-Khair, 2006) . (Hmeidi, Kanaan & Martha, 1997) describe how to build an automatic indexing system for Arabic text with comparable accuracy to human indexing systems. In their study, (Abuleil & Evens, 1998) show how to automatically build a large Arabic integrated and comprehensive lexicon. They developed a part of speech (POS) tagger for Arabic text to extract features of the Arabic words encountered. POS tagging is the process of assigning low-level grammatical categories to words based on their context. (Kanaan, Al-Shalabi & Sawalha, 2003 ) designed a fully automatic tagging system for Arabic language text, and achieved an accuracy rate of about 93%.
Arabic Text Classification. Text classification is the task of deciding whether a piece of text belongs to any of a set of predefined classes (Lewis, 1991) . The problem of classification has been widely studied in the database, data mining, and information retrieval communities (Aggarwal & Zhai, 2012 (Khreisat, 2006) results show that N-gram text classification using the Dice measure outperforms classification using the Manhattan measure for a corpus that is to be described with four categories (Elberrichi & Abidi, 2012) . (Mesleh, 2006) proposed a conceptual representation for Arabic text representation, and discusses the SVM algorithm with the use of Chi-square as a feature selection method, to classify Arabic documents. The results show that SVM with Chi-square outperforms the Naïve Bayes and kNN classifiers in terms of F1-measure .
As some of the above studies suggested, we applied preprocessing steps to our data set to enhance classification of Arabic text. We proved that using stemming as a preprocessing step enhances classification results. Our stemmer outperformed some of the most popular Arabic stemmers. We used three kinds of classifiers, and both binary and multiclass classification. Then we compared the classifiers with each other, and compared the different categories with each other as well.
IR Evaluation. (Kanaan, Al-Shalabi, Mohammed & Ahmad, 2004) used average recall/precision to compare an ad-hoc retrieval system with a filtering retrieval system. The most commonly used measures of retrieval performance are precision and recall (Lassi, 2002) . Recall, precision, and F1-measure have been widely used in the history of IR system evaluation (Zhou & Yao, 2010) . In order to evaluate our classifiers, both binary and multiclass, we used the F1-measure, which is calculated from recall and precision.
Building a Standardized Categorization System for Arabic Newspapers
Building the Taxonomy: Five Arabic Newspapers
In order to build our general categorization system, we considered eight Arabic newspapers from five different countries. In particular, we studied and analyzed the category system for each of five Qatari Arabic newspapers: Based on their hierarchy, we see that their taxonomy has a reasonable number of categories (Sports, News, Economics, Accidents, …) and sub-categories Reports, Pictures, Investigations, …) that cover all of the important news articles.
FIG. 6. The Taxonomy for Al-Sharq Newspaper
Building the General Categorization System
With the aim to enhance Arabic news article classification and improve online newspaper browsing, we created a categorization system called the General System (Taxonomy).
We studied the five newspapers discussed above, along with a number of other Arabic newspapers (i.e., Alghad: http://www.alghad.com/, AlAhram: http://www.ahram.org.eg/, AlKhabar: http://www.alkhabar.ma/, and AlQudsAlarabi: http://www.alquds.co.uk/) that we reviewed. We analyzed their online categorization systems, to gain a wider understanding of Arabic newspaper taxonomies. Based on the five hierarchies and the understanding we gained from the other reviewed newspapers, we created our unified categorization system. We identified common categories between the mentioned taxonomies, and considered topic coverage, as we developed our categorization system. The result should be applicable not only to the five newspapers, but also to any Qatari newspaper, and, in general, any Arabic newspaper. The generality of our taxonomy is inferred since we studied many Arabic newspapers, including five in depth, to find the common categories between them and find what are the general categories that should be included in a newspaper to cover any news article topic.
Graphical mapping methods were used to map the studied taxonomies toward getting a general taxonomy. We received help from a librarian expert and volunteers to identify the categories and the level of generality for each category and sub-category. We call this the "General Categorization System" or "General Taxonomy" (see FIG. 7 ). It contains twenty-seven different categories divided into three levels: seven categories in the main or first level, thirteen categories in the second level, and seven categories in the third and last level. By creating this taxonomy we aimed to enhance Arabic news article classification and improve online newspaper browsing.
FIG. 7. The General Categorization System (Taxonomy)
The The Standardized Categorization System Revising According to IPTC. To make our general categorization system more accepted, standardized, and widely usable with Arabic newspapers, we modified our initial general categorization system and made it compatible with the IPTC system (see the section above on The IPTC System: International Press Telecommunications Council). The main point of this taxonomy is to assist and enhance Arabic newspaper browsing.
Making our system compatible with a worldwide system like the IPTC should ensure wider acceptance. To adjust for the IPTC system, we had to trim some of the categories in our general system and in the IPTC system. Reducing the number of categories by combining or generalizing them to make them cover more topics adds generality to the system. We also reduced the levels in our general system from three to two, to make it even more broad, workable, and compatible with Arabic newspapers. For example, we combined the three sub-categories in the second level of the general system (international sports, Arabic sports, and local sports) plus their four sub-categories in the third level, into only two sub-categories (sports general and soccer). So, we reduced the number of categories in the sports class from seven to two; this will give more generality to those two categories. After giving the system broader generality of topical coverage, we made sure that all of the categories and their sub-categories are grounded in the IPTC system. Accordingly, we can say that our system is compatible with an accepted international news categorization system.
Thus, based on the IPTC system and the general system we initially created, we devised a new modified categorization system with thirteen categories and two levels. There are five categories in level one and eight categories in level two, with at most two in the second level under any category in level one. We called this the "Standardized Arabic Newspapers Categorization System" (see FIG. 9 ). The main aim of this standardized system is to provide a better taxonomy for browsing Arabic news articles.
FIG. 9. The Standardized Arabic Newspapers Categorization System (Taxonomy)
Evaluation and Refinement. An ontology librarian expert and five native Arabic speaking volunteers helped evaluate versions of our categorization systems. Volunteers aided by creating categories for the general and the standardized taxonomy, based on studying the original taxonomies for the online Qatari newspapers. They confirmed that each category was indeed representative of topics in news articles. The librarian expert went through the new system, validated and approved its coverage, and cross-referenced it against the IPTC system. The domain expert librarian discussed the need and the importance of each category in our taxonomy. He suggested modifying, removing, or adding categories to make the system more general and compatible with the IPTC. For example, he suggested modifying the name and the coverage of the Last Page (Local Miscellaneous) category in the general system to call it Social Issues in the standardized system. This modification helps make this part of the system match better with IPTC, since IPTC has some categories talking about Social Issues but does not have anything called Last Page.
Another example of an enhancement is removing the Main (Home) Page category from the general system since this category is vague, and it is not clear what topics can be included under it; also, it is not well matched with IPTC categories. This Main (Home) Page category usually contains different kinds of topics (e.g., like the first page of any newspaper) that can easily fit in one of the other categories, so there is no need to keep it. By deleting this category we again made our system more generalized and a better match with IPTC. Finally, the theory of "Magical Number Seven, Plus or Minus Two" for numbering (Miller, 1956) has guided the selection of the number of categories in the two levels in our taxonomy (5 categories in level 1, 8 categories in level 2). 
Arabic News Articles Text Classification with Stemming
Stemming to Enhance Arabic Text Classification for News Articles
The main goal of a stemmer is to map different forms of the same word to a common representation called the "stem". Stemming can significantly improve the performance of text classification systems by reducing the dimensionality of word vectors. Generally, there are two main categories of Arabic stemmers: root extraction stemmers and light stemmers (Kanaan, Al-Shalabi, Ababneh & Al-Nobani, 2008) . The most widely used stemmers for Arabic, one from each of these categories, respectively, are (Khoja & Garside, 1999) and (Larkey, Ballesteros & Conell, 2007) .
In Arabic, each word has a root that acts as its basic form. We can obtain several words, including nouns, verbs, and adjectives, by adding certain letters at the beginning, end, or within the root letters, see FIG. 10 .
For example, from the root ‫,"ﻗﺼﺪ"‬ we can produce the words ‫ﻳﯾﻘﺼﺪ"‬ ", ‫,"ﻣﻘﺎﺻﺪ"‬ ‫ﺍاﻗﺘﺼﺎﺩدﻳﯾﺔ"‬ ", ‫ﺍاﻻﻗﺘﺼﺎﺩدﻱي"‬ ", etc., see TABLE 2. The word in the right is the root of the word on the left. The blue letters represent the word prefixes, the red letters represent the word infixes, and the green letters represent the postfixes. The goal of a root-based stemmer is to extract the basic form for any given word. The problem with extracting the root is that it is far more abstract than the word. Different words with completely different meaning can originate from the same root. For example, the word ‫"ﻣﻘﺎﺻﺪ"‬ (i.e., "purposes") and the word ‫ﺍاﻻﻗﺘﺼﺎﺩدﻱي"‬ " (i.e., "The economic") both originate from the root ‫."ﻗﺼﺪ"‬ Consequently, using root stemmers can result in poor classification effectiveness and problems with cross-lingual retrieval (Larkey, Ballesteros & Conell, 2007) , since it will give the deep abstract concept of the word and that will lead sometimes to a different meaning between the word and the root, as in the example above.
The goal of a light stemmer is to find a canonical form of an Arabic word by removing prefixes and suffixes, while maintaining infixes. Usually, the meaning of the word remains intact, which results in improved classification effectiveness. For example, the stem for the words ‫ﺍاﻗﺘﺼﺎﺩدﻱي"‬ " (i.e., "economic") and ‫ﺍاﻻﻗﺘﺼﺎﺩد"‬ ‫"ﻭو‬ (i.e., "and the economy") is ‫ﺍاﻗﺘﺼﺎﺩد"‬ " (i.e., "economy"), rather than the root ‫"ﻗﺼﺪ"‬ (i.e., "intended"), see TABLE 3. We implemented a tool to help stem Arabic words, that takes two arguments: the path of a directory containing the raw text files as input source and the path of a destination directory for output ( see FIG. 11 ).
FIG. 11. A Screenshot of the "Arabic Light Stemmer" Tool
The "Arabic Light Stemmer" tool includes five versions of a light-stemming algorithm (Larkey, Ballesteros & Conell, 2007) . Each version of the algorithm strips off certain prefixes and suffixes as shown in TABLE 4. For example, the Light10 stemmer (Larkey & Ballesteros & M. Conell 2007) reduces the word ‫ﺍاﻟﻣﺩدﺭرﺳﻭوﻥن"‬ " (i.e., "the teachers") to the stem "‫( "ﻣﺩدﺭرﺱس‬i.e., "teacher") by removing the "‫ﺍاﻝل‬ " (i.e., "the") prefix and the ‫ "ﻭوﻥن"‬ suffix (which indicates a male plural). Although Light10 is the most used and best performing version (Otair, 2013 ) of Larkey's light stemmer, we have included all other versions for evaluation and comparison purposes. 
Version Prefixes to remove Suffixes to remove
Light 1 ‫ﺍاﻝل"‬ ", ‫,"ﻭوﺍاﻝل"‬ ‫,"ﺑﺎﻝل"‬ ‫,"ﻛﺎﻝل"‬ ‫"ﻓﺎﻝل"‬ nothing Light 2 ‫,"ﻭو"‬ ‫ﺍاﻝل"‬ ", ‫,"ﻭوﺍاﻝل"‬ ‫,"ﺑﺎﻝل"‬ ‫,"ﻛﺎﻝل"‬ ‫"ﻓﺎﻝل"‬ nothing Light 3 ‫,"ﻭو"‬ ‫ﺍاﻝل"‬ ", ‫,"ﻭوﺍاﻝل"‬ ‫,"ﺑﺎﻝل"‬ ‫,"ﻛﺎﻝل"‬ ‫"ﻓﺎﻝل"‬ ‫,"ﻩه"‬ ‫"ﺓة"‬ Light 8 ‫,"ﻭو"‬ ‫ﺍاﻝل"‬ ", ‫,"ﻭوﺍاﻝل"‬ ‫,"ﺑﺎﻝل"‬ ‫,"ﻛﺎﻝل"‬ ‫"ﻓﺎﻝل"‬ ‫ﻫﮬﮪھﺎ"‬ ", ‫ﺍاﻥن"‬ ", ‫ﺍاﺕت"‬ ", ‫,"ﻭوﻥن"‬ ‫ﻳﯾﻦ"‬ ", ‫,"ﻳﯾﻪﮫ"‬ ‫,"ﻳﯾﺔ"‬ ‫,"ﻩه"‬ ‫,"ﺓة"‬ ‫"ﻱي"‬ Light 10 ‫,"ﻭو"‬ ‫ﺍاﻝل"‬ ", ‫,"ﻭوﺍاﻝل"‬ ‫,"ﺑﺎﻝل"‬ ‫,"ﻛﺎﻝل"‬ ‫,"ﻓﺎﻝل"‬ ‫,"ﻟﻞ"‬ ‫,"ﻭوﻝل"‬ ‫"ﻝل"‬ ‫ﻫﮬﮪھﺎ"‬ ", ‫ﺍاﻥن"‬ ", ‫ﺍاﺕت"‬ ", ‫,"ﻭوﻥن"‬ ‫ﻳﯾﻦ"‬ ", ‫,"ﻳﯾﻪﮫ"‬ ‫,"ﻳﯾﺔ"‬ ‫,"ﻩه"‬ ‫,"ﺓة"‬ ‫"ﻱي"‬ P-Stemmer ‫,"ﻭو"‬ ‫ﺍاﻝل"‬ ", ‫,"ﻭوﺍاﻝل"‬ ‫,"ﺑﺎﻝل"‬ ‫,"ﻛﺎﻝل"‬ ‫,"ﻓﺎﻝل"‬ ‫,"ﻟﻞ"‬ ‫,"ﻭوﻝل"‬ ‫"ﻝل"‬ nothing
P-Stemmer (Prefix Stemmer)
We argue that just removing word prefixes can give better results than removing both prefixes and suffixes (as with the Larkey stemmers), and hence can improve the effectiveness of text classifiers. For example, the Light10 stemmer reduces the word ‫ﺍاﻟﻤﺒﺎﺣﺜﺎﺕت"‬ " (i.e., "the talks") to the stem ‫"ﻣﺒﺎﺣﺚ"‬ (i.e., "investigation") by removing the ‫ﺍاﻝل"‬ " (i.e., "the") prefix and the ‫ﺍاﺕت"‬ " suffix (which indicates a female plural). It is clear that the two words have completely different meanings. Thus, light stemmers that remove word suffixes can suffer from the same abstraction problem found in root stemmers, which is especially troublesome in text classification (see TABLE 5 ). 
‫ﻭوﺣﺪﺍاﺕت‬
Units
‫ﺍاﻟﻤﻜﺘﺒﺎﺕت‬
The libraries
‫ﻣﻜﺘﺐ‬
Office
‫ﻣﻜﺘﺒﺎﺕت‬
The library
‫ﺍاﻟﻤﺒﺎﺣﺜﺎﺕت‬
The negotiations
‫ﻣﺒﺎﺣﺚ‬
Investigation
‫ﻣﺒﺎﺣﺜﺎﺕت‬
Negotiations
To prove our argument, we have developed the P-Stemmer, a customized stemmer that removes word prefixes only and keeps all of the suffixes and infixes. This is used in our experiments along with five versions of Larkey's light stemmer (recall TABLE 4).
Machine Learning Tools and Methods to Classify Arabic Text
The goal of a text classifier is to map documents into a fixed number of predefined classes. A text classifier can be either a binary classifier or a multiclass classifier.
In binary classification, a document can be in exactly one of two classes. In multiclass classification, a document can be in one and only one of multiple classes. When we apply our trained classifier to our test data, every document (instance) will be classified into only one class. Given a new instance, the classifier calculates a probability for each class, chooses the class with the highest probability, and classifies the new instance into this class.
Using supervised machine learning, classifiers can learn from examples and perform class assignments automatically. Several text classification algorithms have been proposed. We have chosen to use three of the most widely used state-of-the-art text classification approaches: Support Vector Machines (SVM), Naïve Bayes (NB), and Random Forest (RF).
Our goal is to develop a text classifier that can categorize a given document into one of the five classes at the first level of our generated taxonomy, see FIG. 12 We have one training set, which is a set of 750 tuples: (news-article-ID, class-label). Volunteers manually assembled that so there are 150 instances for each of the 5 class labels, in the form of five text files for the 750 instances. For each news article, we have 7 different vectors, each for a different vector space; one for the full word, one for our proposed stemmer, and five for Larkey's stemmers. Each vector space is defined by its features, which are determined according to one of the seven methods of handling words (full word, P-stemmer, and Larkey's five stemmers). Our Arabic Light Stemmer tool (FIG.  10 ) is used to produce six different versions of the text files corresponding to the five versions of Larkey's light stemmers and the proposed P-Stemmer. Furthermore, the original word formulation is included to be compared with our results. Thus, we obtained seven versions of the same training set as shown in TABLE 6. Then we ran a classification experiment for each vector space, using the training set and each of three classifier techniques using the WEKA machine-learning tool. P-Stemmer *The proposed P-Stemmer.
Results, Evaluation, and Discussion
Overview of Classification Experiments and Evaluation
In order to use Weka to classify our data, the training set must be converted to an ARFF file. An AttributeRelation File Format text file describes a list of instances sharing a set of attributes. Weka provides a Java tool, named TextDirectoryLoader, which can convert a set of text files into an ARFF file. TextDirectoryLoader takes two parameters: a directory and the output file name. It assumes that there are subdirectories within the provided directory, each corresponding to a given class and containing the text files representing the instances of that class. TextDirectoryLoader produces a single ARFF file that contains all instances, with two attributes per instance: text and class. For a given instance, the value of the text attribute is the content of the text file corresponding to that instance, while the value of the class attribute is the name of the subdirectory that contains this instance. 
Multiclass Classification: Results and Evaluations
As mentioned previously, three of the most widely used classification approaches -Support Vector Machines (SVM), Naïve Bayes (NB), and Random Forest (RF) -are tested. Weka provides a classifiers list tree that includes these. We used an equal number of training instances with multiclass classification, 150 for each category (750 for the training set in total). TABLE 7 shows the number of features for each of the seven training sets. In the table, "Distinct words" refers to the number of features after applying the "StringToWordVector" Weka filter, while "Selected features" refers to the number of features after applying the "StringToWordVector" Weka filter followed by the "AttributeSelection" Weka filter. 
Binary Classification: Results and Evaluations
Processing the word instances with the P-Stemmer, we created five training sets corresponding to the five top-level classes (i.e., Art, Economy, Politics, Social Issues, and Sports). Each training set has 150 positive instances and 150 negative instances (around 35 randomly selected from each of the other four categories). We used Weka's "TextDirectoryLoader" tool to create the ARFF files for the five training sets.
TABLE 9 shows the number of features for each of the five training sets. In the table, "Distinct words" refers to the number of features after applying the "StringToWordVector" Weka filter, and "Selected features" refers to the number of features after applying that filter followed by the "AttributeSelection" Weka filter. 
Discussion
In the multiclass classification experiments, we compared our proposed P-Stemmer with six different word formulations as listed above in TABLE 6. We generated seven data sets and extracted seven feature sets toward applying them to our classifiers. We used the SVM, NB, and RF classifiers to judge the performance of the P-Stemmer for classification, and compared it with the other listed approaches. For each of the three classifiers, P-Stemmer gave better results than the full word and five Larkey's stemmers. We also found that SVM gave the best results, relative to the other two classifiers, when stemming is employed. Using the full words resulted in the lowest performance, so we can say that using stemming enhances text classification. We calculated recall and precision for each of our datasets, as well as F1, see In the binary classification experiments, we applied the P-Stemmer to our original data set and then extracted the set of features. Those were used when building our three classifiers (SVM, NB, and RF). We compared the results for the five different categories and the three different classifiers. We first calculated the recall and precision and then calculated the F1-measure. From these results, see we noticed that the Social Issues class had the best classification accuracy over the five categories while the Politics class had the least F1 value over the five categories. The Social Issues class with the SVM classifier gave the best result over the categories and classifiers. We learned also that SVM generally performed the best, compared to the other two classifiers. When we compared the binary classification results with the multiclass classification, all using the P-Stemmer, we found that the binary classification method gave better results.
Significance Test
We used the F1 measure results from the SVM classifier to do a statistical significance test between our proposed P-Stemmer and each one of the five Larkey's stemmers. We used the Wilcoxon signed-ranked test (Wilcoxon, 1945) to compare our proposed stemmer and each one of Larkey's stemmers, with the P-value less than or equal to 0.05. This test is very popular for information retrieval evaluation (Smucker, Allan & Carterette, 2007) . We did the test five times and successfully rejected our null hypothesis, for each one of the five tests: that "The median difference of the F1 measure of P-Stemmer and each one of Larkey's stemmers (Stem1, Stem2, Stem3, Stem8, or Stem10) is less than or equal to zero". We concluded that, using the F1 measure for evaluation; our P-Stemmer is statistically significantly better than each one of the five Larkey's stemmers.
Conclusion and Future Work
Online Arabic news articles are not consistently categorized, so when accessed in an aggregate collection rather than in a newspaper (site), they are hard to browse by category. Taxonomies used by a particular news service are not general enough to apply to other news service collections. Further, it was not known what would be the best method for classifying Arabic news stories according to a given taxonomy. Nevertheless, preprocessing steps are supposed to enhance the classification process, and stemming is supposed to be part of these preprocessing steps.
For the purpose of enhancing Arabic information retrieval and natural language processing, we have developed a standardized Arabic categorization system (taxonomy) to support browsing services for online Arabic newspapers. The same hierarchy aids us to classify our data. This taxonomy was evaluated by an expert in this domain with help from volunteers, and was further validated by mapping from a worldwide news taxonomy, i.e., the IPTC system. In order to classify our data using the taxonomy, we built three classifiers, and used a newly developed stemmer, i.e., P-Stemmer, a modified version of one of the Larkey's light stemmers that we hypothesized would enhance Arabic text classification. Then we ran classification experiments using binary and multiclass classification methods .
We used information retrieval evaluation measures to compare our classification results using P-Stemmer with those from each of six variations of Larkey's stemmer, as well as the original raw words. We found that using our proposed stemmer significantly enhanced classification results for Arabic textual data, when using three classifiers: Naïve Bayes, SVM, and Random Forest. We noticed that SVM performed better than the other two classifiers. We also found that using binary classification gave better results compared to multiclass classification. We did a Wilcoxon signed-rank test to test if the observed improvements with Pstemmer were statistically significant, and concluded they are.
In the future, we plan to:
Test our stemmer with another data set, to see if results are compatible with our news data set. Apply the stemmer and the classification methods on this new data set to confirm our findings. Use different feature selection methods, like Chi-square, for the classifiers, to see if they will enhance classification results.
