Abstract-We examined the interpolation capabilities of learning methods using simulated data sets and a real data set. We compared five common learning methods for their generalisation capability on the boundaries of the training data set. Also, we examined the effects of the complexity of models on interpolation capability. Our main results were that there are differences between the different model families, but model complexity does not have a major effect on interpolation capability. The multi-layer perceptron, support vector regression and additive spline models outperformed local linear regression and quadratic regression in interpolation capabilities. Information about the interpolation capability of models is useful when, for example, evaluating the reliability of prediction.
I. INTRODUCTION
All statistical models have problems in their generalisation ability outside the training data. It is known that the expected prediction error tends to increase as the distance from the learning data set increases. In the literature, different models have not been compared in the sense of their prediction ability on the boundary of the training data set, although the topic is important. Intuitively, models that behave smoothly at the boundaries should predict more reliably in a larger volume around the learning data than models whose prediction changes rapidly at the boundaries.
In statistical learning theory, upper bounds for the generalisation error have been derived [1] . Statistical learning theory relies on the assumption that observations are distributed similarly in the test data as in the training data. However, the world is changing; for example, industrial processes are inevitably sometimes run with different settings compared to those used when the training data set has been collected. The distribution of explanatory variables changes over time. Input observations of a kind that did not occur in the training data may become common later. A model that generalises well even outside the training data set would be needed. A model that predicts reliably using novel input values could offer huge improvements in, for example, process planning; the finding of novel process settings that work better than the usual ones could yield major savings.
The interpolation capability of a model refers to the generalisation ability of the model to the parts of the input space not covered well by the training data set. A model with good interpolation capability predicts well in a wider volume around the training data set than a model with poor interpolation capability. We do not differentiate between interpolation and extrapolation; in high dimensions, there is always much empty space between the observation groups, and we thus only talk about interpolation. There are open questions related to the interpolation capability of models: Are there differences in the interpolation capabilities between different model families? What is the relationship between a model's complexity and interpolation ability? In this paper, we try to give the first results concerning these topics. We approach the problem by examining the relationship between the model's accuracy and distance from the training data set by using simulated data and real industrial process data.
II. METHODS
In this section, we present the models we have used. The interpolation abilities of models are compared in the test data set using observations distant from the training data. We selected five well-known and widely applied learning methods for the comparison. Let us denote the ith observation of the response with y i and the related observation of inputs with x i = (x i1 , x i2 , . . . , x ip ). The training data set consists of N observations (y i , x i ) and p variables.
A. Quadratic regression
We used a quadratic regression model
We estimated the model parameters using the lasso method [2] , i.e. by minimising the sum of squared errors subject to the L1 constraint
, where β (OLS) denotes the ordinary least squares estimator. The prediction of quadratic regression may change rapidly outside the boundaries of the training data because of the unstable behaviour of degree 2 polynomials. 0-7803-8942-5/05/$20.00 @2005 IEEE.
B. Additive spline model
We used an additive model built on univariate thin plate regression splines
where f j (·) is a natural cubic spline with 10 knots selected using the method proposed in [3] . The complexity of each spline model f j (·) is controlled separately using a L2 penalty, of which a smoothing parameter is estimated with the generalised cross validation method proposed in [4] . Natural cubic splines guarantee the linear extrapolation of prediction outside the range of explanatory variables, but the prediction may be wiggle between the extreme observations.
C. Multi-layer perceptron
We used a single-hidden-layer perceptron model with skip-layer connections
where the activation functions f j (t) = e −t /(1 + e −t ) are logistic. The network weights β were estimated using L2
The other factor controlling the complexity of the model is the number of hidden nodes H. A multi-layer perceptron model with logistic activation function and without skip-layer connections constrains the prediction in a closed interval and can thus be kept stable.
D. Local linear regression
We used the local linear regression model described in [5] . At each query point, a linear regression model is fitted using the K nearest observations of the training data. The K neighbours are found out based on the Euclidean distance and weighted equally in the model fitting. Thus, the whole training data set works as the model. Local methods have been considered unsuitable for high dimensions, because they cannot maintain locality as dimensionality increases.
E. Support vector regression
We used ν-support vector regression [6] with a RBF kernel
The model parameters are estimated by minimising an -insensitive L1 loss function
k for complexity. Errors smaller than do not affect on loss. The metaparameter ν is the approximate proportion of non-zero weights β k . The other metaparameters are γ and C. Based on statistical learning theory, it has been suggested that support vector methods possess a good generalisation ability even in high dimensionality. When a RBF kernel is used, the predicted values are bounded; the prediction for a very extreme query point is constant because all kernel functions are near zero.
F. Measuring distance from a training data set
We measure the distance between a single observation x 0 and a training data set T with the harmonic sum of the distances to the 30 nearest training data set observations
In the notation, d k − α 0 is the square of the weighted Euclidean distance between x 0 and x k ∈ T , and
The measure was proposed in [7] . The weights α, including the error variance estimate α 0 = σ 2 , of the distance measure are obtained by fitting a prediction model to the problem. The weights are determined in proportion to the influences of the input variables on the model. The distance measure depends on the response, which means that the inputs that have a minor effect on the response also have a small effect on the distance. In practice, the weights α are calculated using numerical derivation for a fitted spline model or a multi-layer perceptron model -the model family does not have much effect on the distance.
III. RESULTS IN SIMULATED DATA
The aim of our simulation study was to generate a variety of the kind of training data sets that could arise in the real world, e.g. measured from an industrial process. These data sets have strong correlations between the input variables, and the observations occur in clusters, so that the observations cover only part of the input space. We compare the models using a test data set whose observations are uniformly distributed in the input space. We calculate the distance between the training data set and each test observation and examine the accuracy of prediction on different distances. We generated 40 data sets consisting of a complex regression function, 10 000 clustered and correlated training observations, 10 000 independent test observations and 16 input variables using the algorithm presented in Fig. 1 . The observed response was obtained by adding a gaussian distributed error term to the simulated true response value. The average range of fitted response values was about [−300, 300].
We studied the prediction properties of models in four scenarios: small error variance σ 2 = 4, medium error variance σ 2 = 100, high error variance σ 2 = 2500 and huge error variance σ 2 = 62500. To prevent the domination of the results by single, very poor predictions, we used restricted Huber's loss L(ε) = ε 2 I(|ε| < 50) + (100|ε| − 2500)I(50 ≤ |ε| ≤ 250) + 22500I(|ε| > 250) in the comparison. The loss was calculated using the true error term ε i = y i − Ey i . We measured the interpolation ability using the prediction accuracy of the observations 
generates a vector of length k from standard normal distribution. ± means that the sign is generated randomly. whose distance from the training data set is greater than ave(t i )+3sd(t i ), where t 1 . . . t N are the distances between the training data set and its observations. We used the rest, i.e. about 5 %, of the test observations to measure the generalisation ability in the familiar data area. We present the average loss over 40 simulated data sets. Use of median loss instead of average loss would not have changed the results.
As expected, average loss increased with the distance from the training data (Fig. 2) . When the noise level is not high, multi-layer perceptron, local linear regression and support vector regression can learn the problem well in the training data set, unlike the additive spline model and quadratic regression. With a low σ 2 = 4 and medium σ 2 = 100 noise level, the results were rather similar, and therefore we only give the results with σ 2 = 100. Under a medium noise level, the perceptron model interpolated best and the additive spline model second best (Table 1) . Fig. 2 . Average loss plotted against the distance from the training data set using a medium noise level σ = 10. Under a higher noise level, the main difference in the results was that the perceptron model did not perform well (Fig. 3) . The differences between the models in accuracy in the training data set and its neighbourhood were smaller. The additive spline model interpolated best, and the local linear model again worked very poorly ( Table  2 ). The differences between the models were statistically significant (p < 0.05) based on Wilcoxon signed rank test with the expectation of the comparison between the models having the same superscript (1 or (2 . The same test and notation are also used in Tables 1, 3, 4 and 5. Under a huge noise level, σ 2 = 62500, all models had difficulties to learn the problem, and both the prediction error and the interpolation error of all models were large. The support vector regression model interpolated best. The multi-layer perceptron and additive spline models interpolated second best, and the local linear model interpolated poorly (Table 3) . In addition to the model family, the metaparameters related to the complexity of the model can also affect interpolation capability. In the comparison of learning methods, fixed metaparameters were used: The metaparameters were chosen to minimise the generalisation error based on the results of 2-3 data sets. The effect of metaparameters on interpolation capability was examined using a medium noise level σ 2 = 100. In local linear regression and quadratic regression, a less complex model interpolated better than the model that generalised best (Fig. 4) . When the metaparameters of perceptron models or SVR models were examined, the model that generalised best in the training data set also seemed to interpolate best (Table 4) .
A model that generalised well in the neighbourhood of training data usually also interpolated well. Thus, a model performing well in a validation data set can be assumed also to perform relatively well at a greater distance from the training data. However, the model family also has a clear effect on interpolation capability. The interpolation capability of local methods is weak, at least in high dimensions. Also, quadratic regression models do not interpolate well. Noise decreased the interpolation capability of models. The multi-layer perceptron model interpolated very well under a low noise level, but quite poorly under a high noise level. On the contrary, additive models interpolated quite well independent of the noise level. Under a huge noise level, support vector regression was even better, but in that case all the models predicted poorly. On the basis of the results, no model family can be recommended for interpolation in general circumstances. 
IV. RESULTS IN A REAL DATA SET
We also examined the differences in interpolation capability in a real data set collected from an industrial production process of steel plates. The problem was to predict the elongation of the final products based on 20 explanatory variables related to the composition of steel and the thermomechanical treatments included in the production process. The range of fitted values was [15, 45] and the deviation of the error term about 2.5, and the noise level of the problem was hence relatively high, being comparable to our simulated data sets with σ 2 = 2500.
The 60 000 training data observations were collected during the years 2001 and 2002. The test data consisting of 100 000 observations were collected during 2003 and 2004 and included thousands of steel plates of a kind that do not occur in the training data set. We compared the interpolation capabilities of the models in terms of their prediction accuracy for these novel cases. We set the metaparameters of the models to maximise prediction accuracy in a validation data set.
The main results from the real data set are quite similar to the simulation results ( Fig. 5 and Table 5 ). The perceptron model and the support vector regression model performed best both near and far from the training data. The local linear model performed well in the training data but interpolated poorly. The interpolation performance of quadratic regression was equally poor. The additive spline model fitted poorly to the problem and also interpolated poorly. An underfitted quadratic regression model interpolated better than the best fitting quadratic regression model, but in other cases the best fitting model with optimal complexity also interpolated best.
The interpolation capability of models may be related to their behaviour on the boundary. For example, a multilayer perceptron model with logistic activation functions and a support vector regression model with radial basis functions are stable on the boundary; the prediction is bounded to a closed interval. Natural cubic splines extrapolate linearly, and may thus be less stable, although linear extrapolation can be also kept rational.
V. CONCLUSION
Our main result is that there are differences in the interpolation capability of models. Local linear regression and quadratic regression predict poorly outside the boundaries of the training data set. Although the metaparameters of (1 models may affect interpolation capability, the complexity of the model has no clear effect. The differences in the interpolation capabilities of learning methods depend on the data and the noise level. The results indicate that a model generalising well in the training data will often predict well outside the boundaries of the training data set. The interpolation capability of models is a rather unknown topic, and we consider these results interesting, although not widely generalisable.
