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HOMOLOGICAL INVARIANCE FOR ASYMPTOTIC INVARIANTS
AND SYSTOLIC INEQUALITIES
MICHAEL BRUNNBAUER
Abstract. We show that the systolic constant, the minimal volume entropy, and the
spherical volume of a manifold depend only on the image of the fundamental class
under the classifying map of the universal covering. Moreover, we compute the systolic
constant of manifolds with fundamental group of order two (modulo the value for the
real projective space) and derive an inequality between the minimal volume entropy and
the systolic constant.
1. Introduction
In the present article, we will consider connected closed smooth manifolds M . We will
prove that certain asymptotic and systolic invariants of M depend only on the image of
the fundamental class under the classifying map of the universal covering.
These invariants include the minimal volume entropy λ(M), which describes the as-
ymptotic volume growth of the universal covering, the spherical volume T (M), which is an
invariant intermediate between the minimal volume entropy and the simplicial volume,
and the systolic constant σ(M), which determines the relation between the lengths of
short non-contractible loops and the volume of the manifold. We will show the following
theorem, which is the main result of this paper:
Theorem 1.1. Let M and N be two connected closed smooth manifolds having the same
fundamental group π. Let Φ : M → K(π, 1) and Ψ : N → K(π, 1) denote the respective
classifying maps of the universal coverings of M and N . If the subgroups of orientation
preserving loops of M and N coincide and if Φ∗[M ] = Ψ∗[N ], then
I(M) = I(N),
where I denotes either the systolic constant σ, the minimal volume entropy λ, or the
spherical volume T .
Here, the fundamental classes [M ] and [N ] are to be understood with respect to (local)
coefficients in the orientation bundles of M and N . Note that in the oriented case the
condition on the orientation preserving subgroups is always fulfilled.
Most cases of this theorem for the systolic constant were known by work of Babenko
(see [Bab06]), whose ideas we follow in parts of the proof. Sabourau applied these ideas
to the minimal entropy (see [Sab06]). The spherical volume has not been considered in
this context up to now.
To unify the treatment of the mentioned invariants, we will introduce certain axioms
that are satisfied by σ, λ, and T . In the proof of Theorem 1.1 we will use only these axioms
and no other properties of the invariants. Thus the theorem holds for all invariants I
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fulfilling the axioms. One more example for such an invariant is the stable systolic constant
σst, a variation of the systolic constant. Moreover, it will be convenient to consider
relative versions of the invariants (relative to some homomorphism φ : π1(M) → π from
the fundamental group to an arbitrary group) and to extend their definitions to simplicial
complexes. (The definitions and the axioms can be found in sections 3, 4, and 6. In section
5 a homological criterion for the vanishing of the systolic constant is given. Section 7
contains the proof of Theorem 1.1.)
As an application of Theorem 1.1, we will look at manifolds whose fundamental groups
have only two elements. The fact that K(Z2, 1) = RP
∞ will allow us to derive a complete
list of possible values for the systolic constant. (For the minimal volume entropy and
the spherical volume this case is of no interest since these invariants vanish for finite
fundamental groups.)
Corollary 1.2. Let M be a connected closed n-dimensional smooth manifold. If π1(M) =
Z2, then
σ(M) =

σ(RP
n) Φ∗[M ]Z2 6= 0
0 otherwise
,
where Φ : M → RP∞ denotes the classifying map of the universal covering of M .
This was previously known only for orientable manifolds by another paper of Babenko
(see [Bab04]). Note also that the exact value of σ(RP n) is unknown except for dimension
two, where it is 2/π (see [Pu52]). This corollary will be proved in section 8.
In section 9 we will investigate what happens to the minimal volume entropy when
one enlarges the fundamental group by attaching 1-cells to the manifold. Using these
observations, the main theorem, and the computations from [Sab06], we will finally prove
in the last section:
Theorem 1.3. Let M be a connected closed n-dimensional smooth manifold. Then there
exists a positive constant cn depending only on n such that
σ(M) ≥ cn λ(M)
n
logn(1 + λ(M))
.
The proof will cover the dimensions n ≥ 3. For surfaces, the theorem was shown in
[KS05] by Katz and Sabourau. Moreover, Sabourau proved this inequality in special cases
including the case of aspherical orientable manifolds (see [Sab06]). Note that the proof
of Theorem 1.3 requires relative versions of both invariants involved in the formulation.
Theorem 1.3 sharpens a theorem of Gromov ([Gro83], Theorem 6.4.D’) that stated the
inequality
σ(M) ≥ c′n
‖M‖
logn(1 + ‖M‖)
for oriented manifolds, where ‖M‖ denotes the simplicial volume of M . Namely, recall
that there is another inequality by Gromov ([Gro82], pages 35-37), improved by [BCG91],
The´ore`mes 3.8 and 3.16, that says
nn/2
n!
‖M‖ ≤ λ(M)n.
So indeed, Theorem 1.3 implies Gromov’s inequality (up to constants).
Note also that these two lower bounds for the systolic constant are optimal in dimen-
sions two and three. A discussion of this optimality result may be found in [KSV07].
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Most of the results in this text hold also for piecewise linear manifolds. But for sim-
plicity and readability, we will only consider smooth manifolds. Since our interest lies in
invariants that were originally defined for smooth manifolds, we think this restriction is
justifiable. So henceforth, all manifolds in this text will be supposed smooth.
The next section contains the technical core of this article. It is concerned with maps
from manifolds to CW complexes that will be deformed by elementary methods to gain
useful normal forms for such maps.
Acknowledgements. I would like to thank D.Kotschick for his continuous advice, help, and
encouragement. I am also grateful to the referee for useful remarks and valuable hints.
Financial support from the Deutsche Forschungsgemeinschaft is gratefully acknowledged.
2. Topological preliminaries
In this section we show that any map from a manifold to a CW complex can be brought
into a form convenient for our purposes. In the last subsection we define the notion of
absolute degree and point out its geometrical meaning.
2.1. The Hopf trick. Consider a proper map f : (M, ∂M) → (X,A) from a manifold
M (with or without boundary) to a relative manifold (X,A), both having dimension n.
Recall that a pair (X,A) is called relative manifold if X is a Hausdorff space and A ⊂ X
is a closed subspace such that X \A is a manifold (see [Spa66], page 297). For example,
every n-dimensional CW complex is a manifold relative to its (n− 1)-skeleton.
Let p ∈ X \ A be a point. Replacing f by a properly homotopic map if necessary,
we may assume that f is smooth on the preimage of a small neighborhood of p, and
moreover that f is transverse to p. The preimage of p then consists of finitely many
points p1, . . . , pℓ in M \ ∂M . Choosing a local orientation of X at p, the map f induces
local orientations of M at these points.
In this situation the following ‘trick’ due to Hopf applies, see [Hop30]. A modern
presentation can be found in [Eps66], pages 378-380. (There X is supposed to be a
manifold. But in fact, it is enough that X is a manifold around p ∈ X .)
Lemma 2.1 (Hopf trick). Let n ≥ 3. Assume now, that there is a path γ in M between
two preimage points, say from p1 to p2, that reverses the induced orientations and that
is mapped to a contractible loop in X. Then we may deform f on a compact subset of
M \ ∂M such that the number ℓ of preimage points of p is reduced by 2.
2.2. Orientation issues. If M is a connected compact manifold of dimension n, then
there is exactly one local integer coefficient system O onM such thatHn(M, ∂M ;O) ∼= Z,
namely the orientation bundle of M . It is trivial (O = Z) if and only if M is orientable.
For all other Z coefficient systems Hn(M, ∂M ;O) = 0.
Moreover note that each local integer coefficient system on a connected CW complex
X is determined by a unique homomorphism
ρ : π1(X)→ Z2 = Aut(Z).
Denote this coefficient system by Oρ. In the case of the orientation bundle of a manifold,
ρ has kernel the subgroup of orientation preserving loops. If not said otherwise, we will
always use this homomorphism ρ : π1(M)→ Z2.
Remark. With respect to coefficients in the orientation bundle Oρ all paths in M are
orientation preserving.
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2.3. Maps to n-dimensional CW complexes. Consider a map f : (M, ∂M)→ (X,A)
to a pair of CW complexes whose induced homomorphism f∗ on fundamental groups
is surjective. If ker f∗ ⊂ ker ρ, then the homomorphism ρ : π1(M) → Z2 induces a
homomorphism ρ : π1(X)→ Z2 and the homomorphisms on homology
f∗ : H∗(M, ∂M ;Oρ)→ H∗(X,A;Oρ)
are well-defined. If it is possible, we will always use coefficients in K = Oρ, but if
ker f∗ 6⊂ ker ρ, we have to take K = Z2 coefficients.
Remark. Note that ker f∗ ⊂ ker ρ if and only if the covering M˜f∗ associated to the sub-
group ker f∗ ⊂ π1(M) is orientable.
Assume for the rest of this subsection that X is n-dimensional and A ⊂ X is an
(n− 1)-dimensional subcomplex. Then
Hn(X,A;K) ∼= ker(Hn(X,X(n−1);K) ∂−→ Hn−1(X(n−1), A;K))
by the long exact homology sequence of the triple (X,X(n−1), A). Moreover by excision
Hn(X,X
(n−1);K) is isomorphic to⊕
e n-cell
Z · e, respectively ⊕
e n-cell
Z2 · e.
Let a ∈ Hn(X,A;K) be given by ∑e n-cell re · e with re = 0 for all but finitely many
n-cells e.
Lemma 2.2. Let n ≥ 3. If f : (M, ∂M)→ (X,A) fulfills f∗[M ]K = a and is surjective on
fundamental groups, then it is homotopic relative to ∂M to a map f ′ : (M, ∂M)→ (X,A)
such that there are
∑
e n-cell |re| many pairwise disjoint closed balls Deie , ie = 1, . . . , |re|,
in M \ ∂M such that
f ′−1(˚e) = D˚e1 ∪ . . . ∪ D˚e|re|
and
f ′ : D˚e1 ∪ . . . ∪ D˚e|re| → e˚
is a covering of K degree re, i. e. it is an re-sheeted covering such that the K orientations
on the balls D˚ei agree.
Notation. The absolute value on Z2 is defined as 0 for the trivial and 1 for the non-trivial
element.
Proof. First, remove the interiors of all n-cells e of X with f(M) ∩ e˚ = ∅ and with
re = 0. This affects neither the surjectivity of f∗ : π1(M) ։ π1(X) nor the equality
f∗[M ]K = a. (If X
′ denotes the complex obtained from X by removing those open n-
cells, then Hn(X
′, A;K) →֒ Hn(X,A;K) is injective by the long exact sequence of the
tripel (X,X ′, A) and the second statement follows.) Thus, there remain only finitely
many n-cells because M is compact and re = 0 for almost all n-cells e.
We proceed by induction on the number of remaining n-cells of X . If it is zero, there
is nothing to prove.
Now let e be one of the n-cells of X . Choose a point p ∈ e˚ and assume w. l. o. g. that
f is transverse to it. Denote its preimages by p1, . . . , pℓ. The assumption implies that f
has local K degree re at p. Hence ℓ ≥ |re|.
In case ker f∗ ⊂ ker ρ, we may choose d := ℓ−|re| points from the points p1, . . . , pℓ such
that one half of them is mapped orientation preservingly to p, the other half orientation
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reversingly (with respect to some choice of orientation of X at p). Take a path α from a
point of the first kind to one of the second kind. Since f∗ : π1(M)։ π1(X) is surjective
the loop f ◦ α lies in its image. Let β be a loop based at the first point that is mapped
to f ◦ α. Then γ := β−1α has contractible image under f and is orientation reversing
with respect to any choice of local orientations of M at p1, . . . , pℓ coming from p. Hence
we may apply the Hopf trick and reduce d by two. By induction d finally becomes zero
and ℓ = |re|.
Now consider the case that ker f∗ 6⊂ ker ρ. Choose a local orientation for X at p and
thus also forM at the pi. Let α be a path between two such points. Proceeding as above,
we may assume that its image is contractible in X . If α is not orientation reversing,
choose a loop β based at the starting point of α that is orientation reversing and in the
kernel of f∗. Then γ := βα is orientation reversing and is mapped to a contractible loop.
The Hopf trick reduces ℓ by two and induction shows that we may deform f until ℓ = |re|.
Next, choose a ball D ⊂ e˚ with center p such that f−1(D) consists of |re| pairwise
disjoint closed balls De1, . . . , De|re| in M \ ∂M , each mapped diffeomorphically and with
the same orientation behaviour onto D. Compose f with a strong deformation retraction
from X \ D˚ to X \ e˚.
The induction hypothesis applied to M ′ := M \ (D˚e1 ∪ . . . ∪ D˚e|re|), X ′ := X \ e˚ and
a′ :=
∑
e′ 6=e re′ · e′ finishes the proof. 
2.4. Maps to arbitrary CW complexes. Let M be a connected closed manifold of
dimension n ≥ 2. Consider a map f : M → X to a CW complex X that is surjective
on fundamental group level. Let a ∈ Hn(X(n);K) be a homology class (where we use
K = Oρ if ker f∗ ⊂ ker ρ and K = Z2 otherwise as always) and let i : X(n) →֒ X be the
inclusion.
Lemma 2.3. If f∗[M ]K = i∗a, then we may deform f such that its image lies in the
n-skeleton of X and that f∗[M ]K = a ∈ Hn(X(n);K).
In the case K = Oρ this is due to Babenko, see [Bab06], Lemme 3.10.
Proof. First consider the case K = Oρ. The Hurewicz theorem gives an epimorphism
h : πn+1(X
(n+1), X(n))։ Hn+1(X
(n+1), X(n);Oρ)
since πk(X
(n+1), X(n)) = 0 for k ≤ n. Hence the commutative diagram with exact rows
and vertical Hurewicz homomorphisms
πn+1(X
(n+1), X(n))
h

∂ // πn(X
(n))
h

// πn(X
(n+1)) = πn(X)
Hn+1(X
(n+1), X(n);Oρ) ∂ // Hn(X(n);Oρ) j∗ // Hn(X(n+1);Oρ) = Hn(X ;Oρ)
shows that the kernel of j∗ is contained in the image of h : πn(X
(n))→ Hn(X(n);Oρ).
For the case K = Z2 note that we may add a further row to the above diagram by
applying the reduction map from Oρ to Z2 coefficients. The induced map
Hn+1(X
(n+1), X(n);Oρ)։ Hn+1(X(n+1), X(n);Z2)
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is obviously surjective. Hence we get the commutative diagram
πn+1(X
(n+1), X(n))
h

∂ // πn(X
(n))
h

// πn(X)
Hn+1(X
(n+1), X(n);Z2)
∂ // Hn(X
(n);Z2)
j∗
// Hn(X ;Z2)
and again we have ker j∗ ⊂ imh.
By cellular approximation we may assume that f maps to the n-skeleton of X . Since
f∗[M ]K = i∗a ∈ Hn(X ;K), we see that j∗f∗[M ]K = j∗a, hence
a− f∗[M ]K ∈ ker j∗.
Let s : Sn → X(n) be a preimage under h, i. e. we have s∗[Sn]K = a − f∗[M ]K. We may
assume that s is contractible in X . In fact, we can choose s in the image of the boundary
homomorphism ∂ : πn+1(X
(n+1), X(n))→ πn(X(n)). Define
f ′ : M →M ∨ Sn f∨s−−→ X(n),
where the first map contracts the boundary of a small ball in M . Then f ′∗[M ]K =
f∗[M ]K + s∗[S
n]K = a ∈ Hn(X(n);K) and the maps f and f ′ are homotopic as maps to
X by the choice of s. 
2.5. Absolute and geometric degree. Let f : (M, ∂M)→ (N, ∂N) be a map between
two connected compact manifolds of dimension n. It factors as
(M, ∂M)
f¯−→ (N¯, ∂N¯) p−→ (N, ∂N)
where p : N¯ → N is the covering map associated to the subgroup f∗(π1(M)) ⊂ π1(N).
Let j be the number of sheets of p. If ker f¯∗ = ker f∗ ⊂ ker ρ, then we may define the
degree of f as zero for j =∞ and as j · deg(f¯) for j <∞ where deg(f¯) is determined by
f¯∗[M ]Oρ = deg(f¯) · [N¯ ]Oρ .
This is to be understood as deg(f¯) = 0 if Hn(N¯, ∂N¯ ;Oρ) = 0. (This degree is defined
only up to sign. We have to choose orientations to get a well-defined integer.)
Moreover, we define the absolute degree of f by
dega(f) :=


0 j =∞
j · |deg(f¯)| j <∞, ker f∗ ⊂ ker ρ
j · |deg2(f¯)| j <∞, ker f∗ 6⊂ ker ρ
,
where deg2(f¯) denotes the Z2 degree of f¯ . (This number is well-defined without any
choices.)
Remark. This definition coincides with the usual definition of absolute degree (see e. g.
[Eps66] or [Sko87]).
The geometric degree degg(f) of f is the smallest integer d for which there is a map
f ′ : (M, ∂M) → (N, ∂N) homotopic to f that is transverse to some point p ∈ N \ ∂N
such that f ′−1(p) consists of d points. Note that always dega(f) ≤ degg(f).
Theorem (Hopf, Kneser). If n ≥ 3, then dega(f) = degg(f). In the two dimensional
case the same equality holds if one assumes that M and N are closed.
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Proof for n ≥ 3. Choose a CW decomposition of (N, ∂N) and lift it to (N¯, ∂N¯). If the
number of sheets of p is infinite, then N¯ is not compact and therefore Hn(N¯, ∂N¯ ;K) = 0.
Hence f¯∗[M ]K = 0 and Lemma 2.2 shows that f¯ , and consequently f , contracts to the
respective (n− 1)-skeleton. In particular degg(f) = 0.
Now assume j < ∞. Applying Lemma 2.2 to f¯ with a = dega(f¯) · [N¯ ]K, we get a
homotopic map f¯ ′ such that each open n-cell of N¯ is covered by exactly dega(f¯) open
n-cells in M . Hence f ′ := p ◦ f¯ ′ is homotopic to f and has geometric degree equal to
j · dega(f¯ ′) = dega(f ′). 
The Hopf part (n ≥ 3) of this theorem was proved in [Hop30] by using the Hopf trick,
see also [Eps66]. In [Eps66], it is stated incorrectly that the equivalence of absolute and
geometric degree also holds without further assumptions for n = 2. See [Sko87] for a
discussion of this and a modern proof of Kneser’s result from [Kne30].
Our proof in fact shows more, namely that each topdimensional open cell of N is
covered by exactly dega(f) open cells in M . If we use the fact that smooth manifolds are
triangulable, we get maps having the following nice property:
Definition 2.4. A simplicial map f : X → Y between two n-dimensional simplicial
complexes is said to be (n, d)-monotone if the preimage of every open n-simplex of Y
consists of at most d open n-simplices in X . It is called strictly (n, d)-monotone if the
preimage of every open n-simplex of Y consists of exactly d open n-simplices in X .
Remark. Usually a map is called monotone if the preimage of any point is connected.
In this sense, (n, 1)-monotone means that the map f : X → Y is monotone outside the
(n − 1)-skeleton and (n, d)-monotone means that we may divide X \ X(n−1) into d sets
such that f is monotone on each of these sets.
Corollary 2.5. Let f : (M, ∂M) → (N, ∂N) be a map between connected compact man-
ifolds of dimension n ≥ 3 and let d := dega(f). Then f is homotopic to a strictly
(n, d)-monotone map. In the two dimensional case one has to assume that M and N are
closed to get the same conclusion.
In the closed case this corollary was proved without any dimensional restrictions in
[Bab92], proof of Proposition 2.2, part (a). The two-dimensional case of this corollary
is proved by using Kneser’s theorem. In fact, Kneser constructed in his original proof a
strictly (2, d)-monotone map homotopic to f .
3. Systolic constants and minimal volume entropy
In this section we introduce relative versions of the systolic constant and of the minimal
volume entropy. Moreover, we define a stable version of the systolic constant.
Let X be a connected finite simplicial complex of dimension n and let φ : π1(X)→ π
be a group homomorphism. There is a corresponding map Φ : X → K(π, 1) that induces
this homomorphism φ on fundamental groups and that is determined uniquely up to
homotopy by this property. By a Riemannian metric on X we always understand a
continuous piecewise smooth one.
Definition 3.1. For a Riemannian metric g on X define the φ-systole sysφ(X, g) as the
infimum of all lengths of closed piecewise smooth curves in X whose images under the
corresponding map Φ : X → K(π, 1) are non-contractible. The systolic constant relative
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to φ is given by
σφ(X) := inf
g
Vol(X, g)
sysφ(X, g)
n
,
where the infimum is taken over all Riemannian metrics g on X .
Remark. The systolic constant σφ(X) depends only on the kernel of φ, not on φ itself.
But for practical reasons we will keep φ in the notation. Nevertheless note that it is no
actual restriction to assume that φ is surjective. The same remark applies to the next
two definitions and to the definition of the spherical volume (Definition 6.1).
Definition 3.2. Denote by H(π) the free Abelian group
H1(π;Z)/Torsion.
For an element a ∈ H(π) denote by ℓg(a) the length of the shortest loop γ in X such that
Φ′ ◦ γ ≃ a in K(H(π), 1) where Φ′ : X → K(H(π), 1) corresponds to the composition of
φ and the canonical epimorphism π ։ H(π). Setting
|a|g := lim
k→∞
ℓg(ka)
k
,
we define the stable φ-systole by
sysstφ (X, g) := inf
a6=0
|a|g.
The stable systolic constant relative to φ is given by
σstφ (X) := infg
Vol(X, g)
sysstφ (X, g)
n
.
Definition 3.3. In the setting above let X˜φ be the Galois covering of X associated to the
normal subgroup kerφ ⊳ π1(X). For any Riemannian metric g on X define the volume
entropy relative to φ as
λφ(X, g) := lim
r→∞
1
r
logVol(B(x, r)),
where B(x, r) is the ball of radius r around a point x ∈ X˜φ with respect to the lifted
metric. This limit exists and is independent of the center x ∈ X˜φ (see [Man79]). One
defines the minimal volume entropy of X relative to φ as
λφ(X) := inf
g
λφ(X, g) Vol(X, g)
1/n.
To work with this definition quickly gets complicated. But there is an equivalent
definition that is easier to handle:
Definition 3.4. Let G be a finitely generated group. A norm on G is a non-negative
function L : G→ [0,∞) such that
(i) L(g) = 0 ⇔ g = 1.
(ii) L(g−1) = L(g).
(iii) L(gg′) ≤ L(g) + L(g′) (triangle inequality).
The growth function βL : [0,∞)→ [1,∞] of a norm L is defined by
βL(r) := #{g ∈ G|L(g) ≤ r}.
If the limit
λ(G,L) := lim
r→∞
1
r
log βL(r)
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exists, it is called the volume entropy of G with respect to L.
Remark. We may use the inclusion ιx : Γ →֒ X˜φ, γ 7→ γ · x of the Galois group Γ :=
π1(X)/ kerφ into the Galois covering to induce a norm Lg,x on Γ. Then it can easily be
seen that
λφ(X, g) = λ(Γ, Lg,x)
by using translates of a fundamental domain of the Galois action. (See e. g. [KH95],
Proposition 9.6.6 or [Sab06], Lemma 2.3.)
4. Axioms for invariants
To unify the treatment of the systolic constants and the minimal volume entropy, we
will investigate real-valued invariants Iφ(X) that are defined for connected finite simplicial
complexes X and group homomorphisms φ : π1(X) → π and that fulfill certain axioms.
The main examples are I = σ and I = λn.
4.1. Comparison axiom and homotopy invariance. For manifolds, invariants fulfill-
ing the following comparison axiom behave reasonably well with respect to the absolute
degree and are invariant under homotopy equivalence.
Comparison axiom. Let X and Y be two connected finite simplicial complexes of
dimension n and let φ : π1(X) → π and ψ : π1(Y ) → π be group homomorphisms. If
there exists an (n, d)-monotone map f : X → Y such that φ = ψ ◦ f∗, then
Iφ(X) ≤ d · Iψ(Y ).
Lemma 4.1 (Babenko, Sabourau). The comparison axiom is fulfilled by I = σ, I = σst,
and I = λn (i. e. the minimal volume entropy to the power of n).
Proofs of this lemma may be found in [Bab06], Proposition 3.2 and [Sab06], Lemma 3.5
(both for d = 1) and also in [Bab92], Propositions 2.2 and 8.7 (where f∗ : π1(X)→ π1(Y )
is assumed to be surjective).
From Corollary 2.5 we deduce:
Corollary 4.2. Let M and N be two connected closed manifolds and let ψ : π1(N)→ π
be a group homomorphism. Let f : M → N be a map and d := dega(f). If I fulfills the
comparison axiom, then
Iψ◦f∗(M) ≤ d · Iψ(N).
In particular, if f is a homotopy equivalence, then
Iψ◦f∗(M) = Iψ(N).
4.2. Extension axiom. Since, given two manifolds, there may be no non-trivial map
(say of absolute degree one) between them, we need a procedure to enlarge one of them
such that we get a non-trivial map from the other manifold to the enlarged one. The
next axiom shows how to do this and what happens to the invariants in the process.
Let h : Sk−1 → X be a simplicial map, 1 ≤ k < n, such that Φ ◦ h is contractible if
k = 2. Define X ′ := X ∪h Dk. This can be considered as a simplicial complex such that
X is a subcomplex. Define moreover φ′ : π1(X) → π as φ for k ≥ 3 (the fundamental
group has not changed), as the quotient map for k = 2, and as an arbitrary extension of
φ for k = 1. Then we have φ′ ◦ i∗ = φ where i : X →֒ X ′ is the inclusion.
Definition 4.3. An extension (X ′, φ′) of (X, φ) is a simplicial complex that is obtained
by a finite number of attachments in the way described above.
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Extension axiom. Let (X ′, φ′) be an extension of (X, φ) where φ : π1(X) ։ π is an
epimorphism. Then
Iφ′(X
′) = Iφ(X).
Remark. The surjectivity assumption on φ guarantees that the corresponding Galois
group π ∼= π1(X)/ kerφ remains the same for every extension of (X, φ). (Otherwise it
could become bigger by attaching 1-cells, see section 9.) In other words, the covering X˜ ′φ′
is obtained from X˜φ by π-equivariantly attaching cells of dimension 1 ≤ k < n.
Lemma 4.4 ([Bab06], Proposition 3.6 and [Sab06], Lemma 3.6). The extension axiom
is fulfilled in the cases I = σ, I = σst, and I = λ.
Here Babenko and Sabourau restrict to 1 < k < n. But since φ is surjective, we only
have to make the attached 1-cells long enough until they play no role for the (stable) φ-
systole (longer than sysφ(X, g), respectively than sys
st
φ (X, g)) or for the norm Lg,x (longer
than some based loop in X that represents the same element in π).
5. Systolic manifolds
Using the topological lemmata from section 2 and a famous theorem by Gromov, we
are now able to give a homological classification of φ-systolic manifolds, i. e. of those
manifolds M with σφ(M) > 0.
Definition 5.1. A connected finite n-dimensional simplicial complex X is called geo-
metrically φ-essential for a group homomorphism φ : π1(X) → π if the associated map
Φ : X → K(π, 1) does not contract to the (n− 1)-skeleton of K(π, 1).
In his Filling paper Gromov proved the following systolic inequality ([Gro83], Appendix
2, (B’1)):
Theorem (Gromov). If X is geometrically φ-essential, then
sysφ(X, g) ≤ Cn · Vol(X, g)1/n
for some universal constant Cn > 0.
So geometrical φ-essentiality implies φ-systolicity. Using the comparison axiom we see
immediately that this is an equivalence:
σφ(X) > 0 ⇔ X geometrically φ-essential.
From the Lemmata 2.3 and 2.2 follows directly:
Corollary 5.2. A connected closed manifold M of dimension n ≥ 3 is not geometrically
φ-essential if and only if Φ∗[M ]K = 0 in Hn(π;K), where φ : π1(X) ։ π is assumed to
be surjective.
Together with the above equivalence this implies the following classification of φ-systolic
manifolds:
Corollary 5.3. Let M be a connected closed manifold of dimension n ≥ 3 and let φ :
π1(M)։ π be an epimorphism. Then
σφ(M) > 0 ⇔

Φ∗[M ]Oρ 6= 0 M˜φ orientableΦ∗[M ]Z2 6= 0 M˜φ non-orientable .
In the case where M˜φ is orientable, this corollary is due to Babenko (see [Bab92],
Theorem 8.2).
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6. Spherical volume
In this section we want to investigate another invariant: the spherical volume T . Its
definition is a bit more involved than the definitions of the minimal volume entropy and
the systolic constants. Therefore it is not easy to prove that T fulfills the comparison
axiom of section 4.1. But we are able to find weaker axioms that lead to the same
conclusions and thus show that Corollary 4.2 is also valid in the case I = T .
The original definition of the spherical volume is due to Besson, Courtois, and Gallot
([BCG91] and [BCG95], see also [Sto02]). Inspired by the definition of the minimal
volume entropy and the systolic constant we introduce a relative version.
Again, let X be a connected finite simplicial complex of dimension n and let φ :
π1(X)→ π be a group homomorphism. Denote by X˜φ the Galois covering associated to
the normal subgroup ker φ⊳ π1(X) and by Γ := π1(X)/ kerφ the Galois group.
Definition 6.1. Let g be a Riemannian metric on X . Then L2(X˜φ) denotes the Hilbert
space of square-integrable functions on X˜φ with respect to the Riemannian volume of
the lifted metric and S∞(X˜φ) ⊂ L2(X˜φ) denotes its unit sphere. Note that Γ acts
isometrically on both spaces by γ · f(x) := f(γ−1x). Let N consist of those maps
F : X˜φ → S∞(X˜φ) that are Γ-equivariant, Lipschitz continuous, and non-negative, i. e.
their values are non-negative functions. If F ∈ N , then its restriction to the interior
of the n-cells is differentiable almost everywhere by Rademacher’s theorem and we can
define
gFx (v1, v2) := 〈DxF (v1), DxF (v2)〉L2(X˜φ)
for almost all x ∈ X˜φ, v1, v2 ∈ TxX˜φ. (Tangent spaces are well-defined for points inside
topdimensional simplices.) One finds that gF is an almost everywhere defined positive
semi-definite Γ-invariant metric on X˜φ.
This metric descends to X where it is also called gF . We may define its volume form
as 0 at points where gF is degenerate or not defined and as the usual volume form at
points where it is non-degenerate. Then dVgF is an integrable n-form on X . Hence we
can define
Vol(X, gF ) :=
∫
X
dVgF and
Tφ(X) := inf
F∈N
Vol(X, gF ).
This number is called the spherical volume of X relative to φ.
Remark. This definition is independent of the choice of the Riemannian metric g on
X since the Hilbert spaces L2(X˜φ) for different Riemannian metrics are Γ-equivariantly
isometric. Moreover, the notion of Lipschitz continuity of F : X˜φ → S∞(X˜φ) also does
not depend on which metric g we choose because X is compact.
Weak comparison axiom. Let X and Y be connected finite simplicial complexes of
dimension n and let φ : π1(X) → π and ψ : π1(Y ) → π be group homomorphisms. If
there exists a strictly (n, d)-monotone map f : X → Y such that φ = ψ ◦ f∗ and such
that the induced homomorphism f∗ : π1(X)/ kerφ
∼=−→ π1(Y )/ kerψ between the Galois
groups is an isomorphism, then
Iφ(X) ≤ d · Iψ(Y ).
Lemma 6.2. The weak comparison axiom is fulfilled for I = T .
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Proof. Let g2 be a Riemannian metric on Y . Define a Riemannian metric g1 on X by
using f ∗g2 on the non-degenerate simplices and extending it over all of X .
Since f∗ : π1(X)/ kerφ
∼=−→ π1(Y )/ kerψ is an isomorphism, we get an equivariant lift
f˜ : X˜φ → Y˜ψ of f that is again strictly (n, d)-monotone. The map
I : L2(Y˜ψ)→ L2(X˜φ),
ϕ 7→ χ˜/
√
d · (ϕ ◦ f˜),
where χ˜ : X˜φ → R is the characteristic map of the non-degenerate n-simplices, is an
equivariant isometric homomorphism that preserves non-negativity.
If F : Y˜ψ → S∞(Y˜ψ) is non-negative equivariant Lipschitz, then consider the non-
negative equivariant Lipschitz map
I ◦ F ◦ f˜ : X˜φ → S∞(X˜φ).
We have gI◦F◦f˜ = gF◦f˜ since I is isometric and
Vol(X, gF◦f˜) = d · Vol(Y, gF ),
which can be seen by looking at each open n-simplex of Y together with its preimage
separately. Therefore
Tφ(X) ≤ d · Tψ(Y ). 
Covering axiom. Let f : X → Y be a d-sheeted covering map of connected finite
simplicial complexes and let ψ : π1(Y )→ π be a homomorphism. Then
Iψ◦f∗(X) ≤ d · Iψ(Y ).
Lemma 6.3. The covering axiom is true for I = T .
Proof. This proof is essentially the same as the proof of Lemma 6.2 with one exception:
the lifted map f˜ : X˜ψ◦f∗ → Y˜ψ is a covering map with
D := [kerψ : f∗(ker(ψ ◦ f∗))]
sheets. Therefore we have to replace the factor χ˜/
√
d in the definition of the isometry I
by 1/
√
D. (There are no degenerate simplices.) Then everything works out well. 
Zero axiom. Let X and Y be two connected finite simplicial complexes of dimension n
and let ψ : π1(Y )→ π be a group homomorphism. If f : X → Y is (n, 0)-monotone, then
Iψ◦f∗(X) = 0.
Lemma 6.4. The zero axiom is valid for I = T .
Proof. We have
2nnn/2Tφ(X) ≤ λφ(X)n
for all (X, φ). (See [BCG91], The´ore`me 3.8 or [Sto02], Proposition 4.1. There the in-
equality is neither stated for simplicial complexes nor in the relative case, but the proof
is exactly the same.)
Since in the setting of the zero axiom λψ◦f∗(X)
n = 0 by the comparison axiom we get
Tψ◦f∗(X) = 0 from the cited inequality. 
Now we can prove that Corollary 4.2 also holds for I = T :
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Proposition 6.5. LetM and N be two connected closed manifolds and let ψ : π1(N)→ π
be a group homomorphism. Let f : M → N be a map and d := dega(f). Then
Iψ◦f∗(M) ≤ d · Iψ(N)
for any invariant I that fulfills the weak comparison axiom, the covering axiom, and the
zero axiom.
Proof. Denote by p : N¯ → N the connected covering of N associated to the subgroup
f∗(π1(M)) ⊂ π1(N). If N¯ is not compact, then dega(f) = 0 and f is homotopic to a
(n, 0)-monotone map by Corollary 2.5. By the zero axiom Iψ◦f∗(M) = 0.
Assume now that N¯ is compact. Note that f factorizes over N¯
N¯
p

M
f
//
f¯
>>
}
}
}
}
}
}
}
}
N
such that f¯∗ : π1(M)։ π1(N¯) is surjective and the absolute degree factors as dega(f) =
dega(f¯) dega(p). By Corollary 2.5 we may homotope f¯ to be strictly (n, dega(f¯))-mono-
tone. By the weak comparison axiom applied to this map and the covering axiom applied
to p the proposition follows. 
For homotopy invariance even less assumptions are needed:
Corollary 6.6. If f : M
≃−→ N is a homotopy eqivalence, then
Iψ◦f∗(M) = Iψ(N)
for every invariant I satisfying the weak comparison axiom.
The extension axiom does not need to be adjusted:
Lemma 6.7. The invariant I = T fulfills the extension axiom.
Proof. We have π1(X)/ kerφ ∼= π ∼= π1(X ′)/ kerφ′, hence X˜ ′φ′ is obtained from X˜φ by
equivariant attachments of cells of dimension less than n. These cells are zero sets, thus
canonically
L2(X˜ ′φ′) = L
2(X˜φ).
Restriction to X defines a surjective map N ′ → N . Since the non-negative part of
S∞(X˜φ) is contractible we may extend any map F ∈ N equivariantly over X˜ ′φ′ to get
a map F ′ ∈ N ′. This gives a section N → N ′ of the surjection above. Furthermore
Vol(X ′, gF
′
) = Vol(X, gF ) because the attached cells are of lower dimension, hence zero
sets. Thus Tφ′(X
′) = Tφ(X). 
7. Homological invariance
Throughout this section let I be an invariant that fulfills both the weak comparison
axiom and the extension axiom. The main examples are I ∈ {σ, λn, T}. We now prove
our main result, Theorem 1.1. In fact, we show an analogous statement for the relative
case which includes Theorem 1.1 as a special case.
Theorem 7.1. Let M and N be two connected closed manifolds of dimension n ≥ 3 and
let φ : π1(M)։ π and ψ : π1(N)։ π be two epimorphisms. Denote by Φ :M → K(π, 1)
and Ψ : N → K(π, 1) the associated maps.
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(i) If there exists a homomorphism ρ : π → Z2 such that both Hn(M ;Oρφ) 6= 0 and
Hn(N ;Oρψ) 6= 0 and if moreover
Φ∗[M ]Oρφ = Ψ∗[N ]Oρψ ∈ Hn(π;Oρ)
holds, then Iφ(M) = Iψ(N).
(ii) If N˜ψ is non-orientable and
Φ∗[M ]Z2 = Ψ∗[N ]Z2 ∈ Hn(π;Z2),
then Iφ(M) ≥ Iψ(N).
Note that part (i) of this theorem in the absolute case is exactly Theorem 1.1 for n ≥ 3.
The two-dimensional case is trivial since two closed surfaces with the same fundamental
group are diffeomorphic. For the systolic constants σ and σst most of (i) is known by
work of Babenko (see [Bab06]).
From case (ii) follows immediately:
Corollary 7.2. If both M˜φ and N˜ψ are non-orientable and
Φ∗[M ]Z2 = Ψ∗[N ]Z2 ∈ Hn(π;Z2),
then Iφ(M) = Iψ(N).
For future use (section 10) we will consider pseudomanifolds.
Definition 7.3 (see [Spa66], page 148). A connected closed n-dimensional pseudomani-
fold X is a finite simplicial complex such that every simplex is a face of an n-simplex,
every (n− 1)-simplex is the face of exactly two n-simplices and for every two n-simplices
s and s′ there exists a finite sequence s = s1, . . . , sm = s
′ of n-simplices such that si and
si+1 have an (n− 1)-face in common.
Remark. Since X admits a CW decomposition with exactly one n-cell (see [Sab06],
Lemma 2.2), we find that Hn(X ;Oρ) is either 0 or isomorphic to Z depending on the
homomorphism ρ : π1(X)→ Z2. Since there is no notion of orientation preserving paths
in X , there may be more than one homomorphism ρ : π1(X)→ Z2 (or indeed none) with
Hn(X ;Oρ) ∼= Z. Nevertheless, Hn(X ;Z2) = Z2 in any case.
To prove Theorem 7.1 we need the following topological theorem, whose proof uses
almost everything of section 2:
Theorem 7.4. Let X be a connected closed pseudomanifold of dimension n ≥ 3 and let
N be a connected closed n-dimensional manifold. Let φ : π1(X)։ π and ψ : π1(N)։ π
be two epimorphisms and let Φ : X → K(π, 1) and Ψ : N → K(π, 1) be the associated
maps.
(i) If either there is a homomorphism ρ : π → Z2 such that both Hn(X ;Oρφ) 6= 0
and Hn(N ;Oρψ) 6= 0 and
Φ∗[X ]Oρφ = Ψ∗[N ]Oρψ ∈ Hn(π;Oρ),
(ii) or if N˜ψ is non-orientable and
Φ∗[X ]Z2 = Ψ∗[N ]Z2 ∈ Hn(π;Z2),
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then there exists an extension (X ′, φ′) of (X, φ) and a strictly (n, 1)-monotone map h :
N → X ′ such that
ψ = φ′ ◦ h∗ and
h∗[N ]K = i∗[X ]K ∈ Hn(X ′;K),
where i : X →֒ X ′ is the inclusion.
Proof. Use φ to identify π1(X)/ kerφ = π. Choose a CW decomposition of X . Now
attach (possibly infinitely many) 2-cells to X whose attaching loops generate kerφ. Thus
we get a CW complex X(2) that has fundamental group π1(X(2)) = π. Next attach
3-cells to X(2) and kill π2(X(2)) and then 4-cells and so on. We obtain a sequence
X ⊂ X(2) ⊂ X(3) ⊂ . . . of CW complexes that fulfill
π1(X(k)) = π and πs(X(k)) = 0 for 2 ≤ s < k.
This gives a CW decomposition of K(π, 1) and we have
X(n− 1) = K(π, 1)(n−1) ∪

 ⋃
e n-cell of X
e

 and
X(k) = K(π, 1)(k) for k ≥ n.
By Lemma 2.3, Ψ gives a map
g : N → X(n)
such that g∗[N ]K = i∗[X ]K.
Lemma 2.2 shows that we may deform g to
gˆ : N → X(n− 1)
with gˆ∗[N ]K = i∗[X ]K. Moreover, gˆ is strictly (n, 1)-monotone.
By compactness, we may choose a finite subcomplex X ⊂ X ′ ⊂ X(n − 1) such that
gˆ(N) ⊂ X ′ and gˆ∗[N ]K = i∗[X ]K in Hn(X ′;K). Together with the epimorphism φ′ :
π1(X
′) ։ π that is induced by the inclusion X ′ →֒ X(n − 1) this is an extension of
(X, φ). We finally obtain h := gˆ : N → X ′ having the asserted properties. 
Remark. Theorem 7.4 does not hold in dimension two. For example consider a closed
oriented surface Σ of genus g ≥ 2 and the torus T 2. Let Φ : Σ → T 2 be a degree one
map. Since the torus is aspherical we are in the situation of case (i) of the theorem. Let
X be an extension of Σ, i. e. it is obtained by attaching finitely many 1-cells to Σ. It is
easy to see that there is no map h : T 2 → X that induces a non-trivial homomorphism
in 2-dimensional homology.
Proof of Theorem 7.1. By the weak comparison axiom and the extension axiom we find
Iψ(N) ≤ Iφ′(X ′) = Iφ(X).
In case X = M is a manifold we get the equalities of (i) by changing the roles of M and
N . 
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8. Applications of homological invariance
Again let I be an invariant that fulfills the weak comparison axiom and the extension
axiom, e. g. I ∈ {σ, σst, λn, T}. In this section we will apply homological invariance in
different situations. First we will demonstrate that orientation-true degree one maps
preserve the values of those invariants. This simplifies a rather long proof in [KKM06].
Furthermore, we will prove Corollary 1.2 about manifolds whose fundamental group con-
sists of only two elements.
8.1. Degree one maps. Theorem 7.1 has the following immediate consequence which
improves the homotopy invariance from Corollary 6.6.
Definition 8.1. A map f : M → N between manifolds is called orientation-true if it
maps orientation preserving loops to orientation preserving ones and orientation reversing
loops to orientation reversing ones.
Corollary 8.2. If f : M → N is an orientation-true map of absolute degree one between
two connected closed manifolds of dimension n ≥ 3, then
Iψ◦f∗(M) = Iψ(N)
for any epimorphism ψ : π1(N)։ π.
Recall that maps of absolute degree one are always surjective on fundamental groups
(see [Eps66], Corollary 3.4). Using this, Corollary 8.2 is a direct application of Theorem
7.1.
In [KKM06], Ke¸dra, Kotschick, and Morita proved the following theorem (Theorem
4):
Theorem (Ke¸dra, Kotschick, Morita). Let M be a closed oriented manifold with non-
vanishing volume flux group Γµ. Then M has a finite covering M¯ whose minimal volume
entropy λ(M¯) vanishes.
Their proof on pages 1260–1264 may be shortened and simplified in the following
way: it starts with the construction of a map Φ : S1 × F → M¯ from a closed oriented
product manifold S1 × F to a finite covering M¯ of M . Lemma 24 on page 1261 states
that Φ has degree one and induces an isomorphism on fundamental groups. Therefore
λ(M¯) = λ(S1×F ) by Corollary 8.2. Since the minimal volume entropy of S1×F vanishes
by the vanishing of the minimal volume (see [KKM06] for details), this proves the cited
theorem.
8.2. Adding simply-connected summands. It is rather difficult to investigate the
behaviour of the invariants under connected sums. The easiest case is when one of the
summands is simply connected. The next corollary was already known for I = λ and
I = σ by [Bab95].
Corollary 8.3. Let M and N be two connected closed manifolds and let φ : π1(M)։ π
be an epimorphism. If N is simply connected, then
Iφ(M#N) = Iφ(M).
Proof. Let n := dimM = dimN . Note that for n = 2 we necessarily have N ∼= S2 and
thus M#N ∼= M . So we may assume n ≥ 3. Since the map M#N → M is orientation-
true, has absolute degree one, and induces an isomorphism on the fundamental group the
respective values of I are equal by Corollary 8.2. 
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8.3. Z2-systoles. Next, we want to look at the case φ : π1(M)։ Z2 and in particular at
manifolds with fundamental group Z2. Since for finite Galois groups the stable systolic
constant, the minimal volume entropy, and the spherical volume vanish, we concentrate
on the systolic constant in this subsection. Thus we may use the classification from
Corollary 5.3. Denote σn := σ(RP
n).
Corollary 8.4. Let M be a connected closed manifold of dimension n ≥ 3 and let φ :
π1(M) ։ Z2 be an epimorphism. Then σφ(M) ≤ σn and σφ(M) = 0 if and only if
Φ∗[M ]Z2 = 0. Moreover, if M˜φ is orientable, then
σφ(M) =

σn Φ∗[M ]Z2 6= 00 Φ∗[M ]Z2 = 0 .
In particular, σφ(M) = 0 for M orientable and n even, and also for M non-orientable,
M˜φ orientable and n odd.
Proof. Note that K(Z2, 1) = RP
∞. Hence
Hn(Z2;Z) =

Z2 n odd0 n > 0 even
and
Hn(Z2;OId) =

0 n oddZ2 n > 0 even .
Furthermore Hn(Z2;Z2) = Z2 for all n ≥ 0.
Note that Φ∗[M ]K = 0 if and only if Φ∗[M ]Z2 = 0. Hence σφ(M) = 0 if and only if
Φ∗[M ]Z2 = 0 by the classification of φ-systolic manifolds. Moreover Φ∗[M ]K = 0 in the
two particular cases mentioned at the end of the corollary.
If Φ∗[M ]Z2 6= 0, then Φ∗[M ]K = i∗[RP n]K. Hence Theorem 7.1 finishes the proof. 
Apart from the statement that σφ(M) ∈ {0, σn} for M non-orientable and M˜φ ori-
entable, this was already proved by Babenko in [Bab04]. In the special case π1(M) = Z2
we get Corollary 1.2. Note that this statement also holds for n = 2 since here M ∼= RP 2.
9. Strong extension axiom
In the extension axiom of section 4.2 it was assumed that the simplicial complex X is
given together with a surjective homomorphism φ : π1(X)։ π. This guarantees that the
Galois groups of the coverings X˜ ′φ′ and X˜φ coincide. Without this assumption the Galois
group of the extended complex can become extremely large compared to the original one.
Think for example of X = T n with φ : Zn →֒ Zn ∗ Z the inclusion in the first factor and
X ′ = T n ∨ S1 with φ′ the identity. Here the Galois group of X˜φ has polynomial growth
whereas the one of X˜ ′φ′ grows exponentially. Nevertheless we can show that the systolic
constant and the minimal volume entropy behave well in this situation.
Strong extension axiom. Let (X ′, φ′) be an extension of (X, φ). Then
Iφ′(X
′) = Iφ(X).
We will show that the systolic constant and the minimal volume entropy fulfill this
axiom. This is quite easy for the systolic constant, but in case I = λ there is some effort
necessary. We will approximate Riemannian norms Lg,x (see the remark after Definition
3.4) by simpler and more regular norms. This idea is due to Manning (see [Man05]).
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Definition 9.1. Let G be a finitely generated group and S ⊂ G be finite generating set
that is symmetric, i. e. S−1 = S. In the following all generating sets will be assumed
symmetric. For a norm L : G→ [0,∞) one defines another norm
NL,S(g) := inf{∑ni=1L(si)|g = s1 · · · sn, si ∈ S}.
These norms will be called generator norms.
Remark. If one takes L = 1 the norm that assigns 1 to each non-trivial element of G,
then N1,S is the well-known word norm or word length on G with respect to S.
Lemma 9.2. The volume entropy (see Definition 3.4) of generator norms is well-defined
and we have
λ(G,NL,S) = inf
t>0
(1
t
log βNL,S(t) +
1
t
log#S).
Proof. Write β := βNL,S . We have
β(r + t) ≤ β(r)β(t)#S.
Namely if NL,S(g) ≤ r + t, then choose a minimal representation g = s1 · · · sn, i. e. one
fulfilling NL,S(g) =
∑n
i=1 L(si). Choose k ∈ N0 such that
k∑
i=1
L(si) ≤ r and
k+1∑
i=1
L(si) > r.
Define g1 := s1 · · · sk and g2 := sk+2 · · · sn. Then g = g1sk+1g2 and we have
NL,S(g1) =
k∑
i=1
L(si) ≤ r and
NL,S(g2) =
n∑
i=1
L(si)−
k+1∑
i=1
L(si) ≤ r + t− r = t.
Now let r and t be arbitrary positive real numbers and choose k ∈ N0 such that
kt < r ≤ (k + 1)t. Then
β(r) ≤ β((k + 1)t) ≤ β(kt)β(t)#S ≤ . . . ≤ β(t)β(t)k#Sk
and consequently
1
r
log β(r) ≤ 1
r
log β(t) + k
r
log(β(t)#S) ≤ 1
r
log β(t) + 1
t
log(β(t)#S).
Therefore
lim sup
r→∞
1
r
log β(r) ≤ 1
t
log(β(t)#S)
for all t > 0. Hence
lim sup
r→∞
1
r
log β(r) ≤ inf
t>0
(1
t
log β(t) + 1
t
log#S) ≤ lim inf
t→∞
1
t
log β(t).
Thus λ(G,NL,S) = limr→∞
1
r
log β(r) exists and fulfills the claimed equality. 
To prove the strong extension axiom for the minimal volume entropy we have to con-
sider the case of one attached circle. The idea is to let its length grow to infinity. The
following proposition investigates the analogous situation for generator norms.
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Proposition 9.3. Let G and H be finitely generated groups and LG and LH generator
norms with respect to the finite generating sets S and T , i. e. LG = NLG,S respectively
LH = NLH ,T . Then LG ∗ ̺LH is a generator norm on G ∗ H with respect to S ∪ T for
every ̺ > 0. We have
lim
̺→∞
λ(G ∗H,LG ∗ ̺LH) = λ(G,LG).
Proof. Let ε > 0. Choose R > 0 such that
1
R
log βLG(R) ≤ λ(G,LG) + ε and
1
R
log(#S +#T ) ≤ ε.
For every ̺ > R/mint∈T LH(t) we have
βLG∗̺LH (R) = βLG(R)
since no elements of H \ 1 are involved, yet. Hence by Lemma 9.2
λ(G ∗H,LG ∗ ̺LH) ≤ 1R log βLG∗̺LH (R) + 1R log(#S +#T )
≤ λ(G,LG) + 2ε.
Therefore lim sup̺→∞ λ(G ∗H,LG ∗ ̺LH) ≤ λ(G,LG). But
λ(G ∗H,LG ∗ ̺LH) ≥ λ(G,LG)
is obvious. Thus the limit exists and equals λ(G,LG). 
In the next proposition we want to use Manning’s approximation result from [Man05].
Since we want to swap the limit ̺→∞ with the approximation, we have to control the
quality of the approximation.
Proposition 9.4. Let (X, g) be a connected finite Riemannian simplicial complex and
φ : π1(X)→ π a homomorphism. As usual denote by Lg,x the induced norm on the Galois
group Γ := π1(X)/ kerφ. Furthermore let LH be a generator norm on a finitely generated
group H with respect to the finite generating set T ⊂ H. Then
lim
̺→∞
λ(Γ ∗H,Lg,x ∗ ̺LH) = λ(Γ, Lg,x).
Proof. Write Lg := Lg,x. Choose a fundamental domain F ⊂ X˜φ with diameter D and
x ∈ F . Let R be an arbitrary positive real number. Write
h = γ0h1γ1 · · ·hnγnhn+1 ∈ Γ ∗H
with γ0 ∈ Γ, γ1, . . . , γn ∈ Γ \ 1, h1, . . . , hn ∈ H \ 1, hn+1 ∈ H and choose k ∈ N0 such that
(k − 1)R < Lg ∗ ̺LH(h) =
n∑
i=0
Lg(γi) + ̺ ·
n+1∑
i=1
LH(hi) ≤ kR.
Now let k0, . . . , kn ∈ N0 such that
(ki − 1)R < Lg(γi) ≤ kiR.
Think of the γi as paths in X˜φ starting at x. Pick points αij ∈ Γ, j = 1, . . . , ki − 1 such
that
d(γi(jR), αijx) ≤ D
and set αi0 = 1, αiki = γi. Then
Lg(α
−1
ij αi,j+1) = d(αijx, αi,j+1x) ≤ R + 2D.
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Put S := {α ∈ Γ|Lg(α) ≤ R + 2D}. (This is a finite generating system of Γ as we just
have shown.) Then
NLg,S(γi) ≤ ki · (R + 2D)
and
NLg ,S ∗ ̺LH(h) ≤
n∑
i=0
ki(R + 2D) + ̺ ·
n+1∑
i=1
LH(hi)
≤
n∑
i=0
(ki(R + 2D)− (ki − 1)R) +
n∑
i=0
Lg(γi) + ̺ ·
n+1∑
i=1
LH(hi)
≤
n∑
i=0
(ki2D +R) + kR
≤ (k + n + 1)(R+ 2D)
since
∑n
i=0 ki ≤ k + n+ 1. Hence
βLg∗̺LH (kR) ≤ βNLg,S∗̺LH ((k + n + 1)(R + 2D))
and thus
lim sup
r→∞
1
r
log βLg∗̺LH (r) = lim sup
k→∞
1
kR
log βLg∗̺LH (kR)
≤ lim
k→∞
1
kR
log βNLg,S∗̺LH ((k + n+ 1)(R + 2D))
= R+2D
R
λ(Γ ∗H,NLg,S ∗ ̺LH).
Since for any norm L ≤ NL,S by the triangle inequality, we see that
lim inf
r→∞
1
r
log βLg∗̺LH (r) ≥ λ(Γ ∗H,NLg,S ∗ ̺LH).
Thus the volume entropy of Lg ∗ ̺LH exists and equals supS λ(Γ ∗H,NLg,S ∗ ̺LH).
Moreover,
λ(Γ ∗H,Lg ∗ ̺LH) ≤ R+2DR λ(Γ ∗H,NLg,S ∗ ̺LH).
Now, if ̺→∞, then by Proposition 9.3 the right-hand side goes to
R+2D
R
λ(Γ, NLg,S) ≤ R+2DR λ(Γ, Lg).
Since R > 0 was arbitrary, we get
lim sup
̺→∞
λ(Γ ∗H,Lg ∗ ̺LH) ≤ λ(Γ, Lg).
But λ(Γ ∗ H,Lg ∗ ̺LH) ≥ λ(Γ, Lg) is again obvious. Hence the limit exists and equals
λ(Γ, Lg). 
Theorem 9.5. The strong extension axiom is fulfilled by the systolic constant I = σ and
by the minimal volume entropy I = λ.
Proof. By the comparison axiom we have Iφ(X) ≤ Iφ′(X ′) since the inclusion X →֒ X ′
is (n, 1)-monotone. We may proceed by induction, attaching one cell at a time. The
case where the Galois group Γ := π1(X)/ kerφ does not change is already covered by the
extension axiom since here φ and φ′ factor into epimorphisms onto this quotient and the
induced inclusion Γ →֒ π.
The case remaining to be investigated is therefore the following: Consider X ′ = X∪hD1
where h : S0 → X is simplicial together with an extension φ′ : π1(X ′) ∼= π1(X) ∗ Z → π
of the given homomorphism φ.
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First consider the simplicial complex Y := X ∨ S1 where the circle is attached at
h(1) ∈ X . Using a path from h(−1) to h(1) in X , we get a homotopy equivalence
f : X ′ → Y and thus may define ψ := φ′ ◦f−1∗ . Notice that (Y, ψ) is again an extension of
(X, φ) and that f is (n, 1)-monotone and has a (n, 1)-monotone homotopy inverse. Hence
Iφ′(X
′) = Iψ(Y ) and it remains to show that Iψ(Y ) ≤ Iφ(X).
Case 1: I = σ. Let g be a Riemannian metric on X . Extend it over Y by assigning
the length sysφ(X, g) to the attached circle. Then both sysψ(Y, g) = sysφ(X, g) and
Vol(Y, g) = Vol(X, g) and consequently σψ(Y ) ≤ σφ(X). (If the φ-systole of (X, g) is not
finite, i. e. if ker φ = π1(X), then use a sequence of metrics where the length of S
1 tends
to infinity.)
Case 2: I = λ. Again let a Riemannian metric g on X be given. Define g̺ to be
the extension over Y that assigns the length ̺ > 0 to the circle S1. Then Vol(Y, g̺) =
Vol(X, g).
Take the attaching point x = h(1) as base point. Then π1(Y ) = π1(X) ∗ Z. Consider
the homomorphism
π1(Y )
φ∗Id−−→ π ∗ Z.
We see that ker(φ ∗ Id) ⊂ kerψ and thus
λφ∗Id(Y ) ≥ λψ(Y ).
With L : Z→ [0,∞) denoting the standard word norm we have
λφ∗Id(Y, g̺) = λ(Γ ∗ Z, Lg,x ∗ ̺L)
̺→∞−−−→λ(Γ, Lg,x) = λφ(X, g)
by Proposition 9.4. Thus λφ(X) ≥ λφ∗Id(Y ) ≥ λψ(Y ). 
10. An inequality between the systolic constant and the minimal volume
entropy
There is an inequality linking the spherical volume and the minimal volume entropy:
2nnn/2Tφ(M) ≤ λφ(M)n.
This was proved by Besson, Courtois, and Gallot in [BCG91], The´ore`me 3.8. In this
section we will investigate the relation between the systolic constant and the minimal
volume entropy. In doing so we will prove a relative analogue of Theorem 1.3.
Definition 10.1. Let π be a group, ρ : π → Z2 a homomorphism, and a ∈ Hn(π;Oρ).
Then define
I(a) := inf
(X,Ψ)
IΨ∗(X),
where the infimum is taken over all geometric cycles (X,Ψ) representing the homology
class a, i. e. over all maps Ψ : X → K(π, 1) from a connected closed n-dimensional
pseudomanifold X to K(π, 1) with Hn(X ;OρΨ∗) 6= 0 and Ψ∗[X ]OρΨ∗ = a. For coefficients
in Z2 we use the analogous definition.
If there is a geometric cycle that is defined on a manifold and that is surjective on
fundamental groups, then it is minimal:
Theorem 10.2. If I fulfills the strong extension axiom and the weak comparison axiom,
then
I(Φ∗[M ]K) = IΦ∗(M)
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for any connected closed manifold of dimension n ≥ 3 with Φ : M → K(π, 1) such that
Φ∗ : π1(M) ։ π is surjective. (We use K the orientation bundle of M if the covering
M˜Φ∗ is orientable and K = Z2 otherwise.)
Proof. Let (X,Ψ) be a geometric cycle representing Φ∗[M ]K. Then there exists another
geometric cycle (X ′,Ψ′) representing the same homology class such that Ψ′ maps the
fundamental group of X ′ surjectively onto π and such that IΨ′∗(X
′) = IΨ∗(X).
Namely, let γ1, . . . , γm be generators of π. Think of the γi as closed curves in K(π, 1)
and define
X ′′ := X ∨
(
m∨
i=1
S1
)
and
Ψ′′ := Ψ ∨
(
m∨
i=1
γi
)
: X ′′ → K(π, 1).
Then Ψ′′∗[X
′′]K = Φ∗[M ]K (here [X
′′]K is the image of [X ]K under the inclusion X →֒ X ′′)
and the induced homomorphism Ψ′′∗ on the fundamental group is an epimorphism. By
the strong extension axiom IΨ′′∗ (X
′′) = IΨ∗(X).
Now consider the pseudomanifold
X ′ := X #
(
m
#
i=1
(Sn/{± pt})
)
,
where Sn/{± pt} is the n-sphere with two points identified. The projection of Sn to
a closed interval such that ± pt are mapped to the boundary points induces a map
Sn/{± pt} → S1. Let p : X ′ → X ′′ be the composition of the projection
X ′ → X ∨
(
m∨
i=1
Sn/{± pt}
)
with this map on each Sn/{± pt}. Define
Ψ′ := Ψ′′ ◦ p : X ′ → K(π, 1).
Note that p is a homotopy equivalence. Thus Ψ′ induces a surjection on fundamental
groups, Hn(X
′;K) 6= 0, and (X ′,Ψ′) represents Φ∗[M ]K.
Since p can be chosen strictly (n, 1)-monotone and has a strictly (n, 1)-monotone ho-
motopy inverse, we get
IΨ′∗(X
′) = IΨ′′∗ (X
′′) = IΨ∗(X)
by the weak comparison axiom. From Theorem 7.4 it follows that IΦ∗(M) ≤ IΨ′∗(X ′) =
IΨ∗(X). 
Now we follow [Sab06], sections 4 and 5. First we need a theorem of Gromov:
Theorem 10.3 ([Gro83], pages 70, 71). There exists a constant An > 0 such that for
all ε > 0 there is a geometric cycle (X,Ψ) representing a ∈ Hn(π;K) and a Riemannian
metric g on X such that
σΨ∗(X, g) ≤ (1 + ε)σ(a)
and
VolB(x,R) ≥ AnRn
for all x ∈ X and ε ≤ R/ sysΨ∗(X, g) ≤ 12 . (Here, B(x,R) denotes the ball around x ∈ X
of radius R with respect to g.) Such cycles are called ε-regular.
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In fact, Gromov proved this only for K = Z and K = Z2 but it remains true for local
integer coefficients with the same arguments. On ε-regular geometric cycles one may
compare the systolic constant and the minimal volume entropy:
Proposition 10.4 ([Sab06], Proposition 4.1). Let (X, g,Ψ) be an ε-regular geometric
cycle. Then
λΨ∗(X, g) Vol(X, g)
1/n ≤ σΨ∗(X, g)
1/n
β
log
σΨ∗(X, g)
Anαn
for all α ≥ ε, β > 0 with 4α + β < 1
2
.
From this it follows directly that
λ(a) ≤ σ(a)
1/n
β
log
σ(a)
Anαn
for all α, β > 0 with 4α+ β < 1
2
. The calculation from the proof of [Sab06], Theorem 5.1
shows:
Corollary 10.5. There exists a constant cn > 0 such that
σ(a) ≥ cn λ(a)
n
logn(1 + λ(a))
.
Combined with Theorem 10.2 this proves:
Theorem 10.6. Let M be a connected closed manifold of dimension n ≥ 3 and φ :
π1(M)։ π an epimorphism. Then there exists a positive constant cn depending only on
n such that
σφ(M) ≥ cn λφ(M)
n
logn(1 + λφ(M))
.
Special cases of this statement were shown by Sabourau (see [Sab06]). Note that the
absolute version of this theorem is in fact Theorem 1.3 for n ≥ 3. The two-dimensional
case was proved in [KS05]. Thus Theorem 1.3 is shown.
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