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Abstract
The rectilinear Steiner tree problem in the plane is to construct a minimum-length tree inter-
connecting a set of points (called terminals) consisting of horizontal and vertical line segments
only. Rectilinear Steiner minimum trees (RSMTs) can today be computed quickly for realistic
instances occurring in VLSI design. However, interconnect signal delays are becoming increas-
ingly important in modern chip designs. Therefore, the length of paths or direct delay measures
should be taken into account when constructing rectilinear Steiner trees. We consider the prob-
lem of <nding an RSMT that — as a secondary objective — minimizes a signal delay related
objective. Given a source (one of the terminals) we give some structural properties of RSMTs
for which the weighted sum of path lengths from the source to the other terminals is minimized.
Also, we present exact and heuristic algorithms for constructing RSMTs with weighted sum of
path lengths or Elmore delays secondary objectives. Computational results for industrial designs
are presented.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction
A rectilinear Steiner tree in the plane is a tree that interconnects a given set of points
using only horizontal and vertical line segments. Due to technological constraints on
the orientation of wires, interconnections in VLSI design are rectilinear Steiner trees.
Given a set of (electrical) terminals, assumed to be a set of points Z in the plane,
the interconnection problem is to construct a rectilinear Steiner tree that minimizes
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a suitable objective. The tree is allowed to use additional junctions, denoted Steiner
points, that are not among the terminals.
One of the terminals r ∈Z is the source, while the remaining terminals in Z are
the sinks. The electrical signal should propagate from the source to the sinks via the
constructed tree. When constructing the tree several conHicting objectives must be taken
into account [15]. In particular, the following two objectives need to be considered:
• The total length of the tree should be minimized since this reduces area requirements,
congestion and power consumption.
• The signal delay from the source to the sinks should be minimized since this reduces
the overall clock cycle time.
An optimal solution for the problem that only considers the <rst objective is a recti-
linear Steiner minimum tree (RSMT). This problem has received signi<cant attention
in the literature [14,15], and RSMTs of any practical size can today be computed
quickly [22,23]. Minimizing total length has traditionally been the prime objective
since in practice this objective is also reasonably good with respect to signal delay.
Furthermore, for most terminal sets (also called nets), signal delay is not really impor-
tant; these nets are not part of the critical signal path of the chip. However, for those
nets that are part of the critical signal path, signal delay is obviously very important.
In the past, the problem of minimizing sink delay was mainly attacked by using
geometrical approaches. The delay of a wire was assumed to be linear in its length.
So-called shallow-light algorithms limit the delay by bounding the radius of the tree
[9,16,18,19]. A similar approach is due to Alpert et al. [1] who present a tradeoK
between Prim’s and Dijkstra’s algorithm. Cong et al. [10] justify that a Manhattan
Steiner arborescence has good approximating properties with respect to delay. Since
for newer VLSI fabrication technologies interconnect delays are becoming increasingly
dominating when compared to gate delays [8], linear delay approximation is not suM-
cient anymore. Therefore, algorithms directly incorporate a better delay approximation
function [6,12,21]. Boese et al. [5] proved that minimizing the sum of weighted sink
delays can be solved up to optimality on the Hanan grid. This is not true for minimiz-
ing the maximum sink delay as shown by Boese et al. [3]. For a good overview, see
also [15].
In this paper we consider the problem of constructing RSMTs—which have minimum
total length—that are as good as possible with respect to some signal delay objective.
Therefore, without sacri<cing minimum total length we will try to improve signal delay
(if possible), that is, consider signal delay as a secondary objective when constructing
RSMTs. The proposed algorithms can therefore be used to improve all minimum-length
interconnections on the chip; however, for some nets on the critical signal path it may
be necessary to sacri<ce minimum total length using alternative methods [4,15,20].
The construction of (alternative) rectilinear Steiner trees that are good with respect to
routability was considered by Bozorgzadeh et al. [7].
We mainly focus our study on the following problem. For a given rectilinear tree T
spanning Z , let PT (r; zi) be the path from the source r to a sink zi ∈Z \ {r} in T and
|rzi|T its length (or the distance in T from r to zi). Furthermore, let wi ¿ 0 be a positive
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Fig. 1. Two RSMTs for the same set of terminals. The RSMT on the right has better signal delay properties
than the RSMT on the left. In fact, the RSMT on the right is an optimal solution to RSTPWP since all
paths from the source r to the sinks are shortest rectilinear paths.
weight for sink zi. The task is to construct an RSMT such that
∑
zi∈Z\{r} wi|rzi|T is
minimized (Fig. 1). This problem is denoted the rectilinear Steiner tree problem with
weighted sum of path lengths secondary objective (RSTPWP), and an optimal solution
to the problem is denoted by RSMTr .
The paper is organized as follows. Section 2 gives some basic notation and de<ni-
tions. Structural results for optimal solutions to RSTPWP are presented in Section 3,
and an exact algorithm for solving the problem is presented in Section 4. In Section 5
we give an heuristic framework for solving RSTPWP and similar problems, including
secondary objectives based on the Elmore delay model. Comprehensive experimental
results are presented in Section 6, and concluding remarks given in Section 7.
2. Basic notation and denitions
The given set of terminals is denoted by Z (a <nite set of points in the plane); one
designated terminal r ∈Z is the source and the remaining terminals Z \{r} are denoted
sinks.
A rectilinear Steiner tree interconnecting the terminals consists of vertical and hori-
zontal line segments. In the following we assume that the tree is rooted at the source
r ∈Z ; thus the tree is actually a Steiner arborescence for Z rooted at the source. The
directed line segments of the tree are denoted edges. Edges meet at nodes in the tree
(note that all the terminals are nodes). For a given tree T we let V (T ) denote its nodes
and E(T ) its edges (or arcs). A Steiner point is a non-terminal node of degree three
or four, while a corner point is a non-terminal node of degree two. The two edges
meeting at a corner point are perpendicular. We assume w.l.o.g. that all interconnec-
tions between terminals and/or Steiner points are shortest rectilinear paths and that no
two corner points are adjacent in the tree, i.e., staircase connections are not allowed.
Thus, interconnections between terminals and/or Steiner points consist of at most two
edges. The rectilinear distance between nodes u and v is denoted by |uv|.
Rectilinear Steiner trees are assumed to have no overlapping edges, which are clearly
sub-optimal with regard to total length. Therefore, every node has at most one incident
edge in each of the four directions. For a given tree we de<ne the following for a
node u = r (see also Fig. 2):
• P(u): Predecessor or parent of u.
• S(u): Successor of u, i.e., child of u that is colinear with P(u) and u. If no such
child exists then S(u)=NIL.
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Fig. 2. Neighbouring nodes of u in a rectilinear Steiner tree.
• L(u): Left child when looking from P(u) towards u. If no such child exists then
L(u)=NIL.
• R(u): Right child when looking from P(u) towards u. If no such child exists then
R(u)=NIL.
A node u is called a T-node if both L(u) and R(u) exist, but S(u) does not exist;
otherwise u is called a non-T-node.
A sequence of one or more adjacent, colinear edges is called a segment. A maximal
segment is a segment which is not contained in any other segment. A complete segment
is a segment whose interior nodes all are Steiner points and which is not contained in
any other segment having only Steiner points as interior nodes. Note that any edge is
contained in exactly one maximal/complete segment.
The entering node of a segment S is the (unique) node on the segment that is closest
to the source. If the entering node is not the source itself, the entering edge of S is the
(unique) edge having the entering node as its head. (The entering edge of a maximal
segment S will always be perpendicular to S.) Similarly, a leaving edge of S is an
edge for which the tail belongs to S while the head does not.
The Hanan grid H (Z) for the terminal set Z is obtained by drawing vertical and hor-
izontal lines through each point in Z . Correspondingly, the Hanan grid graph HGG(Z)
is de<ned as follows: The set of intersections in H (Z) are the vertices and a pair of
vertices is connected if and only if the corresponding intersection points are adjacent
in the Hanan grid. The weight cuv of an edge (u; v) in HGG(Z) is the (Euclidean)
distance between the corresponding Hanan grid intersections. We denote by T(Z) the
set of subtrees of HGG(Z) interconnecting Z and rooted at r ∈Z .
The Elmore delay model [11] serves as a good estimation for computing the signal
delay from the source to the sinks in a tree T . Given a source resistance Rd, resistance
Runit and capacitance Cunit per wire unit and load capacitances ci for every sink zi ∈Z \
{r}, the Elmore delay delT (zi) of a sink zi is de<ned as follows:
delT (zi) := RdCT;r +
∑
e=(u;v)∈E(PT (r;zi))
re
(ce
2
+ CT;v
)
;
where re := Runit|uv|T and ce := Cunit|uv|T denote the resistance resp. the capacitance
of edge (u; v) and CT;v the downstream capacitance of the subtree of T rooted at node
v. For more details about the Elmore delay model, see [20].
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3. Full Steiner trees for RSTPWP
In this section we present a structural result characterizing optimal solutions to RST-
PWP. This result can, e.g., be used in a pre-processing phase to reduce the graph
instances for the exact algorithm presented in Section 4 (see this section for more
details).
A full Steiner tree (FST) is a Steiner tree for which all terminals are leaves. All
interior nodes in an FST are Steiner points or corner points. An optimal solution RSMTr
to RSTPWP decomposes into directed FSTs, i.e., each FST has one designated terminal
as its local root and all edges are directed away from this root. In the following we
give a characterization of FSTs in any RSMTr . Let F be an FST in an RSMTr with
local root rF . For an edge (u; v) we let F(u;v) denote the subtree of F rooted at u and
containing v.
Lemma 1. Let u be an internal non-T-node in F for which L(u) exists. Let v be the
endpoint of the complete segment that contains the edge (u; L(u)) and which is on
the same side of u as L(u) on the complete segment. Then v is a terminal.
Proof. (In this and the following two lemmas we assume w.l.o.g. that the node u has its
neighbours geometrically oriented as in Fig. 3 such that P(u) is below u.) Assume for
the sake of contradiction that v is a non-terminal. Let u1 := u; u2 := L(u); u3; : : : ; uk := v
be the nodes on the segment uv. If we move uv and all its nodes up or down, the
change in length of F will be linear in the movement. Since F is an RSMT, the
change must actually be zero. Thus, uv can be moved towards P(u) without changing
the length of F . Note that the path length from P(u) to all nodes which are both
adjacent to u1; : : : ; uk and above uv does not change as uv is moved towards P(u).
However, if there exists an adjacent node w = P(u) below uv, then the path length to
w will decrease. Since w is either a terminal, or at least one terminal belongs to the
subtree rooted at w (and all the path weights are positive), the RSMTr is not optimal
with respect to the weighted sum of path lengths secondary objective.
If there is no adjacent node except for P(u) below uv, then v must be a corner point
connected directly to u (since otherwise F is clearly not length-optimal). Now, if u
is a corner point too, then uv is part of a staircase connection. Otherwise, S(u) must
exist, but in this case F is clearly not length-optimal—a contradiction.
Fig. 3. Proof illustration, Lemma 1.
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We get a similar result for Lemma 1 when u is an internal non-T-node and R(u)
exists.
Lemma 2. Let u be an internal non-T-node in F for which L(u) exists. Then F(u;L(u))
contains no corner point.
Proof. From Lemma 1 we know that the endpoint v of the complete segment containing
(u; L(u)) (and which is on the same side of u as L(u) on the complete segment) is a
terminal. Thus none of the nodes on this segment are corner points. Now we recursively
repeat this argument for all the interior nodes on uv; since these nodes are non-T-nodes,
the endpoints of the complete segments given by their left/right edges also must be
terminals. Thus the whole subtree will be exhausted without encountering a corner
point.
We get a similar result for Lemma 2 when u is an internal non-T-node and R(u)
exists.
Lemma 3. Let u be an (internal) T-node in F . Let vLvR be the complete segment
that contains (u; L(u)) and (u; R(u)) such that vL (resp. vR) is on the same side of u
as L(u) (resp. R(u)) on vLvR. Then either vL or vR (or both) are terminals.
Proof. We use the proof technique from Lemma 1. Assume that both vL and vR are
non-terminals, such that the segment vLvR only contains non-terminals. Then vLvR can
be moved freely up or down without changing the length of F . There must be at
least one adjacent node except for P(u) below vLvR, since otherwise the tree is not
length-optimal. By moving vLvR towards P(u), the path length to this node decreases
while the path length to no other node increases—a contradiction to the optimality of
F with regard to the secondary objective.
Theorem 4. A full Steiner tree in an optimal solution to RSTPWP has at most one
corner point.
Proof. Consider the local root rF of some FST F . Since rF is a terminal it has exactly
one out-going edge in F ; let rFv be the complete segment that contains this edge.
Since all interior Steiner points on rFv (if any) are non-T-nodes, their left/right subtrees
contain no corner point by Lemma 2. Therefore, we only need to consider node v and
its subtrees (if any). We distinguish between three cases:
• v is a terminal: Then F clearly contains no corner point.
• v is a corner point: In this case v is the only corner point in F since the subtree
given by v has no corner point by Lemma 2.
• v is a T-node: Let vLvR be the complete segment containing v as de<ned by Lemma
3. Either vL or vR (or both) are terminals; assume w.l.o.g. that vR is a terminal. Then
the subtree F(v;R(v)) contains no corner point (we use the same arguments as in the
proof of Lemma 2).
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Thus, if F contains a corner point it is in F(v;L(v)). Repeat the same arguments
recursively for F(v;L(v)) using v as the local root. Note that a single path is followed
through F and as soon as one corner point is identi<ed (if any), it will be the only
corner point in F .
Therefore, in all three cases we conclude that F has at most one corner point.
Let us now consider the Hanan grid H (Z) for Z (de<ned in Section 2). Zachariasen
[26] showed that there exists an optimal solution to RSTPWP in H (Z). We can now
prove the following stronger result:
Theorem 5. An optimal solution to RSTPWP must be part of the Hanan grid H (Z)
for Z .
Proof. Consider a Steiner point s in an optimal solution to RSTPWP; clearly s is part
of exactly one maximal horizontal segment and one maximal vertical segment. Consider
the horizontal segment and assume that it contains no terminal. Then the entering edge
of the segment must be perpendicular to the segment; by applying Lemmas 1 and 3 to
the entering node, we can prove that the segment must contain a terminal. Similarly, the
vertical maximal segment must contain a terminal. Thus s is a Hanan grid intersection
point.
4. Exact algorithm
In order to construct an optimal solution to RSTPWP it is suMcient to compute an
optimal solution in the corresponding Hanan grid graph (Theorem 5). The input is an
undirected edge-weighted graph G = (V; E) in which a set of terminals Z ⊆ V and a
source r ∈Z is given. Every sink zi ∈Z \ {r} is assigned a path length weight wi ¿ 0.
In this section we give a (mixed) integer programming (IP) formulation for the
general graph problem; this formulation is solved by standard branch-and-cut methods.
The IP formulation is essentially the so-called directed formulation for the Steiner tree
problem in graphs [2]; in addition, a ;ow from the source to the sinks measures the
value of the secondary objective, i.e., weighted sum of path lengths. Let Gd = (V; Ed)
be a directed graph having the same vertices as G and two directed opposite edges for
each edge in G. We assume that every edge (u; v)∈Ed has a positive integer-valued
weight cuv = cvu. This makes it easier to handle the secondary objective as the tree
length also can be assumed to be integer-valued.
For any non-empty set S ⊂ V de<ne
(S) := {(u; v)∈Ed: u∈ S ∧ v∈V \ S}
to be the set of edges leaving S and ending in V \ S. Two variables are de<ned for
an edge (u; v)∈Ed: Decision variable xuv = 1 if and only if edge (u; v)∈Ed is chosen
to be part of the Steiner tree and 0 otherwise, while variable fuv gives the amount of
How traversing the edge; fuv = 0 if the edge is not part of the Steiner tree.
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The IP formulation for the graph version of RSTPWP is then
minimize
∑
(u;v)∈Ed
cuv(xuv + fuv) (1)
subject to
∑
(u;v)∈(S)
xuv ¿ 1; S ⊂ V; r ∈ S; (V \ S) ∩ Z = ∅; (2)
∑
(u;v)∈Ed
fuv −
∑
(v;u)∈Ed
fvu = Dv; v∈V \ {r}; (3)
fuv6 xuv; (u; v)∈Ed; (4)
xuv ∈{0; 1}; (u; v)∈Ed; (5)
fuv¿ 0; (u; v)∈Ed: (6)
The constraints (2) and (5) are directed Steiner tree formulation constraints. The path
length objective is measured by sending a certain amount of How from the source
to the sinks. The How demand Dv in constraint (3) is zero for a non-terminal node
v∈V \Z , that is, we require How-conservation at non-terminals. The demand Dzi for a
sink zi ∈Z \ {r} is proportional to its path length weight wi and is de<ned as follows.
Let C be an upper bound on any path length (e.g., the total length of all edges),
and let W :=
∑
zi∈Z\{r} wi be the total path length weight for all sinks. Then we set
Dzi := wi=(CW ).
Consider a sink zi ∈Z \ {r}. The contribution to the objective function of the How
from r to zi is at most C wi=(CW ) = wi=W . The total contribution is bounded by∑
zi∈Z\{r} wi=W = 1; consequently, the tree constructed must have minimum length as
edge-weights were assumed to be integer-valued.
The branch-and-cut algorithm used to solve the problem is basically the one by Koch
and Martin [17], but without the pre-processing algorithm for reducing the size of the
problem. The traditional branching strategy which branches on variables is used; a
fractional edge-variable with LP-value closest to 0.5 is selected. Note that it is enough
to ensure that all edge-variables xuv have integer value. When this is the case the How
variables will be set accordingly.
Computational results for this algorithm will be presented in Section 6. It is well-
known [17] that solving Steiner tree problems in the Hanan grid graph is computa-
tionally diMcult due to high degree of symmetry. Graph reduction methods for the
ordinary Steiner tree problem on the Hanan grid graph were proposed by Winter [24];
however, not all the proposed reduction tests—and in particular not the more pow-
erful tests—generalize to RSTPWP. Another avenue for reducing the Hanan grid is
to generate full Steiner trees and overlay these on the Hanan grid [25]. Preliminary
results with FST generation for RSTPWP, based on the structural property stated in
Theorem 4, appear to make it possible to reduce the Hanan grid signi<cantly—but we
will not elaborate on this subject in this paper.
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5. Heuristics
The overall heuristic approach considered in this section is the following. Assume
we are given some RSMT T for the set of terminals Z . Specify a series of (local)
modi<cations to T that retain total minimum length while decreasing the weighted sum
of path lengths—or some other delay related objective.
Boese et al. [4] gave such a post-processing enhancement algorithm, denoted Global
Slack Removal (GSR). This algorithm removes so-called V ’s and U ’s from the tree
until no removals are possible; these operations are illustrated in Fig. 4.
The local modi<cations performed by GSR are special cases of a so-called segment
slide, which is de<ned in Section 5.1. In Section 5.2 we give an algorithm to identify
a “best” segment slide in linear time, and in Section 5.3 we describe a new greedy
method called extended GSR (XGSR) for performing a series of slides according
to diKerent objectives, including weighted sum of path lengths and weighted sum of
Elmore delays.
Although we only consider input trees that are RSMTs, the XGSR algorithm may
also be applied to trees that are not necessarily length-optimal. The only requirement
is that the tree is rooted at some source r ∈Z and that all corner point connections
have been oriented, that is, corner points are nodes in the trees (as de<ned in Section
2). However, some technical diMculties arise when the input tree is not length-optimal,
since this may create overlapping edges; these diMculties are ignored in this paper.
5.1. Segment slides
Consider a node u = r in the tree T . This node de<nes a unique maximal segment
MS containing u and being perpendicular to the edge (P(u); u). As a degenerate case
Fig. 4. GSR operations. (a) V -removal: Sequence of three nodes u, v and w in increasing distance from the
source; the subtree is replaced by a shortest path from u to w and a connection to v. Note that a V -removal is
not applicable to any length-optimal tree. (b) U -removal: Sequence of four nodes u, v, w and x in increasing
distance from the source; the subtree is replaced by a shortest path from u to x and connections to v and w.
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Fig. 5. Segment slide example.
Fig. 6. (a) An RSMT that cannot be improved using GSR and (b) optimal solution to RSTPWP.
MS may consist solely of the node u, but let us assume that MS contains at least one
edge. Also, w.l.o.g. let the edge (P(u); u) be vertical with u above P(u) such that MS
is horizontal (Fig. 5a).
Let u1; u2; : : : ; uk be the nodes on MS from left to right, where u = um for some
m∈{1; : : : ; k}. Let S be any segment given by a subsequence of nodes ul; : : : ; u; : : : ; ur
where 16 l6m6 r6 k, i.e., u belongs to the segment S.
A segment slide for S is de<ned as a vertical (downward) movement of its nodes
ul; : : : ; u; : : : ; ur and edges such that all nodes are moved the same distance $¿ 0. The
new nodes are denoted u′l; : : : ; u
′; : : : ; u′r (Fig. 5b). Depending on whether the origi-
nal nodes are terminals or Steiner points—and in which directions these nodes are
connected—it may be necessary to keep the old node and connect the original and
new node (details are given in Section 5.2).
We are obviously interested in segment slides that do not increase total tree length.
For RSMTs the change in tree length should be precisely zero. As will be shown in
Section 5.3, performing a segment slide that does not increase total tree length cannot
make the weighted sum of path lengths (or Elmore delays) worse. Clearly, V -removals
and U -removals (Fig. 4) are special cases of segment slides. Also, segment slides are
strictly more powerful: Fig. 6 gives a tree that contains no V ’s or U ’s, but for which
there exists a segment slide that transforms it into an optimal solution to RSTPWP.
However, it is also easy to construct instances for which no segment slide is possible
and the tree is not an optimal solution to RSTPWP (Fig. 7).
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Fig. 7. (a) An RSMT that cannot be improved using segment slides and (b) optimal solution to RSTPWP.
5.2. Identifying best segment slides
The segment S consists of the nodes ul; : : : ; ur . The change in tree length can be
computed by adding up the contributions from each node. Assuming that each node is
moved by distance $¿ 0 the change in tree length for a node is either −$, 0 or +$.
We say that the node has value −1, 0 or +1, respectively. Case analysis gives the
following values for moving a node v∈{ul; : : : ; ur}:
Node v is an endpoint (v= ul or v= ur). If v is a corner point with a leaving edge
going down it has value −1. If v has no leaving edge going down it has value +1,
and it has value 0 otherwise.
Node v is an interior point (v = ul and v = ur). If v is a Steiner point with a
leaving edge going down and no leaving edge going up it has value −1. If v has no
leaving edge going down it has value +1, and it has value 0 otherwise.
The functions EVALNODEENDPOINT(V ) and EVALNODEINTERIOR(V ) are assumed to re-
turn the values given above. Note that endpoint evaluation does not depend on whether
v= ul or v= ur . We now give an algorithm to <nd the best (sub)segment for a given
maximal segment de<ned by an entry node u. The segment will be the best segment in
the sense that it decreases total tree length by as much as possible as a function of $
(in case of a tie the longest segment will by returned). In Section 5.3 we give various
options for choosing the best segment among all maximal segments in the tree.
The algorithm BESTSLIDE(u) is given in Fig. 8. It <rst <nds the best leftmost endpoint
vl and then the best rightmost endpoint vr on the maximal segment. The overall best
segment is then either segment vl; : : : ; u, segment u; : : : ; vr or segment vl; : : : ; vr . An
example is given in Fig. 9.
Clearly, BESTSLIDE(u) runs in linear time in the number of edges on the maximal seg-
ment. Since every edge belongs to exactly one maximal segment, running BESTSLIDE(u)
for all nodes u∈V (T ) \ {r} takes linear time in the number of edges (or nodes) in
the tree.
5.3. XGSR algorithm
The XGSR algorithm is a greedy method for performing a series of segment slides
(Fig. 10). In each iteration, XGSR identi<es the overall best segment slide to perform
and applies it to the tree, that is, slides the segment until one of its nodes overlaps
with a neighbouring node.
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Fig. 8. Algorithm to identify the best slide for a maximal segment.
Firstly, the overall best segment slide should decrease total length as much as possi-
ble (for RSMTs only zero value segment slides are considered). Secondly, the gain of
the segment slide should be maximized. The gain is a measure of how much the seg-
ment slide improves the chosen secondary objective: Given a segment we assume that
the function COMPUTEGAIN(u; ul; ur) returns the gain obtained by sliding the segment;
this function is assumed to return zero when the segment slide increases the total tree
length.
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Fig. 9. Identifying a best slide for a maximal segment. The <rst line of +1; 0 and −1’s gives the value
of moving the corresponding node downwards as interior node. The second line gives the corresponding
endpoint values. The third line gives the accumulated value of every endpoint. The best slide is the segment
ul; : : : ; ur which has total value zero, i.e., does not change the length of the tree.
Fig. 10. XGSR algorithm.
In this paper we experimentally evaluate the following four secondary objectives:
(1) Weighted sum of path lengths (RSTPWP):
∑
zi∈Z\{r} wi|rzi|T .
(2) Maximum path length: maxzi∈Z\{r} |rzi|T .
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Fig. 11. (a) Proof illustration, Lemma 6 and (b) a 5-terminal set for which one source-sink path is not a
shortest rectilinear path.
(3) Weighted sum of Elmore delays (see Section 2):
∑
zi∈Z\{r} wi delT (zi).
(4) Maximum Elmore delay: maxzi∈Z\{r} delT (zi).
The corresponding gain function is equal to the decrease in the secondary objective
function. The <rst two gain functions can be computed in linear time for all segment
slides, while Elmore delay computations take linear time for each segment slide [20].
5.4. Properties of the XGSR algorithm
In this section we give some theoretical properties related to the XGSR algorithm.
First we give a general result concerning terminal sets of size 4. Then we prove that
XGSR cannot make any of the proposed secondary objectives worse.
Lemma 6. Applying XGSR to an RSMT where |Z |6 4 produces an optimal solution
to RSTPWP.
Proof. For |Z |6 3 any RSMT is also an optimal solution to RSTPWP, since all
inter-terminal paths are shortest rectilinear paths. We will now prove that for |Z |= 4,
after applying XGSR to an RSMT, all source-sink paths will be shortest rectilinear
paths. Therefore, the tree will obviously be an optimal solution to RSTPWP.
Assume to the contrary that T is the output of XGSR, and there exists a sink
zi for which the path P := PT (r; zi) is not a shortest rectilinear path. This implies
that P contains an edge (P(u); u), a segment S of nodes u; : : : ; v and an edge (v; w)
that together form a non-optimal subpath (Fig. 11a). We may w.l.o.g. assume that
neither u nor v are corner points—otherwise we may Hip the corner(s) to form another
non-optimal subpath. Now, u is either a sink or a Steiner point being the root of a
subtree containing at least one sink not belonging to P. The same holds for node v.
The node w is either identical to zi or is the root of a subtree containing zi. Thus
the nodes u, v and w represent three distinct sinks. Since |Z | = 4 the tree spans no
more sinks, and therefore the segment S has no interior nodes, i.e., S is an edge (u; v)
that can be slid towards P(u) without changing the length of T . This contradicts the
assumption that no path length improving segment slide exists.
It should be noted that Lemma 6 also proves that GSR, given some RSMT, constructs
an optimal solution to RSTPWP; the segment S in the proof is in fact part of a U
that should have been removed by GSR. For |Z |¿ 5 not all source-sink paths need to
S. Peyer et al. / Discrete Applied Mathematics 136 (2004) 271–298 285
Fig. 12. A segment slide does not change the entering or leaving node of a path from the source r to the
sink z in B.
be shortest rectilinear paths (Fig. 11b). Furthermore, neither GSR nor XGSR always
construct an optimal solution to RSTPWP for |Z |¿ 5 as shown in the experimental
section (see Table 3).
The following lemma justi<es the use of APPLYSEGMENTSLIDE in XGSR in order to
minimize weighted sum of path lengths.
Lemma 7. Given a tree T1 ∈T(Z), let T2 ∈T(Z) be the output tree of subroutine
APPLYSEGMENTSLIDE in XGSR if applied to T1. Then
(i) |T2|6 |T1|,
(ii) |rz|T26 |rz|T1 for all terminals z ∈Z ,
(iii) there is at least one terminal z ∈Z with |rz|T2 ¡ |rz|T1 .
Proof. (i) For any cost function, XGSR slides a segment with entry node u only if
the return value V of BESTSLIDE(u) is non-positive, that is, the tree does not increase
its total length.
(ii) Let S1 be the segment in T1, and S2 the segment in T2 after sliding S1. W.l.o.g.,
S1 is a horizontal segment which will be slid downwards. Let (xl; yi) and (xr; yi) be the
coordinates of the leftmost and rightmost node of Si (i=1; 2) with xl ¡xr and y2¡y1.
Let B denote the induced subgraph of HGG(Z) for which v = (xv; yv)∈V (B) if and
only if xl6 xv6 xr and yv ∈{y1; y2}. For each terminal z ∈Z consider the intersection
of PT1 (r; z) and PT2 (r; z) with B (Fig. 12). A segment slide only changes those paths
which intersect B. Obviously, B∩PT1 (r; z) = ∅ if and only if B∩PT2 (r; z) = ∅. Hence,
if B∩PT1 (r; z)=∅ then |rz|T2 = |rz|T1 . Now consider a terminal z with B∩PT1 (r; z) = ∅.
PT1 (r; z) enters B in HGG(Z) at p and leaves B at some node q (or ends in z ∈V (B)).
Obviously, a slide does not change the entering or leaving node. But PT2 (r; z) ∩ B
286 S. Peyer et al. / Discrete Applied Mathematics 136 (2004) 271–298
is a shortest p–q-path in B. Hence, |pq|T26 |pq|T1 . Since PT2 (r; p) = PT1 (r; p) and
PT2 (q; z) = PT1 (q; z), the path length from r to z does not increase: |rz|T26 |rz|T1 .
(iii) This follows immediately from the condition g∗¿ 0 for which subroutine
APPLYSEGMENTSLIDE will be applied.
By Lemma 7, the total tree length does not increase and no source-sink-path gets
longer if APPLYSEGMENTSLIDE is applied to a tree. These properties give rise to the
following de<nition.
Denition 8. A function f is weakly decreasing w.r.t. g if f(g(T ))6f(T ) for every
tree T ∈T(Z), and f is strongly decreasing w.r.t. g if f(g(T ))¡f(T ) for every tree
T ∈T(Z).
So the total tree length f(T ) := |T | is a weakly decreasing function, while the
weighted sum of path lengths f(T ) :=
∑
zi∈Z\{r} wi|rzi|T is a strongly decreasing
function w.r.t. APPLYSEGMENTSLIDE. A similar result can be achieved for the Elmore
delay function. For the sake of clarity we have moved the proof of the following
lemma to Appendix A.
Lemma 9. The Elmore delay function del is weakly decreasing w.r.t. APPLYSEGMENT-
SLIDE.
From Lemmas 7 and 9 it follows that the four secondary objectives proposed in
Section 5.3 are weakly decreasing w.r.t. APPLYSEGMENTSLIDE.
5.5. Running time of the XGSR algorithm
The running time of XGSR is mainly determined by the number of applied segment
slides. So far it is not clear whether XGSR stops at all. This question is answered by
the following lemma:
Lemma 10. The number of iterations of the algorithm XGSR is O(n3).
Proof. By assumption, XGSR starts with a tree where each Steiner point is a Hanan
node. Sliding a segment of a tree T results in a new tree having the same property. For
i∈{1; : : : ; n−1} let Pi be the path from the source to terminal zi in T , and H (Pi) be the
set of Hanan nodes covered by all edges of Pi. By construction, for each path Pi a slide
does not increase the number of Hanan nodes covered by Pi. Moreover, by Lemma
7(iii) there is at least one terminal zj for which the length of Pj decreases. Hence
|H (Pj)| decreases, too. Therefore, the sum of all covered Hanan nodes
∑n−1
i=1 |H (Pi)|
will decrease by at least one when a slide is made. Initially, each path covers at most
n2 Hanan nodes of the Hanan grid, so all paths cover at most n2(n−1) nodes (counting
nodes several times if covered by several paths). Since n Hanan nodes are covered by
terminals, XGSR stops after at most n(n2 − n− 1) iterations.
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Fig. 13. Example for n = 16.
The following example gives a lower bound of n2 − n for the number of iter-
ations in XGSR (see Fig. 13). For n a multiple of 4 we de<ne the set of termi-
nals as follows: There are n=4 nodes {(0; 0); (2; 0); (4; 0); : : : ; (n=2 − 2; 0)}, n=4 nodes
{(0; 2); (2; 2); (4; 2); : : : ; (n=2−2; 2)} and n=2 nodes {(n=2; 0); (n=2; 4=(n−2)); (n=2; 8=(n−
2)); : : : ; (n=2; 2)}. The root r is (0; 0) and the rightmost vertical segment contains n=2
equidistant nodes. Consider now the RSMT which zig-zags from right to left. Sliding
the rightmost horizontal segment up requires (n=2) − 1 steps, sliding the second-right
horizontal segment (together with the rightmost horizontal) again takes (n=2)− 1 steps
etc. Altogether, it takes n(n−2)=8 steps until every path from r to a terminal is as short
as possible. (Note that in this case all Hanan nodes are covered at any step during the
algorithm, so the total number of Hanan nodes covered does not decrease.)
Lemma 11. There exist RSMTs for which XGSR terminates after W(n2) iterations.
As already pointed out, applying BESTSLIDE(u) for all u∈V (T ) \ {r} and running
APPLYSEGMENTSLIDE takes O(n) time. Thus we obtain the following lemma.
Lemma 12. (i) The running time of XGSR is bounded above by O(n3) times the
running time of COMPUTEGAIN.
(ii) If the gain is determined by the weighted sum of path lengths or the maximum
path length then XGSR runs in O(n4) time.
(iii) If the gain is determined by the weighted sum of Elmore delays or the maxi-
mum Elmore delay then XGSR runs in O(n5) time.
We conjecture that XGSR actually terminates after O(n2) iterations—giving a run-
ning time of O(n3) for path length secondary objectives.
6. Experimental results
The goals of our experiments are threefold: Firstly, we investigate how much the
delay of an (arbitrary) RSMT can be improved. Secondly, we compare our new XGSR
heuristic to the GSR heuristic. Finally, we show that both heuristics perform very well
in the sense that most of the trees constructed are optimal for RSTPWP; we do this
by computing optimal solutions to RSTPWP using the exact algorithm described in
Section 4.
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Table 1
Chip characteristics and net statistics. The total number of nets on each chip and their size distribution is
given. The RdCT;r proportion row is explained in the text
Year 1996 1998 1999 1999 2000 All
Technology C5X C6SF C7S0 C8SF C8SB
Metal Al Al Cu Cu Cu
Net statistics
#nets 180,129 681,665 727,020 3,516 735,355 2,327,685
2–3 75.76 80.16 73.89 80.29 79.84 77.75
4–5 12.84 10.52 12.37 12.00 11.60 11.61
6–7 4.40 2.11 6.12 2.82 3.42 3.95
8–10 4.62 3.40 5.95 2.07 2.19 3.90
11–20 1.91 2.96 0.53 2.33 1.96 1.99
21–40 0.37 0.80 0.82 0.49 0.68 0.62
¿ 40 0.10 0.05 0.32 0.00 0.31 0.18
RdCT;r proportion 89.74 81.54 96.40 97.50 98.09 92.38
All experiments with GSR and XGSR were made on an IBM S85 machine with 18
RS64 IV processors running at 600 MHz (all programs were run sequentially, and each
processor is comparable to a 650 MHz Pentium III). The exact algorithm was run on
a 933 MHz Pentium III.
All test instances are from real chips, 1 made available by courtesy of IBM. Char-
acteristics and net statistics for the <ve chips are given in Table 1.
Thinner wires in newer chip technologies result in a smaller capacitance and a larger
resistance per wire unit. In addition, copper (Cu) has smaller resistance than aluminium
(Al). Therefore, it is necessary to take the technology parameters into account when
studying delay properties of chip nets. The general tendency is that interconnect delays
are becoming increasingly dominating when compared to gate delays [8].
The RdCT;r proportion in Table 1 gives the average percentage of the RdCT;r term in
the Elmore delay formula (see Section 2) relative to the maximum sink delay for the
RSMT. This term is directly proportional to the length of the net and thus a constant
for an RSMT. The percentage is quite high and gives a bound on the possible delay
improvement for the net, e.g., for the newest chip the average delay improvement can
be at most 1.91%. It should be noted that an increasing RdCT;r proportion for newer
technologies is not a tendency that usually should be expected; rather, it means that
the newer chips in this case have been better optimized for delay than the older chips.
As pointed out in Section 5.4, none of the secondary objectives considered can be
improved for nets having 2 or 3 terminals. In order to have more uniform data, we
also excluded nets with more than 40 terminals. The nets of size 4 to 40 were divided
into <ve groups as shown in Table 1. In total, we performed experiments on 509,792
nets from the <ve chips. All path length and Elmore delay weights were set to 1 in
our experiments.
1 The instances can be obtained by contacting Sven Peyer, Research Institute for Discrete Mathematics,
University of Bonn, Germany; e-mail: peyer@or.uni-bonn.de.
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Table 2
Average improvement of secondary objectives in percent for GSR and XGSR and (maximum impr. in
parenthesis). For RSTPWP the column OPT gives the improvement of the optimal solution. In column
GSR+ (resp. XGSR+) the fraction of nets for which GSR (resp. XGSR) is strictly better than XGSR (resp.
GSR) is given
Size GSR XGSR OPT GSR+ XGSR+
Weighted sum of path lengths (RSTPWP)
4–5 1.69 (40.37) 1.69 (40.37) 1.69 (40.37) 0.00 0.00
6–7 2.44 (43.96) 2.46 (43.96) 2.50 (47.20) 0.00 0.79
8–10 2.92 (46.99) 2.98 (46.99) 3.07 (46.99) 0.03 2.34
11–20 2.43 (43.29) 2.51 (43.29) 2.70 (45.55) 0.07 5.56
21–40 2.69 (41.95) 2.83 (41.95) 3.54 (69.34) 0.10 13.46
Average 2.14 (46.99) 2.16 (46.99) 2.23 (69.34) 0.02 1.47
Maximum path length
4–5 1.78 (48.95) 1.78 (48.95) 0.00 0.00
6–7 2.41 (51.69) 2.44 (51.69) 0.00 0.54
8–10 2.94 (55.06) 3.01 (55.06) 0.00 1.55
11–20 2.76 (45.40) 2.87 (45.40) 0.00 3.52
21–40 3.05 (57.53) 3.24 (57.53) 0.03 7.09
Average 2.22 (57.53) 2.26 (57.53) 0.00 0.90
Weighted sum of Elmore delays
4–5 0.07 (22.20) 0.07 (22.20) 0.00 0.00
6–7 0.10 (21.30) 0.10 (21.30) 0.00 0.80
8–10 0.12 (16.21) 0.12 (16.21) 0.03 2.36
11–20 0.21 (19.33) 0.22 (19.33) 0.08 5.56
21–40 0.23 (12.54) 0.24 (12.54) 0.14 13.40
Average 0.10 (22.20) 0.10 (22.20) 0.02 1.47
Maximum Elmore delay
4–5 0.09 (29.45) 0.09 (29.45) 0.00 0.00
6–7 0.14 (21.38) 0.14 (21.38) 0.00 0.82
8–10 0.17 (20.34) 0.17 (20.34) 0.03 2.30
11–20 0.29 (27.72) 0.30 (27.72) 0.06 5.50
21–40 0.32 (17.32) 0.33 (17.32) 0.11 11.66
Average 0.14 (29.45) 0.14 (29.45) 0.01 1.40
RSMTs were constructed using the exact algorithm of Hetzel [13]. This algorithm
has no knowledge of the source of the net and does not attempt to optimize any
secondary objective. The RSMTs were used as input for GSR and XGSR; below we
report on the improvement of the secondary objectives chosen in Section 5.3.
In Table 2 we present the main results of our study. Both heuristics GSR and
XGSR are able to improve each of the secondary objectives considerably; the average
improvement of the Elmore delay is smaller, but the maximum improvement is still
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Table 3
Percentage of optimal solutions for RSTPWP. The columns RSMT, GSR and XGSR give the percentage
of optimal solutions for RSMT, GSR and XGSR, respectively. The Not-Opt column gives the number of
nets for which either GSR or XGSR does not <nd an optimal solution; among these the percentage of
nets actually solved to optimality by GSR and XGSR is given in the columns GSR-Opt and XGSR-Opt,
respectively
Size RSMT GSR XGSR Not-Opt GSR-Opt XGSR-Opt
4–5 70.18 99.94 99.94 158 0.00 0.00
6–7 46.45 98.50 99.27 1380 0.22 51.81
8–10 29.85 95.80 98.08 3818 0.71 54.50
11–20 15.62 88.80 94.01 4709 0.53 46.80
21–40 3.09 71.28 82.40 5002 0.28 38.88
Average 52.01 97.06 98.41 15067 0.46 46.09
signi<cant. The improvements obtained by GSR and XGSR are similar, but XGSR is
clearly better. This is illustrated by the columns GSR+ and XGSR+ which give the
fraction of nets for which one heuristic is strictly better than the other; for the larger
nets, XGSR obtains better solutions for a considerable fraction of the nets while GSR
almost never is better (see Table 3).
In Tables 4 and 5 we give detailed results for each of the four (large) chips; Table
4 presents results for RSTPWP while Table 5 presents results for the weighted sum
of Elmore delays secondary objective. The path length improvement becomes larger
for newer technologies, while the Elmore delay improvement appears to decrease for
newer technologies (which is related to the fact that the more recent chips are better
optimized for delay—giving fewer opportunities for improvement).
In Table 2 the results of the exact algorithm for RSTPWP are also presented (column
OPT). All instances were solved to optimality. For instances with up to 10 terminals,
the exact algorithm needed less than one second on average, while the average running
time for the size group 11–20 terminals was 12 s. For the larger instances, a substantial
computing eKort was needed for some instances. The result show that XGSR produces
excellent solutions; the average excess of the secondary objective from the optimal
solution is less than 0.1% for nets having at most 7 terminals and less than 0.2% for
nets having up to 20 terminals. Furthermore, as shown in Table 3, most of the trees
constructed by GSR and XGSR are optimal. On average, more than 98% of the trees
constructed by XGSR are optimal solutions to RSTPWP. Among nets for which either
GSR or XGSR do not <nd an optimal tree, GSR constructs an optimal solution for less
than 1% of the nets, while XGSR constructs an optimal solution for almost 50% of the
nets. Figs. 14 and 15 give two examples for which XGSR <nds an optimal solution
while GSR does not.
A simple measure of the delay properties of a net is the maximum detour for the
net, that is, the maximum source-sink tree-distance to rectilinear distance ratio. For
nets of size 4–5 this ratio is on average 1.078 for RSMTs; after applying XGSR using
the maximum path length objective this ratio has dropped to 1.014. For nets of size
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Table 4
Average improvement in percent for GSR and XGSR for weighted sum of path lengths and each of the
four large chips (maximum impr. in parenthesis). In column GSR+ (resp. XGSR+) the fraction of nets for
which GSR (resp. XGSR) is strictly better than XGSR (resp. GSR) is given
Size GSR XGSR GSR+ XGSR+
1996, C5X, Al
4–5 1.47 (37.92) 1.47 (37.92) 0.00 0.00
6–7 2.16 (37.73) 2.18 (37.73) 0.00 0.71
8–10 2.30 (38.11) 2.35 (38.11) 0.08 2.41
11–20 2.68 (40.53) 2.77 (40.53) 0.14 5.72
21–40 3.45 (30.50) 3.65 (30.50) 0.57 14.57
Average 1.88 (40.53) 1.90 (40.53) 0.04 1.28
1998, C6SF, Al
4–5 1.27 (33.95) 1.27 (33.95) 0.00 0.00
6–7 2.23 (42.26) 2.25 (42.26) 0.01 0.78
8–10 2.82 (46.70) 2.89 (46.70) 0.05 2.73
11–20 1.70 (34.66) 1.76 (34.66) 0.10 4.91
21–40 1.46 (33.19) 1.53 (33.19) 0.16 12.62
Average 1.71 (46.70) 1.74 (46.70) 0.03 1.81
1999, C7S0, Cu
4–5 1.45 (40.37) 1.45 (40.37) 0.00 0.00
6–7 2.28 (40.85) 2.29 (40.85) 0.00 0.76
8–10 3.01 (46.99) 3.07 (46.99) 0.01 2.07
11–20 2.03 (43.29) 2.12 (43.29) 0.00 7.69
21–40 2.61 (25.05) 2.74 (25.05) 0.05 12.24
Average 2.06 (46.99) 2.08 (46.99) 0.01 1.22
2000, C8SB, Cu
4–5 2.35 (38.66) 2.35 (38.66) 0.00 0.00
6–7 2.95 (43.96) 2.99 (43.96) 0.00 0.86
8–10 3.16 (37.79) 3.23 (37.79) 0.04 2.46
11–20 3.51 (39.27) 3.63 (39.27) 0.01 5.87
21–40 4.07 (41.95) 4.29 (41.95) 0.02 15.79
Average 2.72 (43.96) 2.75 (43.96) 0.01 1.55
6–7 the ratio drops from 1.211 to 1.110, and for the largest group (21–40 terminals),
the ratio drops from 2.159 to 2.058. For smaller nets the improvement is therefore
signi<cant.
The average number of iterations (or segments slides) performed by GSR and XGSR
is given in Fig. 16. For XGSR we present data for RSTPWP, but the results for
the other secondary objectives are almost identical. Clearly, the upper bound on the
number of segment slides given by Lemma 10 is overly pessimistic, and in practice
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Table 5
Average improvement in percent for GSR and XGSR for weighted sum of Elmore delays and each of the
four large chips (maximum impr. in parenthesis). In column GSR+ (resp. XGSR+) the fraction of nets for
which GSR (resp. XGSR) is strictly better than XGSR (resp. GSR) is given
Size GSR XGSR GSR+ XGSR+
1996, C5X, Al
4–5 0.11 (22.20) 0.11 (22.20) 0.00 0.00
6–7 0.20 (21.30) 0.20 (21.30) 0.01 0.73
8–10 0.19 (10.44) 0.20 (10.44) 0.11 2.42
11–20 0.33 (14.48) 0.34 (14.48) 0.17 5.66
21–40 0.61 (10.31) 0.65 (10.31) 0.57 14.86
Average 0.17 (22.20) 0.17 (22.20) 0.05 1.28
1998, C6SF, Al
4–5 0.16 (22.18) 0.16 (22.18) 0.00 0.00
6–7 0.21 (13.94) 0.21 (13.94) 0.02 0.80
8–10 0.18 (16.21) 0.18 (16.21) 0.04 2.73
11–20 0.29 (16.44) 0.31 (16.44) 0.11 4.91
21–40 0.37 (12.54) 0.39 (12.54) 0.09 12.62
Average 0.19 (22.18) 0.20 (22.18) 0.03 1.81
1999, C7S0, Cu
4–5 0.03 (14.99) 0.03 (14.99) 0.00 0.00
6–7 0.08 (12.51) 0.08 (12.51) 0.00 0.77
8–10 0.09 (8.39) 0.09 (8.39) 0.01 2.10
11–20 0.19 (19.33) 0.20 (19.33) 0.03 7.69
21–40 0.20 (9.00) 0.21 (9.00) 0.07 12.26
Average 0.07 (19.33) 0.07 (19.33) 0.01 1.23
2000, C8SB, Cu
4–5 0.03 (8.12) 0.03 (8.12) 0.00 0.00
6–7 0.05 (11.89) 0.05 (11.89) 0.00 0.86
8–10 0.06 (5.40) 0.06 (5.40) 0.03 2.47
11–20 0.07 (3.96) 0.07 (3.96) 0.04 5.89
21–40 0.05 (1.97) 0.05 (1.97) 0.22 15.51
Average 0.04 (11.89) 0.04 (11.89) 0.01 1.54
the average number of segment slides grows linearly. XGSR performs—as could be
expected—slightly fewer segment slides than GSR.
Before we give some details on the running time of GSR and XGSR, it should be
noted that the trees obtained by minimizing the weighted sum of path lengths were
almost the same as those obtained by minimizing, e.g., the weighted sum of Elmore
delays. That is, using a computationally “cheaper” gain function in XGSR reduces the
running time without any noteworthy change in the resulting tree.
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RSMT (1116) GSR (1056)
XGSR (904) OPT (904)
Fig. 14. Chip net example. RSMT, GSR, XGSR and OPT, optimal solution to RSTPWP, are shown. The
weighted sum of path lengths is given for each tree. In this example the XGSR solution (which is optimal)
is better than the GSR solution, since XGSR shifts the whole vertical segment rather than just a part of it.
In Fig. 17 we present running times for GSR and XGSR (problem RSTPWP).
On average, XGSR is about twice as slow as GSR. Obviously, the more sophisti-
cated changes that are made to the tree and the greedy selection of these comes at
a cost. But the extra cost is fairly limited. For the Elmore delay secondary objec-
tives the running times of XGSR are signi<cantly higher, since each segment slide
has to be evaluated in O(n) time. However, the running times are still moderate com-
pared to the computational eKort of constructing an RSMT—less than 50 ms even
for the largest nets. The total running time for XGSR on all 509,792 nets in this
study (using the weighted sum of Elmore delays secondary objective) was
approximately 5 min.
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RSMT (503) GSR (477)
XGSR (359) OPT (359)
Fig. 15. Chip net example. RSMT, GSR, XGSR and OPT, optimal solution to RSTPWP, are shown. The
weighted sum of path lengths is given for each tree. In this example GSR and XGSR diKer since they shift
segments in a diKerent order. GSR shifts the rightmost vertical segment to the right in the <rst move, while
XGSR shifts the topmost horizontal segment down in the <rst move.
7. Conclusion
Our results show that RSMTs have a certain Hexibility which allows us to improve
their delay properties without any cost in total tree length. Furthermore, the fact that
an optimal solution to RSTPWP must be part of the Hanan grid shows that adding a
secondary objective might actually be bene<cial for solving the rectilinear Steiner tree
problem, since it reduces the set of optimal solutions in a constructive direction.
The segment slides introduced in this paper could also turn out to be applicable in
the context of <nding alternative RSMTs in global or detailed routing [7]. Finally, by
allowing length-increasing segment slides, it should be possible to improve delay even
more—while keeping total tree length as close to minimum as desired.
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Fig. 18. Moving the subtree rooted at v closer to the source does not increase the Elmore delay at any sink.
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Appendix A.
Proof of Lemma 9. First we show that a certain path delay does not increase at any
sink if a subtree is moved distance D¿ 0 closer to the source while increasing the
length of the subtree by at most D. Consider the subtree Tv1 of T1 rooted at v where
p is on the path from the root r to node u (Fig. 18).
By deleting edge (u; v) and reconnecting Tv1 via two edges (p;w) and (w; v) the
whole subtree is moved toward the source by a distance of D := |pu|. Let T2 be the
resulting tree of that replacement. Furthermore, denote delT (p; v) the Elmore delay in
T from p to v. Then we have
delT1 (p; v)=Runit = |pu|
(c(p;u)
2
+ CT1 ;u
)
+ |uv|
(c(u;v)
2
+ CT1 ;v
)
¿D
(
CunitD
2
+ Cunit|uv|+ CT1 ;v
)
+ |uv|
(
Cunit|uv|
2
+ CT1 ;v
)
= (D + |uv|)
(
Cunit|uv|
2
+ CT1 ;v +
CunitD
2
)
= (D + |pw|)
(
Cunit|pw|
2
+ CT2 ;v +
CunitD
2
)
= |pv|
(
Cunit|pv|
2
+ CT2 ;v
)
= delT2 (p; v)=Runit :
Therefore, delT2 (p; z)6 delT1 (p; z) for all sinks z in T
v
1 . Sliding a segment can be
viewed as a series of edge slides—one by one. By repeating the above argument it
is shown that a segment slide does not increase the path delay from p to any sink
in the subtree Tv1 . Since we allow only those slides which do not increase total tree
length—and therefore do not increase the length of the subtree rooted at p—del(p)
S. Peyer et al. / Discrete Applied Mathematics 136 (2004) 271–298 297
does not increase either. Moreover, delT2 (u)¡ delT1 (u) holds because the capacitance
of CT1 ;v+Cunit|uv| does not aKect the delay from p to u in T2 anymore. Since all other
edges remain the same, the Elmore delay does not increase at any sink of the whole
tree by performing APPLYSEGMENTSLIDE.
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