The Combinatorial Optimization Problem (COPs) is one of the branches of applied mathematics and computer sciences, which is accompanied by many problems such as Facility Layout Problem (FLP), Vehicle Routing Problem (VRP), etc. Even though the use of several mathematical formulations is employed for FLP, Quadratic Assignment Problem (QAP) is one of the most commonly used. One of the major problems of Combinatorial NP-hard Optimization Problem is QAP mathematical model. Consequently, many approaches have been introduced to solve this problem, and these approaches are classified as Approximate and Exact methods. With QAP, each facility is allocated to just one location, thereby reducing cost in terms of aggregate distances weighted by flow values. The primary aim of this study is to propose a hybrid approach which combines Discrete Differential Evolution (DDE) algorithm and Tabu Search (TS) algorithm to enhance solutions of QAP model, to reduce the distances between the locations by finding the best distribution of N facilities to N locations, and to implement hybrid approach based on discrete differential evolution (HDDETS) on many instances of QAP from the benchmark. The performance of the proposed approach has been tested on several sets of instances from the data set of QAP and the results obtained have shown the effective performance of the proposed algorithm in improving several solutions of QAP in reasonable time. Afterwards, the proposed approach is compared with other recent methods in the literature review. Based on the computation results, the proposed hybrid approach outperforms the other methods.
Introduction
The emergence of Combinatorial Optimization Problems (COPs) from theory and practice poses a great challenge that has continued to attract the attention of practitioners, researchers and academicians globally for the last five decades. Facility Layout Problem is an example of such combinatorial problems and finding a solution to this problem has remained a major challenge (Scalia et al., 2019) . The main purpose of finding a solution to this problem is to enable the arrangement of departments within the boundaries of the predefined facility such that the functions can efficiently interact with one another, while the total cost of mobility is reduced. Many studies have been carried out in the area of facility layout problems, but most of them have only focused on studying facility layout problems in manufacturing facilities, with just a few of them analyzing this problem within hospital domain. The modelling of FLP was first carried out as a quadratic assignment problem (QAP) by (Koopmans & Beckmann, 1957) . According to Samanta et al. (2018) , these COPs emerge from real-life situations. The use of discrete formulations is employed in layout problems which involve determining possible positions of facilities prior to their optimization. QAP is commonly used for this kind of problem. The QAP is regarded as a problem of NP-Hard combinatorial optimization (Şahinkoç & Bilge, 2018) , which serves as a model for many real-life applications such as hospital layout, backboard wiring, campus layout, scheduling and designing of keyboard typewriter, etc. ever since the QAP was formulated, the attention of researchers has been drawn to it because of its importance in theory and practice, and most importantly because of how complex it is (Duman et al., 2012; Benlic & Hao, 2013; Abdel-Basset et al., 2018a , Cela et al., 2018 . The FLP has been introduced as a QAP in order to identify the ideal allocation of N facilities to N locations, where there must be equality between the number of locations and number of facilities. Researchers around the world have accepted the complexity associated with finding a solution, but now, there is no available polynomial time algorithm that can be used to solve QAP. In recent times, the approximate algorithms have been used more than the exact algorithms, because it can find the optimal solution with unreasonable time. However, most of the times it is impossible to solve a problem that is more than 20 within a reasonable period of time (Abdel-Baset et al., 2017) . Therefore, researchers are more interested in employing the use of meta-heuristic and heuristic approaches to solve huge QAP problems. The motivation of this paper is proposing a novel approximate meta-heuristic algorithm that can enable the most efficient allocation of N facilities to N locations (N > 30) of QAP. It is hoped that this approach will, in turn, enhance the reduction of cost while the problem is solved within the shortest time possible. The use of different methods, which are classified as a heuristic, meta-heuristic and exact methods has been employed in solving this challenging problem. Out of the three categories of methods, researchers are paying more attention to meta-heuristic methods, and this is evident in its increased usage in solving problems associated with optimization. Regardless of the inability of these methods to solve problems optimally, their efficiency is guaranteed especially when the models are complex. One of the meta-heuristic methods that are widely used in models of healthcare facility location is Tabu search (TS) (Zhang et al., 2010) . Apart from Tabu, there are other methods that are used in solving such problems, such as Genetic Algorithm (GA) (Radiah Shariff & Noor Hasnah Moin, 2012) . Pareto Ant Colony Optimization (P-ACO) (Doerner et al., 2007) , and Simulate Annealing (SA) (Syam & Côté, 2010) . One of the greatest problems associated with the exact methods is their cost of computation with more time, and for this reason, this study is carried out to find the best solutions for QAP. In order to achieve this, a new method is proposed in this study. This study seeks to achieve more objectives as follows: (i) The major objective of this study is to propose a hybrid approach which combines Discrete Differential Evolution (DDE) algorithm and Tabu Search (TS) algorithm for enhancing solutions of QAP model, (ii) To minimizethe cost through reducing the distances between the locations by finding the best distribution of N facilities from N locations, and (iii) To implement HDDETS on many instances of QAP from the benchmark.
The other sections of this paper are as follows. Section 2 introduces the Quadratic Assignment Problem QAP. In Section 3 the Review of Literature is provided. In Section 4, the algorithm that has been proposed (HDDETS) has been examined and discussed. The Computational Results are discussed in Section 5. Lastly, the conclusions and some recommendations for future studies are given in Section 6.
Quadratic Assignment Problem QAP
The QAP has several real-life applications, which makes it an interesting area of study for researchers since its inception (Czapiński, 2013; Abdelkafi et al., 2015; Çela et al., 2017) . The QAP mathematical model has been presented as follows:
Overall permutations   P n .
The model of QAP consists of two matrices each of them size N ×N, N =1, 2, ..., n.
 The F refers to the flow or weight between each pair of facilities is represented by denoting the flow from facility i to facility j;  The D connotes the distance that exist between each pair of locations being represented by , which denotes the distance from location i to location j;  π is the best way through which a solution to a QAP problem can be represented.  The aim is to allocate N facilities to N locations at a low cost.
Literature Review
QAP remains a major problem that is yet to have an exact solution. To this end, many researchers have invested so many resources into finding the most appropriate solution to this problem, and they have as well used several methods with different techniques to solve the problem. In this section, the review of literature is presented to show some of the several techniques that other researchers have used to solve the QAP. The Discrete Particle Swarm Optimization (DPSO) algorithm was introduced by Pradeepmon et al. Sridharan (2016) . In a study carried out by Pradeepmon (2018) , the DPSO algorithm was modified and named Modified DPSO. This development was also aimed at solving the QAP. Also, in (Shukla, 2015) the Bat Algorithm (BA) was used for the same purpose. Similarly, the study conducted by Riffi et al. (2017) aimed at enhancing the BA search strategy by introducing a new method. In their proposed method, the Discrete Bat Algorithm (DBA) was combined with BA, an enhanced uniform crossover, and a 2-exchange neighborhood method. The Ant Colony Optimization (ACO) algorithm has been suggested by Xia and Zhou (2018) . In the research conducted by Abdel-Basset et al. (2018b) , a new approach known as the WAITS was introduced. The WAITS is integration between meta-heuristic whale optimization and the tabu search, hence the name. Similarly, Ahmed (2018) carried out a study in which the lexisearch and genetic algorithms were combined to form a hybrid algorithm (LSGA) that can be used in solving the QAP effectively. A hybrid method in which the Ant Colony Algorithm was combined with Tabu Search algorithm, was proposed by Lv (2012) . The experimental data for this proposed hybrid algorithm indicated that the smallest average error value was obtained using the proposed hybrid algorithm. In research carried out by Da Silva et al. (2012) , another hybrid algorithm was proposed. The proposed algorithm was an integration of Tabu search meta-heuristics and greedy randomized adaptive search procedure (GRASP). Their results showed that the proposed algorithm produced low-cost solutions for 50 instances. Similarly, another hybrid algorithm, which is a combination of Simulated Annealing and Tabu Search was introduced by as a solution to the QAP. In the proposed algorithm, memory structures were used through Tabu search as a means of explaining the user-provided set of rules. In contrast to other studies, in a research carried out by (Said et al., 2014 ) the Genetic algorithm, Simulated Annealing and Tabu Search were compared in terms of execution time. The study results revealed that the performance of the Tabu search was better than that of other metaheuristic algorithms in terms of execution time for solving practical QAP instances and the algorithm demonstrated faster execution time. Another integration was performed by Harris et al. (2015) , and in their study, they integrated the Tabu Search with Memetic algorithm. Through the restarts, the solution space is explored, and the problem of convergence is avoided by the algorithm. Furthermore, the search for local optima is intensified using Tabu Search. Findings of their study revealed that the proposed algorithm was less time consuming and outperformed other methods in terms of solving real-life instances and random instances with high quality. In order to solve the QAP, Lim et al. (2016) proposed another hybrid algorithm which is formed by combining the Biogeography-Based Optimization Algorithm and Tabu Search. With the use of the proposed hybrid algorithm, the best solutions were found for 36 instances out of 37 instances. This shows that the performance of the hybrid algorithm was good.
In other studies, attempts were made by researchers to solve the problems of discrete optimization. In such studies, modifications were made to the Differential Evolution (DE). An algorithm associated with discrete differential evolution (DDE) was proposed by (Pan et al., 2008) for the purpose of computing differences in the flow-shop preparation problem. Results of their study showed that the efficiency of the proposed algorithm was lower than that of other methods, and this was perceived to be caused using probability of low mutation (0.2). However, the DDE algorithm operation is more successful and efficient when the local search is used. In a study earlier conducted by Kushida et al. (2012) the DE was modified to a discrete optimization problem and afterward used in solving the QAP. Similarly, the use of insertion and swap was employed by Tasgetiren et al. (2013) in modifying DDE with the local search-based modification. With the use of DDE alongside local search, improvements were observed in the results of two kinds of dense and sparse instances of QAPLIB.
Methods
Three phases are involved in this section. In the first phase, discrete differential evolution algorithm (DDE) is included, the second phase includes the Tabu search algorithm TS, and finally, in the third phase, the proposed hybrid, which is a combination of both TS and DDE is introduced.
Discrete Differential Evolution Algorithm (DDE)
One of the most recently introduced Evolutionary Algorithm is the Differential Evolution (DE) optimization method, which was first introduced by Storn and Price (1997) . The Evolutionary Algorithm is regarded as a category of efficient optimization techniques used worldwide to solve a wide range of hard problems. DE is known as a global optimizer that is constantly dependent on random space and population (Lampinen, 2005) . The DE has proven to be more efficient and powerful, and for this reason, it is rapidly emerging as a popular optimizer that is used in different areas like the function of continuous real value and for solving a combinatorial optimization problem with a discrete decision. In this study, the discrete differential algorithm DDE which has been modified by (Tasgetiren et al., 2013 ) is used. The Discrete Differential algorithm DDE is illustrated in the flowchart in Fig. 1 . and the steps of it have been introduced as follows:
I. Initialization initialize population matrix π = {π1, π2, π3, …, πNP} randomly. Matrix size NP × ND where NP is number of population and ND dimension of problem space. All population individuals should be unique.
II. Evaluate fitness: find the best solution πb t-1 from population π.
III. Mutation: obtain the mutant individual, the following equation can be used:
where πb t-1 is the best solution from the previous generation in the target population; Pm is the perturbation probability; and swap are simply the single insertion and swap moves, r is a uniform random number belong to [0, 1] .
IV. Crossover: obtain the crossover, the following equation can be used:
where πb t-1 is the best solution from the previous generation in the target population; Pc is the crossover probability; and CR is crossover operation. then the crossover operator is applied to generate the trial individual Otherwise the trial individual is chosen as = .
V. Selection: selection is based on fitness function; the following equation can be used:
Tabu Search Algorithm (TS)
In order to solve the large combinatorial optimization problem, the use of Tabu search (TS) has been employed with great success (Van Luong et al., 2010) . Despite the efficiency and the meta-heuristic strength demonstrated by the TS, it is usually combined with other solutions like evolutionary computation. The central idea behind TS involves the specification of a set of moves or a neighborhood which can be used in a specific solution so as to enable the generation of a new solution (Taillard, 1991) . The neighborhood solution that is considered by TS is to have the best evaluation. In an event that improving moves are absent, TS selects the neighborhood solution that has minimal effect in terms of degrading the objective function. It is possible to avoid the return to a local optimum that has just been visited by using a list of tabu. In an event that tabu moves are perceived as fascinating, the introduction of an aspiration criterion is made so that these tabu moves can be selected.
The proposed algorithm HDDETS
In Fig. 2 below, the HARDEST algorithm flow chart is presented. The basic steps of the HDDEST are addressed as follows:
1-Initialization: initialize population matrix π = {π1, π2, π3, …, πNP} randomly. Matrix size NP × ND where NP is several population and ND dimension of problem space. All population individuals should be unique. Initialize set Solution Wait for each solution SW = array of NP with zeros and maximum wait, and ht (iteration of tabu search).
2-Evaluate fitness: to the fined best solution based on the Eq. (1) 3-Mutation: use the Eq. (2) 4-Crossover: the crossover has been introduced by Eq. (3). The central idea of crossover is to leverage the best benefits from the parent algorithm during the production of the new one, which is often known as the hybrid. A wide range of crossover operators are found in the literature, and such crossover operators have been proposed by researchers with the aim of solving quadratic assignment problem. In this study, the crossover which has been used is referred to as the uniform-like crossover (ULX) which was introduced by (Tate & Smith, 1995) . The crossover was obtained as follows:
 The offspring inherits any facility which is has been allocated to the same location in both parents  The selection of every unallocated facility is carried out randomly so as to ensure that each facility that is unassigned is chosen just once. Here, a random selection of one of the parents is made. In a situation whereby the location of the chosen facility is unoccupied, the offspring inherits it. However, if the location is occupied in the first parent, then an attempt is made to allocate the location of the facility from the second parent.  Once a location has been allocated to a facility, it is marked. If the facility which is allocated to this location in the parent that was used in the previous rule is not allocated, the offspring inherits it.
5-apply the TS for a hybrid: TS used to an enhancement of the solution based on some characteristics as follows:
i. Intensification: In Intensification the promising area is explored more fully in the hope to find the best solutions by using neighborhood search, the size of a neighborhood is n (n − 1) / 2 and calculated through the following:
where aii, ajj = 0, i=1, 2, …, n, k =1, 2, 3, …, n such that k ≠ i, k ≠ j
ii. Tabu list: The tabu list has been used to avoid the solution which visited in the past.
6-Selection: selection is based on fitness function; the following equation can be used:
7-Update solution waiting:
Pseudo-code of HDDETS algorithm
Generate population matrix π = {π1, π2, π3, …, πNP} randomly. Matrix size is NP × ND where NP is the number of population and ND is the dimension of problem space. Max_t = number of maximum iterations. Set Solution Wait for each solution SW = array of NP. Max_ht = number of maximum iterations of TS. 
Computational Results
In this section, the efficiency of the proposed algorithm is presented. In order to encode the proposed algorithm, MATLAB was employed on a PC with Intel (R) Core (TM) i7-3770 CPU @ 3.40 GHz. Also, the PC which was used operates under MS Windows 10 and has a RAM of 4GB. This section consists of two parts, and the first part highlights the parameters used for the proposed algorithm, while in the second part the results of the study are discussed. The results were obtained using the proposed algorithm. The proposed algorithm has been applied to seven categories of instances from QAPLIB as Table 1 . 
Parameter setting
In order to determine the most appropriate parameter settings, extensive experiments, as well as many runs of the algorithm, were performed. The set values of the parameters for the three algorithms were presented in Table 2 . The quality of the solutions obtained by using the proposed algorithm can be influenced by the set algorithm parameters. To identify the most suitable set of parameter values that produce desirable outcomes, numerous tests were performed. 
Results and Discussions
This section shows the computational results of the efficiency of the proposed algorithm. The suggested algorithm HDDETS has been run on 10 different instances made up of problems that are referred to as follows: Tai, Nug, Chr, Esc, Lipa, Had, and Sko. Table3 shows the instances which have been used in this study. The QAP size falls within the range of 12 to 256. Many statistical analyses have been carried out for every instance which include the best solution, worst solution, average solution, best gap, worst gap, average gap, standard deviation, and time. The experiment show the effect of integrating the tabu search algorithm TS with the discrete differential evolution algorithm DDE. The performance of the algorithm which is proposed in this study HDDETS was evaluated by comparing it with other algorithms. Specific criteria which include quality of solution and measured running times were used in comparing the algorithms. The use of quality of solution criterion for comparison of algorithms is more appropriate in heuristic and estimation methods, especially (in optimization). On the other hand, the running time comparison criterion is the most appropriate for exact algorithms. However, in a case where the produced solutions are similar in terms of quality, comparison of running times of approximation algorithms and heuristics will be suitable. This work focused on solution quality. The accuracy of an algorithm is calculated using a percentage deviation or gap. In this study, the solution quality criterion was used in calculating the accuracy, which is calculated through the question below:
where CBest is the best objective value found over 10 runs, while C * is the best-known value taken from QAPLIB. The results of the proposed algorithm (HDDETS) are presented in Table 3 . The results are discussed using three scenarios as follows:
The proposed algorithm was applied to the cases shown in Table 1 . All the numerical results were excellent and have been presented in Table 3 . It was found that the proposed algorithm achieved an accuracy of 100 % in 83 test instances out of 105 test instances. These excellent results can be attributed to the use of an algorithm feature that can continuously improve all the solutions in each iteration until the best solution is reached. The strength of this algorithm is due to the integration of the diversification property of the algorithm DDE with the intensification feature of TS algorithm, as well as the use of tabulist which prevents the recurrence of solutions that have been visited in the past.
Results of the HDDETS algorithm for some instances from QAPLIB 
Scenario 2:
All solutions for all cases mentioned in the database of QAP are divided into two types:
In this study, the number of instances that have the Optimal Solution is 77 instances and the number of instances that have the Best-Known Solution is 28 instances. An Optimal Solution can be obtained by the proposed algorithm in 73 instances out of 77 instances and it can produce Best Known Solution in 10 instances out of 28 instances. The first comparison was done in this study to evaluate the effectiveness of the proposed algorithm HDDETS. The proposed algorithm was compared with TS and DDE. In Table  4 , the results of the comparison are presented, and it can be observed from the results that the HDDETS outperformed DDE and TS in all instances. Afterward, another comparison has been carried out between the proposed algorithm and another algorithm in the literature. Prior to the proposal of a hybrid algorithm in this study, a new approach called whale algorithm integrated with Tabu search for quadratic assignment problem (WAITS) had been introduced by (Abdel-Basset et al., 2018a) . A comparison was done between the WAITS and the algorithm proposed in this study. Based on the outcome of the comparison, the performance of WAITS is better than that of other algorithms in terms of solving QAP. More so, it can produce an optimal solution for many instances of QAP. Table 4 shows the comparison between our proposed HDDETS and WAITS. The main contribution of this study is providing an improved solution for QAP, especially that which has not produced an optimal solution. For instance, in the case of (Tai50a, Tai80b, Tai100a, and Tai150b) the best gap of this instance was reached at (1.57 %, 1.20 %, 2.04 %, and 1.76 % respectively) compared with the solution in a dataset of QAP. By applying our proposed algorithm to solve the instance (Tai50a, Tai80b, Tai100a, and Tai150b) this gap was reduced to (0 %, 0 %, 1.146 %, and 0.6 % respectively). Table 4 shows our contribution in terms of providing improved solutions for QAP. In the instances of (Sko49, Sko56, Sko64, Sko72, Sko100b, and Sko100e), many researchers have developed several optimization methods to improve the solutions of these instances so that they can reach the best or the same values within the database for QAP. So far, the best gap has been found for these cases by WAITS as follows: (0.13 %, 0.08 %, 0.07 %, 0.27 %, 0.74 %, and 0.76 %, respectively). Another contribution of the algorithm HDDETS is enhancing the solutions of these instances; the results produced by HDDETS were found to be better than those of WAITS. More so, HDDETS reached the best gap of (0 %, 0 %, 0 %, 0.09 %, 0.18 %, and 0.124 %, respectively). Below are the figures (Figs. 3-9 ) that show the gaps obtained from the algorithms in Table 4 . In Table 5 Below the figures which show the gaps obtained from the performance of the algorithms in Table 4 . Scenario 3:
In the next step, the effect and validation of the proposed algorithm HDDETS are presented. This is achieved by comparing the proposed algorithm with other algorithms. The most robust and latest algorithms were used for the comparison. Table 6 shows the results of the comparison between HDDETS and four other algorithms. Comparisons between HDDETS and the following algorithms were done:
 Discrete Bat Algorithm (DBA) (Riffi et al., 2017)  Development of modified discrete particle swarm (DPSO) (Pradeepmon, 2018)  Biogeography-Based Optimization Algorithm Hybridized with Tabu Search (BBOTS) (Lim et al., 2016 )  A hybrid algorithm combining lexisearch and genetic algorithms (LSGA) (Ahmed, 2018) For the compared cases in Table 6 , the first comparison which was between HDDETS and DBA, it was found that the DBA can reach the optimal solution for 35 out of 54 instances and reach to Best Known Solution for 5 out of 21 instances. While the HDDETS has been solved 54 optimal solutions out of 54 instances, this implies that the gap of the best value found was 0 %. On another hand, it was observed that the HDDETS can reach the Best-Known Solution for 12 out of 21 instances. The results obtained by the DBA algorithm are as follows: the optimal solution was achieved for (8 instances from case Bur out of 8 instances, 5 instances from the case Chr out of 5 instances, 10 instances from the case Esc out of 10 instances, 3 instances from the case Nug out of 15 instances, and 9 instances from the case Tai out of 10). For the best-known solution in case Tai, the DBA can reach 4 instances out of 14 instances, the best value for the best average gap report is 0.872 %. HDDETS can found 8 best-known solutions out of 14 instances with the best value is 0.333 % of the average gap. Next test for the best-known solution has been applied on a case Sko, the results show DBA found 1 best-known solution out for 7 instances with the best average gap value is 0.208 %. Whereas HDDETS has been reached to 4 best-known solutions out for 7 instances and the best average gap is 0.05 %.
The next comparison was between HDDETS and DPSO; DPSO has been tested on 23 instances of QAP which produced optimal solutions. The results have shown that one optimal solution was found, and the results recorded the best value for an average gap for the rest of the instances at 0.618 %. When the HDDETS was applied to these instances, it was found that HDDETS has the capability of improving all the 23 instances, while reducing the gap to 0 % for all these instances. Similarly, the proposed algorithm has been compared with BBOTS, and this algorithm was applied in 5 cases (Bur, Chr, Esc, Nug, and Tai) of QAP. The results of these comparisons are as follows: in the case of Bur, the best value of the average gap was found to be 0.003 %. On the other hand, results obtained from the proposed algorithm HDDETS achieved an average gap of 0 %. For cases Chr, the difference between the results was obvious, where the performance of HDDETS was better than BBOTS; the average gap obtained by HDDETS was 0.185 %, while the best average gap was 0 %. The results of the comparison were equal to an average gap for both BBOTS and HDDETS algorithms in case Esc. For the case of Nug, the results for BBOTS in terms of the best value for the average gap was 0.019 %, while it was found that the HDDETS can lower the average gap to 0 %. On the other hand, for instances (tai12a, tai15a, tai17a, tai20a, tai30a, and tai80a) the BBOTS algorithm was used to solve these cases, and the average gap of 0.892 % was achieved, while the use of HDDETS to solve these instances enhanced the reduction of the best average rate to 0 %. Finally, the performance of the proposed algorithm HDDETS was compared with another algorithm contained in the literature review of this study. This algorithm is a hybrid algorithm which is a combination of lexisearch and genetic algorithms (LSGA) proposed by (Ahmed, 2018) . The results of this comparison have been presented in table 7. It was found that in the instances (Tai20a, Tai30a, Tai40a, Tai50a, Tai60a, Tai80a, Tai100a, Tai20b, Tai30b, Tai40b, Tai50b, Tai60b, Tai80b, Tai100b, Tai150b) , the LSGA algorithm was able to solve this case with the best value of average gap of 0.665 %, while the proposed algorithm HDDETS reduced this value to 0.004 %. On the other hand, the LSGA algorithm solved the instances (sko42, sko49, sko81, sko90, sko100a, sko100d), and the algorithm was able to find the best average gap which was 0.191%, while the HDDETS reinforced the solutions of these instances and it obtained an average gap of 0.093 % for these instances. Below Fig. 11 and Fig. 12 show the best gaps obtained from the performance of the algorithms in Table 7 .
Comparison among LSGA and HDDETS Below Figures have been shown the gaps obtained from the performance of the algorithms in Table 7 . 
Conclusion
In this paper, a Discrete Differential Evolution algorithm hybrid with Tabu Search HDDETS has been proposed with the aim of enhancing the solution of QAP. The limitation of the standard Discrete Differential Evolution algorithm is the low level of accuracy of solutions obtained for QAP problems, and this limitation has been alleviated by the proposed approach. The comparative results have shown that HDDETS algorithm outperforms the classic DDE and TS. The HDDETS algorithm has enhanced the solutions of QAP. Seven different case studies including 105 instances have been tested and used in analyzing the performance of the proposed HDDETS. The effect of the HDDETS algorithm on improving solutions was clear and has been discussed in the results and discussions section of this paper. The results showed the contribution of HDDETS to improving solutions of QAP. The HDDETS produced 73 optimal solutions out of 77 and has reached up to 10 best-known solutions out of 28. These are the best values obtained by the HDDETS compared to other recently proposed algorithms in the literature review in this paper. It is recommended that future research focus on the application of HDDETS algorithm in a real-world application such as Campus Layout or Hospital Layout. Another future work can focus on applying our proposed algorithm in other combinatorial optimization problems such as scheduling models or vehicle routing problem. 
