To guarantee the existence of the belated integrals (as defined in [4] ), we have universally the following hypotheses:
(1) (Ω, jxζ P) is a probability triple, where J/ is a σ-algebra of subsets of Ω.
(2) (^7: 0 ^ t £ T) is a family of σ-subalgebras of Jtf such if O^s^ί^Γ, then J^Γ S J^7. Also universally, we use the term L 2 -norm and the notation || || to mean L 2 -norm with respect to expectation.
Under these hypotheses, an application of Picard's method enables us to prove the following theorem: (t, ω) (i = 1, , n; p, σ = 1, , r) are bounded stochastic processes continuous in probability a.e. on [0, T] , and such that c\ a {t, •) and C} σa (t, •) are ^-measurable.
Then the following system of equations has a solution X% ω) = y%ω) + (*Σ <£ β (β, o))X«(s, J0P,a + Γ Σ C;, a (s, ω)X a (s, ω)dz"dz".
can be written in the form »'(«) = Γ Σ 9*p(t, x)dz p + Γ Σ GU(t, x)dz p dz σ .
Jα i°=l Ja p,a-l
This we do by defining z r p +1 (t) to be equal to t for all t e [α, 6] , gi +1 (t, x) to be f\t, x), and Gi +Uσ {t, x) and Gj,, r +i(ί, x) to be zero for p, σ = i, •••, r ίe [α, &] .
Consequently, writing out the terms involving integration with respect to t is an unnecessary complication, so our theorems are stated without them.
McShane also has several theorems on existence of solutions for the equation with nonlinear coefficients (see, e.g., [4] ), but in all cases the coefficients must be real-valued functions rather than random variables.
The remaining theorems require two additional hypotheses:
( 6) A\ P (t, ω), Bi Pσ (t 9 ω) (ί,h = l, , n; p, a = 1, , r) are processes adapted to ά?~ which are bounded on [α, b] for a.a.ω, continuous in probability on [α, δ] , and have a.s. continuous sample paths.
We also make heavy use of the following two equations: Note that even in the event that x(t, ω) has no second order integral terms its adjoint must have them.
The Adjoint Theorem is used in [8] to derive a stochastic version of the Pontryagin Maximum Principle. If one tries to follow the derivation in [7] making everything stochastic as one goes, one is led to an expression involving integration with respect to backwards Brownian motion (cf. [1] ). Since integration with respect to backwards Brownian motion is undefined, this creates an unpleasant situation. Our Adjoint Theorem allows us to use the basic structure of Pontryagin's derivation to achieve a set of Lagrange multipliers without getting involved with backwards Brownian motion. There is, however, the drawback that instead of an initial condition we must use a terminal condition. [6] or that of Maruyama in [3] .
Let π denote an ordered (m + l)-tuple of points (t ly •• ,t m+1 ) with α = *! < ί 2 < < ί w+1 = b. We define
Then to the differential equation
Ja a pa
there corresponds a Cauchy polygon x π (t, ω) defined by successive steps as follows:
and for t h <t < t h+1 we define x π {t, ω) by linear interpolation between x x (t h9 ω) and x π (t h+ι , ώ). Theorem 4 in [5] states hypotheses under which to every ε there corresponds a δ such that if mesh π < S, then
Unfortunately, we cannot simply apply his theorem, because it only applies to first order integrals, and because although his integrands are extremely general functions, they are nonstochastic. On the other hand, the hypotheses for Case 1 of our Theorems 2 and 3, where the Cauchy polygons turn up, are sufficiently strong to make a direct imitation of the proof of his theorem quite straightforward (though there seems to be no way around a singularly gory computation!). Thus the theorem we use is the following:
Cauchy Polygon Theorem. Suppose hypotheses (l)- (4) hold. Suppose c£ σ (ί, ω) and Cp σa (t 9 ω) are processes adapted to ^~ which are bounded on [a, b] uniformly in ω and which have a.s. continuous sample paths. Suppose x(t, ω) is a solution to the system of equations
and suppose x π (t 9 a)) is the Cauchy polygon corresponding to x(t, ώ). Proofs of all three of these statements are straightforward applications of standard arguments, assisted by Theorem 3.1 of [4] as stated in §1 and the Preliminary Lemma.
Iteration then permits us to define a sequence of processes X n (t, ω). There remains to be shown that the resulting sequence converges, and that its limit satisfies (*). The latter argument is again standard, but the former is a trifle trickier than usual, so we provide some details: 
So the sequence X 0 (t), X$), converges uniformly in t, for a.a.α>.
Uniqueness. To prove uniqueness we re-apply several of the above computations, this time to ||X(£) -Y(t) |[, where X and Y are two solutions of / with the same initial random variable. The induction this time yields that for any j
\\X(t)~ Y(t)\\* £(
Before proving Theorems 2 and 3 we need to make some observations about relevant Cauchy polygons. The Cauchy polygons associated with equations I and II are
For the proofs of both theorems, we need to make the following restrictions on the Cauchy partition π being used. Choose ε > 0. We require that π be fine enough so that 
5, then v(t j+1 ) -v(tj) ^ Kv(t d )(t j+1 -t 3 ).
Summing up to j + 1 this gives (**) v(t J+ί ) ^ v(t 0 ) + K±v(t i )(t i+1 ~ U) .
<=o

We define a function v(t) on [α, &] by v(t) = ^(^)
, where ί y is the largest partition point of π which is f£ t. From (**), we have that
By GronwalΓs Lemma, if we can find a function satisfying then we will have that Since [xiy is an increasing function, and since x\ approximates x\ this completes the proof of Case 1. Case 2. The removal of the uniform boundedness of A\ p and Bipσ uses an argument which is a simplification of the argument used to perform the same feat in Theorem 3; we will therefore omit it.
Proof of Corollary. Only one observation is needed in order to make the proof of the corollary an exact imitation of the proof of Theorem 2. That is the observation that the hypothesis that = 0 uniformly
for c = 6 and e = 2q implies the same hypothesis for any n with 6 ^ n ^ 2q. This we get by applying Holder's inequality to the product | z
Proof of Theorem 3. Remark. Since x\a), y\a) are bounded a.e., by eliminating a set of measure zero we may consider them to be bounded for all ω.
Second Remark. We have sufficient hypotheses to guarantee the existence of a solution to II (using Theorem 1). It will, therefore, suffice to show that this solution has the desired properties. 
χi(tM(t j+1 ) -χi(tM(t 3 ) = H(t j+ι ) -χi(t 3 -M(t ί+ί ) + KXtj)[yi(t j+1 ) -yi(tj)] .
We use I τ and II π to replace xi(t j+1 ) and yl(t 3+1 ) and find that the above yields
' t Bi Pσ (t 3 )\ -BL
Consider this term by term: (1) Since we are summing also over i = 1, , n we can re-label various terms:
Likewise for (2):
So what is needed to complete the proof is that ||ΣS=i® + ® II can be made arbitrarily small.
To prevent writer's cramp we define Ki kpσΐ (t 3 ) and Ki kpστ ,χt 3 ) by
Since we assumed A{ p and B{ pa to be uniformly bounded on [a, b] x Ω for i, h = 1, , n; p, σ = 1, , r, it follows that Ki lPaT {t) and Klip, Ti ,(t) must also be uniformly bounded on [a, b] Using the metric of convergence in probability defined by By our opening remark, a?*(α, α>) and 2/*(α, ω) are bounded, hence if N is large enough, the third term is zero.
By Case 1, the second term is zero. That leaves the first term. Since ίc* and y' are a.s. continuous, it follows that Σ »'(*, ω)2/*(ί, ω) = Σ *'(«, ω)2/'(α, ω) a.s.
