Abstract. Let C be a cone with nonempty interior in a Banach space and, for j _>-1, let f' be a sequence of maps. It is frequently assumed that each f is homogeneous of degree and order-preserving with respect to the partial ordering induced by C; but it is not assumed that f(C-{0})c .I f F, 
1. Preliminaries. In an effort to make this paper self-contained, we begin by recalling some definitions and theorems from the literature. By a cone C (with vertex at 0) in a Banach space X we mean a closed, convex subset C of X such that (a) tC c C for all >-0 and (b) if x C -{0}, then -x C. A cone induces a partial ordering on X by x<_-y if and only ify-xC.
Two elements x, y C will be called "comparable" if there exist positive reals a and /3 such that ax<=y<=flx, a, fl>O.
If x and y in C are comparable, we follow Bushell [6] and define (1.1) M(y/x) inf {/3 > O: y <-_ fix}, (1.2) m(y/x) sup {a > O: ax <= y}. If u s C-{0}, Cu will denote the set of elements of C that are comparable to u. If u is an element of the interior of C, Cu is the interior of C. In general Cu satisfies all properties of a cone except closedness.
Associated to the set Cu is a natural normed linear space E., E {x X" there exists a > 0 such that -au <-x <= au}.
For x E., we define a norm Ixl by ]x], inf {a > O" -au <= x <-_ au}.
A cone C in a Banach space X is called "normal" if there exists a constant M such that 437 for all x, y C such that x =< y. A cone C is "total" if the closure of the linear span of C equals X. If C is a cone, C* will always denote the set of continuous linear functionals X* such that (x)>-0 for all x C. It is not hard to see that if C is a total cone, then C* is a cone.
The basic technical tool we will use in this paper is the so-called "Hilbert's projective metric" d. If C is a cone in a Banach space X and u C-{0}, then for x, y C, define/3 M (y/x), a m (y/x), and (1.3) d(x, y)= log (-), (1.4) a(x, y)= log (max (/3, a-l)).
We can easily prove (see [6] ) that the projective metric d satisfies all properties of a metric except that d (y, x) 0 if and only if y Ax for some A > 0. On the other hand, , which was introduced by Thompson [36] , is a metric on C,. If E-{x C," ]lxll-1}, (E, d) is a metric space, and it is natural to ask if (E, d) is complete. It is proved in [37] that (E, d) is complete if and only if (1.5) sup (llxll" 0_-< x-<_ u < , and (1.5) is satisfied if and only if E is a complete normed linear space. Also, one can show that (C,, d) is complete if and only if (1.5 ) is satisfied. It should be noted that the results in [37] are closely related to much earlier theorems of Thompson [36] and BirkhotI (see Theorem 5 in [5] and Remark 1.1 in [25] ). Notice also that if C* and (u) > 0 and r. {x C" 4,(x) }, then (E, d) is complete if and only if (E, d) is complete, because (E, d) and (E, d) are isometric.
If K {x e N"" x _>-0 for 1-< i-< n}, K will be called the "standard cone in N".
Obviously, K is normal, so if E={xe/'=x 1} or E {xe/" x 1} the remarks above show that (E, d) and (;, d) are complete.
We also need to recall some results about positive linear operators. Suppose that C is a cone in a Banach space X and that L" X-X is a bounded linear operator such that L(C)c C. Assume that Lx and Ly are comparable for all x, y e C such that Lx 0 and Ly 0 and define a number A(L), the "projective diameter of L(C)-{0}" by (1.6) A(L)=sup{d(Lx, Ly): x,y C, Lx#O and Ly#O}.
If Lx 0 for all x C, we define A(L)= 0. If L is as above and A(L)< o we shall say that "L has finite projective diameter."
If x,yC-{O} are not comparable, define d(x,y)=o. If x,y C-{0} and M(y/ x) < c, define (1.7) osc (y/x)= M(y/x)-m(y/x).
It is easy to see that k(L) -< 1 and N(L) -< 1. However, if A(L) < c, results of Birkhott [4] , [5] and Hopf [19] , with refinements of Ostrowski [27] , Bauer [2] , Bushell [6] , [7] , and others [20] , [37] imply that (1.8) N(L) k(L) tanh (A(4L)) < l.
As a particular example, note that if K is the standard cone in R and L is an n x n matrix, all of whose entries are positive, then A(L) < o. In fact, it is not hard to prove that A(L)=supi.jd(Lei, Lej), where ei, l<=i<-n, is the standard basis of Rn. From this observation and (1.8) we derive an explicit formula (see [6] , [35] ) for A(L) and k(L).
If C is a cone and D c C, a map f" D C will be called nonexpansive with respect to d if (1.9) d(f(x),f(y))<-_d(x,y) for all x,yD.
We have the obvious modification for d. A map f: D-C will be called "orderpreserving" if f(x)<-_f(y) for all x, y D such that x<-_y. The map f will be called "homogeneous of degree 1" on D if f(tx)=tf(x) for all t>0 and xD such that txD, and will be called "subhomogeneous" on D if f(tx) > tf(x) for all t, 0< -< 1, and x D such that tx D. It is an easy exercise that if u C-{0}, D C, and f: D D is order preserving and homogeneous of degree 1, then f is nonexpansive with respect to d" see [6] , [25] , [29] . Thompson [36] observed that, if f" C, -C, is subhomogeneous and order-preserving, then f is nonexpansive with respect to d. Potter [29] observed that, for q, C* with q,(u) > 0, the restriction off to + {x C." q,(x) 1} is nonexpansive with respect to d. Now suppose that C is a cone in a Banach space X, u C-{0}, and S is a collection of maps f'C,-+ C,. In most of this paper we will assume that f is order preserving and homogeneous of degree 1 for every f S. Suppose that f S, 1 =<j < oo, is a sequence of functions in S and define (1.10) F. =f.f._f._2'' "A for n --> 1. We are interested in finding further conditions ensuring that for all x, y C, (1.11) lim d(F,,(x), F(y)) 0.
Such results are called "weak ergodic theorems" in the population biology literature [11] , [17] . The linear theory is well understood: see the excellent survey article [11] by Cohen. If (1.5) is satisfied, it is known (see eq. (1.20a) in [25] 
Note that if (1.5) is satisfied, C E, is a normal cone with nonempty interior C, in the Banaeh space E,, so by working in E, we can assume that C is normal with nonempty interior.
In fact, the question we are asking is motivated by a particular class of maps M defined on the interior of the standard cone K in Rn, so we recall the definition of M (see [24] , the Introduction to [25] , and 4 of [23] [25] , [26] for further details. Even the simple-looking four-dimensional map f M_ in [34] requires some care. For a complete, rigorous analysis see [26] .
We will need the following simple geometrical lemma to prove our first weak ergodic theorem. 
Fix a number R1,0 < R < R, and suppose we can prove that there exists a sequence of numbers h with 0<h= 
If p _-< R2, R_ > R1, we obtain from (2.13) that (2.14)
where (2.15) tx gE-(1-hj) gl]gf 1. Formula (2.14) was proved under the assumption that R1 < p --< R, but because/x ->_ hi, the equation holds for p _-< R.
Thus by repeated applications of (2.14) we obtain d(GN(X), GN(U))<=( I tzj) d(x, u), j=l so (2.9) will follow if we can prove that
/NrIf Aj -< 1 / 2 for infinitely many indices j, we can easily see that there exists a constant < 1 such that 0<=/x <-c for infinitely many indices c and (2.16) will be satisfied. Thus we can assume that 1 / 2 < )t -<_ 1 for j -> m, so < -< 1 for j -> m. Under these conditions it is well known and easily checked that Thus it suffices to prove that (2.10) and (2.11) can be satisfied. The proof in the other case is essentially the same.
Next, remember that we assume the existence of a positive constant k, independent of j >-0, such that (2.19)
If we use (2.17)-(2.19) we obtain (2.20)
where log(/a)=d(y, v) and y=(1/2)exp(-A(Aj+)). Formula (2.20) implies that ky <= 1 and
If we define s =/3/a, with 1 =< s<=exp (R), and recall that d(v, y)=log (s), we obtain 
which is equivalent to hypothesis (d). Because gi is order-preserving, Bi and Ai cBi are also order-preserving, so A(C) c C. The homogeneity of g implies that (2.27) g,(t/i_l) ni(t/i_l) , and using (2.27) and the order-preserving property of Ai we conclude that A(t)c t. The homogeneity of the functions f in Theorem 2.1 plays less of a role than it might at first seem to. We illustrate this by stating a result that follows by essentially the same argument as Theorem 2.1. First, we need a lemma proved by Potter (see [29]) in the case where the function g is defined, order-preserving, and subhomogeneous on all of . for 0<-j < n.
Note that in general s jn -.
Choose n so large that pn-< X. It suffices to prove that (2.28)
for then the triangle inequality gives [16] , then {g(tx):t>0}{sg(x):s>0} forj_->l and xE. Then if G, g,g,.-l""g, we can verify (see [16] ) that Gm(x)/ @( Gm(X)) Hm(X). 
We claim that to prove the theorem it suffices to prove that (2. Then we obtain
It follows that there exists an integer m m(e) such that g(V(v))c V(v) forj>-m(e).
We now apply Iff =f for all j-> 1 and f(u) u, this question is considered at length in 3 of [25] . Before The map x y(x) is homogeneous of degree 1, order-preserving, and continuous.
Proof It is known (see [32] ) that there exists an equivalent norm on X whose restriction to C is order-preserving. Thus we can assume that if0 <-x =< y, then Ilxll--< As an easy corollary of Theorem 2.4 we mention the following result, a slightly weaker version of which has been proved by Cohen in [12] . Of [12] .) Let The preceding theorems typically make some assumption of differentiability. These assumptions are motivated by the applications we have in mind and can certainly be weakened. The hypotheses of Theorem 2.1 represent only a convenient way to obtain the estimates in (2.10) and (2.11) . To illustrate this point we mention the following theorem, whose proof is essentially the first part of the proof of Theorem 2. We begin with some needed notation and definitions. We will always denote by K the standard cone in (3.1) K ={xR": x->0 for l<=i<-n}.
If f e M is a sequence of functions for j ->_ 1, we will denote by f, 1 <_-<= n, the ith component of the function f"/ /. By definition of M, there is a finite collection F of ordered pairs (r, or), r a real number and r a probability vector, and positive real numbers cj for (r, tr) Fji, such that (3.2) f,(x) E cj,r=Mr(x).
(r,o') I"ji Because (xr)l/r=x, the set Fj described above may not be uniquely determined by the function f. However, we will need some control of the size of the numbers r, which appear in (3.2). Thus we make the following definitions. Suppose that b M so 4i, the ith component of b, can be written
where G is a finite collection of ordered pairs (r, o'), r a real number and tra probability vector, and c > 0. If b M/, the sets Gi can be chosen so that r >= 0 for all (r, tr) G. Our next lemma is easy, but we give a proof for completeness. (3.8) aA(x)<-A(y)<-_SA(x) and log(8/a)<--_A(A).
By using (3.6) repeatedly we obtain from (3.8) that (3.9) a (ell c2) B(x) <-_ B(y) <= fl (c2/cl)B(x), which implies that (3.10) d(Bx, By)<-2 log (c2/cl)+log (fl/a).
Formulae (3.8) and (3.10) yield (3.7).
In [26] it is proved that if f eg (see 1 for definitions), then f is C on/ and f'(x) and f'(y) are comparable for all x, y / (this is not hard). We need a more precise version of this fact, relating the sizes of f'(x) and f'(y), when f M. A calculation implies that for d (x, v)<-R, (3.16) OMr_____
Recall that M is an order-preserving map on/ for any real number r and that (3.15) implies that e-xv <= x <-exv. Proof. Select an integer p _>-1 such that B p has all positive entries, and for this p let Gk and gk be as defined in Theorem 2.1. The bounded orbit property implies that {Fk(X)" k->O} has finite projective diameter for any x /. In particular, there exists R > 0 such that (3.19) {Fk(V): k_->0}c BR(V)={z: d(z, v) < R}. (3.20) and the chain rule we see that (3.21) g By applying Lemma 3.3 (p-1) times and recalling that A p has all positive entries, we see that for any i, j with 1 <= i, j-< n there exists a probability vector cr (depending on i, j, k, and p) with cr => P r/ (cr =the jth component of or) and (3.25) g(x) the ith component of g(x) >= cPx for all x /. Suppose that x / and d (x, v)-< R, and select j so that (3.26) x= M(x/v)= M.
If m m(x/v), we obtain from (3.25) and (3.26) that (3.27) gi(x) >-cPx >-cPM%m 1- 
In deriving (3.27) (3.33 ) is assumed to be of the form given by (3.24) for some k->0. Since every g as in (3.24) maps BR,(V) into itself and since Fj(v) BR,(1)) for 0 _-< j < p, we conclude that F, (v) BR,(v) for all m >_-1.
With the aid of Theorems 3.1 and 3.2 we can give a more concrete weak ergodic theorem. THEOREM 3.3. Let K denote the standard cone in R (see (3.1)) and let (fk), k >-1, be a sequence of maps such that fk M+ for all k >= 1. Assume that tx (fk) < P < oO for all k >-1 (see Definition 3.1). Let v (1, 1,. , 1) denote the vector all of whose components equal 1 and assume that there exists an n x n nonnegative, primitive matrix B such that (3.34) f: (v) >= B for all k >- 1. Assume that there exists f12 > 0 such that (3.35) fk( V) <--fl2V for all k >= 1. A, (x) . , Ck,ro-Mro-(X), 1 <= i<= n, k >= 1, (r, cr)eFki we can assume r _-> 0 for (r, r) e Fki (because fk e M+). Formula (3.36) implies that (3.37) fll <--fk,(v) Cki Z Ck,', <= 2.
(r,o')Fki
It is a classical result (see [18] ) that Mr(X)>=Mo(X) for r>=O, so (3.38) fk( V) >= Ck , Ck,C-i1Mo,(x).
(r,o')Fki If we apply log to both sides of (3.38) and use the concavity of log we obtain (3.39) lOgfki(X)>=(lOgCki)+( CkirC-ilo')'(logx). If we define a probability vector rki by (3. 
