In this paper we derive and present optimal critical points for pre-tests in regression using a minimum average relative risk criterion. We use the same type risk functions as Sawa and Hiromatsu [8] who, in a recent paper in this journal, derived pre-test critical values using a minimax regret criterion. Since James-Stein type estimators can be shown to dominate any pre-test estimator for the risk functions used here and in [8] , no normative claims are made for the critical values we give. However, the use of pre-testing procedures continues in practice and the results given here, contrasted with other results, add to information about the character of costs and returns to such practices.
INTRODUCTION RECENTLY, JUDGE and his associates have derived risk functions and matrices for pre-test estimators in different contexts, and have called attention to the dominance of James-Stein type estimators where continuous weight functions of the tests statistic are used to "average" the restricted and unrestricted estimators (see [1, 2, and 7]). Sawa and Hiromatsu [8] obtained minimax regret critical values
for pre-test estimators where they define regret as the difference between pre-test risk and the minimum of risk for unrestricted and restricted least squares over the range of the noncentrality parameter in the probability density function on the test statistic. They tabulated their minimax regret critical value for the case of a single restriction. Brook [3] , with somewhat different scalar risk functions than Sawa and Hiromatsu, derived minimax regret critical values for multiple restrictions, and examined the effect of non-orthogonal X matrices for risk functions that concentrate on the parameter space of the regression coefficients themselves rather than on conditional forecasting of the dependent variable.
In contrast to Sawa and Hiromatsu and Brook, the pre-test critical values that we derive are more favorable to unrestricted least squares. For example, using the same risk functions as Sawa and Hiromatsu or Brook, minimum average risk of the pre-test estimator leads to opting for ordinary, unrestricted least squares unless the number of restrictions is five or greater, no matter the (finite) number of regressors and observations. That is, our "optimal" critical value for a pre-test is zero unless the restrictions imply a reduction of five or more in the parameter space. In contrast, even with only one potential restriction, Sawa and Hiromatsu find that the minimax critical value for a pre-test is about 1.8, depending upon degrees of freedom. However, when the number of restrictions is very large, our results are very close to the findings by Brook. That is, optimal critical values are about 2.0 for a large number of potential restrictions for either the minimax regret or the relative minimum average risk criteria. 365 
RISK FUNCTIONS FOR PRE-TEST ESTIMATORS
Consider a general linear model
where Y is, say, T x 1, X is T x k, ,B is k x 1, and ? is T x 1. Usual assumptions hold about observability of Y, X, non-randomness of X, etc., and we assume that the rank of X is k. In choosing an estimator for ,B, the investigator may have some set of restrictions in mind, such as potential equality of a subset of the coefficients across two data regimes.
Write the potential restrictions as The letter, P, denotes probability, and F' has the non-central F density. Thus, r and s are both integrals, bounded by zero and one. Note that both r and s go to zero as i increases (for fixed, finite degrees of freedom and 0) and to one as i goes to zero, confirming equations (7) and (8). There may be several alternative ways of choosing optimal i which minimizes the risk (9) in some sense, including a minimax, a minimax regret, and a Bayesian minimum expected loss approaches. The decision criterion adopted here is a simple but reasonable one under innocence of any a priori knowledge of skewness of the distribution of 0. That is, we want to minimize the average relative risk over the whole range of the nuisance parameter 0.' This means that we want to minimize [7] , and Bock, et al. [1] . 4 As noted by a referee, the shaded area in Figure 1 is not a function of the critical value; hence, minimizing the area between R(Xf*) and the shaded area is, in a sense, the same as minimizing the total area below R(XfJ*). Subtracting the shaded area has the convenient virtue of making the resultant integral bounded. 5 Essentially the same criterion has been employed in optimal pre-test procedures for situations involving uncertainty in model specifications by several authors; e.g., by Huntsburger [6] T is the number of points in the sample space k is the number of regressors. c is the optimal critical value of the pre-test of estimation.
G(i.*) is the minimum average relative risk corresponding to )*. o is the probability of type one error for the central F corresponding to A*. '() is the probability of type one error for the non-central F with non-centrality 2 corresponding to .
corresponding optimal values of A, and also the corresponding optimal levels of significance are shown in Table I .
A COMPARISON OF PRE-TEST CRITICAL VALUES FOR ALTERNATIVE CRITERIA
Significance levels for both the central F and the non-central F with noncentrality parameters of 1/2 and m/2 have been calculated and are given in Table I . The central F values apply when the null hypothesis of the pre-test is that the restrictions are valid. The non-central F values correspond to the strong MSE test derived by Toro-Vizcarrondo and Wallace [10] , and the second weak MSE test developed by Wallace [13] .
The sharpest differences in critical values between our approach of minimizing the average relative risk and the minimax regret approach employed by Sawa and Hiromatsu and Brook take place when the number of restrictions, m, is very small. In particular, if m is less than or equal to 4, our critical value for the pre-test is zero so that the corresponding probability of type one errors in any sense is always unity; i.e., we should always reject the hypothesis and use the unrestricted least squares. On the other hand, the optimal critical values found by Sawa In statistical decision -problems it often happens that "optimal" decisions sharply differ depending on different decision criteria adopted. Considering this fact, it is interesting that both criteria compared here give very close values of the optimal significance level if both degrees of freedom are large enough. However, if m is small and if T -k also is small, the optimal critical values derived in this paper are much smaller than the alternative minimax regret case. That is, our approach is more "conservative" in favor of the ordinary, least squares estimators. This is understandable from 
