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ABSTRACT 
IDPAL – INPUT DECOUPLED PARTIALLY ADIABATIC LOGIC FAMILY: THEORY 
AND IMPLEMENTATION OF SIDE-CHANNEL ATTACK RESISTANT CIRCUITS 
 
Matthew Edward McAllister 
Old Dominion University, 2016 
Director: Dr. Lee A. Belfore, II 
 
 The Input Decoupled Partially Adiabatic Logic (IDPAL) family was developed by Cutitaru 
to consume less power than other logic families as well as producing a resistance to side-channel 
attacks.  With modifications made to IDPAL, the side-channel attack resistance is being revisited 
and quantified.  The three logic families are compared in the work are CMOS, 2N2P, and IDPAL.  
An AND/NAND gate was created using each logic family and compared with two tests: 1) a 
simulated side-channel attack and 2) an energy analysis.  In this work, a side-channel attack is the 
ability to predict the inputs of a logic circuit based on the electrical current waveform.  For the 
Test 1, a higher prediction error suggests a higher resistance to attack.  IDPAL produced the highest 
error in this test at 50.000%, which is 40.625% higher than in CMOS and 28.125% higher than in 
2N2P.  In Test 2, two primary statistics that were observed the variance in current trace (NSD and 
NED).  Lower values of these measures implies a higher chance of a model resisting a side-channel 
attack.  For the individual logic gates, the IDPAL model showed a lower variance in one of the 
two measures.  For the Kogge-Stone adder, a more complex circuit, the IDPAL model was superior 
in both tests.  With the results of the small and larger scale experiments in agreement, the final 
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 The research field of adiabatic logic families is constantly growing, as it shows the potential 
for creating digital circuits that consume lower power than commercially available products.  One 
such family that is current in development is Input Decoupled Partially Adiabatic Logic (IDPAL), 
which also has shown promise in low power applications.  Because IDPAL is dual rail, where logic 
circuits receive true and complementary input and generate true and complementary logic outputs, 
analysis conducted by Cutitaru suggested IDPAL could be used to implement encryption 
technologies and may be resistant to side-channel power analysis attacks [13].  Thus, IDPAL was 
developed with two intended properties: consuming very little power compared to other 
technologies and providing a resistance to power analysis attacks.  To address the first 
characteristic, the components from this logic family recycle unused energy back into the power 
supply.  The second characteristic was examined in his dissertation.  As he concluded from his 
work, IDPAL performed well in both categories when compared to other logic families. 
 This work will build upon Cutitaru’s work.  Three logic families (CMOS, 2N2P, and 
IDPAL) will be studied and directly with two tests: one from Cutitaru’s work and the other being 
a simulated side-channel attack.  The results from each analysis technique should agree with each 





I.1 SECURITY OF DIGITAL INFORMATION 
 
 Consider an individual who owns a wireless router in their home.  This digital information 
can range in importance from their full name and street address to their credit card information.  
On a larger scale, such as a company’s private server, the importance might range from their 
employee’s information to trade secrets and intellectual information.  Regardless of the importance 
of the data being protected by a digital system, it is the purpose of the digital system to prevent 
unauthorized users from accessing its data. 
 In order to address the circuit’s security, it is important to understand what techniques 
might be used against it.  The primary intrusion method, for this work, will be side-channel attacks.  
These attacks can be implemented with or without physical access to the digital system, as it 
retrieves any usable information to infer the current state of the target system.  The information is 
not inherently given by the digital system; the intruder observes minute characteristics or 
properties of the system.  This includes access to the power supply of the digital system itself.  
Once the leaked information is retrieved, an attack can be prepared within a short amount of time 
and under a reasonable budget.  Side-channel attacks, themselves, can be broken down into 
different types of attacks, such as timing attacks, simple power analysis attacks, and differential 
power analysis attacks [1-5].  All three require a source of leaked information to begin the attack.  
Timing attacks rely on the amount of time a system takes to perform a task, while the two power 
analysis attacks rely on the amount of power consumed by the system. 
 Encryption algorithms often process the key into an extended series of subkeys that are 
used in the encryption process.  Since the subkeys are derived from the encryption key, one may 
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be able to infer bits in the encryption key using a suitably crafted side-channel attack.  Assume the 
encryption scheme uses a 256-bit key or 32 bytes.  Thus, each subkey is derived from these 32 
bytes.  Using the appropriate techniques in the selected side-channel attack, each subkey is 
determined using the leaked information.  The attack ends when each subkey has been determined.  
Each subkey is then combined into the secret key for the encryption [3]. 
 
I.2 HARDWARE SIMULATION AND EMULATION 
 
 In order to observe the behavior of the circuits, a software program was required to simulate 
them.  Developed by Linear Technology, Inc., LTspice® is an electronic circuit building and 
simulation software provided free by the company.  Furthermore, LTspice® can be used to build 
electronic circuits from basic principles or import SPICE models from another program.  Both 
features were utilized for this work.  Finally, LTspice® has the capability to export circuit data 
(voltages, currents, etc.) as text files, which can be imported into other programs. 
 
I.3 PROBLEM STATEMENT 
 
 As previously stated, Cutitaru sought to develop IDPAL into an adiabatic logic family that 
would qualify as a very-low power logic family as well as resist power analysis attacks.  He 
conducted a preliminary analysis that suggested IDPAL is resistant to power analysis attacks.  
However, his analysis did not address a realized power analysis attack targeting the digital circuits 
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in his research.  The testing methods he used observed statistical properties linked to the current 
draw of each digital circuit.  Further, the model used for IDPAL has changed since Cutitaru’s 
analysis.  In order to build upon the groundwork that he has established, it is proposed that IDPAL 
is reanalyzed in order to verify that it does resist side-channel attacks. 
 In order to accomplish this, three logic families (CMOS, 2N2P, and IDPAL) will be 
directly compared using Cutitaru’s analysis techniques as well as a realized side-channel attack.  
If the results of the analysis methods agree, a conclusion can be made to IDPAL’s resistance to 
side-channel attacks. 
 
I.4 CONTRIBUTIONS OF THIS WORK 
 
 This work extends into both electrical and computer engineering concepts.  As a general 
starting point, research was initiated to understand the concepts illustrated by Cutitaru.  Through 
various conference papers, course textbooks, and Cutitaru’s work, the following information was 
obtained: the theory and implementation of each logic family (CMOS, 2N2P, and IDPAL), the 
metrics used in Cutitaru’s analysis, and an understanding of side-channel attack methods. 
 Previous work in this field of research had been done here at Old Dominion University by 
Cutitaru.  This work presents three principal contributions.  The first was a method of using current 
draw information to predict the inputs of logic gates.  The second was a method of determining a 
Kogge-Stone adder’s resistance to a side-channel attack using the variance in its current draw.  The 
third came in the form of a MATLAB tool to perform these two analysis techniques.  In order to 
obtain the Kogge-Stone adder models, a VHDL modeling framework capable of exporting spice 
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models was provided by Belfore [21].  From this framework, three different technological 
implementations of Kogge-Stone adders were studied. 
 
I.5 THESIS OVERVIEW 
 
 This document will follow a standard format.  Chapter II will address background 
information necessary to understand the analysis sections presented in this work.  This includes 
the three logic families (CMOS, 2N2P, and IDPAL), the side-channel attack, and the energy 
analysis.  Chapter III will cover a small-scale example, using AND/NAND gates created in 
LTspice® to serve as a baseline for each logic family’s expected performance.  Chapter IV will 
look at a larger-scale example: 4-bit Kogge-Stone adders.  Using the models obtained from the 
previously mentioned VHDL framework, this chapter will look to confirm the conclusion made in 
Chapter III.  Chapter V will observe potential work that might be done with the findings of this 
work.  Finally, Chapter VI will present the final thoughts and appropriate conclusions derived from 






 In Chapter 1, the starting point for this work, along with some preliminary information and 
the problem statement, was established in order to prepare the reader for the two technical chapters 
(Chapters 3 and 4).  In this chapter, the groundwork for those technical chapters will now be 
presented. 
 
II.1 CHAPTER OVERVIEW 
 
 In this section, the chapter will be overviewed.  Section 2 reviews CMOS technology in a 
general sense.  It includes a brief review of transistors and their behavior.  This lays the foundation 
for Section 3, which shows how CMOS technology can be used to create digital logic elements as 
well as its performance.  Section 4 introduces adiabatic computation, illustrating general properties 
of adiabatic logic circuits.  This is immediately followed by two subsections that serve as the 
background for the two selected adiabatic logic families: 2N2P and IDPAL.  This includes how 
they are implemented in basic digital logic elements as well as their performance.  After this, the 
concept of side-channel attacks is covered in Section 5.  This includes the technique used in the 
next chapter of this work.   Finally, Section 6 addresses how this research can be used in two 




II.2 COMPLEMENTARY METAL-OXIDE SEMICONDUCTOR (CMOS) 
TECHNOLOGY REVIEW 
 
 In order to understand the deeper workings of digital systems, understanding their behavior 
at the transistor level can be valuable.  Here, a brief summary of the operation of transistors and 
their performance characteristics is provided.  Transistors are multi-terminal semiconductor 
devices.  Two common types of transistors are metal-oxide semiconductor field effect transistors 
(MOSFET) and bipolar junction transistors (BJT) [6].  In all of the circuits built for this work, they 
are entirely made up of MOSFETS (both PMOS and NMOS).  MOSFETs have two notable 
advantages over BJTS.  MOSFETs have a lower average power consumption than BJTs, and 
MOSFETs are significantly smaller than BJTs.  Figure 1 provides the schematic symbols that are 
traditionally used for NMOS and PMOS transistors.  Incidentally, these specific symbols are used 




Figure 1: N-type and P-type MOSFET Symbols 
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 A MOSFET has the following four terminals: a source (S), a gate (G), a substrate (B), and 
a drain (D).  The behavior of MOS transistors can be described as follows: if the voltage at the 
gate is less than a specified threshold value (for NMOS transistors), no current will flow between 
the drain and source terminals.  Otherwise, the current at the source will flow through the MOSFET 
from the drain to the source.  In particular, there are two operating modes for a MOSFET: triode 
and saturation.  The triode region allows the current to flow continuously.  This is based on the set 
overdrive voltage (VOV), which is the voltage drop between the gate and source connections (VGS) 
minus the threshold voltage (Vt).  This mode of operation only takes place when the voltage drop 
between the drain and source terminals (VDS) is less than VOV.  When this is the case, the current 
flowing through the drain is as follows: 𝑖𝑖𝐷𝐷 = 𝑘𝑘′𝑛𝑛 �𝑊𝑊𝐿𝐿 � �𝑉𝑉𝑂𝑂𝑂𝑂 − 12 𝑉𝑉𝐷𝐷𝐷𝐷�𝑉𝑉𝐷𝐷𝐷𝐷.  If VDS is equal to or 
greater than VOV, it will be in saturation mode.  This causes the current flow to become confined 
to a particular value, as described by the following: 𝑖𝑖𝐷𝐷 = 12 𝑘𝑘′𝑛𝑛 �𝑊𝑊𝐿𝐿 � 𝑉𝑉𝑂𝑂𝑂𝑂2  [8, p. 243].  
 In order to simplify the understanding of MOSFETs for the purpose of this report, the 
information will be directly applied, as the current will behave according to both of the MOSFET 
operative modes.  The MOSFETs used in these electrical circuits are being utilized to represent 
the behavior of digital logic, behaving as voltage controlled current switches.  When the gate 
voltage exceeds the threshold voltage, a channel (an n-channel for NMOS) is created to allow the 
current to flow.  PMOS transistors operate in a complementary fashion [6,7].  In basic applications 
and SPICE simulations, the substrate (also called the “bulk” or “body” connection) is not addressed 
in detail.  Because of the physical properties of MOSFETs, this connection does not heavily impact 
the MOSFETs performance, as only specific voltage values are accepted for proper behavior.  By 
grounding the substrate connection of the NMOS transistors and linking VDD to the PMOS 
transistors, each one will operate as expected, minimizing spiking behavior [8, p.234]. 
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 Virtually every digital integrated circuit is built using CMOS technology.  The name 
implies a complementary balance between NMOS and PMOS transistors.  CMOS technology has 
two notable strengths: low power consumption and a good resistance to noise.  Those two features 
have made CMOS a more desirable option than other technologies, such as transistor-to-transistor 
logic (TTL). 
 
II.3 CMOS LOGIC FAMILY 
 
 As discussed in a previous section, CMOS is the logic family that will serve as a baseline 
for all of the logic families shown in this work.  In order to create basic logic gates with CMOS, 
there are two elements that are fundamental in the design: pull-up networks (PUNs) and pull-down 
networks (PDNs).  Both are based on the concept of switching networks, which use digital logic 
control the flow of current through the circuit.  The PUN, which is comprised of PMOS transistors, 
is usually connected to the input voltage source, and the PDN, which is made up of NMOS 
transistors, is connected to a lower voltage source (usually ground).  Both networks are designed 
to be complementary to each other, creating the desired logic function [7].  For CMOS technology, 
both networks only receive true inputs to produce the proper switching.  To illustrate these points, 




Figure 2: CMOS Inverter 
 
 
 For the inverter shown in Figure 2, whenever the voltage input is logically HIGH (input 
voltage exceeds threshold voltage), the bottom MOSFET is turned on and the top is shut off, 
linking the output to ground.  Likewise, a logical LOW (gate voltage lower than threshold voltage) 
input will result in the PUN being opened and the PDN shut off, linking the output to the supply 
voltage directly.  For CMOS logic gates, the substrate connections are made in the following 
manner: link the substrate connection of PMOS transistors to the power supply, VDD (which will 
be 3.0VDC for all of the circuits in this work), and link the NMOS transistor substrate connections 
to the ground [7]. 
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 Building off of the inverter, a CMOS AND/NAND gate will be shown.  As a review, Table 
1 shows the truth table for both functions. 
 
 
Table 1: Truth Table for AND/NAND Gate 
A B F(AND) F(NAND) 
0 0 0 1 
0 1 0 1 
1 0 0 1 
1 1 1 0 
 
 
 As a reference point, the table shows logical LOW as a ‘0’ and a logical HIGH as a ‘1’.  
Thus, the only time the output “F” should be logically HIGH is when both inputs A and B are also 
logically HIGH.  In order to construct a CMOS AND/NAND gate, a CMOS NAND gate will be 
built, and its output will be directly fed into the CMOS inverter that was just covered.  Equations 
1 and 2 describe the Boolean expressions for both functions. 
 
 𝐹𝐹(𝐴𝐴𝐴𝐴𝐴𝐴) = 𝐴𝐴𝐴𝐴 (1) 
 




 Using DeMorgan’s theorem on Equation 2, it is possible to simplify the right hand of the 
equation, producing Equation 3. 
 
 𝐹𝐹(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴) = ?̅?𝐴 + 𝐴𝐴�  (3) 
 
 To design the logic for the NAND gate, both the PUN and PDN must be specifically 
designed.  As previously stated, the PUN is connected to the source voltage, and the PDN is 
connected to ground.  Using the truth table as a guide, the PDN should connect the output directly 
to ground when both inputs (A and B) are logically HIGH.  This means the PUN should be 
designed to directly link the output to the source voltage when both inputs are not logically HIGH.  
To accomplish this, it would be advisable to observe the basic switching network configurations 
that will be used.  While other configurations exist, four primary switching networks will be 




Figure 3: Basic Switching Network Configurations 
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 Each network will be covered from left to right.  For each of the networks, it will be 
assumed that there is a current that will attempt to flow from the top connection to the bottom.  
Further, A and B are the true input voltages, and VDD is a DC voltage which, as stated previously, 
is 3.0V.  The leftmost network is only allows current to flow when both A and B are above the 
MOSFET’s threshold voltage.  This matches the function shown in the truth table for the AND 
function.  The second network allows current to flow when either A or B are above the threshold 
voltage.  That matches the logical OR operation.  The third network allows current to flow only 
when A and B are below the threshold voltage.  This represents the logical NOR operation.  Finally, 
the rightmost network allows current to flow when either A and B are below the threshold voltage.  
This represents the NAND function.  Having covered a few common switching networks, the 
concept of a dual switching network should be mentioned, as it is used in the adiabatic 
implementations.  A dual switching network is one in which the MOSFET type and the input type 
is switched.  For example, the NMOS AND switching network shown above requires two NMOS 
transistors in series, and the true inputs, A and B, are fed into the respective MOSFET gates.  The 
dual of this network would be comprised of two PMOS transistors, with the complementary inputs, 
An and Bn, fed into the respective MOSFET gates.  This, as stated previously, will become relevant 
in the adiabatic models, but it deserved mention here as switching networks were the topic of 
discussion here. 
 With these common network configurations covered, the design of a CMOS AND/NAND 
gate can be addressed, starting with the CMOS NAND gate.  The gate is, again, comprised of a 
PUN and PDN.  The PUN is connected to the source voltage and the output, and it is made up of 
the PMOS NAND switching network as described previously.  The PDN is connected to the output 
and ground, and it consists of the NMOS AND switching network.  The node between the PUN 
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and PDN is the output of the NAND gate.  By connecting an inverter to that node, the AND 




Figure 4: CMOS AND/NAND Logic Gate – Schematic 
 
 The left rectangular box shows the CMOS NAND gate as described above.  As previously 
stated, the output of the NAND gate is labelled to show the output signal to be inverted.  The block 
on the right, then, is the CMOS inverter as previously seen.  The AND function is derived from 
this signal inversion.  All of the substrate connections are shown in this figure, linking the NMOS 
connections to ground and the PMOS connections to the power supply (VDD).  In order to 
determine if the logic gate is functioning as designed, the input and output voltages can be 
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Figure 6: CMOS AND/NAND Gate – Output Voltage Waveform 
 
 
 Following the truth table listed at the beginning of this chapter, the behavior of this circuit 
can be visually inspected.  For this and the following AND/NAND gate designs, the primary (true) 
output is the AND function and the secondary (complementary) output is the NAND function.  
Recall that the AND function should only be logically HIGH when both of the inputs, A and B, are 
also logically HIGH.  The waveforms illustrate that point, as the output is only HIGH during that 
instance.   
 Now that the circuit has been proven to work, the current draw can be directly observed.  
To do this, the cases in the truth table (AB = 00, 01, 10, 11) were used as input combinations for 
the CMOS AND/NAND gate.  Figure 7 is the current draw waveform that results from this 
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Figure 7: CMOS AND/NAND Gate – Current Draw Waveform 
 
 
II.4 INTRODUCTION TO ADIABATIC COMPUTATION 
 
 An adiabatic proves is a process in which heat is neither gained nor lost.  The same principle 
can be used in digital logic circuits.  In a perfect world, all of the energy would be recycled.  Energy 
recycling, however, does not necessarily imply adiabatic performance in these circuits.  In order 
for these circuits to retrieve unused energy, a different method of powering the circuit is used.  The 
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power source slowly charges and discharges the digital system, which moves the charge into and 
out of the system without significant energy dissipation.  As more research is conducted into 
optimizing or creating new configurations, the intention is to bring that fraction as close to the 
ideal case as possible [10,11].  There are many different technologies for specifying adiabatic logic 
circuits.  Each one has unique traits and subtle differences, but each implementation is focused on 
reducing power consumption. 
 In general, adiabatic logic circuits operate with dual rail signals.  This means that any given 
adiabatic logic circuit will receive a number of inputs and their complements, and the logic circuit 
will produce true and complementary outputs.  An example would be appropriate in illustrating 
this point.  Suppose two inputs, A and B, are to be fed into an AND function to produce an output, 
F.  In order to make this happen, the complements of A and B must also be fed into the circuit: An 
and Bn.  This will produce the complementary output: Fn.  Figure 8 illustrates this, as well as 





Figure 8: Adiabatic Logic Circuit Example – 2 Input AND/NAND Gate 
 
 
 As seen in the block diagram, the two inputs (A and B) and their complements (An and 
Bn) produce an output (F) and its complement (Fn).  As stated in the beginning of this example, 
this circuit is to behave like an AND gate.  Because of the complementary output, however, this 
circuit also behaves like a NAND gate.  Thus, the adiabatic logic AND gate is also a NAND gate.  
This characteristic is true with the other basic logic gates (buffer/inverter, OR/NOR, XOR/XNOR).  
If this feature is utilized properly, it might be possible to optimize a digital logic system, reducing 
the total number of individual logic gates while maintaining normal operation. 
 The other signal that is shown in Figure 8 is labeled “Additional Signals”.  Some 
configurations require one or more input signals to clock the adiabatic logic circuit.  The primary 
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signal fed into this area is called a power clock.  The power clock is used to synchronize the circuit 
as well as supply the digital system with energy.  In order to illustrate this signal and its impact on 
a circuit’s performance, Figure 9 shows the current draw in a 2N2P AND/NAND gate alongside 




Figure 9: Power Clock Illustration – 2N2P AND/NAND Gate Current Draw 
 
 
 The blue curve shows the power clock signal, and the green curve shows the resulting 
current trace in a 2N2P AND/NAND gate.  Each phase will be addressed.  During the “off” and 
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the “on” phases, no current is drawn into the circuit.  There is a strong amount of current is pulled 
in during the “charge” phase, and a negative current is shown in the “discharge” phase.  This 
negative current represents the unused charge being returned to the power supply. 
 
II.4.1 2N2P LOGIC FAMILY 
 
 In this subsection, 2N2P will be the first of two adiabatic logic families discussed.  In order 
to understand how 2N2P logic gates are designed and how they operate, please refer to Figure 10, 




Figure 10: 2N2P Buffer/Inverter 
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 In order to cover the circuit’s performance, the structure will now be explored.  The gate 
of each PMOS transistor is cross-fed into the drain of the opposite PMOS transistor.  Assume the 
power clock voltage is constantly greater than 0.0V.  If the true input, “in” is logically LOW, the 
output will be linked directly to ground.  This will cross over to the opposite PMOS transistor’s 
gate, opening a path between the complementary output and the voltage source, PC.  Thus, the 
outputs will be complementary when the power clock is logically HIGH.  When it is not, both 
outputs will read logically LOW.  Once again, the substrate connections are not clearly shown in 
the figure.  The substrate connections are the same as the CMOS model [20]. 
 With the 2N2P buffer/inverter in mind, 2N2P AND/NAND gate will now be considered.  
The design of this logic gate follows a similar train of thought to the design of the CMOS 
AND/NAND gate and the 2N2P buffer/inverter.  Unlike the CMOS AND gate, the 2N2P 
AND/NAND gate utilizes complementary logic.  In contrast to the 2N2P buffer/inverter, the 
bottom half of the circuit (the NMOS transistors) are the output logic blocks.  The schematic for 




Figure 11: 2N2P AND/NAND Logic Gate – Schematic 
 
 
 As seen with the CMOS AND gate design, the logic for an AND gate is two NMOS 
transistors connected in series (receiving true inputs), and the logic for a NAND gate is two NMOS 
transistors in parallel (receiving complementary inputs).  Further, the core of the 2N2P 
AND/NAND gate is similar to the 2N2P buffer/inverter circuit.  The only difference between the 
two is the usage of the said output logic blocks for AND/NAND.  The primary power source, VPC, 
is where the current trace will be taken from.  VDD is simply a DC power supply that generates the 
bias on the PMOS substrate connections.  In order to verify this circuit’s performance, Figures 12 








Figure 13: 2N2P AND/NAND Gate – Output Voltage Waveform 
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 By visually inspecting these waveforms and comparing the inputs and outputs to those in 
the truth table, it can be determined that this circuit is behaving as expected.  With this in mind, 




Figure 14: 2N2P AND/NAND Gate – Current Draw Waveform 
 
 
 From a quick visual inspection, there seems to be a lot more activity compared to the 
CMOS model.  However, there are also moments in which the current draw is negative.  This is 
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the unused charge being drawn back into the power supply.  Like the CMOS model, Figure 13 will 
be explored in depth using the testing methods provided in Chapter 3. 
 
II.4.2 IDPAL LOGIC FAMILY 
 
 Unlike the CMOS or 2N2P logic families, IDPAL is still being actively researched and 
developed. [12] As such, there is very little information publicly available on this technology.  
With this in mind, a starting point for IDPAL logic gates would be ideal.  Figure 15 illustrates an 









 The IDPAL buffer/inverter gate behaves as follows.  The true input to this circuit is “A”, 
and its complementary input is “An”.  In terms of the true input, the true output, “F”, is the buffer 
output.  The complementary output, “Fn”, is the inverter output.  Thus, “F” will produce a buffered 
version of “A”, and “Fn” produces an inverted version of “A”.  The core of the circuit remains 
similar to that of the 2N2P model.  The outside NMOS transistors are the switching networks that 
determine when the bottom core NMOS transistors link a particular output to ground.  The 
additional NMOS transistor on the outside of the switching networks is called a draining MOSFET.  
In past research and computer simulations, it was determined that, if the inputs changed too 
abruptly, an electrical charge would become trapped at the gate of the bottom core NMOS 
transistor.  This would cause the circuit to malfunction, resulting in erroneous voltage and current 
outputs.  These draining MOSFETs operate with a phase shifted version of the power clock, called 
PCn.  It has all of the same timing and magnitude properties as PC, but it is shifted 180°.  Using 
this as a basis for IDPAL circuits, the AND/NAND gate can be presented.   This is illustrated in 




Figure 16: IDPAL AND/NAND Logic Gate – Schematic 
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 This is similar to the buffer/inverter gate found in Figure 14.  The difference is in the 
NMOS transistors that make up the switching networks.  The switching network, utilizing the true 
inputs, is the NMOS AND configuration as presented previously.  The other switching network, 
using complementary inputs and Equation 3, is the NMOS OR configuration.  This, as previously 
shown, as derived using some Boolean algebra and DeMorgan’s theorem.  The substrate 
connections for the NMOS and PMOS transistors are all identical to that of the 2N2P model.  In 










Figure 18: IDPAL AND/NAND Gate – Output Voltage Waveform 
 
 
 What is important to note is the power clock, which is identical to the one used in the 2N2P 
simulation.  By slowly charging and discharging the circuit, the charge can be drawn off 
adiabatically.  Paired with the draining NMOS transistors, the performance of the circuit will not 
be affected by the trapped charge issue.  The other important feature of the input changes are when 
they occur. Inputs A and B only change values when the PC signal is 0.0V.  This is to ensure the 
inputs have completely stabilized before the power clock begins to energize the circuit.  With this 






Figure 19: IDPAL AND/NAND Gate – Current Draw Waveform 
 
 
II.5 SIDE-CHANNEL ATTACK TECHNIQUES 
 
 With the desire to increase a digital system’s tolerance to intrusion attempts, it is important 
to consider what methods might be used against it.  The general form of these attacks that will be 
considered are called side-channel or “side-band” attacks [1].  These attacks are designed in a 
straightforward manner, and they are quite effective against digital systems.  In order to carry out 
an attack against a system, there must be a source of leaked information.  Depending on the attack 
used, this information can take a variety of forms.  The method that will be considered is called 
power analysis.  This type of attacks uses leaked voltage and current information to infer the state 
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of a digital system.  In order to gain insight on how these attacks are structured and carried out, 
one such attack will be covered. 
 A report was published by a company called Cryptography Research, Inc. called 
“Differential Power Analysis”.  The purpose of their report was to implement power analysis 
attacks against an encryption scheme called Data Encryption Standard (DES).  While DES and its 
components will not be covered in detail here, it can be summarized as a 16-round implementation 
of the Feistel Cipher.  In order to determine information about this scheme, two power analysis 
techniques are used: simple power analysis (SPA) and differential power analysis (DPA).  In both 
the SPA and DPA attacks, the digital system’s current draw is observed while the encryption 
process is taking place.  With knowledge of the encryption process and the system’s current draw, 
it is possible to infer information about the present state of the encryption process.  This is used to 
determine which specific operations are performed in each round and which are not.  Having the 
insight on which the current draw waveform for each particular operation, the encryption key can 
be inferred from the current draw [5]. 
 If this attack were to be carried out in reality, a combination of both hardware and software 
would be used.  In order to do this, a resistor of low value (usually between 1-100Ω) is spliced into 
a series connection between the input voltage source and the target digital system.  This resistor 
will show variances in the digital system’s current draw as the system performs it functions.  Each 
function will demand a specific amount of current, which is pulled from the input source.  This 
current will pass through the spliced resistor.  In order to observe this current draw, an oscilloscope 
is attached to the broken section of the circuit to close the loop.  Figure 20 serves as an illustration 





Figure 20: Current Draw Measurement in Hardware  
  
 While Cryptography Research, Inc.’s report was based on an actual encryption scheme, it 
is possible to implement these attacks on a variety of digital systems.  The purpose of these side-
channel attacks is to determine secret characteristics or inputs to the digital system.  In the case of 
the DES encryption scheme that was analyzed, the encryption key was the target of the side-
channel attack.  This does not imply that the attack is limited to this target, as the leaked 
information might be used to determine additional information based on the targeted system.  This 
might include additional encryption keys, plaintexts, or basic digital inputs. 
 The success rate of these attacks is dependent on numerous factors, such as the quality of 
the hardware and/or software used in the side-channel attack.  If the oscilloscope in the 
Cryptography Research, Inc. report did not have a high enough level of precision to discern 
between two functions, it would more difficult to determine the encryption key.   Thus, while 
side-channel attacks are designed to be quite powerful against digital systems, the intruder is 
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limited by numerous factors, including his knowledge of the targeted system and the financial 
investment into cracking the system. 
 
II.6 ENCRYPTION SCHEMES 
 
 In order to gain insight on how these technologies might be helpful, it is important to 
consider a useful method of protecting digital information: encryption schemes.  There are many 
encryption techniques in existence, but they are implemented with the same fundamental digital 
logic components.  A few examples will be considered.  The first is found in the RC4 encryption 
scheme.  Created by Ronald Rivest in 1987, this encryption scheme is used in wireless encryption 
protocols such as WEP and WPA [15].  In the first half of the encryption process (called the key-
scheduling algorithm), modulo-256 adders are implemented.  Because adders come in many 
configurations, it would be possible to implement Kogge-Stone adders (as highlighted in Chapter 
4).  The second half of the encryption process (called the pseudo-random generator algorithm) 
requires XOR gates and additional adders [16].  
 The second example comes from the advanced encryption scheme (AES).  Based on the 
Rjindael algorithm, AES is a block cipher that serves as today’s standard in encryption.  There are 
four fundamental functions that are repeatedly called during the encryption process [17].  In the 
first function (called AddRoundKey), a straightforward element-wise XOR between the input and 
key blocks takes place.  The fourth function (called Mix Columns) works as a matrix multiplication 
between the current block and a fixed polynomial block.  This can be defined with a network of 
digital logic gates [18]. 
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 With both the RC4 and AES encryption schemes, it is possible to implement the side-
channel attacks previously discussed.  This is because a hardware implementation of these 
encryption schemes would require fundamental logic gates and basic components, both of which 





PROOF OF CONCEPT AND/NAND GATE 
 
 In the previous chapter, the background information for this work was presented.  This 
included a review of CMOS technology, the presentation of the 2N2P and IDPAL logic families, 
a detailed overview of side-channel attacks, and two encryption schemes that this might benefit 
from these technologies.  In this chapter, the analysis of the AND/NAND gate will be covered. 
 
III.1 CHAPTER OVERVIEW 
 
 This section will serve as an overview for this chapter.  Each of these sections will cover 
different implementations of the AND/NAND gate.  The first section, followed by the appropriate 
subsections, is Section 2, which illustrates the two tests used to evaluate the different AND/NAND 
gate models.  Sections 3 through 5 cover the CMOS, 2N2P, and IDPAL AND/NAND gate models, 
respectively.  Section 6 directly compares the results found in the previous three analysis sections.  
Finally, Section 7 states the conclusions derived from the comparison of the technologies as found 






III.2 SIDE-CHANNEL ATTACK RESISTANCE TESTS 
 
 In order to thoroughly examine these circuits for resistance to side-channel attacks, two 
tests will be utilized.  The first is a simulated side-channel attack using power analysis techniques.  
The second is a modified version of Cutitaru’s energy analysis.  Both tests are explained in detail 
in the following subsections. 
 
III.2.1 CURRENT TRACE ANALYSIS 
 
 In order to verify an implementation’s resistance to side-channel attacks, a MATLAB tool 
was developed.  The tool implements a side-channel attack in the form of a simple current analysis.  
To understand the concept behind both analysis techniques, the equations for electrical power and 
electrical energy are shown below as Equations 4 and 5, respectively. 
 
 𝑃𝑃 = 𝑉𝑉𝑉𝑉 (4) 
 













 This relation between the energy and current can be analyzed in a straightforward manner.  
Further, it is safe to assume knowledge of the source voltage (VDD or PC), as the input current is 
assumed to be known in these simulations.  The energy dissipated must be calculated in this 
manner due to the assumption that all output currents and voltages are obscured completely.  This 
means that the energy dissipated will be computed for the entire digital system.  With adiabatic 
logic, the objective is to reduce this value by recycling unused energy back into the power supply.  
Finally, it is assumed, for these attacks, that the intruder has knowledge on the digital system they 
are attempting to break into.  With this concept shown, the design of the script file can be 
addressed. 
 By importing the current draw data from the spice models, the script file compares the 
current draw waveforms in various situations.  In order to illustrate how this works, a flowchart 





Figure 21: Current Trace Analysis Flowchart 
 
 
 When called, the script file first imports the data that it will be evaluating: the training data 
set and the testing data set.  The training data set is comprised of multiple current trace values.  
They are based on two separate stages for the digital system: charging and steady.  When either 
the system has not been turned on or has no stored charge prior to the data collection, the system 
will be charged.  When the appropriate charge exists in the circuit prior to data collection, the 
system will be steadier.  In order to determine the total number of required training data sets, 




 # 𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖𝑇𝑇𝑖𝑖𝑇𝑇𝑇𝑇 𝐴𝐴𝑇𝑇𝑃𝑃𝑇𝑇 𝑆𝑆𝑆𝑆𝑃𝑃𝑆𝑆 = 2(# 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖𝑛𝑛𝑖𝑖𝑡𝑡𝑡𝑡 𝑏𝑏𝑖𝑖𝑡𝑡𝑏𝑏+1) (7) 
 
 Because the circuit to be analyzed is has two true input bits, a total of 23 or 8 training data 
sets are required to enable the script file to predict input combinations.  All training data sets were 
simulated with the same parameters to directly compare each model.  Each simulation that 
produced the training data was run for 2.0µs: the first microsecond being the charging phase, and 
the second microsecond containing the steady phase.  To process the data, each time and current 
series is split at 1.0µs and labeled for the input combination that produced them. 
 The testing data is then imported into the program.  It is run in integer multiples of 1.0µs 
and split at each multiple.  This is done to make each data series is exactly one microsecond in 
duration.  It is separated by time period (called “pulses” in the script file), starting with the first 
pulse and up to the final pulse.  In the simulations here, a maximum of four pulses were used.  
From here, the testing data is processed, which also reevaluates the training data to ensure all of 
the arrays holding the data sets are of the same length.  If not, the data sets are linearly interpolated 
up to the size of the largest data set.  Once this step has concluded, the training and testing data is 
fully processed and ready to be evaluated. 
 The next step in the procedure is to evaluate each testing period against all training data 
sets.  With all of the training and testing arrays being the same length, a direct comparison is found 
by taking the absolute difference between each data point.  The absolute difference is taken to 
avoid two errors, one positive and one negative, cancelling each other out.  By doing this, these 
error values are stored in an array that is the same size as the training and testing data arrays.  This 
comparison is performed for each possible input combination and state (charging or steady), and 
the process is repeated for each testing period.  To further analyze the data, both the current and 
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time arrays are broken down and measured in this manner.  All of the current and time error arrays 
are then individually averaged in order to determine which has the lowest average absolute error.  
The two lowest values are selected in both current and time arrays.  Based on which input 
combination produced the training set that was selected by this process, a collection of variables 
is used to store each input combination’s “votes”.  These votes are assigned in the following 
manner: 51 for being selected in the current trace, and 50 for being selected in the timing trace.  
This dual approach allows for the current trace to be used as designed, but a timing trace can be 
used as a tiebreaker between options that appear to be equivalent in the absolute average current 
error.  By using both current and timing errors, the proper input combination can be properly 
identified.  The two input combinations with the most votes at the end of this process are selected 
as the guesses for the testing period’s input combination. 
 A straightforward example of this program’s performance will now be shown.  The 
following sequence of inputs will be fed into a 2-input CMOS AND/NAND gate: 00, 01, 00, 01.  
As stated in the program description, each input will follow the period of 1.0µs.  This means that 
each pulse lasts for that time duration.  Each pulse is analyzed by each data point until an array of 
error values exists.  As a result of this analysis, Figures 22 through 25 are derived from the resulting 


















Figure 25: Current Trace Analysis Example – Pulse 4 Results 
 
 
 As stated previously, each input combination has two different stages: a charge state and a 
steady state.  Each of these states are compared to each input pulse, which, as stated before, is the 
testing data broken into 1µs intervals.  This is why there are two tests for each input combination.  
It is important to note that, since these are all separate training data sets, the program could identify 
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the current of the same input combination twice.  This is a unique property that was discovered in 
the CMOS traces, as it happened on a fairly regular basis.  Each of the numerical values are the 
absolute average in the error trace.  These are the values that are directly compared in order to 
select the input combination.  The two lowest values are listed by the MATLAB program as 
candidates for the input combination. 
 The results of this analysis will be discussed, starting with the first pulse.  The absolute 
average error values found in Pulse 1 strongly indicate the input combination to be ‘00’ as the first 
two choices.  The options after that are much closer in comparison, being separated by roughly 2-
3 pA each.  While this is true, there is one characteristic of the digital system being measured: the 
circuit itself has no pre-stored charge in it.  Thus, the first small duration of time (usually in the 
pico- to nanosecond range) is used to energize the system.  This takes place for all training data 
samples as well as the testing data sets.  As a result, the first pulse should be predicted correctly 
on a fairly accurate basis.  This is not to say it will always predict the input combination correctly, 
as all programs have their limitations. 
 The remainder of the pulses, in terms of the absolute average error traces, are much closer 
in value to each other.  All of their differences are within a few picoamps of each other, which 
makes it more difficult to determine whether a particular input combination is the correct choice.  
This, in addition, places a limitation on the hardware and software used in a side-channel attack 
implementation.  In a real world application, the level of precision that some oscilloscope might 
have would not be able to discern between each of the error traces, making the guesses completely 
ambiguous.  To illustrate how the program lists the selected choices, Figure 26 shows both the 





Figure 26: Current Trace Analysis Input Selection Example 
 
 
III.2.2 Energy Analysis 
 
 The energy analysis performed in Dr. Cutitaru’s dissertation will be recalled and 
implemented as a secondary test for showing a technology’s resilience to side-channel attacks.  
There are four basic metrics that are computed initially: the minimum, the maximum, and the 
mean, and the standard deviation.  From here, two additional statistics are computed to illustrate a 
system’s side-channel attack resiliency: the normalized standard deviation (NSD) and the 
normalized energy deviation (NED).  Also known as the coefficient of variance (CV), the NSD is 




 𝐴𝐴𝑆𝑆𝐴𝐴(%) = 𝜎𝜎
𝜇𝜇
∙ 100% (8) 
 
 As it can be seen, the standard deviation of the provided data set, σ, is divided by the data 
set’s mean value, µ.  Multiplication by 100 produces a percentage.  In terms of a system’s 
resistance to side-channel attacks, this statistic should be minimized.  If the standard deviation 
becomes significantly smaller than the average, the data set’s variability decreases, making it more 
difficult to detect changes in the digital system’s state.  Otherwise, the variability will increase, 
making any state changes easier to detect [22].  The other statistic to be computed is the NED, 
which is found with Equation 9. 
 
 
𝐴𝐴𝐸𝐸𝐴𝐴(%) = 𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚 − 𝐸𝐸𝑚𝑚𝑖𝑖𝑛𝑛
𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚
∙ 100% (9) 
 
 The NED detects the range of energy consumption values and scales it according to the 
maximum energy consumption value.  This is then multiplied by 100 to produce a percentage.  As 
with the NSD, if the NED is minimized, the range of energy consumption values will become 
closer to each other.  As with the NSD, this makes it more difficult to detect input combination 
changes and the state of the digital system [13, p.63].  In minimizing the NSD and NED, the 
intruder must utilize higher levels of precision, which may increase the time and financial 
investment in breaking the digital system.  By directly inspecting these statistics in the energy 
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analysis, each technology will be evaluated and compared to each other to determine which may 
be better at resisting side-channel attacks. 
 
III.3 CMOS AND/NAND GATE ANALYSIS 
 
 In order to properly determine each model’s resistance to side-channel attacks, the 
following experimental setup will be used.  This chapter serves as a small scale experiment (single 
logic gates).  Each model will be tested using the two methods listed in the previous subsections.  
In this, and the following two, sections, these will be shown as 1) the current trace analysis, and 
2) the energy analysis.  In order for a model to show a stronger resistance to side-channel attacks 
with the first technique, the error value must increase.  In the second testing method, the two 
desired statistics (NSD and NED) must be minimized, as they are directly related to the current 
draw.  Minimizing these values will, theoretically, reduce the quality of leaked information, 
resulting in a higher error rate for side-channel attacks.  In order to gather the appropriate data 
from LTspice®, the voltage and current of the power supply (VDD for CMOS, PC for 2N2P and 
IDPAL) must be exported.   
 With the application of the two tests against CMOS, the input combination sequence is as 
follows: 00, 01, 10, 11.  This input combination sequence produced the waveform found in Figure 
7 in Chapter 2.  This waveform is vital in determining what behavior is taking place in the circuit.  
This, again, assumes the power supply is the only source of leaked information in the digital system 
being broken into.  In order to determine how resistant the circuit is against side-channel attacks, 
the simple current analysis and energy analysis tests were applied in an exhaustive manner.  This 
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was done to clearly show the behavior of the technology, which is being used as a reference point 
for the adiabatic technologies.  As previously stated, the necessary training and testing data sets 
were prepared and imported into the MATLAB script.  The results of the simple current analysis 
can be found in Table 9, as it is directly compared to the adiabatic technologies.  For now, the 
percentages of accurate predictions (one guess and two guess) were 75.00% and 90.625%, 
respectively.  These values serve as the benchmark for the adiabatic technologies, with lower 
prediction rates being desirable.   In regards to the energy analysis, the same input combination 
sequence was used, and the energy statistics were computed in a straightforward manner.  Table 2 
contains the information from the energy analysis. 
 
 
Table 2: CMOS AND/NAND Gate – Energy Analysis 
Statistic Min (J) Max (J) Mean (J) Std Dev (J) NED (%) NSD (%) 
Value -6.47E-11 9.41E-10 1.55E-10 2.79E-10 4.28E-04 7.18E-04 
 
 
 These values, once again, will serve as the benchmark values for the adiabatic technologies.  
A direct comparison between these values and the ones found in the adiabatic technologies can be 





III.4 2N2P AND/NAND GATE ANALYSIS 
 
 Unlike the CMOS AND gate, there is a more consistent current draw present in this 
simulation.  In order to determine how much information is leaking from this implementation, the 
exhaustive current trace and energy analysis was performed on this AND/NAND gate 
implementation using the current draw waveform in Figure 14.  Starting with the current trace 
analysis, the following information was derived from it: the program would correctly guess the 
input combination (one guess, two guess) at a rate of 56.250% and 78.125%, respectively.  Table 
3 illustrates the 2N2P AND/NAND gate’s performance as measured by the energy analysis. 
 
 
Table 3: 2N2P AND/NAND Gate – Energy Analysis 
Statistic Min (J) Max (J) Mean (J) Std Dev (J) NED (%) NSD (%) 
Value -4.73E-11 4.93E-11 9.17E-13 1.65E-11 7.84E-04 7.20E-04 
 
 
 While the discussion of how both test results is reserved for an upcoming section, one thing 
that would be important would be a direct comparison of the currents themselves.  In Figure 27 





Figure 27: Current Waveforms – 2N2P vs. CMOS 
 
 
 This is done to illustrate the energy analysis results.  By visual inspection, it is easy to see 
that the 2N2P current waveform is significantly lower in magnitude than the CMOS model.  
Because, as seen in Equation 6, the current plays a prominent role in the energy consumption and 
the input voltages are similar, it would be fair to assume that the 2N2P model will consume less 
energy than the CMOS model.  This also has a smaller standard deviation, providing an upgrade 
to side-channel attack resistance over CMOS.  Again, these points will be further explored in 





III.5 IDPAL AND/NAND GATE ANALYSIS 
 
 The current draw, much like the 2N2P model, appears to be more constant than the CMOS.  
If clocked properly, there are no spikes or drastic differences in the magnitude of the current draw 
waveform.  In order to determine this implementation’s resistance to side-channel attacks, the 
current trace analysis and the energy analysis were applied to the current draw waveform found in 
Figure 19.  The results of the current trace analysis were quite promising.  The script properly 
detected the correct input combination (one guess, two guess) at rates of 21.875% and 50.000%, 
respectively.  This is significantly better than that of the CMOS model, which was predicting the 
correct input combinations at much higher rates.  As for the energy analysis results, the results 
supplemented the theory that IDPAL provides a resistance to side-channel attacks.  The resulting 
energy statistics for the IDPAL AND/NAND gate can be found in Table 4. 
 
 
Table 4: IDPAL AND/NAND Gate – Energy Analysis 
Statistic Min (J) Max (J) Mean (J) Std Dev (J) NED (%) NSD (%) 





 As with the 2N2P model, it is possible to directly infer information from the current draw 
waveforms themselves.  In Figure 28 shows the direct comparison between the CMOS and IDPAL 




Figure 28: Current Draw Waveforms – CMOS vs. IDPAL 
 
 
 While the IDPAL current draw shows that unused energy is being fed back into the power 
supply (shown as negative current values), the magnitude of the current draw is directly 
comparable to that of the CMOS current draw waveform.  This does not agree with previous 
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research.  There is one key characteristic that IDPAL appears to deal with better than CMOS.  
Upon inspecting Figure 28, the current draw in the CMOS model shows significant spikes when 
the output has to be charged.  This is not the case in the IDPAL model, as the current drawn during 
each clock cycle is very close in magnitude to each other.  A full breakdown of each model’s 
current trace and energy analysis results can be found in the next section. 
 
III.6 COMPARISON OF AND/NAND GATE MODELS 
 
 As seen in the previous sections, there were two major tests used to determine the strength 
of cybersecurity in each design: 1) the current trace analysis, and 2) the energy analysis.  The first 
to be addressed will be the current trace analysis.  This was performed in an exhaustive manner, 
containing four main trials, one for each possible input combination in the circuit.  Tables 5–8 




Table 5: Current Trace Analysis – Trial 1 
Trial 1 (00) 
Inputs CMOS 2N2P IDPAL 
00 Yes Yes Yes 
01 Yes Yes No 
00 2nd Choice No 2nd Choice 
10 Yes No 2nd Choice 
10 Yes Yes 2nd Choice 
00 Yes Yes 2nd Choice 
11 Yes No No 
00 No Yes Yes 
 
 
Table 6: Current Trace Analysis – Trial 2 
Trial 2 (01) 
Inputs CMOS 2N2P IDPAL 
01 Yes 2nd Choice No 
00 No No Yes 
01 2nd Choice Yes No 
10 2nd Choice Yes 2nd Choice 
10 Yes Yes Yes 
01 No Yes No 
11 Yes No No 





Table 7: Current Trace Analysis – Trial 3 
Trial 3 (10) 
Inputs CMOS 2N2P IDPAL 
10 Yes Yes 2nd Choice 
00 Yes Yes 2nd Choice 
10 No No Yes 
01 Yes Yes No 
01 Yes 2nd Choice No 
10 Yes Yes 2nd Choice 
11 Yes 2nd Choice No 
10 Yes Yes 2nd Choice 
 
 
Table 8: Current Trace Analysis – Trial 4 
Trial 4 (11) 
Inputs CMOS 2N2P IDPAL 
11 Yes 2nd Choice No 
00 No Yes Yes 
11 Yes No No 
01 Yes Yes No 
01 Yes 2nd Choice No 
11 Yes 2nd Choice No 
10 Yes Yes Yes 




 The options in each of the tables are listed as “Yes”, “2nd Choice”, and “No”.  If the 
program detects the correct input combination on the first attempt, “Yes” is selected.  If the second 
attempt produces the proper input combination, “2nd Choice” is chosen.  If both of the options are 
incorrect, the program returns “No”.  What is important with this analysis is that the input 
combinations proceed through every possible transition available.  As an example, assume the 
input combination is ‘00’.  From this set of inputs, it can go to one of four input combinations: 
‘00’, ‘01’, ‘10’, and ‘11’.  This follows for each input combination, meaning there is a minimum 
of sixteen possible transitions in a 2-input AND/NAND gate.  By using four tests with one primary 
input combination, all of the necessary transitions could be observed.  As a result of this analysis, 
Table 5 shows the performance of each design in the current analysis trace. 
 
 
Table 9: AND/NAND Gate – Current Trace Analysis Results 
Implementation One Guess Two Guesses Error 
CMOS 75.000% 90.625% 9.375% 
2N2P 56.250% 78.125% 21.875% 
IDPAL 21.875% 50.000% 50.000% 
 
 
 Recall that the MATLAB current trace program output the two most likely candidates for 
the input combination.  In most cases, the difference between options were as little as 10-13, which 
make the level of precision for this test quite high.  If both input combination candidates were 
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incorrect, the tracing test failed, and the appropriate entry is listed under the “Error” column.  With 
this in mind, the table can be reviewed.  The CMOS implementation forms the baseline for this 
analysis.  Its inputs were determined within two guesses roughly 90% of the time.  The 2N2P 
implementation improved upon that number, with its inputs being determined about 78% of the 
time.  Finally, the IDPAL implementation saw a significant decrease in its traceability.  With two 
guesses, its inputs were being correctly being determined at a rate of 50%.  As a result of this 
analysis, the following order of security, from most secure to least, can be derived from these 
results: IDPAL, 2N2P, and CMOS. 
 The other test for each implementation was an energy analysis.  The analysis assumes the 
simulation time of all designs are equal.  If this was not the case, the power would be calculated, 
as it can be related to both energy and time as shown previously.  Table 6 shows the energy values 
computed, followed by a discussion on the analysis itself. 
 
Table 10: AND/NAND Gate – Energy Analysis Results 
Implementation CMOS 2N2P IDPAL 
Min (J) -6.47E-11 -4.73E-11 -5.97E-11 
Max (J) 9.41E-10 4.93E-11 7.63E-10 
Mean (J) 1.55E-10 9.17E-13 1.89E-10 
Std Dev (J) 2.79E-10 1.65E-11 2.05E-10 
NED (%) 4.28E-04 7.84E-04 4.31E-04 




 In this analysis, the primary statistics that illustrate each implementation’s performance are 
the NED and the NSD.  As stated in a previous section, the number of data points is non-uniform 
in each simulation.  The NED and NSD show variance and deviance in the energy consumed, 
which Cutitaru suggested shows the resilience to power analysis attacks. 
 In terms of energy savings, 2N2P is the best implementation.  By following the mean 
energy consumed, it saves a significant amount as compared to CMOS.  IDPAL, in its current 
form, consumes slightly more energy than CMOS (following the average energy).  This is believed 
to be directly attributed to the modifications made to the design (addition of draining MOSFETs), 
but a thorough reanalysis will take place to determine the true cause.  The energy consumption, 
while important to consider, is not the focal point of this research. 
 
III.7 AND/NAND GATE CONCLUSIONS 
 
 As seen in the previous section, there were two tests to compare the performance of each 
implementation.  With the current trace analysis, the IDPAL implementation had the highest error 
rate, signifying a more significant resistance to side-channel attacks.  This was followed by 2N2P 
and CMOS, respectively.  The other test was an energy analysis.  In this analysis, IDPAL produced 
one of the two desired values.  As a result of this small scale analysis, it would be fair to assume 
that IDPAL, overall, provides a resistance to side-channel attacks. 
 The previous conclusion is made knowing that this is a small scale experiment (one logic 
gate).  This conclusion will look for confirmation with the analysis of a larger system (the Kogge-




DESIGN OF 4-BIT KOGGE-STONE ADDER 
 
 In the previous chapter, three separate implementations of the AND/NAND gate were 
analyzed to observe each model’s resistance to side-channel attacks.  This served as a small scale 
experiment.  In this chapter, a larger scale experiment will be used to confirm the previous findings.  
This chapter uses 4-bit Kogge-Stone adders as the larger scale mode for analysis. 
 
IV.1 CHAPTER OVERVIEW 
 
 This section serves as an overview for the chapter.  To begin, Section 2 will cover the 
testing metrics used for the Kogge-Stone adder models.  Sections 3 through 5 cover the CMOS, 
2N2P, and IDPAL 4-bit Kogge-Stone adder models, respectively.  In Section 6, each model is 
compared and related to the results found in the previous chapter to ensure continuity.  Section 7 
presents the conclusions derived from Section 6. 
 
IV.2 POWER/ENERGY ANALYSIS TEST 
 
 In order to ensure the results in Chapter 3 were not erroneous, it is important to hold tests 
for the digital systems in this chapter.  The energy analysis will be used again in this chapter, 
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measuring the following statistics: minimum, maximum, mean, standard deviation, NSD, and 
NED.  There is one drawback to this analysis, however.  The simulation times of the CMOS, 2N2P, 
and IDPAL circuits are not equivalent.  Because of this, the energy consumption is not directly 
comparable.  To correct this, the power consumption and its statistics will be computed.  This 
removes time from the equation, leaving the supply voltage and the system’s current draw as the 
values that determine how one implementation performs against the others. 
 There will be one other difference in this chapter’s analysis techniques.  Unlike Chapter 
3’s experimental setup, only the power and energy analysis will be performed.  As stated in the 
second chapter, scaling up the MATLAB simulation presents a challenge, as it would require a 
large number of training data sets.  Recall Equation 7: 
 
 # 𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖𝑇𝑇𝑖𝑖𝑇𝑇𝑇𝑇 𝐴𝐴𝑇𝑇𝑃𝑃𝑇𝑇 𝑆𝑆𝑆𝑆𝑃𝑃𝑆𝑆 =  2(# 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖𝑛𝑛𝑖𝑖𝑡𝑡𝑡𝑡 𝑏𝑏𝑖𝑖𝑡𝑡𝑏𝑏+1). (7) 
 
 Because there are nine true input bits (4 for input A, 4 for input B, and a carry in), a total 
of 210 or 1,024 training data sets would be required to make this script file work as expected.  This 
does not account for the storage of each training data set as well as adjusting their respective array 
lengths in MATLAB.  In this chapter, the power and energy statistics will be utilized to show some 
characteristics regarding the resistance to side-channel attacks.  According to the results of the 
previous chapter, IDPAL produced one of the two desired statistics while producing the 2nd lowest 
in the other statistic.  Recall Cutitaru’s initial claim with the NSD and NED.  By minimizing these 
statistics, a side-channel attack is more difficult to carry out.  Thus, the model that produces the 
lowest NSD and NED should, in theory, produce the best resistance to side-channel attacks.  Thus, 
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the results of Chapter 3 can be confirmed if the statistical values for the NSD and NED are lowest 
with the IDPAL 4-bit Kogge-Stone adder model. 
 
IV.3 CMOS 4-BIT KOGGE-STONE ADDER ANALYSIS 
 
 Being the fastest known adder variation, the Kogge-Stone adder is a parallel prefix form 
carry look-ahead adder.  They are made up of three groups of blocks.  The first block type creates 
two signals: generate (G) and propagate (P).  The second block type updates these two signals 
based on the previous bit values for them.  The final block type solidifies the signals, allowing 






Figure 29: 4-Bit Kogge-Stone Adder Structure 
 
 
 The red block receives the inputs A and B, and it outputs P, G, C, and S.  The yellow circle 
receives the current inputs (P and G) and the previous bit’s inputs (P and G), and it outputs an 
updated set of signals (P and G).  The green circle simply passed the current P and G signals further 
through the circuit.  While this work only addresses 4-bit Kogge-Stone adders, this concept can be 
scaled to larger adder designs. 
 In order to proceed with this section of the work, a quick summary of the program used to 
generate the Kogge-Stone adder models would be appropriate.   Known as VHSIC (Very High 
Speed Integrated Circuits) Hardware Description Language, VHDL is a program that allows for a 
62 
 
digital system to be described at various levels of abstraction.  In short, the program builds 
descriptions for hardware components in software.  The program can display inputs and outputs 
both numerically (in a table) and graphically (as a waveform chart).  Using advanced VHDL 
commands and programming techniques, it can also produce a netlist of the digital system.  This 
netlist can be imported into LTspice® and simulated similarly to the LTspice® schematics [19]. 
 In this chapter, there will be a couple of differences as to how the Kogge-Stone adders will 
be analyzed as compared to the AND/NAND gate implementations.  As shown in Section 2 of this 
chapter, there will be no current trace analysis.  Additionally, circuit schematics are not available 
for this chapter.  As previously stated, these adder models were created in VHDL by Dr. Lee 
Belfore.  His VHDL code produced a netlist model that LTSpice® can read and simulate.  Because 
it is a netlist model, however, a circuit schematic was not present.  The figure above illustrates the 
overall idea of the 4-bit Kogge-Stone adder, with the foundational components being logic gates. 
 The first of the three configurations to be implemented is CMOS.  With the circuit’s layout 
covered in the previous section, this section will cover the energy analysis of the system.  The 
power supply’s voltage and current draw will be observed in the same manner as the AND/NAND 
gate.  In each of the LTspice® simulations, the simulation time obscures the model’s behavior 
without zooming in.  Further, the simulation time differs in each implementation due to the number 
of input signals required to operate each Kogge-Stone adder.  To begin, Figure 30 shows the 









Figure 31: CMOS Kogge-Stone Adder Current Draw – Zoomed 
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 In order to determine the benchmark for the Kogge-Stone adder models in terms of side-
channel attack resistance, Tables 11 and 12 show the power analysis and energy analysis results. 
 
 
Table 11: CMOS Kogge-Stone Adder Power Analysis 
Statistic Min (W) Max (W) Mean (W) Std Dev (W) NED (%) NSD (%) 
Value -1.18E-04 6.50E-03 7.45E-04 1.19E-03 1.02E+02 1.59E+02 
 
 
Table 12: CMOS Kogge-Stone Adder Energy Analysis 
Statistic Min (J) Max (J) Mean (J) Std Dev (J) NED (%) NSD (%) 
Value -7.84E-10 4.32E-08 4.96E-09 7.89E-09 6.77E-04 1.06E-03 
 
 
 The values in both Tables 11 and 12 will serve as the baseline for the comparisons in this 
chapter.  It is important to note that, although the energy values for each implementation are being 






IV.4 2N2P 4-BIT KOGGE-STONE ADDER ANALYSIS 
 
 The second 4-bit Kogge-Stone adder implementation will be performed with the 2N2P 
logic family.  With the adiabatic implementations, there is a need for more than one power clock.  
In particular, the design of the adiabatic Kogge-Stone adder utilizes one power clock for each layer 
of logic.  In this implementation as well as the IDPAL model, there are a total of four power clocks 
utilized.  Some of the data is not clearly visible due to the magnitude of one or more of the power 
clock’s current draws.  Figures 32 and 33 display the 2N2P Kogge-Stone adder’s current draw at 








Figure 33: 2N2P Kogge-Stone Adder Current Draws – Zoomed 
 
 
 As with the CMOS model, the 2N2P Kogge-Stone adder was analyzed with the power and 
energy analysis tests.  Tables 13 and 14 are the results of the respective tests. 
 
 
Table 13: 2N2P Kogge-Stone Adder Power Analysis 
Statistic Min (W) Max (W) Mean (W) Std Dev (W) NED (%) NSD (%) 




Table 14: 2N2P Kogge-Stone Adder Energy Analysis 
Statistic Min (J) Max (J) Mean (J) Std Dev (J) NED (%) NSD (%) 
Value -2.68E-09 2.58E-06 3.30E-08 2.10E-07 3.30E-01 2.11E+00 
 
 
IV.5  IDPAL 4-BIT KOGGE-STONE ADDER ANALYSIS 
 
 The final implementation for the 4-bit Kogge-Stone adder will be done with the IDPAL 
logic family.  In order to verify the results of the previous chapter, this model should show a similar 
value in standard deviation.  It should also be clear that it has the lowest NSD and NED values.  
To begin analyzing this model, Figures 34 and 35 illustrate the current draw waveforms at normal 
and zoomed in perspectives, respectively.  Tables 15 and 16 follow with the respective power and 









Figure 35: IDPAL Kogge-Stone Adder Current Draws – Zoomed 
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Table 15: IDPAL Kogge-Stone Adder Power Analysis 
Statistic Min (W) Max (W) Mean (W) Std Dev (W) NED (%) NSD (%) 
Value 2.65E-05 3.84E-03 9.97E-04 6.53E-04 9.93E+01 6.55E+01 
 
 
Table 16: IDPAL Kogge-Stone Adder Energy Analysis 
Statistic Min (J) Max (J) Mean (J) Std Dev (J) NED (%) NSD (%) 
Value 1.75E-07 2.55E-05 6.63E-06 4.34E-06 6.60E-01 4.35E-01 
 
 
IV.6 COMPARISON OF 4-BIT KOGGE-STONE ADDER MODELS 
 
 In order to properly interpret the results found in this chapter, the expectations should be 
known prior to this chapter’s comparison of results.  In the previous chapter, it was concluded that 
the IDPAL model provided the most significant resistance to side-channel attacks, with both the 
current trace analysis and energy analysis reflecting that result.  In the energy analysis, the IDPAL 
model provided the lowest value in one of the desired statistics (being NSD and NED).  Therefore, 
the IDPAL would confirm the previous chapter’s results if it can produce at least one of the two 
lowest values for those metrics.  If the IDPAL model produces both of the lowest values, this 
would further exaggerate that the IDPAL model is more resilient against side-channel attacks.  
With that in mind, Table 17 illustrates each model’s performance when compared to each other. 
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Table 17: Kogge-Stone Adder Power Analysis Results 
Implementation CMOS 2N2P IDPAL 
Min (W) -1.18E-04 -8.13E-07 2.65E-05 
Max (W) 6.50E-03 7.83E-04 3.84E-03 
Mean (W) 7.45E-04 9.99E-06 9.97E-04 
Std Dev (W) 1.19E-03 6.38E-05 6.53E-04 
NED (%) 1.02E+02 1.00E+02 9.93E+01 
NSD (%) 1.59E+02 6.39E+02 6.55E+01 
 
 
 Finally, for the sake of completion and comparing all of the collected data, Table 18 shows 
the energy analysis results for all Kogge-Stone adder implementations. 
 
Table 18: Kogge-Stone Adder Energy Analysis Results 
Implementation CMOS 2N2P IDPAL 
Min (J) -7.84E-10 -2.68E-09 1.75E-07 
Max (J) 4.32E-08 2.58E-06 2.55E-05 
Mean (J) 4.96E-09 3.30E-08 6.63E-06 
Std Dev (J) 7.89E-09 2.10E-07 4.34E-06 
NED (%) 6.77E-04 3.30E-01 6.60E-01 
NSD (%) 1.06E-03 2.11E+00 4.35E-01 
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 Once again, it is important to note that, for the energy analysis, the simulation times were 
all different (6.65µs for CMOS, 3.3ms for 2N2P, and 6.6ms for IDPAL).  Thus, Table 18 is merely 
shown for the sake of completion.  Recall that each of the simulation times for each model in 
Chapter 3 were all run for the same amount of time.  Because power can be calculated without 
directly utilizing time, this will more accurately illustrate the performance of one Kogge-Stone 
adder model against another. 
 By inspection of Table 17, it can be seen that IDPAL produced the lowest values in both 
the NSD and NED.  As stated previously, only one of the two values was lowest with IDPAL in 
the small scale experiment.  This means that the results derived from analyzing the AND/NAND 
gate is confirmed, as IDPAL seems to display a significant resistance to side-channel attacks.  As 
with the small scale experiments, the average power consumption is larger than expected, but this 
will be rectified in the future.  It is also important to note that the 2N2P and IDPAL models 
incorporate a total of four power clocks in order to operate.  All four of these power clocks are 
factored into the power and energy analysis calculations, while the CMOS model only has one 
voltage supply that is factored in.  At this time, it is unclear how significant the impact of each 
power clock on both models (2N2P and IDPAL) is. 
 
IV.7 4-BIT KOGGE-STONE ADDER CONCLUSIONS 
 
 In this chapter, three 4-bit Kogge-Stone adder models were simulated and run through a 
power and energy analysis.  IDPAL produced the lowest values for the NSD and NED, which were 
the desired statistics.  Because of this, the results of the small scale experiment (single 
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AND/NAND gate) were confirmed; IDPAL seems to provide a more significant resistance to side-






 IDPAL has shown promise in proving a resistance to side-channel attacks.  In light of this, 
there are a variety of possible future research possibilities for this technology.  The first is in the 
technique used to collect current draw information to predict logic gate inputs.  It is entirely 
possible that this technique could be used in larger designs, such as the Kogge-Stone adders used 
in this work.  The second is in the energy consumption of IDPAL.  In the future, the design might 
be further developed to save energy.  The third and fourth relate to the scale of implementation 
(i.e., encryption scheme) and the cryptographic attack (i.e., differential power analysis).  The fifth 
and final is in the adiabatic logic families used as comparison.  By comparing IDPAL to more 
logic families, it would further show IDPAL’s performance against other logic families. 
 Utilizing the current draw of a digital system to determine the input values is a primary 
contribution for this work.  In the future, this will be researched at a deeper level to determine if 
this scales to larger designs, such as the Kogge-Stone adders used in this work.  Assuming it does 
scale appropriately, the next step would be to increase the scale of the circuit observed in order to 
determine if this technique can be utilized at larger scales. 
 The research and development of IDPAL was one of the focal points of this work.  In 
performing the current trace and energy analyses, it became apparent that this logic family may 
not be fully optimized in terms of energy consumed.  Further, the energy consumption of IDPAL 
does not agree with previous work.  The following comments were made throughout those 
chapters: the IDPAL model had seen structural changes between previous work and this work, the 
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power/energy consumption of the IDPAL model did not match previous work, and the number of 
power supplies required to power the Kogge-Stone adder models are not identical.  These are all 
things that are to be explored in depth in the near future.   
 In addition, there were other concepts and testing methods that were discussed.  One of the 
initial hopes would have been to design a digital encryption scheme for each technology covered 
in this work.  If that could have been achieved, an intrusion attempt of higher complexity, most 
likely being a differential power analysis (DPA) attack, would have been designed and 
implemented against the encryption scheme implementations.  That would have been the ultimate 
test for each technology, as it would more accurately emulate a real world application. 
 Although the number of files required to perform each simulation and analysis in this work 
was not excessive, their quality is something that should be preserved and built upon.  If there was 
more time, a full-scale current trace analysis would have been present.  This would have allowed 
simulations, regardless of their size, to be fully analyzed with MATLAB.  Alternatively, more 
exhaustive energy calculations and analyses would have been explored. 
 On a larger scale, adiabatic logic circuits might be further explored for their application in 
secure computing.  The analyses performed in this work has shown that there is plausibility to this 
claim, as both 2N2P and IDPAL performed well against today’s standard technology.  There are 







 This work has laid out a great deal of information about the performance of all three logic 
families.  The first technical chapter illustrated their performance in direct comparison to each 
other.  In that chapter, a proof of concept AND/NAND gate was built using CMOS, 2N2P, and 
IDPAL.  By utilizing the designed MATLAB tool, two tests were implemented: a simulated side-
channel attack and an energy analysis.  In the side-channel attack, the higher error meant a higher 
resistance to the attack.  IDPAL produced the largest error at 50.000%, which was significantly 
better than CMOS and 2N2P.  In the energy analysis, the NSD and NED were the two directly 
observed statistics.  The lower these values, the harder it would be to carry out a successful side-
channel attack.  IDPAL produced one of these two values in this small scale experiment.  The 
initial conclusion from this is that IDPAL provides a meaningful resistance to side-channel attacks. 
 The final chapter with circuit implementations covered the design and operation of 4-bit 
Kogge-Stone adders.  This served as the larger scale experiment.  The energy analysis from the 
previous chapter was reused and modified to produce power values for each statistic.  Using these 
power values to confirm the previous chapter’s initial conclusion, IDPAL produced both the lowest 
NSD and NED values.  Thus, the results found in this section agree with the small scale 
AND/NAND gate experiment.  This means that IDPAL is producing a significant resistance to 
side-channel attacks.  It should be noted that the current draw magnitude for IDPAL does not 
match expected values, but this will be revisited in the near future. 
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 As seen in the work, each logic family can be utilized in secure computing applications, all 
with varying degrees of success.  IDPAL shows the most promise, as each experiment showed the 
improvement in side-channel attack resistance.  Because IDPAL is still being actively researched 
and developed, this is a good sign for this technology.  While this is the case for IDPAL, the other 
technologies covered in this work are not bad alternatives.  2N2P also improved upon the values 
that CMOS produced.  Further, it was shown to save a significant amount of energy over CMOS, 
which is desirable in specific applications.  It saved more energy than IDPAL as well, but that, 
again, will be revisited in the near future.  Ultimately, it would depend on the specific application.  
If low energy consumption is the primary focus, 2N2P would be a good choice at this time.  If 
protecting against side-channel attacks and reducing leaked information is the primary goal of the 
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