Abstract: Lotka-Volterra systems appear in population biology, plasma physics, laser physics and derivation theory, among many others. We determine the rings of constants of four-variable Lotka-Volterra derivations with four parameters
Introduction
Lotka-Volterra systems have a variety of applications in such branches of science as population biology, laser physics and plasma physics (for more details we refer the reader for example to [1] [2] [3] and their references). Moreover, they play a significant role in derivation theory. , where the polynomials are of degree 1 for = 1 . Examples of such derivations are Lotka-Volterra derivations. The way how to associate the factorizable derivation with a given derivation is presented in [10] . The construction helps to establish new facts on constants of the initial derivation (see, for instance, [8] ). We thus have a special interest in describing constants of factorizable derivations. The Lotka-Volterra systems with the parameters C = 1, = 1 , are called the Volterra systems and were investigated for example in [2, 4, 11] .
Notice that there is no general procedure for determining the ring of constants of a derivation : [X ] → [X ], nor even deciding whether it is finitely generated (it may not be finitely generated for ≥ 4, see [5] ). Even for a given specific derivation the problem may be difficult, see for instance various counterexamples to Hilbert's fourteenth problem (for example [5] ) and the three-variable Lotka-Volterra derivation (for example [6] ). Such problems are linked to the invariant theory, namely, for every connected algebraic group G ⊆ Gl ( ) there exists a derivation such that [X ] G = [X ] (see, for instance, [7] ).
Section 3 provides properties of Lotka-Volterra derivations for variables. Section 4 contains properties specific for four variables. In Section 5 we prove Theorem 5.1. It gives a full description of the rings of polynomial constants of the derivations : [ for arbitrary parameters C ∈ . It is the main result of the paper.
Notation and preliminaries
Throughout this paper is a field of characteristic zero. If R is a commutative -algebra, then a -linear map : R → R is called a derivation of R if ( ) = ( ) + ( ) for all ∈ R. We call R = ker the ring of constants of the derivation . Then ⊆ R and a nontrivial constant of is an element of the set R \ . If \ is equal to the set of all polynomial first integrals of the corresponding system of ordinary differential equations (see [7] for more details).
Let N N + Q + denote respectively the set of nonnegative integers, the set of positive integers and the set of positive rationals. Since is a field of characteristic zero, we have Q ⊆ . For α = (α for = 1 , and we adhere to the convention that +1 = 1 and 0 = . All our considerations are in the cyclic sense; for example, { + 1} admits also { 1}. We write a minus sign before C just to simplify further computations. Denote by R ( ) the homogeneous component of R of degree . Let R ( ) = R ( ) ∩ R . Since is homogeneous, we have R = ∞ =0 R ( ) and we need only to determine the homogeneous constants. A simple calculation shows Proposition 2.1.
Proposition 2.1 ([9, 4.5]).

If = 4, then R contains a nontrivial monomial constant if and only if at least one of the following two conditions is fulfilled:
We call a polynomial ∈ R strict if it is homogeneous and not divisible by the variables 1 . Every nonzero homogeneous polynomial ∈ R has the unique representation = X α , where X α is a monomial and is strict. A nonzero polynomial is said to be a Darboux polynomial of a derivation δ : R → R if δ( ) = Λ for some Λ ∈ R. We will call Λ a cofactor of . 
Lemma 2.6 ([12, 4.4]).
Let ∈ R
Lemma 2.7 ([12, 4.5]).
Restrictions of -variable polynomials
By the support of α = (α 1 α ) ∈ N we mean the set supp α = { : α = 0}.
Lemma 3.1.
Proof. By symmetry, it suffices to show the assertion for = 1. Write S = [ 
. Therefore,
Applying first ( · ) and then ( · )
A to both sides of the last equation we get 0 = (1 − C 1 ) 1 2 3 . If C 1 = 1, then = 0 and consequently
is a linear combination of monomials X α such that |α| = and supp α ⊆ {1 2 3}. We have
) . The terms of the form −2) and ψ depends on the variables 1 2 3 only. Then
ψ (we allow = 0). Let 1 2 3 be a term of ψ with ∈ \ {0} (we fix one of the terms of ψ that are divisible by 2 ). Then the coefficient of the monomial in the expansion of 1 
Lemma 3.2.
Let ≥ 3 and ≥ 1. If ∈ R ( ) , then
where the latter sum is taken over all |α| = such that # supp α ≥ 3 or # supp α = 2 and these two nonzero exponents are not of consecutive variables (in the cyclic sense), α ∈ for all α. Moreover, if C
Proof. Let ≥ 1 and ∈ R ( ) . By Lemmas 2.6 and 2.4,
for some 1 ∈ and
for some 2 ∈ . Hence 2 = 1 C 1 . A simple induction shows that the coefficient of the monomial in the expansion of is equal to 1 
Note that the coefficients of monomials of the form and
in the expansions of the polynomials 1 (
And clearly these coefficients in the expansions of and
, where the latter sum is taken over all |α| = such that # supp α ≥ 3 or # supp α = 2 and the two nonzero exponents are not of consecutive variables in the cyclic sense. Moreover, ( ) = 0 gives
The derivation is factorizable, hence every term of the polynomial α X α also has either at least three variables, or two nonconsecutive in the cyclic sense. Then the coefficient of 
Restrictions of four-variable polynomials
From now on, we assume = 4. Consider the three sentences:
In case 2 let C 1 = / , where ∈ N + and gcd( ) = 1. In case 3 let C 2 = / , where ∈ N + and gcd( ) = 1. Denote by ¬ the negation of the sentence .
Lemma 4.1.
Proof. By symmetry, it suffices to show that 
Comparison of the coefficients of the monomial 3 in the expansion of = 0. Since 1 3 and 1 + C 1 C 2 3 are algebraically independent, we obtain 1 = 2 = = 0. Thus
Similarly to the above, we obtain 1 = 2 = = 0. Then
Let then C 3 = / , where ∈ N + , gcd( ) = 1 and / = / . By Lemma 3.1,
Analogously to the above considerations (that is, comparisons of the coefficients of the monomial 3 ) we obtain that either 0 = 0 = 0 , or 0 (
. In both cases we get is the monomial of the smallest deg 1 in the expansion of the left-hand side of (2). Thus = . If C 3 C 4 = 0, then we similarly obtain = . Finally, / = / , which is a contradiction. Note that in our case
Suppose that C 2 = 0 or C 4 = 0. Then obviously
, where the latter sum is taken over all |α| = such that # supp α ≥ 3 or # supp α = 2 and the two nonzero exponents are of nonconsecutive variables. Since C 1 C 2 C 3 C 4 = 1, we have = 0. Then the coefficient of the monomial 1 in the expansion of equals 0, and on the other hand, it is equal to 0 . Hence 0 = 0 and {1 2 3} = 1 3 P( 1 2 3 ) for some polynomial P in three variables (with coefficients in ). Therefore
where
, where W is a polynomial in one variable. Then
for some H ∈ R ( −1) . In view of (3) 
Rings of constants of four-variable Lotka-Volterra derivations
In the notation 1 2 3 of Section 4, we have the following main theorem.
Theorem 5.1.
Let R = [ 1 2 3 4 ] and : R → R be a derivation of the form
Then the ring of constants of is always finitely generated over with at most three generators. In each case it is a polynomial ring, more precisely:
Proof. Note that if 2 ∧ 3 , then 1 . This means that we have seven cases to consider, depending on the truth values of the sentences 1 2 3 . In view of Proposition 4.3, the inclusion of the form ⊇ holds in all seven cases. We show the inclusion of the form ⊆ in cases from (i) to (vii). In every case it is obvious for = 0.
Cases (i) and (ii). Let ≥ 1 and ∈ R
. By Lemmas 4.1 and 4.2,
Comparison of the coefficients of 2 in 
where each term of the polynomial η has all four variables in positive powers, that is, η is divisible by 1 2 3 4 .
We show that η is a constant of the derivation . If < 4, then η = 0, since 1 2 3 4 | η. Assume, then, that ≥ 4. Thus η = 0 and = 1 (
]. That completes case (i). In case (ii):
Since C 1 C 2 C 3 C 4 = 1, we have 1 = 0 or = 0. Hence, R = .
Case (iii). Assume that ∈ R ( ) , where ≥ 1. We proceed by induction on . If = 1, then Lemma 3.2 implies = ( Thus deg < , and by the inductive assumption, ∈ [ 2 4 ]. Let α = ( ). Then 
, where ∈ and ∈ R ( −1) . Therefore
for some 2 ∈ R ( −1) . Since 1 , we have 
Analogously to case (iii), we prove that = = 0. 
