An e ective algorithm for extracting M-of-N rules from trained feedforward neural networks is proposed. Two components of the algorithm distinguish our method from previously proposed algorithms which extract symbolic rules from neural networks. First, we train a network where each input of the data can only have one of the two possible values, -1 or 1. Second, we apply the hyperbolic tangent function to each connection from the input layer to the hidden layer of the network. By applying this squashing function, the activation values at the hidden units are e ectively computed as the hyperbolic tangent (or the sigmoid) of the weighted inputs, where the weights have magnitudes that are equal one. By restricting the inputs and the weights to binary values either -1 or 1, the extraction of M-of-N rules from the networks becomes trivial. We demonstrate the e ectiveness of the proposed algorithm on several widely tested datasets. For datasets consisting of thousands of patterns with many attributes, the rules extracted by the algorithm are surprisingly simple and accurate.
There is quite a lot of literature on algorithms that extract rules from trained neural networks available 1]. One of the more recent rule extraction algorithms is NeuroRule 2] . This algorithm extracts symbolic classi cation rules from a pruned network with a single hidden layer in two steps. First, rules that explain the network outputs are generated in terms of the discretized activation values of the hidden units. Second, rules that explain the discretized hidden unit activation values are generated in terms of the network inputs. When these two sets of rules are merged, a DNF representation of the network classi cation is obtained. Under DNF representation, the classi cation concept is expressed as the disjunction of one or more subconcepts.
Another method that extracts DNF rules is the Subset method 3]. It generates rules from a trained network by searching a subset of weights going to a unit that exceeds the bias of that unit. The search is started by having a single connection in the subset. If this connection weight exceeds the unit bias, a rule is generated. Otherwise, the size of the subset is increased by including more network connections.
There are classi cation problems for which DNF representations are not suitable. Among synthetic problems that have often been used to test neural network and decision tree methods are the N-bit parity problems. The smallest of the N-bit parity problems is the 2-bit parity problem or the XOR problem. The rule set extracted by NeuroRule is as follows:
If (input 1 is true) and (input 2 is not true) then odd parity, else if (input 1 is not true) and (input 2 is true) then odd parity, else even parity. This paper presents MofN3, a new method for extracting M-of-N rules from trained neural networks. The topology of the neural networks is the standard three-layered feedforward networks. Units in the input layer are connected only to units in the hidden layer, while units in the hidden layer are also connected to units in the output layer. Given a hidden unit of a trained neural network with N incoming connections, we show how the value of M can be easily computed. In order to facilitate the process of extracting M-of-N rules, we assume that the attributes of the dataset have binary values -1 or 1.
The outline of the paper is as follows. In Section II, we describe our neural network training and pruning algorithm. In Section III, we explain our M-of-N rule extraction algorithm. The idea behind our rule extraction method is presented in detail in this section. In Section IV, we describe how M-of-N rules can be extracted from pruned networks by giving two illustrative examples. The splice junction determination problem 3] is selected for this purpose. It is a nontrivial real-world problem in molecular biology with thousands of samples and a large number of attributes. The rules extracted by the algorithm are surprisingly simple and their accuracy rates are comparable to those of other neural network rule extraction algorithms that have been reported in the literature. We report our experimental results in in Section V and conclude in Section VI.
II. NEURAL NETWORK TRAINING AND PRUNING
We rst de ne our notation:
P is the number of patterns in the training dataset.
N is the number of units in the input layer. It is also the dimensionality of the patterns.
H is the number of units in the hidden layer.
C is the number of units in the output layer. It is also the number of classes in the dataset, except for binary classi cation problem when we set C = 1.
x p is an N-dimensional input pattern, p = 1; 2; : : :; P , its n-th component is denoted by x pn . The target output for x p is a C dimensional vector t p . The target at output unit c is denoted by t pc , c = 1; 2; : : :; C.
The weight of the connection from the n-th input unit to the h-th hidden unit is denoted by w nh , while the weight of the connection from the h-th hidden unit to the c-th output unit is denoted by v hc .
For input pattern x p , pc is the output of the network at output unit c: The function (x) is the sigmoid function (x) = 1=(1 + e ?x ) and h is the bias of hidden unit h.
A crucial factor underlying our rule extraction algorithm is the application of the hyperbolic tangent function tanh(K; x) = (e Kx ? e ?Kx )=(e Kx + e ?Kx ); K > 0
to each connection from an input unit to a hidden unit in (2) . The activation of unit h in the hidden layer is normally computed as some function f of the total weighted inputs going into this unit:
where f is usually the sigmoid or the hyperbolic tangent function. If K 1 in (2) is large, applying the hyperbolic function to all connections to the hidden unit implies that the activation value is e ectively computed as the hyperbolic tangent of the weighted inputs, where the weights have magnitudes near one. Connections with small magnitudes are removed from the network by pruning. The process of extracting M-of-N rules from a trained network is greatly simpli ed by restricting both the inputs and the weights to have magnitudes that are equal one.
The error function that we minimize during network training is the following function:
(t pc log pc + (1 ? t pc ) log(1 ? pc )) + P (w; v): (4) It is the cross-entropy error measure augmented by the penalty term 
III. EXTRACTING M-of-N RULES
The outline of our algorithm is as follows.
Algorithm MofN3 (M-of-N rules from Neural Network)
1. Train and prune a network.
2. Cluster the hidden unit activation values of the pruned network. After clustering, the transformed dataset is usually much simpler than the original dataset.
By simpler we mean that the dimensionality of the data has been reduced from N to H, where H is the number of hidden units left after pruning. By clustering the activation values, the number of possible unique patterns is also reduced. Let h 1 ; h 2 ; : : :; h H be the number of subintervals found by Chi2 for hidden unit 1; 2 : : :H, respectively, then the number of unique patterns is bounded by h 1 h 2 : : : h H .
In
Step 3 of MofN3, we apply X2R 13] to generate the classi cation rules. X2R is a fast rule generator that is particularly suitable for moderate sized datasets with discrete attribute values.
It consists of three steps. In the rst step, it generates rules with fewest conditions and marks the patterns covered by each rule until all patterns are covered by at least one rule. In the second step, rules are clustered in terms of their class labels. Finally, redundant rules in a cluster are pruned in the last step.
The rules generated by X2R from the clusters of hidden unit activations are DNF rules where each rule condition involves an activation value and is of the following form
for some values of L and U such that ?1 < L < U < 1. x n < tanh ?1 (K 0 ; U) ? 
Inequality (7) follows from Assumption 2, while inequality (8) follows from the de nition of x; L and U, and Assumption 1. 
We trained and pruned the neural networks using 1006 training samples and tested the accuracy of the pruned networks on a dataset of 3175 test samples. Each starting network had 8 hidden units. Aiming to achieve a comparable accuracy rate to that reported in 3], we terminated network pruning when removal of an additional connection caused the accuracy of the network on the training dataset to drop below 92 %. The same set of values for the parameters in the penalty function (5) was used to obtain all the results presented in this and the next sections.
They were = 1 and K 1 = 1. The value of K 0 (2) was also set to 1.
Networks trained with di erent initial random weights are very likely to result in di erent pruned networks. We illustrate how 2 di erent sets of rules are extracted from 2 networks that have been trained using the same set of training samples. As may be expected, the network with fewer connections results in a simpler set of rules than a network with more connections. The rule set extracted from the latter, however, achieves higher predictive accuracy.
Example 1.
The rst pruned network is depicted in Figure 1 . In this gure, we label the remaining 8 If 3 of (@-3=T, @-3=C, @-2=A, @-1=G) and @+5=H, then IE, else if 3 of (@-3=T, @-3=C, @-2=A, @-1=G) and not more than 1 of (@+1=G, @+2=T), then IE, else if 2 of (@+1=G, @+2=T) and @+5=G, then EI, else if exactly 2 of (@-3=T, @-3=C, @-2=A, @-1=G) and 2 of (@+1=G, @+2=T), then EI, else N.
The accuracy rates of this rule on both the training and test datasets are the same as the accuracy rates of pruned network from which they are extracted.
V. EXPERIMENTAL RESULTS
All datasets used in the experiments are publicly available via anonymous ftp from ics.uci.edu 14].
These dataset are:
1. The splice junction dataset. The characteristics of the patterns in this dataset have been described in the previous section. The dataset that consists of 1006 patterns was used.
2. The 3 monks datasets 15]. Each pattern of the monks problems is described by six attributes: head-shape (round, square, or octagon), body-shape (round, square, or octagon), is-smiling (yes or no), holding (sword, balloon, or ag), jacket-color (red, yellow, green, or blue), and has-tie (yes or no). The classi cation tasks are to distinguish monks from non monks:
Monks1: (head-shape = body-shape) or (jacket-color = red).
Monks2: Exactly two of the six attributes have their rst value.
Monks3: (jacket-color is green and holding a sword) or (jacket-color is not blue and body-shape is not octagon).
Each input attribute value is coded as -1 or 1. Hence, 17 input units are required. The total number of patterns in each of the three datasets is 432.
3. The mushroom classi cation dataset 16]. The dataset consists of 8124 samples, each of which is described by 22 nominal attributes that are the characteristics of species of mushroom. The classi cation task is to predict whether a mushroom is edible or poisonous.
The attributes of the data were converted to 126 binary inputs before training. In order to reduce computation time, only 2000 randomly selected samples were used. The classi cation task is to distinguish between benign and malignant samples. Three repetitions of ten-fold cross-validation 18] experimental procedure were conducted. In a ten-fold cross-validation experimental setting, the dataset is divided into ten partitions of equal size. A network is then trained using the patterns in nine partitions and its predictive accuracy is evaluated on the remaining partition. This is repeated ten times so that each partition is used as the test set once. Each starting network had 8 hidden units. The initial weights were assigned randomly and uniformly in the interval ?1; 1]. The topology of the initial networks and the average user time required for training and pruning one network are shown in Table I .
The training and pruning algorithms were implemented using FORTRAN 77 and run on a Sun
Enterprise Ultra 450.
In order to check if Assumption 2 is satis ed by a pruned network, we do the following: (1) nd a connection weight from an input unit to a hidden unit that is not -1 or 1 with the largest magnitude, replace this weight by -1 or 1 depending on whether it is negative or positive, (2) if the accuracy of the network on the training data does not drop, repeat from Step 1, otherwise restore the weight to its original value, (3) count how many weights have value -1 or 1. The results of the experiments are tabulated in Tables II and III . In Table II , we show the statistics from the pruned networks: the predictive accuracy, the number of connections, the number of hidden units, and the percentage of connections from the input layer to the hidden layer whose weights had been replaced by -1 or 1 (unit weight). Each value is an average from 30 networks with the corresponding standard deviation in parentheses. We also show the number of networks (out of 30) with all of their input-layer to hidden-layer connection weights replaced by Unit Weights (NUW { Networks with Unit Weights).
From Table II In Table III , we show the number of extracted rules, the accuracy of the rules, the average M-of-N conditions and number of antecedents per rule. The number of rules includes the default rule. For example, the rules in Example 1 in the previous section consists of 3 rules with a total of 2 M-of-N conditions and 8 antecedents. The delity of the rules are shown in the last column.
A 100% delity indicates that the neural networks and the rules extracted from them always give identical predictions. The gures in this table indicate that few rules with few M-of-N conditions can achieve high accuracy rates. The high delity rates also show that the extracted rules mimic very well the classi cation of the networks from which they were extracted. Table IV MofN3 is greatly simpli ed by making the assumption that both the input data and the input-tohidden-unit connection weights of the neural network (after applying the hyperbolic squashing function) are binary valued -1 or 1. The assumption that the input data are binary valued is not restrictive. The values of discrete input attributes can be easily converted to binary. Those of continuous attributes can be discretized into clusters and the clusters can then be represented as binary input. By minimizing the network error function which is augmented by a penalty term, we are able to obtain pruned networks where the assumption that the network weights are binary valued is usually satis ed. When the network pruning terminates, the magnitudes of the remaining connection weights between the input and hidden layers are not equal to 1. They are, however, near one. We check if they are su ciently close to 1 by simply replacing the negative weights by -1 and the positive weights by 1. If the accuracy of the network remains unchanged,
we proceed with the rule extraction.
The MofN3 algorithm for extracting M-of-N concepts from pruned networks that we have presented here has been shown to work well on both real-world and arti cial datasets. Desirable properties of the extracted M-of-N rules include accuracy, simplicity and delity. The accuracy rates of extracted rules on the 3 arti cial problems are always 100 %, while the accuracy rates on the 3 real-world datasets are comparable to those reported in the literature. The simplicity of the extracted rules is re ected in the small number of rules and the relatively small number of MofN conditions per rule. Rule simplicity is important as simple rules are clearly easier to understand than complex ones. Finally, the very high delity of the extracted rules shows that the rules are able to mimic the network from which they are extracted in their predictions. We can say that we are able to explain the trained network's output in terms of rules that are more comprehensible to humans than a collection of network weights.
