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Abstract 
This review article surveys the current progresses made 
toward video-based anomaly detection. We address the 
most fundamental aspect for video anomaly detection, 
that is, video feature representation. Much research works 
have been done in finding the right representation to 
perform anomaly detection in video streams accurately 
with an acceptable false alarm rate. However, this is very 
challenging due to large variations in environment and 
human movement, and high space-time complexity due to 
huge dimensionality of video data. The weakly supervised 
nature of deep learning algorithms can help in learning 
representations from the video data itself instead of 
manually designing the right feature for specific scenes. 
In this paper, we would like to review the existing methods 
of modeling video representations using deep learning 
techniques for the task of anomaly detection and action 
recognition.  
1. Introduction
The ability to detect anomalies in real-time is very
valuable, so that appropriate actions can be taken as soon 
as it is detected to avoid or reduce negative consequences. 
Thus, many research efforts are done to replace the need 
of manually detecting anomalous situations, to create an 
automated video surveillance system. Despite the im-
portance, accurately determining anomalies can be very 
challenging.  
The processing pipeline for such systems usually 
involves several steps including pre-processing, feature 
detection and description, sequence or context modeling, 
and anomaly detection based on certain measure or 
threshold. Depending on the feature detection method, the 
pre-processing step might include background subtraction, 
object detection and tracking. For simplicity, in this paper 
we only discuss on the feature detection and description 
methods.  
To achieve the objective of automatically detecting 
anomalous events, some appearance and dynamics of 
events have to be captured in order to detect the presence 
of, and identify the spatial location of any anomaly pre-
sent in the scene. Some examples of conventional feature 
extractors are optical flow-based descriptors (e.g. 
HOG3D, HOG/HOF) and trajectory-based descriptors. 
Most research works focus on hand engineering 
features for particular scenes or datasets, but these fea-
tures need to be manually tuned each time a different 
scenario is introduced. Meanwhile, deep learning meth-
ods are trending in visual-based tasks, due to its capability 
to produce good representations with raw input. Therefore 
we put emphasis on reviewing deep learning methods to 
extract discriminative features from video data. 
1.1. Challenges in modeling a good representa-
tion 
High dimensional data such as video cannot be directly 
fed into a classifier: they contain much redundant infor-
mation and cause high computational complexity. 
Therefore video data has to be represented in a way that it 
can be processed efficiently, yet able to perform accu-
rately on the task given. The key to any successful 
application is choosing the right representation. However, 
it is very challenging due to the following reasons: 
 Action pattern variations within the same class
The class can be category of the action (e.g.
walking, clapping), or classification of the type of
event (e.g. normal, abnormal). There exists high
diversity of data within one class, due to the var-
iations in style and appearance. The
representation should be general to capture the
variations in human movements, human-human
and human-object interactions.
 Environmental variations and noise
The real-world scenes contain a lot of noise and
may vary due to illumination changes and back-
ground dynamics. The features must be able to
handle the environmental variations for the
method to work under noisy environment.
2. Overview of Conventional Features
In this section we will briefly describe some conven-
tional hand-engineered features used for anomaly 
detection task. We would not discuss the methods in detail 
since there exists many detailed reviews on these methods 
[6, 7, 10, 12, 24, 29]. 
A. Optical flow-based descriptors
[4] proposed a region-based descriptor called “Motion
Context” to describe both motion and appearance infor-
mation of the spatio-temporal segment. The author uses 
Edge Orientation Histogram (EOH) as appearance de-
scriptor and Multi-layer Histogram of Optical Flow 
(MHOF) as motion descriptor. Then for each query spa-
tio-temporal segment, it searches for its best match in the 
training dataset, and determine the normality using a 
dynamic threshold. This method is more efficient com-
pared to their previous work using sparse method. 
A similar category of descriptors is spatio-temporal 
video volume descriptors (HOG3D) [11]: these volumes 
are characterised by the histogram of the spatio-temporal 
gradient in polar coordinates [23]. In [17], 3D gradient 
features of each spatio-temporal cube are extracted from 
the video sequence and trained to obtain sparse combina-
tions with allowable reconstruction errors. 
B. Trajectory based sparse reconstruction
[20] utilises a trajectory based joint sparse reconstruc-
tion framework for video anomaly detection, which relies 
on good tracking to extract trajectories. Inspired by [3] 
and [4], the authors use Multi-scale HOF (MHOF) as the 
feature descriptor to construct the basis for sparse repre-
sentation. A similar approach is proposed by [16]. The 
fundamental underlying assumption of these methods is 
that any new feature representation of a nor-
mal/anomalous event can be approximately modeled as a 
(sparse) linear combination of the feature representations 
of previously observed events in a training dictionary, as 
visualised by examples shown in Figure 1. For further 
discussion, the interested reader is directed to an exten-
sive analysis on trajectories [21]. 
These features require a higher-level modeling in order 
to determine whether there is an anomaly. Therefore it is 
difficult to compare and measure the effectiveness of the 
features chosen --- the experiment results cannot be 
compared due to different models and measures chosen 
for anomaly detection. For further discussion on anomaly 
detection methods such as Dynamic Bayesian Networks 
and probabilistic topic models, the interested reader is 
referred to [22]. 
3. Feature Extraction of Video using Deep
Learning
The problem of how to represent video sequences is
the most fundamental problem in anomaly detection. 
Instead of introducing the increasingly more complex 
handcrafted features, recent researches have now moved 
to using efficient and robust algorithms that learn to ex-
tract feature representations from images and videos in a 
fully unsupervised manner. There are several existing 
methods for representing images and video sequences 
using learned features from raw pixel values and frames.  
The concept of convolution has been introduced into 
many existing unsupervised learning algorithms, such as 
neural networks, Restricted Boltzmann machine (RBM), 
autoencoders and Independent Component Analysis 
(ICA). A convolutional architecture comprises training 
one unsupervised feature extractor on small spatiotem-
poral patches extracted from sequences of video frames, 
and subsequently convolving this model with a larger 
region of the video frames. Eventually, we combine the 
responses of the convolution step into a single feature 
vector, which is further processed by a pooling sublayer, 
to allow for translational invariance. The so-obtained 
feature vectors may be further presented to a similar 
subsequent processing layer, thus eventually obtaining a 
deep training architecture. The stacked model is greedily 
trained in a layerwise manner, similar to a large number of 
alternative approaches proposed in the deep learning 
architecture. 
A. Conditional RBM and Space-Time Deep Belief Net-
work
Conditional RBM (CRBM) [26] is an extension of
RBM that models multivariate time-series data. It consists 
of auto-regressive weights that model short-term temporal 
structures. The difference between a standard RBM and a 
CRBM is that in CRBM the hidden units are collected into 
groups, and each group defines a single weight matrix that 
is applied to the input image convolutionally to determine 
the hidden unit activities. The other difference is that a 
CRBM has a max-pooling step to reduce the spatial res-
Figure 1. Reconstruction coefficients of normal (top-left) and anomalous (bottom-left) samples, with their cor-
responding sparse reconstruction coefficients on the right of each sample. Note that the normal sample can be 
represented as a sparse linear combination of the training bases, while the anomalous sample cannot be recon-
structed with the (normal) training bases in a sparse manner. Image adopted from [3].
olution of the hidden layer and to achieve better invari-
ance to spatial transformations of the input image. There 
are two types of CRBM: spatial CRBM and temporal 
CRBM. 
Space-Time Deep Belief Network (ST-DBN) [2] is a 
stacked model that uses CRBM as a basic processing unit. 
The first layer of ST-DBN is a layer of spatial CRBMs, 
and the second layer is made of temporal CRBMs. 
ST-DBN can have a multiple stacks of these two layers for 
further spatial and temporal pooling. Similar to other 
DBNs, the entire model is trained in a greedy layer-wise 
manner.  
It performs better on discriminative and generative 
tasks compared to convolutional deep belief networks 
applied on a per-frame basis. It also has better feature 
invariance and can integrate information from both space 
and time to fill in missing data in video. 
B. Independent Component Analysis (ICA) and its var-
iants
A major drawback of existing deep learning archi-
tectures for feature extraction concerns the requirement of 
a priori provision of the number of extracted latent fea-
tures. This need imposes considerable burden to 
researchers, as it entails training multiple alternative 
model configurations to choose from. Methods based on 
ICA and its variants naturally promote sparsity and allow 
for automatically inferring the optimal number of latent 
features. 
However, standard ICA [8] has two major drawbacks. 
First, it is difficult to learn overcomplete feature repre-
sentations.  Second, ICA is sensitive to PCA whitening, 
which is a common step in reducing the dimensionality of 
data. As a result it is difficult to scale ICA to high di-
mensional data. 
To overcome the two above-mentioned limitations, 
reconstruction ICA (RICA) is introduced by [14]. The 
main difference between RICA and ICA is that in RICA, 
the hard orthonormal constraint is replaced with a soft 
reconstruction cost.  
According to the author, this change has two benefits: 
first, it allows unconstrained optimizers to be used instead 
of relying on slower constrained optimizers (e.g. pro-
jected gradient descent) to solve the standard ICA 
costfunction. Second, the reconstruction penalty works 
even when the feature representation is overcomplete and 
the data is not fully white. The mean AP on Hollywood2 
dataset shows an improvement of 1.3% when reconstruc-
tion penalty is used. 
In [1], ICA model is applied to the problem of action 
recognition in video sequences. Inspired from 3D-CNN 
[9] and convolutional RBM [28], the author proposes a
convolutional model consists of ICA models as its
building blocks. The resulted stacked model is similar to
other deep learning approaches, except that the hybrid
variational inference algorithm for this model is heuristic
parameter-free, thus allevating the need of parameter
tuning, which is a major challenge in most deep unsu-
pervised feature extractors.
The author adopts the same pipeline as [5, 11, 13, 30], 
that is first extract local features (using proposed ICA), 
then perform vector quantization using K-means, and 
finally use these feature vectors to train a support vector 
machine employing a chi-square kernel. 
C. Deeply-Learned Slow Feature Analysis and Gated
Models
Slow Feature Analysis (SFA) [25] can learn the in-
variant and slowly varying features from input signals and 
has been proved to be valuable in human action recogni-
tion [25]. The proposed DL-SFA also adopts max-pooling 
to capture abstract, structural and translational invariant 
features.  Even though the performance in terms of av-
erage precision (AP) is not as good as Hierarchical ISA 
[15], it is worth noting that without dense sampling the 
performance of ISA will reduce by about 8% -- 10%. 
Another group of models that capture the information 
of image transformation and correspondence between 
images [18,19] is gated models. Modeling two images 
with one set of hidden variables makes it possible to learn 
spatio-temporal features that can represent the relation-
ship between the images. The key ingredient to make this 
word is to let the three groups of variables interact mul-
tiplicatively, leading to a gated sparse coding model. This 
gives rise to the gated variants of learning models, such as 
gated RBM (GRBM), gated autoencoders, etc.  
    Similar to CRBM, the gated model also makes use of 
spatial pooling. It learns basis flowfields from each pair of 
the frames. Result shows that the model has developed 
sets of local, conditional edge-filters. Given the learned 
model, it is straightforward to generate dense flowfields 
[18]. 
 Since GRBM ignores the pictorial structure of images, 
[28] introduces convolution into GRBM to capture the 
spatial information. Experiments on human action 
recognition benchmarks show promising results when 
compared to handcrafted features.
Table 1. Classification accuracy when using different 
features on KTH and Hollywood2 dataset. 
Feature used KTH Hollywood2 
HOG3D [11] 
HOG/HOF [13] 
HOG/HOF + Mining [5] 
Dense trajectories [30] 
85.3% 
86.1% 
94.5% 
94.2% 
45.3% 
47.4% 
50.9% 
58.3% 
ST-DBN [2] 
ConvGRBM [28] 
DL-SFA [25]
ISA [15]
ICA [1]
RICA [14]
86.6% 
90.0% 
93.1% 
93.9% 
94.3% 
- 
- 
46.6% 
48.1% 
53.3% 
53.5% 
54.6% 
HOG3D and HOG/HOF are the baseline of conven-
tional methods using hand-engineered features. The 
current state-of-the-art is HOG/HOF+Mining for KTH 
dataset and dense trajectories for Hollywood2 dataset. 
However, note that feature tracking is required for ob-
taining dense trajectories. ICA and RICA show promising 
results in extracting representative and discriminative 
features for action recognition, even with raw video 
frames. 
4. Conclusion and Future Work 
We have reviewed the existing approaches and related 
deep architectures for video representation. Some ap-
proaches such as trajectories extraction require 
identifying and tracking of objects, while optical flow 
methods do not require such step before features can be 
extracted from videos. Unsupervised techniques, as op-
posed to supervised techniques, do not require labeled 
video data, yet they can be effectively employed for 
learning good representations. 
Despite the largely available features for video domain, 
we aim to gain useful insights from deep learning models, 
which have improved performance of many computer 
vision problems including action recognition. A valuable 
key insight is that instead of manually design features to 
produce good results on a particular dataset, deep archi-
tectures such as stacked convolutional ISA and RICA can 
be used to learn good representation for accurate classi-
fication. 
 References 
[1] S. Chatzis, “A Nonparametric Bayesian Approach Toward 
Stacked Convolutional Independent Component 
Analysis,” CoRR, vol. abs/1411.4, 2014. 
[2] B. Chen, B. M. Marlin, and J. Ting, “Deep Learning of 
Invariant Spatio-Temporal Features from Video,” in NIPS 
Workshop, 2010, pp. 1–9. 
[3] Y. Cong, J. Yuan, and J. Liu, “Sparse reconstruction cost 
for abnormal event detection,” in Proceedings of the IEEE 
Computer Society Conference on Computer Vision and 
Pattern Recognition, 2011, pp. 3449–3456. 
[4] Y. Cong, J. Yuan, and Y. Tang, “Video anomaly search in 
crowded scenes via spatio-temporal motion context,” 
IEEE Trans. Inf. Forensics Secur., vol. 8, pp. 1590–1599, 
2013. 
[5] A. Gilbert, J. Illingworth, and R. Bowden, “Action 
recognition using mined hierarchical compound features,” 
IEEE Trans. Pattern Anal. Mach. Intell., vol. 33, pp. 883–
897, 2011. 
[6] S. Gong and T. Xiang, "Visual Analysis of Behaviour: 
From Pixels to Semantics", 376 pages, Springer, 2011. 
[7] W. Hu, T. Tan, L. Wang, and S. Maybank, “A survey on 
visual surveillance of object motion and behaviors,” IEEE 
Trans. Syst. Man Cybern. Part C Appl. Rev., vol. 34, pp. 
334–352, 2004. 
[8] A. Hyvärinen and E. Oja, “Independent component 
analysis: Algorithms and applications,” Neural Networks, 
vol. 13. pp. 411–430, 2000. 
[9] S. Ji, M. Yang, and K. Yu, “3D convolutional neural 
networks for human action recognition.,” IEEE Trans. 
Pattern Anal. Mach. Intell., vol. 35, pp. 221–31, 2013. 
[10] S. R. Ke, H. Thuc, Y. J. Lee, J. N. Hwang, J. H. Yoo, and 
K. H. Choi, “A Review on Video-Based Human Activity 
Recognition,” Computers, vol. 2, pp. 88–131, 2013. 
[11] A. Kläser, M. Marszalek, and C. Schmid, “A 
Spatio-Temporal Descriptor Based on 3D-Gradients,” in 
British Machine Vision Conference, 2008, pp. 995–1004. 
[12] T. Ko, “A survey on behavior analysis in video 
surveillance for homeland security applications,” 2008 
37th IEEE Appl. Imag. Pattern Recognit. Work., pp. 1–8, 
2008. 
[13] I. Laptev, M. Marszałek, C. Schmid, and B. Rozenfeld, 
“Learning realistic human actions from movies,” in 26th 
IEEE Conference on Computer Vision and Pattern 
Recognition, CVPR, 2008. 
[14] Q. V. Le, A. Karpenko, J. Ngiam, and A. Y. Ng, “ICA 
with Reconstruction Cost for Efficient Overcomplete 
Feature Learning,” in Advances in Neural Information 
Processing Systems (NIPS), 2011, pp. 1017–1025. 
[15] Q. V. Le, W. Y. Zou, S. Y. Yeung, and A. Y. Ng, 
“Learning hierarchical invariant spatio-temporal features 
for action recognition with independent subspace 
analysis,” in Proceedings of the IEEE Computer Society 
Conference on Computer Vision and Pattern Recognition, 
2011, pp. 3361–3368. 
[16] C. Li, Z. Han, Q. Ye, and J. Jiao, “Abnormal behavior 
detection via sparse reconstruction analysis of trajectory,” 
in Proceedings - 6th International Conference on Image 
and Graphics, ICIG 2011, 2011, pp. 807–810. 
[17] C. Lu, J. Shi, and J. Jia, “Abnormal Event Detection at 
150 FPS in MATLAB,” in Computer Vision (ICCV), 2013 
IEEE International Conference on, 2013, pp. 2720–2727. 
[18] R. Memisevic and G. Hinton, “Unsupervised Learning of 
Image Transformations,” 2007 IEEE Conf. Comput. Vis. 
Pattern Recognit., pp. 1–8, 2007. 
[19] R. Memisevic and G. E. Hinton, “Learning to represent 
spatial transformations with factored higher-order 
Boltzmann machines.,” Neural Comput., vol. 22, pp. 
1473–1492, 2010. 
[20] X. Mo, V. Monga, R. Bala, and Z. Fan, “Adaptive Sparse 
Representations for Video Anomaly Detection,” Circuits 
Syst. Video Technol. IEEE Trans., p. 1, 2013. 
[21] B. T. Morris and M. M. Trivedi, “A survey of 
vision-based trajectory learning and analysis for 
surveillance,” IEEE Transactions on Circuits and Systems 
for Video Technology, vol. 18. pp. 1114–1127, 2008. 
[22] O. P. Popoola and K. Wang, “Video-Based Abnormal 
Human Behavior Recognition: A Review,” IEEE Trans. 
Syst. Man, Cybern. Part C Appl. Rev., vol. 42, pp. 865–
878, 2012. 
[23] M. J. Roshtkhari and M. D. Levine, “Online dominant and 
anomalous behavior detection in videos,” in Proceedings 
of the IEEE Computer Society Conference on 
Computer  Vision and Pattern Recognition, 2013, pp. 
2611–2618. 
[24] V. Saligrama, J. Konrad, and P. M. Jodoin, “Video 
anomaly identification,” IEEE Signal Process. Mag., vol. 
27, pp. 18–33, 2010. 
[25] L. Sun, K. Jia, T.-H. Chan, Y. Fang, G. Wang, and S. Yan, 
“DL-SFA: Deeply-Learned Slow Feature Analysis for 
Action Recognition,” in IEEE Conference on Computer 
Vision and Pattern Recognition (CVPR), 2014, pp. 2625–
2632. 
[26] G. W. Taylor, G. E. Hinton, and S. Roweis, “Modeling 
Human Motion Using Binary Latent Variables,” in 
Advances in Neural Information Processing Systems 
(NIPS), 2007, pp. 1345–1352. 
[27] G. W. Taylor, G. E. Hinton, and S. T. Roweis, “Two 
Distributed-State Models For Generating 
High-Dimensional Time Series,” J. Mach. Learn. Res., 
vol. 12, pp. 1025–1068, 2011. 
[28] G. W. Taylor, R. Fergus, Y. LeCun, and C. Bregler, 
“Convolutional learning of spatio-temporal features,” in 
Lecture Notes in Computer Science (including subseries 
Lecture Notes in Artificial Intelligence and Lecture Notes 
in Bioinformatics), 2010, vol. 6316 LNCS, pp. 140–153. 
[29] S. Vishwakarma and A. Agrawal, “A survey on activity 
recognition and behavior understanding in video 
surveillance,” in Visual Computer, 2013, vol. 29, pp. 983–
1009. 
[30] H. Wang, A. Kläser, C. Schmid, and C. L. Liu, “Action 
recognition by dense trajectories,” in Proceedings of the 
IEEE Computer Society Conference on Computer Vision 
and Pattern Recognition, 2011, pp. 3169–3176. 
[31] H. Wang, A. Kläser, C. Schmid, and C. L. Liu, “Dense 
trajectories and motion boundary descriptors for action 
recognition,” Int. J. Comput. Vis., vol. 103, pp. 60–79, 
2013.
