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Abstract
This thesis consists of five chapters, each of which can be viewed as being inde-
pendent in content from the others. Nonetheless, the chapters are interconnected
and there are overarching ideas that unify them.
In the following, we will briefly describe the subject of each chapter and explain
how they fit together.
The main result of Chapter 1 is short time existence of the heat flow for Dirac-
harmonic maps on closed manifolds. Dirac-harmonic maps are the critical points of
a functional motivated by the supersymmetric non-linear sigma model from quan-
tum field theory. Finding non-trivial examples for Dirac-harmonic maps turned
out to be a rather challenging task and not many examples were known. With
the aim to get a general existence program for Dirac-harmonic maps, the heat
flow for Dirac-harmonic maps was introduced by Chen, Jost, Sun, and Zhu. The
flow consists of a second order harmonic map type system coupled with a first
order Dirac type system. For source manifolds with boundary Chen, Jost, Sun,
and Zhu obtained short time existence. This heat flow approach to obtain Dirac-
harmonic maps was fully legitimized when the existence of a global weak solution
was established by Jost, Liu, and Zhu, from which they deduced existence results
for Dirac-harmonic maps (for source manifolds with boundary). Our strategy to
show short time existence on closed manifolds roughly is as follows: first, we solve
the first order Dirac type system, then we take its solution, plug it into the second
order harmonic map type system and solve the latter with a contraction argument.
A main ingredient for the contraction argument are estimates for Dirac operators
along maps which we will develop.
The subject of Chapter 2 is the existence and genericness of minimal kernels of
Dirac operators along maps. In particular, the existence results we achieve yield
many suitable initial values for the short time existence result of Chapter 1.
In Chapter 3 and 4 we deal with a certain Banach bundle that has as base
space the Banach manifold of k-times continuously differentiable maps between a
closed manifold and a connected manifold without boundary. These results are
the basis of our original ansatz to solve the first order Dirac type system.
The content of Chapter 5 is the computation of the curvature of the Bourguignon-
Gauduchon connection in the semi-Riemannian case. The Bourguignon-Gauduchon
connection is an important tool that allows to compare spinors for different met-
rics. We use it for example in Chapter 2.
Zusammenfassung
Die vorliegende Arbeit besteht aus fünf Kapiteln, wobei jedes davon als in-
haltlich unabhängig von den anderen angesehen werden kann. Dennoch sind die
Kapitel miteinander verbunden und es gibt überspannende Ideen, die sie thema-
tisch vereinen.
Im Folgenden werden wir kurz den Inhalt jedes Kapitels beschreiben und wir
erklären, wie die Kapitel zusammenhängen.
Das Hauptresultat von Kapitel 1 ist die Kurzzeitexistenz des Wärmeflusses
für Dirac-harmonische Abbildungen auf geschlossenen Mannigfaltigkeiten. Dirac-
harmonische Abbildungen sind die kritischen Punkte von einem Funktional,
welches motiviert ist durch das supersymmetrische nicht-lineare Sigma-Modell
aus der Quantenfeldtheorie. Nicht-triviale Beispiele für Dirac-harmonische Ab-
bildungen zu finden erwies sich als herausfordernde Aufgabe und nicht viele waren
bekannt. Mit dem Ziel ein allgemeines Existenzprogramm für Dirac-harmonische
Abbildungen zu erhalten, wurde der Wärmefluss für Dirac-harmonische Abbil-
dungen von Chen, Jost, Sun und Zhu eingeführt. Dieser Fluss besteht aus einem
System zweiter Ordnung (genauer einem System das Ähnlichkeit hat mit einem
Wärmefluss für harmonische Abbildungen), welches gekoppelt ist mit einem Dirac-
artigen System erster Ordnung. Für Mannigfaltigkeiten mit Rand wurde die Kurz-
zeitexistenz von Chen, Jost, Sun und Zhu gezeigt. Dieser Wärmefluss-Ansatz
wurde vollständig legitimiert, als die Existenz einer globalen schwachen Lösung
von Jost, Liu und Zhu gezeigt wurde, aus der sie Existenzresultate für Dirac-
harmonische Abbildungen folgerten (für Mannigfaltigkeiten mit Rand). Unsere
Strategie, um Kurzzeitexistenz auf geschlossenen Mannigfaltigkeiten zu zeigen,
lässt sich grob wie folgt beschreiben: zunächst lösen wir das Dirac-artige System
erster Ordnung, setzen dessen Lösung in das System zweiter Ordnung ein und
lösen dieses dann durch ein Kontraktionsargument. Ein wesentlicher Bestandteil
des Kontraktionsarguments sind Abschätzungen für Dirac Operatoren entlang Ab-
bildungen, welche wir zeigen werden.
Das Thema von Kapitel 2 ist die Existenz und Generizität von minimalen Ker-
nen von Dirac Operatoren entlang Abbildungen. Insbesondere liefern die Exis-
tenzresultate viele passende Anfangswerte für die in Kapitel 1 gezeigte Kurzzeit-
existenz.
In den Kapiteln 3 und 4 befassen wir uns mit einem gewissen Banachbündel,
dessen Basisraum die Banachmannigfaltigkeit der k-mal stetig differenzierbaren
Abbildungen zwischen einer geschlossenen Mannigfaltigkeit und einer zusammen-
hängenden Mannigfaltigkeit ohne Rand ist. Diese Resultate sind die Grundlage
unseres ursprünglichen Ansatzes um das Dirac-artige System erster Ordnung zu
lösen.
Der Inhalt von Kapitel 5 ist die Berechnung der Krümmung des Bourguignon-
Gauduchon Zusammenhangs im semi-Riemannschen Fall. Der Bourguignon-
Gauduchon Zusammenhang ist ein wichtiges Hilfsmittel, mit dem man Spinoren
unterschiedlicher Metriken vergleichen kann. Wir verwenden ihn beispielsweise in
Kapitel 2.
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9Chapter 1
Short time existence of the heat
flow for Dirac-harmonic maps on
closed manifolds
Johannes Wittmann
Abstract The heat flow for Dirac-harmonic maps on Riemannian spin
manifolds is a modification of the classical heat flow for harmonic maps
by coupling it to a spinor. For source manifolds with boundary it was
introduced in [10] as a tool to get a general existence program for Dirac-
harmonic maps, where also short time existence was obtained. The exis-
tence of a global weak solution was established in [20]. We prove short
time existence of the heat flow for Dirac-harmonic maps on closed mani-
folds. This chapter is similar to [36] but significantly more detailed.
1.1 Introduction
1.1.1 Dirac-harmonic maps
Dirac-harmonic maps, introduced in [8], are the critical points of a functional
motivated by the supersymmetric non-linear sigma model from quantum field
theory.
More precisely, letM be a compact Riemannian spin manifold (with fixed spin
structure) andN a compact Riemannian manifold. We denote by ΣM the complex
spinor bundle ofM . (We assume that the reader is familiar with the basics of spin
geometry, see e.g. [23], [4], [18], [15], and [29].) For maps f : M → N and spinors
ψ ∈ Γ(ΣM ⊗R f ∗TN) we consider the functional
(f, ψ) 7→ 12
∫
M
(
‖df‖2 + (ψ, /Dfψ)
)
dV. (1.1.1)
10 Chapter 1. The heat flow for Dirac-harmonic maps
Here, ‖df‖2 is to be understood as follows: for every p ∈M , we have dfp : TpM →
(f ∗TN)p, therefore we can view dfp as an element of T ∗pM ⊗ (f ∗TN)p1, i.e.,
dfp = d(xj ◦ u)p ⊗
( ∂
∂xj
(f(p))
)
for a chart x onN . (Here and in the following we use the usual Einstein summation
convention, see e.g. [24, p. 18].) The Riemannian metrics on M and N induce a
bundle metric 〈., .〉T ∗M⊗f∗TN on T ∗M ⊗ f ∗TN .2 Then,
‖df‖2|p := 〈dfp, dfp〉T ∗M⊗f∗TN .
Moreover, (., .) denotes is the inner product induced by the real part of the natural
hermitian inner product on ΣM and the Riemannian metric on N . Finally, /Df is
the Dirac operator of the twisted Dirac bundle ΣM ⊗ f ∗TN . Locally,
/D
f
ψ = ( /Dψi)⊗ si + (eα · ψi)⊗∇f∗TNeα si
where ψ = ψi⊗ si, the ψi are local sections of ΣM , (si) is a local frame of f ∗TN ,
(eα) is a local orthonormal frame of TM , ∇f∗TN is the pull-back of the Levi-Civita
connection on TN , and /D is the usual Dirac operator acting on sections of ΣM .
We say that /Df is the Dirac operator along the map f .
The critical points of the above functional are called Dirac-harmonic maps.
They are characterized by the equationsτ(f) = R(f, ψ),/Dfψ = 0. (1.1.2)
Here, τ(f) = tr∇(df) =
(
∇eα(df)
)
(eα) is the tension of f and R(f, ψ) is given by
R(f, ψ) = 12(ψ
i, eα · ψj)RTN( ∂
∂xi
◦ f, ∂
∂xj
◦ f)df(eα)
for ψ = ψi⊗( ∂
∂xi
◦f), where RTN denotes the curvature tensor of N , ( ∂
∂xi
) are local
coordinates on N , and (eα) is again a local orthonormal frame of TM . Moreover,
(., .) denotes the real part of the natural hermitian inner product of ΣM .
1Recall that if V and W are real vector spaces, we have an isomorphism V ∗ ⊗W → Hom(V,W )
which on elementary tensors is defined by ϕ⊗ w 7→ (v 7→ ϕ(v)w)
2Recall that if E and F are vector bundles over a manifold M with bundle metrics hE and hF on
E and F , respectively, then we have an induced bundle metric hE ⊗ hF on E ⊗ F which on elementary
tensors is defined by (hE ⊗ hF )(e⊗ f, e˜⊗ f˜) := hE(e, e˜)hF (f, f˜), e, e˜ ∈ Ex, f, f˜ ∈ Fx, x ∈M .
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Obvious examples (f, ψ) for Dirac-harmonic maps are the following: f is a
harmonic map and ψ = 0, f is a constant map and ψ ∈ ker( /D) is a harmonic
spinor. In that sense, Dirac-harmonic maps generalize the subject of harmonic
maps and harmonic spinors.
Results concerning the regularity of Dirac-harmonic maps have been achieved
in [8, 9, 38, 39, 37, 12, 30, 33, 11] (mainly in the case that M is 2-dimensional,
since then the functional is conformally invariant).
1.1.2 The heat flow for Dirac-harmonic maps
Apart from the obvious examples explained above, not many concrete examples
for Dirac-harmonic maps were known. For a general overview we refer to the
discussion in [2, Section 2]. First examples for uncoupled Dirac-harmonic maps
(i.e., the mapping part is harmonic) are constructed in [8, Proposition 2.2]. Other
examples can be found in [21], [2]. For coupled Dirac-harmonic maps (i.e., the
mapping part is not harmonic) even less was known [21], [3].
With the aim to get a general existence program for Dirac-harmonic maps, the
heat flow for Dirac-harmonic maps,{
∂tu = τ(u)−R(u, ψ) on (0, T )×M , (1.1.3)
/D
u
ψ = 0 on [0, T ]×M , (1.1.4)
was introduced in [10]. In the case that M has non-empty boundary, short time
existence (and uniqueness) of (1.1.3)–(1.1.4) was shown in [10] under the presence
of certain initial and boundary conditions. Moreover, the existence of a global
weak solution of (1.1.3)–(1.1.4) was obtained in [20] (again for certain initial and
boundary conditions) with some existence results for Dirac-harmonic maps as an
application.
At this point we want to mention another approach, considered by Volker
Branding in his PhD thesis [5], where he studied the evolution equations for so-
called regularized Dirac-harmonic maps.
1.1.3 Main result and overview of the proof
Our main result is the short time existence of the heat flow for Dirac-harmonic
maps on closed (i.e., compact and without boundary) manifolds.
Theorem 1.1.1. Let M be a closed m-dimensional Riemannian spin manifold,
m ≡ 0, 1, 2, 4 (mod 8), and N a closed Riemannian manifold of arbitrary dimen-
sion. Let u0 ∈ C2+α(M,N) for some 0 < α < 1 with dimKker( /Du0) = 1, where
K =
C if m ≡ 0, 1 (mod 8),H if m ≡ 2, 4 (mod 8).
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Moreover, let ψ0 ∈ ker( /Du0) with ‖ψ0‖L2 = 1. Then there exists T > 0 and a
solution (ut, ψt)t∈[0,T ],
u ∈ C1,2,α((0, T )×M,N),
ψt ∈ ker( /Dut) ∀t ∈ [0, T ],
of 
∂tu = τ(u)−R(u, ψ) on (0, T )×M,
/D
u
ψ = 0 on [0, T ]×M,
dimKker( /D
ut) = 1 for all t ∈ [0, T ],
‖ψt‖L2 = 1 for all t ∈ [0, T ],
u|t=0 = u0,
ψ|t=0 = ψ0.
(1.1.5)
Furthermore, if we are given any T > 0 and a solution (ut, ψt)t∈[0,T ] of (1.1.5)
with u ∈ C1,2,α((0, T )×M,N), then this solution is unique up to multiplication of
the ψt with elements of K whose norm is equal to one.
Here, the space C1,2,α((0, T )×M,N) is to be understood as follows. Embedding
N isometrically into some Rq we define C1,2,α((0, T )×M,N) to be the space of all
maps u : (0, T )×M → N s.t. the component functions of u : (0, T )×M → N ↪→ Rq
belong to C1,2,α((0, T ) ×M). A definition of C1,2,α((0, T ) ×M) can be found in
e.g. [32]. Note that every u ∈ C1,2,α((0, T )×M) can be continuously extended to
[0, T ]×M , hence the requirement u|t=0 = u0 in (1.1.5) makes sense.
We want to remark that from our construction of the spinor part ψ = ψ(u)
of the solution we will get that ψ(u) depends Lipschitz continuously on u (in the
sense of the estimates we derive in Lemma 1.4.11).
For the existence of initial values, i.e., maps f : M → N with dimKker( /Df ) = 1,
we expect something like this: assume M is 2-dimensional and f : M → N is a
map with non-vanishing index indf∗TN(M) 6= 0, c.f. Remark 1.4.8.3 (Examples
of such maps are constructed in [2].) Then for generic metrics on M and N , and
generic maps g : M → N in the homotopy class of f it holds that dimHker( /Dg) = 1,
c.f. [35] and Chapter 2.
In the following, we give an overview of the proof of Theorem 1.1.1. To show
short time existence we use the general strategy from [10], i.e., we first solve the
3Note that indf∗TN (M) depends on the choice of a spin structure on M , but doesn’t depend on the
Riemannian metrics on M and N . Moreover, indg∗TN (M) = indf∗TN (M) for any g in the homotopy
class of f .
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constraint equation (1.1.4) for any homotopy of the initial value u0, then we take
the solution of the constraint equation and plug it into (1.1.3). After that we use
a contraction argument to solve (1.1.3) and get the mapping part of the solution.
For the contraction argument we will isometrically embed N into some Rq,
rewrite (1.1.3) as a heat type equation in Rq, and then solve this rewritten equa-
tion. However, we will solve the constraint equation (1.1.4) in N . Note that in
[10], also the constraint equation was rewritten and solved as an equation in Rq.
Clearly we can’t solve /Duψ = 0 uniquely in the absence of a boundary.
However, we can achieve the following: we start with a 1-dimensional kernel,
dimKker( /D
u0) = 1. Then we show that for homotopies ut of u0 the kernel will stay
1-dimensional for small times, dimKker( /D
ut) = 1 for t small. (This is the only
place where the restrictions on the dimension of M will play a role.) Then we
impose the additional constraint ‖ψt‖L2 = 1 to deduce that we can uniquely solve
/D
u
ψ = 0 up to multiplication with elements of K whose norm is equal to one.
Now observe that R(u, ψ) is invariant under multiplication of ψ with elements of
K that have norm one. Because of this we can use a contraction argument to show
that the mapping part of the solution is in fact unique.
To make the contraction argument work, we need to estimate the solution
ψ = ψ(u) of /Duψ = 0 in terms of u. More precisely, we will construct one such
solution and derive estimates for it. To that end, we start with an initial value
ψ0 = ψ(u0) ∈ ker( /Du0). Given a homotopy ut of u0, we then define σ(ut) ∈
Γ(ΣM⊗u∗tTN) by identifying the bundles u∗0TN and u∗tTN via parallel transport
in N along the unique shortest geodesics connecting u0(x) and ut(x), x ∈M . Note
that while σ(ut) is in general not in the kernel of /D
ut , it still has some non-trivial
part in the kernel. Hence the projection ψ(ut) of σ(ut) onto ker( /D
ut) is non-zero.
(In particular, we can normalize ψ(ut) s.t. ‖ψ(ut)‖L2 = 1.) Writing the projection
as a resolvent integral
ψ(ut) =
∫
γ
(µI − /Dut)−1σ(ut) dµ (1.1.6)
combined with estimates for Dirac operators along maps (which we will derive in
Section 1.4.1) we will deduce the necessary estimates for ψ(ut).
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1.2 Preliminaries
1.2.1 Elliptic W k+1p -regularity for Dirac operators along non-smooth
maps
EllipticW k+1p -regularity for Dirac operators of smooth Dirac bundles is well known.
It follows from the mapping properties of pseudo-differential operators with smooth
coefficients or it can be shown directly as e.g. in [1, Theorem 3.2.3]. For Dirac
operators of non-smooth Dirac bundles it is less known (just as the mapping
properties of pseudo-differential operators with non-smooth coefficients are less
known).
Equation (1.1.6) contains the resolvent of /Dut , where ut : M → N will be at
least C1, but not smooth in general. Therefore we can not apply elliptic regularity
theory for smooth Dirac bundles in our setting.
In this section we will prove elliptic W k+1p -regularity for Dirac operators along
Ck+1-maps. As a corollary we deduce basic facts about the spectrum of such
operators.
Definition 1.2.1 (Dirac operator along a map). Let M be a Riemannian spin
manifold, N a Riemannian manifold, and f ∈ Ck(M,N), k ∈ N>0, N := {0, 1, 2, . . .}.
Then we define the Dirac operator along f ,
/D
f : ΓCk(ΣM ⊗R f ∗TN)→ ΓCk−1(ΣM ⊗R f ∗TN),
by
/D
f
ψ = ( /Dψi)⊗ si + (eα · ψi)⊗∇f∗TNeα si
where ψ = ψi⊗ si, the ψi are local sections of ΣM , (si) is a local frame of f ∗TN ,
(eα) is a local orthonormal frame of TM , ∇f∗TN is the pull-back of the Levi-Civita
connection on TN , and /D is the usual Dirac operator acting on sections of the
complex spinor bundle ΣM .
Remark 1.2.2. Let us denote by∇ΣM⊗f∗TN the connection on ΣM⊗Rf ∗TN that
is induced by the spinorial Levi-Civita connection on ΣM and ∇f∗TN . Moreover,
let us define a Clifford-multiplication on ΣM ⊗R f ∗TN by
X · (a⊗ b) := (X · a)⊗ b
for X ∈ TxM , a ∈ ΣxM , and b ∈ (f ∗TN)x. This turns ΣM ⊗R f ∗TN into a Dirac
bundle and /Df is the associated Dirac operator, i.e.,
/D
f = eα · ∇ΣM⊗f∗TNeα
for a local orthonormal frame (eα) of TM .
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Given f ∈ C1(M,N), the Dirac operator along f is an elliptic first order
differential operator and formally self-adjoint with respect to the L2-inner product.
We view /Df as a bounded densely defined self-adjoint operator
/D
f : ΓW 12 (ΣM ⊗ f ∗TN)→ ΓL2(ΣM ⊗ f ∗TN).
(We recall basic definitions from functional analysis in Appendix 1.A.) Note that if
f ∈ Ck(M,N), then f ∗TN is a Ck-vector bundle. Hence we can define ΓW lp(ΣM⊗
f ∗TN) for l = 0, 1, . . . , k.
Lemma 1.2.3 (Elliptic W k+1p -regularity). Let M be a closed Riemannian spin
manifold and N a closed Riemannian manifold. Let f ∈ Ck+1(M,N), k ∈ N, and
2 ≤ p <∞. Moreover let λ ∈ C be arbitrary. If
(λI − /Df )ψ = ϕ
for ψ ∈ ΓW 12 (ΣM⊗f ∗TN), ϕ ∈ ΓWkp (ΣM⊗f ∗TN), then ψ ∈ ΓWk+1p (ΣM⊗f ∗TN)
and
‖ψ‖Wk+1p ≤ C
(
‖ϕ‖Wkp + ‖ψ‖Lp
)
where C = C(λ, f,ΣM) > 0 is independent of ψ, ϕ.4
The basic idea of the proof is to approximate both /Df and the bundle ΣM ⊗
f ∗TN by smooth objects.
Proof of Lemma 1.2.3. First we show the lemma for λ = 0. Given f ∈ Ck+1(M,N)
we choose g ∈ C∞(M,N) with dN(f(x), g(x)) < c for all x ∈ M where 0 < c <
1
2 inj(N), where inj(N) denotes the injectivity radius of N .
5 In particular we can
connect g(x) and f(x) by a unique shortest geodesic of N for every x ∈ M . The
parallel transport in N along these geodesics induces Ck+1-isomorphisms of vector
bundles
P : g∗TN → f ∗TN,
P : ΣM ⊗ g∗TN → ΣM ⊗ f ∗TN.
4Note that the requirement p ≥ 2 comes from our point of view. More precisely we don’t consider
weak solutions (as we don’t need them) but we view /Df as an operator /Df : ΓW12 → ΓL2 . Then we
consider the equation /Dfψ = ϕ for ϕ ∈ ΓL2 , ψ ∈ ΓW12 and show that if ϕ is in the “better” space ΓWkp
we have that ψ is in the “better” space Γ
Wk+1p
.
5The existence of such a g can be seen as follows: we choose an isometric embedding i : N → Rq and
a tubular neighborhood Nδ of N in Rq as in the beginning of Section 1.3.1. There exists gδ ∈ C∞(M,Rq)
s.t. ‖f(x)− gδ(x)‖2 < δ2 for all x ∈M (see e.g. [24, Theorem 6.21]). In particular gδ takes values in Nδ.
Hence pi ◦gδ ∈ C∞(M,N). Applying Lemma 1.3.11 (and the global Lipschitz continuity of pi) we deduce
that there exists δ0 > 0 small enough with dN (f(x), (pi ◦ gδ0)(x)) < c for all x ∈M . Set g := pi ◦ gδ0 .
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We also get induced isomorphisms of Banach spaces
P : ΓW lp(ΣM ⊗ g∗TN)→ ΓW lp(ΣM ⊗ f ∗TN)
for l = 0, 1, . . . , k + 1.6 We consider
G := P−1 /DfP − /Dg.
Note that G, acting on sections of ΣM ⊗ g∗TN , is a differential operator of order
zero. Heuristically this is the case because in the definition of G the difference of
the ordinary Dirac operators /D acting on ΣM cancels out and we are left with the
difference of two covariant derivatives. Any covariant derivative has the identity
as principal symbol, hence the difference of two covariant derivatives has zero as
principal symbol. Therefore G is of order zero. To make this precise we set
∇ := ∇g∗TN , ∇˜ := P−1∇f∗TNP
(note that ∇˜ is a (non-smooth) covariant derivative on g∗TN). Moreover we
choose local frames (sj) and (ψi) of g∗TN and ΣM , respectively. Given a section
ψ of ΣM ⊗ g∗TN we write
ψ = λji (ψi ⊗ sj)
The local formula for Dirac operators along maps yields
Gψ = λji (eα · ψi)⊗
(
∇˜eαsj −∇eαsj
)
= λji (eα · ψi)⊗
(
ω˜lj(eα)sl − ωlj(eα)sl
)
= λji (ω˜lj(eα)− ωlj(eα))eα · (ψi ⊗ sl).
From this it is easy to see that G is a differential operator of order zero with
Ck-coefficients. In particular G extends to a bounded linear map
G : ΓW lp(ΣM ⊗ g∗TN)→ ΓW lp(ΣM ⊗ g∗TN), (1.2.1)
for l = 0, 1, . . . , k. Now assume that we have
/D
f
ψ˜ = ϕ˜
for some ψ˜ ∈ ΓW 12 and ϕ˜ ∈ ΓWkp . This is equivalent to
/D
g
ψ = ϕ−Gψ
6More precisely: P : ΓW lp → ΓW lp is a bijective map whose inverse is induced by the parallel transport
along the unique shortest geodesics that connect f(x) and g(x). The boundedness of P : ΓW lp → ΓW lp
follows from the fact that P : ΣM ⊗ g∗TN → ΣM ⊗ f∗TN is an isomorphism of vector bundles and the
W lp-norm does not depend on the choice of covariant derivative (M is compact).
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where ψ := P−1ψ˜ ∈ ΓW 12 , ϕ := P−1ϕ˜ ∈ ΓWkp . Write n = dim(M). Now we
use a bootstrap argument to show ψ ∈ ΓWk+1p . From (1.2.1) we deduce that
ϕ − Gψ ∈ ΓW 12 . Since g is smooth the elliptic W 22 -regularity for smooth Dirac
bundles [1, Theorem 3.2.3] yields that ψ ∈ ΓW 22 . Hence ϕ − Gψ ∈ ΓW 22 . The
elliptic W 32 -regularity for smooth Dirac bundles yields ψ ∈ ΓW 32 . Iteratively we
get
ψ ∈ ΓWk+12 .
Then the Sobolev embedding theorem yields
ϕ−Gψ ∈ ΓWkq
where q = min{p, (12 −
1
n
)−1︸ ︷︷ ︸
>2
} for n ≥ 3 and q = p for n ≤ 2. The elliptic
W k+1q -regularity for smooth Dirac bundles yields that
ψ ∈ ΓWk+1q .
If q < p (hence n ≥ 3), we use the Sobolev embedding theorem again to get
ϕ−Gψ ∈ ΓWkq˜
where q˜ = min{p, (1
q
− 1
n
)−1︸ ︷︷ ︸
>q
} if n ≥ q+ 1 and q˜ = p for n ≤ q. If q˜ < p we iterate
this process to get
ϕ−Gψ ∈ ΓWkp
after finitely many steps. Applying [1, Theorem 3.2.3] to /Dg again we get ψ ∈
W k+1p and the existence of some C˜ = C˜(p, g,ΣM) > 0 s.t.
‖ψ‖Wk+1p ≤ C˜(‖ψ‖Lp + ‖ϕ−Gψ‖Wkp )
From (1.2.1) we get ‖ϕ−Gψ‖Wkp ≤ ‖ϕ‖Wkp + C‖ψ‖Wkp hence
‖ψ‖Wk+1p ≤ C1(‖ψ‖Lp + ‖ϕ‖Wkp + ‖ψ‖Wkp ).
We get rid of ‖ψ‖Wkp on the right hand side by applying [1, Theorem 3.2.3] finitely
many times and we finally obtain
‖ψ‖Wk+1p ≤ C2(‖ψ‖Lp + ‖ϕ‖Wkp ).
18 Chapter 1. The heat flow for Dirac-harmonic maps
Since P is an isomorphism on ΓWk+1p we get ψ˜ = Pψ ∈ ΓWk+1p and
‖ψ˜‖Wk+1p ≤ C3‖ψ‖Wk+1p
≤ C4(‖ψ‖Lp + ‖ϕ‖Wkp )
≤ C5(‖ψ˜‖Lp + ‖ϕ˜‖Wkp )
where we used in the last line that P−1 is an isomorphism on ΓLp and ΓWkp . This
proves the lemma for λ = 0. If λ 6= 0, we use the case λ = 0 and a bootstrap
argument as above.
Corollary 1.2.4 (Spectral properties). Let M be a closed Riemannian spin mani-
fold and N a closed Riemannian manifold. Let f ∈ C1(M,N). Given any element
µ of the resolvent set of /Df it holds that the resolvent R(µ, /Df ) : ΓL2 → ΓL2 of
/D
f : ΓW 12 → ΓL2 is bounded as a map
R(µ, /Df ) : ΓL2 → ΓW 12 .
In particular, /Df has compact resolvent. Hence, the spectrum and the point spec-
trum of /Df agree,
spec( /Df ) := σ( /Df ) = σp( /D
f )
and spec( /Df ) ⊂ R is discrete.
Proof. The boundedness of R(µ, /Df ) : ΓL2 → ΓW 12 directly follows from Lemma
1.2.3. Since ΓW 12 ↪→ ΓL2 is compact we get that R(µ, /D
f ) : ΓL2 → ΓL2 is compact.
From Proposition 1.A.9 we get σ( /Df ) ⊂ R. In particular ρ( /Df ) 6= ∅. Hence /Df
has compact resolvent. Now we can apply Corollary 1.A.7.
1.2. Preliminaries 19
1.2.2 Quaternionic structures on spinor bundles
In this section we collect and recall some facts about quaternionic structures on
spinor bundles.
We start by recalling the definition of a quaternionic structure on a complex
vector space (see e.g. [15, p. 29]).
Definition 1.2.5 (Quaternionic structure). Let V be a (not necessarily finite
dimensional) C-vector space. A quaternionic structure on V is a R-linear map
j : V → V s.t. j2 = −idV and j(iv) = −ij(v) for all v ∈ V .
Let j : V → V be a quaternionic structure on V . Then j induces the structure
of a quaternionic vector space7 on V as follows. First we view H = C2 as a 2-
dimensional C-vector space with the basis (1, j) where 1 := (1, 0) and j := (0, 1).
Then V turns into a quaternionic vector space by defining
vh := xv + yj(v)
for all h = 1x+ jy ∈ H, x, y ∈ C, and v ∈ V .
In this section let m ≡ 2, 3, 4 (mod 8). Let ρ : Clm → EndC(Σm) be an irre-
ducible complex algebra representation of Clm. (Recall that Clm is the Clifford
algebra of Cm with inner product given by the complex bilinear extension of the
standard inner product of Rm.) By [15, p. 31] and [17, Theorem 2.2.2.] there
exists a quaternionic structure j : Σm → Σm on Σm s.t.
j ◦ ρ(x) = ρ(x) ◦ j (1.2.2)
for all x ∈ Rm ⊂ Cm ⊂ Clm.8
For the remainder of the section letM be anm-dimensional closed Riemannian
spin manifold with spin structure Spin(M). Then every fiber of the (complex)
spinor bundle ΣM = Spin(M) ×ρ Σm turns into a quaternionic vector space by
defining
[p, v]h := [p, vh]
for all p ∈ Spin(M), v ∈ Σm, and h ∈ H. Note that this is well-defined because
of (1.2.2). Moreover, given a manifold N and f ∈ C1(M,N), every fiber of
ΣM ⊗R f ∗TN turns into a quaternionic vector space by defining
(a⊗ b)h := (ah)⊗ b
7We say that a set W is a “quaternionic vector space” if W is a right H-module.
8The existence of such a quaternionic structure is independent of the choice of ρ. To be more precise,
let ρ˜ : Clm → EndC(Σ˜m) be another irreducible complex algebra representation of Clm. Then ρ and ρ˜ are
equivalent, i.e., there exists an isomorphism of C-vector spaces f : Σm → Σ˜m s.t. f ◦ ρ(x) ◦ f−1 = ρ˜(x)
for all x ∈ Σm. Then j˜ := f ◦ j ◦ f−1 is a quaternionic structure on Σ˜m with j˜ ◦ ρ˜(x) = ρ˜(x) ◦ j˜ for all
x ∈ Rm.
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for all a ∈ ΣxM , b ∈ (f ∗TN)x, and h ∈ H. In particular the C-vector spaces
ΓC0(ΣM) and ΓC0(ΣM ⊗R f ∗TN) are quaternionic vector spaces.
Proposition 1.2.6. It holds that
/D(ϕh) = ( /Dϕ)h
for all ϕ ∈ ΓC1(ΣM) and all h ∈ H. In particular all the eigenspaces of /D are
quaternionic vector spaces.
Proof. Let X = [p, v] ∈ TxM , σ = [p, w] ∈ ΣxM , and h = x1 + yj ∈ H (recall
that TM is isomorphic to Spin(M)×τ◦θ Rm where θ : Spin(m)→ SO(m,R) is the
connected twofold covering of SO(m,R) and τ is the standard representation of
SO(m,R) on Rm). Then we have
(X · σ)h = [p, ρ(v)(w)]h
= [p, ρ(v)(w)h]
= [p, xρ(v)(w) + yj(ρ(v)(w))]
= [p, xρ(v)(w) + yρ(v)(j(w))]
= [p, ρ(v)(xw + yj(w))]
= [p, ρ(v)(wh)]
= X · (σh).
Moreover, a short calculation shows that if g : U → Σm, U ⊂M open, is a smooth
function we have that
d(fh)pX = (dfpX)h
for all p ∈ U , X ∈ TpM , and h ∈ H. Using the local formula for the spinorial
Levi-Civita connection ∇ΣM on ΣM this yields
∇ΣMX (ϕh) = (∇ΣMX ϕ)h
for all ϕ ∈ ΓC1(ΣM), X ∈ TM , h ∈ H. Then we get from the local formula for
the Dirac operator /D that
/D(ϕh) = ( /Dϕ)h
for all ϕ ∈ ΓC1(ΣM) and all h ∈ H.
Corollary 1.2.7. Let N be a closed Riemannian manifold and f ∈ C1(M,N).
Then it holds that
/D
f (ϕh) = ( /Dfϕ)h
for all ϕ ∈ ΓC1(ΣM ⊗R f ∗TN) and all h ∈ H. In particular all the eigenspaces of
/D
f are quaternionic vector spaces.
Proof. This follows directly from Proposition 1.2.6 and the local formula for /Df .
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Lemma 1.2.8. Denote the natural hermitian inner product on ΣM by 〈., .〉 and
write (., .) := Re〈., .〉 for the real part of 〈., .〉. Then (., .) is invariant under
multiplication by unit quaternions, i.e., it holds that
(ϕ1h, ϕ2h) = (ϕ1, ϕ2)
for all ϕ1, ϕ2 ∈ ΣxM , x ∈M , h ∈ S3 ⊂ C2 = H.
Proof. First we recall the following: any hermitian inner product on Σm induces
a hermitian inner product 〈., .〉Σm on Σm with
〈ρ(v)(x), y〉Σm = −〈x, ρ(v)(y)〉Σm (1.2.3)
for all v ∈ Rm (see [18]). Up to rescaling by positive constants there exists exactly
one hermitian inner product on Σm s.t. (1.2.3) holds. Then the natural hermitian
inner product 〈., .〉 on ΣM is defined by
〈ϕ1, ϕ2〉 := 〈w1, w2〉Σm
for all ϕ1 = [p, w1], ϕ2 = [p, w2] ∈ ΣM .
Now let g be an arbitrary hermitian inner product on Σm. We define the
hermitian inner product g˜ on Σm by
g˜(x, y) := g(x, y) + g(j(x), j(y))
for all x, y ∈ Σm. Then, as mentioned above, g˜ induces a hermitian inner product
〈., .〉Σm on Σm with (1.2.3). From g˜(j(x), j(y)) = g˜(x, y) for all x, y ∈ Σm it follows
that
〈j(x), j(y)〉Σm = 〈x, y〉Σm
x, y ∈ Σm. In particular
Re〈j(x), j(y)〉Σm = Re〈x, y〉Σm (1.2.4)
for all x, y ∈ Σm.
Let ϕ1 = [p, w1], ϕ2 = [p, w2] ∈ ΣM and h ∈ S3 ⊂ C2 = H, i.e., h = x1 + yj,
|x|2 + |y|2 = 1. Then it holds that
〈ϕ1h, ϕ2h〉 = 〈w1h,w2h〉Σm = xx〈w1, w2〉Σm + yy〈j(w1), j(w2)〉Σm
With (1.2.4) we deduce
(ϕ1h, ϕ2h) = Re〈ϕ1h, ϕ2h〉
= xxRe〈w1, w2〉Σm + yyRe〈j(w1), j(w2)〉Σm
= xxRe〈w1, w2〉Σm + yyRe〈w1, w2〉Σm
= (xx+ yy)Re〈w1, w2〉Σm
= Re〈w1, w2〉Σm
= (ϕ1, ϕ2).
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1.2.3 The heat kernel of a closed manifold
In this section we recall the definition and some basic properties of the heat kernel
of a closed Riemannian manifold.
Definition 1.2.9. Let (M, g) be a closed Riemannian manifold. A function p ∈
C0(M ×M × (0,∞)) is called a heat kernel of M if
i) p(., y, t) ∈ C2(M) for all (y, t) ∈M × (0,∞),
ii) p(x, y, .) ∈ C1((0,∞)) for all x, y ∈M ,
iii) ∂tp−∆xp = 0 on M ×M × (0,∞),
iv) lim
t→0+
p(., y, t) = δy for all y ∈ M where the limit is to be understood in the
distributional sense, i.e., lim
t→0+
∫
M p(x, y, t)f(x) dV (x) = f(y) for all y ∈ M
and all f ∈ C0(M). (We write dV for integration w.r.t. (M, g).)
Lemma 1.2.10. Let (M, g) be a closed Riemannian manifold.
i) There exists a unique heat kernel of M , called the heat kernel of M .
ii) It holds that p ≥ 0 on M ×M × (0,∞).9
iii) We have p ∈ C∞(M ×M × (0,∞)).
iv) For all x, y ∈M and t ∈ (0,∞) it holds that p(x, y, t) = p(y, x, t).
v) For every f ∈ C0(M) it holds that∫
M
p(., y, t)f(y) dV (y)→ f
in C0(M) for t→ 0+.
vi) For all (x, t) ∈M × (0,∞) it holds that∫
M
p(x, y, t) dV (y) = 1
vii) There exists C > 0 s.t.∫ t
0
∫
M
|∇xp(x, y, s)| dV (y)ds ≤ C
√
t
for all (x, t) ∈ M × [0, 1] where ∇x denotes the gradient w.r.t. the first
variable.
9It even holds that p > 0 on M ×M × (0,∞) but for our purposes non-negativity of p is sufficient.
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Proof. The proofs of i)-vi) can be found in [7, Chapter VI]. To show vii) we briefly
recall the construction of p given in [7, Chapter VI.4]. Since M is compact, we
have ε := inj(M) > 0. We choose ρ ∈ C∞([0,∞]) with 0 ≤ ρ ≤ 1, ρ|[0, ε4 ] = 1, and
ρ|[ ε2 ,∞] = 0. Then we define η ∈ C∞(M ×M) by
η(x, y) := ρ(d(x, y))
where d denotes the metric on M induced by g. Moreover, let
E (x, y, t) := (4pit)−n2 e−
d2(x,y)
4t ,
for all (x, y, t) ∈M ×M × (0,∞) where n := dim(M). For each y ∈M we define
a sequence of functions uj(., y) : Bε(y)→ R, j ∈ N, by
i) u0(y, y) = 0,
ii) Hk(x, y, t) := E (x, y, t)∑kj=0 tjuj(x, y) satisfies
−∂tHk + ∆xHk = E tk∆xuk
for all k ∈ N.
It holds that uj is smooth on {(x, y) ∈M×M | d(x, y) < ε} for all j. Furthermore,
we define
Hk : M ×M × (0,∞)→ R
by Hk := ηHk. For k > n2 we have Hk ∈ C∞(M ×M × (0,∞)). In the following,
the convolution F ∗G of F and G is defined by
(F ∗G)(x, y, z) :=
∫ t
0
∫
M
F (x, z, τ)G(z, y, t− τ)dV (z)dτ.
For k > n2 + 2
p(x, y, t) := Hk(x, y, t) + (Hk ∗ Fk)(x, y, t)
is the heat kernel of M for an appropriate Fk. In the following, we will only need
that Fk ∈ C0(M ×M × [0,∞)). However, we remark that
Fk =
∞∑
l=1
(∆xHk − ∂tHk)∗l
where ∗l denotes the l-fold convolution.
We have that
∇xp = ∇xHk + (∇xHk) ∗ Fk.
(Note that in this equation we view the integral (∇xHk) ∗ Fk as a TxM -valued
integral.) Therefore we need to estimate
I :=
∫ t
0
∫
M
|∇xHk(x, y, s)| dV (y)ds
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and
II :=
∫ t
0
∫
M
|((∇xHk) ∗ Fk)(x, y, s)| dV (y)ds
for all (x, t) ∈M × [0, 1]. We have
I =
∫ t
0
∫
M
|∇xHk(x, y, s)| dV (y)ds
=
∫ t
0
∫
M
|∇x(ηE
k∑
j=0
sjuj)|(x, y, s) dV (y)ds
= I1 + I2 + I3
with
I1 =
∫ t
0
∫
M
|ηE
k∑
j=0
sj∇xuj|(x, y, s) dV (y)ds,
I2 =
∫ t
0
∫
M
|(∇xη)E
k∑
j=0
sjuj|(x, y, s) dV (y)ds,
I3 =
∫ t
0
∫
M
|η(∇xE )
k∑
j=0
sjuj|(x, y, s) dV (y)ds.
Since η vanishes outside of B ε
2
(x) ⊂ M and the uj are smooth on {(x, y) ∈
M ×M | d(x, y) < ε} it holds that
I1(x, t) ≤ C1
∫ t
0
∫
B ε
2 (x)
(4pis)−n2 e−
d2(x,y)
4s dV (y)ds
for all (x, t) ∈M×[0, 1]. Using normal coordinates centered at x ∈M we calculate
further
I1(x, t) ≤ C1
∫ t
0
∫
B ε
2 (x)
(4pis)−n2 e−
d2(x,y)
4s dV (y)ds
≤ C2
∫ t
0
∫
B ε
2 (0)
(4pis)−n2 e−
‖z‖22
4s dz︸ ︷︷ ︸
=1
ds
= C2t
≤ C2
√
t
for all (x, t) ∈M × [0, 1]. Analogously we have
I2(x, t) ≤ C3
√
t
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for all (x, t) ∈M × [0, 1]. Moreover,
I3 ≤ C4
∫ t
0
∫
B ε
2
(x)
|∇xE |(x, y, s) dV (y)ds.
Using normal coordinates centered in x ∈M together with |∇f |2(x) = ∑ni=1( ∂f∂xi )2
and
∂zi((4pis)−
n
2 e−
‖z‖22
4s ) = −(4pis)−n2 zi2se
− ‖z‖
2
2
4s
we get
I3 ≤ C4
∫ t
0
∫
B ε
2
(x)
|∇xE |(x, y, s) dV (y)ds
≤ C5
∫ t
0
n∑
i=1
∫
B ε
2
(0)
(4pis)−n2 |zi|2s e
− ‖z‖
2
2
4s dzds
≤ C6
∫ t
0
(4pis)−n2 12s
∫
Rn
‖z‖2e−
‖z‖22
4s dzds
Since10 ∫
Rn
‖z‖2e−
‖z‖22
4s dz ≤ C7sn2 + 12
we conclude
I3(x, t) ≤ C8
∫ t
0
s−
n
2−1+n2 + 12 ds
= C8
∫ t
0
s−
1
2 ds
= 2C8
√
t
for all (x, t) ∈M × [0, 1]. In summary we have shown
I(x, t) ≤ C9
√
t
10Recall that using spherical coordinates we have∫
Rn
‖z‖2e−
‖z‖22
4s dz
=
∫ ∞
0
∫ 2pi
0
. . .
∫ 2pi
0
re−
r2
4s rn−1 sinn−2(φ1) sinn−3(φ2) · . . . · sin(φn−2) dφ1 . . . dφn−1dr
and that for each a > 0 it holds that
∫∞
0 r
ne−ar
2
dr = 12 Γ(
n+1
2 )a
−n2− 12 where Γ(n+12 ) =∫∞
0 r
n+1
2 −1e−r dr.
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for all (x, t) ∈M×[0, 1]. It remains to estimate II. Since Fk ∈ C0(M×M×[0,∞)),
there exists C10 > 0 s.t. |Fk(z, y, t)| ≤ C10 for all (z, y, t) ∈ M ×M × [0, 1]. This
implies that for every (x, y, s) ∈M ×M × [0, 1] we have
|((∇xHk) ∗ Fk)(x, y, s)| ≤ C10
∫ s
0
∫
M
|∇xHk|(x, z, τ) dV (z)dτ
≤ C11
√
s.
Hence
II(x, t) =
∫ t
0
∫
M
|((∇xHk) ∗ Fk)(x, y, s)| dV (y)ds
≤ C11
∫ t
0
√
s ds
= C11t
3
2
≤ C11
√
t
for all (x, t) ∈M × [0, 1].
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1.3 Setup for the contraction argument
In this section the setup for the contraction argument is developed. After we have
stated the precise setting, we will take care of the constraint equation (1.1.4) in
Section 1.4.
1.3.1 Translation of equation (1.1.3) into Rq
In the following we will use that for R in (1.1.3) it holds that
R(u, ψ) = 12(ψ
i, eα · ψj)RTN( ∂
∂xi
◦ u, ∂
∂xj
◦ u)(d(xk ◦ u)(eα))( ∂
∂xk
◦ u)
= 12(ψ
i, (d(xk ◦ u)(eα)eα) · ψj)(Rijk ◦ u)
= 12(ψ
i,∇(xk ◦ u) · ψj)(Rijk ◦ u)
where ∇ denotes the gradient and we write x for the chart on N that induces the
local coordinates ( ∂
∂xi
). Moreover, recall that (., .) satisfies
(ϕ,X · σ) = −(X · ϕ, σ) (1.3.1)
for all X ∈ TpM , ϕ, σ ∈ ΣpM , p ∈M . In the following we denote the Riemannian
metric on M by g.
Let i : N → Rq be an isometric embedding of N in Rq. In the following we
view N as an embedded Riemannian submanifold of Rq via i and we rewrite the
heat flow for Dirac-harmonic maps as an equation in Rq. We choose δ > 0 s.t. the
set
Nδ := {y ∈ Rq | d(y,N) < δ}
is a tubular neighborhood of N in Rq and there exists a smooth map
pi : Nδ → N
s.t.
i) we have dpixv = prTxNv for all x ∈ N , v ∈ Rq,
ii) for every y ∈ Nδ it holds that pi(y) is the unique point of N closest to y,
iii) pi : Nδ → N can be extended to a smooth map pi : Rq → Rq with compact
support.
Because of ii) we call pi nearest point projection. Note that iii) can always be
achieved by choosing δ smaller.
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For A,B ∈ {1, . . . , q} and z ∈ Rq we write
piAB(z) :=
∂piA
∂zB
(z)
for the B-th partial derivative of the A-th component function of pi : Rq → Rq.
Similarly,
piABC(z) :=
∂2piA
∂zB∂zC
(z),
for z ∈ Rq. Moreover, we write (∂A)A=1,...,q for the standard basis of TRq, i.e.,
under the identification TzRq = Rq, z ∈ Rq, we have ∂A(z) = eA where eA is the
A-th standard basis vector of Rq. For every x ∈ N we have
piAB(x) = (dpiA)x(∂B) = ((dpi)x(∂B))A = (prTxN(∂B))A,
i.e., piAB(x) is the A-th component of the projection of ∂B onto TxN .
For A,B ∈ {1, . . . , q} we define
νAB : Rq → R
by νAB := δAB −piAB. Note that νAB(x) is the A-th component of prT⊥x N(∂B) for every
x ∈ N .
Now we define
ν : Rq → Rq×q
by ν(z) := (νAB(z))A,B=1,...,q for z ∈ Rq.
For u ∈ C1(M,N) we have d(ν ◦ u) : TM → Rq×q and define
Ωp(X) := [ν(u(p)), d(ν ◦ u)p(X)]
for p ∈ M , X ∈ TpM , where [., .] denotes the commutator of q × q-matrices.
Finally,
(ΩAB)p(X) := (Ωp(X))AB
denotes the (A,B)-th component of Ωp(X).
Lemma 1.3.1. Let k, l ∈ N, 0 ≤ l ≤ k. Let u ∈ Ck(M,N) and ψ ∈ ΓCl(ΣM ⊗
u∗TN). For each p ∈M we have
ψ(p) ∈ ΣpM ⊗ Tu(p)N ⊂ ΣpM ⊗ Tu(p)Rq.
There exist uniquely determined spinors ψA ∈ ΓCl(ΣM), A = 1, . . . , q, s.t.
ψ = ψA ⊗ (∂A ◦ u)
on M . Moreover, the following holds: for each v ∈ T⊥u(p)N , v = vA∂A, we have
vAψ
A(p) = 0.
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In particular,
νAB(u)ψB = 0 (1.3.2)
on M for A = 1, . . . , q.
Proof. We first show uniqueness. Let p ∈M and assume we have
ψ(p) = ϕA ⊗ (∂A ◦ u)(p) = σA ⊗ (∂A ◦ u)(p)
for some ϕA, σA ∈ ΣpM . We show ϕA = σA for each A = 1, . . . , q. To that end,
choose a basis (bi) of ΣpM and write
ϕA − σA = λiAbi.
Therefore, we have
0 = λiAbi ⊗ (∂A(u(p))).
Since the bi ⊗ (∂A(u(p))) form a basis of ΣpM ⊗ Tu(p)Rq we have
λiA = 0
for all i, A and therefore ϕA = σA for all A = 1, . . . , q.
Now choose a local frame (si) of ΣM , defined on some open subset U ⊂ M .
Then there exist C l-functions f iA : U → R s.t.
ψ = f iAsi ⊗ (∂A ◦ u)
on U . We set
ψA|U := f iAsi.
Together with the uniqueness, this shows the existence.
Let v = vA∂A ∈ T⊥u(p)N . Let ei be an orthonormal basis of Tu(p)N and write
ψ(p) = σi ⊗ ei
Since ei = 〈ei, ∂A〉∂A we have
ψ(p) = (σi〈ei, ∂A〉)⊗ (∂A(u(p))).
Thus,
ψA(p) = σi〈ei, ∂A〉
and therefore
vAψ
A(p) = vAσi〈ei, ∂A〉 = 〈v, ∂A〉〈ei, ∂A〉σi = 〈v, ei〉σi = 0.
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For A,G,D, F ∈ {1, . . . , q} we define RAGDF : Rq → R by
RAGDF := piABpiCBDpiGEpiCEF − piGBpiCBDpiAEpiCEF .
For u ∈ C1(M,N) and ψ ∈ ΓC1(ΣM⊗u∗TN), ψ = ψA⊗ (∂A ◦u), ψA ∈ ΓC1(ΣM),
(eα) an orthonormal basis of TpM , and X ∈ TpM we define
(Ω˜AG)pX :=
(1
2R
A
GDF (u)(ψD, eα · ψF )e∗α(X)
)∣∣∣∣
p
.
In [10] the following lemma was shown by deriving the Euler Lagrange equa-
tions of (1.1.1) in the setting provided by the tubular neighborhood.
Lemma 1.3.2. A tuple (u, ψ) where u : [0, T ] ×M → N and ψ ∈ Γ(pr∗2ΣM ⊗
u∗TN) is a solution of the heat flow for Dirac harmonic maps (1.1.3)-(1.1.4) if
and only if it is a solution of∂tuA −∆uA = 〈ΩAB, duB〉 − 〈Ω˜AB, duB〉 on (0, T )×M, A = 1, . . . , q,/DψA + (ΩAB)] · ψB = 0 on [0, T ]×M, A = 1, . . . , q, (1.3.3)
where we write uB : M → R for the B-th component function of u : M → N ⊂ Rq
In the following we show the equivalence of (1.1.3) and the first equation of
(1.3.3) by direct calculations, providing and alternative proof of the above lemma.
(The equivalence of (1.1.4) and the second equation of (1.3.3) can also be shown
by direct calculations, but we don’t need this equivalence.)
Proposition 1.3.3. We have
piAB(x) = piBA(x) (1.3.4)
and
piAC(x)piCB(x) = piAB(x) (1.3.5)
for all x ∈ N , A,B ∈ 1, . . . , q. Moreover, given u ∈ C1(M,N), we have
piAB(u(p))(duB)p(X) = (duA)pX (1.3.6)
for all A ∈ 1, . . . , q, p ∈M , and X ∈ TpM .
Proof. Let x ∈ N and A,B ∈ 1, . . . , q. Let (ui) be an orthonormal basis of TxN .
Since prTxN is an orthogonal projection, we have
prTxN(∂B) =
∑
i
〈ui, ∂B〉ui
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where 〈., .〉 is the euclidean metric. Since ui = ∑A〈ui, ∂A〉∂A it follows directly
that
piAB(x) =
∑
i
〈ui, ∂B〉〈ui, ∂A〉.
In particular, piAB(x) = piBA(x). Moreover,
piAC(x)piCB(x) =
∑
C
∑
i,j
〈ui, ∂C〉〈ui, ∂A〉〈uj, ∂B〉〈uj, ∂C〉
=
∑
i,j
〈ui, uj〉〈ui, ∂A〉〈uj, ∂B〉
=
∑
i,j
δij〈ui, ∂A〉〈uj, ∂B〉
=
∑
i
〈ui, ∂B〉〈ui, ∂A〉
= piAB(x).
Finally, we calculate (everything is evaluated at p)
piAB(u)duB(X) = duB(X)
(
prTN(∂B(u))
)A
=
(
prTN(duB(X)∂B(u))
)A
=
(
prTN(du(X))
)A
= (du(X))A
= duA(X).
Proposition 1.3.4. Let u ∈ C1(M,N). Then it holds that
νAB(u)∇(uB) = 0
on M for every A ∈ {1, . . . , q}.
Proof. We have ∇u = d(uB)(eα)eα for an orthonormal basis (eα) of M . If we have
an arbitrary w = wB∂B ∈ Rq, it holds that
prT⊥N(w) = νABwB∂A.
Since u takes values in N , we have duB(eα)∂B ∈ TN . It follows that
0 = prT⊥N((duB)(eα)∂B) = νAB(u)duB(eα)∂A.
In particular,
0 = νAB(u)duB(eα)
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for A = 1, . . . , q. Therefore,
0 = νAB(u)duB(eα)eα = νAB(u)∇(uB).
Lemma 1.3.5. Let u ∈ C1(M,N). For every p ∈M , X ∈ TpM we have
(ΩAB)pX =
(
− νAC (u)piCDB(u)duD(X) + νCB (u)piADC(u)duD(X)
)∣∣∣
p
(where uB : M → R is the B-th component function of u : M → N ⊂ Rq).
Proof. We calculate
d(νAB ◦ u)pX = (dνAB)u(p)du(X)
= d(δAB − piAB)u(p)
(
(duC)p(X)∂C
)
= −(dpiAB)u(p)
(
(duC)p(X)∂C
)
= −(duC)p(X)
(
(dpiAB)u(p)(∂C)
)
= −(duC)p(X)piACB(u(p)).
From this the lemma easily follows.
Lemma 1.3.6. Let II be the second fundamental form of N in Rq, i.e.,
II(X, Y ) = prT⊥N(∇RqX Y )
for X, Y ∈ TN . If u ∈ C1(M,N) and (eα) is an orthonormal basis of TpM , then
it holds that
II(dup(eα), dup(eα)) = −〈(ΩAB)p, (duB)p〉∂A(u(p))
Proof. Let ∂
∂yi
be local coordinates of N . Then ∂
∂yi
= 〈 ∂
∂yi
, ∂A〉∂A implies
∂
∂yi
= prTN(
∂
∂yi
) = 〈 ∂
∂yi
, ∂A〉prTN(∂A) = 〈 ∂
∂yi
, ∂A〉piBA∂B
and we get
II( ∂
∂yi
,
∂
∂yj
) = 〈 ∂
∂yi
, ∂A〉〈 ∂
∂yj
, ∂B〉II(prTN(∂A), prTN(∂B))
= 〈 ∂
∂yi
, ∂A〉〈 ∂
∂yj
, ∂B〉prT⊥N(∇RqpiCA∂Cpi
D
B∂D)
= 〈 ∂
∂yi
, ∂A〉〈 ∂
∂yj
, ∂B〉piCAprT⊥N(piDCB∂D)
= 〈 ∂
∂yi
, ∂A〉〈 ∂
∂yj
, ∂B〉piCApiDCBνED∂E
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Now let (eα) be an orthonormal basis of TpM . Using du(eα) = d(yi ◦ u)(eα) ∂∂yi we
get
II(dup(eα), dup(eα))
= d(yi ◦ u)p(eα)d(yj ◦ u)p(eα)
(
〈 ∂
∂yi
, ∂A〉〈 ∂
∂yj
, ∂B〉piCApiDCBνED∂E
)∣∣∣
u(p)
Noting that d(yi ◦u)p(eα)〈 ∂∂yi (u(p)), ∂A(u(p))〉 = (duA)p(eα) (since du(eα) = d(yi ◦
u)(eα) ∂∂yi = d(y
i ◦ u)(eα)〈 ∂∂yi , ∂A〉∂A and on the other hand du(eα) = duA(eα)∂A)
the above equation reads
II(dup(eα), dup(eα)) = (duA)p(eα)(duB)p(eα)
(
piCApi
D
CBν
E
D∂E
)∣∣∣
u(p)
and because of equation (1.3.6) we have
II(dup(eα), dup(eα)) = (duC)p(eα)(duB)p(eα)
(
piDCBν
E
D∂E
)∣∣∣
u(p)
.
Moreover, using Lemma 1.3.5 we calculate
− 〈(ΩAB)u(p), d(uB)p〉
= −〈(ΩAB)p(eα)eα, (duB)p(eβ)eβ〉
= −(ΩAB)p(eα)(duB)p(eα)
=
(
νAC (u)piCDB(u)duD(eα)duB(eα)− νCB (u)piADC(u)duD(eα)duB(eα)
)∣∣∣
p
=
(
νAC (u)piCDB(u)duD(eα)duB(eα)
)∣∣∣
p
,
where in the last line we used νCB (u)duB(eα) = 0 (see the proof of Lemma 1.3.4).
We have shown the lemma.
Lemma 1.3.7. Let u ∈ C1(M,N) and ψ ∈ ΓC0(ΣM ⊗ u∗TN). We have ψ =
ψA ⊗ (∂A ◦ u) for ψA ∈ ΓC0(ΣM) (c.f. Lemma 1.3.1) . Then it holds that
piAB(u)piBDC(u)∇(uD) · ψC = 0 (1.3.7)
on M .
Proof. Let p ∈M and let (eα) be a local orthonormal basis ofM . Equation (1.3.5)
together with the product rule yields
d(piAB(u))(eα) = d(piAC(u)piCB(u))(eα)
= piAC(u)
(
d(piCB(u))(eα)
)
+ piCB(u)
(
d(piAC(u))(eα)
)
.
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Combining this with
d(piAB(u))(eα) = d(piAB)u
(
du(eα)
)
= d(piAB)u
(
duC(eα)∂C
)
= duC(eα)piACB(u)
implies
duC(eα)piACB(u) = piAC(u)
(
duD(eα)piCDB(u)
)
+ piCB(u)
(
duD(eα)piADC(u)
)
.
Multiplying with eα and summing over α yields
piACB(u)∇(uC) = piAC(u)piCDB(u)∇(uD) + piCB(u)piADC(u)∇(uD). (1.3.8)
Therefore,
piAC(u)piCDB(u)∇(uD) · ψB = piACB(u)∇(uC) · ψB
− piCB(u)piADC(u)∇(uD) · ψB.
It remains to show that
piACB(u)∇(uC) · ψB − piCB(u)piADC(u)∇(uD) · ψB = 0.
This follows from
piCB(u)piADC(u)∇(uD) · ψB = piADC(u)∇(uD) ·
(
piCB(u)ψB
)
= piADC(u)∇(uD) ·
(
(δCB + νCB (u))ψB
)
= piADC(u)∇(uD) · ψC ,
where we used equation (1.3.2).
Proposition 1.3.8.
RmN(prTN(∂A), prTN(∂G), prTN(∂D), prTN(∂F ))
= piBCFpiCApiEHDpiHG νBE − piBCDpiCApiEHFpiHG νBE .
Proof. In the proof of Lemma 1.3.6 we showed that
II(prTN(∂A), prTN(∂B)) = piCApiDCBνED∂E.
If we combine this with the Gauß equation, then the proposition follows from a
short computation.
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Lemma 1.3.9. For u ∈ C1(M,N) and ψ ∈ ΓC0(ΣM ⊗ u∗TN) it holds that
〈(Ω˜AB)p, (duB)p〉 =
(
piAB(u)piCBD(u)piCEF (u)(ψD,∇(uE) · ψF )
)∣∣∣∣
p
, (1.3.9)
and
R(u, ψ)(p) = 〈(Ω˜AB)p, (duB)p〉∂A(u(p)) (1.3.10)
for all p ∈M .
Proof. Let (eα) be an orthonormal basis of TpM . We calculate
〈Ω˜AG, duG〉
= 〈Ω˜AG(eα)eα, duG(eβ)eβ〉
= Ω˜AG(eβ)duG(eβ)
= 12R
A
GDF (u)(ψD, eα · ψF )duG(eα)
= 12R
A
GDF (u)(ψD,∇(uG) · ψF )
= 12(pi
A
Bpi
C
BDpi
G
Epi
C
EF )u(ψD,∇(uG) · ψF )
− 12(pi
G
Bpi
C
BDpi
A
Epi
C
EF )|u(ψD,∇(uG) · ψF )
= 12(pi
A
Bpi
C
BDpi
C
EF )u(ψD,∇(uE) · ψF )
− 12(pi
C
BDpi
A
Epi
C
EF )|u(ψD,∇(uB) · ψF )
= 12(pi
A
Bpi
C
BDpi
C
EF )u(ψD,∇(uE) · ψF )
+ 12(pi
C
BDpi
A
Epi
C
EF )|u(ψF ,∇(uB) · ψD)
= (piABpiCBDpiCEF )u(ψD,∇(uE) · ψF ),
where we used piGE(u)∇(uG) = ∇(uE) (follows from equation (1.3.6)) together with
equation (1.3.1) and the fact that (., .) is symmetric. We have shown equation
(1.3.9). To show (1.3.10), we choose local coordinates ∂
∂xi
on N and write as usual
ψ = ψi ⊗ ( ∂
∂xi
◦ u) and ψ = ψA ⊗ (∂A ◦ u). In the following calculation we will use
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that since the ψA are uniquely determined we have ψA = ψi〈 ∂
∂xi
, ∂A〉. We have
R(u, ψ) = 12(ψ
i,∇(xj ◦ u) · ψm)Rimj(u)
= 12(ψ
i,∇(xj ◦ u) · ψm)〈Rimj(u), ∂A(u)〉∂A(u)
= 12(ψ
i,∇(xj ◦ u) · ψm)〈Rimj(u), prTN(∂A(u))〉∂A(u)
= 12(ψ
i,∇(xj ◦ u) · ψm)〈 ∂
∂xi
(u), ∂D(u)〉〈 ∂
∂xm
(u), ∂F (u)〉〈 ∂
∂xj
(u), ∂G(u)〉
RmN(prTN(∂D), prTN(∂F ), prTN(∂G), prTN(∂A))|u∂A(u)
= 12(ψ
D,∇(xG ◦ u) · ψF )
RmN(prTN(∂D), prTN(∂F ), prTN(∂G), prTN(∂A))|u∂A(u)
= −12(ψ
D,∇(xG ◦ u) · ψF )
RmN(prTN(∂A), prTN(∂G), prTN(∂D), prTN(∂F ))|u∂A(u)
= −12(ψ
D,∇(xG ◦ u) · ψF )(piBCFpiCApiEHDpiHG νBE − piBCDpiCApiEHFpiHG νBE )|u∂A(u)
= −12(ψ
D,∇(xG ◦ u) · ψF )(piBCFpiCApiEHDpiHG νBE )|u∂A(u)
+ 12(ψ
D,∇(xG ◦ u) · ψF )(piBCDpiCApiEHFpiHG νBE )|u∂A(u)
(1.3.1)= 12(ψ
F ,∇(xG ◦ u) · ψD)(piBCFpiCApiEHDpiHG νBE )|u∂A(u)
+ 12(ψ
D,∇(xG ◦ u) · ψF )(piBCDpiCApiEHFpiHG νBE )|u∂A(u)
= (ψD,∇(xG ◦ u) · ψF )(piBCDpiCApiEHFpiHG νBE )|u∂A(u)
= (ψD,∇(xG ◦ u) · ψF )(piBCDpiCApiEHFpiHG δBE )|u∂A(u)
− (ψD,∇(xG ◦ u) · ψF )(piBCDpiCApiEHFpiHGpiBE )|u∂A(u)
(1.3.6)= (ψD,∇(xH ◦ u) · ψF )(piBCDpiCApiBHF )|u∂A(u)
− (ψD,∇(xH ◦ u) · ψF )(piBCDpiCApiEHFpiBE )|u∂A(u)
(1.3.7)= (ψD,∇(xH ◦ u) · ψF )(piBCDpiCApiBHF )|u∂A(u).
This finishes the proof of the lemma.
Now we show the equivalence of (1.1.3) and the first equation of (1.3.3). To
that end, we use the formula
τN(u) = τRq(u)− II(du(eα), du(eα))
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where τN(u) and τRq(u) denote the tension of u regarded as a map M → N and
M → Rq, respectively. We have τRq(u) = (∆uA)∂A(u). Lemma 1.3.6 yields
τN(u) =
(
∆uA + 〈ΩAB, duB〉
)
∂A(u).
Combining this with equation (1.3.10) yields
τN(u)−R(u, ψ) =
(
∆uA + 〈ΩAB, duB〉 − 〈Ω˜AB, duB〉
)
∂A(u).
This is what we wanted to show.
(At this point, it is worth pointing out that our identification of N with the
image of the isometric embedding i : N → Rq does not do any harm here. To see
this, we will carefully distinguish between u : M → N and i ◦ u : M → Rq in the
following. Note that the equation for the tensions above is
di(τN(u)) = τRq(i ◦ u)− II(du(eα), du(eα)).
Moreover, if we are very precise, equation (1.3.10) actually reads
di(R(u, ψ)) = 〈Ω˜AB, d(i ◦ u)B〉∂A(i ◦ u).
Then, since di is injective, we have
∂tu = τN(u)−R(u, ψ)
⇔ di(∂tu) = di(τN(u))− di(R(u, ψ))
⇔ ∂t(i ◦ u) =
(
∆(i ◦ u)A + 〈ΩAB, d(i ◦ u)B〉 − 〈Ω˜AB, d(i ◦ u)B〉
)
∂A(i ◦ u)
where we also use i ◦ u instead of u in ΩAB and Ω˜AB.)
The equations (1.3.3) already tell us how the heat flow for Dirac-harmonic
maps can be rewritten as a system of equations in Rq. For our purposes, we want
to slightly rewrite the first equation of (1.3.3). This is the content of the following
lemma.
Lemma 1.3.10. A tuple (u, ψ) where u : [0, T ] ×M → N and ψ ∈ Γ(pr∗2ΣM ⊗
u∗TN) is a solution of (1.1.3) if and only if it is a solution of
∂tu
A −∆uA = FA1 (u) + FA2 (u, ψ) on (0, T )×M, A = 1, . . . , q,
where
FA1 (u) = 〈ΩAB, duB〉
= (νCB (u)piADC(u)− νAC (u)piCDB(u))〈∇xuB,∇xuD〉g
= −piABC(u)〈∇xuB,∇xuC〉g,
FA2 (u, ψ) = −〈Ω˜AB, duB〉
= −piAB(u)piCBD(u)piCEF (u)(ψD,∇xuE · ψF ).
Here we write 〈., .〉g for the Riemannian metric on M .
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Proof. We only need to verify the identity for 〈ΩAB(u), duB〉. To that end we
calculate with Lemma 1.3.5
〈ΩAB, duB〉 = 〈gαβΩAB(
∂
∂xβ
) ∂
∂xα
, gλµduB( ∂
∂xµ
) ∂
∂xλ
〉
= gαβΩAB(
∂
∂xβ
)duB( ∂
∂xα
)
= gαβ
(
− νAC (u)piCDB(u) + νCB (u)piADC(u)
)
duD( ∂
∂xβ
)duB( ∂
∂xα
)
= (νCB (u)piADC(u)− νAC (u)piCDB(u))〈∇xuB,∇xuD〉
Moreover,
(νCB (u)piADC(u)− νAC (u)piCDB(u))〈∇xuB,∇xuD〉
=
〈(
(δCB − piCB(u))piADC(u)− (δAC − piAC(u))piCDB(u)
)
∇xuB,∇xuD
〉
=
〈(
δCBpi
A
DC(u)− δACpiCDB(u)
)
︸ ︷︷ ︸
=piADB(u)−piADB(u)=0
∇xuB,∇xuD
〉
+
〈(
− piCB(u)piADC(u) + piAC(u)piCDB(u)
)
∇xuB,∇xuD
〉
=
〈(
− piCB(u)piADC(u) + piAC(u)piCDB(u)
)
∇xuD,∇xuB
〉
= −piABC(u)〈∇xuB,∇xuC〉g
where the last identity follows from (1.3.8).
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1.3.2 The fixed point operator and the solution space
For every T > 0 we denote by XT the Banach space of bounded measurable maps
[0, T ]→ C1(M,Rq), i.e.,
XT := B([0, T ];C1(M,Rq)),
‖u‖XT := maxA=1,...,q supt∈[0,T ]
(
‖uA(t, .)‖C0(M) + ‖∇uA(t, .)‖C0(M)
)
.
We choose and fix an initial value for the mapping part u0 ∈ C2+α(M,N) for some
0 < α < 1. Moreover, we define v0 ∈ XT by
v0(t, x) :=
∫
M
p(x, y, t)u0(y) dV (y)
where p is the heat kernel of M and denote by
BTR(v0) := {u ∈ XT | ‖u− v0‖XT ≤ R}
the closed ball with center v0 and radius R in XT . Then we set
(Lu)(t, x) := v0(t, x) +
∫ t
0
∫
M
p(x, y, t− τ) (F1(uτ )(y) + F2(uτ , ψ(uτ ))(y)) dV (y)dτ.
Short time existence then follows from Banach’s fixed point theorem after we have
shown that L is a contraction on BTR(v0) for R and T small enough. (Of course
we have to show some additional things, e.g., that the fixed point takes values in
N and has the desired regularity.)
Recalling the strategy of the proof we outlined in the introduction, we first
have to solve the constraint equation (1.1.4). (In fact, the ψ(u) in the definition
of L will be the solution of the constraint equation.) As we mentioned, we will
not transform (1.1.4) to Rq and solve it there, we rather solve it directly in N (in
particular, the maps we consider have to be N -valued). At this point we run into
a technical problem, since the elements of BTR(v0) are Rq-valued. We remedy this
by showing that for R and T small enough, every u ∈ BTR(v0) is Nδ-valued. Hence
pi ◦ u is N -valued. Then we solve the constraint equation for pi ◦ u instead of u
(i.e., we solve /Dpi◦u = 0 instead of /Du = 0). This does not make a difference, since
the fixed point u∗ will be N -valued, hence pi ◦ u∗ = u∗.
We also explained in the introduction that to get the necessary estimates for
the solution of equation (1.1.4), we will use a construction that joins u0(x) and
(pi◦ut)(x) by a unique shortest geodesic of N . To do this, we need the next lemma
which states that locally we can bound distances in N by distances in Rq.
Lemma 1.3.11. Let N ⊂ Rq be a closed embedded submanifold of Rq with the
induced Riemannian metric. Denote by A its Weingarten map. Choose C > 0 s.t.
‖A‖ ≤ C where
‖A‖ := sup{‖AvX‖ | v ∈ T⊥p N, X ∈ TpN, ‖v‖ = 1, ‖X‖ = 1, p ∈ N}.
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Then there exists 0 < δ0 < 1C s.t. for all 0 < δ ≤ δ0 and for all p, q ∈ N with‖p− q‖2 < δ it holds that
dN(p, q) ≤ 11− δC ‖p− q‖2,
where ‖.‖2 denotes the Euclidean norm.
A proof can be found in Appendix 1.B.
In the following we will make some choices for the constants δ, R, and T (e.g.
to ensure the existence of unique shortest geodesics). At this point it is worth
being very precise, since the constants will also depend on each other and we want
to avoid any unclarity in future arguments.
By Lemma 1.2.10 v) it holds that for every R > 0 there exists T = T (R) > 0
s.t.
‖v0(t, .)− u0‖C0(M,Rq) < R (1.3.11)
for all t ∈ [0, T ].
If R < δ2 and T = T (R) is chosen s.t. (1.3.11) holds, then it holds for every
u ∈ BTR(v0) ∩ {u|t=0 = u0} that
u(t, x) ∈ Nδ
for all (t, x) ∈ [0, T ]×M . (In particular pi ◦ u is N -valued.) To see this, note that
d(u(t, x), N) ≤ ‖u(t, x)− u0(x)‖2
≤ ‖u(t, x)− v0(t, x)‖2 + ‖v0(t, x)− u0(x)‖2
< 2R
< δ
for all (t, x) ∈ [0, T ]×M .
In order do deal with the constraint equation it will be important that we can
connect (pi ◦ u)(x, t) and (pi ◦ v)(x, s) by a unique shortest geodesic of N . To that
end we first note that for all u ∈ BTR(v0) ∩ {u|t=0 = u0} it holds that
‖(pi ◦ u)(t, x)− u0(x)‖2 ≤ ‖(pi ◦ u)(t, x)− u(t, x)‖2 + ‖u(t, x)− u0(x)‖2
= d(u(t, x), N) + ‖u(t, x)− u0(x)‖2
< δ + δ
= 2δ.
(1.3.12)
Now we choose ε > 0 with 2ε < inj(N). Moreover, let C > 0 and δ0 > 0 be chosen
as in Lemma 1.3.11 and assume
δ < min{14δ0,
1
4ε(1− δ0C)}.
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Using equation (1.3.12) we see that for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0} it holds
that
‖(pi ◦ u)(t, x)− (pi ◦ v)(s, x)‖2 < 4δ < δ0.
Therefore Lemma 1.3.11 and the choice of δ yield
dN((pi ◦ u)(t, x), (pi ◦ v)(s, x)) ≤ 11− δ0C ‖(pi ◦ u)(t, x)− (pi ◦ v)(s, x)‖2 (1.3.13)
<
1
1− δ0C 4δ
<
1
1− δ0C 4
1
4ε(1− δ0C)
= ε
<
1
2 inj(N).
To summarize, we have chosen constants as follows:
ε > 0 s.t. 2ε < inj(N),
δ = δ(ε) > 0 s.t. δ < min{14δ0, 14ε(1− δ0C)},
R = R(δ, ε) > 0 s.t. R < δ(ε)2 ,
T = T (δ, ε, R) > 0 s.t. (1.3.11) holds
Table 1.1: Choices of constants.
where δ0, C > 0 are as in Lemma 1.3.11. We have shown that these choices
imply
u(t, x) ∈ Nδ
and
dN((pi ◦ u)(t, x), (pi ◦ v)(s, x)) < ε < 12 inj(N) (1.3.14)
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, x ∈ M , t, s ∈ [0, T ]. Note that ε, δ, R and
T in Table 1.1 fulfill certain smallness assumptions. In particular, we are free to
choose them even smaller. (We will do this in some of the following proofs.) In
the following, constants appearing in inequalities might depend on M , N , and u0,
but we suppress this dependency in the notation since we view M , N , and u0 as
part of our fixed initial data.
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1.4 The constraint equation
In this section we solve the constraint equation with the strategy outlined in the
introduction. Until Section 1.4.3 we have no restrictions on the dimension of M .
Let u, v ∈ BTR(v0)∩{u|t=0 = u0} and assume that the constants are chosen as in
Table 1.1. In the following we denote by P vs,ut = P vs,ut(x) the parallel transport
of N along the unique11 shortest geodesic from pi(v(s, x)) to pi(u(t, x)). We also
denote by P vs,ut the induced mappings
(pi ◦ vs)∗TN → (pi ◦ ut)∗TN,
ΣM ⊗ (pi ◦ vs)∗TN → ΣM ⊗ (pi ◦ ut)∗TN,
and
ΓC1(ΣM ⊗ (pi ◦ vs)∗TN)→ ΓC1(ΣM ⊗ (pi ◦ ut)∗TN).
1.4.1 Estimates for Dirac operators along maps
As mentioned in the introduction, we will use estimates for Dirac operators along
maps to get estimates for the projection onto the kernels of such operators.
Lemma 1.4.1. Choose ε, δ, R, and T as in Table 1.1. If ε > 0 and T > 0 are
small enough, then there exists C = C(R) > 0 s.t.
‖
((
P vs,ut
)−1
/D
pi◦utP vs,ut − /Dpi◦vs
)
ψ(x)‖ ≤ C‖ut − vs‖C0(M,Rq)‖ψ(x)‖
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, ψ ∈ ΓC1(ΣM ⊗ (pi ◦ vs)∗TN), x ∈ M ,
t, s ∈ [0, T ].
We formulated the lemma in exactly the way we are going to use it later.
However it is obvious from the proof that the assertion of the lemma holds in more
general contexts (e.g. for arbitrary maps f, g ∈ C1(M,N) that are close enough
in C0(M,N)), provided the factors on the right hand side of the inequality are
suitably adjusted (e.g. by C(‖f‖C1 , ‖g‖C1) supy∈M dN(f(y), g(y))‖ψ(x)‖).
In the same way, most of the lemmas shown in Section 1.4 hold in more general
situations with essentially the same proofs.
Proof of Lemma 1.4.1. We will prove the lemma by considering the curvature of
F ∗TN where F : [0, 1] ×M → N is a certain C1-mapping that we construct in
the proof. Hence F ∗TN is a C1-vector bundle over a smooth manifold. To make
sure we don’t run into the issue that certain expressions involving the curvature
of F ∗TN are not well-defined we start the proof with a few general remarks.
11parametrized on [0, 1]
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If we define the curvature of a vector bundle V → M˜ with connection ∇V
(where M˜ is supposed to be a smooth manifold) in the usual way, i.e.,
RV (X, Y )s = ∇VX∇VY s−∇VY∇VXs−∇V[X,Y ]s (1.4.1)
we need at least that s : M˜ → V is a C2-section (X and Y are smooth vector
fields on M˜). Therefore V needs to be at least a C2-vector bundle. Our F ∗TN
will only be a C1-vector bundle. However in our special case of the pullback of a
smooth vector bundle along a C1-mapping we can still define the curvature. To
that end we will work with connection and curvature forms.
Let E → N˜ be a smooth vector bundle and f : M˜ → N˜ a C1-mapping between
smooth manifolds. Let∇E be a connection on E. Choose a local frame (s1, . . . , sn)
of E over some open subset U ⊂ N˜ . We define the local 1-forms ωji ∈ Γ(T ∗M |U)
by
∇EXsi := ωji (X)sj
and call ωji the connection 1-form (of E) associated to (s1, . . . , sn). We define the
curvature of (the smooth vector bundle) E by (1.4.1). Then it holds that
RE(X, Y )si = Ωji (X, Y )sj (1.4.2)
where Ωji := dω
j
i + ω
j
k ∧ ωki ∈ Γ(
∧2 T ∗M |U) is the curvature 2-form (of E) asso-
ciated to (s1, . . . , sn).12 The definition of the pullback-connection yields that the
connection 1-form of f ∗E associated to (f ∗s1, . . . , f ∗sn) is given by f ∗ωji . Now we
define the curvature of (the C1-vector bundle) f ∗E by
Rf
∗E(X, Y )f ∗si := (f ∗Ωji )(X, Y )f ∗sj.
This is a well-defined expression, since we can pull back 2-forms by C1-maps.13
More precisely, given X, Y ∈ TpM˜ , v ∈ (f ∗E)p, p ∈ f−1(U), v = vi(f ∗si)|p we
define
Rf
∗E(X, Y )v := vi(f ∗Ωji )(X, Y )(f ∗sj)|p.
By this definition it trivially holds that
RE(dfX, dfY )v|f(q) = Rf∗E(X, Y )(f ∗v)|q (1.4.3)
12Equation (1.4.2) easily follows from the definition of the curvature (1.4.1). We use the following
convention: given to 1-forms α and β we define their wedge product by (α ∧ β)(X,Y ) := α(X)β(Y ) −
α(Y )β(X).
13If f is at least C2, then the curvature of f∗E, defined by (1.4.1), indeed satisfies the equation
Rf
∗E(X,Y )f∗si = (f∗Ωji )(X,Y )f∗sj , since in this case the curvature 2-form of f∗E associated to
(f∗s1, . . . , f∗sn) is given by f∗Ωji where Ω
j
i is the curvature 2-form of E associated to (s1, . . . , sn). This
follow from f∗Ωji = f∗(dω
j
i ) + f∗(ω
j
k ∧ ωki ) = d(f∗ωji ) + (f∗ωjk) ∧ (f∗ωki ). Note that f∗(dα) = d(f∗α)
only holds if f is at least C2.
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for all X, Y ∈ TqM˜ and all rough sections v : N˜ → E. (A rough section is a
mapping v : N˜ → E s.t. v(p) ∈ Ep for all p ∈ N˜ . A rough section doesn’t need to
be continuous.)14 In particular (1.4.3) implies that our definition of Rf∗E doesn’t
depend on any choices. Moreover our definition of Rf∗E yields that
Rf
∗E(X, Y )s = ∇f∗EX ∇f
∗E
Y s−∇f
∗E
Y ∇f
∗E
X s−∇f
∗E
[X,Y ]s (1.4.4)
if the expressions on the right hand side are well-defined in the sense that they are
well-defined in local coordinates. We will explain in more detail what we mean by
that: if ∂
∂xα
are local coordinates of M˜ defined on f−1(U), ∂
∂yβ
are local coordinates
of N˜ defined on U , X = Xα ∂
∂xα
, Y = Y α ∂
∂xα
, v a section of f ∗E, v = vi(f ∗si),
then we have
∇f∗EX ∇f
∗E
Y v = Xγ
(
(L ∂
∂xγ
Y α)(L ∂
∂xα
vi)f ∗si + Y α(L ∂
∂xγ
L ∂
∂xα
vi)f ∗si
+ Y α(L ∂
∂xα
vi)(y ◦ f ◦ x
−1)τ
∂xγ
f ∗(∇E∂
∂yτ
si)
+ (L ∂
∂xγ
Y α)vi∂(y ◦ f ◦ x
−1)β
∂xα
f ∗(∇E∂
∂yβ
si)
+ Y α(L ∂
∂xγ
vi)∂(y ◦ f ◦ x
−1)β
∂xα
f ∗(∇E∂
∂yβ
si)
+ Y αvi∂
2(y ◦ f ◦ x−1)β
∂xγ∂xα
f ∗(∇E∂
∂yβ
si)
+ Y αvi∂(x ◦ f ◦ x
−1)β
∂xα
∂(y ◦ f ◦ x−1)τ
∂xγ
f ∗(∇E∂
∂yτ
∇E∂
∂yβ
si)
)
(1.4.5)
If we assume v to be C1 and X, Y to be smooth, then we see that the terms on
the right hand side that might prevent ∇f∗EX ∇f
∗E
Y v from being well-defined are
L ∂
∂xγ
L ∂
∂xα
vi and ∂2(y◦f◦x−1)β
∂xγ∂xα
. This will play a role later in the proof. 15
14One could come to the conclusion that the differentiability of sections doesn’t matter at all for the
curvature since the curvature is tensorial in all three entries. But this is of course wrong. The curvature
is a tensorial expression, but to calculate it one needs extensions of class at least C2. The tensoriality
just says that the curvature doesn’t depend on the choice of extensions.
15One could ask whether it ever happens that the expressions on the right hand side are well-defined
if f : M˜ → N˜ is merely C1. Consider for example the case that N˜ = N˜1× N˜2. Then it may happen that
while f is globally only C1, some second order mixed derivatives of f exist. If one choses X and Y to be
in the tangent spaces of N˜1 and N˜2 (no particular order) and s with the property that the coordinate
functions of s have existing mixed derivatives, then the expression ∇f∗EX ∇f
∗E
Y s is well-defined in the
sense that it exists in local coordinates. We will see a concrete example later in the proof.
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After these remarks we come to the actual proof of Lemma 1.4.1. We write
g := pi ◦ vs, f := pi ◦ ut, and we define the C1-mapping
F : [0, 1]×M → N
by F (t, x) := expg(x)(texp−1g(x)f(x)) where exp denotes the exponential map of the
Riemannian manifold (N, h). Note that F (0, .) = g, F (1, .) = f , and t 7→ F (t, x)
is the unique shortest geodesic from g(x) to f(x). (Recall that F is well-defined
because of (1.3.14).) We denote by
Pt1,t2 = Pt1,t2(x) : TF (t1,x)N → TF (t2,x)N
the parallel transport in F ∗TN w.r.t. ∇F ∗TN (pullback of the Levi-Civita con-
nection on TN) along the curve γx(t) := (t, x) from γx(t1) to γx(t2), x ∈ M ,
t1, t2 ∈ [0, 1]. In particular,
P0,1 = P vs,ut .
Let ψ ∈ ΓC1(ΣM ⊗ g∗TN). We have((
P0,1
)−1
/D
fP0,1 − /Dg
)
ψ
= (eα · ψi)⊗
((((
P0,1
)−1∇f∗TNeα P0,1)−∇g∗TNeα ) (bi ◦ g)) (1.4.6)
where ψ = ψi ⊗ (bi ◦ g), (bi) is a (smooth) local orthonormal frame of TN , ψi are
local C1-sections of ΣM , and (eα) is a (smooth) local orthonormal frame of TM .
We define local C1-sections Θi of F ∗TN by
Θi(t, x) := P0,t(x)(bi ◦ g)(x).
For each t ∈ [0, 1] we define the functions Tij(t, .) = Tαij(t, .) by(
P0,t
)−1(
(∇F ∗TNeα Θi)(t, x)
)
=
∑
j
Tij(t, x)(bj ◦ g)(x). (1.4.7)
A priori we only know that the Tij are continuous. In the following we will do a
few formal calculations and justify them afterwards. It holds that
‖
(((
P0,1
)−1∇f∗TNeα P0,1)−∇g∗TNeα ) (bi ◦ g)(x)‖2h
= ‖
(
P0,1
)−1(
(∇F ∗TNeα Θi)(1, x)
)
−
(
P0,0
)−1(
(∇F ∗TNeα Θi)(0, x)
)
‖2h
= ‖
(∑
j
Tij(1, x)(bj ◦ g)(x)
)
−
(∑
j
Tij(0, x)(bj ◦ g)(x)
)
‖2h
=
∑
j
(Tij(1, x)− Tij(0, x))2
=
∑
j
(∫ 1
0
d
dt
∣∣∣∣
t=r
Tij(t, x)dr
)2
.
(1.4.8)
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Therefore we want to control the first time-derivative of the Tij. Equation (1.4.7)
implies that these time-derivatives are related to the curvature of F ∗TN . More
precisely, for all X ∈ ΓC∞(TM) we have
d
dt
∣∣∣∣
t=r
(
P−10,t
((
∇F ∗TNX Θi
)
(t, x)
))
= d
dt
∣∣∣∣
t=0
(
P−10,t+r
((
∇F ∗TNX Θi
)
(t+ r, x)
))
= d
dt
∣∣∣∣
t=0
(
P−10,rP−1r,t+r
((
∇F ∗TNX Θi
)
(t+ r, x)
))
= P−10,r
d
dt
∣∣∣∣
t=0
(
P−1r,t+r
((
∇F ∗TNX Θi
)
(t+ r, x)
))
= P−10,r
((
∇F ∗TN∂
∂t
∇F ∗TNX Θi
)
(r, x)
)
.
(1.4.9)
Now we justify the formal calculations (1.4.8) and (1.4.9). Combining the defini-
tion of Θi as parallel transport and a careful examination of the regularity of F we
deduce from (1.4.5) that
(
∇F ∗TN∂
∂t
∇F ∗TNX Θi
)
(r, x) exists. Then (1.4.9) holds. In
particular P−10,t
((
∇F ∗TNX Θi
)
(t, x)
)
is differentiable in t. Then (1.4.7) yields that
the Tij are differentiable in t. Therefore (1.4.8) holds. Applying (1.4.4) and (1.4.3)
we further get
∇F ∗TN∂
∂t
∇F ∗TNX Θi = RF
∗TN( ∂
∂t
,X)Θi +∇F ∗TNX ∇F
∗TN
∂
∂t
Θi −∇F ∗TN[ ∂
∂t
,X]Θi
= RF ∗TN( ∂
∂t
,X)Θi
= RTN(dF ( ∂
∂t
), dF (X))Θi,
since ∇F ∗TN∂
∂t
Θi = 0 by definition of Θi, and [ ∂∂t , X] = 0.
This implies
∑
j
(
d
dt
∣∣∣∣
t=r
Tij(t, x)
)2
= ‖ d
dt
∣∣∣∣
t=r
(
P−10,t
((
∇F ∗TNeα Θi
)
(t, x)
))
‖2h
= ‖
(
∇F ∗TN∂
∂t
∇F ∗TNeα Θi
)
(r, x)‖2h
= ‖RTN(dF(r,x)( ∂
∂t
), dF(r,x)(eα))Θi(r, x)‖2h
≤ C1‖dF(r,x)( ∂
∂t
)‖2h‖dF(r,x)(eα)‖2h‖Θi(r, x)‖2h
= C1‖dF(r,x)( ∂
∂t
)‖2h‖dF(r,x)(eα)‖2h
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where we used Lemma 1.4.2 below.
In the following we estimate ‖dF(r,x)( ∂∂t)‖h and ‖dF(r,x)(eα)‖h.
Estimate for ‖dF(r,x)( ∂∂t)‖h: we have
dF(r,x)(
∂
∂t
∣∣∣∣
(r,x)
) = d
dt
∣∣∣∣
t=r
(expg(x)(texp−1g(x)f(x))
= c′(r)
where c(t) := expg(x)(texp−1g(x)f(x)) is a geodesic of N . In particular c′ is parallel
along c and thus ‖c′(r)‖h = ‖c′(0)‖h = ‖exp−1g(x)f(x)‖h. Therefore we get
‖dF(r,x)( ∂
∂t
∣∣∣∣
(r,x)
)‖h = ‖c′(r)‖h
= ‖exp−1g(x)f(x)‖h
≤ dN(g(x), f(x))
≤ 11− δ0C ‖f(x)− g(x)‖2
≤ 11− δ0C ‖f − g‖C0(M,Rq)
≤ C2‖ut − vs‖C0(M,Rq)
where we used (1.3.13) and the (global) Lipschitz continuity of pi.
Estimate for ‖dF(r,x)(eα)‖h: our goal is to show that there exists some C3(R) > 0
s.t. ‖dF(r,x)(eα)‖h ≤ C3(R) for all (r, x) ∈ [0, 1]×M .
First, we recall the following: define the open set E ⊂ TN by
E := {(p, v) ∈ TN | p ∈ N, v ∈ TpN, exppv exists}.
Then we define the smooth map
(pr1, exp) : E → N ×N
by (pr1, exp)(p, v) := (p, exppv). For each p ∈ N there exists an open neighborhood
W of (p, 0) ∈ TN s.t. the map
(pr1, exp) : W → (pr1, exp)(W )
is a diffeomorphism (in particular (pr1, exp)(W ) is open in N × N). One can
always choose W to be of the form
W = {(q, v) ∈ TN | q ∈ W˜ , ‖v‖h < c}
for some c > 0 and an open neighborhood W˜ of p in N , see e.g. [27, p. 58]. Since
N is compact there exists c > 0, an open covering (Vi)i=1,...,k of N with Vi compact
and Vi ⊂ W˜i s.t. (pr1, exp) restricted to
Wi = {(q, v) ∈ TN | q ∈ W˜i, ‖v‖h < c}
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is a diffeomorphism.
We fix r ∈ [0, 1]. The mapping
H :
k⋃
i=1
(pr1, exp)(Wi)→ N
defined by
H(q1, q2) := expq1(rexp
−1
q1 q2).
Note that for each i it holds that
H|(pr1,exp)(Wi)(q1, q2) = expq1
(
r(pr1, exp)|−1Wi(q1, q2)
)
.
In particular H is smooth. Now we choose ε > 0 so small that ε < c2 . For each x ∈
M there exists i s.t. g(x) ∈ Vi. Then it holds that (g(x), f(x)) ∈ (pr1, exp)(Wi),
since dN(f(x), g(x)) < ε. In particular, we have
F (r, .) = H ◦ (g, f)
on M . There exists C > 0 independent of the choice of r ∈ [0, 1] s.t.
‖(dH)(q1,q2)(v, w)‖h ≤ C(‖v‖h + ‖w‖h)
for all (q1, q2) ∈ (pr1, exp)
(
{(q, v) ∈ TN | q ∈ Vi, ‖v‖h ≤ c2}
)
, i = 1, . . . , k.
Therefore
‖(dF )(r,x)eα‖h = ‖d(H ◦ (g, f))xeα‖h
= ‖(dH)(g(x),f(x))
(
(dg)xeα, (df)xeα
)
‖h
≤ C(‖(dg)xeα‖h + ‖(df)xeα‖h)
≤ C2C(R)
for all (r, x) ∈ [0, 1] × M . We conclude that there exists some C3(R) > 0 s.t.
‖dF(r,x)(eα)‖h ≤ C3(R) for all (r, x) ∈ [0, 1]×M .
We have shown
∑
j
(
d
dt
∣∣∣∣
t=r
Tij(t, x)
)2
≤ C1C22C3(R)2‖f − g‖2C0(M,Rq)
= C4(R)‖f − g‖2C0(M,Rq)
for all (t, x). In particular,
−C5(R)‖f − g‖C0(M,Rq) ≤ d
dt
∣∣∣∣
t=r
Tij(t, x) ≤ C5(R)‖f − g‖C0(M,Rq)
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for each (i, j) and all (r, x). Therefore, (1.4.8) yields
‖
(((
P0,1
)−1∇f∗TNeα P0,1)−∇g∗TNeα ) (bi ◦ g)(x)‖h
≤
√
dim(N)C5(R)‖f − g‖C0(M,Rq)
= C6(R)‖f − g‖C0(M,Rq)
for all x ∈M . Using (1.4.6) we deduce
‖
((
P0,1
)−1
/D
fP0,1 − /Dg
)
ψ(x)‖ ≤ C(R)‖f − g‖C0(M,Rq)‖ψ(x)‖
for all x ∈M and all ψ ∈ ΓC1(ΣM ⊗g∗TN). (Here we used that ‖eα(x) ·ψi(x)‖ =
‖ψi(x)‖ and ‖ψi(x)‖ ≤
(∑
j ‖ψj(x)‖2
) 1
2
= ‖ψ(x)‖.)
Lemma 1.4.2. Let (N, h) be a compact Riemannian manifold. Then there exists
C > 0 s.t.
‖RTN(X, Y )Z‖h ≤ C‖X‖h‖Y ‖h‖Z‖h
for all X, Y, Z ∈ TpN and all p ∈ N .
Proof. We use the local formula
RTN(X, Y )Z =
(
L ∂
∂xj
Γlik − L ∂
∂xk
Γlij + ΓljsΓsik − ΓlksΓsij
)
ZiXjY k
∂
∂xl
.
To that end let x : U˜ → Rn be a chart of N and let U ⊂ N be open with U ⊂ U˜
and U ⊂ N compact. In particular, all the L ∂
∂xj
Γlik, Γlij, and ∂∂xl are bounded on
U .
This implies that for any q ∈ U and X, Y, Z ∈ TqN with ‖X‖h = ‖Y ‖h =
‖Z‖h = 1 it holds that
‖RTN(X, Y )Z‖h ≤ C(U, x).
Covering N with finitely many such charts and taking the maximum over the
C(U, x) we get that there exists C > 0 s.t.
‖RTN(X, Y )Z‖h ≤ C
for all X, Y, Z ∈ TpN with ‖X‖h = ‖Y ‖h = ‖Z‖h = 1 and all p ∈ N . From this
the lemma follows easily.
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1.4.2 Estimates for the parallel transports
In this section we obtain estimates for the parallel transports which will be used
later.
Lemma 1.4.3. Choose ε, δ, R, and T as in Table 1.1. If ε > 0 is small enough,
then there exists C = C(ε) > 0 s.t.
‖P vs,u0P ut,vsP u0,utZ − Z‖ ≤ C‖ut − vs‖C0(M,Rq)‖Z‖
for all Z ∈ Tu0(x)N , x ∈M , s, t ∈ [0, T ], u, v ∈ BTR(v0) ∩ {u|t=0 = u0}.
Proof. We fix x, s, t, u, v and write y := (pi ◦ vs)(x), z := (pi ◦ ut)(x). Moreover, we
denote by γi : [0, 1]→ N the unique shortest geodesics of N with
γ1(0) = γ3(1) = u0(x), γ1(1) = γ2(0) = z, γ2(1) = γ3(0) = y.
Furthermore, we define c := γ3 ∗ γ2 ∗ γ1, i.e., c is the curve obtained by first
following γ1, then γ2, and then γ3. Finally, we denote by P c the induced parallel
transport of N along c. (Hence P c = P vs,u0P ut,vsP u0,ut .)
We consider the geodesic variation
α : [0, 1]× [0, 1]→ N, (s, t) 7→ expu0(x)(texp−1u0(x)γ2(s)),
where exp is the exponential map of N . Note that α is well-defined since
dN(u0(x), γ2(s)) ≤ dN(u0(x), z) + dN(z, γ2(s))
< ε+ dN(z, y)
< ε+ ε
< inj(N)
see (1.3.14).
We choose an arbitrary Z ∈ Tu0(x)N . In the following we derive a formula
that relates P cZ − Z to an integral over RTN( ∂
∂s
α(s, t), ∂
∂t
α(s, t)) with a strategy
inspired by [31, Section 7]. This formula is closely related to the general fact that
“Deviation of parallel transport from the identity ≈ curvature · enclosed area”.
Denote by t 7→ Z(t) the parallel vector field along γ1 with Z(0) = Z. For
every t ∈ [0, 1] let s 7→ Z(s, t) be the parallel vector field along s 7→ α(s, t) with
Z(0, t) = Z(t). In particular we have
P γ2∗γ1Z = Z(1, 1).
Let (E0, . . . , En) be an orthonormal basis of Tu0(x)N . Analogously we construct
Ei(s, t) ∈ Tα(s,t)N s.t. Ei(0, 0) = Ei, t 7→ Ei(1, t) is parallel along t 7→ α(1, t), and
s 7→ Ei(s, t) is parallel along s 7→ α(s, t) for every t ∈ [0, 1].
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We write Z(s, t) = Zi(s, t)Ei(s, t), i.e., Zi(s, t) = 〈Z(s, t), Ei(s, t)〉 (〈., .〉 = h is
the Riemannian metric on N). It holds that
d
dt
∣∣∣∣
t=t0
Zi(1, t) = d
dt
∣∣∣∣
t=t0
〈Z(1, t), Ei(1, t)〉 = 〈D
dt
∣∣∣∣
t=t0
Z(1, t), Ei(1, t0)〉
and
d
ds
∣∣∣∣
s=s0
〈D
dt
∣∣∣∣
t=t0
Z(s, t), Ei(s, t0)〉
= 〈D
ds
∣∣∣∣
s=s0
D
dt
∣∣∣∣
t=t0
Z(s, t), Ei(s0, t0)〉
= 〈RTN
(
∂
∂s
∣∣∣∣
s=s0
α(s, t0),
∂
∂t
∣∣∣∣
t=t0
α(s0, t)
)
Z(s0, t0)
+ D
dt
∣∣∣∣
t=t0
D
ds
∣∣∣∣
s=s0
Z(s, t), Ei(s0, t0)〉
= 〈RTN
(
∂
∂s
∣∣∣∣
s=s0
α(s, t0),
∂
∂t
∣∣∣∣
t=t0
α(s0, t)
)
Z(s0, t0), Ei(s0, t0)〉.
Noting that Z = Z(0, 0) = Z(s, 0) and Ei = Ei(0, 0) = Ei(s, 0) for all s ∈ [0, 1]
(since s 7→ α(s, 0) is constant) we get
P cZ − Z = P γ3 (P γ2∗γ1Z)− Z
= P γ3(Z(1, 1))− Z(1, 0)
= P γ3
(
Zi(1, 1)Ei(1, 1)
)
− Zi(1, 0)Ei(1, 0)
= Zi(1, 1)Ei(1, 0)− Zi(1, 0)Ei(1, 0)
= (Zi(1, 1)− Zi(1, 0))Ei(1, 0)
=
∫ 1
0
〈D
dt
Z(1, t), Ei(1, t)〉dtEi
=
∫ 1
0
(
〈D
dt
Z(1, t), Ei(1, t)〉 − 〈D
dt
Z(0, t)︸ ︷︷ ︸
=0
, Ei(0, t)〉
)
dtEi
=
∫ 1
0
∫ 1
0
d
ds
〈D
dt
Z(s, t), Ei(s, t)〉dtdsEi
=
∫ 1
0
∫ 1
0
〈RTN
(
∂
∂s
α(s, t), ∂
∂t
α(s, t)
)
Z(s, t), Ei(s, t)〉dtdsEi.
We have shown that
P cZ − Z =∫ 1
0
∫ 1
0
〈RTN
(
∂
∂s
∣∣∣∣
s=s˜
α(s, t˜), ∂
∂t
∣∣∣∣
t=t˜
α(s˜, t)
)
Z(s˜, t˜), Ei(s˜, t˜)〉dt˜ds˜
Ei (1.4.10)
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holds for all Z ∈ Tu0(x)N . In the next step we estimate ‖ ∂∂tα‖ and ‖ ∂∂sα‖. To that
end, notice that
‖ ∂
∂t
α(s, t)‖ = ‖exp−1u0(x)γ2(s)‖ ≤ dN(u0(x), γ2(s)) < 2ε
see the calculation at the beginning of the proof. Therefore it remains to estimate
‖ ∂
∂s
α‖. For each s ∈ [0, 1] we consider the Jacobi field
Js(t) :=
∂
∂s
α(s, t).
It holds that
Js(0) = 0 and Js(1) = γ′2(s).
Equation (1.3.13) yields
‖Js(1)‖ = ‖γ′2(s)‖
= ‖γ′2(0)‖
= ‖exp−1z y‖
≤ dN(z, y)
≤ 11− δ0C ‖pi ◦ ut − pi ◦ vs‖C0(M,Rq)
≤ 11− δ0CC1‖ut − vs‖C0(M,Rq)
(1.4.11)
In the last line we used that pi : Rq → Rq is (globally) Lipschitz continuous. In
the following we will use comparison theorems to show ‖Js(t)‖ ≤ ‖Js(1)‖ for all
t ∈ [0, 1].
Since N is compact there exists µ > 0 s.t.
K < µ
where K is the sectional curvature of N . (More precisely, for every p ∈ N and
all linearly independent vectors v, w ∈ TpN we have K(span(v, w)) < µ. To
show this, we can assume that (v, w) is an orthonormal basis of span(v, w). Then
K(span(v, w)) = 〈RTN(v, w)w, v〉 ≤ ‖RTN(v, w)w‖. Now we apply Lemma 1.4.2.)
Let ε be so small that (additionally to the assumptions in Table 1.1)
ε <
pi
4√µ.
For each s ∈ [0, 1] we consider the geodesic
cs(t) := expu0(x)
(
t
exp−1u0(x)γ2(s)
‖exp−1u0(x)γ2(s)‖
)
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for t ∈ [0, ‖exp−1u0(x)γ2(s)‖]. (We assume ‖exp−1u0(x)γ2(s)‖ 6= 0, since otherwise we
have α(s, t) = u0(x) for all t ∈ [0, 1] and therefore ‖Js(t)‖ = 0 ≤ 0 = ‖Js(1)‖ for
every t ∈ [0, 1].) Then
J˜s(t) := Js
(
t
‖exp−1u0(x)γ2(s)‖
)
is a Jacobi field along cs. Applying [19, equation (5.5.5) in Theorem 5.5.1 on p.
230] we get for every t ∈ (0, 1]16
‖Js(t)‖ = ‖J˜s
(
t‖exp−1u0(x)γ2(s)‖
)
‖
≤ fµ(t‖exp
−1
u0(x)γ2(s)‖)
fµ(‖exp−1u0(x)γ2(s)‖)
‖J˜s
(
‖exp−1u0(x)γ2(s)‖
)
‖
=
sin(√µt‖exp−1u0(x)γ2(s)‖)
sin(√µ‖exp−1u0(x)γ2(s)‖)
‖Js(1)‖
≤ ‖Js(1)‖
To apply the theorem we need fµ(t) = ‖Ddt
∣∣∣
t=0
J˜s(t)‖ 1√µ sin(
√
µt) > 0 for t ∈
[0, ‖exp−1u0(x)γ2(s)‖]. This holds since
√
µ‖exp−1u0(x)γ3(s)‖ <
√
µε < pi2 .
17 In the last
inequality above we used that sin is strictly increasing on [0, pi2 ]. If we combine
this with (1.4.10), (1.4.11), and Lemma 1.4.2 we get
‖P cZ − Z‖ ≤ C(ε)‖ut − vs‖C0(M,Rq)‖Z‖
for all Z ∈ Tu0(x)N .
The operator norms of the induced maps
P vs,ut : ΓW 1p (ΣM ⊗ (pi ◦ vs)∗TN)→ ΓW 1p (ΣM ⊗ (pi ◦ ut)∗TN)
are finite. However, we need that these operator norms are uniformly bounded in
vs and ut. To that end we need the following lemma.
Lemma 1.4.4. Choose ε, δ, R, and T as in Table 1.1. There exists C = C(R) > 0
s.t.
‖∇(pi◦ut)∗TNX
(
P vs,utZ
)
|x‖ ≤ C‖Z‖ΓC1 ((pi◦vs)∗TN)‖X‖
16In the theorem choose t1 = t‖exp−1u0(x)γ2(s)‖, t2 = ‖exp
−1
u0(x)γ2(s)‖, and τ a tiny amount larger than
t2.
17Note that we can assume D
dt
∣∣
t=0J˜s(t) 6= 0. Otherwise we have Js(t) = 0 for all t ∈ [0, 1] (uniqueness
of Jacobi fields) and ‖Js(t)‖ ≤ ‖Js(1)‖ trivially holds.
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for all X ∈ TxM , x ∈ M , Z ∈ ΓC1((pi ◦ vs)∗TN), s, t ∈ [0, T ], u, v ∈ BTR(v0) ∩
{u|t=0 = u0}.
Proof. We write f := pi◦ut, g := pi◦vs, P := P vs,ut , and moreover∇ := ∇(pi◦ut)∗TN .
Let Z ∈ ΓC1((pi ◦ vs)∗TN), x ∈ M , X ∈ TxM , and γ : (−c, c) → M a smooth
curve parametrized proportionally to arc length with γ(0) = x, γ′(0) = X. Let
(Ei(.)) be a local orthonormal frame around x of f ∗TN that is parallel along γ.
Locally we have
P (y)Z(y) = f i(y)Ei(y)
for suitable functions f i. Then it holds that
∇X
(
PZ
)
|x =
(
LXf
i
)
(x)Ei(x).
In the following, we estimate (LXf i)Ei. To that end we denote by P γ the parallel
transport in TN along f ◦ γ from f(x) to f(γ(τ)). We also denote by P γ the
parallel transport in TN along g ◦ γ from g(x) to g(γ(τ)). It should always be
clear from the context which one we mean. We calculate
(LXf i)(x)Ei(x)
= lim
τ→0
f i(γ(τ))− f i(x)
τ
Ei(x)
= lim
τ→0
f i(γ(τ))Ei(x)− f i(x)Ei(x)
τ
= lim
τ→0
(P γ)−1
(
f i(γ(τ))P γEi(x)
)
− PZ(x)
τ
= lim
τ→0
(P γ)−1
(
f i(γ(τ))Ei(γ(τ))
)
− PZ(x)
τ
= lim
τ→0
(P γ)−1PZ(γ(τ))− PZ(x)
τ
= lim
τ→0
(P γ)−1PZ(γ(τ))− (P γ)−1PP γZ(x) + (P γ)−1PP γZ(x)− PZ(x)
τ
We will show
‖
(
(P γ)−1Z(γ(τ))
)
− Z(x)‖ ≤ τ‖X‖‖Z‖ΓC1 (g∗TN) (1.4.12)
and
‖P−1(P γ)−1PP γZ(x)− Z(x)‖
≤ τC(R)‖ut − vs‖C0(M,Rq)‖X‖‖Z(x)‖.
(1.4.13)
After that the lemma follows easily.
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To show (1.4.12) we write k(t) :=
(
P γ|[0,t]
)−1
Z(γ(t)) and use the fundamental
theorem of calculus to conclude
‖
(
(P γ)−1Z(γ(τ))
)
− Z(x)‖ = ‖k(τ)− k(0)‖
= ‖
∫ τ
0
k′(t)dt‖
≤ τ sup
t
‖k′(t)‖
= τ sup
t
‖(∇g∗TNγ′(t) Z)(γ(t))‖
≤ τ‖X‖‖Z‖ΓC1 (g∗TN).
(1.4.14)
It remains to show (1.4.13). To that end we recall that
P := P−1(P γ)−1PP γ : Tg(x)N → Tg(x)N
is the parallel transport along the following rectangle : first we follow g ◦ γ from
g(x) to g(γ(τ)). Then we go along the unique shortest geodesic of N connecting
g(γ(τ)) and f(γ(τ)). Afterwards we follow f ◦ g from f(γ(τ)) to f(x). Finally
we go along the unique shortest geodesic of N connecting f(x) and g(x). We can
estimate ‖P − Id‖ with the same methods we used to show Lemma 1.4.3. More
precisely we consider the (well-defined) geodesic variation
α : [0, τ ]× [0, 1]→ N, (s1, t1) 7→ expg(γ(s1))(t1exp−1g(γ(s1))f(γ(s1))).
By definition the image of α is the filled rectangle . Analogously to the proof of
(1.4.10) (the fact that we consider a rectangle now but in (1.4.10) we considered
a triangle doesn’t change the nature of the argument) we get
PZ − Z =∫ τ
0
∫ 1
0
〈RTN
(
∂
∂s1
∣∣∣∣
s1=s˜1
α(s1, t˜1),
∂
∂t1
∣∣∣∣
t1=t˜1
α(s˜1, t1)
)
Z(s˜1, t˜1), E˜i(s˜1, t˜1)〉dt˜1ds˜1
E˜i
(for the precise definition of Z(., .) and E˜i(., .) we refer to the proof of (1.4.10)).
Moreover, by (1.3.13) and the (global) Lipschitz continuity of pi we have
‖ ∂
∂t1
α(s1, t1)‖ = ‖exp−1g(γ(s1))f(γ(s1))‖
≤ dN(g(γ(s1)), f(γ(s1)))
≤ 11− δ0C ‖vs − ut‖C0(M,Rq)
for all s1, t1. We also get
‖ ∂
∂s1
α(s1, t1)‖ ≤ C(R)‖X‖
56 Chapter 1. The heat flow for Dirac-harmonic maps
for all s1, t1. This can be shown analogously to the estimate for ‖dF(r,x)eα‖ in the
proof of Lemma 1.4.1. We have shown (1.4.13).
From Lemma 1.4.4 we directly get the following corollary.
Corollary 1.4.5. Choose ε, δ, R, and T as in Table 1.1. For u, v ∈ BTR(v0) ∩
{u|t=0 = u0}, s, t ∈ [0, T ], the isometries
P vs,ut : ΓLp(ΣM ⊗ (pi ◦ vs)∗TN)→ ΓLp(ΣM ⊗ (pi ◦ ut)∗TN)
restrict to isomorphisms of Banach spaces
P vs,ut : ΓW 1p (ΣM ⊗ (pi ◦ vs)∗TN)→ ΓW 1p (ΣM ⊗ (pi ◦ ut)∗TN)
with uniformly bounded operator norm, i.e., there exists C = C(R, p) s.t.
‖P vs,ut‖L(W 1p ,W 1p ) ≤ C
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, s, t ∈ [0, T ].
Proof. We have that
P vs,ut : ΓC1(ΣM ⊗ (pi ◦ vs)∗TN)→ ΓC1(ΣM ⊗ (pi ◦ ut)∗TN)
is a bijective map with inverse P ut,vs . By Lemma 1.4.4 there exists C = C(R, p) >
0 s.t.
‖P vs,ut‖L((C1,‖.‖
W1p
),(C1,‖.‖
W1p
)), ‖P ut,vs‖L((C1,‖.‖
W1p
),(C1,‖.‖
W1p
)) < C
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, s, t ∈ [0, T ]. The corollary follows since
C1-sections form a dense subspace of ΓW 1p .18
18More precisely: let X ⊂ Y be a dense subspace of a Banach space Y and F : X → X be a
bounded bijective map with bounded inverse F−1 : X → X. If F˜ : Y → Y denotes the extension of
F : X → X ↪→ Y and F˜−1 : Y → Y denotes the extension of F−1 : X → X ↪→ Y , then F˜ : Y → Y is an
isomorphism of Banach spaces with inverse F˜−1.
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1.4.3 The projection onto the kernel
When we write ker( /Dpi◦ut) in the following we mean the kernel of
/D
pi◦ut : ΓW 12 → ΓL2 .
In this section we assumem = dim(M) ≡ 0, 1, 2, 4 (mod 8). In Remark 1.4.7 below
it is explained why we restrict to these dimensions. Note that the dimension of N
is still arbitrary.
Lemma 1.4.6. Assume that dimKker( /D
u0) = 1, where
K =
C if m ≡ 0, 1 (mod 8),H if m ≡ 2, 4 (mod 8).
Choose ε, δ, R, and T as in Lemma 1.4.1. If R > 0 is small enough, then it holds
that
dimKker( /D
pi◦ut) = 1
for all u ∈ BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ], and there exists Λ = Λ(R) > 0 s.t.
spec( /Dpi◦ut) \ {0} ⊂ R \ (−Λ,Λ)
for all u ∈ BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ].
Proof. Since the spectrum of /Du0 is a discrete subset of R, we can choose Λ˜ > 0
s.t. spec( /Du0) \ {0} ⊂ R \ (−Λ˜, Λ˜). Let u ∈ BTR(v0) ∩ {u|t=0 = u0}. For any
ψ ∈ ker( /Du0) \ {0} we write ψ˜ := P u0,utψ. Using Lemma 1.4.1 we get
‖ /Dpi◦utψ˜‖L2 = ‖
(
P u0,ut /D
u0(P u0,ut)−1 − /Dpi◦ut
)
ψ˜‖L2
≤ C1(R)‖ut − u0‖C0(M,Rq)‖ψ˜‖L2
≤ C1(R)
(
‖u(t, .)− v0(t, .)‖C0(M,Rq) + ‖v0(t, .)− u0‖C0(M,Rq)
)
‖ψ˜‖L2
≤ C1(R)2R‖ψ˜‖L2
for all ψ ∈ ker( /Du0) \ {0}. Hence
‖ /Dpi◦utψ˜‖L2
‖ψ˜‖L2
≤ C1(R)2R
for all ψ ∈ ker( /Du0)\{0}. Since /Dpi◦ut : ΓW 12 → ΓL2 is self-adjoint we can estimate
the Rayleigh quotient of ( /Dpi◦ut)2 by
(( /Dpi◦ut)2ψ˜, ψ˜)L2
(ψ˜, ψ˜)L2
≤ C1(R)24R2
58 Chapter 1. The heat flow for Dirac-harmonic maps
for all ψ ∈ ker( /Du0) \ {0}.19 Applying the Min-Max principle (see e.g. [28,
Corollary A.7.4.]), we get that ( /Dpi◦ut)2 has at least one eigenvalue (we count
eigenvalues by their K-multiplicity) in the interval [0, C1(R)24R2]. In particular,
/D
pi◦ut has at least one eigenvalue in [−C1(R)2R,C1(R)2R].20 Now set
Λ := 12Λ˜
and choose R > 0 so small that C1(R)2R < Λ. Hence we have shown that /D
pi◦ut
has at least one eigenvalue in [−Λ,Λ]. With the same methods we can show
that /Dpi◦ut has precisely one eigenvalue in [−Λ,Λ]. Suppose this is not the case.
Choose two eigenvalues λ1, λ2 of /D
pi◦ut in [−Λ,Λ] with corresponding eigenvectors
ψ1, ψ2 ∈ ΓW 12 . We calculate for ψ˜i := P u0,ut−1ψi
‖(λi − /Du0)ψ˜i‖L2 = ‖P u0,ut−1(λi − /Dpi◦ut)P u0,utψ˜i − (λi − /Du0)ψ˜i‖L2
= ‖P u0,ut−1 /Dpi◦utP u0,utψ˜i − /Du0ψ˜i‖L2
≤ C1(R)2R‖ψ˜i‖L2
<
1
2Λ˜‖ψ˜i‖L2
Therefore,
‖ /Du0ψ˜i‖L2
‖ψ˜i‖L2
≤ ‖(λi − /D
u0)ψ˜i‖L2
‖ψ˜i‖L2
+ ‖λiψ˜i‖L2‖ψ˜i‖L2
≤ 12Λ˜ + Λ = Λ˜.
As before, we conclude that /Du0 has at least two eigenvalues in [−Λ˜, Λ˜]. Because
of the choice of Λ˜ this is a contradiction to dimKker( /D
u0) = 1.
We have shown that /Dpi◦ut has precisely one eigenvalue in [−Λ,Λ]. The sym-
metry of the spectrum of /Dpi◦ut yields that this eigenvalue has to be zero.21
19Note that ( /Dpi◦ut)2ψ˜ is a well-defined expression. We have ψ˜ ∈ ΓW12 and /D
pi◦ut ψ˜ =(
Pu0,ut /D
u0(Pu0,ut)−1 − /Dpi◦ut
)
ψ˜. As in the proof of Lemma 1.2.3 it holds that the operator on the right
hand side is of order zero, hence,
(
Pu0,ut /D
u0(Pu0,ut)−1 − /Dpi◦ut
)
ψ˜ ∈ ΓW12 . Therefore /D
pi◦ut ψ˜ ∈ ΓW12
and thus ( /Dpi◦ut)2ψ˜ ∈ ΓL2 .
20This follows from the fact that if λ2 is an eigenvalue of ( /Du0)2, then λ or −λ is an eigenvalue of
/D
u0 . This can be shown for example as follows: denote by E(λ2) the (finite dimensional) eigenspace of
( /Du0)2 w.r.t. the eigenvalue λ2. We consider /Du0 : E(λ2) → E(λ2) with associated matrix A = (aij)ij
w.r.t. an L2-orthonormal basis (bi) of E(λ2). Notice that aij = 〈 /Du0bi, bj〉L2 = 〈bi, /Du0bj〉L2 = aji, i.e.,
A is hermitian and in particular diagonalizable. Write A = Q−1DQ for a D a diagonal matrix. Then
A2 = Q−1D2Q and the eigenvalues of A2 are precisely the squares of the eigenvalues of A. Since A2
only has the eigenvalue λ2 (on the space E(λ2)), it follows that λ or −λ is an eigenvalue of /Du0 .
21If m 6≡ 3 (mod 4), then the spectrum of /Df is symmetric w.r.t. zero. This can be shown analogously
to [16, Theorem 1.3.7 iv)].
1.4. The constraint equation 59
Remark 1.4.7. Lemma 1.4.6 is the only place where the restrictions on m in
Theorem 1.1.1 play a role. In the proof of Lemma 1.4.6 we used that the spectrum
of the Dirac operator along maps is symmetric, which holds if m 6≡ 3, 7 (mod 8).
The dimensions m ≡ 5, 6 (mod 8) were excluded, since in these dimensions there
exists no quaternionic structure on Σm that commutes with Clifford-multiplication,
however, there exists a quaternionic structure on Σm that anticommutes with
Clifford-multiplication. This yields that the kernel of /Df is a quaternionic vector
space, but not the other eigenspaces.
Remark 1.4.8. Note that in dimensions m ≡ 1, 2 (mod 8) we can use index
theoretical informations to deduce that the dimension of the kernel of /Du0 can
not decrease along homotopies of u0 if we have dimKker( /D
u0) = 1. To be more
precise, for f : M → N we have an index indf∗TN(M) ∈ KO−m(pt), c.f. [23, p.
151]. Using the isomorphism KO−m(pt) ∼= Z2 if m ≡ 1, 2 (mod 8) it holds that
[23, Theorem 7.13. on p. 151]
indf∗TN(M) =
[dimCker( /D
f )]Z2 if m ≡ 1 (mod 8),
[dimHker( /D
f )]Z2 if m ≡ 2 (mod 8).
Since the index is invariant under homotopies [2, Corollary 4.4.] and indu∗0TN(M) 6=
0 we have that indg∗TN(M) 6= 0 for any g : M → N homotopic to u0. Hence,
dimKker( /D
g) ≥ 1 = dimKker( /Du0).
Lemma 1.4.9 (Uniform bounds for the resolvents). Assume we are in the sit-
uation of Lemma 1.4.6. We consider the resolvent R(µ, /Dpi◦ut) : ΓL2 → ΓL2 of
/D
pi◦ut : ΓW 12 → ΓL2. By Lemma 1.2.3 we know that the restriction
R(µ, /Dpi◦ut) : ΓLp → ΓW 1p
is well-defined and bounded for any 2 ≤ p < ∞. If R > 0 is small enough, then
there exists C = C(p,R) > 0 s.t.
sup
|µ|= Λ2
‖R(µ, /Dpi◦ut)‖L(Lp,W 1p ) < C
for all u ∈ BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ].
Proof. First we uniformly bound
sup
|µ|= Λ2
‖R(µ, P ut,u0 /Dpi◦ut(P ut,u0)−1)‖L(Lp,W 1p )
(recall that P ut,u0 is an isometry when viewed as a mapping ΓLp → ΓLp and
an isomorphism of Banach spaces when viewed as a mapping ΓW 1p → ΓW 1p , see
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Corollary 1.4.5). To be more precise, we will uniformly bound the above resolvents
in terms of the resolvent of /Du0 by using Lemma 1.A.4. To apply the lemma we
first have to estimate
‖P ut,u0 /Dpi◦ut(P ut,u0)−1 − /Du0‖L(W 1p ,Lp)
appropriately. To that end we let ψ ∈ ΓC1(ΣM ⊗ u∗0TN) be arbitrary. Using
Lemma 1.4.1 and (1.3.11) we have
‖P ut,u0 /Dpi◦ut(P ut,u0)−1ψ − /Du0ψ‖Lp
≤ C(R)‖ut − u0‖C0(M,Rq)‖ψ‖Lp
≤ C(R)
(
‖u(t, .)− v0(t, .)‖C0(M,Rq) + ‖v0(t, .)− u0‖C0(M,Rq)
)
‖ψ‖W 1p
≤ C(R)2R‖ψ‖W 1p
Choosing any θ ∈ (0, 1) we thus have
‖P ut,u0 /Dpi◦ut(P ut,u0)−1 − /Du0‖L(W 1p (M),Lp(M))
≤ θ min
|µ|= Λ2
1
‖R(µ, /Du0)‖L(Lp(M),W 1p (M))
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ], R > 0 small enough. Applying
Lemma 1.A.4 yields
‖R(µ, P ut,u0 /Dpi◦ut(P ut,u0)−1‖L(Lp,W 1p ) ≤
1
1− θ‖R(µ, /D
u0)‖L(Lp,W 1p )
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ], |µ| = Λ2 , R > 0 small enough. We
have shown that for R > 0 small enough there exists C = C(p,R) s.t.
sup
|µ|= Λ2
‖R(µ, P ut,u0 /Dpi◦ut(P ut,u0)−1)‖L(Lp,W 1p ) < C
for all u ∈ BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ]. The lemma now follows from
‖R(µ, /Dpi◦ut)‖L(Lp,W 1p )
= ‖R(µ, (P ut,u0)−1P ut,u0 /Dpi◦ut(P ut,u0)−1P ut,u0)‖L(Lp,W 1p )
= ‖(P ut,u0)−1R(µ, P ut,u0 /Dpi◦ut(P ut,u0)−1)P ut,u0‖L(Lp,W 1p )
≤ ‖(P ut,u0)−1‖L(W 1p ,W 1p )‖R(µ, P ut,u0 /D
pi◦ut(P ut,u0)−1)‖L(Lp,W 1p )‖P ut,u0‖L(Lp,Lp)
together with the uniform bounds for ‖(P ut,u0)−1‖L(W 1p ,W 1p ) obtained in Corollary
1.4.5.
In the following, we will construct a particular solution of the constraint equa-
tion (1.1.4) with the strategy outlined in the introduction. For this solution we
will show the estimates which are necessary for the contraction argument.
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Lemma 1.4.10. In the situation of Lemma 1.4.6 let ψ0 ∈ ker( /Du0) with ‖ψ0‖L2 =
1. We define
σ(ut) := P u0,utψ0.
Using the decomposition ΓL2 = ker( /D
pi◦ut)⊕ (ker( /Dpi◦ut))⊥ we write
σ(ut) = σ1(ut) + σ2(ut).
Then it holds that √
1
2 ≤ ‖σ1(ut)‖L2(M) ≤ 1 (1.4.15)
for all u ∈ BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ]. In particular σ1(ut) 6= 0.
Proof. We write σ := σ(ut) and σi := σi(ut). In the following all constants are
chosen as in the proof of Lemma 1.4.6 (in particular C1(R)2R < 14Λ˜ =
1
2Λ).
Arguing as in the proof of Lemma 1.4.6 we have
‖ /Dpi◦ut(σ1 + σ2)‖2L2 = ‖P u0,ut−1 /Dpi◦ut(σ1 + σ2)‖2L2
= ‖P u0,ut−1 /Dpi◦utP u0,utψ0 − /Du0ψ0‖2L2
≤ C1(R)2R‖ψ0‖2L2
<
1
2Λ‖ψ0‖
2
L2
= 12Λ‖σ‖
2
L2
= 12Λ(‖σ1‖
2
L2 + ‖σ2‖2L2).
Moreover it holds that
‖ /Dpi◦ut(σ1 + σ2)‖2L2 = ‖ /Dpi◦utσ2‖2L2 ≥ Λ‖σ2‖2L2 .
(The last inequality can be shown as follows: assume that σ2 6= 0 and ‖ /Dpi◦utσ2‖2L2 ≤
Λ‖σ2‖2L2 . Then we conclude as in the proof of Lemma 1.4.6 that /Dpi◦ut has at least
dimKker( /D
pi◦ut) + 1 eigenvalues in [−Λ,Λ] which is a contradiction to Lemma
1.4.6.) Combining these two inequalities, we get
Λ‖σ2‖2L2 <
1
2Λ(‖σ1‖
2
L2 + ‖σ2‖2L2),
hence
‖σ2‖2L2 < ‖σ1‖2L2 .
This implies
1 = ‖σ‖2L2 = ‖σ1‖2L2 + ‖σ2‖2L2 < 2‖σ1‖2L2 ,
and
1 = ‖σ‖2L2 = ‖σ1‖2L2 + ‖σ2‖2L2 ≥ ‖σ1‖2L2 .
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Let us assume that we are in the situation of Lemma 1.4.10. Let Λ > 0 be as
in Lemma 1.4.6. Let γ : [0, 2pi] → C be defined by γ(x) := Λ2 eix. Then for every
u ∈ BTR(v0) ∩ {u|t=0 = u0} the mapping
P : ΓL2(ΣM ⊗ (pi ◦ ut)∗TN)→ ΓL2(ΣM ⊗ (pi ◦ ut)∗TN),
s 7→ − 12pii
∫
γ
R(µ, /Dpi◦ut)s dµ,
where R(µ, /Dpi◦ut) : ΓL2 → ΓL2 is the resolvent of /Dpi◦ut : ΓW 12 → ΓL2 , is the or-
thogonal projection onto ker( /Dpi◦ut). This follows by e.g. [28, Theorem A.4.5. and
Corollary A.4.6.].22
Lemma 1.4.11. In the situation of Lemma 1.4.10 we define
ψ˜(ut) := − 12pii
∫
γ
R(µ, /Dpi◦ut)σ(ut) dµ
for every u ∈ BTR(v0)∩{u|t=0 = u0}. In particular ψ˜(ut) ∈ ker( /Dpi◦ut) ⊂ ΓC0(ΣM⊗
(pi ◦ ut)∗TN) and ψ˜(ut) 6= 0. We write
ψ(ut) :=
ψ˜(ut)
‖ψ˜(ut)‖L2(M)
.
Let ψA(ut), A = 1, . . . , q, be the uniquely determined (global) sections of ΣM s.t.
ψ(ut) = ψA(ut)⊗ (∂A ◦ pi ◦ ut).
If ε > 0 and T > 0 are small enough, then there exists C = C(R, ε, ψ0) > 0 s.t.
‖P ut,vsψ˜(ut)(x)− ψ˜(vs)(x)‖ ≤ C‖ut − vs‖C0(M,Rq), (1.4.16)
and
‖ψA(ut)(x)− ψA(vs)(x)‖ΣxM ≤ C‖ut − vs‖C0(M,Rq) (1.4.17)
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, A = 1, . . . , q, x ∈M , s, t ∈ [0, T ].
22To be more precise by [28, Theorem A.4.5.] applied for σ1 = {0} and T = /Dpi◦ut : W 12 ⊂ L2 → L2
we get that there exists a decomposition L2 = X1 ⊕ X2 s.t. P is the projection on X1 along X2.
In particular, P2 = P and the image of P is X1. (The terminology “projection on . . . along . . . ” is
explained in e.g. [22, p. 20].) Using [28, Corollary A.4.6. i), ii), iii)] we deduce that X1 = ker( /Dpi◦ut).
From the definition of P we see that P : L2 → L2 is self-adjoint, i.e., (Ps1, s2)L2 = (s1,Ps2)L2 for all
s1, s2 ∈ L2. This yields that P is the orthogonal projection onto ker( /Dpi◦ut).
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Proof. For the proof we write ψ˜A(ut) for the uniquely determined (global) sections
of ΣM s.t.
ψ˜(ut) = ψ˜A(ut)⊗ (∂A ◦ pi ◦ ut).
We will prove the lemma in three steps. First we show (1.4.16). Then we use
(1.4.16) to get
‖ψ˜A(ut)(x)− ψ˜A(vs)(x)‖ΣxM ≤ C(R, ε, ψ0)‖ut − vs‖C0(M,Rq) (1.4.18)
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, A = 1, . . . , q, x ∈ M , s, t ∈ [0, T ]. From
(1.4.16) and (1.4.18) the equation (1.4.17) will follow from a short computation.
Step 1: Proof of (1.4.16): Using the fact that P ut,vs : ΓL2 → ΓL2 is an
isometry (in particular an isomorphism on the Banach space we integrate) and
Lemma 1.A.3 we have
P ut,vsψ˜(ut)− ψ˜(vs)
= − 12pii
(
P ut,vs
∫
γ
R(µ, /Dpi◦ut)P u0,utψ0 dµ−
∫
γ
R(µ, /Dpi◦vs)P u0,vsψ0 dµ
)
= − 12pii
( ∫
γ
P ut,vsR(µ, /Dpi◦ut)(P ut,vs
)−1
P ut,vsP u0,utψ0 dµ
−
∫
γ
R(µ, /Dpi◦vs)P u0,vsψ0 dµ
)
= − 12pii
( ∫
γ
R(µ, P ut,vs /Dpi◦ut(P ut,vs
)−1
)P ut,vsP u0,utψ0 dµ
−
∫
γ
R(µ, /Dpi◦vs)P u0,vsψ0 dµ
)
= − 12pii
∫
γ
R(µ, P ut,vs /Dpi◦ut(P ut,vs
)−1
)
(
P ut,vsP u0,utψ0 − P u0,vsψ0
)
dµ
− 12pii
∫
γ
(
R(µ, P ut,vs /Dpi◦ut(P ut,vs
)−1
)−R(µ, /Dpi◦vs)
)
P u0,vsψ0 dµ
= − 12pii
∫
γ
R(µ, P ut,vs /Dpi◦ut(P ut,vs
)−1
)
(
P ut,vsP u0,utψ0 − P u0,vsψ0
)
dµ
− 12pii
∫
γ
(
R(µ, P ut,vs /Dpi◦ut(P ut,vs
)−1
) ◦
(
P ut,vs /D
pi◦ut(P ut,vs
)−1 − /Dpi◦vs)◦
R(µ, /Dpi◦vs)
)
P u0,vsψ0 dµ.
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Therefore we get for p large enough
‖P ut,vsψ˜(ut)(x)− ψ˜(vs)(x)‖
≤ ‖P ut,vsψ˜(ut)− ψ˜(vs)‖C0(M)
= ‖P vs,u0P ut,vsψ˜(ut)− P vs,u0ψ˜(vs)‖C0(M)
≤ C(u0)‖P vs,u0P ut,vsψ˜(ut)− P vs,u0ψ˜(vs)‖W 1p (M)
≤ C1‖P ut,vsψ˜(ut)− ψ˜(vs)‖W 1p (M)
≤ C2
∥∥∥∥∥
∫
γ
R(µ, P ut,vs /Dpi◦ut(P ut,vs
)−1
)
(
P ut,vsP u0,utψ0 − P u0,vsψ0
)
dµ
∥∥∥∥∥
W 1p (M)
+ C2
∥∥∥∥∥
∫
γ
(
R(µ, P ut,vs /Dpi◦ut(P ut,vs
)−1
) ◦
(
P ut,vs /D
pi◦ut(P ut,vs
)−1 − /Dpi◦vs)◦
R(µ, /Dpi◦vs)
)
P u0,vsψ0 dµ
∥∥∥∥∥
W 1p (M)
≤ C2
∫
γ
∥∥∥∥∥R(µ, P ut,vs /Dpi◦ut(P ut,vs)−1)
(
P ut,vsP u0,utψ0 − P u0,vsψ0
)∥∥∥∥∥
W 1p (M)
dµ
+ C2
∫
γ
∥∥∥∥∥
(
R(µ, P ut,vs /Dpi◦ut(P ut,vs
)−1
) ◦
(
P ut,vs /D
pi◦ut(P ut,vs
)−1 − /Dpi◦vs)◦
R(µ, /Dpi◦vs)
)
P u0,vsψ0
∥∥∥∥∥
W 1p (M)
dµ
≤ C3 sup
µ∈Im(γ)
‖R(µ, P ut,vs /Dpi◦ut(P ut,vs
)−1
)‖L(Lp,W 1p )‖P ut,vsP u0,utψ0 − P u0,vsψ0‖Lp
+ C3 sup
µ∈Im(γ)
‖R(µ, P ut,vs /Dpi◦ut(P ut,vs
)−1
)‖L(Lp,W 1p ) sup
µ∈Im(γ)
‖R(µ, /Dpi◦vs)‖L(Lp,W 1p )
‖P ut,vs /Dpi◦ut(P ut,vs
)−1 − /Dpi◦vs‖L(W 1p ,Lp)‖P u0,vsψ0‖Lp
Note that we can drag the W 1p -norm inside the integral since the inclusion
ΓW 1p ↪→ ΓL2 is continuous and linear (p ≥ 2).
In the following we estimate the terms step by step. First of all the norms of
the resolvents are uniformly bounded by Lemma 1.4.9, the fact that
‖R(µ, P ut,vs /Dpi◦ut(P ut,vs
)−1
)‖L(Lp,W 1p )
≤ ‖P ut,vs‖L(W 1p ,W 1p )‖R(µ, /D
pi◦ut)‖L(Lp,W 1p )‖(P ut,vs
)−1‖L(Lp,Lp),
and Corollary 1.4.5. Next we estimate ‖P ut,vs /Dpi◦ut(P ut,vs
)−1 − /Dpi◦vs‖L(W 1p ,Lp).
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Lemma 1.4.1 yields
‖
((
P vs,ut
)−1
/D
pi◦utP vs,ut − /Dpi◦vs
)
ψ‖Lp(M)
≤ C(R)‖ut − vs‖C0(M,Rq)‖ψ‖Lp(M)
≤ C(R)‖ut − vs‖C0(M,Rq)‖ψ‖W 1p (M)
for all ψ ∈ ΓC1(ΣM ⊗ (pi ◦ vs)∗TN). Hence
‖P ut,vs /Dpi◦ut(P ut,vs
)−1 − /Dpi◦vs‖L(W 1p ,Lp) ≤ C(R)‖ut − vs‖C0(M,Rq).
To estimate ‖P ut,vsP u0,utψ0 − P u0,vsψ0‖Lp we write ψ0 = ψi ⊗ (bi ◦ u0) for a local
orthonormal frame (bi) of TN . Then it holds that
‖P ut,vsP u0,utψ0(x)− P u0,vsψ0(x)‖
= ‖
(
P u0,vs
)−1
P ut,vsP u0,ut︸ ︷︷ ︸
=:P c
ψ0(x)− ψ0(x)‖
= ‖ψi0(x)⊗
(
P c(bi(u0(x)))− (bi(u0(x))
)
‖
≤ ‖ψi0(x)‖‖P c(bi(u0(x)))− (bi(u0(x))‖
≤
√
dim(N)‖ψ0(x)‖
∑
i
‖P c(bi(u0(x)))− (bi(u0(x))‖
≤ C(ε)‖ut − vs‖C0(M,Rq)‖ψ0(x)‖
where we used Lemma 1.4.3. In particular,
‖P ut,vsP u0,utψ0 − P u0,vsψ0‖Lp(M) ≤ C(ε, ψ0)‖ut − vs‖C0(M,Rq).
Putting everything together we have shown (1.4.16).
Step 2: Proof of (1.4.18):23
23In this step it is important to keep track whether we view quantities like ψ˜(ut)(x) as an element
of ΣxM ⊗ T(pi◦ut)(x)N , ΣxM ⊗ T(pi◦ut)(x)Rq, or ΣxM ⊗ Rq. Recall that ΣxM ⊗ T(pi◦ut)(x)N ⊂ ΣxM ⊗
T(pi◦ut)(x)R
q is realized by the isometric embedding i : N → Rq and ΣxM ⊗ Tut(x)Rq = ΣxM ⊗ Rq is
induced by the identification ∂A(ut(x)) = eA where ∂A(pi(ut(x))) is the A-th standard basis vector of
T(pi◦ut)(x)R
q and eA is the A-th standard basis vector of Rq. Of course, if we view ψ˜(ut)(x) as an element
of ΣxM ⊗ T(pi◦ut)(x)Rq it is given by ψ˜A(ut)(x)⊗ ∂A(pi(ut(x))).
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We have
‖ψ˜A(ut)|x − ψ˜A(vs)|x‖ΣxM
≤
( q∑
A=1
‖ψ˜A(ut)|x − ψ˜A(vs)|x‖2ΣxM
) 1
2
=
( q∑
A=1
(
‖ψ˜A(ut)|x − ψ˜A(vs)|x‖2ΣxM‖eA‖2Rq
)) 12
=
( q∑
A=1
‖
(
ψ˜A(ut)|x − ψ˜A(vs)|x
)
⊗ eA‖2ΣxM⊗Rq
) 1
2
= ‖ψ˜(ut)|x − ψ˜(vs)|x‖ΣxM⊗Rq
≤ ‖P ut,vsψ˜(ut)|x − ψ˜(vs)|x‖ΣxM⊗Rq + ‖P ut,vsψ˜(ut)|x − ψ˜(ut)|x‖ΣxM⊗Rq
In the following we estimate the two summands separately. Using the fact that
the differential of i : N → Rq is an isometry and (1.4.16) we get
‖P ut,vsψ˜(ut)|x − ψ˜(vs)|x‖ΣxM⊗Rq = ‖P ut,vsψ˜(ut)|x − ψ˜(vs)|x‖ΣxM⊗T(pi◦vs(x))Rq
= ‖P ut,vsψ˜(ut)|x − ψ˜(vs)|x‖ΣxM⊗T(pi◦vs(x))N
≤ C(R, ε, ψ0)‖ut − vs‖C0(M,Rq).
It remains to find an appropriate estimate for ‖P ut,vsψ˜(ut)|x − ψ˜(ut)|x‖ΣxM⊗Rq .
To that end, let γ(h) := exp(pi◦ut)(x)(hexp
−1
(pi◦ut)(x)(pi ◦ vs(x)), h ∈ [0, 1], be the
unique shortest geodesic of N from (pi ◦ ut)(x) to (pi ◦ vs)(x) (in particular exp is
the exponential map of N).24 Let X ∈ Tγ(0)N be given and denote by X(h) the
unique parallel vector field (of N) along γ with X(0) = X. Then we have25
P ut,vsX −X = X(1)−X(0) =
∫ 1
0
d
dh
∣∣∣∣∣
h=τ
X(h) dτ. (1.4.19)
If we denote by ∇R
q
dh
and ∇N
dh
the covariant derivatives along γ in Rq and N ,
24Recall that γ is well-defined because we chose our constants s.t. (1.3.14) holds.
25On the left hand side we have the difference of two vectors in Rq and the derivative on the right
hand side under the integral is the usual derivative of a function [0, 1]→ Rq.
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respectively, then it holds that
∇Rq
dh
Y = ∇
N
dh
Y + II(γ′, Y ),
∇Rq
dh
∣∣∣∣∣
h0
Z = d
dh
∣∣∣∣∣
h=h0
Z
for all vector fields Y of N along γ, all vector fields Z of Rq along γ, and all
h0 ∈ [0, 1]. (On the right hand side of the second equation, we have the ordinary
differential of a function [0, 1]→ Rq.) Plugging this into (1.4.19) yields
P ut,vsX −X =
∫ 1
0
II(γ′(h), X(h)) dh
and therefore26
‖P ut,vsX −X‖Rq ≤ C sup
h∈[0,1]
‖γ′(h)‖N sup
h∈[0,1]
‖X(h)‖N
= C‖γ′(0)‖N‖X‖N .
Using (1.3.13) and the fact that pi : Rq → Rq is (globally) Lipschitz continuous we
have that
‖γ′(0)‖N = ‖exp−1(pi◦ut)(x)(pi ◦ vs)(x)‖N
≤ dN((pi ◦ ut)(x), (pi ◦ vs)(x))
≤ C1‖(pi ◦ ut)(x)− (pi ◦ vs)(x)‖Rq
≤ C2‖ut(x)− vs(x)‖Rq .
Hence,
‖P ut,vsX −X‖Rq ≤ C3‖ut(x)− vs(x)‖Rq‖X‖N .
We write ψ˜(ut) = ψ˜i(ut)⊗ (bi ◦ pi ◦ ut) where (bi) is a local orthonormal frame of
TN and the ψ˜i(ut) are local sections of ΣM . We have
‖P ut,vsψ˜(ut)|x − ψ˜(ut)|x‖ΣxM⊗Rq
= ‖∑
i
ψ˜i(ut)|x ⊗
(
P ut,vs(bi|(pi◦ut)(x))− bi|(pi◦ut)(x)
)
‖ΣxM⊗Rq
≤ C3 max
i
‖ψ˜i(ut)|x‖ΣxM‖ut(x)− vs(x)‖Rq .
26The existence of some C > 0 s.t. ‖II(X,Y )‖Rq ≤ C‖X‖N‖Y ‖N for all X,Y ∈ TN can be shown
analogously to the proof of Lemma 1.4.2 and using that the differential of i : N → Rq is an isometry.
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Finally, we use (1.4.16) to get
‖ψ˜i(ut)|x‖ΣxM ≤
(∑
j
‖ψ˜j(ut)|x‖2ΣxM
) 1
2
= ‖ψ˜(ut)|x‖ΣxM⊗T(pi◦ut)(x)N
= ‖P ut,u0ψ˜(ut)|x‖ΣxM⊗Tu0(x)N
≤ ‖P ut,u0ψ˜(ut)|x − ψ0|x‖ΣxM⊗Tu0(x)N + ‖ψ0|x‖ΣxM⊗Tu0(x)N
≤ C(R, ε, ψ0)‖ut − u0‖C0(M,Rq) + C1(ψ0)
≤ C(R, ε, ψ0)
(
‖u(t, .)− v0(t, .)‖C0(M,Rq)
+ ‖v0(t, .)− u0‖C0(M,Rq)
)
+ C1(ψ0)
≤ C2(R, ε, ψ0)
(recall that our choices of constants in Table 1.1 imply in particular that (1.3.11)
holds). Therefore,
‖P ut,vsψ˜(ut)|x − ψ˜(ut)|x‖ΣxM⊗Rq ≤ C(R, ε, ψ0)‖ut(x)− vs(x)‖Rq .
Putting everything together we have shown (1.4.18).
Step 3: Proof of (1.4.17):
We have
ψA(ut)(x) =
ψ˜A(ut)(x)
‖ψ˜(ut)‖L2(M)
.
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This implies
‖ψA(ut)(x)− ψA(vs)(x)‖
=
∥∥∥∥∥ ψ˜A(ut)(x)‖ψ˜(ut)‖L2(M) −
ψ˜A(vs)(x)
‖ψ˜(vs)‖L2(M)
∥∥∥∥∥
=
∥∥∥∥∥ ψ˜A(ut)(x)‖ψ˜(ut)‖L2(M) −
ψ˜A(ut)(x)
‖ψ˜(vs)‖L2(M)
+ ψ˜
A(ut)(x)
‖ψ˜(vs)‖L2(M)
− ψ˜
A(vs)(x)
‖ψ˜(vs)‖L2(M)
∥∥∥∥∥
≤ ‖ψ˜
A(ut)(x)‖
‖ψ˜(ut)‖L2(M)‖ψ˜(vs)‖L2(M)
∣∣∣∣‖ψ˜(vs)‖L2(M) − ‖ψ˜(ut)‖L2(M)∣∣∣∣
+ 1‖ψ˜(vs)‖L2(M)
‖ψ˜A(ut)(x)− ψ˜A(vs)(x)‖
= ‖ψ˜
A(ut)(x)‖
‖ψ˜(ut)‖L2(M)‖ψ˜(vs)‖L2(M)
∣∣∣∣‖ψ˜(vs)‖L2(M) − ‖P ut,vsψ˜(ut)‖L2(M)∣∣∣∣
+ 1‖ψ˜(vs)‖L2(M)
‖ψ˜A(ut)(x)− ψ˜A(vs)(x)‖
≤ ‖ψ˜
A(ut)(x)‖
‖ψ˜(ut)‖L2(M)‖ψ˜(vs)‖L2(M)
‖P ut,vsψ˜(ut)− ψ˜(vs)‖L2(M)
+ 1‖ψ˜(vs)‖L2(M)
‖ψ˜A(ut)(x)− ψ˜A(vs)(x)‖
≤
( ‖ψ˜A(ut)(x)‖
‖ψ˜(ut)‖L2(M)‖ψ˜(vs)‖L2(M)
+ 1‖ψ˜(vs)‖L2(M)
)
C(R, ε, ψ0)‖ut − vs‖C0(M,Rq)
where we used (1.4.16) and (1.4.18). Moreover, the L2-norms in the denominators
are uniformly bounded by Lemma 1.4.10. It remains to show that ‖ψ˜A(ut)(x)‖ is
uniformly bounded. To that end,
‖ψ˜A(ut)(x)‖ ≤ ‖ψ˜A(ut)(x)− ψ˜A(u0)(x)‖+ ‖ψ˜A(u0)(x)‖
≤ C(R, ε, ψ0)‖ut − u0‖C0(M,Rq) + C1(ψ0)
≤ C(R, ε, ψ0)
(
‖u(t, .)− v0(t, .)‖C0(M,Rq)
+ ‖v0(t, .)− u0‖C0(M,Rq)
)
+ C1(ψ0)
≤ C2(R, ε, ψ0).
This completes the proof of the lemma.
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1.5 Short time existence
In this section we prove Theorem 1.1.1. As we already mentioned in the introduc-
tion the proof is inspired by [10]. A contraction argument with a similar structure
can be found in [25, Proof of Theorem 5.2.1 on p. 111]. For the latter we also
recommend [14] as a supplement.
Proof of Theorem 1.1.1. Step 1: Solving the equation in Rq: In this step we
want to find a solution u : [0, T ]×M → Rq, ψt : M → ΣM ⊗ (pi ◦ ut)∗TN of
∂tu
A −∆uA = FA1 (u) + FA2 (u, ψ) on (0, T )×M, A = 1, . . . , q,
/D
pi◦utψt = 0 on [0, T ]×M,
u([0, T ]×M) ⊂ Nδ,
u|t=0 = u0,
ψ|t=0 = ψ0,
‖ψt‖L2(M) = 1 on [0, T ],
dimKker( /D
pi◦ut) = 1 on [0, T ],
(1.5.1)
see Lemma 1.3.10, where u0 ∈ C2+α(M,N) with dimKker( /Du0) = 1, and ψ0 ∈
ker( /Du0) with ‖ψ0‖L2(M) = 1 are given.
We choose ε, δ, R, and T as in Table 1.1. By making ε, R, and T smaller
if necessary, Lemmas 1.4.6 and 1.4.11 hold. Recall that our choices imply in
particular that u([0, T ] ×M) ⊂ Nδ for all u ∈ BTR(v0) ∩ {u|t=0 = u0}. Let ψ(ut)
and ψA(ut), A = 1, . . . , q be as in Lemma 1.4.11. In particular we have
/D
pi◦utψ(ut) = 0 on [0, T ]×M,
‖ψ(ut)‖L2(M) = 1 on [0, T ],
dimKker( /D
pi◦ut) = 1 on [0, T ],
and ψ(ut)|t=0 = ψ(u0) = ψ0 for all u ∈ BTR(v0) ∩ {u|t=0 = u0}, t ∈ [0, T ].
Plugging ψ(ut) into the first line of (1.5.1) it remains to find u ∈ BTR(v0) ∩
{u|t=0 = u0} that solves
∂tu
A −∆uA = FA1 (u) + FA2 (u, ψ(u)) on [0, T ]×M, A = 1, . . . , q. (1.5.2)
To that end we define for u ∈ BTR(v0) ∩ {u|t=0 = u0}
(Lu)(t, x) :=
∫
M
p(x, y, t)u0(y) dV (y)
+
∫ t
0
∫
M
p(x, y, t− τ) (F1(uτ )(y) + F2(uτ , ψ(uτ ))(y)) dV (y)dτ
where p is the heat kernel of M and the integrals are to be understood componen-
twise, i.e., (Lu)(t, x) ∈ Rq.
In the following we show that if T is small enough, then it holds that
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i) L(BTR(v0) ∩ {u|t=0 = u0}) ⊂ BTR(v0) ∩ {u|t=0 = u0},
ii) ‖Lu− Lv‖XT ≤ 12‖u− v‖XT for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}.
We start with i): Let u ∈ BTR(v0) ∩ {u|t=0 = u0} and consider
(Lu− v0)A(t, x) =
∫ t
0
∫
M
p(x, y, t− τ)
(
FA1 (uτ )(y) + FA2 (uτ , ψ(uτ ))(y)
)
dV (y)dτ.
Note that
∇x(Lu− v0)A(t, x)
=
∫ t
0
∫
M
(∇xp)(x, y, t− τ)
(
FA1 (uτ )(y) + FA2 (uτ , ψ(uτ ))(y)
)
dV (y)dτ.
Using Lemma 1.2.10 we have
|(Lu− v0)A(t, x)| ≤ t sup
(s,z)∈[0,T ]×M
|FA1 (us)(z) + FA2 (us, ψ(us))(z)|
and
|∇x(Lu− v0)A(t, x)| ≤ C
√
t sup
(s,z)∈[0,T ]×M
|FA1 (us)(z) + FA2 (us, ψ(us))(z)|
for all (t, x) ∈ [0, T ] ×M , A = 1, . . . , q, provided that T ≤ 1 is small enough.
Since u ∈ BTR(v0) we have
‖u‖XT ≤ ‖u− v0‖XT + ‖v0‖XT ≤ R + ‖v0‖XT (1.5.3)
hence
sup
(s,z)∈[0,T ]×M
|FA1 (us)(z)| ≤ C(R, ‖v0‖X1)
(recall that pi : Rq → Rq has compact support). Lemma 1.4.11 yields
‖ψA(us)(z)‖ ≤ ‖ψA(us)(z)− ψA(u0)(z)‖+ ‖ψA(u0)(z)‖
≤ C(R,ψ0)‖ut − u0‖C0(M,Rq) + ‖ψA(u0)(z)‖
≤ C(R,ψ0)
(
‖u(t, .)− v0(t, .)‖C0(M,Rq)
+ ‖v0(t, .)− u0‖C0(M,Rq)
)
+ ‖ψA(u0)(z)‖
≤ C1(R,ψ0)
(1.5.4)
(recall that our choice of constants in Table 1.1 implies in particular that (1.3.11)
holds). Therefore
sup
(s,z)∈[0,T ]×M
|FA2 (us, ψ(us))(z)| ≤ C2(R,ψ0).
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We have shown that if T > 0 is small enough, then
|(Lu− v0)A(t, x)| ≤ C3(R,ψ0)t,
|∇x(Lu− v0)A(t, x)| ≤ C3(R,ψ0)
√
t
for all (t, x) ∈ [0, T ] ×M , A = 1, . . . , q, and for all u ∈ BTR(v0) ∩ {u|t=0 = u0}.
Hence for T > 0 small enough we have Lu ∈ BTR(v0). (Note that since v0 ∈ XT
the above estimates show in particular that Lu = (Lu− v0) + v0 ∈ XT for T > 0
small enough.) This implies i) since Lu|t=0 = u0.
Next we show ii): Let u, v ∈ BTR(v0) ∩ {u|t=0 = u0}. We have
(Lu− Lv)A(t, x)
=
∫ t
0
∫
M
p(x, y, t− τ)
(
FA1 (uτ )(y)− FA1 (vτ )(y)
)
dV (y)dτ
+
∫ t
0
∫
M
p(x, y, t− τ)
(
FA2 (uτ , ψ(uτ ))(y)− FA2 (vτ , ψ(vτ ))(y)
)
dV (y)dτ
As above Lemma 1.2.10 yields
|(Lu− Lv)A(t, x)|
≤ t sup
(s,z)∈[0,T ]×M
|FA1 (us)(z)− FA1 (vs)(z)|
+ t sup
(s,z)∈[0,T ]×M
|FA2 (us, ψ(us))(z)− FA2 (vs, ψ(vs))(z)|
(1.5.5)
and
|∇x(Lu− Lv)A(t, x)|
≤ C√t sup
(s,z)∈[0,T ]×M
|FA1 (us)(z)− FA1 (vs)(z)|
+ C
√
t sup
(s,z)∈[0,T ]×M
|FA2 (us, ψ(us))(z)− FA2 (vs, ψ(vs))(z)|
(1.5.6)
for all (t, x) ∈ [0, T ]×M provided that T ≤ 1 is small enough. We calculate
|FA1 (u)− FA1 (v)|
= |piABC(u)〈∇uB,∇uC〉 − piABC(v)〈∇vB,∇vC〉|
= |piABC(u)
(
〈∇uB,∇uC〉 − 〈∇vB,∇vC〉
)
+
(
piABC(u)− piABC(v)
)
〈∇vB,∇vC〉|
≤ |piABC(u)‖
(
‖∇uB‖‖∇uC −∇vC‖+ ‖∇vC‖‖∇uB −∇vB‖
)
|+
+ |piABC(u)− piABC(v)|‖∇vB‖‖∇vC‖
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Using the fact that piABC : Rq → R has compact support and is (globally) Lipschitz
continuous together with (1.5.3) we deduce
sup
(s,z)∈[0,T ]×M
|FA1 (us)(z)− FA1 (vs)(z)| ≤ C(R)‖u− v‖XT . (1.5.7)
Now let
HADEF (.) := −piAB(.)piCBD(.)piCEF (.).
We calculate
|FA2 (u, ψ(u))− FA2 (v, ψ(v))|
= |HADEF (u)(ψ(u)D,∇uE · ψ(u)F )−HADEF (v)(ψ(v)D,∇vE · ψ(v)F )|
≤ |HADEF (u)−HADEF (v)|(ψ(u)D,∇uE · ψ(u)F )
+ |HADEF (v)‖(ψ(u)D,∇uE · ψ(u)F )− (ψ(v)D,∇vE · ψ(v)F )|
=: I1 + I2
Combining the fact that HADEF is (globally) Lipschitz continuous with (1.5.3) and
(1.5.4) yields
I1 ≤ C(R,ψ0)‖u− v‖XT .
Using
(ψ(u)D,∇uE · ψ(u)F )− (ψ(v)D,∇vE · ψ(v)F )
= (ψ(u)D − ψ(v)D,∇uE · ψ(u)F )
+ (ψ(v)D, (∇uE −∇vE) · ψ(u)F
+ (ψ(v)D,∇vE · (ψ(u)F − ψ(v)F ))
together with the fact that HADEF has compact support, (1.5.3), (1.5.4), and
Lemma 1.4.11 yields
I2 ≤ C(R,ψ0)‖u− v‖XT .
We have shown
sup
(s,z)∈[0,T ]×M
|FA2 (us, ψ(us))(z)− FA2 (vs, ψ(vs))(z)| ≤ C(R,ψ0)‖u− v‖XT . (1.5.8)
Plugging (1.5.7) and (1.5.8) into (1.5.5) and (1.5.6) yields
|(Lu− Lv)A(t, x)| ≤ tC(R,ψ0)‖u− v‖XT ,
|∇x(Lu− Lv)A(t, x)| ≤
√
tC(R,ψ0)‖u− v‖XT
for all (t, x) ∈ [0, T ] ×M , A = 1, . . . , q, and for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}.
Now ii) follows by choosing T small enough.
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Applying the Banach fixed-point theorem we get a unique u ∈ BTR(v0)∩{u|t=0 =
u0} with Lu = u.27
Step 2: Regularity of the fixed point: Now we show that the fixed point
u is an element of C1,2,α((0, T )×M,Rq). Equation (1.5.4) implies that FA1 (u) and
FA2 (u, ψ(u)) are bounded on [0, T ]×M . In particular
FA1 (u), FA2 (u, ψ(u)) ∈ W 0,0,p((0, T )×M)
for all p ∈ [1,∞]. (A definition of the parabolic Hölder and Sobolev spaces Ck,l,α
and W k,l,p can be found in e.g. [32].) From the Lp-regularity for the heat equation
[32, p. 18, Theorem 3.4.] we get
u ∈ W 1,2,p((0, T )×M)
for all p ∈ (1,∞). Hence we have28
u ∈ C0,1,α((0, T )×M).
Claim: This implies ψA(u) ∈ ΓC0,0,α(ΣM → (0, T )×M), i.e.,
sup
x∈M
‖ψA(u.)(x)‖C α2 ((0,T )→ΣxM) <∞, (1.5.9)
and
sup
t∈(0,T )
‖ψA(ut)(.)‖ΓCα (ΣM→M) <∞. (1.5.10)
Proof of the claim: By Lemma 1.4.11 we have
‖ψA(ut)(x)− ψA(us)(x)‖ ≤ C‖ut − us‖C0(M,Rq)
≤ C‖u‖C0,0,α((0,T )×M)|t− s|α2 ,
hence we get (1.5.9). (Recall that we already have (1.5.4) and therefore we only
need to consider the Hölder-seminorms.) It remains to show (1.5.10). Given
x, y ∈ M with dM(x, y) < inj(M) we denote by P ty,x, P˜y,x, and P˜ ty,x the parallel
transports in (pi ◦ ut)∗TN , ΣM , and ΣM ⊗ (pi ◦ ut)∗TN along the unique shortest
geodesic of M from y to x, respectively. We need to find an appropriate estimate
27Note that BTR(v0) ∩ {u|t=0 = u0} ⊂ XT is closed.
28To show that W 1,2,p((0, T ) ×M) ⊂ C0,1,α((0, T ) ×M) for p large enough one needs the Sobolev
embedding and interpolation theory.
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for
‖ψA(ut)|x − P˜y,xψA(ut)|y‖ΣxM
≤ ‖ψ(ut)|x −
∑
A
P˜y,xψ
A(ut)|y ⊗ eA‖ΣxM⊗Rq
≤ ‖ψ(ut)|x − P˜ ty,xψ(ut)|y‖ΣxM⊗Rq
+ ‖P˜ ty,xψ(ut)|y −
∑
A
P˜y,xψ
A(ut)|y ⊗ eA‖ΣxM⊗Rq
=: J1(t) + J2(t).
(1.5.11)
Since the differential of i : N → Rq is an isometry we get
J1(t) = ‖ψ(ut)|x − P˜ ty,xψ(ut)|y‖ΣxM⊗Rq
= ‖ψ(ut)|x − P˜ ty,xψ(ut)|y‖ΣxM⊗T(pi◦ut)(x)N
= ‖P ut,u0ψ(ut)|x − P ut,u0P˜ ty,xψ(ut)|y‖ΣxM⊗Tu0(x)N
≤ ‖P ut,u0ψ(ut)|x − P˜ 0y,xP ut,u0ψ(ut)|y‖ΣxM⊗Tu0(x)N
+ ‖P˜ 0y,xP ut,u0ψ(ut)|y − P ut,u0P˜ ty,xψ(ut)|y‖ΣxM⊗Tu0(x)N
=: J11(t) + J12(t).
Using the embedding W 1p ↪→ Cα, for p large enough, and Lemma 1.4.9 we deduce
sup
t∈[0,T ]
‖P ut,u0ψ˜(ut)‖ΓCα (ΣM⊗u∗0TN) ≤ C1
for some C1 > 0. Hence
J11(t) = ‖P ut,u0ψ(ut)|x − P˜ 0y,xP ut,u0ψ(ut)|y‖ΣxM⊗Tu0(x)N ≤ C1dM(x, y)α
for all t ∈ [0, T ]. In order to estimate J12(t) we write ψ(ut) = ψi(ut)⊗ (bi ◦ pi ◦ ut)
where the ψi(ut) are local sections of ΣM and (bi) is a local orthonormal frame of
TN on some open subset U ⊂ N s.t. y ∈ (pi ◦ ut)−1(U). (Note that in particular
the frame (bi) depends on y and t.) Using the fact that the parallel transport in
ΣM ⊗ (pi ◦ ut)∗TM is the tensor product of the parallel transports in ΣM and
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(pi ◦ ut)∗TN , i.e., P˜ ty,x = P˜y,x ⊗ P ty,x, we calculate
J12(t) = ‖P˜ 0y,xP ut,u0ψ(ut)|y − P ut,u0P˜ ty,xψ(ut)|y‖ΣxM⊗Tu0(x)N
= ‖
(
P˜ ty,x
)−1(
P ut,u0
)−1
P˜ 0y,xP
ut,u0ψ(ut)|y − ψ(ut)|y‖ΣyM⊗Tu0(y)N
= ‖ψi(ut)|y ⊗
((
P ty,x
)−1(
P ut,u0
)−1
P 0y,xP
ut,u0(bi ◦ pi ◦ ut)|y
− (bi ◦ pi ◦ ut)|y
)
‖ΣyM⊗Tu0(y)N
≤ dim(N)‖ψ(ut)|y‖∑
i
‖
(
P ty,x
)−1(
P ut,u0
)−1
P 0y,xP
ut,u0(bi ◦ pi ◦ ut)|y − (bi ◦ pi ◦ ut)|y‖
Using (1.4.16) we see that
sup
(t,y)∈[0,T ]×M
‖ψ(ut)|y‖ ≤ C2 (1.5.12)
for some C2 > 0. (The idea to show this is the same as in (1.5.4).) In the following
we denote by γ : [0, 1]→M the unique shortest geodesic ofM from y to x. Notice
that
‖
(
P ty,x
)−1(
P ut,u0
)−1
P 0y,xP
ut,u0(bi ◦ pi ◦ ut)|y − (bi ◦ pi ◦ ut)|y‖
is the deviation of the parallel transport (of N) along the “rectangle” Q from the
identity, where Q is obtained by first following the unique shortest geodesic of N
from (pi ◦ut)(y) to u0(y), then following the curve u0 ◦ γ from u0(y) to u0(x), then
following the unique shortest geodesic of N from u0(x) to (pi ◦ ut)(x) and finally
following the curve pi ◦ ut ◦ γ from (pi ◦ ut)(x) to (pi ◦ ut)(y). The “filled rectangle”
Q is given by the image of
α : [0, 1]× [0, 1]→ N,
(h, k) 7→ exp(pi◦ut◦γ)(h)
(
kexp−1(pi◦ut◦γ)(h)(u0 ◦ γ)(h)
)
.
Using the same arguments as in the estimate for ‖PZ−Z‖ in the proof of Lemma
1.4.4 we get
sup
(h,k)∈[0,1]×[0,1]
‖ ∂
∂k
α(h, k)‖ ≤ C3,
‖ ∂
∂h
α(h, k)‖ ≤ C4‖γ′(0)‖ ≤ C4dM(x, y),
(where C3 and C4 depend on R) and conclude
sup
t∈[0,T ]
‖
(
P ty,x
)−1(
P ut,u0
)−1
P 0y,xP
ut,u0Z − Z‖ ≤ C5dM(x, y)‖Z‖
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for all Z ∈ T(pi◦ut)(y)N . This yields
J12(t) ≤ C6dM(x, y)
≤ C6dM(x, y)1−αdM(x, y)α
≤ C6inj(M)1−αdM(x, y)α.
Putting together our estimates for J1(t), J11(t), and J12(t) we get
J1(t) ≤ C7dM(x, y)α (1.5.13)
for all t ∈ [0, T ]. It remains to estimate J2(t). We write ψ(ut) = ψi(ut)⊗(bi◦pi◦ut)
as before and recall that ψA(ut) = 〈bi ◦ pi ◦ ut, ∂A ◦ pi ◦ ut〉ψi(ut). Using (1.5.12)
again we get
J2(t) = ‖P˜ ty,xψ(ut)|y −
∑
A
P˜y,xψ
A(ut)|y ⊗ eA‖ΣxM⊗Rq
≤ ‖P˜y,xψi(ut)|y ⊗
(
P ty,x(bi ◦ pi ◦ ut)|y − (bi ◦ pi ◦ ut)|y
)
‖ΣxM⊗T(pi◦ut)(y)N
≤ dim(N)‖ψ(ut)|y‖
∑
i
‖P ty,x(bi ◦ pi ◦ ut)|y − (bi ◦ pi ◦ ut)|y‖
≤ C8
∑
i
‖P ty,x(bi ◦ pi ◦ ut)|y − (bi ◦ pi ◦ ut)|y‖
Analogously to (1.4.14)29 we get
‖P ty,x(bi ◦ pi ◦ ut)|y − (bi ◦ pi ◦ ut)|y‖ ≤ C9‖γ′(0)‖
≤ C9dM(x, y)
≤ C9inj(M)1−αdM(x, y)α
(where γ : [0, 1] → M still denotes the unique shortest geodesic of M from y to
x). Hence
J2(t) ≤ C10dM(x, y)α
for all t ∈ [0, T ]. Combining this with (1.5.11) and (1.5.13) yields
‖ψA(ut)|x − P˜y,xψA(ut)|y‖ΣxM ≤ C11dM(x, y)α
for all t ∈ [0, T ] and all x, y ∈ M with dM(x, y) < inj(M). This shows (1.5.10).
Therefore we have shown the claim. X
29To be precise one has to do the following: cover N by finitely many local orthonormal frames (bi)
whose local C1-norms are bounded. Then the local C1-norm of bi ◦ pi ◦ ut (viewed as a section of
(pi ◦ ut)∗TN) is bounded by some constant that depends on R. Hence C9 depends only on R (and the
choice of a covering of N by local orthonormal frames).
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Combining the claim with u ∈ C0,1,α((0, T )×M) yields
F1(u), F2(u, ψ(u)) ∈ C0,0,α((0, T )×M).
By the Hölder-regularity for the heat equation [32, p. 17, Theorem 3.3.] we deduce
u ∈ C1,2,α((0, T )×M,Rq).
This implies30
u ∈ C1,2,α((0, T )×M,Rq) ∩ C0([0, T ]×M).
Step 3: The fixed point takes values in N : First let f : (0, T ) ×M → Rq
be an arbitrary function s.t. f(t, .) ∈ C2(M,Rq) for all t ∈ (0, T ) and f(., p) ∈
C1((0, T ),Rq) for all p ∈ M . In the following we write ‖.‖2 and 〈., .〉2 for the
Euclidean metric and scalar product, respectively. Similarly we write ‖.‖g and
〈., .〉g for the norm and scalar product of (M, g), respectively. Then we define
ρ : Rq → Rq
by ρ(z) := z − pi(z) and
ϕ : (0, T )×M → R
by ϕ(t, x) := ‖ρ(f(t, x))‖22 =
∑q
A=1 |ρA(f(t, x))|2.
We have
∂
∂t
ϕ(t, x) = 2〈ρ(f(t, x)), ∂
∂t
(ρ ◦ f)(t, x)〉2
and the product rule for the Laplace-Beltrami operator31 yields
∆xϕ(t, x) = 2〈ρ(f(t, x)),∆x(ρ ◦ f)(t, x)〉2 + 2
q∑
A=1
‖∇x(ρA ◦ f)(t, x)‖2g
(where the Laplace-Beltrami operator on the right hand side is to be understood
componentwise, i.e., ∆x(ρ ◦ f)(t, x) = (∆x(ρA ◦ f)(t, x))A ∈ Rq). We have shown( ∂
∂t
−∆x
)
ϕ(t, x) = −2
q∑
A=1
‖∇x(ρA ◦ f)(t, x)‖2g
+ 2
〈
ρ(f(t, x)),
( ∂
∂t
−∆x
)
(ρ ◦ f)(t, x)
〉
2
.
(1.5.14)
30Since u ∈ C1,2,α((0, T )×M) ⊂ C0,α2 ((0, T );C2(M)) (c.f. [32]) we have in particular that u : (0, T )→
C0(M) is α2 -Hölder continuous. Hence u : (0, T )→ C0(M) is uniformly continuous and can therefore be
continuously extended to u : [0, T ]→ C0(M).
31Namely, ∆(hk) = h∆k + k∆h+ 2〈∇h,∇k〉g.
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Now we further calculate the time derivative and the Laplacian of ρ ◦ f on the
right hand side. To that end, notice that
∂
∂t
(ρ ◦ f)(t, x) = ∂
∂t
(f − pi ◦ f)(t, x)
= ∂
∂t
f(t, x)− dpi|f(t,x) ∂
∂t
f(t, x)
=
(
∂
∂t
fA(t, x)− piAB(f(t, x))
∂
∂t
fB(t, x)
)
A
=
(
νAB(f(t, x))
∂
∂t
fB(t, x)
)
A
.
(1.5.15)
Moreover it holds that
∆x(ρA ◦ f)(t, x)
= νAB(f(t, x))∆xfB(t, x)− piACB(f(t, x))〈∇xfB(t, x),∇xfC(t, x)〉g
(1.5.16)
To prove this, we fix (t, x) and let ψ be normal coordinates of M centered in x.
To shorten notation we write f = f(t, .) : M → Rq in the proof of (1.5.16). We
have
∆(ρA ◦ f)|x =
∑
i
∂xi∂xi(ρA ◦ f ◦ ψ−1)|ψ(x).
For an arbitrary y in the Image of ψ it holds that
∂xi(ρA ◦ f ◦ ψ−1)|y = ∂xi(fA ◦ ψ−1 − piA ◦ f ◦ ψ−1)|y
= ∂xi(fA ◦ ψ−1)|y − piAB(f(ψ−1(y)))∂xi(fB ◦ ψ−1)|y
hence
∂xi∂xi(ρA ◦ f ◦ ψ−1)|ψ(x)
= ∂xi∂xi(fA ◦ ψ−1)|ψ(x) − ∂xi
(
piAB(f ◦ ψ−1)∂xi(fB ◦ ψ−1)
)
|ψ(x)
= ∂xi∂xi(fA ◦ ψ−1)|ψ(x) − piACB(f(x))∂xi(fC ◦ ψ−1)|ψ(x)∂xi(fB ◦ ψ−1)|ψ(x)
− piAB(f(x))∂xi∂xi(fB ◦ ψ−1)|ψ(x)
= νAB(f(x))∂xi∂xi(fB ◦ ψ−1)|ψ(x)
− piACB(f(x))∂xi(fC ◦ ψ−1)|ψ(x)∂xi(fB ◦ ψ−1)|ψ(x)
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Thus
∆(ρA ◦ f)|x
=
∑
i
∂xi∂xi(ρA ◦ f ◦ ψ−1)|ψ(x)
=
∑
i
(
νAB(f(x))∂xi∂xi(fB ◦ ψ−1)|ψ(x)
− piACB(f(x))∂xi(fC ◦ ψ−1)|ψ(x)∂xi(fB ◦ ψ−1)|ψ(x)
)
= νAB(f(x))∆fB|x − piACB(f(x))〈∇fC(x),∇fB(x)〉g
(for the last line we used that ψ are normal coordinates centered in x ∈ M) and
we have shown (1.5.16). Plugging (1.5.15) and (1.5.16) into (1.5.14) yields
( ∂
∂t
−∆x
)
ϕ(t, x) = −2
q∑
A=1
‖∇x(ρA ◦ f)(t, x)‖2g
+ 2
〈
ρ(f(t, x)), νAB(f(t, x))
( ∂
∂t
−∆x
)
fB(t, x)
〉
2
+ 2
〈
ρ(f(t, x)), piACB(f(t, x))〈∇xfC(t, x),∇xfB(t, x)〉g
〉
2
Now let f = u be the solution constructed in the first step. Then we have
( ∂
∂t
−∆x
)
ϕ = −2
q∑
A=1
‖∇x(ρA ◦ u)‖2g
+ 2
〈
ρ(u), νAB(u)
(
FB1 (u) + FB2 (u, ψ(u))
)〉
2
+ 2
〈
ρ(u),−F1(u)
〉
2
= −2
q∑
A=1
‖∇x(ρA ◦ u)‖2g
+ 2
〈
ρ(u),−piAB(u)FB1 (u) + νAB(u)FB2 (u, ψ(u))
〉
2
= −2
q∑
A=1
‖∇x(ρA ◦ u)‖2g
≤ 0.
Here we used that
〈
ρ(u),−piAB(u)FB1 (u) + νAB(u)FB2 (u, ψ(u))
〉
2
= 0. This holds
because of the following: let (t, x) be arbitrary. Since u(t, x) ∈ Nδ, we have that
ρ(u(t, x)) = u(t, x)−pi(u(t, x)) ∈ T⊥pi(u(t,x))N . Moreover,
(
piAB(u(t, x))FB1 (u)(t, x)
)
A
∈
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Tpi(u(t,x))N since
piAB(u(t, x))FB1 (u)(t, x) = (dpiA)u(t,x)(F1(u)(t, x)) =
(
(dpi)u(t,x)(F1(u)(t, x)
)A
and (dpi)u(t,x) : Rq → Tpi(u(t,x))N . Hence,〈
ρ(u(t, x)),−piAB(u(t, x))FB1 (u)(t, x)
〉
2
= 0.
To see that
〈
ρ(u(t, x)), νAB(u(t, x))FB2 (u, ψ(u))(t, x)
〉
2
= 0 we write
〈
ρ(u(t, x)), νAB(u(t, x))FB2 (u, ψ(u))(t, x)
〉
2
=
〈
ρ(u(t, x)), F2(u, ψ(u))(t, x)− piAB(u(t, x))FB2 (u, ψ(u))(t, x)
〉
2
and note that by definition of F2 we have that F2(u, ψ(u))(t, x) ∈ Tpi(u(t,x))N and
as above we have(
piAB(u(t, x))FB2 (u, ψ(u))(t, x)
)
A
= (dpi)u(t,x)
(
F2(u, ψ(u))(t, x)
)
∈ Tpi(u(t,x))N.
Since
(
∂
∂t
−∆x
)
ϕ(t, x) ≤ 0 for all (t, x) and ϕ(0, .) = 0 on M the maximum prin-
ciple for the heat equation32 yields ϕ(t, x) ≤ 0 for all (t, x). The definition of ϕ
implies ϕ ≥ 0, hence ϕ(t, x) = 0 for all (t, x). This implies u(t, x) ∈ N for all (t, x).
Step 4: Uniqueness of the solution: Let (u1, ψ1) and (u2, ψ2) be two so-
lutions of the heat flow for Dirac harmonic maps as in Theorem 1.1.1.33 In par-
ticular, ui : [0, T ] ×M → N ⊂ Rq, ψit : M → ΣM ⊗ (uit)∗TN solve (1.5.1) and
ui ∈ C1,2,α((0, T )×M,Rq), i = 1, 2.34 Let R > 0 be as in the first step (i.e., L is
a contraction on BTˆR(v0) ∩ {u|t=0 = u0} for all Tˆ = Tˆ (R) > 0 small enough). We
show that for T˜ ≤ T small enough, it holds that
u1, u2 ∈ BT˜R(v0).
We have that
‖ui(t, .)− u0‖C0(M), ‖∇ui(t, .)−∇u0‖C0(M) → 0
32See e.g. [13, Theorem 4.4 on p. 96].
33C1,2,α((0, T )×M,N) = {u ∈ C1,2,α((0, T )×M,Rq) | u(t, x) ∈ N for all (t, x) ∈ (0, T )×M}.
34Note that here T > 0 is just some T s.t. Theorem 1.1.1 holds. It does not have to do anything with
the T we constructed in the first step.
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for t→ 0.35 Moreover we have
‖v0(t, .)− u0‖C0(M), ‖∇v0(t, .)−∇u0‖C0(M) → 0
for t→ 0.36 Therefore for T˜ > 0 small enough it holds that
‖ui − v0‖X
T˜
< R,
and
ui ∈ BT˜R(v0) ∩ {u|t=0 = u0}.
Since dimK( /D
pi◦uit) = 1 on [0, T ] we have that
ψit = ψ(uit)hit
for all t ∈ [0, T˜ ] where ψ(uit) is defined as in Lemma 1.4.11 and hit ∈ K for
all t ∈ [0, T˜ ] and i = 1, 2. Moreover, hit is of unit length since ‖ψit‖L2(M) =
‖ψ(uit)‖L2(M) = 1. Since the (real part of the) bundle metric on ΣM is invariant
under multiplication with elements of K of unit length, c.f. Lemma 1.2.8 for the
case K = H, we have that
F2(ui, ψi) = F2(ui, ψ(ui))
on [0, T˜ ]×M .37 In summary we have shown that u1 and u2 are elements of BT˜R(v0)
that solve (1.5.2). Since the fixed point we constructed in step 1 is unique, we
have that u1 = u2 on [0, T˜ ]×M for T˜ > 0 small enough. Next we define
T0 := sup{t ∈ [T˜ , T ] | u1 = u2 on [0, t]×M}
35This can be seen as follows: we write u = ui. Since u ∈ C1,2,α((0, T )×M) ⊂ C0,α2 ((0, T );C2(M))
(c.f. [32]) we have in particular that u,∇u : (0, T )→ C0(M) are (α/2)-Hölder continuous. (In the case
of ∇u we write C0(M) as target space shortly for Γ(TM) with the C0-norm.) Hence u,∇u : (0, T ) →
C0(M) are uniformly continuous and can therefore be continuously extended to u,∇u : [0, T ]→ C0(M).
Hence u(t, .)→ u0 in C0(M) as t→ 0+ and there exists a vector field V ∈ Γ(TM) s.t. ∇u(t, .)→ V in
C0(M) as t→ 0+. We show V = ∇u0. To that end notice that for every X ∈ Γ(TM) we have∫
M
〈∇u(t, .), X〉 = −
∫
M
u(t, .)div(X) t→0
+
−−−−→ −
∫
M
u0div(X) =
∫
M
〈∇u0, X〉,
and ∫
M
〈∇u(t, .), X〉 t→0
+
−−−−→
∫
M
〈V,X〉.
36This can be shown analogously. Note that v0 ∈ C1,2,α((0, T ) ×M) since ∂tv0 −∆v0 = 0 and from
Lemma 1.2.10 we have that v0(t, .)→ u0 in C0(M) as t→ 0+.
37Here we used that X · (ϕh) = (X · ϕ)h for all X ∈ TpM , ϕ ∈ ΣpM , h ∈ K, as shown in the proof of
Proposition 1.2.6.
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By the definition of T0 and continuity we have u1 = u2 on [0, T0] ×M . We show
T0 = T . To that end we argue by contradiction and suppose that T0 < T . Then
(uˆi, ψˆi) defined by uˆi(t, x) := ui(t + T0, x), (t, x) ∈ [0, T − T0] ×M , ψˆit := ψit+T0
are solutions of the heat flow for Dirac harmonic maps with T replaced by T −T0,
u0 replaced by uˆ0, where uˆ0 := u1(T0, .) = u2(T0, .), and ψ0 replaced by ψˆ0 :=
ψ1T0 = ψ2T0 .38 Using the preceding argument we get that there exists some T˜ > T0
s.t. u1 = u2 on [T0, T˜ ] × M . This contradicts the definition of T0. Therefore
T0 = T .
38Since ψ1T0 , ψ
2
T0 ∈ ker( /D
u1T0 ) and dimKker( /Du
1
T0 ) = 1, we can assume w.l.o.g. that ψ1T0 = ψ
2
T0 .
Otherwise we replace ψ2 by ψ2h, where h ∈ K has unit length with ψ1T0 = ψ2T0h.
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Appendix
1.A Results and definitions from functional analysis
In this section X denotes a complex Banach space. Recall that a mapping
T : D(T )→ X is called operator if D(T ) ⊂ X is a linear subspace and T : D(T )→
X is a linear map.
Definition 1.A.1. Let T : D(T )→ X be an operator.
i) T is called densely defined if D(T ) is a dense subset of X.
ii) T is called closed if the graph of T ,
graph(T ) := {(x, Tx) | x ∈ D(T )},
is a closed subset of X ×X.
iii) Assume that T is closed (not necessarily densely defined). Then we define
the resolvent set of T by
ρ(T ) := {λ ∈ C | λI − T : D(T )→ X is bijective}
= {λ ∈ C | λI − T : D(T )→ X is bijective and (λI − T )−1 ∈ L(X)}
where L(X) denotes the set of bounded linear operators X → X and we
used the closed graph theorem. For λ ∈ ρ(T ) we write
R(λ, T ) := (λI − T )−1 : X → X
and call R(λ, T ) the resolvent of T . Moreover we define the spectrum of T
by
σ(T ) := C \ ρ(T ).
Finally we define the point spectrum of T , the continuous spectrum of T , and
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the rest spectrum of T by
σp(T ) := {λ ∈ C | λI − T : D(T )→ X is not injective},
σc(T ) := {λ ∈ C | λI − T : D(T )→ X is injective,
not surjective, but has dense image},
σr(T ) := {λ ∈ C | λI − T : D(T )→ X is injective
and does not have dense image},
respectively. If λ ∈ σp(T ), then we call λ eigenvalue (of T ).
iv) Assume that T is closed. We say that T has compact resolvent if ρ(T ) 6= ∅
and for all λ ∈ ρ(T ) it holds that R(λ, T ) := (λI − T )−1 : X → X is a
compact operator.
Remark 1.A.2. λ ∈ ρ(T ) means that for every f ∈ X, the equation λu−Tu = f
has a unique solution u ∈ D(T ) which depends continuously on the right hand
side f in the sense that the mapping X 3 f 7→ u ∈ X is continuous.
If we have an operator T : D(T )→ X that is not closed, we could attempt to
define the resolvent set of T analogously, i.e.,
ρ(T ) := {λ ∈ C | λI − T : D(T )→ X is bijective and (λI − T )−1 ∈ L(X)},
but then it can be shown that ρ(T ) = ∅, so this is not a good definition.39 Therefore
we require T to be closed in the definition of the resolvent.
If T : D(T )→ X is a so-called closable operator, then the resolvent set of T is
often defined by ρ(T ) := ρ(T ) where T is the closure of T (which is in particular
a closed operator).
The statement of the following lemma can be found in [26, p. 408].
Lemma 1.A.3. Let T0 : D(T ) ⊂ X → X be an operator with the same domain of
definition as T . Then for all λ ∈ ρ(T ) ∩ ρ(T0) we have
R(λ, T )−R(λ, T0) = R(λ, T ) ◦ (T − T0) ◦R(λ, T0).
Proof. We choose an arbitrary x ∈ X. Then there exists y ∈ D(T ) s.t. x =
39Defining ρ(T ) := {λ ∈ C | λI − T : D(T )→ X is bijective} for a non-closed operator T : D(T )→ X
is also not a good idea since we then lose the fact that the solution depends continuously on the right
hand side.
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(λI − T0)y. It holds that
R(λ, T )x−R(λ, T0)x = R(λ, T )(T − T0)R(λ, T0)x
⇐⇒ R(λ, T )
(
I − (λI − T )R(λ, T0)
)
x = R(λ, T )(Ty − T0y)
⇐⇒
(
I − (λI − T )R(λ, T0)
)
x = Ty − T0y
⇐⇒
(
I − (λI − T )R(λ, T0)
)
(λI − T0)y = Ty − T0y
⇐⇒ (λI − T0)y − (λI − T )y = Ty − T0y
⇐⇒ Ty − T0y = Ty − T0y
Next we recall the following result from functional analysis that states in par-
ticular that the set of invertible operators in L(X, Y ) is open.
Lemma 1.A.4. Let Y be a Banach space. Let A ∈ L(X, Y ) be invertible and
B ∈ L(X, Y ). If
‖A−B‖L(X,Y ) ≤ θ 1‖A−1‖L(Y,X)
for some θ ∈ [0, 1), then B is invertible with
‖B−1‖L(Y,X) ≤ 11− θ‖A
−1‖L(Y,X).
Proof. Assume that we have
‖A−B‖L(X,Y ) ≤ θ 1‖A−1‖L(Y,X) .
We write B = A(I − A−1(A − B)). The operator norm of A−1(A − B) ∈ L(X)
can be estimated from above by
‖A−1(A−B)‖L(X) ≤ θ < 1
It is a standard result (using the Neumann series) that this implies that I −
A−1(A−B) ∈ L(X) is invertible with
‖(I − A−1(A−B))−1‖L(X) ≤ (1− ‖A−1(A−B)‖L(X))−1 ≤ 11− θ .
In particular B is invertible with
‖B−1‖L(X) = ‖(I − A−1(A−B))−1A−1‖L(X) ≤ 11− θ‖A
−1‖L(Y,X).
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In the following we collect some well known spectral properties of operators
with compact resolvent. To that end we first relate the spectrum of T to the
spectrum of the resolvents of T .
Lemma 1.A.5. Let T : D(T ) → X be a closed operator and let µ ∈ ρ(T ). Then
it holds that
σ(R(µ, T )) \ {0} = { 1
µ− λ | λ ∈ σ(T )}
and
σp(R(µ, T )) \ {0} = { 1
µ− λ | λ ∈ σp(T )}.
Proof. We first show
σ(R(µ, T )) \ {0} = { 1
µ− λ | λ ∈ σ(T )} =: Aµ.
Let λ0 ∈ σ(R(µ, T ))\{0}. Assume that λ0 /∈ Aµ. Since λ0 = 1µ−(µ− 1
λ0
) we get that
µ− 1
λ0
/∈ σ(T ) hence µ− 1
λ0
∈ ρ(T ). Moreover we have that
(λ0I −R(µ, T ))−1 = 1
λ0
(µ− T )R(µ− 1
λ0
, T )
which implies λ0 ∈ ρ(R(µ, T )). This contradicts our assumption that λ0 /∈ Aµ and
we have shown “⊆”.
Now let λ0 = 1µ−λ ∈ Aµ, λ ∈ σ(T ). Assume that λ0 ∈ ρ(R(µ, T )). This implies
λ ∈ ρ(T ) since we have that
(λI − T )−1 = λ0R(µ, T )(λ0I −R(µ, T ))−1.
This contradicts λ0 ∈ ρ(R(µ, T )) and we have shown “⊇”. The identity
σp(R(µ, T )) \ {0} = { 1
µ− λ | λ ∈ σp(T )}
can be shown similarly.
Lemma 1.A.6 (Spectral Theorem for compact operators). Let K : X → X be a
compact operator. Then it holds that
i) σ(K) \ {0} = σp(K) \ {0}, i.e., every non-zero element of the spectrum of K
is an eigenvalue and zero might or might not be an eigenvalue.
ii) Either σ(K) consists only of finitely many elements or there exists a sequence
(λi)i∈N in C, λi 6= 0 for all i ∈ N, s.t. lim
i→∞
λi = 0 and
σ(K) = {λi | i ∈ N} ∪ {0}.
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Corollary 1.A.7. Let T : D(T )→ X be a closed operator with compact resolvent.
Then it holds that
i) σ(T ) = σp(T ).
ii) Either σ(T ) consists only of finitely many elements or there exists a sequence
(λi)i∈N in C s.t. lim
i→∞
|λi| =∞ and
σ(T ) = {λi | i ∈ N}.
In particular σ(T ) ⊂ C is discrete (i.e., for every λ ∈ σ(T ) there exists δ > 0
s.t. for all λ˜ ∈ σ(T ) with |λ˜− λ| < δ it holds that λ˜ = λ).
Proof. By definition we have σ(T ) ⊃ σp(T ). Choose an arbitrary µ ∈ ρ(T ) 6= ∅.
Let λ ∈ σ(T ). Then 1
µ−λ ∈ σ(R(µ, T ))\{0} by Lemma 1.A.5. Lemma 1.A.6 yields
1
µ−λ ∈ σp(R(µ, T )) \ {0}. Applying Lemma 1.A.5 again we get λ ∈ σp(T ). We
have shown i).
To show ii) we choose again an arbitrary µ ∈ ρ(T ). Lemma 1.A.6 yields
that either σ(R(µ, T )) consists only of finitely many elements or there exists a
sequence (λi)i∈N in C, λi 6= 0 for all i ∈ N, s.t. lim
i→∞
λi = 0 and σ(R(µ, T )) =
{λi | i ∈ N} ∪ {0}. Then by Lemma 1.A.5 we get that either σ(T ) is finite or it is
given by
σ(T ) = {λiµ− 1
λi
| i ∈ N}.
Definition 1.A.8. Assume that H is a (complex) Hilbert space and T : D(T )→
H is a densely defined operator. The adjoint of A is the operator
T ∗ : D(T ∗) := {y ∈ H | ∃z ∈ H s.t. 〈Tx, y〉 = 〈x, z〉 ∀x ∈ D(T )} → H,
y 7→ z.
The operator T is called self-adjoint if D(T ) = D(T ∗) and T = T ∗.
Note that T ∗ is well-defined since T is densely defined.
Proposition 1.A.9. Assume that H is a Hilbert space and T : D(T ) → H is a
densely defined self-adjoint operator.40Then σ(T ) ⊂ R.
Proof. Let λ = a+ ib ∈ C and assume that b 6= 0. Let x ∈ D(T ). It holds that
〈(λI − T )x, x〉 = λ‖x‖2 − 〈Tx, x〉.
40Since the adjoint is always closed we have in particular that T is closed.
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Since T is self-adjoint we have 〈Tx, x〉 ∈ R and therefore
Im(〈(λI − T )x, x〉) = b‖x‖2
where we write Im(.) for the imaginary part. The Cauchy-Schwarz inequality
yields
|b|‖x‖2 = |Im(〈(λI − T )x, x〉)| ≤ ‖(λI − T )x‖‖x‖
hence λI−T : D(T )→ H is injective. For the surjectivity we show that the image
of λI−T is closed and dense in H. Let (xn) ∈ D(T ) be a sequence s.t. (λI−T )xn
converges in H for n→∞. We have
|b|‖xn − xm‖ ≤ ‖(λI − T )(xn − xm)
hence (xn) is a Cauchy sequence, xn → x ∈ H for n → ∞. Since λxn − Txn
converges it follows that Txn converges, Txn → y ∈ H for n → ∞. Since T is
closed we get x ∈ D(T ) and y = Tx. Hence (λI − T )xn → λx − Tx for n → ∞
and the image of λI − T is closed.
Assume that y is in the orthogonal complement of the range of λI − T , i.e.,
〈(λI − T )x, y〉 = 0
for all x ∈ D(T ). This implies that y ∈ D(T ∗) = D(T ) and (λ¯I −T ∗)y = 0. Since
λ¯I − T ∗ = λ¯I − T is injective we get y = 0. Hence the image of λI − T is dense
in H.
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1.B Proof of Lemma 1.3.11
Lemma 1.B.1. Let N ⊂ Rq be a closed (i.e., compact and without boundary) em-
bedded submanifold of Rq, equipped with the induced Riemannian metric. Denote
by A its Weingarten map. Choose C > 0 s.t. ‖A‖ ≤ C. Choose any 0 < δ < 1
C
s.t.
Nδ := {y ∈ Rq | d(y,N) < δ}
is a tubular neighborhood of N in Rq. Denote by pi : Nδ → N its nearest point
projection. For all x, y ∈ N s.t. ‖x− y‖2 < δ we define the curve γx,y : [0, 1]→ N
by
γx,y(t) := pi(ty + (1− t)x).
For all x, y ∈ N s.t. ‖x− y‖2 < δ it holds that
L(γx,y) ≤ 11− δC ‖x− y‖2
where L(γx,y) denotes the length of γx,y.
After we have shown Lemma 1.B.1 we directly get Lemma 1.3.11. To prove
Lemma 1.B.1 we use a version of the Rauch Comparison Theorem for submani-
folds. More precisely, we will use a slightly modified version of [34, Theorem 4.3.
(b)]. First we state the setting.
Let M be a d-dimensional Riemannian manifold with d ≥ 2. Let K be a p-
dimensional Riemannian submanifold of M with 0 ≤ p ≤ d−1. Let σ : [0, b]→M
be a geodesic of M parametrized by arc length, σ(0) =: m ∈ K, σ′(0)⊥TmK. We
denote by A the Weingarten map of K in M . In particular
Aσ′(0) : TmK → TmK.
Moreover we set
L (σ, b,K) := {Y | Y piecewise smooth vector field along σ : [0, b]→M,
Y (0) ∈ TmK, Y (t)⊥σ′(t) for all t ∈ [0, b]}
A Jacobi field Y ∈ L (σ, b,K) is called a K-Jacobi field41
Aσ′(0)Y (0)− ∇
dt
Y (0) ∈ (TmK)⊥.
41Our definition of K-Jacobi field is the same as in [34]. It differs from the definition in [6] by the
condition that a K-Jacobi field along σ has to be everywhere perpendicular to σ′, i.e., our K-Jacobi
fields are the same as normal K-Jacobi fields in [6]. Note, however, that the definition focal points in [34]
and [6] coincide. The reason for this is the following: let Y be a Jacobi field along σ with Y (0) ∈ TmK
and Y (t0) = 0 for some t0. We write Y >(t) = (v + tw)σ′(t) for the tangential part of Y for some
v, w ∈ R. Because of Y (0) ∈ TmK⊥σ′(0) we have v = 0 and since Y (t0) = 0 we have b = 0, i.e., Y is
normal.
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A focal point on σ is a point σ(t), t 6= 0, at which a non-trivial K-Jacobi field
along σ vanishes.
To state the version of the Rauch Comparison Theorem for submanifolds we
need, let M˜ , K˜, σ˜ be another such setup as above with dim(M˜) = d˜ ≥ 2, dim(K˜) =
p˜, 0 ≤ p˜ ≤ d˜− 1 and domain of σ˜ is the interval [0, b].
Theorem 1.B.2 (Rauch Comparison Theorem for submanifolds). Let p˜ = d˜− 1.
Let X ∈ L (σ, b,K) and Y ∈ L (σ˜, b, K˜) be K- and K˜-Jacobi fields, respectively.
Assume that
i) ‖X(0)‖ = ‖Y (0)‖ 6= 0.
ii) There are no focal points on σ˜.
iii) For each t ∈ [0, b] and for all 2-planes P ⊂ Tσ(t)M containing σ′(t) and all
2-planes Q ⊂ Tσ˜′(t)M˜ containing σ˜′(t) the sectional curvatures K(P ) and
K˜(Q) satisfy
K(P ) ≤ K˜(Q).
iv) The minimum eigenvalue of Aσ′(0) is greater or equal than the maximum
eigenvalue of A˜σ˜′(0).
Then it holds that
‖X(t)‖
‖Y (t)‖
is monotonously increasing on [0, b].
Proof. The statement of the theorem is essentially the same as [34, Theorem
4.3.(b)]. Only our conlcusion is different.42 Taking a look at the proof in [34] we
see that [34, Theorem 4.3.(b)] directly follows from [34, Theorem 3.3.]. The latter
is proven by applying [34, Lemma 3.4.] for f1(t) := ‖X(t)‖2, f2(t) := ‖Y (t)‖2. In
particular it is shown that [34, Lemma 3.4. (4)] holds, i.e.,
(‖X(t)‖2)′
‖X(t)‖2 ≥
(‖Y (t)‖2)′
‖Y (t)‖2
for all t ∈ (0, b]. This implies that(
log
(‖X(t)‖2
‖Y (t)‖2
))′
≥ 0
42In [34, Theorem 4.3.(b)] the conclusion is that ‖X(t)‖ ≥ ‖Y (t)‖ for all t ∈ [0, b] holds.
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for all t ∈ (0, b]. Hence
‖X(t)‖2
‖Y (t)‖2
is monotonously increasing on (0, b] and therefore
‖X(t)‖
‖Y (t)‖
also is monotonously increasing on (0, b]. Because of i) we have that ‖X(0)‖‖Y (0)‖ = 1.
Since [34, Lemma 3.4. (2)] holds we have that
lim
t→0+
‖X(t)‖
‖Y (t)‖ = 1
Summing up we have shown that
‖X(t)‖
‖Y (t)‖
is monotonously increasing on [0, b].
Proof of Lemma 1.B.1. Our strategy is to apply Theorem 1.B.2 forM = M˜ = Rq,
K := N , K˜ a sphere of a suitable radius, and suitable X,Y . First we construct
X.
Choose C > 0 s.t.
‖A‖ < C. (1.B.1)
Choose δ > 0 s.t. the set Nδ is a tubular neighborhood of N in Rq and δ < 1C .
Let x, y ∈ N with ‖x− y‖2 < δ. Define c(s) := y + s(x− y), s ∈ [0, 1], and
α(t, s) := pi(c(s)) + t(c(s)− pi(c(s)),
t, s ∈ [0, 1]. Note that the image of c is contained in Nδ since ‖x− y‖2 < δ. The
curve α(s, .) is a geodesic of Rq that is perpendicular to N by definition of pi. We
have that t 7→ Js(t) := ∂α∂s (s, t) is a Jacobi field of Rq along α(., s). Now we fix an
arbitrary s ∈ [0, 1] with
a := ‖c(s)− pi(c(s))‖2 6= 0,
and
(pi ◦ c)′(s) 6= 0.
Then
t 7→ J˜s(t) := Js( t
a
)
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is a Jacobi field along σs(t) := α( ta , s), t ∈ [0, a]. Note that σs is parametrized by
arc length and σ′s(t)⊥Tσs(t)N for every t ∈ [0, a]. Moreover,
J˜s(0) = Js(0) = (pi ◦ c)′(s) 6= 0. (1.B.2)
The definition of Js implies that
J˜s(0) ∈ Tσs(0)N,
and
Aσ′s(0)J˜s(0)−
∇
dt
J˜s(0) ∈ (Tσs(0)N)⊥ (1.B.3)
see [6, Chapter 10, 4.1 Lemma]. Now let
Xs(t) := J˜⊥s (t),
t ∈ [0, a], be the normal component of J˜s. We show that Xs is a N -Jacobi field
along σs for every s ∈ [0, 1]. To that end notice that
J˜s(0) = (pi ◦ c)′(s) ∈ Tσs(0)N⊥σ′s(0)
hence
Xs(0) = J˜s(0) ∈ Tσs(0)N. (1.B.4)
We write the tangential part J˜>s of J˜s as
J˜>s (t) = (a+ tb)σ′s(t)
for suitable a, b ∈ R. Equation (1.B.4) yields a = 0. We have that
∇
dt
Xs(0) =
∇
dt
(
J˜s − tbσ′s)(0)
=
(∇
dt
J˜s(0)
)
− bσ′s(0),
and
∇
dt
Xs(0) + Aσ′s(0)Xs(0) =
(∇
dt
J˜s(0)
)
+
(
Aσ′s(0)J˜s(0)
)
− bσ′s(0) ∈ (Tσs(0)N)⊥
by (1.B.3) and σ′s(0) = c(s) − pi(c(s)) ∈ (Tσs(0)N)⊥. Therefore Xs is a N -Jacobi
field along σs.
Now we define
K˜ := Sq−11
C
:= {x ∈ Rq | ‖x‖2 = 1
C
}
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where C is that of (1.B.1). Moreover we set
β(h, t) := (1− t) 1
C

cos(hC‖Xs(0)‖)
sin(hC‖Xs(0)‖)
0
...
0
 ,
h, t ∈ [0, 1]. Then we have that
t 7→ ∂β
∂h
(0, t) = (1− t)‖Xs(0)‖

0
1
0
...
0
 ,
is a K˜-Jacobi field. This implies that
Ys(t) :=
∂β
∂h
(0, tC),
t ∈ [0, 1
C
) is a K˜-Jacobi field along σ˜s where
σ˜s(t) := (1− tC) 1
C

1
0
...
0
 ,
t ∈ [0, 1
C
), is a geodesic of Rq parametrized by arc length with σ˜s(0) ∈ K˜ and
σ˜′(0)⊥Tσ˜s(0)K˜.
Now we want to apply Theorem 1.B.2 to Xs and Ys for b := a. Note that σ˜s is
defined on [0, b] since b = a = ‖σ(s)− pi(σ(s))‖ < δ < 1
C
. We have to check i)-iv).
Equations (1.B.2) and (1.B.4) yield ‖Xs(0)‖ 6= 0. The definition of Ys implies
‖Xs(0)‖ = ‖Xs(0)‖, hence we have i). The only focal point of K˜ in Rq is 0 ∈ Rq,
hence ii) follows by our choice of b. iii) is clear since M = M˜ = Rq. For the
Weingarten map A˜ of K˜ it holds that
A˜σ˜′s(0) = −CidTσ˜s(0)K˜ .
Because of ‖A‖ < C we know that the minimal eigenvalue of A is greater or equal
−C. This shows iv). Theorem 1.B.2 yields
‖Xs(0)‖
‖Ys(0)‖ ≤
‖Xs(b)‖
‖Ys(b)‖ .
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Therefore we have
‖(pi ◦ c)′(s)‖ = ‖J˜s(0)‖
= ‖Xs(0)‖
≤ ‖Xs(b)‖‖Ys(b)‖ ‖Ys(0)‖
= ‖Ys(0)‖‖Ys(b)‖‖Xs(b)‖
= ‖Xs(0)‖|1− bC|‖Xs(0)‖‖Xs(b)‖
<
1
|1− δC|‖Xs(b)‖
and since ‖Xs(b)‖ = ‖J˜⊥s (b)‖ ≤ ‖J˜s(b)‖ = ‖Js(1)‖ = ‖c′(s)‖ by definition of Js
and since every orthogonal projection P satiesfies ‖Pv‖ ≤ ‖v‖ for all v, we get
‖(pi ◦ c)′(s)‖ < 11− δC ‖c
′(s)‖ = 11− δC ‖x− y‖2. (1.B.5)
for all s ∈ [0, 1] s.t. ‖c(s) − pi(c(s))‖2 6= 0 and (pi ◦ c)′(s) 6= 0. Next we show
that (1.B.5) holds for all s ∈ [0, 1]. From this Lemma 1.B.1 directly follows. If
(pi ◦c)′(s) = 0, then (1.B.5) trivially holds. Now assume that c(s) = (pi ◦c)(s), i.e.,
c(s) ∈ N . Using that (dpi)xv = prTxNv for all x ∈ N together with ‖(dpi)xv‖ ≤ ‖v‖
for all x ∈ N (this again is due to the fact that (dpi)x is an orthogonal projection
for x ∈ N) we get
‖(pi ◦ c)′(s)‖ = ‖(dpi)c(s)c′(s)‖ ≤ ‖c′(s)‖ ≤ 11− δC ‖c
′(s)‖.
1.C. Additional results about the parallel transports 97
1.C Additional results about the parallel transports
Originally the following results were used to deal with the constraint equation.
Later we were able to replace them by a more elegant approach. Nevertheless, the
results of the original approach are still interesting in their own right and might
find some independent applications.
The following lemma shows how the derivative of the parallel transport along
a geodesic triangle that moves in space can be estimated with a very geometric
argument. (From the proof it is evident that this argument also works in more
general settings). As a corollary we get an estimate for the commutator of the
Dirac operator along a map and such a parallel transport.
Lemma 1.C.1. Choose ε, δ, R, and T as in Table 1.1. If these parameters are
small enough, the following holds: let u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, x ∈ M ,
s, t ∈ [0, T ]. Denote by γi = γi,x : [0, 1]→ N , i = 1, 2, 3, the unique shortest of N
s.t.
γ1(0) = γ3(1) = (pi ◦ ut)(x), γ1(1) = γ2(0) = u0(x), γ2(1) = γ3(0) = (pi ◦ vs)(x).
Moreover, we define c := cx := γ3 ∗ γ2 ∗ γ1, i.e., c is the curve obtained by first
following γ1, then γ2, and then γ3. Finally, we write
P c := P cx : T(pi◦ut)(x)N → T(pi◦ut)(x)N
for the parallel transport (in N) induced by c.
We define
M(ut, vs) := max{‖u0 − pi ◦ ut‖C0(M,Rq), ‖u0 − pi ◦ vs‖C0(M,Rq),
‖pi ◦ ut − pi ◦ vs‖C0(M,Rq)},
Then there exits C(R, ε) > 0 independent of u, v, x, s and t s.t.
‖
(
∇(pi◦ut)∗TNX (P cZ − Z)
)
|x‖ ≤ C(R, ε)M(ut, vs)‖Z‖ΓC1 ((pi◦ut)∗TN)‖X‖ (1.C.1)
for all X ∈ TxM , x ∈M , Z ∈ ΓC1((pi ◦ ut)∗TN).
Proof. We write f := pi◦ut, g := pi◦vs, and moreover∇ := ∇(pi◦ut)∗TN . Let x ∈M ,
X ∈ TxM , and γ : (−c, c) → M a smooth curve parametrized proportionally to
arclength with γ(0) = x, γ′(0) = X. Let (Ei(.)) be a local orthonormal frame of
f ∗TN that is parallel along γ. Locally we have
(P cyZ(y))− Z(y) = f i(y)Ei(y)
for suitable functions f i. Then it holds that
∇X
(
P cZ − Z
)
|x =
(
LXf
i
)
(x)Ei(x).
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In the following, we estimate (LXf i)Ei. To that end we denote by P γ the parallel
transport in TN along f ◦ γ from f(x) to f(γ(τ)) and we calculate
(LXf i)(x)Ei(x)
= lim
τ→0
f i(γ(τ))− f i(x)
τ
Ei(x)
= lim
τ→0
f i(γ(τ))Ei(x)− f i(x)Ei(x)
τ
= lim
τ→0
(P γ)−1
(
f i(γ(τ))P γEi(x)
)
−
(
P cxZ(x)− Z(x)
)
τ
= lim
τ→0
(P γ)−1
(
f i(γ(τ))Ei(γ(τ))
)
−
(
P cxZ(x)− Z(x)
)
τ
= lim
τ→0
(P γ)−1
(
P cγ(τ)Z(γ(τ))− Z(γ(τ))−
(
P cxZ(x)− Z(x)
)
τ
= lim
τ→0
(P γ)−1P cγ(τ)Z(γ(τ))− (P γ)−1Z(γ(τ))− P cxZ(x) + Z(x)
τ
= lim
τ→0
1
τ
(
(P γ)−1P cγ(τ)Z(γ(τ))
− (P γ)−1P cγ(τ)P γZ(x) + (P γ)−1P cγ(τ)P γZ(x)− (P γ)−1Z(γ(τ))
− P cxZ(x) + Z(x)
)
= lim
τ→0
1
τ
((P γ)−1P cγ(τ)P γ − Id)(((P γ)−1Z(γ(τ)))− Z(x))
+ (P γ)−1P cγ(τ)P γZ(x)− P cxZ(x)

By Lemma 1.4.3 we have
‖
(
(P γ)−1P cγ(τ)P γ − Id
)((
(P γ)−1Z(γ(τ))
)
− Z(x)
)
‖
≤ C‖pi ◦ ut − pi ◦ vs‖C0(M,Rq)‖
(
(P γ)−1Z(γ(τ))
)
− Z(x)‖.
We will show
‖
(
(P γ)−1Z(γ(τ))
)
− Z(x)‖ ≤ τ‖X‖‖Z‖ΓC1 (f∗TN) (1.C.2)
and
‖(P γ)−1P cγ(τ)P γZ(x)− P cxZ(x)‖
≤ τC1M(ut, vs)‖X‖‖Z(x)‖. (1.C.3)
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After that, equation (1.C.1) follows easily.
To show (1.C.2) we write k(t) :=
(
P γ|[0,t]
)−1
Z(γ(t)) and use the fundamental
theorem of calculus to conclude
‖
(
(P γ)−1Z(γ(τ))
)
− Z(x)‖ = ‖k(τ)− k(0)‖
= ‖
∫ τ
0
k′(t)dt‖
≤ τ sup
t
‖k′(t)‖
= τ sup
t
‖(∇(pi◦ut)∗TNγ′(t) Z)(γ(t))‖
≤ τ‖X‖‖Z‖ΓC1 (f∗TN).
(1.C.4)
It remains to show (1.C.3). To that end, we recall our setting. We have the
geodesic triangles given by the images of cx and cγ(τ) with vertices u0(x), f(x),
g(x) and u0(γ(τ)), f(γ(τ)), g(γ(τ)), respectively. The vertices can be joined by
the curves u0 ◦ γ, f ◦ γ, and g ◦ γ. This is the situation of figure 1.C.1.
We will relate (P γ)−1P cγ(τ)P γZ(x)−P cxZ(x) to the parallel transports around
the three “rectangles” of figure 1.C.1. Then we estimate the parallel transport
around the rectangles with the same methods that we used to show Lemma 1.4.3.
For i = 1, 2, 3 we denote by
PRi : Tf(x)N → Tf(x)N
the parallel transports given by figure 1.C.2.
By definition of the PRi we have
PR3 ◦ PR2 ◦ PR1 = (P γ)−1 ◦ (P cγ(τ))−1 ◦ P γ ◦ P cx
which implies
(P γ)−1 ◦ P cγ(τ) ◦ P γ ◦ PR3 ◦ PR2 ◦ PR1 = P cx
and we conclude
P cx = (P γ)−1 ◦ P cγ(τ) ◦ P γ − (P γ)−1 ◦ P cγ(τ) ◦ P γ ◦ (Id− PR3 ◦ PR2 ◦ PR1).
It follows that
‖(P γ)−1P cγ(τ)P γZ(x)− P cxZ(x)‖
= ‖(P γ)−1P cγ(τ)P γ(Id− PR3PR2PR1)Z(x)‖
= ‖(Id− PR3PR2PR1)Z(x)‖
= ‖(Id− PR3)Z(x) + PR3(Id− PR2PR1)Z(x)‖
≤ ‖(Id− PR3)Z(x)‖+ ‖(Id− PR2PR1)Z(x)‖
≤ ‖(Id− PR3)Z(x)‖+ ‖(Id− PR2)Z(x)‖+ ‖(Id− PR1)Z(x)‖
(1.C.5)
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u0(γ(τ))
g(γ(τ))
f(x)
u0(x)
g(x)
f(γ(τ))
The three verti-
cal lines are given
by the curves
f ◦ γ, g ◦ γ, and
u0 ◦ γ.
All the other
lines are given
by the unique
shortest geodesics
joining their start
and end points.
Figure 1.C.1: The setting of the proof of (1.C.3).
1
32
4 The parallel
transport PR1 .
3 4
56
1
82
7
The parallel
transport PR2 .
4
5
7
1, 6
102
9
3
8
The parallel
transport PR3 .
Figure 1.C.2: The parallel transports PRi are given by the above figures. They all start
and end in the top right corner, i.e., in f(x).
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Therefore it remains to estimate the deviation of the PRi from the identity. Notice
that each PRi is of the form
PRi = (P i)−1 ◦ Pi ◦ P i
where Pi denotes the parallel transport along the rectangle highlighted in the
definition of PRi by figure 1.C.2 (note that P 1 = Id). Therefore showing an
inequality of the form
‖(Id− PRi)Z‖ ≤ C‖Z‖
for all Z is equivalent to showing
‖(Id− Pi)Z‖ ≤ C‖Z‖
for all Z, i.e., we only have to estimate Id−Pi and this we can do with the same
methods we used to show Lemma 1.4.3.
We start with i = 1. We consider the (well-defined) geodesic variation
α : [0, τ ]× [0, 1]→ N, (s1, t1) 7→ expu0(γ(s1))(t1exp−1u0(γ(s1))f(γ(s1))).
By definition the image of α is the filled rectangle 1. Analogously to the proof of
(1.4.10) (the fact that we consider a rectangle now but in (1.4.10) we considered
a triangle doesn’t change the nature of the argument) we get
P1Z − Z =∫ τ
0
∫ 1
0
〈RTN
(
∂
∂s1
∣∣∣∣
s1=s˜1
α(s1, t˜1),
∂
∂t1
∣∣∣∣
t1=t˜1
α(s˜1, t1)
)
Z(s˜1, t˜1), E˜i(s˜1, t˜1)〉dt˜1ds˜1
E˜i
Moreover, by (1.3.13) we have
‖ ∂
∂t1
α(s1, t1)‖ = ‖exp−1u0(γ(s1))f(γ(s1))‖
≤ dN(u0(γ(s1)), f(γ(s1)))
≤ 11− δ0C ‖u0 − pi ◦ ut‖C0(M,Rq)
for all s1, t1. We also get
‖ ∂
∂s1
α(s1, t1)‖ ≤ C(R)‖X‖
for all s1, t1. This can be shown analogously to the estimate for ‖dF(r,x)eα‖ in the
proof of Lemma 1.4.1. We conclude
‖P1Z − Z‖ ≤ τC(R)‖u0 − pi ◦ ut‖C0(M,Rq)‖Z‖‖X‖
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for all Z ∈ Tu0(x)N , x ∈M . Analogously, we get
‖P2Z − Z‖ ≤ τC(R)‖u0 − pi ◦ vs‖C0(M,Rq)‖Z‖‖X‖
and
‖P3Z − Z‖ ≤ τC(R)‖pi ◦ ut − pi ◦ vs‖C0(M,Rq)‖Z‖‖X‖.
Using these estimates for ‖PiZ − Z‖ together with (1.C.5) we get (1.C.3) and
therefore (1.C.1).
Corollary 1.C.2. Assume we are in the situation of Lemma 1.C.1. Then there
exists C(R, ε) > 0 s.t.
‖
(
(P c)−1 ◦ /Dpi◦ut ◦ P c − /Dpi◦ut
)
ψ(x)‖ ≤ C(R, ε)M(ut, vs)‖ψ(x)‖
for all u, v ∈ BTR(v0) ∩ {u|t=0 = u0}, ψ ∈ ΓC1(ΣM ⊗ u∗0TN), x ∈M , t, s ∈ [0, T ].
Proof. Let γi, c, and P c be as in the statement of Lemma 1.C.1 and Z ∈ ΓC1((pi ◦
ut)∗TN). Lemma 1.4.3 and Lemma 1.C.1 imply the following inequality for the
commutator of P c and ∇ := ∇(pi◦ut)∗TN :
‖[P c,∇X ]Z|x‖
= ‖P c(∇XZ)−∇X(P cZ)‖
= ‖P c(∇XZ)−∇XZ +∇XZ −∇X(P cZ)‖
= ‖∇X(P cZ − Z)− (P c − id)(∇XZ)‖
≤ C(R)M(ut, vs)‖X‖‖Z‖ΓC1 ((pi◦ut)∗TN)
for all x ∈ M , X ∈ TxM . (Of course, if Z is a local C1-section of (pi ◦ ut)∗TN
around x with bounded local C1-norm, then this inequality still holds if we replace
the C1-norm of Z by the local C1-norm of Z on the right hand side.) Let (bi)
and (eα) be local orthonormal frames of TN and TM , respectively. Let ψ ∈
ΓC1(ΣM ⊗ (pi ◦ ut)∗TN) and write ψ = ψi ⊗ (bi ◦ pi ◦ ut) for local C1-sections ψi
of ΣM . In the following we also write P c for the induced mapping
P c : ΣM ⊗ (pi ◦ ut)∗TN → ΣM ⊗ (pi ◦ ut)∗TN.
It holds that
[P c, /Dpi◦ut ]ψ = (P c ◦ /Dpi◦ut − /Dpi◦ut ◦ P c)ψ
= (eα · ψi)⊗ ([P c,∇eα ](bi ◦ pi ◦ ut)) .
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Hence we conclude43
‖[P c, /Dpi◦ut ]ψ(x)‖ ≤ ‖eα · ψi‖‖[P c,∇eα ](bi ◦ pi ◦ ut)‖
≤∑
i
√
dim(N)‖ψ(x)‖‖[P c,∇eα ](bi ◦ pi ◦ ut)‖
≤ C1(R)M(ut, vs)‖ψ(x)‖.
We have shown the corollary.
43To be precise one has to do the following: cover N by finitely many local orthonormal frames (bi)
whose local C1-norms are bounded. Then the local C1-norm of bi ◦ pi ◦ ut (viewed as a section of
(pi ◦ ut)∗TN) is bounded by some constant that depends on R. Hence C1 depends only on R (and the
choice of a covering of N by local orthonormal frames).
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Chapter 2
Minimal kernels of Dirac
operators along maps
Johannes Wittmann
Abstract LetM be a closed spin manifold and let N be a closed manifold.
For maps f : M → N and Riemannian metrics g on M and h on N , we
consider the Dirac operator /Dfg,h of the twisted Dirac bundle ΣM⊗Rf ∗TN .
To this Dirac operator one can associate an index in KO−dim(M)(pt). IfM
is 2-dimensional, one gets a lower bound for the dimension of the kernel
of /Dfg,h out of this index. We investigate the question whether this lower
bound is obtained for generic tupels (f, g, h). This chapter is similar to
[23].
2.1 Introduction
Let M be a closed (i.e., compact and without boundary) 2-dimensional spin man-
ifold with a fixed spin structure and let N be a closed manifold. We study the
existence and genericness1 of maps f : M → N and Riemannian metrics g on M
and h on N , such that the kernel of the Dirac operator /Dfg,h of the twisted Dirac
bundle ΣM ⊗R f ∗TN has quaternionic dimension zero or one. Here, ΣM is the
usual complex spinor bundle of M and /Dfg,h is called the Dirac operator along the
map f .
This problem is inherently tied to the vanishing of an index indf∗TN(M) ∈
KO−dim(M)(pt), see e.g. [19, eq. (7.24) on p. 151], which is a generalization of
1The term “generic” will be defined rigorously in Remark 2.3.2.
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Hitchin’s α-index [17, Section 4.2]. If M is 2-dimensional, then we have
indf∗TN(M) =
[
dimHker /D
f
g,h
]
Z2
under the isomorphism KO−2(pt) ∼= Z2 := Z/2Z, where [k]Z2 denotes the class of
k ∈ Z in Z2. Note that indf∗TN(M) is independent of the choice of the Riemannian
metrics on M and N . It is also invariant under homotopies of f . However, the
index may depend on the choice of spin structure on M . As a consequence,
dimHker /D
f
g,h ≥
1, if indf˜∗TN(M) 6= 0,0, if indf˜∗TN(M) = 0, (2.1.1)
for any f : M → N homotopic to f˜ and any Riemannian metric g on M and h on
N .
If equality holds in (2.1.1), then we call the kernel of /Dfg,h minimal. We expect
that for generic tupels (f, g, h) the kernel of /Dfg,h is minimal. In an investigation
for similar results (references are given in the next section) it turned out that often
the strategy to prove such a result is the following: for a given f˜ : M → N one has
to find a map f : M → N homotopic to f˜ and Riemannian metrics g on M and
h on N such that the kernel of /Dfg,h is minimal. Genericness then follows from
well known perturbation results. Finding “enough” examples for minimal kernels
therefore seems to be the crucial part in proving the expectation.
Our first main theorem addresses the existence of tupels (f, g, h) such that the
kernel of /Dfg,h is 1-dimensional, c.f. Theorem 2.3.1. (Examples with 0-dimensional
kernels are easy to construct.) In particular we show that if α(M) 6= 0 (we
denote by α(M) Hitchin’s α-index), N is odd-dimensional and orientable, and
f˜ : M → N is null-homotopic, then there exists a map f : M → N homotopic to
f˜ and Riemannian metrics g on M and h on N s.t.
dimHker /D
f
g,h = 1.
Our second main theorem addresses the genericness of minimal kernels, c.f. The-
orem 2.3.4.
2.1.1 Motivation
Our motivation to study this problem is twofold.
On the one hand, there are many results in the literature concerning the gener-
icness of minimal kernels under the presence of an index. In [2] it is shown that
for generic metrics, the dimension of the kernel of the (untwisted) Dirac operator
is as small as allowed by the index theorem of Atiyah and Singer (on a closed,
connected manifold). This fact generalized results in [5] and [20]. In the latter
article the author also considers spinc-manifolds. The dependency of the kernel
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of the twisted Dirac operator, where one twists with hermitian vector bundles, is
considered in [4]. Note that we twist with real vector bundles. This is one of the
reasons why we were not able to apply the variational approach of [4] and [20] to
our situation. Another article related to such problems is [17].
On the other hand, the existence of maps f with dimHker /D
f
g,h = 1 has a con-
crete application to the theory of Dirac-harmonic maps. Dirac-harmonic maps are
the critical points of the supersymmetric analog of the classical Dirichlet energy
functional. The supersymmetric analog is the underlying functional for the super-
symmetric non-linear sigma model in quantum field theory, see e.g. [9], [10], [18,
Chapter 10], and [12, Part 1, Supersolutions, Chapter 3]. The existence of maps
f : M → N such that the kernel of /Dfg,h is 1-dimensional is needed in order that
the so-called heat flow for Dirac-harmonic maps, introduced in [11] for manifolds
with non-empty boundary, is also well-posed on closed manifolds, c.f. [24] and
Chapter 1.
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2.2 Notation and preliminaries from spin geometry
In this section we introduce notation and recall some basics from spin geometry
which will be relevant in the following, e.g. for understanding the precise meaning
of our main theorems. For a more detailed introduction to spin geometry we refer
to e.g. [19], [7], [16], [13], and [21].
Let M be an oriented m-dimensional manifold and denote by GL+M the
GL+(m)-principal bundle of oriented frames for M . Moreover, we denote by
θ : G˜L+(m) → GL+(m) the universal covering for m ≥ 3 and the connected
twofold covering for m = 2. A topological spin structure on M is a θ-reduction
of GL+M , i.e., a topological spin structure on M is a G˜L+(m)-principal bundle
G˜L+M over M together with a twofold covering χ : G˜L+M → GL+M that com-
mutes with the projections onto M and is compatible with the group actions of
the principal bundles.
Now let (M, g) be an oriented Riemannian manifold and SO(M, g) the SO(m)-
principal bundle of oriented orthonormal frames for M . Restricting θ to the spin
group given by Spin(m) := θ−1(SO(m)), we define a metric spin structure on
(M, g) to be a θ|Spin(m)-reduction of SO(M, g). Again, this means that a metric spin
structure on M is a Spin(m)-principal bundle Spin(M, g) over M together with a
twofold covering η : Spin(M, g) → SO(M, g) that commutes with the projections
onto M and is compatible with the group actions of the principal bundles.
Given a topological spin structure χ : G˜L+M → GL+M on an oriented mani-
fold M , every Riemannian metric g on M defines a metric spin structure
χg : Spin(M, g)→ SO(M, g)
on (M, g) by Spin(M, g) := G˜L+M |SO(M,g). In the following, the term spin struc-
ture refers to a topological or metric spin structure and it should always be clear
from the context which one we mean. A spin manifold is an oriented manifold
that admits a spin structure.
On a Riemannian manifold (M, g) with metric spin structure η, we have the
usual Dirac operator /D = /Dη : Γ(ΣM) → Γ(ΣM) acting on sections of the com-
plex spinor bundle ΣM . If we are given a map f : M → N , where (N, h) is a
Riemannian manifold, we define the Dirac operator along f
/D
f
g,h = /D
f
η,h : Γ(ΣM ⊗R f ∗TN)→ Γ(ΣM ⊗R f ∗TN)
to be the Dirac operator of the twisted Dirac bundle ΣM⊗Rf ∗TN . In the notation
for /Dfg,h = /D
f
η,h we highlight either the metric g on M or the spin structure η on
M in the notation, depending on the context. Locally,
/D
f
η,hψ = ( /Dηψi)⊗ si + (eα · ψi)⊗∇f
∗TN
eα si
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where ψ = ψi⊗ si, the ψi are local sections of ΣM , (si) is a local frame of f ∗TN ,
(eα) is a local orthonormal frame of TM , and ∇f∗TN is the pullback of the Levi-
Civita connection on (N, h).
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2.3 Statement of the results
In this section we state our main results about the existence and genericness of
minimal kernels for Dirac operators along maps. We only consider manifolds that
are non-empty and smooth.
Theorem 2.3.1. Let M be a 2-dimensional closed manifold and N be a n-
dimensional closed manifold. Moreover, assume that
• M is connected, oriented, and of positive genus.
• N is connected. If n is even, then we assume that N is non-orientable.
Then the following holds:
Case n = 2:
Let h be a Riemannian metric on N . Then there exists a spin structure χ on M
and a smooth map f : M → N s.t.
dimHker /D
f
χg ,h = 1
for generic Riemannian metrics g on M .
Case n ≥ 2:
There exists a spin structure χ on M , a smooth map f : M → N , and a Rieman-
nian metric h on N s.t.
dimHker /D
f
χg ,h = 1
for generic Riemannian metrics g on M .
Remark 2.3.2.
i) By “generic” we mean C∞-dense and C1-open. More precisely, a statement
S = S(g) holds for generic Riemannian metrics g on M , if there exists a
subset G ⊂ Riem(M) of the space of Riemannian metrics on M which is
dense in the C∞-topology, open in the C1-topology, and S(g) is true for
every g ∈ G.
ii) The case n = 1 was not mentioned in the theorem, since for 1-dimensional N
it is not difficult to find examples for 1-dimensional kernels. If we choose a
spin structure on M for which the Dirac operator on ΣM has 1-dimensional
kernel and f to be a constant map, then the kernel of /Dfg,h is 1-dimensional.
iii) If N is 2-dimensional and orientable, or more general even dimensional and
spin, then indf∗TN(M) always vanishes [3, Proposition 10.1], hence in this
case the kernel of /Dfg,h is never 1-dimensional.
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iv) The above theorem gives information about the existence of minimal kernels
if indf∗TN(M) does not vanish. If indf∗TN(M) vanishes, examples of minimal
kernels are easy to construct. Just take a Riemannian metric and a spin
structure on M for which the Dirac operator on ΣM has zero dimensional
kernel (c.f. [2]) and twist with f ∗TN where f is a constant map.
v) The proof of Theorem 2.3.1 is constructive. We will use differences of spin
structures to construct maps M → S1 and then use certain closed geodesics
S1 → N s.t. the composition M → S1 → N is the desired map f .
From the proof of Theorem 2.3.1 we get the following corollary.
Corollary 2.3.3. Let M be a 2-dimensional closed connected spin manifold with
α(M) 6= 0 and let N be an odd-dimensional orientable closed connected manifold.
Let f˜ : M → N be null-homotopic. Then there exists a map f : M → N homotopic
to f˜ and Riemannian metrics g on M and h on N s.t.
dimHker /D
f
g,h = 1.
The next theorem addresses the genericness of minimal kernels, assuming their
existence.
Theorem 2.3.4. Let M be a 2-dimensional closed spin manifold with spin struc-
ture χ and let N be an n-dimensional closed manifold. Assume that the kernel of
/D
f
χg ,h is minimal for some smooth map f : M → N and some Riemannian metrics
g on M and h on N .
Then the following holds:
i) For generic Riemannian metrics h˜ on N the kernel of /Dfχg ,h˜ is minimal.
ii) For generic Riemannian metrics g˜ on M the kernel of /Dfχg˜ ,h is minimal.
iii) If h is a real analytic Riemannian metric (and N is real analytic), then the
kernel of /Df˜χg ,h is minimal for generic f˜ ∈ [f ], i.e., for a C∞-dense and
C1-open subset of [f ]. (Here and in the following, [f ] denotes the homotopy
class of f : M → N .)
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2.4 Differences of spin structures
In this section we consider differences of spin structures. These are also treated
in [1, 7] and they are one of the main tools we use to construct the maps f of
Theorem 2.3.1.
In this section, we letM be a m-dimensional connected spin manifold. Assume
we are given a Riemannian metric g onM and two spin structures ηi : Spin(M, g)i →
SO(M, g), i = 1, 2.
Then we define the group homomorphism (c.f. [1, p. 15])
δ = δη1,η2 : pi1(SO(M, g))→ Z2,
[γ] 7→

1, if either γ lifts to Spin(M, g)1 and Spin(M, g)2
or it lifts to none of them.
−1, if γ lifts either to Spin(M, g)1 or to Spin(M, g)2.
We call δ the difference of the spin structures η1 and η2.
The name originates from the following: Let
M := {spin structures on (M, g)}/equivalence,
S := {index ≤ 2 subgroups of pi1(SO(M, g))},
and consider the maps
Ψ: M→ S,
(
η : Spin(M, g)→ SO(M, g)
)
7→ η∗(pi1(Spin(M, g))),
Ω: S → Hom(pi1(SO(M, g)),Z2), H 7→ Ω(H),
where the group homomorphism Ω(H) is defined by ker(Ω(H)) = H. Then it
holds that
δ = Ω(Ψ(η1))− Ω(Ψ(η2)).
In particular, we have shown the following lemma.
Lemma 2.4.1. If η1 and η2 are not equivalent, then δη1,η2 is surjective.
In the next lemma we show that δ descends to a group homomorphism pi1(M)→
Z2.
Lemma 2.4.2. There exists a unique group homomorphism δ : pi1(M) → Z2 s.t.
the following diagram commutes
pi1(SO(M, g))
δ
&&
// pi1(M)
δ{{
Z2
where the horizontal map is induced by the bundle projection SO(M, g)→M .
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Proof. There exists an exact sequence
. . .→ pi1(SO(m))) ι∗−→ pi1(SO(M, g)) pi1(M)→ pi0(SO(m))︸ ︷︷ ︸
={1}
→ . . .
Hence it suffices to show that for every [γ] ∈ pi1(SO(m)) we have [ι ◦ γ] ∈ ker(δ).
This directly follows from the commutative diagram
Spin(m)   //

Spin(M, g)i
ηi

S1
γ // SO(m)   ι // SO(M, g)
2.4.1 Relation to spin structures and spinor bundles
Let δ = δη1,η2 : pi1(M)→ Z2 be the group homomorphism of Lemma 2.4.2. Assume
that η1 and η2 are not equivalent. Then δ is surjective and hence ker(δ) ⊂ pi1(M)
is an index 2 subgroup of pi1(M). We denote by
p : P →M
the connected twofold covering with p∗(pi1(P )) = ker(δ).
Lemma 2.4.3. There exists an isomorphism of Spin(m)-principal bundles
F : Spin(M, g)1 ×Z2 P → Spin(M, g)2
where Z2 = ker(Spin(m) → SO(m)) acts on Spin(M, g)1 from the right and Z2
acts on P from the left, and it holds that
η2(F ([a, e])) = η1(a) (2.4.1)
for all a ∈ Spin(M, g)1, e ∈ P .
Due to its technical nature, the proof will be done in the appendix.
For the remainder of this section, let us additionally assume that M is closed,
2-dimensional, and of positive genus. In the following we want to relate the asso-
ciated (complex) spinor bundles
ΣiM = Spin(M, g)i ×ρ Σ2,
i = 1, 2, where ρ : Spin(2)→ Aut(Σ2) is the complex spinor representation.
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Lemma 2.4.4. There exists a smooth map
f = fδ : M → S1
such that the following diagram commutes
pi1(S1) = Z
x 7→[x]

pi1(M) δ //
f∗
88
Z2
and f∗ : pi1(M)→ pi1(S1) is surjective.
Proof. We have a commutative diagram
Z2g
h
((pi1(M)
[pi1(M),pi1(M)]
I
OO
δˆ
((
Z
pr

pi1(M)
pr
OO
δ // Z2
where pr denote the respective projections, δˆ is defined with the aid of the iso-
morphism Hom(pi1(M),Z2) ∼= Hom( pi1(M)[pi1(M),pi1(M)] ,Z2), the isomorphism I is given
by
I : pi1(M)[pi1(M), pi1(M)]
∼= H1(M ;Z2) ∼= Z2g
using the Hurewicz theorem and the fact that M is a closed orientable surface of
genus g ≥ 1, and h is defined by
h : Z2g → Z, h(ei) :=
−1, if (δˆ ◦ I−1)(ei) = −11, if (δˆ ◦ I−1)(ei) = 1
where ei is the i-th standard basis vector of R2g.
There exists a smooth map f : M → S1 such that the induced map f∗ : pi1(M)→
pi1(S1) is given by f∗ = h ◦ I ◦ pr. (This follows e.g. from [15, Proposition 1B.9
on p. 90].) We have shown the lemma.
Lemma 2.4.5. Let E → S1 be a Möbius bundle (i.e., E → S1 is a non-trivial
real vector bundle of rank 1). Then there exists an isomorphism of complex vector
bundles
Q : Σ1M ⊗R f ∗E → Σ2M
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where f : M → S1 is the map from Lemma 2.4.2, such that
Q ◦ /Df∗Eη1 = /Dη2 ◦Q. (2.4.2)
Here, /Dη2 is the usual Dirac operator on the bundle Σ2M (with respect to the
spin structure η2) and /Df
∗E
η1 is the Dirac operator of the twisted Dirac bundle
Σ1M ⊗R f ∗E.
Proof. Let e : SE → S1 be the unit sphere bundle of E → S1 (w.r.t. an arbitrary
bundle metric on E). Then e : SE → S1 is a non-trivial twofold covering. Hence
the pullback f ∗e : f ∗(SE)→M is also a twofold covering.
Step 1: f ∗e : f ∗(SE)→ M is a connected covering with (f ∗e)∗pi1(f ∗(SE)) =
ker(δ).2
Proof of step 1: Since M and S1 are connected, the induced map f∗ : pi0(M) →
pi0(S1) is bijective. Moreover, f∗ : pi1(M) → pi1(S1) is surjective by Lemma 2.4.2.
Then it follows from covering space theory that f ∗e : f ∗(SE) → M is connected.
(See e.g. [8, Lemma 3.6].) Moreover, it holds that
(f ∗e)∗pi1(f ∗(SE)) = (f∗)−1(e∗pi1(SE))
= (f∗)−1(2Z)
= kerδ,
where the first equality again follows from covering space theory (see e.g. [8,
Lemma 3.4]) and the third equality follows directly from the commutative diagram
in Lemma 2.4.4. X
Step 2: The map
α :
(
Spin(M, g)1 ×Z2 f ∗(SE)
)
×ρ Σ2 →
(
Spin(M, g)1 ×ρ Σ2
)
⊗R f ∗E,
[[a, b], v] 7→ [a, v]⊗ b,
where a ∈ Spin(M, g)1, b ∈ f ∗(SE), v ∈ Σ2, is an isomorphism of complex vector
bundles.
Proof of step 2: Note that Spin(M, g)1×Z2 f ∗(SE) is a (Spin(2)×Z2Z2 ∼= Spin(2))-
principal bundle, hence the source of the map α is well-defined. It is not difficult to
verify that α is well-defined. The (well-defined) inverse of α is given on elementary
tensors by
α−1([a, v]⊗ b˜) =
[[
a,
b˜
‖b˜‖
]
, ‖b˜‖v
]
2In the notation of the beginning of Section 2.4.1 this means that f∗(SE) and P are isomorphic as
coverings.
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where a ∈ Spin(M, g)1, v ∈ Σ2, b˜ ∈ f ∗E, b 6= 0. We have shown step 2. X
Combining both steps with Lemma 2.4.3 we get
Σ1M ⊗R f ∗E =
(
Spin(M, g)1 ×ρ Σ2
)
⊗R f ∗E
∼=
(
Spin(M, g)1 ×Z2 f ∗(SE)
)
×ρ Σ2
∼= Spin(M, g)2 ×ρ Σ2
= Σ2M,
i.e., we defineQ := (F, idΣ2)◦α−1. Using the construction of α and equation (2.4.1)
one readily checks that Q commutes with Clifford-multiplications on Σ1M⊗R f ∗E
and Σ2M . Combining this with the local formulas for the covariant derivatives on
the spinor bundles ΣiM it is straightforward to deduce (2.4.2).
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2.5 Proof of the main theorems
Before we come to the proof of the main theorems we need one more lemma.
Lemma 2.5.1. Let M be a 2-dimensional closed connected spin manifold of pos-
itive genus. Then there exist spin structures χi on M , i = 1, 2, such that
dimHker( /Dχ1g) = 1,
dimHker( /Dχ2g) = 0,
(2.5.1)
for generic Riemannian metrics g on M .
Proof. Since M has positive genus, there exist spin structures χ1 and χ2 on M
such that α(M,χ1) = 0 and α(M,χ2) 6= 0. (We denote by α(M,χ) Hitchin’s
α-index.) Now we apply [2, Theorem 1.1] for χ1 and χ2. The lemma follows since
the intersection of two open and dense sets is again open and dense.
Proof of Theorem 2.3.1, case n = 2. Let h be any Riemannian metric on N . We
choose spin structures χ1, χ2 onM and a C∞-dense and C1-open set G ⊂ Riem(M)
s.t. (2.5.1) holds for every g ∈ G. Let g ∈ G be arbitrary and let f = fδ : M → S1
be the map of Lemma 2.4.4 where δ = δχ1g ,χ2g .
Since N is non-orientable, there exists an orientation reversing simple (i.e.,
without self-intersections) closed geodesic γ : S1 → N .3 A proof of this fact can
be found in the appendix. Viewing S1 as a submanifold of N via γ, we have that
γ∗TN ∼= TS1 ⊕ (TS1)⊥
where TS1 ∼= R is trivial and (TS1)⊥ → S1 is non-trivial (i.e., a Möbius bundle),
since γ is orientation reversing. Since γ is a geodesic, we have
∇γ∗TN ∼=
(∇TS1 0
0 ∇(TS1)⊥
)
(2.5.2)
under the above isomorphism. (Here, ∇γ∗TN is the pullback of the Levi-Civita
connection on (N, h) along γ, and ∇TS1 and ∇(TS1)⊥ are the projections of ∇γ∗TN
on TS1 and (TS1)⊥, respectively.) We set f˜ := γ ◦ f : M → N . Applying Lemma
2.4.5 we find that
Σ1M ⊗R f˜ ∗TN ∼= Σ1M ⊗R f ∗(γ∗TN)
∼= Σ1M ⊗R f ∗(R⊕ (TS1)⊥)
∼=
(
Σ1M ⊗R R
)
⊕
(
Σ1M ⊗R f ∗(TS1)⊥
)
∼= Σ1M ⊕ Σ2M.
3Recall that a closed curve is a smooth map S1 → N and a closed geodesic is a closed curve that is
also a geodesic.
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Using (2.5.2) it follows that under this isomorphism it holds that
/D
f˜
χ1g ,h
∼=
(
/Dχ1g 0
0 /Dχ2g
)
. (2.5.3)
In particular,
ker( /Df˜χ1g ,h)
∼= ker( /Dχ1g)⊕ ker( /Dχ2g).
We conclude by using (2.5.1).
Proof of Theorem 2.3.1, case n ≥ 2. We choose spin structures χ1, χ2 on M and
G ⊂ Riem(M) as before. Let g ∈ G be arbitrary and let f = fδ : M → S1 be the
map of Lemma 2.4.4 where δ = δχ1g ,χ2g .
Let h0 be a Riemannian metric on N s.t. there exists a simple closed geodesic
γ : S1 → N . 4 Again, we view S1 as a submanifold of N via γ.
In the case n = 2, the key ingredient was the identification (2.5.3), which
followed from (2.5.2). If the dimension of N is greater than two, it is more compli-
cated to deal with the complement (TS1)⊥ ⊂ TN in order to get a suitable higher
dimensional analog of (2.5.2). For this reason we will modify the Riemannian
metric h0 in a neighborhood of S1 ⊂ N . To that end, let
Uε := exp⊥{(p, v) ∈ TN | p ∈ S1, v ∈ (TpS1)⊥, ‖v‖h0 < ε}
be a tubular neighborhood of S1 in N , where ε > 0 is sufficiently small.
Moreover, let (ν1, . . . , νn−1) be an orthonormal basis of (Tγ(0)S1)⊥ where we
think of S1 as [0, 2pi] with 0 and 2pi identified. We define
νi(t) := P γ0,tνi
where P γ0,t denotes the parallel transport in (N, h0) along γ|[0,t] from γ(0) to γ(t),
t ∈ [0, 2pi]. Since γ is a geodesic, (ν1(t), . . . , νn−1(t)) is an orthonormal basis of
(Tγ(t)S1)⊥ for all t ∈ [0, 2pi]. In the basis (ν1, . . . , νn−1) the map
P γ0,2pi : (Tγ(0)S1)⊥ → (Tγ(2pi)S1)⊥
is given by a matrix A ∈ O(n− 1). Then we have a diffeomorphism
TA :=[0,2pi]×Bε(0) /(0,x)∼(2pi,Ax) → Uε,
[(t,
n−1∑
i=1
xiei)] 7→ exp(γ(t),
n−1∑
i=1
xiνi(t)),
4Given any injective closed immersed curve γ : S1 → N , it is not hard to construct a Riemannian
metric onN for which γ is a simple closed geodesic. One can do this e.g. by using a tubular neighborhood
of the image of γ.
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where Bε(0) ⊂ Rn−1 is the open ball of radius ε with center 0 and (e1, . . . , en−1)
is the standard basis of Rn−1.
Note that if A,B ∈ O(n−1) are in the same connected component of O(n−1),
then TA and TB are diffeomorphic. We will use this statement a few times below
without further mentioning it.
Let A ∈ O(n− 1). If we endow TA with the quotient metric induced from the
product metric on [0, 2pi]×Bε(0), then the parallel transport in TA along the curve
c(t) := [(t, 0)] from c(0) to c(2pi) is given by
P c0,2pi : Tc(0)TA → Tc(2pi)TA, P c0,2pi =
(
1 0
0 A
)
.
(with respect to the splitting Tc(0)TA = Tc(0)S1⊕(Tc(0)S1)⊥ where similar as before
we write S1 for the image of c).
Now we distinguish three cases.
Case 1: n is even and N is non-orientable:
We can choose γ to be orientation reversing (c.f. Lemma 2.B.1). Then
P γ0,2pi : (Tγ(0)S1)⊥ → (Tγ(2pi)S1)⊥ is orientation reversing and hence the associated
matrix is an element of O(n− 1) \ SO(n− 1). Therefore,
Uε ∼= T−In−1
where
In−1 =

1
. . .
1
 .
From the discussion above we see that we can choose a Riemannian metric on Uε
such that
P γ0,2pi : (Tγ(0)S1)⊥ → (Tγ(2pi)S1)⊥, P γ0,2piv = −v
is minus the identity. Using a partition of unity we have shown that there exists
a Riemannian metric h on N such that P γ0,2pi : (Tγ(0)S1)⊥ → (Tγ(2pi)S1)⊥ is minus
the identity. This means in particular that
γ∗TN ∼= TS1 ⊕ (TS1)⊥ ∼= TS1 ⊕ E1 ⊕ . . .⊕ En−1
where each Ei → S1 is a Möbius bundle. Moreover, under this isomorphism we
have
∇γ∗TN ∼=

∇TS1
∇E1
. . .
∇En−1
 (2.5.4)
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where ∇γ∗TN is the pullback of the Levi-Civita connection on (N, h) along γ, and
∇TS1 , ∇Ei are the projections of ∇γ∗TN . Setting
f˜ := γ ◦ f
and using Lemma 2.4.5 we get
Σ1M ⊗R f˜ ∗TN ∼= Σ1M ⊗R (f ∗(γ∗TN))
∼= Σ1M ⊗R (R⊕ f ∗(E1)⊕ . . .⊕ f ∗(En−1))
∼= Σ1M ⊕ Σ2M ⊕ . . .⊕ Σ2M
and, similar to the proof of the case n = 2, under this isomorphism we have
/D
f˜
χ1g ,h
∼=

/Dχ1g
/Dχ2g
. . .
/Dχ2g
 (2.5.5)
and therefore
ker( /Df˜χ1g ,h)
∼= ker( /Dχ1g)⊕ ker( /Dχ2g)⊕ . . .⊕ ker( /Dχ2g).
We conclude by using (2.5.1).
Case 2: n is odd and N is orientable:
Then γ is orientation preserving, hence P γ0,2pi : (Tγ(0)S1)⊥ → (Tγ(2pi)S1)⊥ is ori-
entation preserving and the associated matrix is an element of SO(n − 1). We
get
Uε ∼= T−In−1
since −In−1 is in the same connected component as the associated matrix (because
both are orientation preserving). Now we can proceed as in case 1.
Case 3: n is odd and N is non-orientable:
Again we can assume that γ is orientation reversing. Then the tubular neigh-
borhood Uε is diffeomorphic to TA for
A =

−1
1
. . .
1
 .
Then we can proceed analogous to the first two cases, but we have to switch the
roles of the spin structures χ1 and χ2.
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Proof of Theorem 2.3.4. Proof of i): Let h˜ be an arbitrary Riemannian metric on
N . We define ht := th + (1 − t)h˜. Then /Dfχg ,ht depends analytically on t in the
sense of [20, Section 11]. By [20, Proposition 11.4] the set
{t ∈ [0, 1] | the kernel of /Dfχg ,ht is not minimal}
is finite. Hence the set of Riemannian metrics h on N such that the kernel of
/D
f
χg ,h is minimal is C∞-dense in Riem(N). Moreover, it is C1-open.5
Proof of ii): The proof is similar to the proof of i), i.e., we use linear inter-
polation and [20, Proposition 11.4]. Note however, that if we vary the metric
on M , then the space on which the Dirac operators are defined, also changes
and we cannot apply the proposition directly. To get rid of this, we identify the
spinor bundles on M as in [20, Section 2.2], [6] and then we are able to apply the
proposition (compare also [20, Proof of Proposition 3.1]).
Proof of iii): We want to use the same strategy as before. The difficulty this
time is to find a (piecewise) real analytic path between two homotopic elements
in C∞(M,N), since linear interpolation does no longer work. Let f˜ ∈ C∞(M,N)
be any map with dN(f(x), f˜(x)) < 12 inj(N) for all x ∈ M , where inj(N) denotes
the injectivity radius of N . We define
ft(x) := expf˜(x)
(
texp−1
f˜(x)f(x)
)
,
x ∈ M , where exp denotes the exponential map of N .6 Then we claim that for
all but finitely many t ∈ [0, 1] it holds that the kernel of /Dftχg ,h is minimal. To
see this, we denote by P t : Tf(x)N → Tft(x)N the parallel transport along unique
shortest geodesics of N joining f(x) and ft(x) and consider
Dt := (P t)−1 ◦ /Dftχg ,h ◦ P t.
The claim follows since the family of operators Dt depends analytically on t.
(P t depends analytically on t because of the analytic dependence of solutions of
ordinary differential equations on parameters. ft depends analytically on t, since
the Riemannian metric on N is real analytic.)
Now let f˜ ∈ [f ] be homotopic to f and let H be any homotopy between f and
f˜ . We view H as a path H : [0, 1]→ C∞(M,N) with H(0) = f and H(1) = f˜ . We
5One way to see this is to use the Min-Max principle to show that the map Riem(N) → N, h 7→
dimHker /Dfχg,h, is upper semicontinuous where on Riem(N) we choose the C
1-topology.
6Conceptually, we take a chart of the manifold C∞(M,N) around f˜ , linearly interpolate between f˜
and f in the chart, and then use the inverse of the chart to go back to C∞(M,N). The result is the
map ft.
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can cover the image of H by finitely many C0-balls Ui of radius less than 12 inj(N),
i = 1, . . . , N , such that Ui ∩ Ui+1 6= ∅ for i = 1, . . . , N − 1, and f ∈ U1, f˜ ∈ UN .
We choose f1 ∈ U1 ∩ U2 arbitrarily. From the beginning of the proof of iii),
we get that there exists a homotopy H1 between f and f1 such that the kernel
of /DH
1
t
χg ,h is minimal for all but finitely many t ∈ [0, 1]. We can assume that the
kernel of /Df1χg ,h is minimal. Continuing in that manner, we conclude that there
exists fN−1 ∈ UN−1∩UN such that the kernel of /DfN−1χg ,h is minimal and a homotopy
HN−1 between fN−1 and f˜ such that the kernel of /D
HN−1t
χg ,h is minimal for all but
finitely many t ∈ [0, 1]. Hence the set of maps f ∈ [f˜ ] such that the kernel of
/D
f
χg ,h is minimal is C∞-dense in [f ]. As above, it is also C1-open.
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Appendix
2.A Proof of Lemma 2.4.3
Let us choose x0 ∈M and y0 ∈ p−1(x0). Then we define a mapping
F : Spin(M, g)1 ×Z2 P → Spin(M, g)2
as follows.
Let a ∈ Spin(M, g)1x and b ∈ Px be given.
1) Choose a path ω : [0, 1]→M s.t. ω(0) = x0 and ω(1) = x. Moreover, denote
by γω : [0, 1]→ P the lift of ω with γω(0) = y0.
2) Choose a lift ω˜ : [0, 1]→ SO(M, g) of ω.
3) Choose lifts γω˜i : [0, 1]→ Spin(M, g)i of ω˜ satisfying
γω˜1 (0) ∼= γω˜2 (0)
where we identify Spin(M, g)1x0 ∼= Spin(M, g)2x0 with a fixed isomorphism (we
fix the isomorphism for the whole proof).
4) Let A = Aω˜ ∈ Spin(m) and B = Bω ∈ Z2 be the uniquely determined
elements of Spin(m) and Z2, respectively, s.t.
γω˜1 (1) · A = a,
γω(1) ·B = b.
Then we define
F ([a, b]) := γω˜2 (1) · A ·B.
The main task is to show that F is well-defined, i.e., doesn’t depend on the choices
made in 1)-3).
One easily verifys that the definition of F is independent of the choice of the
γω˜i , since for each i = 1, 2 there exist exactly two such lifts and they differ only by
−1 ∈ Z2 = ker(Spin(m)→ SO(m)).
Therefore, it remains to show that F is independent of the choice of ω and ω˜
in 1) and 2). To that end, we will show the following lemma.
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Lemma 2.A.1. Choose x ∈ M and let ω, σ : [0, 1] → M be paths from x0 to x.
Moreover, let ω˜, σ˜ : [0, 1] → SO(M, g) be lifts of ω and σ, respectively. Then the
following holds:
i) If ω ∗ σ ∈ ker(δ), then γω˜2 (1) · Aω˜ = γσ˜2 (1) · Aσ˜ and Bω = Bσ.
ii) If ω ∗ σ /∈ ker(δ), then γω˜2 (1) · Aω˜ = γσ˜2 (1) · Aσ˜ · (−1) and Bω = Bσ · (−1).
In particular, F is well-defined.
Proof. Let us prove i) first. Notice that since ω ∗ σ ∈ ker(δ) = p∗(pi1(P, y0)) (c.f.
the beginning of Section 2.4.1) we have that ω ∗ σ can be lifted to a loop in P ,
and we directly get Bω = Bσ. Now we proceed in several steps.
Step 1: The assertion of i) holds if ω˜(0) = σ˜(0) and ω˜(1) = σ˜(1).
Since ω ∗ σ ∈ ker(δ) it follows from Lemma 2.4.2 that α := ω˜ ∗ σ˜ ∈ ker(δ). We
further distinguish two cases.
Case 1: α lifts to a loop in Spin(M, g)i, i = 1, 2.
In this case we get lifts γω˜i , γσ˜i : [0, 1]→ Spin(M, g)i of ω˜ and σ˜, respectively, s.t.
γω˜i (0) = γσ˜i (0) ∈ Spin(M, g)ix0 ,
γω˜i (1) = γσ˜i (1) ∈ Spin(M, g)ix,
i = 1, 2 and step 1 directly follows. (Note that we already remarked that the
definition of F is independent of the choices in 4).)
Case 2: α does not lift to a loop in Spin(M, g)i, i = 1, 2.
In this case we get lifts γω˜1 , γσ˜1 : [0, 1] → Spin(M, g)1 of ω˜ and σ˜, respectively, s.t.
γω˜1 (1) = γσ˜1 (1) and γω˜1 (0) 6= γσ˜1 (0) ∈ Spin(M, g)1x0 , i.e.,
{γω˜1 (0), γσ˜1 (0)} = Spin(M, g)1x0 . (2.A.1)
Then we lift α to a path in Spin(M, g)2 with starting point γω˜1 (0) and this lift
gives us a choice for γω˜2 and γσ˜2 . We have
γω˜2 (0) 6= γσ˜2 (0) ∈ Spin(M, g)1x0 ∼= Spin(M, g)2x0
and γω˜2 (0) ∼= γω˜1 (0). Combining with (2.A.1) we get γω˜2 (0) ∼= γσ˜1 (0) and we have
shown step 1.
Step 2: The assertion of i) holds if ω˜(1) = σ˜(1).
Let c : [0, 1] → SO(M, g)x0 be a path with c(0) = ω˜(0) and c(1) = σ˜(0). Let cˆ be
the lift of c to Spin(M, g)1 with cˆ(1) = γσ˜1 (0). Note that cˆ only takes values in
Spin(M, g)1x0 ∼= Spin(M, g)2x0 , so we also think of cˆ as lift of c to Spin(M, g)2x0 . Now
we can apply the result of step 1 to σ1 := σ ∗ x0 (where x0 denotes the constant
path), ω, σ˜1 := σ˜ ∗ c, and ω˜.
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Step 3: The assertion of i) holds.
Choose X ∈ SO(m) such that σ˜(1) ·B = ω˜(1). We conclude by using step 2.
For ii), we first observe the following: if ω ∗ σ /∈ ker(δ) = p∗(pi1(P, y0)), then
ω ∗σ does not lift to a loop in P . From this we easily get γω(1) = γσ(1) · (−1) and
therefore Bω = Bσ · (−1). Moreover, γω˜2 (1) · Aω˜ = γσ˜2 (1) · Aσ˜ · (−1) can be shown
similar to the proof of i) by splitting the proof into the same three steps.
For the inverse of F , we define a mapping
G : Spin(M, g)2 → Spin(M, g)1 ×Z2 P
by the following. Let a ∈ Spin(M, g)2x, x ∈M .
i) Choose a path ω : [0, 1] → M s.t. ω(0) = x0 and ω(1) = x. Denote by
γω : [0, 1]→ P the unique lift of ω to P with γω(0) = y0.
ii) Choose a lift ω˜ : [0, 1]→ SO(M, g) of ω to SO(M, g).
iii) For i = 1, 2 choose lifts γω˜i : [0, 1]→ Spin(M, g)i with
γω˜1 (0) ∼= γω˜2 (0).
iv) Denote by A ∈ Spin(m) the unique element of Spin(m) s.t.
γω˜2 (1) · A = a.
Then we define
G(a) := [γω˜1 (1) · A, γω(1)].
Using the same ideas as above one can show that G is well-defined. Directly from
the definitions of F and G we get F ◦G = id and G ◦ F = id.
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2.B Existence of orientation reversing simple closed
geodesics
In the proof of Theorem 2.3.1 on page 121 we used the existence of an orientation
reversing simple closed geodesic γ : S1 → N where N is a non-orientable closed
Riemannian manifold.
Starting with any closed curve γ0 : S1 → N it is a standard result that one can
find a closed geodesic in the homotopy class of γ0. A direct proof can be found
e.g. in [18, Theorem 1.5.1] or [14, 2.98 Theorem on p. 94] and a proof using
the heat flow method is given in [18, Theorem 1.6.1]. This geodesic is orientation
reversing provided that γ0 is orientation reversing, but not necessarily without
self-intersections.
Moreover, it is well known that if pi1(N) 6= {1}, then there exists a closed
geodesic on N which minimizes length in the class of homotopically non-trivial
closed curves on N and this geodesic has no self-intersections, see e.g. [22, Lemma
1.5. (2) and Exercise 3 on p. 197]. However, this geodesic is not necessarily
orientation reversing.
We prove the following lemma.
Lemma 2.B.1. Let N be a closed non-orientable Riemannian manifold (in par-
ticular this implies that pi1(N) 6= {1}). Then there exists an orientation reversing
simple closed geodesic γ : S1 → N .
Proof. Let γ0 : S1 → N be an orientation reversing closed geodesic. If γ0 has no
self-intersections, we are done. So assume that γ0 is not injective. Then we can
split γ0 into two geodesic loops7 γ˜0, γˆ0 : [0, 1] → N both based at the same point
where γ˜0 is orientation reversing (hence non-trivial). Let c0 : S1 → N be a smooth
approximation of γ˜0 homotopic to γ˜0 with
|L(γ˜0)− L(c0)| < ε
where ε > 0 is small and L denotes the length. Then there exists a closed ori-
entation reversing geodesic γ1 : S1 → N in the homotopy class of c0 which also
minimizes length in its homotopy class, see e.g. [22, Lemma 1.5. (1) on p. 197]. If
γ1 is injective, we are done. If not, we repeat the above process with γ0 replaced
by γ1.
We have to ensure that this process stops after finitely many steps. This
follows from the following two observations. Firstly, each γk has positive length,
i.e., L(γk) > 0. Secondly, in each step, the length drops a fixed amount. To see
the latter, we recall the following: if N is a closed Riemannian manifold and c
is an arbitrary geodesic loop in N (the base point is allowed to vary), then the
7A geodesic loop is a geodesic c : [0, 1]→ N with c(0) = c(1).
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length of c is bounded from below by two times the injectivity radius of N ,
L(c) ≥ 2inj(N) =: C.
Returning to the beginning of the proof, we choose ε = 12C to deduce
L(γ0) = L(γ˜0) + L(γˆ0)
≥ L(γ˜0) + C
≥ L(c0) + 12C
≥ L(γ1) + 12C
and entirely analogous
L(γk+1) ≤ L(γk)− 12C.
Hence in each step the length drops by at least 12C.
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Chapter 3
The Banach manifold Ck(M,N)
Johannes Wittmann
Abstract Let M be a compact manifold without boundary and let N be
a connected manifold without boundary. For each k ∈ N the set of k times
continuously differentiable maps between M and N has the structure of a
smooth Banach manifold where the underlying manifold topology is the
compact-open Ck topology. We provide a detailed and rigorous proof
for this important statement. Our proof is already partially covered by
existing literature. This chapter is similar to [11] but more detailed.
3.1 Introduction
Let M be a closed manifold1 and let N be a connected manifold without bound-
ary. For each k ∈ N := {0, 1, 2, . . .} we denote by Ck(M,N) the set of k times
continuously differentiable maps between M and N .
It is well known that for each k ∈ N the set Ck(M,N) has the structure of
a smooth Banach manifold. The natural idea to turn Ck(M,N) into a Banach
manifold is to choose a Riemannian metric on N and then use the exponential
map of N to construct the charts of Ck(M,N). More precisely, for g close enough
to f , the map
Ck(M,N) 3 g 7→ (p 7→ (expf(p))−1g(p)) ∈ ΓCk(f ∗TN),
is a chart around f . Here, exp denotes the exponential map of the Riemannian
manifold N . This idea can be found in many places in the literature (references
are given below). Let us denote this chart by ϕf .
1By “manifold” we always mean a smooth (= C∞) and finite-dimensional manifold. All manifolds
we consider are non-empty, second-countable, and Hausdorff. A closed manifold is a compact manifold
without boundary.
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Driven by applications, there are several natural requirements and questions:
One needs a rigorous and detailed proof that these charts induce a smooth struc-
ture. Are the transition maps ϕf ◦ (ϕg)−1 only smooth for f, g ∈ C∞(M,N)
or are they also smooth in the case that f and g are precisely k times continu-
ously differentiable? Is the manifold topology of Ck(M,N) the compact-open Ck
topology?
An investigation of literature regarding these questions only brought up partial
answers and proofs [4, 1, 3, 5, 10, 9, 6, 2, 8]. Note that the case k =∞ is better
dealt with in the literature, in particular a very thorough treatment of the space
C∞(M,N) can be found in [8].
In this chapter we provide a detailed proof for the following theorem.
Theorem. Let k ∈ N and fix a Riemannian metric on N . Then the set Ck(M,N)
endowed with the compact-open Ck topology has the structure of a smooth Banach
manifold with the following property: for any f ∈ Ck(M,N) there is an open
neighborhood Uf of f in Ck(M,N) and an open neighborhood Vf of the zero
section in ΓCk(f ∗TN) such that the map
ϕf : Uf → Vf ,
g 7→ (p 7→ (expf(p))−1g(p))
is a smooth diffeomorphism. Here, we endow the space ΓCk(f ∗TN) of Ck-sections
of f ∗TN with the usual Ck-norm. Moreover, this smooth structure on Ck(M,N)
does not depend on the choice of Riemannian metric on N .
The basic strategy to prove the theorem is as follows. We first show that
the maps ϕf : Uf → Vf are homeomorphisms. Then we argue why the transition
maps ϕf ◦ (ϕg)−1 are smooth provided that Uf ∩ Ug 6= ∅. For this our arguments
are inspired by [1]. The smoothness of the transition maps is the most delicate
part, and one has to argue very carefully, since ϕf and ϕg are defined using not
necessarily smooth maps f and g. The main input for this will be the Ω-lemma
(using the terminology of [1, 2]) which we will first prove in a “local” version, see
Lemma 3.2.4, and then “globalize” to maps between sections of vector bundles,
see Lemma 3.4.2.
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3.2 Preliminaries and the local Ω-lemma
We begin by recalling some basic definitions regarding differentiability of maps
between normed vector spaces.
Let U ⊂ Rn be open and let (Y, ‖.‖Y ) be a normed vector space. We say that
f : U → Y is continuously differentiable if for all j = 1, . . . , n and all x0 ∈ U the
limit (
∂xjf
)
(x0) := lim
h→0
1
h
(f(x0 + hej)− f(x0))
exists in Y and the maps ∂xjf : U → Y are continuous. Let k ∈ N>0. We say
that f : U → Y is k times continuously differentiable (or f is a Ck-map) if for all
j = 1, . . . , n the map ∂xjf : U → Y is continuous for k = 1, respectively (k − 1)
times continuously differentiable for k ≥ 2. We define
Ck(U, Y ) := {f : U → Y | f is k times continuously differentiable},
Ck(U, Y ) := {f ∈ Ck(U, Y ) | ∂αx f has a continuous extension to U for all |α| ≤ k},
where α = (α1, . . . , αn) ∈ Nn is a multiindex, ∂αx = ∂α1x1 . . . ∂αnxn , and |α| =
α1 + . . .+ αn. If U ⊂ Rn is open and bounded, we define
‖f‖Ck(U,Y ) := max|α|≤k supx∈U
‖∂αx f(x)‖Y
for all f ∈ Ck(U, Y ). If (Y, ‖.‖Y ) is a Banach space, then (Ck(U, Y ), ‖.‖Ck(U,Y )) is
a Banach space.
Details of the following definitions can be found in e.g. [2]. Let (X, ‖.‖X) and
(Y, ‖.‖Y ) be normed vector spaces, U ⊂ X open, and f : U → Y a map. We
say that f is differentiable if for all x0 ∈ U there exists a continuous linear map
Df(x0) := Dfx0 : X → Y s.t. for every ε > 0, there exists δ = δ(ε) > 0 s.t.
whenever 0 < ‖x− x0‖X < δ, we have
‖f(x)− f(x0)−Dfx0(x− x0)‖Y
‖x− x0‖X < ε.
We say that f is continuously differentiable if f is differentiable and the map
Df : U → L(X, Y ), x 7→ Dfx,
is continuous. Here, L(X, Y ) denotes the space of continuous linear maps X → Y .
Similarly, Li(X, Y ) denotes the space of i-multilinear continuous maps
X × . . .×X︸ ︷︷ ︸
n times
→ Y.
We endow Li(X, Y ) with the norm
‖f‖ := sup
{ ‖f(x1, . . . , xi)‖Y
‖x1‖X · . . . · ‖xi‖X | x1, . . . , xi ∈ X \ {0}
}
.
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Finally, we denote by Lis(X, Y ) ⊂ Li(X, Y ) the symmetric elements of Li(X, Y ).
Inductively, we define
Dif := D(Di−1f) : U → Li(X, Y )
if it exists, where we have identified L(X,Li−1(X, Y )) with Li(X, Y ). If Dkf exists
and is continuous, we say that f is k times continuously differentiable (or f is a
Ck-map). In the case that X = Rn this definition coincides with the one given
above. We define
Ck(U, Y ) := {f : U → Y | f is k times continuously differentiable}.
Note that if f ∈ Ck(U, Y ), then Dkf(x) ∈ Lks(X, Y ) for all x ∈ U .
The following technical lemma will be helpful to show e.g. that the maps that
will later be the charts of Ck(M,N) are homeomorphisms.
Lemma 3.2.1. Let U ⊂ Rn be open and K ⊂ U be compact. Moreover, let
Φ: U → Φ(U) be a Ck-diffeomorphism, Ψ: W → Rl a Ck-map, and W ⊂ Rm
open.
i) There exists a C = C(Φ, K) > 0 s.t.
max
|α|≤k
sup
x∈Φ(K)
‖∂αx (f1 ◦ Φ−1)(x)− ∂αx (f2 ◦ Φ−1)(x)‖
≤ C max
|α|≤k
sup
x∈K
‖∂αx f1(x)− ∂αx f2(x)‖
for all Ui ⊂ Rn open, K ⊂ Ui ⊂ U , and fi ∈ Ck(Ui,Rm), i = 1, 2.
ii) Let R > 0 and K˜ ⊂ W be compact. Then there exists a C = C(Ψ, K, K˜, R) >
0 s.t.
max
|α|≤k
sup
x∈K
‖∂αx (Ψ ◦ f1)(x)− ∂αx (Ψ ◦ f2)(x)‖
≤ C max
|α|≤k
sup
x∈K
‖∂αx f1(x)− ∂αx f2(x)‖
for all Ui ⊂ Rn open, fi ∈ Ck(Ui,Rm) with fi(K) ⊂ K˜, fi(Ui) ⊂ W , and
max
|α|≤k
sup
x∈K
‖∂αx fi(x)‖ ≤ R
for i = 1, 2. Moreover, C(Ψ, K, K˜, R) can be chosen s.t. R 7→ C(Ψ, K, K˜, R)
is non-decreasing.
iii) Let R > 0, U1 ⊂ Rn open, and K˜ ⊂ W be compact. Let f1 ∈ Ck(U1,Rm) with
f1(K) ⊂ K˜ and f1(U1) ⊂ W . Then there exists a C = C(Ψ, K, K˜, R, f1) > 0
s.t.
max
|α|≤k
sup
x∈K
‖∂αx (Ψ ◦ f1)(x)− ∂αx (Ψ ◦ f2)(x)‖
≤ C max
|α|≤k
sup
x∈K
‖∂αx f1(x)− ∂αx f2(x)‖
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for all U2 ⊂ Rn open, f2 ∈ Ck(U2,Rm) with f2(K) ⊂ K˜, f2(U2) ⊂ W , and
max
|α|≤k
sup
x∈K
‖∂αx f1(x)− ∂αx f2(x)‖ ≤ R.
Moreover, C(Ψ, K, K˜, R, f1) can be chosen s.t. R 7→ C(Ψ, K, K˜, R, f1) is
non-decreasing.
The goal for the remainder of this section is to state and prove the so-called
(local) Ω-lemma. As stated in the introduction, this lemma is the key to show
that Ck(M,N) carries a smooth structure. To that end, we recall the following
version of Taylor’s theorem.
Suppose that X is a Banach space and that U ⊂ X is an open convex subset.
An open subset U˜ ⊂ X ×X is a thickening of U if
i) U × {0} ⊂ U˜ ,
ii) u+ th ∈ U for all (u, h) ∈ U˜ and 0 ≤ t ≤ 1,
iii) (u, h) ∈ U˜ implies u ∈ U .
Note that there always exists a thickening of U .
Lemma 3.2.2 (Taylor’s theorem). Let X and Y be Banach spaces, U ⊂ X open
and convex, U˜ a thickening of U . A map f : U → Y is r times continuously
differentiable if and only if there are continuous maps
ϕi : U → Lis(X, Y ), i = 1, . . . r,
and
R : U˜ → Lrs(X, Y ),
s.t. for all (u, h) ∈ U˜ ,
f(u+ h) = f(u) +
(
r∑
i=1
ϕi(u)
i! h
i
)
+R(u, h)hr
where hi = (h, . . . , h) (i times) and R(u, 0) = 0. If f is r times continuously
differentiable, then necessarily ϕi = Dif for all i = 1, . . . , r and in addition
R(u, h) =
∫ 1
0
(1− t)r−1
(r − 1)! (D
rf(u+ th)−Drf(u)) dt
A proof can be found in e.g. [2, 2.4.15 Theorem].
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Lemma 3.2.3 (Differentiating under the integral). Let Y be a Banach space,
U ⊂ Rn open, f ∈ Cr((a, b)× U, Y ). Then h : U → Y defined by
h(x) =
∫ b
a
f(t, x)dt
is an element of Cr(U, Y ) and
(∂αxh) (x) =
∫ b
a
(∂αx (f(t, .))) (x)dt
for all x ∈ U , |α| ≤ r.
Lemma 3.2.4 (local Ω-lemma). Let r, l ∈ N. Let U ⊂ Rn be open and bounded
and let V ⊂ Rm be open, bounded, and convex. Moreover, let Y be a Banach space
and
g : U × V → Y
a map s.t.
i) g ∈ Cr(U × V , Y ).
ii) For each i ∈ {0, . . . , l} the map
Di2g : U × V → Lis(Rm, Y ),
defined by (Di2g)(x, y) := (Di(g(x, .))(y) for all (x, y) ∈ U × V exists and is
an element of Cr(U × V , Lis(Rm, Y )).
Then the map
Ωg : Cr(U, V )→ Cr(U, Y )
f 7→ (x 7→ g(x, f(x)))
is an element of C l(Cr(U, V ), Cr(U, Y )). Here,
Cr(U, V ) := {f ∈ Cr(U,Rm) | f(U) ⊂ V }
and Cr(U, V ) ⊂ Cr(U,Rm) is open. Moreover, if l > 0, it holds that
Di (Ωg) = Ai ◦ ΩDi2g (3.2.1)
for each i = 1, . . . , l, where Ai is the continuous map
Ai : Cr(U,Lis(Rm, Y ))→ Lis(Cr(U,Rm), Cr(U, Y ))
defined by
((Ai(H)) (h1, . . . , hi)) (x) := (H(x))(h1(x), . . . , hi(x))
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The statement of Lemma 3.2.4 can be found in different versions in [1, 2]. Our
proof is an adapted version of [2, Proof of 2.4.21 Proposition].
Proof of Lemma 3.2.4. First we prove that Cr(U, V ) ⊂ Cr(U,Rm) is open. Choose
f0 ∈ Cr(U, V ). Since f0(U) is compact, Rm\V is closed, and f0(U)∩(Rm\V ) = ∅,
we have
ε := dist(f0(U),Rm \ V ) > 0.
Now assume that ‖f − f0‖Cr(U,Rm) < ε. It follows that ‖f(x)− f0(x)‖Y < ε for all
x ∈ U . By definition of ε, this means f(U) ⊂ V and so Cr(U, V ) ⊂ Cr(U,Rm) is
open.
In the case “l = 0, r ∈ N” the assertion of the lemma follows from a computa-
tion. Assume l ∈ N>0 and r ∈ N. Let V˜ ⊂ Rm × Rm be a thickening of V . From
applying Lemma 3.2.2 to g(x, .) (for x fixed) it follows that for all (y1, y2) ∈ V˜ and
all x ∈ U we have
g(x, y1 + y2) = g(x, y1) +
(
l∑
i=1
1
i! (D
i
2g)(x, y1)yi2
)
+R(x, y1, y2)yl2 (3.2.2)
where the map
R : U × V˜ → Lls(Rm, Y )
is given by
R(x, y1, y2) =
∫ 1
0
(1− t)l−1
(l − 1)!
(
Dl2g(x, y1 + ty2)−Dl2g(x, y1)
)
dt.
Define
F (t, x, y1, y2) :=
(1− t)l−1
(l − 1)!
(
Dl2g(x, y1 + ty2)−Dl2g(x, y1)
)
.
From ii) it follows that
F ∈ Cr((0, 1)× U × V˜ , Lls(Rm, Y )).
From Lemma 3.2.3 it follows that
R ∈ Cr(U × V˜ , Lls(Rm, Y )).
Since we already proved the case “l = 0, r ∈ N” we see that
ΩR : Cr(U, V˜ )→ Cr(U,Lls(Rm, Y )),
h 7→ (x 7→ R(x, h(x))),
is continuous. In particular,
R˜ := Al ◦ ΩR : Cr(U, V˜ )→ Lls(Cr(U,Rm), Cr(U, Y ))
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is continuous. Analogously, we see that
Ω˜Di2g := Ai ◦ ΩDi2g : Cr(U, V )→ Lis(Cr(U,Rm), Cr(U, Y ))
is continuous for i = 1, . . . , l. From (3.2.2) it follows that for all (f, h) ∈ Cr(U, V˜ )
we have
Ωg(f + h) = Ωg(f) +
(
l∑
i=1
1
i! Ω˜Di2g(f)h
i
)
+ R˜(f, h)hl.
From Lemma 3.2.2 we conclude that Ωg ∈ C l(Cr(U, V ), Cr(U, Y )) and
Di (Ωg) = Ω˜Di2g = Ai ◦ ΩDi2g
for i = 1, . . . , l. (Here we used that Cr(U, V˜ ), viewed as a subset of Cr(U,Rm)×
Cr(U,Rm), is a thickening of Cr(U, V ).)
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3.3 The topological space Ck(M,N)
In this section we recall the definitions of the compact-open Ck topology on
Ck(M,N) and the Ck-norm on sections of vector bundles. We are very precise
when stating these definitions, so that no confusion arises when we use them later
in technical proofs. Then we show that the maps which will be the charts of
Ck(M,N) are homeomorphisms.
The following definition is taken from [7, Chapter 2].
Definition 3.3.1 (compact-open Ck topology). Let M and N be manifolds with-
out boundary and k ∈ N. For f ∈ Ck(M,N), charts (ϕ,U) and (ψ, V ) of M and
N , respectively, K ⊂ U compact with f(K) ⊂ V and ε > 0 we define the set
N k(f, ϕ, U, ψ, V,K, ε) := {g ∈ Ck(M,N) | g(K) ⊂ V ,
max
|α|≤k
sup
x∈ϕ(K)
‖∂αx (ψ ◦ g ◦ ϕ−1)(x)− ∂αx (ψ ◦ f ◦ ϕ−1)(x)‖ < ε}
where ‖.‖ denotes the Euclidean norm. The compact-open Ck topology (or weak
topology) on Ck(M,N) is the topology generated by the set
{N k(f, ϕ, U, ψ, V,K, ε) | f ∈ Ck(M,N), (ϕ,U) and (ψ, V ) charts of M and N,
respectively, K ⊂ U compact with f(K) ⊂ V , ε > 0}.
From now on, we always assume Ck(M,N) to be equipped with the compact-
open Ck topology. The topological space Ck(M,N) is second-countable and
metrizable [7, p. 35]. In particular, it is Hausdorff.
For the next lemma, we recall two definitions. Let A be a set of open subsets
of a topological space X. Then A is called a neighborhood subbasis of x ∈ X if
for every open set U ⊂ X with x ∈ U there exist Ai ∈ A, i = 1, . . . , l, l ∈ N s.t.
x ∈ A1 ∩ . . . ∩Al ⊂ U . We call A a neighborhood basis of x ∈ X if for every open
set U ⊂ X with x ∈ U there exists A ∈ A s.t. x ∈ A ⊂ U .
We will use the following two lemmas later.
Lemma 3.3.2.
i) If f ∈ N k(g, ϕ, U, ψ, V,K, ε), then there exists ε˜ > 0 s.t.
N k(f, ϕ, U, ψ, V,K, ε˜) ⊂ N k(g, ϕ, U, ψ, V,K, ε)
ii) Let f ∈ Ck(M,N). Then the set
{N k(f, ϕ, U, ψ, V,K, ε) | (ϕ,U) and (ψ, V ) charts of M and N
respectively, K ⊂ U compact with f(K) ⊂ V , ε > 0}
is a neighborhood subbasis of f .
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iii) Assume M is closed. Let f ∈ Ck(M,N), (ϕi, Ui) and (ψi, Vi) charts of M
and N respectively, Ki ⊂ Ui compact with f(Ki) ⊂ Vi, i = 1, . . . r, and⋃r
i=1 Ki = M . Then the set
{
r⋂
i=1
N k(f, ϕi, Ui, ψi, Vi, Ki, ε) | ε > 0}
is a neighborhood basis of f . In particular, a sequence (fn)n∈N ⊂ Ck(M,N)
converges to f in Ck(M,N) iff for all ε > 0 there exists some N = N(ε) s.t.
for all n ≥ N(ε) it holds that fn ∈ ⋂ri=1N k(f, ϕi, Ui, ψi, Vi, Ki, ε).
Proof of Lemma 3.3.2. To prove i), we set
εα := sup
x∈ϕ(K)
‖∂αx (ϕ ◦ f ◦ ϕ−1)(x)− ∂αx (ϕ ◦ g ◦ ϕ−1)(x)‖
and choose ε˜ > 0 s.t. ε˜+max|α|≤k εα < ε. This is possible since ε−max|α|≤k εα > 0.
For h ∈ N k(f, ϕ, U, ψ, V,K, ε˜) we calculate
‖∂αx (ψ ◦ h ◦ ϕ−1)(x)− ∂αx (ψ ◦ g ◦ ϕ−1)(x)‖ ≤
‖∂αx (ψ ◦ h ◦ ϕ−1)(x)− ∂αx (ψ ◦ f ◦ ϕ−1)(x)‖
+ ‖∂αx (ψ ◦ f ◦ ϕ−1)(x)− ∂αx (ψ ◦ g ◦ ϕ−1)(x)‖
≤ ε˜+ εα
< ε
for all x ∈ ϕ(K) and |α| ≤ k. We have shown h ∈ N k(g, ϕ, U, ψ, V,K, ε).
ii) follows from i) and the definition of the weak topology. It remains to show
iii). First we prove that
{
r⋂
i=1
N k(f, ϕi, Ui, ψi, Vi, Ki, ε) | ε > 0}
is a neighborhood basis of f . From ii) we see that this follows after we showed the
following claim.
Claim: If an arbitrary N k(f, ϕ, U, ψ, V,K, ε) is given, then there exists some
δ > 0 s.t.
r⋂
i=1
N k(f, ϕi, Ui, ψi, Vi, Ki, δ) ⊂ N k(f, ϕ, U, ψ, V,K, ε).
Proof of the claim: Assume that Ki ∩ K 6= ∅. Since ψi(Vi ∩ V ){ is closed,
ψi(f(Ki ∩K)) is compact, and ψi(Vi ∩ V ){ ∩ ψi(f(Ki ∩K)) = ∅ we have
δi := dist(ψi(Vi ∩ V ){, ψi(f(Ki ∩K))) > 0.
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Now choose an arbitrary δ with
0 < δ ≤ 12 min{δi | i ∈ {1, . . . , r} and Ki ∩K 6= ∅}
and let
g ∈
r⋂
i=1
N k(f, ϕi, Ui, ψi, Vi, Ki, δ).
We show g(K) ⊂ V . Since g(Ki) ⊂ Vi and because the Ki cover M , it is sufficient
to show g(Ki∩K) ⊂ Vi∩V wheneverKi∩K 6= ∅. To that end, assumeKi∩K 6= ∅.
From g ∈ N k(f, ϕi, Ui, ψi, Vi, Ki, δ) it follows that
max
|α|≤k
sup
x∈ϕi(Ki∩K)
‖∂αx (ψi ◦ g ◦ ϕ−1)(x)− ∂αx (ψi ◦ f ◦ ϕ−1)(x)‖ < δ.
In particular, that means that for each p ∈ Ki∩K we have ψi(g(p)) ∈ Bδ(ψi(f(p))).
From the definition of δ it follows that for all p ∈ Ki ∩K we have Bδ(ψi(f(p))) ⊂
ψi(Vi∩V ). It follows that ψi(g(Ki∩K)) ⊂ ψi(Vi∩V ) and thus g(Ki∩K)) ⊂ Vi∩V .
We have shown g(K) ⊂ V . Using Lemma 3.2.1i)+iii)2 we calculate
max
|α|≤k
sup
x∈ϕ(K)
‖∂αx (ψ ◦ g ◦ ϕ−1)(x)− ∂αx (ψ ◦ f ◦ ϕ−1)(x)‖
= max
i=1,...,l
max
|α|≤k
sup
x∈ϕ(Ki∩K)
‖∂αx (ψ ◦ g ◦ ϕ−1)(x)− ∂αx (ψ ◦ f ◦ ϕ−1)(x)‖
= max
i=1,...,l
max
|α|≤k
sup
x∈ϕ(Ki∩K)
‖∂αx (ψ ◦ ψ−1i ◦ ψi ◦ g ◦ ϕ−1i ◦ ϕi ◦ ϕ−1)(x)
− ∂αx (ψ ◦ ψ−1i ◦ ψi ◦ f ◦ ϕ−1i ◦ ϕi ◦ ϕ−1)(x)‖
≤ max
i=1,...,l
(
Ci max|α|≤k supx∈ϕi(Ki∩K)
‖∂αx (ψi ◦ g ◦ ϕ−1i )(x)− ∂αx (ψi ◦ f ◦ ϕ−1i )(x)‖
)
≤
(
max
i=1,...,l
Ci
)
δ.
Now choose δ so small that (maxi=1,...,l Ci) δ < ε. This finishes the proof of the
claim. The second statement of iii) follows directly from the fact that
{
r⋂
i=1
N k(f, ϕi, Ui, ψi, Vi, Ki, ε) | ε > 0}
is a neighborhood basis of f .
2For f1 = ψi ◦ f ◦ ϕ−1i defined on ϕi(Ui ∩ U ∩ f−1(Vi ∩ V )), f2 = ψi ◦ g ◦ ϕ−1i defined on ϕi(Ui ∩
U ∩ g−1(Vi ∩ V )), Ψ = ψ ◦ ψ−1i defined on ψi(Vi ∩ V ), Φ = ϕ ◦ ϕ−1i defined on ϕi(Ui ∩ U), and
K˜ = Bδ(ψi(f(Ki ∩K))) ⊂ ψi(Vi ∩ V ).
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Lemma 3.3.3. Let N k(f, ϕ, U, ψ, V,K, ε) be given. Assume additionally that
ψ(V ) is convex, compact, and that N is a connected Riemannian manifold
with induced distance function d. Then there exists C > 0 s.t. for all g ∈
N k(f, ϕ, U, ψ, V,K, ε) and all x ∈ K it holds that d(g(x), f(x)) ≤ Cε.
Definition 3.3.4 (Ck-norm on sections of a vector bundle). Let pi : E →M be a
(smooth) vector bundle where E and M are manifolds without boundary and M
is compact. Pick charts (Ui, ϕi) of M , i = 1, . . . , l,
⋃l
i=1 Ui = M s.t. Ui ⊂ M is
compact, Ui ⊂ U˜i, (U˜i, ϕi) is still a chart of M and there are local trivializations
(Uˆi,Φi) of E with Ui ⊂ Uˆi for each i = 1, . . . , l. For k ∈ N let
ΓCk(E) := {s : M → E | s ∈ Ck(M,E) and pi ◦ s = idM}
be the space of Ck-sections of E. Define the Ck-norm on ΓCk(E) by
‖s‖Ck := ‖s‖ΓCk (E) := maxi=1,...,lmax|α|≤k sup
x∈ϕi(Ui)
‖∂αx (pr2 ◦ Φi ◦ s ◦ ϕ−1i )‖
for s ∈ ΓCk(E).
Lemma 3.3.5.
i) The Ck-norm ‖.‖Ck is a norm on ΓCk(E).
ii) (ΓCk(E), ‖.‖Ck) is a Banach space.
iii) Up to equivalence of norms, the Ck-norm does not depend on the choices
made. To be more precise, pick Ui, U˜i, Uˆi, ϕi and Φi, i = 1, . . . , l as in
Definition 3.3.4. For all s ∈ ΓCk(E) define
‖s‖(Ck,(Ui,U˜i,Uˆi,ϕi,Φi)i=1,...,l) := maxi=1,...,lmax|α|≤k sup
x∈ϕi(Ui)
‖∂αx (pr2 ◦ Φi ◦ s ◦ ϕ−1i )‖.
Now choose charts (Vj, ϕ˜j) of M , j = 1, . . . , r,
⋃r
j=1 Vj = M s.t. Vj ⊂
M is compact, Vj ⊂ V˜j, (V˜j, ϕ˜j) is still a chart of M and there are local
trivializations (Vˆj, Φ˜j) with Vj ⊂ Vˆj of E for each j = 1, . . . , r. For all
s ∈ ΓCk(E) define
‖s‖(Ck,(Vj ,V˜j ,Vˆj ,ϕ˜j ,Φ˜j)j=1,...,r) := maxj=1,...,r max|α|≤k sup
x∈ϕ˜j(Vj)
‖∂αx (pr2 ◦ Φ˜j ◦ s ◦ ϕ˜j−1)‖.
Then ‖.‖(Ck,(Ui,U˜i,Uˆi,ϕi,Φi)i=1,...,l) and ‖.‖(Ck,(Vj ,V˜j ,Vˆj ,ϕ˜j ,Φ˜j)j=1,...,r) are equivalent
norms on ΓCk(E).
Lemma 3.3.6. Let 〈., .〉E be a bundle metric on E with induced norm ‖.‖E :=√
〈., .〉E on the fibers. There exists C > 0 s.t. for all s ∈ ΓCk(E) and all x ∈ M
we have
‖s(x)‖E ≤ C‖s‖C0 .
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Proof. Define the compact set Ki := {v ∈ E | v ∈ Ex, x ∈ Ui, ‖v‖E = 1} ⊂ E.
The function
‖(pr2 ◦ Φi)(.)‖ : Ki → R
is continuous and positive. Therefore there exists Ci > 0 s.t.
Ci ≤ ‖(pr2 ◦ Φi)(v)‖
for all v ∈ Ki. Since Ci‖v‖E = Ci for all v ∈ Ki it follows that
‖v‖E ≤ 1
Ci
‖(pr2 ◦ Φi)(v)‖
for all v ∈ Ki and since (pr2 ◦ Φi) is linear on each fiber Ex, x ∈ Ui we have
‖v‖E ≤ 1
Ci
‖(pr2 ◦ Φi)(v)‖
for all v ∈ Ex, x ∈ Ui. Define C := maxi=1,...,l 1Ci > 0, then we have
‖s(x)‖E ≤ C‖s‖C0
for all s ∈ ΓCk(E) and all x ∈M .
For the definition of the charts of Ck(M,N) the exponential map of N is the
main input. For the convenience of the reader and to fix notation we recall some
basic facts about the exponential map of a Riemannian manifold.
Lemma 3.3.7. Let (N, h) be a Riemannian manifold. Define E ⊂ TN by
E := {(p, v) ∈ TN | p ∈ N, v ∈ TpN, exppv exists}.
i) E ⊂ TN is open and
exp : E → N
defined by exp(p, v) := exppv is smooth.
ii) Define the smooth map
(pr1, exp) : E → N ×N
by (pr1, exp)(p, v) := (p, exppv). For each p ∈ N there exists a neighborhood
W of (p, 0) in TN s.t. the map
(pr1, exp) : W → (pr1, exp)(W )
is a diffeomorphism (in particular (pr1, exp)(W ) is open in N ×N).
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iii) For all p ∈ N and 0 < δ < injp(N) where injp(N) > 0 is the injectivity radius
of N at p it holds that
expp : Bδ(0p)→ Bδ(p)
is a diffeomorphism where Bδ(0p) = {v ∈ TpM | ‖v‖h := δ}, Bδ(p) = {q ∈
N | d(p, q) < δ}, and d is the distance function induced by h.
Now we define the maps that will later be the charts of Ck(M,N) and show
that they are homeomorphisms.
Lemma 3.3.8. Let k ∈ N. Let M and N be manifolds without boundary. Let M
be compact and let N be connected. Choose a Riemannian metric h on N . Define
Uf,ε :=
l⋂
i=1
N k(f, ϕi, U˜i, ψi, Vi, Ui, ε)
for (Ui, ϕi) charts of M , i = 1, . . . , l,
⋃l
i=1 Ui = M , s.t. Ui ⊂ M is compact,
Ui ⊂ U˜i, (U˜i, ϕi) is still a chart of M and charts (Vi, ψi) of N with f(Ui) ⊂ Vi for
each i = 1, . . . , l, ε > 0. Define the map
ϕf : Uf,ε → ϕf (Uf,ε) ⊂ ΓCk(f ∗TN)
by
(ϕf (g))(p) := (expf(p))−1g(p)
for all p ∈M , where exp is the exponential map of (N, h). Then, for ε > 0 small
enough, it holds that
i) There exists δ = δ(ε) > 0 s.t. for all g ∈ Uf,ε and all p ∈M we have
d(g(p), f(p)) < δ < inf
p∈M
injf(p)(N) (3.3.1)
In particular, ϕf is well-defined.
ii) ϕf : Uf,ε → ϕf (Uf,ε) is continuous (where on Uf,ε we have the subspace topol-
ogy induced from the compact-open Ck topology and on ϕf (Uf,ε) we have the
subspace topology induced from the Ck-norm on ΓCk(f ∗TN)).
iii) ϕf (Uf,ε) ⊂ ΓCk(f ∗TN) is open. Moreover,
ϕf (Uf,ε) ⊂ U := {s ∈ ΓCk(f ∗TN) | ‖s(p)‖h < δ for all p ∈M}
and U is open in ΓCk(f ∗TN).
iv) ϕ−1f : ϕf (Uf,ε)→ Uf,ε is continuous.
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Proof. We start by mentioning that since Ck(M,N) and ΓCk(f ∗TN) are first-
countable, it is sufficient to show that ϕf and ϕ−1f are sequentially continuous. To
make the proofs of i) and ii) easier, we first choose the Vi s.t.
(A)

ψi(Vi) is convex and compact, Vi ⊂ V˜i where (V˜i, ψi) is still a chart of N ,
V˜i × V˜i ⊂ (pr1, exp)(Wi),where Wi ⊂ TN and
(pr1, exp)(Wi) ⊂ N ×N are open s.t.
(pr1, exp) : Wi → (pr1, exp)(Wi) is a diffeomorphism,
(V˜i, Φˆi) are local trivializations of TN with induced local
trivialization (f−1(V˜i),Φi) of f ∗TN for each i = 1, . . . l.
(See Lemma 3.3.7 ii).)
In the following we prove i) and ii) with the additional assumption (A) and
then show afterwards that we don’t need it, provided that ε > 0 is small enough.
Proof of i): Due to Lemma 3.3.3, for every ε > 0 there exists C = C(ε) > 0
s.t. for all g ∈ Uf,ε and all p ∈M we have
d(g(p), f(p)) < C(ε)ε =: δ(ε)
Choosing ε > 0 so small that δ < infp∈M injf(p)(N) we have shown (3.3.1). In
particular, (expf(p))−1g(p) exists for each p ∈ M . Moreover, ϕf (g) ∈ ΓCk(f ∗TN),
since on Ui it holds that ϕf (g) = ((pr1, exp)|Wi)−1 ◦ (f, g). We have shown that
ϕf is a well-defined map.
Proof of ii): Choose ε as in i). Let (gn)n∈N be a sequence in Uf,ε, g ∈ Uf,ε
with gn n→∞−−−→ g in Uf,ε. In particular, for each r > 0 there exists N = N(r) ∈ N
s.t.
gn ∈
l⋂
i=1
N k(g, ϕi, U˜i, ψi, Vi, Ui, r)
for all n ≥ N . (We note that the ϕi, U˜i, ψi, Vi, Ui are the same as in the statement
of the lemma where we additionally assume (A) as mentioned above.) That means,
that for all i = 1, . . . , l we have
‖ψi ◦ gn ◦ ϕ−1i − ψi ◦ g ◦ ϕ−1i ‖Ck(ϕi(Ui),Rn)
n→∞−−−→ 0
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where n = dim(N). Using Lemma 3.2.1 iii) 3 we calculate for each i = 1, . . . , l
‖pr2 ◦ Φi ◦ ϕf (gn) ◦ ϕ−1i − pr2 ◦ Φi ◦ ϕf (g) ◦ ϕ−1i ‖Ck(ϕi(Ui),Rn)
= ‖pr2 ◦ Φˆi ◦ (pr1, exp)|−1Wi ◦ (f, gn) ◦ ϕ−1i
− pr2 ◦ Φˆi ◦ (pr1, exp)|−1Wi ◦ (f, g) ◦ ϕ−1i ‖Ck(ϕi(Ui),Rn)
= ‖
(
pr2 ◦ Φˆi ◦ (pr1, exp)|−1Wi ◦ (ψ−1i × ψ−1i )
)
◦
(
(ψi × ψi) ◦ (f, gn) ◦ ϕ−1i
)
−
(
pr2 ◦ Φˆi ◦ (pr1, exp)|−1Wi ◦ (ψ−1i × ψ−1i )
)
◦
(
(ψi × ψi) ◦ (f, g) ◦ ϕ−1i
)
‖Ck(ϕi(Ui),Rn)
≤ Ci‖(ψi × ψi) ◦ (f, gn) ◦ ϕ−1i − (ψi × ψi) ◦ (f, g) ◦ ϕ−1i ‖Ck(ϕi(Ui),Rn×Rn)
= Ci‖ψi ◦ gn ◦ ϕ−1i − ψi ◦ g ◦ ϕ−1i ‖Ck(ϕi(Ui),Rn)
n→∞−−−→ 0,
i.e.,
‖ϕf (gn)− ϕf (g)‖Ck n→∞−−−→ 0.
Hence, ϕf : Uf,ε → ϕf (Uf,ε) is continuous.
We have shown i) and ii) under the additional assumption (A). Now we show
that we don’t need the assumption (A), provided that ε > 0 is small enough. To
that end, choose (U ′i , ϕ′i) charts of M , i = 1, . . . ,m,
⋃m
i=1 U
′
i = M , s.t. U ′i ⊂ M
is compact, U ′i ⊂ U˜ ′i , (U˜ ′i , ϕ′i) is still a chart of M and charts (V ′i , ψ′i) of N with
f(U ′i) ⊂ V ′i for each i = 1, . . . ,m. Using Lemma 3.3.2 iii) we choose ε′ > 0 s.t.
m⋂
i=1
N k(f, ϕ′i, U˜ ′i , ψ′i, V ′i , Ui′, ε′) ⊂
l⋂
i=1
N k(f, ϕi, U˜i, ψi, Vi, Ui, ε)
where the ϕi, U˜i, ψi, Vi, Ui are the same as in the statement of the lemma and satisfy
(A). Since ϕf is well-defined and continuous on the set
⋂l
i=1N k(f, ϕi, U˜i, ψi, Vi, Ui, ε)
(that is what we have shown above) it is obviously well-defined and continuous on
the subset ⋂mi=1N k(f, ϕ′i, U˜ ′i , ψ′i, V ′i , Ui′, ε′). Moreover, equation (3.3.1) is satisfied
if we choose ε′ > 0 small enough.
Proof of iii) and iv): Choose ε > 0 s.t. the statements i) and ii) of
the lemma hold. From Lemma 3.3.7 iii) we see that ϕf (Uf,ε) ⊂ U := {s ∈
ΓCk(f ∗TN) | ‖s(p)‖h < δ for all p ∈ M}. First we prove that U is open in
ΓCk(f ∗TN). To that end, let s0 ∈ U . Since the functionM → R, p 7→ ‖s0(p)‖h, is
continuous and M is compact, we have δ0 := maxp∈M ‖s0(p)‖h < δ. Using Lemma
3.3.6 there exists C > 0 s.t.
‖s(p)− s0(p)‖h ≤ C‖s− s0‖Ck
3For f1 = (ψi×ψi) ◦ (f, g) ◦ϕ−1i defined on ϕi(U˜i ∩ f−1(V˜i)∩ g−1(V˜i)), f2 = (ψi×ψi) ◦ (f, gn) ◦ϕ−1i
defined on ϕi(U˜i∩f−1(V˜i)∩g−1n (V˜i)), Ψ = pr2◦Φˆi◦(pr1, exp)|−1Wi ◦(ψ−1i ×ψ−1i ), defined on ψi(V˜i)×ψi(V˜i),
K = ϕi(Ui), and K˜ = ψi(Vi)× ψi(Vi).
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for all s ∈ ΓCk(f ∗TN) and all p ∈ M . Choose r > 0 s.t. Cr < δ − δ0. If
‖s− s0‖Ck < r, then
‖s(p)‖h ≤ ‖s(p)− s0(p)‖h + ‖s0(p)‖h ≤ C‖s− s0‖Ck + δ0 < Cr + δ0 < δ
for all p ∈M , therefore U is open in ΓCk(f ∗TN).
Next we show that the well-defined map
H : U → Ck(M,N),
(H(s))(p) := expf(p)s(p) is continuous. Then we have in particular that ϕ−1f =
H|ϕf (Uf,ε) is continuous and that ϕf (Uf,ε) = H−1(Uf ) is open in U (and therefore
also in ΓCk(f ∗TN)).
To show continuity of H, choose charts (Ui, ϕi) ofM , i = 1, . . . , l,
⋃l
i=1 Ui = M
s.t. Ui ⊂ M is compact, Ui ⊂ U˜i, (U˜i, ϕi) is still a chart of M and there are
local trivializations (U˜i,Φi) of f ∗TN and charts (Vi, ψi) of N with f(Ui) ⊂ Vi
and (Bδ(Vi), ψi) is still a chart of N for each i = 1, . . . , l, where Bδ(Vi) = {p ∈
N | ∃q ∈ Vi : d(p, q) < δ}. (Note that the ϕi, U˜i, ψi, Vi, Ui here don’t need to be
the same as in the statement of the lemma.)
Let (sn)n∈N be a sequence in U , s ∈ U , with
‖sn − s‖Ck n→∞−−−→ 0,
i.e.,
‖pr2 ◦ Φi ◦ sn ◦ ϕ−1i − pr2 ◦ Φi ◦ s ◦ ϕ−1i ‖Ck(ϕi(Ui),Rn)
n→∞−−−→ 0
for each i = 1, . . . , l. For showing H(sn) n→∞−−−→ H(s) in Ck(M,N) it is sufficient
to show that for all r > 0 there exists N = N(r) ∈ N s.t.
H(sn) ∈
l⋂
i=1
N k(H(s), ϕi, U˜i, ψi, Bδ(Vi), Ui, r)
for all n ≥ N , see Lemma 3.3.2 iii). First of all, by definition of H and Lemma
3.3.7 iii) it holds that
d(H(sn)(p), f(p)) < δ for all n ∈ N and d(H(s)(p), f(p)) < δ
for each p ∈ M . Since f(Ui) ⊂ Vi it follows that H(sn)(Ui) ⊂ Bδ(Vi) and
H(s)(Ui) ⊂ Bδ(Vi) for each n ∈ N and i = 1, . . . , l. Let r > 0. Using Lemma 3.2.1
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iii) 4 we calculate for each i = 1, . . . , l and n large enough
‖ψi ◦H(sn) ◦ ϕ−1i − ψi ◦H(s) ◦ ϕ−1i ‖Ck(ϕi(Ui),Rn)
= ‖ψi ◦ f ∗exp ◦ sn ◦ ϕ−1i − ψi ◦ f ∗exp ◦ s ◦ ϕ−1i ‖Ck(ϕi(Ui),Rn)
= ‖
(
ψi ◦ f ∗exp ◦ Φ−1i ◦ (ϕ−1i × id)
)
◦
(
(ϕi × id) ◦ Φi ◦ sn ◦ ϕ−1i
)
−
(
ψi ◦ f ∗exp ◦ Φ−1i ◦ (ϕ−1i × id)
)
◦
(
(ϕi × id) ◦ Φi ◦ s ◦ ϕ−1i
)
‖Ck(ϕi(Ui),Rn)
≤ Ci‖(ϕi × id) ◦ Φi ◦ sn ◦ ϕ−1i − (ϕi × id) ◦ Φi ◦ s ◦ ϕ−1i ‖Ck(ϕi(Ui),Rn×Rn)
= Ci‖pr2 ◦ Φi ◦ sn ◦ ϕ−1i − pr2 ◦ Φi ◦ s ◦ ϕ−1i ‖Ck(ϕi(Ui),Rn)
< r.
We have shown
H(sn) ∈
l⋂
i=1
N k(H(s), ϕi, U˜i, ψi, Bδ(Vi), Ui, r)
for n large enough, so H : U → Ck(M,N) is continuous.
4For f1 = (ϕi × id) ◦ Φi ◦ s ◦ ϕ−1i defined on ϕi(U˜i ∩ f−1(Bδ(Vi)), f2 = (ϕi × id) ◦ Φi ◦
sn ◦ ϕ−1i also defined on ϕi(U˜i ∩ f−1(Bδ(Vi))), Ψ = ψi ◦ f∗exp ◦ Φ−1i ◦ (ϕ−1i × id) defined on
(ϕi × id) ◦ Φi
(
{v ∈ f∗TN | ‖v‖ < δ} ∩ f∗TN |U˜i∩f−1(Bδ(Vi))
)
, K = ϕi(Ui), and K˜ = (ϕi × id) ◦
Φi
(
{v ∈ f∗TN | ‖v‖ ≤ δ} ∩ f∗TN |
Ui∩f−1(Vi)
)
.
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3.4 The smooth structure on Ck(M,N)
In the following we “globalize” the local Ω-lemma (Lemma 3.2.4) to sections of
vector bundles. This will be the main input for showing that Ck(M,N) carries a
smooth structure.
We start with a proposition that provides a criterion for a map with target
ΓCk(E) to be a Cr-map.
Proposition 3.4.1. In the situation of Definition 3.3.4, we define
Ri : ΓCk(E)→ Ck(ϕi(Ui),Rn)
by Ri(s) := pr2 ◦Φi ◦ s ◦ ϕ−1i for i = 1, . . . , l, where we assume that rank(E) = n.
Let r ∈ N, X a Banach space, U ⊂ X open, and
F : U → ΓCk(E)
a map. Then F ∈ Cr(U,ΓCk(E)) if and only if Ri ◦F ∈ Cr(U,Ck(ϕi(Ui),Rn)) for
i = 1, . . . , l.
Proof. “⇒:” The Ri are linear and continuous, so they are smooth.
“⇐:” To make things easier, we first get rid of the Φi and ϕi in Ri ◦ F as follows:
On the vector space
ΓCk,U i(E) := {s : Ui → E | s ∈ ΓCk(E|Ui) and pr2 ◦Φi ◦ s ◦ ϕ−1i ∈ Ck(ϕi(Ui),Rn)}
we define the norm
‖s‖i := ‖pr2 ◦ Φi ◦ s ◦ ϕ−1i ‖Ck(ϕi(Ui),Rn).
We get an isomorphism of Banach spaces
Ji : ΓCk,U i(E)→ Ck(ϕi(Ui),Rn)
s 7→ pr2 ◦ Φi ◦ s ◦ ϕ−1i ,
with J−1i (f) = Φ−1i (idUi , f ◦ ϕi). By assumption, we have that
Fi := J−1i ◦Ri ◦ F : U → ΓCk,U i(E),
x 7→ F (x)|Ui
is an element of Cr(U,ΓCk,U i(E)) for i = 1, . . . , l. Define
D˜jF : U → Ljs(X,ΓCk(E))
by (
D˜jF
)
u
(x1, . . . , xj)|Ui :=
(
DjFi
)
u
(x1, . . . , xj)
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for u ∈ U , x1, . . . , xj ∈ X, j = 1, . . . , r.
In the following, we show that D˜jF is well-defined, continuous and F is r times
continuously differentiable with DjF = D˜jF for j = 1, . . . , r.
We start with the case j = 1:
D˜F is well-defined: Assume Ui1 ∩ Ui2 6= ∅. Define the map
Fi1i2 : U → ΓCk,Ui1∩Ui2 (E), u 7→ F (u)|Ui1∩Ui2 .
Notice that we can define the Banach space ΓCk,Ui1∩Ui2 (E) with Φi1 , ϕi1 or with
Φi2 , ϕi2 and we get the same sets and equivalent norms. Since the Fi are Cr, we
have Fi1i2 ∈ Cr(U,ΓCk,Ui1∩Ui2 (E)). We show
(DFi1)u x1|Ui1∩Ui2 = (DFi1,i2)u x1 = (DFi2)u x1|Ui1∩Ui2 (3.4.1)
This implies that DF is well-defined. Equation (3.4.1) follows from
‖Fi1i2(x)− Fi1i2(u)− (DFi1)u(x− u)|Ui1∩Ui2‖ΓCk,Ui1∩Ui2 (E)
= ‖F (x)|Ui1∩Ui2 − F (u)|Ui1∩Ui2 − (DFi1)u(x− u)|Ui1∩Ui2‖ΓCk,Ui1∩Ui2 (E)
≤ ‖F (x)|Ui1 − F (u)|Ui1 − (DFi1)u(x− u)|Ui1‖ΓCk,Ui1 (E)
= ‖Fi1(x)− Fi1(u)− (DFi1)u(x− u)|Ui1‖ΓCk,Ui1 (E)
D˜F is continuous: This follows from
‖(D˜F )u1 − (D˜F )u2‖L(X,ΓCk (E)) = sup‖x‖=1 ‖(D˜F )u1x− (D˜F )u2x‖ΓCk (E)
= sup
‖x‖=1
max
i=1,...,l
‖(D˜F )u1x− (D˜F )u2x‖i
= sup
‖x‖=1
max
i=1,...,l
‖(D˜F )u1x|Ui − (D˜F )u2x|Ui‖i
= sup
‖x‖=1
max
i=1,...,l
‖(DFi)u1x− (DFi)u2x‖i
together with the continuity of DFi.
It holds that D˜F = DF : This follows from
‖F (x)− F (u)− (D˜F )u(x− u)‖ΓCr (E)
= max
i=1,...,l
‖F (x)|Ui − F (u)|Ui − (D˜F )u(x− u)|Ui‖i
= max
i=1,...,l
‖Fi(x)− Fi(u)− (DFi)u(x− u)‖i
together with the differentiability of Fi.
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For j = 1 we proved the following
A(j) =

(DjFi1i2)u(x1, . . . , xj) = (DjFi1)u(x1, . . . , xj)|Ui1∩Ui2
= (DjFi2)u(x1, . . . , xj)|Ui1∩Ui2 for all Ui1 ∩ Ui2 6= ∅,
F ∈ Cj(U,ΓCk(E)),
(DjF ) = D˜jF.
Now we show: If A(m) holds, then A(m+ 1) also holds, provided that m+ 1 ≤ r.
To that end, we calculate
‖(DmFi1i2)x − (DmFi1i2)u − (Dm+1Fi1)u(x− u)|Ui1∩Ui2‖Lms (X,ΓCk,Ui1∩Ui2 (E))
= sup
‖x1‖=...=‖xm‖=1
‖(DmFi1i2)x(x1, . . . , xm)− (DmFi1i2)u(x1, . . . , xm)
− (Dm+1Fi1)u(x− u, x1, . . . , xm)|Ui1∩Ui2‖Lms (X,ΓCk,Ui1∩Ui2 (E))
A(m)= sup
‖x1‖=...=‖xm‖=1
‖(DmFi1)x(x1, . . . , xm)− (DmFi1)u(x1, . . . , xm)
− (Dm+1Fi1)u(x− u, x1, . . . , xm)|Ui1∩Ui2‖Lms (X,ΓCk,Ui1∩Ui2 (E))
≤ sup
‖x1‖=...=‖xm‖=1
‖(DmFi1)x(x1, . . . , xm)− (DmFi1)u(x1, . . . , xm)
− (Dm+1Fi1)u(x− u, x1, . . . , xm)‖Lms (X,ΓCk,Ui1 (E)) .
From that it follows that the first statement of A(m+ 1) holds (and in particular
D˜m+1F is well-defined). From
‖(DmF )x − (DmF )u − (D˜m+1F )u(x− u)‖Lms (X,ΓCk (E))
= sup
‖x1‖=...=‖xm‖=1
‖(DmF )x(x1, . . . , xm)− (DmF )u(x1, . . . , xm)
− (D˜m+1F )u(x− u, x1, . . . , xm)‖Γ
Ck
(E)
= sup
‖x1‖=...=‖xm‖=1
max
i=1,...,l
‖(DmF )x(x1, . . . , xm)− (DmF )u(x1, . . . , xm)
− (D˜m+1F )u(x− u, x1, . . . , xm)‖i
A(m)= sup
‖x1‖=...=‖xm‖=1
max
i=1,...,l
‖(DmFi)x(x1, . . . , xm)− (DmFi)u(x1, . . . , xm)
− (D˜m+1F )u(x− u, x1, . . . , xm)‖i
= sup
‖x1‖=...=‖xm‖=1
max
i=1,...,l
‖(DmFi)x(x1, . . . , xm)− (DmFi)u(x1, . . . , xm)
− (Dm+1Fi)u(x− u, x1, . . . , xm)‖i
and since the Fi are in Cr, it follows that DmF is differentiable with Dm+1F =
D˜m+1F . It remains to show the second statement of A(m + 1). For this, it is
156 Chapter 3. The Banach manifold Ck(M,N)
sufficient to show the continuity of D˜m+1F , which follows from
‖(D˜m+1F )u1 − (D˜m+1F )u2‖Lm+1s (X,ΓCk (E))
= sup
‖x1‖=...=‖xm+1‖=1
‖(D˜m+1F )u1(x1, . . . , xm+1)− (D˜m+1F )u2(x1, . . . xm+1)‖ΓCk (E)
= sup
‖x1‖=...=‖xm+1‖=1
max
i=1,...,l
‖(Dm+1Fi)u1(x1, . . . , xm+1)− (Dm+1Fi)u2(x1, . . . xm+1)‖i
together with the continuity of Dm+1Fi.
Lemma 3.4.2 (global Ω-lemma). Let r, k ∈ N. Let E and M be manifolds with-
out boundary and let M be compact. Denote m = dim(M). Let E → M be a
(smooth) vector bundle of rank n, and let h be a bundle metric on E. Choose
Ui, U˜i, Uˆi, ϕi,Φi, i = 1, . . . , l as in Definition 3.3.4 and s.t. the Φi are isometries
on the fibers. Let δ > 0 and define the open subset U ⊂ E by
U := {v ∈ E | ‖v‖h < δ}.
Let F →M be a (smooth) vector bundle of rank d with local trivializations (Uˆi, Φ˜i),
i = 1, . . . , l, and
f : U → F
a map s.t.
i) f is fiber-preserving and
ii) the maps
gi : ϕi(Ui)×Bδ(0)→ Rd
defined by
gi(x, v) :=
(
pr2 ◦ Φ˜i ◦ f ◦ Φ−1i ◦ (ϕ−1i , id)
)
(x, v)
for i = 1, . . . , l and Bδ(0) ⊂ Rn the open ball in Rn of radius δ and center 0,
satisfy
gi ∈ Ck(ϕi(Ui)×Bδ(0),Rd)
and for each j = 0, . . . , r the map
Dj2gi : ϕi(Ui)×Bδ(0)→ Ljs(Rm,Rd)
defined by (Dj2gi)(x, y) := (Dj(gi(x, .)))(y) for all (x, y) ∈ ϕi(Ui) × Bδ(0)
exists and is an element of Ck(ϕi(Ui)×Bδ(0), Ljs(Rm,Rd)).
Then the map
Ωf : ΓCk(E)U → ΓCk(F ),
s 7→ f ◦ s,
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is an element of Cr(ΓCk(E)U ,ΓCk(F )) where ΓCk(E)U ⊂ ΓCk(E) is the open subset
of Ck-sections of E with image contained in U . If r ≥ 1, then(
(DΩf )s0 s
)
(p) = (D(f |Ep∩U))s0(p)s(p) (3.4.2)
for all p ∈M , s0 ∈ ΓCk(E)U and all s ∈ ΓCk(E).
Remark 3.4.3.
i) Note that in the situation of Lemma 3.4.2 ii), the statement
gi ∈ Ck(ϕi(Ui)×Bδ(0),Rd) and Dj2gi ∈ Ck(ϕi(Ui)×Bδ(0), Ljs(Rm,Rd))
for j = 0, . . . , r is equivalent to the statement that
∂αy ∂
β
xgi : ϕi(Ui)×Bδ(0)→ Rd
are continuous and continuously extendable to ϕi(Ui)×Bδ(0) for all |α| ≤
k + r, |β| ≤ k, s.t. |α + β| ≤ k + r, where x denotes the “ϕi(Ui)-direction”
and y denotes the “Bδ(0)-direction”.
ii) The assumptions of Lemma 3.4.2 ii) imply in particular that Ωf is well-
defined as a map: from ii) we see that pr2 ◦ Φ˜i ◦ f : U ∩ E|Ui → Rd is Ck.
It follows that f(v) = Φ˜−1i ◦ (pi, pr2 ◦ Φ˜i)(v) for all v ∈ U ∩ E|Ui , where
pi : E →M is the projection of E, so f ∈ Ck(U ∩E|Ui , F ). Since the Ui cover
M , we have f ∈ Ck(U, F ) and thus f ◦ s ∈ ΓCk(F ) for all s ∈ ΓCk(E)U .
iii) We require the Φi to be isometries on the fibers, because then the domain of
definition of the gi is a product and we can apply Lemma 3.2.4. If we don’t
require the Φi to be isometries on the fibers, then the domain of definition
of the gi would be ⋃
p∈Ui
{ϕi(p)} × (pr2 ◦ Φi)(Ep ∩ U)
and we can’t directly apply Lemma 3.2.4 on the gi. However, the require-
ment that the Φi are isometries on the fibers is not too restrictive, since
the following holds: given any local trivialization (W,Ψ) of E, there is a
trivialization (W, Ψ˜) that is an isometry on the fibers (one can see this e.g.
by applying the Gram-Schmidt process to the linearly independent sections
x 7→ Ψ−1(x, ei) and afterwards putting them back to a local trivialization).
Proof of Lemma 3.4.2. For each i = 1, . . . , l we have a commutative diagram
ΓCk(E)U
Ωf //
Ri

ΓCk(F )
R˜i // Ck(ϕi(Ui),Rd)
Ck(ϕi(Ui), Bδ(0))
Ωgi
55
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where Ri(s) := pr2◦Φi◦s◦ϕ−1i , R˜i(s) := pr2◦Φ˜i◦s◦ϕ−1i , and Ωgi(h) = g◦(id×h).
From Proposition 3.4.1 we see that Ωf is Cr iff R˜i ◦Ωf is Cr. Moreover, R˜i ◦Ωf =
Ωgi ◦Ri is Cr because of Lemma 3.2.4, thus Ωf is Cr.
Let s0 ∈ ΓCk(E)U . Differentiating the above commutative diagram yields the
following commutative diagram
ΓCk(E)
(DΩf )s0 //
Ri

ΓCk(F )
R˜i // Ck(ϕi(Ui),Rd)
Ck(ϕi(Ui),Rn)
(DΩgi )Ri(s0)
55
for i = 1, . . . , l, where(
(DΩgi)Ri(s0)h
)
(x) = (D2gi)(x,(Ri(s0))(x))h(x) (3.4.3)
for all x ∈ ϕi(Ui) according to Lemma 3.2.4. Now we compute D2gi. To that end,
choose p ∈ Ui and v ∈ Bδ(0). We have
(D2gi)(ϕi(p),v) = D(pr2 ◦ Φ˜i ◦ f ◦ Φ−1i ◦ hp)v
where hp(v) := (p, v). The mappings
Φ−1i ◦ hp : Bδ(0)→ Ep ∩ U, v 7→ Φ−1i (p, v),
and
Φ˜i ◦ pr2 : Fp → Rd, w 7→ pr2(Φ˜i(w)),
are both the restrictions of continuous linear maps and thus we have
D(pr2 ◦ Φ˜i ◦ f ◦ Φ−1i ◦ hp)vv1
= D(pr2 ◦ Φ˜i)(f(Φ−1i (hp(v))))(D(fp)Φ−1i (hp(v))D(Φ
−1
i ◦ hp)vv1
=
(
pr2 ◦ Φ˜i
) (
(D(fp))Φ−1i (p,v)Φ
−1
i (p, v1)
)
for all v ∈ Bδ(0), v1 ∈ Rm, and p ∈ Ui where fp : Ep ∩ U → Fp is given by
fp(x) = f(x). We have shown
(D2gi)(ϕi(p),v) =
(
pr2 ◦ Φ˜i
) (
(D(fp))Φ−1i (p,v)Φ
−1
i (p, v1)
)
for all v ∈ Bδ(0), v1 ∈ Rm, and p ∈ Ui. In particular, we have
(D2gi)(x,(Ris0)(x))(Ris)(x)
=
(
pr2 ◦ Φ˜i
) (
(D(fϕ−1i (x)))Φ−1i (ϕ−1i (x),(Ris0)(x))Φ
−1
i (ϕ−1i (x), (Ris)(x))
)
=
(
pr2 ◦ Φ˜i
) (
(D(fϕ−1i (x)))s0(ϕ−1i (x))s(ϕ
−1
i (x)
)
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for all x ∈ ϕi(Ui), s ∈ ΓCk(E). Combining this equation with (3.4.3) and the
commutativity of the differentiated diagram, we have(
pr2 ◦ Φ˜i
) (
((DΩf )s0s)ϕ−1i (x)
)
=
(
pr2 ◦ Φ˜i
) (
(D(fϕ−1i (x)))s0(ϕ−1i (x))s(ϕ
−1
i (x)
)
for all x ∈ ϕi(Ui). Since pr2 ◦ Φ˜i : Fϕ−1i (x) → R
d is an isomorphism, we have that
((DΩf )s0s)ϕ−1i (x) = (D(fϕ−1i (x)))s0(ϕ−1i (x))s(ϕ
−1
i (x))
for all x ∈ ϕi(Ui). Since the Ui cover M , we get(
(DΩf )s0 s
)
(p) = (D(fp))s0(p)s(p)
for all p ∈M , s0 ∈ ΓCk(E)U and all s ∈ ΓCk(E).
Theorem 3.4.4 (Ck(M,N) as a Banach manifold). Let k ∈ N. Let M and N be
manifolds without boundary. Let M be compact and let N be connected. Choose
a Riemannian metric h on N . Then the topological space Ck(M,N) (i.e., the
set Ck(M,N) equipped with the compact-open Ck topology) has the structure of a
smooth Banach manifold such that the following holds: for any f ∈ Ck(M,N) and
ε > 0 small enough, the maps
ϕf : Uf,ε → ϕf (Uf,ε) ⊂ ΓCk(f ∗TN),
defined in Lemma 3.3.8, are smooth diffeomorphisms. This smooth structure does
not depend on the choice of the Riemannian metric h on N . Moreover, for all
f, g ∈ Ck(M,N) s.t. Uf,εf ∩ Ug,εg 6= ∅ it holds that(
D(ϕf ◦ ϕ−1g )s0s
)
(p) = D(exp−1f(p) ◦ expg(p))s0(p)s(p) (3.4.4)
for all p ∈M , s0 ∈ ϕg(Uf,εf ∩ Ug,εg), s ∈ ΓCk(g∗TN).
Proof. First we show that for Uf,εf ∩ Ug,εg 6= ∅ the transition map ϕg ◦ ϕ−1f is
smooth. We use a strategy similar to the proofs of Lemma 3.3.8 i)-ii). To be
more precise, we first show the statement holds for sets Uf,εf with some additional
assumptions on the charts in the definition of Uf,εf . We will call these sets Uadd.f,εf .
Then we show that we don’t need these additional assumptions, provided that
εf > 0 is small enough. We start by defining the sets Uadd.f,εf , that is, we formulate
which additional assumptions we make on the charts in the definition of Uf,εf .
Let f ∈ Ck(M,N). Choose charts (U fi , ϕfi ) ofM , i = 1, . . . , l = l(f),
⋃l
i=1 U
f
i =
M , s.t. U fi ⊂M is compact, U fi ⊂ U˜ fi , (U˜ fi , ϕfi ) is still a chart of M , f(U fi ) ⊂ V fi ,
(V fi , ψi) chart of N , V i ⊂ N is compact, V fi ⊂ V˜ fi , V˜ fi ⊂ N is compact, and
(V˜ fi , Φˆ
f
i ) is a local trivialization of TN which is an isometry on fibers for i =
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1, . . . , l. Choose 0 < rf < infp∈M injf(p)(N) s.t. (pr1, exp) is a diffeomorphism on
the set
Xfi := {(q, v) ∈ TN | q ∈ Brf (V fi ), ‖v‖h < rf}
(To see that such a rf exists, note that since V fi is compact, N \ V˜ fi is closed, and
V
f
i ∩ (N \ V˜ fi ) = ∅ there exists r > 0 s.t. Br(V fi ) ⊂ V˜ fi , thus Br(V fi ) is contained
in a compact set. Combine this with Lemma 3.3.7 to get existence of rf .) Denote
by (f−1(V˜ fi ),Φ
f
i ) the local trivialization of f ∗TN induced by (V˜
f
i , Φˆ
f
i ). Now define
the set
Uadd.f,εf :=
l⋂
i=1
N k(f, ϕfi , U˜ fi , ψfi , V fi , U fi , εf )
where εf > 0 is chosen s.t. Lemma 3.3.8 i)-iii) hold (for Uadd.f,εf ) if we replace
“infp∈M injf(p)(N)” by “16 infp∈M injf(p)(N)” in (3.3.1) and choose δ(ε
f ) < rf6 , where
δ(εf ) is that of (3.3.1).
Assume that Uadd.f,εf ∩ Uadd.g,εg 6= ∅. Define
U := {v ∈ f ∗TN | ‖v‖h < 2δ(εf )}
and
F : U → g∗TN
by
F (v) :=
(
(expg(p))−1 ◦ expf(p)
)
(v)
for v ∈ U ∩ Tf(p)N . Then F is well-defined: if δ(εf ) ≥ δ(εg), then
F (v) = (pr1, exp)|−1Xfi (g(p), exp(f(p), v))
for all v ∈ U ∩ Tf(p)N , where p ∈ U fi ∩ U gj . If δ(εf ) ≤ δ(εg), then
F (v) = (pr1, exp)|−1Xgj (g(p), exp(f(p), v))
for all v ∈ U ∩ Tf(p)N , where p ∈ U fi ∩ U gj . Hence, F is well-defined.
Now we want to use Lemma 3.4.2 to show that
ΩF : ΓCk(f ∗TN)U → ΓCk(g∗TN),
s 7→ F ◦ s,
is (well-defined and) smooth. If we have shown that, then we have in particular
that ϕg ◦ϕ−1f = ΩF |ϕf (Uadd.
f,εf
∩Uadd.
g,εg
) is smooth. Now we show ii) of Lemma 3.4.2. To
that end, we consider the maps
gij : pr2 ◦ Φgj ◦ F ◦ (Φfi )−1 ◦
(
(ϕfi )−1, id
)
: ϕfi (U
f
i ∩ U gj )×B2δ(εf )(0)→ Rn,
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where n = dim(N) and the maps
Hij : Yij → TN
where Yij is the non-empty open set
Yij := {(q1, q2, y) ∈ V fi × V gj ×B2δ(εf )(0) | q2 ∈ B2δ(εf )+δ(εg)(q1)}
and
Hij(q1, q2, y) :=
(
(expq2)
−1 ◦ expq1
) (
(Φˆfi )−1(q1, y)
)
.
Note that Hij is well-defined and
pr2 ◦ Φgj ◦Hij ◦
(
(f, g) ◦ (ϕfi )−1, id
)
= gij (3.4.5)
on ϕfi (U
f
i ∩ U gj )× B2δ(εf )(0). Moreover, Hij is smooth on Yij, since for rf ≥ rg it
holds that
Hij(q1, q2, y) = (pr1, exp)|−1Xfi (q2, exp(q1, (Φˆ
f
i )−1(q1, y))
on Yij and for rg ≥ rf it holds that
Hij(q1, q2, y) = (pr1, exp)|−1Xgj (q2, exp(q1, (Φˆ
f
i )−1(q1, y))
on Yij (see Lemma 3.3.7). Given any multiindex α we see from (3.4.5) that
∂αy gij(x, y) = (pr2 ◦ Φgj )
((
∂αyHij
) (
f((ϕfi )−1(x)), g((ϕ
f
i )−1(x)), y)
))
for all (x, y) ∈ ϕfi (U fi ∩U gj )×B2δ(εf )(0), so ∂αy gij is Ck in (x, y). In particular, for
|β| ≤ k, we have that ∂βx∂αy gij is continuous on ϕfi (U fi ∩ U gj )×Bδ(εf )(0). We have
shown that ΩF is smooth on {v ∈ f ∗TN | ‖v‖h < δ(εf )}.
Next we show that we don’t need the additional assumptions we made in
the definition of the sets Uadd.f,εf . For arbitrary Uf,ε (defined as in Lemma 3.3.8)
we choose ε so small, that there exists some Uadd.f,εf with Uf,ε ⊂ Uadd.f,εf (we can
always do that, see Lemma 3.3.2). If Uf,ε ∩ Ug,ε˜ 6= ∅, then we have in particular
Uadd.f,εf ∩ Uadd.g,ε˜g 6= ∅ (since we chose ε and ε˜ s.t. Uf,ε ⊂ Uadd.f,εf and Ug,ε˜ ⊂ Uadd.g,ε˜g ). We
have shown that the transition map ϕg ◦ϕ−1f is smooth on ϕf (Uadd.f,εf ∩Uadd.g,ε˜g ), so it
is in particular smooth on ϕf (Uf,εf ∩ Ug,ε˜g).
A similar argument can be used to show that the above smooth structure does
not depend on the choice of the Riemannian metric h on N .
Finally, equation (3.4.4) is a direct consequence of equation (3.4.2).
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Chapter 4
The Banach bundle
⊔
f∈Ck(M,N)
ΓCk(f ∗TN ⊗R ΣM)→ Ck(M,N)
Johannes Wittmann
Abstract In this chapter we are concerned with the bundle
E := ⊔
f∈Ck(M,N)
ΓCk(f ∗TN ⊗R ΣM)→ Ck(M,N)
where M is a closed spin manifold and N is a closed connected manifold.
First we show that this is a Banach bundle. Essentially, it is the tangent
bundle of Ck(M,N) twisted with the complex spinor bundle ΣM . After-
wards we construct a natural connection on E . As a preliminary step we
show a criterion for smoothness of sections of E .
Relation to Chapter 1: The results of this chapter are interesting in their own
right and the methods can be easily applied to similar settings. Moreover, this
chapter also provides the foundation for an alternative approach to showing Theo-
rem 1.1.1 by solving the constraint equation (1.1.4) using an ansatz different from
the resolvent integral (1.1.6). This alternative approach was our original ansatz
for solving the constraint equation. We briefly explain the idea: suppose we are
given some suitable initial data (u0, ψ0) for (1.1.5). In particular, dimHker /D
u0 = 1.
Since the dimension of the kernel of /Du0 is locally constant by Lemma 1.4.3, there
exists a neighborhood U ⊂ Ck(M,N) of u0 s.t. dimHker /Df = 1 for all f ∈ U and
we get a subbundle
K := ⊔
f∈U
ker /Df → U .
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Given any path ut : [0, T ] → U starting at u0, we can parallel transport ψ0 in K
along ut with respect to the connection on K that we obtain from the connection
on E . This yields a family of spinors ψ(ut) ∈ ker /Dut and one could work with
this family instead of (1.1.6). Note that the above parallel transport preserves the
L2-norm of spinors. Note also that one could formulate uniqueness of the solution
in Theorem 1.1.1 by requiring the spinor part of the solution to be parallel for the
connection on K.
4.1 Construction of the bundle
We start with the following observation that we will use later.
Lemma 4.1.1. Let E and F be vector bundles over a compact manifold M .
i) There exists a C1 > 0 s.t.
‖fs‖Γ
Ck
(E) ≤ C1‖f‖Ck(M,R)‖s‖ΓCk (E)
for all f ∈ Ck(M,R), s ∈ ΓCk(E).
ii) There exists a C2 > 0 s.t.
‖s1 ⊗ s2‖Γ
Ck
(E⊗F ) ≤ C2‖s1‖Γ
Ck
(E)‖s2‖Γ
Ck
(F )
for all s1 ∈ ΓCk(E), s2 ∈ ΓCk(F ).
Proof. i): There exists C1 > 0 s.t.
‖fs‖Γ
Ck
(E) ≤ C1
for all f, s with ‖f‖Ck(M,R) = 1 = ‖s‖ΓCk (E). Now the statement of i) follows
directly.
ii): There exists C1 > 0 s.t.
‖s1 ⊗ s2‖Γ
Ck
(E⊗F ) ≤ C2
for all s1, s2 with ‖s1‖Γ
Ck
(E) = 1 = ‖s2‖Γ
Ck
(F ). The statement of ii) directly follows
from that.
For the next definitions see [2, 1].
A Banachable space is a topological vector space X whose topology is induced
by a complete norm on X.
Definition 4.1.2. Let E and M be Ck-manifolds. Let pi : E → M be a Ck-
mapping s.t. Ex = pi−1(x) is a Banachable space for each x ∈M . A (Ck-)Banach
bundle atlas (for pi) is a family B = {(Ui, ϕi)}i∈I s.t. the following holds:
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i) For each i ∈ I, Ui ⊂M is an open subset of M and ⋃i∈I Ui = M .
ii) For each i ∈ I there exists a Banach space Xi and a Ck-diffeomorphism
ϕi : pi−1(Ui)→ Ui ×Xi
s.t. pr1 ◦ ϕi = pi and for each x ∈ Ui the mapping
ϕix := pr2 ◦ ϕi|Ex : Ex → Xi
is a continuous linear isomorphism.
iii) If Ui ∩ Uj 6= ∅, then the mapping
ϕjix : Ui ∩ Uj → L(Xi, Xj),
x 7→ ϕjx ◦ (ϕix)−1
is a Ck-mapping.
Two Ck-Banach bundle atlases B1 and B2 are equivalent, if B1 ∪ B2 is again a
Ck-Banach bundle atlas. Given an equivalence class [B] of a Ck-Banach bundle
atlas B, we call (pi, [B]) a (Ck-)Banach bundle. Most of the time, we don’t put
[B] directly in the notation and call pi a (Ck-)Banach bundle. Depending on the
context, we also refer to E as (Ck-)Banach bundle. A local trivialization of E is a
tuple (U,ϕ) s.t. (U,ϕ) ∈ B˜ with B˜ ∈ [B].
Remark 4.1.3.
i) In the finite dimensional case, Definition 4.1.2 ii) implies Definition 4.1.2 iii).
ii) It holds that
ϕkjx ◦ ϕjix = ϕkix
for all k, i, j ∈ I and all x ∈M .
Lemma 4.1.4. Let M be a Ck-manifold, E a set, and pi : E → M a mapping.
Let B = {(Ui, ϕi)}i∈I be a family s.t. the following holds:
i) For each i ∈ I, Ui ⊂M is an open subset of M and ⋃i∈I Ui = M .
ii) For each i ∈ I there exists a Banach space Xi and a bijection
ϕi : pi−1(Ui)→ Ui ×Xi
s.t. pr1 ◦ ϕi = pi.
iii) If Ui ∩ Uj 6= ∅, then the mapping
ϕjix : Ui ∩ Uj → L(Xi, Xj),
x 7→ ϕjx ◦ (ϕix)−1
is a Ck-mapping s.t. ϕkjx ◦ ϕjix = ϕkix for all k, i, j ∈ I and all x ∈M .
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Then there exists a unique structure of a Ck-manifold on E and a unique structure
of a Banachable space on each Ex s.t. (pi, [B]) becomes a Ck-Banach bundle.
Corollary 4.1.5. If M is a Ck-Banach manifold, then TM → M is a Ck−1-
Banach bundle: given any chart ϕ : U → X of M , a local trivialization of TM is
given by ⊔
y∈U
TyM → U ×X,
(y, v) 7→ (y, (dϕ)yv),
where, for v = [c], we identified (dϕ)yv = (ϕ ◦ c)′(0).
Our next goal is to show that⊔
f∈Ck(M,N)
ΓCk(f ∗TN ⊗R ΣM)→ Ck(M,N)
is a C∞-Banach bundle (for M a closed spin manifold and N a closed connected
manifold). To prove that, we will use Lemma 4.1.4 and the following two lemmas.
Lemma 4.1.6. Let E be a vector bundle over a closed manifold M . Then there
exist C > 0, N ∈ N, and sections s1, . . . , sN ∈ ΓCk(E) s.t. the following holds:
for every section s ∈ ΓCk(E) there exist f1, . . . , fN ∈ Ck(M,R) s.t. ‖fi‖Ck(M,R) ≤
C‖s‖Γ
Ck
(E) for i = 1, . . . , N and
s(x) =
N∑
i=1
fi(x)si(x)
for all x ∈ M . If E = E1 ⊗R E2 is the tensor product of two vector bundles E1
and E2 over M , then each si can be chosen as si = ei1 ⊗ ei2 where eij ∈ ΓCk(Ej).
Proof. Pick a bundle metric 〈., .〉E on E. Choose Ui, U˜i, Uˆi, φi,Φi, i = 1, . . . , l, as
in Definition 3.3.4 and s.t. the Φi are isometries on the fibers. Then s˜ij(p) :=
Φ−1i (p, ej), x ∈ Ui, are local sections of E. Let φ1, . . . , φl be a smooth partition of
unity subordinate to the Ui and define the global sections sij of E by
sij(p) =
φi(p)s˜ij(p), if p ∈ Ui,0, if p ∈M \ supp(φi).
For each i, let Vi ⊂ M be the open set on which φi > 0. Then the Vi also cover
M . Let s ∈ ΓCk(E). It holds that
s =
∑
j
1
φi
〈s, s˜ij〉Esij(p)
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on Vi. Let ψ1, . . . , ψl be a smooth partition of unity subordinate to the Vi. Defining
fij(p) =
ψi(p)
1
φi(p)〈s(p), s˜ij(p)〉E, if p ∈ Vi,
0, if p ∈M \ supp(ψi).
we see that fij ∈ Ck(M,R) with
s =
∑
i,j
fijsij.
on M . Moreover, we compute
〈s, s˜ij〉E = 〈pr2 ◦ Φi ◦ s, pr2 ◦ Φi ◦ s˜ij〉 = 〈pr2 ◦ Φi ◦ s, ej〉 = (pr2 ◦ Φi ◦ s)j
and
‖fij‖Ck(M,R) = max
r=1,...,l
max
|α|≤k
sup
ϕr(Ur)
‖∂αx (fij ◦ ϕ−1r )‖
= max
r=1,...,l
max
|α|≤k
sup
ϕr(Ur∩supp(ψi))
‖∂αx (fij ◦ ϕ−1r )‖
= max
r=1,...,l
max
|α|≤k
sup
ϕr(Ur∩supp(ψi))
‖∂αx
((
ψi
φi
◦ ϕ−1r
)
·
(
pr2 ◦ Φi ◦ s ◦ ϕ−1r
)j) ‖
≤ C˜i max
r=1,...,l
max
|α|≤k
sup
ϕr(Ur∩supp(ψi))
‖∂αx
((
pr2 ◦ Φi ◦ s ◦ ϕ−1r
)j) ‖
= C˜i max
r=1,...,l
max
|α|≤k
sup
ϕr(Ur∩supp(ψi))
‖∂αx
((
pr2 ◦ Φi ◦ s ◦ ϕ−1i ◦ ϕi ◦ ϕ−1r
)j) ‖
≤ Ci max
r=1,...,l
max
|α|≤k
sup
ϕi(Ur∩supp(ψi))
‖∂αx
((
pr2 ◦ Φi ◦ s ◦ ϕ−1i
)j) ‖
≤ Ci‖s‖Γ
Ck
(E)
where we used supp(ψi) ⊂ Vi ⊂ Ui and Lemma 3.2.1 i). The statement regarding
the tensor product follows from fact that every section γ ∈ ΓCk(E1 ⊗ E2) can be
written as γ = ∑ni=1 ei1 ⊗ ei2, see e.g. the proof of the following lemma.
Lemma 4.1.7. Let X be a Banach space and U ⊂ X an open subset. Let
E1, E2, F1, F2 → M be real vector bundles over a closed manifold M . For i = 1, 2
let
Ai : U → LR(ΓCk(Ei),ΓCk(Fi))
be C l-mappings s.t. Ai(u) is Ck(M,R)-linear for every u ∈ U and
(DjAi)(u)(x1, . . . , xj) are Ck(M,R)-linear for every u ∈ U , x1, . . . , xj ∈ X,
j = 1, . . . , l.
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Define the mapping
B : U → LR (ΓCk(E1 ⊗R E2),ΓCk(F1 ⊗R F2))
by
B(u)(γ) :=
n∑
m=1
A1(u)(e1m)⊗ A2(u)(e2m)
for u ∈ U , γ ∈ ΓCk(E1 ⊗ E2), γ = ∑nm=1 e1m ⊗ e2m, ejm ∈ ΓCk(Ej) for j = 1, 2.
Then B is a well-defined C l-mapping (“⊗” is the (pointwise) tensor product of
sections) with
(DjB)u(x1, . . . , xj)
(
n∑
m=1
e1m ⊗ e2m
)
=
n∑
m=1
(DjA1)u(x1, . . . , xj)(e1m)⊗ (DjA2)u(x1, . . . , xj)(e2m)
for j = 1, . . . , l, u ∈ U , and x1, . . . , xj ∈ X.
Proof. First, we show that B is well-defined. To that end, notice that every section
γ ∈ ΓCk(E1 ⊗ E2) can be written as a sum γ = ∑mj=1 e1j ⊗ e2j for some sections
eij ∈ ΓCk(Ei) for i = 1, 2, j = 1, . . . ,m. This follows from the fact that the
mapping
ΓCk(E1)× ΓCk(E2)→ ΓCk(E1 ⊗ E2),
(e1, e2) 7→ e1 ⊗ e2,
induces an isomorphism of Ck(M,R)-modules
IE1,E2 : ΓCk(E1)⊗Ck(M,R) ΓCk(E2) ∼= ΓCk(E1 ⊗ E2),
with IE1,E2(e1 ⊗Ck e2) = e1 ⊗ e2, where “⊗Ck” denotes the tensor product in
ΓCk(E1)⊗Ck(M,R) ΓCk(E2).
For every u ∈ U the universal property of the tensor product of modules gives
us a Ck(M,R)-linear map
A1(u)⊗Ck A1(u) : ΓCk(E1)⊗Ck(M,R) ΓCk(E2)→ ΓCk(F1)⊗Ck(M,R) ΓCk(F2),
e1 ⊗Ck e2 7→ A1(u)(e1)⊗Ck A2(u)(e2)
Now assume that
m∑
j=1
e1j ⊗ e2j =
n∑
j=1
e˜1j ⊗ e˜2j
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for eij, e˜ij ∈ ΓCk(Ei). Then
B(
m∑
j=1
e1j ⊗ e2j) =
(
IF1,F2 ◦ (A1(u)⊗Ck A1(u)) ◦ I−1E1,E2
)
(
m∑
j=1
e1j ⊗ e2j)
=
(
IF1,F2 ◦ (A1(u)⊗Ck A1(u)) ◦ I−1E1,E2
)
(
n∑
j=1
e˜1j ⊗ e˜2j)
= B(
n∑
j=1
e˜1j ⊗ e˜2j)
and B is well-defined.
For the remainder of the proof we set Y := LR (ΓCk(E1 ⊗R E2),ΓCk(F1 ⊗R F2)).
Now we prove the statement for l = 0: from Lemma 4.1.6 we get C > 0, N ∈ N,
and sections sij ∈ ΓCk(Ej), j = 1, 2, s.t. for every section γ ∈ ΓCk(E1 ⊗ E2)
there exist functions γi ∈ Ck(M,R) with ‖γi‖Ck(M,R) ≤ C‖γ‖ΓCk (E1⊗E2) and γ =∑N
i=1 γ
isi1 ⊗ si2. Using this, we compute for u, v ∈ U
‖B(u)−B(v)‖Y
= sup
‖γ‖Γ
Ck
(E1⊗E2)=1
‖B(u)(γ)−B(v)(γ)‖Γ
Ck
(F1⊗F2)
= sup
‖γ‖Γ
Ck
(E1⊗E2)=1
‖
N∑
i=1
γi(A1(u)(si1)⊗ A2(u)(si2)
− A1(v)(si1)⊗ A2(v)(si2))‖Γ
Ck
(F1⊗F2)
≤ C1 sup
‖γ‖Γ
Ck
(E1⊗E2)=1
N∑
i=1
‖γi‖Ck(M,R)‖ (A1(u)(si1)⊗ A2(u)(si2)− A1(v)(si1)⊗ A2(v)(si2)) ‖ΓCk (F1⊗F2)
≤ CC1
N∑
i=1
‖ (A1(u)(si1)⊗ A2(u)(si2)− A1(v)(si1)⊗ A2(v)(si2)) ‖Γ
Ck
(F1⊗F2)
= CC1
N∑
i=1
‖ ((A1(u)(si1)− A1(v)(si1))⊗ A2(u)(si2)) +
(A1(v)(si1)⊗ (A2(u)(si2)− A2(v)(si2))) ‖Γ
Ck
(F1⊗F2)
≤ C2
N∑
i=1
(‖(A1(u)(si1)− A1(v)(si1)‖Γ
Ck
(F1) · ‖A2(u)(si2)‖ΓCk (F2)
+ ‖A1(v)(si1)‖Γ
Ck
(F1) · ‖A2(u)(si2)− A2(v)(si2)‖ΓCk (F2))
where we used Lemma 4.1.1. The continuity of B now follows from the continuity
of A1 and A2. Now we prove the lemma by induction over l. We show “l l+ 1”:
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Define the mapping D˜l+1B : U → Ll+1s (X, Y ) by
(D˜l+1B)u(x1, . . . , xj)
(
n∑
m=1
e1m ⊗ e2m
)
:=
n∑
m=1
(Dl+1A1)u(x1, . . . , xl+1)(e1m)⊗ (Dl+1A2)u(x1, . . . , xl+1)(e2m)
for u ∈ U , x1, . . . , xl+1 ∈ X. First of all, D˜l+1B is a well-defined mapping. This
can be shown like the well-definedness of B above. Moreover, analogously to the
continuity of B, we see that D˜l+1B is continuous. For the following computation,
we again write γ = ∑Ni=1 γisi1 ⊗ si2 with ‖γi‖Ck(M,R) ≤ C‖γ‖ΓCk (E1⊗E2) for an
arbitrary γ ∈ ΓCk(E1 ⊗ E2).
‖(DlB)u − (DlB)u0 − (D˜l+1B)u0(u− u0)‖Lls(X,Y )
= sup
‖xk‖=1
sup
‖γ‖=1
‖(DlB)u(x1, . . . , xl)(γ)− (DlB)u0(x1 . . . , xl)(γ)
− (D˜l+1B)u0(u− u0, x1, . . . , xl)(γ)‖ΓCk (F1⊗F2)
= sup
‖xk‖=1
sup
‖γ‖=1
‖
N∑
i=1
γi((DlA1)u(x1, . . . , xl)(si1)⊗ (DlA2)u(x1, . . . , xl)(si2)
− (DlA1)u0(x1, . . . , xl)(si1)⊗ (DlA2)u0(x1, . . . , xl)(si2)
− (Dl+1A1)u0(u− u0, x1, . . . , xl)(si1)⊗ (Dl+1A2)u0(u− u0, x1, . . . , xl)(si2))‖ΓCk (F1⊗F2)
Now we define
∆ij := (DlAj)u(x1, . . . , xl)(sij),
Λij := (DlAj)u0(x1, . . . , xl)(sij),
Ψij := (Dl+1Aj)u0(u− u0, x1, . . . , xl)(sij),
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and further compute
‖(DlB)u − (DlB)u0 − (D˜l+1B)u0(u− u0)‖Lls(X,Y )
= sup
‖xk‖=1
sup
‖γ‖=1
‖
N∑
i=1
γi(∆i1 ⊗∆i2 − Λi1 ⊗ Λi2 −Ψi1 ⊗Ψi2)‖Γ
Ck
(F1⊗F2)
≤ sup
‖xk‖=1
N∑
i=1
‖∆i1 ⊗∆i2 − Λi1 ⊗ Λi2 −Ψi1 ⊗Ψi2‖Γ
Ck
(F1⊗F2)
= sup
‖xk‖=1
N∑
i=1
‖(∆i1 − Λi1 −Ψi1)⊗Ψi2 + (∆i1 − Λi1)⊗ (∆i2 − Λi2 −Ψi2)
+ (∆i1 − Λi1)⊗ Λi2 + Λi1 ⊗ (∆i2 − Λi2)‖Γ
Ck
(F1⊗F2)
≤ C sup
‖xk‖=1
N∑
i=1
(‖∆i1 − Λi1 −Ψi1‖Γ
Ck
(F1) · ‖Ψi2‖ΓCk (F2)
+ ‖∆i1 − Λi1‖Γ
Ck
(F1) · ‖∆i2 − Λi2 −Ψi2‖ΓCk (F2)
+ ‖∆i1 − Λi1‖Γ
Ck
(F1) · ‖Λi2‖ΓCk (F2) + ‖Λi1‖ΓCk (F1) · ‖∆i2 − Λi2‖ΓCk (F2))
Each of the factors of each of the summands is either constant in u or converges
to 0 as u→ u0. Thus B is C l+1 with Dl+1B = D˜l+1B. This finishes the proof.
Corollary 4.1.8. Let M be a closed spin manifold and let N be a connected
manifold without boundary. Then⊔
f∈Ck(M,N)
ΓCk(f ∗TN ⊗R ΣM)→ Ck(M,N)
is a C∞-Banach bundle with local trivializations
Ψ = Ψf :
⊔
g∈Uf,ε
ΓCk(g∗TN ⊗R ΣM)→ Uf,ε × ΓCk(f ∗TN ⊗R ΣM),
(g, s⊗ ϕ) 7→
(
g,
(
d(ϕf ◦ ϕ−1g )0s
)
⊗ ϕ
)
,
where (Uf,ε, ϕf ) is a chart of Ck(M,N) as in Theorem 3.4.4.
Proof. Essentially, ⊔f∈Ck(M,N) ΓCk(f ∗TN⊗RΣM) is the tangent bundle of Ck(M,N)
twisted with ΣM :
Pick a chart
ϕf : Uf,ε → ϕf (Uf,ε) ⊂ ΓCk(f ∗TN),
of Ck(M,N). We then get a local trivialization of TCk(M,N) given by⊔
g∈Uf,ε
TgC
k(M,N)→ Uf,ε × ΓCk(f ∗TN),
(g, v) 7→
(
g, d(ϕf )gv
)
,
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compare Corollary 4.1.5. Using the continuous linear isomorphism
TgC
k(M,N)→ ΓCk(g∗TN),
v 7→ (dϕg)gv,
together with Lemma 4.1.4 we see that⊔
f∈Ck(M,N)
ΓCk(f ∗TN)→ Ck(M,N)
is a C∞-Banach bundle with local trivializations⊔
g∈Uf,ε
ΓCk(g∗TN)→ Uf,ε × ΓCk(f ∗TN),
(g, s) 7→
(
g, d(ϕf )g
(
(dϕg)g)−1s
) )
.
By the chain rule,
d(ϕf )g
(
(dϕg)g)−1s
)
= d(ϕf ◦ ϕ−1g )ϕg(g)s = d(ϕf ◦ ϕ−1g )0s,
where 0 denotes the zero-section. Using Lemma 4.1.4 and Lemma 4.1.7, we see
that ⊔
f∈Ck(M,N)
ΓCk(f ∗TN ⊗R ΣM)→ Ck(M,N)
is a C∞-Banach bundle with local trivializations
Ψ = Ψf :
⊔
g∈Uf,ε
ΓCk(g∗TN ⊗R ΣM)→ Uf,ε × ΓCk(f ∗TN ⊗R ΣM),
(g, s⊗ ϕ) 7→
(
g,
(
d(ϕf ◦ ϕ−1g )0s
)
⊗ ϕ
)
,
where s ∈ ΓCk(g∗TN), ϕ ∈ ΓCk(ΣM), and “⊗” is the (pointwise) tensor product
of sections.
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4.2 A natural connection on the bundle
Let
E := ⊔
f∈Ck(M,N)
ΓCk(f ∗TN ⊗R ΣM)→ Ck(M,N)
be the C∞-Banach bundle that we constructed in the previous section. We will
construct a natural connection on this bundle. In order to do so, we first need to
understand differentiability of section of E .
4.2.1 Differentiability of sections
Let
Uf,ε =
l⋂
i=1
N k(f, ϕi, U˜i, ψi, Vi, Ui, ε)
be as in Theorem 3.4.4 s.t. additionally for each i = 1, . . . , l there exists Wi ⊂M
open, Wi ⊂ Ui, ⋃li=1Wi = M , Vi ⊂ V˜i, (V˜i, ψi) is still a chart, there exist local
trivializations (U˜i,Φi) of f ∗TN ⊗ΣM , and for each i = 1, . . . , l we have (smooth)
local frames
(eik)k : V˜i → TN,
(σil)l : Ui → ΣM,
for TN and ΣM , respectively.
Let S ∈ Γ(E)1. For every g ∈ Uf,ε and every i = 1, . . . , l it holds that
S(g)|Wi =
∑
k,l
λikl(g)(g∗eik)⊗ σil (4.2.1)
for
λikl : Uf,ε → Ck(Wi,R).
Our first goal is to understand differentiability of S in terms of differentiability of
the λikl.
Lemma 4.2.1. Let r ∈ N. In the situation above, it holds that S ∈ ΓCr(E) if and
only if
λikl ∈ Cr(Uf,ε, Ck(Wi,R))
for all i, k, l and all f ∈ Ck(M,N).
1Given a bundle pi : E →M , we define Γ(E) to be the set of mappings s : M → E with pi ◦ s = idM ,
where s is viewed as a mapping between sets, in particular s does not need to be differentiable or
continuous.
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For the proof of the lemma, we need two more ingredients.
Lemma 4.2.2. Let X ∈ ΓCk(TN) and ϕ ∈ ΓCk(ΣM). Then the mapping
S : Ck(M,N)→ E , g 7→ (g∗X)⊗ ϕ,
is an element of ΓC∞(E).
Proposition 4.2.3. Let X be a Banach space, U ⊂ X open, V ⊂ Rn open and
bounded, r, k ∈ N, f, g ∈ Cr(U,Ck(V ,R)). Then it holds that
i) fg ∈ Cr(U,Ck(V , Y )) where (fg)(u)(v) := f(u)(v)g(u)(v) for all (u, v) ∈
U × V .
ii) If g(u)(v) 6= 0 for all (u, v) ∈ U × V , then f
g
∈ Cr(U,Ck(V , Y )) where
(f
g
)(u)(v) := f(u)(v)
g(u)(v) for all (u, v) ∈ U × V .
Proof of Lemma 4.2.1. We have that S ∈ ΓCr(E) iff for all f ∈ Ck(M,N) the
mapping
Uf,ε → ΓCk(f ∗TN ⊗ ΣM), g 7→ (pr2 ◦Ψf ◦ S)(g)
is of class Cr (where Ψf is the local trivialization of E from Corollary 4.1.8). By
Proposition 3.4.1 (see also the beginning of its proof), this is the case iff for all
f ∈ Ck(M,N), i = 1, . . . , l, the mapping
Uf,ε → ΓCk,Wi(f ∗TN ⊗ ΣM), g 7→ (pr2 ◦Ψf ◦ S)(g)|Wi
is of class Cr. (For the notation ΓCk,W i see Proposition 3.4.1.) From (4.2.1) it
follows that
(pr2 ◦Ψf ◦ S)(g)|Wi =
∑
k,l
λikl(g)
(
d(exp−1f(.))g(.)(eik(g(.)))
)
⊗ σil(.)
We have shown that S ∈ ΓCr(E) if and only if for all f ∈ Ck(M,N), i = 1, . . . , l,
the mapping
F : Uf,ε → ΓCk,Wi(f ∗TN ⊗ ΣM),
g 7→∑
k,l
λikl(g)
(
d(exp−1f(.))g(.)(eik(g(.)))
)
⊗ σil(.),
is of class Cr. Next, we proof the following claim:
Claim: For all f ∈ Ck(M,N) and each i, k, l, the mapping
Fikl : Uf,ε → ΓCk,Wi(f ∗TN ⊗ ΣM),
g 7→
(
d(exp−1f(.))g(.)(eik(g(.)))
)
⊗ σil(.),
is smooth.
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Proof of the claim: Fix f and i, k, l. Since eik is Ck on V˜i and Vi ⊂ V˜i, there
exists X ∈ ΓCk(TN) s.t. X|V i = eik. Since σil is Ck on Ui and Wi ⊂ Ui there exists
ϕ ∈ ΓCk(ΣM) s.t. ϕ|Wi = σil (see e.g. [3, Lemma 10.12]). In particular, for every
g ∈ Uf,ε, it holds that
(g∗X ⊗ ϕ) ∈ ΓCk(g∗TN ⊗ ΣM), ((g∗X)⊗ ϕ) |Wi = (g∗eik)⊗ σil .
Now the claim follows from Lemma 4.2.2 together with the following commutative
diagram
Uf,ε
g 7→g∗X⊗ϕ //
Fikl ++
E pr2◦Ψf// ΓCk(f ∗TN ⊗ ΣM)
restriction

ΓCk,Wi(f
∗TN ⊗ ΣM)
This finishes the proof of the claim.
To finish the proof of Lemma 4.2.1, we show that F is of class Cr if and only
if λikl ∈ Cr(Uf,ε, Ck(Wi,R)) for all i, k, l.
“⇒”: We have
F (g)(p) =
∑
k,l
λikl(g)(p)Fikl(g)(p)
for all g ∈ Uf,ε, p ∈ Wi, with Fikl ∈ C∞(Uf,ε,ΓCk,Wi(f ∗TN ⊗ ΣM)) and F ∈
Cr(Uf,ε,ΓCk,Wi(f
∗TN ⊗ ΣM)).
Note that for each g ∈ Uf,ε, p ∈ Wi, the (Fikl(g)(p))k,l are a R-basis of (g∗TN⊗
ΣM)p.
We now apply the local trivialization Φi of f ∗TN ⊗ ΣM to get the following
equation in Rn, where n = rank(f ∗TN ⊗ ΣM):
F˜ (g)(p) =
∑
k,l
λikl(g)(p)F˜ikl(g)(p) (4.2.2)
for all g ∈ Uf,ε, p ∈ Wi, where F˜ikl ∈ C∞(Uf,ε, Ck(Wi,Rn)) and F˜ ∈
Cr(Uf,ε, Ck(Wi,Rn)) are defined by
F˜ (g)(p) := (pr2 ◦ Φi)(F (g)(p)),
F˜ikl(g)(p) := (pr2 ◦ Φi)(Fikl(g)(p)).
For each g ∈ Uf,ε, p ∈ Wi we define the invertible n× n-matrix A(g)(p) by
A(g)(p) = (F˜ikl(g)(p))kl,
i.e., the columns of A(g)(p) are given by the F˜ikl(g)(p) where k, l vary. Thus (4.2.2)
is equivalent to
(λikl(g)(p))kl = (A(g)(p))
−1 F˜ (g)(p)
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(where we view (λikl(g)(p))kl as an element of Rn by varying k, l.) By definition,
every entry of A can be viewed as an element of C∞(Uf,ε, Ck(Wi,R)). Using
Proposition 4.2.3 we conclude that every entry of A−1 can be viewed as an element
of C∞(Uf,ε, Ck(Wi,R)) and so we get λikl ∈ Cr(Uf,ε, Ck(Wi,R)).
“⇐”: This direction follows from the Leibniz rule (see e.g. [1, 2.4.4 Theorem])
applied to the multilinear and continuous “multiplication map”
Ck(Wi,R)× ΓCk,Wi(f ∗TN ⊗ ΣM)→ ΓCk,Wi(f ∗TN ⊗ ΣM)
(h, s) 7→ (p 7→ h(p)s(p)).
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4.2.2 Construction of the connection
We start by recalling the following definitions.
Definition 4.2.4. Let pi : E →M be a Ck-Banach bundle, k ∈ N∪{∞}, 1 ≤ r ≤
k.
i) A (Cr-)connection on E (or (Cr-)covariant derivative on E) is a R-bilinear
map
∇ : ΓC1(E)× ΓC0(TM)→ ΓC0(E)
s.t.
• For all f ∈ C0(M,R), g ∈ C1(M,R), ϕ ∈ ΓC1(E), and X ∈ ΓC0(TM)
it holds that ∇fXϕ = f∇Xϕ, and ∇X(gϕ) = (LXg)ϕ+ g∇Xϕ.
• For all 1 ≤ l ≤ r, ifX ∈ ΓCl−1(TM), ϕ ∈ ΓCl(E), then∇Xϕ ∈ ΓCl−1(E).
(Note that ∞− 1 :=∞.)
ii) A connection ∇ on E is local, if for all open sets U ⊂ M and all X, Y ∈
ΓC0(TM), ϕ, σ ∈ ΓC1(E) with X|U = Y |U and ϕ|U = σ|U it holds that
(∇Xϕ) |U = (∇Y σ) |U .
iii) A connection ∇ on E is directional pointwise if for all X, Y ∈ ΓC0(TM),
ϕ ∈ ΓC1(E), p ∈M it holds that, if X(p) = Y (p), then
(∇Xϕ)(p) = (∇Y ϕ)(p).
iv) Let c : [0, T ] → M be of class Ck−1. For arbitrary 0 ≤ l ≤ k we denote by
Γc,l(E) the space of C l-sections of E along c, i.e. C l-maps γ : [0, T ] → E
with pi ◦ γ = c. A covariant derivative along c is a R-linear map
∇
dt
: Γc,k(E)→ Γc,k−1(E)
s.t. for all f ∈ Ck([0, T ],R), γ ∈ Γc,k(E) it holds, that
∇
dt
(fγ) =
(
L ∂
∂t
f
)
γ + f∇
dt
γ.
Note that we could define covariant derivatives along curves more general (i.e.,
as maps ∇
dt
: Γc,1(E)→ Γc,0(E)), but we don’t need this for our purposes.
In finite dimensions, every connection is local and directional pointwise. In the
case of Banach bundles, this may not always be the case. The crucial point here
is the existence of cut off functions [2, p. 202], that is not guaranteed for Banach
spaces. In particular, it may not always be the case that a covariant derivative
induces a covariant derivative along curves.
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If M admits cut off functions, then every covariant derivative on E → M is
local. IfM admits cut off functions and the fibers of E are finite dimensional, then
every covariant derivative on E → M is local and directional pointwise. These
results can be found in [2, p. 202-203].
Remark 4.2.5. Let E → N be a smooth vector bundle (in particular, N and
E are finite dimensional), M Banach manifold, f : M → N of class Ck, and ∇ a
smooth connection on E. Then the pullback-bundle f ∗F →M and the pullback-
connection ∇f∗E (which is a Ck-connection) can be defined analogous to the finite
dimensional case. To be more precise,
∇f∗E : ΓC1(f ∗E)× ΓC0(TM)→ ΓC0(f ∗E)
is uniquely defined by the following: Let ϕ ∈ ΓC1(f ∗E), X ∈ ΓC0(TM), V ⊂ N
open, sj : V → E local frame of E, U ⊂ M open, f(U) ⊂ V . Then there exist
λj ∈ C1(U,R) s.t. ϕ = ∑j λjf ∗sj on U and for each p ∈ U it holds that(
∇f∗EX ϕ
)
(p) =
∑
j
((
LXλ
j
)
(p)(f ∗sj)(p) + λj(p)
(
∇dfpX(p)sj
)
(f(p))
)
. (4.2.3)
In particular, ∇f∗E is local and pointwise directional. Using (4.2.3) we also see
that we are able to calculate
(
∇f∗EY σ
)
(p) for Y = [c] ∈ TpM and σ ∈ Γc,k(f ∗E).
Lemma 4.2.6. The evaluation mapping
ev : Ck(M,N)×M → N,
(f, p) 7→ f(p),
is of class Ck, i.e., ev ∈ Ck(Ck(M,N)×M,N).
Proof. Pick a chart (Uf,ε, ϕf ) of Ck(M,N). Define the evaluation mapping
ev : ϕf (Uf,ε)×M → U,
(s, p) 7→ s(p),
where U ⊂ f ∗TN is as in Lemma 3.3.8 iii). Then we have the commutative
diagram
Uf,ε ×M ev //
ϕf×id

N
ϕf (Uf,ε)×M
(f∗exp)◦ev
99
where (f ∗exp)◦ev is well-defined, since the image of ev is contained in U . Therefore
the statement of the lemma follows, once we have shown the following claim.
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Claim: Let E → M be a vector bundle, M closed. Then the evaluation
mapping
ev : ΓCk(E)×M → E,
(s, p) 7→ s(p),
is of class Ck.
Proof of the claim: Using the notation of Proposition 3.4.1 we get the
commutative diagram
ΓCk(E)× Ui
Ri×ϕi

ev // E|Ui
Ck(ϕi(Ui),Rn)× ϕi(Ui) // ϕi(Ui)× Rn
∼=
OO
where the lower horizontal arrow is given by (f, x) 7→ (x, f(x)). Now the statement
of the claim follows from the following well-known fact: Let V ⊂ Rm be open and
bounded. Then the evaluation mapping
Ck(V ,Rn)× V → Rn,
(f, x) 7→ f(x),
is of class Ck.
Now assume that N is a closed connected Riemannian manifold and M is a
closed spin manifold. We consider the projection
pr2 : Ck(M,N)×M →M,
(f, p) 7→ p.
Pulling back TN and ΣM along ev and pr2, respectively, and taking the tensor
product afterwards, we get the Ck-Banach bundle
F → Ck(M,N)×M
given by
F := ev∗TN ⊗R pr∗2ΣM.
Note that the we take the tensor product of Banach bundles with finite dimensional
fibers. (In general, we cannot take the tensor product of two Banach bundles
without further ado, because the tensor product of two Banach spaces is not
“naturally” a Banach space. In our case, all the fibers are finite-dimensional and
therefore we don’t need to worry about this.)
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Our first observation is that we have an isomorphism of R-vector spaces
I : Γ(E)→ Γ(F),
S 7→ ((f, p) 7→ S(f)(p)).
Now we construct a Ck-connection ∇F on F as follows: first, we pull back the
Levi-Civita connection on TN and the spinorial Levi-Civita connection on ΣM
by ev and pr2, respectively (see Remark 4.2.5). We then take the tensor product
of these connections, to get a Ck-connection
∇F : ΓC1(F)× ΓC0(T (Ck(M,N)×M))→ ΓC0(F)
on F .
Let S ∈ ΓC1(F) and X ∈ ΓC0(T (Ck(M,N) ×M)). Using the notation of the
beginning of Section 4.2.1, we have
S =
∑
kl
µikl(ev∗eik)⊗ (pr∗2σil)
on Uf,ε ×Wi for some µikl ∈ C1(Uf,ε ×Wi,R). Then for each (g, p) ∈ Uf,ε ×Wi, it
holds that(
∇FXS
)
(g, p) =
∑
kl
(
LXµ
i
kl
) (
(ev∗eik)⊗ (pr∗2σil)
)
(g, p)
+ µikl(g, p)
(
(∇ev∗TNX ev∗eik)⊗ (pr∗2σil)
)
(g, p)
+ µikl(g, p)
(
(ev∗eik)⊗ (∇pr
∗
2ΣM
X pr
∗
2σ
i
l)
)
(g, p)
In particular, ∇F is local, pointwise directional, and we are able to calculate(
∇FXS
)
(g, p) for X = [c] ∈ T(g,p)(Ck(M,N)×M) and S ∈ Γc,k(F).
Arguing as in the finite dimensional case, we see that for any curve c : [0, T ]→
Ck(M,N)×M of class Ck−1, ∇F defines a covariant derivative
∇F
dt
: Γc,k(F)→ Γc,k−1(F)
along c that is uniquely determined by the following:
Let γ ∈ Γc,k(F) and J ⊂ [0, T ] open s.t. c(J) ⊂ Uf,ε ×Wi. Then there exist
µikl ∈ Ck(J,R) s.t. γ =
∑
kl µ
i
kl ((ev∗eik)⊗ (pr∗2σil)) ◦ c on J and for each t ∈ J it
holds that(∇F
dt
γ
)
(t) =
∑
kl
( (
L ∂
∂t
µikl
)
(t)
(
(ev∗eik)⊗ (pr∗2σil)
)
(c(t))
+ µikl(t)
(
∇Fc′(t)
(
(ev∗eik)⊗ (pr∗2σil)
))
(c(t))
)
.
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Theorem 4.2.7. Fix k ∈ N and writeM := Ck(M,N).
i) The mapping
∇ : ΓC1(E)× ΓC0(TM)→ ΓC1(E),
(S,X) 7→ ∇XS := I−1
(
∇FX (I(S))
)
,
is well-defined and a connection on E. If X ∈ ΓC0(TM) and S ∈ ΓC1(E) is
given by S(g)|Wi =
∑
k,l λ
i
kl(g)(g∗eik)⊗ σil (in the notation of the beginning of
Section 4.2.1), then it holds that
(∇XS)(g)(p) =
∑
kl
((
LXλ
i
kl
)
(g)(p)
(
(g∗eik)⊗ σil
)
(p)
+ λikl(g)(p)
((
∇TNd(ev)Xeik
)
(g(p))
)
⊗ σil(p)
)
for all (g, p) ∈ Uf,ε×Wi. In particular, ∇ is local, pointwise directional, and
we are able to calculate (∇XS)(g)|Wi by only knowing X(g) and S(c(t))|Wi
for a curve c with c(0) = g and c′(0) = X(g).
ii) Let c : [0, T ]→M be a smooth curve. Then ∇ induces a covariant derivative
∇
dt
: Γc,∞(E)→ Γc,∞(E)
along c that is given as follows: Let γ ∈ Γc,∞(E), J ⊂ [0, T ] open s.t.
c(J) ⊂ Uf,ε. Then there exist λikl ∈ C∞(J,Ck(Wi,R)) s.t.
γ(t)|Wi =
∑
kl
λikl(t)(c(t)∗eik)⊗ σil
for all t ∈ I. Then it holds that
(∇
dt
γ)(t)(p) =
∑
kl
( (
L ∂
∂t
λikl
)
(t)(p)
(
(c(t)∗eik)⊗ σil
)
(p)
+ λikl(t)(p)
(
∇c′(t)
(
(c(t)∗eik)⊗ σil
))
(c(t))(p)
)
for all (t, p) ∈ J × Uf,ε. In particular,
∇
dt
(S ◦ c) (t) =
(
∇c′(t)S
)
(c(t))
for all S ∈ ΓC∞(E), t ∈ [0, T ].
iii) It holds that (∇
dt
γ
)
(t)(p) =
(∇F
dt
(γ(.)(p))
)
(t)
where on the left hand side we take the covariant derivative of γ along c
and on the right hand side we take the covariant derivative of γ(.)(p) along
t 7→ (c(t), p).
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iv) Given Ψ ∈ Ec(0), we have
‖
(
P E,cΨ
)
(p)‖ = ‖Ψ(p)‖
where P E,c denotes the parallel transport in E w.r.t. ∇ along c and ‖.‖
denotes the pointwise norms, that are induced from the Riemannian metric
on N and the bundle metric on ΣM .
Proof. i): First we prove the following: For all 1 ≤ r ≤ ∞, S ∈ ΓCr(E) and
X ∈ ΓCr−1(TM) it holds that ∇XS ∈ ΓCr−1(E).
Step 1: The expression ∇FXI(S) is well-defined.
We prove this step by showing that I(S) ∈ ΓC1(F). Using Lemma 4.2.1 (and
its notation) we have
S(g)|Wi =
∑
k,l
λikl(g)(g∗eik)⊗ σil (4.2.4)
for every f ∈M, g ∈ Uf,ε and every i, where
λikl ∈ Cr(Uf,ε, Ck(Wi,R)).
Defining
λ˜ikl : Uf,ε ×Wi → R,
(g, p) 7→ λikl(g)(p)
We rewrite (4.2.4) to
I(S)(g, p) =
∑
k,l
λ˜ikl(g, p)
(
(ev∗eik)⊗ (pr∗2σil)
)
(g, p) (4.2.5)
for all (g, p) ∈ Uf,ε ×Wi. The identity
λ˜ikl = ev ◦ (λikl × idWi) (4.2.6)
on Uf,ε ×Wi yields λ˜ikl ∈ C1(Uf,ε ×Wi,R). Therefore (4.2.5) implies that I(S) ∈
ΓCk(F).
Step 2: I−1(∇FXI(S)) ∈ ΓCr−1(E).
The definition of ∇F combined with (4.2.5) yields(
∇FXI(S)
)
(g, p) =
∑
k,l
(
LX λ˜
i
kl
)
(g, p)
(
(ev∗eik)⊗ (pr∗2σil)
)
(g, p)
+
∑
k,l
λ˜ikl(g, p)
((
∇ev∗TNX (ev∗eik)
)
⊗ (pr∗2σil)
)
(g, p)
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for all (g, p) ∈ Uf,ε ×Wi. This can be rewritten as
I−1
(
∇FXI(S)
)
(g)|Wi =
∑
k,l
(
LX λ˜
i
kl
)
(g, .)
(
(g∗eik)⊗ σil
)
+
∑
k,l
λikl(g)
((
∇TNd(ev)Xeik
)
(g(.))
)
⊗ σil .
(4.2.7)
We want to use Lemma 4.2.1 on (4.2.7). First we consider the term
(
LX λ˜
i
kl
)
(g, .).
Write X(g) = [c] for a curve c in Uf,ε. Using (4.2.6), we compute(
LX λ˜
i
kl
)
(g, p) = LX
(
ev ◦ (λikl × idWi)
)
(g, p)
= d
dt
∣∣∣∣∣
t=0
(
ev ◦ (λikl × idWi) ◦ (c, p)
)
(t)
= d
dt
∣∣∣∣∣
t=0
(
ev(., p) ◦ λikl ◦ c
)
(t)
= D(ev(., p))λi
kl
(g)
(
(LXλikl)(g)
)
= ev(., p) ◦ (LXλikl)(g)
= (LXλikl)(g)(p)
Combining that with LXλikl ∈ Cr−1(Uf,ε, Ck(Wi,R)) we get
[g 7→
(
LX λ˜
i
kl
)
(g, .)] ∈ Cr−1(Uf,ε, Ck(Wi,R)).
Next, we deal with
(
∇TNd(ev)Xeik
)
(g(.)). We assume that eik = ∂∂xk for a chart
(V˜i, x) of N . (Note that x depends on i, but we don’t put this dependency in the
notation.) We then have
(d(ev))(g,p)X(g) =
∑
k
(
LX(xk ◦ ev)
)
(g, p) ∂
∂xk
(g(p))
where xk : V˜i → R is the k-th component of x. It follows that(
∇TNd(ev)Xeik
)
(g(p)) =
∑
j,l
(
LX(xj ◦ ev)
)
(g, p)Γljk(g(p))(g∗
∂
∂xl
)(p)
where Γljk are the Christoffel symbols w.r.t. x. Now step 2 follows from Lemma
4.2.1 applied to (4.2.7), once we have shown the following claim:
Claim: It holds that
[g 7→
(
LX(xj ◦ ev)
)
(g, .)Γljk(g(.))] ∈ Cr−1(Uf,ε, Ck(Wi,R)).
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Proof of the claim: First we prove that
[g 7→ Γljk(g(.))] ∈ C∞(Uf,ε, Ck(Wi,R)).
W.l.o.g. we assume that for each i, there exists a local trivialization (V˜i,Φi) of TN
that is an isometry on the fibers.2 By Φ˜i we denote the induced local trivialization
on f ∗TN . We have a commutative diagram
Uf,ε
ϕf

g 7→Γljk◦g // Ck(ϕi(Wi),R))
ϕf (Uf,ε)
Ri // Ck(ϕi(Wi), Bδ(0))
Ω
OO
where Ri(s) = pr2 ◦ Φ˜i ◦ s ◦ ϕ−1i , δ > 0 is chosen as in Lemma 3.3.8, and
Ω(h) = Γljk ◦ f ∗exp ◦ Φ˜−1i ◦ (ϕ−1i , h)
= Γljk ◦ exp ◦ Φ−1i ◦ (f ◦ ϕ−1i , h).
By the local Ω-lemma 3.2.4 we see that Ω is smooth and therefore [g 7→ Γljk(g(.))] ∈
C∞(Uf,ε, Ck(Wi,R)). Now we show that
[g 7→
(
LX(xj ◦ ev)
)
(g, .)] ∈ Cr−1(Uf,ε, Ck(Wi,R)).
To that end, we consider the mapping
F : Uf,ε → Ck(Wi,R),
g 7→ (xk ◦ g).
Arguing as above (with the local Ω-Lemma and “Γljk” replaced by “xk”) we see
that F is smooth. In particular,
[g 7→ (LXF )(g)] ∈ Cr−1(Uf,ε, Ck(Wi,R)).
Using the identity
LX(xk ◦ ev)(g, .) = (LXF )(g)(.)
(this can be shown as the above identity regarding the Lie derivatives of λ˜ikl and
λikl) we conclude
[g 7→
(
LX(xj ◦ ev)
)
(g, .)] ∈ Cr−1(Uf,ε, Ck(Wi,R)).
2We can put that requirement in the definition of Uf,ε at the beginning of the section, or we use the
fact that smoothness is local and choose an appropriate Ug,ε˜ ⊂ Uf,ε for each g ∈ Uf,ε.
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Finally, the claim follows by Proposition 4.2.3 i).
So far we have shown that for all 1 ≤ r ≤ ∞, S ∈ ΓCr(E) and X ∈ ΓCr−1(TM)
it holds that ∇XS ∈ ΓCr−1(E). The fact that ∇ is a C∞-connection on E now
follows easily since ∇F is a connection on F .
ii): Similar to Lemma 4.2.1 we have that for arbitrary r ∈ N ∪ {∞} it holds
that γ ∈ Γc,r(E) if and only if λikl ∈ Cr(J,Ck(Wi,R)). Then we just use the for-
mula for
(∇
dt
γ
)
(t)(p) as the definition of ∇
dt
.
iii): This follows from the local descriptions of ∇
dt
, ∇F
dt
, ∇, and ∇F .
iv): Let Ψ ∈ Ec(0). From iii) it follows that(
P E,cΨ
)
(p) = PF ,(c,p)Ψ(p)
for all p ∈M .
Since the Levi-Civita connection and the spinorial Levi-Civita connection are
both metric connections, it follows that ∇F is a metric connection. In particular,
‖PF ,(c,p)Ψ(p)‖ = ‖Ψ(p)‖.
This finishes the proof.
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Chapter 5
The Bourguignon-Gauduchon
connection in the
semi-Riemannian case
Johannes Wittmann
Abstract Let V be a finite dimensional real vector space. In [2] the au-
thors constructed a natural connection on the bundle BV →MV , where
MV denotes the set of positive definite inner products on V , BV is the
set of bases of V , and the fiber over g ∈ MV consists of the set of g-
orthonormal bases of V . One of the results of [2] is a formula for the
curvature of this bundle. We generalize the formula for the curvature to
the case were we replaceMV by the set of inner products of a fixed sig-
nature. For the computation of the curvature in [2] square roots of certain
endomorphisms play an important role. In the case of a general signature,
it is a priori not clear that we can still take these square roots. We show
that it is still possible, using the specific structure of the endomorphisms
in question and a power series ansatz.
5.1 The bundle B+V →Mr,sV
Let V 6= {0} be a n-dimensional oriented real vector space. Denote byMr,sV the
space of inner products of signature (r, s) on V . (In this chapter an inner product
on a vector space V is a symmetric non-degenerate bilinear form on V .)
In the positive definite caseM0,nV is a convex cone in the space of symmetric
bilinear forms, i.e., if x, y ∈ M0,nV , λ > 0, then x + y and λx are elements
of M0,nV . Note that in general Mr,sV is not convex: consider for example the
elements (
1 0
0 −1
)
and
(−1 0
0 1
)
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inM1,1R2.
Denote by B+V the set of oriented bases of V . Formally, B+V is the set of
orientation preserving bijective linear maps Rn → V .1 Given g ∈ Mr,sV we
write B+g V for the set of oriented g-orthonormal bases of V .2 Note that B+g V is
non-empty by e.g. [4, 24. Lemma on p. 50].
Denote by er,s the standard inner product of signature (r, s) on Rn. Define a
map
pi = pir,s : B+V →Mr,sV,
f 7→ (f−1)∗er,s,
where f : Rn → V is an oriented basis of V .3 Note that the fiber of pir,s over
g ∈Mr,sV is B+g V , i.e.,
pi−1r,s (g) = B+g V.
The special indefinite orthogonal group SOr,s acts on the fibers B+g V by
(b1, . . . , bn) · A := (b˜1, . . . , b˜n) (5.1.1)
where b˜j :=
∑n
i=1 biAij. In the following proposition we show that this turns pir,s
into a SOr,s-principal bundle.
Proposition 5.1.1. pir,s is a SOr,s-principal bundle.
Proof. Choose any oriented basis of V , i.e., an orientation preserving bijective
linear map f0 : Rn → V . The Lie group GL+n acts smoothly and transitively4 on
Mr,sV by
g · A := (f0A−1f−10 )∗g,
where g ∈ Mr,sV , A ∈ GL+n . This turnsMr,sV into a homogeneous space. The
isotropy group of (f−10 )∗er,s, which is a closed subgroup of GL+n , is given by
(GL+n )(f−10 )∗er,s = {A ∈ GL
+
n | (A−1f−10 )∗er,s = (f−10 )∗er,s}
= {A ∈ GL+n | (A−1)∗er,s = er,s}
= SOr,s.
1Every oriented basis (b1, . . . , bn) of V defines an orientation preserving bijective linear map f : Rn →
V by f(ei) := bi where (e1, . . . , en) is the standard basis of Rn. Conversely, given an orientation
preserving bijective linear map f : Rn → V we get the oriented basis (f(e1), . . . , f(en))) of V .
2A basis (b1, . . . , bn) of V is g-orthonormal if g(bi, bj) = εiδij where εi = 1 for i = 1, . . . , r and
εi = −1 for i = r + 1, . . . , r + s = n.
3Recall that (f−1)∗er,s(v, w) = er,s(f−1v, f−1w).
4Given g, g˜ ∈ Mr,sV we choose oriented orthonormal bases f, f˜ : Rn → V of g and g˜ respectively.
Then we have (f−1)∗er,s = g and (f˜−1)∗er,s = g˜. Now we choose A ∈ GL+n s.t. A−1 = f−10 ◦ f˜−1 ◦f ◦f0.
Then it holds that g ·A = g˜.
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The characterization Theorem for homogeneous spaces [3, Theorem 21.18 on p.
567] yields a diffeomorphism
I = If0 : GL+n
/
SOr,s →Mr,sV,
[A] 7→
(
(f−10 )∗er,s
)
· A.
The projection
p : GL+n → GL+n
/
SOr,s
is a SOr,s-principal bundle (the SOr,s-action is given by matrix multiplication).
Moreover, we have the linear isomorphism
G : B+V → GL+n ,
f 7→ f−10 ◦ f.
In particular,
pir,s = I ◦ p ◦G : B+V →Mr,sV
is a SOr,s-principal bundle whose SOr,s-action is given by (5.1.1).
Given k ∈ Sym2V , where Sym2V denotes the symmetric bilinear forms on V ,
and g ∈Mr,sV we define the endomorphism Kg : V → V by
k(u, v) = g(Kg(u), v)
for all u, v ∈ V . (Since g is non-degenerate the linear map F : V → V ∗, u 7→ g(u, .),
is an isomorphism. Hence Kg(u) = F−1(k(u, .)).) The endomorphism Kg is self-
adjoint w.r.t. g, i.e., g(Kg(u), v) = g(u,Kg(v)) for all u, v ∈ V .
Lemma 5.1.2. For k, k′ ∈ Sym2V , g ∈Mr,sV , and t ∈ R it holds that
K ′g+tk = (IdV + tKg)−1 ◦K ′g
if the above expressions are well-defined.5
Proof. First note that since Kg commutes with (IdV + tKg) we also have that Kg
5For |t| small, the above expressions are always well-defined sinceMr,sV ⊂ Sym2V is open and the
invertible linear maps are open in End(V ).
194 Chapter 5. The Bourguignon-Gauduchon connection
commutes with (IdV + tKg)−1. It holds that
K ′g+tk = (IdV + tKg)−1 ◦K ′g
⇔ k′(u, v) = (g + tk)((IdV + tKg)−1Kgu, v) ∀u, v ∈ V
⇔ g(Kgu, v) = (g + tk)((IdV + tKg)−1Kgu, v) ∀u, v ∈ V
⇔ g(Kgu, v) = (g + tk)(Kg(IdV + tKg)−1u, v) ∀u, v ∈ V
⇔ g(Kg(IdV + tKg)u, v) = (g + tk)(Kgu, v) ∀u, v ∈ V
⇔ g((IdV + tKg)Kgu, v) = (g + tk)(Kgu, v) ∀u, v ∈ V
⇔ (g + tk)(Kgu, v) = (g + tk)(Kgu, v) ∀u, v ∈ V.
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5.2 The Bourguignon-Gauduchon connection
We write
Symr,s := {A ∈ Rn×n | Ir,sAT = AIr,s},
Asymr,s := {A ∈ Rn×n | Ir,sAT = −AIr,s}.
Recall that under the inclusion SOr,s ⊂ Rn×n we have
T1SOr,s = Asymr,s.
Let g ∈ Mr,sV and f ∈ B+g V . Since we have B+g V ⊂ B+V ⊂ Lin(Rn, V ), where
Lin(Rn, V ) denotes the linear maps Rn → V , it is natural to ask how TfB+g V looks
like as a subspace of Lin(Rn, V ). To that end we consider the inclusion
i : B+g V ↪→ Lin(Rn, V )
and show the following lemma.
Lemma 5.2.1.
(di)fTfB+g V = {h ∈ Lin(Rn, V ) | f−1 ◦ h ∈ Asymr,s}
Hence the tangent space of B+g V at f consists of those elements in Lin(Rn, V )
whose matrix relative to the basis f is in Asymr,s.
Remark 5.2.2. To keep the notation simple we don’t distinguish between linear
maps Rn → Rn and matrices (elements of Rn×n). We identify them via the
standard basis of Rn.
Proof of Lemma 5.2.1. We have an isomorphism
F : Lin(Rn, V )→ Rn×n,
f˜ 7→ f−1 ◦ f˜ ,
which restricts to an isomorphism F : B+g V → SOr,s. We also have the inclusion
j : SOr,s ↪→ Rn×n. We get the commutative diagram
TfB+g V
(di)f//
(dF )f

Lin(Rn, V )
F

T1SOr,s
(dj)1 // Rn×n
Hence,
(di)fTfB+g V = F−1
(
(dj)1T1SOr,s
)
= F−1Asymr,s
= {h ∈ Lin(Rn, V ) | f−1 ◦ h ∈ Asymr,s}.
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We set
T horf B+V := {h ∈ Lin(Rn, V ) | f−1 ◦ h ∈ Symr,s}.
Then we have that
TfB+V = Lin(Rn, V ) = TfB+g V ⊕ T horf B+V
and this defines a connection on pir,s, the so-called Bourguignon-Gauduchon con-
nection.
5.3. The curvature of B+V →Mr,sV 197
5.3 The curvature of B+V →Mr,sV
Definition 5.3.1 (Curvature of a fiber bundle). Let pi : E →M be a fiber bundle
with connection. ForX ∈ Γ(TM) we denote the horizontal lift ofX byX∗ ∈ Γ(E).
Let V E → E be the vertical tangent bundle of E. The curvature of E
Ω ∈ Γ(∧2 pi∗T ∗M ⊗ V E)
is defined by
Ω(X, Y ) := ΩX,Y := [X, Y ]∗ − [X∗, Y ∗]
for X, Y ∈ Γ(TM). (If e ∈ E, then Ω(X, Y )(e) ∈ T verte E.)
This definition can be found in e.g. [1, p. 21].
For the computation of the Lie bracket [., .] the following remark will be useful.
Remark 5.3.2. Let M be a manifold. Let X, Y ∈ Γ(TM) and p ∈ M . Define a
point c(s, t) ∈M as follows: first follow the integral curve of X with initial value
p for time t. From there follow the integral curve of Y for time s. From there
follow the integral curve of X backwards for time t. From there follow the integral
curve of Y backwards for time s. We reached a point in M which we call c(s, t).
It holds that
2[X, Y ]|p = d
2
dt2
∣∣∣∣∣
t=0
c(t, t),
c.f. [5, p. 162]. The chain rule yields
d2
dt2
∣∣∣∣∣
t=0
c(t, t) = d
2
dt2
∣∣∣∣∣
t=0
c(0, t) + 2 d
dt
∣∣∣∣∣
t=0
d
ds
∣∣∣∣∣
s=0
c(s, t) + d
2
ds2
∣∣∣∣∣
s=0
c(s, 0)
= 2 d
dt
∣∣∣∣∣
t=0
d
ds
∣∣∣∣∣
s=0
c(s, t)
hence,
[X, Y ]|p = d
dt
∣∣∣∣∣
t=0
d
ds
∣∣∣∣∣
s=0
c(s, t).
In the following we want to compute the curvature of pir,s w.r.t. the Bourguignon-
Gauduchon connection. To that end we choose
g0 ∈Mr,sV
and
k, k′ ∈ Tg0Mr,sV = Sym2V.
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We think of k and k′ as vector fields onMr,sV as follows. We have k ∈ Γ(TSym2V )
via
k : Sym2V → TSym2V,
x 7→ (x, k).
By restriction (and recalling thatMr,sV ⊂ Sym2V is open) we have k ∈ Γ(TMr,sV )
via
k : Mr,sV → TMr,sV =Mr,sV × Sym2V,
x 7→ (x, k).
Analogously for k′.
Lemma 5.3.3. The horizontal lift
k∗ : B+V → TB+V
of k is given by
k∗(f) = −12Kpi(f) ◦ f
for all f ∈ B+V . Let g ∈ Mr,sV . Then the integral curve of k∗ with initial value
f0 ∈ B+g V is given by
t 7→ (IdV + tKg)− 12f0
for |t| small, and for these t it holds that (IdV + tKg)− 12f0 ∈ B+g+tkV .
Proof. Let f ∈ B+V and pi(f) =: g. By definition we have
k∗(f) =
(
dpi|Thor
f
B+V
)−1
k(g).
Therefore we have to show
dpi|Thor
f
B+V
(
−12Kg ◦ f
)
= k(g). (5.3.1)
To make sure that the left hand side of this equation is well-defined we first show
Kg ◦ f ∈ T horf B+V. (5.3.2)
Note that f−1 ◦ Kg ◦ f ∈ Symr,sV if f−1 ◦ Kg ◦ f is self-adjoint w.r.t. er,s. The
latter follows from
er,s(f−1Kgf(v), w) = er,s(f−1Kgf(v), f−1f(w))
= g(Kgf(v), f(w))
= k(f(v), f(w))
= k(f(w), f(v))
= . . .
= er,s(f−1Kgf(w), v)
= er,s(v, f−1Kgf(w)),
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and we have shown (5.3.2). Before we show (5.3.1) and the statement about the
integral curves we have to fix some notation and give some definitions regarding
powers of endomorphisms.6
Given α ∈ C and g ∈Mr,sV we set
(IdV + tKg)α :=
∞∑
n=0
(
α
n
)
tnKng . (5.3.3)
We view the right hand side as the (limit of the) Banach space valued series of
functions
hn(t) :=
(
α
n
)
tnKng ∈ End(V )
where we turn End(V ) into a Banach space as follows: given any f˜ ∈ B+V , we
have an isomorphism I : End(V ) → Rn×n, I(x) := f˜−1 ◦ x ◦ f˜ . Choosing the
Frobenius norm on Rn×n and using I we turn End(V ) into a Banach space and
even into a Banach algebra. Then series on the right hand side of (5.3.3) converges
uniformly for |t| < ‖Kg‖−1 by using the (Banach space valued) WeierstrassM -test
and comparing the series to the binomial series
∞∑
n=0
(
α
n
)
xn = (1 + x)α
which converges (absolutely) for |x| < 1 and any α ∈ C.
In the following we will need that for any α, β ∈ C we have
(IdV + tKg)α(IdV + tKg)β = (IdV + tKg)α+β. (5.3.4)
This follows from Vandermonde’s identity ∑nk=0 (αk)( βn−k) = (α+βn ), α, β ∈ C,
n ∈ N.
We will also need to differentiate (5.3.3). To that end we formally differentiate
6We will be mainly interested in taking square roots of endomorphisms of the form IdV + tKg
for g ∈ Mr,sV . Let us assume that we are in the positive definite case, i.e., g ∈ Mn,0. Then Kg is
diagonalizable since it is self-adjoint w.r.t. g, and g is positive definite. Hence IdV +tKg is diagonalizable
and has positive eigenvalues for |t| small. Therefore we can take the square root of IdV + tKg. In the
general case g ∈ Mr,sV this argument no longer works and we have use a different approach, namely
power series.
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the right hand side of (5.3.3) w.r.t. t term by term and get
∞∑
n=1
(
α
n
)
ntn−1Kng =
( ∞∑
n=1
(
α
n
)
ntn−1Kn−1g
)
Kg
=
( ∞∑
n=0
(
α
n+ 1
)
(n+ 1)tnKng
)
Kg
= α
( ∞∑
n=0
(
α− 1
n
)
tnKng
)
Kg
= α(IdV + tKg)α−1Kg
where we used
(
α
n+1
)
= α
n+1
(
α−1
n
)
. Hence the series converges uniformly, the
differentiation is justified, and we have shown
d
dt
(IdV + tKg)α = α(IdV + tKg)α−1Kg. (5.3.5)
Now we show (5.3.1). To that end we consider the curve
c : (−ε, ε)→ B+V,
t 7→ (IdV + tKg)− 12f.
First we need to check that c is well-defined for small ε > 0, i.e., we need to verify
(IdV + tKg)−
1
2f ∈ B+V . Applying (5.3.4) for α = −12 , β = 12 and vice versa we
see that (IdV + tKg)−
1
2 is invertible with inverse (IdV + tKg)
1
2 . Since
det : End(V )→ R
is continuous and det(c(0)) = 1 > 0 we have that for |t| small it holds that
det(c(t)) > 0. Hence c is well-defined.
By (5.3.5) we have
c′(0) = −12Kg ◦ f.
Since all the Kng are self-adjoint w.r.t. g we have that (IdV + tKg)α is self-adjoint
w.r.t. g. Hence
(pi ◦ c)(t)(v, w) = er,s(c(t)−1v, c(t)−1w)
= er,s(f−1(IdV + tKg)
1
2v, f−1(IdV + tKg)
1
2w)
= g((IdV + tKg)
1
2v, (IdV + tKg)
1
2w)
= g((IdV + tKg)v, w)
= g(v, w) + tg(Kgv, w)
= g(v, w) + tk(v, w).
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In particular
(dpi)f (−12Kg ◦ f) = (dpi)fc
′(0) = d
dt
∣∣∣∣∣
t=0
(pi ◦ c)(t) = k = k(g)
and we have shown (5.3.1).
It remains to show the statement about the integral curves of k∗. To that end
we consider again
c(t) := (IdV + tKg)−
1
2f0
where f0 ∈ B+g V . We will need that
Kg ◦ (IdV + tKg)− 12 = (IdV + tKg)− 12 ◦Kg
which follows follows from (5.3.5). Combining this with Lemma 5.1.2 yields
k∗(c(t)) = −12K(pi◦c)(t) ◦ c(t)
= −12Kg+tk ◦ (IdV + tKg)
− 12 ◦ f0
= −12(IdV + tKg)
−1 ◦Kg ◦ (IdV + tKg)− 12 ◦ f0
= −12(IdV + tKg)
−1 ◦ (IdV + tKg)− 12 ◦Kg ◦ f0
= −12(IdV + tKg)
− 32 ◦Kg ◦ f0
= c′(t).
This finishes the proof of the lemma.
Theorem 5.3.4. Let g ∈ Mr,sV , f ∈ B+g V , and k, k′ ∈ TgMr,sV = Sym2(V ).
Then it holds that
Ωk,k′(f) = −14[Kg, K
′
g] ◦ f
where [., .] denotes the commutator of endomorphisms.
Note that since Kg and K ′g are self-adjoint w.r.t. g, we get
er,s(f−1[Kg, K ′g]fv, w) = −er,s(v, f−1[Kg, K ′g]fw),
hence f−1[Kg, K ′g]f ∈ ASymr,s and Lemma 5.2.1 yields that −14 [Kg0 , K ′g0 ]f lies
indeed in the vertical tangent space TfB+g V .
Proof of Theorem 5.3.4. We view k and k′ as vector fields ofMr,sV as before. In
particular the Lie bracket of k and k′ vanishes, [k, k′] = 0. Hence
Ωk,k′(f) = −[k∗, (k′)∗]|f .
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As described above, the Lie bracket of the horizontal Lifts is given by
[k∗, (k′)∗]|f = d
dt
∣∣∣∣∣
t=0
d
ds
∣∣∣∣∣
s=0
c(s, t)
where, due to Lemma 5.3.3, c(s, t) is given by
c(s, t) =(IdV − sK ′g+sk′)−
1
2 ◦ (IdV − tKg+tk+sk′)− 12 ◦ (IdV + sK ′g+tk)−
1
2◦
(IdV + tKg)−
1
2 ◦ f.
We set
Ds := (IdV − sK ′g+sk′)−
1
2 ,
Cs,t := (IdV − tKg+tk+sk′)− 12 ,
Bs,t := (IdV + sK ′g+tk)−
1
2 ,
At := (IdV + tKg)−
1
2 ,
so that c(s, t) = Ds(Cs,t(Bs,t(At(f)))) and
d
ds
∣∣∣∣∣
s=0
c(s, t) = d
ds
∣∣∣∣∣
s=0
Ds(C0,t(B0,t(At(f))))
+ d
ds
∣∣∣∣∣
s=0
D0(Cs,t(B0,t(At(f))))
+ d
ds
∣∣∣∣∣
s=0
D0(C0,t(Bs,t(At(f))))
=: X(t) + Y (t) + Z(t).
Using (5.3.5) we have
X(t) = 12K
′
g(IdV − tKg+tk)−
1
2 (IdV + tKg)−
1
2f,
Y (t) = d
ds
∣∣∣∣∣
s=0
(IdV − tKg+tk+sk′)− 12 (IdV + tKg)− 12f,
Z(t) = −12(IdV − tKg+tk)
− 12K ′g+tk(IdV + tKg)−
1
2f.
Moreover,
d
dt
∣∣∣∣∣
t=0
X(t) = 0.
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Using Lemma 5.1.2 we further get
d
dt
∣∣∣∣∣
t=0
Z(t) = −12
(
d
dt
∣∣∣∣∣
t=0
(IdV − tKg+tk)− 12K ′gf
+ d
dt
∣∣∣∣∣
t=0
K ′g+tkf +
d
dt
∣∣∣∣∣
t=0
K ′g(IdV + tKg)−
1
2f
)
= −12
(
d
dt
∣∣∣∣∣
t=0
(IdV − tKg+tk)− 12K ′gf
+ d
dt
∣∣∣∣∣
t=0
(IdV + tKg)−1K ′gf
+ d
dt
∣∣∣∣∣
t=0
K ′g(IdV + tKg)−
1
2f
)
= −12
(
0 + 12KgK
′
gf −KgK ′gf −
1
2K
′
gKgf
)
= 14KgK
′
gf +
1
4K
′
gKgf.
For Y (t) we calculate
d
dt
∣∣∣∣∣
t=0
Y (t) = d
dt
∣∣∣∣∣
t=0
d
ds
∣∣∣∣∣
s=0
(IdV − tKg+tk+sk′)− 12 (IdV + tKg)− 12f
= d
ds
∣∣∣∣∣
s=0
d
dt
∣∣∣∣∣
t=0
(IdV − tKg+tk+sk′)− 12 (IdV + tKg)− 12f
= d
ds
∣∣∣∣∣
s=0
(
1
2Kg+sk
′f + 0− 12Kgf
)
= 12
d
ds
∣∣∣∣∣
s=0
Kg+sk′f
= 12
d
ds
∣∣∣∣∣
s=0
(IdV + sK ′g)−1Kgf
= −12K
′
gKgf.
(We could also calculate d
dt
|t=0Y (t) by using Lemma 5.1.2 instead of Schwarz’s
theorem, but then the calculation gets considerably longer.) Putting everything
together we get
Ωk,k′(f) = −(0− 12K
′
gKgf +
1
4KgK
′
gf +
1
4K
′
gKgf) = −
1
4[Kg, K
′
g] ◦ f.
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