Given the difficulty of evaluating multiple integrals, the reader may be wondering if it is possible to simplify those integrals using a suitable substitution for the variables. The answer is yes, though it is a bit more complicated than the substitution method which you learned in single-variable calculus.
\mapsto x^2 −1\) is strictly increasing (and maps \([1,2] then performing the substitution as we did earlier gives \[ \begin{align} \int_1^2 f(x)\,dx &= \int_1^2 x^3 \sqrt{x^2-1}\,dx \\ \nonumber &=\int_0^3 \dfrac{1}{2}(u+1)\sqrt{u}\,du,\text {which can be written as} \\ \nonumber &=\int_0^3 (u+1)^{3/2}\sqrt{u}\cdot \dfrac{1}{2}(u+1)^{-1/2}\,du, \text{ which means} \\ \nonumber \int_1^2 f(x)\,dx &= \int_{g^{- 
This is called the change of variable formula for integrals of single-variable functions, and it is what you were implicitly using when doing integration by substitution. This formula turns out to be a special case of a more general formula which can be used to evaluate multiple integrals. We will state the formulas for double and triple integrals involving real-valued functions of two and three variables, respectively. We will assume that all the functions involved are continuously differentiable and that the regions and solids involved all have "reasonable" boundaries. The proof of the following theorem is beyond the scope of the 
We use is never 0 in \(S'\), then
.18} is called the Jacobian of \(x \text{ and }y \text{ with respect to }u \text{ and }v\), and is sometimes written as First, note that evaluating this double integral without using substitution is probably impossible, at least in a closed form. By looking at the numerator and denominator of the exponent of \(e\), we will try the substitution \(u = x − y \text{ and }v = x + y\). To use the change of variables Formula \ref{Eq3.19}, we need to write both \(x \text{ and }y\) in terms of \(u \text{ and }v\). So solving for \(x \text{ and }y\) gives \(x = \dfrac{1}{2} (u + v) \text{ and }y = \dfrac{1}{ 2} (v − u)\). In Figure  \ (\PageIndex{1}\) below, we see how the mapping \(x = x(u,v) = \dfrac{1}{ 2} (u+v), y = y(u,v) = \dfrac{1}{ 2} (v− u)\) maps the region \(R′\) onto \(R\) in a one-to-one manner.
Figure \(\PageIndex{1}\): The regions \(R \text{ and }R\)
Now we see that \[\nonumber \begin{align} V&=\iiint\limits_S 1dV = \int_0^{2\pi}\int_0^{\pi}\int_0^a 1ρ^2 \sin{φ}dρ\, dφ\,dθ \\ \nonumber &= \int_0^{2\pi}\int_0^{\pi} \left ( \dfrac{ρ^ 3}{3}\big |_{ρ=0}^{ρ=a} \right ) \sin{φ}dφ\,dθ = \int_0^{2\ pi}\int_0^{\pi}\dfrac{a^3}{3}\sin{φ}dφ\,dθ \\ \nonumber &=\int_0^{2\pi} \left (-\dfrac{a^3}{3}\cos{φ}\big |_{φ=0}^{ φ=π} \right )dθ = \int_0^{2\pi} \dfrac{2a^3}{3}dθ = \dfrac{4\pi a^3}{3}\end{align}\]
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