We show how the newly developed method of Periodic Unfolding on Riemannian manifolds can be applied to PDE problems: We consider the homogenization of an elliptic model problem. In the limit, we obtain a generalization of the well-known limit-and cell-problem. By constructing an equivalence relation of atlases, one can show the invariance of the limit problem with respect to this equivalence relation. This implies e.g. that the homogenization limit is independent of change of coordinates or scalings of the reference cell.
Introduction
This paper deals with applications of Periodic Unfolding on Riemannian manifolds. The method has been developed in [12] and [13] to allow for periodic homogenization of problems posed on "nonflat" objects like surfaces or spherical zones (as opposed to "flat" domains in R n ). Prospective applications come from the field of catalysis: For example in the design and operation of heterogeneous catalysts for the depollution of automotive exhaust gases, the surface structure and -composition plays an important role for the effectiveness of the catalytic process, see e.g. [19] for such findings or [20] for an overview of the field. However, since the chemical activity takes place at the nonflat boundary of these microscopic porous particles, one needs methods to derive effective descriptions of these materials, for example for the implementation of efficient numerical simulations.
The field of (mathematical) homogenization emerged around the 1970's, see Bensoussan, Lions, and Papanicolao [6] as well as Sanchez-Palencia [17] . In general, one considers a family of operators L ε for a scale parameter ε > 0, and tries to find a limit u 0 of the sequence u ε and an operator L 0 for ε → 0, such that the solutions of the operator equation L ε u ε = 0 converge to u 0 and fulfill L 0 u 0 = 0 (in some specified sense). This problem is then considered to be an "effective" or approximate description of the original problem for small ε.
Several methods have been devised to study such processes effectively in the case that L ε is a family of partial differential operators (without claiming to be exhaustive): Starting from the heuristic method of asymptotic expansion, Tartar developed the method of oscillating test functions 2 Periodic Unfolding on Manifolds
Notation
Let M ⊂ R m be a smooth compact oriented Riemannian manifold (in the sense of Schwarz [18] ) with dim(M ) = n; n, m ∈ N. We allow M to be with or without boundary. The tangent space T x M at x ∈ M gives rise to the tangent bundle T M . Let there be given a smooth Riemannian metric g M ∈ Γ(T * M ⊗ T * M ), i.e. a smooth section of the product of the cotangent bundle T * M . For x ∈ M , g M (x) defines a scalar product on the tangent space T x M . Moreover, we consider a finite atlas A = {(U α , φ α ); α ∈ I} with index set I. (Note that we do not consider equivalence classes of atlases here, but we always refer to a fixed one.) The corresponding partition of unity subordinate to {U α ; α ∈ I} is denoted by {π α ; α ∈ I}. A chart φ α = (x 1 , . . . , x n ) : U α → R n induces a set of tangent vectors, the local basis vectors ∂ ∂x i , i = 1, . . . , n. They allow a representation of g M in local coordinates as g M = n i,j=1 g ij dx i ⊗ dx j , where g ij = g M ( ∂ ∂x i , ∂ ∂x j ). By defining the matrix G = [g ij ] i,j=1,...,n , the volume form on M is given by dvol M := | det G| dx 1 ∧ · · · ∧ dx n . Similarly, φ α also induces pushforward and pullback operators (designated as (φ α ) * and (φ α ) * = (φ −1 α ) * , resp.) for functions, forms and vector fields. E.g. for a function f : U α → R, one has φ α f = f • φ −1 α . Details concerning these notions and Riemannian manifolds can be found in [1] 1) n the reference cell in R n , endowed with the topology of the torus. We remind the reader of the following well-known notation in the field of unfolding: For x ∈ R n , the representation x = ε x ε + ε x ε holds, where for z ∈ R n the quantity [z] = (b 1 , . . . , b n ) ∈ Z n is the unique vector such that {z} := z − [z] ∈ Y . For a function f : R n −→ R, the unfolded function
In the sequel, we recall the basic notions from [13] .
Unfolding Operators and Integral Identities
Definition 2.1. We say that an object is ε A -periodic, if it is Y -periodic in R n after transformation with a chart φ from a designated atlas A .
For example, if we take a smooth εY -periodic function f : Y −→ R and a φ α ∈ A , theñ
One can also think of M itself being ε α -periodic, if we image M to represent a material body whose properties (for example heat conductivity etc.) vary in an ε A -periodic way. We need the following compatibility condition: Definition 2.2 (UC-criterion). The atlas A is said to be compatible with unfolding (UC) if for all α, β ∈ I with U α ∩ U β = ∅ and for all ε there exists a k(ε) ∈ Z n such that
, where e i denotes the i-th unit vector in R n .
This definition implies that it is a necessary condition for M to be parallelizable. Examples for manifolds which fulfill this criterion include the unit sphere in R 2 and a spherical segment in R 3 . We can now define unfolding operators locally: Definition 2.3. Choose a chart φ ∈ A with corresponding domain U ⊂ M .
For a function
With the help of the partition of unity, we construct a global operator as follows:
Definition 2.4. The global unfolding operator T ε A with respect to the atlas A is defined as
Equivalent definitions can be found in the references cited above. The next result shows that the unfolding operators are well defined on sets where two charts overlap, giving the well-definedness of T ε A on M : Proposition 2.5. Let φ α and φ β be two charts of an UC-atlas A with
For the unfolding of integrals, we use the following notation:
is said to fulfill the unfolding criterion on manifolds (UCM) if there exists a function r : R + −→ R such that r(ε) −→ 0 as ε → 0 and
We write in this
In [13] it is shown that the following functions f and sequences (f ε ) fulfill the (UCM)-criterion:
3. Since the functions are defined on a compact manifold, the same holds true if we replace
are linear and continuous with operator norm less than
p , where δ > 0 is arbitrary, ε ≤ ε 0 (δ) and C Y denotes a constant depending on the coefficients of g M .
Unfolding of Gradients
Since gradients are vector fields strongly connected to the Riemannian metric, we need the following
We need three different gradient operators, which we denote by
Y , resp. (we will use the same notation for the corresponding divergence operators):
• ∇ M denotes the gradient on M with respect to the metric g M .
• For fixed x ∈ M and ε > 0, ∇ • Finally, for fixed x ∈ M the operator ∇ Y is defined to be the gradient on Y with respect to the parameter-dependent metric g 
Proposition 2.10. Let f : M −→ R n be a differentiable function, and let F ∈ X(M ) be a differentiable vector field. Then the identities
Compactness Results for Gradients
One has the following compactness result for gradients:
By abuse of notation we use ∇
Definition 2.12.
1. For a vector field F ∈ X(M ) we define a transport operator (·) Y with
Analogously, we construct a transport operator which maps vector fields on Y to vector fields on M : For a vector field G ∈ X(Y ) we define a transport operator (·) M with
One easily shows that for vector fields
Application to an Elliptic Model Problem
ε is well-defined. D ε might be interpreted as heat conductivity or diffusivity of M for fixed ε > 0. Let c ≥ 0 be a constant and let f ∈ L 2 (M ) be a source term. We are considering the problem:
The weak formulation of this problem reads
Formally, the weak formulation is obtained by multiplication of equation (1a) with a test function ϕ and subsequent integration by parts, taking into account the boundary condition (1b). Existence of a solution for fixed ε > 0 is obtained easily by using the Lax-Milgram lemma.
We are going to show the following theorem:
where the linear operator B is constructed with the help of the following parameter-dependent cell problem: For fixed x ∈ M and i = 1, . . . , n, find
∂wi ∂y j (x, y), and the linear operator B as
Moreover, the corresponding tensorB with lowered index, i.e.B ki := j g kj B j i is symmetric and positive definite.
For the special case of M being a domain in R n and g being the Euclidean metric g ij = δ ij , one obtains the operators div M = div (the usual divergence) and div
= div y (the divergence taken with respect to the second variable) as well as ∇ M = ∇ (the usual gradient) and ∇
= ∇ y (the gradient taken with respect to the second variable). Keeping in mind the indentification ∂ ∂y i = e i (the i-th unit vecor), one sees that the theorem above generalizes the well-known homogenization results for a strongly elliptic equation, see e.g. [10] .
A-priori Estimates and Limits
Using u ε as a test function in the weak formulation, one shows that the estimate u ε H 1 (M) ≤ C holds with a constant C > 0 independent of ε.
Theorem 2.11 and the usual compactness results and embeddings (see e.g. [14] ) now show that there exits a u ∈ H 1 (M ) and aû ∈ L 2 (M ; H 1 # (Y )) such that along a subsequence
Due to the compactness of the trace map
The Two-Scale Limit Problem
In order to derive the limit problem, we choose two test functions
We need the following auxiliary result:
Lemma 3.2. We have
Proof. By the very definition of pullback and pushforward, we obtain for
Next, we have due to the unfolding rules for gradients (see Proposition 2.10)
For the first term on the right hand side we obtain for x ∈ U α the convergence
For the second term, we have as above
where ∂ϕ2 ∂y i has to be understood as derivative with respect to the second variable. Since
(due to the continuity of φ α ), we obtain by using the continuity of
The last assertion follows along the same lines by using the boundedness of ϕ 2 as well as (5).
We choose ϕ = ϕ ε as a test function in the weak formulation (2) . Since all the terms appearing under the integrals in (2) are bounded in L 1 (M ) independent of ε, these terms satisfy the UCMcriterion, and we can unfold the integral identity with respect to ≃. We obtain the expression
with r(ε) → 0 as ε → 0. Taking the limit on both sides, keeping in mind the convergences (4), one obtains the two-scale formulation of the limit problem
By density of test functions, this holds for all (
. The strong formulation of this problem is given in Theorem 3.1.
Proof of Theorem 3.1
Step 1 The cell problem: We start with the weak formulation (6): Choosing ϕ 1 = 0, one obtains
Y ϕ 2 dy dvol M = 0. Upon integration by parts, this yields
the strong form of which is given by:
To "factor out" the term (∇ M u) Y , we construct a solution of the cell problem for i = 1, . . . , n, given by: Find a solution
The weak formulation of this problem
is well defined in the indicated function space and thus has a solution w i (x), which is unique up to constants. Defineû(x, y) = i w i (x, y)(∇ M u(x))
i . The following calculation shows that thisû is a solution of (7): The periodicity in the variable y is obvious, and we have
Step 2 The homogenized problem: We now choose ϕ 2 = 0 in (6) to obtain
Insertingû and using the remarks following the definition of the transport operators, this is equivalent to
Upon an integration by parts, we obtain the following strong form:
It remains to characterize the expression
Written component-wise, we obtain
Another expression for K is given by
∂wi(x,y) ∂y j corresponds to a linear map in tensorial notation. We set
Integrating over Y , we get the expression B∇ M u as stated in the theorem. Note however that at this point we do not know whether B is a tensor, i.e. invariant under coordinate changes. This is due to the fact that the lower index i stems from an index number (of the function w i ) and not from a tensorial expression itself. On the other hand, the upper index k stems from a tensorial expression and thus B is contravariant in this index. We overcome this difficulty with the result of step 3: There it is shown that the expressionB = [B ki ], corresponding to B with a lowered index k, is symmetric. Since B is contravariant in k,B is covariant in k and thus, due to the symmetry, also in i. Therefore B has to be covariant in i as well, and B is finally a well-defined mixed tensor corresponding to a linear map acting on vector fields.
Step 3 Properties of the homogenized linear operator: DefineB ki = j g kj B j i . In order to show thatB is symmetric, we start with the weak formulation of the cell problem (9) for i = α, where we use ϕ = w β as a test function (α, β ∈ {1, . . . , n}),
y w β dy.
In component notation, this reads
Now we havẽ
Adding the expression (10), we get
We easily see thatB βα =B αβ . Since α, β ∈ {1, . . . , n} is arbitrary,B is symmetric. Next, we show thatB is positive: To this end, let V be a vector field on M . Then
since D is positive and the g ij 's are the coefficients of a Riemannian metric. Here
We now show thatB is definite. Let V again be a vector field on M and assume that V = 0. Let α,βB αβ V α V β = 0. Keeping in mind the definition ofB, the index-free version of the second line of the previous considerations (11) reads as
The assumption α,βB αβ V α V β = 0 is equivalent to g M ((Id + A)V, (Id + A)V ) = 0 due to the positivity of D. Using the transport operator, this is equivalent to g 
Consider for i = 1, . . . , n the auxiliary functions
Note that η i corresponds to the function y → y i in the corresponding proof from homogenization in R n , and ∂ ∂y i corresponds to the unit vector e i . With the help of this auxiliary function η i , we obtain
since V i depends only on x ∈ M and not on y ∈ Y . Therefore i (η i − w i )V i = const., with a constant depending on x but not on y. This amounts to say that
Since V = 0, there exists a x ∈ M with V (x) = 0. Then (using matrix notation)
. . .
is not equal to 0 as well and thus
for some choice of y. Especially, this expression is not Y -periodic in y. However, the right hand side of (12) is periodic in y. Thus we have reached a contradiction. This shows that α,βB αβ V α V β = 0 implies V = 0 and finishes the proof of the theorem.
Why is the matrixB so important? This is due to the fact that it appears naturally in the weak formulation of the homogenized problem: Upon multiplication with a test function ϕ ∈ H 1 0 (M ) and integration by parts, problem (3) reads as
The first term can now be written in component notation as
Due to the properties ofB, g B is a symmetric and coercive bilinear form on M , and the lemma of Lax-Milgram can be applied to the weak formulation (13) above to obtain the existence and uniqueness of a solution u.
As a corollary to the fact that the solution of the homogenized problem is unique, we note:
The convergence in Theorem 3.1 holds for the whole sequence u ε (and not only for a subsequence).
With the help of the implicit function theorem for Banach spaces, one shows that the cell problem is smooth with respect to the parameter: 
Here Ω k l (M, X) denotes the space of k-times continuously differentiable l-forms in M with values in the Banach space X, see [7] .
Equivalent Atlases
In this section we construct an equivalence relation between certain UC-atlases for M and show that all equivalent atlases lead to the same limit problem (3) in Theorem 3.1. To this end, let Y and Z be two rectangular subsets of R n (not necessarily restricted to [0, 1) n ), representing two reference cells. We assume both cells to be equipped with the chart Id and denote the local basis vectors by −1 is the restriction of some linear mapF : R n −→ R n to V 1 α . Lemma 4.6 shows that this mapF is unique across different charts, thus it is not restrictive to assume the existence of one linear map F :
To give a simple example how these assumptions apply, consider the following situation: Let Ω ⊂ R 2 be a domain. We equip Ω with two different atlases, each consisting of one chart: A 1 := {Id : Ω −→ Ω} as well as A 2 := {Sk : Ω −→ Sk(Ω)}, where the map Sk is given by
As reference cells, we use 
2 ). Here
Results
The main result of this section is the following Theorem 4.2. Under the Assumptions 4.1, the limit problem (3) is independent of the atlas A i , i = 1, 2.
The class of atlases satisfying the assumptions given above constitutes an equivalence relation, as one can verify directly: 
Proof of Theorem 4.2
We begin with showing the asserted uniqueness of the transformation F and collect further results needed for subsequent derivations: 
Thus the linear mapF is unique for all index pairs.
Proof. Due to the UC-criterion, there exists K,K ∈ R n such that φ
, where D denotes the total derivative. By the chain rule, we obtain
This implies the asserted equality and the uniqueness of the linear mapF .
If we interpret (1) as a stationary heat equation, then D stands for a material property -in this case the heat conductivity of the underlying material. The next lemma shows that the description of these material properties is independent of the atlas: 
ε ), which finishes the proof.
The following lemma describes the transformation behaviour of the cell problems, which will later imply the main result: 
Z = i,j g ij (x) dz i ⊗ dz j and assume that there exists a λ > 0 such that both metrics are related by λg
Then it holds λφ * w
Proof. Keep the relations div
Y in mind, which hold due to the asserted relation between the metrics on Y and Z, see e.g. [4] . Application of φ * to equation (14a) yields
Since the solution of (15) (with H = φ * Q) is unique, we obtain λφ * w
Z to both sides of this identity finally gives
An analogous argument as in the proof above shows that for α, β ∈ R and
In the sequel, we will use the index notation of coordinate transformations in differential geometry (see e.g. [21] ): Let φ −1 being a coordinate transformation for M and for Y without using a specific notation.
Z . Proof. By the usual transformation rules for tensor fields, the Riemannian metric g on M has the two local representations
where the coefficients are related via the identityg lk = i,j g ij
By the construction of the induced metric on the reference cell, we obtain the metrics
Let X ∈ T Z be a vector field in Z, with local representation X = i X i ∂ ∂z i . By the transformation rules for vector fields, the local representation of
∂ ∂y i . We obtain for this X and a similar vector field
This shows that F * g
Z . Proof of the Theorem: Taking a look at the proof of Theorem 3.1 (and especially step 2), we have to show that the expression
Y w i ) M ] dy has an "appropriate" transformation behaviour. Put in the framework used in this section, we have to compare the terms (see the expression K in the proof mentioned above)
Note that here (∇ M u) i in both formulas does not signify the same mathematical expression! In the first formula, (∇ M u)
i denotes the i-th component with respect to the local basis Step 2 Transformation of the integrals: Keeping in mind F * D Y = D Z , F * (dy 1 . . . dy n ) = | det(F −1 )|dz 1 . . . dz n and the formulas derived in step 1, we can apply the pushforward F * to the integral |Z| by the transformation rule for integrals, we finally get that the last term is equal to 1
which is (written with respect to the local basis ∂ ∂x k ) nothing else but
Thus we see that the expression constituting the homogenised problem is invariant under a change of the atlas which satisfies Assumptions 4.1.
