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INTRODUÇÃO 
A presente dissertação é o desenvol 
vimento do artigo de Alencar, Aron e Dineen ([1]), onde 
eles encontram um espaço reflexivo de funções holomorfas 
munido com a topologia portadora de Nachbin. 
O domínio de tais funções holomorfas 
será qualquer aberto equilibrado de um espaço de· Tsirel' son 
e o capítulo I trata do desenvolvimento de tais espaços 
e suas propriedades, bem como, de seu dual; sendo basea 
do no artigo de Tsirel'son ([20]). 
O capítulo II trata de espaços de po 
linômios e prod,lJ.;:t:~s tens_oriais topológico~. sendo baseado 
nos livros de Greub ([5]:},,- -Grothendieck- H6J), Schaefer 
' # ' ~ •. - ·-· • " < ~- - ' • ·~ 
([18]) e na tese de Ryan ([17]); e serve como prepara 
çao ao capítulo I I I onde, baseados na tE1s.~_:· ~.:,~an ( [ 1 7 ] ) 
enunciamos cox:dições ne~es_sári,.as .e S\lf_~Qe.Iltes para a re 
flexividade de um espaço de polinômios n-homogêneos con 
tínuos; e depois baseados no artigo de ~lencar, Aron e 
Dineen ( [ 1] ) moJ?~tr~mos. que o. e~pa9o df: polinômios com do 
mínio num espaço de Tsirel' son satisfaz a estas condições. 
No capítulo IV estudamos decomposi 
çoes de Schauder e suas relações com semi-reflexividade 
baseados no artigo de Cook ([2]); e este capítulo serve 
como preparaçao ao capítulo V onde estudamos condições 
' ' 
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suficientes para a reflexividade de um espaço de funções 
holomorfas com a topologia de Nachbin e mostramos que o 
espaço das funções definidas e holomorfas num espaço de 
Tsirel'son satisfaz a estas condições. No capitulo V 
nós nos baseamos no artigo ( [ 31 ) e 1 i vro ( [ 4 1 ) de Dineen. 
t ,', < 
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CAP1TULO I 
Espaços de TsireZ'son. 
Definição 1-1 
Um espaço normado E é dito finitamente universal se e 
xiste C>1 tal que para cada espaço normado G de dimen 
são finita existe um subespaço FCX da mesma dimensão e 
um operador linear inversível T : G+F tal que: 
I I TI I . li T- 1 11 < c 
Lema 1-2 
Suponhamos que exista C>1 tal que para cada N E N exis 
te um subespaço !o'CE de dimensão N e um operador linear 
inversível T:l00N +F, tal que I ITI 1. I IT- 1 11 <C. Então 
E é finitamente universal. Como conseqllência o espaço 
l é finitamente universal. 
00 
Prova 
De fato, se G é um espaço normado de dimensão finita, en 
tão como S(0,1)CG 1 é totalmente limitada (pois é compac 
ta} conseguimos N funcionais lineares g , ... ,gn E S (O, 1 )ta 
is que: 
N S(0,1) C U B(g.,1/2). 
. 1 .<... 1= 
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Se xe:G existe um funcional g e: S(0,1) 
tal que g(x) = llxll. Logo existe .i com 1~.i~N, tal que 
llg-g.<.ll<1/2, o que implica: jg·<x>l < jg.<.<x>l + llxii/2.-
As sim I I X li < ·.I 9 i (X ) I + I I X li I 2 -+ I I X li < 21 g .<. ( X) t • 
Então definindo u : G+l~ por: 
ux = (g 1 (X), ••• ,gttx), temos 
para todo xe:G, donde I lul 1~1 
N que existem C>1 , e T:i~ + F 
que: lluxll ~~li X li ~211 ux li~ 
e li U-
1 
li ~-2. Assim supondo 
com IITII • .IIT-~11 <C, segue 
que existe 2C>1 e ToU :G < ToU (G) cx:m: li ToUII.II (ToU)-111 <2C. 
Lema 1-3 
.. ·; 
Se E é finitamente universal e f:E+F é um isomorfismo 
topológico, então F também é finitamente universal. 
Prova: 
-··Dado G. de· dimensão finita existe T:G+E com llrJI-II'r-1ll<c. 
· 'Assim foT::.G-+F- · 
Definição 1-4 
Um espàço vetorial normado é uniformemente convexo se da 
do e: > O existe õ > O tal que llxll = IIYII=l e llx-yll>8+11x+YII<2-õ. 
Exemplos: os espaços l1 e l~ nao sao uniformemente 
convexos pois para o l1 tomemos x=e1, Y=e2 e para o 
Os espaços l , p 1<p<~ 
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sao uniformemente convexos ([10], §26, 7 (12)). 
Lema 1-5 
Um espaço normado é uniformemente convexo se, e só se, d~ 
do e:>O existe ô>O, tal que: llxll~1, IIYII$1 e llx-yll>e: + 
li X+YII <2-ô 
Pr>ova: 
Seja E um espaço uniformemente convexo. Então dado e:>O 
existe e>O tal que llxli=IIYII=1 e·llx-yjj>e:/2+1lx+yll<2-e. 
Sejam agora x e y E E com llxll ~ 1, 
1·1 Y li $ 1 e li x-y li > E: 
1. Se llxll < 1- E/4 ou IIYII < 1- e:/4, então 
li X+YII < 2 - E/4. 
2. Se I lxll < 1- e/4 ou I IYI I < 1- e/4, então 
li x+ y li < 2 - e 14 • 
3. Se llxll e IIYII ~ 1- e:/4 e .1 ~ e/4; então 
llx-xll $· S/4 e IIY~:YII $ e/4, onde x = x/llxll e 
Y = y/j IYI I· Segue que I lx+yj I $ I lx+:YI I + e;2. 
Por outro lado I lx-xll $ E/4 e I I:Y-YI I ~ E/4, donde -
llx-:YI I > I lx-yjj - E/2 > E/2L Assim I lx+:YI I < 2- e e 
segue que I lx+yl I < 2 - 8/2. 
Então basta tomar ô = min{E/4,E/4}. 
Pr>oposição 1-6 
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Um espaço uniformemente convexo nao pode ser finitamente 
universal. 
Prova 
Suponhamos que E 'é finitamente universal com urna constan 
te: c e é também uniforrnérnente convexo. Existe a e: (O, 1) 
tal que llxlJ ~ 1, IIYII ~ 1 e. II (x-y)/211 > 1/C + 
li <x+y)/211 < a. 
Dado um operador inverslvel T:!N-+FCE; 
co 
mostraremos que IITII-IIT- 1 11 > rnin(C,e 2-N) (isto nos le 
vará a urna contradição se escolhermos N suficientemente 
grande e T tal que IITI 1-IIT- 11 I<C). Para N = 1 ternos 
·prova ·de indução • 
Para outros valores de N usaremos a 
Suponhamos que T: !N -+- F C E á inversi 
co 
oN-1 
·vel. Assumamos que <L está imerso em !N de modo na 
co co 
· 'tural e consideremos- a- restrição U -de- T--a-·-:e~·:J. assim ~·: é -
CO I 
suficiente rnost~ar que li uJI ~a li T li (pois ternos que 
IIT1 f,. f IT-.111 >e-111 ulf.Jfu-1 f I >a-1rnin<c,a3-N) ~ <c;a2-N>, pela 
hipótese de indução)., Isto é fácil de se fazer pois se 
Z e: !N-1 e li Z li ~ 1 
co 
podemos escrever Z =(x+y)/2 com 
x,y e:!=, IJxll = IIYII = li {x-y) /2JJ = 1 (basta fazer x = Z+~, 
Y = z-e.N, 
onde e.N é o n-ésirno vetor da base canônica 
d DN). A . t e <Lco ss1rn · ernos que: 
U{Z) a+b T(x) 
:.llTfl = 2 onde a= IITII 
Como I jaJ 1~1, I Jbll~1 · se por absurdo 
T(y) . 
b = IITII 
llu<z>IJ >a IITII 
te~mos li (a+}:))/2JI > a donde li {a-b)/211 < 1/C, e as 
.:.-, :: ' - ~ .. 
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li T (x-:t:} li < 1 -+ li x-x li li li 1 c 1 1 sim: 211 T Tl c T < 2 < T • c < li r 1 li ·c = llrr-111 
Logo IIT-111-IIT< x;_x >li < 1 -+ IIT-1oT< x;_x >I _I< 1 
-+li (x-y)/211 < 1, que é uma contradição e completa a pro 
va. 
Serã·conveniente falar dos elementos 
do espaço .f..
00 
(e de outros espaços de. seqüências) como 
funções definidas em N. O operador de multiplicação pon 
tual pela função caracteristica 1[n+ 1 ;~ 
por Pn • 
será denotado 
. Definição 1-7 
Uma coleção (x1 , •.• ,~) de elementos do espaço R..oo tem 
suporte disjunto crescente se.para i,j arbitrários sa 
tisfazendo 1Si<jSN e supp x. f.~, supp x. f.~, temos que 
1 J . 
supsupp xi < minsupp xj , onde: supp x ::. {nEN : x (n) f.O}. 
~ claro que nesse caso os X. 
1 
suporte finito exceto, talvez, o último não nulo. 
Existem i e n tais que x. = P (x1+ ••• +x ). 1 n n 
Definição 1-8 
têm 
Um subconjunto A C .f.. 00 tem a propriedade 1 (respectivanente 
2,3,4,4a) se satisfaz à condição correspondente: 
1. Cada vetor e .EA (e. (n) =1 se n=j e O se nf.j). J J 
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2. Para todos xEA e yEl~ com IYI ~ lxl tem-se yEA (omó 
dulo e a desigualdade são tomados pontualmente). 
3. Se (x1 , ••• ,~) é uma coleção de elementos de A (de 
ordem arbitrária N) com suporte disjunto crescente, en-
tão: 
4. Para todo x E A existe n E N, tal que: 
2P (x} E A 
n 
4.a. Para todos x E A e q E N existe n E N, tal que 
2qP (x) E A. 
n 
Lema 1-9 
Se A tem a propriedade 1 (respectivamente 2) então a en 
voltória convexa fechada de também tem a propriedade 1 
(respectivamente 2) • 
~l'OVa 
Para a propriedade 1 o lema é óbvio. Sejam então y E l~ 
ex= I:\xi com O ~ Ài ~ 1, xi E A, I:Ài = 1 e IYI ~ lxl. 
Logo IYI ~ I:À. lx. I e assim existe a E [0,1], tal que 
~ ~ 
IYI = I:À <alxir). Mas como y = IYlsigny (a função sign, 
i 
o módulo e o produto são tomados pontualmente) segue que 
y = I:Ài{alxilsigny) onde alxilsigny E A pela propriedade 
-13-
2 e assim temos que y EM (a envoltória convexa de A). 
Agora se x EM e IYI ~ lxl temos jyj = ~lxl com aE[O,l]. 
Logo, y = alxlsigny. Seja (xÀ)ÀEI' ·rede em A com xÀ + 
x. Temos que alxÀjsigny E A (pela propriedade 2) e ain 
da asignyjxÀI + y (para a topologia pontual é óvio, para 
o da norma basta ver que I lasignylxÀI - asignyjxj I I ~ 
I lasignyj I -I lxÀ- xj j; e para a topologia fraca basta 
ver que os fechos fraco e da norma de um convexo coinci 
dem. 
Lema 1-10 
Se A tem as propriedades 1, 2 e 3 então seu fecho pontu 
al também tem estas propriedades. 
Prova 
Sejam x 1 , ... ,~ E A com suporte disjunto crescente e se 
ja W uma vizinhança de l/2PN(x1+ ..• +xN). Como a soma é 
contínua existem vizinhanças v1 , ... VN de l/2PN(x1 ), .•• , 
l/2PN(~O respectivamente, tais que v1 + ••• + VN C W. -
Logo, existem u1 , •.. ,UN vizinhanças de x 1 , ... ,xN respec 
tivamente com l/2PN(U.) C V. (pois PN é pontualmente con 
~ ~ -
tínua). Assim existem y 1 , ... ,yN pertencentes a u1 nA, 
... , UN nA, respectivamente; e ainda podemos supor que 
cada y. tem o suporte contido no suporte de x. em vista 
~ ~ 
da propriedade 2 e das seminormas que geram a topologia 
pontual. Assim temos que: 
:·~·'": '-~ ::. 
··- ... 
y = l/2PN(y1+ ••• +yN) E W 
l/2PN(x1+ ••• +xN) E A. 
Lema 1~11 
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A e segue que 
a. A tem a propriedade 4 se, e só se, A tem a proprie 
dade 4.a. 
b. Se A tem as propriedades 1 e 4 então A C Co. 
Prova 
Para q = 1, temos a propried,ade 4. Se 4.a. vale 
q = k-1, temos.que existe ~o E N tal que 
Mas ~pela propriedade 4 existe n1 tal que 
k 
.: EA, donde 2 Pn(x) E A se tomarmos n = máx(n0 ,n1 ). 
;sejam x E A e E > O. Seja q E N tal· que 2-_.q <-E. 
:te n ·tal .. que 2qPn (x) f: A C B1 (i00) + I J2qPn (x) li :i 1 
para 
E xis 
:, · .. :J tPn:(x)·j t < E~ Assim ·x E Co. 
Lema 1 .... 12 
t .é .rnetrizável coin a topologia pontual. 
00 
Prova 
A topologia pontual é gerada pela seqÜência de seminor 
mas pn(x) = lx(n) 1, n E N e se x :f O-+- existe n E N com 
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x(n) ~ O donde pn(x) ~ O. Assim segue o resultado. 
Pr-oposição 1-13 
Existe um conjunto fracamente compacto K c co que tem as 
propriedades 1 a 4. 
Pr-ova 
Seja A o menor conjunto tendo as propriedades 1 a 3. Em 
outras palavras A= A1 U A2 U .•• ,onde A1 = {aej: j~ 1, 
lal ~ 1} e An+l = An U Bn onde Bn é o conjunto dos ele 
mentos l/2PN(x1+ .•• ~) para (x1 , ••. ,~) uma coleção arbi 
trária de elementos de An com suporte disjunto crescen-
te. Seja K o fecho de A em loo na topologia da convergê~ 
cia pontual; K tem as propriedades 1 a 3 e mostraremos 
que também tem a propriedade 4. Seja x E K, suponhamos 
que o suporte de x é infinito, pois caso contrário a pro 
va seria trivial. Escolhamos x(S) x pontualmente (!00 é 
metrizável com a topologia pontual). Eventualmente a 
função x(S) não se anula no ponto k = mín supp x e tam 
o 
bém em algum outro ponto, pois ocorre o mesmo com x. Des 
se modo x(S) t A1 e temos por recorrência que x(S)perten 
(S) (S) (S) 
ce a algum Bn' isto é, x = l/2PNs<x1 + ... +XNs ),onde 
(S) (S)) - l -Cx1 , ... ,XNs e uma co eçao de elementos de A com su 
porte disjunto crescente. ~ essencial que Ns ~ 
x(S) (k ) ~ O. Podemos supor, desse modo, que Ns 
o 
k ; pois 
o 
não de 
pende de S, Ns = N; passando a subseqÜências, se neces 
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sário (pois Ns é num conjunto finito e s num conjunto e 
numerável infinito, donde um dos valores deve se repetir 
infinitas vezes). Também podemos supor, passando a sub 
.. _ - . .._ . 
sequencias se necessarJ.o, que cada urna das N sequencJ.as 
(x~S))s converge pontualmente a algum x. E K (temos que 
l. l. 
ou ssup máx supp xiS) = oo, donde podemos assumir que 
máx supp xiS) + oo, donde l/2PN(xiS)) + x (pontualmente) 
e como podemos trocar xiS) por PN(xiS)) E A, temos que 
xiS) + 2x e que x~S) + O para 2 :;; k :;;; N. Ou então temos 
que ssup máx supp xiS) < oo, donde podemos assumir que 
max supp x(S) =r, e assim l/2P (x(S)) + x- Pr(x). Bas 1 N 1 
ta prosseguir para x 2 , ... ,~). 
Se tomarmos o limite encontraremos 
que x = l/2PN(x1 + ... +xN). A coleção (x1 , •.. ,~) tem su 
porte disjunto crescente como limite de urna seqÜência de 
coleções que tem esta propriedade. Então existem i e n 
tais que xi = PN(x1 + •.• +~), e assim temos que: 
2Pmáx(n,N) (x) = PnoPN(2x) = PnoPN(x1+ •.• +~) =PN(xi) que 
pertence a K pela propriedade z. 
Os dois temas a seguir mostrarão que 
em uma bola de Co as topologias fraca e pontual coinci-
dem e que K e compacto na topologia pontual. Como K es 
tá contido na bola unitária de Co segue que K é fracamen 
te compacto. 
Lema 1-14 
Em uma bola de Co as topologias fraca e pontual coincidem. 
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Prova 
~ ...... ~ suficiente mostrar que toda sequencia que converge pon 
tualmente em uma bola de Co converge fracamente. Seja en 
tão x. ~ x pontualmente em urna bola de Co. Logo existe 
l. 
Assim I x. (n) I :;;o 
l. 
e jx(n) I ~ o para todos i, n E N. Seja ~ E C~ e (~n)n E 
t 1 seu correspondente segundo o isomorfismo canônico en 
'''"·" tre c~ e tl. 
:'1 . 
-_. ~"' . 
00 
~ (x
1
.) = L ~ 
n=l n"xi(n), o que implica 
lirn<f> ( x.) 
i l. 
00 
= 1 im · L <P • x . ( n) • 
i n=l n 1 
Logo, pelo cri 
00 
tério de Weierstrass a série L 4> x. (n) converge absolu 
n;l n 1 
ta e uniformemente donde podemos fazer: 
lirn<P (x.) 
. 1 
l. 
00 
= lirn E ~ x. (n) = 
i n=l n 1 
00 . 
E lirn<P x. (n) = 
n=l i n 1 
~ (x) • 
Assim f. ~ f fracamente e vem que a topologia fraca é me 
l. 
nos fina que a pontual. Como sabemos que é mais finavern 
a igualdade. 
.. 
'.} ·-= .: 
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Corolário 1-15 
Seja A um convexo limitado de Co. Então o fecho de A é 
o mesmo para a topologia da norma, a topologia fraca e a 
topologia pontual. 
Prova 
Em um espaço de. Banach os fechos fraco e da norma de um 
conjunto convexo coincidem ( [18], corolário 2, pág. 65). 
E como em uma bola de Co as topologias fraca e pontual 
coincidem, vem o resultado. 
Lema 1-16 
K é compacto na topologia pontual. 
Prova 
K é.pontualmente fechado em B1 (.fw); assim basta mostrar 
·que··Bi( . .e'ool é pontualmente compacto. Mas B1 (t 00)., nl[O,l], 
com a topologia produto, o qual é compacto pelo teorema 
.. · .de Tychonoff. 
Proposição 1-1'1 
Suponhamos que K C Co é fracamente compacto e tem as pro 
priedades 1 a 4. Então sua envoltória convexa fechada V 
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é um conjunto absolutamente convexo fracamente compacto 
e tem as propriedades 1 a 4. 
Prova 
Sabemos que a envoltória convexa fechada de um conjunto 
fracamente compacto em um espaço de Banach é fracamente 
compacta ([18], 11.4, pág. 189 e 3.4, pág. 132). K é e 
quilibrado pela propriedade 2 e daí a envoltória convexa 
M de K é convexa e equilibrada, daí o fecho V = M é con 
vexo e equilibrado. 
Em vista de lemas anteriores, temos 
que mostrar apenas que M tem a propriedade 3 e V tem a 
propriedade 4. 
Suponhamos que (x1 , •.• ~) tem supo_!: 
tes disjuntos crescentes e cada x. é uma combinação con 
1 
_ (1) (1) (n) (n) 
vexa de elementos de K; xi-ai xi- +-.~. +ai x 1 , 
xiS) E K (como é um número finito de elementos, podemos 
supor que n é o mesmo para todos). Como K tem aproprie 
dade 2, podemos supor que x. (k) = O + x~S) (k) = O (tro-
1 1 
cando x(S) por xis) -xiS) (k} k' se necessário); então 
para cada coleção de índices s 1 , ... ,SN em [l,N] a cole 
- ( (Si) ( SN) ) çao x1 , ... ,~ tem suporte disjunto crescente e 
assim l/2PN(x1 (Sl) + ... + ~SN)) E K. 
Mas x1 + ... +~pode. ser escrito 
como uma combinação convexa de elementos da forma 
+ + ~SN) (lema 1-18), donde segue que l/2PN(x1 + ··· 
+ ~) pode ser escrito como uma combinação convexa de e 
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lementos de forma 1/2PN(x~S)+ ••• ~sN) 1 por linearidade-
de PN; e como esses elementos pertencem a K1 vem que 
1/2PN(x1+ ••• xN) EM que tem então a propriedade 3. 
Agora mostraremos que V tem a propri 
edade 4. Coloquemos Dn = {x E K: 4Pn(x) E K}. 
e uma.seq\iência ascendente de conjuntos fracamente fecha 
dos cuja união é igual a K (lema 1-19). Seja x
0 
E V. t 
sabido ([16] 1 teorema 3.28, pág. 76) que existe uma medi 
da de probabilidade. lJ em K (fracamente B.:>rel regular) 
tal que para cada funcional linear continuo f em Co te 
então temos que 2P 0 (x ) E V pois caso con n o -
trário existiria um funcional linear continuo f tal que 
f (x0 ) > 1 e I f (x) I S 1 para todo x satisfazendo 2Pn0 (x) 
E V ([16]) 1 teorema 3.7 1 pág. 60) e isto resultaria na 
seguinte contradição: 
1 < !DnofdlJ + JK DnofdlJ ~ 1-·ll (Dno) + 2\l (K Dno) S -1- --~- +-
(pois x E D -+-. 4P (x) E K -+- 2P (2x) E V -+- ·1 f (2x) I S 1 
no no no 
-+- jf(x)l S 1/2. Ex E K-+- Pn0 (x) E K-+- Pn0 (x) E V -+ 
2P (x/2) E V -+- I f (x/2) I :;; 1 -+- I f (x) S 2). 
no 
Assim devemos ter que 2P (x ) E ·.V 1 no o 
donde V tem a propriedade 4 e a proporição fica demons 
trada. 
Lema 1-18 
Na notação da proposição anterior temos que x 1+ ••• +xN PQ 
de ser escrito como uma combinação convexa de elementos 
da forma: 
Prova 
(S1) 
x1 + • • • + 
(SN) 
XN • 
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Façamos por indução sobre N. Para N = 1 temos que x 1 = 
~ a (j) x (j) j=1 1 1 • Suponhamos que vale para N=k e provemos pa 
raN = k+1. 
M S1l 
x1+ •.. +xk+xk+1 = l~1Àl. [x1 + pela 
hipótese de indução. Chamemos: 
S1l Skl Y.e_ = x1 + .•• + xk 
M n (j) (j) 
Assim, x 1 + • • • + 
M n (') 1.~1 j~1Àl.ak~1 (y.e. 
xk + xk+1 = .e.~1À.e.Y.e. + j~1a~+1xk+1 
+ x~l ~ ) que é a combinação convexa 
= 
r e 
querida. 
Lema 1-19 
00 "-Na notação da proposição anterior (D ) 1 e uma sequen-n n= 
cia ascendente de conjuntos fracamente fechados cuja uni 
ão é igual a K. 
Prova 
E K e 4P (x) E K + X E K e 4P 1 (x) E K n n+ + 
x E D 1 . Logo D C D 1 para todo n E N. n+ n n+ 
Se xÀ E Dn e xÀ + x fracamente temos 
que xÀ E K, 4Pn(~ E K donde x E K (fracamente fechado) 
n 
e como Pn e fracamente contínua (pois P =I- .L1e.TI.), n J= J J 
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vem que: 
4 P n (x) = 4P n (lim fraco xÀ) = lim fraco 4P n ~) E K; logo 
x E Dn e segue que Dn e fracamente fechado. 
Temos que Dn C K para todo n e se 
X E 
que 
K pela propriedade 4.a. dado 
22P (x) E K, donde X E D • 
n n 
Definição 1-20 
q=2 existe n E N tal 
Um sistema de blocos com respeito a uma base (e.). é uma 
J J 
"- • ( )co d sequenc1.a x. . 1 a forma: l. l.= 
ni+1-1 
= .L À.e .• J=ni J J Se li xi li = 1 para cada i o sistema é di 
to normalizado. 
Proposição 1-21 
·.·-Suponhamos que um conjunto fracamente compacto e absolu 
··· tamente convexo V C Co tem as propriedades 1 a 4. Seja 
X o subespaço vetorial gerado por V munido com a norma -
na qual V é a bola unitária fechada. Então X é um esp~ 
ço de Banach reflexivo; 11- • a sequenc1.a de vetores unitá-
co -rios (ej) 1 e uma base incondicional em X, e o sistema de 
co -funções conjugados (ej) 1 e uma base incondicional no du 
) co -al X'. Se (xi 1 e um sistema de blocos normalizado com 
co 
respeito à base (ej) 1 , então: 
para N e À1 , ••• , 
Prova 
~xN) li x < 2 máx I À. I , 
1 i N ~ 
ÀN arbitrários. 
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Em [8], proposições 5 e 6, pag. 207 vemos que existe o 
espaço normado (X,j I I jx) e que o mesmo e Banach. 
Para mostrar que (ej)~ é uma base em 
X, temos que verificar que para todo x E X, li P X llx-+ O, 
n 
e isto segue de 4.a. Pela propriedade 2 a base é incon 
dicional I pois dado E > o I existe n tal que li p X li X ~ E 
o n 
para n~n0 ; ou P nX E EV pa:r·a n~n0 • Assim se F C N é fi 
nito e F {1 , ••• ,n
0
} temos que (x- .J;Fn. (x)e.) E EV (pe 
~~ ~ ~ -
00 
la propriedade 2) e vem que a familia (n. (x)e.) 1 é soma ~ .l. 
vel a x. 
Se (x.). é um sistema de blocos nor 
~ ~ 
malizado, então para cada Na coleção (x1 , ••• ,xN) tem s~ 
porte disjunto crescente e a propriedade 3 implica que 
1/2PN(X1+ ••• +XN) E v e como: I PN(ÀlXl;!·r+INXN) I :;,:; 
' 2 max Ài 
1-!-PN(x1+ ••. +xN>I pontualmente, a propriedade 2 implica 
que: PN(À1X1+• .. +ÀNXN) 2 maxiÀil 
donde I jPN(À 1x 1 + ••• + ÀNxNI lx 
v 
~ 2 máxl À .j. ~ 
00 
Mostraremos agora que (ej> 1 (onde ej 
e a j-ésima projeção) é uma base em X'. Temos apenas 
.. 
. ·.o'; 
"'" .. 
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que mostrar que para todo f E X' temos IIP~fl I+ O (onde 
P* é a conjugada de P ou P*f = foP ou ainda 
n n n n n 
P*f 
n = 
f- .r1f(e:)e:J!); Suponhamos que :1ão, isto é, para todo l.= l. l. 
n I IP*fl I >E (passando a subseqÜências, se necessário); 
n 
escolhamos um x, com suporte finito, llx1 11 = 1 e f (x1 ) 
> E (como P*f 
o 
= foP 
. o = f tem norma > E, existe x1 de nor 
ma um com I f <x1 > I > E+ f(x1 .signf(~1 )) > E e como x, -
Pn(x1 ) + x1 podemos supor que x1 tem suporte finito). De 
pois escolhemos x 2 que está a direita de x1 (supsuppx1 < 
min suppx2 ) e tem as mesmas.propriedades (escolhemos x2 
para P*máx suppx1+1 (f) = foPmáx suppx1+1). Continuando 
o processo obtemos um sistema de blocos normalizado (xi)i 
tal que f(xi) >E para todo i. Claramente PN não afeta 
xN+ 1 , ••• ,x2N e desse modo I 1~+ 1 + ••• +x2NII ~ 2 (pela pro 
priedade 3) apesar de que f(xN+ 1+ ••• +x2N) > N.E. Isto 
contradiz o fato de ser f continua. Para ver que a base 
, 00 
e incondicional, seja f-~ X' com. f.= --I:1f (e. ).e*-. Dado 
·n n= n n 
.E > O . exi&te n0 tal que li f - i~1 f (e i) e i li < E se n ;:: n0 • 
··Seja ,F .finito com F {1, •.. ,n
0
}. 
= suplfoPF(x)l, 
XEV 
Temos que: 
onde: 
PF (x} = X - i~Fel (x) ei. Logo PF (x) = P no o PF {x) + PF (V) 
C Pno (V) (pela propriedade 2). .'Assim li foPFII ~li foP no li 
< E. Segue que a base de X' é incondicional. 
Falta ainda mostrar que X é reflexi 
vo,· isto é, que V e compacto na topologia fraca o(X,X'). 
Mostraremos que as topologias o(X,X') e o(Co,Co') coinci 
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dem em V. Como I I li Co ~ I I li x em X temos que a (Cb ,Cb') 
~ cr(X,X') em X. Agora, para cada f E X' a restrição f/V 
e continua na topologia cr(Co,Co') pois f/V e o limite u 
niforme de uma seqnência fn/V, fn E Co'; por exemplo: 
fn = f(e1 >et + .•• + f(en}e~ =f- P~f (o limite e uni-
forme em V, pois (ei>~ é base de X' e V é a bola unitã 
ria de X). 
Teorema 1-22 
Existe um espaço de Banach reflexivo de dimensão infini 
ta no qual cada subespaço de dimensão infinita é finita 
mente universal. 
Prova 
Vamos mostrar que cada subespaço de dimensão infinita Y 
do espaço X da proposição anterior é finitamente univer 
sal. Se (xi)i é um sistema de blocos normalizado com 
respeito à base (e.). em X, então o subespaço X C X ge 
J J o 
rado por este sistema é finitamente universal, pois para 
cada N e À
1 
, .•. ,ÀN arbitrários, temos que: 
máx I À. I ~I IÀ1XN 1 + ••. + ÀNX2NI I ~ 2 máx I À. I 
1 ~i ~N l. + 1 ~i ~N 1 
(pois I 1ÀiXN+ 1 1 I ~I IÀ1xN+ 1 + ... + ÀNx2NI I pela propri~ 
dade 2). Desse modo é suficiente escolher (x.). tal que 
l. l. 
x
0 
e topologicamente isomorfo a algum subespaço x1 C Y. 
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Para esse fim escolhamos y 1 E Y, I IY1 1 I > 1+1/4. Existe 
natural n 1 tal que I 1Pn1 (y1 >fi < 2- 1- 1 donde escolhemos 
+ 1/4 tal que mín suppy2 > n 1 ; assim existe natural n 2 
. 11 11 - 2- 1 tal que P n 2 (y2 ) < 2 donde escolhemos x 2 = y 2 -
Pn2 (y2 ). Assim obtemos um sistema de blocos (xi)i e uma 
seqÜência de vetores em Y (y.). que são I .i. e tais que l. l. 
11 11 
-i-1 
. y. - X. < 2 • l. l. Aplicando o lema seguinte, concluí 
mos que existe um isomorfismo S: X
0 
+ x1 tal que Sxi = y i; 
onde x1 = [y. : iEN) e X = [x. : iEN) = [xl.. : iEN] I onde xi = 
. l. o l. 
x. /llx.ll. l. l. 
Lema 1-23 
Para os x. e y. como construídos na demonstração do teo l. l. 
rema anterior existe um isomorfismo topológico S:X0 + x1 
tal que Sxi = yi onde X0 = [xi:iEN) e x1 = [yi:iEN). 
Prova 
Pela condição imposta sobre a norma de y. vem que x. # O 
l. l. 
e assim (x.). e um sistema de blocos donde segue que os 
l. l. 
xi são l.i. Os yi embora nãoformem um sistema de blocos 
são também j.i. pois se i<j temos que y. se anula em mín 
. J 
suppy. • Assim podemos definir um operador linear inver 
l. 
sív~l S:X +x1 colocando Sx.=y. para cada iEN. o l. l. 
Falta mostrar que S é bicontínuo. Pa 
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ra esse fim sejam a E X e a + O. Temos que 
n o n 
= .E1 À .x., onde (À .) . é uma seq~ência quase an 1= n1 1 n1 1 nula P.§! 
ra todo n. Dado E > O existe n E N tal que n ~ n im-
o o 
plica li a li < E donde li À . x. I I n n1 1 < E para n ~ n e i o 
tural (propriedade 2). Como temos: 
na 
I lx. I I ~ I IY· 1 I - 1 lx. - y. 1 I ~ 1 + 1/4 - 1/4 = 1 segue 1 1 1 1 
que IÀ . I < E para n ~ n
0 
e i natural. Assim, 
n1 
I lsanl I ~ I lsan- anl I + I lanl I ~ i~ 1 IÀnil .1 lxi- Yil I + 
+ li anil 
+ li San li ~ E. 1 /2 + E < 2E se n ~ n0 • Logo Sé continuo. 
Para a continuidade de s-1 basta proceder de modo análo 
go. 
Corolário 1-24 
Existe um espaço de ·Banach reflexivo de dimensão infini 
ta que não contém subespaço algum que seja topologicame~ 
te isomorfo a l , 1 ~ p ~ oo ou Co; p 
11 
e consequentemente -
l . 
00 
Prova 
Pode ser o espaço X da proposição anterior. Como t 1 e 
Co são Banach não reflexivos não podem ter cópias imer 
sas num espaço de Banach reflexivo. Como X não contém 
cópia de Co não pode conter cópia de l
00 
pois esta conte 
ria uma cópia de Co. A gora os espaços l , 1 < p < oo p 
sao uniformemente convexos ( [ 1 O] , §2 6, 7. ( 12)] , logo não 
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podem ter cópias finitamente universais e por consegui~ 
te não podem ser imersos em X. 
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CAPITULO II 
Polinômios e Produtos Tensoriais 
Topológicos 
Definição 2-1 
n Sejam E um espaço vetorial, n E N e ~:E + G uma aplica 
ção n-linear, onde G é outro espaço vetorial. O par 
(G,~) é dito um n-ésimo produto tensorial do espaço ve 
torial E se as seguintes condições são verificadas: 
1 - [Im ~] = G 
2 - Se H é um espaço vetorial arbitrário e h:En + H e u 
ma aplicação n-linear então existe uma aplicação linear 
f:G + H tal que: h = fo~ 
Lema 2-2 
X • n 
Denotaremos G = 
-30-
x1s ... ~yiG ••• Sxn onde xj E E, 1 ~ j ~ n, yi E E e À 
pertence ao corpo de escalares. 
Prova 
Basta aplicar a n-linearidade da função ~-
Lema 2-3 
Prova 
{O} existem funcionais lineares fi E 
E* , 1 :ii i ~ n tais que f . (x. ) 1- O . Temos que: 
~ ~ 
• f (a ) 
n n 
n 
e uma aplicação n-linear de E no corpo de escalares. 
Desse modo a definição de produto tensorial nos diz que 
existe h:~nE + corpo linear e tal que: 
h (a1s ... San) = f 1 (a1 ) ••• fn (an) 
donde segue que: 
h (x1 ~ • • • ~x ) = f 1 (x1 ) • • • • • f (x ) 1- O · n n n 
·.e temos finalmente que x1 ~ . • • Sxn 1- O • 
Teorema 2-4 
Dado um eHpaço vetorial E e n E N existe um produto ten 
sorial ~nE e é único, a menos de isomorfismos. 
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Prova 
Veja [5), 1.20 pág. 27 e 1.6, 1.7, pág. 9. 
Teorema 2-5 
Seja E um espaço vetorial e (~nE,~) o n-ésimo produto 
tensorial de E. Então existe um isomorfismo algébrico 
~: (~nE)* ~ Ea(nE) definido por ~(f) = fo~. 
Prova 
A definição de produto tensorial nos dá que ~ e sobreje 
tora. 
~ é linear, pois temos que: 
~ (f+ À g ) = ( f+ À g) o~ = f o~ + À go ~ = ~ (f ) + À • ~ ( g) • 
Se ~(f) =O então fo~ =O donde f=O pois ~(En) gera ~nE; 
e assim ~ e injetora. 
Definição 2-6 
hnE é o subespaço de ~nE gerado pelos elementos da forma 
(n) n -x~ ... ~x (n vezes) que denotaremos por x .h E e chama 
do o n-ésimo produto homogêneo de E. 
nida por x (x) = x(n). 
n 
n Seja x :E~h E defi 
n 
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Coro Zário 2-7 
Existe um isomorfismo algébrico n: (hnE)* + Pa(nE) defini 
do por n(f) = fox • 
n 
Prova 
n é linear pois ·n(f+ Àg) = (f+ Àg)OXn = foXn + ÀgO n = n (f) 
+ Àn (g). 
n é injetora, pois n(f) = 
(E) gera h~. 
o + fox = o + f = 
n 
O, pois 
Finalmente seja P E Pa(nE). Existe A E Ea(nE) tal que 
n P = Aoin onde I. :E+E é definida por I (x) = (x, ••• ,x) (n 
n n 
vezes). Pelo teorema anterior existe f E (~~)*tal que 
A = fo~. Definamos g = f/hnE, assim g E (hnE)* e ainda: 
n(g) = gox = fox = fo~oi = Ao! = P; e assim 
n n n n 
segue 
que n é sobrejetora. 
Lema 2-8 
Se p é uma seminorma no espaço vetorial complexo E, e p 
é o funcional de Minkowski de U C E, então a seminorma 
em hnE dada por: 
]..1 I+ p(n) (]..1) = inf{l:[p(x. )]n : ].l = Ex~n)} é o funcional 
1 1 1 1 
de Minkowski de f(U(n)) onde U(n) = {x(n):xEU}. Temos 
também que: 
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p(n) (x(n)) = [p(x)]n para todo x E E. 
Doravante h~E denotará o espaço hnE munido com a seminor 
ma p(n) sempre que E é munido com a seminorma p. 
Prova 
E imediato que p(n) é uma seminorma em hnE. Sejam M
0 
= 
{}.I E hnE : p (n) (J.I) < 1} e M
1 
= {J.i E hn : p (n) (J.I) ~ 1 }. Se 
J.1 E f(U(n)) temos que }.I= E À.x~n) com x. EU e EIÀ
1
. I ~1. 
1 1 1 
Enta-o 1 ' = " - (n) onde x. n1T ( nrr d · ,... 1... x . = v A
1 
.. x
1
. . v A
1
. enota uma rcuz 
1 1 
n-ésima qualquer de À.) e assim temos que: 
1 
P(n) (J.I) ~ E[p(x. )Jn 
1 
= E I À. I [ p (x. ) ] n ~ 1 ; 
1 1 
temos f(U(n)) C M1 • Se J.l E M0 então J.l = 
assim }.I E M1 e 
Ex~n) com 
1 
n E[p(x.)] < 1. Assim existem reais E. 
1 1 
> O tais que 
E[p(x
1
.) + E~]n < 1. Coloquemos x. = x./[p(x.) +E.]; en 
• 1 1 1 1 
tão x. EU e assim J.1 = E[p(x.) + E.]n.x~n) E f(U(n)) 
1 1 1 1 
e 
temos que M
0 
C f(U(n)). Então M
0 
C f(U(n)) C M
1 
o que 
nos garante que p (n) é o funcional de Minkowski de r (U(n) )• 
Seja x
0 
E E. Existe uma forma linear f E E* tal que 
= p(x) e lf<x>l ~ p(x) para todo x E E (basta 
o 
u 
saro Teorema de Hahn-Banach). Temos que f define um po 
linômio n-homogêneo P em E do seguinte modo P (x) = [f (x) ]~ 
Esse polinômio determina um funcional linear g E (hnE)*, 
tal que P = go\t. n (n) Se J.1 E h E é escrito como }.I = E xi , 
temos que: 
lg(J.I)j ~ Elg<xin)l = EIP(x.) I 
1 
e 
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assim (g(~)l S p(n)(~) para todo p E h0 E donde: 
[p(x
0
)]n • [f(x
0
)]n = P(x
0
) = g(x~n)) S p(n)(x~n>). como 
x(n) é uma representação para si próprio temos que 
o 
p(n) (x(n)) ~ [p(x ))n donde segue a igualdade. 
o o 
Proposição 2-9 
~ - n n Existe um isomorfismo topologico n:(h~E) I+ P( E) defini 
do por TI(f} = fox • 
n 
Prova 
Como O = 0/ (h~)., onde 0: (hnE) * + Pa (nE) dado por O (f) = 
fox é um isomorfismo algébrico temos que verificar que: 
n 
1 - 11( (hnE) ') C P(nE). 
~ 
Ora, como ~ (x) = x (n) e temos que p (n) (x (n)) = [p (x) ]n 
segue a continuidade de ~ e também a de 11(f) para f 
contínuo. 
2- O é sobre P(nE). 
Ora, se P E: P (nE) C Pa (nE) sabemos que existe fE:(h~)* 
tal que Q(f) = P. Mas dado E: > O arbitrário existe 
V0 , vizinhança do zero em E tal que IP(x)l <E: se x 
E: V0 • Como f(V~n)) é vizinhança do zero em h~E e 
I f (x) I < E: se X E: rv~n) (pois temos xi E: vo e ri ;\I 
;:;; 1 + jf(I:À.xl.~n)>l = ji:À.f(x~n)>l = !I:À.P(x.)l ~ I:jÀ.I. l. l. l. l. l. l. 
.1P(x.>l <E:) mostramos que f é contínua e assim TI é l. 
sobre. 
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3 - n é continua. 
Temos que I I Q (f ) I I = I I f o Xn li ~ I I f li · li Xn li · Assim 
n é continua. 
4 - n -1 é continua. 
Segue do teorema da aplicação aberta. 
Coro lá rio 2-1 O 
Existe um isomorfismo topoligoco ~:(finE) 1 + P(nE) defini 
1T -
do por n(f) = foxn; onde finE é o completamento de hnE. 
1T 1T 
Pr-ova 
Basta ver que (finE) 1 e (hnE) 1 sao topologicamente isomoE 
1T 1T 
fos via restrição. Ora, toda aplicação linear continua 
em hnE é uniformemente continua e assim pode ser extendi 
1T 
da de modo único a seu fecho (adaptar [12], proposição -
8, pág. 156, para o caso em.que M é pseudo-métrico). 
Lema 2-11 
Se (E, 11-11) é um espaço vetorial normado então li .11 (n) 
é uma norma de hnE. 
1T 
Prova 
Como I I· li (n) e uma seminorma basta mostrar que a topolo 
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gia que ela define é Hausdorff. Definindo em .~ a semi 
noraa •nll-11 de .odo análogo ~..os que •nl 1-11~11.11 (n) 
doada basta mostrar que •nll-11 gera uma topologia se~ 
rada. Para N=2 basta ver [18], pág. 93. Para N~2 basta 
usar o isomorfi..O (algébrico) canônico entre BnE e 
(an-1E)RE (definindo produto tensorial entre espaços di 
ferentes) e a iseminorma correspondente a 11-11 em ~1E) 
~E que é menor ou igual a N°ll-1 I (via isomorfismo). U 
sando o caso de dois espaços e indução chegamos ao resul 
tado. 
Proposicão 2-12 
Seja E um espaço de Banach. As condições 1 e 2 abaixo 
são equivalentes e implicam a condição 3 abaixo: 
1 - E tem a propriedade de aproximação, ou seja, a iden 
tidade de E pertence ao fecho-de E'~E em Lc(E,E). 
2 - Todo ~ E E'~E cuja imagem canônica em L(E,E) é nula 
tem traço nulo, onde traço E(E'NE) • é dado por traço 
(fNx) = f(x). 
3 - Para todo espaço de Banach F, a aplicação linear ca 
nônica de E~F em B(E' ,F') é biunivoca. 
Prova 
A condição 1 significa que todas as formas lineares con 
tinuas em Lc(E,E) (onde C indica a topologia da conver-
gência compacta) que se anulam em E'NE se anulam na iden 
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tidade I E Lc(E,E). Porém em virtude da proposição 22 
de [6], o dual de Lc(E,E) pode ser identificado com um 
espaço quociente de EEE', e dizer que um~ E EEE' define 
uma forma linear que se anula em E'EE (respectivamente -
em I) significa que ~ define um endomorfismo de E nulo 
(respectivamente que o traço de ~ é nulo); donde segue 
a equivalência de 1 e 2. 
Seja~ E F~F tal que a aplichção a de E' em F definida 
por~ é nula e provemos que~ é nulo, isto é, que <~,A> 
=O para todo A E B(E,F) (podemos supor A E (E~F) '). De 
signaremos por tA a aplicação linear de F em E' definida 
t por A, e temos <~,A>= Tr.v (traço de v), onde V=(I~ A). 
(~) E E~E' sendo que I®tA e interpretado como um elemen 
to de L(E~F,E~E') de modo canônico. Em virtude da condi 
ção 2 é suficiente mostrar que o elemento v E L(E,E) de 
- .f't t- ( - 'd d finido por v e nulo. Mas v = ~oA onde A e cons1 era o 
como uma aplicação de E em F') donde resulta v=O. Assim 
2 implica 3. 
Coro Zário 2-13 
Se E e um espaço de Banach com a propriedade de aproxima 
ção então a aplicação canônica T de ~~E em E(nE') é inje 
tora. 
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Prova 
Por indução. Sejam: A: tinE -+ E~ u~n- 1 E) I B: Eti <in- 1E)+ 
7T 7T 7T 7T 7T 
E(E 1 ·in-1E) C: E(mn-1E) 
'7T I "7T 
-+ E (E 1 ;En-1 (E 1 )) eD:E(E 1 ,En-1 (E')) 
-+ E(nE 1 ) aplicações canônicas. Temos que A e D são sem 
pre injetoras, enquanto B é injetora pela demonstração -
da proposição anterior e C é injetora pela hipÓtese de 
indução. Como T = DoCoBoA temos o resultado. 
Coro Zário 2-14 
Se E é um espaço de Banach com a propriedade de aproxim~ 
cão então a aplicação canônica U de fi~ em P(nE') é inj~ 
tora. 
Prova 
Como hnE C inE completo podemos supor que finE c inE e as 
7T 7T 7T 7T -
sim U se torna a restrição de T, seguida do isomorfismo' 
---
canônico entre ES(nE') e P(nE 1 ). 
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CAPiTULO III 
Reflexividade do Espaço de Polinômios 
N-Homogêneos Cont{nuos num Espaço de 
Banach 
Definição 3-1 
Seja E um espaço de Banach reflexivo e B1 (E) sua bola u 
nitária fechada. Definimos a topologia a em E como o 
n 
pré-imagem sob a aplicação Xn . E + finE {como definida . 7T 
no capitulo anterior) da topologia fraca 
Observação 3-2 
Para n=1 obtemos a topologia fraca d(E,E'). Para n>1,-
a nao e necessariamente urna topologia localmente conve 
n 
xa, pois x nao e linear. Como a topologia fraca em 
n 
finE e a topologia menos fina que torna as aplicações 
7T 
n-1 {P): fi~E +C continuas com P E P{nE), temos que an po 
de ser descrita como a menos fina que torna as aplica-
ções P:E+C continuas com P E P{nE). Assim a e menos fi 
n 
na que a topologia da norma em E para cada n {pois os P 
E P{nE) são continuas na norma). Por outro lado, como 
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para cada f E E', fn (definido por fn(x) = [f(x)]n) é um 
polinômio n-hornogêneo continuo em E, a é mais fina que 
n 
a1 (a topologia fraca em E) para cada n. 
Proposição 3-3 
Seja E um espaço de Banach reflexivo com a propriedade -
da aproximação e n € N. Então as seguintes 
são equivalentes: 
2 - B1 (E) e compacto na topologia a • n 
asserçoes 
3- Cada polinômio n-homogêneo continuo em E e a(E,E') -
continuo em B1 (E). 
4 - Cada polinômio n-homogêneo continuo em E tem um pon 
to que lhe dá a norma em B1 (E); isto é, para cada 
P E P(~) existe x E B1 (E) tal que I IPI I = IP(x)l. 
Prova 
1 + 2. Corno (P (nE) ,-rb) é isomorfo a (fi~E) ', se (P(~) ,Tb) 
e reflexivo, então a bola unitária de fi~E, B1 (fi~E) é fra 
carnente compacta. Se mostrarmos que Xn(B1E) é fracarnen 
te fechada em fi~ então será fracamente compacta (pois 
está contida em B1 (fi~E)), e seguirá da definição da topo 
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-1 logia crn que B1 (E) e an- compacto <xn <xn(B1E) = B1E,-
pois yE.x- 1x (B1E)-+ X (y) E X (B1E) C B1 (finE)-+IIY{n)ll(n) n n n n 7T 
~ 1-+ IIYII ~ 1-+ y E B1(E)). 
Para ver que xn(B1E) é fracamente fechada em fi~E, seja 
(n) (xi )iEI uma rede em Xn(B1E) que converge fracamente a 
fi n " fin_ algum elemento z de 7TE (e consequentemente de B1 ( 7T~) -
fracamente compacto). Como B1 (E) é fracamente compacto 
podemos supor, passando a subrede, se necessário, que 
xi -+ x E B1 (E) fracamente. Assim temos que «""
1 (~) (x~n)) 
-+ st-1 (fn) (x{n)) para todo f E E' pois n-1 (fn) (x~n)) = 
1. 
fn(xi) = [f(xi)]n-+ [f(x)]n =fn(x) = n-1 (fn)(x(n)). Se 
gue que um limite da rede (x~n)). 1 e x(n) na topologia 1. 1. E 
TE, que e a menos fina que torna as aplicações n-1 (fn) -
continuas. Como essas aplicações são funcionais linea 
res contínuas, temos que < E' ~ a (finE ,P (nE)) a 7T topologia 
fraca de finE. Assim temos que 7T 
x~n) -+ z segundo 
1. E I. Pe 
lo lema seguinte (n) E, e separada e assim Z = x E Xn {B1E) 
que é então fracamente fechado. 
2 -+ 3. an e mais fina que a(E,E') que é separada. Assim 
se B1 (E) é a - compacto, as topologias a e a(E,E') co n n 
incidem em B1 (E) (uma aplicação contínua de um espaço 
compacto em um espaço Hausdorff é fechada). Pela defini 
ção de an' cada P E P(~) e an- continuo. Desse 
cada P E P{nE) é a(E,El- contínuo em B1 (E). 
modo 
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+I IPI I. Como E é reflexivo temos que toda seqÜência em 
B1 (E) admite subseqt'iência convergente ([ 19] , .teorema 
4.41-a, pág. 209) (y .). N com y. + y e: a 1 (E) fracamen nJ. J.E nJ. 
te. Logo pela continuidade fraca de P em a 1 (E) temos 
que jP(y . ) I + IP(y) 1. Assim I IPI I = jP(y) 1. 
nJ. 
4 + 1. A bola unitária fechada de fi~ é 
1T 
modo seja P e: P(nE) e seja z e: rx (a1E). k n 
"fxn<a1E). Desse 
Dado e: > O , po 
de-se escrever z = i~1 x~n) onde LI lxil In < 1+e:. Logo, 
temos: 
k k k 
ln-1 <P><z>l = li~1 n-1 <P><xin>>l = li~ 1 P<xi>I~IIP~i~1 llxilf~ 
~ IIPII (1+e:). Assim fazendo e:+O vem que li n-1 (P) (Z) I ~ 
I IPI I para todo z e: rxn<a,E), logo vale em rxn<a,E), o 
que i~plica li n-1 (P) li :;; I IPI I- Mas I n-1 (P} (x (n) I= ,,IPI I 
= IP<x>l para algum x e: a 1 (E) e segue que I ln-1 (P)j I = 
n-1 (P) (x (n)) I· Logo cada funci-Onal linear contínuo em 
finE tem um ponto que lhe dá a norma e assim fi~ é refle 
1T 1T 
xivo pelo critério de James. Segue que o espace (P (~), 
Tb) ~ (finE) 1 é reflexivo. 
1T . 
Lema 3-4 
A topologia 1l.E 1 definida na demonstra cão da 
anterior é separada. 
Prova 
proposição 
Seja a aplicação canônica T:finE +·p(nE 1 ) que satisfaz 
1T 
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T(x(n)}(f) = [f(x)]n. Pelo corolário 2-14, temos que T 
e injetora. Assim a topologia TE, nos dá uma topologia 
tem T(fi~E) que e a imagem de ~· via Te que é separada 
se e somente se ~· o e. 
Como TE, é gerada pela familia de seminormas {pf: f EE'} 
onde pf(~) = la-1 (fn) (~>I temos que t.é gerada pelas se 
-1 
minormas qf; f E E' definidas por qf = pfoT ou qf(P) = 
I P (f) I para P E T (fi~E) , pois T pode ser dada por 13oQ1 'ru 
onde J é a imersão canônica de finE em (finE) ti a : (fi~) I 7T 7T , 
+ P(nE) é dada por n(f) = fox e B : P(nE) I + P(nE') e 
n 
dada por B(~) (f) = ~(fn). 
As seminormas qf podem ser vistas como restrições das se 
minormas qf definidas em P(nE') que geram a topologia da 
convergência pontual que é separada. Desse modo, segue 
o resultado. 
Lema 3-5 
Seja E um espaço de Banach reflexivo. Temos que P(mE) é 
reflexivo para todo m natural se, e somente se, P é fra 
camente seqÜencialmente continuo na origem, para todo P 
E P(mE) e para todo m .E N. 
Prova 
Sejam natural, P E P(mE) e suponhamos que (X ) e uma 
n n 
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seq&ência em E com x + x fracamente. Seja A a forma m-
n 
-linear simétrica continua associada com P. Então: 
m-1 . . 
P(xn)- P(x) = P(x+xn-x) - P(x) = j~o<j>A(x)J(x0-x)m-J,-
para todo n. 
Para cada j(O~j~-1) a aplicação 
y E E 1----+ (~}A (x) j (y)m-j 
J 
é um polinômio m-j-homogêneo continuo em E. Como xn - x 
+ O fracamente temos que (por hipótese): ~)A(x)j (x
0
-x)m-j 
+O para todo j<m. 
Assim P(x ) - P(x) +O. Agora escolhamos uma seqllência 
n 
(yn)n em B1 (E) tal que: IP(y0 )1 +I IPI I. Como E é re-
flexivo, B1 (E) é fracamente seqllencialmente compacto 
([19]), teorema 4.41-B, pág. 209) e assim podemos encon 
trar uma subseq&ência de (yn)n' (ynj)j e y E B1 (E), tais 
que y . + y fracamente. 
nJ 
Como Pé fracamente seq~encialmente continuo P(y .) 
O] 
P(y) e assim temos que: 
I P (y) I = ~iml P (ynj) I = li P li • Desse modo segue o resul 
.. J+OO 
tado pela proposição anterior. 
Teorema 3-6 
P(mE) e um espaço reflexivo para cada m E N quando E=X, 
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o espaço de Tsirel'son como definido na proposição 1-21. 
Prova 
Suponhamos que nao. Então pelo lema anterior existem um 
inteiro positivo me um polinômio P E P(mE) que nao e 
" . fracamente sequencialmente cont1nuo na origem. Isto e, 
existe (x ) seq~ência em E com x ~o fracamente e P(xn) n n · n 
fO. Podemos supor, tomando subseq8ências, se necessa-
rio, que I lx I I > E (pois x f O, na norma sendo P contí 
n n 
nuo). Logo para todo f E E' lf(x) I = llx I 1-1 lf(x >I < 
n n n 
E-1 .1f(xn>1 ~O onde x = x !I lx I I. Como (x) é fraca 
n n n n n -
mente limitado é limitado pelo princípio da limitação u 
niforme. Assim I lx I I ~ M para todo n. Logo jP(x >I = 
n n 
I lx I 1-m.jP(x >I ~ M-mjP(x) I donde P(x) f O. Então po 
n · n n n 
demos supor, tomando subseqÜências, se necessário, que 
jP(x >I > ô para todo n. Assim concluímos que existe ô 
n 
> o e uma sequência (y ) em E tais que: 
n n 
1 - li Y n li = 1 para todo n. 
2 - y ~ O fracamente. 
n 
3 jP(y >I > ô para todo n. 
n 
Escolhamos n
0 
tal que IP(qn°x1 >1 ~ ô/2 (onde qno e a pro 
jeção natural sobre as n primeiras coordenadas e assim 
n deve existir pela continuidade de P e pelo fato de 
o 
n que q x 1 ~ x 1 na 
llqn°x.ll ~ 1/2° 
J 
norma). Depois escolhamos N1 tal que: no 
Para j ~ N1 (pois qno = .L1e.IT. é fraca 1= 1 1 
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mente contínua e xy +O fracamente). Continuando o pr2 
cesso podemos escolher seq8ências estritamente crescen-
00 00 
tes de inteiros positivos (n.). 1 e (N.). 1 tais que: . J J= J J= 
1- jP(qnj~j)j ~ o/2 para todp j. 
2- I jqnj~kll ~ 1/2j para todo k>j. 
Segundo o lema 3-8 a segui~ podemos encontrar para cada 
2l+1 
inteiro positivo l, (À.) l· 1 tais que: 
J j'=2 +1 
3- IÀ.j ~ 1 para todo j. 
J 
Temos que: 
onde q = I - qn e q~ = qm - qn para m>n. 
n n 
nj 2 l+1 A seq~ência (À. qnj~ 1 (~j). l consiste de vetores com J ]=2 +1 
suportes disjuntos crescentes. Para 2l+1~j~2l+ 1 1 temos 
l 2l nj que n. 1 ~ j-1 ~ 2 e assim q (À. q . 1 (xN.)) =O. J- J nJ- J 
Por uma propriedade dos espaços de Tsirel'son (proposi 
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sição 1-21) temos que: 
2l+1 . 
li L .e. À • qn~ 1 (~ · ) I I ~ 2 • j=2 +1 J n]- J 
2l+1 
li L .e. À .qnj-1 (~·)li ~ 
j =2 +1 J J 
1 ~ 1 • Por 2 
2l+1 . 
Assim I I L l À.qnJ<~·>I I ~ 3 e isto implica em: 
j =2 +1 J J 
Assim por 4 vem: 
6 - - 6- ( ""> .e. <= li P li 3m 2 y~ • • 
Como l pode ser escolhido arbitrariamente grande 6 nos 
leva a uma contradição. Isto conclui a demon~tração. 
Lema 3-? 
Para todo polinômio A +a1 2+ ••• +a Zn de uma variável com o n 
plexa temos que: 
n 2 n . 2 
. ~ 0 I a . I ~ s up I . ~o a . z J I . J- J 121~1 J- J 
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Prova 
Seja P(2) . n =a +a1 Z+ ••• +a z. o n Temos que: 
n 2 2 j~0 1ajl - IP(Z)I = 2ReQ(2), onde Q(2) = 
se lzl = 1. Se por absurdo: 
n 2 2 
]. ~o 1 a]. I > s up I P < z > I , 121 :;;1 
temos que ReQ(2) > o em aa1 (C) 
ria). Tomando c SUEI O (Z) 12 inf ReQ 
mo sao tomados em aa1 <c) temos 
(o bordo da bola unitá-
onde o supremo e o in ti 
que as funções C e Q são 
analiticos em a1 (C) não tem zeros nem plos em aa1 (C) e 
satisfazem a condição jQ(2)-cl <c em aa1 (C). Desse mo 
do o teorema de Rouché nos dá que Q não tem raizes em 
a1 (C) o que é absurdo, pois O é raiz de Q. Dai segue o 
resultado. 
Lema 3-8 
Seja E um espaço de Banach, P E P (mE) e x. E E comi P(x.) I 
J J 
~ o/2. Para cada inteiro positovo n, podemos encontrar 
n 
Àj, 1 $) :;;n -tais que I Àj I ~ 1 para todo j e I P (j= 1 Àjxj) I i:: 
o/2. rn. 
Prova 
Para n=1 escolhemos À1=1. Suponhamos que vale para n=k 
e provemos para n=k+1: 
k+1 2 
I P(.~1À.x.)j J = J J 
k 
= jP(j~1ÀjXj + Àk+1Xk+1)12 = 
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m . . 2 
= li~OA(a) 1 (Àk+ 1 xk+ 1 >m- 1 1 onde A é a formam-linear si k 
métrica continua associada com P e a = .~ 1 À.x .• J= J J 
Usando o lema anterior conseguimos um Àk+ 1 com I Àk+ 1 I ~ 1 
e tal que 
k+1 2 I P(.~ 1 À.x.>l ~ J= J J 
(o/2) 2 .k+(o/2) 2 
pela hipótese de indução; donde segue o resultado. 
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CAPiTULO IV 
Decomposições de Sahauder e Espaços 
Semi-Reflexivos 
Neste capítulo E denotará um espaço 
localmente convexo. 
Definição 4-1 
Uma decomposição de Schauder de E é uma seqÜência de 
pr'j~.ções contínuas {Pk)k de E em E junto com suas ima-
gens (Ek)k que satisfazem às seguintes condições: 
1 - são ortogonais, isto e, PkoPi = O se k..; i. 
00 
2- Para todo x E E tem-se x = k~ 1 Pk(x), onde a série 
converge na topelogia de E. 
Quando E tem uma decomposição Schau 
der é denotada por (Ek,Pk). Observemos que as aplica-
coes Pk são necessariamente projeções; = 
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Definição 4-2 
Uma decomposição de Schauder (Ek,Pk) de E e dita ser: 
n 
1 - Equi-Schauder, se as aplicações Rn = k~ 1 Pk sao " . equ1 
contínuas. 
2 - Contrátil, se (Fk,Pk) é uma decomposição de Schauder 
de E'· p' onde Pk é o adjunto de Pk' Fk é a imagem de 
Pk e S é a topologia forte. 
3 - Completa para limitados, se para cada seqtiência (~)k 
n 
em E, com xk E Ek' e tal que o conjunto {k~ 1 xk' n = 
1 ,2, ••• } e limitado tem-se que ~xk é convergente em 
E. 
Exemplos 4-3 
Uma base de Schauder (ek)k de um espace E uã origem a u 
ma decomposição de Schauder (Ek,Pk) àe E, onde Ek = [ek] 
e Pk(x) = xkek para x = ~xkek. Assim para cada p, 1 ~ p 
< oo temos que ([e 1 , V ) formam uma decomposição de Schau 
n n 
der de lp e também de Co, onde en é a funç~ caracteris 
tica de {n} C N e V (x) = x(n).e para x E lp ou Co. Es 
n n 
sas decomposições são equi-Schauder devido a proporição 
4-5 a seguir; são contráteis, exceto para t
1
; e sãooam 
pletas para limitadas, exceto para Co. 
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Definicão 4-4 
Um tonel em E é um conjunto absolutamente convexo, fecha 
do e absorvente. E é tonelada se todo tonel em E # e uma 
vizinhança do zero. 
Todo espaço de Banach, e mais geral 
mente todo espaço de Fréchet, é tonelada ( [ 18] 1 7.1, pãg. 
60). E é tonelada se, e só se para F loc convexo, todo 
subconj. pont. limitado de E' é eq8icontinuo ([18], teo 
rema 4.2, pag. 83 1 5.3 págs. 142 e 143 e corolário 4.1, 
pág. 83) o 
Propos i cão 4-E 
Num espaço tonelada E toda decomposição de Schauder é e 
qui-Schauder. 
Pt>ova 
Para cada x E E o conjunto {Rn(x) : n E N} é limitado,-
pois a seq~ência (Rn(x))n converge para x em E. Desse 
modo o conjunto {Rn :: n E N} é p;ont:. ·' -lirnitaao e -l-ago e 
q~icontinuo ( [ 18] 1 teorema 4. 2, pág. 83) • 
Lema 4-6 
Seja (En,Pn) uma decomposição de Schauder do espaço E e 
suponhamos que cada E é semi-reflexivo. Então, 
n 
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dado 
cp e: E" existe uma seqllência (x ) C E tal que xn e: E e 
n n n 
(P~ct>) (f) = f(xn) para cada n e: N e f e: E'. 
Prova 
Sejam f, g e: E' e suponhamos que f/P (E) = g/P (E) para 
n n 
algmn n fixo. Se x e: E, então (P 'f) (x) = f (P x) = g (P x) 
n n n 
= ( P ' g ) ( x) • Assim P ' (f ) = P ' ( g) • 
n n n 
11 Consequentemente se 
cp e: E" temos que (P~cp) (f) = cf>(P~f) = cf>{P~g) = (P~cf>)(g).-
Isto é, existe ljJ e: E" tal que para cada f e: E' e h = f /f. 
n n 
temos que (P~ct>) (f) = ljJ(h). Assim por semi-reflexividade 
de E existe um x e: E tal que: 
n n n 
(P""') (f) = •"(h) = h(x) = f(x ). n'*' '*' ·n n 
Teorema 4-? 
Suponhamos que E tem uma decomposição de Schauder {E ,P ) 
n n 
que é contrátil e completa para limitados. Então E é se 
roi-reflexivo se, e somente se, cada E é semi-reflexivo. 
n 
Prova 
Sejam E semi-reflexivos para todo n e: N e seja ljJ e: E". 
n 
Pelo lema anterior existe seqÜência (x ) C E, como x e: 
n n n 
E e P"(cp) (f) = f(x) para todo f e: E' e n e: N. 
n n n 
Seja 
n 
B = {k~1 xk: n e: N}. Se f e: E', então: 
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n n n n n 
f (k~1xk) = k~1f (xk) = k~1 (Pk<j>) (f) = k~1 <I> (Pkf) =<I> (k~1Pkf) 
~ <j>(f), pois a decomposição é contrátil, e assim temos 
que B é fracamente limitado donde limitado ([18], 3.3, 
pág. 132). Pela hipótese de ser completa para limitados 
00 
temos que existe x E E tal que x = k~1 xk. Assim, se f E 
E •, temos que: 
-4>(f) = <j>(k~1Pk(f)) = k~14>0Pk(f) = k~1Pk(<j>) (f) 
s f (x) ., 
donde se conclui que E e semi-reflexivo. 
vo, 
Reciprocamente, se E é semi-reflexi-
-1 temos que os subespaços En = (I-Pn) (O) sendo fecha 
dos são semi-reflexivos ([18], 5.5, a~·d). 
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CAPiTULO V 
RefZexividade do Espaço de FunÇões 
HoZomorfas 
Nessa capitulo E denotará um espaço 
de Banach. complexo. 
Definição 5-1 
Seja H(U) o espaço das funções definidas e holomorfas no 
aberto U de E. Dizemo~ que uma seminorma p definida em 
H(U) e portada pelo compato K de U, se para cada aberto 
V, K C V C U, existe C(V) > O tal que: 
p(f) ~ C(V).j jfllv para todo f E H(U); onde I jf{ lv = 
supjf(x)j. A topologia TW em H(U) é a topologia local-
xEV 
mente convexa gerada pelas seminormas portadas por com 
pactos de U. 
Proposição 5-2 
Seja U um aberto de E. Então (H(U) ,Tw) induz em P(nE) a 
topologia da norma. De fato, P(nE) é um subespaço com 
plementado de (H(U),TW). 
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Prova 
Seja q uma seminorma em H(U) portada por um compacto K 
de u. Como E é normado existe uma bola aberta com cen-
tro na origem V O K. · Para o aberto de U, V 'fi U, existe 
C(V 1ft U) > O, tal que: 
; q.(·f)~,:;j C(V n UL~IIfllvnu para todo f E H(U). 
Isto implica que: 
q(P). ::i o(V n U>.liPilvnu ::i C(V fi U).fiPIIv ~ C(V fi U).-
(raio v)n .11 P li para todo P E P (nE). Assim a topologia 
da norma é mais fina que a induzida por -rw. 
Agora fixemos a E U. Afirmamos que 
a aplicação: .. Tn: (H {O) ,-rw) -+ (P (nE) , 11.11 ) definida por 
-n .. .,. T (f) = 1/n! d f(a) e_continua. De fato, se r>O é sufi n , . 
.. . cientemente . pequeno ;-:-então peias desigualdàdes de Cbuchy: 
111/n! dnf1a>ll ::i r-nllfllB(a;r·) para todo f E H(U); don 
de segue que a seminorma p(f) = I 11/n! dnf(alll é port~ 
da pelo compacto K = {a}. Assim T é continua. 
n 
-Como 
Tn/P(nE) é a identidade segue que a topologia da norma e 
. menos:: fina que a induzida .por Tw. 
Lema 5-3 
Seja U um aberto equilibrado de E. Seja p uma seminorma 
continua em (H(U) ,-rw). Então existe p>1 tal que: 
p(f) = n!oPn.p(1/~! dnf(O)) é também uma seminorma conti 
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nua em (H(U),Tw). 
Prova 
Seja p uma seminorma Tw-continua que é portada pelo com 
pacto equilibrado K de u. Escolhamos p>1 pelo que PK e 
um compact.o de U. Seja V um aberto balanceado de U que 
contém PK. Existe a>1 e W, uma vizinhança equilibrada -
de K, tais que PK c apw c v c u. Seja C(W) > o tal que 
I I oo dnf(O) p(f) ~ C(W): jf lw para cada f em H(U). Se n~O n! 
H(U) então: 
-n ~ 'f C(W).Pntjdf(O) jl 
n=O I n! lw 
~ c.j jfj lv. Assim pé portada por PK e assim e·Tw-conti 
nua. Isto completa a prova. 
Coro Z.ário 5-4 
Seja U um aberto equilibrado de E. Então a topologia Tw 
em H(U) é gerada pelas seminormas Tw-continuas tais que: 
oo -n 
p(f) = nEoP(1/n! d f(O)). 
Prova 
Seja p uma seminorma Tw-continua. Pelo lema anterior a 
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seminorma p(f) .. = niop(1/n! dnf(O)) é -rw-continua; e sa 
tisfaz p(f) = n~Op(1/n! dnf(O)). Como f=n~01/n! dnf(O) 
vem que p (f) ~ n~oP (1 /n! dnf (O)) = p:(f) donde segue o re 
sultado. 
Coro Zário 5-5 
Seja u um aberto equilibrado de E. Seja B-1liil limitado 
. de (H (U) ,-rw) • Seja (a ) uma seqÜência de números posi 
n n 
tivos tais que lim sup nlãn $ 1. Então o conjunto: 
-n {a /n! -d f(O) : n E N, f E B} é também -rw-limitado. 
n 
Pelo lema 5-3 dada uma seminorma continua p em (H (U) ,-rw) 
existem p>1 e c>O tais que: 
oo n .1 -n n~oP .p(1 n! d f(O)) S C para. todo f E B. 
--
Dal: p(an/n! dnf(O)) ~c. (n/ãn/p)n para todo n E N e f 
, - E B- donde segue o resultado. 
Teorema 5-6 
Seja U um aberto equilibrado de E. Então (P(nE),P) 
. n 
... 
e u 
ma decomposição equi-Schauder contrátil de (H(O),-rw) on 
dé Pn(f) = 1/n! ~nf(o) •. 
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Prova 
Como as seminor.mas Tw-continuas que satisfazem a condi-
cao: p(f) = n!0p(1/n! dnf(O)) para todo f E H(U) geram a 
topologia'Tw em H(U) é imediato que (P(nE),P) e uma de 
n 
composição equi-Schauder para (H(U) ,Tw). 
Agora seja TE (H{U),Tw) '; então: 
00 
T (f) = E0ToP (f) = n= n 
00 
E0T pontualmente e ainda: n= n 
T = 
T(f) E0T (1/n! dnf(O)). n= n 
Temos que f ~? I T (f) I e uma semi norma fracamente conti 
nua, logo TW-continua em H (U) e assim f ~? T (f) 00 = E 
n=O 
1Tn(1/n! dnf (O) I também é uma semi norma TW-continua. 
Se B é um subconjunto ~imitado de 
2 -n (H(U),Tw) segue que {n /n! d f(O): f E B, n = 0,1, ••• } é 
Tw-limitado em H(U). Desse modo temos que: jT (1/n!cflf(O))I 
n 2 n . 
< M/n para todo f E B~ Assim sup IT(f).- j~OT:) (1/j! dJ 
fEB 00 
f(O) I+ O com n +~,o que mostra que T = n~OTn segundo 
a topologia dual forte. 
Definição 5-7 
Seja U um aberto equilibrado de E e T uma topologia em 
H(U) tal que (H(U) ,T) é localmente convexo. Dizemos que 
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(H(U) ,~) é completo para séries de Taylor se, sempre que 
(Pn)~=O é uma seq&ência de polinômios n-homogêneos contí 
00 
nuos em E e n~oP (P n) < oo para toda seminorma ~-contínua' 
00 
p em H(U) tem-se: n~Opn E H(U). 
Proposic,ão. -~-8 
Seja U. um aberto ~quilibr~do de 1::. Então (H(U) ,TW) e CO!_ 
pleto para .séries d.e Taylor •. 
, .. ~· ' ' '• ... ·- . '. 
P-rova .. 
Como TW l;: ~ I p a topologia da convergência pontual, basta 
mostrar que U e ~ -completo para séries de Taylor. Mas p 
~p _é -definida pelas- :se!Il,~normas Px 1 onde Px (f) = J f (x) I ,-
oo 
çom.x .-.~ c.: ,As.s~ supondo que (p ) _n é uma seqllência 
n n-v . . 
00 
de polinômios n-homogêneos .contínuos satisfazendo Lnlp ) 
n=W' n 
<oo paratodaseminorma p que é ~p-contínua temos que 
n!oiPn(x)f < oo para todo x Eu. Assim temos definida u 
00 
!!la func~o~ .f~ u-+-c, liil1~~e .P,ont~al ;da ~érie nEoP n. Se a E u 
e .. b .. E _E, !-.~mo_s qu~.:~ e.x.istem ~ 1 . > 1 e.- r 2 > O tais qpe r 1 a + 
(2 b.~ E. u~ _. Se! z1 _ e z 2 ~são. dc:>is complexos tais q,u.~~- az1 + 
?~2 .$ ,v,_pod~znos. faze;r o desenvolvimento: 
zi = & cza. onde: z = (Zt ,z 2 1 a = 
n n-i i 
=i, CN = (.)A (a ,b) e A 
..... J. n n e a forma n-linear conti 
nua simétrica associada com Pn. 
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termos limitados (pois um dos seus rearranjos converge) 
vem pelo lema de Abel ([14], §6, proposição 1) que a se 
rie converge normalmente em D (0 ,o), onde r = (r 1 ,r 2 ). -
Logo aplicando o corolário do lema de Abel vem que a so 
ma~ Ca Za é holomorfa em D (0,0). Então fixando z1 = 1 
temos que f (a+Z 2b) e uma função holomorfa de z2 para jz21 
< r 2 e segue que f e G-holomorfo. Temos ainda que Jffif(O) 
m 
= m! Pm E P( E) para todo m inteiro e que u sendo equili 
brado e conexo por caminhos, logo conexo. Desse modo es 
tamos nas condições do teorema 2.28 de [4], pág. 67 que 
nos garante que f E H(U) e conclui a demonstração. 
Teorema 5-9 
Seja U um aberto equilibrado de E. Então (H(U),Tw) é se 
roi-reflexivo se, e somente se, cada P(nE) é reflexivo. 
Prova 
Temos que (H (U) ,Tw) é completo para sêries-:de Taylor; mas 
esta propriedade é equivalente ao fato da decomposição -
n -n Schauder de H (U) , (P ( E) , 1 /n! d • (O))- ser completa para 
limitados, pois a topologia TW é gerada pelas seminormas 
Tw-continuas que satisfazem a condiçã~ 00 p(f) = n~Op(1/n! 
dnf(O)). Temos também que essa deeomposição e centrá-
til, donde vem o resultado pelo teorema 4-7. 
-62-
Coro Zário 5-1 O 
Seja U um aberto equilibrado de E. Então (H(U),LW) é re 
flexivo se, e somente se, (H(U),LW) é tonelado e cada 
P(nE) é reflexivo. 
Prova 
Se (H (U) , LW) é reflexivo temos que é tonelado e semi-re-
flexivo ([18], pág. 144). Pelo teorema anterior vem que 
cada P(nE) é semi-reflexivo, logo reflexivo ([18], ;s.6, 
corolário 2, pág. 145). 
Reciprocamente, se cada P(nE) é re 
flexivo, o corolário anterior nos dá que (H(U),LW) é se 
roi-reflexivo. Como (H(U) 1 LW) é tonelado por hipótese se 
gue a sua reflexividade ([18], pág. 144). 
Teorema -5-11 
Seja_~ o espace rle Tsire'son (prop. 1-21). Então (H(U), 
LW) é reflexivo para cada aberto equilibrado U de ~. 
EJ>ova 
Pelo teorema 3.48 de [4], pág. 188 temos que (H(U),Lw) é 
tonelado se U é um aberto equilibrado de um espaço de Ba 
nach com base de Schauder incondicional. Pelo teorema 
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3-6 cada P(nX) e reflexivo. Assim basta aplicar o coro 
lário 5-10. 
.. ' 
- f' : .. 
. '< ~· ~-~: .. ·; _,:.: ~ 
~ . ._ - . 
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