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Few-mode models have been a cornerstone of the theoretical work in quantum optics, with the
famous single-mode Jaynes-Cummings model being only the most prominent example. In this work,
we develop ab initio few-mode theory, a framework connecting few-mode system-bath models to ab
initio theory. We first present a method to derive exact few-mode Hamiltonians for non-interacting
quantum potential scattering problems and demonstrate how to rigorously reconstruct the scat-
tering matrix from such few-mode Hamiltonians. We show that upon inclusion of a background
scattering contribution, an ab initio version of the well known input-output formalism is equivalent
to standard scattering theory. On the basis of these exact results for non-interacting systems, we
construct an effective few-mode expansion scheme for interacting theories, which allows to extract
the relevant degrees of freedom from a continuum in an open quantum system. As a whole, our
results demonstrate that few-mode as well as input-output models can be extended to a general class
of problems, and open up the associated toolbox to be applied to various platforms and extreme
regimes. We outline differences of the ab initio results to standard model assumptions, which may
lead to qualitatively different effects in certain regimes. The formalism is exemplified in various
simple physical scenarios. In the process we provide proof-of-concept of the method, demonstrate
important properties of the expansion scheme, and exemplify new features in extreme regimes.
I. INTRODUCTION
Scattering theory is a major tool in a variety of plat-
forms. However, particularly for quantum dynamical sys-
tems, solving the scattering problem is often difficult, not
least due to the infinitely many degrees of freedom pro-
vided by the scattering continuum. Consequently, it is a
crucial task to reduce the complexity of the theoretical
description by extracting the relevant degrees of freedom
of the system. In practice, these often turn out to be
only few, especially when the system features resonances
or long-lived decaying states [1, 2], as is the case in var-
ious platforms of quantum dynamics. To name a few
examples, electronic transport in mesoscopic physics [3–
5] and resonances in atomic [6, 7] as well as nuclear [8, 9]
physics can often be interpreted as particles scattering on
a Schro¨dinger potential, while light scattering in cavity
QED [10–12], photonics [5, 13], and many other optical
platforms is governed by Maxwell’s equations.
In quantum optics, this idea of few relevant modes has
been implemented in a famous model known as the input-
output formalism [14–16]. It is based on a system-bath
Hamiltonian where a few modes characterizing the sys-
tem’s dynamics are coupled to an external continuum.
The few-mode character of this model enables a variety
of approximations and as a result system-bath methods
form the cornerstone for a large bulk of theoretical work
[17, 18], and an impressive toolbox has been developed
to apply the input-output formalism to various problems
and physical situations, including cavity QED [17, 19],
quantum networks [20, 21] and photon transport [22–
24]. It further allows to connect the scattering proper-
ties of such systems to well studied few-mode models for
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light-matter interaction, such as the single-mode Jaynes-
Cummings model [25] and its generalizations, including
the Rabi model [26–28], the Dicke model [29–31], and
many more.
However, despite their success, there are several open
questions related to input-output models. In many cases,
the input-output formalism is applied phenomenologi-
cally [17], that is the structure of its Hamiltonian is as-
sumed and its parameters are fitted to data. For good
cavities or more generally isolated resonances, this ap-
proach is natural, since one would not expect a weakly
leaky system to differ grossly from a completely closed
system. However, the applicability of input-output the-
ory has been debated in the bad cavity and overlapping
modes regimes [32–34], for systems with absorption [35],
as well as more recently in the ultra-strong and deep-
strong coupling regimes [36, 37]. Besides these funda-
mental concerns, due to the unknown origin of the Hamil-
tonian there is often no systematic way to calculate the
phenomenological coupling and decay rates, which in-
hibits design possibilities. Additionally, it is unclear un-
der what circumstances the method is appropriate, hin-
dering applications in more general scattering theory set-
tings beyond quantum optics [38, 39], which have been
sparse so far.
A number of ab initio methods have been developed
to address these issues, and much progress has been
made pursuing multiple avenues, such as macroscopic
QED [35, 40–44], modes-of-the-universe [45–48], local
density of states [49, 50] as well as pseudo-modes [51, 52]
approaches for quantum optics. For general wave me-
chanics and scattering theory, alternative ways to rigor-
ously extract the relevant dynamics have been investi-
gated, including different types of quasi-modes [33, 53–
62], the related constant flux states [46, 50, 63, 64], tem-
poral coupled-mode theory [65, 66], and various methods
from the theory of chaotic scattering [9, 67–69], all of
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FIG. 1. Schematic of the theoretical connections on non-interacting theories presented in this paper. The left hand side
represents the normal-mode approach (NMA) to quantum potential scattering, where one can rigorously obtain a Hamiltonian
from canonical quantization. The latter is conveniently expressed in terms of normal mode operators cˆ (top left picture). The
right hand side represents the few-mode approach (FMA), usually employed in terms of phenomenological models. There, a
discrete set of system modes is coupled to a continuum of bath modes (top right picture), corresponding to operators aˆ and bˆ,
respectively, with coupling constant W and loss rate Γ. We show that the Hamiltonians on each side can be connected by a
basis transformation. A common method to calculate scattering observables in the FMA, known as the input-output formalism,
can further be connected to standard scattering theory by inclusion of a background scattering contribution. Having shown
that the Hamiltonians as well as the methods for calculating scattering observables can be rigorously connected, allows the
normal-mode and the few-mode approaches to quantized potential scattering theory to be regarded as equivalent.
which have found multiple applications. While these ap-
proaches do not raise the concerns of few-mode Hamil-
tonians, they only rarely connect to the large toolbox
available in few-mode input-output theory, and are con-
sequently often limited in other ways. A major step
forward has been the ab initio derivation of a system-
bath Hamiltonian with infinite number of system modes
for Maxwell’s equations by Viviescas&Hackenbroich [70].
This motivates the question whether such a connection to
ab initio methods could also be established for few-mode
theory, and how to rigorously reconstruct the scattering
information from such Hamiltonians using input-output
methods.
Here, we develop ab initio few-mode theory, providing a
rigorous foundation for established models and extending
the reach of associated methods to extreme regimes.
As a first and founding set of results, we derive an ex-
act link between standard scattering theory, few-mode
Hamiltonians, and the input-output formalism for quan-
tum potential scattering systems without interactions.
The result is based on and extends methods from system-
bath theory in quantum optics [70], scattering theory
in quantum chemistry [71], and quantum field theory
[47], with the goal to make input-output methods a gen-
eral and rigorous tool for second quantized scattering
problems. We find crucial differences between the ab
initio approach and common model assumptions, such
as frequency dependent couplings and cross-mode decay
terms, as well as a background scattering contribution,
all of which are significant particularly in the overlapping
modes regime and may cause qualitatively new effects.
We emphasize that despite these differences, our ab initio
version of the input-output formalism does not increase
the theoretical complexity of the problem compared to
phenomenological models, only the coupling constants
have to initially be calculated from the scattering geom-
etry to obtain the Hamiltonian. The latter further offers
design opportunities.
In a second step and based on the exact results for non-
interacting systems, we develop an effective few-mode ex-
pansion scheme for interacting quantum potential scat-
tering problems, where the concept of extracting a few
relevant degrees of freedom becomes a powerful tool. In
this context, ab initio few-mode theory extends and pro-
3vides a number of advantages to phenomenological few-
mode theory, including famous field-matter interaction
models such as the Jaynes-Cummings model [25] and oth-
ers mentioned above. Firstly, the non-interacting system
is now always treated exactly, such that the advantages
of the exact results in the non-interacting part of the pa-
per are inherited. Secondly, a systematic few-mode ex-
pansion scheme for the interacting dynamics can now be
constructed, which disentangles various approximations.
Thirdly, our method directly connects to the toolbox of
phenomenological few-mode theory, such that frequently
used techniques do not have to be abandoned. Lastly, our
formalism extends the reach of few-mode theory in gen-
eral, making models such as the open Jaynes-Cummings
model applicable in more extreme regimes and for differ-
ent physical systems. Each of the advantages is demon-
strated using representative examples from the field of
light-matter interactions.
In combination, our work connects phenomenological
models in cavity QED to ab initio quantization, and
shows that the input-output formalism can be applied
in highly open systems such as the overlapping modes
regime [67, 72–75], non-Hermitian photonics [76–78] or
other platforms featuring significant leakage [79, 80], and
regimes of extreme light-matter coupling, such as the
ultra-strong [37, 81, 82] or multi-mode strong coupling
regime [50, 83].
Beyond cavity QED, our results show the equivalence
between the input-output formalism and standard scat-
tering theory, paving the way for the application of simple
system-bath models to more general quantum scattering
problems. The latter promotes existing methods from
wave scattering theory as they are used for example in
chaotic scattering [84], nuclear physics [9], mesoscopic
physics [3, 5] and non-Hermitian systems [67, 68, 85] to
the second quantized level [73]. From this perspective
our method may advance the exchange of methods and
concepts [5] between currently separated fields.
Fig. 1 provides an overview of the first set of results
on non-interacting systems presented in this paper and
explains its structure. The left hand side represents es-
tablished ab initio methods, for example based on the
canonical quantization of a wave equation. In this paper,
we consider the Schro¨dinger equation and a special case
of Maxwell’s equation for a dielectric medium as partic-
ular examples of quantum scattering problems. Fig. 1
depicts the more general principle illustrated by a model
potential (blue) with a schematic normal mode (orange).
The normal mode basis is convenient, since it diagonal-
izes the Hamiltonian, which is obtained from the canon-
ical quantization procedure. In Sec. II A, this approach
is reviewed for the Schro¨dinger equation. The normal
modes then obtain associated operators cˆ (Sec. II B). The
equations of motion for these operators can be solved us-
ing standard scattering theory, to obtain the scattering
matrix (Sec. III). Throughout the paper, we will denote
this approach as the normal mode approach (NMA). On
the right hand side, the few-mode approach (FMA) is de-
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FIG. 2. Schematic illustrating the part of the paper on in-
teracting systems, in particular the few-mode approximation
and constructive approach to choosing few-mode bases for an
ab initio effective few-mode expansion. After introducing sys-
tem modes and bath modes (see also Fig. 1), the few-mode
approximation consists of neglecting the interaction of the in-
teracting subsystem (e.g. a two-level atom located inside the
cavity with transition frequency ωa) with the bath modes.
In the figure, an example of a two-mode basis is shown as
the states inside the magenta shaded box. Ideally, the set of
system modes is chosen exploiting physical insight into the
system under study, to facilitate the modeling of the system
with as few modes as possible. In the absence of any prior
knowledge, a constructive approach can be used to determine
a few-mode basis. For this, a locally complete basis (states
inside black box) is found as solutions to the Dirichlet bound-
ary value problem in the potential region, which in general
contains infinitely many modes. A few-mode basis is then
given by a subset of the locally complete basis. Varying the
number of modes in the few-mode basis and performing the
few-mode approximation in each case yields a systematic ex-
pansion scheme.
picted, on which we focus here. It is usually employed in
the form of phenomenological models, featuring a small
number of discrete system modes coupled to an external
bath with coupling constant W and complex energy shift
/ loss rate Γ. The input-output formalism is then used
to calculate the scattering between the bath modes via
the system modes.
Fig. 2 provides an overview of the results on interact-
ing systems and in particular illustrates the concept of
effective few-mode expansions. In this part, we use a
paradigmatic system from the theory of light-matter in-
teractions, namely a two-level atom inside a cavity, as an
example.
The paper is organized as follows. As our first result,
we project the full problem into a system-bath repre-
sentation in Sec. II C and use it to derive an ab ini-
tio few-mode Hamiltonian for the Schro¨dinger field in
Sec. II. As our main result for non-interacting systems,
4in Sec. IV, we rigorously reconstruct the full scattering
matrix from the ab initio few-mode Hamiltonian obtained
in Sec. II using a suitable input-output formalism. We
in particular show in Sec. IV B that the equivalence to
the full scattering solution obtained from the NMA can
only be established if a so-called background scattering
term is included, which translates the bath modes scat-
tering on the system into the asymptotically free modes.
Our results thus not only connect the Hamiltonians on
each side, which govern the dynamical equations of the
system, but also the methods for computing scattering
observables. This promotes the FMA and the input-
output formalism to a rigorous theory and allows the
two pictures to be used as equivalent approaches, which
each have their advantages in practical situations. In
Sec. V, we present corresponding results for the dielec-
tric Maxwell equations, which form the basis for major
fields of application of input-output models such as cav-
ity QED. These results are brought into a practical con-
text in Sec. VI by comparing to what is usually done in
corresponding phenomenological approaches. For illus-
tration and proof-of-concept purposes, Sec. VII discusses
a Fabry-Perot cavity with variable mirror quality and a
double barrier tunneling potential as example systems
to illustrate the results on non-interacting systems. Fi-
nally, in Sec. VIII the formalism for interacting quantum
systems is developed. We first describe how ab initio
few-mode theory allows to construct a systematic effec-
tive few-mode expansion to approximate the interacting
system. We then outline the advantages of the method,
which are inherited from the exact description of the non-
interacting system. We demonstrate each advantage in-
dividually by explicit calculations for example systems.
In Sec. IX, we discuss possible applications and general-
izations of the formalism in detail, before we conclude in
Sec. X. The appendices give details on the formalism.
II. AB INITIO FEW-MODE HAMILTONIANS
In order to link the FMA to the NMA, we begin by es-
tablishing a direct connection between the typical Hamil-
tonians in the two fields (see Section II labels in Fig. 1).
On the NMA side, this is a diagonal normal modes Hamil-
tonian which can be obtained from the canonical quan-
tization of a wave equation [86, 87]. On the FMA side,
a system and a bath appear as coupled degrees of free-
dom [17] (see Fig. 1). Via a suitable basis transformation
[70, 71], we show that the two descriptions are equiva-
lent for an arbitrary number of system modes. Based on
this equivalence, we promote the few-mode input-output
model to an ab initio theory in Sec. IV.
Our technique can be applied to a general class of wave
equations. In this Section, we demonstrate its working
principle on the Schro¨dinger equation
Hψ(r, t) = i
∂
∂t
ψ(r, t) , (1)
where ψ(r, t) is the wave function, H = H0 + V (r) is the
first quantized Hamiltonian, V (r) is a real-valued poten-
tial that vanishes at large |r| and H0 = K = − 12 ∂
2
∂r2 is
the free kinetic energy operator. For simplicity, we work
with ~ = m = 1 and restrict ourselves to one dimension,
the technique is however not limited to this setting.
A. Canonical quantization
Second quantization (see Appendix A for details) of
Eq. (1) yields the Hamiltonian
Hˆ =
∫
dr ψˆ†(r, t)H ψˆ(r, t) , (2)
where ψˆ(r, t), ψˆ†(r, t) are now operators with bosonic
commutation relations
[ψˆ(r, t), ψˆ†(r′, t)] = δ(r − r′) . (3)
B. Normal mode basis & Fock space
It is useful to write the second quantized Hamiltonian
in terms of normal mode creation and annihilation oper-
ators. To this end the field operator can be expanded in
a normal mode basis
ψˆ(r, t) =
∑
m
∫
dE(k) φm(r, k) cˆm(k, t) . (4)
Here, the normal mode φm(r, k) is defined as an eigen-
state of the time-independent Schro¨dinger equation
H φm(r, k) = E(k)φm(r, k) (5)
with energy E(k) and further quantum numbers denoted
by the index m.
With appropriate mode normalization (see Ap-
pendix B) the second quantized Hamiltonian is
Hˆ =
∑
m
∫
dE(k) E(k) cˆ†m(k, t)cˆm(k, t) . (6)
The normal mode operators cˆm(k, t) satisfy the canonical
ladder operator commutation relations, for example,
[cˆm(k, t), cˆ
†
m′(k
′, t)] = δmm′ δ(E(k)− E(k′)) . (7)
We note that in the normal mode basis, the Hamiltonian
is diagonal. The normal modes generally form a contin-
uum, since they include scattering states, and are also
known as modes-of-the-universe in the context of elec-
tromagnetic radiation [45].
5C. System-and-bath representation
To obtain a system-bath representation of the Hamil-
tonian [70], we would like to split the normal mode op-
erators into a discrete set of system operators aˆλ and a
continuum of bath operators bˆm(k) via a basis transfor-
mation of the form
cˆm(k) =
∑
λ∈ΛQ
α∗λm(k) aˆλ
+
∑
m′
∫
dE(k′) β∗mm′(k, k
′) bˆm′(k
′) , (8)
where α∗λm(k) and β
∗
mm′(k, k
′) are expansion coefficients.
This separation of the Hilbert space into two parts gives a
Hamiltonian with couplings between the system and the
bath modes, thus a non-diagonal Hamiltonian. A simi-
lar basis transformation with infinite number of system
modes has been obtained by Viviescas&Hackenbroich
[70]. Our method extends their approach, such that the
discrete set of system modes denoted by ΛQ can be cho-
sen to contain only few or even a single mode, and does
not need to span a region in position space as a basis.
This way effective few-mode theories capturing the rele-
vant resonant dynamics can be formulated (see Sec. VIII
for details).
However, constructing such a few-mode basis is non-
trivial. For Eq. (8) to be a consistent basis transfor-
mation, the system and bath together have to span the
original Hilbert space. To connect to quantum noise the-
ory [17], we would also like aˆλ and bˆm(k) to be bosonic
operators, which places a restriction on their commuta-
tion relations, and the Hamiltonian to be of so-called
Gardiner-Collett form [16, 17]. In the following, we show
that all of these conditions can be ensured by using Fesh-
bach projections [71, 88] to select a certain set of system
states corresponding to the second quantized system op-
erators aˆλ.
1. Feshbach projection for states
The idea of the Feshbach projection formalism [88] is
to reformulate the Schro¨dinger equation Eq. (1), which
describes the wave propagation in the full Hilbert space,
in terms of wave equations in two subspaces, which are
then coupled to each other. In this spirit we follow Dom-
cke [71] to first express the eigenstates of the Schro¨dinger
equation in terms of the subspace eigenstates.
We start by defining projection operators Q,P such
that
P 2 = P, Q2 = Q, P +Q = 1 . (9)
Q will correspond to the system subspace and P to
the bath subspace, which together span the full Hilbert
space. However, we note that in the few-mode case, Q
and P itself generally do not correspond to disjunct re-
gions in position space. Specifically, the Q-space pro-
jector is defined by choosing a set of system modes
ΛQ = {|χλ〉}, which are discrete normalized states that
span the Q-space such that
Q =
∑
λ∈ΛQ
|χλ〉〈χλ| . (10)
We further require‡ that these states be eigenstates of
the projected Q-space Hamiltonian HQQ = QHQ, that
is
HQQ |χλ〉 = Eλ |χλ〉 . (11)
Analogously, we can define the bath modes |ψ˜m(k)〉 as
eigenstates of the P -space Hamiltonian
HPP |ψ˜m(k)〉 = E(k) |ψ˜m(k)〉 . (12)
These states form a continuum and can only be deter-
mined uniquely after choosing appropriate boundary con-
ditions [71, 89], which will become relevant in the context
of scattering in Sec. III.
We note that the hermicity of the subspace Hamilto-
nians implies certain orthogonality conditions for their
eigenstates (see Appendix B for details), which will be-
come relevant in the context of quantization in Sec. II C 2.
We can now write the eigenstates in full space as an
expansion over the subspace eigenstates
|φm(k)〉 = Q |φm(k)〉+ P |φm(k)〉 (13)
=
∑
λ∈ΛQ
αλm(k) |χλ〉
+
∑
m′
∫
dE(k′) βmm′(k, k
′) |ψ˜m′(k′)〉 . (14)
This can be interpreted as a system-bath expansion of
the normal mode states. Importantly, the coefficients
αλm(k) = 〈χλ|φm(k)〉 , (15a)
βmm′(k, k
′) = 〈ψ˜m′(k′)|φm(k)〉 (15b)
can be calculated without direct knowledge of the nor-
mal mode functions φm(r, k) by so-called separable ex-
pansions (see Appendix C for details), which can have
computational advantages [71].
2. Feshbach projection for operators
The separation of the dynamics into two coupled sub-
spaces can alternatively be formulated in Fock space by
‡ This requirement is imposed to obtain a Hamiltonian in the sec-
ond quantized case, where the system states do not couple to
each other directly. It does not restrict the generality since Q
and HQQ commute.
6introducing operators aˆλ and bˆm(k) corresponding to the
system modes |χλ〉 and bath modes |ψ˜m(k)〉, respec-
tively. It can be shown (see Appendix D) that analo-
gously to Eq. (14), the normal mode operators relate to
these system-bath operators via
cˆm(k) =
∑
λ∈ΛQ
α
∗
λm(k) aˆλ
+
∑
m′
∫
dE(k′) β∗mm′(k, k
′) bˆm′(k
′) , (16)
which is the operator system-bath expansion Eq. (8),
with the coefficients now given by Eqs. (15). In addition,
the operators aˆλ and bˆm(k) fulfill the desired commuta-
tion relations [70] (see Appendix D for details), that is
they are each bosonic degrees of freedom and the system
commutes with the bath. It has previously been unclear
whether the latter holds in the bad cavity regime and
alternative models have been suggested [34]. Now, the
condition can be ensured constructively using the Fesh-
bach projection method, even in the few-mode case.
D. Ab initio few-mode Hamiltonian
Applying the system-bath expansion Eq. (16) to the
second quantized Hamiltonian Eq. (6) and using Appen-
dices D, E we obtain
Hˆ =
∑
λ∈ΛQ
Eλaˆ
†
λaˆλ +
∑
m
∫
dE(k) E(k) bˆ†m(k)bˆm(k)
+
∑
λ∈ΛQ
∑
m
∫
dE(k)
[
Wλm(k) aˆ
†
λbˆm(k) + h.c.
]
,
(17)
with the coupling constants
Wλm(k) := 〈χλ|H|ψ˜m(k)〉 . (18)
We have thus derived an ab initio few-mode Hamiltonian
of Gardiner-Collett form for the Schro¨dinger equation.
We note that the few-mode Hamiltonian exactly captures
the system’s dynamics, equivalently to the Hamiltonian
in its normal mode representation Eq. (6), even though
the system modes are discrete and their number is finite.
This feature opens new theoretical possibilities when in-
teractions such as atoms are present inside the cavity, as
we investigate in detail in Sec. VIII.
We note that Eq. (17) generalizes the Hamiltonian de-
rived by Viviescas&Hackenbroich [70] from an infinite to
an arbitrary number of system modes and to a general
class of wave equations. More importantly, as we will
show in the following sections, an ab initio input-output
formalism can now be used to reconstruct the scattering
information, which for Viviescas&Hackenbroich’s Hamil-
tonian [70] is hindered by the appearance of divergent
series in the infinite mode case (see Appendix F). Due to
the non-trivial behavior of this limit, which has already
been noted in [71], the few-mode Hamiltonians proposed
here are better suited to achieve this task.
For completeness, we further note that the inverse of
the presented basis transformation constitutes a Fano di-
agonalization [90] of the system-bath Hamiltonian. A
similar basis transformation has been investigated in [91]
in relation to pseudo-modes theory [51, 52], and in an
early paper [32] considering an approximate treatment.
III. QUANTUM POTENTIAL SCATTERING
In practice, system-bath Hamiltonians are most com-
monly used as phenomenological models for quantum me-
chanical systems [17, 19]. Their great value arises since
scattering observables can be calculated using the famous
input-output formalism [17, 19], which is a standard tool
in quantum optics. Despite its success, the input-output
formalism only addresses the scattering problem from the
perspective of a model Hamiltonian, which the inventors
called a “simplified representation of reality” [17]. In the
previous section, we showed how to rigorously derive few-
mode system-bath Hamiltonians from canonical quanti-
zation, and thereby eliminated the need for the ad hoc
assumption of a model Hamiltonian. With this ab ini-
tio version of the Hamiltonian at hand, we now have the
tools to connect the input-output formalism to scattering
theory.
To set a foundation for comparison, in this section,
we first derive scattering theory results in the first and
second quantized setting as a reference (see also Sec. III
labels in Fig. 1).
A. First quantized potential scattering theory
1. Standard scattering theory
For a wave equation such as the time-dependent
Schro¨dinger equation Eq. (1), the scattering problem is
given by the question of how an incoming wave-packet
defined in the infinite past evolves into an outgoing wave-
packet in the infinite future [89]. For elastic scattering
this information can be encoded in the on-shell scattering
matrix Smm′(k), which is defined by the linear relation
between states |φ(+)m (k)〉 and |φ(−)m (k)〉 [89]
|φ(+)m (k)〉 =
∑
m′
|φ(−)m′ (k)〉 Sm′m(k) . (19)
The states |φ(±)m (k)〉 are the normal modes defined in
Eq. (5) as eigenstates of the Hamiltonian. The (±) cor-
responds to a choice of boundary conditions. As usual in
scattering theory, (+) is the state with a controlled in-
coming free state, and (−) is the state with a controlled
outgoing free state [89].
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FIG. 3. Schematic of the different degrees of freedom and
scattering connections in the Feshbach projection formalism
for potential scattering problems. The full scattering matrix
S can be used to relate asymptotically free states or operators
to each other. The background scattering Sbg arises from a
basis transformation of the free states into the bath states.
The bath states scatter via Sres on the system states, which
span part of the region where the scattering potential V (r)
is non-zero. Similarly on the operator level, the scattering
between bath operators that are coupled to the system is given
by the input-output scattering matrix Sio. To obtain the full
scattering matrix, a background scattering contribution S˜bg
has to be applied.
Another useful scattering quantity is the transition op-
erator T defined by
|φ(+)m (k)〉 = |km〉+G(+)0 T |km〉 (20)
where G
(+)
0 is the free propagator given via the free
Hamiltonian H0 as
G
(+)
0 = (E(k)−H0 + iη)−1 , (21)
and |km〉 is an eigenstate of H0 with H0|km〉 = E(k)|km〉.
The operator T thus quantifies transitions between a full
eigenstate and a free eigenstate. It is linked to the on-
shell scattering matrix defined above via [89]
Smm′(k) = δmm′ − 2pii Tmm′(k) (22)
with Tmm′(k) = 〈km|T |km′〉.
The scattering properties can thus be obtained by solv-
ing the eigenproblem for the full Hamiltonian and com-
puting their transition probabilities to freely propagating
states.
2. Potential scattering via projection operators
Domcke showed [71] that instead of using the eigen-
states in full space, the scattering matrix can also be
calculated from the system and bath states that we used
in Sec. II. Details on the calculation are summarized in
Appendix G. Here we will focus on the definitions and
interpretation of the results relevant to our work. The
relation between the different states and scattering ma-
trices used below is illustrated in the left part of Fig. 3.
We first define a transition operator Tres by considering
the bath modes as “free” states. Analogously to Eq. (20),
omitting matrix subscripts for brevity, we can write
P |φ(+)(k)〉 = |ψ˜(+)(k)〉+ G˜(+) Tres |ψ˜(+)(k)〉 , (23)
where G˜(+) is the Green function for P -space propagation
G˜(+) = (E(k)−HPP + i)−1 . (24)
We can then quantify the scattering between bath states
by a scattering matrix
Sres(k) ≡ I− 2pii Tres(k) , (25)
where Tres(k) is the matrix element of Tres on the basis
of retarded bath states.
However the bath states are not necessarily free states.
Therefore there is a residual scattering contained in the
asymptotic structure of the bath states, which can be
described by a transition operator for transitions from a
bath state to a free state
|ψ˜(+)(k)〉 = |k〉+G(+)0 Tbg |k〉 . (26)
The background scattering matrix Sbg is again defined
as the corresponding on-shell scattering matrix
Sbg(k) ≡ I− 2pii Tbg(k) , (27)
where Tbg(k) is the matrix element of Tbg on the basis of
free states. The effect of Sbg(k) can thus be interpreted as
an asymptotic basis transformation between bath states
and free states.
The full scattering matrix S is then decomposed into
the resonant scattering matrix Sres and the background
scattering matrix Sbg via [71]
S(k) = Sbg(k)Sres(k) . (28)
In terms of the system and bath states these matrices
read (see Appendix G)
Sres(k) = I− 2pii 〈ψ˜(+)(k)|HPQGQQHQP |ψ˜(+)(k)〉 ,
(29)
Sbg(k) = I− 2pii 〈k|(HPP −K)|ψ˜(+)(k)〉 . (30)
We note that unlike in the quasi-modes approach [55, 59,
60, 62], the “resonant” part in the Feshbach projection
formalism does not necessarily correspond to the reso-
nances of the wave equation, that is the poles of the scat-
tering matrix. However by choosing the system states ap-
propriately, certain resonances can be selected, such that
their poles appear in Sres, and the remaining poles appear
in Sbg. This behavior has been investigated partially in
[71] and we demonstrate its significance for extracting
few-mode dynamics in Sec. VII. In the context of inter-
acting theories the concept further becomes a powerful
8tool to construct effective few-mode expansions, which
we show in Sec. VIII.
We further note that from the viewpoint of the en-
tire scattering problem, both Sres and Sbg are unphys-
ical on their own, since their properties depend on the
arbitrary choice of the system states. However, they in-
dividually may provide accurate approximations of the
full scattering matrix in the vicinity of their correspond-
ing resonances (see also Sec. VII), such that the choice of
system states becomes a resource allowing the extraction
of relevant properties of the whole system.
B. Second quantized potential scattering theory
In the second quantized setting, one investigates the
dynamics of operators defined by the Hamiltonian and
its corresponding Heisenberg equations of motion. That
is, the quantization procedure promotes the wave equa-
tion to a non-relativistic quantum field theory, such that
correlation functions can be computed and interactions
can be considered.
For potential scattering we can define asymptotically
free operators by expanding the quantum field in a free
mode basis instead of in its normal mode basis. If
φ
(free)
m (r, k) = 〈r|km〉 are the field distribution of the free
eigenstates, then the free state expansion of the field op-
erator reads
ψˆ(r, t) =
∑
m
∫
dE(k) φ(free)m (r, k) dˆm(k, t) , (31)
where dˆm(k, t) are the free bosonic operators satisfying
canonical commutation relations.
One can solve the Heisenberg equations of motion for
these operators (see Appendix H for details) to obtain a
scattering relation
dˆ(out)m (k) =
∑
m′
Smm′(k) dˆ
(in)
m′ (k) , (32)
where the asymptotically free in [out] operators are inter-
action picture operators in the infinite past [future], that
are defined via adiabatically switching on [off] of the po-
tential in the corresponding time limits (see Appendix H
for details).
In the case of potential scattering, the operator scatter-
ing matrix can be shown to be exactly the first quantized
scattering matrix Eq. (19) [47]. This correspondence be-
tween the solution to the wave equation and its second
quantized analogue is also required for consistency, since
on average the result from the wave equation should be
obtained, that is 〈dˆout(k)〉 = S〈dˆin(k)〉.
For clarity, we emphasize that the scattering matrices
employed here relate different asymptotic operators. The
relation of this formulation to scattering between initial
and final states of the quantum field has, for example,
been noted in [22, 92, 93] in the context of few-photon
transport.
IV. FEW-MODE SCATTERING
We now show how to rigorously reconstruct the full
scattering information from the ab initio few-mode
Hamiltonian derived in Sec. II using the input-output for-
malism. We further show the equivalence of the input-
output formalism result to that of standard scattering
theory (see Sec. IV labels in Fig 1). The applicability
of the input-output formalism is thus not limited to the
good cavity regime, but applies to a general class of quan-
tum scattering problems and in extreme regimes.
A. Ab initio input-output formalism
We now apply the input-output formalism [16, 17, 70]
to our ab initio few-mode Hamiltonian Eq. (17). This
constitutes solving the Heisenberg equations of motion
for the Hamiltonian Eq. (17), which are
d
dt
aˆλ(t) =− iEλ aˆλ(t)
− i
∑
m
∫
dE(k)Wλm(k) bˆm(k, t) , (33)
d
dt
bˆm(k, t) = −iE(k) bˆm(k, t)− i
∑
λ∈ΛQ
W ∗λm(k) aˆλ(t) .
(34)
We can solve Eq. (34) formally in terms of the initial time
t0 and final time t1 as
bˆm(k, t) = e
−iE(k)(t−t0) bˆm(k, t0)
− i
∑
λ∈ΛQ
W ∗λm(k)
∫ t
t0
dt′e−iE(k)(t−t
′) aˆλ(t
′) (35)
and
bˆm(k, t) = e
−iE(k)(t−t1) bˆm(k, t1)
+ i
∑
λ∈ΛQ
W ∗λm(k)
∫ t1
t
dt′e−iE(k)(t−t
′) aˆλ(t
′) ,
(36)
respectively. As usual in quantum noise theory [16, 70]
and in analogy with the quantum field theory definition
(see Sec. III B) we define the in- and out- operators
bˆ(in)m (k) = e
iE(k)t0 bˆm(k, t0) , (37a)
bˆ(out)m (k) = e
iE(k)t1 bˆm(k, t1) , (37b)
respectively. Taking initial [final] times to negative [pos-
itive] infinity gives the input-output relation
bˆ(out)m (k)− bˆ(in)m (k) = −i
∑
λ∈ΛQ
W
∗
λm(k) aˆλ(k) , (38)
9where the Fourier transform of aˆλ(t) is defined by
aˆλ(k) =
∫ ∞
−∞
dt′eiE(k)t
′
aˆλ(t
′) . (39)
Substituting the formal solution Eq. (35) into Eq. (33)
and inverting the resulting matrix equation gives
aˆλ(k) = 2pi
∑
λ′∈ΛQ
∑
m
D−1λλ′(k) Wλ′m(k) bˆ
(in)
m (k) , (40)
where we defined D−1 as the inverse of the matrix of
Dλλ′(k) = (E(k)− Eλ)δλλ′ + Γλλ′(k). (41)
The decay matrix (see also Fig. 1) is given by
Γλλ′(k) = −
∑
m
∫
dE(k′)
Wλm(k
′)W ∗λ′m(k
′)
E(k)− E(k′) + i (42)
=: −∆λλ′(k) + iγλλ′(k) , (43)
where we have defined the real and imaginary parts of
Γλλ′(k) as ∆λλ′(k) and γλλ′(k). In the latter equation,
the limit → 0+ is implied. For λ 6= λ′, the complex de-
cay matrix Γλλ′(k) describes couplings between the sys-
tem modes, whereas the diagonal parts correspond to
frequency shifts ∆λλ and loss rates γλλ.
We note that to obtain this expression, the Fourier
transform integrals have been regularized (see Appendix
I for details), analogously to what is usually done in time-
independent scattering theory [89]. We further note that
a Markov approximation is not necessary in this deriva-
tion [70].
Upon substitution of Eq. (40) into Eq. (38) we can read
off the scattering matrix
Sio(k) = δmm′ − 2pii
∑
λ,λ′
W ∗λm(k)D
−1
λλ′(k)Wλ′m′(k), (44)
such that
bˆ(out)(k) = Sio(k) bˆ
(in)(k). (45)
The subscript ‘io’ stands for ‘input-output’ to indicate
that this scattering matrix has been obtained by solv-
ing the quantum statistical operator equations of motion
of the ab initio few-mode Hamiltonian using the input-
output formalism of quantum noise theory [16, 17].
B. Equivalence to standard scattering theory
We now show that the above calculation is equivalent
to the full quantum scattering calculation, only expressed
in a different basis. The relation is best understood by
analogy to the state case (see Fig. 3).
Firstly we recognize that, using the definition of the
coupling constants Eq. (18) as well as the completeness
relations of the subspace eigenstates and Eq. (11), the
decay matrix Eq. (42) can be written as
Γλλ′(k) = −〈χλ|HQP G˜(+)HPQ|χλ′〉 . (46)
We have now chosen the bath states fulfilling retarded
boundary conditions |ψ˜(+)(k)〉 [71, 89], since by writing
Eq. (40) in terms of the incoming operator, we have de-
cided to solve an initial value scattering problem.
From Eq. (41), the D-matrix therefore consists of the
matrix elements
Dλλ′(k) = 〈χλ|E(k)−HQQ −HQP G˜(+)HPQ|χλ′〉 .
(47)
Noting that the effective Q-space Hamiltonian is
Heff = HQQ +HQP G˜
(+)HPQ , (48)
we see that the inverse of the D-matrix coincides with
the matrix elements
D−1λλ′(k) = 〈χλ|GQQ|χλ′〉 (49)
of the Q-space propagator GQQ = [E(k)−Heff]−1.
Substituting into Eq. (44), again using the definition
of the coupling constants Eq. (18) and the completeness
relations of the subspace eigenstates, we find that
Sio(k) = I− 2pii 〈ψ˜(+)(k)|HPQGQQHQP |ψ˜(+)(k)〉
= Sres(k) . (50)
Thus the expression for the input-output scattering ma-
trix Sio(k) coincides with the scattering matrix Sres(k) in
Eq. (29) obtained from potential scattering theory using
the Feshbach projection formalism [71].
From our interpretation of the resonant scattering ma-
trix in Sec. III A 2, it is to be expected that Sio(k) is
not the full scattering matrix. The ab initio few-mode
Hamiltonian Eq. (17) only contains information about
the dynamics of the system and bath modes, which in-
teract via the coupling terms. Despite capturing these
dynamics exactly, it does not contain information about
the structure of the bath modes. In addition, the bath
operators are not asymptotically free. Therefore analo-
gously to the first quantized potential scattering case in
Sec. III A 2, an asymptotic basis transformation is needed
to translate from the bath operators in Eq. (45) to the
asymptotically free operators in Eq. (32), as schemati-
cally shown in Fig. 3. We further know from Eq. (28) that
this transformation can be expressed as the background
scattering matrix Sbg(k). Therefore, the full scattering
matrix can be calculated from the input-output result by
S(k) = Sbg(k)Sio(k) . (51)
To summarize, the background scattering contribution
translates the bath mode scattering from the input-
output formalism into free-state scattering as usually ob-
served in spectroscopic experiments.
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We have thus clarified the relation of our ab initio FMA
to the NMA and conventional quantum scattering theory.
The two approaches are equivalent if care is taken to com-
pute the scattering between asymptotically free operators
in both cases. Figures 1 and 3 illustrate the equivalence
and the relation between the different operators.
V. APPLICATION TO MAXWELL’S
EQUATIONS
While so far we have presented the construction of
ab initio few-mode Hamiltonians on the example of the
Schro¨dinger equation, our technique is in fact quite gen-
eral. The essential requirements are that the Hilbert
space of the quantum system can be separated into two
orthogonal subspaces and that each subspace is spanned
by a set of orthonormal modes. In the Schro¨dinger case,
these conditions were ensured by the hermicity of the cor-
responding operators. One can thus envision an applica-
tion of the formalism to a variety of quantized scattering
problems. One such problem with practical relevance in
quantum optics and cavity QED is the scattering of light
from dielectric materials, described by Maxwell’s equa-
tions. Since this field is a main application of system-
bath theory and the input-output formalism as a phe-
nomenological model, the question arises if our ab initio
FMA can be applied to this setting as well.
In the following, we analyze this question for the sim-
plest possible case of a linear, isotropic, non-absorbing
dielectric medium in one dimension, with only a single
polarization considered. We show that within the ro-
tating wave approximation (RWA), the correspondence
between the input-output formalism and the potential
scattering approach can be established.
Our assumptions allow us to write the wave equation
for a component A(r, t) of the vector potential as [94]
∂2
∂r2
A(r, t) = ε(r)
∂2
∂t2
A(r, t) , (52)
where ε(r) is the dielectric function and again c = 1. The
applicability of this scalar Helmholtz equation to physi-
cal scenarios has been discussed in [5]. This problem is
closely related to our treatment of the Schro¨dinger equa-
tion, since the corresponding time-independent equation
for the normal modes fm(r, k) [70],
∂2
∂r2
fm(r, ω) + ε(r)ω
2fm(r, ω) = 0 , (53)
can be written as a Schro¨dinger equation with an energy-
dependent potential [5, 55]
V˜ (r, ω) =
1− ε(r)
2
ω2 . (54)
The normal modes of this wave equation are still orthog-
onal, but under a modified inner-product [5, 70]
〈x|y〉 =
∫
dr ε(r)x∗(r) y(r) . (55)
The Maxwell wave equation can be quantized canoni-
cally [47] (see Appendix J 1 for details), similarly to the
Schro¨dinger case in Sec. II A. However due to the dou-
ble time-derivative, the Hamiltonian now contains coor-
dinate operators qˆ and momentum operators pˆ [47, 70],
such that the corresponding commutation relations differ
[47, 70].
The separation into system and bath operators via a
Feshbach projection can also be performed analogously
to the Schro¨dinger case (see Appendix J 2 for details).
The resulting few-mode Hamiltonian is of the form [70]
Hˆ =
∑
λ∈ΛQ
ωλaˆ
†
λaˆλ +
∑
m
∫
dω ω bˆ†m(ω)bˆm(ω)
+
∑
λ,m
∫
dω
[
Wλm(ω) aˆ†λ bˆm(ω)
+ Vλm(ω) aˆλ bˆm(ω) + h.c.
]
. (56)
We note the appearance of counter-rotating terms in the
system-bath coupling [70], which are also a result of the
second time-derivative in the Maxwell wave equation.
A. Scattering in the rotating wave approximation
We proceed with the analysis by applying the rotating
wave approximation, which simplifies the Hamiltonian
Eq. (56) to
Hˆrot =
∑
λ∈ΛQ
ωλaˆ
†
λaˆλ +
∑
m
∫
dω ω bˆ†m(ω)bˆm(ω)
+
∑
λ,m
∫
dω
[
Wλm(ω) aˆ†λ bˆm(ω) + h.c.
]
. (57)
One can solve the equations of motion for this Hamilto-
nian analogously to Sec. IV A. The resulting scattering
matrix is
S
(rot)
io (ω) = δmm′ − 2pii
∑
λ,λ′
W∗λm(ω)D−1λλ′(ω)Wλ′m′(ω) ,
(58)
with
Dλλ′(ω) = (ω − ωλ)δλλ′ + Γ′λλ′(ω) (59)
and
Γ′λλ′(ω) = −
∑
m
∫
dω′
Wλm(ω′)W∗λ′m(ω′)
ω − ω′ + i . (60)
In order to compare to scattering theory, we substitute
the definition of the coupling constants W and translate
to the Schro¨dinger normalization and energy labeling by
(see Appendix J 1)
Wλm(ω) = 1
2
√
ωλω
W˜λm(ω) =
1
4
√
2Eλ
Wλm(k) , (61)
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where Wλm(k) are the coupling constants corresponding
to the scattering normalization. The scattering matrix
then reads
S
(rot)
io (k) = δmm′−2pii
∑
λ,λ′
W ∗λm(k)(D
−1
rot(k))λλ′Wλ′m′(k) ,
(62)
with
(Drot(k))λλ′ = 2
√
Eλ(
√
E(k)−
√
Eλ)δλλ′ + Γ
(rot)
λλ′ (k)
and
Γ
(rot)
λλ′ (k) = −
∑
m
∫
dE(k′)
2
√
E(k′)
Wλm(k
′)W ∗λ′m(k
′)√
E(k)−√E(k′) + i .
(63)
We now see that these integrals are different to the
ones encountered in scattering theory, due to the square-
rooted energy dependence. However, since these ex-
pressions were derived under the assumption that the
rotating wave approximation holds, we should also ap-
proximate 2
√
Eλ ≈
√
Eλ +
√
E(k) and 2
√
E(k′) ≈√
E(k) +
√
E(k′) in the relevant energy ranges of above
expressions. Substitution of these approximations shows
that
Drot(k) ≈ D(k) , (64)
such that from comparing Eq. (62) with Eq. (44) we get
S
(rot)
io (k) ≈ Sres(k) . (65)
This means that if the rotating wave approximation ap-
plies and is carried through consistently, the correspon-
dence between the input-output operator scattering and
the resonant state scattering matrix still holds. We note
that it is in fact crucial to perform the above second
step within the rotating wave approximation, in order to
obtain the correct pole structure of the system propaga-
tor yielding a converging multi-mode expansion (see also
Sec. VIII and Appendix M).
We further note that a similar correspondence can be
established within the slowly-varying envelope approx-
imation as outlined in Appendix K, an approximation
which only modifies the time-dependence of the system
and still yields the exact steady-state response.
As a result, we find that within these approximations,
our formalism can be applied straightforwardly to the
scalar Helmholtz wave equation in the same way as for
the Schro¨dinger equation, if a modified inner product and
an energy-dependent potential are considered.
B. Scattering beyond the rotating wave
approximation
Going beyond these approximations, we note that the
input-output formalism does not require neglecting the
counter-rotating terms [95]. Without RWA, an addi-
tional linear equation for the conjugated operators has
to be considered, which couples to the original equations
via the counter-rotating terms. The input-output calcu-
lation can thus in principle be performed analogously.
From the discussion in Sec. III and Fig. 3 it is clear that
this will yield an input-output scattering matrix describ-
ing scattering between bath operators, which has to be
multiplied by a background term to obtain the full scat-
tering between asymptotically free operators. The key
difficulty now is to relate the contour integrals appearing
in the operator scattering calculation (such as Eq. (63))
to the matrix elements in the state scattering calcula-
tion (such as Eq. (29)). In the case of the Schro¨dinger
equation, a correspondence between the state scattering
and the operator scattering has been shown in Sec. IV B,
using the relation of the contour integrals to the bath
Green function. In the Maxwell case, this correspon-
dence is obscured due to the rooted energy dependence
in the contour integrals. The origin of this can be un-
derstood since for Maxwell’s equations, the field satisfy-
ing the wave equation has mixed operator contributions
A(r, t) ∼ bˆψ˜ + bˆ†ψ˜∗, while for the Schro¨dinger equation
ψ(r, t) ∼ bˆψ˜. We note that conceptually the lack of such a
correspondence makes no difference and the input-output
scattering matrix can still be calculated if the contour in-
tegrals are evaluated correctly. Only now it is not clear
if Sio(k) = Sres(k) can be invoked to simplify the calcu-
lation.
As a result, we conclude that even beyond the rotating
wave approximation our formalism can be applied to cal-
culate ab initio input-output scattering matrices, how-
ever the precise form of the corresponding background
scattering matrix on the operator scattering level remains
to be determined (see also Fig. 3).
VI. PRACTICAL ASPECTS
Before turning to an example calculation, we conclude
our analysis with practical remarks, in particular focus-
ing on applications in cavity QED. Applying the ab ini-
tio FMA discussed here in essence entails two parts. The
first part is the calculation of the quantum optical pa-
rameters and coupling constants entering the Hamilto-
nian and the input-output relations. The second part
is the solution of the equations of motion resulting from
the Hamiltonian. Regarding the second part, it is impor-
tant to note that the Hamiltonian and the input-output
relations obtained from our FMA are quite similar in
structure to that of the well-established phenomenolog-
ical models. This is of great advantage, since it means
that the solution methods established for phenomenolog-
ical models can also be applied to our approach, once the
coupling constants are evaluated.
Nevertheless, there are certain differences to standard
phenomenological models, which we discuss in the follow-
ing. The model input-output relation is usually written
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in the form [17]
bˆ(out)(t)− bˆ(in)(t) = −i
∑
λ
√
κλ aˆλ(t) , (66)
or alternatively in terms of the corresponding Fourier
transforms
bˆ(out)(ω)− bˆ(in)(ω) = −i
∑
λ
√
κλ aˆλ(ω) , (67)
from which a spectrum can be computed. Here, κλ is the
coupling constant between the cavity mode λ and the
external bath mode considered.
The corresponding input-output relation derived
within our approach reads (compare Eq. (38))
bˆ(out)m (ω)− bˆ(in)m (ω) = −i
∑
λ
W∗λm(ω) aˆλ(ω) . (68)
This expression is similar in structure to Eq. (67), only
now the cavity-bath coupling is frequency dependent. It
is important to note that this frequency dependence also
includes the possibility that the couplings change consid-
erably within the spectral width of a single resonance,
which cannot be captured by fitting a phenomenologi-
cal Lorentzian mode to the response of the system. An
example for this will be shown in Sec. VII.
Next, we turn to the equations of motion for the cavity
modes. Including a loss constant γ, a typical equation of
motion within a phenomenological model reads
d
dt
aˆλ(t) = −iωλ aˆλ(t)− i√κλ bˆ(in)(t)− γλ aˆλ(t) . (69)
This can again be expressed in Fourier space as
−iωaˆλ(ω) = −iωλ aˆλ(ω)−i√κλ bˆ(in)(ω)−γλ aˆλ(ω) , (70)
so that spectroscopic quantities such as reflection or
transmission spectra can be obtained by substituting
Eq. (70) into Eq. (67). When atoms or other quantum
systems are present inside the cavity, additional terms
are added to describe cavity-atom interactions (see also
Sec. VIII).
The corresponding Langevin equation in our ab initio
few-mode theory reads (compare Eqs. (40, 60))
−iωaˆλ(ω) = −iωλ aˆλ(ω)− 2pii
∑
m
Wλm(ω) bˆ(in)m (ω)
−
∑
λ′
[γλλ′(ω) + i∆λλ′(ω)] aˆλ′(ω) . (71)
Comparing this with Eq. (70), we again find frequency
dependent decay and coupling constants. Additionally,
next to the loss rates γλλ, an imaginary contribution
∆λλ appears, which induces a frequency shift. Further-
more, both the loss and the frequency shift parameters
are now matrices, such that cross-mode coupling terms
with λ 6= λ′ are present. Such cross-mode terms bear
n=1
n=n0
χ1
χ2
d dL r
FIG. 4. Model potential with two barriers. In the Maxwell
case, this corresponds to the Ley-Loudon model for a two-
sided Fabry-Perot cavity [100], and the solid blue curve shows
the spatial refractive index distribution. For simplicity, in the
calculation, the thin-mirror limit d → 0 is considered, with
n0 → ∞ such that η = n20d remains finite [94, 100]. In the
cavity, the first two perfect-cavity modes χ1, χ2 are shown
as magenta curves. For the Schro¨dinger case, the solid blue
curve indicates the potential energy, which defines a tunneling
problem.
the potential for qualitatively different phenomena, for
example, spontaneously generated coherences [96–98].
Also the frequency dependence of the coupling con-
stants may lead to qualitative differences to phenomeno-
logical models, since in the time-domain, it implies non-
Markovian dynamics. For example, the input-ouput re-
lation in the time domain can be obtained by Fourier
transforming Eq. (68) and reads [70]
bˆ(out)m (t)− bˆ(in)m (t) = −i
∑
λ
W∗λm(t) ∗ aˆλ(t) , (72)
whereW∗λm(t) =
∫
dω
2pi e
−iωtW∗λm(ω) and ∗ denotes a con-
volution. The output field thus depends on the history
of the cavity mode operators. A similar connection is ob-
tained when writing the Langevin equation in the time
domain. We note that such non-Markovian input-output
relations have been studied in detail in [20, 99].
We therefore see that our ab initio few-mode theory
can be employed as a tool to calculate cavity spectra
analogously to the phenomenological approach, and the
computational simplicity of the phenomenological mod-
els is not destroyed by the ab initio method. In particular
for spectral observables, including frequency dependent
couplings does not incur significant additional complex-
ity. The main task to apply the formalism will thus lie
in calculating the frequency dependent coupling and de-
cay constants from the cavity geometry by employing the
projection operator equations in Sec. II. After this cal-
culation, the complete tool box of the input-output for-
malism and system-bath theory can be applied and the
various approximation schemes that are available for few-
mode systems can be employed. For details on how these
statements generalize in the presence of interactions refer
to Sec. VIII.
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FIG. 5. Transmission spectra for a Fabry-Perot cavity as a function of the mirror quality η. The top row shows the case in
which the system comprises the single mode λ = 8. The bottom row shows corresponding results with the system consisting
of the modes λ ∈ {7, 8, 9, 10}. In both cases, the left column illustrates the full transmissivity of the system. The middle and
right columns show the input-output (Sio) and the background (Sbg) contributions, respectively. The full result can either be
obtained from standard methods such as a transfer matrix formalism also known as Parratt’s formalism [101, 102], or as a
product of the input-output and background scattering matrices.
VII. EXAMPLE: DOUBLE BARRIER
POTENTIAL
To illustrate our formalism for non-interacting theo-
ries and as a proof-of-concept, we perform explicit cal-
culations for the example of a one-dimensional potential
featuring two barriers, see Fig. 4. Because our derivation
in the Maxwell case works analogously to the Schro¨dinger
case, it is tempting to assume that the two wave equa-
tions will give similar results. Below, we show that this is
not the case, because they lead to different potentials in
the respective Hamiltonians, and thus to different scat-
tering properties. In each case, we demonstrate how our
few-mode formalism enables the extraction of relevant
resonant dynamics.
A. Maxwell case: Fabry-Perot cavity
In the Maxwell case, the two-barrier potential is re-
alized using a spatially varying index-of-refraction dis-
tribution, and corresponds to a two-sided Fabry-Perot
cavity with a semi-transparent mirror at each end. For
simplicity, we consider the thin-mirror limit d → 0 with
n0 → ∞ such that η = n20d remains finite, which is
known as the Ley-Loudon model [94, 100]. This model is
one of the simplest cavity geometries with tunable sharp
resonances. The mirror quality can be characterized by
η = n20d, which relates to the energy dependent mirror re-
flectivity via r(ω) = iωη/(2− iωη) [94, 100]. Within this
model, the potential in the Maxwell case thus becomes
V˜ (r, ω) = −[η1δ(r − L/2) + η2δ(r + L/2)]ω2/2 . (73)
For this system a natural choice of cavity modes are the
“perfect cavity modes”, that is eigenstates in the cavity
region with Dirichlet boundary conditions at the mirrors
given by
χλ(r) =
√
2
L
sin(ωλr), 0 ≤ r ≤ L. (74)
The eigenfrequencies are ωλ = λpi/L and L is the cavity
length.
Based on these states, we numerically evaluate the
input-output scattering matrix Sio and the correspond-
ing background scattering matrix Sbg in the rotating
wave approximation. Due to the cavity being open on
both sides, this is a two channel problem featuring trans-
mission as well as reflection. Each part in the relation
S = SbgSio thus is a 2× 2 matrix.
In Fig. 5, we show transmission spectra for the cavity
as a function of the mirror quality, and compare it to the
individual resonant input-output (Sio) and background
(Sbg) contributions. In all cases, the full transmissivity
coincides with the product of the resonant and the back-
ground contributions, as has been shown in Sec. IV B.
The upper row illustrates the case in which the system
space comprises a single mode with λ = 8. The lower row
shows corresponding results with four resonant modes as
the system part (λ ∈ {7, 8, 9, 10}). As expected, for a
good cavity with high η, well-resolved transmission reso-
nances are obtained, which naturally split into the reso-
nant and the background contributions. Each mode that
is included in the few-mode Hamiltonian removes a reso-
nance peak from the background and adds it to the input-
output scattering matrix. This means that in the vicin-
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FIG. 6. Quantum optical parameters calculated via the ab initio few-mode theory. The upper row shows the transmission
coupling strength κ(T ) = 2pi|W|2, the mode frequency shift ∆ and the resonance width γ as a function of frequency and mirror
quality η. The parameters are as in the upper row of Fig. 5, with the system comprising the single mode λ = 8. The magenta
curves indicate the width of the resonance as function of η. The lower row shows cuts through the upper panels at fixed
η = 0.01, 0.1, 0.19 (left to right, corresponding to the transition from a bad to a good cavity) indicated as dotted lines in the
upper panel. The respective widths of the modes are indicated as shaded magenta regions, defined as twice the value of γ. The
vertical dashed lines indicate the bare center frequency of the mode (black) as well as the actual center frequency (magenta).
ity of the included resonances, one can expect that the
input-output result alone gives a good representation of
the scattering behavior. But towards the bad-cavity limit
(η → 0), the modes start to overlap, and the separation
into resonant and background part becomes non-trivial.
As a result, the background part is crucial, and more
modes are required for the input-output matrix to cap-
ture the resonance behavior in the same frequency range.
Also, the position of the mode resonance systematically
shifts with the quality factor η, which is a consequence of
the imaginary contribution δ found in the ab initio equa-
tions. Furthermore, the resonant modes become asym-
metric with respect to their central frequencies, and are
no longer of Lorentzian shape. This asymmetry can be
understood since the width of the resonances decreases
for this cavity with increasing energy. As a result there is
more overlap of any particular resonance with its lower
energy neighbor than with its higher energy neighbor,
which also leads to the formation of two distinct pairs of
modes in the case of multiple system modes in the lower
row of Fig. 5.
Next, we study the quantum optical parameters ex-
tracted from our ab initio approach. Fig. 6 shows the
transmission coupling strength κ(T ) entering the input-
output relation, the mode frequency shift ∆ and the de-
cay rate γ as a function of frequency and mirror quality
η. All plots correspond to the upper panel of Fig. 5, with
a single mode as the system subspace. In the upper pan-
els of Fig. 6, the solid purple curve indicates the spectral
width of the mode as function of η. The lower panels
show three cuts through the plots in the upper panel, for
different values of η. In these lower panels, the purple
shaded area indicates the spectral width of the mode,
which grows towards lower η. As expected, for a high-
quality cavity, the system parameters calculated using
the ab initio method are approximately constant over the
spectral width of the resonance. Thus we again find that
a phenomenological approach with constant parameters
is well-suited to model the cavity dynamics. However,
towards the bad-cavity limit, the system parameters sig-
nificantly change within the spectral width of the mode,
rendering a modeling using fixed phenomenological rates
difficult. Finally, the vertical lines in the lower panel in-
dicate the difference of the actual mode frequency from
the “bare” mode frequency, that is the effect of the imag-
inary part ∆.
From these results, we conclude that our formalism
can indeed be used to extract the resonant dynamics of
the system, by choosing the relevant modes that par-
ticipate in the dynamics. We further conclude that the
input-output formalism is not limited to the good cav-
ity regime, however has to be applied with care when
the cavity features overlapping modes, since background
scattering and frequency dependence of the quantum pa-
rameters become sizable and cannot be neglected.
B. Schro¨dinger case: Tunneling problem
In the Schro¨dinger case, the double-barrier potential
structure shown in Fig. 4 defines a tunneling problem,
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FIG. 7. Transmission spectra for a Schro¨dinger (left column)
and a Maxwell (right column) Fabry-Perot cavity, with dif-
ferent sets of system modes (top: λ = 1, middle: λ ∈ {1, 2},
bottom: λ ∈ {1, 2, . . . , 100}). In each case, the full (solid
blue), input-output (dashed red) and background (dotted or-
ange) transmissivity are shown. For both wave equations,
each added system mode transfers a resonance peak from the
background to the input-output contribution, such that in the
many mode case featuring 100 modes, the input-output result
alone agrees with the full transmissivity (bottom panels). For
sharp resonance peaks, the input-output result captures the
behavior in the relevant energy range, if the corresponding
modes are included (top and middle left panels). For overlap-
ping resonances, the background contribution is crucial even
in the vicinity of the resonance peak (top and middle right
panels).
and can be written as
V (r) = ξ1δ(r − L/2) + ξ2δ(r + L/2) . (75)
We note that this potential has prefactors independent of
the energy, while the corresponding potential Eq. (73) for
the Maxwell case is proportional to ω2, and thus energy
dependent. This gives rise to crucial differences between
the Schro¨dinger and the Maxwell wave equation, which
we discuss below.
Fig. 7 compares the transmissivity in the Schro¨dinger
case and the Maxwell case, for the parameters ξ1 = ξ2 =
10L−1 and η1 = η2 = 0.5L. The three rows correspond
to a system space containing one mode (top row: λ = 1),
two modes (middle row, λ ∈ {1, 2}), or the many-mode
limit (bottom row, λ ∈ {1, . . . , 100}).
The Schro¨dinger transmissivity features sharp reso-
nances at low energies, which can be understood by not-
ing that at low energies it is less likely for a particle to
tunnel through or overcome the confining barriers (see
Fig. 4). With increasing energy, these resonances become
broader and start to overlap. Furthermore, the baseline
of the transmissivity resonances rises with increasing en-
ergy.
In the Maxwell case, the transmissivity spectrum at
low energies is entirely different. This is due to the pref-
actor ω2 in the potential, which vanishes at low energies.
As a consequence, the modes become broader and the
baseline of the transmissivity resonances raises towards
lower energies. In contrast, towards higher energies, the
potential ∼ ω2 is highly confining and features sharp res-
onances. On a qualitative level, the frequency depen-
dence of the Maxwell resonances thus appears reversed
as compared to the Schro¨dinger case.
Next, we investigate the behavior of the few-mode
input-output results further in both cases, by compar-
ing the input-output and background transmissivity sep-
arately for different system mode numbers (see Fig. 7).
As expected, we observe that for each additional system
mode, a resonance peak gets transferred from the back-
ground to the input-output spectrum. For the case where
a single mode with λ = 1 is included, the Schro¨dinger and
Maxwell equations show very different behavior. In the
Schro¨dinger case the corresponding resonance is sharp
and isolated, such that the input-output transmissivity
reproduces the full result in the energy range of the res-
onance peak, even without having to include the back-
ground contribution. In the Maxwell case, however, these
modes are broad and overlap, such that the background
contribution is crucial. It is important to note that this
difference is a consequence of the ω2-dependence of the
Maxwell potential, and not of the single-mode approxi-
mation. This can be seen from the top panel of Fig. 5,
where the single mode λ = 8 is well-represented by the
input-output part alone for the Maxwell case. As a re-
sult of the ω2 dependence, the “perfect” system modes
Eq. (74) for barriers of infinite height do not represent
the λ = 1 case of shallow potential barriers well.
We further note that the transmissivity maxima in
the Maxwell case of Fig. 7 lie between the ones for the
Schro¨dinger equation, despite the identical geometry. On
the level of wave equations, this can also be explained
by the energy dependence of the potential causing the
complex poles of the scattering matrix to shift. In the
quantized few-mode Hamiltonian approach, the shift can
alternatively be understood as radiative corrections to
the bare system states, which we chose to be the perfect
cavity states Eq. (74). These corrections arise from the
system-bath coupling and are expressed as the complex
decay matrix. The shifting effect can thus also be seen in
Fig. 6, where the mode frequency shift ∆ remains larger
than the mode width for large η.
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VIII. INTERACTING QUANTUM SYSTEMS
In the previous sections, we have shown how to derive
ab initio few-mode Hamiltonians for quantum potential
scattering problems and how the full scattering informa-
tion can be reconstructed from such Hamiltonians using
the input-output formalism. We have further demon-
strated that by choosing certain states in the few-mode
basis, the corresponding spectral resonance peaks can be
extracted.
This idea of extracting important degrees of freedom
is at the heart of few-mode theory. The concept also
naturally leads to a crucial approximation when consid-
ering interacting systems, such as atoms coupling to the
quantized field, which are often theoretically intractable
in their full complexity. The few-mode approximation
allows to boil down the field continuum to a few rele-
vant degrees of freedom that dominate the interacting
dynamics, by neglecting the interaction with other irrel-
evant modes (see Fig. 2). Our ab initio few-mode theory
now enables this approximation to be performed rigor-
ously, provides new insight on its range of validity and
gives practical advantages for its application. The main
step behind this progress is the possibility of choosing the
system states at will while still treating the free system
exactly, such that one can focus on approximating the
interaction.
We note that the few-mode approximation has already
been employed extensively in the study of cavity QED
[10–12] and related subjects by using phenomenological
few-mode Hamiltonians. Importantly, a large bulk of the-
oretical tools has been developed to solve and understand
the resulting dynamical equations [17, 103, 104], which
have found applications in a broad quantum optics con-
text, also beyond cavity QED. However, these approaches
inherit the limitations of phenomenological few-mode ap-
proaches discussed in the previous sections.
In this section, we show how our ab initio few-mode
theory can be applied to interacting quantum systems,
providing a number of advantages to phenomenological
few-mode theory. Firstly, in ab initio few-mode theory,
the empty cavity or potential is treated exactly no matter
which system modes are chosen such that the interact-
ing case inherits the advantages from the non-interacting
one. Secondly, a systematic effective few-mode expan-
sion scheme can now be constructed where only the in-
teraction is approximated. Thirdly, an important as-
pect of our method is that it connects to the toolbox of
phenomenological few-mode theory, such that frequently
used techniques do not have to be abandoned. Lastly,
this extends the range of few-mode theory to extreme
parameter regimes, such as highly open and multi-mode
systems, where previously mentioned aspects of ab initio
few-mode theory, such as frequency-dependent couplings
and background scattering, can be crucial.
In the following, we first outline the construction of
ab initio few-mode theory for interacting systems. We
then discuss each of the advantages of ab initio few-mode
theory mentioned above, and demonstrate them using
representative examples.
A. Effective few-mode expansions
We outline the construction of ab initio few-mode the-
ory using a paradigmatic model from the field of light-
matter interactions: a two-level atom in a cavity.
For clarity and consistency with previous sections, the
term ‘system’ is reserved for the cavity in the following,
and not used to describe the atom, which is referred to
as ‘atom/interaction’.
1. Interaction Hamiltonian
The Hamiltonian for a Maxwell field interacting with
a single two-level atom is [48]
Hˆ = Hˆfield + Hˆatom + Hˆint. (76)
Here, Hˆfield is given by the quantization of the dielectric
wave equation from Sec. V, and can be expressed in the
usual normal mode basis by Eq. (J13) or equivalently
in a few-mode system-bath basis by Eq. (56). For a two-
level system, the atomic Hamiltonian is given by Hˆatom =
ωa
2 σˆ
z, where ωa is the transition frequency and σˆ
x,y,z,+,−
are the Pauli operators. The interaction Hamiltonian can
be obtained by the minimal coupling substitution [2, 48],
and in the dipole approximation can be written as [2, 48]
Hˆint = −iωa(dσˆ+ − d∗σˆ−)A(ra), (77)
where d and ra are the transition dipole moment and
the position of the atom, respectively. Consistently with
previous notation, we set ~ = me = 1. We note that fol-
lowing the minimal coupling prescription, we use the p·A
interaction term here [48, 86], since the canonical quan-
tization scheme that we employed works in the Coulomb
gauge [47], and as a result our system-bath Hamiltonians
are also in this gauge. We further neglect the A2 term in
the interaction. This treatment is known to cause prob-
lems in the ultra-strong or deep-strong coupling regimes
[37, 82], whose resolution has been discussed elsewhere
(see, for example, [105–111]). For our purposes, this ap-
proach suffices and we also perform the rotating wave
approximation in the light-matter coupling. We note
that polarization is already absent, since we considered
a scalar version of the Maxwell wave equation in Sec. V.
As before, we employ these assumptions for simplicity,
in order to demonstrate the central ideas of ab initio ef-
fective few-mode theories. We expect, however, that the
method can be extended to a broad class of Hamiltonians
(see Sec. IX), since it only relies on the few-mode concept
and the previously constructed basis transformation for
the field, which is exact.
The crucial advantage of the few-mode approach arises
when we express the field in terms of a mode expansion.
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In the standard normal modes basis, the expansion re-
sults in an interaction Hamiltonian where the atom cou-
ples to a continuum of modes (see Eq. (J14)). In the
few-mode basis, the expansion Eq. (J20) gives an alter-
native representation of the interaction Hamiltonian
Hˆint = Hˆatom-cavity + Hˆatom-bath , (78)
with [50, 70]
Hˆatom-cavity =
∑
λ
gλσˆ
+aˆλ + h.c. , (79a)
Hˆatom-bath =
∑
m
∫
dωg˜m(ω)σˆ
+bˆm(ω) + h.c. , (79b)
where the atom-cavity and atom-bath coupling constants
are defined analogously to the normal mode case, that is
gλ = −idωa
√
1
2ωλ
χλ(ra) , (80a)
g˜m(ω) = −idωa
√
1
2ω
ψ˜m(ra, ω) . (80b)
As shown in the previous sections on non-interacting
problems, the ab initio few-mode approach allows one
to choose the system modes freely without having to ap-
proximate the field Hamiltonian Hˆfield. This enables a
systematic few-mode approximation scheme for the in-
teracting theory, which we discuss in detail in the next
sections.
2. Few-mode expansion scheme
We see from Eq. (78) that in the system-bath basis,
the atom couples to the discrete system (cavity) modes
as well as to a continuum of bath modes. While this
Hamiltonian has been obtained from the normal modes
Hamiltonian without further approximations, there is no
clear advantage to the normal modes formulation yet,
because the Hamiltonian still involves a continuum part.
The few-mode approximation consists of only including
the atom-cavity interaction,
Hˆint ≈ Hˆatom-cavity , (81)
such that the continuum part is neglected, where the cav-
ity part includes the chosen system modes. If applicable,
this approximation is tremendously useful, since it vastly
reduces the complexity of the coupling and the dimen-
sion of the coupled system. Phenomenological few-mode
theory, encompassing famous models such as the Jaynes-
Cummings model [25], the Rabi model [26, 27] and the
Dicke model [29, 30], is based on this approximation.
Indeed the above interaction Hamiltonian is exactly of
the form of a multi-mode Jaynes-Cummings model, em-
phasizing the close connection between phenomenological
and ab initio few-mode theory. However, we found in the
previous sections that phenomenological few-mode the-
ory may lead to incorrect predictions already in the non-
interacting case, depending on the system and regime
under study.
The key advantage of our ab initio few-mode theory
as compared to phenomenological approaches is that the
non-interacting system is treated exactly. As a result,
we can choose any set of system modes to describe the
cavity alone, without affecting the non-interacting part.
This allows us to disentangle the few-mode approxima-
tion from approximative treatments of the cavity open-
ness.
The few-mode expansion scheme then comprises a
systematic variation of the number of system modes,
such that the predictions of the approximate interaction
Hamiltonian Eq. (81) converge to the exact results.
3. Choice of few-mode basis
From the previous section it is clear that the choice of
the few-mode basis is important, and we will find below
that it in particular affects the rate of convergence as a
function of the number of included system modes. Usu-
ally, prior knowledge about the system under study can
be used to guide the choice of relevant system modes. In
general, this constitutes an optimization problem, where
the task is to find the minimal and optimal set of modes
with respect to an optimization criterion. What con-
stitutes a good set of relevant modes may also depend
on what further approximations one would like to make.
For example, if one wants to derive a Markovian master
equation by tracing out the bath modes, one should try
to limit the frequency dependence of the coupling coeffi-
cients (see also Sec. VIII C).
In the absence of any prior knowledge, a constructive
approach can be used that allows one to obtain a system-
atic expansion in the number of included modes. These
modes may not be the optimally relevant few-mode basis,
but they still provide a non-perturbative series expansion
for observables. The method relies on the insight that for
strongly confining systems, the perfect cavity eigenstates
provide a good few-mode basis. A natural approach, even
for weakly confining systems, is thus to solve the Dirichlet
boundary value problem in the region of the cavity poten-
tial, giving a complete basis set in the region where the
atom is located, as illustrated in Fig. 2. The few-mode
basis is obtained by choosing a subset of these states, ac-
cording to the energy scales set by the atom inside the
cavity. The number of modes can then be varied sys-
tematically, and in the limit of infinitely many modes,
where the few-mode basis becomes complete in the inter-
action region, should converge to the full solution of the
problem (see Sec. VIII B 3 for a detailed investigation of
convergence).
For completeness, we note that the selection of a con-
finement region with boundary conditions is reminis-
cent of R-matrix theory [112–115], a first quantized ap-
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proach to describe atomic, molecular and nuclear scat-
tering properties, as well as the related exterior complex
scaling method [116–118] in general resonance theory. In
relation to shifting environment degrees of freedom of
an open quantum system to obtain Markovian master
equations we note a recent and very general result [119],
generalizing the pseudo-mode approach [51, 52, 91, 120]
for the spin-boson model.
4. Few-mode equations of motion
From the effective few-mode Hamiltonian Eq. (81),
one can derive Heisenberg-Langevin equations of motion,
analogously to what has been done in Sec. IV for the free
system. The equations of motion for the atomic opera-
tors read
˙ˆσ+(t) = iωaσˆ
+(t)− iσˆz(t)
∑
λ
aˆ†λ(t)g
∗
λ, (82a)
˙ˆσ−(t) = −iωaσˆ−(t) + iσˆz(t)
∑
λ
aˆλ(t)gλ, (82b)
˙ˆσz(t) = −2iσˆ+(t)
∑
λ
aˆλ(t)gλ + 2iσˆ
−(t)
∑
λ
aˆ†λ(t)g
∗
λ .
(82c)
We note that we have not considered additional loss chan-
nels here, such as absorption or other electronic processes
in the atom. We further note that in dimensions higher
than one, it may be advantageous to trace out some of the
bath modes and include them as a direct decay term in
the Langevin equations. This can be useful in describing,
for example, radiative losses to the side of a Fabry-Perot
cavity.
The input-output relation only depends on the system-
bath Hamiltonian and hence stays unmodified by the cou-
pling to the atom. Again performing the rotating wave
approximation also in the system-bath coupling, we ob-
tain
bˆ(out)m (ω)− bˆ(in)m (ω) = −i
∑
λ
W∗λm(ω)aˆλ(ω). (83)
For the cavity operators, the equations of motion are
most easily written in Fourier space analogously to
Eq. (40) as
aˆλ(ω) =
∑
λ′
D−1λλ′(ω)
[
2pi
∑
m
Wλ′m(ω)bˆ(in)m (ω)
+ g∗λ′ σˆ
−(ω)
]
. (84)
We see that by use of the input-output formalism and
Heisenberg-Langevin equations, the bath dynamics are
completely described by the input-output relation and
the driving term in the cavity equation of motion. There-
fore the coupled atom-continuum system has been trans-
formed into a driven dissipative few-mode system.
B. Ab initio few-mode theory for interacting
systems in the linear regime
In the following, we demonstrate some specific advan-
tages of ab initio few-mode theory mentioned above using
a variety of practically relevant examples. In particular,
we study the systematic few-mode expansion scheme for
problems involving interactions that is offered by ab ini-
tio few-mode theory. To this end, we focus on the lin-
ear limit of the interacting system, which allows us to
systematically investigate various features of the expan-
sion scheme. The non-linear regime will be discussed in
Sec. VIII C.
1. Scattering in the linear regime
It is well known that for linear systems, the input-
output relations can be solved analytically without fur-
ther approximations [121]. However, in obtaining the
input-output relation, a Markov approximation [121] or
an approximate extension of frequency integrals [70] is
usually performed. Non-Markovian input-output theory
[20, 99] has been developed on the basis of phenomeno-
logical few-mode Hamiltonians. In our approach, neither
of these approximations nor the assumption of a model
Hamiltonian [16, 17] are necessary.
Consequently, the linear regime is an ideal candidate to
demonstrate the advantages of ab initio few-mode theory.
The example of a two-level atom considered above is
non-linear in general, but becomes linear in the weak
excitation limit, where σˆz(t) ≈ −1, which physically cor-
responds to a weak field driving the atomic ground state,
and is a frequently used approximation in quantum op-
tics [92, 122]. An alternative way of performing the weak
excitation approximation is a Holstein-Primakoff trans-
formation [105, 109].
In this limit, the above equations can be solved
straightforwardly to give, switching from index to vector-
matrix notation,
bˆ
(out)
(ω) = S
io
(ω)bˆ
(in)
(ω), (85)
with the operator scattering matrix
S
io
(ω) = I− 2piiW†(ω)[D(ω)− 1
ω − ωa g
∗gT
]−1W(ω)
=S(free)
io
(ω)− 2piiW
†(ω)D−1(ω)g∗gTD−1(ω)W(ω)
ω − ωa − gTD−1(ω)g∗
.
(86)
The second formula is particularly useful since one can
read off the complex level shift gTD−1(ω)g∗ and thus
extract the Purcell enhanced line width of the atom
γS = −Im[gTD−1(ω)g∗], (87)
as well as its cavity modified Lamb shift
δLS = Re[g
TD−1(ω)g∗]. (88)
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FIG. 8. Linear transmission spectra of a coupled atom-cavity system. The cavity is chosen as in Fig. 5, and the transition
frequency of the atom with d = 0.01 has been chosen resonant with the 9th empty cavity mode at each mirror quality η. (a)
shows the full transmissivity calculated using linear dispersion theory as a reference. (b) shows the input-output part without
the background contribution which is shown in (c), each calculated with three system modes (ΛQ = {χ7, χ9, χ11}). Panels (d-f)
show slices at η = 0.289, 0.124, 0.011, respectively. They correspond to a transition from strong coupling (d) via weak coupling
(e) to a regime with negligible cavity confinement (f). In the entire range, the ab initio few-mode result (Sfew = SbgSio, red
dash-dotted line) agrees well with the full result from linear dispersion theory (S, blue solid line), with good convergence already
found using a single mode χ9 for (d) and (e), and using three modes ΛQ for (f). In the weak and strong coupling regimes, the
input-output term alone is sufficient to model the interacting system (d,e). But in the regime of strongly overlapping modes
and weak confinement, background scattering plays a crucial role (c), such that input-output scattering alone gives a vastly
different line shape from the full result (f).
These two quantities can thus be directly computed from
the cavity geometry using ab initio few-mode theory.
We also see that the effective few-mode theory gives
an expansion of the scattering matrix as a sum over the
quantum optical coupling constants. As expected, the
input-output scattering matrix reduces to the free case
Eq. (58) in the limit g → 0, where the expression is exact
up to the rotating wave approximation in the system-
bath coupling. For the interacting case, one can system-
atically include more cavity modes in the projector basis
and observe the series’ convergence in the many modes
limit, where the few-mode basis, if chosen correctly, ap-
proaches a complete set in the region of the atom (see
Fig. 2). The expansion is non-perturbative in the sense
that it is not limited to weak atom-mode coupling g, how-
ever due to the rotating wave approximation the above
expression does not apply in the ultra-strong coupling
regime. Inclusion of the counter-rotating terms would,
however, essentially result in additional linearly coupled
equations (see also Sec. V B), which can be solved anal-
ogously in the linear regime, as has been shown in detail
in [95].
To obtain the full scattering matrix between the ob-
servable asymptotically free operators, we have to ac-
count for the background scattering contribution again.
Since it is only responsible for translating the bath oper-
ators into asymptotically free operators, the background
scattering is independent of the matter coupling and can
be computed as in the free theory.
2. Transition from strong coupling to free space
In Fig. 8, we show linear transmission spectra for the
Fabry-Perot cavity that has also been investigated in
Fig. 5, but now containing a single atom at its center,
with a dipole moment of d = 0.01. The linear regime
of this interacting system is ideal to demonstrate the
advantages of ab initio few-mode theory, since the re-
sulting equations of motion (82) can be solved without
a Markov or semi-classical approximation, as shown in
Sec. VIII B 1. Thus the effect of frequency dependent sys-
tem parameters can be investigated. Additionally, linear
dispersion theory [123, 124] (see Appendix L) can be used
as a benchmark for comparison in the linear regime. We
note that the results in Fig. 8 have been obtained using
the constructive approach to choosing a system basis (see
Section VIII A 3), without assuming any prior knowledge
about the system.
The transmission spectra as a function of the mir-
ror quality η show a transition from the strong coupling
regime at high η, via the usual weak coupling regime at
intermediate η, to a regime where the resonances overlap
significantly until the situation approaches a weakly con-
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fined regime at low η, essentially corresponding to free
space. The lower panels show slices of the two dimen-
sional spectra in each of these regimes. To explore the
potential of the ab initio few mode approach, we compare
linear dispersion theory as a reference (S), the results ob-
tained neglecting the background contribution (Sio), as
well as the full ab initio few-mode result including the
background contribution (Sfew = SbgSio).
We see that in the strong and weak coupling regime, all
three approaches agree very well. In both cases, we found
a single mode to be sufficient for good agreement. This is
also illustrated in more detail in panels (d) and (e). How-
ever in the overlapping modes regime and at weak con-
finement, the situation is quite different. Panel (f) clearly
shows that excluding the background contribution leads
to qualitatively wrong predictions. For example, while
Sio without the background contribution predicts an
asymmetric Fano-like line shape, the full result including
the background contribution remains Lorentzian. Con-
sequently, phenomenological input-output theory fails in
this regime, since the background and resonant scatter-
ing contributions are not distinguished in these models.
Thus, the novel aspects of ab initio few-mode theory
come into play and it is crucial that the empty cavity
is treated exactly due to the strong mode overlap and
absence of isolated resonances.
We further note that the ab initio few-mode approach
has advantages already in the usual strong and weak
coupling regime, even though phenomenological input-
output theory is sufficient for a quantitative treatment
there. Firstly, a rigorous foundation of the method is
given. This also has the practical consequence that the
quantum optical coupling constants can now be calcu-
lated from the cavity geometry, instead of being obtained
by a fitting procedure. The latter may lead to theo-
retical design opportunities for quantum optical prop-
erties of complex structures. Secondly, it can already be
seen that the toolbox of interacting few-mode and input-
output theory can be applied straightforwardly without
additional complexity. After the ab initio Hamiltonian
of the non-interacting cavity is obtained, the calculation
follows standard methods with minor adjustments (see
Sec. VIII A 4).
3. Convergence of the few-mode expansion
As with any series expansion, an important require-
ment for the effective few-mode expansion is that it
should converge as the number of system modes in-
creases. Demonstrating the convergence of the few-mode
expansion is particularly important as multi-mode light-
matter coupling models are notorious for their divergent
behavior (see, for example, [50, 108, 125, 126]).
In Fig. 9, we numerically investigate the dependence of
few-mode scattering observables on the number of system
modes in the strong coupling and the multi-mode strong
coupling regime. We again use the cavity geometry from
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FIG. 9. Convergence behavior of the few-mode expansion
in the strong coupling (a,c) and multi-mode strong coupling
(b,d) regime. Panels (a-d) show few-mode spectra at different
numbers of system modes (Nmodes ∈ {1, 3, 10, 255}, see leg-
end). The solid blue line shows linear dispersion spectra as
a benchmark (S(T ), solid blue). In the strong coupling case,
the convergence is fast, with a single mode being sufficient
(c), as expected. At multi-mode strong coupling, the qualita-
tive behavior is already captured in a single mode description,
but for quantitative agreement more than 100 modes of the
generic mode basis are necessary (d). The convergence in
the two cases can be quantified by the few-mode (FM) devi-
ation Eq. (89). Panel (e) shows this quantity as a function
of the mode number (Nmodes + 1). The strong coupling case
(blue dots) shows the expected behavior. In the multi-mode
strong coupling case (mmsc, orange crosses, green hatches),
the convergence is much slower, and for low mode numbers,
the convergence depends on the order in which the modes are
added to the few-mode system space, as explained in the main
text.
Fig. 8, with η = 0.15 and d = 0.03 (strong coupling) or
d = 0.2 (multi-mode strong coupling), and ωa = 28.71
resonant with the ninth cavity mode χ9. The atom is
placed at the center of the cavity, such that only odd
Dirichlet modes contribute to the interaction.
The few-mode basis is chosen as described in
Sec. VIII A 2 by solving the Dirichlet boundary value
problem. The single mode model contains the domi-
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nant ninth mode. We then label each few-mode ba-
sis in terms of a mode number Nmodes as follows. We
first add the odd modes in steps of two in decreasing
order of dominance. A mode number of Nmodes = 3
then corresponds to ΛQ ∈ {χ7, χ9, χ11}, Nmodes = 5 to
ΛQ ∈ {χ5, χ7, χ9, χ11, χ13} and so on. Since there are
no lower lying modes than χ1, once it is included, we
add the remaining higher lying odd modes in steps of
one, such that for example Nmodes = 10 corresponds to
ΛQ ∈ {χ1, χ3, . . . χ15, χ17}.
Panels (a,c) in Fig. 9 demonstrate that a single mode is
already sufficient in the strong coupling regime of this iso-
lated resonance cavity, as is expected from phenomeno-
logical few-mode theory. Panels (b,d) show that in the
multi-mode strong coupling regime, the convergence is
much slower for the chosen generic mode bases. While a
single mode can already reproduce the qualitative fea-
tures of the spectrum, in order to reach quantitative
agreement a relatively large number of modes is required.
It is further seen that when including more modes sym-
metrically around the dominant one (see labeling order
described above), the spectral peak first shifts away from
its final position before it starts to converge, a feature we
will explain below.
Panel (e) quantifies the deviation of ab initio few-mode
theory from the benchmark provided by linear dispersion
theory as a function of the mode number Nmodes. Note
that the x-axis shows Nmodes+1 to allow for a logarithmic
representation. The few-mode deviation is defined by
∆few =
∑
ω |S(T )few (ω)− S(T )(ω)|2∑
ω |S(T )0 (ω)− S(T )(ω)|2
, (89)
where the frequency axis is evaluated on a grid and the
superscript (T ) indicates the transmission element of the
scattering matrix. S
(T )
0 (ω) is the zero modes few-mode
theory coinciding with the transmission spectrum of the
empty cavity. This quantity represents a phase-sensitive
χ2-like deviation metric that is normalized to the zero
system modes case. The fast convergence in the strong
coupling regime is evident from the sharp deviation drop
from zero to a single mode. In the multi-mode strong
coupling case, a much slower decline is observed in the
generic mode basis, reaching reasonable convergence only
at more than 100 modes with the few-mode deviation still
decreasing.
Interestingly, a dip in ∆few is found at a single mode,
which is related to the above observation that the spec-
tral peak first shifts away from its final position with
increasing mode number, before it converges in reverse
direction to the correct result. This effect can be under-
stood from the fact that the modes χλ with λ < 9 cause
a positive spectral shift of the peak, whereas the modes
with higher mode number induce an opposite frequency
shift. To verify this interpretation, we also study the con-
vergence using an alternative ordering where the modes
are included starting with χ1 and simply counting up.
For example, Nmodes = 2 corresponds to ΛQ ∈ {χ1, χ3},
n=1
n0
nmid
n0
χ9
t t tL L r
ωa
FIG. 10. One-dimensional double cavity potential. The Q-
space basis modes are chosen as solutions of the Dirichlet
problem in the left cavity (the figure shows mode χ9 in ma-
genta as an example). This choice of basis appears particu-
larly suitable for describing local light-matter interactions in
the left cavity, but not in the right cavity. An atom is placed
at the center of the left cavity, chosen resonant with the ninth
cavity mode.
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FIG. 11. Linear transmission spectra for the double Fabry-
Perot cavity in Fig. 10 as a function of the central mirror
refractive index, calculated using ab initio few-mode theory
with a single system mode (χ9). (a) shows the empty cavity
without atom. A transition between different regimes featur-
ing an avoided crossing is observed. In (b), results of the
interacting system with an atom at the center of the first
cavity are shown. The atom’s resonance frequency is chosen
resonant with the empty cavity spectral peak, indicated by
the magenta dots. A splitting of the resonant cavity mode is
observed, with interesting features in the transition regions.
The shown few-mode results are found to agree well with lin-
ear dispersion theory in both cases.
Nmodes = 3 corresponds to ΛQ ∈ {χ1, χ3, χ5} and so
on. With this labeling order, a monotonic convergence is
found (green crosses), because now the competition be-
tween opposite shifts of red-detuned and blue-detuned
modes is avoided. These results demonstrate that in
particular in the multi-mode strong coupling regime, the
convergence properties are affected by the choice of the
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system basis.
Numerically, it is impossible to show whether the ex-
pansion indeed converges in a mathematical sense. In
particular for the multi-mode strong coupling results, one
may object that Fig. 9 does not exclude the possibility
that the deviation oscillates very slowly or even diverges
in the limit of infinitely many modes. In order to provide
justification that this is not the case, we explicitly evalu-
ate the relevant series terms of the few-mode expansion
in Appendix M and show that the final result is conver-
gent as for the free cavity. The calculation is restricted to
a specific geometry (see Appendix M for details), but ap-
plies at any coupling strength within the validity range of
the rotating wave approximation. The series expansion
is therefore non-perturbative in the atom-cavity coupling
strength, in the sense that it does not require a small pa-
rameter.
We note that multi-mode convergence of light-matter
models has been discussed extensively in the literature,
for example in the context of the Rabi and related mod-
els at ultra-strong coupling [105, 108, 125, 126] as well
as in the context of time-dependent problems extend-
ing the Wigner-Weisskopf theory of spontaneous emission
[50, 64]. Divergences can be handled by cutoffs (see, for
example, [50] for an explicit account), cutoff-free methods
have only been developed more recently by fully account-
ing for gauge invariance [108]. We note that these discus-
sions are mainly concerned with the complete treatment
of the light-matter interaction, which is particularly im-
portant at ultra-strong coupling. Ab initio few-mode the-
ory is based on a complete treatment of the cavity-bath
interaction in few-mode theory. In our present analy-
sis, we avoided issues arising at ultra-strong coupling by
applying the rotating wave approximation. It will there-
fore be interesting to see if ab initio few-mode theory
can be married with ultra-strong coupling theory, where
phenomenological few-mode models are also a valuable
tool (see, for example, [31, 37, 82]). An outlook in this
direction is given in Sec. IX.
4. Quantum optical properties in overlapping modes cavities
One remaining advantage of the ab initio method that
we have not demonstrated yet is the effect of frequency-
dependent quantum optical couplings in interacting few-
mode theory. To this end, we consider the double Fabry-
Perot cavity depicted in Fig. 10, with a varying refractive
index nmid of the central mirror. Unlike before, we choose
a finite mirror thickness t = 0.01 and outer mirror refrac-
tive index n0 = 4.0 in order to demonstrate that our ap-
proach is not limited to Ley-Loudon type [100] potentials
with its unrealistic infinitely thin mirrors.
Such a double cavity geometry is ideal to investigate
the transition from an isolated resonance to an overlap-
ping modes regime that still features strong confinement.
In this case, the overlap results from the near-degeneracy
of modes in each respective cavity, which couple via leak-
age through the central mirror. Fig. 11 shows linear
transmission spectra for this cavity as a function of nmid,
calculated using ab initio few-mode theory with a single
system mode χ9. The top panel (a) shows the empty
cavity spectrum which already displays interesting over-
lapping modes features, including an avoided crossing at
intermediate nmid as well as a merging of spectral lines
at high nmid.
The spectral structure can be understood as follows.
At nmid  n0, the separating barrier is insignificant such
that the cavity behaves like the single Fabry-Perot case
from before with approximately twice the cavity length,
showing isolated resonances.
As the central barrier increases, a transition from a
single to a double cavity structure occurs. In the latter,
a more useful intuitive picture is to think of the sys-
tem modes in each cavity. Due to their interaction via
leakage through the central barrier, the avoided crossing
occurs. In this context it is interesting to point out the
connection of ab initio few-mode theory to non-Hermitian
Hamiltonian formulations [68, 76, 85] that are often used
to interpret such scenarios and have also been considered
in the context of potential scattering [127, 128].
At higher nmid, the central barrier becomes very reflec-
tive such that after the avoided crossing two lines merge
together. We have thus observed the transition from a
single cavity behavior via a double cavity structure with
an avoided crossing to a third regime with a strong sep-
arating barrier.
The lower spectra include the effect of an atom at the
center of the first cavity with d = 0.03 and ωa chosen
resonant with the cavity peak (magenta dots). We see
that when adding the atomic interaction, vacuum Rabi-
splitting of the spectral peak is observed, featuring mod-
ulations of peak intensity in the regimes of overlapping
modes. One of the peaks even disappears completely at
high nmid. An interesting aspect is that panel (b) has
been computed using only a single “single-cavity” mode
(χ9 in the first cavity, see Fig. 10). Nevertheless, this ab
initio single mode theory correctly predicts the interact-
ing spectrum across the whole shown range of nmid, with
multi-mode deviations from the linear dispersion theory
result of less than a few percent at nmid/n0 < 1 and less
than a few permille at nmid/n0 > 1. In this case, the
single mode theory thus provides a good description of
the interacting system even in a seemingly multi-mode
regime, when the spectral peaks of the empty cavity
overlap significantly. In comparison, phenomenological
few-mode theory could only reproduce these results by
including at least two modes, e.g. χ9 in each cavity.
To investigate the reason behind this unexpected qual-
ity of the ab initio single-mode results in more detail,
Fig. 12 shows the atom’s cavity modified Lamb shift
δLS and Purcell enhanced decay width γS [59, 129, 130]
(panels (b) and (c), respectively), along with slices at
nmid = 2.7, 7.0, 15.0 (panels (d-f), respectively). These
quantities are directly computed from the cavity geome-
try (see Appendix VIII B 1 for details) and we observe
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FIG. 12. Quantum optical quantities corresponding to the atom-cavity spectra in Fig. 11. The Purcell enhanced line width γS
of the atom, its cavity modified Lamb shift ∆LS as well as κ
(T )
atom = 2pi|[W†(ω)D−1(ω)g∗gTD−1(ω)W(ω)]1,0| are shown. These
quantities are the atomic line analogues of the empty cavity couplings shown in Fig. 6 and have been computed using ab initio
few-mode theory with a single system mode (χ9). The lower panels (d-f) show slices at nmid = 2.7, 7.0, 15.0, respectively,
demonstrating the transition between different regimes and that even the single mode theory is able to include effects beyond
the isolated resonance approximation.
a varying frequency dependence. At low nmid = 2.7
(panel (d)), we observe two isolated resonance features,
each having a frequency dependence as expected from
the Lorentzian single-mode contributions in phenomeno-
logical few-mode models [121]. However, beyond that,
the modes overlap significantly at nmid = 7.0 (panel (e))
and nmid = 15.0 (panel (f)). Still, our ab initio approach
is able to account for these non-trivial bath effects in
the overlapping modes case as shown in panels (e,f). In
the latter cases, the standard result from single mode
phenomenological few-mode theory breaks down and the
advantage of the frequency dependent couplings in ab
initio few-mode theory can be seen. For this reason, we
conclude that ab initio few-mode theory can extend the
validity range of a single mode description to new regimes
by incorporating non-trivial bath effects beyond the iso-
lated resonance approximation into the frequency depen-
dent couplings.
C. Non-linear phenomena
In the previous sections, we have demonstrated that
ab initio few-mode theory establishes a powerful expan-
sion scheme for problems involving interactions. But so
far, we have only considered the linear limit of the in-
teracting system, which has allowed us to systematically
investigate various features of the expansion scheme. In
the following, we show that the approach can also be
applied in the non-linear regime.
As in the linear case, we will again exploit that ab
initio few-mode theory gives rise to Hamiltonians of a
form similar to those used in phenomenological few-mode
and system-bath theory [17, 104]. This central feature
allows us to make use of many existing methods to tackle
non-linear open-system dynamics, and to promote these
methods to new regimes, by basing them on an ab initio
few-mode Hamiltonian instead of on a phenomenological
model.
As a concrete example, we extend the previous model
of a two-level atom in a cavity to stronger external driv-
ing fields. We employ the semi-classical monochromatic
drive approximation, which is a textbook example that
enables an explicit analytical computation of scattering
observables, and which is of significance, for example, in
spectroscopy [104, 121]. This model serves to demon-
strate the applicability of ab initio few-mode theory in
a scattering regime where the precise frequency depen-
dence of the coupling constants matters, and that the
resulting few-mode equations can indeed be solved using
appropriate methods. In the process, we obtain analytic
solutions for non-linear spectra of a two-level atom in
an overlapping modes cavity in the form of a few-mode
expansion.
1. Few-mode equations of motion with a semi-classical
driving field
In order to show that ab initio few-mode theory can
describe non-linear phenomena beyond the isolated res-
onance case, we employ the semi-classical assumption
which is that the operator bˆ
(in)
m (ω) can be treated as a
commuting classical variable b
(in)
m (ω) = b
(in)
m 2piδ(ω−ωin),
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where ωin and b
(in)
m are the driving frequency and am-
plitude, respectively. In the time domain, one can al-
ternatively write b
(in)
m (t) = b
(in)
m e−iωint. Physically, this
scenario corresponds to the steady-state response of the
atom-cavity system for a monochromatic laser input
when quantum fluctuations are neglected. The approx-
imation has become a standard tool in quantum optics
[2, 18, 48, 121], and can also be interpreted as the calcu-
lation of coherent state scattering probabilities [92].
With this driving term, the solution of the few-mode
equations of motion is given by the cavity operators and
atomic operators all oscillating at a constant frequency,
aˆλ(t) = aˆλe
−iωint, σˆ−(t) = σˆ−e−iωint, σˆ+(t) = σˆ+e+iωint
and σˆz(t) = σˆz. Substituting into the equations of mo-
tion gives
0 = i(ωa − ωin)σˆ+ − iσˆz
∑
λ
aˆ†λg
∗
λ, (90a)
0 = i(ωin − ωa)σˆ− + iσˆz
∑
λ
aˆλgλ, (90b)
0 = −iσˆ+
∑
λ
aˆλgλ + iσˆ
−∑
λ
aˆ†λg
∗
λ, (90c)
aˆλ =
∑
λ′
D−1λλ′(ωin)
[
2pi
∑
m
Wλ′m(ωin)b(in)m
+ g∗λ′ σˆ
−]. (90d)
2. Steady-state non-linear spectra
Eliminating the cavity mode operator in Eqs. (90), we
obtain closed equations for the atomic averages in terms
of the given semi-classical drive amplitude
0 = −i∆〈σˆ+〉 − iΩ∗〈σˆz〉+ iδ∗〈σˆ+〉 , (91a)
0 = i∆〈σˆ−〉+ iΩ〈σˆz〉 − iδ〈σˆ−〉 , (91b)
0 = −iΩ〈σˆ+〉+ iΩ∗〈σˆ−〉+ Im[δ](〈σˆz〉+ 1) , (91c)
with the parameters
∆ = ωin − ωa , (92a)
Ω = 2pigTD−1(ωin)W(ωin)bin , (92b)
δ = gTD−1(ωin)g∗ . (92c)
The solution for the atomic operators is given by
〈σˆ−〉 = Ω
∆− δ + 2|Ω|2∆−δ∗
, (93a)
〈σˆz〉 = − ∆− δ
∆− δ + 2|Ω|2∆−δ∗
, (93b)
such that the expectation value of the output field
〈bˆ(out)m (ω)〉 = 〈bˆ(out)m 〉δ(ω − ωin) is
〈bˆ(out)〉 = b(in) − iW†(ωin)D−1(ωin)
[
2piW (ωin)b(in)
+ g∗〈σˆ−〉]. (94)
To illustrate the results that can be obtained with this
approach, Fig. 13 shows non-linear transmission spectra
as a function of driving strength for each of the slices that
were shown in panels (d-f) of Fig. 12. That is the central
barrier height is now held fixed at nmid = 2.7, 7.0, 15.0
corresponding to panels (a-c), respectively, such that
non-linear effects in each of the three regimes investi-
gated before can be seen. The atoms resonance frequency
is also chosen as before and indicated in the figure for
clarity.
At weak driving, that is when bin = 0, the spectra coin-
cide with the linear interaction spectra shown in Fig. 11b
for each of the depicted nmid. At large bin on the other
hand the corresponding empty cavity spectra in Fig. 11a
are approached, since the atom saturates at high driving
strength in steady state. The transition region between
these two extremes features rich behavior in the three
regimes, all of which are now captured by ab initio few-
mode theory with a single system mode.
We have thus demonstrated that ab initio few-mode
theory interfaces with an existing method and in partic-
ular, that the aspects of the theory which are usually ne-
glected in its phenomenological counterpart, such as fre-
quency dependent couplings and background scattering,
can be incorporated fully in the semi-classical monochro-
matic drive approximation.
3. Other few-mode solution methods
In general, to what extent the novel aspects of ab initio
few-mode theory can be incorporated into other existing
methods will depend on the specific regime and appro-
priate approximations. A common example is the deriva-
tion of a Markovian Master equation for the cavity-atom
part of the system by tracing out the bath modes. This
method can easily be combined with ab initio few-mode
theory in the regime of isolated cavity resonances, where
phenomenological few-mode models are expected to ap-
ply as well (see also Section VII A). However, in regimes
where frequency dependent cavity-bath couplings can not
be eliminated by an appropriate choice of system states,
the Markov approximation breaks down [17]. On the
other hand, non-Markovian Master equations and alter-
native methods to solve such systems have also been stud-
ied extensively in the literature [17, 18, 103, 131], and
even non-Markovian input-output theory has been devel-
oped [20, 99]. This case demonstrates that while ab initio
few-mode theory provides a new foundation for existing
few-mode methods and allows the underlying Hamilto-
nian to be applied in extreme regimes, the precise ap-
plication of each method for computing observables on
this basis is regime dependent and should be revisited
separately.
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FIG. 13. Non-linear spectra as a function of driving strength, corresponding to each of the regimes in Fig. 12. Panel a-c show
results for nmid = 2.7, 7.0, 15.0, respectively. The cavity is driven from one side, such that b
(in) = bin( 10 ), and the corresponding
transmission spectra are shown. At bin = 0 the spectrum coincides with the linear interaction spectra shown in Fig. 11b at each
nmid. At large bin the corresponding empty cavity spectra in Fig. 11a are approached due to saturation of the atoms excitation.
The atoms resonance frequency for each spectrum has been chosen as before and is indicated by the magenta arrows.
IX. OUTLOOK AND GENERALIZATIONS
We have presented a number of advantages that ab
initio few-mode theory provides, as well as interesting
regimes that it already applies to in its current form.
The concept of ab initio few-mode theory, namely ex-
tracting dominant degrees of freedom from a continuum,
is very general. We therefore envision a number of ad-
ditional possible applications, some of which will require
extensions of the method.
A natural application of ab initio few-mode theory
would be quantum plasmonics [79, 132, 133], which is
a promising experimental platform due to its unique and
extreme physical properties [134–136]. On the theoretical
side, there are still various challenges [79, 80, 137]. One
of them is the high openness of these systems, which has
cast doubts on the applicability of input-output models
for quantum plasmonics [32, 33, 35, 138]. Consequently,
much effort has been invested into developing alternative
quantum mechanical descriptions [137], for example by
quantizing quasi-modes, which have had much success
in the semi-classical domain [55, 59, 62]. While much
progress has been made [61, 138], no direct alternative
to the input-output formalism or another solution to the
quantum scattering problem has been found yet. This is
the exact feature that our method provides, as we showed
in detail in this paper. Ab initio few-mode theory would
thus allow the input-output formalism and its associated
toolbox to be utilized in quantum plasmonics even at
high leakage. On the other hand, plasmonic cavities usu-
ally also feature significant material absorption and losses
[133], or even quantum effects of the resonator material
[132, 137], which we have not accounted for in this paper.
In order to include such effects in the formalism, ab ini-
tio few-mode theory could be applied to more complete
quantization schemes such as macroscopic QED [40, 43]
or microscopic Hamiltonians [139], which may require a
generalized method to choose the relevant system modes
appropriately. Alternatively, the phenomenological in-
clusion of absorptive baths, an approach frequently used
for random media [70, 140], while treating scattering and
leakage via ab initio few-mode theory may be sufficient
in certain scenarios [138, 141], which is a straightforward
application of our formalism.
Another regime that has recently received much at-
tention is extreme light-matter coupling, including ultra-
strong [37, 81, 82] as well as multi-mode strong cou-
pling [50, 83], where phenomenological few-mode mod-
els are also used extensively. Ab initio few-mode theory
would be useful in these regimes providing the advan-
tages outlined in Sec. VIII B. In the context of applying
the phenomenological input-output formalism at ultra-
strong coupling, previous works [95, 111] have shown how
to modify the input-output relation in the presence of
light-matter hybridization and counter-rotating cavity-
bath coupling terms. Both of these approaches should
combine straightforwardly with ab initio few-mode the-
ory, up to the numerical computation of a relevant con-
tour integral as outlined in Sec. V B. We note further
work in this direction [36, 142, 143] and alternative mas-
ter equation methods to tackle open quantum systems at
ultra-strong coupling [144, 145], as reviewed in [37, 82].
In the context of multi-mode convergence at ultra-strong
coupling, the proper treatment of gauge invariance and
counter-rotating terms have been found to be crucial
[105, 108, 125, 126] (see also Sec. VIII B 3). It would
therefore be interesting to see if ultra-strong coupling
theory can be combined with ab initio few-mode the-
ory to develop theoretical tools for highly open systems
at ultra-strong coupling, complementing recent advances
from circuit QED in this direction [64, 108].
A platform where ab initio few-mode theory applies
almost directly and where it could serve as a useful
tool is non-Hermitian photonics [76–78, 146], where loss
and other open system effects are exploited and engi-
neered. While many interesting phenomena of this kind
are already observed in classical systems (see for example
[76–78] for recent reviews), extensions to the quantum
domain are imminent [78, 147]. For example, sponta-
neous emission in an environment featuring exceptional
points has been discussed in [148] and interesting en-
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hancement effects of the Petermann factor [72] have been
found. These quantum effects are precisely due overlap-
ping modes and complex bath structures. We therefore
expect ab initio few-mode theory to be useful particularly
for studying quantum dynamical effects in the presence
of such exotic environments.
The above are three concrete examples where ab initio
few-mode theory can be applied. Beyond a direct appli-
cation, it is also valuable that the connection of few-mode
theory to other ab initio methods is now clear. To name a
few, examples include SALT (steady state ab initio laser
theory) [46, 63, 149] from laser theory, which employs
constant flux states, which in turn have also found appli-
cations for example in circuit QED [64], and quasi-modes
[55, 58, 59, 62], which are mostly used to describe com-
plex wave scattering phenomena [5] but have recently
also entered the quantum domain [61, 138]. Beyond light
scattering, analogies to resonance and scattering theory
in atomic [6, 7] and nuclear physics [8, 9], mesoscopic sys-
tems [4, 5], electronic transport [3], and even relativistic
scenarios such as the Dirac equation [150, 151] can be
found. Our formalism now allows few-mode theory to be
treated on an equal footing as these well understood the-
ories. This result may advance the exchange of methods
and concepts [5] between currently separated fields.
X. SUMMARY AND CONCLUSION
In this work, we introduce ab initio few-mode theory,
a method to describe quantum dynamics in open and
scattering systems. The method and results presented
can be understood from different perspectives.
From a general point of view, we presented an approach
to extract relevant degrees of freedom from a quantum
field continuum. The concept exploits that in many phys-
ical systems and models, the quantum dynamics are of-
ten dominated by resonances or other meta-stable states,
such that not the whole continuum participates in the dy-
namics. For non-interacting theories, we have presented
an exact formalism that allows to rewrite the continuum
in terms of a chosen set of relevant states. In the presence
of interactions, this provides the option of simplifying the
dynamics by only considering the interaction with these
states. We have presented a systematic way to construct
an effective few-mode expansion on this basis.
More specifically in the theory of light-matter interac-
tions, our method closes a gap in the current theoretical
description by linking a large existing toolbox based on
phenomenological few-mode and input-output models to
ab initio theory. This connection is provided by a set of
results. We have firstly presented a systematic approach
to derive ab initio few-mode Hamiltonians. As a main re-
sult, we have demonstrated how to rigorously reconstruct
the entire scattering matrix from such Hamiltonians us-
ing an input-output formalism, and have shown its equiv-
alence to standard scattering theory. In the process, we
have found crucial differences to phenomenological few-
mode theory, such as a previously unknown background
scattering contribution. In the presence of interactions
such as atoms coupling to the light field, a systematic
expansion scheme has been obtained providing a num-
ber of advantages, which are inherited from the exact
treatment of the non-interacting theory in the ab initio
approach. We have demonstrated each of the advantages
explicitly using the paradigmatic situation of a two-level
atom in a cavity as an example. In the process, we have
shown that ab initio few-mode theory applies in extreme
regimes and can be used to compute various observables
for linear and non-linear systems.
In conclusion, we have shown that ab initio few-mode
theory provides a useful tool for describing a number
of physical scenarios in quantum dynamics including ex-
treme regimes, and that due to the generality of its con-
cept, a broad class of systems, ranging from cavity QED
to even relativistic scenarios, may be accessible through
extensions of the method.
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Appendix A: Canonical quantization of the
Schro¨dinger equation
Eq. (1) is an example of a wave equation that can be
quantized using the standard canonical quantization pro-
cedure [87, 152], which we recapitulate in the following.
The Lagrangian for the system reads
L =
∫
dr[iψ†(r, t)ψ˙(r, t)− 1
2
∂
∂r
ψ†(r, t)
∂
∂r
ψ(r, t)
− V (r)ψ†(r, t)ψ(r, t)] , (A1)
such that the Euler-Lagrange equations yield Eq. (1).
The conjugate momentum of ψ(r, t) is then obtained as
pi(r, t) =
∂
∂[ψ˙(r, t)]
L = iψ†(r, t) . (A2)
For quantization, we promote ψ(r, t) [pi(r, t)] to opera-
tors ψˆ(r, t) [pˆi(r, t)] and impose the bosonic commutation
relations Eq. (3).
The second quantized Hamiltonian is then obtained
from the Lagrangian as Eq. (2). Together with the com-
mutation relations, the Heisenberg equations of motion
can be verified to give Eq. (1).
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Appendix B: Mode normalization and orthogonality
We choose the normalization of the normal modes such
that the orthogonality condition reads∫
dr φ∗m′(r, k
′)φm(r, k) = δmm′ δ(E(k)− E(k′)) . (B1)
The normal modes form a complete set in the sense that∑
m
∫
dE(k) φ∗m(r
′, k)φm(r, k) = δ(r − r′) . (B2)
We note that k is simply a relabeling of the energy eigen-
states, which we find convenient to introduce. A natural
choice is E(k) = k2/2, since k then has a physical inter-
pretation as the wave number.
Similarly, hermicity of the subspace Hamiltonians [71]
implies orthogonality of their corresponding eigenstates,
the system and bath states. We choose their normaliza-
tion such that
〈χλ|χλ′〉 = δλλ′ (B3)
and
〈ψ˜m(k)|ψ˜m′(k′)〉 = δmm′ δ (E(k)− E(k′)) . (B4)
Analogously to Eq. (11), the bath modes diagonalize
the P -space projector via
P =
∑
m
∫
dE(k) |ψ˜m(k)〉〈ψ˜m(k)| . (B5)
Since P = 1 − Q, the system modes can furthermore
be chosen orthogonal to the bath modes [71]
〈χλ|ψ˜m(k)〉 = 0 . (B6)
We note that these orthogonality conditions are crucial
for quantization.
Appendix C: Subspace expansion
Here we summarise the calculation of the matrix ele-
ments in the expansion of the full eigenstates Eq. (14) as
presented by Domcke [71].
We start by writing the Schro¨dinger equation Eq. (1)
in Dirac notation
H|φm(k)〉 = E(k)|φm(k)〉 , (C1)
which can be expressed as a pair of coupled equations in
the two subspaces [88]
HPP |φm(k)〉+HPQ|φm(k)〉 = E(k)P |φm(k)〉 , (C2a)
HQP |φm(k)〉+HQQ|φm(k)〉 = E(k)Q|φm(k)〉 . (C2b)
The Lippmann-Schwinger equation for the P-space part
Eq. (C2a) reads
P |φm(k)〉 = |ψ˜(+)m (k)〉
+ (E(k)−HPP + iη)−1HPQ|φm(k)〉 , (C3)
where we chose the incoming solution for the homoge-
neous part. Substitution into Eq. (C2b) and solving for
Q|φm(k)〉 gives
Q|φm(k)〉 = GQQHQP |ψ˜(+)m (k)〉 , (C4)
where we have defined
GQQ = (E(k)−HQQ −HQP G˜(+)HPQ)−1 , (C5a)
G˜(+) = (E(k)−HPP + iη)−1 . (C5b)
Substitution into Eq. (C3) gives Eq. (2.11) from [71]
P |φm(k)〉 = |ψ˜(+)m (k)〉
+ G˜(+)HPQGQQHQP |ψ˜(+)m (k)〉 . (C6)
Adding Eqs. (C4) and (C6) we obtain an expansion for
the full eigenstates in terms of the subspace eigenstates
|φm(k)〉 = Q|φm(k)〉+ P |φm(k)〉 (C7)
= GQQHQP |ψ˜(+)m (k)〉
+ [1 + G˜(+)HPQGQQHQP ]|ψ˜(+)m (k)〉 . (C8)
Note that this constitutes a generalization of results ob-
tained in [70] to a finite number of system modes and to
the Schro¨dinger equation.
The expansion coefficients in Eq. (14) are therefore
〈χλ|φm(k)〉 = 〈χλ|GQQHQP |ψ˜(+)m (k)〉 (C9)
and
〈ψ˜(+)m′ (k′)|φm(k)〉 = 〈ψ˜(+)m′ (k′)|1+
G˜(+)HPQGQQHQP |ψ˜(+)m (k)〉 . (C10)
These expressions can be conveniently evaluated for a
certain class of potentials using so-called separable ex-
pansions, as has been shown in detail by Domcke [71].
Appendix D: System-and-bath operators
Here we derive the system-bath expansion and show
that the operators associated with the subspace eigen-
states naturally fulfill the desired conditions for bosonic
system and bath operators as they are used in quantum
noise theory [16, 17, 70].
Eq. (14) can be used to write the field operator Eq. (4)
as
ψˆ(r, t) =
∑
λ∈ΛQ
aˆλχλ(r)
+
∑
m′
∫
dE(k′) bˆm′(k
′)ψ˜m′(r, k
′) (D1)
28
where we have defined [70]
aˆλ =
∑
m
∫
dE(k)cˆm(k, t)αλm(k) , (D2a)
bˆm′(k
′) =
∑
m
∫
dE(k)cˆm(k, t)βmm′(k, k
′) (D2b)
as the system and bath operators, respectively. Inverting
Eqs. (D2) by using the coefficient identities in Appendix
E gives Eq. (16) [70].
Using Eqs. (D2) and the coefficient identities in Ap-
pendix E, the commutation relations for the system-bath
operators are obtained as[
aˆλ, aˆ
†
λ′
]
= δλλ′ , (D3a)[
bˆm(k), bˆ
†
m′(k
′)
]
= δmm′δ (E(k)− E(k′)) , (D3b)[
aˆλ, bˆ
†
m(k)
]
= 0 , (D3c)[
aˆλ, aˆλ′
]
=
[
bˆm(k), bˆm′(k
′)
]
= 0 , (D3d)[
aˆ†λ, aˆ
†
λ′
]
=
[
bˆ†m(k), bˆ
†
m′(k
′)
]
= 0 , (D3e)
which are indeed the desired bosonic commutation rela-
tions [70].
We note that due to the few-mode projection, the sys-
tem states do not necessarily form a complete set in the
region of the system modes. It is thus necessary to ac-
count for the bath state contribution in Eq. (D1), even
when r lies inside this region. This feature is relevant
when field-matter interactions are included in the the-
ory, which we discuss in Sec. VIII.
Appendix E: Expansion coefficient identities
Using the completeness relation in full space
I =
∑
m
∫
dE(k) |φm(k)〉〈φm(k)| (E1)
and the orthogonality relations in the subspaces Eqs. (B3,
B4, B6) we obtain the coefficient identities∫
dE(k)
∑
m
αλm(k)α
∗
λ′m(k) = 〈χλ|χλ′〉 = δλλ′ , (E2a)∫
dE(k′)
∑
m′
αλm′(k
′)β∗m′m(k
′, k)
= 〈χλ|ψ˜(+)m (k)〉 = 0 , (E2b)∫
dE(k′′)
∑
m′′
βm′′m(k
′′, k)β∗m′′m′(k
′′, k′)
= 〈ψ˜(+)m (k)|ψ˜(+)m′ (k′)〉
= δmm′δ(E(k)− E(k′)) . (E2c)
Similarly,∫
dE(k)E(k)
∑
m
αλm(k)α
∗
λ′m(k) = Eλδλλ′ , (E3a)∫
dE(k′′)
∑
m′′
E(k′′)βm′′m(k
′′, k)β∗m′′m′(k
′′, k′)
= E(k)δmm′δ(E(k)− E(k′)) , (E3b)∫
dE(k′)
∑
m′
E(k′)αλm′(k
′)β∗m′m(k
′, k)
= 〈χλ|HQP |ψ˜(+)m (k)〉 =: Wλm(k) . (E3c)
Note that these relations are analogous to expressions
obtained in [70] for the dielectric Maxwell equations, but
refer to different modes since our few-mode projection
scheme differs.
Appendix F: Scattering matrix in
Viviescas-Hackenbroich quantization
In this Appendix, we calculate the scattering matrix
for an example cavity using Viviescas&Hackenbroich’s
Feshbach projection scheme [70, 94].
From Eq. (68) in [70] their scattering matrix reads
S(ω) = 1− 2pii
∞∑
λ,λ′=1
W†λ(ω)
(
D−1(ω)
)
λλ′Wλ′(ω) .
(F1)
Here the matrix D is defined by Eqs. (65, 66) in [70] as
(D(ω))λλ′ = (ω − ωλ)δλλ′ + Γλλ′(ω) , (F2)
with
Γλλ′(ω˜) = lim
→0+
∫
dω′
Wλ(ω′)W∗λ′(ω′)
ω′ − ω − i . (F3)
These expressions are similar to our input-output scat-
tering matrix Eq. (58), except for the different projection
scheme and the infinite number of system modes.
In [94], the authors have demonstrated their formalism
on the example of a one dimensional cavity with a single
homogeneous dielectric layer of thickness d and refrac-
tive index n terminated by a perfectly reflecting mirror.
In the following we attempt a calculation of the corre-
sponding scattering matrix using the input-output result
Eq. (F1) from their method. The coupling coefficients
for Neumann basis states are given by Eq. (46) in [94] as
Wλ(ω) = (−1)λ
√
ωλ
piωd
, (F4)
where the cavity mode frequencies are
ωλ =
cpiλ
nd
(F5)
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with λ ∈ {1, 2, . . . }. We can simply plug this into the
Eq. (F2) above to get
(D(ω))λλ′ = (ω − ωλ) δλλ′
+ Γ˜(ω)(−1)λ+λ′√ωλωλ′ (F6)
where
Γ˜(ω) =
∫
dω′
1
ω
1
ω′ − ω − i . (F7)
The inverse of this D-matrix can be calculated exactly
using the Sherman-Morrison formula [71, 153]. Substitu-
tion into Eq. (F1) yields, after a short calculation,
S(ω) = 1− 2i
ωd
K(ω)
1− Γ˜(ω)K(ω) , (F8)
where
K(ω) =
∞∑
λ=1
ωλ
ω − ωλ . (F9)
Substitution of the resonance frequencies Eq. (F5) gives
K(ω) =
∞∑
λ=1
λ
ωnd
cpi − λ
. (F10)
This sum indeed diverges. There is also no well defined
notion of taking a limit of λ to infinity, since the pro-
jection is performed directly onto infinitely many modes.
Similar behavior is observed for other one dimensional
examples in [94], including a one-sided Ley-Loudon cav-
ity.
We conclude that in Viviescas&Hackenbroich’s formal-
ism [70], there is no straightforward way to calculate scat-
tering matrices from the input-output formalism due to
the convergence behavior of the infinitely many modes
included in their projection scheme. For the example
cavity investigated above, we have further observed that
truncation approximations or cut-off schemes can be used
to approximate the spectra around a single resonance for
good cavities. For multiple or overlapping modes, how-
ever, such approximations fail. In these regimes it is thus
crucial to understand how to precisely reconstruct the
scattering information in system-bath theory. By using
a different projection scheme and few-mode Hamiltoni-
ans, the approach presented in this work addresses this
topic.
Appendix G: Domcke’s Feshbach projection
formalism for potential scattering
In Sec. III A 2 we have focused on defining and inter-
preting the background and resonant scattering matrices.
We further have shown how the former corresponds to an
asymptotic basis transformation. In this Appendix we
extract the relevant parts of Domcke’s [71] derivation of
this separation based on Lippmann-Schwinger equations
and give his formulae for the T -matrices.
The goal is to expand the P -space projection of the full
eigenstate, which contains all the scattering information,
in terms of the various subspace eigenstates. During the
quantization procedure, we already derived Eq. (C6), in
which we now only have to expand the homogeneous part
in terms of free states.
We first write down the Lippmann-Schwinger equation
for the bath eigenstates
|ψ˜(±)m (k)〉 = |km〉+G(±)0 HPP |ψ˜(±)m (k)〉 , (G1)
where we have defined the free Green function in full
space
G
(±)
0 = (E(k)−K ± i)−1 (G2)
and the free eigenstates
K|km〉 = E(k)|km〉. (G3)
Upon substitution into Eq. (C6) we obtain [71]
P |φm(k)〉 = |km〉+G(±)0 (HPP −K)|ψ˜(±)m (k)〉
+ G˜(+)HPQGQQHQP |ψ˜(+)m (k)〉 . (G4)
From there we obtain the separation of the T -matrix [71]
T (k) = Tbg(k) + T
(F )
res (k), (G5)
where, omitting subscripts for brevity,
Tbg(k) ≡ 〈k|Tbg|k〉
= 〈k|(HPP −K)|ψ˜(+)(k)〉 (G6)
and
T (F )res (k) ≡ 〈ψ˜(−)(k)|Tres|ψ˜(+)(k)〉
= 〈ψ˜(−)(k)|HPQGQQHQP |ψ˜(+)(k)〉 . (G7)
The matrix element from the main text giving the reso-
nant scattering matrix is
Tres(k) ≡ 〈ψ˜(+)(k)|Tres|ψ˜(+)(k)〉
= S−1bg T
(F )
res . (G8)
Consequently one obtains [71]
S(k) = I− 2piiT (k) = Sbg(k)Sres(k) (G9)
as expected.
Appendix H: The operator scattering matrix in
second quantized potential scattering
In this Appendix we derive the result used in Sec. III B,
that the operator scattering matrix relating asymptoti-
cally free in- and out-operators is the same as the con-
ventional on-shell scattering matrix for the corresponding
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states [89]. We proceed by solving the operator equations
of motions for appropriately defined asymptotically free
operators, following Glauber&Lewenstein’s method [47].
To define the asymptotically free operators one has
to adiabatically turn off the interaction in the infinite
past and future, such that these operators are actually
evolving freely in the corresponding limits. To do so we
replace the potential V (r) by a potential V (r, t) slowly
varying in time such that
lim
t→±∞V (r, t)→ 0 (H1)
and
V (r, 0) = V (r). (H2)
Consequently, the normal modes also become time-
dependent. In general, they fulfill an explicitly time-
dependent form of the wave equation, however in the
adiabatic limit they correspond to the time-independent
normal modes at each time slice, such that Eq. (5) be-
comes(
−1
2
∂2
∂r2
+ V (r, t)
)
φm(r, k, t) = E(k, t)φm(r, k, t) .
(H3)
The in [out] operators are then defined as the corre-
sponding free interaction picture operators in the infinite
past [future], that is
dˆ(in)m (k) = lim
t→−∞ e
iE(k)t dˆm(k, t) (H4)
and
dˆ(out)m (k) = lim
t→+∞ e
iE(k)t dˆm(k, t). (H5)
In Eq. (4) and Eq. (31), two separate expansions of the
quantum field have been introduced, one in terms for
normal modes and one in terms of free states
ψˆ(r, t) =
∑
m
∫
dE(k) φm(r, k)cˆm(k, t)
=
∑
m
∫
dE(k) φ(free)m (r, k)dˆm(k, t) . (H6)
Using the orthogonality properties of these states one
obtains a linear relation between the two operator bases
dˆm(k, t) =
∑
m′
∫
dE(k′)〈φ(free)m (k)|φm′(k′)〉cˆm′(k′, t).
(H7)
The construction of the basis transformation between
asymptotically free in- and out-operators proceeds simi-
larly via comparing asymptotic expansions. Let us first
asymptotically expand the field in the infinite past in
terms of the in-operators using Eq. (H6) and Eq. (H4) to
get
ψˆ(r, t→ −∞) =
∑
m
∫
dE(k)φ(free)m (r, k)dˆ
(in)
m (k)e
−iE(k)t.
(H8)
To obtain a second expansion to compare to let us note
that the normal modes are not uniquely defined since
we have not specified their boundary conditions. The
choice that is relevant in the infinite past are the states
with a controlled incoming state |φ(+)m (k, t)〉 [89]. The
corresponding expansion reads
ψˆ(r, t) =
∑
m
∫
dE(k) φ(+)m (r, k, t)ˆ˜cm(k)e
−iE(k)t , (H9)
where ˆ˜Om(k, t) = Oˆm(k, t)e
iE(k)t is the relevant interac-
tion picture operator [47], which is independent of t for
the normal modes operators. These states by construc-
tion have the property that
lim
t→−∞ |φ
(+)
m (k, t)〉 = |φ(free)m (k)〉 . (H10)
Comparing Eqs. (H8) and (H9), we thus find that
ˆ˜cm(k) = dˆ
(in)
m (k) . (H11)
Consequently, since Eq. (H9) applies at all times, there
are now two ways to express the field at the time slice
t = 0,
ψˆ(r, t = 0) =
∑
m
∫
dE(k) φ(+)m (r, k, t = 0)dˆ
(in)
m (k)
(H12)
=
∑
m
∫
dE(k) φ(free)m (r, k)
ˆ˜
dm(k, t = 0) .
(H13)
At t = 0 our potential has the desired physical value such
that φ
(+)
m (r, k, t = 0) = φ
(+)
m (r, k), where the latter solves
the original mode equation Eq. (5).
From Eqs. (H12, H13) we can obtain the transforma-
tion between asymptotically free operators in the infinite
past and free operators at the time slice t = 0 as
ˆ˜
dm(k, t = 0) =
∑
m′
∫
dE(k′)
〈φ(free)m (k)|φ(+)m′ (k′)〉 dˆ(in)m′ (k′) . (H14)
Analogously, by expanding in the |φ(−)m (k, t)〉 basis and
performing an asymptotic expansion in the infinite fu-
ture, we obtain a second expansion
ˆ˜
dm(k, t = 0) =
∑
m′
∫
dE(k′)
〈φ(free)m (k)|φ(−)m′ (k′)〉 dˆ(out)m′ (k′) . (H15)
Upon combining Eqs. (H14, H15) and using that the ma-
trix elements vanish off the energy shell, we obtain the
operator scattering relation
dˆ(out)m (k) =
∑
m′
∫
dE(k′)
〈φ(−)m (k)|φ(+)m′ (k′)〉 dˆ(in)m′ (k′) . (H16)
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Indeed, the matrix element in this expression is the scat-
tering matrix [89]
Smm′(k, k
′) = 〈φ(−)m (k)|φ(+)m′ (k′)〉 , (H17)
which is related to the on-shell scattering matrix Smm′(k)
used in the main text by [89]
Smm′(k, k
′) = Smm′(k) δ(E(k)− E(k′)) . (H18)
We thus obtain the result Eq. (32) as
dˆ(out)m (k) =
∑
m′
Smm′(k) dˆ
(in)
m′ (k). (H19)
Appendix I: Regularization of Fourier integrals in
the input-output formalism
In this Appendix we provide a derivation of Eq. (40).
In the process we show how the Fourier integrals are reg-
ularized in the input-output formalism and how this re-
lates to time-independent scattering theory [89].
We start by Fourier transforming Eq. (33) to get
0 = i(E(ω˜)− Eλ)aˆλ(ω˜)
− i
∑
m
∫
dE(k)Wλm(k)
∫ ∞
−∞
dteiE(ω˜)tbˆm(k, t) . (I1)
Substitution of Eq. (35) gives
0 = i(E(ω˜)− Eλ)aˆλ(ω˜)
− i
∑
m
∫
dE(k)Wλm(k)
∫ ∞
−∞
dteiE(ω˜)t×
e−iE(k)(t−t0)bˆm(k, t0)
−
∑
m
∫
dE(k)Wλm(k)
∫ ∞
−∞
dteiE(ω˜)t×
∑
λ′∈ΛQ
W ∗λ′m(k)
∫ t
t0
dt′e−iE(k)(t−t
′)×
∫ ∞
−∞
dE(ω˜′)
1
2pi
e−iE(ω˜
′)t′ aˆλ′(ω˜
′) . (I2)
We note that the integration over energies from negative
to positive infinity enters via the inverse Fourier trans-
form of Eq. (39), where the energy definition range has to
be suitably extended beyond the physical spectrum for
the inverse Fourier transform to be defined. This does
not constitute an approximation, but rather a definition
of an energy dispersion beyond the physical spectrum,
such that inverse Fourier transforms can be used as a
mathematical tool.
The first of the three terms in this Eq. (I2) is sim-
ple enough already, the second can be reduced using the
definition of the input operator and the Fourier identity∫ ∞
−∞
dtei(E(ω˜)−E(k))t = 2piδ(E(ω˜)− E(k)). (I3)
The third term can be simplified in the scattering limit
t0 → −∞. However, we notice that the integral is in
fact divergent in this limit. This is a well known feature
of time-independent scattering theory and can be dealt
with through regularization [89]. In our case we require
a substitution
E(k)→ E(k)− i (I4)
and taking the limit → 0+ at the end, which regularizes
the integral as t0 → −∞. Physically this corresponds to
solving an initial value problem [89].
Evaluation of the integrals in Eq. (I2) then yields
Eqs. (40-42).
Appendix J: Few-mode Hamiltonian for the scalar
Maxwell wave equation
In this Appendix we provide details on the application
of our formalism to the dielectric Maxwell wave equa-
tion Eq. (52), which constitutes a combination of the
system-bath formalism by Viviescas&Hackenbroich [70],
the projection scheme by Domcke [71] and the relation
of the input-output formalism to scattering theory pre-
sented in the main text for the Schro¨dinger equation.
1. Canonical quantization
The quantization of the vectorial dielectric Maxwell
equation has been presented by Glauber&Lewenstein
[47]. Here we follow their approach, simplifying the re-
sults to the scalar wave equation Eq. (52). For simplicity
we work with ~ = c = 1. The Lagrangian for the system
is [47]
L =
1
2
∫
dr
(
ε(r)A˙2(r)−
(
∂A(r)
∂r
)2)
, (J1)
such that the resulting Euler-Lagrange equations can be
checked to give Eq. (52). The conjugate momentum of
A(r) can then be obtained as [47]
Π(r) =
δL
δA˙(r)
= ε(r)A˙(r) . (J2)
Therefore, the Hamiltonian reads [47]
H[A,Π] =
∫
dr Π(r, t)A˙(r, t)− L
=
1
2
∫
dr
[
Π2(r)
ε(r)
+
(
∂A(r)
∂r
)2]
. (J3)
This Hamiltonian can now be expressed in its normal
mode basis [47], as we have done for the Schro¨dinger
equation earlier. To do so we expand the A-field as [47]
A(r, t) =
∑
m
∫
dω qˆm(ω, t)fm(r, ω) , (J4)
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and similarly the conjugate momentum via
Π(r, t) =
∑
m
∫
dω ε(r)pˆm(ω, t)f
∗
m(r, ω) . (J5)
Here, qˆm(ω, t) are coordinate operators and pˆm(ω, t) the
corresponding momentum operators [47], both associated
with the normal modes fm(r, ω) defined as eigenfunctions
of the Fourier transformed equations of motion Eq. (53).
The electric field is given by
E(r, t) = −Π(r, t)
ε(r)
= −
∑
m
∫
dω pˆm(ω, t)f
∗
m(r, ω). (J6)
We choose the mode normalization such that∫
dr (r) f
∗
m′(r, ω
′)fm(r, ω) = δmm′δ(ω − ω′) . (J7)
We note that the normalization and energy labeling
we have chosen here differ from the choice for the
Schro¨dinger equation, in order to stay close to con-
ventions usually adopted in quantum optics. As a re-
sult, care has to be taken to translate between the
two cases. Specifically, to go from a Maxwell mode
fm(r, ω) to a Schro¨dinger mode φm(r, k) does not only
require the substitution of the energy dependent po-
tential V˜ (r, ω) → V (r), but also ω → √2E(k) and
fm(r, ω)/
√
ω → φm(r, k). Additionally, we note that un-
like the Schro¨dinger equation, the kinetic term in the
scalar Maxwell equation does not have a factor of 1/2,
such that effectively H → 2H. The normalization of the
system and bath states as well as their associated opera-
tors is modified correspondingly.
Applying the normal mode expansions Eqs. (J4, J5) to
the Hamiltonian Eq. (J3) gives [47]
Hˆ =
1
2
∑
m
∫
dω
[
pˆ†m(ω, t)pˆm(ω, t)
+ ω2qˆ†m(ω, t)qˆm(ω, t)
]
. (J8)
The operators fulfill the equal-time commutation rela-
tions [47, 70][
qˆm(ω, t), qˆm′(ω
′, t)
]
=
[
qˆm(ω, t), qˆ
†
m′(ω
′, t)
]
= 0 , (J9a)[
pˆm(ω, t), pˆm′(ω
′, t)
]
=
[
pˆm(ω, t), pˆ
†
m′(ω
′, t)
]
= 0 ,
(J9b)[
qˆm(ω, t), pˆm′(ω
′, t)
]
= iδmnδ(ω − ω′) , (J9c)[
qˆm(ω, t), pˆ
†
m′(ω
′, t)
]
= iM∗mm′(ω, ω′) , (J9d)
where Mmn(ω, ω′) is defined by
Mmm′(ω, ω′) = 〈f∗m(ω)|fm′(ω′)〉
=
∫
drε(r)fm(r, ω)fm′(r, ω
′) . (J10)
We see that the main difference to the single time
derivative case is that the Hamiltonian Eq. (J3) contains
momentum operators and therefore the coordinate oper-
ators have different commutation relations. One can in-
troduce bosonic normal mode ladder operators cˆm(ω, t)
and cˆ†m(ω, t) via an operator rotation [47, 70]
qˆm(ω) =
√
1
2ω
[cˆm(ω)
+
∑
m′
∫
dω′M∗mm′(ω, ω′)cˆ†m′(ω′)] , (J11)
pˆm(ω) = i
√
ω
2
[cˆ†m(ω)
−
∑
m′
∫
dω′Mmm′(ω, ω′)cˆm′(ω′)] , (J12)
where we have omitted each operators time-dependence
for brevity. In this basis, the Hamiltonian Eq. (J8) can
then be written as [47, 70]
Hˆ =
∑
m
∫
dω ω cˆ†m(ω)cˆm(ω) + const. (J13)
and thus is again diagonal. We note, however, the differ-
ence in energy dependence to Eq. (K2), which is a result
of the double time derivative. In addition the field expan-
sions Eqs. (J4-J6) now contain the coordinate operators
instead of the ladder operators. If expanded in terms of
ladder operators, the expansions then contain both rais-
ing and lowering operators. For example for the electric
field we have, dropping time-dependences for brevity,
E(r) = i
∑
m
∫
dω
√
ω
2
[cˆm(ω)fm(r, ω)− cˆ†m(ω)f∗m(r, ω)] ,
(J14)
and for the A-field
A(r) =
∑
m
∫
dω
√
1
2ω
[cˆm(ω)fm(r, ω) + cˆ
†
m(ω)f
∗
m(r, ω)] .
(J15)
We further note that this canonical quantization scheme
works explicitly in the Coulomb gauge [47], which is rel-
evant to obtain the correct coupling term in the presence
of light-matter interactions (see also Sec. VIII A).
2. Feshbach projection
Since the mode equation Eq. (53) features a wave oper-
ator that is Hermitian under the modified inner product
Eq. (55), we can apply the projection operator formalism
analogously to the Schro¨dinger equation. In particular,
we can write similarly to Eq. (14), adapting the energy
normalization,
|fm(ω)〉 =
∑
λ∈ΛQ
|χλ〉αλm(ω)
+
∫
dω′|ψ˜m′(ω′)〉βmm′(ω, ω′) , (J16)
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where the coefficients are now
αλm(ω) = 〈χλ|fm(ω)〉 , (J17a)
βmm′(ω, ω
′) = 〈ψ˜m′(ω′)|fm(ω)〉 . (J17b)
The system and bath states each fulfill eigenvalue equa-
tions with the energy dependent potential.
To obtain a few-mode Hamiltonian, we now have to
apply the resulting operator basis transformation to a
different normal mode Hamiltonian given by Eq. (J8).
A related expansion of this form has already been per-
formed by Viviescas&Hackenbroich [70]. There are two
differences to our case that have to be considered. Firstly,
we have a finite number of system modes |χλ〉, while in
[70] an infinite set of modes has been defined by impos-
ing boundary conditions on a spatial region. Secondly,
we use the energy-dependent potential form of the wave
equation, while Viviescas&Hackenbroich have performed
a variable substitution to obtain a wave equation that is
Hermitian under the ordinary inner product. These mod-
ifications result in the input-output scattering matrices
being well defined, convergent and numerically calculable
(see example calculations in Sec. VII and Sec. VIII B 3 for
convergence considerations in the interacting case). The
reason is that the infinite mode limit has to be taken with
care due to certain coupling contributions that vanish in
this limit, but still contribute to the scattering, as has
already been noted by Domcke [71].
Apart from these differences, the derivation (see Ap-
pendix J 3 for details) of the Gardiner-Collett Hamilto-
nian follows analogously to [70], yielding the Hamiltonian
Eq. (56), where
Wλm(ω) = 1
2
√
ωλω
〈χλ|HQP |ψ˜m(ω)〉 , (J18a)
Vλm(ω) = 1
2
√
ωλω
〈χ∗λ|HQP |ψ˜m(ω)〉 . (J18b)
The system and bath operators fulfill the equal time com-
mutation relations[
aˆ†λ, aˆλ′
]
= δλλ′ , (J19a)[
bˆ†m(ω), bˆm′(ω
′)
]
= δmm′δ(ω − ω′) , (J19b)[
aˆ†λ, bˆm(ω)
]
= 0 . (J19c)
The electric field operator Eq. (J6) can be expanded in
this basis as
E(r, t) = i
∑
λ
√
ωλ
2
[aˆλ(t)χλ(r)− aˆ†λ(t)χ∗λ(r)]
+ i
∑
m
∫
dω
√
ω
2
×
[bˆm(ω, t)ψ˜m(ω, r)− bˆ†m(ω, t)ψ˜∗m(ω, r)] . (J20)
We note that, unlike in Viviescas&Hackenbroich’s ap-
proach [70], the external modes contribute to the field
even inside the cavity, as has already been noted in Ap-
pendix D. This feature is crucial when light-matter in-
teractions are included in the theory, which we discuss in
Sec. VIII.
3. Details on the system-bath expansion of the
Maxwell Hamiltonian
We can apply the system-bath expansion for the nor-
mal modes Eq. (J16) to the Maxwell fields given by
Eqs. (J4, J5), to get [70]
A(r, t) =
∑
λ
Qˆλχλ(r)
+
∑
m
∫
dω Qˆm(ω)ψ˜m(r, ω) , (J21)
and similarly the conjugate momentum [70]
Π(r, t) =
∑
λ
ε(r)Pˆλχ
∗
λ(r)
+
∑
m
∫
dω ε(r)Pˆm(ω)ψ˜
∗
m(r, ω) . (J22)
Here we defined the position operators in system space
Qˆλ =
∫
dω qˆ(ω)αλ(ω) , (J23)
in bath space
Qˆm(k) =
∑
m′
∫
dω′ qˆm′(ω′)βmm′(ω, ω′) , (J24)
as well as the momentum operators in system space
Pˆλ =
∑
m
∫
dω pˆm(ω)α
†
λm(ω) , (J25)
and in bath space
Pˆm(k) =
∑
m′
∫
dω′ pˆm′(ω
′)β†mm′(ω, ω
′) . (J26)
These relations can again be inverted (cf. Sec. II C) to
give [70]
qˆm(ω) =
∑
λ∈Q
Qˆλα
∗
λm(ω)+
∑
m′
∫
dω′Qˆm′(ω
′)β∗mm′(ω, ω
′) ,
(J27)
and
pˆm(ω) =
∑
λ∈Q
Pˆλαλm(ω) +
∑
m′
∫
dω′Pˆm′(ω
′)βmm′(ω, ω
′) ,
(J28)
similarly to Eq. (16).
Applying these two expansions to the Maxwell nor-
mal mode Hamiltonian Eq. (J8) and using the coefficient
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identities analogous to Appendix E gives the system-bath
Hamiltonian [70]
Hˆ =
1
2
∑
λ
[Pˆ †λPˆλ + EλQˆ
†
λQˆλ]
+
1
2
∑
m
∫
dω[Pˆ †m(ω)Pˆm(ω) + ω
2Qˆ†m(ω)Qˆm(ω)]
+
1
2
∑
λ,m
∫
dω[W˜λm(ω)Qˆ
†
λQˆm(ω) + h.c.] , (J29)
with the coupling coefficients in Maxwell normalization
W˜λm(ω) = 〈χλ|H|ψ˜m(ω)〉 . (J30)
As shown earlier, for the Schro¨dinger equation this
point constitutes the final system-bath Hamiltonian and
is of Gardiner-Collett form. However now the operators
in the Hamiltonian are not ladder operators, instead the
system operators fulfill the commutation relations [70][
Qˆλ, Qˆλ′
]
= [Qˆλ, Qˆ
†
λ′ ] = 0 , (J31a)[
Pˆλ, Pˆλ′
]
=
[
Pˆλ, Pˆ
†
λ′
]
= 0 , (J31b)[
Qˆλ, Pˆλ′
]
= iδλλ′ , (J31c)[
Qˆλ, Pˆ
†
λ′
]
= iN ∗λλ′ , (J31d)
and the bath operators fulfill[
Qˆm(ω), Qˆm′(ω
′)
]
= [Qˆm(ω), Qˆ
†
m′(ω
′)] = 0 , (J32a)[
Pˆm(ω), Pˆm′(ω
′)
]
=
[
Pˆm(ω), Pˆ
†
m′(ω
′)
]
= 0 , (J32b)[
Qˆm(ω), Pˆm′(ω
′)
]
= iδmm′δ(ω − ω′) , (J32c)[
Qˆm(ω), Pˆ
†
m′(ω
′)
]
= iN ∗mm′(ω, ω′) . (J32d)
To obtain a Gardiner-Collett Hamiltonian in terms of
ladder operators, we have to perform an operator rota-
tion on the system operators
Qˆλ =
√
1
2ωλ
[aˆλ +
∑
λ′
N ∗λλ′ aˆ†λ′ ] , (J33)
Pˆλ = i
√
ωλ
2
[aˆ†λ −
∑
λ′
Nλλ′ aˆλ′ ] , (J34)
and on the bath operators
Qˆm(ω) =
√
1
2ω
[bˆm(ω)
+
∑
m′
∫
dω′N ∗mm′(ω, ω′)bˆ†m′(ω′)] , (J35)
Pˆm(ω) = i
√
ω
2
[bˆ†m(ω)
−
∑
m′
∫
dω′Nmm′(ω, ω′)bˆm′(ω′)] . (J36)
Here, we have defined the overlap matrices [47]
Nλλ′ = 〈χ∗λ|χλ′〉 =
∫
dr ε(r)χλ(r)χλ′(r) , (J37)
Nmm′(ω, ω′) = 〈ψ˜∗m(ω)|ψ˜m′(ω′)〉
=
∫
dr ε(r) ψ˜m(r, ω)ψ˜m′(r, ω
′) . (J38)
Substitution into the Hamiltonian Eq. (J29) gives the
Gardiner-Collett Hamiltonian Eq. (56) for Maxwell’s
equations. The associated ladder operator commutation
relations Eq. (J19) can be obtained from substitution of
the operator rotation into Eqs. (J31a, J32a).
Appendix K: Maxwell scattering in the slowly
varying envelope approximation
The rotating wave approximation employed in Sec. V A
simplifies the second quantized Hamiltonian by omitting
counter-rotating terms. Recognizing that these terms
arise due to a double time derivative in the wave equa-
tion, we may consider a modified wave equation with a
single time derivative
−1
2
∂2
∂r2
ψ(r, t) = iε(r)
∂
∂t
ψ(r, t) . (K1)
This can be regarded as a variant of the slowly-varying
envelope approximation of Eq. (52).
1. Canonical quantization
For this wave equation, the canonical quantization is
completely analogous to the Schro¨dinger case in Sec. II A.
We again get a Hamiltonian
Hˆ =
∑
m
∫
dE(k) E(k) cˆ†m(k, t)cˆm(k, t) , (K2)
only now, the mode operators cˆm(k, t) are associated with
states φm(r, k) defined by the eigenvalue equation
−1
2
∂2
∂r2
φm(r, k) = ε(r)E(k)φm(r, k) . (K3)
2. Feshbach projection
To reveal its similarity with the Schro¨dinger equation
[5], we rewrite Eq. (K3) in the form
[−1
2
∂2
∂r2
+ V˜ (r, k)]φm(r, k) = E(k)φm(r, k) . (K4)
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It is thus convenient to use the normalization and energy
labeling that we used for the Schro¨dinger equation, such
that the energy-dependent potential is given by
V˜ (r, ω) = [1− ε(r)]E(k) . (K5)
Again accounting for the modified inner product,
the system-bath separation via projection operators in
Sec. II C 2 can be performed identically to yield the same
ab initio Gardiner-Collett Hamiltonian as in Sec. II D,
namely
Hˆ =
∑
λ∈ΛQ
Eλaˆ
†
λaˆλ +
∑
m
∫
dE(k) E(k)bˆ†m(k)bˆm(k)
+
∑
λ∈ΛQ
∑
m
∫
dE(k)
[
Wλm(k)aˆ
†
λbˆm(k) + h.c.
]
,
(K6)
with
Wλm(k) := 〈χλ|H|ψ˜m(k)〉 . (K7)
The only differences are now the changed inner product
in the couplings definition and that the system and bath
states are defined by the eigenvalue equation Eq. (K4)
with an energy dependence of the potential.
Therefore, the equivalence between input-output for-
malism and scattering theory follows analogously to
Sec. IV B. This wave equation serves as a useful interme-
diate between the Schro¨dinger and Maxwell case, since
it already features the modified inner product while no
counter-rotating terms appear.
Appendix L: Linear dispersion theory
Linear dispersion theory is a method that allows to
translate atoms whose transitions couple to the light field
into a linear refractive index. The main assumption is
that all of the transitions are weakly excited, such that
a linear effective medium description can be used.
Historically, this approach was developed in the early
days of quantum mechanics (see [154] for a review) and
can be employed for a variety of systems (see for ex-
ample [102, 123, 154]). Later it was realized, that even
strong coupling effects such as vacuum Rabi-splitting can
be described [124] by it. For us, linear dispersion theory
can thus serve as an ideal practical benchmark, since it
has been extensively tested experimentally and its lim-
itations are well understood. In addition, due to the
effective medium description, the concept of a mode is
not necessary, that is linear dispersion theory can be un-
derstood as a basis-free method. This independence of
a mode description makes linear dispersion theory also a
perfect conceptual benchmark for our few-mode theory.
For completeness, we provide a slightly unusual deriva-
tion for the single transition case in the following. In par-
ticular it is shown that, apart from the weak excitation as
well as the dipole approximation, no further assumptions
are necessary.
The derivation is inspired by a similar account in [107],
which focused on the consequences of the A2-term in cav-
ity and circuit QED.
From Eq. (77), the atom-field interaction Hamiltonian
reads
Hˆint = −iωa(dσˆ+ − d∗σˆ−)A(ra) + cAA2(ra). (L1)
We have now also included the A2-term, introducing an
additional constant cA, which depends on the physical
realization of the two-level system [107].
The Heisenberg equations of motion for the atomic
lowering operator then read, applying the weak excita-
tion approximation σˆz(t) ≈ −1,
˙ˆσ−(t) = −iωaσˆ−(t)− ωadA(ra, t). (L2)
The solution of this equation can be written as
σˆ−(t) =
∫ ∞
−∞
dω
2pi
e−iωt
iωadA(ra, ω)
ωa − ω , (L3)
where A(ra, ω) is the Fourier transformed field operator.
Similarly, for the raising operator one obtains
σˆ+(t) =
∫ ∞
−∞
dω
2pi
e−iωt
−iωad∗A(ra, ω)
ωa + ω
. (L4)
The field equations of motion for the coupled system are
ε(r)
∂2
∂t2
A(r, t) =
∂2
∂r2
A(r, t) + cAA(r, t)δ(r − ra)
+ iωa
(
dσˆ+(t)− d∗σˆ−(t))δ(r − ra).
(L5)
Substituting the solutions for the atomic operators and
moving to the frequency domain, we obtain an effective
Maxwell equation
∂2
∂r2
A(r, ω) =− ω2ε(r)A(r, ω) + cAδ(r − ra)A(r, ω)
+
2ω3a |d|2
ω2 − ω2a
δ(r − ra)A(r, ω). (L6)
As a result, we can write an effective energy dependent
permittivity for the two-level system as
ε′(r) = ε(r)−
(
ω2a
ω2
2ωa|d|2
ω2 − ω2a
+
cA
ω2
)
δ(r − ra). (L7)
We note that for an atomic medium of number density ρ
sufficiently large compared to the wavelength, the more
standard expression
ε′(r) = ε(r)− |d|
2
ω − ωa ρ(r) (L8)
can be obtained in the weak coupling regime, where the
rotating wave approximation ω2 − ω2a ≈ 2ωa(ω − ωa) as
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well as ω2a/ω
2 ≈ 1, and cA ≈ 0 are assumed. Usually,
a decay rate γ is also included to account for additional
decay channels. In our case, this contribution does not
appear, since we only consider radiative losses which are
already accounted for by the dipole coupling.
We further note that in one dimension and for lay-
ered systems, the scattering solutions of these modified
Maxwell equations can be found efficiently using a trans-
fer matrix formalism [101, 102], which we employ to per-
form the calculations for the examples shown in the main
text. For simplicity, we also neglect the A2-term contri-
bution by setting cA = 0. The formula Eq. (L7) nev-
ertheless includes the contribution from counter-rotating
terms, such that the applicability of the rotating wave ap-
proximation in both the cavity-bath and the atom-cavity
coupling that were performed for the linear scattering
calculation in ab initio few-mode theory can be tested.
Appendix M: Analytical convergence
In this Appendix we show the convergence of the ef-
fective few-mode expansion for an analytically solvable
example cavity. We choose the cavity geometry depicted
in Fig. 14 and the Dirichlet basis states for Q-space with
ωλ = λpi/L. This configuration is particularly convenient
since the exact solution for the Schro¨dinger potential ana-
logue of its free theory has been given by Domcke [71].
Adapting the expression from [71] to the Maxwell case
gives
Wλ(ω) = w
α cotα− s− iβ
√
λ(−1)λ, (M1)
where α, β and w are constants in the sense that they
do not depend on the mode index or number of chosen
modes, but they may for example depend on frequency.
s is the sum
s =
∑
λ∈ΛQ
2λ2pi2
α2 − λ2pi2 , (M2)
it therefore does not explicitly depend on the mode index,
however it does depend on which modes are included in
the few-mode basis. The latter is important if we want
to take the limit of infinitely many system modes in the
end, where the effective few-mode expansion should con-
verge and become exact. We note that s by itself does
not converge on its own in this limit, however any ob-
servables quantities will in the end. This non-trivial con-
vergence behavior has already been pointed out by Dom-
cke [71] and will be encountered again multiple times
in the following. Note that one consequence is that all
system-bath couplings approach zero in this limit. We
note that this poses no problem for practical calculations
since any relevant observables, such as the scattering ma-
trices, should converge. Furthermore, the couplings are
finite at any finite mode number, such that numerical
calculations can be performed and yield the correct ob-
servables as shown in the main text.
n=1
n=n0
perfect
mirror
χ1
χ2
L r
FIG. 14. A cavity geometry whose Schro¨dinger analogue has
been solved exactly by Domcke [71] using the Feshbach pro-
jection formalism.
For the free scattering matrix this convergence has al-
ready been shown by Domcke [71] for the Schro¨dinger
case. The same derivation in essence also applies to the
Maxwell case by invoking the result from Sec. V A.
In the following we will show the convergence in the
linear interacting case to confirm the validity of the ef-
fective few-mode expansion scheme.
From Eq. (59) the D-matrix is
Dλλ′(ω) = (ω − ωλ)δλλ′ + Γ′λλ′(ω). (M3)
For consistency with the rotating wave approximation,
as outlined in Sec. V, we employ
Dλλ′(ω) ≈ ω
2 − ω2λ
2ωλ
δλλ′ +
Γλλ′(ω)√
ωλωλ′
. (M4)
This approximation is also convenient for the contour
integral in the level shift matrix to be computable via
Domcke’s separable expansion method [71], resulting in
the expression
Γλλ′(ω)√
ωλωλ′
=
γ˜
α cotα− s− iβ
√
λλ′(−1)λ+λ′ (M5)
where γ˜ = pi/L is a constant. We further note that it is
crucial to approximate the diagonal and level shift term
consistently within the rotating wave approximation in
order to obtain a converging series expansion in the ro-
tating wave approximation (see also Sec. V).
Inverting the D-matrix via the Sherman-Morrison for-
mula [71, 153] gives
D−1λλ′(ω) =
2ωλδλλ′
ω2 − ω2λ
− γ˜
α cotα− iβ + γ˜b− s
× 4ωλωλ′
√
λλ′(−1)λ+λ′
(ω2 − ω2λ)(ω2 − ω2λ′)
, (M6)
where
b =
L
pi
∑
λ∈ΛQ
2pi2λ2
α2 − pi2λ2 =
s
γ˜
. (M7)
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We then have
D−1λλ′(ω) =
2ωλδλλ′
ω2 − ω2λ
− 1
α cotα− iβ
4ω
3/2
λ (−1)λω3/2λ′ (−1)λ
′
(ω2 − ω2λ)(ω2 − ω2λ′)
. (M8)
The coupling constants in this basis are
gλ = g˜
sin
(
piλ
L ra
)
√
λ
, (M9)
where g˜ is a constant containing d and ωa. ra is the
atom’s position, which we take to be ra =
L
2 , such that
the atom is located at the cavity center. We are now in a
position to check the convergence of the interaction sums
appearing in Eq. (86). We can write
gTD−1(ω)g∗ = G1 − |g˜|
2Lpi
α cotα− iβ (G2)
2, (M10)
where the sums
G1 = 2|g˜|2Lpi
∑
λ∈ΛoddQ
1
α2 − pi2λ2 (M11)
and
G2 =
∑
λ∈ΛQ
sin
(piλ
2
)
(−1)λ piλ
α2 − pi2λ2 . (M12)
In the limit of infinite number of system modes, that is
ΛQ = {χ1, χ2, ..., χN} with N →∞ one obtains
G1 → −|g˜|
2Lpi
2α
tan
α
2
, (M13)
and G2 can be expressed in terms of beta, gamma and
hypergeometric functions. Therefore gTD−1(ω)g∗ con-
verges individually in this limit, only containing isolated
poles at certain energies.
Similarly,
gTD−1(ω)W(ω) = w
α cotα− s− iβ
×
[
g˜LG2 − g˜L
α cotα− iβG2s
]
, (M14)
and
W†(ω)D−1(ω)g∗ =
[
w
α cotα− s− iβ
]∗
×
[
g˜∗LG2 − g˜
∗L
α cotα− iβG2s
]
.
(M15)
These terms contain the s-sum, which diverges in the
limit N →∞. They can be understood by comparing to
the empty cavity term
W†(ω)D−1(ω)W(ω) =
∣∣∣∣ wα cotα− s− iβ
∣∣∣∣2
×
[
L
pi
s− L/pi
α cotα− iβ s
2
]
, (M16)
which, as already shown by Domcke [71], is convergent
and yields a well defined resonant scattering matrix. The
non-convergent s-terms furthermore completely cancel
when the result is multiplied by the background scat-
tering matrix [71].
We have thus shown the convergence of the few-mode
expansion in the infinite mode limit for a special case.
We note that in order to obtain this converging series,
there are two crucial factors. Firstly, for gauge consis-
tency we require the p · A interaction term, leading to a
1/
√
ωλ dependence in the couplings. Secondly, the rotat-
ing wave approximation in the system-bath coupling has
to be applied consistently (see also Sec. V). The latter is
already necessary in the non-interacting case and thus a
feature of the system-bath interaction, rather than of the
light-matter coupling.
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