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Over the last decade, there has been a spike in demand for safer, non-toxic 
propellant alternatives in smaller-class spacecraft. Hydrazine is the primary source of 
rocket propellant today. Unfortunately, it is very toxic and presents substantial health and 
handling risks to personnel. For this reason, hydrazine has become an increasingly cost-
prohibitive option in the emerging trend of economical and low-complexity spacecraft. 
Ionic liquids (ILs), such as ammonium dinitramide and hydroxylammonium nitrate, are 
considered “green” propellant candidates because they have been shown to be safer to 
handle and store. However, their ignition difficulties and possible combustion instabilities 
have yet to be overcome before ILs can be considered a viable option. Hybrid rockets have 
been identified as a promising solution for the current market because of their safety, 
reliability, simple design, and ability to use inert fuel constituents. In addition, their 
multiple restart and throttle capabilities allow for use across a wide range of propulsion 
applications spanning drones, missiles, satellites, and spacecraft maneuvering systems. 
Utah State University (USU) has developed a novel arc-ignition hybrid system as 
a potential substitute for many hydrazine-based propulsion applications. This system takes 
advantage of unique electrical break-down properties within 3-D printed thermoplastic fuel 
grains to produce a reliable ignition method with multiple-restart capabilities. USU has 
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extensively studied and tested this system utilizing gaseous oxygen (GOX) as the oxidizer 
and acrylonitrile butadiene styrene (ABS) plastic as the fuel. This GOX-ABS configuration 
has been shown to exhibit a high level of technical readiness through ground and space-
environment testing.  
Given the success of the USU Green Hybrid Rocket in each testing campaign 
endeavored, the Utah State Propulsion Research Laboratory (USUPRL) plans to expand 
this novel hybrid technology to in-space propulsion applications. The work presented 
herein describes the development of a simulation that models the hybrid system as the 
attitude control system (ACS) of an intermediate-sized launch vehicle. This orientation-
only simulation support proof of concept efforts to assess the control capabilities of the 
hybrid system. Results gathered from vacuum test campaigns are used to develop the burn 
characteristics of the hybrid system in a space environment. It was hypothesized that the 
nominal GOX-ABS motor configuration used during ground testing can successfully 
stabilize an intermediate-sized launch vehicle in motion.  
(103 pages) 
v 
 
 
PUBLIC ABSTRACT 
Control and Stability of Upper Stage Launch Vehicle with Hybrid Arc-Ignition Attitude 
Control System 
Steven Russell Bennett 
 
The Utah State University Propulsion Research Laboratory (USUPRL) has recently 
made significant developments in the area of hybrid rocket systems. This type of 
propulsion system incorporates a solid fuel and a gas or liquid oxidizer. Hybrid rocket 
systems are known for their inherent safety, reliability, and restart capability. Over the last 
several years, the USUPRL has successfully built and tested a hybrid rocket system 
comprising acrylonitrile butadiene styrene (ABS) plastic and gaseous oxygen (GOX). The 
system was demonstrated to be fully functional during ground, vacuum, and sub-orbital 
flight testing. Continuing forward, the USUPRL endeavors to extend the capabilities of 
this hybrid rocket system to in-space propulsion applications, such as an attitude control 
systems (ACS). This thesis investigates the feasibility of using the USU Green Hybrid 
Rocket as an ACS for an intermediate-sized launch vehicle. A computer simulation was 
developed to demonstrate the control and stability of the spacecraft under the influence of 
the ACS.    
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NOTATION 
A    = matrix placeholder in Eq. 5.36 
*A    = nozzle throat area 
exitA    = nozzle exit area 
a    = angular velocity about some arbitrary axis 
B    = matrix placeholder in Eq. 5.36 
C    = matrix placeholder in Eq. 5.36 
FC    = thrust coefficient 
GC   = stage center-of-gravity 
,G dryC   = stage center-of-gravity when unfueled 
,G GLOMC  = stage center-of-gravity at gross lift-off mass 
nc   = damping factor of n
th slosh mode 
D    = matrix placeholder in Eq. 5.36 
ad   = vertical spacing between switching lines 
'd    = horizontal spacing between switching lines 
F   = thrust magnitude 
zF   = induced slosh force on tank along the z-axis 
g   = acceleration due to gravity 
0g   = reference acceleration due to gravity on Earth 
h   = undisturbed fluid height 
nh   = height of n
th slosh mode from fluid center-of-mass 
0h   = distance to rigid fluid from fluid center-of-mass 
I   = inertia tensor of launch vehicle 
aI   = moment of inertia about some arbitrary axis 
fI   = total fluid moment of inertia 
sI    = equivalent moment of inertia of solid fluid mass 
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spI   = specific impulse 
0I   = moment of inertia of rigid fluid 
i   = current timestep or iteration 
J    = minimum impulse bit 
K   = system gain 
nk   = spring constant of n
th slosh mode 
L    = Lagrangian function 
M   = moment vector about the stage’s center-of-gravity 
exitM    = Mach number at nozzle exit 
yM   = slosh moment induced on liquid tank about the y-axis 
iburn
m   = propellant consumed at current timestep 
fm   = total fluid mass 
nm   = fluid mass of n
th slosh mode 
slopem   = slope of hysteresis switching lines 
istage
m   = stage mass at current timestep 
0stage
m   = initial stage mass 
0m   = rigid fluid mass 
exitm    = mass flow rate at nozzle exit 
N   = moment induced about some arbitrary axis 
exitP    = exhaust pressure at nozzle exit 
0P   = combustion chamber pressure 
0ssP    = steady-state combustion chamber pressure 
P    = ambient (freestream) pressure 
p  = body-fixed roll component of angular velocity 
p   = derivative of roll component of angular velocity 
q   = body-fixed pitch component of angular velocity 
q   = derivative of pitch component of angular velocity 
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R   = tank radius 
gR    = specific gas constant 
r   = body-fixed yaw component of angular velocity 
r   = derivative of yaw component of angular velocity 
s   = Laplace variable 
T    = kinetic energy 
exitT    = exhaust temperature at nozzle exit 
0T    = combustion chamber temperature 
0ssT    = steady-state combustion chamber temperature 
simt   = simulation time length 
U    = generalized forces 
u    = generalized coordinates 
V    = potential energy 
cV    = combustion chamber volume 
IV   = arbitrary vector within an inertial frame of reference 
( )nX s   = modal displacement in Laplace domain 
bodyx   = x-component of body-axis 
0x   = initial state vector 
x   = state propagation vector 
bodyy   = y-component of body-axis 
z   = z-transform variable 
bodyz   = z-component of body-axis 
nZ   = matrix form of n slosh displacements 
nz   = displacement of the n
th slosh mode about the z-axis 
nz   = first-derivative of n
th slosh mode displacement 
nz   = second-derivative of n
th slosh mode displacement 
   = amplitude of sinusoidal tank oscillation 
xv 
 
 
( )s   = arbitrary angle expressed in Laplace domain 
   = angle about some arbitrary axis 
'   = equivalent body-fixed angle about some arbitrary axis 
   = second-derivative of angle about some arbitrary axis 
   =  ratio of specific heats of combustion chamber products  
GC   = incremental change in stage center-of-gravity 
t   = simulation sample rate 
mint   = minimum thruster activation time 
a   = angular velocity error about some arbitrary axis 
q   = angular velocity error about pitch axis 
,a TE   = target angular velocity error (envelope height) 
,1a   = equation of lower switching line 
,2a   = equation of upper switching line 
r   = angular velocity error about yaw axis 
'   = angle error about some arbitrary axis 
'   = angle error about pitch axis 
'   = angle error about yaw axis 
n   = damping coefficient of n
th slosh mode 
   = elevation angle within an inertial frame of reference 
exit    = conical nozzle exit angle 
'   = equivalent body-fixed pitch angle  
0   = initial perturbation elevation angle 
   = elevation rate within an inertial frame of reference 
   = conical nozzle loss coefficient  
1n   = n
th root of derivative of Bessel Function of the First Kind 
f   = fluid density 
   = system time constant 
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   = Rayleigh dissipation energy function 
   = roll angle within an inertial frame of reference 
'   = equivalent body-fixed roll angle 
   = roll rate within an inertial frame of reference 
   = azimuth angle within an inertial frame of reference 
'   = equivalent body-fixed yaw angle 
0   = initial perturbation azimuth angle 
   = azimuth rate within an inertial frame of reference 
   = frequency of sinusoidal oscillation 
   = angular velocity within the body-fixed frame of reference 
n   = natural frequency of the n
th slosh mode 
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 CHAPTER 1 
INTRODUCTION 
The demand for space access for small to intermediate-sized spacecraft has grown 
dramatically in recent years. Technological advancements have allowed for the 
development of smaller and cheaper high-performance systems. Examples of such 
technologies include progress made in chemical, cold gas, and electric propulsion systems 
and the push for lower toxicity propellants. The evolution of battery performance and 
photovoltaic technology has contributed to increased on-board power system efficiency. 
Advancements in spacecraft guidance and navigation systems have given rise to improved 
pointing accuracy and orbit achievement [1]. Other areas of notable technological growth 
include communications, structural design, temperature control, and data collection.  
Amid these advancements, upper stage launch vehicles have not seen the same 
rapid progress. Most state-of-the-art launch vehicles primarily rely on hydrazine for their 
propellant, a highly toxic and flammable liquid. The use of hydrazine requires extensive 
safety and handling procedures to be followed, which, although necessary, results in high 
mission costs. The small-spacecraft industry is trending towards low budget commercial 
and academic space missions with an emphasis on safety and reliability. In this emerging 
market, hydrazine is quickly becoming a cost-prohibitive option challenged by safer, 
cleaner, and cheaper propellant alternatives. 
A recent study led by the European Space Agency Space Research and Technology 
Center (ESTEC) concluded that the cost associated with space access may be significantly 
reduced by replacing commonly used propellants, such as hydrazine, with “green,” non-
toxic propellants [2,3]. In 2012, a clear push towards green propellants was shown by the 
National Aeronautics and Space Administration (NASA) Space Technology program when 
Ball Aerospace Corporation was awarded $45M to demonstrate a high-performance green 
propellant alternative to hydrazine [4]. The ESTEC additionally concluded that further cost 
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reduction could be realized through the simplification of the overall system complexity. 
In parallel with the growing push for green propellant alternatives, hybrid rocket 
systems have recently gained interest as a potential substitute to conventional solid and bi-
propellant launch vehicles, which utilize hydrazine. The reasons for this include the 
inherent safety, stability, and competitive performance of hybrid systems. A hybrid rocket 
combines aspects of both single and bi-propellant systems by incorporating a solid fuel 
grain and a gas or liquid oxidizer. The system functions by injecting oxidizer from a 
pressurized tank into the combustion chamber where the fuel grain resides (see Fig. 1.1). 
In order to seed combustion, an ignition source must initiate fuel pyrolization. Upon doing 
so, the hydrocarbon-based fuel vapor interacts with the injected oxidizer and begins the 
combustion process [5]. 
 
Fig. 1.1:  Basic internal layout of a hybrid rocket system. 
A hybrid rocket incorporates oxidizer and fuel that, when isolated from one another, 
are completely inert. The minimized risks associated with handling, transportation, and 
fabrication results in sizeable cost savings compared to launch vehicles that use hydrazine 
[6]. Additionally, the thrust and specific impulse (Isp) performance of a well-tuned hybrid 
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rocket has the capability to rival both liquid- and solid-propellant rockets [7]. One of the 
most unique features of hybrids is their ability to control the flow of oxidizer through the 
system. This functionality allows the motor to be restarted and throttled. In summary, 
hybrid rockets present a safe and economic solution that has the technological capability 
to be used within drones, missiles, satellites, spacecraft maneuvering, and other space 
system applications. 
 
1.1  Hydrazine 
The use of hydrazine in propulsion-based applications can be dated back as early 
as the Second World War [2,8]. Hydrazine is a clear hypergolic liquid that sees extensive 
use in liquid bi-propellant systems and is primarily combined with nitrous tetroxide as its 
oxidizer constituent [9]. Historically, it has been a long-standing choice for propulsion 
systems because of its desirable performance properties and ability to be used in a variety 
of space applications [10]. Unfortunately, utilizing this fuel also carries substantial health 
and handling risks. If uncontained at standard conditions, the high vapor pressure poses a 
risk of inhalation to personnel. Special handling precautions must also be observed because 
of its corrosiveness to organic tissue and volatility under certain conditions. For this reason, 
agencies have called for strict adherence to expensive, time-consuming operational and 
safety procedures to mitigate these risks.  
 
1.2  A Push Towards Green Propellant Alternatives 
It is difficult to define what a “green” propellant is because no formal inter-agency 
definition exists. A general agreement, however, is that a green propellant is one of low 
toxicity and low vapor pressure that may be handled with minimal risk to personnel [10]. 
This definition, however, is vague and raises questions regarding some modern green 
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propellant candidates. One such example is hydrogen peroxide; whose vapor pressure 
presents respiratory risks comparable to those of hydrazine. Therefore, for the purposes of 
the work presented herein, green propellants are defined as alternatives to hydrazine which 
substantially minimize the risk to personnel and reduce the costs associated with risk 
management.  
Efforts to find green propellant alternatives have been ongoing for many years, but 
interest in the subject has only peaked in the past decade. Through organizations such as 
NASA, Air Force Research Laboratory, Swedish Defense Research Agency, and the 
Department of Defense (DoD), green mono-propellants are being researched and are 
achieving a technology readiness level (TRL) of at least five [10]. These green propellant 
candidates include ammonium dinitramide (ADN), hydroxylammonium nitrate (HDN), 
high-test hydrogen peroxide, and blends of nitrous oxide. 
ADN and HDN are Ionic Liquids (ILs), or highly energetic inorganic salts 
contained in aqueous solutions. These water-soluble substances have a low vapor pressure 
at room temperature, which results in decreased respiratory hazards and requires less 
complex and expensive handling procedures. ILs also have a high water content, making 
them nonvolatile at standard conditions. In terms of performance, these propellants can 
offer up to a 50% improvement in density-specific impulse [11]. Through extensive 
research by the DoD and Swedish Space Corporation, ADN and HDN have been regarded 
as highly promising propellant alternatives to hydrazine [2,12,13].  
Although widely accepted that IL-based propellants are a green alternative to 
hydrazine, several shortcomings currently limit their feasibility to replace traditional 
hypergolic propellants. Because of their high water content, ILs are difficult to ignite [11]. 
Decomposition catalyst beds must be heated to 500 degrees Celsius for ignition to occur. 
Such heating requires a substantial amount of power, which may not be feasible for the 
limited power budget of smaller-class spacecraft. In a recent study [13], theoretical Isp 
values obtained from NASA’s Chemical Equilibrium Analysis (CEA) showed that ADN-
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based propellants rarely exceed the performance of hydrazine. Given hydrazine’s potential 
to exceed 250 seconds of Isp in some cases, few IL propellants can rival this performance 
[2,14].  
ILs also have been known to demonstrate high burning rates that can lead to 
uncontrollable chemical fires or explosions [15]. This results in excessive flame 
temperatures that eventually lead to a decreased lifetime of the motor [13]. Additionally, 
these propellants have been known to exhibit latencies in achieving a full ignition response, 
which ultimately limits their effectiveness in spacecraft maneuvering and reaction control 
systems [6]. 
 
1.3  Historical Overview of Early Hybrid Rockets 
The earliest known record of hybrid rocket development dates back to the Soviet 
Union in the 1930s. Designed and built by M. K. Tikhonravov, Sergei Korolev, and the 
Group for the Study of Reactive Motion (GIRD), the GIRD-9 successfully launched near 
Moscow on August 17, 1933 [16]. Composed of liquid oxygen (LOX) and gelled gasoline, 
the hybrid rocket produced 500 Newtons (N) of thrust and achieved a flight apogee of 400 
meters. Four years later, German researchers at I. G. Farben developed a hybrid motor that 
utilized nitrous oxide and coal that was capable of producing nearly 9,800 N of thrust over 
a 120-second burn lifetime [17].  
The United States did not begin experimenting with hybrid motors until the 1940s. 
At this time, the California Rocket Society (CRS) began to experiment with various rubbers 
and wood, using liquid oxygen (LOX) as the oxidizer. Their efforts culminated in a 
successful rocket launch that achieved a 9-km apogee height. Their publications noted 
observations of the diffusive nature of the combustive flame zone within an active hybrid 
motor. This research likely shaped later findings on the internal ballistics of hybrid rocket 
combustion [18]. General Electric was another American corporation that began 
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researching hybrid rockets around the time of the CRS. Their efforts centered on the use of 
hydrogen peroxide as a mono-propellant that was decomposed over a catalyst bed. To 
combat low performance issues, a polyethylene fuel cell was placed downstream of the 
catalyst bed, which significantly augmented its performance.  
By the 1960s, numerous flight test programs existed in the United States to assess 
the feasibility of hybrid rockets as target drones. Notable programs from the Chemical 
Systems Division of United Technologies Corporation included Sandpiper, High Altitude 
Supersonic Target, and Firebolt [19]. In France, hybrid sounding rocket programs began in 
1964 at the National Office for Aerospace Studies with the Lithergol Experimental 
program that lasted until 1967 [20]. Following this era, programs would later attempt to 
use hybrid technology in high-thrust launch vehicles. 
 
1.4  Background of Hybrid Rockets  
Although experimental testing on hybrid rocket systems had begun several decades 
earlier, the internal motor ballistics were largely unknown until Gilbert and Marxman in 
1963. Gilbert and Marxman discovered relationships between hybrid rocket combustion 
and turbulent boundary layer theory that helped them understand the combustion process 
[21]. R. J. Muzzy and his work with Schlieren photography was vital in this discovery. 
Their work demonstrated the fundamentally different driving mechanisms that govern solid 
and hybrid rocket combustion processes. Solid rockets motor performance is modelled by 
Saint Roberts Law, which states that fuel regression is directly proportional to chamber 
pressure and the choice of propellant. Because solid rocket fuel and oxidizer are pre-mixed 
during manufacturing and do not require any type of injection, the driving mechanism for 
solid rocket combustion is chamber pressure.  
Gilbert and Marxman discovered that the combustion process within a hybrid 
rocket occurs in a narrow region during the mixing of oxidizer and vaporized fuel. 
7 
 
 
Illustrated in Fig. 1.2, three distinct boundary layer regions occur once combustion has 
been seeded. A fuel-rich layer develops near the grain surface as vaporized fuel radially 
“blows” due to convective heat transfer. Above this region lies the flame zone where 
diffused oxidizer and pyrolyzed fuel combust. A final oxidizer-rich region resides above 
the flame zone caused by the axial flow of oxidizer from the injector. From their findings, 
Gilbert and Marxman concluded that hybrid fuel regression rate does not follow Saint 
Roberts Law, or in other words, is not pressure-driven. Rather, it depends on the amount 
of oxidizer flow, heat transfer mechanisms, and combustion port aerodynamics. 
 
Fig. 1.2:  Hybrid combustion process [18]. 
1.5 The USU Green Hybrid Rocket 
Since 2012, the Utah State University Propulsion Research Laboratory (USUPRL) 
has labored to design a non-toxic green propellant to be used in a hybrid propulsion system. 
The ultimate objective of the hybrid system is to be a substitute for hydrazine-based 
propulsion applications. The USU Green Hybrid Rocket utilizes 3-D printed thermoplastic 
fuel grains and GOX with a novel arc-ignition system that allows for multiple-restart, on-
demand firing. Since its initial development, this system has undergone proof of concept 
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testing in ambient and vacuum conditions, thus demonstrating a TRL of at least 5 [22]. 
The fuel grain is 3-D printed acrylonitrile butadiene styrene (ABS) thermoplastic 
manufactured through Fused Deposition Modeling (FDM) [23]. In this additive process, a 
computer-aided design file is digitally divided into numerous layers. Coiled ABS plastic is 
fed through a heated nozzle controlled by computer numerical control to design each layer. 
These layers may be as thin as two-thousandths of an inch and allow for a wide range of 
complex internal flow geometries to be manufactured. Figure 1.3 presents several 
USU-designed fuel grains manufactured by FDM and illustrates the capability to scale the 
motors to any desired size. 
 
Fig. 1.3:  Scalable ABS fuel grains manufactured through FDM [24]. 
Upon analyzing the ignitability of ABS fuel grains, it was discovered that the plastic 
had unique electrical breakdown properties that could be exploited to develop a 
low-wattage ignition system with multiple restart capabilities [25]. The arc-ignition 
system, now patented by USU, uses electrodes embedded in the fuel grain to produce a 
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small electrostatic potential. When a voltage is applied, localized arcing between the grain 
layers occurs. Hydrocarbon vapor is produced from pyrolyzing fuel which, when 
introduced to the oxidizer flow and a surface spark, quickly initiates combustion. 
Remarkably, the system has been demonstrated to reliably ignite using as little as 3 Joules 
of power per duty cycle [25].  
 The USUPRL developed multiple hybrid motor prototypes with thrust levels 
varying from 4.5 N to 900 N [22]. After a series of successful proof of concept tests, a 
scaled-down version of the thruster system was built to demonstrate the feasibility of this 
system for various small-satellite applications. Shown in Fig. 1.4, the GOX-ABS hybrid 
system comprised a 38-mm motor with a 25-N nominal thrust output. Testing was 
performed using a 2.1 to 1 nozzle expansion ratio and achieved an average Isp of 197 
seconds. Under vacuum conditions around 15 kilopascals (kPa), the low expansion ratio 
thruster achieved 223 seconds of Isp. The optimal nozzle configuration under the said 
vacuum conditions was determined to be a 9.5 to 1 expansion ratio. This high-expansion 
configuration achieved an average Isp of 280 seconds. Extrapolating to the hard vacuum 
conditions of the space environment, the optimized hybrid system was estimated to exceed 
300 seconds of Isp. 
 
Fig. 1.4:  Static test fire of 25-N motor in ambient conditions [22]. 
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 In 2016, the USUPRL received funding from NASA to demonstrate the green 
hybrid system in a sub-orbital test flight. As part of the NASA Undergraduate Student 
Instrument Project (USIP), the hybrid system would fly on-board the Terrier Malamute 
sounding rocket to a planned altitude of 150 km. At apogee, the payload would be allowed 
to perform a series of ignitions in the hard vacuum conditions. To meet the safety and fire 
mitigation standards set forth by NASA, the GOX was diluted with a concentration of 
enriched air. During a second proof of concept test campaign, the 25-N motor with a 4.1 to 
1 expansion ratio nozzle was fired using oxidizer concentrations of 40%, 55%, 75%, and 
100% GOX [24]. Average Isp results showed that pure GOX was the highest performer, 
achieving 176 seconds. Performance degredation was observed as the concentration of 
enriched air increased, declining to 137 seconds at 40% GOX. 
 The USIP flight test system utilized two 6-N self-nulling thrusters that would 
perform multiple restarts [24]. The motors sat within a sectioned structure that housed all 
system hardware, avionics, and a plume contamination detection system. Figure 1.5 shows 
the final hybrid system design. The system utilized a 40% GOX concentration oxidizer. 
On March 21, 2018, the hybrid system was integrated within the Terrier Malamute. 
Delayed by adverse weather conditions, the Terrier Malemute and its experimental 
payloads endured rain and snow until a second launch window was available. On March 
25, the Terrier Malemute successfully launched out of NASA’s Wallops Flight Facility. 
During the experimental window, the hybrid system took three burns to clear moisture 
within the motor before successful ignition occurred. Despite the setback, full combustion 
was achieved for several burns. Post-flight analysis approximated the thruster system 
performance at 215 seconds of Isp. 
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Fig. 1.5:  USIP final hybrid system design [7]. 
1.6  Research Objective 
 The USU Green Hybrid Rocket has been shown to have a TRL of 7 through 
extensive development and testing, including a successful test demonstration in the space 
environment. At its current state, this hybrid technology has been shown to provide a safe, 
economical, and green propellant alternative to toxic hydrazine-based systems. The 
USUPRL looks to continue demonstrating the technical readiness of this novel hybid 
system in multiple spacecraft propulsion applications. As part of the effort, this thesis 
investigates the feasibility of leveraging the developments of the green arc-ignition hybrid 
system as an ACS. It is hypothesized that the 25-N motor configuration used in previous 
test campaigns can successfully stabilize an intermediate-sized launch vehicle in motion. 
Experimental performance data and statistical variability gathered through testing will be 
used to develop an orientation-only computer simulation that models the effects of the 
control system on the launch vehicle.  
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CHAPTER 2 
SIMULATION DEVELOPMENT 
The simulation presented in this work supports the efforts of the USUPRL to assess 
the feasibility of leveraging the green hybrid system as an ACS. This work discusses the 
development of a three degrees of freedom (3-DOF) attitude simulation that models the 
orientation and angular velocity of a generic, intermediate-sized upper stage launch 
vehicle. The vehicle is assumed to be inserted into a 450-km orbit just after detachment 
from its final stage. The launch vehicle activates the ACS to begin the appropriate 
stabilization and maneuvering techniques. The simulation’s initial conditions are 
representative of the moment of stage detachment.  
 
2.1  Coordinate Frame 
The coordinate frame used throughout the simulation development follows 
traditional aircraft and rocket conventions. Shown in Fig. 2.1, the x-axis, or roll axis, is 
aligned with the vehicle’s longitudinal axis and runs positive out of the nose. The y-axis, 
or pitch axis, is perpendicular to the x-axis and points out the right side of the launch 
vehicle. The z-axis, or yaw axis, completes the right-hand rule and points downward. The 
origin of the coordinate system is fixed at the main motor nozzle throat. However, 
calculations such as the total induced moment on the stage will be referenced about the 
launch vehicle’s current CG. 
 
2.2  Launch Vehicle Specifications 
The simulated launch vehicle is a generic upper stage that measures approximately 
2 m long and 30.5 cm in diameter at its maximum width. The launch vehicle contains a 
liquid fuel tank measuring 65 cm in length that fills the width of the vehicle’s mid-section. 
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The tank exists to support launch vehicle propulsion outside the scope of the ACS. The CG 
at gross lift-off mass (GLOM) is axially located 67.3 cm forward of the main motor nozzle. 
Because of the asymmetries presented by the ACS thrusters and plumbing, the GLOM CG 
does not lie perfectly along the x-axis. These asymmetries will be observed in the vehicle’s 
inertial properties as well. The GLOM is 74.6 kg. 
 
Fig. 2.1:  Rocket coordinate system. 
The on-board ACS system comprises six GOX-ABS hybrid thrusters. Two 
thrusters are used to control the positive and negative motion about the roll and yaw axes. 
The pitch and yaw thrusters are located 40.13 cm forward of the nozzle throat, and the roll 
thrusters are located 72.64 cm forward. All thrusters are assumed to apply corrective 
torques along the outer surface of the launch vehicle. The pitch and yaw thrust vectors 
point directly about the z-axis and y-axis, respectively. The roll thrusters point directly 
along the z-axis. Figure 2.2 outlines the overall launch vehicle specifications. Table 2.1 
presents a summary of the vehicle’s properties.  
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Fig. 2.2:  Launch vehicle layout. 
2.3  Basic Assumptions 
The launch vehicle CG is assumed to attenuate linearly from its GLOM location to 
the location at dry mass. During a burn, the incremental change in CG is calculated by  
 
1i iG G G
C C C
+
= +   (2.1) 
where 
 
( )
GLOM dryG G
G
sim
C C t
C
t
− 
 =  (2.2) 
In Eq. 2.2, simt  represents the total simulation length in seconds. The CG is expressed in 
the 3-D Cartesian coordinate system. The launch vehicle’s inertia tensor  I  is modified 
in parallel with the CG. When a transition in CG occurs, the inertia tensor is scaled by the 
ratio of the current stage mass 
istage
m  to the initial stage mass 
0stage
m . This result is then 
mapped to the updated CG location using Eq. 2.3. 
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Table 2.1:  Launch vehicle properties. 
 
Property Component Value Unit 
GLOM - 74.61 kg 
GLOM CG x 67.35 cm 
  y 0.079 cm 
  z 0.045 cm 
GLOM Inertia Tensor Ixx 0.785 kg-m2 
  Iyy 14.787 kg-m2 
  Izz 14.794 kg-m2 
  Ixy 0.048 kg-m2 
  Ixz 0.013 kg-m2 
  Iyz -0.002 kg-m2 
Dry CG x 76.89 cm 
  y 0.27 cm 
  z 0.15 cm 
Vehicle L 197.36 cm 
  Dmax 30.48 cm 
Liquid Tank CG x 72.64 cm 
  y 0 cm 
  z 0 cm 
  L 65.02 cm 
  D 30.48 cm 
ACS Thruster Location:  Pitch x 40.1 cm 
  y 0 cm 
  x 15.24 cm 
ACS Thruster Location:  Yaw x 40.1 cm 
  y 15.24 cm 
  z 0 cm 
ACS Thruster Location:  Roll x 72.6 cm 
  y 15.24 cm 
  z 0 cm 
ACS Unit Thrust Vector:  Pitch x 0 - 
  y 0 - 
  z ±1 - 
ACS Unit Thrust Vector:  Yaw x 0 - 
  y ±1 - 
  z 0 - 
ACS Unit Thrust Vector:  Roll x 0 - 
  y 0 - 
  z ±1 - 
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 (2.3) 
Lastly, the launch vehicle mass flow is calculated at each increment in time. The 
consumed mass at timestep i  is expressed by 
 
0
i
i
sp
F
m t
g I
=   (2.4) 
where iF  is the thrust magnitude, 0g  is the Earth’s reference gravitational acceleration, 
and t  is the simulation sample rate.  
 
2.4  Governing Equations 
The simulation models the orientation and angular velocity of the launch vehicle 
undergoing rigid-body motion. The orientation of the stage is described in terms of Euler 
angles—namely, the bank angle  , elevation angle  , and azimuth angle  . Euler angles 
are defined with respect to an inertial frame of reference. The angular velocity of the 
rotating vehicle within the body-fixed frame of reference [26] may be expressed in terms 
of the Euler angles by 
 
1 0 sin
0 cos sin cos
0 sin cos cos
p
q
r
 
   
   
 −   
    =    
    −     
 (2.5) 
Taking the inverse of Eq. 2.5 results in the Euler angle propagation equations. Thus, the 
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governing equations for the orientation of the vehicle over time are described as 
 
1 sin tan cos tan
0 cos sin
sin cos
0
cos cos
p
q
r
    
  
  
 
 
    
    
= −    
    
    
 
 (2.6) 
The angular velocity   is derived from Newton’s second law for rigid-body 
motion [26], expressed by 
    M I I
t

 

= + 

 (2.7) 
Rearranging Eq. 2.7, the time-derivative of   is 
    ( )
1
p
q I M I
t
r

 
−
 
  
= = −  
  
 
 (2.8) 
Equation 2.8 expresses the angular velocity of a spacecraft over time and represents the 
simulation’s final three governing equations of motion. It is important to note that Eq. 2.8 
is derived with respect to a body-fixed frame of reference, whereas Eq. 2.5 is relative to an 
inertial frame of reference. This difference will be discussed further in Chapter 3. 
In summary, Eqs. 2.5 and 2.8 describe the orientation and angular velocity of a 
rigid-body launch vehicle in motion. These six equations represent the simulation’s 
governing equations. The state propagation vector x  is written as  
  
T
x p q r  =  (2.9) 
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2.5  Simulation Framework 
The framework for the simulation consists of four main sections of code. The first 
handles the propagation of the state vector. Equation 2.9 is numerically integrated using a 
fourth-order Runge Kutta method to approximate the future state of the launch vehicle. The 
second section houses the ACS algorithm and will be discussed in Chapter 3. This two-
axis control law uses instantaneous inputs from the launch vehicle’s state to determine 
which thrusters must fire for stabilization to occur. The third section, outlined in Chapter 
4, develops a burn profile of the green hybrid system that approximates the burn profile of 
experimental data gathered from vacuum test campaigns. The final section, covered in 
Chapter 5, simulates the induced forces and moments on the launch vehicle caused by 
sloshing of the on-board liquid fuel tank. Figure 2.3 presents a flow diagram of the 
simulation. 
 
Fig. 2.3:  Simulation flow diagram. 
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CHAPTER 3 
ACS CONTROL LAW 
This chapter discusses the development of a numerical control algorithm to 
simulate the hybrid arc-ignition thruster system as an ACS. The algorithm is designed to 
be implemented across two axes that each receive appropriate orientation and angular 
velocity inputs from the launch vehicle. This information is processed to determine which 
ACS thrusters must be commanded to stabilize the vehicle. The control law has been built 
to stabilize about the pitch and yaw axes. Since stabilization will occur from a near 
zero-spin state, control about the roll axis is not considered in this analysis. The framework 
for the control law builds on a bang-bang system with a linear hysteresis band. The system 
utilizes a traditional phase plane control frame, which is defined by the angle error '  and 
angular velocity error a  about some desired condition.  
A bang-bang control system typically has a hysteresis band. The boundaries of the 
band are defined as switching lines. The purpose of a hysteresis is to minimize fuel 
consumption by introducing conditions where no attitude corrections are commanded. 
When a hysteresis is not used, high-frequency chatter can occur by opposing thrusters as 
the vehicle’s phase plane location continuously crosses a single switching line, thus 
wasting fuel [27]. The degree to which a bang-bang control system can stabilize depends 
on the minimum torque capabilities of the thrusters. Generally, only a finite low-frequency 
rate limit can be achieved based on the minimum corrective torque the system can provide. 
This torque results in a minimum change of angular velocity and attitude that defines an 
envelope of the maximum stabilization capabilities of the system. This target envelope is 
illustrated on the ' - a  plane in Fig. 3.1. The target envelope height is set to be twice the 
value of the minimum induced angular velocity change. The factor of two allows for a 
positive or negative-induced burn to occur for stabilization. The envelope width is a 
maximum allowable attitude change specified by the user. This value is additionally 
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doubled to allow for a positive or negative displacement about zero attitude error. 
 
Fig. 3.1:  Phase plane with hysteresis band and target envelope. 
3.1  Body-Axis Transformation of Euler Angles 
The governing equations for rigid-body motion in Eqs. 2.5 and 2.8 consist of the 
Euler angles referenced from an inertial frame of reference and the angular velocity 
components relative to a body-fixed frame of reference. In order to effectively utilize the 
vehicle’s states within the phase plane control algorithm, it was necessary to define each 
state within the same frame of reference. Therefore, a transformation was derived to 
express the Euler angles in terms of the body-fixed frame. For a vector IV  defined in an 
inertial frame of reference, the transformation to the body frame [26] is 
 
x x
y y
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 (3.1) 
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where sinxS x=  and cosxC x= . Figure 3.2 presents a rocket whose nose is pointed in some 
desired direction 
Ix  defined by the target elevation and azimuth angles 0  and 0 , 
respectively. The rotation of the nose to some new angle is expressed as  
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0 0
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 (3.2) 
 
Fig. 3.2:  Rotation from an arbitrary orientation. 
The rocket’s perturbation from this target orientation may be expressed with respect 
to a body-fixed frame of reference. The equivalent body-fixed angles for roll, pitch, and 
yaw will be denoted respectively as ' , ' , and ' . Using Eq. 3.2, the decomposed 
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body-axis components can be used to define '  and '  as 
 0 0
0
tan '
body
body
C S S Tz
x C
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− −
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= =  (3.3) 
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 (3.4) 
Solving for '  and '  from Eqs. 3.3 and 3.4 yields the expressions for an equivalent 
body-axis angle that describes the perturbation of the rocket’s nose in terms of the Euler 
angles. The final expression becomes 
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An alternative solution is derived from the time-derivative of the Euler angles. 
Beginning with the body-fixed components of angular velocity in Eq. 2.5, the expression 
is multiplied by some perturbation time to yield 
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 (3.6) 
The components '  and '  from Eq. 3.7 represent a small-angle approximation of Eq. 3.5 
when an initial zero roll and elevation angle are assumed. 
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3.1.1  Validation of Derived Transformation 
Given a sample time-history of a spacecraft’s Euler angles [28], Eqs. 3.5 and 3.6 
are used to transform the Euler angles to equivalent body-axis angles. The results are 
presented in Fig. 3.3. Both equations produce comparable results within the small-angle 
regime. Divergence between the general (Eq. 3.5) and small-angle (Eq. 3.6) formulations 
is typical since the small-angle approximation becomes invalid as the perturbation angle 
increases. Large spacecraft-perturbation angles demonstrate unstable or uncontrollable 
motion. It is anticipated that the ACS system will suppress large-angle perturbations, thus 
allowing the small-angle approximation in Eq. 3.7 to serve adequately for this analysis. 
 
Fig. 3.3:  Transformed body-axis angles from Eqs. 3.5 and 3.6. 
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3.2  Algorithm Development 
The control law presented in this section is a simplified approach to the HEAO-1 
control system described in Wertz [29]. The control logic is based on a set of linear 
switching lines viewed in the phase plane of angle error 
'  along the horizontal axis and 
angular velocity error 
a  along the vertical axis, where '  and a  represent the equivalent 
body-axis angle and angular velocity about some arbitrary axis. The width of the target 
envelope is a user-specified angle limit while the height is calculated as a function of the 
ACS thrust output.  
Wertz [29] defines the hysteresis band width 'd   and height ad  as 
 min'
2 t
d
K


=  (3.7) 
 min
2
a
t
d
K



=  (3.8) 
where K  is the system gain,   is the system time constant, and mint  is the minimum 
thruster activation time (MTAT). The slope of the switching lines is calculated by dividing 
Eq. 3.8 by Eq. 3.7, yielding 
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= − = −  (3.9) 
Equations for the switching lines, ,1a  and ,2a , are derived using the points of intersection 
between the switching lines, the target envelope, and Eq. 3.9, resulting in 
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The target envelope height 
,a TE is expressed as 
 min
,a TE
a
N t
I


=  (3.11) 
where N  and aI  are the induced control torque and moment of inertia about the axis of 
interest. From Eqs. 3.10a and 3.10b, the switching lines are shown to be functions of the 
transformed body-fixed angle, the target envelope dimensions, and the system time 
constant. Figure 3.4 illustrates the definitions of Eqs. 3.7 through Eq. 3.11. 
 
Fig. 3.4:  Phase plane parameter specifications. 
At some instance in time, the stage’s phase plane location about the pitch or yaw 
axis is determined by the current body-fixed angular rate about the axis of interest. 
Equations 3.10a and 3.10b are employed to calculate the angular velocity error required to 
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reside on each of the switching lines. If the vehicle’s angular velocity error lies above the 
upper switching line ,1a , the ACS issues a command to activate the thrusters that will 
reduce the positive angular velocity error towards the target envelope. Likewise, if the 
location is below the lower switching line 
,2a , corrective fires are commanded to reduce 
the vehicles negative angular velocity error. This concept is illustrated in Fig. 3.5.  
 
Fig 3.5:  Phase plane location determination. 
Once the phase plane location falls within the hysteresis band, the thrusters are 
deactivated and the launch vehicle coasts until a future burn is commanded. Thruster 
activation within the hysteresis band may only occur if the MTAT has not been exceeded 
at the time of entry. Because the stage’s phase plane location is analyzed about the pitch 
and yaw axes independently, the ACS thrusters devoted to the control of each axis react 
independently as well. The control law signals completion once the target envelope 
conditions have been achieved about each axis for a given amount of time, or when the 
simulation time length has been exceeded. 
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CHAPTER 4 
BURN PROFILE DEVELOPMENT 
A typical approximation for simulating the thrust output of a spacecraft ACS is to 
model the burn profile as a square pulse. The amplitude of the pulse corresponds to the 
thrust magnitude. The width is determined by the thruster’s burn duration. To account for 
rise and fall time associated with the thruster, the square wave is generally simulated with 
an initial and final time delay. Figure 4.1 illustrates this concept as well as the differences 
between the ideal, actual, and simulated burn profile. This approach is generally accepted 
if the area of the pulse approximates the physical impulse of the propulsion unit. 
 
Fig 4.1:  Burn profiles:  a) Ideal  b) Actual  c) Simulated [30]. 
While this approach does provide a suitable approximation in most applications, 
the model still does not represent the functionality of a physical ACS. For example, a 
typical cold-gas ACS uses valves to control when and how long a thruster is activated. 
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These valves take a finite amount of time to open and close. The time required to fully 
activate and deactivate results in transient effects that do not follow a simple square profile. 
This chapter discusses the development of an ACS burn profile that deviates from the 
traditional square pulse to more accurately reproduce the experimental response of the 
green hybrid system. 
 
4.1  Transient Reponses in Rocket Combustion 
The analysis of the combustion chamber pressure is crucial in understanding the 
performance and stability of a rocket motor. This importance stems from the fact that 
chamber pressure is correlated with fuel regression, mass flow, and thrust. Most of these 
parameters can be measured directly during testing. However, thrust data recorded from a 
load cell can be noisy and does not track transient responses with fidelity. Conversely, the 
measurement of chamber pressure using transducers can capture start-up and shut-down 
responses more reliably. 
Three distinct phases occur during a motor burn. A start-up transient phase ensues 
as the chamber pressure builds up and the nozzle approaches choking conditions. How long 
this start-up lasts varies with the size and type of motor. Once the nozzle has choked, the 
motor enters a period of quasi-steady-state conditions. In this phase, only slight variations 
occur because of fluctuations in fuel regression rate and nozzle erosion. For hybrid rockets, 
the termination of the oxidizer flow initiates a second transient phase. During this post-
burn phase, the motor tends to follow a natural decay response as the chamber pressure 
returns to ambient conditions. 
 
4.2  Background of Chamber Pressure Attenuation Model 
The process of obtaining pressure measurements varies based on the type of motor 
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being tested. For a hybrid system, pressure ports are tapped in the injector, combustion 
chamber, and motor case. Hostile conditions within the motor generally prevent the 
transducers from being connected directly to these locations [31]. To combat this issue, 
pneumatic tubing is connected to each port location, and the transducer is connected 
downstream.  
During test campaigns of the green hybrid system, pressure transducers were used 
in the manner previously described. At the conclusion of testing, post-processing of the 
data revealed signs of latencies in the post-burn transients [32]. It was determined that 
hydrocarbon build-up from fuel-rich burns had occurred in the tubing, which eventually 
clogged them. This contamination likely led to distorted pressure signals exhibiting a lower 
frequency response, which caused the post-burn transients to be artificially long. This 
anomaly was found to be a result of a negative shift in the O/F ratio over the duration of 
each burn. Interestingly, the issue was only observed across test campaigns of small-scale 
motors. This unique phenomenon was due to a dominant radiative heat transfer mechanism 
that is otherwise not observed in larger-scale motors [33].  
A method to reconstruct the corrupted pressure signals was developed by Whitmore 
and Wilson [34]. Their work consisted of modeling the sensed pressure in a tube of known 
geometry, length, and volume. The tubing response was written as a transfer function and 
run through a deconvolution algorithm derived from Wiener Theory. The algorithm made 
it possible to amplify the attenuated pressure signals and reject noise due to contamination. 
However, the unknown effects of contamination on the system made it difficult to 
accurately predict the depressurization response. A study done by Whitmore and Fox [35] 
demonstrated that a linear second-order transfer function could capture the dominant 
acoustical harmonics within a pressure sensing system. Consequently, the post-burn 
transient could be accurately modeled if the second-order parameters, damping ratio   
and natural frequency n , could be determined. It was assumed that the transient response 
was initiated by a negative step input. This assumption yielded analytical equations for the 
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response that are functions of   and n . Estimation methods were then employed to 
determine the best-fit values. With an estimate of these parameters, the deconvolution 
algorithm was then able to appropriately reproduce the attenuated pressure signals. 
 
4.3  Model Derivation 
In the method presented by Whitmore and Fox [35], the second-order parameters 
  and n  were found by assuming the post-burn transient was a response to a negative 
step input. Whitmore and Zelesnik [32] applied maximum likelihood estimation methods 
to determine the best-fit parameter values. Their work is the basis for the burn profile 
development discussed in this chapter. Since the estimation methods used do not directly 
apply to the scope of this research, only the resulting parameter estimates are presented 
herein.  
The maximum value of the step response corresponds to the steady-state chamber 
pressure 
0ssP  just before oxidizer termination. The step response terminates at a minimum 
value associated with the local ambient pressure P . Figure 4.2 illustrates this concept. In 
this figure, the experimental data shown was shifted so that the moment of oxidizer 
termination corresponded with time 0t = . 
 
Fig 4.2:  Concept of step response in pressure attenuation model [32]. 
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The response to a second-order decay has three possible analytical solutions 
depending on the state of damping. The over-damped case is assumed throughout this 
derivation because the pressure trail-off follows a monotonic decay response. The chamber 
pressure attenuation over time, ( )0P t , is given by the general form of an over-damped step 
response [36], expressed as  
 ( )
( ) ( )2 21 1
0 1 2
n nt t
P t C e C e
     − + − − − −
= +  (4.1) 
where constants 1C  and 2C  are defined by 
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Substituting Eqs. 4.2a and 4.2b into Eq. 4.1 yields 
 ( ) ( ) ( )
2 21 12 20
0
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1 1
2 1
n
n n
t
t tssP eP t e e

      

−
− − − = + − − − −
  −
 (4.3) 
Using Eq. 4.3 and applying the properties of hyperbolic trigonometric identities, the 
expression becomes 
  ( ) ( ) ( )2 20 0
2
sinh 1 cosh 1
1
nt
ss n nP t P e t t
     

−
 
= − − − 
−  
 (4.4) 
Equation 4.4 represents the chamber pressure attenuation response from a 
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steady-state value as it converges on a perfect vacuum environment. To account for the 
attenuation to a non-zero ambient condition, Eq. 4.4 is scaled by the difference of the 
chamber and ambient pressures and biased by the ambient pressure. Thus, the final pressure 
attenuation model is 
  ( ) ( ) ( ) ( )2 20 0
2
sinh 1 cosh 1
1
nt
ss n nP t P P P e t t
     

−
 
  
 = + − − − − 
 −   
 (4.5) 
The model presented in Eq. 4.5 is a function of steady-state chamber pressure and 
ambient pressure, which are known from experimental testing. The time is an independent 
parameter relative to the moment of oxidizer termination. The damping ratio and natural 
frequency are the only parameters that are not known. Table 4.1 presents the best-first 
parameter and uncertainty results of   and n  based on the work of Whitmore and 
Zelesnik [32]. 
 
Table 4.1:  Best-fit parameters for pressure attenuation model [32]. 
 
Burn No.  n [rad/sec] 
1 1.61 31.12 
2 1.66 31.6 
3 1.73 31.93 
4 1.81 32.4 
Mean 1.7025 + 0.1382 31.12 + 0.858 
St. Dev.  0.0869 0.5397 
 
4.4  Algorithm Development 
The model presented in Eq. 4.5, and the mean parameters of   and n  in Table 
4.1, are employed to simulate the burn profile of the green hybrid system. The model will 
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be compared to experimental data collected during the vacuum test campaigns to validate 
its conformity. For this development, the start-up phase will continue under the assumption 
of an instantaneous ignition. To simulate the variability that exists in physical systems, the 
chamber pressure, specific impulse, damping ratio, and natural frequency are offset from 
their average values by a random percentage of each parameter’s uncertainty bound. This 
occurs at the beginning of each burn. For example, the nominal damping ratio is set to its 
mean value, 1.7025. The lower and upper limits are 1.5643 and 1.8407, respectively. At 
the beginning of a burn, a random percentage is applied to the uncertainty width, 0.2764, 
and added to the lower limit. Table 4.2 outlines additional parameter uncertainties as well 
as a comprehensive summary of the mean motor parameter values measured during testing 
of the 9.5 to 1 expansion ratio nozzle configuration [22]. The parameters that do not contain 
uncertainty bounds are assumed to remain constant with each burn. 
For the algorithm to interface within the simulation dynamics, the chamber pressure 
must be translated to thrust output. Since the steady-state chamber pressure is assumed to 
stay constant across the nominal burn duration, the thrust output will behave similarly. 
During this time, the nozzle is completely choked. Once motor trail-off ensues, the nozzle 
throat will remain choked for a time while the pressure is sufficiently high. When the 
pressure drops below a certain point, the nozzle unchokes. Therefore, the case of a choked 
nozzle must be checked at each sample interval. Under the ideal gas assumption, choking 
is assessed [37] by 
 
( ) 10 1
2
P t
P

 −

+ 
  
 
 (4.6) 
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Table 4.2:  Mean motor parameters based on experimental testing. 
 
Parameter Mean Value Units 
Steady-State Chamber 
Pressure 
1300.47 + 29.09 kPa 
Ambient Pressure 15.54 kPa 
Specific Impulse 274.78 + 1.48 sec 
O/F Ratio 2.33   
Steady-State Chamber 
Temperature 
3224.10 K 
Specific Gas Constant 333.40 J/kg-K 
Ratio of Specific Heats 1.13   
Exit Mass Flow 11.11 g/sec 
Exit Velocity 2656 m/s 
Exit Mach Number 3.05   
Expansion Ratio 9.44   
Throat Diameter 0.42 cm 
Nozzle Exit Angle 8.50 deg 
 
4.4.1  Case 1:  Choked Nozzle 
In the case of a choked nozzle, the exit mass flow rate ( )exitm t  [38] is 
 ( )
( )
( )
1
1
0
0
2
1
exit exit
g
P t
m t A
R T t



+
− 
=  
+ 
 (4.7) 
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where
exitA  is the nozzle exit area,   is the ratio of specific heats, gR is the specific gas 
constant, and ( )0T t  is the current flame temperature. The latter three parameters are 
representative of conditions within the combustion chamber. The flame temperature [37] 
is assumed to undergo isentropic expansion and therefore is expressed by 
 ( )
( )
1
0
0 0
0
ss
ss
P t
T t T
P


−
 
=  
 
 (4.8) 
Here,
0ssT is the combustion flame temperature at steady-state conditions. Under the 
assumption that the flow throughout the motor remains isentropic, the nozzle exit pressure 
[37] is 
 ( )
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2
exit
exit
P t
P t
M

 −
=
− 
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 
 (4.9) 
In Eq. 4.9, exitM  is the nozzle exit Mach number [38] and is calculated numerically from 
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 (4.10) 
Two solutions exist for exitM  when solving Eq. 4.10. During choked conditions, flow 
through the nozzle is supersonic. Therefore, the root of exitM  that is greater than one should 
be employed. Using the results of Eqs. 4.7 through 4.10, the thrust coefficient is [39] 
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where   represents the momentum loss coefficient due to a conical nozzle contour [39], 
expressed as 
 ( )( )
1
1 cos
2
exit = +  (4.12) 
Lastly, the thrust output ( )F t  is calculated by rearranging Eq. 4.11 to be 
 ( ) ( ) *0FF t C P t A=  (4.13) 
4.4.2  Case 2:  Unchoked Nozzle 
Once the chamber pressure has attenuated such that the nozzle is no longer choked, 
the mass flow through the nozzle throat is no longer supersonic. To account for this change, 
the exit mass flow rate [37] with an assumed discharge coefficient of one is 
 ( ) ( )
( ) ( )( ) ( ) ( )
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0 00
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 (4.14) 
and the thrust output [40] is 
 ( ) ( )( )
exitexit exit g exit L exit
F t m M R T P t P A  = + −  (4.14) 
In Eq. 4.14, exitM  corresponds to the subsonic solution of Eq. 4.10, and exitT  is the flame 
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temperature at the nozzle exit [37], expressed as 
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T t
T t
M

=
−
+
 (4.15) 
4.5  Model Validation 
 Figure 4.3 presents the experimental chamber pressure data collected during the 
vacuum test campaigns at NASA Marshall Space Flight Center (MSFC) [22]. Four 
one-second pulse burns were conducted. The overlaid burns show that two motor start-ups 
exhibited a 0.2-second latency before reaching steady-state combustion. Three of the burns 
displayed nearly the same steady-state chamber pressure. The post-burn response remained 
consistent across all burns and lasted approximately 0.6 seconds. This data provided a 
baseline for comparison with the pressure attenuation model results.  
Figure 4.4 presents the results of the pressure attenuation model given by Eq. 4.5 
against one of the burns of Fig. 4.3. The model is shown to accurately track the attenuation  
 
Fig 4.3:  Chamber pressure time histories of MSFC vacuum tests [32]. 
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Fig. 4.4:  Validation of attenuation model results with experimental data. 
response. The conversion of chamber pressure to thrust output is overlaid to demonstrate 
the similarities of the simulated burn profile with experimental data. The start-up response 
is assumed to have an instantaneous rise time. This assumption added approximately 10 
percent more impulse to the simulated system compared to the physical system. 
Nonetheless, the simulated profile provides a reasonable approximation for the physical 
impulse and dominant transient response of the green hybrid system.  
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CHAPTER 5 
FUEL SLOSH MODEL 
Liquid sloshing, or the motion of liquid in a partially-filled container, is a complex 
fluid dynamics phenomenon that is an important consideration in spacecraft design. When 
oscillations of fuel slosh resonate with the frequencies of the spacecraft dynamics, 
instability and failure may occur [41,42]. Moreover, fuel slosh can reduce the effectiveness 
of orbital maneuvers or pointing accuracy during missions. Accounting for the disturbances 
that propellant slosh induce allows for the development of higher-fidelity spacecraft 
simulations. Within this work, the simulated spacecraft is assumed to have a liquid fuel 
tank. The fuel slosh induced in the tank can significantly alter the effectiveness of the ACS 
and, ultimately, the stability of the launch vehicle. Thus, it is beneficial to develop a model 
that approximates the forces and moments due to fuel slosh in the tank. 
 
5.1  Theory of Liquid Slosh Dynamics 
The dynamics of liquid slosh have been extensively studied since the 1950s. The 
traditional methods of developing slosh models are founded upon deriving the fluid field 
equations. These equations are used to estimate the free-surface motion and predict the 
hydrodynamic forces and moments acting on the tank [43]. The development of these field 
equations is a boundary-value problem with many possible solutions. Simplifications are 
made by assuming the liquid to be inviscid and irrotational [44]. Additionally, the tank is 
assumed to be rigid and impermeable. Analytical solutions for slosh dynamic models are 
only possible in highly simplified cases, such as a circular tank undergoing harmonic 
motion [45]. Other approaches taken to solve the fluid-structure interaction problem 
include computational fluid dynamics, finite-element models, and smoothed particle 
hydrodynamics. 
Because of the complexity of obtaining solutions, most slosh models cannot run 
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effectively in time-based simulations. For this reason, equivalent mechanical models 
(EMM) have been developed to simplify the system while approximating the same 
hydrodynamic forces and moments as the actual fluid field models. Various EMMs have 
been developed that span linear and nonlinear slosh regimes. These regimes do not account 
for violent sloshing, which would require a more robust method of analysis. Figure 5.1 
illustrates the differences between linear and nonlinear sloshing. For this work, a 
spring-mass-damper model will be developed to approximate the linear slosh dynamics 
within a cylindrical tank. 
 
Fig. 5.1:  a) Linear sloshing  b) Nonlinear sloshing [46]. 
5.2  Model Derivation  
The mechanical spring-mass-damper model used in this work was developed by 
Ibrahim [46]. The intent of this model is to approximate the liquid slosh dynamics in the 
fuel tank of a rotating launch vehicle. The sloshing is assumed to be linear and non-violent. 
Furthermore, the fluid is assumed to be a homogenous, single-phase liquid. The rigid tank 
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is assumed to undergo pure pitching motion about the fluid CG. Figure 5.2 presents a 
diagram of the mechanical spring-mass-damper model. 
 
Fig. 5.2:  Diagram of spring-mass-damper EMM [46]. 
 The tank coordinate system is made to correspond with the rocket coordinate 
system shown in Fig. 2.1. The origin is located at the liquid CG. The x-axis runs along the 
tank’s longitudinal axis. Pitching occurs about the y-axis, and the rotation is denoted by 
the angle  . The z-axis completes the right-hand rule. The undisturbed fluid height h  [46] 
is expressed as 
 
2
f
f
m
h
R
=  (5.1) 
where 
fm  is the total fluid mass, f  is the fluid density, and R  is the tank radius. 
 The mechanical model consists of an infinite series of spring-mass-damper 
systems, where each system represents one mode of oscillation. Generally, most of the 
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sloshing mass is contained within the lowest order modes, while only 3% is attributed to 
higher-order modes [47]. Therefore, many of the higher-order modes may be neglected 
during analysis. 
 Four constraints exist for a valid EMM [46]. First, the equivalent masses and 
moments of inertia must be preserved. Mathematically, these constraints are expressed as 
 0
1
f n
n
m m m

=
= +   (5.2) 
 
2 2
0 0 0
1
f n n
n
I I m h m h

=
= + +   (5.3) 
Equations 5.2 and 5.3 are functions of mass m , mass moment of inertia I , and vertical 
height from the liquid CG h . Subscripts to denote the total fluid, a rigid body, or the nth 
slosh mode are f , 0 , and n , respectively. Next, the CG of the sloshing fluid must be 
equivalent to that of the undisturbed system. This assumption of small displacements is 
described by 
 0 0
1
0n n
n
m h m h

=
− =  (5.4) 
Third, the EMM must possess the same modes of oscillation and produce the same damping 
forces as the actual fluid dynamics system. For the case of an upright cylindrical tank, the 
natural frequency of the nth mode n  is 
 1 1tanhn nn
g h
R R
 

 
=  
 
   (5.5) 
which is derived from a solution to Laplace’s equation that satisfies the tank’s boundary 
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conditions under harmonic motion [43]. In Eq. 5.5, g  is the longitudinal acceleration 
acting on the tank and 
1n  is the n
th root of the derivative of the Bessel Function of the First 
Kind. The final constraint of the EMM is that the hydrodynamic forces and moments under 
a harmonic excitation must be equivalent to that produced by the actual system under the 
same excitation. This final constraint is the basis for the continuation of this model 
derivation. 
 The governing equations for the mechanical model [46] are developed by solving 
Lagrange’s equation, denoted by  
 
d L L
U
dt u u u
     
− = − +   
     
 (5.6a) 
 L T V= −  (5.6b) 
and using generalized coordinates u  and forces U  
  0
T
nu z z =  (5.6c) 
  0 0
T
z yU F M= −  (5.6d) 
In Eqs. 5.6a through 5.6d, L  is the Lagrangian, z  is the horizontal translation of the tank, 
nz  is the modal translation of the fluid with respect to the tank, and   is the tank rotation 
angle. The total kinetic energy of the system T  is 
 ( ) ( )
2 22
0 0 0
1
1 1 1
2 2 2
n n n
n
T m z h I m z z h  

=
= − + + + +  (5.7) 
 and the total potential energy V is 
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The Rayleigh dissipation energy function   is 
 2
1
n n n n
n
m z 

=
 =   (5.9) 
where n  is the damping factor of the n
th slosh mode and nz  is the modal translational 
velocity of the nth slosh mode with respect to the tank. Applying Eqs. 5.6b through 5.9 to 
Eq. 5.6a, the governing equation of the nth slosh mode is found to be 
  ( ) 2 0n n n n n n n n n nm z z h k z m z m g   + + + + − =  (5.10) 
The force acting along the tank’s z-axis and the induced moment about the y-axis are 
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5.3  Harmonic Pitching Case 
In the special case of the tank in pure, undamped pitching motion [46], Eqs. 5.10 
through 5.12 may be simplified to 
 ( ) 0n n n n n nm z h k z m g + + − =  (5.13) 
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Upon deriving Eq. 5.14, a discrepancy was encountered with Ibrahim’s work. After 
verifying the mathematics, it was determined that Ibrahim’s expression contained a sign 
error on 
0 0m h . This is the first of several notable discrepancies found in Ibrahim’s text. 
Equation 5.14, or USU’s solution, was determined to be correct. Proceeding, Eq. 5.3 is 
applied to Eq. 5.14 which simplifies zF  to be 
 
1
z n n
n
F m z
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=
= −  (5.16) 
The harmonic pitching motion is expressed by the sinusoidal function 
 
( )sin t =  
 (5.17) 
where   is the amplitude of oscillation and   is the pitch frequency. Applying Eq. 5.17 
to Eq. 5.13, the expression for the nth slosh mode becomes 
 ( ) ( )2 2 sinn n nz z g h t+ = +     (5.18) 
Equation 5.18 can be solved analytically. The steady-state solution for nz  is expressed by 
the particular solution. The form is assumed to mirror the forcing function, Eq. 5.17 [48]. 
Therefore, the time-dependent solution ( )nz t  is 
 ( ) ( )
2
2
sinnn
g h
z t t

+ 
=  
− 
 (5.19) 
Taking the second time-derivative of Eq. 5.19 and substituting it into Eq. 5.16, the 
analytical solution for the slosh force along the z-axis of the tank due to a harmonic pitching 
motion is 
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The analytical solution for the induced moment about the tank’s y-axis is similarly found 
by substituting Eq. 5.19 and the second time-derivatives of Eq. 5.17 and Eq. 5.19 into Eq. 
5.15 to yield 
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The hydrodynamic force and moment equations for the pure sinusoidal pitching 
case [46] were derived by Ibrahim to be 
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Equations 5.22 and 5.23 greatly differ from Eqs. 5.20 and 5.21. As discussed earlier, Eq. 
5.22 contained a propagated sign error from its governing equation. Additionally, the final 
term of Eq. 5.23 does not possess units consistent with a moment. Equation 5.20 was 
derived accounting for all correct signs from Eq. 5.11, and the result of Eq. 5.21 does not 
exhibit any unit inconsistencies. Therefore, it is concluded that errors, whether fundamental 
or typographical, have occurred in Ibrahim’s work. The results of Eqs. 5.20 and 5.21 will 
be used to proceed with the analysis. 
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5.4  Model Analysis and Validation 
Returning to the final constraint of the EMM [46], the induced forces and moments 
must be equivalent to those produced by the actual fluid dynamic model. This constraint is 
embedded in the formulation of the modal mass, height, and mass moment of inertia 
expressions. Ibrahim elaborately derives nm  and nh  by equating the combined EMM force 
expressions for translational and pitching motion with the force expressions from the fluid 
dynamic models [45,46]. Similarly, the total fluid moment of inertia 
fI  was derived by 
equating the combined EMM moment expressions due to translational and pitching motion 
to the moment expression of the actual system. Note that the EMM force and moment 
expressions for a pure translational tank motion were not discussed here, but may be found 
in the literature [46]. Ibrahim’s final expressions for nm , nh , and fI  are 
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Ibrahim goes into little detail when deriving Eqs. 5.24 through 5.26. Consequently, his 
results for nm  and nh  were unable to be mathematically verified. Equations 5.24 through 
5.26 were derived in part from Eqs. 5.22 and 5.23, which are known to contain errors. 
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Therefore, it is possible that errors could exist in these expressions as well. In the literature, 
Ibrahim provides a figure of modal mass percentages of 
fm  over a range of liquid depths. 
His results are shown in Fig. 5.3. Equation 5.24 was plotted to verify Ibrahim’s results, and 
they were found to be consistent. Based on this validation, Eq. 5.24 is assumed to be 
correct.  
From the data, it is shown that most of the fluid mass is rigid (n = 0) for values of 
/h R  greater than 0.85. Below this point, the first mode of oscillation contains up to 80 
percent of the fluid mass. As the fluid height falls below the height corresponding to the 
tank radius, sloshing begins to have a significant impact. The first mode of oscillation 
becomes the dominant influence of the induced forces and moments on the tank. Figures 
5.3 and 5.4 demonstrate that the fluid mass contained within each consecutive slosh mode 
decreases rapidly. By the third slosh mode, the contained mass is approximately 3 percent 
at the minimum liquid depth. This observation supports previous statements that only 3 
percent of the fluid mass is captured in the higher-order modes [47]. 
 
Fig. 5.3:  Ratio of modal masses to the total fluid mass from Ibrahim [46]. 
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Fig. 5.4:  Ratio of modal masses to the total fluid mass. 
Ibrahim continues the analysis by plotting the ratios of the rigid and total fluid mass 
moments of inertia, 0I  and fI , to the equivalent moment of inertia if the entire fluid was 
solid, sI , expressed as 
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Figure 5.5 presents Ibrahim’s results. Equations 5.26 and 5.27 were plotted and compared 
to Fig. 5.5. Unfortunately, the results differed greatly. Upon rederiving Eq. 5.26, a 
typographical error was found on the coefficient of the summation term. The correct 
expression for fI  reveals a “4” in place of the original “8”, thus yielding 
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Replotting with Eq. 5.28 produced agreeable results. Figure 5.6 illustrates the differences 
between Eqs. 5.26 and 5.28.  
Several interesting correlations can be made between Fig. 5.6 and the modal masses 
in Fig. 5.4. At values of /h R  between 1 and 2, there is a significant drop in the rigid and 
total fluid mass moments of inertia compared to the solid moment of inertia. This is because 
some of the fluid is not rotating with the tank. The total fluid and rigid moments of inertia 
converge on the solid moment of inertia when the fluid mass is concentrated in the rigid or 
first-order slosh mode. In each of these situations, most of the fluid is rotating with the 
tank. The minimum inertia values occur near the intersection of the rigid and first-order 
modal mass percentages, showing that the fluid mass is experiencing some transitionary 
phase between these two conditions. Ibrahim did not provide any supporting analysis for 
the vertical heights of each modal mass. Therefore, no validation could be performed for 
nh . Nonetheless, observation of Eq. 5.25 shows that the units are consistent with the 
dimensionality of a length and is assumed to be correct. 
 
Fig. 5.5:  Ratio of rigid and total fluid mass moments of inertia to the solid 
moment of inertia [46]. 
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Fig. 5.6:  Comparison of Eqs. 5.26 with 5.28. 
5.5  Discrete-Time Model 
For a cylindrical liquid tank undergoing pure pitching motion, the governing 
equations for the force along the z-axis and moment about the y-axis are outlined in Eqs. 
5.14 and 5.15. The modal slosh equation under the same condition, but now allowing for 
damping, is described by Eq. 5.10. The analytical solutions for the forces and moments 
under a continuous harmonic motion were derived in Section 5.3 and used to develop the 
expressions for nm , nh , and fI  in Section 5.4. From these definitions and the constraints 
presented in Eqs. 5.2 to 5.4, the rigid parameters 0m , 0h , and 0I  are determined. The final 
parameters needed for Eqs. 5.10, 5.14, and 5.15 are the modal displacement, nz , 
acceleration, nz , and the pitch acceleration about the tank’s y-axis,  . 
Several methods exist to solve the linear time-invariant system given in Eq. 5.10. 
Since the model will be implemented in a time-based simulation, the methodology for 
solving nz  was motivated by the need for a model that would easily interface in a 
52 
 
 
discrete-time environment. This section describes the development of a second-order filter 
that maps Eq. 5.10 from the continuous-time system to a discrete-time system. This is done 
by converting Eq. 5.10 to the Laplace domain. Then, a bilinear transform is employed to 
map from the s-plane to the z-plane. This transformation is used in digital filters when a 
signal is to be analyzed in a discrete-time or frequency environment [49]. Lastly, the 
transformation to the discrete-time domain is demonstrated from the fundamental 
definition of a z-transform [50]. 
The discrete-time model begins by taking the Laplace transform of Eq. 5.10, 
yielding 
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In Eq. 5.29, ( )nZ s  and ( )s  are the modal slosh displacements and tank rotation angle 
in the Laplace domain. The Laplace complex variable is denoted by s . The transformation 
to the z-plane is described by the first-order approximation of the bilinear transform [49] 
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To avoid confusion with current nomenclature, the z-transform variable is denoted as 
*z . 
Substituting Eq. 5.30 into Eq. 5.29, the modal slosh equation becomes 
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Equation 5.31 is rearranged such that each term is a product of *z , ( )
0
*z , or ( )
1
*z
−
. This 
result yields 
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Applying the time advance and delay proofs of the z-transform of a sequence [50], Eq. 5.32 
may be expressed in the discrete time domain. The time-domain expressions for 
*z , ( )
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where 1i − , i , and 1i + are the past, current, and future iterations of the current simulation 
timestep. Applying Eqs. 5.34a through 5.34f to Eq. 5.32, the expression for the future 
modal slosh displacement is determined to be 
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Solving Eq. 5.35 requires knowledge of the current and past slosh displacements and tank 
rotation angles. Additionally, an estimate of the future rotation angle must be 
approximated. For n  slosh modes, the future modal slosh displacement may be expressed 
in matrix form as 
 ( ), 1 , , 1 1 1 2n i n i n i i i iZ AZ BZ C D  + − + −= − + + +  (5.36) 
where 
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The results of Eqs. 5.36 and 5.37 present the discrete-time approximation for the 
modal slosh translation nz . The final unknown parameters, nz  and  , are calculated using 
central difference approximations. Equations 5.14 and 5.15 are now able to be solved. The 
total hydrodynamic force about the tank’s z-axis and induced moment about the tank’s 
y-axis are expressed in a discrete-time form as  
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Throughout the derivation of the EMM, the forces on the tank were induced about 
the z-axis due to a pure pitching motion about the y-axis. This model is representative of 
the fuel slosh that would occur about the pitch axis of the launch vehicle. Within the 
simulation, this model is implemented about the yaw-axis as well. For this configuration, 
the forces are assumed to act along the y-axis, which induce a moment about the z-axis.  
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CHAPTER 6 
RESULTS AND DISCUSSION 
This chapter presents the results of the green hybrid system capabilities assessment 
as an ACS. The developed 3-DOF attitude simulation was written in MATLAB with no 
supplementary libraries or packages. As described in chapters 2 through 5, algorithms for 
the state propagation, ACS, hybrid burn profile, and slosh model have been implemented. 
An object-oriented approach was taken during code development to ensure that a high level 
of organization was maintained. Class structures were created for the ACS, thruster 
database, and fuel slosh modes about each axis. This method appeared to be the most 
logical approach to organizing repeated sections of code while applying unique instances 
about the pitch and yaw axes. As advantageous as this was, MATLAB suffers from 
significant overhead when using object-oriented programming. This caused the simulation 
to run with degraded efficiency. 
The simulation results presented in this chapter are formatted as single deterministic 
cases. The launch vehicle is set at an initial zero-angle orientation with respect to an inertial 
frame of reference and a non-zero pitch and yaw angular velocity. For the runs presented 
herein, the pitch and yaw angular velocities were set to 5 degrees per second. The initial 
state vector 0x  is expressed in a similar manner to Eq. 2.9 as 
 
 
 
0
0 0 0 0 5 deg/s 5 deg/s
T
T
x p q r  =
=
 (6.1) 
Stabilization was assessed by the launch vehicle’s ability to achieve the target 
conditions established by the ACS. The target angle error, or envelope width, is a user-
defined condition. For each run presented, the envelope width was set to +/- 3 degrees, 
centered at the origin of the ' - a  plane. The value of  , which governs the slope of the 
hysteresis band, was set to 2.5 sec-1. The target angular velocity error, or envelope height, 
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is calculated from Eq. 3.12. The height varies based on the ACS thrust output, MTAT, and 
inertia about the axis of interest. The degree to which the target conditions are achieved is 
easily observed in the ' - a  plane and the state vector time history. 
 
6.1  Case 1 Results:  Nominal ACS Properties 
The first case analyzes the performance of the hybrid system at the nominal motor 
parameters described in Table 4.1 and the statistical pressure attenuation properties in 
Table 4.2. The launch vehicle was simulated for 60 seconds while the ACS attempted to 
stabilize to target conditions. The simulation sample rate was set to 200 frames per second, 
or 0.005 sect = . The resulting state vector time histories are presented in Figs. 6.1 and 
6.2. The state of the launch vehicle with respect to the pitch axis phase plane ' - q  and 
the yaw axis phase plane ' - r  are presented in Figs. 6.3 and 6.4. 
 
Fig. 6.1:  Case 1, Time history of Euler angles. 
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Fig. 6.2:  Case 1, Time history of angular velocity. 
 
 
Fig. 6.3:  Case 1, Error about the pitch axis relative to target conditions. 
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Fig 6.4:  Case 1, Error about the yaw axis relative to target conditions. 
Figure 6.1 shows that little stabilization occurred over the duration of the mission. 
The elevation and heading angles were displaced by as much as 82 degrees and 
demonstrated a chaotic precession behavior. This type of motion is indicative of coning 
about the roll axis as the pitch and yaw thrusters switch between negative-rate and 
positive-rate induced burns. The behavior also demonstrates the attempts of the ACS to 
achieve the limit cycle based on the system’s capabilities. Seven burns occurred about the 
pitch axis and four occurred about the yaw axis. In Fig. 6.2, the burns are identified by the 
steep gradients in angular velocity. Additionally, the overlaid components of orientation 
and angular velocity in Figs. 6.1 and 6.2 show the coupling influence that a burn has on 
multiple axes.  
The Case 1 results showed that the green hybrid system at nominal properties was 
not capable of stabilization. The degree to which the ACS stabilizes the vehicle is 
determined by the minimum amount of impulse that a single burn induces. The oscillatory 
behavior of the launch vehicle demonstrated that the minimum impulse was too large and 
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continually overshot the target conditions. 
 
6.1.1  Case 1 Analysis and Modifications to Motor Parameters 
 The data presented in Section 6.1 showed that the current status of the green hybrid 
system was unsuccessful at controlling the launch vehicle. The nominal motor parameters 
are based on average values collected during vacuum testing. Furthermore, a pressure 
attenuation model was used to create a best-fit behavior of the motor depressurization. The 
vacuum test campaign in Fig. 4.2 shows that the burn duration was one second. The 
post-burn transient lasted over 0.5 seconds before equalizing with ambient pressure. A 
2018 USUPRL study analyzed data with similar latencies. Armstrong [31] initially proved 
that a latency did exist by estimating the pressure attenuation time constant [5] as  
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Equation 6.2 estimated the time constant to be on the order of one millisecond (ms). To 
validate this result, the system’s pressure response was modeled by the work of Whitmore 
and Fox [35]. Their work presented a second-order response model that reconstructed 
pressure signals that were attenuated because of acoustical harmonics and contamination 
within the transducer piping. Based on this model, the pressure attenuation time constant 
was estimated to be on the same order of magnitude as Eq. 6.2. 
 The findings of Armstrong [31] support the existence of latencies shown in Fig. 
4.2. Therefore, the green hybrid system may be more accurately modelled if the 
depressurization time constant was on the same order of magnitude as the results of the 
second-order response model. The nominal motor depressurization time constant was 
modified to be 5 ms. This estimate is conservative compared to Armstrong’s results but is 
62 
 
 
now of the same order of magnitude. The damping ratio was additionally assumed to be 
1.25 to maintain an overdamped response with no motor ringing. Then, using the following 
definition for a time constant from Whitmore et. al. [51], the required natural frequency is 
calculated from 
 
2
n



=  (6.3) 
Based on Eq. 6.3, the required natural frequency to achieve a time constant of 5 ms is 500 
radians per second. Implementing the new estimates of   and n  into Eq. 4.5, the 
attenuation model produced a 13-ms time constant. Although the model predicted a larger 
time constant, the estimate remains conservative and describes the attenuation time at the 
appropriate order of magnitude. 
 The modification of attenuation properties for Eq. 4.5 addresses the concerns of 
latencies during the depressurization of the system. The second concern with the Case 1 
results was related to the excessive impulse produced by a single burn. The minimum 
impulse bit J  refers to the smallest impulse that may be applied to the launch vehicle. This 
is mathematically expressed as  
 minJ F t=    (6.4) 
Equation 6.4 is a function of ACS thrust output and the MTAT. The minimum impulse bit 
for Case 1 was calculated to be 39 Newton-seconds (N-s). Given that this value was too 
large for successful stabilization, the hybrid system must be modified to the appropriate 
value of J  that will stabilize the launch vehicle. This may be done by altering the thrust 
output or MTAT of the system. As discussed in Chapter 1, hybrid rockets are advantageous 
for their ability to control the oxidizer flow rate and throttle down to a lower thrust output. 
On the other hand, modifying the MTAT is more difficult because it depends on the 
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capabilities of the system to achieve rapid start up and shut down. The time required for 
these processes is contingent upon how quickly and reliably each system component is. 
Consequently, it was determined that the more feasible modification would be to adjust the 
hybrid system’s thrust output. 
The following cases modify the nominal ACS thrust output while assuming all 
other motor parameters remain constant. Simulation results will be presented for cases of 
a 50-, 75-, and 95-percent reduction in thrust. Each case will be run for 60 seconds and 
presented in a similar format to Case 1. The simulation timestep will be dropped to 1000 
frames per second, or 0.001 sect = , to capture the shortened attenuation response. 
During each run, J  will be calculated to quantify the target minimum impulse bit that 
successfully stabilizes the launch vehicle. 
 
6.2  Case 2 Results:  50% Reduction of Nominal ACS Thrust 
Case 2 analyzes the ACS performance at a 50-percent reduction of nominal thrust 
output, or 15.06 N. The results are presented in Figs. 6.5 through 6.8. The reduction in 
thrust output has improved the stability of the launch vehicle. This is evident by the 
reduction of the maximum displacement of the elevation and azimuth angles to 42 degrees. 
These results, however, do not yet resemble those of a successfully stabilized launch 
vehicle. It is also observed from Fig. 6.5 that the spacecraft achieves a more apparent limit 
cycle than in the Case 1 results. Figures 6.7 and 6.8 also indicates a reduction in chaotic 
perturbations and demonstrate clearly defined burns and coasts. This further supports that 
an improvement in stabilization has occurred. The value of J  for Case 2 was 15.44 N-s. 
Based on Case 2 results, further reduction of thrust output is required for stabilization. 
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Fig. 6.5:  Case 2, time history of Euler angles.  
 
 
Fig. 6.6:  Case 2, time history of angular velocity. 
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Fig. 6.7:  Case 2, Error about the pitch axis relative to target conditions. 
 
 
Fig. 6.8:  Case 2, Error about the yaw axis relative to target conditions. 
6.3  Case 3 Results:  75% Reduction of Nominal ACS Thrust 
At a reduction to 75 percent of the nominal thrust value, the ACS thrust output is 
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approximately 7.53 N. The Case 3 results are presented in Figs. 6.9 through 6.12. The 
maximum perturbation angle was approximately 19 degrees. This is a reduction of 56 
percent from Case 2 and 77 percent from Case 1. Based on Fig. 6.9, the launch vehicle 
enters a steady limit cycle that slowly decreases in angle magnitude over the duration of 
the mission. The burn instances have also become more refined in Fig. 6.10 as the angular 
velocity has begun to resemble a square wave phenomenon. The coupling effects of 
simultaneous burns across each axis are evident in the yaw component of angular velocity. 
Moreover, this infers that the yaw component of angular velocity is highly influenced by 
the pitch component of angular velocity. The calculated value of J  for Case 3 was 7.50 
N-s. Although improvements in stabilization continue, further reduction of thrust output is 
still required. 
 
Fig. 6.9:  Case 3, Time history of Euler angles. 
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Fig. 6.10:  Case 3, Time history of angular velocity.  
 
 
Fig. 6.11:  Case 3, Error about the pitch axis relative to target conditions. 
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Fig. 6.12:  Case 3, Error about the yaw axis relative to target conditions. 
6.4  Case 4 Results:  95% Reduction of Nominal ACS Thrust 
At a 95-percent reduction from nominal conditions, the ACS thrust output is 
approximately 1.51 N. The data presented in Figs. 6.13 through 6.16 exhibit interesting 
findings. In Cases 1 through 3, excessive thrust output caused the target conditions to 
encompass the launch vehicle’s initial conditions. This meant that the stage began each 
mission coasting until it reached a switching line where a corrective fire was commanded. 
Case 4 conditions, however, achieved a sufficiently small minimum impulse bit to push 
the launch vehicle’s initial conditions outside of the hysteresis band. As shown in Fig. 6.14, 
the ACS immediately begins a negative-rate burn about the pitch and yaw axes to return to 
the hysteresis band. These burns last for approximately 4 seconds and induce a 9-degree 
orientation shift in the elevation and azimuth angles. This is the largest perturbation seen 
over the 60-second mission. Figures 6.15 and 6.16 confirm that the ACS was successful at 
achieving the target envelope and was capable of stabilizing about it. The calculated value 
of J  for Case 4 was 1.57 N-s. 
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Fig. 6.13:  Case 4, Time history of Euler angles.  
 
 
Fig. 6.14:  Case 4, Time history of angular velocity.  
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Fig. 6.15:  Case 4, Error about the pitch axis relative to target conditions. 
 
Fig. 6.16:  Case 4, Error about the yaw axis relative to target conditions. 
6.5  Sub-1-Newton Case Study 
As a supplement to case 4, one additional case was run to analyze the green hybrid 
system at thrust levels under 1 N. In this case, the thrust output was set to 0.75 N, or a 
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99.9% reduction from the nominal thrust output. The minimum impulse bit was measured 
to be 0.752 N-s. A comprehensive set of results will not be given for this case. Rather, the 
case data will be included in Fig. 6.17 as part of a comparison study discussed in the next 
section. 
 
6.6  MTAT Modification Study 
In the cases presented in sections 6.1 through 6.5, the ACS capabilities assessment 
consisted of modifying the thrust output while holding the nominal MTAT constant. 
Section 6.1.1 discussed that this was one of two possible methods for modifying the 
minimum impulse bit. The alternative method was to modify the MTAT while holding the 
nominal thrust constant. A final study was conducted to assess the ACS capabilities in this 
manner. As it stands, the green hybrid system requires further optimization and testing for 
burn durations less than one second. Nonetheless, this study was used to validate the 
minimum impulse values found in the previous study and provide a target J  based on 
allowable limit cycle angle limits. 
Simulation cases were run in a similar fashion to those presented above. The MTAT 
was modified using Eq. 6.4 and solving for mint . The value for J  was determined by the 
results of sections 6.1 through 6.5. A comprehensive set of simulation results as outlined 
in previous sections was not included. Rather, Fig. 6.17 summarizes the results by 
correlating the minimum impulse bit to the resulting maximum angle that occurred during 
each case’s limit cycle. The comparison of the two methods, plotted on a logarithmic scale, 
yielded similar results and exhibited a parabolic trend between the minimum impulse bit 
and maximum limit cycle angle. This trend, however, yields a linear relationship when 
plotted on linear axes. The result validates that the ACS performance is dependent upon 
the minimum impulse bit, but may be achieved using a low-thrust, high-MTAT, or 
high-thrust, low-MTAT approach. Additionally, Fig. 6.17 provides a reasonable estimate 
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of the required minimum impulse bit for a maximum allowable limit cycle angle of the 
launch vehicle. 
In addition to the relationship of minimum impulse bit to maximum limit cycle 
angle presented in Fig. 6.17, the relationship of a minimum moment impulse bit may be 
similarly expressed. This is done by multiplying the minimum impulse bit by the moment 
arm of the induced torque from the pitch and yaw ACS thrusters. The results are illustrated 
in Fig. 6.18. 
 
Fig. 6.17:  Maximum limit cycle angle versus minimum impulse bit. 
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Fig. 6.18:  Maximum limit cycle angle versus minimum moment impulse bit. 
6.6 Supplementary Results 
This section is devoted to presenting the results of the mechanical slosh model 
developed in Chapter 5. As stated in Section 2.5, the launch vehicle was assumed to have 
an on-board liquid tank for propulsion applications outside the scope of this work. This 
aspect of the research was an intermediate project requirement, and the utilization of such 
in this work was primarily to document and publish the findings. During the development 
of the slosh model, a study of existing literature was conducted. Little analytical and 
experimental data was available to support the applications of the slosh model. For this 
reason, the data presented in this section has not been directly validated against existing 
literature. The purpose of publishing this data is to provide a baseline of comparison to 
those performing similar studies. 
Table 6.1 outlines the tank and fluid parameters used in the mechanical slosh model 
analysis. Figures 6.18 through 6.22 present the induced slosh forces of the on-board liquid 
fuel tank for the cases studied in sections 6.1 through 6.4. Each figure provides a 60-second 
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time history of the slosh forces about the pitch and yaw axes. Slosh forces induced about 
the roll axis were not considered in this analysis. 
 
Table 6.1:  Tank and fluid parameters. 
 
Parameter Value Units 
Fuel Mass 43.73 kg 
Fuel Density 47.53 kg/m3 
Fuel Damping Ratio 0.7   
Slosh Modes 10   
 
 
Fig. 6.19:  Case 1, Slosh force time history. 
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Fig. 6.20:  Case 2, Slosh force time history. 
 
 
Fig. 6.21:  Case 3, Slosh force time history. 
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Fig. 6.22:  Case 4, Slosh force time history. 
The slosh forces vary significantly from case to case. Sloshing is primarily induced 
when a corrective burn commences. In each case, there is a peak force that generally occurs 
when the ACS burns about one or both axes. This peak force is shown to be of similar 
magnitude to the ACS thrust output in cases 1 and 2. Large spikes in the slosh force may 
also be caused by resonance between the natural frequency of the launch vehicle and the 
sloshing fuel. This phenomenon is well-known and has led to the downfall of numerous 
space missions throughout history [41,42]. When corrective fires are not occurring, or 
when the ACS thrust output is sufficiently low, slosh forces are nearly negligible. During 
cases 2 and 3, the launch vehicle demonstrated a precession behavior, which is evident in 
Figs. 6.19 and 6.20. 
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CONCLUSION 
 The evolution of green propellants in propulsion systems has led to the 
development of safer, more economical propellant alternatives to hydrazine. Traditionally, 
the use of hydrazine has spanned many propulsion applications. However, the numerous 
risks associated with this hypergolic propellant has made it increasingly prohibitive to 
modern space missions. Hybrid rockets provide a promising alternative to conventional 
propulsion systems because of their inherent reliability, safety, and ability to throttle and 
restart repeatedly. The USUPRL has developed a hybrid system that utilizes 3-D printed 
ABS fuel and GOX oxidizer with a low-wattage ignition system for multiple restarts. This 
system has undergone multiple ambient and vacuum-test campaigns, including a 
sub-orbital test at an altitude of 150 km. Through the success of these tests, the system has 
demonstrated a TRL of 7. 
 The work contained herein discusses preliminary efforts to extend this 
USU-developed hybrid system to in-space propulsion applications. A 3-DOF attitude 
simulation was developed to assess the stabilization capabilities of the hybrid system as an 
ACS. The simulation incorporates a 75-kg launch vehicle measuring 30.5 cm in diameter 
and 197.4 cm in length. A two-axis ACS control algorithm was developed to analyze the 
instantaneous orientation and angular velocity with respect to a target envelope. The logic 
determines the appropriate ACS thrusters to fire to best stabilize the launch vehicle towards 
these conditions. 
 In order to simulate the burn characteristics of the green hybrid system, 
experimental test data were used to determine average values for motor parameters and 
post-burn transient properties. A pressure attenuation model was developed with best-fit 
parameters for damping ratio and natural frequency determined from maximum likelihood 
estimation methods. The model was shown to track the experimental pressure response 
with great accuracy. 
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 A mechanical spring-mass-damper model was developed to approximate the 
induced forces and moments caused by liquid fuel slosh in an on-board tank. The model 
generally follows the work of Ibrahim except for several fundamental or typographical 
errors found throughout his derivation. Using the simplified case of an upright circular 
cylinder, the model assumes that the tank undergoes pure pitching motion about its CG. 
Excitation is assumed to occur about the pitch and yaw axes only. The derived equations 
of motion were then converted to a discrete-time form to more easily interface with the 
simulation.  
 Upon completion of the simulation, a capabilities assessment was conducted to 
determine if the green hybrid system could stabilize the launch vehicle. At its nominal 
thrust output of 30.12 N, it was found that the launch vehicle failed to stabilize and 
displaced by as much as 82 degrees. In response to this result, the post-burn transient 
response was thought to be artificially long due to acoustical harmonics and contamination 
build-up in the transducer tubing. Therefore, the time constant for depressurization was 
modified to resemble a transient response lasting on the order of 10 ms. Furthermore, the 
lack of stabilization was found to be caused by an excessive 39 N-s minimum impulse bit. 
This value, a function of thrust output and MTAT, was too large to sufficiently return the 
stage to the target conditions. 
 Four follow-on studies were performed to modify the ACS thrust output and assess 
stabilization. Using the nominal thrust of 30.12 N as the baseline, the simulation was run 
at a 50-, 75- and 95-percent reduction. One additional case was run at a sub-1 N thrust 
output. The minimum impulse bit was calculated for each run. Stabilization improved at 
each consecutive reduction in thrust, but only after case 4 were the target conditions 
achieved and held throughout the 60-second mission. At a thrust value of 1.51 N, case 4 
yielded a minimum impulse bit of 1.57 N-s. This result provided a distinct characterization 
of the required capabilities that the green hybrid system needs to achieve in order to 
stabilize a launch vehicle of similar form and function. 
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 A final study analyzed the effects of modifying the MTAT while holding the 
nominal thrust constant. Equation 6.4 was employed to calculate the required MTAT based 
on the nominal thrust and minimum impulse bits found in the previous studies. The 
simulation, run at this high-thrust, low-duration burn configuration, was found to exhibit 
similar results to the previous studies. The minimum impulse bit was found to have a 
positive, linear correlation with maximum limit cycle angle. The results shown in Fig. 6.17 
provide a reasonable estimate for the required minimum impulse bit based on maximum 
allowable limit cycle angle. 
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FUTURE WORK 
The results of this thesis concluded that the USU green hybrid propulsion system 
is not yet ready for in-space applications at its current state. However, the characterization 
of the required capabilities was identified. Future optimization and testing of the hybrid 
system will be required to physically realize the thrust and/or MTAT requirements set forth 
by this work. During such testing, caution should be exercised towards the possibility of 
latencies in the instrumentation that could corrupt the data. 
There are several fronts by which a higher-fidelity computer simulation could be 
developed. This study assumed a generic launch vehicle of certain dimensions. The launch 
vehicle also experienced disturbances caused by fuel slosh in an on-board liquid tank. In 
the case that a spacecraft does not contain a liquid tank, or greatly deviates from the 
dimensions of the vehicle studied in this work, the results of this thesis may not apply 
across all applications. Therefore, future analysis with these simulation methods should be 
done for a spacecraft where the physical properties, functions, and requirements are 
well-known. 
The ACS development is a second area where significant improvements could be 
made. The analysis presented herein consists of six thrusters. The orientation, location, and 
quantity of thrusters could alter the stabilization outcome. Optimization studies would be 
appropriate to determine the best possible configuration for the application. Additionally, 
the ACS used in this work followed a bang-bang control logic. This type of controller was 
found to be coarse and non-robust. Frequently, the controller encountered special 
conditions that caused a high-frequency chatter across a single switching line. The cause 
of this was never verified, although it is believed to be due to unregulated conditions within 
the controller logic implemented. Numerous controllers exist in the literature that may be 
more suitable for the ACS application discussed in this work. Ideally, a future study could 
identify several suitable controllers to improve the results of this simulation. 
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