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Abstract
Reinforcement learning (RL) can be defined as a technique for learning in an unknown environment.
Through learning, two main modes select actions, exploration and exploitation. The exploration is to
investigate unexplored actions. The exploitation is to exploit current best actions. Balancing between
exploration and exploitation is a challenge for RL. In this work, an exploration algorithm for RL is designed.
This algorithm introduces two parameters for balancing purpose, which are the action-value function
convergence error, and the exploration time threshold. The first parameter evaluates actions and selects the
best ones based on the convergent values of their action-value functions. The exploration time threshold
forces the agent to exploit the current best policy in the case of inability to explore available actions after a
time. We show that this algorithm outperforms the well-known algorithm, which is the epsilon-greedy
algorithm. We then study the effects of the introduced parameters on the performance.
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Abstract
Reinforcement learning (RL) can be defined as a technique for learning in an unknown environment.
Through learning, two main modes select actions, exploration and exploitation. The exploration is to
investigate unexplored actions. The exploitation is to exploit current best actions. Balancing between
exploration and exploitation is a challenge for RL. In this work, an exploration algorithm for RL is
designed. This algorithm introduces two parameters for balancing purpose, which are the action-value
function convergence error, and the exploration time threshold. The first parameter evaluates actions and
selects the best ones based on the convergent values of their action-value functions. The exploration time
threshold forces the agent to exploit the current best policy in the case of inability to explore available
actions after a time. We show that this algorithm outperforms the well-known algorithm, which is the
epsilon-greedy algorithm. We then study the effects of the introduced parameters on the performance.
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I. INTRODUCTION
Reinforcement learning (RL) enables an autonomous agent to optimize its policy to maximize
its total expected reward. Here, the agent is placed in an unknown environment, and learns by
trial and error [1].
A deterministic policy pi can be defined as a function specifying the action pi(s) that is taken
by the agent when it is in state s. At any time, there is at least one action for each state that has
highest estimated value, this action is called a greedy action. If the greedy action is selected,
this mode is called exploitation, where the agent exploits its current knowledge to determine the
current best action (i.e. greedy action), and then use it. On the other hand, when a nongreedy
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action is selected, this mode is called exploration. Exploration enables the agent to improve its
estimates about the nongreedy actions, and discover which of them has higher value than the
greedy action [2].
Exploitation should be used when the available time is limited, where exploring new actions
may degrade the performance. If this short time is used for exploration, it may result in exploring
unfavorable actions, and waste the opportunity of exploiting current greedy action. Meanwhile,
when the available time is abundant and there is ability to explore all available actions, then
exploration may result in discovering better actions, and exploit them in the remaining time.
Balancing between exploration and exploitation is a crucial factor that affects the cumulative
rewards. This introduces the importance of balancing between exploration and exploitation, which
is one of the main challenges that face RL, and known as the exploration-exploitation dilemma
[2], [3].
Boltzmann and -greedy exploration algorithms are considered as the most popular exploration
algorithms [4], where they are intensively used in the literature [3], [5]–[10]. These methods
depend on random action selection to learn about new actions [4]. In -greedy, the agent selects
a new action from uniformly distributed actions with probability , while the greedy action is
selected with probability 1 −  [7]. On the other hand, Boltzmann or softmax exploration uses
Boltzmann distribution to assign selection probability to actions [3].
Developing new and efficient exploration algorithms is an active area of research [11], where
the goal is to enhance RL algorithms, and make them applicable for real applications. Due
to these reasons, this topic has been widely investigated [11]–[13]. In [11], a counting-based
exploration algorithm is designed. The count for state-action visitation count(s, a) is added to
the Boltzmann equation to control the exploration. Each time an action a at state s is selected, the
count(s, a) increases by one. The main idea of adding this parameter is for balancing between
exploration and exploitation.
In [12], the authors proposed the idea of adapting existing exploration algorithms, and com-
bining them with each other. The framework deals with a set of discrete actions, where each
of them is parameterized with continuous parameters. The action exploration is controlled by
the Boltzmann equation with an inverse temperature parameter β. In parallel, the continuous
action parameters are selected from a Gaussian distribution. β and the standard deviation σ of
the Gaussian distribution are tuned based on the received reward. The dynamicity of β and σ
helps this algorithm to be adaptive with non-stationary environment.
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In this paper, we propose a new exploration algorithm, which is called the convergence-
based exploration algorithm. This algorithm introduces two parameters for the goal of balancing
between exploration and exploitation to maximize the cumulative rewards. The introduced pa-
rameters are the action-value function convergence error ζ , and the exploration time threshold
τ . The first parameter, ζ , measures convergence in the action-value function for a state-action
pairs after a number of iterations. The action with highest value at each state will be exploited
to maximize the cumulative rewards. The second parameter, τ , is used to control the exploration
process if it takes long time. If the agent fails to explore all available actions before τ , the agent
is forced to exploit the current best policy in the remaining time. One of the main disadvantages
of some traditional methods, for example -greedy, is that the action with unfavorable value can
be selected in the future. Meanwhile, in the proposed algorithm, once the action-value function
for an action-state pair converges to unfavorable value, this action will be ignored, and the action
with the highest value will be exploited. We show that the proposed algorithm outperforms the
-greedy algorithm in our numerical examples.
II. REINFORCEMENT LEARNING
This section discuses the RL framework, which will be used in the following sections.
A. Markov decision processes
In general, Markov decision process (MDP) is used to describe RL problems [14]. The
mathematical model of an MDP can be defined by the following principles:
1. A set of discrete states S. The state at time slot i is given by si, where si ∈ S ,
{1, 2, ..., Ns}, and Ns is the number of all possible states.
2. A set of actions for all states is given by A , {a1, a2, ..., aNa}, where Na is the number
of all available actions. Given that si = s, the executed action at time i is given by ai, where
ai ∈ As ⊂ A.
3. A transition probability model p(s, a, s′), which is the transition probability from state s to
state s′, given that action a is taken at state s′.
4. A reward function R(s, a, s′), which is the immediate reward obtained by the agent when
transiting from state s to state s′ given that action a is taken at state s.
5. A discount factor γ ∈ [0, 1], which is used to determine the weight of the immediate reward
compared to rewards in the future. This factor is selected to be less than one to guarantee that
the future return is finite if the immediate reward is bounded [15].
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B. State-action-reward-state-action (SARSA)
In this work, SARSA learning is used as a prediction method to estimate the action-value
function. SARSA is an on-policy strategy that evaluates the policy used to make decisions [2].
The updating rule in SARSA can be expressed as [9]
qi+1pi (s, a)←qipi(s, a) + α[R(s, a, s′)+ (1)
qi+1pi (s
′, a′)− qipi(s, a)]
where qi+1pi and q
i
pi are the action-value functions at time i and i + 1, respectively. s and s
′ are
the current state and next state, respectively. a and a′ are the taken actions at the current state
and the next state, respectively. 0 < α < 1 is the learning rate, which determines the amount of
contribution of the newly acquired information to update the Q-table [16].
III. THE PROPOSED ALGORITHM: CONVERGENCE-BASED EXPLORATION
A. Exploration time threshold τ
This factor, τ , plays a crucial role on the cumulative rewards. It can be defined as the maximum
time available for an agent to explore its available actions. τ controls the exploration process
for the goal of balancing between exploration and exploitation.
Fig. 1 illustrates the time system model. This model is designed such that the agent can
explore its available actions with maximum time τ , and then, it is forced to exploit the best
current policy in the remaining time T − τ regardless of exploring all actions. In this cotext, it
is assumed that the total available time is T .
τ0 T
Fig. 1: Time system model.
Selecting a small value for τ slows down exploiting the greedy policy, which may results
in decreasing the cumulative rewards if exploration takes long time and the available time is
limited. Otherwise, it is preferred to assign large values for τ .
B. The action-value function convergence error ζ
Along with τ , ζ has an important role in improving the agent’s performance. ζ can be defined
as the minimum required convergence error in the action-value function for a state-action pair
before exploring a new action to that state.
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The main idea of using ζ is to get nearly accurate values of the action-value function in early
stage of the learning. This helps in evaluating different policies, and determine the best one
based on the convergent values. This also enables the agent to exploit the resulted best policy
in an early stage, where the discount factor has large values and can affect on the cumulative
rewards.
C. The algorithm
In this algorithm, all the states are mapped initially to random actions. For a state, the assigned
action is exploited till its action-value function converges to a value with an error ζ . Once the
convergence occurs, a new action is assigned from the uniformly distributed unexplored actions
to that state. This mechanism continues for all states, and stops in two cases.
The first case occurs if all actions for all states are evaluated before reaching τ . Once all
available actions are valuated, the action with the highest action-value function will be exploited
during the remaining time. The second case happens if the available time reaches τ . In this case,
the agent stops exploring, and starts exploiting the current best policy regardless of whether all
available actions have been explored or not.
One of the main characteristics of the proposed algorithm is that once an action for a state
is evaluated, and its action-value function has been converged to unfavorable value, this action
will be ignored, and will not be exploited in the future. This aims at maximizing the cumulative
rewards based on the convergent values of the action function for different state-action pairs.
One more property, this algorithm assigns dynamic learning time for different actions based on
the convergence speed of their action-value functions. Algorithm 1 summarizes the proposed
algorithm.
IV. EXPERIMENTAL RESULTS
In this section, three main tasks are presented: (1) the validity of the proposed algorithm; (2)
the effect of the τ ; and (3) the effect of the ζ .
The experiments are implemented as follows. Each state s is a composite state consisting of
the environment state x and the agent state z. s is defined as follows:
s = (x, z) ∀s ∈ S (2)
where x is random value and fulfill the Markov property. Let z′ be the agent’s next state, which
is a function of the current agent’s state z, the current taken action a, and x. z′ is set as
z′ = z + (x mod 2)− a (3)
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Algorithm 1 Convergence-Based Algorithm
1: Initialize q0(s, a), ∀s ∈ S, ∀a ∈ As, arbitrarily
2: Initialize qbest(s), abest(s) ∀s ∈ S
3: Assign initial actions to policy pi
4: for each i ∈ T do
5: Observe si = s
6: Select action a to state s according to the policy pi
a← pi(s)
As ← As − a
7: Observe R(s, a, s′), si+1 = s′
8: Select action a′ to state s′ according to the policy
pi
a′ ← pi(s′)
As′ ← As′ − a′
9: qi+1(s, a) ← (1 − α)qi(s, a) + α[R(s, a, s′) +
γqi(s′, a′)]
10: if |qi+1(s, a)− qi(s, a)| ≤ ζ AND i > τ then
11: if qi+1(s, a) ≥ qbest(s) then
12: qbest(s)← qi+1(s, a)
13: abest(s)← a
14: end if
15: if As 6= φ then
16: Update pi by selecting a new random action
from As to state s
17: else
18: a← abest(s)
19: end if
20: else if i ≤ τ then
21: a← abest(s)
22: end if
23: end for
where a ≤ z.
The immediate reward resulted from transition from one state to another, given an action is
taken, are represented by random values. The transition probability from state s to state s′, given
6
that action a is selected, is given by
p(s, a, s′) =
p(x
′|x), if (3) is satisfied
0, else
(4)
where the influence of the action a comes from satisfying (3).
A. Experimental Set-up
This experiment considers a problem with 12 states. x ∈ {0, 1, 2, 3}, and z ∈ {0, 1, 2}.
In this experiment, the transition probability matrix for x is given by
P =

0.72 0.08 0.18 0.02
0.08 0.72 0.02 0.18
0.18 0.02 0.72 0.08
0.02 0.18 0.08 0.72

where each element represents the transition probability from x to x′ (i.e. p(x′|x)).
The rewards take values of {0,0.5,1,25,50} that are randomly assigned to different actions at
different states. The discount factor γ is set to 0.9. Each state from 1 to 4 has only one action,
which is 0. The set of actions available to states from 5 to 8 is {0,1}. For the states from 9 to
12, the set of available actions is {0,1,2}. SARSA learning algorithm is used to evaluate actions
for the proposed and the -greedy algorithms, where the agent does not have a prior knowledge
of the dynamic of environment. The learning rate α is set to 0.1. Let T be the total available
time. All results are averaged over 1000 runs.
B. Comparison
In this experiment, the performance of the proposed algorithm is evaluated and compared
with two other approaches. The first approach is the adaptive -greedy exploration algorithm,
where the exploration probability  = 1/i, and i is the time slot number [9]. The second one is
the optimal performance, where the optimal policy is used from the first time slot. The optimal
performance needs a priori statistical knowledge of the environment, which is not available to
the proposed algorithm and the -greedy algorithm. In this work, value iteration (VI) [17] is
used to find the optimal policy to find the upper-bound. In this experiment, for the proposed
algorithm, ζ is set to 0.01, and the τ is set to 0.95T .
Fig. 2 shows the cumulative rewards versus T . As expected, the cumulative rewards of
all approaches increase as T increases in the beginning, and then they take a near-constant
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Fig. 2: Cumulative reward versus T for
different approaches
performance. This returns to the discount factor, where this factor decreases as the time increases,
which diminishes the effect of the future rewards on the cumulative rewards. As shown in this
figure, the proposed algorithm outperforms the adaptive -greedy. This is since the proposed
algorithm starts by exploring most of the available actions based on their convergent results in
early stage of learning. This enables the agent to exploit the best resulted policy early, where
the discount factor has large values and can affect on the cumulative rewards significantly. On
the other hand, the -greedy does not have an accurate measure that enables it from evaluating
available policies to exploit the best one in early stage of the session, where the discount factor
has large values and affect significantly on the cumulative rewards.
C. The effect of the τ
This part studies the effect of the τ on the cumulative rewards. For the proposed algorithm,
ζ is set to 0.05.
Fig. 3 shows the cumulative rewards versus T . The cumulative rewards for different values
of this threshold increase as T increases in the beginning of the session. Then, they take a near-
constant performance due to the discount factor. As shown, the cumulative rewards decreases
as the value of τ decreases. As mentioned previously, once reaching this threshold, the agent is
forced to stop exploring more actions, and exploits the current best policy. So, as the value of
this threshold decreases, the opportunity of getting the optimal or near optimal policy decreases,
which contributes in reducing the cumulative rewards that can be achieved.
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D. The effect of the ζ
This part illustrates the effect of the ζ on the cumulative rewards. For the proposed algorithm,
the τ is set to 0.7T .
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Fig. 4: Cumulative reward versus T for
different values of the convergence error
Fig. 4 shows the influence of T on the cumulative rewards at different values of the ζ . As
shown, for all value of the convergence error, increasing T increases the utility function up to a
point, and then they take a near-constant behavior due the discount factor. This figure also shows
that the best performance is achieved when the convergence error has a value of 0.5, and as the
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convergence error decreases, the performance decreases. This returns to the fact that decreasing
the convergence error requires more iterations, which slows down the process of exploring and
exploiting the best resulted policy, which is reflected on the cumulative rewards by reduction.
V. CONCLUSION
In this paper, an exploration algorithm for RL, which is known by convergence-based ex-
ploration, has been introduced. This algorithm is able to enhance the exploration efficiency
for an agent significantly. Using two factors, which are the action-value function convergence
error ε, and the exploitation time threshold Tthr, the agent can balance between exploration and
exploitation to maximize the cumulative rewards. Simulation results show how the proposed
algorithm outperforms the adaptive -greedy algorithm. Finally, the effects of the introduced
parameters were investigated, and it was noticed how the values of these parameters can be
optimized to maximize the cumulative rewards.
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