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Generating big data pervades much of physics. But some problems, which we call extreme
data problems, are too large to be treated within big data science. The nonequilibrium
quantum many-body problem on a lattice is just such a problem, where the Hilbert
space grows exponentially with system size and rapidly becomes too large to fit on any
computer (and can be effectively thought of as an infinite-sized data set). Nevertheless,
much progress has been made with computational methods on this problem, which serve
as a paradigm for how one can approach and attack extreme data problems. In addi-
tion, viewing these physics problems from a computer-science perspective leads to new
approaches that can be tried to solve them more accurately and for longer times. We
review a number of these different ideas here.
Keywords: Nonequilibrium quantum many-body problem; extreme data science
1. Extreme data science
Conventional forms of big data science and data mining involve the creation of
large finite data sets and the analysis of that data to produce insight and to predict
future behavior of the system. Many physics problems are being analyzed in this big
data paradigm, such as high-energy-physics scattering experiments, which routinely
create petabytes of data. Other fields of science also involve big data science, with
large datasets being analyzed in fields as diverse as weather forecasting, genomics,
and neuroscience. Many algorithms and data analysis tools are used to interact with
such datasets; often they are created specifically for a given data set, even if they
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employ more general purpose algorithms and strategies for the data analysis.
We discuss physics problems for which the datasets are so large they can effec-
tively be treated as infinite in size, which we call extreme data science. In general,
such problems are impossible to solve unless at any given time, only a small subset of
the large dataspace is physically active, and that the system maintains a reasonably
small footprint within the data space for future times as well.
One technique which has been developed in the previous decade for dealing with
big data in computer science is the technique of compressive sensing. This method
represents a multidimensional signal with a much lower dimensional model. Instead
of employing conventional signal compression techniques, which aim to capture the
whole signal, compressive sensing attempts to directly capture the sparse signal1,2.
One can understand how this works in two ways: (1) most data in real world prob-
lems are overdetermined and hence can be represented in a more sparse fashion and
(2) from a mathematical standpoint, a time series originating from a Fourier series
or from a Fourier transform look similar on a finite time interval, but the series
can be represented sparsely, while the transform cannot. This latter feature is now
being exploited in a wide range of physics problems.
The unprecedented growth of data has also challenged the most affordable com-
putational procedures within big data science—namely numerical linear algebra.
Even partial eigenvalue or singular value decompositions become too expensive for
matrices employed in graph mining of large networks, of information retrieval, and
so on. As an alternative, randomized or stochastic processes have emerged as a
promising new approach to these problems3,4,5. Regardless of these developments
within big data science, the field of physics has been grappling with these issues for
decades, and have come up with a number of ideas for these types of problems. We
believe a cross-fertilization of ideas from computer science, applied mathematics,
and physics, will enable much more rapid growth in the ability to solve extreme
data science problems.
One physics-based example that fits into the extreme data paradigm is the
nonequilibrium quantum many-body problem. This problem governs many differ-
ent behaviors in physical systems. Some examples include the following: (1) the
current-voltage characteristic for transport of charge through a device made from
strongly correlated materials; (2) the response functions for pump/probe experi-
ments, where intense lasers are shone onto strongly correlated materials; (3) the
response of a cold atom system following the quench of an interaction generated
by a Feshbach resonance; (4) the response of materials to shock compression; (5)
the evolution and thermalization of the quark-gluon plasma in heavy ion collisions;
(6) particle production and the reheating/thermalization of the universe after infla-
tion; (7) photo-ionization of atoms or molecules; and (8) the dynamical behavior of
charged plasmas created by intense lasers.
It is well known that the Hilbert space for the many-body problem grows expo-
nentially with the number of lattices sites in the problem. This growth is so rapid,
that supercomputers can only handle problems that have a few tens of lattice sites
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before the memory is completely exhausted. Such small systems often are too small
to be able to reliably predict properties of 1023 particles. Fortunately, because of
physical principles like those found in the renormalization group, many equilibrium
many-body problems are governed by effective low-energy field theories, where the
high-energy degrees of freedom are frozen out, and do not change as the temper-
ature is further lowered. Using these ideas, the numerical renormalization group
showed how one could numerically solve the Kondo problem, which is one of the
most important many-body problems in condensed matter physics. A large number
of other techniques exist for treating equilibrium many-body problems, and they of-
ten are governed by the ideas of the renormalization group, via energy minimization
methods where the quantum problem can be mapped onto an equivalent statistical
problem that can be solved using importance sampling methods like the Metropolis
algorithm, or via variational techniques chosen to minimize the loss of information
like the density matrix renormalization group.
In the case of nonequilibrium, problems become more complicated, because en-
ergy minimization is often no longer a valid physical principle, and the driving of
the system pushes it out of the low-energy effective field theory regime (of course,
reducing information loss is probably still a valid principle). At first glance, it then
seems hopeless to try to solve such problems, but significant progress has been made
recently with a number of different algorithms, even if they all are currently limited
by how far out in time they can evolve the system. In most cases this time scale is
too short to fully determine the long-time behavior. Nevertheless, it is highly likely
that even a nonequilibrium system will only evolve through a very small target sub-
space of the infinite dataspace (especially if entanglement growth is bounded), and
hence there is a good chance that appropriate algorithms can be developed to de-
scribe the behavior of these systems. In fact, there is a proof6 that states that if the
Hamiltonian involves local interactions (or interactions cut off after a short range),
then the time-dependent evolution of the system can only expand into an expo-
nentially small subspace of the full Hilbert space in polynomial time. Techniques
that can focus in on just this subspace will be the most efficient in simulating the
nonequilibrium many-body problem.
When viewed from the computer-science perspective, extreme data science is
based on four principals: (i) encoding the active target subspace of the dataspace; (ii)
evolving the target subspace forward in time; (iii) discarding nonphysical dimensions
of the dataspace where the target has negligible weight; and (iv) extrapolating
(or forecasting) the behavior of the target space for future times from the past
history. Algorithms that solve the nonequilibrium quantum many-body problem
often employ these extreme data science principles in formulating their solution.
For example, since one cannot use all of the basis vectors of the Hilbert space to
represent a state vector, one must find an efficient method to encode the many-body
wavefunction which can describe the system with a small set of basis functions
initially, and can evolve to remain efficient in describing the system as it moves
forward in time (similar in spirit to compressive sensing). All algorithms formally
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deal with the evolution of the system in time, as given by the quantum evolution
operator
U(t, t0) = T exp
[
− i
~
∫ t
t0
dt′H(t′)
]
(1)
=
∞∑
n=0
(
− i
~
)n ∫ t
t0
dt1
∫ t1
t0
dt2
∫ t2
t0
dt3 · · ·
∫ tn−1
t0
dtnH(t1)H(t2) · · ·H(tn)
which is a time-ordered exponential of the time-dependent Hamiltonian H(t), be-
cause this is how one ultimately determines the Green’s function, or the evolution
of the wavefunction. Third, algorithms often include some form of truncation step,
where the system is projected onto a subsystem that includes the most important
terms. Finally, since it is difficult to reach long times with most nonequilibrium
algorithms, one often attempts to extrapolate results either to try to stabilize the
algorithm so it can run further in time, or to try to forecast future behavior from
the prior knowledge.
In the remainder of this review, we describe a wide range of different algorithms
that have been used for the quantum many-body problem, describe their successes
or failures for the nonequilibrium systems, and illustrate a new attack motivated by
extreme data science to create new algorithms that might have a higher chance for
success. We group the algorithms into those that simplify the many-body problem
to solve it approximately, those that employ stochastic methods and the challenges
with generalizing them to the nonequilibrium case, algorithms based on renormal-
ization group ideas, and algorithms that directly evaluate the evolution operator.
Note that while we have made every attempt to include a wide number of refer-
ences to the original literature, this review is intended to be illustrative and not
exhaustive, so many appropriate references have not been included. We apologize
to any authors for whom we did not reference their relevant work due to length
restrictions. In addition, we have not made an exhaustive review of big data science
ideas as applied to the many-body problem. For example, machine learning ideas
have recently been employed to accelerate the solution of the problem7. Instead, we
concentrate on the new extreme data science aspect of the problem.
We emphasize that the techniques reviewed here focus on methods that work
directly or indirectly in Hilbert space. Recently, Gaussian phase space methods8,9
have been proposed to evade the exponential growth of the problem size in Hilbert
space. They work by mapping the quantum evolution in real or imaginary time onto
a set of stochastic differential equations with a drastically reduced dimensionality.
Much excitement arose for this method early on, particularly with the anticipation
that phase-space methods could solve the fermionic sign problem10. But a careful
analysis11,12 shows that the nonvanishing of the distribution function evolved by
stochastic differential equations at the boundaries, introduces systematic errors such
as spiking trajectories or rapid growth of the sampling error which currently prevent
extracting reliable results for fermionic systems in the limits of strong interaction,
large system sizes, or long times (the approach has been more successful for bosonic
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systems though13). In any case, we focus the remainder of our discussion on Hilbert-
space-based methods.
2. Algorithms that truncate the dataspace or simplify the
many-body problem
One strategy to take for an extreme data problem is to truncate or simplify it so that
it results in a finite dataspace that can fit onto the computer and be solved. Within
the many-body problem, there are a few different approaches that fall into this cate-
gory: (i) exact diagonalization of finite systems; (ii) configuration-interaction-based
methods; (iii) time-dependent density-functional theory; and (iv) the Gutzwiller
variational method. We describe these approaches next.
Exact diagonalization is one of the first methods14 tried for many-body prob-
lems like the Hubbard model15. Early work by the Falicov group16 or the work by
Heilmann and Lieb17 that investigated the properties of the benzene molecule, fo-
cused on determining energy eigenvalues and eigenstates after taking into account
all of the symmetries of the system. The technique has evolved significantly since
then, and now has been applied to many nonequilibrium problems where strongly
correlated materials are driven by high intensity laser fields18,19.
For equilibrium problems, one can handle systems with large Hilbert spaces be-
cause the Hamiltonian is sparse, and diagonalization methods like the Davidson20
or Lanczos21 methods are iterative and require only the action of the Hamiltonian
on a state vector in the Hilbert space (in most of these calculations a number of
vectors in the Hilbert space are stored in the computer memory). This can often
be calculated without even storing the Hamiltonian matrix, when one uses the op-
erator form and acts it on representative basis states. These techniques can only
determine eigenvalues (and associated eigenvectors) within a finite energy interval,
and usually focus on the low-energy states (in principle, long-run Lanczos methods
that can compute all eigenvalues, or compute eigenvalues within specified energy
windows, do exist22, but they require too much storage to be efficient methods for
fully diagonalizing large sparse matrices). By using time evolution methods, such
as evaluating the evolution operator via a Trotter expansion23 (or more sophisti-
cated methods like commutator-free exponential time expansions24) or using the
Crank-Nicolson algorithm25 (which preserves unitarity through second order in the
discretization time step), one can evolve these finite systems forward in time and
solve nonequilibrium problems. This has been looked at recently by a number of
different groups18,19.
The exact diagonalization approaches work with discrete eigenvalues and are
accurate in equilibrium when the temperature is large relative to the average level
spacing. For nonequilibrium, the time evolution is usually very accurate for short
times, but then starts to deviate from the correct behavior when it displays recur-
rences, which occur for times such that the time multiplied by an energy difference is
equal to a multiple of 2pi. Other issues arise with finite-size effects if a disturbance
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moves a longer distance than half the distance to the edge of the finite system.
While this approach can provide much insight about the nonequilibrium problem,
it is unlikely that it will ever be able to successfully describe generic systems in the
long-time limit.
Another approach, which involves truncating the Hilbert space, is a configuration
interaction-based approach, which is widely used in chemistry and atomic physics,
but is not so widely used for lattice systems. In this class of methods, the wave-
function is described by the sum of a finite number of Slater determinants, with the
coefficients and the determinants adjusted to produce the best variational energy.
These techniques are also used for time-dependent problems, primarily in atomic
physics26 where the wavefunction is represented as a time-dependent function with
an expansion basis that includes a description of the active excited electron and
additional single-pair particle-hole excitations or uses a so-called restricted active
Hilbert space27. This creates a finite expansion for time-dependent coefficients of
the wavefunction, which are then solved by recasting the problem as a differential
equation for the different coefficients and solving those differential equations. In
practice, many tricks need to be implemented to solve these problems accurately
and efficiently. Within lattice problems, there have been some attempts to try to
adopt these approaches in nonequilibrium. One approach is called the multiconfig-
uration time-dependent Hartree impurity solver28, which employs a tensor-based
structure for the time-dependent coefficients of a wavefunction that is expanded in
terms of a time-varying single-particle basis set which is truncated to include just
a small number of single-particle basis functions. While this approach shows some
promise, much more work needs to be done to see if it can be an effective impurity
solver.
Another class of approaches is based on density functional theory and is called
time-dependent density functional theory (TD-DFT). Density functional theory is
based on the Hohenberg-Kohn theorem29 which states that the wavefunction is a
unique functional of the electron density, and is implemented by mapping the system
onto a noninteracting problem via the Kohn-Sham framework30. TD-DFT has its
origins in the Runge-Gross theorem31, which applies to time-dependent potentials.
In practice, because density-functional theory cannot be solved exactly, it ends up
being an effective mean-field theory approach to the problem which is highly ac-
curate for real materials calculations in weakly correlated systems. The TD-DFT
needs modification to handle the full time dependence of the coupling to an elec-
tromagnetic field, and currently has not been applied to too many problems in this
category. Current implementations also use functionals that typically limit the ap-
plicability to finite closed quantum systems. It remains the most accurate approach
for real systems calculations, but is known to fail when correlations become too
strong, and hence will also not be able to solve the most general nonequilibrium
many-body problems. A recent review32, provides a nice introduction to this topic.
We will have more to say about effective mean-field theory descriptions below.
The final method in this approximate approach is the Gutzwiller approach33,34,
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which uses a variational form of the wavefunction for strong correlations, and
projects out the double-occupancies in the wavefunction. This ansatz is then used as
a constrained wavefunction to approximately solve the time-dependent Schro¨dinger
equation via a minimization of the Schro¨dinger equation when taken as an expecta-
tion value with respect to the time-dependent wavefunction. This approach has been
applied primarily to quench problems, where the Hamiltonian during the evolution
of the system is time independent, the initial state is just not an eigenstate of this
Hamiltonian, so it evolves in time. This technique is an uncontrolled approximation,
since it is not a formal expansion in powers of a small parameter, but it does appear
to produce physically reasonable results for the cases it has been applied to.
In all of these approaches, the many-body problem has been simplified in some
fashion, allowing for the subsequent dynamics of the simplified problem to be com-
puted exactly. These approaches produce physically reasonable results, and often
are quite accurate for short times, but they also are difficult to gauge their accuracy
unless they can be compared to more exact methods. In general, they are not meth-
ods that can be easily extended to treat the problem with systematically improving
approximations, so that it can eventually be solved in the general case. However,
they often are a good first approach to these problems.
3. Algorithms that use stochastic methods
We next turn to stochastic methods that solve the many-body problem via Monte
Carlo techniques. We begin by discussing how these algorithms work in equilibrium,
before discussing issues that arise for nonequilibrium algorithms. We also discuss
only a few categories of these methods due to space limitations. Our focus will be
primarily with many-body approaches for the dynamical mean-field theory tech-
nique, which provides an exact solution to the many-body problem in the limit of
large spatial dimensions. If one were to look at electrons moving on a lattice in real
space, and were to focus on what happens at a specific lattice site as a function of
time, one would see electrons hopping onto and off of the site in time. The dynami-
cal mean-field theory approach maps this lattice problem onto a single-site problem
with a time-dependent field that represents the hopping onto and off of the site.
By solving the impurity problem in a self-consistently determined time-dependent
field that makes the impurity Green’s function identical to the local lattice Green’s
function, the problem is solved exactly in the large dimensional limit (the reason
why it is not exact in finite dimensions is that the self-energy for the impurity
problem has no momentum dependence, and hence is an approximate solution in
finite dimensions, but becomes exact in infinite dimensions because one can prove
the self-energy has no momentum dependence in that limit).
Impurity problems have been studied in physics for years. The single impurity
Anderson model35 is the pardigmatic impurity problem, and it corresponds to a
localized electron, which has a strong Coulomb interaction with itself, embedded in
a conduction electron host, that is noninteracting (in the strong-interaction limit,
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this model reduces to the so-called Kondo problem36). These impurity problems
are best represented by an action, which takes into account the time-dependence
of the field that describes the hopping onto and off of the lattice site. Due to the
interaction of the impurity electron with itself, there is a four-fermion operator in
the action. To illustrate how this representation works, we must first start with the
definition of the contour-ordered Green’s function on the lattice, which is defined
via
Gcijσ(t, t
′) = −iTrTce−βH(t¯→−∞)ciσ(t)c†jσ(t′)/Z (2)
where the fermionic destruction operator on site i with spin σ ciσ and the fermionic
creation operator on site j with spin σ c†jσ are both written in the Heisenberg
representation with respect to the time-dependent Hamiltonian H(t), β = 1/T is
the inverse temperature of the initial equilibrium configuration of the system, and
the partition function is Z = Tr exp[−βH(t¯ → −∞)]. The time-ordering operator
orders times along the contour, which will be described next.
The Heisenberg representation of an operator sat-
isfies ciσ(t) = U
†(t,−∞)ciσU(t,−∞). Substituting this into the definition of the
Green’s function and assuming t > t′ yields
Gcijσ(t, t
′) = −iTre−βH(t¯→−∞)U(−∞, t)ciσU(t, t′)c†jσU(t′,−∞)/Z, (3)
where we note that we used the fact that U†(t,−∞) = U−1(t,−∞) = U(−∞, t)
and U(t, t1)U(t1, t
′) = U(t, t′). Now, starting from the earliest time as t¯ = −∞,
which corresponds to the right most part of the above expression, we evolve the
system forward in time from −∞ to t′, then we operate with a c†jσ, evolve further
to time t, operate with ciσ and then evolve backwards in time from t to −∞ before
operating with the density matrix operator. This can be summarized graphically by
evaluating the operator average on the so-called Kadanoff-Baym-Keldysh contour
(see Fig. 1), to which we have added an imaginary spur from −∞ to −∞− iβ, and
the density matrix term can be thought of as
e−βH(t¯→−∞) = exp
[
−i
∫ −∞−iβ
−∞
dt¯H(t¯)
]
, (4)
so that the evolution operator extends along the entire contour. We originally
thought of t and t′ both being real times, but now that we have the evolution op-
erator evolving on the contour, we can generalize the definition to allow the times
t and t′ to be any two times chosen on the contour itself, and the formula for the
Green’s function can be written compactly as
Gcijσ(t, t
′) = −iTrTc exp
[
−i
∫
c
dt¯H(t¯)
]
ciσ;tc
†
jσ;t′/Z (5)
where the contour now extends from −∞ to∞ along the upper real branch, from∞
to −∞ along the lower real branch, and from −∞ to −∞− iβ along the imaginary
spur. The integral is over the full contour, and the subscript t and t′ indicate where
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Fig. 1. The Kadanoff-Baym-Keldysh contour running from tmin to tmax along the real axis, and
then back from tmax to tmin along the real axis, and finally along the negative imaginary axis a
length −iβ. We take the limit tmin → −∞ and tmax → ∞. The system starts in equilibrium at
a temperature T = 1/β at time tmin and then is driven out of equilibrium via a quench, or an
applied field, or some other perturbation.
the operators act along the contour, with the time-ordering operator along the
contour distributing the (time-ordered) exponential factors in the right locations
between the operators.
In dynamical mean-field theory, we will equate the local Green’s function (i = j)
to the impurity Green’s function. The impurity Green’s function depends on the
dynamical mean field, which is often described by the symbol λσ(t, t
′) with either
time on the contour. Since the dynamical mean field determines the effect of the
hopping on the lattice, we define the local part of the Hamiltonian on the lattice via
Hi0 such that the total Hamiltonian on the lattice is equal toH(t) =
∑
iHi0+K where
K is the kinetic energy term of the Hamiltonian. The local part of the Hamiltonian
has the same functional form on each lattice site; the i superscript simply denotes
that we construct it from the operators ciσ and c
†
iσ. We then take the impurity
Hamiltonian to be H0 constructed from the impurity creation and annihilation
operators c†σ and cσ, respectively. All operators for the impurity problem are taken
in the Heisenberg representation with respect to the impurity Hamiltonian. Then
the impurity Green’s function is written as
Gcσ;imp(t, t
′) = −iTrTce−βH0(t¯→−∞)e
∑
σ
∫
c
dt¯
∫
c
dt¯′c†σ(t¯)λσ(t¯,t¯
′)cσ(t¯′)cσ(t)c
†
σ(t
′)/Zimp
(6)
where Zimp = TrTc exp[−βH0(t¯→∞)] exp[
∑
σ
∫
c
dt¯
∫
c
dt¯′c†σ(t¯)λσ(t¯, t¯
′)cσ(t¯′)], which
can be restricted to integrating only over the imaginary part of the contour for the
partition function because the integration over the real parts cancels.
The dynamical mean field λσ must be determined self-consistently in the dy-
namical mean-field theory algorithm (see Fig. 2). The procedure is as follows: (1)
make a guess for the local self-energy; (2) use Dyson’s equation in momentum space
on the lattice to determine the momentum-dependent Green’s function from the
self-energy; (3) sum the momentum dependent Green’s function over all momenta
to determine the local Green’s function of the lattice; (4) use Dyson’s equation for
the local Green’s function to extract the dynamical mean field; (5) solve the impu-
rity problem in the dynamical mean field for the impurity Green’s function; (6) use
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Fig. 2. Schematic of the iterative loop for dynamical mean-field theory. We start with a guess for
the self-energy and then use Dyson’s equation on the lattice to calculate the local Green’s function
(by summing over all momenta). Dyson’s equation is used on the local Green’s function to extract
the effective medium (which depends on the dynamical mean field). The impurity problem is then
solved with this effective medium (or λ field). Dyson’s equation for the impurity is used to extract
the self-energy and one checks to see if the iterative loop has converged. If it has, the computation
ends. If not, the new self-energy is used in the loop and the process continues.
Dyson’s equation to extract the impurity self-energy from the Green’s function and
the dynamical mean field; (7) use the impurity self-energy as the new guess for step
(1) and iterate steps (2–7) until one reaches a fixed point and the Green’s functions
do not change from one iteration to the next. All of the steps of this algorithm are
straightforward to implement (even if we have not given the detailed equations)
except for step (5) which is what requires a sophisticated impurity solver. The it-
erative approach is the same for equilibrium or nonequilibrium, it is just that in
nonequilibrium one usually works entirely in a time-based formalism37. Note that
if one is solving an equilibrium problem, one usually restricts the contour to just
the imaginary spur, and then uses an analytic continuation method like maximum
entropy38 to numerically analytically continue the results from the imaginary axis to
the real axis. This simplifies the impurity problem solver, but requires an ill-posed
and uncontrolled numerical analytic continuation procedure. This is often viewed
as a superior way of performing the calculation than simulating the problem on
the full contour, for reasons that will be described below, which are related to the
fermion sign (or phase) problem.
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We next focus on two different algorithms that solve the impurity problem on
the imaginary spur of the contour—the Hirsch-Fye algorithm39 and the continuous-
time Monte Carlo algorithm40,41. To begin, we show how one evaluates the partition
function on the imaginary-time spur of the contour within the Hirsch-Fye algorithm
Zimp = TrTτe−βH0e−
∑
σ
∫ β
0
dτ
∫ β
0
dτ ′c†σ(τ)λσ(τ,τ
′)cσ(τ). (7)
The imaginary time axis is discretized into N time steps of length ∆τ = β/N , with
tj = −∞− i∆τj for 0 ≤ j ≤ N , which we write as −∞− iτj . Then we have
Zimp = TrTτe−∆τ
∑N
j=0Hsing0 (τj)e−∆τ
∑N
j=0 V(τj)e−(∆τ)
2∑
σ
∑N
i,j=0 c
†
σ(τi)λσ(τi,τj)cσ(τj),
(8)
where Hsing0 is the quadratic (single-particle) part of the impurity Hamiltonian
(which we will take to be Hsing0 (τ) = −µ
∑
σ c
†
σcσ for concreteness) and V =
H0 − Hsing0 is the interacting part of the Hamiltonian [which we take to be
V(τ) = U(c†↑c↑ − 1/2)(c†↓c↓ − 1/2) for the Hubbard model, for concreteness]. Note
that we have included an artificial time dependence to the impurity Hamiltonian
even though it is a constant, independent of time, which is notationally convenient.
The challenge with evaluating this partition function comes from the fact that the
interaction V is not a quadratic function of the fermionic operators. It can be made
quadratic by introducing an auxiliary field via the Hirsch-Hubbard-Stratanovich
transformation42,43,44
e−V(τj) = e−∆τU(c
†
↑c↑−1/2)(c†↓c↓−1/2) =
e−∆τU/4
2
∑
sj=±1
eαsj(c
†
↑c↑−c†↓c↓), (9)
where coshα = exp[∆τU/2]. This introduces a set of Ising variables at each τj time
step which converts the quartic interaction term into a quadratic term. One can
now evaluate the partition function using standard techniques that convert into a
Grassmann path integral and then evaluate the trace with coherent states to yield
Zimp =
∑
{si}
det
(
G−1↑{si}
)
det
(
G−1↓{si}
)
(10)
where
G−1σ{si}(j, k) = δjk − δj−1k[1 + ∆τµ+ αsjσ]− (∆τ)2λσ(τj , τk). (11)
So, the evaluation of this sum over all of the Ising spins will give the partition
function. It turns out that averaging the Green’s function G using the weights
for the partition function, will yield the impurity Green’s function. The Monte
Carlo method starts with a configuration for the Ising spins, and proposes the
change of the Ising spin at a particular time slice. One calculates the ratio of the
determinants for the previous G and the current G, using a Metropolis algorithm45
to decide whether or not to accept the update move. If it is accepted, the Green’s
function and determinants need to be updated. One of the hallmarks of the Hirsch-
Fye algorithm is that the updating of the Green’s function and of the determinant
is very fast, because only a few matrix elements are changed from the previous
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configuration matrix. Hence, because one need not recalculate the full determinant
from scratch, nor recalculate the new contribution to Green’s function (for the new
Ising configuration) from scratch, the algorithm can work fast to sum over the Ising
fields via importance sampling.
Since it is a statistical algorithm, it must deal with probabilities that satisfy
a detailed balance procedure, so that every configuration is equally likely to be
reached by the algorithm updating procedure. This requires (among other things)
that the products of the determinants be nonnegative. Unfortunately, although they
are manifestly real, they often change sign as the system is updated. One uses the
absolute value for the weights, but one then must keep track of the average sign
during the updating procedure and divide all statistical averages by the average
sign. When this average sign becomes too small in magnitude, the algorithm breaks
down. This is the origin of the famous sign problem in quantum Monte Carlo, and it
limits how low in temperature one can run the simulation because the sign problem
becomes worse as the temperature is lowered. In addition, since one is using a fixed
grid in imaginary time, it turns out one needs to make ∆τ small at low temperature
as well, because the Green’s function has a large slope near τ = 0 and τ = β and
one needs to determine it accurately in this region. This also limits how low in
temperature one can proceed with the Hirsch-Fye algorithm, since a small ∆τ and
a large β implies the size of the matrices is large.
We next discuss the continuous time quantum Monte Carlo algorithm in equi-
librium and based on a weak-coupling expansion40. The starting point for the
continuous-time algorithm is the formula for the impurity partition function, written
in the interaction representation with respect to Hsing0 :
Zimp = TrTτe−βH
sing
0 e−
∫ β
0
dτVI(τ)e−
∑
σ
∫ β
0
dτ
∫ β
0
dτ ′c†σ(τ)λσ(τ,τ
′)cσ(τ
′) (12)
where the time ordering properly orders both of the time-dependent expo-
nential factors. Here, the interaction picture interaction satisfies VI(τ) =
exp[τHsing0 ]V exp[−τHsing0 ] and similarly for the fermionic creation and annihila-
tion operators. We assume the concrete forms for the single-particle piece of the
impurity Hamiltonian and for the interaction piece as we did before, to describe the
Hubbard model. The next step in the derivation is to expand the exponential of the
interaction in a power series
Zimp =
∞∑
k=0
(−U)k
k!
∫ β
0
dτ1 . . .
∫ β
0
dτkTrTτe−βH
sing
0 e−
∑
σ
∫ β
0
dτ
∫ β
0
dτ ′c†σ(τ)λσ(τ,τ
′)cσ(τ
′)
× c†↑(τ1)c↑(τ1) . . . c†↑(τk)c↑(τk)c†↓(τ1)c↓(τ1) . . . c†↓(τk)c↓(τk). (13)
Because this average over the product of the fermionic creation and annihilation
operators is with respect to a quadratic action (given by Hsing0 and the λ-field
term), one can evaluate the average via Wick’s theorem, which expresses the result
in terms of products of the Green’s function corresponding to the quadratic action.
In total, there are k! different ways to form these products, but they can all be
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Fig. 3. (Color online) Example of one diagram in imaginary time for the equilibrium implementa-
tion of the continuous time algorithm from weak coupling. The narrow lines are Green’s functions
connecting different time points (red for spin up and blue for spin down). The Ising variable
associated with the auxiliary field at the interaction vertex has been suppressed.
summarized via the determinant of an appropriate matrix. Note that here we have
G−10σ (τ, τ
′) = (−∂τ + µ)δ(τ − τ ′)− λσ(τ, τ ′). (14)
We define the determinant Dσ(k) via
Dσ(k) = Det

G0σ(τ1, τ1) G0σ(τ1, τ2) · · · G0σ(τ1, τk)
G0σ(τ2, τ1) G0σ(τ2, τ2) · · · G0σ(τ2, τk)
G0σ(τ3, τ1) G0σ(τ3, τ2) · · · G0σ(τ3, τk)
· · · ·
· · · ·
· · · ·
G0σ(τk, τ1) G0σ(τk, τ2) · · · G0σ(τk, τk)

(15)
with the time arguments given by the k different time values that will be taken
in the kth multiple integral (see Fig. 3 for an example diagram). The stochastic
aspect of the problem is now clear. One uses Monte Carlo methods to sample the
different τi values for each multidimensional integral, and since the error decreases
as the number of random points chosen in the integrand independent of dimension,
one can, in principle, evaluate each order of the perturbation theory expansion with
an equivalent amount of computer time. This, of course, is not the case since the
integrand involves the determinants, and those determinants are more difficult to
evaluate for larger k. In an actual implementation of the algorithm, the Monte
Carlo step allows for the system to increase or decrease k by one unit (adding a
vertex or removing a vertex), and the acceptance criteria for the Monte Carlo step
comes from evaluating the ratio of the determinants for the two sets of diagrams
evaluated. Fast updating methods are used to calculate the new determinants from
the old ones without having to diagonalize the full matrix, which is what makes
the algorithm efficient. The algorithm will actually determine the most important
orders of the perturbation theory via the importance sampling.
Once again, there is a sign problem that occurs if the determinant changes
sign, which often happens. To handle this, the interaction is modified from the
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conventional Hubbard interaction to
U
(
c†↑c↑ −
1
2
)(
c†↓c↓ −
1
2
)
=
U
2
∑
s=±
(
c†↑c↑ −
1
2
+ sα
)(
c†↓c↓ −
1
2
− sα
)
, (16)
where α ≥ 1/2 seems to fix the sign problem for the equilibrium calculations. Of
course, this does require the additional summation over Ising variables at each time
step for a given diagram (and a rederivation of the above formalism using the new
interaction). The summation is also done via stochastic importance sampling.
Calculating the Green’s function is a bit more involved for the continuous-time
algorithm. The formula for the Green’s function includes two more creation and
annihilation operators than the partition function. This requires one more Wick
contraction for each diagram of “order” k than used in the partition-function calcu-
lation. Otherwise, the technique is identical. By manipulating the Dyson equation,
one can show that the term that is actually summed in the algorithm is a reducible
self-energy, which can readily be employed to determine the full Green’s function.
One might ask about the relationship between these two methods. It turns out
that they have a simple relationship46. If one were to restrict the continuous time
algorithm to include only diagrams of order N = β/∆τ and allow the vertices to be
restricted to the time slices used in the Hirsch-Fye algorithm, then the two methods
calculate the same set of diagrams. By extrapolating to the N →∞ limit, one can
then show that the extrapolated results for these two methods will be identical,
because the continuous time method will require diagrams of effectively one order
only, due to the central limit theorem. It is also clear, then, that the continuous time
algorithm should be superior to the Hirsch-Fye algorithm for truncated calculations,
because it effectively samples a wider range of diagrammatic terms. The continuous-
time approach has now become the standard technique used by most dynamical
mean-field theory calculations in equilibrium.
There is a second form for the continuous-time algorithm, which performs the
expansion of the perturbation series from a strong-coupling approach called the
hybridization expansion41. We do not have the space here to describe the derivation
of this approach. While similar to the weak-coupling technique, the derivation is
more complicated because the atomic Hamiltonian is not quadratic, and hence one
cannot use Wick’s theorem, but instead one has to employ some more complex
techniques.
Since the continuous-time algorithm is a diagrammatic method, which sums
diagrams to high order, one might wonder whether or not there might be a better
way to organize the diagrams, so that an infinite class of diagrams can be summed
initially, and the Monte Carlo is used to sum the remaining ones. This idea is called
the bold quantum Monte Carlo method47,48. The idea behind the bold method,
is that if one can identify the dominant terms in the summation that provide the
physical behavior of the system, then summing them up front can greatly reduce
the order that one needs to extend the quantum Monte Carlo summation. There
are additional challenges to employing the bold technique, as one now needs to
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identify and remove terms in the diagrammatic summation that already appear in
the infinite summation of the starting point. This can make the diagram selection
and the Monte Carlo integration more complicated, but this is usually more than
compensated by requiring a much lower order in terms of the number of diagrams
to keep in the expansion. Usually the latter is more important than the former,
especially in cases where there is a sign problem to deal with.
Finally, we need to discuss how one generalizes these approaches to nonequilib-
rium. In principle, the procedure is straightforward, where we simply extend the
contour along the real axis and proceed as before. The main problem with this is
that the matrix elements for the Green’s functions now become manifestly complex,
and the weight factors also become complex. One can once again use the modulus of
the complex numbers for the weights, but then one needs to sum the average com-
plex phase of the summations and divide by the average phase. The average phase
rapidly goes to zero as the real branch of the contour increases in size, and this
poses the most severe limitation on these methods. The first attempt in this area
was to generalize the Hirsch-Fye algorithm along these lines49. The continuous-time
algorithm has been tried50,51, and it can only be stabilized for quite short times,
where only specialized problems can be studied that have their transient evolution
take place over a short period of time. The bold technique has also been applied52
and shows promise, being able to be evolved about twice as long as the conven-
tional algorithm. But, generically, more stable algorithms that can evolve further
in time are needed within this class of impurity solvers. It is possible that making
the algorithm manifestly unitary can help with the phase problem.
The weak convergence or divergence of a diagrammatic series is usually handled
by techniques like Borel, Cesa´ro-Riesz, or Lindelo¨f resummation53. A more general
approach to doing this is offered by resurgence theory54, which expresses f(x) as
a triple power series (called a trans-series) in x, exp[−1/x], and ln[x], employs
analytic properties in the vicinity of all poles and branch cuts to determine the
relevant coefficients of the expansion, and automatically includes nonperturbative
effects. It is possible that employing this method within a bold-like quantum Monte
Carlo approach could allow calculations to proceed to even longer times55. We
discuss these techniques in more detail below when we examine extrapolation of
nonequilibrium results to longer times.
There also have been some recent proposals for extensions of variational quantum
Monte Carlo approaches to nonequilibrium. So far, this has been done only for
bosonic systems56,57, but there is promise that one might be able to extend these
ideas to fermionic systems, and at the very least, the bosonic methods might benefit
from being re-examined along the extreme data science perspective.
4. Algorithms based on renormalization group ideas
The next class of algorithms we discuss are those related to the renormalization
group of Wilson58. The original numerical renormalization group was designed to
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treat the low-energy scale that develops in a system of noninteracting conduction
electrons (the bath electrons) that hybridize with an impurity atom that has strong
Coulomb interactions for electrons on the impurity (the impurity electrons). It was
well known that this model had complex behavior with a low energy scale that
develops in the system at low temperature and that the low-energy model displays
universal behavior. Numerically calculating such results turned out to be problem-
atic. Wilson’s idea was to discretize the frequency space into a logarithmic energy
grid, and replace the continuum of states within each energy interval by one dis-
crete degree of freedom. As one moves in energy closer to the Fermi energy, the
energy intervals become smaller and smaller. Hence, the Hamiltonian for the single
impurity Anderson model is described by
HSIAM = Ef
∑
σ
f†σfσ+Uf
†
↑f↑f
†
↓f↓+
N∑
α=0
∑
σ
Vα
(
f†σcασ + c
†
ασfσ
)
+
N∑
α=0
∑
σ
ωαc
†
ασcασ
(17)
where 0 ≤ α ≤ N labels the bath states that have energy which we choose for
illustration to satisfy ωα = 1/Λ
α (the parameter Λ is commonly chosen between
1.5 and 3), Vα is the hybridization between the impurity and the αth bath state,
U is the Coulomb interaction, and Ef is the energy of the impurity level. In this
form, the Hamiltonian is written as an impurity coupled to each bath site, which
is schematically illustrated in Fig. 4(a). One can integrate out the conduction elec-
trons, which produces an impurity problem interacting with a time-dependent field
which is our old λ field, but written in real frequency instead of time. One finds
λσ(ω) =
N∑
α=0
|Vα|2
ω − ωα + i0+ . (18)
The negative of the imaginary part of this field is called the hybridization function
∆σ(ω) = −Imλσ(ω). Given a dynamical mean-field λσ in frequency space, one
can immediately construct the hybridization and energy for each bath state that
approximates the imaginary part of the dynamical mean-field as a sum over a set
of delta functions. The procedure is as follows: for the αth energy interval, which
runs from ωminα to ω
max
α , the frequency ωα is chosen to be the weighted average of
the hybridization function over the interval
ωα =
1
ωmaxα − ωminα
∫ ωmaxα
ωminα
dωω∆(ω) (19)
and the weight of the delta function that describes the effective discrete degree of
freedom yields the hybridization
Vα =
√
1
ωmaxα − ωminα
∫ ωmaxα
ωminα
dω∆(ω), (20)
which is always real, because the hybridization function is always nonnegative [see
Fig. 4(b) for a schematic of the process].
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Fig. 4. (Color online) In this schematic of the single impurity Anderson model, we take eight bath
states indicated by the circles which couple to the central impurity site indicated by the square,
where the interaction takes place [panel (a)]. In addition, we show the traditional logarithmic
grid in frequency space (upper blue) and how one determines the weight and frequency associated
with each bath site (lower green) for the dynamical mean field of a Hubbard model with strong
interaction and a filling of 0.9 [panel (b)]. The black curve is the original hybridization ∆(ω) =
−Imλ(ω) and the red curve is the approximation using Λ = 1.4 and 25 points. The red curve
is a reconstruction of the dynamical mean field by using a logarithmic broadening of the delta
functions. Note how it fits poorly for large frequency but is much more accurate near ω = 0. Note
also that there is a large deviation at the smallest frequencies because there are no discretized
states there. Increasing the number of states would fix that disagreement.
Wilson’s next step is to construct the Wilson chain. This is done by starting
with the impurity Hamiltonian written in terms of the f operators only, and then
constructing the linear combination of bath states that directly couple to the im-
purity
a1σ =
N∑
α=0
Vαcασ/
√√√√ N∑
α′=0
|Vα′ |2 (21)
where the constant term in the denominator is chosen to guarantee that the a
operator satisfies the canonical fermionic anticommutation relations. We now want
to define a new set of chain fermions (with a0σ = fσ) and construct the Wilson
chain Hamiltonian (see Fig. 5), which takes the form
HchainSIAM = Ef
∑
σ
a†0σa0σ + Ua
†
0↑a0↑a
†
0↓a0↓ +
∞∑
i=1
∑
σ
ti
(
a†i−1σaiσ + a
†
iσai−1σ
)
(22)
+
∞∑
i=1
∑
σ
ia
†
iσaiσ
where each term in the Wilson chain is determined recursively by forcing the original
single-impurity Anderson model into the above form. The Coulomb interaction U
appears only on the zeroth lattice site, and the hopping matrix elements decay
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Fig. 5. (Color online) The Wilson chain is constructed similar to a Lanczos procedure, where
the impurity is coupled to a linear combination of bath sites, which we denote as the first chain
site. The chain site is then coupled in turn to new chain sites, with the coupling between chains
decreasing down the chain (indicated by the shrinking widths of the lines denoting the hopping).
exponentially as one moves down the chain. One can view this transformation as
a tridiagonalization of the SIAM Hamiltonian in the same way that one writes the
Lanczos algorithm.
Wilson’s numerical renormalization group works with the problem in the Wil-
son chain form. One starts with the impurity site and then adds one chain site and
another, and so on, until the size of the matrix is just bigger than a predetermined
size m (typically m ranges from 2000 to 5000) which is going to determine the num-
ber of kept states. One then diagonalizes the full Hamiltonian, and truncates the
basis, keeping the m lowest energy eigenvalues. The process is then iterated further,
with another chain site added, the Hamiltonian constructed for the enlarged chain,
then diagonalized, and finally truncated to the low-energy space. As this process
is iterated, eventually it stops at a fixed point, where the system is described by
the renormalized Fermi liquid. By keeping account of the states discarded at each
step of the iteration, one has a complete set of states for the problem that describes
the high-energy degrees of freedom (which become frozen in at high temperature)
and the low-energy degrees of freedom, which correspond to the active m states
on the current Wilson chain. Since one has both eigenvalues and eigenvectors, one
can compute many different quantities of interest, like the single-particle Green’s
function (via the Lehmann representation), the self-energy, magnetic and charge
susceptibilities, etc. Spectral properties are also recorded as a series of delta func-
tions which need to be broadened to obtain a spectral function. The broadening
scheme needs to be chosen for a given problem, but usually one chooses a logarith-
mic scaled Lorentzian or Gaussian. This choice does well at low frequencies, but
does not properly produce the bandwidth of the system. Since one can input the
hybridization function, and output the self-energy, this method can be used to solve
dynamical mean-field theory, although care needs to be taken in how this is done
to ensure the iterated equations will converge.
One subtle point to keep in mind is that the effective temperature of the system is
determined by the energy scale of the chain where the calculation ends. Hence, to get
to the zero-temperature limit, one performs the calculation on a chain that is long
enough that the results stop changing. Higher temperatures are found on smaller
chains, and it should become clear that this technique fails if the temperature is
too high, because there are not enough degrees of freedom to properly describe the
behavior (in fact, for dynamical mean-field theory, it also fails at low temperature,
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Fig. 6. (Color online) (a) Particle in a box problem which motivated the density matrix renor-
malization group approach. The ground state wavefunction in the smaller boxes (black curves)
do not allow for a simple way to construct the ground state wavefunction of the larger box (red
curve), although they do have some weight in that construction. (b) Schematic of the original
block of size L, the additional site, the final block of size L+ 1 and the reflection of the system to
construct a superblock.
as the imaginary part of the self-energy often has the wrong sign for frequencies
near the Fermi energy at low temperature, below the low-energy coherence scale).
While the numerical renormalization group approach has been extremely suc-
cessful in solving some of the paradigmatic many-body problems, it turned out to
be limited in scope, in that similar ideas applied to strongly correlated lattice prob-
lems failed to work effectively. The reason for this was twofold: (i) it isn’t necessarily
true that the low-energy eigenfunctions for a smaller system are the most important
ones to keep for finding the low-energy eigenfunctions of a larger system and (ii)
the choice for keeping the lowest energy eigenvalues turns out to significantly lose
information about the quantum state as the system size grows. In the 1990’s, White
developed an alternative formulation to the renormalization group, which he called
density matrix renormalization group, that solved both of these problems and al-
lowed a wide range of one-dimensional strongly correlated problems to be solved59.
A quantum information analysis of this algorithm shows that it works well as long
as the entanglement entropy does not grow too rapidly. This usually holds in one-
dimensional systems, and rarely does for higher dimensional ones. We describe the
density matrix renormalization group algorithm next.
The motivation for the density matrix renormalization group problem was the
challenge of finding a way to apply the renormalization group ideas to the case of
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expanding the size of a one-dimensional quantum system and maintain an appro-
priate basis that projects primarily onto the low-energy states of the larger system.
Consider a particle in a box of length L in the ground state. We want to double the
size of the system to 2L and find the states in the low-energy manifold. One might
think that they should consist of the states that have low energy in the smaller box,
but a simple calculation shows that smaller box ground state projects onto states of
all energies in the larger box, and hence choosing states to keep by minimizing the
energy is not the correct thing to do [see Fig. 6(a)]. In fact, the entire renormaliza-
tion group procedure needs to be modified. White chose to increase the system of
size L to one of size L+ 1 through a complicated procedure involving a superblock
of size 2L + 2. One starts with the block of size L, reflects it to another block of
size L and adds two sites in the middle. If we let α and β denote the states in the
left and right blocks of size L+ 1, then the wavefunction of the superblock is given
by the matrix-product state expression
|ψ〉2L+2 =
∑
αβ
ψαβ |α〉 ⊗ |β〉 (23)
where ψαβ are the expansion coefficients (numbers) and |α〉 and |β〉 are the states
that form the basis in the left and right block [see Fig. 6(b)]. Using a singular value
decomposition, one can transform this matrix into its diagonal form
|ψ〉2L+2 =
∑
α¯
λα¯|α¯〉left ⊗ |α¯〉right (24)
where the barred symbols are the rotated basis, and the same states are coupled
together in the direct products for the left and right subblocks. The reduced density
matrix for the left block is then defined to be
ρleft =
∑
α¯right
|ψ〉〈ψ| =
∑
α¯
λ2α¯|α¯〉left left〈α¯|. (25)
The density-matrix renormalization group algorithm says that one takes the m
largest eigenvectors of the reduced density matrix as the truncated basis for the
left block of size L+ 1. So the procedure is to start with a block of size L that has
already been written in the effective basis according to the maximal eigenvalues of
the reduced density matrix. Construct a superblock of size 2L+ 2 and diagonalize
the Hamiltonian to give the ground state via a Davidson or Lanczos procedure, take
the matrix that expresses the ground state wavefunction in the original basis and
diagonalize via a singular value decomposition and transform the matrix to this
new basis. Construct the reduced density matrix by tracing over the right degrees
of freedom and pick the m states with the largest eigenvalues for the basis states of
the L+ 1 block. Proceeding in this fashion, one can keep growing the system until
the energy stops changing. This then gives the results for the ground state of the
equilibrium and infinite-sized system. One can examine multiple low energy states
either by separately calculating for the different individual states, or by averaging
the density matrix over the different eigenstates one is computing.
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There also is a finite-sized system algorithm that also creates superblocks, but
the size of the system is fixed at 2L say, so one increases the left block while
decreasing the right and vice versa, zipping through the system to the left and then
to the right. This approach is usually more accurate for determining the energy,
especially if one uses finite size scaling to the large system limit, than the infinite
system algorithm.
The density-matrix renormalization group algorithm is a variational algorithm,
and the choice of using the reduced density matrix rather than the energy eigen-
values in choosing the appropriate basis to describe the different blocks turns out
to be the choice that minimizes the information loss in the system as one increases
the system size, and is precisely what is needed to produce an accurate and effi-
cient algorithm. In a more modern language, we like to think of the density matrix
renormalization group ansatz for the wavefunction as part of a general matrix prod-
uct state ansatz60. Then, quantum information theory tells us that this approach
is a form of a quantum compression algorithm61,62,63 and one can quantify the
computational cost and the accuracy via studying the associated entanglement and
entanglement entropy. Recent developments have also shown how the density-matrix
renormalization group can be employed to benchmark density functional theory in
one dimension64.
So why does the approach fail for higher dimensions? It turns out that the rep-
resentation of the ground state in terms of the direct products with a truncated
basis is an efficient way to expand wavefunctions that have limited entanglement.
As entanglement grows in the system, more complex ways to represent the wave-
function are needed, and generalizations from the matrix product state approach of
the density matrix renormalization group to projected entangled pair states65, and
to multi-scale entanglement renormalization ansatzs66, show promise in being able
to handle more entanglement in the wavefunction; they have already solved a num-
ber of difficult problems67,68,69. In addition, progress has been made with solving
long-range interactions, which can lead to efficient simulation of higher dimensional
systems70.
There has been progress on solving time-dependent problems within the numer-
ical renormalization group framework71, but so far these problems have focused on
quantum quenches, or steady-state properties of current flowing through a quantum
dot attached to leads at two different voltages. The basic idea to carry this out is
that one can calculate the time-dependent expectation value of an operator from
the time dependent density matrix. Under the assumption that the system starts
in a Hamiltonian H0 for early times, and is in equilibrium at some temperature,
then the initial density matrix is just ρ0 = exp[−βH0]. At time t = 0 the system is
suddenly switched to a new Hamiltonian H1, and that Hamiltonian is responsible
for all future time evolution of the system. The time-dependent density matrix then
satisfies
ρ(t) = eiH1tρ0e−iH1t. (26)
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So the Wilson chain is constructed from the final Hamiltonian, and the evolution of
the system is found in the long-time limit by averaging the time evolution, which
corresponds to a dropping of the off-diagonal elements when expressed in an eigen-
basis with respect to the final Hamiltonian. For current transport problems, it is
important to formulate the system in terms of the scattering states of the noninter-
acting system, which is somewhat different from the conventional way of developing
the numerical renormalization group because the impurity operators are part of the
scattering states operators. Generalizations to include multiple quenches have also
been made72. One of the issues with this approach is that the exponential decay of
the hopping matrix elements projects the system to lower and lower energy shells of
the final Hamiltonian, and it isn’t clear that the nonequilibrium system is projected
onto those low energy states. Hence, a new hybrid approach has been constructed
where the numerical renormalization group approach is initially taken, and then
one ends with a density matrix approach for the time-dependent problem73. This
then allows for more accuracy at longer times when one does not continue to project
onto lower energy shells.
The nonequilibrium dynamical mean-field theory problem requires a more com-
plex approach to solving it because driving a system with a field, requires a more
general nonequilibrium impurity solver than one that can handle quenches only.
One has to first grapple with the so-called mapping problem, which involves de-
termining the hybridization and the site-energy for each bath state that couples
to the impurity74. Unlike the construction for the real frequency case, where in-
tegration over the individual frequency intervals directly yielded the hybridization
and bath energy, here, because of the more complex time dependence, one cannot
easily determine the hybridization or bath energy. The problem has, however, been
solved in principle, and it requires one to construct two sets of bath states, one
called the + bath and one the − bath. The + bath is constructed from the ini-
tial equilibrium mapping and the mixed real and imaginary time dynamical mean
field. There is a unique and well defined strategy to determine these hybridization
functions (which now depend on time). Once they are found, they determine the
hybridization function on the real axis. But since this is most likely not the hy-
bridization function of the nonequilibrium system, we need to subtract this result,
and construct a second hybridization function and a second set of bath functions
from the difference Λ− = λ−Λ+. Assuming this second dynamical mean field has a
positive representation in terms of hybridization functions, one can then construct
it. One should imagine that the original imaginary axis dynamical mean field is
given by the Λ+ field, and that as time evolves, the initial correlations, given by
the mixed real/imaginary dynamical mean field die off as the real time gets large,
and the system evolves from the Λ+ field to the Λ− field as time moves forward,
as illustrated in Fig. 7. In any case, this approach has a constructive way to deter-
mine the effective hybridizations and bath energies, even though it is numerically
challenging to solve these equations.
The problem for developing a complete nonequilibrium numerical renormaliza-
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Fig. 7. (Color online) If we take the contour, shown at the top, and stretch it to a straight line,
we can represent a matrix function that has each time lying on the contour on either the upper
real branch (+), the lower real branch (-), or the imaginary branch (i). The Λ+ field is largest
in the equilibrium part of the matrix, closest to the imaginary spur, and fades away as one gets
farther from that region (indicated by the orange color). The other field Λ− grows the farther one
gets from the spur (indicated by the purple color). For large real times, the field is primarily Λ−.
tion group approach, if that even is possible, has not yet been completed. Since the
driven system need not be restricted to a low energy subspace, nor do high energy
degrees of freedom need to be frozen in at low temperature, the renormalization as-
pect of the algorithm may not hold anymore. Numerical attempts have been made
recently28,75, but more work needs to be done to make these approaches more ef-
ficient. These ideas provide an interesting starting point for algorithms that focus
on the causal nature of the many-body problem and are described in more detail
below.
We conclude this section be describing the time-dependent density matrix renor-
malization group approach76,77. Here, one wants to find the wavefunction as a func-
tion of time, and it will change in time, according to how the Hamiltonian evolves,
by simply following the equation of motion. Since we consider a Hamiltonian that
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changes as a function of time, a simple Trotterization of the evolution operator is
appropriate, and so the algorithm needs to be modified from calculating the ground
state wavefunction to determining the action of exp[−iH(t)∆t] on the wavefunction
at time t. It turns out this can also be calculated using sparse matrix techniques
based on either the Lanczos algorithm or the Crank-Nicolson algorithm. It is best to
perform these calculations for the finite-system algorithm, because then one can zip
to the left and then to the right for each time step and update the system accord-
ingly. Of course, the set of m kept basis state functions will now change as a function
of time, and they will continue to be determined by the reduced density matrix of
the Hamiltonian at the current time instant. It is not obvious that this produces
the optimal basis to work in, but it is how current calculations are performed. Once
again, if the time evolution of the system creates significant entanglement growth,
or if the disturbance in the system moves to the boundaries where it will reflect,
one can no longer evolve the equations further in time to determine the properties
in the long-time limit. In any case, this algorithm has proved to be one of the best
approaches to the nonequilibrium problem in one dimensional systems, and it is
likely that any improvements to the approach need to adopt a similar time evolu-
tion of the active subspace within which the current quantum state lies, as it evolves
forwards in time.
There have been some interesting new developments that incorporate Chebyshev
polynomials for expansions of the many-body density of states in equilibrium78. The
density of states is found by recursively determining moments of the Chebyshev
expansion, which involves a matrix-vector multiplication to determine the recursion.
The full matrix is truncated by employing a matrix-product-state representation
for the wavefunction used in the recursion relation. It is possible ideas represented
in this work will be useful also for nonequilibrium problems and for deciding on
appropriate compression schemes for representing the data for the wavefunction.
5. Algorithms based on the evaluating the evolution operator
In our final technical section, we discuss the the so-called nonequilibrium Green’s
function approach, which works on effective quadratic Hamiltonians (which are
either noninteracting, or describe mean-field couplings, including low-temperature
superconductivity). Quadratic Hamiltonians have the benefit of being able to be
diagonalized exactly, and hence, a calculation of the evolution operator can be
performed exactly, and from the evolution operator, one can directly find the Green’s
function. (For example, the retarded Green’s function is given by the evolution
operator, while the lesser Green’s function, which depends on the full history of the
system, can be constructed from the evolution operator as well, but is a much more
complicated object.) Hence, these approaches effectively are focused on determining
the evolution operator directly.
The nonequilibrium Green’s function approach79,80, is used to solve for the
nonequilibrium transport in mesoscopic systems that are connected to ideal (bal-
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listic metal) leads. The leads are maintained at fixed temperatures and voltages,
and by projecting the Dyson equation onto the active interacting part of the device,
where the mesoscopic behavior occurs, one can describe the leads via effective self-
energy contributions determined by the surface Green’s functions of the leads. This
then maps an infinite system onto an effective finite-sized system that can then
be treated numerically. In the case where the many-body dynamics is restricted
to a mean-field treatment, or is described by simple perturbation theory, one can
immediately solve these problems, although the numerical effort can be huge, and
one has to pay particular detail to conservation laws, gauge invariance, electronic
charge reconstruction, and self-consistency in solving both the quantum mechanics
and the electrodynamics of the driven system81,82.
Recently, there has been a breakthrough on the formal/numerical side by map-
ping the nonequilibrium Green’s function approach onto a simple wavefunction
based approach83. If one decomposes the retarded Green’s function into a sum
over products of wavefunctions, and examines the equation of motion for the wave-
functions, one finds they satisfy the time-dependent Schro¨dinger equation, with the
full time-dependent Hamiltonian, plus an additional source term that arises from
the currents being driven by the leads. Since the Green’s function is composed from
the wavefunctions, essentially as the sum over outer products, one can reduce the
complex matrix-based numerics for solving the Green’s functions by vector-based
numerics for solving the wavefunctions. Here, one of the critical issues one needs
to preserve in solving these problems is to maintain unitarity of the time evolu-
tion, which can rapidly be lost in conventional integrators of wavefunctions (or
Green’s functions), but there are algorithms to do this. The main challenge with
this wave-function-based approach, is that it is not easily generalized to full many-
body interacting problems, but it does hint at the fact that one can find much more
efficient algorithms for solving these types of problems by determining the correct
way to represent the Green’s functions. In particular, if it is possible to represent
the full many-body problem in terms of a wavefunction-based representation with
a simple Schro¨dinger-like equation with an additional source term, then one can
extend these wavefunction-based methods much more broadly.
Motivated by the success of this approach, one can consider other methods which
have not been exploited too much to try to tackle the problem of determining the
evolution operator. One method to consider is to factorize the evolution operator
into a sequence of factors which might make it easier to evaluate the full operator
numerically. This approach is well known, as it forms the basis for the interaction-
picture representation of the evolution operator, but often the factorization stops
there. In cases where the Hamiltonian does not commute with itself at different
times, but its commutator does (i.e., [H(t),H(t′)] commutes with H(t′′)), one can
find the exact evolution operator by breaking the Hamiltonian into a series of three
factors, as is often used in solving for the driven harmonic oscillator in quantum
mechanics textbooks84,85. By employing clever decompositions of the Hamiltonian,
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as is done with the density-matrix renormalization group method, one might find
new ways to factorize the evolution operator that can make computation much
simpler with it. We feel this has been an underexplored area for the nonequilibrium
many-body problem.
6. Computer Science ideas for extreme data science
From a computer science perspective, one would like to determine an efficient way to
encode the large complex data set, construct a small database of how that set evolves
as a function of time, and use the current information to forecast future information.
In principle, this should be possible, because the structure of the formula for the
Green’s function is a trace over initial states that have high thermodynamic weight.
At low temperatures, this is restricted to a small set of states, which becomes just the
ground state at T = 0. The evolution of this state through the Hilbert space traces
out a one-dimensional path, and hence it always is a small subspace of the full space.
The problem arises when we try to represent this state in a particular basis. As the
wavefunction becomes more entangled, or involves mixtures of more eigenstates, it
can take a large number of states to represent it. One key element within this is to
employ causality as the unifying principle for how to evolve the system forward in
time. For the quantum many-body problem, this entails determining an equation of
motion and solving it. One can do so by determining the evolution operator, or a
projection of the evolution operator onto the active subspace of the Hilbert space,
or via a direct integration of the wavefunction. To do either of these, requires an
efficient way to encode the evolution operator or the wavefunction, for otherwise,
the representation of these objects will grow too rapidly to be able represent it for
any reasonable amount of time. Since the operation needed at any given time step
is the action of the evolution operator on the particular wavefunction that one is
following, it is likely that one can evolve the wavefunction efficiently.
The simplest method for encoding the basis vectors is to pick a single-particle
basis and encode the state as a binary with a one indicating a particle in that state
and a zero indicating no particle in that state. As the density-matrix renormalization
group studies have shown, clever ways of encoding the wavefunction, via tensor
products or other types of data structures, can prove to be much more efficient ways
of encoding the wavefunction and allowing it to grow in complexity as a function of
time. More research and more ideas of how to create, manipulate, and calculate with
such data structures is imperative to make progress with finding efficient encoding
schemes. It is also likely that one will need to change the bases and let them evolve
as a function of time for more efficient implementations. Clearly, computer science
expertise in appropriate data structures will be helpful in making progress with this
approach.
In addition to novel data structures, appropriate computing architectures and
paradigms are needed to support extreme data science computations. Dataflow and
computing models that display extreme parallelism are among such possibilities to
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be considered86. Dataflow computing arises from situations where storing the entire
data space is impossible (which encompasses extreme data science by definition),
so the algorithms that direct computation are based on the availability and flow of
the data and are able to employ parallelism at a high level. Developing this type of
computation is the foundational approach to solving extreme data science problems.
Furthermore, computing paradigms such as lazy computation87 and speculative
computing88 must also be considered. Lazy computation delays the actual com-
putation until absolutely necessary. In our focus, such an approach supports the
projection of our global data space to only what is immediately needed and can be
maintained (the time-evolving target data subspace). Speculative computation sup-
ports simultaneous multiple path solution space explorations providing the ability
to sustain approximating boundary conditions as needed.
The most numerically challenging scheme will be to determine how to either
solve for the evolution operator of the system, or how to integrate the wavefunction
as a function of time. Ideas along these lines will be presented in the next section.
Forecasting falls into two realms. One is extrapolating the average time to longer
times and the other involves extrapolating the relative time to longer times. It turns
out that the latter is often much easier than the former to accomplish. For equilib-
rium problems, the time translation invariance of the dynamical mean field, often
implies that the relative time dependence can be determined by the determinant
of a large Toeplitz matrix89. Using Szego’s theorem and the elegant mathematics
of the Wiener-Hopf approach90,91,92, one can construct an exact formula for the
asymptotic exponential decay of the Green’s function as a function of relative time.
If the spectral function has power-law singularities, then the approach needs to be
modified to the Fisher-Hartwig conjecture93, which will determine the power-law
decay of the Green’s function in relative time. It is only in the unlikely case of a
delta function in the spectral function, that one encounters a relative time depen-
dence that does not decay. For the nonequilibrium problem, if sufficient data have
been generated for long enough times, one can extract the appropriate decay forms
for longer times, under the assumption that the decaying behavior as a function of
relative time can be extrapolated from the short-time results. The expectation is
that the Green’s function always decays with a complex exponential behavior for
large relative times.
Extrapolation as a function of average time requires some form of an ansatz for
the behavior of the system at long times. Since the retarded Green’s function deter-
mines the quantum states of the system, it is expected to rapidly approach its long-
time behavior, while the lesser Green’s function, which determines how those states
are filled, often takes much longer to reach its asymptotic limit. But in cases where
it is described by an effective fluctuation-dissipation theorem with a time-dependent
temperature, the extrapolation can be carried out quite effectively94. In other cases,
if one knows the analytic behavior of the system, one can extrapolate summations
of diagrams to capture the long-time limits as well95. Techniques along these lines
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have been used within numerical approaches for describing asymptotic expansions,
but much more can be done by enforcing properties of analyticity, where they apply.
They generically fall into the mathematical theory of resurgence54, which has been
applied to quantum mechanics, quantum field theory and string theory96,97, and
has great potential to be applied to the nonequilibrium many-body problem.
It is also advantageous to use reduced dynamics techniques, which re-express
long-time dynamics in terms of a short-time memory kernel, which generically de-
cays much faster in time than the Green’s function98. The short-term kernel can
be determined by computational methods for nonequilibrium that are accurate for
short times, and then can be input into the reduced dynamics formalism and evalu-
ated in the long-time limit. This approach has been successfully applied to a number
of different problems. One example is the application to spin relaxation in the Kondo
regime with the bold continuous time quantum Monte Carlo method99.
7. Future thoughts and conclusions
We examined the behavior of a number of different algorithms for calculating prop-
erties of many body systems in equilibrium and in nonequilibrium. Clearly, the
nonequilibrium problem is much more complicated than the equilibrium one, and
it may require the development of new approaches to be able to reach long times
with a general purpose algorithm. One result which remains clear, is that stochastic
methods, which map the quantum problem onto an effective statistical problem,
will suffer from the dynamical phase problems, which will greatly limit their ability
to perform accurate calculations for long times. This can only be fixed by finding
alternative representations that can forestall the phase problem from occurring. The
bold method shows promise in this area, but still has much development to go be-
fore it will be useful for general problems. If we leave these stochastic methods off
the table as we develop novel approaches that will likely work for nonequilibrium,
we are left with focusing on either determining the evolution operator directly, as
a function of time (and perhaps projected onto the active subspace), or evolving
the wavefunction directly in time. These methods are closely related to exact diago-
nalization techniques and to density matrix renormalization group methods, which
both use this approach. For dynamical mean-field theory applications, we always
need to solve an effective single impurity Anderson model, but we believe that it
must be solved in alternative ways than the conventional time-dependent numerical
renormalization group, because one need not project onto an effective low energy
space for a driven system. We call these time-driven methods, methods based on
causality, since we will utilize the causal nature of the wavefunctions or Green’s
functions in solving the problem. Recent ideas along these lines can be found in
an approach that focuses on the evolution of expectation values in the Heisenberg
picture for the single impurity Anderson model100.
We want to discuss the application of the four computer science ideas within this
many-body context. First, we have the issue of how to encode the data. Here, the
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density matrix renormalization group is probably the most sophisticated approach,
as it tries to create wavefunctions that can contain a certain amount of entangle-
ment in their representation. Determining the most efficient way to represent the
wavefunction is one of the unsolved goals, but there has been some new work along
these lines in the context of the numerical renormalization group in equilibrium101
which could point in a new direction for how to formulate the solution of this prob-
lem. One of the key elements is to focus on how to efficiently update the basis that is
used from one time step to another, and new ideas within this context are certainly
going to be needed.
The evolution of the system boils down to one of two techniques. The first is to
solve for the evolution operator (which can then subsequently be used to find the
Green’s functions). One approach that has not been used too much is to factorize the
evolution operator. While everyone learns the simplest factorization as seen with the
interaction representation, it might be possible to factorize further via a Magnus-
like expansion102, where subsequent factorizations are possible if the potential in
the interaction picture can be broken up into two pieces, whose commutator at two
different times commutes with all operators. The second approach is to directly solve
for the wavefunction as a function of time. This approach, via a direct integration
of the Schro¨dinger equation, is often the most efficient way to proceed, because
it requires one to operate just the Hamiltonian on the wavefunction at each time
instant, but many algorithms that do this suffer from loss of unitarity, and hence
the algorithm needs to be designed with care to guarantee it will preserve the total
probability.
None of the evolution methods in time will work without having an ability
to truncate the results into an active subspace of the whole Hilbert space. The
density matrix renormalization group uses the reduced density matrix to determine
this optimal basis, while the recent work on the numerical renormalization group
by Gunnarsson and collaborators101 used a simple truncation scheme to trim the
number of basis vectors used by their amplitude to appear in the wavefunction.
Both methods show great promise in finding ways to reduce the active subspace so
that the problem does not grow to be too large as a function of time, and to adapt
the target subspace as time moves forward. Efficient coding of the states will be
needed to determine the full history of the evolution.
Finally, the ideas for forecasting in this problem rely strongly on the analytic
properties of the functions being calculated, and by using as much of these ana-
lytic properties as possible, one can, perhaps, evolve these systems much further
in time than one thought they could be evolved simply by extrapolating with the
appropriate analytic functions for the long-time behavior.
The basic ideas of extreme data science, the ability to work with data sets that
are so large they cannot be constructed or stored on any computer, seems to be
impossible to deal with at first glance. By carefully analyzing these problems, es-
pecially for the class of problems where the active subspace remains small as the
system evolves in time, it is clear that much progress can be made. The nonequilib-
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rium many-body problem can serve as a unique paradigm where a cross fertilization
of ideas from physics, computer science and applied mathematics can help solve just
such a problem and potentially lay the ground work for how one solves similar classes
of problems in other fields. Doing so could revolutionize the field of big data science
and also the scientific fields that can be successfully analyzed within these contexts.
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