Abstract. We use the methods of geometric control theory to study extremal trajectories of vertical rolling disk. We focus on the role of symmetries of the underlying geometric structures. We demonstrate the computations in the CAS Maple package DifferentialGeometry.
In this article we apply methods of geometric control theory on the vertical rolling disc, [9] . We use the Hamiltonian viewpoint and Pontryagin's maximum principle to discuss corresponding optimal control problems, [1, 2] , and focus on the role of symmetries of the control system and related geometric structures, [8] .
In Section 1 we describe the mechanical system of the vertical rolling disc. We also introduce some other mechanisms related to the disc. We also study controllability of the systems.
In Section 2 we formulate the control problem for the optimal movement of the vertical rolling disc. We show that the problem can be studied as a control problem on a Lie group and in this way, we formulate the corresponding system for local extremals. It turns out that solutions of the system cannot be described easily. In Section 3 we describe homogeneous nilpotent approximation of the system, [4, 6, 17] . We show that the approximation is modelled on the Heisenberg algebra. Corresponding control system is a control system on a nilpotent Lie group that approximates the original system and can be solved explicitly. We compare the solutions with numerical solutions of the original system on examples.
In Section 4 we focus on the role of the symmetries of the system. We find symmetries of the nilpotent control system and we study the action of symmetries on local minimizers. In particular, we use isotropy symmetries to discuss conjugate locus. In Section 5 we study possible choices of the control metric. In particular, we focus on the Lagrangian contact structure [8] which is determined by two distinguished directions in the configuration space that play the roles of plane a angular velocities and give a distinguished class of metrics. We also study its symmetries. Let us note that role of the geometric structure of contact manifolds are also studied, s.e.g. [14, 15] .
In Appendix A we give an explicit computation of algebraic and geometric Tanaka prolongation which gives symmetries of the Lagrangian contact structure in question, [33, 34] . We use the computer system Maple and the package DifferentialGeometry to realize the computation and we present it in the text and in Appendix B, [5] .
Introduction to plane mechanics
We introduce several simple plane mechanisms with configurations spaces related to Heisenberg structure. In particularly, we discuss control Lie algebras of the systems. We also mention relations between vertical rolling disc and kinematic car.
1.1. Vertical rolling disc. We study a vertical disc rolling in the plane, which is the classical problem that often appears as an example in geometric mechanics, [9, 23] . Classical references for the vertical rolling disk are [16, 27] and we follow conventions introduced therein. The configuration space of the disc is R 2 × S 1 × S 1 with coordinates q = (x, y, θ, ϕ), where (x, y) is the position of the contact point P 0 in the plane R 2 , θ is the orientation of the disk in the plane, and ϕ is the rotation angle of the disk with respect to a fixed P , see Figure 1 . We assume that the Figure 1 . Vertical rolling disc radius of the disc equals to 1. We assume that the rolling of the disc is without slipping nor sliding. Im other words, we suppose that the direct plane velocity of the disc is proportional to angular velocity of the circular motion. In coordinates, the nonholonomic constraints areẋ = cos θφ, y = sin θφ.
We can reformulate equations (1) in the formalism of differential forms as a Pfaff system dx − cos θdϕ = 0, dy − sin θdϕ = 0. (2) The annihilator of the Pfaff system (2) forms the distribution which is spanned by vector fields
In fact, one can read of the solution of (1) by the choice of two parameters asθ anḋ ϕ. To study the kinematic of controlled rolling disk we reformulate the system (1) as the first-order control system (4)q = u 1 Y 1 + u 2 Y 2 , whereq = ẋ,ẏ,θ,φ . The parameter ϕ is necessary for the analysis of dynamics, [9] . There is no need to use the parameter ϕ for our considerations in control. To eliminate ϕ from the system (1), we writė y cos θ =ẋ sin θ.
We can reformulate the system (5) as Pfaff system dy cos θ − dx sin θ = 0, (6) and the annihilator of the system (6) forms the distribution D which is spanned by vector fields X 1 = ∂ θ , X 2 = cos θ∂ x + sin θ∂ y .
Then we can rewrite the system (6) as the control system (8)q = u 1 X 1 + u 2 X 2 , whereq = ẋ,ẏ,θ for x, y, θ ∈ R 2 × S 1 . In the Listing 1 we introduce differential geometry packages, define the configuration space, the Pfaff form (6) and find its annihilator in Maple.
Listing 1. Pfaff system r e s t a r t : w i t h ( D i f f e r e n t i a l G e o m e t r y ) : w i t h ( T o o l s ) : w i t h ( L i e A l g e b r a s ) : w i t h ( T e n s o r ) : w i t h ( PDEtools , c a s e s p l i t , d e c l a r e ) : w i t h ( G r o u p A c t i o n s ) : w i t h ( L i n e a r A l g e b r a ) :
DGsetup ( [ x , y , t h e t a ] , M) ; p f := evalDG ( dy * c o s ( t h e t a ) − dx * s i n ( t h e t a ) ) ; an := A n n i h i l a t o r ( [ p f ] ) ; X1 := an [ 1 ] ; X2 := an [ 2 ] ; # D i f f e r e n t v e r s i o n o f Maple can g i v e t h e d i f f e r e n t s o l u t i o n s , t h e f o l l o w i n g # m o d i f i c a t i o n i s n e c e s s e r y i n Maple 2019 t o g e t t h e c o r r e c t g e n e r a t o r s . X1 := an [ 1 ] ; X2 := evalDG ( s i n ( t h e t a ) * an [ 2 ] ) ;
1.2. Controllability of the mechanisms. The systems (4) and (8) form control systems over configuration spaces R 2 × S 1 × S 1 and R 2 × S 1 , respectively, with control functions u 1 and u 2 . The controllability of each linear system means that for arbitrary fixed points x 0 , x 1 of the configuration space, there exists an admissible control that steers the system from x 0 to x 1 in the finite time. Controllability of symmetric affine systems is completely characterized by controllability Lie algebra by Chow-Rashevskii theorem, [22, 31, 24] . Proposition 1.1. The control system (4) is controllable everywhere in the configuration space
Proof. The controllability Lie algebra is spanned by vector fields (3), i.e. Y 1 = ∂ θ and Y 2 = cos θ∂ x + sin θ∂ y + ∂ ϕ . Let us take Lie brackets
The determinant of the Jacobi (control) matrix
is equal to 1 in any point of the configuration space. Thus the controllability rank condition holds in any point of the configuration space and the system is controllable in any points by Chow-Rashevskii theorem. Corollary 1.2. The control system (8) is controllable everywhere in the configuration space R 2 × S 1 .
Proof. The controllability Lie algebra is generated by vector fields (7), i.e. X 1 = ∂ θ and X 2 = cos θ∂ x + sin θ∂ y . Let us consider their Lie bracket
which is exactly the Reeb field of (5). The determinant of corresponding Jacobi (control) matrix is a minor in (9) for fourth row and fourth column, which is equal to 1 in any point of M . Thus the controllability rank condition holds in any point of M and the system is controllable in any points by Chow-Rashevskii theorem. A , ALEŠ NÁVRAT A,D , LENKA ZALABOVÁ
B,C
Let us note that the vector fields together with their non-trivial brackets determine a 4-dimensional and 3-dimensional, respectively, non-nilpotent solvable Lie algebras, see Table 1 . Table 1 . Controllability algebras of the systems (4) and (8) In the Listing 2 we compute the Lie bracket X 12 := [X 1 , X 2 ], introduce the Lie algebra X 1 , X 2 , X 12 and discus its properties.
Listing 2. Controllability Lie algebra
X12 := L i e B r a c k e t ( X1 , X2 ) ; Alg := L i e A l g e b r a D a t a ( [ X1 , X2 , X12 ] ) ; DGsetup ( Alg ) ; M u l t i p l i c a t i o n T a b l e ( ) ; Query ( " S o l v a b l e " ) ; Query ( " N i l p o t e n t " ) ;
1.3. Relation to Dubin's car. Let us now briefly focus on the kinematic car, [23, 24, 25] . The configuration space of the car is R 2 × S 1 × S 1 with coordinates q = (x, y, θ, ϕ), where (x, y) is the position of the center of the rear pair of wheels, θ is the orientation of the car in the plane, and ϕ is the rotation angle of the front pair of wheels, see Figure 2 . The corresponding control system with the inputs chosen as the plane velocity u 1 =φ and the angular velocity u 2 has the formq = u 1 Z 1 + u 2 Z 2 for
We would like to discuss the relation of this system with the system (8) . Let us avoid the role of the rear pair of wheels and fix the orientation of the front pair of wheels. This means that we ignore the second nonholonomic constraint of (10) and we fix ϕ ∈ S 1 . This leads to the control system for Z 1 = cos θ∂ x + sin θ∂ y ,
These two fields together with the bracket
form the three-dimensional solvable Lie algebra with the multiplicative table 1.
Remark 1.3. The term Dubin's path typically refers to the shortest curve that connects two points in the two-dimensional Euclidean plane and satisfies a constraint on the curvature. It turns out that constraints determining Dubin's paths are equivalent to the constraints for the movement of vertical rolling disc, [13, 28] .
Control of the vertical rolling disk
In the next, we will discuss only the vertical rolling disc (7) . One can adapt the methods for related mechanisms and particularly for mechanisms of kinematic car corresponding to (11) , that has the same structure of the configurations space.
2.1. Formulation of the problem. The configuration space carries a canonical filtration with the growth (2, 3) given by the fact that the disc can move only in the direction of the horizontal distribution D, which is generated by the fields X 1 = ∂ θ and X 2 = cos θ∂ x + sin θ∂ y . Moreover, we define the sub-Riemannian metric k in D = X 1 , X 2 such that the fields X 1 , X 2 are orthonormal with respect to k. Explicitly, k = dθ 2 + (cos θdx + sin θdy) 2 .
In the Listing 7 we compute the dual basis of the basis X 1 , X 2 , X 12 and define the control metric k. The fields X 1 , X 2 and X 12 determine the Lie algebra Table 1 . In particular, we can view locally the configuration space as the connected, simply connected Lie group K of k and the fields X 1 , X 2 , X 12 are leftinvariant with respect to the group structure on K. Altogether, there is a Lie group structure such that the sub-Riemannian structure (K, D, m) is left-invariant with respect to this group structure.
Consider two configurations k 1 , k 2 ∈ K. Among all admissible curves c(t), i.e. locally Lipschitz curves such that c(0) = k 1 and c(T ) = k 2 that are tangent to D for almost all t ∈ [0, T ], we would like to find length minimizers with respect to control metric k. We would like to minimize the length l among all the horizontal curves c, where the length is given by l(c) = T 0 k(ċ,ċ)dt for k. Let us recall that the distance between two points [2, 10, 22] . However, since minimizing of the energy of a curve implies minimizing of its length, The curve f (t) is usually called extremal. The extremal is called normal (resp. abnormal ) if it corresponds to normal (resp. abnormal) Hamiltonian of the maximum principle. It follows from [22] that the projection of abnormal to K always is also projection of a normal, so there are no strict abnormals for 1-step filtrations. In the next, we focus only on normal extremals. Let us note that abnormal extremals are often studied on longer filtrations, [7, 29] .
According to the third condition, the extreme of the normal Hamiltonian of PMP is achieved when ∂H ∂ui = h i −u i = 0 for i = 1, 2 and this implies that u i = h i , i = 1, 2 for the controls. In this case, the Hamiltonian of the maximum principle is
and this is left-invariant.
The Hamiltonian system of PMP for a sub-Riemannian structure (K, D, k) is given byḣ (15) and it follows from the left-invariance that the vertical system (14) takes the forṁ
where H : k * → R corresponds to the Hamiltonian of the maximum principle H and ξ ∈ T * o K, [1] . Proposition 2.3. Normal extremals of the rolling disc problem (14, 15) are solutions of the systemḣ
where (17) is the vertical system and (18) is the horizontal system. Proof. The left invariant Hamiltonian H from equation (13) satisfies dH = h 1 dh 1 + h 2 dh 2 and thus dH = h 1 e 1 + h 2 e 2 in formula (16) . Direct computation gives that the adjoint action ad(h 1 e 1 + h 2 e 2 ) viewed as a linear endomorphism is represented in the basis e i , i = 1, 2, 3 by the matrix
. Then we read of directly the system (17) from the action of this matrix. The horizontal system (18) follows from the form of the generators X 1 and X 2 of D.
In the Listing 4 we compute the adjoint action of the controllability algebra on three-dimensional vector space V S.
Listing 4. Adjoint represenation
DGsetup ( [ v1 , v2 , v3 ] , VS ) ; DGsetup ( Alg ) ; L i e A l g e b r a s :− A d j o i n t ( Alg , r e p r e s e n t a t i o n s p a c e = VS ) ; L i e A l g e b r a s :− A d j o i n t ( e 1 * h1 + e 2 * h2 ) ;
The system (17, 18) can be solved and the solution can be found in [30] . However, the solution is formulated in the language of Jacobi elliptic functions that are hard to use in implementations. Thus we swap in our next considerations to nilpotent approximation which is simpler model but still describes the system appropriately. A , ALEŠ NÁVRAT A,D , LENKA ZALABOVÁ B,C
Homogeneous nilpotent approximation of disc
The homogeneous nilpotent approximation is an approximation of the control distribution such that it is spanned by a nilpotent basis but the geometric structure on the configuration space is preserved. By taking Lie brackets it defines a nonholonomic tangent space that can be regarded as the "principal part" of the structure defined on the configuration space by the distribution in a neighbourhood of a point, for details see [2] . An algebraic construction of the homogeneous nilpotent approximation was developed by various researchers, s.e.g. [4, 17] . Roughly said, it is obtained by taking Taylor polynomials of suitable degrees of coefficients of the control vector fields expressed in privileged coordinates. For a definition of privileged coordinates see [2, 6] or the references above.
We have shown in Section 1.2 that the rolling disc distribution D is equiregular with the growth vector (2, 3) at every point. As we shall see the nonholonomic tangent space is unique and given by the Heisenberg group in this case.
3.1. Construction of nilpotent approximation. The distribution of the rolling disc is defined in Section 1.1 by means of vector fields (7) that reads
In this subsection, we consider the coordinates in the order (θ, x, y) ∈ S 1 × R 2 . The reason is that this coordinate system is already privileged with weights (1, 1, 2) and the nilpotent approximation is obtained simply by the usual engineering approximation cos θ ≈ 1, sin θ ≈ θ.
Lemma 3.1. The nilpotent approximation at the origin (0, 0, 0) of the rolling disc is given by the distribution generated by
with the only non-trivial bracket [n 1 , n 2 ] = n 3 := ∂ y . Thus the symbol is the Lie algebra m := ( n 1 , n 2 , n 3 , [n 1 , n 2 ] = n 3 ), which is the graded nilpotent Lie algebra m = g −2 ⊕ g −1 , where g −2 = n 3 and
Proof. The fact that coordinates (θ, x, y) are privileged at (0, 0, 0) can be seen either from the Maclaurin expansion of coefficients of vector fields (7) or checked directly by computing nonholonomic derivatives of the coordinates at the origin. Indeed, in (0, 0, 0) we have X 1 (θ) = 1, X 2 (x) = 1 while X 1 (y) = X 2 (y) = 0 and [X 1 , X 2 ](y) = 1. Thus the coordinates (θ, x, y) are privileged with weights (1, 1, 2) and the nilpotent approximation is given by Taylor polynomials of corresponding weighted order. Namely, coefficients of a vector field approximating any of (7) must be of order 0, 0 and 1, respectively. In other words, the first two coefficients (the direction of the distribution) must be constant while the third one must be linear (in x or θ). Hence we get n 1 = (1, 0, 0), n 2 = (0, 1, θ). The rest follows.
In the Listing 5 we define nilpotent Lie algebra and discuss its properties. Our coordinates on the configuration space M := S 1 × R 2 are actually so called canonical coordinates of the 2nd kind for the nilpotent Lie algebra m, and are given by the local isomorphism (20) where e denotes the exponential mapping and q is the point where the map is centered. Indeed, the nilpotent system (19) can be recovered from (20) by differentiation and solving
Hence the nilpotent system of vectors (19) that we obtained from the nilpotent approximation procedure is the normal form for the generating family of the nonholonomic tangent space. These vector fields are also often called generators of the polarized Heisenberg group, [2] .
Remark 3.2. Note that the generating family of the nonholonomic tangent space can have various forms. For example, the coordinates defined as (21) are so called canonical coordinates of the 1st kind. The generating family reads as
These vector fields are also often called the standard generators of the Heisenberg group. The diffeomorphism between these two coordinates is given by the change of variable y → y + 
forms connected, simply connected, non-commutative Lie group N . The vector fields n 1 , n 2 and n 3 are left invariant with respect to the Lie group law (23).
Proof. Taking derivatives of (23) at zero with respect toθ,x andỹ we get (1, 0, 0), (0, 1, θ) and (0, 0, 1) respectively. For details see [10] .
Having an explicit formula for the group multiplication we easily find the corresponding right-invariant vector fields. 
Proof. Taking derivatives of (23) at zero with respect to θ, x and y we get (1, 0,x), (0, 1, 0) and (0, 0, 1) respectively.
In the Listing 6 we define Heisenberg Lie group and discuss invariant vectors and forms. LG := LieGroup (T, G ) ; I n v a r i a n t V e c t o r s A n d F o r m s (LG ) ;
3.2. Formulation of the nilpotent problem and PMP. Let us now discuss the nilpotent control problem that approximates the problem from Section 2.1. The vector fields n 1 , n 2 generate the left-invariant horizontal distribution N on the Lie group N from Lemma 3.3 which then carries a canonical filtration with the growth (2, 3). Let us return back to the classical setting from Section 1.1 and in particular, consider the coordinates in the original order (x, y, θ). Then we define the sub-Riemannian metric r in N = n 1 , n 2 such that the fields n 1 and n 2 are orthonormal with respect to r. Thus
Lemma 3.5. The sub-Riemannian structure (N, N , r) is left-invariant with respect to the group structure (23).
In the Listing 7 we define sub-Riemannian control metric r. Consider two points k 1 , k 2 ∈ N . Among all admissible curves c(t), we would like to find length minimizers with respect to r. Thus we will study the following optimal control probleṁ
for c in N and the control u = (u 1 , u 2 ) with the boundary condition c(0) = k 1 , c(T ) = k 2 , where we minimize
We use Hamiltonian viewpoint and Pontryagin's maximum principle to study the problem (26) . Since the control system is left-invariant, we use methods introduced in Section 2.1 to find the system giving local extremals. We consider the cotangent bundle T * N → N trivialized by duals of n 1 , n 2 , n 3 and use corresponding vertical coordinates h 1 , h 2 , h 3 and horizontal coordinates x, y, θ. Proposition 3.6. Normal extremals of the approximation are solutions of the systemḣ
where (27) is the vertical system and (28) is the horizontal system.
Proof. Analogously to the proof of Proposition 2.3, the normal Hamiltonian of the maximum principle is H = , and then dH = h 1 dh 1 + h 2 dh 2 and dH = h 1 e 1 + h 2 e 2 , where e i ∈ m correspond to fields n i . Direct computation gives the adjoint action ad(h 1 e 1 + h 2 e 2 ) by the matrix 0 0 0 0 0 0 −h2 h1 0 . Then we read of the explicit form of the system (17) from the action of this matrix. The explicit form of the horizontal system (18) follows from the form of the generators n 1 , n 2 of N .
In the Listing 8 we compute the adjoint action of Heisenberg Lie algebra on three-dimensional vector space V S.
Listing 8. Adjoint representation
DGsetup ( NAlg ) ; L i e A l g e b r a s :− A d j o i n t ( NAlg , r e p r e s e n t a t i o n s p a c e = VS ) ; L i e A l g e b r a s :− A d j o i n t ( e 1 * h1 + e 2 * h2 ) ; ADJ := L i e A l g e b r a s :− A d j o i n t ( e 1 * h1 ( t ) + e 2 * h2 ( t ) ) ; 3.3. Solutions of the system. The system from Proposition 3.6 can be solved explicitly. Let us start with the vertical system (27) , which is independent of the horizontal part.
Proposition 3.7. In the generic case h 3 = 0, the system (27) has the solution
for constants C 1 , C 2 , C 3 . In the case h 3 = 0 we get h 1 = C 1 and h 2 = C 2 for constants C 1 , C 2 .
Proof. The equationḣ 3 = 0 implies h 3 = C 1 for some constant C 1 . If C 1 = 0 then h 2 = C 2 and h 1 = C 3 for constants C 2 , C 3 . If C 1 = 0, then we get a system
with constant coefficients and we get the solution (29) by the discussion of eigenvalues and eigenvectors of corresponding matrix.
The horizontal system then can be solved by direct integration. Moreover, it is sufficient to solve the system with the initial condition x(0) = y(0) = θ(0) = 0, because we get solutions with different initial conditions using the group structure of N . We discuss this in detail in Section 4. Altogether, we get the following statement.
Proposition 3.8. In the case h 3 = 0, the horizontal system (28) has solutions satisfying x(0) = y(0) = θ(0) = 0
for constants C 1 , C 2 , C 3 from Proposition 3.7. In the degenerate case h 3 = 0 we get
In the Listing 9 we find the system of the approximation and its solution. In the Listing 10 we find the solution of the system satisfying the initial condition from Proposition 3.8. We apply this only on the second solution set (which is nondegenerate one in the case of Maple 2019).
Listing 10. Initial condition
Finally, different extremals can project to the same unparametrized local minimizers in N . Let us consider only curves with fixed parametrization. Local minimizers with the same parametrizations correspond to level-sets of the normal Hamiltonian, [2] , and local minimizers parametrized by arc-length are exactly projections of extremals satisfying the condition h 
3.4.
Examples and comparison to the original system. Let us demonstrate on examples that solutions of the nilpotent system approximate the solutions of the original system in the neighbourhood of the origin. In the following examples, we will solve the original system numerically in Maple and we will compare the solutions with solutions of the nilpotent system with the same initial condition. . We display the local minimizers for both systems in Figure 3(a) , where the numeric solution of the original system is blue (dot line), and the solution of the nilpotent system is red (solid line). For better mechanical illustration we present the angular and plane movements in Figures 3(b) and 3(c) . Let us note that our choice is such that in both cases, we display one period of the graphs and we have evenly distributed 100 points in the interval.
Symmetries
Let us discuss here infinitesimal symmetries of the control structures. By an infinitesimal symmetry we mean a vector field such that its flow is a symmetry of the geometric structure at all times.
4.1. Symmetries of the control system. We can find explicitly all infinitesimal symmetries of the sub-Riemmanian structure (N, N , r) . Indeed, we are interested in vector fields v such that L v (N ) ⊂ N and L v (r) = 0. This gives a system of pde's that can be solved explicitly in the case of the left-invariant nilpotent structure. Proposition 4.1. Infinitesimal symmetries of the left-invariant sub-Riemmanian structure (N, N , r) form a Lie algebra generated (over R) by vector fields
In particular, t 0 generates the isotropic subalgebra at (0, 0, 0). Fields t i , i = 1, 2, 3 are translations that reflect the Heisenberg structure and coincide with the rightinvariant fields, see Proposition 3.4.
Proof. We write the corresponding pde's using the contact form φ = dy − θdx of N as follows. For arbitrary vector field v = f 1 (x, y, θ)n 1 + f 2 (x, y, θ)n 2 + f 3 (x, y, θ)n 3
we compute the Lie derivative of n 1 , n 2 with respect to v and evaluate it on φ. This gives the system 
and this tensor should vanish. The vanishing of coefficients of (33) implies that f 1 is a function of x and f 2 is a function of θ. Moreover, since the derivative of f 1 with respect to x (which is a function of x) equals to minus the derivative of f 2 with respect to θ (which is a function of θ) both functions f 1 , f 2 must be linear with the same leading coefficient up to sign. Thus f 1 = −C 1 x + C 3 and f 2 = C 1 θ + C 2 . Then first equation of (32) gives by direct integration with respect to θ that
for some constant C and function f . Then the second equation of (32) gives by direct integration with respect to x that
and the derivation with respect to y does not appear, because f 1 does not depend on θ. Then substituting f i into v and independent choice of constants gives infinitesimal automorphisms t i .
Then [2, Lemma 7.23.] states that a diffeomorphism on a Lie group is a right translation if and only if it commutes with all left translations and one can check directly that this is the case of t i , i = 1, 2, 3. The infinitesimal symmetry t 0 clearly preserves the origin.
In the Listing 11 we find infinitesimal symmetries of the control system and the isotropy subalgebra of the origin.
Listing 11. Infinitesimal symetries of the metric

ChangeFrame (N) ; i n f m e t := I n f i n i t e s i m a l S y m m e t r i e s O f G e o m e t r i c O b j e c t F i e l d s ( [ [ n1 , n2 ] , r ] , o u t p u t = " l i s t " ) ; i n f m e t s t a b := I s o t r o p y S u b a l g e b r a ( i n f m e t , [ x = 0 , y = 0 , t h e t a = 0 ] ) ;
In the Listing 12 we find the system of pde's and its solutions directly.
Listing 12. Corresponding pde v := evalDG ( f 1 ( x , y , t h e t a ) * n1 + f 2 ( x , y , t h e t a ) * n2 + f 3 ( x , y , t h e t a ) * n3 ) ; p f h := op ( A n n i h i l a t o r ( [ n1 , n2 ] ) ) ; r 1 := C o n t r a c t I n d i c e s ( L i e D e r i v a t i v e ( v , n1 ) , pfh , [ [ 1 , 1 ] ] ) ; r 2 := C o n t r a c t I n d i c e s ( L i e D e r i v a t i v e ( v , n2 ) , pfh , [ [ 1 , 1 ] ] ) ; r 3 := DGinfo ( L i e D e r i v a t i v e ( v , r ) , " C o e f f i c i e n t S e t " ) ; r 4 := { r1 , r2 , op ( r 3 ) } ; p d s o l v e ( r 4 ) ;
Let us note that the contact manifold (N, N ) has infinitely dimensional algebra of infinitesimal symmetries (over R). We can parametrize them by solving the system (32) . Clearly, the function f 3 can be arbitrary and then f 2 = − ∂f3 ∂θ and f 1 = θ ∂f3 ∂y + ∂f3 ∂x . In particular, fields t i correspond to choices of f 3 of the form f 3 = − 1 2 (x 2 + θ 2 ) for t 0 , f 3 = −θ for t 1 , f 3 = x for t 2 and f 3 = 1 for t 3 .
Remark 4.2. Using the same methods we can also find the symmetries of the system (K, D, k). It turns out that there are only translations corresponding to the right-invariant fields on the Lie algebra k, see Section 2.1. The natural generators of the symmetry algebra have the expected form −y∂ x + x∂ y + ∂ θ , ∂ y and ∂ x .
4.2.
Action of translations and changes of initial conditions. Since translations t i , i = 1, 2, 3 correspond to right-invariant fields, their action preserves left-invariant objects on N with respect to the group multiplication. Apart from the fact that they preserve N and r, they also preserve vertical coordinates h i and normal Hamiltonian H and corresponding Hamiltonian field. Since local extremals are flows of this field, translations t i preserve vertical part of the solution. On the other hand, the action of t i corresponds to left multiplication in N , so it maps horizontal solutions to horizontal solutions.
Proposition 4.3. The action of the flow of infinitesimal transformation
at time s maps a local extremal corresponding to a local minimizer with initial condition x(0) = y(0) = θ(0) = 0 to another local extremal with the same vertical part, and the horizontal part corresponds to local minimizer with initial condition
Proof. The statement follows from the general theory. We can also compute explicitly the action. The transformation takes the form
Its action maps a local minimizer (30) with initial condition x(0) = y(0) = θ(0) = 0 to a local minimizer
One can check by direct computation that (34) together with (29) solve the system (27, 28) with the initial condition above. Analogous statement holds for the degenerate solutions.
One can easily see that every point of a suitable neighbourhood of (0, 0, 0) can be expressed by suitable choice of b i .
In the Listing 13 we realize the action of general translation as a transformation.
Listing 13. Flows 
= y , t h e t a = t h e t a ] ) ) ; #The l a s t row c h a n g e s t h e d a t a s t r u c t u r e t o t h e t r a n s f o r m a t i o n
One can apply the transformation t b on the horizontal solution of the system at the origin. sin(s) cos(s) − xθ sin 2 (s) + y, θ → θ cos(s) − x sin(s). The general principle states that local minimizers are locally optimal and on each local minimizers, there is a point after which it is not optimal. The first point with this property is called cut-point [2, Definition 8.71.] . In particular, if there are two local minimizers starting at the origin which intersect at some point n ∈ N at the same time, the local minimizer cannot be optimal after this point. If there is an isotropic symmetry with a fixed point n = o and a local minimizer going from o = (0, 0, 0) to n, then either the local minimizer is contained in the fixed point set of the symmetry or the symmetry maps the local minimizer to another local minimizer from o to n of the same length, so the above principles apply.
We use here the symmetry t 0 to recover the results for non-degenerate normal extremals. The fixed-point set of t 0 equals to S = {(0, y, 0) : y ∈ R}. 
and thus C 1 t = 2kπ, k ∈ Z. Starting at t = 0 the first such non trivial point corresponds to k = 1 in positive direction. The evaluation of y at the time t = 2π C1
gives mentioned value. A direct computation shows that Fl t0 maps a local minimizer (30) to a local minimizerĉ(t) = (x, y, θ) such thatĉ(0) = (0, 0, 0),ĉ(
, 0) and
which satisfies h This observation reflects known results about the conjugate locus developed by different methods in [2, 26] .
In the Listing 14 we realize the action of the isotropy symmetry t 0 as a transformation.
Listing 14. Flows t 0 := evalDG ( t h e t a * D x + ( t h e t aˆ2/2 − xˆ2 / 2 ) * D y − x * D t h e t a ) ; f 2 := s i m p l i f y ( Flow ( t0 , s ) ) ; t 2 := s i m p l i f y ( T r a n s f o r m a t i o n (N, N, A p p l y T r a n s f o r m a t i o n ( f 2 , [ x = x , y = y , t h e t a = t h e t a ] ) ) ) ;
Let us display in Figure 4 .3 corresponding family of local minimizers for the local minimizer from Example 1, where the red line displays exactly the local minimizer from Example 1.
Metrics and Lagrangean contact structures
In the previous section we always considered the fixed sub-Riemannian metric r defined on the distribution N on N . The choice of the metric r corresponds to the choice of the basis of N where we consider generators n 1 = ∂ θ and n 2 = ∂ x + θ∂ y . The filtered manifold (N, N ) approximates the configuration space of the vertical Figure 5 . One parametric family of local minimizers rolling disc and the generators n 1 , n 2 naturally correspond to the angular velocity and plane velocity. Thus the choice of n 1 and n 2 gives the choice of units of the two velocities which then impacts the metric and local optimal control. Then, one can choose arbitrary multiples of the fields to get different units of the two velocities. The problem of ratio of the two velocities appears e.g. in the inverse kinematic, [12] . It is a known fact that all sub-Riemannian metrics are equivalent on the Heisenberg group, [2] . However, the fields n 1 and n 2 generate distinguished directions in N , which then give preferred choices of metrics. Thus it is natural to focus on the situation where we still distinguish angular and plane velocity but we do not fix the units. This leads us to so called Lagrangean contact structures. (N, N ) . A Lagrangian contact structure on a contact manifold is a decomposition of the contact distribution into two isotropic subbundles of the same dimension, [8, Section 4.2.3]. On the contact manifold (N, N ) we consider the natural decomposition of N as N = E +F for E = n 1 and F = n 2 . The Lagrangian contact structure N = E + F is left-invariant with respect to group structure on N from Lemma 3.3.
Lagrangian contact structure on
Since the sub-Riemannian metric r is given such that n 1 , n 2 are orthonormal, the Lagrangian contact structure generalizes r in such a way that we forget the length of vectors and consider only subspaces generated by them. Different choice of generators of E and F then gives different metric which then gives the same orthogonality but differs in the choice of units. In this way we get a class of subRiemannian metrics on (N, N ) .
The decomposition can be also viewed as the null space of the sub-Riemannian pseudo-metric on N of a split signature (1, 1) of the form dxdθ, respectively the null space of the corresponding conformal class [dxdθ] . However, this metric plays no role for the optimal control and can be used only as a different description of the geometric structure.
5.2. Symmetries of Lagrangian contact structure. The symmetry algebra of a three-dimensional Lagrangean contact structure is always finite-dimensional and it reaches the maximal possible dimension if the geometry is locally equivalent to the flag manifold corresponding to sl(3, R)/p, where p is a Borel subalgebra. In such case, the symmetry dimension equals to 8 and the geometry corresponds to a flat parabolic geometry, [8, Section 4.2.3] . In particular, the symmetry algebra coincides with sl(3, R). We will see that this is the case of the homogeneous nilpotent approximation N . In fact, the nilpotent approximation of a filtered manifold can be always viewed as a suitable representative of corresponding associated grading which is a flat geometry. A , ALEŠ NÁVRAT A,D , LENKA ZALABOVÁ
B,C
Since the Lagrangian contact structure is left-invariant, the following fact holds trivially.
Lemma 5.1. Symmetries t 1 = ∂ x , t 2 = x∂ y + ∂ θ , t 3 = ∂ y preserve the Lagrangian contact structure (N, N = E + F ).
Thus symmetries reflect the nilpotent symbol [t 1 , t 2 ] = t 3 giving the contact grading g −2 ⊕g −1 = t 3 ⊕ t 1 , t 2 . Then we can find all symmetries by the methods of Tanaka prolongation, [32, 33, 34] , see also Appendix A.
Proposition 5.2. Symmetries of the Lagrangean contact structure (N, N = E +F ) form the Lie algebra sl(3, R) generated by t 1 , t 2 , t 3 and
The Lie algebra sl(3, R) carries a contact grading g −2 ⊕g −1 ⊕g 0 ⊕g 1 ⊕g 2 as follows:
Proof. One can check by direct computation that the fields
e. preserve the Lagrangian contact structure, and simultaneously satisfy the commutation relations of sl(3, R). The fields t i determine the following gradation: Translations t 1 , t 2 , t 3 preserve N , E = n 1 and F = n 2 due to Lemma 5.1 and reflect the grading g −2 ⊕ g −1 . The subalgebra g 0 always contains the grading element, [8, Section 3.1.2]. In our case the grading element is the element t 4 which satisfies [t 4 , X] = kX for X ∈ g k . Moreover, t 5 ∈ g 0 is orthogonal to t 4 with respect to Killing form and satisfies [t 5 , X] = X for X ∈ E, [t 5 , X] = −X for X ∈ F and [t 5 , X] = 0 for X ∈ g −2 . In particular, the element t 4 distinguishes g −1 from g −2 , and t 5 distinguishes E from F . These two elements t 4 , t 5 form the whole g 0 for dimensional reasons. Indeed, g 0 equals to its center which has dimension 2 in the three-dimensional case. Finally, g
* with respect to Killing form, where t 6 corresponds to t 2 , t 7 corresponds to t 1 and t 8 corresponds to t 3 . Details from the structure theory can be found in [8] . The explicit computation of the fields using prolongation procedure is given in Appendix A.
In Listing 15 we find infinitesimal symmetries of the Langrangean contact structure and discuss its properties. The next observation follows from Propositions 4.1 and 5.2.
Corollary 5.3. The only transformations that preserve both the Lagranigan contact structure N = E + F and the metric r are the translations t 1 , t 2 , t 3 . Thus there is no transformation preserving both the Lagranigan contact structure N = E + F and simultaneously the metric r with a fixed point.
We focus on the action of t i , i = 4, . . . , 8 on metrics in the next sections.
5.3. Sub-Riemannian metrics. The general principle states that for each transitive group L acting on N , all L-invariant objects on N are in one-to-one correspondence with tensors on the tangent space T o N = m, which are invariant under the isotropy representation, [8] . Let us now focus on invariant sub-Riemannian metrics on (N, N ) .
On the distribution with symbol algebra m one can compute the first step of the prolongation which is a Lie algebra m⊕g 0 , where the Lie algebra g 0 is the algebra of all derivations of m which preserve the grading. Since g −1 generates m, the algebra g 0 in fact is the algebra of all derivations of g −1 and the subspace m ⊕ g 0 is endowed with the natural structure of a graded Lie algebra. In particular, [A, v] = A(v) for A ∈ g 0 and v ∈ m. This means that the action of automorphisms of g 0 on g −1 is exactly the adjoint action. Each sub-Riemannian metric is given by the reduction corresponding to so(2) → ad(g 0 )| g −1 and ad(g 0 )| g −1 = gl(2, R) in the Heisenberg case. Then every inclusion so(2) → gl(2, R) gives an invariant scalar product on g −1 and thus an invariant sub-Riemannian metric on N . Let us remark that for each choice of invariant sub-Riemannian metric corresponding to an inclusion of so (2), the further prolongation of m ⊕ so(2) is trivial, [3] . as inner derivation by matrices:
Each inclusion so(2) → gl(2, R) is given by a symmetric, positive definite matrix B as so(2, B) = {A ∈ Mat(2, R) : AB + BA t = 0}.
The element α 1 a 1 + α 2 a 2 belongs to so(2, B) only if B = 0. This is contradiction with the fact that B is positive definite. In other words, so(2, B) ∩ a 1 , a 2 = ∅.
In Listing 16 we compute the adjoint action of g 0 on g −1 .
Listing 16. Metrics 
Action of symmetries of Lagrangean contact structure on metrics.
Although there is no sub-Riemannian metric which is invariant with respect to the action of symmetries of Lagrangian contact structure, we can still study action of these transformations on the metrics and thus on corresponding control systems. In fact, the action of such transformation maps distinguished generators n 1 , n 2 of the distribution to another generators which are functional multiples of n 1 , n 2 . These news generators give different units and ratio of angular and plane velocity and thus a different metric. However, we can use the action of the transformations to compare the control system and corresponding local extremals for such different units. Let us demonstrate this principle on symmetries from Proposition 5. 
For each s, the fields f * s n 1 , f * s n 2 generate N . These fields together with f * s n 3 generate a Heisenberg Lie algebra and determine corresponding multiplication structure on N for which are the fields left-invariant. The canonical metric τ s = f * s r for this structure has the form
Indeed, the expressions in brackets are the first two forms in the dual basis of f * s n i . Since we solve local problem in a neighbourhood of the origin, we simply exclude singularities.
Altogether, we get a one-parametric family of left-invariant control systems (N, N , τ s ) (possibly for different multiplications) and the choice s = 0 corresponds to identity and gives the original control system. Since [f *
s n 3 , the vertical system has the shape (27)(although the vertical coordinate functions differ according to the multiplication structure). The horizontal system simply says that the curve is contact to the distribution but we shall use new vector fields, i.e. we haveċ(t) = In Listing 17, we check by direct computation that transformed curves are solutions of the transformed system. Listing 17. Action on solutions psol2mod := s o l v e ( { r h s ( poc2 [ 1 ] ) , r h s ( poc2 [ 2 ] ) , r h s ( poc2 [ 3 ] ) } , { C1 , C4 , C5 , C6 } ) ; s ol 2 0 mo d := s i m p l i f y ( s u b s ( psol2mod , s o l 2 ) ) ; # We d e s c r i b e t h e s o l u t i o n where i n t h e form where t h e c h o i c e o f c o n s t a n t s # i s c o m p a t i b l e t 6 := evalDG ( y /2 * D x − t h e t aˆ2/2 * D t h e t a ) ; f 6 := s i m p l i f y ( Flow ( t6 , s ) ) ; p6 := s i m p l i f y ( P u s h P u l l T e n s o r ( f 6 , I n v e r s e T r a n s f o r m a t i o n ( f 6 ) , [ n1 , n2 ] ) ) ; evalDG ( h1 ( t ) * p6 [ 1 ] + h2 ( t ) * p6 [ 2 ] ) ; GC := s u b s ( x = x ( t ) , y = y ( t ) , t h e t a = t h e t a ( t ) , GetComponents (% , [ D x , D y , D t h e t a ] ) ) ; s y s 6 := { op ( s y s v e r t ) , d i f f ( t h e t a ( t ) , t ) = GC [ 3 ] , d i f f ( x ( t ) , t ) = GC [ 1 ] , d i f f ( y ( t ) , t ) = GC [ 2 ] } ; a t 6 := s i m p l i f y ( A p p l y T r a n s f o r m a t i o n ( f 6 , [ r h s ( s ol 2 0 mo d [ 2 ] ) , r h s ( s ol 2 0 mo d [ 3 ] ) , r h s ( s ol 2 0 mo d [ 1 ] ) ] ) ) ; t e s t := { op ( s o l v e r t [ 2 ] ) , t h e t a ( t ) = a t 6 [ 3 ] , x ( t ) = a t 6 [ 1 ] , y ( t ) = a t 6 [ 2 ] } ; p d e t e s t ( t e s t , s y s 6 ) ;
One can check by direct computation that the symmetry algebra of the control system (N, N , τ s ) is generated by four fields where three of them are the translations of the corresponding left-invariant structure the remaining one generates the oneparametric family of rotations preserving the origin. The corresponding fixed-point set has the form ( s 2 , , 0) and this is exactly the image of the fixed-point set S = {(0, , 0)} of t 0 . We know from Section 4.3 that the solutions (30) stop to be optimal at the points where they intersect with the fixed point (0, , 0) and these points map exactly to the points where the transformed solutions intersect with the elements of the form ( s 2 , , 0) and stop to be optimal. Finally let us briefly show the behaviour of the systems for the elements t 4 and t 8 . The action of one parametric family of transformations corresponding to t 4 on the metric r gives the family of metrics µ s = e 2s dx 2 + e 2s dθ 2 . Let us note that the metrics belong to the conformal class of r. Applying the ideas for t 4 , we get minimizers that we display in Figure 7 for the same choice of constants. The computations are generally more technical for transformations from higher parts of grading. We only display the local minimizers corresponding to t 8 in Figure  8 for the same constants. Let us emphasize that in general, solving the new system may be much more difficult than applying the transformations. This is e.g. the case of t 8 .
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Appendix A. Tanaka prolongation
The Heisenberg algebra can be seen as graded nilpotent Lie algebra m = g −2 ⊕ g −1 , where g −2 = n 3 and g −1 = n 1 , n 2 . In the first step, we consider der ≡ Hom(g −1 , g −1 ) as the full algebra of derivations of m preserving the grading. One can construct the algebraic universal (Tanaka) prolongation of the graded Lie algebra m ⊕ g 0 for g 0 ⊂ der, [32, 34] . For simplicity we consider the generators of der as In the next step, we shall find the space g 2 = Hom(g −2 , g 0 ) ∩ Hom(g −1 , g 1 ) and straightforward computation leads to g 2 = Λ 2 , where Λ 2 (n 1 ) = Λ . In the next step we shall find the space g 3 = Hom(g −2 , g 1 ) ∩ Hom(g −1 , g 2 ) but this is trivial. The algebraic Tanaka prolongation has the form
The Lie algebra g has the structure of sl(3, R) and explicit multiplicative structure is in Table 2 . In Listing 19 we compute the second (and thus full) Tanaka prolongation of m. Let us now find the corresponding geometric prolongation. The Maurer-Cartan form on the Lie group N is ω = (e 3 − θe 1 )dx + e 1 dy + e 2 dθ = (dy − θdx)e 1 + dθe 2 + dxe 3
It follows from Table 2 that e 1 ∈ g −2 and we look for a vector field Y e1 on N such that ω(Y e1 ) = e 1 . It follows from MC form that Y e1 = ∂ y .
For e 2 from Let us emphasize that these fields coincides with fields t i , i = 1, . . . , 8 from Proposition 5.2 up to a constant multiplies.
