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An Overview of the Computer Systems and Software
Engineering Component of RICIS
Charles W. McKay
The principal focus of this RICIS component is computer systems and software engineering
in-the-large of the lifecycle of large, complex, distributed systems which:
evolve incrementally over a long life,
contain non-stop components, and
must simultaneously satisfy a prioritized balance of mission and
safety critical requirements for behavior at run time
This focus is believed to be extremely important at this time because of the contribution of
the "scaling direction problem" to the current software crisis. That is, paradigms/models, tech-
niques/methodologies and tools which often worked for yesterday's comparatively smaller, simpler,
centralized systems have been shown to be an inadequate baseline to scale-up to meet the challenges
of distributed systems. By contrast, models, methodologies, tools, and environments which are
based on a sounder theoretical foundation to address these larger and more complex systems are
capable of scaling-down to meet the needs of less demanding, centralized applications.
As shown in Figure 1, the Computer Systems and Software Engineering (CSSE) component
addresses the lifecycle issues of three environments-host, integration and target. Solutions are pro-
posed, specified, designed, developed, verified and sustained in the host environment. The solutions
are deployed, monitored, interactively queried and operated int he target environment. Increasingly,
components of both the host environment and the target environment are geographically as well as
locally distributed. The solutions from the host environment are moved into the target environment
under the control of the integration environment. The integration environment is responsible for
monitoring and sustaining the current baseline of software, hardware and operational components in
the target environment. The integration environment is also responsible for the test plans and for
controlling the integration and evolution of advancing the target environment to the next baseline.
Emergency interactions are also controlled through the integration environment.
As Shown in Figure 2, an integrated lifecycle support environment is becoming the common
interface to four principal engineering activities: computer systems engineering, software engineer-
ing, hardware engineering, and the management of operations and logistics. -
Currently there axe more than 18 funded research activities in this technical area. Addition-
ally, there is a larger number of CSSE coordinated research projects which are funded by companies
working with the university. Several of these activities are deliberately structured interfaces to the
other four components of RICIS.
The goals for CSSE research during the next three years may be summarized as:
, To develop a position of international leadership in the engineering
of mission and safety critical components for the target and integration
environments of large, complex non-stop, distributed systems.
o To sustain a position of international leadership in the research issues
of the host environment for the above applications.
+ To augment the Computer Systems and Software Engineering research
base and provide support as needed to the other four technical areas
addressed in RICIS.
TLUO SCENARIOS FOR
SSP EnUIROnmEnT
In anon+ R.O.
X 0
x x _ o o
x . x _ o
X (_ x .,/"'_. 0 0
× x _ _o o o
HOST
EnUIROnmEnTS:
• OEUELOP
• 5USTRIn
IrlTEGRRTiOR
EOUIROnmEFIT:
• CONTROL OF
TGT. EFIUIR.
BRSELIOE
• lnTEGRRTIOn
U_U FOR nEXT
BRSELInE RIIO
TEST
IRTEGRRTIOn
PLRR5
TRRGET
ERUIROOmERTS:
• OEPLOV
• OPERRTE
[
C_
Im
E S--
mm
0 _ _3_
C_ o_ e-
LW
i
em
a:l c3_
-'!- _,-
ILl
e-
ra
_ Z3 s-om
__1 _z
IJ.J
, w
om
C
ol
C/3 r..
UJ
0 (3
_m
mm
c:.__
r-_ o
0 "-J
