Abstract. Despite their importance, hierarchical clustering has been little explored for semi-supervised algorithms. In this paper, we address the problem of semi-supervised hierarchical clustering by using an active learning solution with cluster-level constraints. This active learning approach is based on a new concept of merge confidence in agglomerative clustering. When there is low confidence in a cluster merge the user is queried and provides a cluster-level constraint. The proposed method is compared with an unsupervised algorithm (average-link) and two state-of-the-art semi-supervised algorithms (pairwise constraints and Constrained Complete-Link). Results show that our algorithm tends to be better than the two semi-supervised algorithms and can achieve a significant improvement when compared to the unsupervised algorithm. Our approach is particularly useful when the number of clusters is high which is the case in many real problems.
Introduction
Semi-supervised clustering has been widely explored in the last years. Instead of finding groups guided by an objective function, as in unsupervised clustering, semi-supervised versions try to improve clustering results by employing external knowledge in the clustering process. The external knowledge is conveyed in the form of constraints. These constraints can be directly derived from the original data (using partially labelled data) or provided by an user, trying to adapt the clustering results to his/her expectations [8] .
Constraints in semi-supervised clustering processes affect a small part of the dataset, as the supervision of large amounts of data is expensive [4] . So, it is very important to optimize the usage of external knowledge, obtaining the largest amount of useful information from the smallest number of constraints. In this sense, semi-supervised clustering algorithms must deal with two crucial issues: how to add information to the clustering process and in which cases the user should provide information.
To assure efficacy in information addition, the characteristics of the semi-supervised clustering algorithm are very important. Mainly, three aspects can be observed: (1) Active learning algorithms [23] can be used to choose proper cases to add information. In semi-supervised clustering, these algorithms can be used to detect instances or clusters to which the addition of constraints can help the clustering process to obtain an improved solution. Active learning algorithms have been successfully used to select pairs of instances to elicit pairwise contraints from the user [12, 26, 27] . Active-based solutions are also used in some algorithms to choose better initial seeds [3] .
In the literature few works deal specifically with semi-supervised hierarchical clustering. Most of the approaches consider the semi-supervised problem as a flat-clustering problem. More specifically, neither the appropriate addition of information nor the selection of good cases to add constraints are fairly explored in hierarchical clustering context. Moreover, most of the studies are carried out with two categories only (binary datasets). Thus, the behaviour of most of the methods is not measured in domains in which there are more than two clusters, which is the case of many the real-world problems.
In this work we propose HCAC (Hierarchical Confidence-Based Active Clustering), an effective method for better exploiting external knowledge during the hierarchical clustering process. This method improves the hierarchical clustering process by querying the user when it seems more appropriate. HCAC applies two ideas which have not been extensively exploited before. The first one is the kind of query. The user, when requested, chooses the next pair of clusters to be merged among a pool of pre-selected pairs. The second idea is to use confidence in unsupervised cluster merging decisions to determine when it is appropriate to query the user. The combination of these two ideas makes HCAC specially efficient when dealing with more than two clusters. This paper is organized as follows. In the next section, we present some related work on hierarchical semi-supervised clustering and active clustering. In Section 3, we present the HCAC algorithm. Then, in Section 4, we present experimental evaluations. Finally, in Section 5, we present some conclusions and point some future works.
Related Work
There is little work on semi-supervised hierarchical clustering. ISAAC, one of the first proposals that add background knowledge in hierarchical clustering processes [25] , uses a declarative approach. This is a conceptual clustering method which generates probabilistic concept hierarchies. The authors have modified ISAAC to allow the user to introduce a set of classification rules in the form of first-order logic. Clusters containing objects covered by different rules are not merged which guarantees that a cluster that completely satisfies each rule will be formed.
In [18] , pairwise constraints (must-link and cannot-link) are used in a semi-supervised clustering algorithm based on the complete-link algorithm (see [16] ) -the Constrained Complete-Link (CCL) method. These constraints were introduced in [28] , where the authors proposed the use of instance-level pairwise constraints must-link and cannot-link to indicate whether two instances belong to the same cluster or not. Due to their simplicity and good results, pairwise constraints have been widely explored [6, 30, 4, 9, 11] . In CCL, constraint insertion has two phases: imposition and propagation. During the imposition, constraints are added to pairs of examples by modifying
