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A TOUR OF SUPPORT THEORY FOR TRIANGULATED
CATEGORIES THROUGH TENSOR TRIANGULAR GEOMETRY
GREG STEVENSON
Abstract. These notes attempt to give a short survey of the approach to sup-
port theory and the study of lattices of triangulated subcategories through the
machinery of tensor triangular geometry. One main aim is to introduce the ma-
terial necessary to state and prove the local-to-global principle. In particular,
we discuss Balmer’s construction of the spectrum, generalised Rickard idempo-
tents and support for compactly generated triangulated categories, and actions
of tensor triangulated categories. Several examples are also given along the
way. These notes are based on a series of lectures given during the Spring 2015
program on ‘Interactions between Representation Theory, Algebraic Topology
and Commutative Algebra’ (IRTATCA) at the CRM in Barcelona.
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Introduction
The aim of these notes is to give both an introduction to, and an overview of,
certain aspects of the developing field of tensor triangular geometry and abstract
support varieties. We seek to understand the coarse structure, i.e. lattices of suitable
subcategories, of triangulated categories. Put another way, given a triangulated
category T and objects X,Y ∈ T, we study the question of when one can obtain Y
from X by taking cones, suspensions, and (possibly infinite) coproducts.
The notes are structured as follows. In the first section we review work of
Paul Balmer in the case of essentially small (rigid) tensor triangulated categories.
Here one can introduce a certain topological space, the spectrum, which solves the
classification problem for thick tensor ideals. The spectrum is the universal example
of a so-called “support variety” and provides a conceptual framework which unites
earlier results in various examples such as perfect complexes over schemes, stable
categories of modular representations, and the finite stable homotopy category. In
this section we first meet the notion of supports and lay the foundations for defining
supports in more general settings.
In the second section we turn to the infinite case, i.e. compactly generated tensor
triangulated categories. Following work of Balmer and Favi we use the compact
objects and the Balmer spectrum to define a notion of support for objects of such
categories. Along the way we discuss smashing localisations and the associated
generalised Rickard idempotents which are the key to the definition of the support
given in [BF11].
The third section serves as an introduction to actions of tensor triangulated
categories. This allows us to define a relative version of the supports introduced
in the second section; in this way we can, at least somewhat, escape the tyranny
of monoidal structures. After introducing actions, the associated support theory,
and outlining some of the fundamental lemmas concerning supports and actions, we
come to the main abstract result of this course - the local-to-global principle. This
theorem, which already provides new insight in the situation of Section 2, reduces
the study of lattices of localising subcategories to the computation of these lattices
in smaller (and hopefully simpler) subcategories.
Finally, the fourth section focusses on illustrating some applications of the ab-
stract machinery from the preceding sections; there will be, of course, examples
along the way, but in this section we concentrate on giving more details on some
more recent examples where the machinery of actions has been successfully ap-
plied. In particular, we discuss singularity categories of affine hypersurfaces and
the corresponding classification problem for localising subcategories as well as ap-
plications to studying derived categories of representations of quivers over arbitrary
commutative noetherian rings.
1. The Balmer spectrum
The main reference for this section is the paper [Bal05] by Paul Balmer. We
follow his exposition fairly closely, albeit with two major differences: firstly, in
order to simplify the discussion, and since we will not require it later on, we do
not work in full generality, and secondly we omit many of the technical details.
The interested reader should consult [Bal05], [Bal10] and the references within for
further details.
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This section mainly consists of definitions, but we provide several examples on
the way and ultimately get to Balmer’s classification of thick tensor ideals in terms
of the spectrum.
1.1. Rigid tensor triangulated categories. Throughout this section K will de-
note an essentially small triangulated category. We use lowercase letters k, l,m for
objects of K and denote its suspension functor by Σ.
We begin by introducing the main player in this section.
Definition 1.1. An essentially small tensor triangulated category is a triple (K,⊗,1),
where K is an essentially small triangulated category and (⊗,1) is a symmetric
monoidal structure on K such that ⊗ is an exact functor in each variable. Slightly
more explicitly,
−⊗− : K× K −→ K
is a symmetric monoidal structure on K with unit 1 and with the property that,
for all k ∈ K, the endofunctors k ⊗− and −⊗ k are exact.
Remark 1.2. Throughout we shall not generally make explicit the associativity,
symmetry, and unit constraints for the symmetric monoidal structure on a tensor
triangulated category. By standard coherence results for monoidal structures this
will not get us into any trouble.
Definition 1.3. Let K be an essentially small tensor triangulated category. Assume
that K is closed symmetric monoidal, i.e. for each k ∈ K the functor k ⊗ − has a
right adjoint which we denote hom(k,−). These functors can be assembled into a
bifunctor hom(−,−) which we call the internal hom of K. By definition one has,
for all k, l,m ∈ K, the tensor-hom adjunction
K(k ⊗ l,m) ∼= K(l, hom(k,m)),
with corresponding units and counits
ηk,l : l −→ hom(k, k ⊗ l) and ǫk,l : hom(k, l)⊗ k −→ l.
The dual of k ∈ K is the object
k∨ = hom(k,1).
Given k, l ∈ K there is a natural evaluation map
k∨ ⊗ l −→ hom(k, l),
which is defined by following the identity map on l through the composite
K(l, l)
∼ // K(l ⊗ 1, l)
K(l⊗ǫk,1,l) // K(k ⊗ k∨ ⊗ l, l)
∼ // K(k∨ ⊗ l, hom(k, l)).
We say that K is rigid if for all k, l ∈ K this natural evaluation map is an isomor-
phism
k∨ ⊗ l
∼
−→ hom(k, l).
Remark 1.4. If K is rigid then, given k ∈ K, there is a natural isomorphism
(k∨)∨ ∼= k,
and the functor k∨⊗− is both a left and a right adjoint to k⊗−, the functor given
by tensoring with k.
Example 1.5. Let us provide some standard examples of essentially small rigid
tensor triangulated categories:
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(1) Given a commutative ring R the category Dperf(R) of perfect complexes i.e.,
those complexes in the derived category which are quasi-isomorphic to a
bounded complex of finitely generated projectives, is symmetric monoidal
via the left derived tensor product ⊗LR (which we will usually denote just
as ⊗R or ⊗ if the ring is clear) with unit the stalk complex R sitting in
degree 0. The category Dperf(R) is easily checked to be rigid.
(2) LetG be a finite group and k be a field whose characteristic divides the order
of G (this is not necessary but rules out trivial cases). We write mod kG
for the category of finite dimensional kG-modules. This is a Frobenius
category, so its stable category mod kG, which is obtained by factoring out
maps factoring through projectives, is triangulated (see [Hap88] for instance
for more details). Moreover, it is a rigid tensor triangulated category via
the usual tensor product ⊗k with the diagonal action and unit object the
trivial representation k.
(3) The finite stable homotopy category SHfin together with the smash product
of spectra is a rigid tensor triangulated category with unit object the sphere
spectrum S0.
1.2. Ideals and the spectrum. From this point onward K denotes an essentially
small rigid tensor triangulated category with tensor product⊗ and unit 1. For much
of what follows the rigidity assumption is overkill, but it simplifies the discussion
in several places and will be a necessary hypotheses in the sections to come.
We begin by recalling the subcategories of K with which we will be concerned.
All subcategories of K are assumed to be full and replete (i.e. closed under isomor-
phisms). The simple, but beautiful, idea is to view K as a very strange sort of ring.
One takes thick subcategories to be the analogue of additive subgroups and then
defines ideals and prime ideals in the naive way.
Definition 1.6. A triangulated subcategory I of K is thick if it is closed under
taking direct summands, i.e. if k ⊕ k′ ∈ I then both k and k′ lie in I. To be very
explicit: a full subcategory I of K is thick if it is closed under suspensions, cones,
and direct summands.
A thick subcategory I of K is a (thick) tensor-ideal if given any k ∈ K and l ∈ I
the tensor product k ⊗ l lies in I. Put another way we require the functor
K× I
⊗
−→ K
to factor through I.
Finally, a proper thick tensor-ideal P of K is prime if given k, l ∈ K such that
k ⊗ l ∈ P then at least one of k or l lies in P. We will often just call prime
tensor-ideals in K prime ideals.
Remark 1.7. Since we have assumed K is essentially small the collections of thick
subcategories, thick tensor-ideals, and prime tensor-ideals each form a set.
Remark 1.8. Rigidity of K provides the following simplification when dealing with
tensor-ideals. Given k ∈ K the adjunctions between k⊗− and k∨⊗− imply that k
is a summand of k⊗ k⊗ k∨ and that k∨ is a summand of k⊗ k∨⊗ k∨. The former
implies that every tensor-ideal is radical, i.e. if I is a tensor-ideal and k⊗n ∈ I then
k ∈ I. The latter implies that every tensor-ideal is closed under taking duals.
An important special case of the above discussion is the following: if k ∈ K is
nilpotent, i.e. k⊗n ∼= 0, then k ∼= 0.
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Given a collection of objects S ⊆ K we denote by thick(S) (resp. thick⊗(S))
the smallest thick subcategory (resp. thick tensor-ideal) containing S. We use
Thick(K) and Thick⊗(K) respectively to denote the sets of thick subcategories and
thick tensor-ideals of K. Both of these sets of subcategories are naturally ordered
by inclusion and form complete lattices whose meet is given by intersection.
Lemma 1.9. Suppose that K is generated by the tensor unit, i.e. thick(1) = K.
Then every thick subcategory is a tensor-ideal:
Thick(K) = Thick⊗(K).
Proof. Exercise. 
Example 1.10. The lemma applies to both Dperf(R) and SHfin which are generated
by their respective tensor units R and S0. It is not necessarily the case that mod kG
is generated by its tensor unit k. However, if G is a p-group then the trivial module
k is the unique simple kG-module and thus generates mod kG.
The prime ideals, somewhat unsurprisingly, receive special attention (and nota-
tion).
Definition 1.11. The spectrum of K is the set
SpcK = {P ⊆ K | P is prime}
of prime ideals of K.
We next record some elementary but crucial facts about prime ideals and SpcK.
Proposition 1.12 ([Bal05, Proposition 2.3]). Let K be as above.
(a) Let S be a set of objects of K containing 1 and such that if k, l ∈ S then
k ⊗ l ∈ S. If S does not contain 0 then there exists a P ∈ SpcK such that
P ∩ S = ∅.
(b) For any proper thick tensor-ideal I ( K there exists a maximal proper thick
tensor-ideal M with I ⊆ M.
(c) Maximal proper thick tensor-ideals are prime.
(d) The spectrum is not empty: SpcK 6= ∅.
Remark 1.13. It is worth noting that, as in the common proof of the analogous
statement in commutative algebra, the proof of this proposition appeals to Zorn’s
lemma.
1.3. Supports and the Zariski topology. We now define, for each object k ∈ K,
a subset of prime ideals at which k is “non-zero”. This is the central construction
of the section, allowing us to both put a topology on SpcK and to understand
Thick⊗(K) in terms of the resulting topological space.
Definition 1.14. Let k be an object of K. The support of k is the subset
supp k = {P ∈ SpcK | k /∈ P}.
We denote by
U(k) = {P ∈ SpcK | k ∈ P}
the complement of supp k.
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Let us give some initial intuition for the way in which one can think of k as
being supported at P ∈ suppk. We can form the Verdier quotient K/P of K by P,
which comes with a canonical projection π : K −→ K/P. Since P is thick the kernel
of π is precisely P and so, as k /∈ P, the object π(k) is non-zero in the quotient;
this is the sense in which k is supported at P. The reason this may, at first, look
at odds with the analogous definition in commutative algebra is that one inverts
morphisms in a triangulated category by taking such quotients. One can, at least
in many cases, make a precise connection between the support defined above and
the usual support of modules over a (graded) commutative ring.
We now list the main properties of the support.
Lemma 1.15 ([Bal05, Lemma 2.6]). The assignment k 7→ supp k given by the
support satisfies the following properties:
(a) supp1 = SpcK and supp 0 = ∅;
(b) supp(k ⊕ l) = supp(k) ∪ supp(l);
(c) supp(Σk) = suppk;
(d) for any distinguished triangle
k −→ l −→ m −→ Σk
in K there is a containment
supp l ⊆ (supp k ∪ suppm);
(e) supp(k ⊗ l) = supp(k) ∩ supp(l).
Proof. We refer to Balmer’s paper for the details, where the corresponding results
are proved for the subsets U(k). These properties, as stated above, appear in
[Bal05, Definition 3.1]. However, we suggest proving these statements as doing so
provides an instructive exercise. 
Another very important property of the support is that it can detect whether or
not an object is zero.
Lemma 1.16. Given k ∈ K we have supp k = ∅ if and only if k ∼= 0.
Proof. By [Bal05, Corollary 2.4] the support of k is empty if and only if k is tensor-
nilpotent i.e., k⊗n ∼= 0. As K is rigid there are no non-zero tensor-nilpotent objects
by Remark 1.8. 
A fairly immediate consequence of Lemma 1.15 is that the family of subsets
{suppk | k ∈ K} form a basis of closed subsets for a topology on SpcK.
Definition 1.17. The Zariski topology on SpcK is the topology defined by the
basis of closed subsets
{suppk | k ∈ K}
The closed subsets of SpcK are of the form
Z(S) = {P ∈ SpcK | S ∩ P = ∅}
=
⋂
k∈S
supp(k)
where S ⊆ K is an arbitrary family of objects.
Before continuing to the universal property of SpcK and the classification theo-
rem we discuss some topological properties of SpcK.
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Proposition 1.18 ([Bal05, Proposition 2.9]). Let P ∈ SpcK. The closure of P is
{P} = {Q ∈ SpcK | Q ⊆ P}.
In particular, SpcK is T0 i.e., for P1,P2 ∈ SpcK
{P1} = {P2} ⇒ P1 = P2.
Proof. Let S0 = K\P denote the complement of P. It is immediate that P ∈ Z(S0)
and one easily checks that if P ∈ Z(S) then S ⊆ S0. Thus for any such S we have
Z(S0) ⊆ Z(S), i.e. Z(S0) is the smallest closed subset containing P. This shows
{P} = Z(S0) = {Q ∈ SpcK | Q ⊆ P}
as claimed. The assertion that SpcK is T0 follows immediately. 
Remark 1.19. This proposition is the first indication of the mental gymnastics
that occur when dealing with SpcK versus SpecR for a commutative ring R. A
wealth of further information on the relationship between prime ideals in R and
prime tensor-ideals in SpcDperf(R) can be found in [Bal10].
In fact SpcK is much more than just a T0 space.
Definition 1.20. A topological spaceX is a spectral space if it verifies the following
properties:
(1) X is T0;
(2) X is quasi-compact;
(3) the quasi-compact open subsets of X are closed under finite intersections
and form an open basis of X ;
(4) every non-empty irreducible closed subset of X has a generic point.
Given spectral spacesX and Y , a spectral map f : X −→ Y is a continuous map such
that for any quasi-compact open U ⊆ Y the preimage f−1(U) is quasi-compact.
Typical examples of spectral spaces are given by SpecR where R is a commu-
tative ring. In fact Hochster has shown in [Hoc69] that any spectral topological
space is of this form. Further examples include the topological space underlying any
quasi-compact and quasi-separated scheme. Another class of examples is provided
by the following result.
Theorem 1.21 ([BKS07]). Let K be as above. The space SpcK is spectral.
Thus the spaces we produce by taking spectra of tensor triangulated categories
are particularly nice and enjoy many desirable properties.
Aside 1.22. There is a deep connection between spectral spaces and the theory of
particularly nice lattices (coherent frames to be precise). One consequence of this
is that the topology of a spectral space is determined by the specialisation ordering
on points. This ordering is given by defining, for a spectral space X , a point y ∈ X
to be a specialisation of x ∈ X if y is in the closure of x. Viewed through the lens
of lattice theory, the key fact which makes Balmer’s theory work so well is that the
lattice of thick tensor-ideals is distributive. More details on this point of view can
be found in [KP13].
As a complement to Theorem 1.21 let us record a few related facts which appear
in Balmer’s work.
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Proposition 1.23. For any rigid tensor triangulated category K the following as-
sertions hold.
(a) Any non-empty closed subset of SpcK contains at least one closed point.
(b) For any k ∈ K the open subset U(k) = SpcK \ supp(k) is quasi-compact.
(c) Any quasi-compact open subset of SpcK is of the form U(k) for some k ∈ K.
Proof. Both results can be found in [Bal05]: the first is Corollary 2.12, and the
second two are the content of Proposition 2.14. 
In particular, it follows from the above proposition and Lemma 1.15 that the
U(k) for k ∈ K give a basis of quasi-compact open subsets for SpcK that is closed
under finite intersections as is required in the definition of a spectral space.
Remark 1.24. Recall, or prove as an exercise, that a space is noetherian (i.e.
satisfies the descending chain condition for closed subsets) if and only if every open
subset is quasi-compact. Combining this with (c) above we see that if SpcK is
noetherian then every open subset is of the form U(k) for some k ∈ K and hence
every closed subset is the support of some object.
1.4. The classification theorem. We now come to the first main result of these
notes, namely the abstract classification of thick tensor-ideals of K in terms of SpcK.
The starting point to this story is an abstract axiomatisation of the properties of
the support, based on Lemma 1.15.
Definition 1.25. A support data on (K,⊗,1) is a pair (X, σ) where X is a topolog-
ical space and σ is an assignment associating to each object k of K a closed subset
σ(k) of X such that:
(a) σ(1) = X and σ(0) = ∅;
(b) σ(k ⊕ l) = σ(k) ∪ σ(l);
(c) σ(Σk) = σ(k);
(d) for any distinguished triangle
k −→ l −→ m −→ Σk
in K there is a containment
σ(l) ⊆ (σ(k) ∪ σ(m));
(e) σ(k ⊗ l) = σ(k) ∩ σ(l).
Amorphism of support data f : (X, σ) −→ (Y, τ) on K is a continuous map f : X −→
Y such that for every k ∈ K the equality
σ(k) = f−1(τ(k))
is satisfied. An isomorphism of support data is a morphism f of support data where
f is a homeomorphism.
It should, given the definition of the support, come as no surprise that the pair
(SpcK, supp) is a universal support data for K.
Theorem 1.26 ([Bal05, Theorem 3.2]). Let K be as throughout. The pair (SpcK, supp)
is the terminal support data on K. Explicitly, given any support data (X, σ) on K
there is a unique morphism of support data f : (X, σ) −→ (SpcK, supp), i.e. a
unique continuous map f such that
σ(k) = f−1 supp(k)
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for all k ∈ K. This unique morphism is given by sending x ∈ X to
f(x) = {k ∈ K | x /∈ σ(k)}.
Sketch of proof. We give a brief sketch of the argument. We have seen in Lemma 1.15
that the pair (SpcK, supp) is in fact a support data for K. By the same lemma it
is clear that for x ∈ X the full subcategory f(x), defined as in the statement, is a
proper thick tensor-ideal: it is proper by (a), closed under summands by (b), closed
under Σ by (c), closed under extensions by (d), and a tensor-ideal by (e). To see
that it is prime suppose k⊗ l lies in f(x). By axiom (e) for a support data we have
x /∈ σ(k ⊗ l) = σ(k) ∩ σ(l).
and hence x must fail to lie in at least one of σ(k), σ(l) implying that one of k or l
lies in f(x).
The map f is a map of support data as f(x) ∈ supp k if and only if k /∈ f(x) if
and only if x ∈ σ(k), i.e.
f−1 supp(k) = {x ∈ X | f(x) ∈ suppk} = {x ∈ X | x ∈ σ(k)} = σ(k).
This also proves continuity of f by definition of the Zariski topology on SpcK. We
leave the unicity of f to the reader (or it can be found as [Bal05, Lemma 3.3]). 
Before stating the promised classification theorem we need one more definition
(we also provide two bonus definitions which will be useful both here and later).
Definition 1.27. Let X be a spectral space and let W ⊆ X be a subset of X . We
sayW is specialisation closed if for any w ∈ W and w′ ∈ {w} we have w′ ∈W . That
is, W is specialisation closed if it is the union of the closures of its elements. Given
w,w′ as above we call w′ a specialisation of w. Dually, we say W is generisation
closed if given any w′ ∈ W and a w ∈ X such that w′ ∈ {w} then we have w ∈W .
In this situation we call w a generisation of w′.
A Thomason subset of X is a subset of the form⋃
λ∈Λ
Vλ
where each Vλ is a closed subset of X with quasi-compact complement. Note
that any Thomason subset is specialisation closed. We denote by Thom(X) the
collection of Thomason subsets of X . It is a poset with respect to inclusion and in
fact also carries the structure of a complete lattice where the join is given by taking
unions.
Remark 1.28. As observed in Remark 1.24 if X is noetherian then every open
subset is quasi-compact. Thus the Thomason subsets of X are precisely the spe-
cialisation closed subsets.
Remark 1.29. By Proposition 1.23 for any k ∈ K the subset supp(k) is a Thomason
subset of SpcK, as is any union of supports of objects. Part (c) of the same
proposition implies the converse, namely that any Thomason subset V can be
written as a union of supports of objects of k. This observation explains the role
of Thomason subsets in the following theorem.
Theorem 1.30 ([Bal05, Theorem 4.10]). The assignments
σ : Thick⊗(K) −→ Thom(SpcK), σ(I) =
⋃
k∈I
supp(k)
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and
τ : Thom(SpcK) −→ Thick⊗(K), τ(V ) = {k ∈ K | supp(k) ⊆ V },
for I ∈ Thick⊗(K) and V ∈ Thom(K) give an isomorphism of lattices
Thick⊗(K) ∼= Thom(K).
Sketch of proof. By the previous remark and the properties of the support given
in Lemma 1.15 both assignments are well defined, i.e. σ(I) is a Thomason subset
and τ(V ) is a thick tensor-ideal. It is clear that both morphisms are inclusion
preserving, so we just need to check that they are inverse to one another.
Consider the thick tensor-ideal τσ(I). It is clear that I ⊆ τσ(I). The equality is
proved by showing that
I =
⋂
P∈SpcK
I⊆P
P = τσ(I).
We refer to [Bal05] for the details.
On the other hand consider the Thomason subset στ(V ). In this case it is clear
that στ(V ) ⊆ V . By the remark preceding the theorem we know V can be written
as a union of supports of objects and so this containment is in fact an equality.

Aside 1.31. By Stone duality the lattice Thom(SpcK) actually determines SpcK.
So by the theorem if we know Thick⊗(K) we can recover SpcK. In fact this gives
another way of describing the universality of SpcK.
To conclude we briefly explain what the spectrum is in each of our current
running examples and then give a slightly more detailed treatment of a particular
case.
Example 1.32. Let R be a commutative ring. Then
SpcDperf(R) ∼= SpecR.
This computation is due to Neeman [Nee92] (and Hopkins) in the case that R is
noetherian and Thomason [Tho97] in general. Applying the above theorem, in
combination with Lemma 1.9, tells us that thick subcategories of Dperf(R) are in
bijection with Thomason subsets of SpecR.
Example 1.33. As previously let SHfin denote the finite stable homotopy category.
The description of the thick subcategories of SHfin by Devinatz, Hopkins, and Smith
[DHS88] allows one to compute Spc SHfin. A nice picture of this space can be found
in [Bal10, Corollary 9.5].
Example 1.34. Let G be a finite group and k a field whose characteristic divides
the order of G. By a result of Benson, Carlson, and Rickard [BCR97] we have
Spcmod kG ∼= ProjH•(G; k)
i.e. the spectrum of the stable category is the space underlying the projective scheme
associated to the group cohomology ring.
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1.5. An explicit example. We now describe, in some detail but mostly without
proofs, the explicit example of Db(Z), the bounded derived category of finitely
generated abelian groups. Our aim is to highlight some of the phenomena involved
in studying the spectrum rather than to give a proof of the classification in this
case.
As Z is a hereditary ring, i.e. has global dimension 1, every complex E ∈ Db(Z)
is formal. Explicitly, this means that for every E there is an isomorphism
E ∼=
⊕
i∈Z
Σ−iHi(E).
Thus to understand tensor-ideals in Db(Z) it is sufficient to understand what hap-
pens to finitely generated abelian groups.
Recall from Lemma 1.9 that since Z generates Db(Z) every thick subcategory is
a tensor-ideal. Our first observation is that if p 6= q are distinct primes in Z then
Z/pZ⊗L
Z
Z/qZ ∼= 0.
If P is a prime tensor-ideal then it certainly contains 0. This observation then
shows that P must contain Z/pZ for all but possibly one prime p ∈ Z. In fact, this
missing prime (or lack thereof) completely determines the prime tensor-ideal: the
homeomorphism
φ : SpecZ −→ SpcDb(Z)
can be described explicitly as
φ((p)) = thick(Z/qZ | q 6= p).
In particular, φ sends the 0 ideal to the thick subcategory consisting of all complexes
with torsion cohomology, which is the maximal proper thick subcategory of Db(Z).
As this maximal proper thick subcategory certainly contains φ((p)) for all p 6= 0 it
does indeed give the generic point of SpcDb(Z) under the Zariski topology.
On the other hand φ−1 sends a prime tensor-ideal P to
φ−1(P) = {n ∈ Z | cone(Z
n
−→ Z) /∈ P},
which one can check is really a prime ideal.
This gives a concrete illustration of the reversal of inclusions (noted in Re-
mark 1.19) upon passing from prime ideals in Z to prime tensor-ideals in Db(Z). To
localise at a prime ideal (p) ∈ Z we simply invert those elements in Z \ (p). On the
other hand, in Db(Z), we invert these elements by killing their cones, i.e. taking the
quotient by φ((p)). The analogue is true for general commutative rings—localising
at a smaller prime ideal inverts more elements and thus the corresponding thick
subcategory in the perfect complexes is larger.
One can also use this example to gain further intuition for the support and to
somewhat explain the motivation behind defining it in terms of failure to lie in
prime tensor-ideals. There is an equivalence, up to idempotent completion, for
each prime p ∈ Z
Db(Z)/φ((p))−→Db(Z(p))
and one can identify, under this functor, the projection
D
b(Z)
π
−→ Db(Z)/φ((p))
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with localisation at (p). Thus, for E ∈ Db(Z), we have φ((p)) ∈ suppE if and only
if π(E) 6= 0 if and only if E(p) 6= 0. This identifies the abstract support with the
usual homological support of complexes.
2. Generalised Rickard idempotents and supports
In this section we use the Balmer spectrum to construct a theory of supports
for triangulated categories admitting arbitrary set-indexed coproducts (so being
interesting and essentially small become mutually exclusive). Our main reference
is [BF11] and again, we follow it relatively closely.
2.1. Rigidly-compactly generated tensor triangulated categories. We start
by introducing the main players of this section, rigidly-compactly generated tensor
triangulated categories. In order to define such a creature it makes sense to start
with the notion of a compactly generated triangulated category.
Definition 2.1. Let T be a triangulated category admitting all set-indexed coprod-
ucts. We say an object t ∈ T is compact if T(t,−) preserves arbitrary coproducts,
i.e. if for any family {Xλ | λ ∈ Λ} of objects in T the natural morphism⊕
λ∈Λ
T(t,Xλ) −→ T(t,
∐
λ∈Λ
Xλ)
is an isomorphism.
We say T is compactly generated if there is a set G of compact objects of T such
that an object X ∈ T is zero if and only if
T(g,ΣiX) = 0 for every g ∈ G and i ∈ Z.
We denote by Tc the full subcategory of compact objects of T and note that it is
an essentially small thick subcategory of T.
Example 2.2. Let us give some examples of compactly generated triangulated
categories which will be used as illustrations throughout.
(1) Let R be a ring and denote by D(R) the unbounded derived category of R.
Then D(R) is compactly generated and R is a compact generator for D(R).
(2) Let SH denote the stable homotopy category. The sphere spectrum S0 is a
compact generator for SH and hence it is compactly generated.
(3) Let G be a finite group and let k be a field whose characteristic divides the
order of G. Then Mod kG, the stable category of aribtrary kG-modules is
a compactly generated triangulated category.
Definition 2.3. A compactly generated tensor triangulated category is a triple
(T,⊗,1) where T is a compactly generated triangulated category, and (⊗,1) is a
symmetric monoidal structure on T such that the tensor product ⊗ is a coproduct
preserving exact functor in each variable and the compact objects Tc form a tensor
subcategory. In particular, we require that the unit 1 is compact.
Remark 2.4. We will frequently supress the tensor product and unit and just refer
to T as a compactly generated tensor triangulated category.
Remark 2.5. By Brown representability [Nee96, Theorem 3.1], and the assumption
that the tensor product is coproduct preserving, it is automatic that T is closed
symmetric monoidal—for each X ∈ T the functor X ⊗− has a right adjoint which
we denote by hom(X,−).
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Finally, we come to the combination of hypotheses that we can get the most
mileage out of.
Definition 2.6. A rigidly-compactly generated tensor triangulated category T is a
compactly generated tensor triangulated category such that the full subcategory
Tc of compact objects is rigid. Explicitly, not only is Tc a tensor subcategory of T,
but it is closed under the internal hom (which exists by the previous remark) and
is rigid in the sense of Definition 1.3.
Example 2.7. Each of the triangulated categories covered in Example 2.2 (with
the proviso in (1) that the ring is commutative) is a rigidly-compactly generated
tensor triangulated category via the left derived tensor product, smash product,
and tensor product over the ground field with the diagonal action respectively.
2.2. Localising sequences and smashing localisations. We now review some
definitions concerning the particular subcategories of a rigidly-compactly generated
tensor triangulated category that we will wish to consider. Of course some of the
definitions we make are valid more generally, but we will restrict ourselves to what
we need. Throughout we fix a rigidly-compactly generated tensor triangulated
category T.
Definition 2.8. Let L be a triangulated subcategory of T. The subcategory L is
localising if it is closed under arbitrary coproducts in T. Dually, it is colocalising if
it is closed under arbitrary products in T. Put another way, a full subcategory of T
is localising if it is closed under suspensions, cones, and coproducts and colocalising
if it is closed under suspensions, cones, and products.
Let I be a localising subcategory of T. We call I a localising tensor-ideal if for
any X ∈ T and Y ∈ I the object X ⊗ Y lies in I.
Given a family of objects S ⊆ T we denote by loc(S) (resp. loc⊗(S)) the small-
est localising subcategory (resp. localising tensor-ideal) of T containing S and by
Loc(T) (resp. Loc⊗(T)) the collection of all localising subcategories (resp. localising
tensor-ideals) of T.
Remark 2.9. There is, a priori, no reason that either Loc(T) or Loc⊗(T) should
be sets. In fact, whether or not these collections can form proper classes in the
given situation is a longstanding open problem.
Remark 2.10. By [Nee01, Proposition 1.6.8] every localising subcategory and
every colocalising subcategory of T is automatically closed under direct summands,
i.e. (co)localising implies thick.
Remark 2.11. One can show, see for instance [Nee96, Lemma 3.2], that a set G of
compact objects in T is a set of compact generators for T if and only if loc(G) = T.
This last remark is very important in practice. For instance, it is a key point
in proving the following elementary but useful lemma. Perhaps more importantly,
the proof illustrates an argument which appears frequently in this subject.
Lemma 2.12. Let T be a rigidly-compactly generated tensor triangulated category.
Then, for t ∈ Tc the isomorphism of endofunctors of Tc
t∨ ⊗ (−)
α
−→ hom(t,−)
extends to an isomorphism of the corresponding endofunctors of T. That is, for any
X ∈ T we have t∨ ⊗X ∼= hom(t,X). In particular, hom(t,−) preserves coproducts
and t⊗ (−) is left and right adjoint to t∨ ⊗ (−) when viewed as endofunctors of T.
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Proof. As in Definition 1.3 we can define a natural transformation
α : t∨ ⊗ (−) −→ hom(t,−)
of functors T −→ T. Define a full subcategory of T as follows
S = {X ∈ T | αX : t
∨ ⊗X −→ hom(t,X) is an isomorphism}.
As both functors involved preserve suspensions and coproducts, and α is also com-
patible with suspensions and coproducts, we see that S is closed under coproducts
and suspensions. Given a triangle X −→ Y −→ Z −→ ΣX with X,Y ∈ S the
naturality of α guarantees the commutativity of the following diagram
t∨ ⊗X //
αX

t∨ ⊗ Y //
αY

t∨ ⊗ Z //
αZ

Σ(t∨ ⊗X)
αΣX

hom(t,X) // hom(t, Y ) // hom(t, Z) // Σhom(t,X)
As both functors are exact the rows are triangles and so since αX and αY are
isomorphisms it follows that αZ must also be an isomorphism and hence Z ∈ S.
Thus S is a localising subcategory and, by rigidity of Tc, we have Tc ⊆ S. It then
follows from [Nee96, Lemma 3.2] that S = T which proves the first assertion of the
Lemma; the rest of the statements are immediate. 
Another illustration is given by the following analogue of Lemma 1.9.
Lemma 2.13. Let T be a rigidly-compactly generated tensor triangulated category.
If 1 is a compact generator for T, i.e. if T = loc(1), then every localising subcategory
of T is a localising tensor-ideal.
Proof. Exercise. 
Localising subcategories are not imaginatively named—they are precisely the
kernels of localisation functors. We will only give a brief outline of the formalism
that we need and do not go into the details of forming Verdier quotients. There
are many excellent sources for further information on this topic such as [Nee01],
[BN93], and [Kra10].
Definition 2.14. A localisation sequence is a diagram
L
i∗ //oo
i!
T
j∗ //oo
j∗
C
where i! is right adjoint to i∗ and j∗ is right adjoint to j
∗, both i∗ and j∗ are fully
faithful and hence embed L and C as a localising and a colocalising subcategory
respectively, and we have equalities
(i∗L)
⊥ = j∗C and
⊥(j∗C) = i∗L,
where
(i∗L)
⊥ = {Y ∈ T | T(i∗L, Y ) = 0 for all L ∈ L}
and
⊥(j∗C) = {Y ∈ T | T(Y, j∗C) = 0 for all C ∈ C}.
We refer to the composite i∗i
! as the acyclisation functor and j∗j
∗ as the localisation
functor corresponding to this localisation sequence.
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We will frequently abuse the notation in such situations and identify L and C
with their images under the fully faithful functors i∗ and j∗.
The existence of a localisation sequence provides a great deal of information
and has many consequences. The following proposition lists a few of the ones we
will need. We suggest perusing the references given before the above definition for
more details as well as proofs of the statements made below (there are, in addition,
relevant references in [BF11, Theorem 2.6] where these statements also appear).
Proposition 2.15. If we have a localisation sequence as in the definition then the
following statements hold.
(a) The composites j∗i∗ and i
!j∗ are zero. Moreover, the kernel of j
∗ is precisely
L.
(b) The composite
C
j∗
−→ T −→ T/L
is an equivalence. In particular, the Verdier quotient T/L is locally small
and the canonical projection T −→ T/L has a right adjoint.
(c) For every X ∈ T there is a distinguished triangle
i∗i
!X −→ X −→ j∗j
∗X −→ Σi∗i
!X.
These triangles are functorial and unique in the sense that given any dis-
tinguished triangle
X ′ −→ X −→ X ′′ −→ ΣX with X ′ ∈ L and X ′′ ∈ C
there are unique isomorphisms X ′ ∼= i∗i
!X and X ′′ ∼= j∗j
∗X.
(d) A localisation sequence is completely determined by either of the pairs of
adjoint functors (i∗, i
!) or (j∗, j∗).
In nature localising sequences are actually rather easy to come by as a conse-
quence of the following form of Brown representability.
Theorem 2.16. Let T be a compactly generated triangulated category, L ⊆ T a
set of objects, and set L = loc(L). Then the inclusion i∗ : L −→ T admits a right
adjoint. In particular, L fits into a localisation sequence
L
i∗ //oo
i!
T
j∗ //oo
j∗
T/L
Proof. This follows from the results in Section 7.2 of [Kra10] combined with [Nee01,
Theorem 8.4.4]. 
By definition, given any localisation sequence as above, the functors i∗ and j
∗
preserve coproducts by virtue of being left adjoints. The condition that the right
adjoints i! and j∗ also preserve coproducts turns out to be very strong and very
useful.
Definition 2.17. A localisation sequence as in Definition 2.14 is smashing if i! (or
equivalently j∗) preserves coproducts. In this case we call L a smashing subcategory
of T. If L is, moreover, a tensor-ideal we call it a smashing tensor-ideal.
In a smashing localisation sequence C is also, under the embedding j∗, a localising
subcategory of T. The standard source of smashing localisation sequences is the
following well known lemma.
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Lemma 2.18. Let T be a compactly generated triangulated category and S ⊆ Tc a
set of compact objects. Then S = loc(S) is a smashing subcategory, i.e. the inclusion
i∗ : S −→ T admits a coproduct preserving right adjoint i
!.
Proof. We know from Theorem 2.16 that i∗ admits a right adjoint i
!. It follows
from Thomason’s localisation theorem [Nee96, Theorem 2.1] together with [Nee96,
Theorem 5.1] that i! preserves coproducts. 
2.3. Generalised Rickard idempotents and supports. Throughout this sec-
tion we will assume T is a rigidly-compactly generated tensor triangulated category
such that SpcTc, the spectrum of the compact objects, is a noetherian topological
space. Recall from Remark 1.28 that in this case the Thomason subsets of SpcTc
are precisely the specialisation closed subsets.
Aside 2.19. The assumption that SpcTc is noetherian is not necessary, but the
situation is significantly more complicated without this assumption. If the spectrum
is not noetherian then one can not necessarily define a tensor-idempotent, as in
Definition 2.22, for every point. However, the main ideas, as introduced in [BF11]
and discussed below, do work to some extent without the noetherian hypotheses
and as shown in [Ste14] one always has enough information to recover the supports
of compact objects via the support of Definition 2.25.
We now introduce the objects which allow us to extend the support defined in
the first section for objects of Tc to arbitrary objects of T. The construction was
motivated by Rickard’s work in modular representation theory [Ric97] and the work
of Hovey, Palmieri, and Strickland [HPS97] on the correct axiomatic framework in
which to perform such constructions.
We produce the objects we desire, named Rickard idempotents, via the following
key construction based on certain smashing localisations. This result is now some-
what standard, but we include some details. Further information and references
can be found in [BF11].
Theorem 2.20. Let T be a rigidly-compactly generated tensor triangulated cate-
gory, S ⊆ Tc a set of compact objects, and set S = loc⊗(S). Consider the corre-
sponding smashing localisation sequence
S
i∗ //oo
i!
T
j∗ //oo
j∗
S⊥
Then:
(a) S⊥ is a localising tensor-ideal;
(b) there are isomorphisms of functors
i∗i
!1⊗ (−) ∼= i∗i
! and j∗j
∗1⊗ (−) ∼= j∗j
∗;
(c) the objects i∗i
!1 and j∗j
∗1 satisfy
i∗i
!1⊗ i∗i
!1 ∼= i∗i
!1, j∗j
∗1⊗ j∗j
∗1 ∼= j∗j
∗1, and i∗i
!1⊗ j∗j
∗1 ∼= 0,
i.e. they are tensor idempotent and tensor to 0.
Proof. The claimed smashing localisation sequence exists by Lemma 2.18. The
only hitch is that one needs to know S is in fact generated by objects of Tc. In
fact loc⊗(S) = loc(thick⊗(S)) and this can be proved directly or deduced from
[Ste13, Lemma 3.8] and is left as an exercise. We begin by proving (a); this is
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the main point and the other statements follow in a straightforward manner from
abstract properties of localisations.
Consider the following full subcategory of T
M = {X ∈ T | X ⊗ S⊥ ⊆ S⊥}.
As ⊗ is exact and coproduct preserving in each variable and S⊥ is localising it is
straightforward to verify that M is a localising subcategory. Let t be a compact
object of T and Y ∈ S⊥. We have isomorphisms for any Z ∈ S
T(Z, t⊗ Y ) ∼= T(Z, hom(t∨, Y ))
∼= T(Z ⊗ t∨, Y )
= 0
where the first isomorphism is via Lemma 2.12, the second is by adjunction, and
the final equality holds as S is a tensor ideal, so Z ⊗ t∨ ∈ S, together with the fact
that Y ∈ S⊥. As Z ∈ S was arbitrary this shows t⊗Y ∈ S⊥, i.e. Tc ⊆ M. It follows
from Remark 2.11 that M = T which says precisely that S⊥ is a tensor-ideal.
Now we show (b). Consider the localisation triangle
i∗i
!1 −→ 1 −→ j∗j
∗1 −→
from Proposition 2.15 (c). Given X ∈ T we can tensor this triangle with X to
obtain the distinguished triangle
i∗i
!1⊗X −→ X −→ j∗j
∗1⊗X −→
As both S and S⊥ are tensor-ideals the leftmost and rightmost terms of this latter
triangle lie in S and S⊥ respectively. Uniqueness and functoriality of localisation
triangles, also observed in (c) of the aforementioned proposition, then guarantees
unique isomorphisms
i∗i
!X ∼= i∗i
!1⊗X and j∗j
∗X ∼= j∗j
∗1⊗X
which can be assembled to the desired isomorphisms of functors. We leave (c) as
an exercise so the interested reader can familiarise themselves with the properties
of the localisation and acyclisation functors (j∗j
∗ and i∗i
! respectively) associated
to localisation sequences. 
We now apply this proposition to certain subcategories arising from Theorem 1.30.
Let V be a specialisation closed subset of SpcTc. Recall that τ(V) denotes the as-
sociated thick tensor-ideal
τ(V) = {t ∈ Tc | supp t ⊆ V}.
We set
ΓVT = loc(τ(V)).
By Lemma 2.18 there is an associated smashing localisation sequence
ΓVT
//oo T //oo LVT
and we denote the corresponding acyclisation and localisation functors by ΓV and
LV respectively. By [BF11, Theorem 4.1] ΓVT is not only a smashing subcategory
but a smashing tensor-ideal. Thus applying the preceding theorem yields tensor
idempotents ΓV1 and LV1 which give rise to the acyclisation and localisation func-
tors by tensoring. It is these idempotents that are used to define the support; the
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intuition is that, for X ∈ T, ΓV1 ⊗ X is the “piece of X supported on V” and
LV1⊗X is the “piece of X supported on the complement of V”.
Let us make a quick comment on notation before continuing. From this point
forward we will generally denote points of SpcTc by x, y, . . . rather than in a no-
tation suggestive of prime tensor-ideals as in the last section. This is due to the
fact that we will work with SpcTc as an abstract topological space which, together
with supp, forms a support data rather than explicitly with prime tensor-ideals.
Definition 2.21. For every x ∈ SpcTc we define subsets of the spectrum
V(x) = {x}
and
Z(x) = {y ∈ SpcTc | x /∈ V(y)}.
Both of these subsets are specialization closed and hence Thomason as we have
assumed SpcTc is noetherian. We note that
V(x) \ (Z(x) ∩ V(x)) = {x}
i.e. these two Thomason subsets let us pick out the point x.
Definition 2.22. Let x be a point of SpcTc. We define a tensor-idempotent
Γx1 = (ΓV(x)1⊗ LZ(x)1).
Following the intuition above, for an object X ∈ T, the object Γx1⊗X is supposed
to be the “piece of X which lives only over the point x ∈ SpcTc”.
Remark 2.23. Given any Thomason subsets V and W of SpcTc such that
V \ (V ∩W) = {x}
we can define a similar object by forming the tensor product ΓV1 ⊗ LW1. By
[BF11, Corollary 7.5] any such object is uniquely isomorphic to Γx1.
Example 2.24. As a brief respite from the abstraction let us provide a detailed
example describing what these idempotents look like in D(R), the derived category
of a commutative noetherian ring.
Given an element f ∈ R we define the stable Koszul complex K∞(f) to be the
complex concentrated in degrees 0 and 1
· · · −→ 0 −→ R −→ Rf −→ 0 −→ · · ·
where the only non-zero morphism is the canonical map to the localisation. Given
a sequence of elements f = {f1, . . . , fn} of R we set
K∞(f) = K∞(f1)⊗ · · · ⊗K∞(fn).
There is a canonical morphism K∞(f) −→ R which is clearly a degreewise split
epimorphism. We define the Cˆech complex of f to be the suspension of the kernel
of this map. As the stable Koszul complex and the desuspension of the Cˆech
complex fit into a degreewise split short exact sequence there is a triangle
K∞(f) −→ R −→ Cˇ(f) −→ ΣK∞(f).
Explicitly we have
Cˇ(f)t =
⊕
i0<···<it
Rfi0 ···fit
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for 0 ≤ t ≤ n− 1 and K∞(f) is essentially the same complex desuspended and with
R in degree 0. Given an ideal I of R we can defineK∞(I) and Cˇ(I) by choosing a set
of generators for I. It turns out the complex obtained is independent of the choice
of generators up to quasi-isomorphism. We observe that both of these complexes
are bounded complexes of flat R-modules and hence are K-flat : tensoring, at the
level of chain complexes, with either complex preserves quasi-isomorphisms.
Using these complexes we can give the following well known explicit descriptions
of the Rickard idempotents corresponding to some specialization closed subsets.
For an ideal I ⊆ R and p ∈ SpecR a prime ideal there are natural isomorphisms in
D(R):
(1) ΓV(I)R ∼= K∞(I);
(2) LV(I)R ∼= Cˇ(I);
(3) LZ(p)R ∼= Rp.
In particular, the objects ΓpR = ΓV(p)R⊗LZ(p)R, which will give rise to supports
on D(R), are naturally isomorphic to K∞(p) ⊗ Rp. Statements (1) and (2) are
already essentially present in [Har67]. In the form stated here they are special
cases of [Gre01, Lemma 5.8]. The third statement can be proved by noting that the
full subcategory of complexes with homological support in U(p) = SpecR \ Z(p) is
the essential image of the inclusion of D(Rp) and then appealing to the fact that,
up to direct summands,
Dperf(R)/τ(Z(p)) ∼= Dperf(Rp).
We now come to the main definition of this section.
Definition 2.25. For X ∈ T we define the support of X to be
suppX = {x ∈ SpcTc | Γx1⊗X 6= 0}.
We do not introduce notation to distinguish this notion of support, applied to
compact objects, from the one for the first section as they agree. The following
proposition records this fact as well as several other important properties of the
support and the tensor-idempotents we have defined.
Proposition 2.26 ([BF11, 7.17, 7.18]). The support defined above satisfies the
following properties.
(a) The two notions of support coincide for any compact object of T.
(b) For any set-indexed family of objects {Xλ | λ ∈ Λ} we have
supp(
∐
λ∈Λ
Xλ) =
⋃
λ∈Λ
suppXλ.
(c) For every X ∈ T supp(ΣX) = supp(X).
(d) Given a distinguished triangle X −→ Y −→ Z −→ in T we have
supp(Y ) ⊆ supp(X) ∪ supp(Z).
(e) For any X,Y ∈ T we have supp(X ⊗ Y ) ⊆ supp(X) ∩ supp(Y ).
(f) For any X ∈ T and Thomason subset V ⊆ SpcTc we have
supp(ΓV1⊗X) = (suppX) ∩ V
supp(LV1⊗X) = (suppX) ∩ (SpcT
c \ V).
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Remark 2.27. Note that (e) is weaker than the corresponding statement given in
Lemma 1.15. It is also worth noting that we have not mentioned that an object
X ∈ T is 0 if and only if suppX = ∅. In fact this latter statement is much more
subtle for rigidly-compactly generated tensor triangulated categories. We will show,
with an additional hypothesis, that it does indeed hold though when we discuss the
local-to-global principle in the next section.
We defer any detailed examples to the end of the next section. One can, using
just the definition of the support and these properties, already make interesting
statements but life is much easier once we have the local-to-global principle.
3. Tensor actions and the local-to-global principle
In the last section we saw how to define a notion of support for rigidly-compactly
generated tensor triangulated categories using the spectrum of the compacts. In
this section we will explain a relative version, where one defines supports in terms of
the action of a rigidly-compactly generated tensor triangulated category. What we
have seen is then the special case of such a category acting on itself in the obvious
way. The main reference for this section is [Ste13].
Continuing our analogy from the first section: if a tensor triangulated category
is viewed as a strange sort of ring, we will now study the basics of the corresponding
module theory.
3.1. Actions and submodules. We define here the notion of left action and
express a sinistral bias by only considering left actions. We will omit the “left”
and refer to them simply as actions. One can, of course, define right actions in the
analogous way, although since we deal with symmetric monoidal categories this is
mostly cosmetic.
We fix throughout this section a rigidly-compactly generated tensor triangulated
category T and a compactly generated triangulated category K. We will continue
to assume throughout that SpcTc is noetherian. Again a lot of the theory can be
developed without this hypothesis, but we avoid the related technicalities for the
sake of simplicity.
Definition 3.1. A (left) action of T on K is a functor
∗ : T× K −→ K
which is exact in each variable, i.e. for all X ∈ T and A ∈ K the functors X ∗ (−)
and (−) ∗A are exact, together with natural isomorphisms
aX,Y,A : (X ⊗ Y ) ∗A
∼
−→ X ∗ (Y ∗A)
and
lA : 1 ∗A
∼
−→ A
for all X,Y ∈ T, A ∈ K, compatible with the exactness hypotheses on (−) ∗ (−)
and satisfying the following compatibility conditions:
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(1) The associator a makes the following diagram commute for all X,Y, Z in T
and A in K
X ∗ (Y ∗ (Z ∗A))
X ∗ ((Y ⊗ Z) ∗A)
X∗aY,Z,A
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
(X ⊗ Y ) ∗ (Z ∗A)
aX,Y,Z∗A
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙
(X ⊗ (Y ⊗ Z)) ∗A
aX,Y⊗Z,A
OO
((X ⊗ Y )⊗ Z) ∗A
aX⊗Y,Z,A
OO
oo
where the bottom arrow is the associator of (T,⊗,1).
(2) The unitor l makes the following squares commute for every X in T and A
in K
X ∗ (1 ∗A)
X∗lA // X ∗A
1X∗A

(X ⊗ 1) ∗A
aX,1,A
OO
// X ∗A
1 ∗ (X ∗A)
lX∗A // X ∗A
1X∗A

(1⊗X) ∗A
a1,X,A
OO
// X ∗A
where the bottom arrows are the right and left unitors of (T,⊗,1).
(3) For every A in K and r, s ∈ Z the diagram
Σr1 ∗ ΣsA
∼ //
≀

Σr+sA
(−1)rs

Σr(1 ∗ ΣsA) ∼
// Σr+sA
is commutative, where the left vertical map comes from exactness in the
first variable of the action, the bottom horizontal map is the unitor, and
the top map is given by the composite
Σr1 ∗ ΣsA −→ Σs(Σr1 ∗A) −→ Σr+s(1 ∗A)
l
−→ Σr+sA
whose first two maps use exactness in both variables of the action.
(4) The functor ∗ distributes over coproducts. Explicitly, for families of objects
{Xi}i∈I in T and {Aj}j∈J in K, and X in T, A in K the canonical maps∐
i
(Xi ∗A)
∼
−→ (
∐
i
Xi) ∗A
and ∐
j
(X ∗Aj)
∼
−→ X ∗ (
∐
j
Aj)
are isomorphisms.
Remark 3.2. Given composable morphisms f, f ′ in T and g, g′ in K one has
(f ′ ∗ g′)(f ∗ g) = (f ′f ∗ g′g)
by functoriality of T× K
∗
−→ K.
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We also note it follows easily from the definition that both 0T ∗ (−) and (−) ∗ 0K
are isomorphic to the zero functor. Indeed if X ∈ T then one has a triangle
X
1X // X // 0 // ΣX
and applying − ∗A for A ∈ K we get a triangle
X ∗A
1X∗A // X ∗A // 0 ∗A // ΣX ∗A.
Thus 0 ∗A ∼= 0 for every A in K and the argument for (−) ∗ 0K is similar.
We view K as a module over T and from now on we will use the terms module
and action interchangeably. There are of course, depending on the context, natural
notions of T-submodule.
Definition 3.3. Let L ⊆ K be a localising (thick) subcategory of K. We say L is a
localising (thick) T-submodule of K if the functor
T× L
∗
−→ K
factors via L, i.e. L is closed under the action of T. In the case that K = T acts on
itself by ⊗ this recovers the notion of a localising (thick) tensor-ideal of T. We mean
the obvious things by a smashing or compactly generated (by compact objects in
the ambient category) submodule.
Notation 3.4. For a collection of objectsA in K we denote, as before, by loc(A) the
smallest localising subcategory containing A and we will use loc∗(A) to denote the
smallest localising T-submodule of K containing A. Extending our earlier notation
we let Loc∗T(K) denote the lattice of localising submodules of K with respect to the
action of T. Usually the action in question is clear and we omit the T from the
notation.
Given in addition a class X of objects of T we denote by
X ∗ A = loc∗(X ∗A | X ∈ X , A ∈ A)
the localising submodule generated by products, with respect to the action, of the
objects from X and A.
We have the following useful technical result for working with tensor-ideals and
submodules generated by prescribed sets of objects.
Lemma 3.5 ([Ste13, Lemma 3.12]). Formation of localising T-submodules com-
mutes with the action, i.e. given a collection of objects X of T and a collection of
objects A of K we have
loc⊗(X ) ∗ loc(A) = loc(X ) ∗ loc(A)
= X ∗ A
= loc(Z ∗ (X ∗A) | Z ∈ T, X ∈ X , A ∈ A).
Another useful lemma in examples, which frequently removes the need to keep
track of submodules versus localising subcategories, is the following analogue of
Lemmas 1.9 and 2.13.
Lemma 3.6 ([Ste13, Lemma 3.13]). If T is generated as a localising subcategory
by the tensor unit 1 then every localising subcategory of K is a T-submodule.
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3.2. Supports. We now introduce supports for K relative to the action of T. This
is done in the naive way, extending what we have seen in the last section. Recall
from Definition 2.22 that for each x ∈ SpcTc we have objects
Γx1 = ΓV(x)1⊗ LZ(x)1.
Notation 3.7. We use ΓxK, for x ∈ SpcT
c, to denote the essential image of
Γx1 ∗ (−). It is a T-submodule as for any X ∈ T and A ∈ ΓxK
X ∗A ∼= X ∗ (Γx1 ∗A
′) ∼= Γx1 ∗ (X ∗A
′)
for some A′ ∈ K as, by virtue of being in the essential image of Γx1⊗ (−), we must
have such an A′ and an isomorphism
A ∼= Γx1⊗A
′.
Similarly we will often write ΓxA as shorthand for Γx1 ∗A.
Definition 3.8. Given A in K we define the support of A to be the set
supp(T,∗)A = {x ∈ SpcT
c | ΓxA 6= 0}.
When the action in question is clear we will omit the subscript from the notation.
We have analogous properties for this notion of support as for the support when
T acts on itself as in Proposition 2.26.
Proposition 3.9. The support assignment supp(T,∗) satisfies the following proper-
ties:
(a) given a triangle
A −→ B −→ C −→ ΣA
in K we have suppB ⊆ suppA ∪ suppC;
(b) for any A in K and i ∈ Z
suppA = suppΣiA;
(c) given a set-indexed family {Aλ}λ∈Λ of objects of K there is an equality
supp
∐
λ
Aλ =
⋃
λ
suppAλ;
(d) the support satisfies the separation axiom, i.e. for every specialization closed
subset V ⊆ SpcTc and every object A of K
suppΓV1 ∗A = (suppA) ∩ V
suppLV1 ∗A = (suppA) ∩ (SpcT
c \ V).
3.3. The local-to-global principle and parametrising submodules. As we
saw an action allows us to define a sublattice Loc∗(K) of the collection of all local-
ising subcategories of K. The hope is twofold: on one hand we hope that the lattice
Loc∗(K) is more tractable than Loc(K) and on the other hand we hope the action
gives us the necessary tools to analyse Loc∗(K). In this section we will define as-
signments relating supports to localising submodules. These assignments are a step
toward achieving our two hopes. We then introduce the local-to-global principle, a
version of which was first formalised in [BIK11] but is already implicit in the work
of Neeman [Nee92], and explain some of its consequences for these assignments.
We will prove a general result showing that the local-to-global principle holds in
many cases of interest (see also Aside 3.20 for a brief discussion of an even more
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general approach). This powerful technical result allows us to reduce classification
problems into smaller (but usually still difficult) pieces. Along the way we will
finally show that the support, in the sense we have defined above, is sufficiently
refined to determine whether or not an object is 0.
Definition 3.10. We define order preserving assignments
{
subsets of SpcTc
} τ //
oo
σ
Loc∗(K)
where both collections are ordered by inclusion. For a localising submodule L we
set
σ(L) = supp L = {x ∈ SpcTc | ΓxL 6= 0}
and for a subset W ⊆ SpcTc we set
τ(W ) = {A ∈ K | suppA ⊆W}.
Both of these are well defined; this is clear for σ and for τ it follows from Proposition
3.9.
Definition 3.11. We say T × K
∗
−→ K satisfies the local-to-global principle if for
each A in K
loc∗(A) = loc∗(ΓxA | x ∈ SpcT
c).
The local-to-global principle has the following rather pleasing consequences for
the assignments σ and τ of Definition 3.10.
Lemma 3.12. Suppose the local-to-global principle holds for the action of T on K
and let W be a subset of SpcTc. Then
τ(W ) = loc∗(ΓxK | x ∈ W ∩ σK).
Proof. By the local-to-global principle we have for every object A of K an equality
loc∗(A) = loc∗(ΓxA | x ∈ SpcT
c).
Thus
τ(W ) = loc∗(A | suppA ⊆W )
= loc∗(ΓxA | A ∈ K, x ∈ W )
= loc∗(ΓxA | A ∈ K, x ∈ W ∩ σK)
= loc∗(ΓxK | x ∈ W ∩ σK).

Proposition 3.13. Suppose the local-to-global principle holds for the action of T
on K and let W be a subset of SpcTc. Then there is an equality of subsets
στ(W ) =W ∩ σK.
In particular, τ is injective when restricted to subsets of σK.
Proof. With W ⊆ SpcTc as in the statement we have
στ(W ) = supp τ(W )
= supp loc∗(ΓxK | x ∈W ∩ σK),
the first equality by definition and the second by the last lemma. Thus στ(W ) =
W ∩ σK as claimed: by the properties of the support (Proposition 3.9) we have
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στ(W ) ⊆ W ∩ σK and it must in fact be all of W ∩ σK as x ∈ σK if and only if
ΓxK contains a non-zero object. 
Now we go about showing that we have access to these results in significant
generality.
Definition 3.14. We will say the tensor triangulated category T has a model if it
occurs as the homotopy category of a monoidal model category.
Our main interest in such categories is that the existence of a monoidal model
provides a good theory of homotopy colimits compatible with the tensor product.
Remark 3.15. Of course instead of requiring that T arose from a monoidal model
category we could, for instance, ask that T was the underlying category of a stable
monoidal derivator. In fact we will only use directed homotopy colimits so one
could use a weaker notion of a stable monoidal “derivator” only having homotopy
left and right Kan extensions for certain diagrams; to be slightly more precise one
could just ask for homotopy left and right Kan extensions along the smallest full
2-subcategory of the category of small categories satisfying certain natural closure
conditions and containing the ordinals (one can see the discussion before [Gro13]
Definition 4.21 for further details).
We begin by showing that, when T has a model, taking the union of a chain of
specialisation closed subsets is compatible with taking the homotopy colimit of the
associated idempotents.
Lemma 3.16. Suppose T has a model. Then for any chain {Vi}i∈I of specialisation
closed subsets of SpcTc with union V there is an isomorphism
ΓV1 ∼= hocolimΓVi1
where the structure maps are the canonical ones.
Proof. Each Vi is contained in V so there are corresponding inclusions for i < j
ΓViT ⊆ ΓVjT ⊆ ΓVT.
These inclusions induce canonical morphisms between the corresponding tensor-
idempotents which fit into a commutative triangle
ΓVi1 //
##❋
❋❋
❋❋
❋❋
❋
ΓV1
ΓVj1
<<②②②②②②②②②
We remind the reader that ΓViT denotes the localising tensor-ideal generated by
those compact objects with support in Vi and ΓVi1 is the associated idempotent
for the acyclisation (see the discussion before Definition 2.21).
Commutativity of these triangles gives us an induced morphism from the homo-
topy colimit of the ΓVi1 to ΓV1 which we complete to a triangle
hocolimI ΓVi1 −→ ΓV1 −→ Z −→ ΣhocolimI ΓVi1.
In order to prove the lemma it is sufficient to show that Z is isomorphic to the zero
object in T. If this is the case then the first map in the above triangle is the desired
isomorphism.
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The argument given in [Bou83] can be extended to prove that localising subcat-
egories are closed under homotopy colimits and so this triangle consists of objects
of ΓVT. By definition ΓVT is the full subcategory of T generated by those objects
of Tc whose support is contained in V . Thus Z ∼= 0 if and only if for each compact
object t with supp t ⊆ V we have Hom(t, Z) = 0. We note there is no ambiguity
here as by Proposition 2.26 the two notions of support, that of [Bal05] and [BF11],
agree for compact objects. In particular, the support of any compact object is
closed.
Recall from Theorem 1.21 that SpcTc is spectral (see Definition 1.20), and we
have assumed it is also noetherian. Thus the closed subset supp t can be written as
a finite union of irreducible closed subsets. We can certainly find a j ∈ I so that
Vj contains the generic points of these finitely many irreducible components which
implies supp t ⊆ Vj by specialisation closure. Therefore, by adjunction, it is enough
to show
Hom(t, Z) ∼= Hom(ΓVj t, Z)
∼= Hom(t,ΓVjZ)
is zero, as this implies Z ∼= 0 and we get the claimed isomorphism.
In order to show the claimed hom-set vanishes let us demonstrate that ΓVjZ is
zero. Observe that tensoring the structure morphisms ΓVi11 −→ ΓVi21 for i2 ≥
i1 ≥ j with ΓVj1 yields canonical isomorphisms
ΓVj1
∼= ΓVj1⊗ ΓVi11
∼
−→ ΓVj1⊗ ΓVi21
∼= ΓVj1.
Thus applying ΓVj to the sequence {ΓVi1}i∈I gives a diagram whose homotopy
colimit is ΓVj1. From this we deduce that the first morphism in the resulting
triangle
ΓVj1⊗ hocolimI ΓVi1 −→ ΓVj1 −→ ΓVjZ
is an isomorphism; since T is the homotopy category of a monoidal model cate-
gory the tensor product commutes with homotopy colimits. This forces ΓVjZ
∼= 0
completing the proof. 
Lemma 3.17. Let P ⊆ SpcTc be given and suppose A is an object of K such that
ΓxA ∼= 0 for all x ∈ (SpcT
c \ P ). If T has a model then A is an object of the
localising subcategory
L = loc(ΓyK | y ∈ P ).
Proof. Denote by P(SpcTc) the power set of SpcTc and let Λ ⊆ P(SpcTc) be the
set of specialisation closed subsets W such that ΓWA is in L = loc(ΓyK | y ∈ P ).
We first note that Λ is not empty. Indeed, as Tc is rigid the only compact objects
with empty support are the zero objects by [Bal07, Corollary 2.5] so
Γ∅T = loc(t ∈ T
c | supp(T,⊗) t = ∅) = loc(0)
giving Γ∅A = 0 and hence ∅ ∈ Λ.
Since L is localising, Lemma 3.16 shows the set Λ is closed under taking increasing
unions: as mentioned above the argument in [Bou83] extends to show that localising
subcategories are closed under directed homotopy colimits in our situation. Thus
Λ contains a maximal element Y by Zorn’s lemma. We will show that Y = SpcTc.
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Suppose Y 6= SpcTc. Since SpcTc is noetherian the subspace SpcTc\Y contains
an element z maximal with respect to specialisation. We have
LY 1⊗ ΓY ∪{z}1 ∼= Γz1
as Y ∪{z} is specialisation closed by maximality of z and Remark 2.23 tells us that
we can use any suitable pair of Thomason subsets to define Γz1. So LY ΓY ∪{z}A ∼=
ΓzA and by our hypothesis on vanishing either ΓzK ⊆ L or ΓzA = 0. Consider the
triangle
ΓY ΓY ∪{z}A
≀

// ΓY ∪{z}A // LY ΓY ∪{z}A
≀

ΓY A ΓzA
We see that in either case, since ΓYA is in L and L is localising, the object ΓY ∪{z}A
is in L. Thus Y ∪{z} ∈ Λ which contradicts the maximality of Y . Hence Y = SpcTc
and so A is in L. 
Proposition 3.18. Suppose T has a model. Then the local-to-global principle holds
for the action of T on K. Explicitly, for any A in K there is an equality of T-
submodules
loc∗(A) = loc∗(ΓxA | x ∈ suppA).
Proof. By Lemma 3.17 applied to the action
T× T
⊗
−→ T
we see T = loc(ΓxT | x ∈ SpcT
c). Since ΓxT = loc
⊗(Γx1) it follows that the set of
objects {Γx1 | x ∈ SpcT
c} generates T as a localising tensor-ideal. By Lemma 3.5
given an object A ∈ K we get a generating set for T ∗ loc(A):
T ∗ loc(A) = loc⊗(Γx1 | x ∈ SpcT) ∗ loc(A) = loc
∗(ΓxA | x ∈ suppA).
But it is also clear that T = loc⊗(1) so, by Lemma 3.5 again,
T ∗ loc(A) = loc⊗(1) ∗ loc(A) = loc∗(A)
and combining this with the other string of equalities gives
loc∗(A) = T ∗ loc(A) = loc∗(ΓxA | x ∈ suppA)
which completes the proof. 
We thus have the following theorem concerning the local-to-global principle for
actions of rigidly-compactly generated tensor triangulated categories.
Theorem 3.19. Suppose T is a rigidly-compactly generated tensor triangulated
category with a model and such that SpcTc is noetherian. Then for any compactly
generated triangulated category K, for instance K = T, we have:
(i) The local-to-global principle holds for any action of T on K;
(ii) The associated support theory detects vanishing of objects, i.e. A ∈ K is
zero if and only if suppX = ∅;
(iii) For any chain {Vi}i∈I of specialisation closed subsets of SpcT
c with union
V there is an isomorphism
ΓV1 ∼= hocolimΓVi1
where the structure maps are the canonical ones.
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Proof. That (iii) always holds is the content of Lemma 3.16 and we have proved in
Proposition 3.18 that (i) holds. To see (i) implies (ii), for an action T ∗ K −→ K,
observe that if suppX = ∅ for an object X of K then the local-to-global principle
yields
loc∗(X) = loc∗(ΓxX | x ∈ SpcT
c) = loc∗(0)
so X ∼= 0. 
Aside 3.20. There are other situations in which the local-to-global principle is
known to hold—one is not forced to only consider T whose compacts have noether-
ian spectrum. A general criterion for verifying the local-to-global principle is given
in [Ste16] and it is shown that there are other settings in which one has access to
this tool. However, the local-to-global principle does not come for free. In [Ste14]
examples are given where the local-to-global principle fails.
3.4. An example: commutative noetherian rings. As an example we sketch a
proof of Neeman’s classification, as proved in [Nee92], of the localising subcategories
of D(R) for a commutative noetherian ring R. Our goal is to illustrate how one
applies the machinery thusfar developed in a concrete setting. The details of the
argument are not so different from those in Amnon’s paper, although the abstract
machinery we have developed takes care of many of the technical points.
Let us begin by recalling the theorem.
Theorem 3.21 ([Nee92, Theorem 2.8]). Let R be a commutative noetherian ring.
There is an isomorphism of lattices
{
subsets of SpecR
} τ //
oo
σ
LocD(R)
As we have claimed in Example 1.32 there is a homeomorphism SpcDperf(R) ∼=
SpecR and we regard this as an identification. Let us now recall what the various
relevant tensor-idempotents are in this situation. We introduced, in Example 2.24,
the stable Koszul complex
K∞(f) = · · · −→ 0 −→ R −→ Rf −→ 0 −→ · · ·
and the analogue for any ideal I in R. In this example we also noted that there are
isomorphisms in D(R) for an ideal I and a prime ideal p
(1) ΓV(I)R ∼= K∞(I);
(2) LV(I)R ∼= Cˇ(I);
(3) LZ(p)R ∼= Rp.
In particular, ΓpR ∼= K∞(p)p for each prime ideal p ∈ SpecR.
The unbounded derived category D(R) is certainly rigidly-compactly generated
and we have assumed R is noetherian so Theorem 3.19 guarantees for us that the
local-to-global principle holds. Thus, considering the assignments
{
subsets of SpecR
} τ //
oo
σ
LocD(R)
given by
σ(L) = supp L = {p ∈ SpecR | ΓpL 6= 0}
for a localising subcategory L, and
τ(W ) = {A ∈ D(R) | suppA ⊆W}
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for a subset W of SpecR, we know by Proposition 3.13 that τ is a split monomor-
phism when restricted to σD(R). One sees easily, using the explicit description,
that none of the ΓpR are zero and so, in fact, τ is just injective.
In order to show τ is an isomorphism it is enough to check that each ΓpD(R)
is minimal in the sense that it has no proper non-trivial localising subcategories.
Minimality of ΓpD(R) is equivalent to the statement that for any non-zero A ∈
ΓpD(R) we have
loc(A) = ΓpD(R).
Suppose this is the case. Then for L ∈ LocD(R) we clearly have a containment
L ⊆ τσL.
On the other hand, if A ∈ τσL then we know suppA ⊆ σL and so by the local-to-
global principle
A ∈ loc(A) = loc(ΓpA | p ∈ σL).
If p ∈ σL then ΓpL 6= 0 and so, by our minimality assumption, ΓpD(R) ⊆ L. This
shows A ∈ L proving L = τσL.
We now sketch the proof that the ΓpD(R) are minimal. For each prime ideal p
we will denote by k(p) = Rp/pRp the associated residue field.
Lemma 3.22. There are equalities of localising subcategories
ΓpD(R) = loc(ΓpR) = loc(k(p)).
Proof. The first equality follows from the fact that, by Lemma 2.13, every localising
subcategory of D(R) is a tensor-ideal. In order to prove the second equality, first
note that
ΓpR⊗ k(p) ∼= k(p)
and so k(p) ∈ ΓpD(R). To prove the reverse containment, we begin by noting that
K(pi)p, the usual Koszul complex for p
i localised at p is contained in thick(k(p)).
This is a straightforward consequence of the fact that over Rp the complex K(p
i)p
has finite length homology. One can write the localised stable Koszul complex
K∞(p)p as a homotopy colimit of the K(p
i)p and so K∞(p)p ∈ loc(k(p)). This
completes the proof of the second equality. 
Remark 3.23. Using this lemma one can check that the support we have defined
for D(R) agrees with the support of Neeman which is defined in terms of the residue
fields.
Lemma 3.24. The localising subcategory ΓpD(R) is minimal.
Proof. If A ∈ D(R) then one can check, by factoring the functor k(p)⊗− through
D(k(p)), that
k(p)⊗A ∼=
⊕
i∈Z
Σik(p)(λi)
for some set of cardinals λi, where k(p)
(λi) denotes the coproduct of λi copies of
k(p). One then proceeds by arguing that if A 6= 0 lies in ΓpD(R) we must have
k(p)⊗A 6= 0 and so loc(A) contains k(p). Hence
loc(k(p)) ⊆ loc(A) ⊆ ΓpD(R),
which shows loc(A) = ΓpD(R). 
30 GREG STEVENSON
4. Further applications and examples
In this final section we concentrate on giving some further examples to illustrate
how one can use the local-to-global principle in practice.
4.1. Singularity categories of hypersurfaces. Here we outline the solution to
the classification problem for localising subcategories of singularity categories of
hypersurface rings. The intention is to indicate the manner in which these compu-
tations usually proceed. In particular, we further highlight the manner in which
the local-to-global principle is used. We begin by defining the main players and
explaining the action we will use. Further details, including the analogous results
in the non-affine case, can be found in [Ste14].
We can, for the time being, work quite generally. Suppose R is an arbitrary
commutative noetherian ring. Then one defines a category
DSg(R) := D
b(modR)/Dperf(R),
where Db(modR) is the bounded derived category of finitely generated R-modules
and Dperf(R) is the full subcategory of complexes locally isomorphic to bounded
complexes of finitely generated projectives. This category measures the singularities
of R. In particular, DSg(R) vanishes if and only if R is regular, it is related to other
measures of the singularities of R for example maximal Cohen-Macaulay modules
(see [Buc87]), and its properties reflect the severity of the singularities of R. The
particular category which will concern us is the stable derived category of Krause
[Kra05], namely
S(R) := Kac(InjR)
the homotopy category of acyclic complexes of injective R-modules. We slightly
abuse standard terminology by calling S(R) the singularity category of R. We will
also need to consider the following categories
D(R) := D(ModR), and K(R) := K(ModR)
the unbounded derived category of R and the homotopy category of R-modules.
As indicated above we denote by InjR the category of injective R-modules and we
write FlatR for the category of flat R-modules.
The main facts about S(R) that we will need are summarised in the following
theorem of Krause.
Theorem 4.1 ([Kra05] Theorem 1.1). Let R be a commutative noetherian ring.
(1) There is a recollement
S(R)
I // K(InjR)
Q //
Iρ
ii
Iλ
uu
D(R)
Qρ
jj
Qλ
tt
where each functor is right adjoint to the one above it.
(2) The triangulated category K(InjR) is compactly generated, and Q induces
an equivalence
K(InjR)c −→ Db(modR).
(3) The sequence
D(R)
Qλ // K(InjR)
Iλ // S(R)
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is a localisation sequence. Therefore S(R) is compactly generated, and the
composite Iλ ◦Qρ induces (up to direct factors) an equivalence
DSg(R) −→ S(R)
c.
Now let us outline the proof that there is an action
D(R)× S(R)
⊙
−→ S(R)
in the sense of Definition 3.1. This comes down to showing one can take K-flat
resolutions (see Definition 4.4) of objects of D(R) in a way which, although not
necessarily initially functorial, becomes functorial after tensoring with an acyclic
complex of injectives. Our starting point is work of Neeman [Nee08] and Murfet
[Mur07] which provides a category that naturally acts on K(InjR). As we work
here in the affine case Neeman’s results are sufficient for our purposes. However,
we provide references to the work of Murfet as this makes the results necessary to
generalise to the non-affine case apparent.
There is an obvious action of the category K(FlatR) on K(InjR). It is given by
simply taking the tensor product of complexes. This does in fact define an action
as, since R is noetherian, the tensor product of a complex of flats with a complex of
injectives is again a complex of injectives. However, K(FlatR) may contain many
objects which act trivially. Thus we will now pass to a more manageable quotient.
In order to do so we need the notion of pure acyclicity. In [MS11] a complex
F in K(FlatR) is defined to be pure acyclic if it is exact and has flat syzygies.
Such complexes form a triangulated subcategory of K(FlatR) which we denote by
Kpac(FlatR) and we say that a morphism with pure acyclic mapping cone is a pure
quasi-isomorphism. The point is that tensoring a pure acyclic complex of flats with
a complex of injectives yields a contractible complex by [Nee08, Corollary 9.7].
Following Neeman and Murfet we consider N(FlatR), which is defined to be the
quotient K(FlatR)/Kpac(FlatR). What we have observed above shows the action
of K(FlatR) on K(InjR) factors via the projection K(FlatR) −→ N(FlatR). Next
we describe a suitable subcategory of N(FlatR) which will act on S(R).
Recall from above that S(R) is a compactly generated triangulated category.
Consider E =
∐
λ Eλ where Eλ runs through a set of representatives for the iso-
morphism classes of compact objects in S(R). We define a homological functor
H : K(FlatR) −→ Ab by setting, for F an object of K(FlatR),
H(F ) = H0(F ⊗R E)
where the tensor product is taken in K(R). This is a coproduct preserving homolog-
ical functor since we are merely composing the exact coproduct preserving functor
(−)⊗R E with the coproduct preserving homological functor H
0.
In particular every pure acyclic complex lies in the kernel of H .
Definition 4.2. With notation as above we denote by A⊗(InjR) the quotient
ker(H)/Kpac(FlatR), where
ker(H) = {F ∈ K(FlatR) | H(ΣiF ) = 0 ∀i ∈ Z}.
The next lemma shows this is the desired subcategory of N(FlatR).
Lemma 4.3 ([Ste14, Lemma 4.3]). An object F of K(FlatR) lies in ker(H) if and
only if the exact functor
F ⊗R (−) : K(InjR) −→ K(InjR)
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restricts to
F ⊗R (−) : S(R) −→ S(R).
In particular, A⊗(InjX) consists of the pure quasi-isomorphism classes of objects
which act on S(X).
Before continuing we recall the notion of K-flatness. By taking K-flat resolutions
we get an action of D(R) via the above category.
Definition 4.4. We say that a complex of flat R-modules F is K-flat provided
F⊗R(−) sends quasi-isomorphisms to quasi-isomorphisms (or equivalently if F⊗RE
is an exact complex for any exact complex of R-modules E).
Lemma 4.5. There is a fully faithful, exact, coproduct preserving functor
D(R) −→ A⊗(InjR).
Proof. There is, by the proof of Theorem 5.5 of [Mur07], a fully faithful, exact,
coproduct preserving functor D(R) −→ N(FlatR) given by taking K-flat resolutions
and inducing an equivalence
D(R) ∼= ⊥Nac(FlatR).
This functor given by taking resolutions factors viaA⊗(InjR) since K-flat complexes
send acyclics to acyclics under the tensor product. 
Taking K-flat resolutions and then tensoring gives the desired action
(−)⊙ (−) : D(R)× S(R) −→ S(R)
by an easy argument: K-flat resolutions are well behaved with respect to the tensor
product so the necessary compatibilities follow from those of the tensor product of
complexes.
Remark 4.6. Recall that every complex in K−(FlatR), the homotopy category of
bounded above complexes of flat R-modules, is K-flat. Thus when acting by the
subcategory K−(FlatR) there is an equality ⊙ = ⊗R.
We can now apply all of the machinery we have introduced for actions of rigidly-
compactly generated triangulated categories. Recall from Example 1.32 that
SpcD(R)c = SpcDperf(R) ∼= SpecR
Henceforth we will identify these spaces. As in Definition 3.8 we get a notion of
support on S(R) with values in SpecR; we will denote the support of an object A
of S(R) simply by suppA. As the category D(R) has a model the local-to-global
principle (Theorem 3.19) holds. In particular, not only do we have assignments as
in Definition 3.10
(4.1)
{
subsets of SpecR
} τ //
oo
σ
{
localising subcategories of S(R)
}
where for a localising subcategory L we set
σ(L) = supp L = {p ∈ SpecR | ΓpL 6= 0}
and for a subset W ⊆ SpecR we set
τ(W ) = {A ∈ S(R) | suppA ⊆W}.
we have the following additional information.
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Proposition 4.7. Given a subset W ⊆ SpecR there is an equality of subcategories
τ(W ) = loc(ΓpS(R) | p ∈W )
Proof. This is just a restatement of Lemma 3.12 combined with Lemma 2.13. 
We now describe σS(R), the support of the singularity category. In order to
describe it we need to recall the following definition.
Definition 4.8. The singular locus of R is the set
Sing(R) = {p ∈ SpecR | Rp is not regular},
i.e. the collection of those prime ideals p such that Rp has infinite global dimension.
Recall that this is equivalent to the residue field k(p) having infinite projective
dimension over Rp.
Proposition 4.9 ([Ste14, Proposition 5.7]). For any p ∈ SingR the object ΓpIλQρk(p)
is non-zero in S(R). Thus ΓpS(R) is non-trivial for all such p yielding the equality
σS(R) = SingR.
We now restrict ourselves to hypersurfaces, which we define below, so we can
state the classification theorem, and provide a rough sketch of the proof.
Definition 4.10. Let (R,m, k) be a noetherian local ring. We say R is a hyper-
surface if its m-adic completion Rˆ can be written as the quotient of a regular ring
by a regular element (i.e. a non-zero divisor).
Given a not necessarily local commutative noetherian ring R if, when localized
at each prime ideal p in SpecR, Rp is a hypersurface we say that R is locally a
hypersurface.
Theorem 4.11 ([Ste14, Theorem 6.13]). If R is a noetherian ring which is locally
a hypersurface then there is an isomorphism of lattices
{
subsets of SingR
} τ //
oo
σ
{
localising subcategories of S(R)
}
given by the assignments of (4.1). This restricts to the equivalent lattice isomor-
phisms{
specialization closed
subsets of SingR
}
τ //
oo
σ
{
localising subcategories of S(R)
generated by objects of S(R)c
}
and {
specialization closed
subsets of SingR
}
//
oo
{
thick subcategories of DSg(R)
}
.
Sketch of proof. We only sketch the proof of the first bijection, the others follow
from it but the proof is somewhat more involved.
By Proposition 3.13, combined with the computation of σS(R) given in Propo-
sition 4.9, we know that τ is injective with left inverse σ. Suppose then that L is a
localising subcategory and consider
τσL = loc(ΓpS(R) | ΓpL 6= 0)
where we have this equality by Proposition 4.7. By [Ste14, Theorem 6.12] (together
with a short reduction to the local case) each of the localising subcategories ΓpS(R)
is minimal, i.e. it has no proper non-zero localising subcategories. Thus, if ΓpL is
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non-zero it must, by this minimality, be equal to ΓpS(R). By the local-to-global
principle we know
L = loc(ΓpL | p ∈ SingR)
and so putting all this together yields
L = loc(ΓpL | p ∈ SingR) = loc(ΓpS(R) | ΓpL 6= 0) = τσL.
This proves we have the claimed bijection. 
Remark 4.12. One should compare the above approach with that used in Sec-
tion 3.4 (and note the similarity). The strategy evident in these proof sketches is
really the thing to remember. Given the local-to-global principle for an action of
T on K it is sufficient to check that each ΓxK is either zero or has no non-trivial,
proper localising submodules; if this is the case one has an isomorphism of lattices
Loc∗(K) ∼= {subsets of σK}
giving a solution to the classification problem for submodules.
4.2. Representations of categories over commutative noetherian rings.
As another application of the local-to-global principle we sketch here some ideas
coming from recent work of the author with Benjamin Antieau [AS15]. We are
quite light on details; the idea is just to give another taste of the kind of reductions
one can do with the local-to-global principle. The idea is to reduce the study of
localising subcategories of derived categories of representations of a small category
in R-modules, for a commutative noetherian ring R, to the study of the same
problem over fields. This allows one, for instance, to give a classification of localising
subcategories in the derived category of the R-linear path algebra of a Dynkin
quiver.
We begin with some setup. Again we do not work in the maximum possible
generality, but restrict the discussion to make it less technical. Fix a commutative
noetherian ring R and let C be a small category. For instance C could be the path
category of a quiver, a groupoid, or a poset. The category of (right) R-modules is
the category
ModR C = [C
op,ModR]
of contravariant functors from C to R-modules. By standard nonsense ModR C is
a Grothendieck abelian category with enough projectives and is equivalent to the
category of R-linear functors
[RCop,ModR]R
where RC denotes the free R-linear category on C. There is an action
ModR×ModR C
⊗R−→ ModR C
defined by pointwise tensoring, i.e. given an R-module M and a C-module F we
have for c ∈ C
(M ⊗R F )(c) =M ⊗R (F (c)).
Given a homomorphism of rings φ : R −→ S we have the obvious base change
and restriction functors giving rise to an adjunction
ModR C
φ∗ //oo
φ∗
ModS C
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and we can write φ∗ in terms of the action as S ⊗R − together with the obvious
S-action.
We can now derive all of this to obtain an action
D(R)× D(RC) −→ D(RC)
where D(RC) is our shorthand for the unbounded derived category D(ModR C)
of C-modules. As the projectives in ModR C are pointwise R-flat we can resolve
in D(RC) to compute this left derived action and so given φ : R −→ S as above
S ⊗LR − realises Lφ
∗. As a particular instance of this we can take, for p ∈ SpecR,
the morphism R −→ k(p). We thus get an adjunction
D(RC)
k(p)⊗LR− //oo D(k(p)C)
relating representations over R to representations over k(p) and arising from the
D(R) action.
We can use these adjunctions to split up the problem of understanding the lattice
of localising subcategories of D(RC) into pieces. Define
F
s
−→ SpecR
by declaring that s−1(p) = Loc(D(k(p)C)), i.e. we have
F =
∐
p∈SpecR
Loc(D(k(p)C))
and s is the obvious “collapsing map”. We get poset morphisms
LocD(RC)
f //
oo
g
{
sections l of
F
s
−→ SpecR
}
defined on a localising subcategory L and a section l by
f(L) : p 7→ loc(k(p)⊗ L) ⊆ D(k(p)C)
and
g(l) = {X ∈ D(RC) | k(p)⊗X ∈ l(p) ∀ p ∈ SpecR}.
One of the main theorems of [AS15] is:
Theorem 4.13. The morphisms f and g are inverse to one another.
This fact is a direct application of the local-to-global principle for the action of
D(R) on D(RC). Let us close by giving an outline of the proof.
By Theorem 3.19 applied to the D(R) action we can reduce to checking that
there is a lattice isomorphism
LocΓpD(RC) ∼= LocD(k(p)C)
for each p ∈ SpecR. However, one can proceed more directly. The main inputs
for this direct approach to proving the theorem are the following two technical
results. The first is essentially a consequence of the observation we have made in
Lemma 3.22
Proposition 4.14. Given X ∈ D(RC) there is an equality
loc(X) = loc(k(p)⊗X | p ∈ SpecR).
In particular, k(p)⊗X ∼= 0 for all p if and only if X ∼= 0.
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Proposition 4.15. Given a section l of F
s
−→ SpecR there is an equality
g(l) = {X | k(p)⊗X ∈ l(p) ∀ p ∈ SpecR} = loc(l(p) | p ∈ SpecR)
where l(p) is viewed as a subcategory of D(RC) via restricting along R −→ k(p).
Fix a localising subcategory L of D(RC) and a section l of s. Given these two
results one proves the theorem via the computations
gf(L) = loc(f(L)(p) | p ∈ SpecR)
= loc(k(p)⊗ L | p ∈ SpecR)
= L
where the final equality holds by the first proposition, and
fg(l)(p) = loc(k(p)⊗ g(l))
= loc(k(p)⊗ l(p))
= l(p).
It remains an open and challenging problem to better understand the smashing
subcategories and telescope conjecture for D(RC). Furthermore, very little is known
about the lattices LocD(kC) for a field k except in certain very special cases.
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