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ABSTRACT 
Several classes of substochastic matrices are introduced in higher dimensions, and 
some theorems about their extreme points are presented. An extension of a theorem of 
von Neumann concerning doubly substochastic matrices is discussed, and the classes 
for which this extension remains valid are determined. 
1. INTRODUCTION 
This work stems from the following theorem of von Neumann [8]. 
THEOREM 1. If A is a doubly substochustic (d.s. s.) matrix of order n, 
then there exists a doubly stochastic (d.s.) matrix B of o&r n such that 
A G B (elementwise). 
We shall call such a matrix B a von Neumann majorization (or simply a 
majorization) of A. In the next section we shall introduce several convex sets 
of substochastic matrices in higher dimensions, and we shall show that there 
is a striking difference with respect to the existence of von Neumann 
majorization in the different classes of substochastic matrices. We shall also 
present theorems about the extreme points of these convex and compact sets 
of matrices, and we shall discuss some results about the existence of (O,l> 
extremal matrices for some classes of higher dimensional stochastic matrices. 
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2. ON SUBSTOCHASTIC MATRICES 
First we provide some notation and definitions. Let k and n be positive 
integers. Let 
Ik,“= {(iI&.., i,):i,~f~, l<i,<n for Z=l,..., k}. 
Keeping the geometric analogy, and following and slightly modifying [3] and 
[7], we shall call a subset T of Jk n a j-hyperplane if T= {(i,,i,,...,i,)~ 
-Ik,n: ii = const for some fixed integer 1 Q j < k }. T will be also called a 
(k - l>dimensional (affine) subspace [or (k - l)-flat]. In general, if 1 G r G 
k - 1, we shall call a set T an r-dimensional (affine) subspace of Jk,” if 
wherel<I,<I,< ... <Ik-,Gk} 
We shall assume that the entries of the matrices (arrays) are complex 
numbers. For the sake of completeness we include the following well-known 
definition. 
DEFINITION 1. We shah say that A is a matrix of dimension k and order 
n if A:], ,,-+C. 
We shall also use, when it is convenient, the “matrix notation,” i.e., if A 
is as above, then A = (u,~,,,,,~~ ), and a, ,,.,,, i, wih be referred as an entry (or 
element) of A. 
If A is a matrix, then 2, will denote its pattern, i.e., if A = (a i ,,,,,, i,), 
then 
‘*= Cbil,...,ik) With bil,...,ih= 
i 
’ if ai,,...,ikco~ 
0 if a,,,. ,it=O. 
If A and B are matrices of the same dimension and of the same order, 
then A 0 B wiIl denote their Schur product (multiplication elementwise). 
DEFINITION 2. Let k > 2 and T < k be positive integers. A substochastic 
matrix A of dimension k, degree r, and order n [denoted by A E D(k, R, r)] 
is a k-dimensional matrix with nonnegative entries of order n with the 
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C ail,...,i,G1 (1) 
(i,,...,ik)ET 
for every r-dimensional (affine) subspace T of Jk, ,,. 
Our definition, of course, follows closely the definition of Jurkat and 
Ryser for stochastic matrices of dimension k, degree r, and order n [6]. If B 
is a matrix which belongs to the latter class, we shall denote that fact by 
B E S(k, n, r). 
Obviously, for fixed n, k, and r, we have S(k, n, r) c D(k, n, r) and both 
of these sets are nonempty convex compact subsets of R”‘. 
The elements of D(3, n, 1) will be called triple line substochastic matrices, 
and the elements of D(3, n,2) will be called triple plane substochastic 
matrices. 
There is, by now, a considerable literature about stochastic matrices in a 
higher dimensional setting [l-7], but to our knowledge, this is the first time 
that substochastic matrices have been discussed in such a setting. 
We start with an obvious result. 
THEOREM 2. Zf A is a (0,l) matrix and if A E S(k, n, r) (A E D(k, n, r)), 
then A is an extremul element of S(k, n, r) (D(k, n, r)). 
In what follows, the next result plays an important role. 
LEMMA 1. ‘f A =(ai,,...,ik) is an extremal element of D(k, n, r) and if 
an entrY ai;,...,ii > 0, then there exists an r-dimensional (afine) subspace T 
of I,_ such that (ii,.. ., ii) E T and 
The proof is st~dard(ll.l......rl~T 
Now, we present an example. 
EXAMPLE 1. Consider a D(3,3,1) matrix 
planes displayed: 
with consecutive horizontal 
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It is evident that there is no B E S(3,3,1) such that B majorizes A in the 
sense of von Neumann. 
Those members of D(k, n, r) which are majorizable in the sense of von 
Neumann also form a convex set. This set will be denoted by D,(k, n, r). 
The following is the main result of this section. 
THEOREM 3. If A is an extremul element of D( k, n, r ) and if A E 
D,( k, n, r ), then there exists a matrix B E S( k, n, r) such that B is extremul 
and B majorizes A in the sense of von Neumann, and A is obtained from B 
by replacing a certain number of its positive entries by zero. 
Proof. Let rA= {C:CES(k, n,r) and A < C}. Clearly, rA is a non- 
empty (compact) convex set. Let B be an extremal element of rA. Since A is 
an extremal element of D(k, n, r), by Lemma 1 we can conclude that B is 
obtained from A by replacing some of its zero entries by positive entries and 
leaving invariant all of its positive entries. 
We have to show that B is extremal in the class S( k, n, r ). Assume that 
B = XC+(l- A)D, where O< A ~1, C, D~S(k,n,r). We shall show 
that both C and D belong to rA, which will imply that C = D. Indeed, by 
Lemma 1, 
A=Z,oB=h(Z,4)+(1-X)(Z,oD). 
Now, since A is extremal in D(k, n, T), we have that Z, 0 C = Z, 0 D = A, 
which implies that A < C and A Q D, i.e. C, D E rA. W 
REMARK 2. Theorem 3 presents a generalization of the following well- 
known result: A is an extremal d.s.s. matrix of order n if and only if A is a 
(0,l) d.s.s. matrix of order n. 
In higher dimensions, it is easy to exhibit extremal elements of S(k, n, r) 
[not (0,l) matrices] with the property that when certain of their positive 
entries replaced by zero, then the new matrices are not extremal in D( k, n, T). 
3. ON (0,l) STOCHASTIC MATRICES 
In this section, we discuss the problem of the existence of (0,l) elements 
of S( k, n, r ) in some special cases which will be useful in the next chapter. 
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If E, 77 E Ik+, then dH(& 11) wiU stand for the Hamming distance between 
.$ and 7. In what follows, we are presenting a result which can be found 
implicitly in [3] and [4]. 
THEOREM 4. S(k, n, r) h4z.s a (0,l) extremul element if and only if Jk,n 
has a subset M such that 
(a) for all 5, q E M, 6 + 7, we have d&S, 7) > r + 1, 
(b) the cardinality of M is nker. 
The next theorem explains the connection between the nonexistence of 
(0,l) extremal elements and von Neumann majorizability. 
THEOREM 5. Zf S(k, n, r) does not have a (0,l) member, then D(k, n, r) 
has an element which does not have a von Neumann majorization. 
Proof. Let M be a subset of lk+ such that for all 5,~) E M, I # 17, we 
have d&t, q) >, r + 1, and M is maximal with that property. Let A : ./k,+ + R 
such that A is the characteristic function of M. We shall show that A = 
(a i,, _, i,) does not have a von Neumann majorization. Indeed, there exists an 
r-dimensional (affine) subspace T such that 
C ail,...,ik= O* 
(i,,...,ik)ET 
Let xc be an arbitrary element of T, define B: Jk,” + 08 as fdows: 
B(r) = 
A(x) for x#x,, 
C for x=x0, 
where c is a fixed positive number, 0 < c < 1. The maxima&y of M shows 
that B 4 D(k, n, T). Therefore, A is not majorizable, since if A were majoriz- 
able, then there would exist a B E S(k, n, r) [hence a B E D(k, n, r)] with 
the property that B is positive on some point of T and Z, G 2,. n 
The following theorem will be useful in the next section. 
THEOREM 6. S(k,2, k - 2) has 7~) (0,l) extra1 element for k > 4. 
Proof. By Theorem 4, it is enough to show that there is no set M c Jk, n 
which has cardinality 4 and such that if .$ E M, TJ E M, 5 z 9, then d&t, q) 
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> k - 1. Indeed, without loss of generality we can assume that (1, 1, . . . , 1) is a 
member of M. Then the second member is either (2,2,. . . ,2) or (1,2,. . . ,2) 
(or one of the possible permutations of it), and obviously there is no third 
one, which proves this theorem. n 
4. MAIN RESULT 
In this section we present a generalization of the previously mentioned 
result of von Neumann (Theorem 1) in higher dimensions. 
THEOREM 7. If A E D(k, n, k - l), then A has a von Neumann majori- 
z&ion. Zf n> 2, then each class D(k,n,r) with r + k- 1 contains an 
element A which does not have a von Neumann majorization. 
Proof. To show the first part of this result, we assume that A E 
D(k, n, k - 1). We have to show that there exists a B E S(k, n, k - 1) with 
A =G B. Without loss of generality we can assume that A @ S(k, n, k - 1). In 
that case there exists a 1-hyperplane, say i, = Z,, such that 
C aI ,,ig.....ik =t,<1. 
(1 1zi2g...sik)E~k,n 
Since 
we can conclude that there exists a j-hyperplane, say ii = lj for 1~ j < k, 
such that 
c 
(i I,..., lj,...,ik)Elk,” 
ai ,,..., lj ,..., ikzticl* 
Then the position (point) (I,, Z,, . . . , Zk) is the intersection of the hyper- 
planes il=Zl, i,=Z, ,..., i,=Z,. Therefore, the value of the entry at the 
position (Zi, Z,, . . . , Zk) can be increased (while the rest is left unchanged) by 
the amount 1 - max i ~ j c k tj so that the new matrix still belongs to D( k, n, 
k - 1). Thus, after finitely many steps, we obtain a matrix B E S(k, n, k - 1) 
such that A 6 B. 
SUBSTOCHASTIC MATRICES 253 
To prove the second part of this theorem we have to show that each class 
D(k, n, r), r < k - 1, n > 2, contains an element A which does not have a 
von Neumann majorization. 
Let C E S(k, n, r), where n >, 2 and r < k - 1. By “lifting” we define an 
A: Jk,n+l -+ R as follows: 
A(il,i,,...,ik) = 
C(i,,is ,..., ik) if (ii,& ,...) ik) E Jk,n, 
o 
if (ii&..., ik) E lk,n+l’Jk,n* 
(2) 
It is easy to see that A E D(k, n + 1, r). We shah show that there is no 
B E S(k, n + 1, r) such that A Q B. If A were majorizable by a B E S(k, n + 
1, r), then this would imply that B(i, ,..., ik) = 1 for all (ir ,..., ik) E Jk,“+i 
which has exactly r + 1 coordinates equal to n + 1. Indeed, consider an 
r-dimensional (affine) subspace T determined by 
i; = l,, ii=l,,...,i;_,=Z,_, with l<i;< *a* <i;_,<k, 
where one and only one of I,, l,, . . . , Z,_, is equal to n + 1. By our assumption 
c B(i i,...,ik)=l. 
(i,,...,ik)ET 
By (2), A is zero on T. Note that T has one and only point, say x,,, which has 
exactly r + 1 coordinates equal to n + 1. Now, let x E T, x # x0. Then we can 
conclude that there exists an r-dimensional (affine) subspace TI determined 
by k - r coordinates kept fixed, none of them is equal to n + 1 with x E TI. 
Hence at x, A cannot be changed, i.e. B also must be zero. 
Now, we shah show that the condition B(i, ,..., ik) = 1 for ah (iI,..., ik) 
E Ik n+l which has exactly r + 1 coordinates equal to n + 1 leads to a 
contradiction. To do that, we shall prove that there exists an r-dimensional 
subspace which contains at least two of these points. If r + 1~ k - r, then 
any r-dimensional subspace determined by i; = I,, . . . , ii_, = Ik_r, where 
l<i’< ... <i’ ’ 1' k_r < k, with the property that exactly r + 1 of Zj’s are equal 
to n + 1 obviously has the abovementioned property. If r + 1 > k - r. then 
the r-dimensional subspace determined by i, = n + 1,. . . , ik_, = n + 1 has 
this same property. 
The previous method proves the second part of this theorem when n > 3. 
We need to discuss separately the case n = 2. 
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If A E 0(2,2, l), then A has a von Neumann majorization, by Theorem 1 
and by the first part of the present theorem, since T = k - 1. 
The next example will show that 0(3,2,1) has a member which does not 
have a von Neumann majorization. In this display, we enumerate consecutive 
parallel vertical planes: 
By Theorems 5 and 6, it is easy to see that for each k > 4, there exists an 
A E D(k,2, k - 2) which does not have a von Neumann majorization. Then, 
by an obvious “embedding” process, we can conclude that for each k >, 3 
and r < k - 1 there exists an A E D( k, 2, T) which does not have a von 
Neumann majorization. 
It is a privilege to acknowledge a conversation that the author bud with 
Professor Paul E&s, during which he suggested extending the author’s 
3-dim.ensionul results to the k-dimensionul case. 
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