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Ici, nous pre´sentons un des re´sultats de notre article [DGDF07] : un algorithme a` la fois robuste, auto-stabilisant et
efficace pour le proble`me de l’e´lection de leader dans un re´seau complet synchrone. A` notre connaissance, aucun
algorithme ve´rifiant ces trois proprie´te´s n’avait jusqu’alors e´te´ propose´.
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1 Introduction
Les algorithmes robustes abordent la tole´rance aux pannes selon une approche pessimiste : les processeurs
suspectent toutes les informations qu’ils rec¸oivent et chaque e´tape de calcul est garantie par un nombre
suffisant de controˆles pre´alables. Cette approche est ge´ne´ralement utilise´e dans des re´seaux ou` les pannes
sont de´finitives.
Les algorithmes auto-stabilisants [Dij74] abordent la tole´rance aux pannes selon une approche optimiste :
cette me´thode autorise les processeurs non-de´faillants a` avoir un comportement incorrect mais garantit le
retour du syste`me a` un comportement normal en un temps fini apre`s que les pannes ont cesse´. L’auto-
stabilisation est donc adapte´e aux syste`mes pouvant subir des pannes transitoires (i.e., une panne transitoire
est une de´faillance temporaire d’un des composants du re´seau).
Travaux pre´ce´dents. Quelques articles [GP93, AH93, BKM97] traitent d’une approche transversale : la
ftss (fault-tolerance and Self-Stabilisation). Un algorithme ftss est auto-stabilisant dans un syste`me ou` des
pannes transitoires et/ou de´finitives sont possibles. Gopal et Perry [GP93] ont propose´ un algorithme ftss de
synchronisation de phases fonctionnant dans un re´seau complet synchrone ou` au plus k processeurs peuvent
crasher†. En utilisant cet algorithme, ils ont aussi propose´ une me´thode pour transformer des algorithmes
robustes en algorithmes ftss. Anagnostou et Hadzilacos [AH93] de´montrent qu’il n’y a pas d’algorithme ftss
permettant de calculer la taille d’un re´seau en anneau si le re´seau est asynchrone et peut subir un crash au
plus. Beauquier et Kekonnen-Moneta [BKM97] e´tendent ce re´sultat d’impossibilite´ mais de´montrent aussi
que dans un re´seau synchrone, il devient possible de re´soudre ce proble`me avec des de´tecteurs de pannes.
La plupart des solutions auto-stabilisantes ou ftss existantes utilisent le heartbeat : chaque processeur
envoie re´gulie`rement son e´tat local a` ses voisins, meˆme lorsque le syste`me est stabilise´. Cette me´thode est
couˆteuse en terme de communications : dans un re´seau complet de n processeurs, Θ(n2) canaux unidirec-
tionnels sont utilise´s en permanence. L’efficacite´ en communication [LFA00] a e´te´ de´finie pour mettre en
avant le fait qu’un algorithme robuste utilise un minimum de canaux de communication : un algorithme
est dit efficace en communication s’il finit par ne plus utiliser que n−1 canaux de communication — cette
borne e´tant prouve´e optimale pour les algorithmes robustes.
Contributions. Dans cet article, nous proposons une solution a` la fois robuste, auto-stabilisante et efficace
(en communication) au proble`me de l’e´lection de leader dans un re´seau complet synchrone ou` un nombre
fini mais quelconque de pannes (pannes transitoires ou pannes de´finitives de processeurs) peuvent arriver.
Bien que l’e´lection de leader ait e´te´ beaucoup e´tudie´e dans le domaine de la tole´rance aux pannes, aucun
algorithme ve´rifiant ces trois proprie´te´s a` la fois n’a e´te´ propose´ jusqu’a` pre´sent.
† Dans cet article, nous utiliserons l’anglicisme crashe´ pour signifier qu’un processeur est de´finitivement en panne.
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Plan. Dans la section 2, nous pre´sentons le mode`le que nous utilisons. Dans la section 3, nous proposons
notre algorithme. Par manque de place, la preuve formelle de l’algorithme n’est pas pre´sente´e dans cet
article. En revanche, elle est disponible dans le rapport interne en ligne a` l’adresse suivante : http://
hal.archives-ouvertes.fr/hal-00167935/fr/. Nous concluons dans la section 4.
2 Mode`le
Nous conside´rons des re´seaux complets ayant un nombre fini de processeurs : pour chaque paire de
processeurs distincts (p,q), il existe un canal de communication de p vers q et un autre canal de q vers p. Les
processeurs communiquent entre eux par envoi et re´ception de messages. Nous ne faisons pas d’hypothe`se
sur l’ordre de de´livrance des messages.
L’analyse d’un algorithme auto-stabilisant commence a` partir de la configuration imme´diatement poste´-
rieure a` la fin de la dernie`re faute, cette configuration e´tant conside´re´e comme la configuration initiale du
syste`me. Pendant la pe´riode ou` les fautes se produisent, nous supposons que :
- Les e´tats locaux des processeurs peuvent eˆtre corrompus.
- Les processeurs peuvent tomber de´finitivement en panne.
- Les messages peuvent eˆtre corrompus, perdus et/ou retarde´s.
La configuration initiale du syste`me peut donc eˆtre comple`tement quelconque‡ : l’e´tat local de chaque pro-
cesseur peut eˆtre quelconque, les canaux de communication peuvent contenir un nombre fini de messages
quelconques et des processeurs peuvent eˆtre en panne de´finitivement. Cependant, a` partir de cette configu-
ration initiale quelconque, nous supposons que les processeurs vivants§ suivent leur algorithme local, que
plus aucune panne ne survient¶ et que le re´seau est comple`tement synchrone, i.e., les processeurs et les
canaux de communication sont synchrones.
Le fait que les processeurs soient synchrones signifie que le temps d’exe´cution de chacun de leurs pas de
calcul est borne´. L’algorithme que nous proposons (l’algorithme 1) consiste en une boucle infinie contenant
un nombre fini d’actions. Le temps d’exe´cution d’un tour de boucle est donc lui aussi borne´. Pour simplifier,
nous supposerons que chaque processeur exe´cute un tour de boucle en une unite´ de temps.
Le fait que les canaux de communication soient synchrones signifie que chaque message en transit dans
un canal est de´livre´ en un temps borne´. Pour simplifier, nous supposerons que la borne sur le temps de
de´livrance des messages est une constante entie`re non nulle note´e δ.
3 L’ algorithme
Dans cette section, nous pre´sentons un algorithme robuste, auto-stabilisant et efficace d’e´lection de lea-
der. Notre algorithme — l’algorithme 1 — garantit qu’a` partir d’une configuration initiale quelconque, le
syste`me atteint en un temps fini une configuration γ ou` :
(i) Chaque processeur vivant dans γ ve´rifie Elu = ℓ tel que ℓ est un processeur vivant.
(ii) Chaque processeur vivant ve´rifie Elu = ℓ dans toutes les configurations atteignables depuis γ.
Bien suˆr, la variable Elu de´signe le leader du re´seau. Enfin, les configurations ve´rifiant les proprie´te´s (i) et
(ii) sont appele´es les configurations le´gitimes. Inversement, les configurations ne ve´rifiant pas les proprie´te´s
(i) ou (ii) sont appele´es configurations ille´gitimes.
Notre solution est base´e sur quatre principes : le premier principe assure l’efficacite´ en communication,
les trois autres la stabilisation du syste`me.
Pour obtenir l’efficacite´ en communication, notre algorithme utilise un seul type de message et proce`de
comme suit :
‡ Comme tout algorithme auto-stabilisant retrouve en un temps fini un comportement correct a` partir d’une configuration initiale
quelconque, un tel algorithme ne ne´cessite pas de phase d’initialisation des variables.
§ i.e., les processeurs qui ne sont pas tombe´s en panne de´finitivement.
¶ En fait, cela signifie que le protocole assure la convergence du syste`me de`s que le temps entre deux pe´riodes de pannes est suffisam-
ment long.
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(1) Un processeur p envoie pe´riodiquement des messages VIVANT contenant sa propre identite´ aux autres
processeurs seulement si Elup = p, i.e., seulement si p pense eˆtre l’e´lu (i.e., le leader). Afin d’e´viter
de surcharger le re´seau, un processeur pensant eˆtre le leader de´clenche un envoi de messages VIVANT
toutes les kδ unite´s de temps (avec k ∈N∗). Ce temps est ne´cessaire pour assurer que les messages
VIVANT de l’envoi pre´ce´dent ont e´te´ rec¸us.
En utilisant ce me´canisme, nous obtenons facilement l’efficacite´ en communication. En effet, lorsque le
syste`me a atteint une configuration le´gitime, il existe un seul processeur p ve´rifiant Elup = p. Ce processeur
(le leader) est alors le seul a` envoyer des messages. Il faut noter qu’il est ne´cessaire que le leader envoie
pe´riodiquement des messages VIVANT aux autres processeurs afin qu’il ne soit pas suspecte´ d’eˆtre crashe´.
Algorithm 1 Code pour chaque processeur p
1: Variables : Elup : entier naturel ; TimerEnvp ∈ {0 . . .kδ} ; TimerRecepp ∈ {0 . . .8kδ}
2: Re´pe´ter Toujours
3: Pour tout q ∈V \{p} faire
4: Si Rec¸oit(VIVANT,q) alors
5: Si (Elup 6= p)∨ (q< p) alors /∗ Principes 2 et 3 ∗/
6: Elup ← q
7: Fin Si
8: TimerRecepp ← 0
9: Fin Si
10: Fin Pour
11: TimerEnvp ← TimerEnvp +1
12: Si TimerEnvp ≥ kδ alors
13: Si Elup = p alors /∗ Principe 1 ∗/
14: Envoie(VIVANT,p) a` tous les autres processeurs
15: Fin Si
16: TimerEnvp ← 0
17: Fin Si
18: TimerRecepp ← TimerRecepp +1
19: Si TimerRecepp > 8kδ alors /∗ Principe 4 ∗/
20: Si Elup 6= p alors
21: Elup ← p
22: Fin Si
23: TimerRecepp ← 0
24: Fin Si
25: Fin Re´pe´ter
Notre algorithme utilise trois autres principes pour stabiliser a` partir d’une configuration initiale quel-
conque. La figure 1 pre´sente trois configurations initiales possibles qui illustrent les proble`mes a` re´soudre
pour obtenir une e´lection de leader auto-stabilisante. L’e´tat des variables Elu e´tant quelconque dans la
configuration initiale, plusieurs processeurs — comme les processeurs 1 et 4 dans la configuration (a) —
peuvent penser eˆtre le leader. Pour converger vers une configuration ou` un seul leader existe nous utilisons
le principe suivant :
(2) Lorsqu’un processeur p tel que Elup = p rec¸oit un message (VIVANT,q), le processeur q devient l’e´lu
de p si q< p.
Ensuite, certaines variables Elu peuvent contenir des identite´s de processeurs qui n’existent pas ou plus
dans le re´seau. Par exemple, dans la configuration (b), les variables Elu2 et Elu3 contiennent les valeurs 5
et 4, or il n’y a pas de processeur 5 dans le re´seau et le processeur 4 est crashe´. Afin que tout les processeurs
adoptent un leader valide, nous appliquons le principe suivant :
(3) Lorsqu’un processeur p tel que Elup 6= p rec¸oit un message (VIVANT,q), le processeur q devient l’e´lu
de p.
Enfin, dans une configuration initiale quelconque, il est possible qu’aucun des processeurs vivants ne se
conside`re comme un leader (cf. configuration (c)). Pour palier a` ce proble`me, nous appliquons le principe
suivant :
(4) Si un processeur p ne rec¸oit pas de message VIVANT pendant une longue pe´riode, alors p suspecte
son leader (i.e., Elup) et devient un leader potentiel en affectant Elup a` p. Cette pe´riode d’attente doit
eˆtre suffisamment longue pour que p soit suˆr qu’il n’y a aucun leader dans le re´seau. Dans [DGDF07],
nous avons prouve´ que cette pe´riode doit eˆtre d’au moins 8kδ unite´s de temps.
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Les principes (1) et (4) ne´cessitent l’utilisation de timer. Pour mettre en œuvre ces deux timers, nous
utilisons simplement deux compteurs locaux TimerEnv et TimerRecep qui sont incre´mente´s a` chaque tour
de boucle. Chaque tour de boucle s’effectuant en 1 unite´ de temps, un processeur peut de´duire facilement le
temps e´coule´ a` partir de la valeur de ses compteurs. Bien suˆr, dans la configuration initiale, les compteurs
peuvent avoir des valeurs quelconques et, par conse´quent, le premier de´clenchement du timer peut arriver
trop toˆt. Cependant, chaque compteur e´tant re´initialise´ a` 0 apre`s chaque de´clenchement, les de´clenchements
suivants se feront au moment pre´vu.
Il faut noter que pour simplifier l’algorithme, nous avons suppose´ que les processeurs connaissaient le
temps d’exe´cution d’un tour de boucle et le temps maximal de de´livrance d’un message. Cette hypothe`se
peut eˆtre leve´e en utilisant la me´thode pre´sente´e dans [ADGFT03]. Cependant, cette me´thode ne´cessite










Elu2 = 1 Elu2 = 5
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processeur crashé
Elu1 = 1 Elu1 = 2Elu1 = 1
FIG. 1: Configurations initiales possibles.
4 Conclusion
Dans cet article, nous avons pre´sente´ le premier algorithme d’e´lection a` la fois robuste, auto-stabilisant et
efficace en communication. L’inte´reˆt de l’approche robuste auto-stabilisante (ftss) est qu’elle permet d’ob-
tenir des protocoles a` la fois tole´rants aux pannes de´finitives et transitoires. L’efficacite´ en communication
est aussi essentielle. En effet, elle met en avant le fait qu’un algorithme est e´conome en envoi de messages.
L’efficacite´ en communication n’est (pour le moment) que trop rarement prise en compte dans la conception
des algorithmes auto-stabilisants.
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