Spectral absorption coefficients of phytoplankton can now be derived, under some assumptions, from hyperspectral ocean color measurements and thus become accessible from space. In this study, multilayer perceptrons have been developed to retrieve information on the pigment composition and size structure of phytoplankton from these absorption spectra. The retrieved variables are the main pigment groups (chlorophylls a, b, c, and photosynthetic and nonphotosynthetic carotenoids) and the relative contributions of three algal size classes (pico-, nano-, and microphytoplankton) to total chlorophyll a. The networks have been trained, tested, and validated using more than 3700 simultaneous absorption and pigment measurements collected in the world ocean. Among pigment groups, chlorophyll a is the most accurately retrieved (average relative errors of 17% and 16% for the test and validation data subsets, respectively), while the poorest performances are found for chlorophyll b (average relative errors of 51% and 40%). Relative contributions of algal size classes to total chlorophyll a are retrieved with average relative errors of 19% to 33% for the test subset and of 18% to 47% for the validation subset. The performances obtained for the validation data, showing no strong degradation with respect to test data, suggest that these neural networks might be operated with similar performances for a large variety of marine areas.
Introduction
The spectral values of light absorption by algal populations are strongly dependent on both the pigment composition and the size structure of the phytoplankton assemblage (see, e.g., Refs. 1 and 2) and therefore contain information on their taxonomic composition. Hyperspectral measurements of absorption by particulate matter can now be performed at sea with continuous profilers such as the ac-s absorption meters (Wetlabs, Inc., Philomath, Oregon), and the absorption coefficients of phytoplankton can be derived from these measurements by numerical deconvolution. 3 They can also be computed from spectral reflectance measurements, under some assumptions 4 -6 and therefore could become progressively one of the parameters accessible, within a reasonable accuracy, to hyperspectral ocean color sensors.
In the past, most efforts have been dedicated, using various methods, to extract pigment information from algal absorption spectra. This problem is complex because absorption coefficients of phytoplankton are actually not simply the sum of absorption coefficients of individual pigments. The relationship between pigment concentrations and absorption coefficients of phytoplankton is nonlinear, because of the so-called package effect, which accounts for the fact that pigments are not in solution, but are packaged within cells, and inside cells, within chloroplasts. The package effect varies with the cell size, with the intracellular concentrations of the various pigments, and with wavelength. 7 Because these different sources of variation depend, in turn, on environmental factors, it is very difficult, if not impossible, to analytically model the relationship between absorption coefficients and pigment concentrations for natural populations.
Different methods have been proposed to retrieve information about pigment composition from absorption spectra. Hoepffner and Sathyendranath 8 and Stuart et al. 9 decomposed algal absorption spectra into Gaussian bands with some success, but the quantitative retrieval of pigments was generally limited by field variations in the package effect. Fourthderivative analysis of absorption spectra was first proposed by Faust and Norris 10 and Bidigare et al. 11 to identify and quantify the pigments. This method, which detects the inflections associated with specific pigments in the absorption spectra, was found to be efficient for pigments having sharp absorption bands (chlorophylls a, b, c; phycobilins), but not for carotenoids, which are characterized by broad spectral absorption bands. This method was then used by Millie et al. 12 and Kirkpatrick et al., 13 in conjunction with a similarity algorithm, to detect particular phytoplankton species and quantify the associated biomass.
Stepwise discriminant analysis was applied to absorption spectra of algal cultures by Johnsen et al. 14 to show that different phytoplankton classes may be identified using a limited number of appropriate wavelengths, but this method did not provide quantitative estimates of pigments.
In addition to the previously mentioned limitations, an inherent limitation to all approaches dealing with the analysis of absorption spectra lies in the similarities existing in the spectral signatures of many pigments, which hinders their individual discrimination and makes absorption spectra of different populations often hardly distinguishable. 15 In particular, carotenoids can be classified into two main categories (photosynthetic and nonphotosynthetic carotenoids), with very similar absorption spectra inside these two categories. 16 This was the basis for a study performed by Eisner et al., 17 who analyzed the slope of absorption spectra in the blue-green domain to retrieve the ratio of nonphotosynthetic to photosynthetic carotenoids within the algal population. So far, however, no method is available to extract quantitative information about chlorophylls a, b, and c and carotenoids from algal absorption spectra, taking into account the variability originating from the package effect.
Because the shape of the absorption spectrum is influenced not only by the pigment content of the population but also by the package effect, and because in the surface layer the package effect is essentially ruled by the dominant size of algal cells, absorption spectra also contain underlying information about the size structure of algal populations. Ciotti et al. 1 found that 80% of the variability in the spectral shape of absorption can be explained by the dominant cell size and developed a spectral mixing model, based on two extreme spectra corresponding to picophytoplankton and microphytoplankton, to estimate a size factor from the shape of the absorption spectrum. It must be emphasized here that the changes in cell size and in pigment composition are highly correlated in the field, as they both result mostly from population changes in response to variations in environmental factors (irradiance, nutrient supply, etc.). This correlation has to be kept in mind when performing separate retrievals of cell size and pigment composition from absorption spectra of phytoplankton.
Artificial neural network techniques have received increasing interest over the past decade for the interpretation of the optical properties of ocean waters because they are well-adapted to solve nonlinear problems such as the inversion of these optical properties and are less sensitive to noise than empirical methods. In particular, the multilayered perceptrons (MLPs), which are a specific class of neural networks in which neurons are organized into several layers, have been found to be universal function approximators 18 and to be efficient for modeling complex, nonlinear functions. 19 These techniques have been largely used during the past few years to retrieve the water constituents from satellite reflectances or radiances (see, e.g., Refs. 20 -23). They have seldom been used, however, to interpret the inherent optical properties (such as absorption or attenuation coefficients), as measured at sea or derived from apparent optical properties. Here we will focus on the absorption properties of phytoplankton only, excluding all associated detrital or heterotrophic particles that contribute to total particulate matter. The aim of this paper is therefore to examine the potential of MLPs to retrieve, from absorption spectra of phytoplankton, independent information concerning their main sources of variation, namely, the pigment concentrations and the size structure of algal populations.
Materials and Methods

A. Experimental Data Set
Samples were collected during 11 cruises, in various seasons and various areas of the world ocean, between 1990 and 2002 (Table 1 ). All the data considered in this study exclusively correspond to oceanic Case 1 waters (i.e., waters containing negligible amounts of terrigenous nonalgal matter). The rationale for this choice is that, while the procedure presented hereafter is applicable to Case 2 waters, the relative contributions of algal size classes to total biomass were estimated for each sample using equations adapted only to Case 1 waters (see later).
Pigment concentrations were measured by highpressure liquid chromatography (HPLC), using the procedure described by Claustre and Marty 24 for the TOMOFRONT and EUMELI 3 cruises, and by Vidussi et al. 25 for all other cruises (with the latter method, chlorophyll a and divinyl-chl a are fully resolved). The pigments were grouped into five main categories, according to their similarities in spec-tral absorption characteristics: (1) chlorophyll a, divinyl-chl a, chlorophyllid a, and pheopigments (pheophytin a and pheophorbide a) (the sum is noted Tchl a); (2) chl b and divinyl chl b (noted Tchl b); (3) chl c 1 , c 2 , and c 3 (noted Tchl c); (4) photosynthetic carotenoids (noted TPSC), i.e., fucoxanthin, peridinin, 19Ј-HF and 19Ј-BF; (5) nonphotosynthetic carotenoids (noted TPPC), i.e., zeaxanthin, diadinoxanthin, alloxanthin, and ␤-carotene. Two photosynthetic carotenoids, lutein and ␣-carotene, were also included in the latter category, because their absorption spectra are similar to those of zeaxanthin and ␤-carotene, respectively.
The methods employed for particulate and algal absorption measurements are described in detail in Ref. 2 . In summary, the particulate matter of each sample was collected on a filter, and the absorption spectrum was measured by spectrophotometry on a glass-fiber filter using the glass-fiber filter technique or on a glass slide using the filter-transfer-freeze technique. 26 When necessary, spectra were corrected for the path-length amplification effect, and then the respective contributions of phytoplankton and nonalgal particulate matter to total particulate absorption were determined either experimentally (pigment extraction by methanol 27 ) or by numerical deconvolution. 3 For each sample, the relative contributions of picophytoplankton ͑Ͻ2 m͒, nanophytoplankton (2-20 m), and microphytoplankton ͑Ͼ20 m͒ to total chlorophyll a were estimated from the concentrations of some pigments that have a taxonomic significance and can be associated with a size class. 28 The biomass proportions associated with each size class were computed as described by Uitz et al. 29 
B. Multilayered Perceptrons
The MLPs developed in this study consist of four layers: one input layer, two hidden layers, and one output layer. In each layer, each neuron (i.e., each elementary transfer function) is connected with each neuron of the preceding and following layers. The transfer of information between the input and output layers can be described as
where I represents the input of the MLP, O represents its output, and W
, and W 2,O are the matrices containing the weights of all connections between the input layer and the first hidden layer between the first and second hidden layers, and between the second hidden layer and the output layer, respectively. The function f is a nonlinear, sigmoidal function:
Input and output data of MLPs are usually coded so as to have the data confined to the ͓Ϫ1, 1͔ domain. This procedure aims at obtaining similar numerical weights for data of various magnitudes. This is achieved by centering and reducing input data, according to the formula
where ⌺͑x j ͒͞N and j are the mean and standard deviation of x ij values, respectively, for the jth dimension. For output data, the numerical coefficients of f͑x͒ are adjusted so that f͑x͒ varies from Ϫ1 to 1 when x varies from Ϫ1 to 1. After the processing, output data are unnormalized so as to recover their actual magnitudes.
The training (or learning) of the MLP, i.e., the determination of the coefficients of the matrices W, is a supervised procedure in which the coefficients of the matrices are iteratively readjusted to minimize a multidimensional cost function, as described by Bishop 18 (see details in Ref. 21) . During the learning process, a cross-validation procedure is performed simultaneously on a data set with similar characteristics, but different from the training data set (test data set). This procedure aims at checking that the learning process does not provide a specific approximation of the training data set, which would lead to a degradation of the performances for other data (overfitting).
For a given training data set, the performances of a MLP are mostly determined by (i) the information content of the input data and (ii) the architecture of the MLP, i.e., the number of hidden layers and of neurons in each layer. The optimal architecture was determined through the cross-validation procedure, so as to avoid both overfitting and underfitting (i.e., high training errors). Two series of networks were developed, the first one for the retrieval of pigment concentrations and the second one for the retrieval of the size structure (see Subsection 2.D). The best architecture was found to consist of (in addition to the input and output layers) two hidden layers, with six and three neurons for the pigment retrieval, and with eight and five neurons for the size structure retrieval. Although it is preferable to keep the architecture as simple as possible, the presence of two hidden layers instead of one allows the nonlinearities to be better taken into account. 18 The performances of each MLP were evaluated on the training, test, and validation subsets (as defined in Subsection 2.C) by comparing the retrieved and measured output values, and computing the average relative error, defined by (4) where N is the sample number, C i represents the output value for the sample i, and the superscripts r and e represent retrieved and experimental values, respectively. It should be emphasized here that all errors have been computed with respect to the actual values of the retrieved parameters, not to the logtransformed values (which would have provided much smaller errors).
C. Training, Test, and Validation Data Sets
The total data set (3734 samples) was split into three subsets: (i) the training data set, used for the learning phase of the various MLPs; (ii) the test data set, used to test the performances of the MLPs on samples that do not belong to the training data set but have similar characteristics (i.e., similar ranges in pigment concentrations and absorption coefficients); and (iii) the validation data set, used to test the performances of the MLPs on data that are independent of the training-test data set. The aim of this validation exercise is to evaluate the possible degradation of the performances of the MLPs when they are applied to areas with bio-optical characteristics different from those corresponding to the training data set. Data from the Programme Océan Multidisciplinaire Méso Fig. 1 . Examples of chlorophyll a-normalized absorption spectra of phytoplankton-for various areas (see Table 1 ) (4)] is also indicated. For each subset, the samples for which the considered pigment concentration was Ͻ0.01 mg m Ϫ3 were discarded from computations (note they are displayed on scatterplots). N indicates the number of considered samples for each case.
Echelle (POMME) cruises, in the North Atlantic (see Table 1 ), were found to be bio-optically different from those from other areas with similar chlorophyll ranges, especially because of differences in the size structure of algal populations 2 (see Fig. 1 ). Therefore, the validation data set was constituted by keeping apart the data collected during the first legs of the three cruises (1571 samples). Data from the second legs of each cruise (a total of 525 samples) were maintained in the training-test database in order to increase its bio-optical diversity. These data represent less than 25% of the training-test data set; therefore the validation and training-test data sets can be considered as sufficiently different (from both geographical and bio-optical points of view) to allow this validation exercise.
In the training-test database, 20% of the samples for each cruise (a total of 435 samples) were randomly selected to constitute the test data set, and the remaining samples (80% of the total, or 1728 samples) constituted the training data set.
The same partitioning was also applied to the database restricted to samples collected within the first optical depth (hereafter called surface data). This first optical depth is defined as the depth above which 90% of the diffusely reflected irradiance originates and is considered as the depth of the layer seen by ocean color sensors. 30 It can be computed for each sampling station as z eu ͞4.6, where z eu , the euphotic depth, was either measured or computed from the chlorophyll profile according to Morel and Maritorena. 31 Restricting the database to the surface layer permits an evaluation of the performances of the MLPs in the specific context of remote sensing applications. From a total of 3734 samples, 652 belong to the first optical depth.
D. Coding of Input and Output Data
Many absorption spectra within the database were affected by instrumental noise because of very small measured values (low matter content in the sample). These spectra were smoothed by applying a triangular moving window of size 3 to each value. Each absorption spectrum was then sampled every 10 nm from 400 to 700 nm, hence represented by 31 absorption coefficients. Appropriate tests showed that the decrease in performances of MLPs was negligible when degrading the spectral resolution of spectra from 2 nm (original resolution) to 10 nm. It was also attempted to restrict the input absorption data to the relevant spectral domains for each group of pigments (corresponding to their main absorption bands). The performances were found to be slightly lower than with full spectra, suggesting that the residual absorption contains some information.
Finally, both absorption coefficients and pigment concentrations, which spanned ranges covering several orders of magnitude, were logarithm transformed. Between 500 and 600 nm, some spectra may fortuitously exhibit absorption coefficients equal to 0. Furthermore, for many samples, some accessory pigments such as chlorophyll b or c were undetectable, so that their measured concentration was equal to 0. Therefore, to enable logarithmic transformation of all data, null values of pigment concentrations and absorption coefficients were set arbitrarily to 10 Ϫ4 mg m Ϫ3 (i.e., well below the detection limit) and 10 Ϫ4 m
Ϫ1
, respectively. In addition, for deep samples, all pigment concentrations were generally very low. For these low concentration values, the relative error between retrieved and measured concentrations may be very high and meaningless, leading to high average errors. Therefore, the average relative error for each group of pigments was computed after excluding measured concentrations lower than 0.01 mg m
Ϫ3
.
The excluded values will be nevertheless shown in the scatterplots, so as to check whether, when measured pigment concentrations are lower than 0.01 mg m
, retrieved concentrations are also lower than this threshold.
E. Networks
Two series of networks were developed. The first series is dedicated to the retrieval of pigment concentrations. For each group of pigments to be retrieved, two MLPs were tested: in the first one, input data were the 31 spectral absorption coefficients only; in the second one, input data were the 31 spectral absorption coefficients and the sampling depth. The ra- tionale for this second MLP is that photoacclimation processes, directly related to depth, are influencing the relationship between the concentrations of the various pigments and the absorption spectrum. In addition, a MLP was also tested to retrieve all groups of pigments simultaneously. The second series is dedicated to the retrieval of the size structure. A specific MLP was developed for each size class to be retrieved, with the 31 spectral absorption coefficients as input data. In addition, another MLP was also developed to retrieve the three size classes simultaneously. In these MLPs, the relative biomass contributions of the three size classes (picoplankton, nanoplankton, and microplankton) were retrieved independently, without constraining the sum of the three terms to be equal to 1.
Performances of the Multilayered Perceptrons
A. Retrieval of Pigment Concentrations
The performances of the MLPs developed for each of the five pigment groups are indicated for each data subset in Table 2 , and the scatterplots between retrieved and measured concentrations are shown in Fig. 2 . The MLP developed for retrieving all groups of pigments simultaneously was found to provide less satisfactory results and was discarded.
The Tchl a concentration is retrieved with the lowest average error (17% and 16% for the test and validation subsets, respectively), while the Tchl b concentration is retrieved with the largest error (51% and 40%, respectively). Tchl c, TPSC, and TPPC concentrations are retrieved with errors between 27% and 41% for the test subset and between 24% and 30% for the validation subset. Consistently with the coefficients of regression lines for Tchl a, TPSC, and TPPC (see Table 2 ), the scatterplots for these pigment groups show no systematic bias between retrieved and measured values (Fig. 2) . In contrast, the Tchl b and Tchl c concentrations tend to be underestimated at the lower end of the range ͑Ͻ0.02 mg m The performances of the MLPs were also evaluated on the data subsets reduced to the surface samples collected in the surface layer (first optical depth). The average relative errors are significantly decreased only for the retrievals of Tchl c and TPSC concentrations and remain similar or higher for other pigments (Table 3) . Actually, it is not surprising that the performances are not improved if considering that the training of the MLPs was performed on a data set including all depths. The performances could possibly be improved if the training was restricted to the subset corresponding to the surface layer because the natural variability affecting the relationship between pigment concentrations and absorption coefficients would then be reduced. We could not test this possibility here because the training data subset, once restricted to the surface layer, was too limited in size. Finally, the performances of the MLPs were evaluated by using the sampling depth as an additional input parameter. In spite of the influence of depth on the amplitude of algal absorption spectra (due to photoacclimation effects), no clear improvement in the performances was found.
It appears from Fig. 2 that the average errors in pigment retrievals are highly variable with the concentration range. For each of the five pigment groups, the concentration ranges were divided into seven intervals, and the average relative errors were computed for each interval, both for the test and validation subsets (Table 4) . For the Tchl a retrieval, the relative error is weakly variable according to the interval, whereas for other pigment groups, the relative errors are more fluctuating. The retrievals of Tchl b and TPPC concentrations are the most accurate for concentrations between 0.07 and 0.1 mg m
Ϫ3
. For Tchl c and TPSC, the optimal ranges for retrieving these , respectively. It should be noted, however, that the observed trends (variations in relative errors with concentration intervals) are substantially different between the test and validation subsets, which confirms the fact that waters corresponding to these two data sets differ in their bio-optical properties, as a result of differences in algal populations and pigment assemblages.
B. Retrieval of the Size Structure
The performances of the MLP developed for simultaneously retrieving the biomass contributions of the three phytoplanktonic size classes are given for each data subset in Table 5 . For comparison, the average relative errors obtained when using the three individual MLPs (each providing the biomass contribution of one size class) are given in Table 6 . The unique MLP appears to perform better than the individual MLPs in almost all cases, except for the contribution of picoplankton, which is retrieved with a slightly larger error for the validation subset. Scatterplots corresponding to the three data subsets are shown for the unique MLP (Fig. 3) . In spite of a large scatter, no systematic biases between retrieved and observed values are observed. Note, however, that, similarly to pigment retrievals, the MLP generally does not permit a proper retrieval of the null contribution of a given size class.
In both cases (unique or individual MLPs), the contribution of nanoplankton is the best retrieved, with average errors of 17.8% (unique MLP) and 19.6% (individual MLPs) for the validation subset. The highest error is obtained for microplankton, with average errors of 47.0% (unique MLP) and 49.5% (individual MLPs) for the validation subset. It is recalled, however, that there is no need to retrieve the relative contribution of microplankton independently, as it can be straightforwardly derived from those of picoplankton and nanoplankton.
Conclusions
The MLPs developed in this study have shown reasonable success in the retrieval of both pigment concentrations and size structure from absorption spectra of phytoplankton: Average relative errors are (for the test subset) ϳ17% for Tchl a, between 27% and 51% for accessory pigments, and between 19% and 33% for the three size classes (it is recalled that all average relative errors are computed on absolute values and not, as commonly done, on logtransformed values).
The performances, in terms of average relative errors in the retrievals, are not strongly degraded from the learning to the test and validation data subsets (see Tables 2 and 5 ), which suggests that the main limitation in the performances of the MLPs lies in the biological variability embedded in the learning data subset. Higher performances would undoubtedly have been obtained with a simulated learning data set (see, e.g., Ref. 23) . A realistic simulation of absorption spectra of phytoplankton, however, remains difficult because (i) the packaging effect depends on several environmental factors, (ii) the in vivo absorption properties of the various pigments are not exactly known, and (iii) some unidentified components may modify the algal absorption properties. 2 We believe, therefore, that a training of MLPs using actual data is preferable, as our collection of experimental spectra is large (more than 3700 spectra). The comparable performances of MLPs for the validation data subset, compared to the learning and test subsets, also suggest that they could be operated with reasonable success on a large scale because the MLPs have been trained on a data set that includes a noise level representative of many situations.
The MLPs presented in this study provide reasonably good retrievals in spite of their relatively simple structure. With more complexity, these performances are likely open to improvement, e.g., by exploiting the information embedded in the detailed shape of spectra. In particular, it has recently been shown, using a completely different approach (based on selforganizing maps; see Ref. 32 ) that the derivatives of algal absorption coefficients contain exploitable information on the pigment composition of phytoplankton. Such information could be integrated to improve the quantitative retrieval of pigment composition and size structure of phytoplankton. Another possible improvement could be to perform a principal component analysis on absorption spectra, so as to extract the information embedded in these spectra more efficiently.
Finally, the performances presented here were obtained by using the spectral absorption coefficients measured at sea as inputs to the various MLPs. In the perspective of remote sensing applications, various inversion methods are proposed to estimate these absorption coefficients from (hyperspectral or multispectral) ocean color measurements, each with their own uncertainties, 33 which are significantly larger than those affecting in situ measurements. The performances of the method presented in this paper should therefore be reinvestigated in this perspective, either by performing an error propagation analysis or more simply by reevaluating it using a data set of concurrent in situ measurements of reflectance and detailed pigment concentrations.
