Abstract-In objective-based data farming, decision variables of the Red Team are evolved using evolutionary algorithms such that a series of rigorous Red Team strategies can be generated to assess the Blue Team's operational tactics. Typically, less than 10 decision variables (out of 1000+) are selected by subject matter experts (SMEs) based on their past experience and intuition.
I. INTRODUCTION
Data farming is an iterative experimental process which relies on the repeated execution of stochastic simulation mod els to expose major portions of the problem landscape [4] .
One critical aspect of data farming is that it can generate a wide range of possible outcomes. For instance, a simulation model with only 5 parameters each of which taking on one of 100 values, can produce lOlD combinations. Ty pically, the data farming process starts with a trial and error selection of evolvable parameters in which subject matter experts (SMEs), modelers, analysts and decision-makers screen the parameters and identify important ones. Then, using High Throughput Computing (HTC) facilities, numerous simulation executions are conducted. Finally, the analyses are conducted by human experts which may be assisted by computer tools to gain insights into outliers, nonlinearities and intangibles. The inher ent steps of this iterative process are repeated until sufficient insights to a problem are gained.
Objective-based data fanning (OBDF) is a variant of data farming. In OBDF, decision variables are evolved using evo lutionary algorithms (EAs) such that a series of rigorous Red [5] is an evolutionary and modular framework to automate the process of OBDF.
It was constructed in a modular manner to accOlmnodate with ease the user's specific requirements (e.g., use of different simulation engines or evolutionary algorithms). In CASE, the modelling and analysis steps of data farming can be carried out dynamically such that the manually intensive involvement of SMEs can be relieved.
However, CASE also relies on the domain knowledge of SMEs to select evolvable parameters based on their past expe rience and intuitions. These parameters often focus on certain aspects of the scenarios, with less than 10 parameters se lected (whereas a simple Map Aware Non-Uniform Automata (MANA) model [10] may contain 1000+ parameters). This limits the chance of discovering "surprises" and moreover, data farming may be used only to verify SME assumptions.
A straightforward solution to this issue is to simply evolve all Red Team parameters using EAs without any SME in volvement. This modification significantly increases the search space and therefore we refer to it as high-dimension objective based data farming (HD-OBDF). The potential benefits of HD LIST OF EVALUATED MULTI-OBJECTIVE EVOLUTIONARY AL GORITHMS.
Algorithm
Ref.
Non-dominated Sorting Genetic Algorithm II (NSGAIl) [8] Strength Pareto Evolutionary Algorithm 2 (SPEA2) [17] Hypervolume Estimation Algo. for MO Optimization (HYPE) [2] Multi-objective Differential Evolution (MODE)
A. The model generator
This component takes as inputs a base simulation model specified in the eXtended Markup Language (XML) and a set of model specification text files. According to these inputs, novel XML simulation models are generated and sent to the simulation engine for evaluation.
B. The simulation engine
The set of XML simulation models is received and executed by the stochastic simulation engine. Each simulation model is replicated a number of times to account for statistical fluctuations. A set of result files detailing the outcomes of the simulations (in the form of numerical values for instance) are generated. These measurements are used to evaluate the generated models, i.e., these figures are the fitness (or cost) values utilized by the EA.
C. The multi-objective evolutionary algorithm
EAs are stochastic population-based search techniques in spired by real phenomena occurring in nature. EAs simulate natural evolution through the variation (i.e., chromosomal recombinations and gene mutations) of genetic material and selection of fittest (from a phenotypic viewpoint) candidate solutions. A wide variety of EAs has been developed and they differ from each other on the specification and implementa tion of common properties: problem representation, variation and selection of candidate solutions. In contrast with single objective EAs (using linear combination techniques such as the weighted sum of objectives), Pareto-based multi-objective EAs (MOEAs) address explicitly multiple (and potentially conflicting) objectives. Table I lists the MOEAs (which are representative of the state of the art in the area) evaluated in this comparative study.
The key algorithmic differences between these algorithms depend in the specification of the selection schemes which determine the most promising candidate solutions to be con served/evolved during the search. Several computational tech niques exist to select the most "promising" candidate solutions whilst considering the above conflicting objectives: NSGAII and MODE utilize the "crowding distance" (i.e., an estimation of the density) of the solution points. HYPE employs the hypervolume of the solution space dominated by the Pareto set approximation (these algorithms employ differing implemen tations to approximate the hypervolume indicator value). The variation (e.g., recombination and mutation) of solutions for NSGAII, SPEA2 and HYPE are conducted using the simulated binary crossover (SBX) operator [6] whereas MODE utilizes weighted difference vectors. The PISA [3] implementations of the above algorithms are utilized to assist this research except for MODE J , which was implemented by the authors).
In CASE, the set of simulation results and associated model specification files are received by the MOEAs, which, in turn, process the results and produce a new "generation" of model specification files. The generation of these new model specifications is driven by the user-specified (multi)objectives (e.g., maximize Blue casualties and minimize Red casualties). The algorithm iteratively generates models which would in crementally, through the evolutionary search, best exhibit the desired outcome behavior. The model specification files are sent back to the model generator; this completes the search iteration. The above components are depicted in Figure 2 which presents the flowchart of a CASE experiment.
IV. EXPERIMENT S
In this section, a maritime anchorage protection scenario is examined. Previous OBDF using this scenario conducted in [12], [14] evolved less than 10 decision parameters with pa rameter space pre-defined by SMEs. In this study, the MOEAs evolve a much wider range of the Red Team parameters. In the first case study, CASE evolves waypoint positions (33 parameters) and personality weightings for the Red Team (27 parameters). Hence, a total of 60 evolvable parameters are chosen. In the second case study, for each Red vessel, the number of intermediate waypoints (up to five) is evolved. This results in a total of 80 evolvable parameters with an even larger search space. Firstly, four MOEAs (NSGAII, SPEA2, HYPE and MODE) are applied in these two case studies to assess their performance in HD-OBDF. Secondly, two parameter filter approaches (decision variables coverage and diversity spread) are discussed to identify dominant evolvable parameters in HD-OBDF.
A. Maritime Anchorage Protection Scenario
In this scenario, a Blue Team (composed of 7 vessels) conducts patrols to protect an anchorage (in which 20 Green Red squad 1 initial area 2) Diversity Approach: In the diversity approach, instead of simply looking at the coverage, we try to explore the decision variables' diversity spread. The diversity performance is derived as follows:
Given the minimal and maximal boundary values, the hy perplane is thus divided into a number of grid cells (population size divided by the number of objectives). The diversity performance metric is based on whether each cell contains a solution point or not. The best diversity performance is achieved if all cells contain at least a solution point. The steps to calculate the diversity are as follows.
•
Step 1: Calculate diversity array.
The number of integer variables in the diversity array is equal to the number of cells in the hyperplane. Each vari able in the diversity array corresponds to one particular 
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Step 2: Assign a value, mO to each cell i depending on its neighboring cells' hO values in the diversity array. The value of the ith cell is calculated as shown in Table   VII .
For example let us consider the grid patterns Pi =010 (i.e., h(i -1 ) = 0, h(i) = 1 and h(i + 1 ) = 0 and P2=101.
According to Table VII , we obtain m(pi) = m(p2) = 0.75 which represents a good periodic spread pattern. Whereas if we consider P3=11O, we obtain m(p3)= 0.67 meaning that P3 covers a smaller spread. To illustrate the procedure to calculate the diversity measure, an example is presented in Figure 8 . So clearly decision variable 12 has a better diversity spread than decision variable II.
Based on the diversity metric described above, the decision variables at generation 20 are ranked. The top and bottom 15 decision variables are chosen to run further experiments using case study one as listed in Ta ble VIII. All other non-evolvable decision variables are set to a neutral value of zero. Their hypervolume dynamics over 100 generation are presented in Figure 9 . As shown, the evolution using low diversity decision variables has a much better initial performance than the one with high diversity; however, as the evolution progresses, the evolutionary process using high diversity decision variables Both evolutions of wide spread and high diversity decision variables obtain much better performance than the experiments evolving the early converged decision variables. Two parame ter filter approaches are presented in this work. Based on our preliminary experiments, the diversity spread approach is quite promising. The high diversity decision variables can facilitate exploration of the search space whereas the low diversity decision variables can exploit the Pareto front and further improve the quality of the solution sets. By selecting both high diversity and low diversity decision variables, it manages to achieve better hypervolume performance than evolving a complete set of decision variables. 
