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Abstract
The motivation of this paper is to study a second order elliptic operator which appears
naturally in Riemannian geometry, for instance in the study of hypersurfaces with constant
r-mean curvature. We prove a generalized Bochner-type formula for such a kind of operators
and as applications we obtain some sharp estimates for the first nonzero eigenvalues in two
special cases. These results can be considered as generalizations of the Lichnerowicz-Obata
Theorem.
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1 Introduction
Let {ω1, . . . , ωn} be a local coframe field defined on a Riemannian manifold (M,g). For a sym-
metric tensor φ =
∑n
i,j=1 φijωi⊗ωj onM, Cheng and Yau, see [11], define an operator associated
to φ by
f =
n∑
i,j=1
φijfij. (1.1)
In this paper, we prove the following new Bochner type formula.
∗Hila´rio Alencar was partially supported by CNPq and Fapeal of Brazil.
†Detang Zhou was partially supported by CNPq and Faperj of Brazil.
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Theorem 1.1. Let Mn be a Riemannian manifold and φ =
n∑
i,j=1
φijωi ⊗ ωj be a symmetric
tensor defined on M . Then, for any smooth function f :M → R, and for any c ∈ R,
1
2
(|∇f |2) = 〈∇f,∇(f)〉+ 〈φ(∇f),∇(∆f)〉+ 2
n∑
i,j,k=1
φijfjkfki + 2
n∑
i,j,k,m=1
fifjφimRmkjk
+ c
n∑
i,j=1
(trφ)ijfifj −
n∑
i,j=1
fifj∆φij +
n∑
i,j=1
fifj
(
n∑
k=1
φikk − c
n∑
k=1
φkki
)
j
+
n∑
k=1

 n∑
i,j=1
fifj(φjik − φjki)


k
−
n∑
k=1

 n∑
i,j=1
fjφijfik


k
.
(1.2)
Remark 1.1. If φ is equal to the metric g, then
∑n
k=1
(∑n
i,j=1 fjφijfik
)
k
=
1
2
∆|∇f |2, and
Theorem 1.1 is exactly the Bochner formula for the Laplacian
∆|∇f |2 = 2〈∇f,∇(∆f)〉+ 2|Hess f |2 + 2Ric(∇f,∇f).
Remark 1.2. Notice that the last two terms in (1.2) are in divergent form and thus their
integrals vanish when the manifoldM is compact. In applications we have some natural examples
of φ satisfying
∑n
k=1 φikk − c
∑n
k=1 φkki = 0 for some constant c (see Appendix) .
Of course, an application of the new Bochner formula is to recover the well-known Lich-
nerowicz-Obata Theorem about the first eigenvalue for the Laplacian [16] and [18].
Theorem. Let M be an n-dimensional compact Riemannian manifold with Ricci curvature
bounded below by (n − 1)a2. Then the first nonzero eigenvalue λ of the Laplacian acting on
functions of M satisfies λ ≥ na2 and the equality holds if and only if M is isometric to the
round sphere.
Before we state two more applications for second order differential operators, we discuss
some known properties of .
Associated to tensor φ we have the (1, 1)-tensor, still denoted by φ, defined by
φ(X,Y ) = 〈φ(X), Y 〉,∀X,Y ∈ TM.
Here are two basic properties of the operator .
1) It follows from Cheng and Yau (Proposition 1 in [11]) that
f = div(φ(∇f))−
n∑
i=1

 n∑
j=1
φijj

 fi.
2
2) We say that φ is divergence free if divφ ≡ 0 or, equivalently,
n∑
j=1
φijj ≡ 0, for all 1 ≤ j ≤ n.
IfM is compact, we know that  is self-adjoint if and only if φ is divergence free (see also [11],
Proposition 1). If φ is symmetric and positive definite, then  is strictly elliptic. Therefore, if φ
is divergence free, symmetric and positive definite, then  is a strictly elliptic and self-adjoint.
Furthermore, the spectrum of  is discrete and it makes sense to consider eigenvalues, see for
example [14], p. 214.
Now let us explain the applications of Theorem 1.1 to get estimates for the first eigenvalue
for two types of operators  which arise naturally in Riemannian geometry and submanifold
theory.
a) Let us denote by Ric the Ricci tensor of M . Namely
Ric(X,Y ) =
n∑
i=1
〈Rm(X, ei)Y, ei〉,
where Rm(U, V )W = ∇V∇UW −∇U∇VW +∇[U,V ]W is the curvature tensor of M. The scalar
curvature R of M is defined by the trace of Ricci tensor. We will also denote by Ric the
linear operator associated with the Ricci tensor, i.e., Ric(X,Y ) = 〈Ric(X), Y 〉, as well as its
coordinates will be denoted by Ricij . If {e1, . . . , en} is an orthonormal frame, the components
of curvature tensor of M can be written by (see [8] p. 48)
Rijkl =
1
n− 2 (Ricik gjl − Ricil gjk +Ricjl gik − Ricjk gil)
− R
(n− 1)(n − 2)(gikgjl − gilgjk) +Wijkl.
where Wijkl are the components of the Weyl tensor W.
When n ≥ 3, the components of Schouten operator S of M is defined by
Sij = Ricij − R
2(n− 1)gij .
In this case, one can rewrite the components of curvature tensor by
Rijkl =
1
n− 2 (Sikgjl − Silgjk + Sjlgik − Sjkgil) +Wijkl.
The operator S is defined by
Sf =
n∑
i,j=1
Sijfij =
n∑
i,j=1
(
Ricij − R
2(n − 1)gij
)
fij.
We prove (see equation (5.1), p. 20) that S is divergence free (or equivalently, S is self-
adjoint) if and only if M has constant scalar curvature.
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Definition 1.1. A Riemannian manifold is called to have harmonic Weyl tensor if divW ≡ 0,.
In this case, the Schouten operator is a Codazzi operator, i.e., Sijk = Sikj. Our first appli-
cation of Theorem 1.1 is the following
Theorem 1.2. Let Mn, n ≥ 4 be a compact Riemannian manifold which has harmonic Weyl
tensor. If M has constant scalar curvature R and the Schouten tensor is positive definite, then
the first nonzero eigenvalue µ1(S ,M) satisfies
µ1(S ,M) ≥ n− 2
2(n− 1)
(
R
R− 2L0
)[
L20 −
(
R
2(n − 1) +K0
)
L0 +
1
2
K0R
]
, (1.3)
where K0 and L0 are the lower bounds of the sectional curvature and Ricci curvature of M,
respectively.
Furthermore, the equality holds if and only if M is the round sphere Sn(K0).
Remark 1.3. Recall that a Riemannian manifold (M,g) is said locally conformally flat if, for
any p ∈M, there exists a neighborhood V of p and a smooth function f defined on V such that
(V, e2f g) is flat. It is well known (cf. [8], p. 60) that Mn, n ≥ 4, is locally conformally flat if
and only if the Weyl tensor vanishes. In [9], Q. M. Cheng has proved that the only compact,
connected oriented locally conformally flat n−dimensional Riemannian manifold with constant
scalar curvature and non-negative Ricci curvature are those which are quotients of a space form
or a Riemannian product S1 × Sn(κ). On the other hand, there are many examples of compact
manifolds with harmonic Weyl tensor, see, for example, [8], p. 440-443.
b) Our second application is about isometric immersions.
Let Mn be a n-dimensional Riemannian manifold and x : Mn → Mn+1 be an isometric
immersion of M to (n + 1)-dimensional Riemannian manifold. Denote by A and H the shape
operator and the mean curvature of the immersion. If λ1, λ2, . . . , λn are the eigenvalues of A,
i.e. the principal curvatures of the immersion, then H =
∑n
i=1 λi.
The first Newton transformation P1 : TM → TM, associated with the second fundamental
form A, is defined by
P1 = HI −A.
Let us define the differential operator L1 by
L1f =
n∑
i,j=1
(P1)ijfij =
n∑
i,j=1
(Hgij − hij)fij , (1.4)
where hij are the components of second fundamental form. Note that P1 is a symmetric linear
operator. The operator L1 was first introduced by Voss in [24] and appears naturally in the
study of variation theory for curvature functional A1 =
∫
M
HdM, which is called 1−area of M.
See for example [20] and [7] for more details.
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It has been shown by Reilly, [20], that P1 is divergence free when M is a space form of
constant sectional curvature. Therefore, under these assumptions, L1 is self-adjoint.
The eigenvalues of L1 plays an important role in the study of stability for hypersurfaces with
constant r-mean curvature (see, for examples, [1–4, 6]). In the case that A > 0, we have P1
positive definite. Therefore, L1 is an elliptic operator. We have the following first eigenvalue
estimate.
Theorem 1.3. Let x : Mn → Mn+1(κ) be an isometric immersion of a compact Riemannian
manifold into a space form of constant sectional curvature κ. Suppose that shape operator A
satisfies
0 < αI ≤ A ≤ aαI,
where α > 0 and a > 1 are constants. Then
1) when κ > 0, the first nonzero eigenvalue µ(L1,M) of operator L1 satisfies
µ(L1,M) ≥ 1
2
(
na
na− 1
)[
2(n − 1)α3(n − a2) + 2κ(n − 1)2α− σ]
where σ = max
(p,v)∈TM
tr(HessH|v⊥)(p) and v⊥ = {u ∈ TpM ; 〈u, v〉 = 0};
2) when κ ≤ 0, the first nonzero eigenvalue µ(L1,M) of operator L1 satisfies
µ(L1,M) ≥ 1
2
(
na
na− 1
)[
2(n − 1)α3(n− a2) + 2κ(n − 1)2aα− σ] .
Furthermore, the equalities hold if and only if M is a geodesic sphere with the canonical
immersion.
Remark 1.4. If A ≥ αI > 0 then, by using Gauss equation,
Ric ≥ (n− 1)[κ + α2] = RicSn(α) > 0,
for α2 > −κ. That is: Ric ≥ (n − 1)Λ > 0 for some constant Λ > 0. Conversely, if we assume
the Lichnerowicz condition Ric ≥ (n − 1)Λ > 0, then by using Gauss equation again, we have
〈A ◦ P1(X),X〉 ≥ (n − 1)[Λ − κ]|X|2. If we assume in addition that P1 > 0 and Λ > κ, then A
is positive definite.
Remark 1.5. If the mean curvature H is constant and A ≥ κI, then x(Mn) is a geodesic
sphere. In fact,
(1) if κ = 0, by Hadamard theorem, cf. [15], [12], the immersion x : Mn → Rn+1 is an
embedding and x(Mn) is a boundary of a convex domain of Rn+1. Thus by using the
Alexandrov Theorem, cf. [5], x(Mn) is a round sphere;
5
(2) if κ > 0, by do Carmo-Warner Theorem, cf. [12], then x :Mn → Sn+1(κ) is an embedding
and x(Mn) is either totally geodesic or contained in a open hemisphere. In the last case,
x(Mn) is a boundary of a convex domain in Sn+1(κ). Since A ≥ κI > 0, x(M) cannot be
totally geodesic. Thus x(M) is contained in an open hemisphere. On the other hand, in
[17], S. Montiel and A. Ros proved that if x :Mn → Sn+1(κ) is an embedding such that the
r-mean curvature Sr is constant for some r and x(M
n) is contained in a open hemisphere,
then Mn is a geodesic sphere;
(3) if κ < 0, by do Carmo-Warner Theorem, cf. [12], then x :Mn → Hn+1(κ) is an embedding
and x(Mn) is a boundary of a convex domain in Hn+1(κ). On the other hand, in [17], S.
Montiel and A. Ros proved that if x : Mn → Hn+1(κ) is an embedding such that Sr is
constant for some r then Mn is a geodesic sphere.
The rest of the paper is organized as follows: In Section 2, wel give the proof of Theorem
1.1, in Section 3 we prove Theorem 1.2, and in Section 4 we prove Theorem 1.3. Eventually,
in the Appendix, we prove Proposition 5.1, which collects some properties of the Newton and
Shouten tensors that we use throughout the paper.
Acknowledgements. The authors would like to thank the anonymous referee for his/her
valuable comments.
2 A Bochner-type formula
In this section we will prove a Bochner type formula for the differential operator  mentioned
in the introduction.
Proof of Theorem 1.1. For a point p ∈ M , for any orthonormal frame {e1, . . . , en} near p, we
have |∇f |2 =∑ni=1(fi)2 and
1
2
(|∇f |2) = 1
2
n∑
i=1
n∑
j,k=1
φjk(f
2
i )jk
=
n∑
i=1
n∑
j,k=1
fiφjk(fi)jk +
n∑
i=1
n∑
j,k=1
φjk(fi)j(fi)k.
Now we choose an orthonormal frame {e1, . . . , en} such that φ is diagonalized at p, i.e.
φjk = µjgjk, where µj are eigenvalues of (φjk). Then we choose an orthonormal frame in
a neighborhood of p ∈ M by parallel translating frame {e1, . . . , en} at p. Here at p, we have
∇eiej = 0 at p. Moreover, ∇eiej = 0 along the geodesic tangent to ei which implies ∇ei∇eiej = 0
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at p for all i, j. Thus we have
1
2
(|∇f |2) =
n∑
i,j=1
fiµj(fi)jj +
n∑
i,j=1
φjj(fi)j(fi)j .
Since the terms (fi)j and (fi)jj denote differentiation of the function fi, in general they are not
equal to the covariant derivatives fij and fijj of f . However, by the special choice of our frame,
we have (fi)j = fij and (fi)jj = fijj at p. Therefore, at p
n∑
i,j=1
fiµj(fi)jj =
n∑
i,j,k=1
fifjkiφjk +
n∑
i,j,k,m=1
fifmRmjikφjk
=
n∑
i,j,k=1
fi(fjkφjk)i −
n∑
i,j,k=1
fifjkφjki +
n∑
i,j,k,m=1
fifmRmjikφjk.
Hence
1
2
(|∇f |2) = 〈∇f,∇(f)〉+
n∑
i,j,k=1
φijfjkfki +
n∑
i,j,k,m=1
fifmRmjikφjk −
n∑
i,j,k=1
fifjkφjki. (2.1)
On the other hand,
−
n∑
i,j,k=1
fifjkφjki =
n∑
i,j,k=1
fifjk(φjik − φjki)−
n∑
i,j,k=1
fifjkφjik
=
n∑
k=1

 n∑
i,j=1
fifj(φjik − φjki)


k
−
n∑
i,j,k=1
fifj(φjik − φjki)k
−
n∑
i,j,k=1
fikfj(φjik − φjki)−
n∑
i,j,k=1
fifkjφjik
=
n∑
k=1

 n∑
i,j=1
fifj(φjik − φjki)


k
−
n∑
i,j,k=1
fifj(φjik − φjki)k
−
n∑
i,j,k=1
fjfikφjik,
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when we used in the last equality that
n∑
i,j,k=1
fjfikφjki =
n∑
i,j,k=1
fifkjφjik. Then
1
2

(|∇f |2) = 〈∇f,∇(f)〉+ n∑
i,j,k=1
φijfjkfki +
n∑
i,j,k,m=1
fifmRmjikφjk
+
n∑
k=1

 n∑
i,j=1
fifj(φjik − φjki)


k
−
n∑
i,j,k=1
fifj(φjik − φjki)k
−
n∑
i,j,k=1
fjfikφjik.
(2.2)
In order to find a more suited expression for the term −
n∑
i,j,k=1
fifj(φjik − φjki)k above, we
use the following computation (see [11], EQ. (2.4), P.198):
∆φij =
n∑
k=1
(φijkk − φikjk) +
n∑
k=1
(φikkj − cφkkij) + c
(
n∑
k=1
φkk
)
ij
−
n∑
m,k=1
φmkRmikj −
n∑
m,k=1
φimRmkkj,
which implies
−
n∑
i,j,k=1
fifj(φijk − φikj)k =
n∑
i,j=1
fifj
(
n∑
k=1
φikk − c
n∑
k=1
φkki
)
j
+ c
n∑
i,j=1
(tr φ)ijfifj
−
n∑
i,j,k,m=1
fifjφmkRmikj +
n∑
i,j,k,m=1
fifjφimRmkik
−
n∑
i,j=1
fifj∆φij .
(2.3)
Rewriting the last term in right hand side of (2.2) we have
−
n∑
i,j,k=1
fjfikφjik = −
n∑
i,j,k=1
(fjfikφji)k +
n∑
i,j,k=1
fjkfikφji +
n∑
i,j,k=1
fjfikkφij
= −
n∑
k=1

 n∑
i,j=1
fjφijfik


k
+
n∑
i,j,k=1
φijfjkfki
n∑
i,j,k=1
fjfkkiφij +
n∑
i,j,k,m=1
fjfmRmkikφij.
(2.4)
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Equation (1.2) follows by replacing the expressions of (2.3) and (2.4) in (2.2), and noting that
n∑
i,j,k,m=1
fifjφmkRmikj =
n∑
i,j,k,m=1
fifmφjkRmjik.
3 Estimate of first eigenvalue of the Shouten operator
The main purpose of this section is to prove Theorem 1.2. We start with proving two lemmas.
Lemma 3.1 (Generalized Newton inequality). Let A and B be two n× n symmetric matrices.
If B is positive definite, then
tr(A2B) ≥ [tr(AB)]
2
trB
, (3.1)
and the equality holds if and only if A = αI for some α ∈ R.
Proof. Let C be a positive definite matrix. By using the Cauchy-Schwarz inequality with A
√
C
and (
√
C)−1B, and the fact tr[(AB)2] ≤ tr(A2B2), which holds for symmetric matrices, we have
[tr(AB)]2 = tr(A
√
C(
√
C)−1B)2 ≤ tr(A2C) tr(B2C−1).
In particular, since B is positive definite, we can choose C = B to obtain
[tr(AB)]2 ≤ tr(A2B) trB,
i.e.,
tr(A2B) ≥ [tr(AB)]
2
trB
.
The equality holds if and only if
A
√
B = α(
√
B)−1B ⇔ (A
√
B)
√
B = α(
√
B)−1B
√
B ⇔ AB = αB ⇔ A = αI.
Remark 3.1. When B = I, the inequality (3.1) becomes
‖A‖2 ≥ 1
n
(trA)2,
which is known as the (classical) Newton inequality.
When A = [fij]n×n and B = [φij ]n×n, (3.1) implies
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Lemma 3.2. If φ is positive definite, then
n∑
i,j,k=1
φijfjkfki ≥ (f)
2
trφ
,
and the equality holds if and only if, fij = αgij , i.e., Hess f(X,Y ) = α〈X,Y 〉.
In Proposition 5.1, item (4), in the Appendix, we have
divS = ∇(trS).
Therefore S is divergence free if and only if M has constant scalar curvature. Now let us prove
Theorem 1.2.
Proof of Theorem 1.2. Since Sjik = Sjki and divS = 0, the Bochner formula of Theorem 1.1 in
this case becomes
1
2
S|∇f |2 = 〈∇f,∇(Sf)〉+ 2
n∑
i,j,k=1
Sijfjkfki + 〈S(∇f),∇(∆f)〉
+ 2Ric(∇f, S(∇f))−
n∑
i,j=1
fifj∆Sij −
n∑
k=1

 n∑
i,j=1
fjSijfik


k
.
(3.2)
Let us integrate and estimate each terms in the equation (3.2). We will complete our proof
after proving two claims.
Claim 1. Let µ > 0 and a smooth function f :M → R such that Sf = −µf , then∫
M
〈S(∇f),∇(∆f)〉dM = −µ
∫
M
|∇f |2dM.
In fact, by using Divergence Theorem, we have∫
M
〈S(∆f),∇(∆f)〉dM =
∫
M
div(∆f · S(∇f))dM −
∫
M
∆f · div(S(∇f))dM
=−
∫
M
∆f ·SfdM
=µ
∫
M
f∆fdM
=−µ
∫
M
|∇f |2dM.
Claim 2. ∫
M

2Ric(∇f, S(∇f))− n∑
i,j=1
fifj∆Sij

 dM ≥ Γ ∫
M
|∇f |2dM.
10
where
Γ = L20 −
(
R
2(n − 1) +K0
)
L0 +
1
2
K0R.
To prove this claim, first note that
Ric(∇f, S(∇f)) = 〈Ric(∇f), S(∇f)〉
=
〈(
S +
R
2(n − 1)I
)
(∇f), S(∇f)
〉
= |S(∇f)|2 + R
2(n − 1) 〈S(∇f),∇f〉.
Since S is a Codazzi tensor,
(∆S)ij :=
n∑
k=1
Sijkk =
n∑
k=1
Sikjk =
n∑
k=1
Skijk.
By using Ricci identity
Skijk = Skikj +
n∑
m=1
SmkRmijk +
n∑
m=1
SmiRmkjk,
and following a computation of Cheng and Yau, cf. [11], we have
(∆S)ij =
n∑
k=1
Skkij +
n∑
m,k=1
SmkRmijk +
n∑
m,k=1
SmiRmkjk
= (trS)ij +
n∑
m=1
SmiRicmj +
n∑
m,k=1
SmkRmijk
=
n∑
m=1
Smi
(
Smj +
R
2(n− 1)gmj
)
+
n∑
m,k=1
SmkRmijk
=
n∑
m=1
SmiSmj +
R
2(n− 1)
n∑
m=1
Smigmj +
n∑
m,k=1
SmkRmijk
= (S2)ij +
trS
n− 2Sij +
n∑
m,k=1
SmkRmijk.
We now choose an orthonormal frame such that Sij = λigij at a point p ∈M. Let K(u, v) denote
the sectional curvature of the plane generated by u, v. Then
11
2Ric(∇f, S(∇f))−
n∑
i,j=1
fifj∆Sij
= 2
n∑
i=1
(
λi +
R
2(n − 1)
)
λif
2
i −
n∑
i=1
λ2i f
2
i −
R
2(n− 1)
n∑
i=1
λif
2
i
−
n∑
i,j,k=1
λkRkijkfifj
=
n∑
i=1
λ2i f
2
i +
R
2(n − 1)
n∑
i=1
λif
2
i +
n∑
k=1
λkK(ek,∇f)[|∇f |2 − 〈ek,∇f〉2]
≥
n∑
i=1
λ2i f
2
i +
R
2(n − 1)
n∑
i=1
λif
2
i +K0
n∑
k=1
λk[|∇f |2 − 〈ek,∇f〉2]
=
n∑
i=1
λ2i f
2
i +
(
R
2(n− 1) −K0
) n∑
i=1
λif
2
i +
n− 2
2(n − 1)K0R|∇f |
2.
Note that, if K0 < 0, then
R
2(n − 1) −K0 > 0, and if K0 > 0, then
R
2(n − 1) −K0 =
1
2(n − 1)
n∑
i,j=1
K(ei, ej)−K0
≥n(n− 1)
2(n − 1)K0 −K0
=
(n
2
− 1
)
K0 > 0.
It implies,
2Ric(∇f, S(∇f))−
n∑
i,j=1
fifj∆Sij
≥
n∑
i=1
λ2i f
2
i +
(
R
2(n − 1) −K0
) n∑
i=1
λif
2
i +
n− 2
2(n− 1)K0R|∇f |
2
≥
[
λ20 +
(
R
2(n− 1) −K0
)
λ0 +
n− 2
2(n − 1)K0R
]
|∇f |2,
where λ0 = min
p∈M
{
min
1≤i≤n
λi(p)
}
. Since λ0 = L0− R
2(n − 1) , where L0 is the minimum of the Ricci
curvature, then the claim follows from the definition of Γ.
Now we are ready to complete the proof of Theorem 1.2. Since Sf = −µf, we have∫
M
〈∇f,∇(Sf)〉 = −µ
∫
M
|∇f |2dM (3.3)
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and, by using the Lemma 3.1,
2
∫
M

 n∑
i,j,k=1
Sijfjkfki

 dM ≥ 2∫
M
(Sf)
2
trS
dM ≥ 2µ
2
trS
∫
M
f2dM. (3.4)
Since, by using Divergence Theorem,
∫
M

 n∑
k=1

 n∑
i,j=1
fjφijfik


k

 dM = 0, then replacing
these estimates in the equation (3.2), p. 10, we have
0 ≥ −2µ
∫
M
|∇f |2dM + 2µ
2
trS
∫
M
f2dM + Γ
∫
M
|∇f |2dM. (3.5)
Since ∫
M
|∇f |2dM ≤ 1
λ0
∫
M
〈S(∇f),∇f〉dM
=
µ
λ0
∫
M
f2dM,
we obtain
0 ≥ (Γ− 2µ)
∫
M
|∇f |2dM + 2µλ0
trS
∫
M
|∇f |2dM
=
(
Γ− 2µ
(
1− λ0
trS
))∫
M
|∇f |2dM.
Thus
µ ≥ Γ
2
(
trS
trS − λ0
)
=
n− 2
2(n− 1)
(
R
R− 2L0
)
Γ
=
n− 2
2(n− 1)
(
R
R− 2L0
)[
L20 −
(
R
2(n − 1) +K0
)
L0 +
1
2
K0R
]
.
To prove the equality case, we suppose K0 = 1 and M
n = Sn. In this case S =
n− 2
2
I,
Sf =
n− 2
2
∆f and Γ =
(n− 2)(n − 1)
2
. Then the estimate becomes equality. Conversely, if
the equality holds, Lemma 3.1, p. 9, gives us that Hess(f) = αI. Following the proof of Obata
Theorem step-by-step, cf. [18], we can see that M is a sphere.
4 The estimate of the first eigenvalue of L1
This section will give the proof of Theorem 1.3. We start with the following lemma.
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Lemma 4.1. Let x : Mn → Mn+1(κ) be an isometric immersion of a n-dimensional Rieman-
nian manifold M into a (n + 1)-dimensional space form M of constant sectional curvature κ.
Then
2Ric(∇f, P1(∇f))− 〈(∆P1)(∇f),∇f〉 = Hess(H)(∇f,∇f)− (∆H)|∇f |2 + 〈Q(A)(∇f),∇f〉,
(4.1)
where 〈(∆P1)(∇f),∇f〉 =
n∑
i,j=1
fifj∆(Hgij − hij) and Q(A) = 2A3 − 3HA2 + (2H2 − |A|2 −
κ(n − 2))A + κ(2n − 3)HI.
Proof. By following Schoen-Simon-Yau’s computations, see [22], eq. (1.20), p. 278, we have
∆hij = Hij + (κn− |A|2)hij − κHgij +H
n∑
k=1
hikhkj ,
equivalently,
(∆A)(X) = ∇X∇H + (κn − |A|2)A(X) − κHX +HA2(X).
It implies
−〈(∆P1)(∇f),∇f〉 =〈(∆A− (∆H)I)(∇f),∇f〉
=〈(∆A)(∇f),∇f〉 −∆H|∇f |2
=Hess(H)(∇f,∇f) + (κn− |A|2)〈A(∇f),∇f〉
+H〈A2(∇f),∇f〉 − κH|∇f |2 −∆H|∇f |2.
By using Gauss equation
〈R(X,Y )Z, T 〉 = κ(〈X,Z〉〈Y, T 〉 − 〈Y,Z〉〈X,T 〉)
+ 〈A(X), Z〉〈A(Y ), T 〉 − 〈A(Y ), Z〉〈A(X), T 〉,
we have
〈R(∇f, ei)P1(∇f), ei〉 = κ(〈∇f, P1(∇f)〉〈ei, ei〉 − 〈ei, P1(∇f)〉〈∇f, ei〉)
+ 〈A(∇f), P1(∇f)〉〈A(ei), ei〉 − 〈A(ei), P1(∇f)〉〈A(∇f), ei〉.
After tracing, we obtain
2Ric(∇f, P1(∇f)) = 2κ(n − 1)〈∇f, P1(∇f)〉+ 2H〈A(∇f), P1(∇f)〉 − 2〈A2(∇f), P1(∇f)〉
= 2κ(n − 1)〈∇f, (HI −A)(∇f)〉+ 2H〈A(∇f), (HI −A)(∇f)〉
− 2〈A2(∇f), (HI −A)(∇f)〉
= 2κ(n − 1)H|∇f |2 + (2H2 − 2κ(n − 1))〈A(∇f),∇f〉
− 4H〈A2(∇f),∇f〉+ 2〈A3(∇f),∇f〉.
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Then
2Ric(∇f, P1(∇f))− 〈(∆P1)(∇f),∇f〉 = Hess(H)(∇f,∇f)− (∆H)|∇f |2 + 〈Q(A)(∇f),∇f〉.
Next lemma is a local estimate for Q(A).
Lemma 4.2. If 0 < αI ≤ A ≤ aαI then,
(i) if κ > 0,
〈Q(A)(X),X〉 ≥ [2(n− 1)α3(n− a2) + 2κ(n − 1)2α] |X|2,
(i) if κ ≤ 0,
〈Q(A)(X),X〉 ≥ [2(n − 1)α3(n− a2) + 2κ(n − 1)2aα] |X|2,
for any X ∈ TM.
Proof. Let {e1, . . . , en} be an orthonormal base of eigenvectors of the shape operator A, and
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h1, h2, . . . , hn be its eigenvalues. Denote by S2 =
∑
i<j
hihj =
1
2
(H2 − |A|2). For κ ≥ 0, we have
〈Q(A)(ei), ei〉 = 2h3i − 3Hh2i + (2H2 − |A|2)hi − κ(n − 2)hi + κ(2n − 3)H
= 2h3i − 3h2i (hi +H − hi) + 2(H2 − |A|2)hi + |A|2hi
+ κ[(n − 2)(H − hi) + (n− 1)H]
= (|A|2 − h2i )hi + 2S2hi − 3h2i (H − hi) + κ[(n − 2)(H − hi) + (n− 1)H]
= hi
[
(|A|2 − h2i ) + 2S2 − 3hi(H − hi)
]
+ κ[(n− 2)(H − hi) + (n − 1)H]
= hi



 n∑
j=1
h2j − h2i

+ 2S2 − 3 n∑
j=1
hihj + 3h
2
i


+ κ[(n − 2)(H − hi) + (n− 1)H]
= hi

2S2 + 2h2i + n∑
j=1
h2j − 2
n∑
j=1
hihj −
n∑
j=1
hihj


+ κ[(n − 2)(H − hi) + (n− 1)H]
≥ hi

2S2 + 2h2i + n∑
j=1
h2j −
n∑
j=1
(h2i + h
2
j )−
n∑
j=1
hihj


+ κ[(n − 2)(H − hi) + (n− 1)H]
= hi
[
2S2 − (n− 1)h2i − hi(H − hi)
]
+ κ[(n − 2)(H − hi) + (n− 1)H]
≥ 2α[S2 − (n− 1)a2α2] + κ[(n − 2)(n − 1)α+ (n− 1)nα]
≥ 2α[S2 − (n− 1)a2α2] + 2κ(n − 1)2α
≥ 2α(n(n − 1)α2 − (n− 1)a2α2) + 2κ(n− 1)2α
= 2(n − 1)α3(n− a2) + 2κ(n − 1)2α
(4.2)
and if κ < 0,
〈Q(A)(ei), ei〉 ≥ 2α[S2 − (n− 1)a2α2] + 2κ(n − 1)2aα
≥ 2(n− 1)α3(n− a2) + 2κ(n − 1)2aα.
(4.3)
Now we are ready to prove Theorem 1.3.
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Proof of Theorem 1.3. Applying the formula of Theorem 1.1 to the operator L1, and by using
Codazzi Equation hjik = hjki, we have
1
2
L1|∇f |2 =〈∇f,∇(L1f)〉+ 〈P1(∇f),∇(∆f)〉+ 2
n∑
i,j,k=1
(Hgij − hij)fjkfki
+ 2Ric(∇f, P1(∇f))− 〈(∆P1)(∇f),∇f〉 −
n∑
k=1

 n∑
i,j=1
fj(Hgij − hij)fik


k
+
n∑
k=1
(|∇f |2Hk − 〈∇H,∇f〉fk)k .
(4.4)
Integrating this formula and, by using the divergence theorem and the fact that L1 is divergence
free, we have
0 =
∫
M
〈∇f,∇(L1f)〉dM +
∫
M
〈P1(∇f),∇(∆f)〉dM + 2
∫
M

 n∑
i,j,k=1
(Hgij − hij)fjkfki

 dM
+
∫
M
[2Ric(∇f, P1(∇f))dM − 〈(∆P1)(∇f),∇f〉]dM.
(4.5)
Let us estimate each of these integrals. The three first integrals in expression (4.5) have canonical
estimates, as follows. Since L1f = −µf we have∫
M
〈∇f,∇(L1f)〉dM = −µ
∫
M
|∇f |2dM.
By using Divergence Theorem in the expression
div(∆fP1(∇f)) =∆f div(P1(∇f)) + 〈P1(∇f),∇(∆f)〉
=∆f · L1f + 〈P1(∇f),∇(∆f)〉,
we obtain ∫
M
〈P1(∇f),∇(∆f)〉dM =−
∫
M
∆f · L1fdM
=µ
∫
M
f∆fdM
=−µ
∫
M
|∇f |2dM.
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Applying Lemma 3.1, p. 9, we obtain
2
∫
M

 n∑
i,j,k=1
(Hgij − hij)fjkfki

 dM ≥ 2∫
M
(L1f)
2
(n− 1)H dM ≥
2µ2
n(n− 1)aα
∫
M
f2dM,
where we have used that trP1 = (n − 1)H. To estimate the last integral, we claim that, for
κ ≥ 0, ∫
M
[2Ric(∇f, P1(∇f))dM − 〈(∆P1)(∇f),∇f〉]dM
≥ [2α3(n− 1)(n − a2) + 2κα(n − 1)2 − σ]
∫
M
|∇f |2dM
and for κ < 0,∫
M
[2Ric(∇f, P1(∇f))dM − 〈(∆P1)(∇f),∇f〉]dM
≥ [2α3(n − 1)(n − a2) + 2κaα(n − 1)2 − σ]
∫
M
|∇f |2dM,
where σ = max
(p,v)∈TM
(tr(HessH)|v⊥(p)), v⊥ = {u ∈ TpM ; 〈u, v〉 = 0}. In fact, by using Lemma
4.1, we have∫
M
[2Ric(∇f, P1(∇f))− 〈(∆P1)(∇f),∇f〉] dM =
∫
M
[
Hess(H)(∇f,∇f)− (∆H)|∇f |2] dM
+
∫
M
〈Q(A)(∇f),∇f〉dM.
By using Lemma 4.2, we have∫
M
〈Q(A)(∇f),∇f〉dM ≥ [2(n − 1)α3(n− a2) + 2κ(n − 1)2α]
∫
M
|∇f |2dM
for κ > 0, and∫
M
〈Q(A)(∇f),∇f〉dM ≥ [2(n − 1)α3(n− a2) + 2κ(n − 1)2aα]
∫
M
|∇f |2dM
for κ ≤ 0. On the other hand,∫
M
(Hess(H)(∇f,∇f)− (∆H)|∇f |2)dM =
∫
M
[
Hess(H)
( ∇f
|∇f | ,
∇f
|∇f |
)
− (∆H)
]
|∇f |2dM
≥−σ
∫
M
|∇f |2dM.
Replacing these estimates in expression (4.5), we obtain, for κ > 0,
0 ≥−2µ
∫
M
|∇f |2dM − σ
∫
M
|∇f |2dM + 2µ
2
n(n− 1)aα
∫
M
f2dM
+[2(n − 1)α3(n− a2) + 2κ(n − 1)2α]
∫
M
|∇f |2dM,
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and an analogous expression for κ ≤ 0. Note that
(n− 1)α|∇f |2 ≤ 〈P1(∇f),∇f〉 ≤ (n− 1)aα|∇f |2.
Since 12L1(f
2) = fL1f + 〈∇f, P1(∇f)〉, by using Divergence Theorem, we have∫
M
〈∇f, P1(∇f)〉dM = −
∫
M
fL1fdM = µ
∫
M
f2dM.
It implies ∫
M
f2dM ≥ (n − 1)α
µ
∫
M
|∇f |2dM.
Denoting by C = 2(n− 1)α3(n− a2) + 2κ(n − 1)2α, we have
0 ≥ (−2µ− σ + C)
∫
M
|∇f |2dM + 2µ
na
∫
M
|∇f |2dM,
i.e.,
−2µ+ 2µ
na
− σ + C ≤ 0.
Therefore,
µ ≥ 1
2
(
na
na− 1
)[
2(n− 1)α3(n− a2) + 2κ(n − 1)2α− σ] ,
for κ > 0, and
µ ≥ 1
2
(
na
na− 1
)[
2(n− 1)α3(n− a2) + 2κ(n − 1)2aα− σ] ,
for κ ≤ 0. Now, consider the case of the canonical immersion of a geodesic sphere x : Sn(α) →
M
n+1
(κ). In this case we have A = αI, a = 1 and L1f = n(n − 1)α∆f. Since µ(L1,M) =
n(n − 1)α[α2 + κ] then, replacing these data in the estimate, the inequality becomes equality
and the estimate is sharp. On the other hand, if the equality holds, the equality case of Lemma
3.1, p. 9 implies that fij = cgij , for some real constant c, and following the proof of Obata
Theorem, cf. [18], we can conclude that M is a geodesic sphere.
5 Appendix
In this appendix we include the Proposition mentioned in the introduction which gives examples
of tensor φ, we refer to [10] for more related discussions.
Proposition 5.1. Let M be a Riemannian manifold.
(1) If M has constant scalar curvature and c is a real constant, then the linear operator
Sc := Ric−cI satisfies divSc ≡ 0;
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(2) The Einstein operator E :=
1
2
RI − Ric satisfies divE = 0;
(3) IfM is an immersed hypersurface in an Einstein manifold, then the Newton transformation
P1 satisfies divP1 ≡ 0;
(4) If M is an immersed hypersurface in an space form of constant sectional curvature, then
the Newton transformation Pr satisfies divPr ≡ 0;
(5) The Shouten operator S satisfies div S = ∇(trS);
(6) If M is locally conformally flat, then the Newton transformations Tk(S) = Tk associated
with S, 1 ≤ k ≤ n, satisfies div Tk(S) ≡ 0.
Proof. It is well known, cf. [19], p. 39, and [11], p. 197, that
div(Ric) =
1
2
dR.
If M has constant scalar curvature, then div(Ric) = 0, which implies that div(Sc) = 0, since c
is constant. Claim (2) follows from
divE = div(Ric)− 1
2
div(RI) =
1
2
dR− 1
2
dR = 0.
The proof of claim (3) is simple and follows from well known identity
div(A) = dH,
which holds for hypersurfaces immersed in an Einstein manifold, (see [13], for a proof). We have
div(P1) = div(HI)− div(A) = dH − div(A) = 0.
The proof of claim (4) can be found in [20] or [21]. To prove claim (5), we can use the identity
n∑
j=1
Ricijj =
1
2
Ri, to obtain
n∑
j=1
Sijj =
n∑
j=1
(
Ricij − R
2(n − 1)gij
)
j
=
n∑
j=1
Ricijj −
n∑
j=1
Rj
2(n − 1)gij
=
1
2
Ri − Ri
2(n − 1)
=
n− 2
2(n− 1)Ri
= (trS)i,
(5.1)
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i.e.,
divS = ∇(trS).
Claim (6) was proved by Viaclovsky, and can be found in [23].
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