[1] We present an exact particle tracking algorithm for advective-dispersive transport in a network of one-dimensional bonds connected at volume-less nodes. We derive an analytical solution for the transit probability of a particle that has just arrived at a node to first arrive at a nearest-neighbor node. This solution is compared to traditional random walk simulations in a network where particle motion is simulated in small time steps with empirical mixing rules at nodes. We demonstrate that this latter approach gives a good representation of the cumulative arrival time probability distribution, but that the fraction of the total flux arriving at each node is in error by more than 1% when compared to the analytical probability unless 10 5 or more time steps are used to simulate transport between nodes. Finally, we show how to obtain semianalytical solutions for tracer transport in a network and discuss how these results can be used for more complex settings where there is incomplete mixing at nodes, or where the bonds are no longer one-dimensional.
Introduction
[2] Fast and accurate modeling of solute transport is useful in a variety of applications, including simulating contaminant transport in aquifers, quantifying the potential danger derived from underground nuclear waste disposal and designing tracer injection schemes to obtain optimal oil recovery strategies in hydrocarbon reservoirs.
[3] One idealization of a porous medium is to consider it as a network, that may be disordered, of effectively onedimensional bonds connected at nodes. Along each bond advective-dispersive transport occurs with complete mixing of solute at nodes. This conceptual model has been used to represent a number of different transport problems in porous media: dispersion in a pore-scale network of pores and throats, in the limit that the throats are much longer than they are wide [Sahimi et al., 1986; Koplik et al., 1988; Sorbie and Clifford, 1991] ; transport in a fracture network [Hull and Koslow, 1986; Berkowitz and Scher, 1997; Bodin et al., 2003] ; and macroscopic transport in a heterogeneous porous medium [Makse et al., 2000] . By applying mass conservation at each node, appropriate boundary conditions and Darcy's law it is possible to find the pressure field and hence the flow in each bond by solving a series of linear equations [Bear, 1972] .
[4] Single phase transport in a network can be simulated using a suitable finite difference scheme. At the pore scale such an approach has proved successful in the prediction of single and multi-phase transport properties. For a recent review of pore-scale network modeling, see Blunt et al. [2002] : this approach has been used to make first principles predictions of two and three phase relative permeabilities [Bakke and Øren, 1997; Valvatne and Blunt, 2004; Piri and Blunt, 2005] and dispersion coefficients [Bijeljic et al., 2004] .
[5] The problem with this approach is that it approximates the concentration distribution along each bond, assuming a linear variation to first order, which is unnecessary since the exact concentration field can be found analytically for simple boundary conditions. DeArcangelis et al. [1986] addressed this problem by solving for transport exactly in Laplace space. While this was an elegant approach, obtaining the concentration profile in real time required a somewhat involved inversion across all nodes simultaneously. A more direct approach is to use particle tracking [Brandt, 1975; de Gennes, 1976; Sahimi, 1993] , where in each time step, particles are moved accounting for advective and dispersive effects in some time t [Sahimi and Imdakm, 1988; Robinson et al., 2003 ].
[6] There is, however, no clear consensus in the literature of how to assign particles to connecting bonds once they arrive at a node. In the diffusive limit, particles enter each bond with a probability proportional to the cross-sectional area of the bond [Sahimi, 1993; Havlin and Ben-Avraham, 2002] . The particle could then be moved between nodes with an average travel time of L 2 /2D, where L is the bond length and D the dispersion coefficient. In the advective limit particles enter bonds with a probability proportional to the outlet flux [Sahimi et al., 1986] and move between nodes in a time L/V, where V is the flow speed in the bond.
[7] The assignment of appropriate mixing rules and particle transit times in networks where both dispersive and advective forces are significant and complete mixing is assumed remains a challenge. Berkowitz et al. [1994] circumvented this problem by using stream-tube weighting. They coupled the analytical solution for the stream function derived by Philip [1988] with particle tracking formalism and then presented results for the fraction of the flux entering each bond as a function of Peclet number Pe = VL/D. The drawback to this method is that it requires lengthy solution times in geometries where the analytical solutions are no longer valid.
[8] Park and Lee [1999] then attempted to quantify these mixing rules using mass balance and an uncoupled semiinfinite solution of the advection-dispersion equation in each bond. This approach, while sound in a given limit, must be derived for every discrete node within the model, and, more importantly, does not consider the finite size effects of the bonds, which can be significant.
[9] Sorbie and Clifford [1991] and Bijeljic et al. [2004] simulated tracer dispersion using network modeling and a transport algorithm that accounted for molecular diffusion and advective transport. In the work of Sorbie and Clifford the cumulative distribution of transit times was obtained for a single bond using a random walk simulation with advective flow, and longitudinal and transverse diffusion. The particles were then moved from node to node in a single step using this transit time distribution. Complete mixing was assumed at the nodes with an outlet velocity weighting used in the high Pe limit and random allocation in the diffusive limit. This is in contrast to Bijeljic et al. who tracked the advective and dispersive transport of particles within each bond. Complete mixing was also assumed at nodes with a mixing rule that reduced to the correct limits for advective-and diffusion-dominated flow: particles entering the junction during an advective step would be reassigned according to an outlet velocity weighting, while a random choice of exit bond would be made if the particle entered during the diffusive step.
[10] In this paper we develop an analytic solution in Laplace space to derive the transit time distribution for a particle that has just arrived at a node to first arrive at a nearest neighbor. In this respect the work is similar to that of DeArcangelis et al. [1986] . However, we express the solution for each node in real space to allow a particletracking formulation for transport to be proposed -this method combines the accuracy of an analytic approach with the simplicity of particle tracking. We also use the analytic solution to critique current mixing rules and suggest how to use this approach for more realistic cases where the bonds are not one-dimensional and there is not complete mixing at nodes.
Analytical Model for Transport Between Nodes
[11] Our transport model can be thought of as a series of discrete transitions from node to node in some time t. We can therefore extract distinct junctions from a macroscopic lattice and consider them individually. We illustrate the problem we solve using Figure 1 , a central node connected to N nearest neighbors by bonds labeled i = 1 to N. In each bond we assign a local velocity V i (which we assume is known) and a diffusion/longitudinal dispersion coefficient D i .
[12] The point labeled x = 0 represents the central node. The subscript i = k labels bonds with a neighboring node located at a distance x = L k from the central node with a velocity that has a direction away from this center point. i = j labels bonds with a velocity V j directed towards the central node and ends with a neighboring node at x = ÀL j . We define all velocities V k and V j to be positive. We can then write the 1D advection diffusion equation for the concentration C i along each bond to obtain a system of partial differential equations of the form:
[13] Conceptually, at time t = 0 a unit mass (particle) arrives at the central node: C(x, 0) = d(x). We are interested in obtaining the first arrival time of this particle at a nearest neighbor node. This is equivalent to invoking an absorbing condition at the extremes of the system, i.e.: C(L k , t) = C(ÀL j , t) = 0 [Chandrasekhar, 1943; DeArcangelis et al., 1986] . We must then couple the set of equations by invoking concentration and flux continuity at the junction -the former condition is implemented to ensure the concentration profile in each branch simplifies to the same expression at x = 0. The system of equations (1) can then be solved in Laplace space (see Appendix A) and the concentration and cumulative arrival time distribution (F(s)) inverted numerically using the algorithm proposed by Stehfest [1970] (Appendix B) to obtain the appropriate time based solutions. In Laplace space the concentration can be written as:
where B(s) is given by: The figure shows the k th and j th bonds of the system. We assign the k subscript to a bond that ends in a node which is a distance L k from the junction with the velocity in a direction away from the central node, while the j subscript is given to a bond that ends in a node at x = ÀL j with a velocity directed towards the central node.
[14] The flux at a nearest neighbor node, which is the arrival time distribution (ψ(s)), can then be obtained from:
The cumulative probability distribution (F(s)) can be calculated by integrating (4) in the time domain or:
[15] Finally we use the final value theorem [Luyben and Luyben, 1997] , see Appendix A, to obtain an expression for the probability that a particle first arrives at a nearest neighbor node (at any time). In other words in particle tracking formalism the probability of jumping to an outlet bond (i = k) in a system with competing advective and diffusive effects is given by:
while for inlet bonds (i = j):
where G is given by:
[16] Note that equations (6) and (7) reduce to the correct advective and diffusive limits as the velocities become large and small respectively with respect to dispersion:
If D i and L i are constant, equation (10) simplifies to the familiar:
Model Verification
[17] To validate the proposed solution, a comparison was made to a numerical particle tracking algorithm. It is possible to approximate the solution of the system of equations (1) by employing a random walk simulation that couples flow and diffusion while explicitly monitoring the location of particles along the bonds. In a given time step Dt a particle will move through a displacement r given by the sum of a diffusive displacement r d (randomly forwards or backwards) and advective displacement r a (in the direction of the velocity):
[18] We initially launched the particles at the central node and then uniformly assigned them to the bonds. At the junction we chose the mixing rules employed by Bijeljic et al. [2004] that were described in the Introduction. For all the numerical results in this paper we used a fixed length L and dispersion coefficient D in each bond and define a Peclet number Pe = VL/D as the ratio of advective to dispersive effects, where V is one of the outlet velocities.
[19] Figure 2 shows the cumulative arrival time distribution normalized with respect to the number of particles exiting the outlet (k) node for a two-branch problem where Pe = 1 (V = 1 ms À1 , D = 1 m 2 s À1 and L = 1 m). The agreement between the inverted analytical result and the random walk solution using a time step Dt = 10 À4 s and a total of 10,000 particles is excellent. However, the numerical simulations do not necessary assign the correct proportion of particles to the two branches. Figure 3 shows the percentage error in the estimated proportion of the particles arriving at the inlet node for different values of Pe and Dt: this fraction is both under and over-estimated depending on the time step and Peclet number. Note though, that the error tends to zero as the time step becomes vanishingly small. However to reduce the error to around 1% of order 10 5 time steps for each node-to-node transition is required, which is very computationally demanding. We checked that we used sufficient particles to ensure that the errors were not affected by the numbers used. [20] Numerical particle tracking, in the limit of infinitesimal time steps and an infinite number of particles, will solve the governing advection-dispersion equation exactly. At nodes, mass is conserved since particles are not added or removed. Hence, if sufficient time steps and particles are used, particle tracking will reproduce the correct solution regardless of the mixing rule implemented at a node, as long as particles are not added or removed until they reach the boundaries of the system.
[21] Next a three-branch problem, illustrated in Figure 4 , was considered. Two cases were simulated: one where the velocity in bond 1 was 0; and another case with two outlet bonds, one of which had a fixed Pe of 1. We present the results as a function of the Peclet number for outlet bond 2. As in the two-branch problem, the normalized probability distributions were excellently matched. Figures 5 and 6 show the percentage error and analytical solution for the split of probability into outlet bond 2. While, in the limit of small time steps, the numerical results agree with the analytical expressions, the error can be large at low Pe. For large time steps, the advective step tends to bias the results towards advective routing.
Discussion and Conclusions
[22] The solution for the transit time distribution can be used directly in a particle tracking algorithm by employing a similar approach to Sorbie and Clifford [1991] and Robinson et al. [2003] . The velocities in each bond are found using standard numerical techniques. Then particles are tracked from node to node and the time taken for each transit recorded. When a particle arrives at a node a random number z is found between 0 and 1. Equation (5) is inverted and the time corresponding to the cumulative probability z is found using standard root finding techniques.
[23] To give a concrete example, consider a two-branch node where, using equation (7), we calculate the total probability of arriving at node 1 is 0.3 (and 0.7 for node 2). If z 0.3 the particle jumps to node 1, otherwise to node 2. Let us assume that we find z = 0.6. Then the s; pluses, À4t = 5 Â 10 À4 s; squares, À4t = 10 À5 s.
particle exits at branch 2. We then find the transit time whose normalized probability distribution is (0.6 -0.3)/0.7 or 3/7 using the Bisection Method or Newton Raphson approach [Stroud and Booth, 2001] . In this way the particles are moved from node to node, obeying, on average, the correct partial differential equation with optimal efficiency. In contrast, a standard random walk approach in a network, while it will give the correct answers in the limit of infinitesimal time steps, will tend to give poor assignments of the fraction of particles going to each node, especially at low Peclet number. In the examples we studied, at least 100,000 time steps per bond were required to estimate the probability of arriving at neighboring nodes correct to within 1 part in a 100.
[24] In most realistic situations, however, the assumption of complete mixing at nodes or strictly one-dimensional flow in bonds is incorrect. In these cases there is still an ambiguity over the correct mixing rules and in particular how particles are assigned to bonds once they reach a node when both advective and dispersive effects are significant. We have derived the correct probabilities of arriving at nearest neighbor nodes in one idealized casewe suggest that using the same probabilities in more complex cases may be an improvement over the current empirical combination of diffusive and advective limit cases. Our proposed approach is as follows: using particle tracking or direct simulation of the process of interest, the cumulative arrival time distribution for transport of a particle just entering one node to arrive at a nearest neighbor node can be found as a function of bond Peclet number. If this is represented by a solution to a onedimensional advection-dispersion equation then the results in this paper could be used; otherwise the effects for node and bond geometry and transverse mixing would be accounted for. Then to simulate transport in a lattice, use the computed transit time probabilities in combination with the probabilities for arriving at different nodes, equations (6) and (7). If there is not complete mixing at nodes and the probabilities for arrival at a nearest neighbor node are known in the diffusive and advective limits, then for intermediate Peclet number a functional variation similar to equations (6) and (7) could be defined. First define a normalized arrival probability that varies from 1 in the high Pe limit to 0 in the diffusive limit:
where P i0 and P i1 are the arrival probabilities in the diffusive and advective limits, respectively. Then we propose that in the general case, using equations (6)- (9):
where N is the total number of branches in the simulation. These expressions are exact for complete mixing and provide a simple variation for more complex cases.
Appendix A: Solution of the ADE for an n-Branched System
[25] We solve equation (1) with the boundary conditions mentioned in the main text. Conservation of flux at a node requires:
while continuity and conservation of mass require:
We transform equation (1) and the boundary conditions to the Laplace domain:
Finally the coupling constraint would be:
The solution to equation (A4) is of the form:
where s is half the ratio of the square root of the discriminant of the characteristic solution to the dispersion coefficient, given by:
Using condition (A5) and constraint (A6), we obtain:
where we can now rewrite equation (A7) in the following form:C k x; s ð Þ ¼ 2e
C j x; s ð Þ ¼ À2e
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Then from condition (A6) we can write B i in terms of the coefficient in branch one which we denote as B:
We now invoke flux continuity about the central node to find B(s):
We can then write the solution in Laplace space as the following:C
where B(s) is given by:
The probability per unit time, ψ(s) of a particle reaching ±L i : The cumulative distribution of arrival times would be the integral of ψ(t) in the time or Laplace domain:
The probability of a particle first arriving at node i (P i ) can be calculated using the final value theorem [Luyben and Luyben, 1997] .
Appendix B: A Note on Numerical Inversion of the Laplace Transform
[26] It can be shown [Gaver, 1966; Stehfest, 1970] that the expectation C n (x, t) of a function C(x, t) with respect to the probability density f n (a, t) given by equation (B1) can be related to its Laplace transformC(x, s) by equation ( Then considering the statistical properties of equation (B2) and after some algebraic manipulation the inverse equations (A15) -(A20) can be approximated by:
In theory, approximation (B3) becomes more accurate as N ! 1, but because of round-off errors the optimal value of N is about 18 which was used in this work.
